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Abstract
Extensive measurements are made in a transitioning swept-wing boundary layer using hot-film,
hot-wire and cross-wire anemometry. The crossflow-dominated flow contains stationary vortices
that breakdown near mid-chord. The most amplified vortex wavelength is force.d by the use of
artificial roughness elements near the leading edge. Two-component velocity and spanwise sur-
face shear-stress correlation measurements are made at two constant chord locations, before and
after transition. Streamwise surface shear stresses are also measured through the entire transition
region.
Correlation techniques are used to identify stationary structures in the laminar regime and
coherent structures in the turbulent regime. Basic techniques include observation of the spatial
correlations and the spatially distributed auto-spectra. The primary and secondary instability
mechanisms are identified in the spectra in all measured fields. The primary mechanism is seen to
grow, cause transition and produce large-scale turbulence. The secondary mechanism grows
through the entire transition region and produces the small-scale turbulence.
Advanced techniques use linear stochastic estimation (LSE) and proper orthogonal decom-
position (POD) to identify the spatio-temporal evolutions of structures in the boundary layer. LSE
is used to estimate the instantaneous velocity fields using temporal data from just two spatial loca-
tions and the spatial correlations. Reference locations are selected using maximum RMS values to
provide the best available estimates. POD is used to objectively determine modes characteristic of
the measured flow based on energy. The stationary vortices are identified in the first laminar
modes of each velocity component and shear component. Experimental evidence suggests that
neighboring vortices interact and produce large coherent structures with spanwise periodicity at
°°°
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double the stationary vortex wavelength. An objective transition region detection method is devel-
oped using streamwise spatial POD solutions which isolate the growth of the primary and second-
ary instability mechanisms in the first and second modes, respectively. Temporal evolutions of
dominant POD modes in all measured fields are calculated. These scalar POD coefficients contain
the integrated characteristics of the entire field, greatly reducing the amount of data to character-
ize the instantaneous field. These modes may then be used to train future flow control algorithms
based on neural networks.
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CHAPTER 1
Introduction
1.1 History and Motivation
For over a century, scientific investigations of flows over sblid surfaces have been at the heart of
fluid mechanics research. It is this study of the boundary layer that has given birth to countless
developments in technology, including advances in aviation and aerodynamics, turbomachinery,
heat-transfer systems, marine and ground transportation and even atmospheric and environmental
studies. Several historic fundamental studies have led to practical engineering applications which
have literally changed society, such as the birth of aviation, perhaps one of the most influential.
Ever since the first aircraft, researchers have tried to enhance and improve flight conditions.
Eventually, aircraft were commonly being used for both civil transportation and military opera-
tions. As the need for even faster and more efficient aircraft came about just before the second
world war, the issue of reducing drag came to the forefront of aircraft design and control of
boundary-layer flows became a primary focus in fluid mechanics. Even still, some fifty years later,
many researchers are developing ways to control boundary-layer flows. This investigation hopes
to contribute to the building of a solid foundation upon which dynamic flow control strategies can
be developed.
Of course, developing effective flow control strategies requires understanding the flow phys-
ics as much as possible. It also requires powerful analysis techniques to translate the flow's cur-
rent state into useful data on which a control decision can be made to produce a desired effect. It is
in this light, that the current investigation of a three-dimensional, swept-wing boundary layer is
presented. The current experimental work is designed to further our knowledge on boundary-layer
transitionmechanisms and origins of coherent structures in turbulent boundary layers and to,
therefore, develop a method of extracting the data needed to make effective control decisions.
Thus, using our knowledge of boundary-layer evolution over a swept wing, from its origin at the
leading edge to transitional breakdown to turbulence, we can produce effective techniques which
may lead to future flow control strategies. With the results presented here, future flow control
strategies may be developed with the hopes of delaying transition, thereby achieving reduced drag
(i.e., better fuel-efficiency), better maneuverability and safer flight in general.
1.2 Swept-Wing Flows
1.2.1 Historical Origins
In 1935, during the worldwide quest for a faster aircraft, Busemann formally presented the con-
cept of sweeping back the wings of an aircraft to reduce drag at transonic and supersonic speeds.
Busemann's basic principle suggested that the component of the freestream velocity parallel to
the leading edge would not be perturbed by the wing thus preserving laminar flow. The critical
conditions would only be reached when the freestream velocity component normal to the leading
edge was locally accelerated at some point on the wing to the local sonic speed. Although this the-
ory could only be true on an ideal infinite-span wing of constant section, it did set the foundation
for swept-wing research. In 1939, the continuing theoretical work of Betz suggested that swept
wings delayed the formation of shocks on the wing surface. This was confirmed experimentally
by Ludweig in same year. Since that time, swept-wing flow has become a fundamental aspect of
modem aerodynamics. The reader is referred to Schlichting (1960) and von Kfu'mAn (1963) for a
more detailed historical perspective on the development of the swept wing and the work of Buse-
mann, Betz and Ludweig.
Further investigations by Gray (1952) demonstrated that high-speed swept wings have only
minimal laminar flow compared to the same wings without sweep. Researchers then discovered
the presence of basic instabilities in swept-wing flow and other three-dimensional boundary layers
which caused the abrupt transition from a laminar boundary layer to a turbulent one (Owen and
Randall 1952; Gregory et al. 1955; Brown 1959). The discovery of these instabilities and the
problems they cause stimulated the beginnings of research on laminar flow control. Pfenninger
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Figure 1.1" Schematic plan view of a swept wing showing four coordinate systems and an
inviscid streamline. Figure adapted from Reibert (1996a).
(1957) led these early research efforts by examining the effects of suction applied to the swept-
wing boundary layer which influenced a series of laminar flow control experiments referenced in
Pfenninger (1977). Pfenninger's group was able to achieve full-chord laminar flow at a chord-
based Reynolds number of 29 million through the use of suction, providing a promising future for
laminar flow control strategies.
1.2.2 Coordinate Systems
Discussing the flow over a swept wing requires familiarization with the typical coordinate sys-
tems used in analytical and experimental work. Figure 1.1 shows four common coordinate sys-
tems used to describe a swept wing with a positive sweep angle, A. The flow is from left to right
as indicated by the freestream velocity, U**. The universal coordinates (X, Y, Z) are aligned to
A = 0 ° , i.e., to the leading edge and chord line if the wing were unswept. This reference frame is
generally aligned to the test-section walls in experimental wind-tunnel testing and is sometimes
used to describe the instrumentation traverse system's motions. This right-handed coordinate sys-
tem consistsof the streamwise direction, X, which is in the flow direction, the Y coordinate
which is normal to the test-section side wall and the Z coordinate which is the vertical direction.
A similar coordinate system which is referred to as the global coordinate system is repre-
sented by (x, y, z) in figure 1.1. This system is aligned similarly to the universal coordinate sys-
tem but is attached to the leading edge of the wing. The x coordinate is aligned to the X
direction. The y coordinate is normal to the chord line and the z coordinate is parallel to A = 0 °
and to the Z direction. This system is primarily used to develop the analytical equations in chap-
ter 2 and to describe some of the measurements. The corresponding total velocity components are
denoted by (_, b, _). Also within this system are the two-component surface shear stresses,
expressed as (_x, _z)" The _x _1_Zz plane is perfectly aligned with the x and z axes.
The model-oriented, swept coordinate system (xs, Ys, zs) shown in figure 1.1 is referenced
from the swept wing-chord plane and is simply the global coordinate system angled A degrees in
the x-z plane. The x s coordinate is normal to the leading edge of the wing. The Ys coordinate is
normal to the chord line and the z s coordinate is parallel to the leading edge in the swept, span-
wise direction. The corresponding total velocity components in this system are (f_n, Vn, wn)" Also
within this system, the two-component surface shear stresses are expressed as (xnx, _nz). The
rCnx.J- rCnz plane is perfectly aligned with the x s and z s axes.
Figure 1.1 also displays a fourth coordinate system (x t, Yt, zt) referenced to the boundary
layer and aligned with the inviscid streamlines. The x t direction is tangent to the inviscid stream-
line. The Yt direction is normal to the model surface and the z t coordinate is orthogonal to the
inviscid streamline. Likewise, the corresponding total velocity components in the boundary-layer
system are (_t, _t, _t)- Similarly the two-component surface shear stresses are expressed as
(r_tx, rctz) whose plane is perfectly aligned with the x t and z t axes.
1.2.3 Boundary-Layer Transition
The flow over a swept wing and other three-dimensional boundary-layer flows have recently been
studied with the focus of understanding the fundamental instability mechanisms which cause tran-
sition from a laminar boundary layer to a turbulent one. This transition process can usually be
described by three phases of boundary-layer evolution. The first of these is referred to as the
receptivity mechanism. Receptivity is the mechanism by which freestream disturbances enter the
boundary layer (Morkovin 1969). Although this mechanism is not yet well understood, it is
known to provide the initial amplitude, frequency and phase of unstable waves within the bound-
ary layer (Saric 1994b). These initial conditions originate from external disturbances, such as
wing surface roughness or vibration or acoustic and vortical fluctuations in the freestream. These
conditions, the geometry of the wing and flow conditions give birth to several possible instability
modes within the boundary layer.
The second phase of transition is described as the initial growth of small disturbances in the
boundary layer. The small fluctuations resulting from the initial receptivity mechanism are ampli-
fied and have been described by linear stability theory, a mathematical model of the flow using
linear, unsteady disturbance equations derived from the nonlinear Navier-Stokes equations (Mack
1984; Reed et al. 1996). This theory applies rather well to two-dimensional flows (Saric 1992b)
but does not fuUy describe the different instability mechanisms in three-dimensional boundary
layers (Reed and Saric 1989).
The third phase of boundary-layer transition is the nonlinear interaction of multiple instabil-
ity modes. Mathematically, this occurs when the disturbances gain enough energy and their ampli-
tudes grow to make the nonlinear terms in the Navier-Stokes equation significant. Physically, the
disturbance growth distorts the basic-state boundary layer which in turn produces rapid growth in
the secondary instabilities thus leading to the onset of turbulence (Saric 1992b).
Once the flow has transiuoned to turbulence, the boundary layer contains eddies or coherent
structures, irregular and generally unpredtctable fluctuations of high frequency superimposed on
the main-stream boundary layer. At htgh Reynolds numbers, typical of swept-wing flows, the
mean flow constantly supplies energy to large eddies in the boundary layer. Energy is also dissi-
pated, predominantly by the small scales in the flow very close to the wall. Because of its com-
plexity and effects that increased drag, a turbulent boundary layer over a wing surface is certainly
not an optimal flow state. However, it is not the least desirable case either since it does remain
attached in most cases due to pressure increases. A separated flow over a wing is far less desirable
than an attached, turbulent boundary layer whose complexity makes flow control, flow modeling
andpredictionextremelydifficult. By understanding how these fluctuations or eddies originate,
flow control strategies can focus on turbulence prevention. Also, by observing how these coherent
structures develop, propagate and evolve, other flow control strategies might be designed to break
down the large eddies into smaller eddies thus transferring energy from the generation mecha-
nisms to the dissipating mechanisms. Ideally, however, one would generally prefer an attached,
laminar boundary layer across the entire wing, drastically reducing drag and maintaining safe
flight conditions. Hence, the current experiment focuses on transition and the origins of turbu-
lence in the swept-wing boundary layer.
1.2.4 Instabilities
In general, there are four specific fundamental modes of instability which cause transition on
swept wings. These are attachment-line, centrifugal, streamwise and crossflow instabilities. The
attachment-line instability is associated with the basic instability of the attachment-line boundary
layer and its contamination by, for example, turbulent disturbances propagating along the leading
edge. The end result is effectively a premature "tripping" of the boundary layer. Wings with large
leading-edge radii are particularly prone to these instabilities (Poll 1979, 1985; Hall et al.1984;
Hall and Malik 1986). The centrifugal instability mechanism is a result of the shear flow over con-
cave surfaces generally producing GOrtler vortices (Floryan 1991; Benmalek and Saric 1994;
Saric 1994a). The streamwise instability mechanism is associated with the pressure gradient and
chordwise velocity component. It is comparable to ToUmein-Schlichting waves in two-dimen-
sional flows. This instability appears in regions along the wing with zero or weakly positive pres-
sure gradients (Gray 1952; Saric 1992b). The crossflow instability is an inviscid mechanism
caused by the combined effect of wing sweep and pressure gradient (see Section 1.2.5). These
instabilities may exist individually or in any combination in a swept-wing flow field depending on
various conditions involving Reynolds number, surface roughness and curvature, sweep angle and
pressure gradients.
1.2.5 Crossflow Instability
Perhaps the most common instability m swept-wing flows is the crossflow instability, a physical
mechanism resulting from the combined effects of wing sweep and a favorable pressure gradient.
As the potential flow reaches the leading edge of the wing, the streamlines begin to immediately
bendoutboard (in the positive z direction) due primarily to the sweep and declining pressure. Just
aft of the attachment line on most airfoils, the streamlines then curve inboard and start aligning
with the chord-line until the chordwise pressure minimum is reached. Here the streamlines then
bend in an outboard direction as the trailing edge is approached due to the pressure recovery.
Flow near the surface of the wing has much less streamwise momentum than in the
freestream and therefore is actually deflected more by these pressure gradient and sweep effects
than the inviscid streamlines. Therefore the boundary-layer flow is not completely in the direction
of the inviscid streamlines. Figure 1.2 shows a sketch of the general velocity-component profiles
in the laminar boundary layer of a swept-wing. The figure demonstrates the tangential velocity
component following the streamline and the crossflow velocity component perpendicular to the
streamline. For positively swept wings (A > 0) as shown in figure 1.1, the crossflow velocity
component is positive and propagates in the z t direction as defined in figure 1.1. The resulting
total velocity profile (shaded in figure 1.2) follows the streamline near the edge of the boundary
layer and twists outboard in the zt direction closer to the surface. The crossflow profile obeys the
no-slip condition at the surface and asymptotically disappears at the boundary-layer edge, thus
producing an inflection point which directly corresponds to an inherent inviscid instability. Thus,
the crossflow instability manifests itself as co-rotating vortices within the boundary layer whose
axes are just barely offset from the potential-flow direction. Transition to a turbulent boundary
layer begins when these vortices gain enough energy and momentum to "spill" upon themselves,
becoming unstable and eventually breaking down into turbulent eddies and smaller scales.
The crossflow instability also exhibits two fundamental disturbances that may be amplified,
stationary crossflow waves and travelling crossflow waves. Both may cause transition but the
dominant mechanism is usually identified through analysis of the boundary-layer receptivity.
Studies by Bippes et al. (1991), Deyhle et al. (1993) and Deyhle and Bippes (1996) have shown
that travelling waves tend to dominate in flows with significant unsteady freestream disturbances.
However, stationary crossflow waves tend to dominate transition when in low-disturbance envi-
ronments. And since the flight environment is generally better represented by low-disturbance sur-
roundings, the stationary crossflow instability mechanism is expected to dominate and hence is
the case under study for the current experiment.
The stationary crossflow waves are typically weak in the spanwise and wall-normal direc-
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Figure 1.2: Schematic of the swept-wing boundary-layer profile showing the tangential, crossflow
and total velocity profiles. Figure courtesy of Reibert (1996a).
tions and therefore are assumed by most to be linear in nature. However, recent experiments have
shown that these waves demonstrate highly nonlinear effects (Dagenhart et al. 1990; Bippes et al.
1991; Radeztsky et al. 1994; Reibert et al. 1996). The source of this nonlinearity is found in the
fact that the wave fronts are indeed immobile with respect to the wing surface and that they are
nearly aligned to the mviscid streamlines. Because of this, the waves have a cumulative effect by
interacting with the same fluid (propagating along the potential flow streamlines) creating large
streamwise distortions in the velocity profile. The weak waves create these distortions by convect-
ing low-speed fluid away from the surface and high-speed fluid towards the surface. This results in
spanwise spatial variation of the mean streamwise velocity profile. As the distortions grow further
downstream, an alternating pattern of accelerated, deccelerated and doubly-inflected velocity pro-
files emerges in span. These doubly-inflected profiles are inherently unstable and are subject to a
high-frequency secondary instability which is highly amplified and rapidly breakdowns locally
(Kohama et al. 1991). This local breakdown causes a nonuniform saw-tooth pattern of turbulent
wedges to appear in span making way for the onset of turbulence.
1.3 Literature Review
°
Over the .course of the past century, there have been numerous landmark research projects that
have laid the foundation for studying two- and three-dimensional flows. Significant contributions
have been made in experimental observations, flow modeling and deriving theories on transition
yet much remains to be explored. The reader is referred to the following comprehensive reviews
of past research efforts_
The fundamental flow over a rotating disk displays the same crossflow instability mecha-
nisms that are found in the swept-wing boundary layer, yet are easier to study. The symmetric
geometry, the fact that the flow is an exact solution of the Navier-Stokes equation and a boundary
layer of constant thickness allow simpler applications of theory, computational techniques and
experimental techniques. Hence, it is worthwhile to review the significant contributions from
these fundamental studies as they may directly apply to more complex three-dimensional bound-
ary-layer flows. In fact, this crossflow-dominated flow and its relative properties to swept-wing
crossflow instability are further discussed in chapter 2. Fundamental properties of this flow and
the stability of three-dimensional boundary layers in general are described in detail by Gregory et
al (1955). Reed and Saric (1989) provide an excellent review of three-dimensional boundary lay-
ers and give extensive literature surveys of rotating disk flows, as well as swept-wing, rotating
cone and rotating sphere flows. The reader is particularly referred to Aubry et al. (1994) who
investigated transition to turbulence on a rotating disk using biorthogonal analysis techniques,
similar to the proper orthogonal decomposition used in the current study, to quantify the growth of
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complexityin theflow stateasReynolds number was increased.
For historical reviews of pioneering work in swept-wing development, the reader should
consult von Karm_ (1963) and Schlichting (1960). For more recent swept-wing and other three-
dimensional boundary-layer research efforts regarding transition and instability studies, the reader
is referred to Reed and Saric (1989). For the most recent review of swept-wing flows, specifically
focusing on the crossflow instability, the reader is referred to Arnal (1992), Dagenhart (1992) and
Radeztsky (1994). The fundamentals of transitioning flows is explained in Saric (1992b). Theoret-
ical research efforts, including transition prediction methods and control possibilities, are summa-
rized in Arnal (1984, 1986), Poll (1984), Areal et al. (1990) and Reshotko (1994). Mack (1984)
and Reed et al. (1996) give excellent reviews of linear stability theory, its use and limitations.
With these references readily available, only material directly related to the current research effort
will be cited here.
Experimental investigations on the crossflow instability have been performed since the early
1950's (Gray 1952; Owen and Randall 1952; Stuart 1953; Gregory et al. 1955). Gray (1952) is
credited with first identifying the crossflow instability. He was able to visualize the crossflow-vor-
tex pattern using sublimating chemicals applied to the surface of a swept wing. Gregory et al.
(1955) established the complete disturbance equations for a three-dimensional boundary layer
thus providing a general theory for these early research efforts. Soon thereafter, laminar flow con-
trol strategies involving boundary-layer suction were investigated by Pfenninger and his co-work-
ers (Pfenninger 1957; Brown 1959; Gault 1960; Pfenninger and Bacon 1961). The early
developments of laminar flow control are summarized in Pfenninger (1977).
More recently, Saric and Yeates (1985) studied crossflow mechanisms on a 25" swept fiat
plate. They used a wall bump to create the necessary pressure gradient and found the first experi-
mental evidence of superharmonics of the fundamental mode which implies a degree of nonlin-
earity in modal interactions. Michel et al. (1985) investigated transition experimentally and
theoretically on an approximate infinite-span, swept wing. Recent studies on initial conditions and
nonlinear effects of the crossflow instability are found in Deyhle et al. (1993), Lerche and Bippes
(1995) and Deyhie and Bippes (1996). These efforts show that the level of freestream turbulence
determines whether travelling (high turbulence levels) or stationary (low turbulence levels) cross-
flow waves dominate transition. Kohama et al. (1991) found that the stationary crossflow instabil-
ity causes transition through the rapid growth of high-frequency secondary instabilities. This
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demonstratesthe importanceof stationary waves in low-disturbance environments, such as in
flight, and thus is the subject of the current investigation.
Also of importance to the present investigation is the effect of surface roughness which has
been studied in detail by Radeztsky et al. (1993a, 1994). These results show that local transition
can be induced on a swept-wing by micron-sized, three-dimensional surface roughness elements
placed just aft of the attachment line. Spacing these roughness elements appropriately can isolate
specific modes in the crossflow instability and create uniform transition fronts (Reibert et al.
1996; Chapman et al. 1996; Reibert 1996a). This technique was used for the current experiment to
simplify the modal content of the crossflow instability. Dagenhart et al. (1989, 1990), Dagenhart
(1992) and Radeztsky et al. (1994) have investigated the effects of natural surface roughness on
transition and have determined that this is a major cause for the uneven saw-tooth transition pat-
tern frequendy seen by flow-visualization techniques on swept-wings. The modal isolation
method overrides this complexity.
1.4 Present Investigation
In most real-world applications, particularly in flight, full-chord laminar flow over swept wings as
obtained by Pfenninger (1957) is very uncommon, even with boundary-layer suction applied. In
most cases, all three flow regimes, laminar, transitional and turbulent, are found on swept wings
and other aircraft surfaces. Therefore, an understanding of each flow regime and how they evolve
is absolutely necessary for analyzing and designtng effective swept-wing planforms and flow con-
trol systems. Determining the active modes resulung from known instability mechanisms in each
regime will allow more appropriate modeltng of swept-wing flow which could greatly influence
future designs of aircraft surfaces. This ts why the current study includes an analysis of all three
flow regimes in the swept-wing boundary, layer dominated by a single stationary crossflow insta-
bility mechanism, the most important on swept-wing aircraft.
This investigation consists of several multi-point measurements in a 45 ° swept-wing bound-
ary layer, which is forced to the dominant crossflow-vortex wavelength by the placement of three-
dimensional surface-roughness elements just aft of the attachment line. The crossflow-vortex
wavelength is determined by mean-velocity boundary-layer profiles and surface flow visualization
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techniques.Hot-wire, cross-wire and hot-film anemometry is used to make multi-point correlation
measurements. Calculating various spatio-temporal correlations and related spectra for simulta-
neous velocity and surface shear-stress measurements allows the use of two multi-point correla-
tion analysis techniques, linear stochastic estimation (LSE) and proper orthogonal decomposition
(POD). These powerful and objective techniques provide valuable insight into the various struc-
tural modes of the flow in each regime which capture the evolution of the boundary layer. A
greater understanding of what the structures in the flow are doing and where they come from is
essential to developing effective flow control strategies. The combined use of LSE and POD iden-
tifies these significant flow structures and how they evolve. Therefore by making appropriate mea-
surements, the evolution of the boundary layer can indeed be better understood.
There is often a large gap between fundamental scientific exploration and real-world appli-
cation. It is-the author's hope and long-term goal that the techniques presented here be translated
to real-world applications, particularly to those related to actual flight and active flow control.
Thus the immediate goals of the current investigation are:
(1) to determine active spatial and temporal modes and structures in the crossflow-domi-
hated swept-wing boundary layer just before transition and just after, in the turbulent regime,
through extensive correlation measurements and application of correlation analysis techniques,
(2) to compare two-component velocity measurements in the boundary layer to surface
shear-stress measurements on the surface at corresponding span and chord locations,
(3) to suggest techniques that will allow the estimate of internal velocity information from
calibrated surface measurements only and
(4) to develop and suggest methods of extracting necessary information about a flow field
for use in active and passive flow control.
1.5 Outline
The details of the experiment and analysis techniques are explained in the remaining chapters.
Chapter 2 presents some theoretical considerations including the derivation of the governing
equations. Chapter 3 describes the Arizona State University Unsteady Wind Tunnel facility, where
the experiment is performed, and the various data acquisition equipment used. Chapter 4 dis-
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cussesthe various instrumentationusedin the experiment.It also describesthe calibration
schemesusedfor eachtypeof sensor,includinga newtechniquein calibratinghot-film sensors.
Chapter5 discussesthe variousexperimentsthat areperformedincluding flow visualizations,
mean-velocityboundary-layerscans,two-component,two-point velocity correlation measure-
mentsandseveralmulti-point surface-shear-stresscorrelationmeasurements.Themulti-point cor-
relationanalysistechniquesarepresentedin Chapter6 which includethebasictheoryof linear
stochasticestimation(LSE)andproperorthogonaldecomposition(POD),abrief reviewof signif-
icantliteratureoneachtechnique,andthevariouscalculationsmade.Chapter7 includesthevari-
ouscorrelationand spectracalculationsand results.The one-dimensionalPOD resultsandthe
resultsfrom thecomplimentarytechnique(amethodwhichharnessestheadvantagesof both the
LSE andthePOD) arepresentedin Chapter8. Chapter9 thenincludesadiscussionof significant
conclusions,proposedmethodson how to apply thesetechniquestcr flight and suggestions for
future work.
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CHAPTER 2
Theoretical Considerations
2.1 Governing Equations
Governing equations are generally derived to describe a flow field such that certain conditions or
events may be studied analytically. In fundamental flows of simple geometries, the equations act
as a check and balance system for experiments and provide the engine for computer simulations,
transition prediction methods and other flow models.
The swept-wing boundary layer, however, is far from simple and requires a great deal of the-
dry consisting of complex nonlinear equations involving such principles as wing surface curva-
ture, sweep, viscous flow, and three-dimensionality. It is well beyond the scope of this
investigation to account for a complete analytical derivation of these types of equations. Efforts
such as that by Haynes (1996) go into great theoretical detail in describing the nonlinear equations
for a crossflow-dominated swept-wing boundary layer in support of complex computer simula-
tions of the flow. His work is based on the current experimental configuration and provides a valid
and detailed analysis of the disturbance equations.
The current work only requires a simplified approach, one that will focus on the fundamen-
tal physics of the boundary layer. Physically important effects such as the wing surface curvature
are neglected here. However, through the derived simplified equations we see the very basic and
fundamental laws of fluid particles within the boundary layer and can perhaps infer general flow
behaviors. Actually tracking the origins of instability and their growth requires more intensive
analysis and cannot be accomplished with these simplified equations. The reader is referred to
Mack (1984), Michel et al. (1985), Arnal et al. (1990), and Haynes (1996) for detailed summaries
of more involved analytical approaches.
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2.1.1 Reynolds Decomposition
Since this experimental investigation is primarily concerned with the evolution of the spatial dis-
turbances in the laminar boundary layer and of the large scale structures within the turbulent
regime, it is convenient to treat the mean and fluctuating parts of velocities, surface shear stresses
and pressures separately. In studying scales in turbulent flows, one is generally more interested
with the fluctuations and their evolution. Hence, Reynolds decomposition, a method of separating
these quantities outlined in Tennekes and Lumley (1972), is used in all flow regimes. By using this
separation technique in each of the boundary-layer states, we can observe the role of terms associ-
ated with the fluctuating quantities that eventually develop through transition into eddies or coher-
ent structures in the turbulent state.
Application of Reynolds decomposition allows the total velocity components, (fi, _, _), to
be separated into a mean flow, (U, V, W), and fluctuations, (u, v, w) such that for a single spatial
position
fi=U+u
= _'+v (2.1)
_v= W+w.
Each mean variable denoted by the overbar (-) is interpreted as a time-averaged quantity of the
total variable denoted by the tilda (-). Therefore, by definition, the mean value of any individual
fluctuating quantity at one point in space is zero. However, the product of two fluctuating quanti-
fies at one point in space is not zero when time averaged. These properties of the Reynolds
decomposition only hold true if the mean flow is steady, i.e., the time derivative of each mean
quantity must be zero. The same principles apply to pressure and to the two surface shear-stress
components as expressed below.
/3=P+p
xz = 7" + "c:
(2.2)
When analyzing a flow field that contains all three flow regimes, one has to merge the nota-
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tions used in transition studies with those typically used in turbulence studies. In particular to the
present investigation is the consideration of the disturbances in the laminar regime. These quanti-
ties are functions of space and time and are therefore not necessarily equal to zero when time
averaged. The spatial dependence remains since the (u, v, w) velocities have spatio-temporal
dependence. However, in the laminar regime of the swept-wing boundary layer, the time depen-
dence is produced solely by the travelling crossflow waves. Thus, when the total velocity is time
averaged in the swept-wing laminar regime, the mean velocities (U, V, W) remain, but the travel-
ling waves are averaged out of (u, v, w) and only the spatial dependence remains, i.e., only the
stationary crossflow waves remain. Therefore, the time-averaged total velocity has two compo-
nents in the laminar regime, the mean flow velocity and the spatial disturbances describing the sta-
tionary crossflow waves. To avoid confusion, the spatial disturbances are mathematically
represented by a new set of variables, (u', v', w'). They are defined as
u'(x, y, z) = u(x, y, z, t)
v'(x, y, z) = v(x, y, z, t)
w'(x, y, z) = w(x, y, z, t)
(2.3)
and represent the stationary disturbances only. The pressure and surface shear stresses may also
be represented accordingly for the variables p', z' x and x' z . Now, employing a linear stability
approach by assuming a parallel basic state (i.e., D = _'(y), V = 0 and W' = W'(y) ), the time-
averaged total velocities are then defined as
u(x, y, z, t) = U + u'(x, y, z)
v(x, y, z, t) = v'(x, y, z)
_v(x, y, z, t) = _: + w'(x, y, z)
(2.4)
Note that effect of the travelling waves is essentially neglected in this definition. This is because
the stationary crossflow waves dominate in the current experiment due to the extreme low levels
of freestream turbulence (as explained in section 1.2.5). This notation is used in section 5.3 where
the travelling waves are averaged out from measurements to show the streamwise velocity and the
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stationary crossflow vortices in the Ys -zs plane. Therefore, throughout the remainder of this doc-
ument, (u', v', w') are referred to as disturbances (mostly for transition studies) and (u, v, w) are
referred to as fluctuations (mostly for turbulence studies).
2.1.2 Mass Conservation
The mass conservation or continuity equation for an incompressible, three-dimensional flow field
in Cartesian coordinates, i.e., in the global coordinate frame, (x, y, z), is given as
=o. (2.5)
Applying Reynolds decomposition as expressed in equation 2.1 to equation 2.5 then results in the
following expression.
Ogt bu 0_" av ag' _w
= o (2.6)
By time averaging equation 2.6, the fluctuating quantities become zero and a mass conservation
equation for the mean flow remains.
_)'_ + _y + Oz 0 (2.7)
Subtracting the mean continuity equation 2.7 from the total continuity equation 2.5 then produces
the continuity equation for the fluctuating velocities.
bu _v bw
Ox + _yy+ -_z = 0 (2.8)
Using the same procedure, a similar equation may be obtained for the disturbances.
3u' _v' _w'= 0
+ +a-7 (2.9)
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When multiplied by a fluctuating velocity, say u, equation 2.8 becomes a balance of accelerations
of a fluid particle which becomes a useful tool in simplifying the momentum equations.
2.1.3 Momentum Equations
The acceleration of a fluid particle in the swept-wing boundary layer is governed by the three-
dimensional Navier-Stokes equations. These momentum equations, expressed for each compo-
nent of velocity, are given below for an incompressible fluid (p = constant ) with no body forces.
Also, generally speaking, the temperature variations are small and therefore, the viscosity (v) is
considered to be a constant. The _-component momentum equation in global coordinates is
Ou-Ou-Ou -_ 1_/3 v(O2_ O2fi O2fi/
a--;+.gx+Vgyy+Wgz - -_ax + _ax2+--+Oy2 Oz2)" (2.1o)
The _ -component momentum equation is
a-S+u_ +VEy+wgz
= - p Oy _3x 2 + Oy2 + Oz2f (2.11)
The _-component momentum equation is
3w -_w-_)w _Q l___+V_2 _ _2_
O'7 + u-ff'xx + V'_y + "_z = - "p_z _ Ox2 + --Oy2 (2.12)
Since the current investigation is primarily concemed with the fluctuating components of the
flow field, Reynolds decomposition is applied to these equations to isolate the fluctuation momen-
tum equations. After this substitution for the total velocities using equation 2.1, the full momen-
tum equations are then time averaged, thus removing the terms dependent on only one fluctuating
quantity. These resulting mean-based momentum equations are shown in equations 2.13, 2.14 and
2.15 for the U, V and W components respectively.
_x + U_x + _y + V'_yy + _z + W-_zz = pox
___
+ (,_x2 + _y2 _Z2 )
(2.13)
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pap _ vav o_v _)_' By l a_
Fxx+,,_x+ Fyy+V_+ _+w_: pay
---+ k_--_x_+/ Bz_) (2.14)
m
_+u_+ _+v_+ _z p_z--_+V "_- + _ +L(gX _y2 V) (2.15)
Note that terms containing only one fluctuating expression are lost in the time averaging. How-
ever, those terms that are a product of two fluctuating expressions are preserved.
Now by multiplying the continuity equation for the fluctuating quantities (equation 2.8) by
u, time averaging the result and adding it into the left side of the U-component mean momentum
equation, we can simplify equation 2.13 by combining terms through the multiplication rule of
differentiation demonstrated below.
3uv Ov 3u
= U_x + V_xx (2.16)
Doing this for each component (using the appropriate component in the continuity multiplication)
results in the following simplified mean momentum equations.
(2.17)
1o_ ' b2_ ' oZv) b_v by 2 3v--w
L()x +/)y _ V)_xx _ /)z (2.18)
(2.19)
The new terms resulting from the simplification are brought to the right side of each equation
because they are considered to be in the form of stresses resulting from fluctuations, referred to as
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Reynoldsstresses.Thecross-correlatedvelocity termssuchas Ouv/Dy representime-ave.raged
shearingstressesuponfluid particlesandtheauto-correlatedvelocity termssuchasDuZ/Dx rep-
resenttime-averagednormalstresses.TheseReynoldsstressesplay an important role predomi-
nantly in the turbulent boundarylayer.They are generallyneglectedin the laminar regime,
however,sincethey are relativelysmall comparedto theother terms.This will bediscussedin
moredetailaswederivethefluctuationmomentumequations.
So,we may now usethesesimplified meanmomentumequationsto derivethefluctuation
momentumequations.First, wemultiply thefluctuationcontinuityequation(equation2.8)bythe
u velocity component and add the result to the left side of the original momentum equation (equa-
tion 2.10) as previously done in deriving the mean momentum equation. Repeat this for each com-
ponent using the appropriate component in the continuity multiplication and simplify using the
rule demonstrated in equation--2.i6. The mean momentum equations (equations 2.17, 2.18 and
2.19) are then subtracted from the results. The remaining equations form a system for the fluctuat-
ing quantities shown below each of the components.:
au DO _au DO reau+ DO w,au_
Dt + U"_x + Ox + V"_yyy+ Dy w"_z + Dz -
lop (32u 02u 32u) Ou 2 Ou 2 Ou"-v Ouv Du'-w Duw
vT-- _ --+ + + +9_xx + _3x + (2.20)Oy2 Oz2) _ Ox Oy Oy OZ Oz
av _v v_ ov v_ _v _,av_
_t + U'_x + Ox + V'_yY + _y + W"_Z + _Z -
,+,, +:
[) _yy + _OX 2 _y2 OZ 2) + _ Dx + Dr Oy
bvw Dvw
+ 2--7- a--7 (2.21)
_w Dm paw Dm v_ am maw_
ot + u"_x + Ox + V"_yyy+ Oy + W-'_Z + DZ -
:w+:w)  vw++w+w
(_ + _,a:_+__ + +Oy 2 OZ2 ) "_x Dx Oy Oy OZ OZ (2.22)
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Laminar Regime
Certain assumptions may now be employed to simplify these fluctuation momentum equations for
the laminar boundary-layer state. Simplifying the governing equations isolates the driving physics
behind a flow field and generally makes it easier to understand certain flow conditions and their
effects on the spatio-temporal evolution of the boundary layer. Again, for flow modeling and pre-
diction schemes, certain terms neglected here may prove to be significant for certain cases. How-
ever, the scope of this theoretical analysis is to simply visualize the fundamental mechanics of the
flow field mathematically. Therefore, the assumptions used in this analysis may not be directly
employable in flow modeling, simulations or transition prediction schemes, but it does promote
understanding of the important fluid physics. It should also be noted that certain terms are treated
as negligible in the laminar regime but may be significant in the turbulent state. Therefore, two
sets of equations will be derived, one _n the laminar state, the other in fully-developed turbulence.
It should also be noted that all of the fluctuating quantities may be substituted with the disturbance
quantities, such as the velocities expressed in equation 2.3. The only differences are that all time
derivatives become zero, since by definition the disturbances defined in equation 2.3 are depen-
dent on space only.
In this light, we still assume a parallel basic state for the laminar regime where there is gen-
erally no significant mean flow in the y direction, implying V = 0. Also, the pressure change in
the wall-normal direction within the boundary layer is very small, thus _p/_y = 0. It is also gen-
erally assumed that products of two fluctuating quantities are significantly smaller than a typical
fluctuating quantity in the laminar regime (e.g. (3u2/3x) _<u ) and are therefore neglected. When
analyzing or measuring the boundary layer locally as in this investigation, the mean velocities
generally do not vary significantly in the plane parallel to the wing surface, i.e., the x-z plane.
Therefore, mean velocities differentiated with respect to either the x or z direction are neglected.
J
The resulting equations, after incorporating these assumptions, are presented below for the fluctu-
ating u component in the laminar regime:
+ + +W E = +-- +
-_ _x V-_y p'_x _3x 2 _y2 3Z2)
(2.23)
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thefluctuatingv component in the laminar regime:
 fo:v÷O v÷o vl
+ + = 2) (2.24)
and the fluctuating w component in the laminar regime:
Ow _r_W OW _Ow lop /O2w O2w
= -- -- -":'_"+ V/_ "t- _
Ot+ pOz [,Ox2 (2.25)
For a steady flow or for the stationary disturbance equations, set all time derivatives equal to zero.
These assumptions mathematically reveal the underlying physics of the laminar swept-wing
boundary layer which, allows observation of certain conditions and their basic effects on stability.
The accelerations due to stresses caused by the steady flow, i.e., by frictional forces, and the accel-
erations due to pressure gradients (if any) are located on the right sides of the equations, whereas
the left sides of the equations represent the acceleration of the fluid particles in specific directions
and in time. The pressure gradient terms do provide an important mechanism for certain instabili-
ties particular to the current experimental study. The crossflow instability is found to dominate in
negative pressure gradients. The streamwise instability tends to dominate in positive pressure gra-
dients. Although this is not the only mechanism which promotes these instabilities, it is significant
to note its presence in the simplified equations. This is discussed further with regards to the wing
used in the current experiment in section 3.3.1.
Important physics are also revealed upon inspection of the spatial disturbance versions of
equations 2.23, 2.24 and 2.25 (obtained by substitution of the fluctuating quantities with the spa-
tial disturbance quantities). For a flow dominated by stationary waves, the time derivatives
become zero and the effects of how each disturbance changes in space become very important to
the stability of the boundary layer. The chordwise growth of the streamwise velocity disturbance
is declared in the Ou'/Ox term in equation 2.23. The spanwise distribution of the streamwise
velocity also becomes tremendously important in the form of the Ou'/Oz term of equation 2.23
which is shown to be directly related to the rollover structure of the stationary vortices in the lam-
inar regime (seen experimentally in section 5.3). Also, the v' and w' disturbances are known to
operate on the same streamwise fluid which appears in the x- and z-derivatives of equations 2.24
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and2.25.Section5.3discussesthismechanismandcompares the v' and w' disturbance motion to
the measurements of the time-averaged streamwise velocity _. Thus, all of the fundamental phys-
ics of the stationary crossflow-dominated swept-wing boundary layer emerge from the simplified
disturbance equations.
Turbulent Regime
In a way similar to the laminar analysis, we shall now inspect the turbulent regime of the bound-
ary layer where the fluctuating quantities are important. Here, the Reynolds stresses that result
from the product of two fluctuating quantities cannot be readily neglected as in the laminar state.
During transition, these additional stresses which are due to strong fluctuations grow and become
significant in the turbulent boundary layer. Therefore, keeping all other assumptions of the lami-
nar boundary layer, the fluctuation momentum equations for the turbulent bounclary layer are, for
the u component:
0u V_ 0D _u =
_ + ox + V-g-y+ Oz
_xx + COx2 + OY2 + ozaJ +_
Ou a + Ou-v "Ouv + Ou---w Ouw (2.26)
Ox Oy Oy Oz Oz
for the v component:
0v v0v _ =
0-'i+ 0x + 0z
,(o vo'v o'v 
_.Ox2 + Oy2 + _z 2) + -_x
Ouv Ova Ov2 Ovw Ovw
+
Ox + Oy Oy Oz Oz
(2.27)
and for the w component:
0w _w v0_ _0w =
-0-7+ 0x + -_-y+ 0z
-_+ _,Ox2+_+ + + +Or2 _) -_x Ox Or Oy Oz
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Again,for steadyflow,set all time derivativesequalto zero.Thereareno "disturbances"typical
of the laminarboundary layer in the turbulent regimes. Disturbances are considered those quanti-
fies that lead to an instability and cause transition through their growth. Since we are aft of the
transition front, those quantities and their equations no longer apply.
2.1.4 Boundary Conditions
It is also important to consider boundary conditions for any analysis, particularly if models, flow
predictions or simulations are to be made. The boundary conditions for this swept-wing experi-
ment are presented here only for completeness and for inspection of the equation limits. They are
the following:
y=0 :fi=v=w=0
y =,,o : fi = U. ; _ =0 ; _v = W**
(2.29)
where U** and IV_ are the freestream velocities in the X and Z directions, respectively. It should
also be noted that, for general purposes, the boundary-layer equations and appropriate assump-
tions of the previous sections are only valid within the range of x from 0 at the leading edge to
approximately ccosA at the trailing edge (neglecting surface curvature), where c is the chord
length and A is the wing sweep angle. Outside of this range, the boundary layer does not exist
and other freestream or wake equations prevail. The limits of z are not important for this investi-
gation, since the wing is assumed to have infinite span. Section 3.3.2 explains how this condition
is approximated experimentally.
2.1.5 Surface Shear-Stress Equations
In two-dimensional boundary layers, there generally exists only one component of surface shear
stress. However, in three-dimensional boundary layers, particularly in a laminar crossflow-domi-
nated swept-wing boundary layer, there exists two significant components of surface shear stress.
These exist in the x-z plane at y = 0 and are calculated from the slope of the u and w velocity
profiles. In the global coordinate system explained in section 1.2.2, the two components of fluctu-
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ating surface shear stress in the laminar regime are given by:
(2.30)
and
'r.z = I1 (2.31)
y=0
Again, spatial disturbance equations may be obtained through the appropriate substitution for the
laminar regime. Only equation 2.30 applies in two-dimensional flows which are used in chapter 4
to calibrate surface shear-stress sensors in a two-dimensional flat-plate boundary layer where the
slope of the velocity profile is calculated from internal velocity measurements.
An important principle exists when considering shearing stresses in the turbulent boundary
layer. A particle of fluid is exposed to Reynolds shear stresses as a result of the turbulent fluctua-
tions. This refers to the cross-correlated terms such as Ouv/Oy as discussed in section 2.1.3.
These stresses create an additional term when computing shear stresses in the flow above the sur-
face. Therefore, when analyzing shear stresses in the turbulent regime, one would suspect the con-
tribution of these Reynolds shearing stresses upon fluid particles to be significant directly at the
surface. However, this additional shear in fact does not create another term in the calculation of
shear at the surface. This is primarily due to the no-slip condition which states that there are no
turbulent fluctuations, i.e., no velocity at all, at the surface even in a turbulent boundary layer. The
additional Reynolds stresses manifest themselves at the surface by altering the actual velocity pro-
file thus effecting the Ou/3v and Ow/Oy terms in equations 2.30 and 2.31, respectively. The pro-
file of the turbulent boundary layer is more accelerated than that of the laminar boundary layer
which in turn creates a stronger gradient in the v direction.
2.1.6 Equation Summary
Included below are two tables summarizing the equations derived in this section. Table 2.1 sum-
marizes the general equations valid inevery regime. Table 2.2 summarizes which equations are
valid in laminar or turbulent swept-wing boundary layers. Disturbance equations are just substi-
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tutedversionsof the fluctuating equations (e.g., u is replaced by u' and time derivatives are 0) but
are only valid in the laminar regime.
Table 2.1" General governing equations for total, mean and fluctuating velocities.
Equation total mean fluctuating
continuity 2.5 2.7 2.8
u-momentum 2.10 2.17 2.20
v-momentum 2.11
w-momentum 2.12
2.18 2.21
2.19 2.22
Table 2.2: Fluctuation equations for laminar and turb. ulent regimes.
Equations laminar turbulent
u-momentum 2.23 2.26
v-momentum 2.24 2.27
w-momentum 2.25 2.28
x-surface shear stress 2.30 2.30
z-surface shear stress 2.31 2.31
2.2 Rotating Disk Flow
Due to the complexity of the swept-wing boundary layer, it is often helpful to look at simpler flow
geometries which exhibit similar flow properties. Flow near a rotating disk, also a three-dimen-
sional boundary layer, exhibits similar instability mechanisms to that of the crossflow-dominated
swept-wing boundary layer. Refer to von Kat'rn_ (1946), Gregory et al. (1955) and Brown (1959)
for reviews of early analytical and experimental work on rotating-disk flows. The distinct advan-
tage to looking at this simpler flow is that the laminar rotating-disk flow is an exact solution to the
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Navier-Stokes equations. This promotes a fundamental understanding of the crossflow instability
and therefore, provides further insight to the crossflow-dominated swept-wing boundary layer.
The following text provides a brief discussion on the governing equations and the physics of
the rotating-disk flow field. By so doing, one can create analogies to the more complex swept-
wing flow and develop a conceptual understanding of the crossflow instability. Solutions to the
rotating-disk flow may be obtained and used to infer flow behavior in the swept-wing boundary
layer. For instance, if a particular term or terms in the governing equations of the rotating-disk
flow exhibit strong growth, one can perhaps expect analogous terms in the swept-wing equations
to perform similarly. It is for this reason that the governing equations are presented below.
Although no numerical solutions are computed here, comparisons of the analytical equations are
made to demonstrate the similarities.
2.2.1 Physical Description
The rotating-disk flow is best described in cylindrical coordinates where r is the radial direction,
0 is the circumferential direction and z is the axial direction. The corresponding total velocity
components in those directions are u, v_ and w_, respectively and p is the pressure.
The flow, illustrated in figure 2.1, is produced by a flat disk which rotates about an axis per-
pendicular to its plane (the z axis in figure 2.1) with a uniform angular velocity, to, in a fluid oth-
erwise at rest. The layer of fluid near the disk surface is carried by the disk itself through frictional
forces and is thrown outwards due to centrifugal forces inherent in the rotating motion. This fluid
motion draws particles toward the disk axially which, in turn, are carried by the disk and ejected
centrifugally as well, thus producing a fully three-dimensional flow.
2.2.2 Governing Equations
The governing equations are derived here for an infinite rotating plane in a laminar state, but may
easily be extended to include a finite-radius disk by letting r range from 0 at the center of the disk
to R at the edge of the disk on the condition that edge effects are neglected. Given the notation in
the cylindrical coordinate system, the continuity equation for this flow may be expressed as
Ou u IOv Ow
"= + - + r_--_ + _ = 0 (2.32)Dr r OZ
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Figure 2. I: Flow in the neighborhood of a rotating disk.
Figure adapted from Schlichting (1987).
which may be simplified, using rotational symmetries, to
_U U _14'
--+=+ - = 0
0r r _ " (2.33)
Likewise, the three momentum equations, i.e., the Navier-Stokes equations, in cylindrical coordi-
nates are expressed as follows for the u component:
/)u O_u vO_u v 2 Ou lOP_+v/O2u lOu u l O2u 20v O2u_/
Ot + -U_rr+ r_O r + W_zz = p_rr [,Or 2 + r_r _ + r2OO2- _ _-_ + OZ2) (2.34)
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for the v component:
Ov 3v v Ov u v Ov
...:-+ ~+ +Ot U-_r r_'O +--r W_zz"
1 Op (32v 13v v 132v 20u
= v :-_ - 2 " r20_+rOr r r2OO 2prO_+ _Or + +
and for the w component:
Ow 3w vow 3w 13p V(02W
_+-U_+r_+W-_ =-p_z + L_,._
1
2 + -+ .
+ r Or r r2002 OZ2)
(2.36)
Using the rotational symmetries of the steady rotating-disk flow, these equations may be simpli-
fied, as expressed below.
U-OrVr+W_zz=-pO--_+Vt_r2Or_.rJ+OZ2) (2.37)
mv
u_ + = + w-- = v + Oz2)
- Oz [Or_ "g;--r+ (2.38)
Ow Ow 10p + v¢O2w l_w 02w'/ (2.39)
The appropriate boundary conditions for the rotating-disk flow is governed by the no-slip
condition and are as follows.
Z = 0 : U = W = 0 ; V = rO_
(2.40)
Z=_" U =V=0
Also, ff a finite-radius disk is to be analyzed, r will range from 0 to the disk radius, R.
The surface shear stress may be approximated using an estimate of the boundary layer thick-
ness, 15, for the rotating-disk flow. An approximation of the laminar boundary-layer thickness,
- f_-, (2.41)
_/to
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to estimate the total shear stress at the wall as
pv2$
"_w prm2_ - prtov_ (2.42)
r
is generally used. For a turbulent rotating-disk flow, the boundary-layer thickness is usually
approximated by
5- r3/5(v) 1/5 (2.43)
as reported by Schlichting (1987).
2.2.3 Solution Methods
The system of laminar equations given in equations 2.33, 2.37, 2.38 and 2.39 may be solved
through integration methods. It is convenient to introduce a dimensionless distance from the wall,
- z/8, thus allowing _ = z,f_'_. By defining functions of _ for each unknown in the system
of equations, i.e., for u, v, w and p, as F, G, H and P, respectively, we can then employ the
following assumptions.
u = rooF(;)
v = ro_G(_)
ff = v_H(;)
(2.42)
p_ = p(z) = pvo_P(_) = bttoP(_)
These equations are then inserted into the system of equations governing the rotating-disk flow
resulting in a system of four simultaneous ordinary differential equations based on the functions
F, G, H and P. The velocity field is first evaluated from the equation of continuity and the
momentum equations for the plane of motion parallel to the disk plane. The pressure distribution
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is thenfoundsubsequentlyfrom themomentumequationperpendicularto thedisk. Theseequa-
tionsare:
2F+H" = 0
F2+F'H-G2-F " = 0
2 FG + HG" - G" = 0
(2.45)
P'+HH'-H" = 0
with the following boundary conditions calculated from equation 2.40:
_ =0" F=H=P=O ; G_= I
_ =00 • F=G=O.
(2.46)
These equations were solved using an approximate method of numerical integration by Sparrow
and Gregg (1960) for the laminar regime. The theoretical equations agree quite weLl with experi-
ments for Reynolds numbers up to about 3×105 (Schlichting 1987). At higher Reynolds numbers,
the flow transitions to a turbulent boundary layer where different approximation methods prevail.
2.2.4 Flow Comparisons
The swept-wing equations demonstrated the importance of the spatial disturbances in the stability
of the boundary layer. Likewise, in the rotating-disk flow, that spatial dependence arises in the
spatial derivatives. The rotating-disk equations provide an advantage of solution in placing that
spatial dependence all on one variable 4. Therefore, by understanding the spatial evolution of the
disturbances in the rotating-disk boundary layer, one can infer general behavior within the swept-
wing boundary layer, particularly to the growth of the crossflow instability.
The physical similarities between the rotating-disk flow field and the crossflow-dominated
swept-wing boundary layer revolve around the fact that they both contain an inflected velocity
profile. The crossflow instability arises in the momentum equations because of this inflected
velocity profile. The rotating-disk's inflected profile, the u component illustrated in figure 2.1, is
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similar to the inflectedw t-component profile in the swept-wing boundary layer shown in figure
1.2. By analyzing the growth of these profiles either numerically or experimentally, one can infer
analogous flow behaviors. Thus, solutions for F in equation 2.45 may physically represent the
evolutionary development of the crossflow profile in the swept-wing boundary layer.
Performing stability analyses by numerically introducing disturbances to the rotating-disk
basic-state equations may in turn reveal similar behavior to the receptivity mechanisms in the
swept-wing boundary layer. Given the recent work of Haynes (1996), where the crossflow-domi-
nated swept-wing boundary layer was studied by numerically perturbing a system of nonlinear
parabolized stability equations, this numerical comparison may now actually be performed.
Haynes and Reed (1996) have shown strong numerical agreement with the swept-wing experi-
ments of Reibert (1996a). Thus, if any similarities arise from the comparisons between a numeri-
cal stability analysis of the rotating-disk and the swept-wing flows, they can then be related to
both rotating-disk and swept-wing experiments.
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CHAPTER 3
Experimental Facility
3.1 Wind Tunnel
The data used in this investigation was acquired experimentally in the Unsteady Wind Tunnel at
Arizona State University (ASU) while the author was in residence there. The closed-loop, low-
speed wind tunnel was originally built in 1970 by Dr. Philip Klebanoff and calibrated by Dr.
James McMichael for the National Bureau of Standards in Gaithersburg, Maryland. The tunnel
was relocated in 1984 to ASU under the direction of Dr. William Saric. It was then modified to
create a low-turbulence flow environment and became fully operational in 1987, ready for studies
in the stability and transition of laminar boundary layers. Figure 3.1 shows a schematic of the
wind-tunnel's current configuration which is described in greater detail in Saric (1992a) and Reib-
eft (1996a).
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Figure 3.1: Plan view of the ASU Unsteady Wind Tunnel. All dimensions in meters.
Figure courtesy of Reibert (1996a).
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The flow is produced by a 1.83 m diameter, axial fan which consists of nine adjustable-pitch
blades and eleven stators. The single-stage fan, capable of a maximum 1350 rpm, is powered by a
150 hp, variable-speed DC motor. This results in a maximum speed of 35 m/s in the test section
with the swept-wing model configuration of the present experiment. The speed of the fan is digi-
taUy controlled with a resolution of 0.02 rpm by the control-room computers and maintained to
within 0.01% of the set point through a motor feedback system.
The low-turbulence environment is a result of carefully designed features. Wake turbulence
from the motor assembly is decreased by a nacelle fitted over the end of the motor. Splitter plates
are located just downstream of the motor nacelle to reduce the large vortices created by the fan. A
sound-insulated wall running the length of the building separates the test section from the motor
housing to reduce acoustic noise. The entire motor section and test section, each sitting on a con-
crete pad, are individually isolated from the rest of the facility foundation to reduce vibrations.
Mechanical vibrations are also damped by the use of flexible couplings connecting the motor
housing and the test section to the wind tunnel. Airfoil turning vanes (item 'a' in figure 3.1) are in
each of the four corners of the closed loop to direct the flow. A honeycomb sheet (item 'b' in fig-
ure 3.1) and a series of screens (item 'c' in figure 3.1) are used to break up any large scale struc-
tures in the flow. These and other features described by Reibert (1996a) reduce the free.stream
turbulence levels in the test section to less than 0.02% at a freestream velocity of 20 m/s. Saric et
al. (1988) and Mousseux (1988) provide more information on the calibration of the ASU
Unsteady Wind Tunnel.
The facility is equipped with two interchangeable test sections, each with dimensions 1.4 m
× 1.4 m × 4.9 m. One test section may be used in an experiment while the other is being prepared
for a future experiment. A traverse system (see section 3.2.2) is mounted on the external window
side of the test section in use and must be removed when test sections are changed. As mentioned
above, the test section in use is isolated from vibrations by only a flexible coupling attachment
and by being on its own concrete pad. By simply removing the couplings, the test section cur-
rently in use can easily be replaced by the other containing the next experiment, thus minimizing
tunnel operations down time. Other test section features include an interchangeable window sys-
tem. Either a flow-visualization window or a measurement-entry window may be placed on the
control-room side of the test section (the bottom of figure 3.1). In order to take advantage of this
configuration, the models are mounted vertically in the test section. One can then photograph the
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modelwhenusingtheflow-visualizationwindow or takemeasurementswithin thetestsectionby
usingthemeasurement-entrywindow andthetraversingmechanism.
The ASU tunnel is also capableof generatingunsteadyflows in the test section.The
unsteadyconfigurationdirectssomeof theflow througha secondaryductabovethetestsection
which hasa rotatingshuttersystem90° out of phasewith a shuttersystemin the primary duct.
Velocity fluctuationsup to 100%arepossibleat 25 Hz with still near-steadyloadingon the fan.
Amplitudeof thefluctuationsis controlledby thenumberof engagedshutters.Thepresentexper-
iment is performedin the steadyflow configuration;all shuttersdisengaged,the secondaryduct
closedand theshuttersin theprimaryduct fixedopen.
3.2 Data Acquisition
The ASU Unsteady Wind Tunnel facility is well equipped with several computer and automation
systems to make the tasks easier for the experimentalist. With appropriate preparation, one can
improve the reliability, consistency and efficiency of experiments with automation. The ASU
Unsteady Wind Tunnel is constantly upgrading equipment and computer systems as needed.
Therefore, the following account will not be the tree current state of the ASU facility. Reibert
(1996a) gives the most recent description of all upgrades and additions to the facility at the time of
this writing. Below is a brief summary of the features of the ASU facility used at the time of the
experiment presented here.
3.2.1 Computer Systems
The present experiment is automated by a primary computer system, an ACT486 PC running the
Santa Cruz Operation's Open Desktop Server System version 2.0, a UNIX-based operating sys-
tem (recently upgraded to a dual-processor Sun SPARC 20 612MP Workstation running the
Solaris 2.4 UNIX-based operating system). The primary computer system is equipped with a
National Instruments GPIB interface board which allows all instrumentation to be external to the
computer system. Thus, all data acquisition equipment may be placed in close proximity to the
actual experiment, minimizing signal noise inherent in the use of long cables. This also creates a
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senseof modularity allowing for easy, independent equipment upgrades.
Also available at the ASU Unsteady Wind Tunnel are a DECstation 5000 running Ultrix ver-
sion 4.41, another UNIX-based operating system, and a Macintosh Quadra 650 running the Mac-
intosh OS version 7.5.3. These systems are available for general computing.
All automated control and data-acquisition programs are written internally at the ASU facil-
ity in the C language (C++ and LabVIEW languages are now also used). A standardized interface
to all data acquisition and control instruments is maintained through the use of custom object-
code libraries (Reibert 1996b), some based on the routines found in Press et al. (1992).
All programs for the multi-point correlation analysis of the present experimental data are
written in the C language at Clarkson University on a Power Macintosh 6100/60AV. An Iomega
Bernoulli 90 Mb removable hard drive system is used'for data storage.
3.2.2 Traverse System
A three-dimensional instrument traverse, described in detail by Radeztslcy (1994), is mounted out-
side of the window side of the test section and is controlled by the primary computer system to
allow for accurate positioning of probes within the test section. The traverse mechanism is
designed to allow only the instrument sting (probe holder) to enter the test section through a self-
seaming gap in the plexiglass measurement-entry window. This and the design of the instrument
sting minimizes flow disturbance, crucial for stability measurements.
The traverse carriage moves in the streamwise X direction on two stainless steel Thompson
rails. A zipper attached to either side of the sting mount on the traverse assembly automatically
slides as the traverse slides, thus keeping the flow leakage from the test section to a minimum. The
wall-normal Y motion is obtained by two parallel, high-resolution lead screws mounted on the
sting mount. This allows very fine steps normal to the test-section waU and is primarily used to
finely progress through the boundary layer of a test model. The vertical Z motion is managed by
to twin lead screws and rails which moves the sting mount up or down. Another set of twin lead
screws and mils moves the plexiglass window in conjunction with the vertical motion of the sting
mount.
The complete system is computer controlled via GPIB communications. All lead screws are
driven by high-resolution microstepping motors and are monitored by optical encoders in a
_U
Table 3.1: Traverse system capabilities.
Direction X Y Z
Total Travel 1250 mm 100 mm 175 mm
Minimum Step 12 _tm 0.7 lain 1.3 l.tm
motion feedback system. As a result, the traverse is capable of high resolution steps in any direc-
tion. The range and resolutions are listed in table 3.1.
3.2.3 Instrumentation Sting
The instrumentation sting used to place probes within the test section is shown in figure 3.2 and is
described in detail by Radeztsky (1994). This is the same sting used in previous swept-wing
experiments at the ASU Unsteady Wind Tunnel including Saric et al. (1990a), Kohama et al.
(1991), Dagenhart (1992), Radeztsky (1994) and Reibert (1996a). The sting body is made of a
carbon-composite material that is supported by an aluminum base plate machined for easy mount-
ing to the traverse's sting platform. The sting's cantilever design is the result of a compromise
between minimizing flow disturbance near the measurement site and minimizing vibrations. The
sting had to be as non-intrusive as possible, yet strong enough to damp out significant oscillations
I 268 4 694
Y
free.stream probe
\
_-T
boundary-layer probe
'i
165
Figure 3.2: Plan view of instrumentation sting with single hot-wire probes. All dimensions in
millimeters. Figure courtesy of Reibert (1996a).
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due to fluid passing over the sting body.
In standard operations, two Dantec probe tubes are mounted to the composite body of the
sting. The probe tubes house one single hot-wire probe each which are generally used to measure
velocities in the freestream and in the boundary layer close to the model surface (see section
3.1.1). The freestream hot-wire probe is fixed within the tube mounted on the main body of the
sting. The boundary-layer probe is placed in the tube mounted at the sting tip on a lockable swivel
plate which allows rotation in the Z plane and about the probe body. This freedom of motion is
necessary to appropriately align the probe to three-dimensional surfaces of models, such as that
on the swept-wing.
3.2.4 Data Acquisition Instrumentation
The Unsteady Wind Tunnel isequipped with many instruments needed to determine flow condi-
tions in the test section. Freestream temperature is measured at the fm'thest upstream plane of the
test section with a thin-film resistance temperature detector (RTD). Static and dynamic pressure
measurements are also taken in the freestream at this location by a Pitot-static tube. The dynamic
pressure is measured by a MKS 398HD, 10 torr differential pressure transducer and the static
pressure is measured by a MKS 390HA, 1000 torr absolute pressure transducer. Both pressure
transducers are temperature compensated and are fed through 14-bit MKS 270B signal condition-
ers. The analog signals from both pressure transducers and from the thin-film RTD are then
passed directly to the data-acquisition system.
Several forms of anemometry are used in this experiment to determine the state of the
swept-wing boundary layer. They include single hot-wire, two-component cross-wire and multi-
element hot-film sheet anemometry techniques. The specifications, designs and calibrations of
each specific sensor type are discussed in detail in chapter 4. However, the actual anemometers
that drive these sensors are discussed here.
The primary anemometer system at the ASU Unsteady Wind Tunnel is based on two Dantec
55M01 constant-temperature anemometers (CTAs), used predominantly for the single hot-wire
sensors. These anemometers are equipped with Dantec 55M10 CTA standard bridges. A Stewart
VBF44 filter/amplifier provides two channels of analog signal conditioning for AC measurements.
The filter has two high-pass and two low-pass filter responses with cut-off frequencies ranging
from 1 Hz to 255 kHz. The amplifier portion provides a maximum gain of 70 dB. All of these fea-
turesareprogrammablethrougha RS/232serial interface.The amplifiedandfiltered singlehot-
wire signalsarethenpassedto thedata-acquisitionsystem.
The primary anemometersystemgenerallyusedat ClarksonUniversity was temporarily
relocatedto theASU facility for thisexperiment.That systemconsistsof 16modularCTAsfrom
A. A. Labs,modelAN-1003, which areequippedwith anti-aliasinglow-passfilters capableof
variouscut-off frequenciesranging from 380 Hz to 14kHz. Theseanemometerswere usedto
drive the cross-wireand hot-film sensors.Their filtered signalsarepasseddirectly to the data-
acquisitionsystem.
All of thesetransducerandsensorsignals,analogin nature,aredigitized by three IOtech
ADC488/8SAanalog-to-digital(A/D) converters(two suppliedby ASU, onesuppliedby Clark-
sonUniversity).EachA/D converteris capableof simultaneousampleandholdon 8 channelsat
16-bitresolution.Whenconnectedin amaster/slaveconfiguration,theA/D systemcanprovide24
channelsof simultaneousconversion.Eachchannelis independentlyset to an appropriateinput
voltagerangebetween+1 and +10 volts. The conglomerate sampling rate varies discretely from
0.02 Hz to 100 kHz. All communications from the primary computer system to the A/D converters
are through a GPIB interface.
All of this instrumentation and hardware allows simultaneous sampling of a total of 18
channels of anemometry, 2 channels of freestream pressure measurements, and 1 channel of
freestream temperature measurements. This still leaves 3 remaining channels for other possibili-
ties.
3.3 Model Configuration
3.3.1 Swept-Wing Model
The model used in the current experiment is the same wing used in all previous three-dimensional
boundary-layer experiments at the ASU Unsteady Wind Tunnel (Saric et al. 1990a, Kohama et al.
1991, Dagenhart 1992, Radeztsky 1994 and Reibert 1996a). It is a 45" swept wing with a con-
stant-chord length of 1.83 m and a span of 1.97 m. The chord length allows for significant bound-
ary-layer growth (_i = 4 mm in the mid-chord region for moderate chord-based Reynolds
39
-1.5 ''' i''',,,, i',' _ ' ' ' i ' ' ' J ' ' ' , ' ' , i , , , i , , 0.9
-1.0
-0.5
o 0.0
upp_er
0.5
1.0
f
1.5 , , , i
0.0 0.1
, , , I . , , I , , , I , , . I , . , I . . , I I , , I , , , I , , ,
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
X/C
0.8
0.7
0.6
0.5
0.4 _,
0.3
0.0
-0.1
.0
Figure 3.3: Unswept NLF(2)-0415 airfoil with free-air C_, for a = 0 ° and _iF = 0 ° .
Figure courtesy of Reibert (1996a).
numbers). The wing is constructed from the NLF(2)-0415 airfoil, shown in figure 3.3. It was orig-
inally designed by Somers and Horstmann (1985) as an unswept natural-laminar-flow airfoil for
commuter aircraft.
Certain features of the airfoil design prevent specific instabilities from occurring. The lead-
ing-edge radius of the airfoil is small enough to eliminate any attachment-line instabilities at the
range of chord-based Reynolds numbers used in the ASU experiments. G0rtler instabilities are
avoided by the lack of concave regions on the upper surface of the wing. The wing is also
equipped with a 20% chord, trailing-edge flap capable of a maximum deflection angle (SF) of
+_20". Changing the flap's deflection angle allows additional contouring of the existing pressure
distribution.
The airfoil is designed to maintain laminar flow on the upper surface by minimizing the
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Figure 3.4: Unswept NLF(2)-0415 airfoil with upper-surface free-air Cp for a = -4 ° and
_iF = 0 ° . Figure courtesy of Reibert (1996a).
Tollmein-Schlichting (T-S) instability. This is due to the favorable pressure gradient range (shown
in figure 3.3) extending to the pressure minimum at x/c = 0.71. The crossflow and T-S instabil-
ities remain weakly amplified at the design angle of attack (ct) of 0". The favorable pressure gra-
dient range for small negative angles of attack remains extended to x/c = 0.71 from the
attachment line and strengthens the crossflow modes while stabilizing the T-S modes, thus isolat-
ing the crossflow instability. Dagenhart (1992) discovered that the crossflow modes were stron-
gest at an angle of attack of-4" with no flap deflection. Thus, the wing is a near perfect crossflow
generator at these conditions. For these reasons, the current experiment is performed on the
swept-wing in this configuration. Figure 3.4 shows the pressure distribution for the NLF(2)-0415
airfoil at these conditions.
At small positive angles of attack, the pressure minimum relocates to x/c = 0.02 giving
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significantrise to theT-Smodes.The crossflow modes remain but are significantly weaker than
those produced at small negative angles of attack. Refer to Dagenhart (1992) for a detailed review
of the predicted and actual operating ranges for the NLF(2)-0415 airfoil and the presence of insta-
bilities for various conditions.
3.3.2 Test-Section Configuration
The swept-wing model is mounted vertically in one of the test sections such that the upper surface
faces the front wall of the test section. This greatly simplifies instrumentation access through the
measurement-entry window. The model attaches to the test section via a shaft and thrust bearing.
The shaft is parallel to the leading edge of the wing and is located at x/c = 0.25 allowing for
model rotation about the quarter-chord line within an angle-of-attack range of +4* in 1" incre-
ments.
One of the major concerns in wind-tunnel research is the effect of the tunnel walls on the
flow under investigation. This is especially important with such a large model relative to the size
of the test section (a wing of c = 1.83 m with a maximum thickness approximately 0.3 m, span-
ning from floor to ceiling in a test section 1.4 m × 1.4 m × 4.9 m). Aside from flow disturbance
issues is also the prediction and proper modeling of the flow field through computer simulation. It
is very difficult to model the flow over a swept wing that has wall effects. It is fairly straightfor-
ward to include the test-section side-wall effects (those opposite of the upper and lower surfaces),
but very complicated to include the ceiling and floor effects. Essentially, the computational model
would have to be a fully three-dimensional code to compute the basic state and stability of the
boundary layer for a finite-span wing with end-wall effects. To account for both of these issues,
the ASU Unsteady Wind Tunnel is equipped with contoured end liners on the floor and ceiling.
These end liners, shown in figure 3.5 with the wing, are shaped to the inviscid streamlines of the
wing, thus creating a simulated infinite-span swept-wing flow. This spanwise invariant flow is
much easier to model computationally. It requires a two-dimensional code with periodic treatment
of the spanwise velocity. The reader is referred to Haynes (1996) and Haynes and Reed (1996) for
the computational efforts regarding these issues. Refer to Dagenhart (1992) for a discussion on
the end-liner design procedure and to Radeztsky (1994) for a detailed explanation of the construc-
tion technique of the end liners.
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F!gure3.5: Test-sectionendlinersandNLF(2)-0415wing for t_ = -4 ° .
Figure courtesy of Reibert (1996a).
3.3.3 Surface Roughness Elements
Although travelling crossflow disturbances are influenced primarily by freestream turbulence
(Bippes et al. 1991; Deyhle et al. 1993; Deyhle and Bippes 1996), stationary crossflow distur-
bances are predominantly governed by surface roughness near the attachment line (Radeztsky et
al. 1993a, 1994). Radeztsky et al. (1993a) have shown that micron-sized roughness elements
placed just aft of the attachment line have a very significant effect on the transition pattern and
where it occurs on the upper surface of the wing. The growth of stationary crossflow disturbances
is strongly dependent on initial conditions. Therefore, it is vital to document and control the sur-
face roughness near the attachment line.
For the ASU experiments, the aluminum surface of the wing has been finely polished to
reduce the natural roughness near the attachment line. Profilometer measurements near the lead-
ing-edge region reveal a surface finish with 0.25 I,tm root-mean-square variations. Near the mid-
chord region, similar measurements show a root-mean-square surface finish variation of 0.12 Ixm.
This very smooth finish allows for a long natural growth region for the crossflow vortices before
they breakdown near mid-chord at moderate Reynolds numbers (on the order of 2 million).
A primary objective of the present experiment is to determine the evolution of the spatial
and temporal modes of the crossflow-dominated boundary layer through transition. The natural
,t3
surface roughness near the leading edge causes an uneven sawtooth pattern in the transition region
as seen by flow visualization experiments (Dagenhart 1992; Reibert 1996a). This nonuniformity
of the transition front implies that significant spanwise variations exist due to the roughness aber-
rations near the attachment line, thus making analytical interpretations very difficult. Therefore, to
simplify the disparity problem, the dominant spatial mode, essentially the dominant crossflow
vortex wavelength, is isolated and analyzed in the present work.
The dominant spatial mode is isolated by "overriding" the nonuniform surface roughness of
0.25 _tm with larger, equally-spaced roughness elements placed just aft of the attachment line. The
roughness elements used are Geotype #GS-104 circular, dry-transfer dots commonly used in the
graphic arts industry. When rubbed onto the wing surface, these 3.7 ram-diameter dots produce a
6 I.tm-thick roughness element. Although the surface of these dots is somewhat uneven, the edges
are found to be quite clean and therefore provide a relatively organized and-even transition front
near mid-chord. Radeztsky et al. (1993a, 1994) describe the ability of these and other types of
artificial roughness elements to induce stationary crossflow waves in detail.
The Geotype dots are applied to the wing surface in full-span arrays along the z axis at
x/c = 0.023, near the neutral point for the crossflow instability. Radeztsky et al. (1993a) have
shown that this location maximizes the influence of the artificial roughness. The dominant spatial
mode, i.e., the fundamental disturbance wavelength, is forced by the spanwise spacing of the ele-
ments. The current experiment is based on the findings of Reibert et al. (1996) and Reibert
(1996a) who choose a spacing of 12 mm to amplify the dominant wavelength that appears in the
natural transition process. This wavelength is determined from observation of the dominant wave-
length present in the flow field without any artificial roughness and is predicted to be the most
amplified wavelength from linear stability calculations (Reibert 1996a). The current experiment
also includes measurements made with 36 mm spacing of the artificial roughness. This spacing
allows for more modes to enter the flow field in the form of harmonics. The effects of the rough-
ness elements are explained further in section 5.3.3. Reibert (1996a) also shows that the Geotype
dots are small enough such that they do not trip the boundary layer or induce a local turbulent
wedge in this configuration, yet are large enough to effect the transition front further downstream.
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CHAPTER4
Instrumentation
All quantitative velocity and surface shear-stress measurements within the swept-wing boundary
layer in the current experiment involve anemometry techniques which use various combinations
of three sensor types. These include single hot-wire probes, two-component cross-wire probes and
three types of custom-designed hot-film sensor sheets containing multiple sensors. This chapter
describes each sensor type and how they are calibrated.
4.1 Sensor Descriptions
4.1.1 Single Hot-Wire Probes
Single hot-wire anemometry is used in the current experiment to measure the streamwise compo-
nent of velocity (_ in the global coordinate system) within the boundary layer. The experiment
uses two Dantec 55P15 boundary-layer probes illustrated in figure 4.1. They use 5 I.tm platinum-
plated tungsten wires 1.25 mm in length between the probe tines which are 3 mm offset from the
probe axis to allow measurements close to a model surface.
4.1.2 Cross-Wire Probes
Two-component cross-wire anemometry is also used in the current experiment to measure stream-
wise and crossflow velocities simultaneously within the boundary layer. The cross-wire probes,
illustrated in figure 4.2, are custom designed by Auspex Corporation but are based on their stan-
dard AHWX-101 model. They use 5 _tm tungsten wires, each 0.9 mm in length. The long ceramic
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Figure 4.1: Schematic of single hot-wire boundary-layer probe. Not drawn to scale.
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Figure 4.2: Schematic of cross-wire probe. Not drawn to scale.
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tubingplacesthe sensingareawell upstreamof the main probe body. This greatly reduces flow
disturbance and therefore makes it well-suited for measurements in a turbulent flow. The cross
wires are used for measurements in both laminar and turbulent regimes.
4.1.3 Hot-Film Sheets
The current experiment also uses hot-film anemometry techniques to measure shear stresses on
the wing surface. This is accomplished by three types of custom-designed mul_element hot-film
sheets. These include a sheet of finely-spaced array of hot-film sensors designed to specifically
measure the surface shear stress in the crossflow direction (zt in the boundary-layer streamline
coordinate system), a sheet of sparse array of sensors designed to measure the streamwise propa-
gation of the surface shear stress across the transition front (in the x t direction in the boundary-
layer streamline coordinate system) and a third sheet of sensors designed to locally measure two-.
components of surface shear stress in a very small area.
The hot-film sheets are fabricated at NASA Langley Research Center in Hampton, VA by
vapor deposition of nickel and copper layers on a 50 t.tm thick Kapton sheet. They are similar to
the multi-element hot-film sheets used in the experiments of Holmes et al. (1986), Dagenhart et al.
(1989), Johnson and Carraway (1989), Mangalam et al. (1990) and Agarwal et al. (1991). By con-
necting the sheet leads to a connection terminal, one may use any combination of sensors simulta-
neously, provided enough anemometers are available. The sheets are mounted to the surface of the
wing with a 50.8-/am-thick, uniform sheet of acrylic adhesive donated by MacTac Corporation.
Thus, the total thickness of the hot-film sheet and adhesive is 100.8 I.tm and is indeed non-intru-
sive at the measurement locations chosen. This is determined by surface flow-visualization tech-
niques as discussed in chapter 5.
The hot-film sheet shown in figure 4.3 is designed to simultaneously measure the spatio-
temporal evolution of the crossflow vortices in the crossflow direction of the swept-wing bound-
ary layer. The sheet consists of 31 parallel sensor elements spanning a range of 30 mm. The sensor
spacing of 1 mm, fine enough to adequately resolve the structural form of at least two crossflow
vortices, was determined from the analytical results of Chapman et al. (1994) for a similar experi-
ment on the same wing by Dagenhart et al. (1989). The sensing elements are 0.127 mm wide and
1.5 mm in length. The length is designed to capture the larger scales in the flow, such as the cross-
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Figure 4.3: Layout of crossflow hot-film sensor sheet. Not drawn to scale.
flow vortices themselves, estimated to be no larger than 3.5 mm for a boundary-layer thickness of
approximately 4 mm at Reynolds numbers near 2x106 . This estimate is based on the mean veloc-
ity profiles in the desired measurement locations acquired by Reibert (1996a).
Figure 4.4 shows a layout of a second hot-film sheet specifically designed to simultaneously
measure the surface shear stress across the transition front. The 16 parallel sensors are spaced 10
mm apart thus spanning a range of 150 mm. This is typically enough streamwise distance to cover
the entire transition front (i.e., with at least one sensor in the laminar regime and at least one
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Figure 4.4: Layout of streamwise hot-film sensor sheet. Not drawn to scale.
within the fully turbulent regime) for chord-based Reynolds numbers on the order of 2×106 for
the present wing configuration. The sensing elements have the same dimensions as the crossflow
sheet for the same reasons.
A third hot-film sheet is illustrated in figure 4.5. This sheet is shown in actual size and with
a 10 × enlarged sensing area. The sensor array, referred to as the "T-array", was designed to mea-
sure the two components of surface shear stress in a very small area. The design is intended to
capture the small-scale surface shear and the dynamic interaction of the two components. Each of
the 21 sensing elements are 0.051 mm wide and 0.572 mm in length, spaced 2.1 mm center-to-
center in both directions in a 7 x 3 sensor array which covers a 12.60 mm x 4.77 mm measure-
ment area.
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Figure 4.5: Actual size and enlarged view of two-component, local "T-array" hot-film sheet.
Drawn to scale.
4.2 Wire Calibrations
Each of the three instrument types require specific calibration techniques. The hot-wire and cross-
wire probes have standard procedures for properly calibrating the voltages from the constant tem-
perature anemometers (CTA) to velocities, formulated over the years through various research
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efforts.The calibrationof thehot-film voltagesto surfaceshearstresses,however, has not been
well developed since obtaining a known shear stress on the surface is difficult. Thus, a new cali-
bration procedure is presented separately in section 4.3. However, the wire calibration procedures
are explained here.
4.2.1 Single Hot-Wire Calibration
Calibrating single hot wires at the ASU facility is a fully automated procedure which utilizes a
customized temperature-compensation software package outlined in detail by Reibert (1996a,
1996b) and Radeztsky et al. (1993b). The procedure and relevant equations are summarized
below.
The voltage output from a single hot-wire CTA system is directly related to the heat transfer
from the heated-wire element to the fluid which is dominated by the fluid velocity and the temper-
ature difference between the wire and fluid (Perry 1982). Assuming a fixed temperature differ-
ence, the effective velocity response of the anemometer may be modeled by a classic technique
known as King's Law which is generally expressed for the velocity as
Uef f = (P + QE2) 2 (4.1)
where E is the voltage from the anemometer and P and Q are coefficients incorporating the
physical properties of the hot-wire element and the fluid (King 1915). The variable Uey.f is the
effective velocity "seen" by the hot-wire probe and may represent either total, mean or fluctuating
velocities in equation 4.1 as long as the voltage corresponds to total, DC or AC voltages respec-
tively. The approach used at the ASU facility generalizes this model by using a simple polynomial
fit expressed as:
Ueff = _-, Ak E_ (4.2)
k=O
The coefficients A t are determined such that equation 4.3 provides a best least-squares fit to a
moderate amount of voltage-velocity data points. A fourth-order fit (n = 4) is used to match the
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Figure 4.6: Typical velocity calibration curve for a single hot-wire probe.
Figure courtesy of Reibert (1996a).
order in equation 4.1. A fourth-order fit is commonly used since higher orders typically do not add
any significant improvement (George et al. 1987). Figure 4.6 shows a typical hot-wire calibration
curve.
The hot wires are dynamically calibrated in the freestream by acquiring the anemometer
output voltages and the Pitot-static velocity as the tunnel is increased through a predetermined set
of calibration speeds. The range of speeds must be chosen to encompass the operating speeds of
the experiment to prevent extrapolation of a polynomial curve fit, a procedure which often tends
to be unstable (Press et al. 1992). It is standard practice at the ASU facility to calibrate the single
hot wires each morning to avoid DC voltage drift. Under full automation, the process takes less
than five minutes to complete.
Before the hot-wire voltages are calibrated to velocities, they are appropriately compensated
for temperature effects. As a closed-circuit wind tunnel in a desert environment, the ASU
Unsteady Wind Tunnel experiences large temperature rises (as much as 20" C) within the test sec-
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tion, particularlywhenrunninghigh-Reynolds-numberexperimentsin thesummermonths.Thus,
measurementsfrom all temperature-dependentsensorsare affectedand must be appropriately
compensated.
The temperature-compensation approach used at the ASU facility is based on the work of
Bearman (1971) and Radeztsky et al. (1993b) and is explained in detail by Reibert (1996a). The
model assumes a linear relationship between the square of the CTA voltage and fluid temperature
such that
Ec 2 = E 2 + Cr(T c- T) (4.3)
where E c is the CTA equivalent voltage at the calibration temperature T c . The compensation
coefficient C r is a function of velocity and is modeled with a second-order polynomial curve fit,
2
CT = _.a Bj(Uey/)j ' (4.4)
j=0
whose coefficients Bj are determined by the least-squares technique. Figure 4.7 shows a typical
set of coefficient data points which is collected prior to the velocity calibration procedure outlined
above. Therefore, the velocity calibration includes temperature effects and is truly a constant-tem-
perature calibration. An implicit relationship for the temperature-compensated CTA voltage E c is
obtained mathematically by substituting equations 4.2 and 4.4 into equation 4.3:
Ec 2 = E 2 + _._ [Bj AtcEc k (T c- T) .
j=O 1 X.k=O _' a
(4.5)
Therefore, given a temperature T and voltage E, this equation may be solved implicitly for E c ,
the temperature-compensated CTA voltage. This temperature-compensated voltage is then con-
verted to a velocity using equation 4.2. This temperature-compensated method reduces calibration
errors from above 15% to less than 1% across the entire speed range (Reibert 1996a).
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Figure 4.7: Typical temperature-compensation curve, compensation coefficient versus velocity.
Figure courtesy of Reibert (1996a).
4.2.2 Cross-Wire Calibration
The calibration of the two-component cross-wire probes is similar to that of the single hot-wire
calibration with the addition of an angle calibration to decipher the two components of velocity.
To better explain the positioning and equations involved in this calibration, figure 4.8 illustrates
the geometry of a cross-wire probe sensing area.
The cross-wire calibration procedure uses the temperature-compensation routines explained
in section 4.2.1 and is performed in the freestream. The probes to be calibrated are mounted per-
pendicularly at the end of a circular tube which is inserted into the test section via the instrumen-
tation window allowing rotation of the probe in the X-Z plane. The probes are mounted so this
rotation, illustrated in figure 4.8, is in the plane of the cross-wire elements which allows each wire
element to be placed perpendicular to the freestream velocity vector.
The first step in the calibration procedure is to align one of the cross-wire sensing elements
(say wire #1 in figure 4.8) perpendicular to the flow, i.e., 01 = 0°. This is accomplished by plac-
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Figure 4.8: Geometry of cross-wire probe.
ing the probe near that position and rotating it until it reaches a maximum mean-voltage reading.
A speed calibration is now performed on this wire as if it were a single hot-wire using the same
procedure explained in secuon 4.2.1. A typical normal calibration curve obtained in this manner
for each of the cross-wire elements is similar to that of the single hot wire shown in figure 4.6.
Next, an angle-speed calibration is obtained by acquiring the mean voltage from each wire
as the angle between the probe axis and the X axis is varied. The range of speeds used in the nor-
real calibration are run through for each angular position. The probe is rotated from wire #1 being
perpendicular to the freestream velocity vector to wire #2 being perpendicular to the freestream
velocity vector (i.e., where the mean voltage for wire #2 is a maximum) in increments of 5". The
mean voltages are sampled for each speed at each angular position. This results in an angle-speed
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Figure 4.9: Typical angle-speed calibration for one cross-wire element.
calibration curve typical of that shown in figure 4.9, where the velocity ratio _leyy/U** is simply a
normalization of the effective mean velocity with the freestream velocity. The last set of angle-
speed data obtained in this procedure will result in the normal calibration for the second wire ele-
ment.
Now that all the data is acquired, it must be used to appropriately calibrate the voltages to
actual velocity components. The efforts of Hinze (1959), Champagne et al. (1967a, 1967b) and
Tutu and Chevray (1975) have produced a modified cosine law relating the freestream velocity to
the effective velocity, i.e., the velocity "seen" by the cross-wire probe. This relationship is
expressed as:
2 = U.=(cos 2Uef f q) + k2sin20) (4.6)
where 0 is the angle between the line normal to a cross-wire element and the freestream velocity
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vectorandk is a heat-transfer coefficient of the wire's axial sensitivity, a function of velocity and
the size of the wire element. Equations are then determined for each wire element by applying
equation 4.6 to the geometry of the cross-wire probe in figure 4.8 to produce the modified cosine
laws for each element.
2
Uefyl
2
U eff:
2
= U.(cos _1 +kl2sin201)
2
= U_(cos _2 + k22sin2_2)
(4.7)
Hinze (1959) indicates that k typically ranges between 0.1 and 0.3 depending on the magni-
tude of the velocity. Champagne et al. (1967a) found k to depend primarily on the size ratio of the
wire, i.e., the length to diameter ratio (l/d). For platinum wires, they found k-0.2 for
I/d = 200 and decreasing with increasing size ratio, finally reaching zero at l/d = 600. Using
the acquired angle-speed data in figure 4.9, equation 4.6 may now be iterated for k. For the cur-
rent calibration, coefficients for each curve in figure 4.9 are determined through an iteration pro-
cess until the relative error of the data model is less than 5%. Typical fits are presented in figure
4.10 with their corresponding k values. The k values decrease with increasing velocity. For the
operating speeds of the current experiment (25 - 30 m/s), the heat-transfer coefficient is approxi-
mately 0.17 for both of the sensing elements on both Auspex cross-wires used in the current
experiment. This value is in total agreement with k = 0.2 seen by Champagne et al. (1967a) for
very similar conditions with a size ratio of I/d = 180. Therefore, a coefficient of k = 0.17 is
used throughout the calibration for both k I and k 2 in equation 4.7. However, the governing cali-
bration equations are presented in general terms.
The method of solution for the calibration, outlined by Glauser (1987), is achieved by com-
puting the ratio of the two equations listed in equation 4.7 resulting in
- 2
cos
= 2 (4.8)
_Ueff'-) COS 02 + kz2sin2_2
Using the fact that _z = •- 01 from figure 4.8, some trigonometric substitutions and other
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Figure 4.10: Typical curve fits of data in, figure 4.9 using the modified cosine law
of equation 4.6 with iterated values of k within 5% error.
mathematical manipulations, the following quadratic equation for tan01 results:
C2tan2Ot + C 1tan_l + C O = 0 (4.9)
where the coefficients are defined as:
2
C 2 = Rk22cos _ + Rsin20 _ k t
C z : 2R(1 - k22)cos_sin_
C O = Rcos2_ + Rk22sin2t_- 1
(4.10)
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The solutionis govemedby thephysicsof the probe,i.e., tan_l > 0, and thequadraticformula
resultingin
- C! + JC21 - 4C2C o
tan01 = 2C 2 (4.11)
under the constraint that the expression under the radical must be greater than or equal to zero. If
the expression under the radical is negative, the solution cannot be determined. This phenomenon
of not being able to convert voltage pairs to velocity components is referred to as "dropout" by
Beuther et al. (1987) and usually only occurs when one of the wires experiences significantly
higher turbulence intensity than the other, a condition that is never reached in the current experi-
ment. These equations may be simplified for the current experiment as the sensing elements on
each of the Auspex cross-wire probes were found to be perpendicular to one another, i.e.,
= 90 ° "
After 01 is solved from equation 4.11 using k 1 -- k 2 = 0.17, the freestream velocity U,_
may be calculated from rearranging the first equation listed in equation 4.7. The individual veloc-
ity components, _ and _ in the global coordinate system for the current experiment, may then be
determined from:
(4.12)
where
13= g , (4.13)
the angle between the freestream velocity vector and the probe axis as shown in figure 4.8. The
calibration procedure is now complete.
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4.3 Film Calibrations
The calibration of hot-film sensors is not as straight-forward as that of the wire-based sensors. In
fact, several techniques have been proposed either requiting measurement of local shear stresses
on the surface near the hot-film sensor by other means or by relating the hot-film measurement to
an analytical solution in a flow with a simple geometry. The early efforts of Ludwieg (1950),
Liepmann and Skinner (1954), Myers et al. (1963) and Bellhouse and Schultz (1966) have deter-
mined that most hot-film sensors can be calibrated through the following relationship:
1/3
"Cw = AE 2 + B (4.14)
where "cw is the total shear stress at _e wall sensed by the hot film, A and B are constants
descriptive of the film element and E is the CTA output voltage. Ramaprian and Tu (1983) sug-
gest an improvement on this traditional calibration approach which corrects for calibration errors
by applying a form of Reynolds decomposition and time averaging on equation 4.14. These
approaches usually perform well but require either an independent measurement of the local sur-
face shear stress or a theoreucal approximation. The current problem is compounded by the three-
dimensionality of the swept-wing flow and by the mounting technique of the hot-film sheets, a
pseudo-permanent attachment. The sensor sheet is either destroyed or severely damaged once it is
removed from the model surface due to the needed strength of the adhesive. Thus the same sheets
used in the swept-wing expcnment cannot readily be placed in a simpler flow geometry for direct
calibration. Making an independent measurement of the surface shear stress on the swept-wing
with other types of sensors _s leasiblc However. most of these techniques require a cavity in the
model surface or other aherauons to the model surface. Also, the swept-wing flow is too complex
to use theoretical approxlmauons realisucally. Thus, due to all the complexities involved, only
raw voltages were originally acquired from the hot-film sensors used in the current experiment.
However, in order to properly compare surface measurements to internal velocity measure-
ments within the boundary, layer, raw voltages do not suffice. Thus, a new calibration technique is
developed which takes full advantage of the ASU Unsteady Wind Tunnel facility and the receptiv-
ity experiments performed there in an acoustically-excited flat-plate boundary layer. Although,
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this calibrationis performed on a different sensor sheet than that used in the actual swept-wing
experiment, it does give an approximate calibration for the swept-wing data. The hot-film sheet
fabrication process is well understood and monitored, resulting in sensors that are very similar
(near exact in dimensions for each sheet type and every element for every sheet within a 17% vari-
ation range of resistance values). Therefore, the calibration presented here is not without error but
is, in this author's opinion, far better than analyzing signals based on raw voltages. An improved
method for future calibration of these types of hot-film sensors is suggested at the end of this sec-
tion based on the observations from this first attempt presented below. The proposed technique
allows for a direct calibration of the sensors in the swept-wing boundary layer itself.
4.3.1 Flat-Plate Receptivity Experiments
The calibration technique is based upon recent receptivity experiments performed in a fiat-plate
boundary layer at the ASU Unsteady Wind Tunnel. This research focuses on how Tollmein-Schli-
chting (T-S) waves axe generated within the two-dimensional zero-pressure-gradient boundary
layer under the influence of acoustic forcing with no other receptivity mechanisms other than the
leading edge. This receptivity mechanism is what is used to calibrate the hot-film sensors as
explained in section 4.3.2.
The flat-plate model used in the present calibration is the same as that used in the experi-
ments of Mousseux (1988), Rasmussen (1993), Wei (1994), Saric et al. (1994) and Krutckoff
(1996). The plate is 4000 mm (length) × 1370 mm (span) x 9.53 mm (thickness) with a 20:1 and
40:1 modified super ellipse (MSE) machined directly to each end. Either end may be used as the
leading edge (Saric 1994c). Much care is taken in the design of the MSE (Lin et al. 1992), in
assuring symmetric flow (Saric 1994c) and in eliminating curvature discontinuities (Saric et al.
1994a, 1994b).
The acoustic disturbances are introduced to the freestream by a set of nine 250-ram diame-
ter, 300-watt woofers (by McCauley Sound Inc.) placed on the plenum wall upstream of the hon-
eycomb section of the ASU Unsteady Wind Tunnel (refer to figure 3.1). Sound waves up to 130
dB are measured by a network of microphones placed in the walls at the leading-edge location to
measure incidence angle and amplitudes.
Saric et al. (1994a, 1994b) and Krutckoff (1996) present detailed information on the fiat-
plate model, facility and results from the receptivity experiments. The ASU experiments and
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manyothers,suchasthoseby TadjfarandReda(1992)andWlezien(1994),showthat acoustic
disturbancesexcitethegrowthof T-Swavesin theflat-plateboundarylayeratfrequenciesrelated
to thedisturbance.For instance,asinusoidalwaveformof asinglefrequencyinput to thespeaker
systemwill exciteand amplify the T-S waveswithin the flat-plateboundarylayer at that fre-
quency.This propertyof thereceptivitymechanismis usedto dynamicallycalibratethehot-film
sensors.Furtherstudieson the flat-platereceptivity mechanismsaresummarizedin Reshotko
(1984),Heinrich etal. (1988),Saric(1994<:)andCrouch(1994)•
4.3.2 Calibration Concept and Procedure
The concept behind this dynamic hot-film calibration is as follows. Since the acoustic receptivity
mechanism excites the amplitude of a T-S wave at the same frequency as that of a speaker-input
sinusoid prior to flow transition, it is possible to acquire data from a hot-film sensor mounted to
the surface of the flat plate for a specifically known flow condition, i.e., a laminar, acoustically-
excited, periodic, streamwise flow at a locally constant frequency. Thus, by acquiring the hot-film
raw voltage signal at several frequencies independently upstream from the transition front, one
can construct a hot-film frequency response curve. However, this only relates the CTA output volt-
age to the input waveform and still leaves the problem of not knOwing the surface shear stress at
the calibration location. Thus, an independent measurement very close to the surface by a previ-
ously calibrated hot-wire probe at the same streamwise location as the hot-film sensor is sampled
simultaneously with the film for each acoustic input frequency. The hot-wire voltage is calibrated
to velocity (in m/s) and thus, the local shear stress at the surface may be estimated in proper stress
units (in N/m 2) by equation 2•30, the surface shear-stress equation for two-dimensional flows•
This approach is best suited for the near-linear section of the velocity profile close to the surface.
This estimate derived from equation 2•30 may be expressed as
't_ = kay)_=o (4.15)
for the linear region of the velocity profile close to the wall where Uhw is the velocity from the hot
wire and h is the height of the hot-wire sensing element from the surface of the plate. Thus a sim-
ilar transfer function may be formulated for the surface shear stress estimate from the calibrated
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hotwire. Now,sinceboththehot film andhot wire havefrequencyresponsesthatarefunctionsof
the input acousticfrequencyandaresampledsimultaneously,a responsemay be derivedwhich
relatesthecalculatedestimateof thesurfaceshearstressandthehot-film voltage.This relation-
shipis expressedas
_X
H(f) = 7---
EHF (4.16)
where '_x and E'HF are the Fourier transforms of the surface shear stress and the hot-film voltage,
respectively, and H(f) is the transfer function. Thus, by estimating the surface shear stress from
the hot-wire signal and Fourier transforming both quantities, a frequency response relationship
between surface shear stress and hot-film voltage may be determined since they are acquired
simultaneously with the same acoustic excitation. The raw voltage data from the similar hot-film
sensors used in the actual swept-wing experiment may then be calibrated by solving equation 4.16
^
for "_x. The swept-wing hot-film voltage data is Fourier transformed and then multiplied (using
complex multiplication) by the transfer function derived in the calibration procedure. The com-
plex product is then inverse Fourier transformed back to time resulting in a surface shear stress
time history, i.e., a calibrated hot-film signal.
Eaton (1995) has shown that the frequency response of hot-film sensors similar to those
used in the current experiment rolls off somewhere between 2000 Hz and 3000 Hz. Thus, a fre-
quency range of 5 Hz to 3000 Hz is chosen for the calibration of the hot-film sensors. This range
is later confirmed to be appropriate upon inspection of the computed hot-film frequency response.
The resolution, i.e., the spacing between input acoustic frequencies for each calibration run, is
finer for lower frequencies to better resolve the transfer function in an area for which some sur-
face-mounted hot-film sensors experience a primary roll-off before a secondary roll-off near 2500
Hz (Eaton 1995). The spacing of the frequencies chosen for the current calibration are listed in
table 4.1 for specific frequency ranges.
The lower frequencies from 5 Hz to 10 Hz are produced by modulating two higher fre-
quency sine waves differing by the desired input acoustic frequency in order to avoid a low-end
roll-off on the speaker frequency response of approximately 8 Hz and to prevent damage to the
speaker. For example, to produce a 5 Hz wave, the sum of two sine waves of 500 Hz and 505 Hz
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Table4.1:Resolutionof frequenciesusedin thehot-filmcalibration
for specificfrequencyranges.
FrequencyRange FrequencySpacing
5 - 20Hz 1Hz
20 - 1000Hz 10Hz
1000- 3000Hz 50Hz
aregeneratedby the computer.Thesignalsretrievedfrom thetwo sensorsareband-passfiltered
+_20%of 5 Hz andthereforeonly themodulationfrequencyof 5 Hz remainsin the acquiredsig-
nals.
Figure4.11 illustratesthe experimentalset-upfor the fiat-platecalibrationtechnique.The
hot-wire probeis aligned outsideof.theboundarylayer at thesamestreamwiselocationon the
fiat-plateasthe hot-film sensorto becalibrated.Sincethe fiat-plateis a two-dimensional,span-
invariant flow the hot wire is actuallyoffset in spanby 2 mm to avoid anyconvectiveheating
effectsfrom the heatedfilm element.The wind tunnel is thenbrought to the desiredoperation
speed,oneof threedifferent speeds(8 m/s,12m/sand18m/s)for thecurrentexperiment.A spec-
ified sinusoidis thendigitally generatedandmaintainedthroughoutthecalibrationrun (usuallya
periodof 2 seconds)by the SUN SparcStation20computerandsentto a digital-to-analogcon-
venerwhich thentranslatestheanalogversionof thesinewaveto asetof amplifiers.Thegained
signal is then sent to the nine speakersat the tunnel wall upstreamof the test section.The
freestreamacousticdisturbancesentertheboundarylayerthroughthereceptivitymechanismand
excitetheT-Swavesat theinput frequency.
The hot-wire probe,mountedto the traversingsystem,is thenmarchedtowardsthe plate
surfacein incrementsof 50 )am,samplingdataateachstep.A ratiobetweenthemeanvelocityfor
thecurrentstepandtheboundary-layeredgevelocity (U/Ue ) is dynamically computed after data
at each step is acquired. The probe is then stopped at U/Ue = 0.15, within the Linear portion of
the fiat-plate boundary layer close to the surface. This final alignment of the hot-wire probe (still
offset in span by 2 mm) is illustrated in figure 4.12. The location of the surface is obtained by
extrapolating the profile to zero, thus providing the height h required in equation 4.15.
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Figure 4.11" Schematic of experimental set-up for hot-film calibration on flat-plate model.
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Figure 4.12: Schematic of sensor alignment in hot-film calibration.
Both of the raw voltage signals from the hot-film and hot-wire sensors are then simulta-
neously sampled for 2 seconds and band-pass filtered +20% of the input acoustic frequency. The
procedure is repeated for the next and remaining desired acoustic input frequencies until data for
the complete desired frequency range is obtained. Thus one calibration run with one input acous-
tic frequency produces only one data point in the transfer function of equation 4.16. Therefore, by
running several input frequencies, one may construct the frequency response of the hot-film sen-
sor point by point.
4.3.3 Calibration Results
It has been found through developing this calibration technique that constructing the hot-film
transfer function as outlmed above reqmres averaging each acquired frequency data point over
several completed runs. This was not done in the current calibration due to time constraints and as
a result produced data v,'lth high osollauons. Thus, the transfer function is curve fitted and
smoothed after using equations 4.15 and 4.16 for each input acoustic frequency. The raw transfer-
function magnitude is shown m tigure 4 13 for an operation speed of 18 m/s. The oscillations are
certainly undesirable and are a direct result of not averaging over several runs. However, once
curve fitted and smoothed (as shown in figure 4.14), the data displays the expected transfer-func-
tion trends as seen by Eaton (1995). In fact, the data starts to rolls off at about 1000 Hz thus vali-
dating the range of input acoustic frequencies chosen in section 4.3.2. Similar oscillations appear
for the raw phase data shown in figure 4.15. Yet, as with the magnitude data, the curve-fitted and
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Figure 4.13: Raw magnitude of transfer function at 18 m/s.
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Figure 4.14: Curve fit and smoothing of transfer function magnitude at 18 m/s.
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smoothed phase data in figure 4.16 behaves as expected. In fact, the curve-fitted phase data agrees
quite well with the results of Eaton (1995). Therefore, although certainly not optimal, the lack of
averaging does not completely hinder the physical response needed for calibration.
By comparing the curve-fitted and smoothed transfer functions for each of the three calibra-
tion speeds, one notices a slight dependence on velocity for the magnitude shown in figure 4.17
and very little for the phase data shown in figure 4.18. In calibrating the swept-wing data at speeds
generally between 25 m/s and 30 m/s, the transfer function from the highest calibration speed of
18 m/s is used. A higher calibration speed would certainly be desired but is limited due to the
increasing transition Reynolds number on the flat plate. Increasing the speed beyond 18 m/s
would place the transition front on the fiat plate well upstream of the area reachable by the travers-
ing mechanism preventing precise alignment of the hot-wire measurements. Thus, a second prob-
lem arises in that the speed is not quite corresponding between experiments and calibrations. To
approximate an appropriate solution, a linear scaling is used to match the transfer function at 18
m/s to higher speeds. For example, to calibrate hot-film sensors in a swept-wing flow with
freestream velocities near 25 m/s, the amplitude of the transfer function is multiplied by the ratio
(25 m/s)/( 18 m/s) = 1.39. Improvements to prevent these types of corrections in future calibra-
tions are presented in section 4.3.4.
Now that the transfer function is best-matched to the conditions of the experimental data, it
must be placed on a uniform grid matching the frequency resolution of the Fourier transformed
raw voltage hot-film data from the swept-wing experiment. The frequency resolution of the raw
hot-film voltage data is simply the sample rate divided by the total number of samples. This grid
matching is performed by interpolating to a uniform grid within the frequency range obtained in
the calibration (i.e., 5 Hz to 3000 Hz). The lower range from 0 Hz to 5 Hz is estimated with a sec-
ond-order polynomial and the higher range above 3000 Hz is linearly extrapolated to zero, thus
mathematically modeling the roll-off.
The swept-wing data is then Fourier transformed and multiplied by the transfer function on
a uniform grid. The result is then inverse Fourier transformed, thus completing the calibration.
Figure 4.19 shows a typical time-history segment of the raw hot-film voltage data. The calibrated
data, a time-history segment of surface shear stress, is then shown in figure 4.20. The data appears
to be filtered in figure 4.20. This is a result of two independent effects. The physical space
between the hot-wire and hot-film measurement locations acts as a spatial low-pass filter, an issue
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Figure 4. 15: Raw phase data of transfer function at 18 m/s.
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Figure 4.16: Curve fit and smoothing of transfer function phase data at 18 m/s.
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among spatial measurements (Glauser and George 1992). The effect arises from using a transfer
function derived from one spatial location and applying it to data acquired at another spatial loca-
tion. Also, higher frequency content above the linear extrapolation to zero from 3000 Hz is essen-
tially filtered since their values are zero. These two effects do filter out some smaller events in the
data but the calibration in general maintains a very descriptive signal of the raw voltage data.
4.3.4 Proposed Improvements
Thus, a few problems arise in this calibration technique, but given the circumstances at hand, it is
a decent first approximation to a very difficult calibration problem. It has provided insightful evi-
dence that with proper precautions and certain improvements, this technique may in fact provide a
suitable calibration for surface-mounted hot-film sensors.
The results and observations throughout this first attempt at a dynamic calibration of hot-
film sensors have allowed for an improved calibration technique to be devel.oped. The following
calibration technique is proposed to occur on the actual swept-wing model to be used in the exper-
imental investigation. As stated in section 3.3.1, at small positive angles of attack, the swept-wing
boundary layer is dominated by the streamwise instability in the form of T-S waves (Dagenhart
1992). The crossflow modes remain but are significantly weaker than those produced at small neg-
ative angles of attack. Therefore, by changing the angle of attack of the wing to create a T-S-dom-
inated boundary layer, one may feasibly duplicate the calibration procedure explained above for
the fiat plate directly on the sensors to be used in the actual experiment.
Also, the full range of speeds needed is obtainable, but only for experiments in the laminar
flow regime since the cahbratlon techmque cannot be performed aft of the transition front and the
sensors cannot be moved once mounted Appropriate Reynolds-number scaling techniques may
be used for measurements m turbulent and transmonal flow regimes. This would require a more
detailed investigation into the speed dependence of the transfer function and hopefully result in an
appropriate mathematical model to be used for scaling the calibration to higher speeds.
The other problem associated with the current calibration is the lack of averaging which is
easily corrected for future calibrations on the swept-wing. The swept-wing flow at the ASU
Unsteady Wind Tunnel is extremely repeatable thus allowing for several repeatable calibration
runs. Averaging each frequency data point on the transfer function should resolve the data to a
form similar to that in the curve-fitted data presented in section 4.3.3 and to that of Eaton (1995).
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CHAPTER5
Experiments
Several forms of measurement are used in the current experiment including flow visualization and
anemometry techniques which employ the instrumentation discussed in chapter 4. This chapter
discusses all of the measurements taken on the swept-wing for the current investigation. They
include flow visualizations of the surface shear stress, single hot-wire mean-velocity boundary-
layer scans, cross-wire correlation measurements of two velocity components and several surface
shear-stress measurements via hot-film anemometry techniques. Some of the surface shear-stress
data is acquired simultaneously with the cross-wire measurements for evolutionary comparisons.
Not all of the measurements are used in the analysis portion of this work due to the large quanti-
fies of data acquired but are documented here for reference. These measurements are reserved for
future continuing analyses.
5.1 Experimental Conditions
Each of the measurements discussed in detail below are acquired at the same environmental con-
ditions for construction of the appropriate statistics needed for the correlation analysis techniques.
This also allows for direct comparison of specific measurements by keeping the appropriate gov-
erning flow conditions as constant as possible. The ASU Unsteady Wind Tunnel has the ability to
maintain a constant Reynolds number via the control systems discussed in chapter 3. This control
feature is used to keep the chord-based, freestream Reynolds number within the test section set at
2.4x106 resulting in freestream velocities on the order of 25 m/s with the current wing's chord
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lengthof 1.83m.All of theexperimentsareperformedwith thewing atanangleof attack of -4 ° to
produce a crossflow-dominated boundary layer (as discussed in section 3.3.1). Also, the tunnel is
typically pre-heated during calibrations of the wire sensors each day, therefore reducing the
effects of temperature differences. All of the experiments are performed with the 6 I.trn roughness
dots placed at x/c = 0.023, spaced either 12 mm or 36 mm apart for reasons discussed in sec-
tion 3.3.3. The sections which discuss the flow visualization technique and the mean-velocity
boundary-layer scans articulate the effects of using the artificial roughness elements.
5.2 Surface Flow Visualizations
To properly design an experiment on the swept wing, one must be familiar with the general flow
patterns. A clear way of obtaining this information is through flow visualization. A flow-visualiza-
tion technique has been developed over the years at the ASU Unsteady Wind Tunnel that does not
require flow seeding or mar the model surface. This surface flow-visualization technique uses
naphthalene which sublimes at a rate proportional to shear stress at room temperature. Before
applying the naphthalene to the wing surface it is dissolved in 1,1,1-trichloroethane. The saturated
solution is then sprayed onto the model surface with a compressed-air sprayer. The solvent
quickly evaporates and leaves a thin layer of naphthalene on the surface. In order to avoid leading-
edge contamination, special care is taken to only spray the solvent aft of x/c = 0.20, well
beyond the point where surface roughness affects the crossflow instability (Radeztsky et al.
1993a).
The tunnel is then brought to the desired operational speed. The naphthalene quickly sub-
limes in regions of high surface shear stress, but remains on the surface within regions of low
shear. The resulting pattern for a Reynolds number of 2.4×106 , the current experiments' opera-
tional speed, is shown in figure 5.1. A spanwise alternating pattern of streaks extends downstream
until the boundary layer transitions where the shear becomes very high and sublimes the naphtha-
lene in the entire turbulent regime. The technique is very useful for determining where the transi-
tion front is located for different Reynolds numbers, a required piece of information for
determining sensor placement. The technique is also useful for visualizing the "foot-print" of the
7,1
Figure 5. I" Naphthalene surface flow visualization of the swept-wing flow at Re c = 2.4×106
with 6 I-tm roughness elements spaced 12 mm in span at x/c = 0.023.
crossflow vortices in the laminar region of the boundary layer. A modulating surface shear-stress
pattern, shown in figure 5.1, emerges due to the translation of low- and high-momentum fluid
within the boundary layer.
Figure 5.1 shows the transition front starting near x/c = 0.52 for a Reynolds number of
2.4×106 and verifies the effect of the surface roughness elements in forcing the crossflow-vortex
spanwise wavelength to approximately 12 ram. The technique may also be used to determine it
surface-mounted sensors, such as hot-film sheets, disrupt the flow provided the sensors used will
not be damaged by the spraying of the naphthalene solution. Any flow disturbance will alter the
modulated surface shear-stress pattern and generally create high-shear regions immediately down-
stream due to the turbulence created by the intrusiveness of the sensors. This test, shown in figure
5.2, is performed for the present experiment to verify that no flow disturbance is caused by the
hot-film sheets in the regions to be measured. The crossflow pattern is unaffected by the presence
of the hot-film sheets in these regions. All of the naphthalene sublimes just aft of the instrumenta-
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Figure 5.2: Naphthalene surface flow visualization checking hot-film sheet intrusiveness
at Re c = 2.4×106 with 6 I.tm roughness elements spaced 12 mm in span at x/c = 0.023.
tion cables taped to the wing surface well above the measurement areas. However, the cables are
placed far enough from the actual sensors that the crossflow vortices remain undisturbed near the
measurement sites.
More detailed surface flow-visualization results for this wing at various flow conditions is
documented in Dagenhart (1992). These studies show the transition front resulting from the natu-
ral surface roughness of the leading edge, i.e., the visualization is performed with no roughness
elements placed on the wing. The natural transition front is significantly less uniform than that
with the 12 mm spacing of roughness elements near the leading edge. In fact, the transition front
varies so radically in span that it actually starts near x/c = 0.48 at one span location and starts at
x/c = 0.70 at another span position for Re c = 2.4x106 (Dagenhart 1992). This drastic non-
uniformity makes measurements and interpretation of results significantly more difficult and
somewhat subjective. Thus, using the roughness elements to force the crossflow vortices into an
"'organized" pattern creating a distinct uniformity in span alleviates this complexity. The transition
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front, best illustrated in figure 5.1, roughly ranges from x/(c) = 0.52 chord to x/c = 0.57
chord throughout the entire span when the roughness elements are used. This mean-flow unifor-
mity becomes even more apparent through observation of the mean-velocity boundary-layer scans
discussed in the next section.
5.3 Single Hot-Wire Boundary-Layer Scans
5.3.1 Hot-Wire Scanning Technique
A hot-wire anemometry technique .is used extensively by Dagenhart (1992), Radeztsky (1994)
and Reibert (1996a) to quantify the stationary crossflow disturbance amplitude by measuring spa-
tial variations in the mean boundary-layer velocity. Wall-normal hot-wire scans progressing from
just outside the boundary layer to very close to the surface which are taken at multiple span loca-
tions provide a detailed two-dimensional map of the spanwise evolution of the mean streamwise
velocity, i.e., the spatial evolution of the time-averaged total velocity (_ = b' + u') in the Ys -zs
plane of the swept coordinate system (refer to section 2.1.1 for the defined notation). Note the
time averaging removes only the temporal dependence, effectively averaging out any effects from
travelling waves. Spatial disturbances still remain.
A typical map, such as those in figures 5.3 and 5.4 (see section 5.3.3), includes 100 bound-
ary-layer profiles taken at constant x/c with each scan separated by 1 mm in span. Each individ-
ual scan provides a single boundary-layer velocity profile with very fine resolution in the wall-
normal direction.
Before the scans are acquired, the boundary-layer probe (positioned at the end of the instru-
mentation sting as shown in figure 3.2) is adjusted for local curvature effects and is properly
aligned to measure the streamwise velocity. The probe is rotated such that both of the probe's
tines are equidistant from the wing surface to prevent spatial averaging of the boundary-layer pro-
file. The probe is then moved to just outside the edge of the boundary layer. This reference point is
then acquired for 2 seconds at 1 kHz simultaneously with the freestream probe (also shown in fig-
ure 3.2) which resides in the external flow well above the boundary layer. The ratio of the mean
boundary-layer edge velocity to the freestream velocity (Ue/U**) is then computed. The probes
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arethensteppedtowardsthemodelsurface,acquiringthemeanvelocitiesfrom bothwiresat each
wall-normallocation.Themeanboundary-layervelocity(effectively_) is normalizedby theedge
velocity Ue at each spatial position. The velocity Ue is computed at every spatial location by
scaling the freestream hot-wire mean velocity by the ratio obtained at the reference point at the
boundary-layer edge, i.e.,
(5.1)
where the subscript FS denotes the freestream hot wire and the subscript ref denotes the data
taken at the reference point. This normalization is necessary to account for any changes in the
freestream velocity, usually due to tunnel heating effects. As the scan progresses in the wall-nor-
mal direction, the step size is scaled with i/De .to provide finer resolution closer to the surface.
When the velocity ratio _/Ue reaches a predetermined threshold (usually near 0.15), the profile
scan is terminated and the probes are relocated to the boundary-layer edge at the next span loca-
tion. A new reference ratio is obtained and the procedure is repeated until all the desired profiles
are obtained. After the entire scanning procedure is completed, the location of the surface is deter-
mined by extrapolating each profile to zero velocity. The slight pressure-induced curvature in the
near-wall region of each vekx:ity profile is ignored and fitted linearly to the zero velocity point
from the last data point acquired tn the experiment.
5.3.2 Usefulness of Measurements
The single hot-wire measurements presented here were taken by Reibert et al. (1996) and are doc-
umented in detail by Reibert 11996al. The data ft)cuses on the spatial evolution of the crossflow
instability in the spanwise and chordwtse direcuons which provides a detailed map of the mean
velocity distribution along the wing. Pamcular to the current experiment, these "flow maps" are
used to identify the effects of using the 6-I.tm, 12-ram-spaced (denoted 6:12 throughout) artificial
roughness elements and to determine the appropriate placement of the hot-film sensor sheets and
the spanwise position grid for the cross-wire measurements. The mean velocity contours are later
used to describe the location of the cross-wire measurements relative to significant events in the
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Figure 5.3: Streamwise velocity contours at x/c = 0.45, Re c = 3.0x106
with no artificial roughness. Figure adapted from Reibert (1996a).
laminar region of the boundary-layer flow. They also provide insight to the structure of the inter-
nal flow above the hot-film sensors. This is invaluable information in relating the surface shear-
stress events to events in the internal flow.
5.3.3 Surface Roughness Effects
Figure 5.3 is a contour plot of the normalized mean boundary-layer velocity acquired at
x/c = 0.45 for Re c = 3.0x106 with no artificial roughness applied to the surface of the wing.
The plot shows the spatial evolution of the boundary layer in the Ys-Zs plane with the Ys axis
magnified by a factor of 10 with respect to the z s axis in order to provide adequate detail. The
flow in figure 5.3 and all subsequent mean-velocity contours is such that the observer is looking
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upstream into the oncoming internal flow which contains the right-handed rotation of the station-
ary vortices. An increasing span value corresponds to a spatial progression in the positive z s
direction where z s = 0 mm denotes the start of the scan, not the test-section ceiling. The wave-
like behavior of the contours represents the integrated effect of the weak stationary vortices on the
streamwise velocity. The vortices are actually co-rotating disturbances weakly manifesting them-
selves in the v' and w' disturbances of the global coordinate system.
The nonuniformity of the wave-like structures is a direct result of the natural surface rough-
ness of the wing. Given the wing's root-mean-square surface roughness of 0.12 _tm (Reibert
1996a), this demonstrates the extreme sensitivity of the boundary layer to submicron surface
anomalies near the leading edge. Clearly, highly nonlinear interaction of the various modes result-
ing from these roughness-induced initial conditions dominates the flow field. However, despite
this nonuniformity of the vortices, a dominant stationary crossflow-vortex wavelength of approxi-
mately 12 mm still emerges which is predicted as the most amplified stationary wavelength
according to linear theory (Reibert 1996a). Two of these dominant structures exist between
z s = 20 and z s = 40 mm in figure 5.3.
Thus for the current experiment, the flow is forced to adhere to the dominant wavelength by
placing the 6:12 artificial roughness elements near the attachment line at x/c = 0.023. The same
contour of the time-averaged streamwise velocity shown in figure 5.3 without any artificial rough-
ness is shown in figure 5.4 with artificial roughness elements spaced at the dominant crossflow
wavelength of 12 mm. (The Reynolds number was lowered for the scan with artificial roughness
to accommodate the increased strength of the disturbances.) The flow field remarkably becomes
"organized" and very repeatable in span by overriding the natural roughness with a large enough
artificial roughness. (The thickness of the artificial roughness must be large relative to the natural
surface roughness but small enough to not trip the boundary layer resulting in premature transi-
tion.) This flow organization provides the experimentalist with the distinct advantage of measur-
ing within a uniform, periodic distribution of the stationary vortices.
Surface shear-stress measurements are also taken with the 6-_rn artificial roughness ele-
ments spaced 36 mm at the same x/c location near the attachment line. This allows other modes
to enter the flow field which are actually harmonics of the dominant crossflow vortex wavelength
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Figure 5.4: Streamwise velocity contours at x/c = 0.45, Re c = 2.4x106
with 6:12 artificial roughness. Figure adapted from Reibert (1996a).
(Reibert 199a). The mean streamwise velocity contour at x/c = 0.45 with 6:36 artificial rough-
ness is shown in figure 5.5. The extra modes within the disturbances are clearly demonstrated by
the periodic features of the mean flow. The repetition in span (every 36 mm) now contains four
distinct events, a dominant roUover structure with a 12-ram wavelength (located between 20 mm
and 32 mm in figure 5.5), a lower amplitude vortex with a 9-mm wavelength closely packed to the
dominant structure (located between 31 mm and 40 mm), a very small structure with low ampli-
tude with an approximate wavelength of 6 mm (located between 41 mm and 47 mm) and a
slightly larger structure with a wavelength of 9 mm (located between 47 mm and 56 mm).
With the flow forced to specific modes, one avoids the ambiguity of selecting a single vortex
to study and the difficulty in tracking that same vortex at different chord locations. Also, since the
experiment potentially includes an infinite number of modes in the natural state, each excited by
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Figure 5.5: Streamwise velocity contours at x/c = 0.45, Re c = 2.4x106
with 6:36 artificial roughness. Figure adapted from Reibert (1996a).
the random natural surface roughness, comparison to theoretical and computation studies
becomes extremely complex. Thus, by forcing the flow to the dominant mode, computations may
model the experiment with a reasonable, finite number of modes. A comparison of the nonlinear
growth of the crossflow instability which takes advantage of this forcing technique has already
been performed for this airfoil by Reibert (1996a) (who provides the experimental data) and
Haynes (1996) (who provides the computational data). The tremendous agreement of their results
is only possible by eliminating the random effect of the natural surface roughness.
For the present experiment, the forced flow field creates a distinct advantage in the multi-
point correlation analysis. In particular, the proper orthogonal decomposition (POD) results reveal
the domination of the forced crossflow-vortex wavelength, even in the fluctuating-quantity solu-
tion. Without the uniformity of the vortices in the mean flow, the analyst has to deal with statisti-
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cal data based on many ambiguities and may perhaps introduce subjectivity in the interpretation
of the results. By isolating the dominant mode through the use of artificial roughness, the analyst
now deals with a flow with fixed spectral content and recognizes dominant features in the flow
field which may he sought in the analysis.
5.3.4 Vortex Structure and Evolution
Figure 5.6 shows an isolated stationary vortex on a 1:1 scale to demonstrate the rollover structure
in the streamwise velocity previously discussed in chapter 2. The integrated effect of the v' and
w' fluctuations cause this transport of low- and high-momentum fluid within the boundary layer.
As the amplitude of the disturbances grows, the asymmetry of the co-rotating vortices distorts this
momentum transfer and gives rise to the rollover structure. The very weak v' and w' disturbances
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Figure 5.6: Single stationary crossflow vortex taken at x/c = 0.50, Re c = 3.0x106 with no
artificial roughness, plotted on a 1:1 scale.
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producesuchasignificanteffecton thestreamwiseflowbecausethevorticesareindeedstationary
andcloselyalignedto thepotentialflow.A schematicof theweakv' and w' motion in the swept
coordinate system is compared to the measured i/V, velocity contours in figures 5.7, 5.8 and 5.9
for two stationary vortices at x/c = 0.20, x/c = 0.30 and x/c = 0.45, respectively. The dis-
tortion of the u' disturbance develops so drastically further downstream because of the continuous
presence of the vortices. The weak v' and w' disturbances operate on essentially the same stream-
wise fluid as the flow progresses downstream thus creating a significant physical effect. This con-
tinues until the integrated effect becomes critical and causes the flow to transition through the
breakdown of these vortical structures (just aft of x/c = 0.50 for Re c = 2.4x106 with artificial
roughness elements applied near the leading edge). Refer to Dagenhart (1992) and Reibert
( ! 996a) for more discussion on the spatial evolution and growth rates of the mean velocities in the
boundary layer of this swept wing at -4" angle of attack.Radeztsky (1994) investigates similar
evolutions for the same wing at 0" angle of attack.
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Figure 5.7: Effect of combined v' and w' disturbance motion on _/De at x/c = 0.20,
Re c = 2.4×106 with 6:12 artificial roughness. Figure adapted from Reibert (1996a).
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Figure 5.8: Effect of combined v' and w' disturbance motion on _/Ue at x/c = 0.30,
Re c = 2.4x106 with 6:12 artificial roughness. Figure adapted from Reibert (1996a).
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Figure 5.9: Effect of combined v' and w' disturbance motion on ?_/U_ at x/c = 0.45,
Re c = 2.4x106 with 6:12 artificial roughness. Figure adapted from Reibert (1996a).
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5.4 Surface Shear-Stress Measurements
Several surface shear-stress measurements are made in the present experiment using the various
hot-film sheets described in section 4.1.3 which are calibrated through the method detailed in sec-
tion 4.3. All data sets are acquired at a sample rate of 10 kHz for several blocks (usually 20) of
various record lengths (usually 3 seconds). All hot-film sensors are wired to multiple-pin connec-
tors for ease in switching between particular sensors from any of the hot-film sheets. All hot-film
sensors are driven by the A. A. Labs anemometer system described in section 3.2.4. Figure 5.10 is
a schematic illustrating the placement of all hot-film sheets used in the present experiment, three
of which are pictured in the flow visualization of figure 5.3.
It should be noted that the streamwise sheet is mounted first. All data needed from this sheet
alone is then acquired. The two crossflow sheets are then mounted to their respective locations
Sensing Areas
x/c x/c Crossflow Sheets
0.023 0.50 0.58 __ SJ tre%
• X amwise Sheet
• \ \
\
Flow
Roughness Elements
"T-array" Sheets
Figure 5.10: Schematic of hot-film sheet placement with artificial surface roughness elements.
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anddatais acquiredfrom eachcrossflowsheetindividually.Measurementsarealsocollectedfrom
severalsensorsonall threesheetssimultaneously.Then,finally, the"T-array" sheetsaremounted
to thewing andusedto acquirethe local two-componentsurfaceshear-stressdata.Thisprocedure
isusedto minimizeflowdisturbancefromcableleads.Surfaceshear-stressmeasurementsarealso
takensimultaneouslywith thecross-wirecorrelationmeasurements.
5.4.1 Streamwise Surface Shear-Str"_s Measurements
The streamwise sheet (illustrated in figure 4.4) is used over a range from x/c = 0.49 to approxi-
mately x/c = 0.58 (see figure 5.10) to measure the streamwise evolution of the surface shear
stress through the transition front. The sheet is closely aligned parallel to the center line of the
crossflow vortices visualized near x/c = 0.50 and therefore is specifically mounted to measure
the spatio-temporal evolution of the surface shear stress predominantly progressing in the x t
direction. This alignment results in the hot-film sheet being angled approximately -6" from the x
direction.
As mentioned in section 5.3.3, tracking an individual vortex is often difficult, particularly
for hot- or cross-wire probes. However, using a fixed hot-film sheet aligned in the predominant
flow direction almost always guarantees a spatio-temporal measurement which captures a single
vortex over at least a few chord locations provided the spacing and length of the sensors is appro-
priate for the flow field. It is certainly possible that a slight misalignment will result in tracking
more than one vortex within the sensor range, but that traversing of the vortices will be recorded
in the spatial data. Also, since 6:12 artificial roughness is used in all of the experiments, capturing
more than one vortex across the range of sensors is still acceptable, especially since every vortex
is reasonably of the same size and structure. However, for the current experiment, we are inter-
ested primarily with the active modes and mechanisms responsible for the breakdown of the
crossflow vortices, not in tracking a particular vortex. Still, given the detailed mean-flow maps
described in section 5.3 and the flow visualizations of section 5.2, we can be fairly confident that
the hot-film sheet is appropriately aligned.
Figure 5.11 is a contour plot of the streamwise mean velocity acquired at x/c = 0.50 for
Re c = 2.4×106 with 6:12 artificial surface roughness. The third sensor in the streamwise array is
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Figure 5.11: Streamwise velocity contours at x/c = 0.50, Re c = 2.4×106
with 6:12 artificial roughness.
placed at the precise location of 39 mm in figure 5.11. The sensors are aligned perpendicular to
the center line of the vortex that resides between 29 mm and 41 mm. Thus, using the mean veloc-
ity boundary-layer scans to pin-point a single vortex and the surface flow visualization to mark the
center line of that vortex, we can determine the appropriate alignment of the hot-film sheets.
One disadvantage to using the hot-film technology is the pseudo-permanent mounting tech-
nique. Once a sensor is destroyed by either bum-out or by being hit by a sizeable solid particle, it
can no longer be used or replaced without removing the entire hot-film sheet. So, the experimen-
talist sometimes has to accept certain losses and make due with what data is available. In the
present experiment, one sensor in the streamwise array near x/c = 0.55 (the 12th from the fur-
thest upstream sensor) burned out. Thus, the data for the streamwise sheet consists of a total 15
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sensors simultaneously sampled at 10 kHz for 10 blocks of 3 seconds each. The effects of the
uneven spatial measurement grid are compensated in all of the analysis techniques which are
dependent on the spacing between the sensors.
5.4.2 Crossflow Surface Shear-Stress Measurements
Crossflow hot-film sheets (shown in figure 4.3) are mounted at constant chord locations
x/c = 0.50 and x/c = 0.58 such that the sensor elements (each parallel to one another) are
perpendicular to their respective constant chord line as illustrated in figure 5.10. The sensing areas
are placed close to the streamwise hot-film sheet sensing area so that the cable leads would not
disturb the flow field near the sensors. The flow is confirmed to be undisturbed by the placement
of the cable leads and sheets via the flow-visualization results in figure 5.3. The constant chord
locations were chosen such that the transition front regides between the two crossflow hot-film
sheets for the desired Reynolds number and that the sheets are mounted within the range of the
traversing mechanism to allow for simultaneous hot- or cross-wire measurements.
The mean velocity contour plot shown in figure 5.11 provides a map typical of the mean
ftow above the hot-film sensors mounted at x/c = 0.50 in the laminar regime. The first sensor on
the crossflow sheet at x/c = 0.50 resides precisely at the location 3 mm in figure 5.11. Unfortu-
nately, the rest of the sensor array resides "to the right" of this location at 3 ram. This was neces-
sary to accommodate the placement of all of the hot-film sheets. But because the 6:12 artificial
roughness organizes the spanwise distribution so well, as long as the starting point of the sensor
array is known, we can translate the usual mapping over to a corresponding portion of another
vortex. For instance, the vortex position at 3 mm is nearly identical to that at 39 mm. So we can
map the range of the sensor array to be roughly starting at location 39 mm and extending to 8 mm.
Thus, the crossflow array ranges across approximately 2.5 crossflow vortices (based on the 12 mm
forced wavelength and the contour map) starting at the rollover point (39 mm) of one vortex and
ending near the center line of another (8 mm).
The other crossflow hot-film sheet is mounted downstream of the transition front in the tur-
bulence regime at x/c = 0.58. It is aligned identically in the same manner as the other sheet
with one exception. The flow visualization showed the center lines of the crossflow vortices to be
angled approximately -6" from the x axis (before transition). Therefore, the first sensor on the
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sheet in the turbulent regime is aligned on that -6" line to the first sensor on the sheet in the lami-
nar regime, i.e., each corresponding sensor on the two sheets lies on a line -6" from the x axis.
Thus, if the flow were completely laminar across both sensors, the same vortices would be cap-
tured by the two sensor arrays. By aligning the two sheets this way, we can see any spatial "deflec-
tions" caused by the transition process. This statement is based on the premise that the dominant
large coherent structures in the turbulent flow field emerge from the strong vortex structure in the
laminar regime. This point will be further discussed in light of the proper orthogonal decomposi-
tion results presented in chapter 8.
Not all of the crossflow sensors are used in the experiments. The linear stochastic estimation
results of Chapman et al. (1994) show that a sensor spacing of up to 4 mm is adequate enough to
resolve the spanwise structure of the crossftow vortices in the laminar regime. With this and the
limitation of 16 anemometer channels for the hot films, only every other sensor is used in the
•experiments (starting with the very first sensor in the array closest to the streamwise sheet). All of
the sensors used remained operational throughout the experiment for the sheet mounted at
x/c = 0.50, however, four sensors were lost on the sheet in the turbulent regime (the 1st, 3rd,
11th and 21st from the start of the array closest to the streamwise hot-film sheet). Therefore, the
crossflow surface shear-stress data at x/c = 0.50 consists of 16 channels simultaneously sam-
pied at 10 kHz for 20 blocks of 3 seconds. The crossflow surface shear-stress data at x/c = 0.58
includes 12 channels simultaneously sampled at 10 kHz for 20 blocks of 3 seconds for each of the
roughness cases (6:12 and 6:36J.
Four sensors from each of the two crossllow sheets and eight sensors from the streamwise
sheet are also sampled simultaneously to compare the entire measured field evolution. This exper-
iment is designed with the use of linear sttx:hastlc estimation (LSE) in mind. LSE may be used to
estimate an entire measured lield from just a few sensors. Therefore, the entire field across the
transition front may be esumated. This data set consists of 16 channels simultaneously sampled at
10 kHz for 20 blocks of 3 seconds for both roughness cases as well.
5.4.3 Two-Component Local Surface Shear-Stress Measurements
The local two-component surface shear stress is measured by two '_I'-army" hot-film sheets
(shown in figure 4.5) mounted at constant chord locations x/c = 0.50 and x/c = 0.58. The
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sheetsarealignedsuchthat theupperright cornerandthelowerleft cornerof thesensingarea(as
shownin figure4.5) lie on theconstantchordline as illustratedin figure 5.10.The appropriate
alignmentanglesmaythenbecomputedto isolatethetwo componentsof local shearon thesur-
facewithin theglobalor sweptcoordinatesystem.Thesensorsaresosmallthattheentiresensing
areamaybeconsideredrelativelyatthesamechordlocation.Again,dueto thelimitationsof only
16anemometerchannels,only certainsensorsareusedin themeasurementssimultaneously.Both
datasets(6:12and6:36artificial roughnesscases)include16channelssimultaneouslysampledat
10kHz for 20blocksof 3 secondsfor eachchordlocation.
5.5 Two-Component Velocity Correlation Measurements
5.5.1 Cross-Wire Measurement Sites
Two-component velocity measurements are made within the internal flow of the boundary layer
with the cross-wire probes (illustrated in figure 4.2) at the two constant chord locations
x/c = 0.50 and x/c = 0.58. All cross-wire measurements are taken 3.0 mm directly above the
crossflow hot-film sheets on a spanwise measurement grid that spatially corresponds to every
fourth hot-film sensor as illustrated in figure 5.12. The height (Ys = 3.0 ram) of the cross-wires is
the closest location to the surface obtainable given the size of the Auspex probes. The measure-
ment site spacing of 4 mm is chosen as a compromise between satisfying the resolution criteria to
resolve the large-scale flow structure (Chapman et al. 1994) and acquiring large amounts of data
that result from such measurements. Only two cross-wire probes (requiring four anemometer
channels) are used throughout these measurements. One is mounted directly to the surface of the
wing, the other is mounted to the instrumentation sting (illustrated in figure 3.2) in the boundary-
layer probe position with the probe axis fixed parallel to the test-section wall. This allows for one
of the probes to be moved to various posiuons on the measurement grid, a necessity for correla-
tion measurements (see section 5.5.2). Thirteen sensors from the crossflow hot-film sheet directly
below the cross-wire measurement sites are sampled simultaneously with the cross-wires to later
develop an estimate of the two instantaneous flow fields simultaneously. The theory behind this
technique will be explained in chapter 6 with results shown in chapter 8.
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Figure 5.12: Schematic of cross-wire correlation measurements over a simultaneously sampled
crossflow hot-film sheet. Dots represent other cross-wire measurement sites.
5.5.2 Correlation Measurements
In order to properly use the correlation analysis techniques described in chapter 6 (linear stochas-
tic estimation and proper orthogonal decomposition), at least two measurements at different spa-
tial locations must be made simultaneously. This is not typically an issue with the hot films
because of the sheet technology. Several sensors may be placed on the surface without any signif-
icant flow disturbance. However, to measure two components of velocity, these types of measure-
ments become somewhat involved. Only two cross-wire probes are used for any one measurement
in the present experiment to minimize flow disturbance. Putting several probes in such a small
boundary layer, so closely spaced (4 mm) could greatly influence the flow. Thus, the two probes
are placed at various combinations of the measurement sites denoted by the dots in figure 5.12.
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The one-dimensional velocity correlation tensor Rij is mathematically defined as
Rij(_ s, 2) = ui(z s, t)uj(z' s, t') (5.2)
where the subscripts i and j denote the components in standard index notation, _s = z, - .. s and
= t - t' denote the separation in span and time of the two velocities being correlated. The vari-
_" t'ables .. s and simply denote another spatial position or another time, respectively. The spatio-
temporal autocorrelation is obtained when _s = 0 and _ = 0. The measurements in the current
experiment include the fi and _, components of velocity only, thus the-subscripts i and j have a
value of either 1 or 3 in equation 5.2. It should be clarified that the cross wires are aligned and cal-
ibrated in the current experiment to measure the fi and _ components of velocity in the global
coordinate system. However, the grid that the cross wires measure upon, i.e., the center axis of the
crossflow hot-film sensors, resides on the z s axis of the swept coordinate system. This convention
takes advantage of the structure repeatability in the spanwise flow and is actually required to prop-
erly compare the cross-wire measurements to the single hot-wire boundary-layer scans (which
also measure fi in the global coordinate system) and to the surface shear-stress measurements
from the crossflow hot-film array (which measure x. in the swept coordinate system).
The correlation tensor of equation 5.2 is symmetric and may be acquired experimentally by
sampling the cross wires at each single combination of spatial locations. For example, for the sim-
ple case of one component of velocity with three measurement sites and time suppressed, only
three measurements are needed to compute all nine spatial values in the correlation tensor. First,
the probes are placed at the first and second positions (giving R(x, x') = R(1, 1), R(I, 2) and
R(2, 1 ) ), then at the first and third positions (to produce R(3, 3), R( 1, 3) and R(3, 1) ) and then
finally at the second and third positions (giving R(2, 2), R(2, 3) and R(3, 2) ). The same tech-
nique is used for each cross-wire measurement grid of eight spatial locations illustrated in figure
5.12. The surface probe is first mounted above the 31st hot-film sensor in the crossflow sheet, the
traverse-mounted probe is aligned above the 27th hot-film sensor and the data is acquired. The
traverse-mounted cross-wire is then moved above the 23rd sensor and so on. When simultaneous
93
8.0 _- i i i i
E
E
7.0
6.0
5.0
4.0
3.0
2.0
1.0
0.0
1O0 80 60 40 20 0
zs (mm)
Figure 5.13: Cross-wire measurement locations mapped onto the streamwise velocity contours
at x/c = 0.50, Re c = 2.4×106 with 6:12 artificial roughness.
Circles represent approximate cross-wire positions.
measurements at all of the position combinations in the z' s direction (see figure 5.12) are
acquired, the surface-mounted probe is then relocated to the 27th hot-film sensor and the traverse-
mounted cross wire is moved to the 23rd sensor location. This progression is performed until all
possible spatial combinations are acquired.
Using the translated mapping technique explained in section 5.4.2, we can map the cross-
wire measurement grid at x/c = 0.50 to the mean streamwise velocity contour of figure 5.11.
This mapping is shown in figure 5.13 where the circles represent the approximate locations of the
cross-wire measurements. In most applications of the correlation analysis techniques described in
chapter 6, the means are subtracted from each channel of data. Therefore, the analysis focuses on
the disturbances and fluctuations of velocities and surface shear stresses. Figure 5.14, therefore
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Figure 5.14: Cross-wire measurement locations mapped onto the streamwise disturbance
velocity contours at x/c = 0.50, Re c = 2.4x106 with 6:12 artificial roughness.
Circles represent approximate cross-wire positions.
uses the same mapping technique to display the cross-wire measurement locations over a stream-
wise velocity contour of thc disturbances only. The spatial mean U(y,) is subtracted from the
total time-averaged streamwise velocity _ data in figure 5.11 thus leaving the actual disturbance
u' in the Ys "zs plane in figure 5.14. This figure also illustrates the significant effect the distur-
bances have on the mean flow and whether the cross-wire measurements are made within a region
of velocity deficit or surplus.
The cross-wire data is only acquired for the 6:12 artificial roughness case and consists of 4
channels (two two-component probes) simultaneously sampled with 13 channels of crossflow-
aligned hot films at 10 kHz. The data set includes 5 blocks of 2 seconds for each spatial position
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on the measurement grid at each constant chord location.
5.6 Data Summary
Below is a table that summarizes all the data acquired in the present experiment. The single hot-
wire boundary-layer scans are excluded but are documented in detail by Reibert (1996a).
Table 5.1: Summary of data acquired in present experiment.
Section
5.4.1
5.4.2
5.4.2
5.4.3
5.5
Instrumentation
Streamwise
Hot-Film Sheet
1 Streamwise & 2 Crossflow
Hot-Film Sheets
Crossflow
Hot-Film Sheet
"'T-array"
Hot-Film Sheet
Cross-Wire Probes
x/c
0.49 - 0.58
Range
0.49 - 0.58
0.50 & 0.58
0.50
0.58
Artificial
Ys (ram)
Roughness
0.0
3.0
6:12
6:12
6:36
6:12
Instrumentation
Streamwise
Hot-Film Sheet
1 Streamwise & 2 Crossflow
Hot-Film Sheets
Crossflow
Hot-Film Sheet
"T-array"
Hot-Film Sheet
Cross-Wire Probes
Sample
Rate (kHz)
10
# Channels
16
8SW&
4 CF each
16
12
16
4XW& 13CF
# Blocks
2O
5
Record
Length (s)
3.0
2.0
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CHAPTER6
Correlation Analysis Techniques
Methods based on various calculated correlation tensors are used to identify the flow structure in
the swept-wing boundary layer. These techniques take advantage of the statistical data inherent in
the correlations to identify spatial structures within the boundary layer. Carefully selected instan-
taneous data is then projected upon those statistics to determine the spatio-temporal evolution of
the flow structures before, through and after transition. The current experiment is specifically
designed to accommodate the use of these multi-point correlation techniques through the correla-
tion measurements of the two-component velocity and the various surface shear stresses explained
in chapter 5. The background and theory is provided below for these analysis techniques which
include observing the correlations themselves and the auto-spectra, linear stochastic estimation
(LSE), proper orthogonal decomposition (POD) and a complimentary technique which takes
advantage of the global aspects of POD and the locality of LSE.
6.1 Correlations and Spectra
6.1.1 Correlations
The heart of these analysis techniques lies within the various correlation tensors calculated for the
measured velocity and surface shear-stress fields. Correlations define the statistical relationships
between simultaneously measured quantities in both time and space and are mathematica//y
defined in general as
Rij(_,_t) = ui(:_, t)uj(:_', t') (6.1)
97
for the full threespatialdimensionsandtime. As presentedin section5.5.2for the one-dimen-
sional case, the subscripts i and j denote the components in standard index notation and
._ = ._ - ;_' and _ = t - t' denote the separation in three-dimensional space and time of the two
quantities being correlated. (Velocities are shown in equation 6.1 but the relationship applies to all
measured quantities in the current experiment.) The variables :_' and t' simply denote another
spatial position or another time, respectively. Refer to section 5.5 as to how the measurements
relate to equations 6.1 and 5.2.
In the current analysis, only one-dimensional correlation tensors are computed. A one-
dimensional, two-component correlation tensor is defined in equation 5.2 for the velocity mea-
surements. A similar one-dimensional, one-component correlation tensor is defined as
_}_22(Zs, t) = T,Z,(Zs, t)_.z (Z's, t') (6.2)
for the surface shear-stress measurements in the crossflow direction as described in section 5.4.2.
The subscripts (22) denote the spanwise component of the surface shear within the swept coordi-
nate system. Likewise, another one-dimensional correlation tensor is defined as
_1(_,, 2) = xx(x t, t)%(x' t , r) (6.3)
for the surface shear-stress measurements in the streamwise direction as described in section 5.4.1
where the subscripts (11) denote the streamwise component in the boundary-layer coordinate sys-
tem. The overbars in equations 5.2, 6.2 and 6.3 denote an ensemble block average with each block
consisting of a uniform, predetermined record length. This amount of time is determined from
inspecting the integral time scales within the boundary layer which are mathematically defined as
t'** R ii('t ) ^ f** _}_ii(_) ^
'T: J0 _dt or T: Jo _d, (6.4)
where Rii is the autocorrelation (the temporal relationship of a quantity with itself). Since an infi-
nitely long record length cannot be obtained experimentally, an estimate of the integral time scale
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is achieved by first computing the integral time scale for a very long record length. One can then
determine the appropriate record length for the ensembled blocks based on when the variables
become uncorrelated (i.e., when Rii(t ) = 0). Since the current experiment involves three differ-
ent flow regimes, a compromise is needed to accommodate the different characteristics of each
flow regime, i.e., the three different locations of the first zero-crossing of equation 6.4. Another
consideration is to make the number of samples within the determined record length a factor of 2
to accommodate the Fourier transforming procedure necessary for computing spectra (see section
6.1.2). This decision process for the current experimental data resulted in a record length of 512
samples which corresponds to a temporal block of 0.0512 seconds. This record length accommo-
dates all three flow regimes to allow for appropriate comparisons between regimes and satisfies
the factor of 2 criteria.
The spatial correlations are of particular interest in ttie current analysis since they include all
the strictly spatial statistics used as the kernel in each of the more advanced multi-point correla-
tion techniques. These spatial correlation tensors are obtained by simply setting _ = 0 in equa-
tions 5.2, 6.2 and 6.3. The spatial correlation tensors for each individual measurement used in the
analysis are shown in chapter 7.
6.1.2 Spectra
It is often useful to inspect the spectral content of a time-dependent quantity in the frequency
domain. By transforming a time-dependent quantity into the Fourier domain, one can observe
active frequencies within the flow field. Also, the evolution of the energy in the measured quantity
may be obtained across several spatial locations by observing the auto-spectra for each signal.
The Fourier transform pair of a velocity u(t) (applicable also to shear "r(t) ) is expressed as
h(f) = f__ ei2rtftu(t) dt (6.5)
to transform the signal into the frequency domain (represented by _(f) ) and
u(t) = _ e-i2rVt_(f)df (6.6)
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for theinversetransformprovidedthatthefunctionu(t) is smooth and vanishes at infinity. Unfor-
tunately, these conditions are not satisfied by stationary random variables acquired experimen-
tally. However, the required infinite length of the signal may be approached as a limit of a
sequence of functions whose Fourier transforms do satisfy the criteria. Therefore, the Fourier
transform of a stationary random signal may be represented by the limit of the Fourier transforms
of the members of the sequence. The resulting Fourier coefficients are uncorrelated at different
frequencies which may be mathematically expressed as
fi*(f)fi(f') = 0 for f,f' (6.7)
where the star (*) represents the complex conjugate and must reside upon the first term for a rigor-
ous mathematical definition (Ukeiley 1995). The overbar again denotes ensemble averaging over
a number of blocks of a predetermined record length. If f = f' then the correlation exists, is non-
zero and is well defined mathematically from
fi*(f)fi(f')df df' = S(f)df (6.8)
where S(f) is the spectrum of the signal u(t). By incorporating the Dirac delta function in the
frequency domain with the combinatum of equations 6.7 and 6.8, a definitive relationship between
the spectra and the Fourier transform of the correlauon of the signal results and may be expressed
as
_*t t_h,f'} = St f)8(f - f') (6.9)
where 8(f - f') is the delta function {equal to 1 when f = f' and 0 otherwise).
When transforming signals acquired experimentally into the Fourier domain, two conditions
conflict with the requirements of equation 6.5. The acquired signal is obviously of a finite time
and is discrete (i.e., sampled at linite intervals of ume). These inflexible conditions are accommo-
dated by defining a discrete Fourier transform determined from a discrete signal of a finite dura-
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tion. Discretizingthevariablesf
following definition for a discrete Fourier transform
N- 1 i2rtnk
N
_(kAf) = At _ u(nAt)e
n=0
= kAf and t = nat (where k and n are integers) results in the
(6.10)
where k and n range from 0 to N - 1 and N is the number of data points acquired in the discrete
signal u(nAt) at a uniform time interval At. This discrete form of equation 6.5 may then be used
to develop the discrete form of the spectrum (equation 6.9) as
f_*(kAf)_(k'Af) = S(kAf) (6.11)
T
where the delta function now takes the form of the signal's period T = NAt. Equation 6.11 also
demonstrates that the correlation function is indeed the Fourier transform of the spectrum, i.e.,
1 J¢__..,, -i2_f_Rij('_ ) = ui(t)uj(t' ) = _-_ e Sij(f)df (6.12)
for continuous functions of infinite length. The discretized version of equation 6.12 for random
stationary functions is given as
Rij('i ) = ui(nAt)uj(nAt')
N- 1 -i2rtnk N- 1 -i2gnk
At N 1 N
= _ E S(f)e = _-_ ,_ S(f)e
n=0 n=0
(6.13)
The auto-spectra, simply the Fourier transforms of the auto-correlation functions, are used
in chapter 7 to describe the frequency content distributed over spatial positions revealing the ener-
getic nature of the structures present in the swept-wing boundary layer. This spatial evolution may
be expressed as
N- 1 i2nnk
1 N
Sii ('_' f) = _ E Rii(:_'t)e (6.14)
n=0
where there is no separation in space in the calculation of the auto-correlations. These calculations
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alsodemonstratethespatialtransportof energywhich is animportantconsiderationin identifying
a flow regime.The growthand/ordecayof certainfrequenciesthroughoutthis spatialevolution
may alsoprovide insight into the mechanismsresponsiblefor transition.It may alsoexposethe
originsof largecoherentstructureswithin theturbulentboundarylayer.
6.2 Linear Stochastic Estimation
6.2.1 Background
Stochastic estimation is a multi-point correlation technique that allows the estimation of a field of
any quantity provided that the statistical data is known for the entire field to be estimated and that
at least one conditional event is realized. Adrian (1975) introduced stochastic estimation to the
study of turbulence by proposing that it could be applied to unconditional correlation data by
defining a "conditional eddy" within the flow field as the required conditional event. Adrian
(1979) defined these conditional eddies as recurrent flow patterns based on conditional averages
defined by an event measured in the flow. He demonstrated that stochastic estimation could in fact
provide excellent approximations for conditional averages using unconditional correlation data.
Thus a method was developed which uses the conditional information specified about the flow at
one or more locations with the statistical properties of all available locations to estimate the infor-
mation at the remaining locations in the field.
Tung and Adrian (1980) supplemented Adrian's findings by concluding that low-order esti-
mates qualitatively resolve the large-scale structure for all probable levels of the fluctuation inten-
sity. They concluded that second-, third- and fourth-order estimates do not significantly improve
the estimate, thus a linear stochastic estimation (LSE) is sufficient to identify coherent structures
in turbulent flows.
Adrian et al. (1987) explored broader applications of LSE in the axisymmetric jet shear
layer, the plane mixing layer and in turbulent pipe flow. They concluded that unconditional spatial
correlations do indeed have the structures of the conditional fields imbedded within them. Adrian
and Moin (1988) discovered results in their application of LSE to a direct numerical simulation of
a turbulent shear flow. They used a new form of the conditional event which specifies the local
kinematic state in terms of the velocity and deformation at a given location. Moin et al. (1987)
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appliedLSE to a numerically-simulated,turbulentchannelflow to approximatetheconditional
vector fields associatedwith eventsthatproducehigh Reynoldsstress.Guezennec(1989) used
LSEto identify coherentstructuresin aturbulentflat-plateboundarylayer.
Thesepastresearcheffortsusedvariousstatisticssuchastherootmeansquareor aparticu-
lar maximizingeventastheconditionalevent.However,Cole(1991),Coleet al. (1992)andCole
(1996)haveusedtheactualinstantaneoustime-historydataof measuredvelocitiesasthe condi-
tional events,a techniqueusedherein thecurrentanalysisof theswept-wingdata.They alsodis-
cuss the importance of specifically choosing which locations to use as referencefor the
conditionaleventsandshowthat only onereferencesignalis not adequatelyrepresentativeof the
measuredfield.Also, recentadvanceshavebeenmadeby Cole (1996) who extends the theory of
LSE to include two dimensions. Thus, a flow field may first be measured with at least two probes
at all combinations of several locations to develop the needed correlation tensor. Then by choos-
ing both of the actual time histories at the appropriate locations, one can estimate the instanta-
neous data at every other location producing a very good estimate of the instantaneous field. This
is in place of measuring at every location simultaneously which may either significantly disturb
the flow, require the acquisition of enormous amounts of data or require more instrumentation
than what is available.
A distinct advantage to using stochastic estimation is that the experiment only needs to be
performed once for each spatial location. Once the statistics are computed from all possible spa-
tial combinations, the data used to compute the statistics is then used as the conditional event.
Thus, when used to identify structures present in a flow field, stochastic estimation often requires
less data than the conventional method of using conditional averages.
6.2.2 Theory
The theory of linear stochastic estimation (LSE) is briefly described below using velocity as the
primary variable though other quantities such as shear stress or pressure may be used. LSE pro-
duces an estimate of the fluctuating velocity u(x + Ax, t) provided that the velocity at some refer-
ence location (x, t) assumes some specified value u(x, t). Mathematically, the one-dimensional
LSE forms the estimate
u i (x, t) = Ai)(x)uj(x, t) (6.15)
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where Aij is a matrix of the estimation coefficients which are calculated from
Uj(X)Uk(X)Aik(X' ) = Uj(X)Ui(X' ) (6.16)
where uj(x)uk(x) is the Reynolds stress and Uj(X)Ui(X' ) is the two-point correlation tensor.
Expanding this system of equations for a two-probe estimate of the two-component velocity mea-
surements taken in the swept-wing boundary layer results in a matrix form of equation 6.16 with
two systems expressed as
m
2
ttrl UrlWrl tlrlltr2 UrlWr2
2
WrlUrl Wrl WrlUr2 WrlWr2
2
Ur2Url Ur2Wrl tlr2 Ur2Wr2
2
Wr2Url Wr2Wrl Wr2Ur2 Wr2
a;Im
A_13m
A;21m
ATom
UrlUm
WrlU m
Ur2U m
Wr2Um
(6.17)
for the first system and
2
Url UrlWrl UrlUr2 UrlWr2
2
WrlUr 1 Wr 1 WrlUr2 WrlWr2
2
Ur2 Ur2Wr2
2
Wr2
Ur2Url l_r2Wrl
Wr2Ur 1 Wr2Wr I Wr2Ur2
A Im IArl W m
Wrl W m
a;21m Ur2Wm
Wr2W m
_ ;2j . _
(6.18)
for the second system where r l and r2 refer to the two reference probe locations (i.e., measure-
ment locations where the conditional instantaneous data originates) and m refers to the measure-
ment location being estimated, an integer ranging from 1 to N m , the total number of measurement
sites. Equations 6.17 and 6.18 demonstrate that the LSE systems are independent of the condition
being investigated. They are only dependent on the statistical information. The condition is
applied in the actual calculation of the estimate using equation 6.15. This is expressed in
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expandedform for thetwo-probeestimateof thetwo-componentvelocity dataas
est.. rl rl r2 r2
Um (t) = AllmUrl(t) +Al3mWrl(t) +AllmUr2(t) +A13mWr2(t) (6.19)
for the u component and
est.. rl rl r2 r2
Wm (t) = A31mUrl(t) + A33mWrl(t) + A31mUr2(t) + A33mWr2(t) (6.20)
for the w component. The url(t), Wrl(t), ur2(t) and wr2(t) velocities are the conditions used
in the estimate and the subscript m again refers to each measurement site to be estimated, thus
keeping the spatial distribution of the estimated signals. A one-probe estimate is obtained by set-
ting all terms with r2 equal to zero. These equations may also be extended to include more refer-
ence probes as long as all reference signals are acquired simultaneously. In fact, an excellent way
to validate LSE algorithms is to compare an estimated field using simultaneously sampled signals
from all measurement locations as references to the originally measured field. If the LSE code is
functioning properly, the two fields should be identical.
For the current analysis, LSE is used to estimate the entirely measured two-component
velocity field using simultaneously sampled signals from the two best measurement locations (as
qualified in chapter 8). LSE is also used to estimate the surface shear-stress field using the cali-
brated hot-film signals on the crossflow sheet sampled simultaneously with the cross-wire mea-
surements made directly above the sheet. In this situation, certain shear-stress measurements are
corrupted by the presence of the cross-wire probes. Those corrupted signals are estimated using
LSE thus minimizing the flow disturbance effects on the measured field. In this unique applica-
tion, the equations described above are extended to include the total number of reference signals
used as the conditions and are reduced to one component of surface shear stress using the appro-
priate correlation tensor _Ri/ .
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6.3 Proper Orthogonal Decomposition
6.3.1 Background
Proper orthogonal decomposition (POD) is a completely objective technique that is used to
decompose a flow field into various modes based on energy. It is a powerful technique that pro-
vides the identification of the large-scale structures usually within a turbulent flow field but may
be applied to other flow regimes to identify their dominant features as well.
This correlation-based technique was first introduced to the study of turbulence by Lumley
(1967) who postulated that the large eddies within a turbulent flow are those structures within the
flow that have the largest mean-square projection on the flow field. He developed this hypothesis
through employing the Karhunen-Loeve expansion (Loeve 1955) to identify these large-scale
structures resulting in what is now known as proper orthogonal decomposition, a mathematically
unbiased method for extracting eigenfunctions characteristic of the flow structure through the
solution of an integral eigenvalue equation that contains the appropriate correlation tensor as its
kernel. The dominant mode resulting from the numerical solution of the POD identifies the spatio-
temporal evolution of the large eddies imbedded within the flow.
POD was first applied to the wake behind a cylinder by Payne (1966) but revealed that the
energy content in the dominant eddy was not significantly larger than that of subsequent eddies.
More conclusive results were obtained by Bakewell and Lumley (1967) in their application of the
POD to the near-wall regmn of a turbulent pipe flow. They determined that the dominant eddy
contained 90% of the total streamwtse turbulent energy. Since these early applications of POD.
many research efforts have even extended the u._fulness of this technique beyond the study of tur-
bulent flows. The many apphcauons ol POD and significant contributions are further summarized
by Berkooz et al. (1993_ and L'kelle', t ItmS_
Other efforts parucularly slgn,ticant to the application of the POD to advanced experimental
measurements and to transitional flov,:_ have greatly influenced the direction of the current analy-
sis. Herzog (1986) applied POD to hot-film measurements taken in the near-wall region of a tur-
bulent boundary layer and showed that the dominant mode contained approximately 60% of the
total kinetic energy in the measured flow field, closely matching the POD results from a large
eddy simulation of the same flow by Moin (1984). Leib et al. (1984) and Glauser et al. (1987)
applied POD to the ncar-tield region of a turbulent axisymmetric jet. They determined that an
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accuraterepresentationof the flow field maybeobtainedby reconstructingthemeasuredvelocity
field with only the first threeeigenmodes.They alsodetermineda "life cycle" for the coherent
structuresin theflow throughexaminationof thePODsolutions.
Ukeiley (1991)andUkeiley et al. (1993b)studiedthecomplexflow field downstreamof a
lobedmixer and trackedthe breakdownof large-scalevortical structures.Extensivestudiesby
Delville et al. (1989), Delville (1993) and Delville and Ukeiley (1993) have also used POD in the
plane mixing layer to determine the role of higher POD modes and higher degrees of complexity
within the development of the kernel. Their results show that by including these complexities,
more essential flow physics are recovered in the first POD mode. Ukeiley (1995) extends this
research by using experimental POD results to develop a low-dimensional dynamical systems
model of the plane mixing layer.
Aubry et al. (1994) used a technique similar to POD called the bi-orthogonal decomposition
to study transitioning flow over a rotating disk. Rempfer and Fasel (1994) studied the spatio-tem-
poral evolution of three-dimensional coherent structures in a transitional boundary layer using
POD. They showed that the transitional characteristics, i.e., high-frequency, high-amplitude
spikes within the signals, were linked to the higher order POD structures.
Thus, POD has a very broad history in application and development and is continually being
applied in new ways. In the current analysis, POD is used primarily to identify spatially-varying
structures in a three-dimensional boundary layer before, through and after transition. The domi-
nant POD eigenmode is used to characterize the flow structure and to relate measurements taken
on the surface to those taken internally within the boundary layer. The temporal evolution of the
dominant modes are also inspected and related to the actual instantaneous data providing reduc-
t.ions in the amount of data needed to tram future flow control strategies.
6.3.2 General Theory
Lumley (1967) first introduced the proper orthogonal decomposition technique as an objective
and unbiased method of extracting coherent structures or dominant flow features from a flow field.
He proposed that turbulent flows are dominated by large scale structures and that a descriptive
candidate structure within that flow, _, should be selected such that it is the structure with the
largest mean-square projection on the quantitative field (e.g., the velocity or surface shear-stress
field). This projection maximizes the energy content of the candidate structure and is mathemati-
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cally representedby
(6.21)
wheretl represents the three-dimensional fluctuating velocity field and ot denotes the inner prod-
uct of the velocity field with the candidate structure. The normalization with the inner product of
It,
the candidate structure with its complex conjugate (denoted by the *) is used to remove the sys-
tem's dependence on amplitude. This technique focuses on the degree of projection, not the
amplitude resulting from the projection.
Maximizing the mean-square of the energy projection in equation 6.21 is accomplished
through the calculus of variations (Lumley 1981) or by defining a Hermitian operator (Berkooz
1991 ) resulting in the following integral eigenvalue problem
I II_Rij( _c, _',, t, t')0j(.t', t')dJ_'dt' = _,f_i(:_, t) (6.22)
where the kernel Rij is the two-point correlation tensor defined by equation 6.1, the eigenvalue _.
is equal to I_12 and *i are the solved eigenfunctions or POD modes. Since the correlation tensor
is symmetric, the solution of equation 6.22 may be described by Hilbert-Schmidt theory (Lumley
1967). The integrals in equation 6.22 may also be placed over a finite domain if the random vector
field (fi in this case) resides within a finite range. Such is the case for experiments thus providing
for the following properties to apply.
1. There are a discrete set of solutions such that equation 6.22 may be expressed as
j Rij(_, t', t, t')O_")(_ ', t' Id_c'dt' = _.(n)oln)(J_ , t)
D
(6.23)
where the integral operand D represents integrauon over a finite domain and the superscript (n)
denotes an integer value corresponding to the finite number of POD modes ranging from 1 to N.
2. The eigenfunction solutions are indeed orthonormal, even for the discrete solution of
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equation 6.23, and thus adhere to the following expression.
I,IP)(._, t),lq)(_, t)d_cdt = 5pq
D
(6.24)
Here, the superscripts (p) and (q) represent POD mode numbers and _)pq is the Dirac delta func-
tion responding to those POD number indices.
3. The orthonormal solutions of equation 6.23 may be used in conjunction with the POD
coefficients a (n) to reconstruct the original random vector field in the following manner.
ui(.t,t) = ___ a(n)*}")(t, t) (6.25)
n=l
The scalar POD coefficients a (n) contain the integrated effect of the spatio-temporal evolution
within the flow and are calculated from the following equation.
a (n) = Iui(_¢, t),(im*(_, t)d_dt
D
(6.26)
4. The POD coefficients calculated in equation 6.26 are random, uncorrelated and are repre-
sentative of the eigenvalues in the mean-square sense, i.e.,
(n) (m) _ (n)_nrna a = • (6.27)
5. The kernel can also be reconstructed through equation 6.28 which uses a double series
over the number of POD modes in 0 (n) that is uniformly and absolutely convergent.
--i
Rq(:L._',t,t') = _._ Y_ _.(m_In)(._,t)*_n'* (-_',t') (6.28)
n=ln=l
6. The eigenvalues are positive since the kernel is positive definite, have a finite sum and
have descending amplitudes with increasing POD mode number. These conditions are expressed
109
belowin equations6.29through6.31respectively.
_(n)> 0 (6.29)
n=l
< _ (6.30)
_(1} > _(2) > _(3) > ... > _(n) (6.31)
The general theory presented here is explained with infinite orthonormal solutions to equa-
tion 6.23, i.e., an infinite number of POD modes where n ranges from 1 to _. However, in real-
world applications such as in all experimental investigations, only a finite number of solutions is
possible. The number of modes available in the solution is ultimately determined by the order of
the two-point correlation tensor. Thus, for a spatial correlation tensor with time suppressed, the
number of modes is ultimately determined by the number of spatial locations (measurement sites)
where the correlation is known.
POD provides a completely unbiased approach to decomposing a random vector field on an
energy-weighted basis. As implied by equation 6.3 l, the first mode contains the most energy pos-
sible in the mean-square sense, extracted from the measured field. All subsequent modes then
contain the most energy possible again in the mean-square sense, but at continuously decreasing
levels. Thus, the method separates large-scale structures from the high-frequency small-scale
structures due to the various energy levels residing within the flow.
6.3.3 One-Dimensional Equations
The analysis used in the current swept-wing experiment uses a one-dimensional version of the
discrete POD in equation 6.23 for all measurements. Only spatial evolutions are computed from
the POD solution and thus only require a spatial correlation tensor. The cross-wire application
includes the two-components of velocity within one dimension (span) and the various hot-film
analyses include one component of surface shear stress across one dimension (either span or
streamwise direction).
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For the cross-wire application at each chord location, equation 6.23 may simplified to
 oRij(zs, k(")l(")(z )= q_i s (6.32)
where i and j have a value of either 1 or 3 corresponding to the u and w components of velocity
as the spatial evolution occurs in the span direction of the swept coordinate system. This applica-
tion requires that the POD coefficients be time dependent in order to properly restore the original
flow field (which will actually be an estimated flow field - refer to section 6.4) since the time
dependency is suppressed in the kernel and therefore in the eigensolutions as well. The resulting
reconstruction equation then becomes
N,j_
ui(z s, t) Z (n) (n)= a (t)Oi (Zs) (6.33)
n=l
where Neig is the total number of modes resulting from the POD solution. The number of modes
is determined by the order of the spatial correlation tensor or ultimately by the number of mea-
surement locations (N,,) multiplied by the total number of components (Nc). Thus,
Neig = NmN c = 16 for the cross-wire applications. The random, time-dependent POD coeffi-
cients are then calculated from the following simplified form of equation 6.26.
al" (t) = t)Ol")(z,)&,
D
(6.34)
Note that the complex conjugate notauon of the eigenfunctions has been dropped. This is due to
the fact that the POD solutions are completely real for the swept-wing data.
The surface shear-stress solutions are obtained in a very similar manner. For the crossflow-
aligned hot-film data, simply replace the two-component velocity u i with the single-component
spanwise surface shear stress z. in equations 6.33 and 6.34 using the appropriate spatial correla-
_j
tion tensor (9_22 defined in equation 6.2) in the governing POD equation (equation 6.32). For the
POD solution of the streamwise surface shear stress, simply replace the two-component velocity
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Ui with the single-component streamwise surface shear stress %x, in equations 6.33 and 6.34
using the appropriate spatial correlation tensor (nil defined in equation 6.3) in the governing
POD equation (equation 6.32). Also, replace the spatial variables and differentials containing z s
to x t .
6.3.4 Numerical Approximations
The integration of the one-dimensional POD in equations 6.32 and 6.34 require the use of a
quadrature rule (Glauser et al. 1987) to numerically solve the for the appropriate eigenvalues and
eigenfunctions (equation 6.32) and the appropriate POD coefficients (equation 6.34). The current
POD analysis of the cross-wire and crossflow hot-film data uses a trapezoidal rule which defines a
spatially-dependent weighting function W(m) as
f(AZs)/2 for m = 1, N m
W(m)
Az s for 1 < m < N m (6.35)
where m is an integer index corresponding to the number of measurement sites ranging from 1 to
N m . The spatial difference in equation 6.35 is the numerical representation of the differential
term in equations 6.32 and 6.3,.1. The half scaling for the first and last elements is a result of the
trapezoidal rule. A similar weighung function is obtained for use in the streamwise analysis by
replacing Az s with Ax t . Using the v, ezghtmg function in equation 6.35 to approximate the POD
eigenvalue problem, equauon 632 ma_ no_ be numerically represented as
E W(m)R_:(m. m')O"*'(m) = _.(n)O(n)(m') (6.36)
m-=l
where m' also ranges from 1 to N,,,. The product of the spatial correlation tensor and the weight-
ing function does not retain the Hermiuan properties of Rij and therefore loses all the advanta-
geous properties of the POD technique. Therefore, it is necessary to separate the weighting
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function (Baker 1977; Glauser 1987; Ukeiley 1995; Cole 1996) and rewrite equation 6.36 as
N m
E
m=l
{W(m)I/2Rij(m, m')W(m)I/2}W(m)i/2_(n)(m)
= _.(n)w(m')I/20(n)(m') (6.37)
to preserve the Hermitian properties. The resulting matrix is mathematically similar to that within
equation 6.36 and therefore produces the same eigenvalues. The resulting eigenfunctions, how-
ever, must be scaled by W(m) -1/2 to recover the appropriate solution.
6.4 Complimentary Technique
Glauser et al. (1993), Ukeiley et al. (1993a) and Bonnet et al. (1994) developed a technique which
uses linear stochastic estimation (LSE) in conjunction with proper orthogonal decomposition
(POD). This complimentary technique uses LSE to estimate the instantaneous flow field at all spa-
tial positions of interest (provided that the statistical data is previously acquired) and then projects
that estimated field onto the POD eigenfunctions. The result provides the experimentalist with
temporal evolutions of the scalar POD modes without having prior knowledge of the full instanta-
neous flow field simultaneously. Application of the complimentary technique is especially useful
in the current analysis in providing a way to examine the temporal evolution of the velocity-based
POD modes simultaneously with the surface-shear-stress-based POD modes.
The complimentary technique first uses LSE to estimate the instantaneous flow field exactly
as explained in section 6.2. Then, the spaual POD problem is solved using the statistical data in
the form of the spatial correlation tensor as its kernel to obtain the spatially dependent eigenfunc-
t.ions (theoretically using equation 6.32 or numerically using equation 6.37). The estimated field is
then projected onto those eigenfunctions using a form of equation 6.34 expressed theoretically as
(_) f est.
aest(t) = jui (zs, t)oln)(zs)dzs
D
(6.38)
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or numerically as
Nnl
(n).. est.
aest(t) = Z u i (m, t)t_In)(m)W(m) (6.39)
m=l
to solve for the random, time-dependent POD coefficients. The coefficients may then be compared
to the instantaneous field thus characterizing a full random vector field by a few dominant scalar
modes. This allows a drastic reduction in the amount of data needed to accurately represent the
flow field and makes the training of future flow control algorithms much simpler. These powerful
analysis techniques are capable of quantifying a random flow field using an energy-based system
of organization that minimizes human subjectivity and influence.
6.5 Analysis Summary
This section provides a summary to the data post-processing procedure used in the current analy-
sis and demonstrates how one might use these correlation techniques to identify structures imbed-
ded within a flow field.
First, the two-component velocity data is used to calculate the spatio-temporal correlation
tensor using equation 5.2. From this the auto-spectra is computed in order to examine the spatial
evolution of the frequency content of the autocorrelation data. The spatial correlation tensor is
also formulated from the spatio-temporal correlations by setting _ = 0. The same is done inde-
pendently for all of the surface shear-stress data. These results are detailed in chapter 7.
Next, the spatial POD problem is solved for each data set independently using equation 6.32
(or equation 6.37) and the appropriate spatial correlation tensors. These solutions provide the
appropriate eigenvalues and eigenfunctions which are presented in chapter 8. The eigenvalues are
used to determine the hierarchy of energy, i.e., how much relative kinetic energy is contained in
each mode. The eigenfunctions, when properly scaled, expose the spatial evolution of the various
modes which characterize the large-scale structure within the flow field.
The temporal POD coefficients are then calculated for the individual surface shear-stress
data which were acquired independently of any cross-wire measurements. This is only possible
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because the entire field is acquired simultaneously. These results are also presented in chapter 8
and reveal the temporal dynamics characteristic of the instantaneous data.
LSE is then used to estimate the two-component instantaneous velocity field from the statis-
tical, spatial correlation data and only two instantaneous signals acquired at optimally chosen
probe locations. The process of choosing the appropriate probe locations is discussed in chapter 8
along with the estimation results. LSE is also used to estimate the surface shear-stress fields
acquired simultaneously with the cross-wire data to account for missing sensors and to relieve the
flow disturbance caused by the presence of the cross-wire probes in the boundary layer.
Finally, the estimated fields are projected onto the corresponding eigenfunctions to deter-
mine the random, temporal POD coefficients for the two-components of velocity simultaneously
with the surface shear stress coefficients. This allows a comparison of internal measurements to
surface measurements and may prove very useful in training future flow control algorithms.
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CHAPTER 7
Correlation and Spectra Results
It is often useful to examine the spatio-temporal evolution of the various correlation tensors men-
tioned in chapter 6. Here, the various spatial correlation tensors are presented and analyzed, dem-
onstrating the spatial relationships of the flow field. The temporal information is actually better
viewed in Fourier space (in the form of the auto-spectra) to identify the spatial evolution of the
flow's frequency content. This is important in identifying specific scales within the flow with
smaller scales residing at higher frequencies and large-scale structures existing at lower frequen-
cies. It is also a very useful technique for identifying the origins of these scales. Many studies
include this type of analysis to specifically identify structure. Some of the many similar analyses
are included in Glauser (1987), Kohama et al. (1991), Ukeiley (1995), Cole (1996) and Yang et al.
(1996).
7.1 Spatial Correlations
The spatial correlations are calculated for the two fluctuating components of velocity and one
component of the crossflow-directed surface shear-stress fluctuations across the span at
x/c = 0.50 in the laminar regime and x/c = 0.58 in the turbulent regime. The spatial correla-
tion tensor for the streamwise evolution of the surface shear-stress fluctuations through the entire
transition front is also presented. Equations 5.2, 6.2 and 6.3 are used to compute these correlations
which are averaged over 195 blocks of 0.0512 seconds as discussed in section 6.1.1.
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7.1.1 Velocity Spatial Correlations
Three-dimensional surface plots of the spatial correlations for the u and w velocity components
at x/c = 0.50, 3.0 mm above the wing surface, are shown in figures 7.1 and 7.2, respectively.
The cross-component spatial correlation for these two velocity components at x/c = 0.50 is
shown in figure 7.3. The spatial autocorrelation, i.e., the trace of the spatial correlation tensors,
varies quite radically in span for all three tensors.
Figure 7.1 demonstrates high amplitude peaks at all combinations of span positions 3 mm
and 15 mm which denotes that the signals at these locations are very well correlated. In fact, the
12-ram, forced wavelength of the stationary vortices is captured in these peaks within the span-
wise distribution of the streamwise velocity component. Refe.rring back to the "flow map" of the
disturbances shown in figure 5.14, we observe that the positions at 3 mm and 15 mm in figure 7.1
(which correspond to the first and fourth dots from the left in figures 5.13 and 5.14) reside in
regions of high deficits in velocity while other positions lie on the outer fringes of the vortex dis-
turbances, regions of nearly "balanced" velocity. Therefore, the 12-ram wavelength is only cap-
tured between the first two vortices while the third is completely undetected. This is due to the
placement of the last few measurement sites which happen to lie between the vortices. Clearly, a
finer measurement grid would provide better resolved features of the velocity field. However, one
wavelength is indeed captured here and will be sufficient for analysis. The surface shear-stress
measurements are taken at double the spatial resolution and will demonstrate better identification
of the flow structure. Unfortunately, using only two cross-wire probes to make correlation mea-
surements requires enormous amounts of data, significantly more than that produced from equiva-
lent measurements taken with the hot-film sheets. This is due to the need for re-positioning the
cross-wire probes which results in repeated data acquisition at certain posi_ons. The hot-film
technology permits all sensors to be acquired simultaneously therefore producing only one signal
for each spatial location per experiment.
The spatial correlation of the _,' component shown in figure 7.2 demonstrates similar prop-
erties to that of the u component with a large correlation peak at the position of 15 ram. Evidence
of the 12-ram wavelength also appears in the small-amplitude periodicity in the ridges of the sur-
lace close to either plot wall. Unfortunately, no "flow map" is available for the velocity in the z
direction of the global coordinate system. However, based on the comparisons for figure 7.1 to the
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available "flow map", one can infer that the measurements only capture one crossflow vortex of
the forced 12-mm wavelength. Smaller peaks exist in the correlation trace at positions expected to
contain the vortices, but due to the small size of these vortices and the relatively large spacing
within the measurement grid, these measurements appear to be very close to the near "balanced"
velocity region, i.e., the region between the vortices. Again, though, one wavelength is clearly
captured and will be adequate for the analysis.
Figure 7.3 shows the cross-component spatial correlation tensor. This tensor is not symmet-
ric. however it should be noted that RI3 = R31. A clear merging of the spatial correlations for the
u and w in figures 7.1 and 7.2 appears in the cross-component correlation. Again, locations at 3
mm and 15 mm demonstrate high correlations. Even the smaller peaks near the ridges of figure
7.2 appear in figure 7.3. This demonstrates the coupled effect of the two-components of velocity
whose interaction is very important in the boundary-layer breakdown to transition. Also, note the
decrease in relative amplitude for the entire cross-component correlation which simply states that
the components are better correlated with themselves than with each other at the peak locations.
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Figure 7.4 provides wire-frame plots of the same data contained in figures 7.1, 7.2 and 7.3 to illus-
trate the differences in spatial structure and to present the data in another perspective.
Figures 7.5 and 7.6 show the three-dimensional surface plots of the spatial correlations for
the u and w components in the turbulent regime at x/c = 0.58,3.0 mm above the wing surface.
The cross-component spatial correlation for these two velocity components at x/c = 0.58 is
shown in figure 7.7.
Each of the spatial correlations in the turbulent regime exhibit similar behavior. The traces
of each tensor grow to very large amplitudes (compared to the laminar cases) whereas the off-cen-
ter combinations of spatial positions die off almost completely. This focusing on the autocorreta-
tions is a typical characteristic of turbulent boundary layers and is due to the high degree of
Zs
_" V
_,$
Zs
Z1$
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Figure 7.4: Wire-frame illustrations of spatial correlation data for u and w components of
velocity at x/c = 0.50 and y = 3.0 mm.
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randomness produced by the transition process whereby the signals are far more correlated with
themselves than with signals at any other location. The drastic increase in amplitude for the auto-
correlations is a direct result of the mean-flow momentum transferring energy to the fluctuating
flow.
The only significant difference between the u and w spatial correlations (shown in figures
7.5 and 7.6, respectively) is in amplitude. The trace of the w component correlation grows to a
higher amplitude through transition than the u component, implying that more energy is being
transferred to the w component during the transition process. As we will discover by inspecting
the spectra, this is due to the secondary instability whose growth gives birth to small scales at high
frequencies. Also, the vortex breakdown, critically induced by the streamwise growth of the dis-
turbances in the laminar boundary layer, causes a great deal of mixing of the flow, so much so that
the once laminar boundary layer is fully turbulent only 146 mm (8% chord) further downstream.
Another important observation is that the cross-component correlation shown in figure 7.7 is
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extremely representative of either component's individual spatial correlation. This not only sug-
gests that the velocity components remain coupled through transition but that they are actually
more coupled in the turbulent regime than in the laminar regime. This increased coupling will
become even more apparent in the dominant, spatially-evolving eigenfunctions resulting from the
POD analysis (see chapter 8).
Figure 7.8 supplies the wire-frame plots of the same data presented in figures 7.5, 7.6 and
7.7 for relative structure comparisons. From these plots, we see that the small "ripples" present in
the R_ off-center positions also show themselves clearly in the cross-component correlation.
These small amplitude variations imply that remnants of the stronger periodic spanwise structures
found in the laminar regime (shown in figure 7.4) survive transition in some form. The wavelength
Rll , ,I
Zs
Zs
Figure 7.8: Wire-frame illustrations of spatial correlation data for u and w components of
velocity at x/c = 0.58 and y = 3.0 mm.
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of these "ripples" seems to have become broader in span but does in fact remain in the turbulent
boundary layer. No evidence of these events are revealed in RHH. We will learn from inspection of
the auto-spectra that these broad scales are generated from the primary instability. The small off-
center variations which exist in the w-component correlation in the laminar regime (see R33 in
figure 7.4) simply do not survive transition. This is again verified by the auto-spectra.
7.1.2 Crossflow Surface Shear-Stress Spatial Correlations
Similar spatial correlation calculations are made for the fluctuating surface shear stresses mea-
sured across the same span range as the velocity measurements. The measurement grid for the
surface measurements, however, has double the spatial resolution of the velocity measurement
grid. The spatial correlations are also calculated over the same number of blocks of the same
record length to permit comparisons between the surface and internal measurements.
Figure 7.9 shows a three-dimensional surface plot of the one-dimensional, one component
spatial correlation tensor for the spanwise-distributed surface shear stress at x/c = 0.50. The
first apparent feature is the intense periodicity captured throughout the entire fluctuating flow
field. Doubling the resolution of the measurement grid for the surface measurements clearly
improves the structure identification of the stationary crossflow vortices. Also, by measuring the
shear on the surface, the spaual correlations essentially capture the "foot-print" of the fluctuating
internal flow, whereas the velocity spatial COtTelations are capturing the very top side of the cross-
flow vortices. Clearly. the added effect_s of increased measurement grid resolution and a com-
pletely submerged measurement locauon provide excellent detail in capturing the 12-mm forced
wavelength of all three crossllow vt_rtlcc,, m the laminar boundary layer. Also worth noting is the
consistency of the peak amphtudes acr,_s._ the Chute region verifying that the 6:12 artificial sur-
face roughness elements do indeed stattsucally organize the crossflow-dominated flow uniformly.
Figure 7.10 shows the three-dtmensmonal surface plot of the spatial correlation tensor for the
spanwise-distributed surface shear stress at x/c = 0.58. The turbulent correlation shows a dras-
tic increase in amplitude overall, but is concentrated at the 7-ram location and decreases over a
rather broad range. This broad, high-shear region provides evidence that the crossflow vortices
critically interact, thus starting the breakdown process giving way to the onset of turbulence. The
additive effects of the lluctuating flow acquiring momentum from the mean flow and the merging
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Figure 7.9: Spatial correlation tensor for the spanwise component of surface shear stress at
x/c = 0.50.
of neighboring vortices produce rather large scales within the boundary-layer. The shear stress on
the surface reflects the passing of these structures and creates regions of high shear. The stream-
wise location where the breakdown process actually begins, i.e., where the vortices start to inter-
act and mix, demonstrate high-shear regions, particularly at spanwise locations where the doubly-
inflected velocity profile once existed (refer to figure 5.13). It is at these locations where the great-
est amounts of surface shear exist and where the mixing most likely starts since this is where the
vortex structure is most unstable (Reibcrt 1996a). Directly beneath these sites of structure interac-
tion, lies what we will refer to as the "'spill region". These regions may be envisioned as locations
where the stationary wave finally collapses upon itself and crashes onto the neighboring vortex,
essentially eliminating the uniformity of the stationary field. The high-momentum fluid crashing
to the surface (i.e., near-wall fluid within the spill region) will certainly generate large shear
stresses which should propagate downstream. The slight shift in span should occur because of the
small, but still significant, crossflow mean momentum (approximately 2.5% of the streamwise
mean momentum).
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Figure 7.10: Spatial correlation tensor for the spanwise component of surface shear stress at
x/c = 0.58.
Also note that the surface shear-stress measurements are acquired with the sensors aligned
in the crossflow direction and therefore are predominantly measuring that component of surface
shear. It is the author's interpretation that by the time the fluid within the spill regions propagate to
x/c = 0.58 they are sensed as broad spanwise regions of high shear. Evidence of a broad high-
shear region exists along the trace of the spatial correlation shown in figure 7.10 near 7 mm and
yet again starting at 31 mm. It is interesting to note that the wavelength of this broad high-shear
region is approximately twice the 12-mm forced wavelength of the stationary vortices in the lami-
nar regime. Further evidence of the broad high-shear regions exist on the edges of the spatial cor-
relation in figure 7.10. A clear structure of lesser amplitude than the trace exists ranging across
approximately 24 mm from the right-hand plot wall. Thus, it appears that the breakdown process
involves two vortices locally interacting and mixing to produce large-scale structures of a repeat-
able wavelength nearly double that of the original laminar structure wavelength. These large
scales are accompanied by more random, smaller scales which are produced by the secondary
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Figure 7.11: Wire-frame illustrations of spatial correlation data for the crossflow component of
surface shear stress at x/c = 0.50 and x/c = 0.58.
instability mechanism.
Figure 7.11 displays the wire-frame versions of the data presented in figures 7.9 and 7.10 at
different viewing angles to compare structural features before and after transition. The uniformity
of the shear-stress correlation at the surface is evident at x/c = 0.50 through the periodic
arrangement of the large spatial structures. At x/c = 0.58, broad, non-uniform, large-scale
structures emerge extending over the spanwise direction providing further evidence of high span-
wise shear regions resulting from the breakdown process. It is hypothesized that these regions are
the result of the critical stationary wave interaction forcing fluid towards the surface.
7.1.3 Streamwise Surface Shear-Stress Spatial Correlations
The spatial correlation is also calculated for the surface shear-stress fluctuations evolving in the
streamwise direction completely through the transition front ranging from x/c = 0.49 to just
after x/c = 0.57. Figure 7.12 shows a three-dimensional surface plot of the spatial correlation
for the streamwise evolving surface shear stress. The plot clearly shows rapid, yet smooth, growth
in correlation amplitude as the flow progresses to downstream locations. By examining the edge
of the plot surface, we see that the correlation first rapidly decreases then rises to a local maxi-
127
EZ
/
0.0015- I
0.001-
0.0005-
.....,I
O_ ,.._'_
-0.0005-
-0.001 -
-0.0015-
-0.002-
0
4
8
10
X' t (sensor #) 1
\
-0.0015
-0.001
-0.0005
-0
--0.0005
--0.001
--0.0015
--0.002
0
2
14
1616 Xt (sensor #)
0.0015
0.001
0.0005
0
-0.0005
-0.001
-0.0015
-0.002
11 (N2/m4)
Figure 7.12: Spatial correlation tensor for the streamwise component of surface shear stress
ranging from x/c = 0.49 to just before x/c = 0.58.
mum, slightly decreases again and then rises again to a second local maximum and then trails off
further downstream. The local maxima in the correlations could be representative of the various
instability mechanisms initiating the generation of turbulent scales. This is further supported by
the auto-spectra. It is difficult to identify any definitive structure in this measured flow field from
the spatial correlation tensor alone. However, it is clear that a significant amount of energy is
being transferred as the fluid travels further downstream, thus providing evidence that the stream-
wise surface shear stress is indeed acquiring energy from the mean flow (mean shear stresses at
the surface). This physically corresponds to the reshaping of the streamwise boundary-layer
velocity profile. The slope of the streamwise velocity profile is becoming sharper as the flow trav-
els downstream through the transition front and into the turbulent regime. This growth becomes
very clear upon inspecting the spectra in section 7.2.3. The POD solutions also reveal some very
interesting dynamics involved with the transition process (see chapter 8).
Figure 7.13 shows the corresponding wire-frame plot of the same data presented in figure
7.12 in a different perspective. The figure demonstrates a relatively high degree of spatial period-
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Figure 7.13: Wire-frame illustration of spatial correlation data for the streamwise component of
surface shear stress through transition ranging from x/c = 0.49 to just before x/c = 0.58.
icity as the amplitude grows in the streamwise direction. This periodicity is most likely due to the
secondary instability mechanism since the hot-film sensors are closely aligned to the center of a
single crossflow vortex and lie beneath a doubly-inflected streamwise velocity profile (the 39-mm
location in figure 5.13). We will look to the auto-spectra and to the POD solution for further
insight into this periodicity and what mechanisms may lie imbedded within the measured flow
field.
7.2 Auto-Spectra
As seen from the spatial correlation analysis, the trace contains the most significant structure.
Therefore, we concentrate the spectral analysis on these autocorrelations. By Fourier transforming
the spatially distributed autocorrelations in time, we can identify important features in the fre-
quency domain and examine the levels of kinetic energy present in the measured flow fields. The
auto-spectra are hence calculated for the two components of velocity and one component of the
crossflow-directed surface shear stress across the span at x/c = 0.50 in the laminar regime and
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at x/c = 0.58 in the turbulent regime. The auto-spectra for the streamwise surface shear stress
through the transition front is also presented. Appropriate forms of equation 6.14 are used to com-
pute the spectra which are also essentially averaged over 195 blocks of 0.0512 seconds since they
are simply calculated by Fourier transforming the autocorrelations. The appropriate formulations
of equation 6.14 are listed below for the two-component velocity (equation 7.1), the crossflow
surface shear stress (equation 7.2) and the streamwise surface shear stress (equation 7.3). The
two-component velocity auto-spectra is calculated from
N- 1 i2_nk
1 N
Sii(Zs' f) = 31 _-_ Rii(zs"i)e (7.1)
n=0
where i has values of either 1 or 3 representing the u and w components, respectively. The auto-
spectra for the crossflow-oriented surface shear stress is computed from
N- 1 i2rtnk
1 N
S:2(zs' f) = _I _-_ _22(zs' "i)e (7.2)
n=0
and from
N- I i2rtnk
1 N
Sll(xt" f_ = _I _-, _ll(2"?)e (7.3)
n=O
for the streamwise surface shear stress
The auto-spectra ts presented bch,_ m Iwo plotting formats for each measured flow field. A
three-dimensional sunace pitt slmtlar t,, that used for the spatial correlation analysis is used with
the three axes being space, trequency and spectra. The actual frequency content is then inspected
more closely by plotting all velocttv components at both chord positions together for each span-
wise position on a standard X-Y log-log plot. This allows inter-regime comparisons of the relative
energy and its evolution in span. The same plotting style is used for the surface shear stresses with
slight differences (see their respective sections).
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7.2.1 Velocity Auto-Spectra
3-D Surface Plots
The spanwise evolution of the auto-spectra at x/c = 0.50,3.0 mm above the wing surface, is
shown in the surface plots of figures 7.14 and 7.15 for the u and w components of velocity,
respectively. The spanwise periodicity of the kinetic energy from the crossflow vortices clearly
emerges from the auto-spectral surface of both components. This provides very clear evidence of
the uniformity of the laminar vortex structure and verifies the measurement grid mapping to the
mean velocity boundary-layer contours performed in section 5.5.2. A notable observation is that
all three vortices known to exist within the range of measurement from that mapping process are
well captured and are actually measured at nearly identical energy levels for the lower frequencies
at corresponding vortex locations in span. Referring back to the spatial correlation plot for the
same data (figures 7.1 and 7.4), we see that only one of the three existing structures is strongly
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Figure 7.14: Auto-spectral surface for the u component of velocity at x/c = 0.50,
y = 3.0 mm.
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Figure 7.15: Auto-spectral surface for the w component of velocity at x/c = 0.50,
y = 3.0 mm.
identified. The other two are recognizable due to our prior knowledge of their existence but are
only weakly identified through the spatial correlation analysis alone. This reveals the true strength
of auto-spectral analysis, the ability to identify structure based on the measured energy content of
the flow.
The energy contained within the flow field certainly provides excellent identification of
structure in the laminar velocity field when viewed in spectral space. Also note that the one vortex
which is well captured by the spatial correlation analysis (the one centered about the 15-mm loca-
tion) has significantly more spectral information than the other two. The higher frequencies dis-
play higher amplitudes for this structure than for the other two. Simply more information is
measured at this location where the measurement site is known to exist within the high-velocity
region of a vortex, as opposed to between the stationary structures, as is the case for other mea-
surement sites near the other two vortices. Thus the spatial resolution problem experienced in the
correlation analysis may be overcome by inspecting the data in the frequency domain.
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Significant events at some higher frequencies exist within the peak spectra for each vortex.
These span locations at 3 ram, 15 mm and 27 mm correspond to the first, fourth and seventh dots
(from the left) in the mean velocity contour map shown in figure 5.13. All three measurement sites
are located above doubly-inflected velocity profiles, especially the location at 15 ram. The span-
wise location of these peak events at higher frequencies suggest that they are the spectral signa- •
tures of the secondary instability mechanism produced by the inflection of the mean velocity
profile. In fact, Koharna et al. (1991) show similar spectral events to occur over the doubly-
inflected velocity profiles within the swept-wing boundary layer over the same airfoil. This
hypothesis will be further discussed upon closer inspection of the auto-spectra plots at individual
span locations.
The spanwise evolution of the turbulent auto-spectra at x/c = 0.58, 3.0 mm above the
wing surface, is shown in figures 7.16 and 7.17 for the u and w domponents, respectively. Here,
we see that the entire flow field has gained a great deal of energy in both components. This drastic
energy increase through transition suggests that the fluctuating velocity field has acquired a signif-
icant amount of energy from the mean flow. That energy transfer appears to have been focused on
the span locations that lie between the vortices in the laminar flow field, i.e., the "valleys" in fig-
ures 7.14 and 7.15. The spectra did not significantly increase in the high-energy regions of the
laminar regime. Energy is specifically being transferred to those valley span locations, regions of
high surface shear in the laminar regime, by the transition process. As a vortex collapses, it sup-
plies kinetic energy to the low-energy regions previously located between the vortex structures.
Another interesting observation is that the auto-spectra of the streamwise component in the
turbulent regime has very little variation in span, whereas the w component still exhibits some
significant spanwise structure. Thus, it seems that some turbulent structure is produced directly
from the remnants of the strong crossflow in the laminar regime. Coherent structures in the turbu-
lent velocity field are originating from the periodic structure of the crossflow vortices despite the
destructive mixing process of transition.
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Figure 7.16: Auto-spectral surface for the u component of velocity at x/c = 0.58,
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Figure 7.17: Auto-spectral surface for the w component of velocity at x/c = 0.58,
y = 3.0 ram.
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X-Y LOG-LOG Plots
After arriving at the spatial results of the auto-spectra for the two components of velocity before
and after transition, we take a closer look at the actual frequencies excited by the flow by examin-
ing traditional X-Y log-log plots (auto-spectra versus frequency) comparing the two chord loca-
tions for both components at each spanwise location. Figures 7.18 through 7.25 display these data
sets with both components for each chord location plotted together at each span location for the
sake of evolutionary comparisons. The u component auto-spectra are plotted using thinner lines
and data for the velocities acquired at x/c = 0.58 are grayed to avoid confusion. Plotting these
quantities on the same graph allows us to identify the effects of transition on various spectral
events at specific frequencies.
Kohama et al. (1991) observed two distinct spectral peaks in their analysis of the streamwise
component of velocity in the boundary layer over the same airfoil in the laminar regime. They dis-
covered a peak centered at 350 Hz and a second peak at 3.5 kHz for spectra acquired at span loca-
tions just above a doubly-inflected mean-velocity profile. Their analysis attributes the first peak as
the spectral signature of the primary instability mechanism of the travelling wave. They attribute
the second peak to the secondary instability (a form of Rayleigh instability) which, according to
Kohama (1987), is a streamwise inflectional instability appearing on top of each of the streamwise
crossflow vortices. Poll (1985) first discovered these spectral signatures of the secondary instabil-
ity at very high frequencies (near 17.5 kHz) for the flow over a swept cylinder.
We see very similar spectral events in the laminar velocity shown in figures 7.18, 7.21 and
7.24 to that of Kohama et al. (1991). These figures display the auto-spectra acquired directly
above a doubly-inflected profile area (refer to figure 5.13 and the appropriate mapping of the cor-
responding measurement sites). A definitive double-peak event resides near 300 Hz for the lami-
nar cases in figures 7.18, 7.21 and 7.24 with the first peak at 255 Hz and the second at 315 Hz.
The very slight difference in frequency between these results (300 Hz) and those of Kohama et al.
(350 Hz) is most likely due to the fact that these measurements are made at v/8 = 0.75 (where
_5 is the boundary-layer thickness) whereas Kohama et al. acquired their data at y/_ = 0.50. An
additional observation is that these events occur in both components and are at relatively equiva-
lent energy levels per span location. The same spectral events also occur in figures 7.20, 7.22 and
7.23 for x/c = 0.50 but are not as well defined. These span locations correspond to positions
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Figures 7.18, 7.19 and 7.20: Auto-spectra on log-log axes for both velocity components at
x/c = 0.50 and x/c = 0.58, y = 3.0 mm at z, = 3, 7 and 11 ram, respectively.
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Figures 7.21, 7.22 and 7.23: Auto-spectra on log-log axes for both velocity components at
x/c = 0.50 and x/c = 0.58. y = 3.0 mm at z, = 15, 19 and 23 mm, respectively.
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Figures 7.24 and 7.25: Auto-spectra on log-log axes for both velocity components at
x/c = 0.50 and x/c = 0.58, v = 3.0 mm at z s = 27 and 31 mm, respectively.
neighboring the doubly-inflected velocity profile areas and apparently contain remnant signatures
of the travelling wave.
Another low-frequency event occurs in the span locations between the vortices. Figures 7.22
and 7.23 contain this event at a frequency near 100 Hz. Figure 7.19 contains a weaker event at this
frequency• Each of these spanwise locations corresponds to the areas where the up-swelling of
fluid occurs, i.e., above regions of low surface shear stress. This is most likely the spectral signa-
ture of the travelling wave's mechanism responsible for transferring low-momentum fluid away
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from the wing surface.
The secondary instability is identified in the laminar regime at the higher frequency peak in
figures 7.18, 7.21 and 7.24. This very broad peak is centered near 3.0 kHz and displays very simi-
lar features observed by Kohama et al. (1991). The peak is only observed at spanwise locations
corresponding to measurements made directly above the doubly-inflected velocity profile. Look-
ing at the higher frequency range at different locations in span, one sees that the peak shifts past
5.0 kHz and then reappears at 3.0 kHz as the location shifts back over the doubly-inflected portion
of the mean velocity contours. Each position that exhibits the +5.0 kHz event is located directly
between the vortices and therefore could be a result of the interaction between up-swelling fluid
particles from one vortex and down-swelling fluid particles from the neighboring vortex.
A very interesting feature of the turbulent auto-spectra emerges for every span location. The
-u component exhibits a low-frequency event centered at 100 Hz which qualitatively corresponds
to the same laminar peaks seen in span locations which reside between two vortices (demon-
strated in the laminar cases in figures 7.23 and 7.25). These events are not observed in any of the
w components for the turbulent case (with the exception of figure 7.23). The w component does
display the higher frequency event characteristic of the secondary instability in the turbulent
regime. However, its center appears shifted to approximately 2.0 kHz and extends over a broader
band. These features are not seen at all in the u components. Thus, we have seen the origins of
two important scales in the turbulent swept-wing boundary layer. Two events in the laminar
regime (the 100 Hz and 3.0 kHz peaks) seen in both components separate through transition. The
100 Hz event attributed to remnants from the primary instability survives transition in the stream-
wise velocity but is eradicated in the w component. The 3.0 kHz peak attributed to the secondary
instability present in both laminar components only remains in the w component after transition
but only after becoming broader and acquiring more energy from the mean flow thus providing
significant small-scale turbulence. Therefore, it can be stated that the large-scale structure in the
turbulent regime originates from the primary instability mechanism for the streamwise component
of velocity. Likewise, the small-scale structures in the turbulent regime originate from the second-
ary instability mechanism for the w component and are a direct result of the doubly-inflected
velocity profile.
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7.2.2 Crossflow Surface Shear-Stress Auto-Spectra
3-D Surface Plots
The auto-spectra for the surface shear stress measured with the crossflow-oriented hot-film sheets
are displayed in figures 7.26 and 7.27 for x/c = 0.50 and x/c = 0.58, respectively. The better
spatial resolution of these measurements improves the identification of the crossflow vortices in
the laminar regime. The surface plot is much smoother in span and the energy present in each vor-
tex is observed in a more uniform manner. The surface plots show few features at higher frequen-
cies compared to that seen by the velocity measurements. This is due in part to the weaker
frequency response of these sensors. In addition, the technique used to calibrate the hot-film sen-
sors limits the frequency response to 3.0 kHz thus minimizing our ability to appropriately capture
the high-frequency effects of the secondary instability. Thus, we find a limitation with the hot-film
technology. The hot-films are certainly appropriate for spatial measurements but filter much of the
higher frequency information used to quantify the highly nonlinear instability mechanisms. We
f (Hz) 8 822 (N2/m2Hz)
as z, (ram)
Figure 7.26: Auto-spectral surface for the crossflow-oriented surface shear stress at x/c = 0.50.
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Figure 7.27: Auto-spectral surface for the crossflow-oriented surface shear stress at x/c = 0.58.
will look for evidence of the travelling waves in the X-Y log-log plots since little evidence of their
existence is seen in the surface plots. The turbulent auto-spectra reveal similar results in that spa-
tial information is again retained but very little high frequency information is observed. The spa-
tial information shows that some of the spatial periodicity seen in the laminar regime survives the
transition process and creates large spatial structures in the spanwise direction.
X- Y LOG-LOG Plots
The X-Y log-log plots for the crossflow surface shear stress are plotted in. figures 7.28 through
7.39. Not all spatial locations are available for the crossflow measurements in the turbulent regime
due to the few failed sensors on that hot-film sheet (as discussed in section 5.4.2). Therefore, the
"extra" locations for the laminar regime are plotted on the same graph as their neighbors to allow
for some comparison to a "nearby" measurement in the turbulent regime.
Upon closer inspection of the frequency content present in the auto-spectra, we see that the
two instabilities detected in the velocity measurements are indeed also identified in some form for
the surface shear stress measurements in span. The surface shear-stress measurements are compa-
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Figures 7.28, 7.29 and 7.30: Auto-spectra on log-log axes for the crossflow surface shear stress at
x/c = 0.50 and x/c = 0.58 at z_ = 1 - 5, 7 - 9 and 11 - 13 ram, respectively.
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Figures 7.31, 7.32 and 7.33: Auto-spectra on log-log axes for the crossflow surface shear stress at
x/c = 0.50 and x/c = 0.58 at z s = 15, 17 and 19 mm, respectively.
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Figures 7.34, 7.35 and 7.36: Auto-spectra on log-log axes for the crossflow surface shear stress at
x/c = 0.50 and x/c = 0.58 at zs = 21, 23 and 25 ram, respectively.
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Figures 7.37, 7.38 and 7.39: Auto-spectra on log-log axes for the crossflow surface shear stress at
x/c = 0.50 and x/c = 0.58 at zs = 27, 29 and 31 mm, respectively.
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rable to the w component of the velocity measurements. In particular, the primary instability is
identified at similar frequencies on the surface (near 300 Hz). The laminar cases in figures 7.29
(location at 9 mm), 7.30 (location at 11 mm), 7.34 and 7.35 display these same events including
the double-peak feature. These locations again correspond to the regions between the vortices,
i.e., in regions of high shear where the fluid is being forced to the surface by the vortical motions.
None of these signatures are present in the turbulent cases which is consistent with the velocity
spectra results where these events were only found in the u component. We might expect to see
some form of these low-frequency travelling-wave effects in the streamwise component of surface
shear stress based on the streamwise velocity spectra observations.
The secondary instability is not detected as well as in the velocity measurements but is
somewhat identifiable based on our prior knowledge. The limitations of the instrumentation and
calibration technique become obvious here where the high frequency data is somewhat filtered.
Despite these faults, figures 7.28 (locations at 3 and 5 mm), 7.29 (location at 9 mm), 7.31, 7.32,
7.34, 7.35, 7.38 and 7.39 each display high frequency events typically centered near 2.0 kHz or
2.5 kHz. Thus, the secondary instability does leave a "foot-print" on the surface but is better
detected by the internal measurements due to the sensor limitations. However, with ever improv-
ing hot-film technology, the frequency response may possibly be increased in the future to prop-
erly identify these high-frequency instabilities from the surface. For now, we at least know that the
spectral signature is indeed contained within the surface shear stress. As expected, the crossflow
shear component in the turbulent regime displays the second instability as well. Aside from the
increased energy level, figures 7.3 l, 7.32 and 7.33 show very little difference in frequency content
between the laminar and turbulent cases. The high-frequency peak in the turbulent cases at almost
every span location are centered near 1.3 kHz. Thus, we again see the shift of the secondary insta-
bility signature through transition. However. the bandwidth is not significantly broader than the
secondary instability event seen in the laminar flow field as was the case with the velocity mea-
surements. Therefore, although the hot-/Jim sensors do not pick up as much detail as the internal
velocity measurements, they do display the fundamental characteristics of the instability mecha-
nisms which is an important result when considering in-flight applications where internal mea-
surements are typically not feasible.
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7.2.3 Streamwise Surface Shear-Stress Auto-Spectra
3-D Surface Plot
Figure 7.40 displays the three-dimensional surface plot for the streamwise evolution of the surface
shear-stress field through the transition front. Again, only spatial structure is truly observable from
this plotting technique. We see that there is a significant jump in the energy level as the flow
progresses downstream. There appears to be a gradual, underlying build-up of energy as the flow
approaches the transition front which then rapidly increases through the actual transition region
and settles once the turbulent regime is engaged. Not much information is available at higher fre-
quencies, although a significant increase in energy is again witnessed. We should expect to see the
evolution of the instability mechanisms through transition upon closer inspection of the auto-
spectra.
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Figure 7.40: Auto-spectral surface for the streamwise-oriented surface shear stress
through transition from x/c = 0.49 to just past x/c = 0.57.
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X-Y LOG-LOG Plot
Figure 7.41 demonstrates the dramatic increase in energy in the streamwise surface shear stress as
the flow progresses downstream through transition. The streamwise-oriented hot-film sheet is
closely aligned to the center axis of a crossflow vortex such that it resides beneath a doubly-
inflected mean velocity profile. Therefore, as expected, the auto-spectra exhibits the typical signa-
tures of the travelling wave near 300 Hz and the secondary instability near 3.0 kHz.
In figure 7.41 we see a rare streamwise evolutionary picture captured by the hot-film sen-
sors. The spectra in the laminar regime first display a definitive peak near 175 Hz at x/c = 0.49
which gives way to the dominant double-peak signature typically associated with the primary
instability of the travelling wave near 300 Hz. The traveling wave signature starts with a small
amount of energy and then rapidly grows further downstream through the start of the breakdown
region and then quickly dissipates leaving very little trace of its existence in the turbulent regime.
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Figure 7.41" Evolution of auto-spectra for the streamwise surface shear stress
through transition from x/c = 0.49 to just past x/c = 0.57.
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The secondary instability is also captured despite the hot-film instrumentation limitations. In
fact, the secondary instability signature, i.e., the broad-band, high-frequency event, grows and
emerges through the transition process. The presence of the secondary instability is not particu-
larly identifiable in the laminar regime from these measurements due to the cut-off frequency in
the hot-film calibration. However, as the flow progresses through the transition region, a small
peak emerges near 2.0 kHz and then grows and shifts to approximately 1.3 kHz as the boundary
layer becomes fully turbulent. This presents excellent insight into the transfer of energy between
the two instability mechanisms and provides us with a definitive answer as to where the small-
scale structures in the turbulent regime originate. It is clear that they are produced by the highly
nonlinear secondary instability.
The streamwise auto-spectra reveal important dynamics in the transitioning swept-wing
boundary- layer. The sudden streamwise growth of the primary instability just before transition
suggests its dominant role in supplying energy to the transition process. It seems to actually be
driving the breakdown of the crossflow vortices. The secondary instability due to the inflectional
mean velocity profile is also known to contribute to the breakdown process. This is supported by
the presence of the secondary, instability signatures observed in some of the crossflow-oriented
surface shear-stress spectra. For the case studied in the streamwise evolution, the secondary insta-
bility signature remains weak until transition commences. We will look to more advanced analysis
techniques such as the proper orthogonal decomposition to determine the growth of the secondary
instability and its causal effect.s on transmon. We will then be able to quantify the growth of the
individual mechanisms and _ here the energy transfer occurs.
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CHAPTER8
Results of Advanced Correlation Techniques
This chapter focuses on the results from applying the advanced correlation analysis techniques
discussed in chapter 6. In particular, linear stochastic estimation (LSE) is used to estimate the
instantaneous velocity field from just two available simultaneously sampled signals which are
chosen based on specific qualifications. LSE is also used to estimate a surface shear-stress field
disturbed by the presence of cross-wire probes. This will allow in-phase comparisons of the esti-
mated internal velocity field to the underlying estimated surface shear-stress field instantaneously.
Proper orthogonal decomposition (POD) is used to determine the spatial evolution of energy-
based eigenfunctions characteristic of the structure present in the flow field. POD is also used to
determine the temporal evolution of the dominant modes which provides scalar information about
the entire measured flow field. This, in turn, may be used to train future flow control algorithms
which could include the use of neural networks. Using the condensed field data contained in the
POD coefficients would make training these flow control modules much easier.
8.1 Linear Stochastic Estimation Results
LSE (explained in section 6.2) is used primarily to estimate the full instantaneous velocity field
from just the instantaneous signals available to us at any two positions and the full two-compo-
nent spatial correlation tensor (investigated in section 7.1.1). Equations 6.19 and 6.20 are used to
compute the estimates for the two velocity components across the entire measured field. Due to
the cross-wire technique used to acquire the correlation measurements (as explained in section
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5.5), only two measurement locations are acquired simultaneously per experiment run. Since
solving for the POD coefficients requires a completely instantaneous measurement field, LSE is
first used to generate this data from the simultaneously sampled data that is available to us. Cer-
tainly, many combinations of the measured spatial locations are available which presents us with a
choice of which positions to use as the basic reference for the full-field estimation. Typically,
some locations will produce better estimates than others. An objective method has been devised to
select the appropriate reference signals to produce the best estimate possible. This is illustrated
below first by subjectively picking any two locations in the measured field. The estimate is calcu-
lated and then compared to the objective method of selection to demonstrate the importance of
properly selecting the reference signals.
8.1.1 Random Reference Selection
For demonstration purposes, we choose any two locations in the measured field as the reference
signals to calculate the full-field estimate. Referring to figures 5.12, spatial locations at 19 mm
and 11 mm (the third and fifth dots from the left in figure 5.13, also shown in figure 8.20) axe cho-
sen as reference locations. The "flow map" in figure 5.13 shows that one location resides between
two stationary vortices and the other is very close to a vortex. Performing the two-component LSE
for two reference locations, equations 6.17 and 6.18 are used with the appropriate spatial correla-
tion tensor to solve for the LSE coefficients. Equations 6.19 and 6.20 then provide the actual esti-
mates for each spatial location resulting in an entire estimated instantaneous field.
The estimated u-component and w-component velocity fields in the laminar regime at
x/c = 0.50 are shown in figures 8.1 and 8.2, respectively. The signals are offset along the ordi-
nate axis to allow visual comparisons. Amplitudes are therefore relative to one another. From sim-
ple observation of the estimated time histories in the laminar regime, we see some form of thc
spatial presence of the stationary crossflow vortices in the u component. Signals at locations of 3,
15 and 27 mm demonstrate higher amplitudes than those at other locations showing some spatial
periodicity. The w-component estimate does not show any sense of spatial periodicity. In fact,
only the signal at the location of 15 mm is of sizable amplitude. This seems uncharacteristic of
what is expected and reflects some disparity in the estimation performance.
Figures 8.3 and 8.4 contain the estimated fields of the u and w component at x/c = 0.58.
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Figure 8.1: Linear stochastic estimate of the u -component velocity field at x/c = 0.50 using
signals from locations at 19 mm and 11 mm as reference.
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Figure 8.2: Linear stochastic estimate of the w-component velocity field at x/c = 0.50 using
signals from locations at 19 mm and 11 mm as reference.
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The estimation clearly does not perform as well in the turbulent regime. This is due to the lack of
correlation away from the trace of the corresponding spatial correlation tensors shown in figures
7.5, 7.6 and 7.7. The estimated signals in close proximity to the reference sensors do retain some
of the amplitude of the reference signals but still not at levels near the actual measurements. Sig-
nal amplitudes at spatial locations furthest away from the reference locations are simply not well
estimated.
Since the velocity field was never sampled at every span location simultaneously, we cannot
quantify exactly how well the estimate is performing on a point-to-point basis. Therefore, we
compare the single-point statistics, i.e., the root-mean-square (RMS) values, at each span location
from actual measurements to those of the estimated field. Hence, figure 8.5 displays the RMS val-
ues of the actual measured data for the u - and w -component velocity fields in both flow regimes.
The presence of the stationary vortices is identified in the laminar case where the peak RMS val-
ues correspond to measurements made within the rollover of the vortices (refer to figure 5.13 or
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figure8.20).TheturbulentRMSplot showssomesenseof spatialstructureaswell reminiscentof
thelaminarvortexstructure.Eventhesingle-pointstatisticssupportthehypothesisthat the large-
scalestructurepresentin the turbulentregimeoriginatesfrom thestationaryvorticalstructuresin
theswept-wingboundarylayer beforetransition.
Figure8.6showstheRMS of theestimatedfield usinglocationsat 19mm and11mmasref-
erencecomparedto theactualmeasuredRMS valuesfor the u and w components in the laminar
regime. Figure 8.7 shows the similar RMS comparisons of the estimated field to the actual field
for both components in the turbulent regime. There are drastic disparities between the estimate
and the actual RMS. In fact, one would completely mis-identify the spanwise location of the vor-
tices by observation of the estimated RMS values for the laminar regime. Even the trends of rela-
tive amplitude are not accurate. The turbulent estimate places the reference RMS values near the
proper amplitudes but does not accurately determine the appropriate RMS relationship between
the spatial positions. It is clear that the estimated field is not appropriately representative of the
what truly exists instantaneously in the measured field. Therefore, we now need a method of
choosing the appropriate reference signals to produce the best estimate possible which consists of
both reasonable amplitudes and proper relative amplitudes, i.e., appropriate spatial trends. Some
losses in amplitude are expected for the estimated signals but, in general, the shape of the RMS
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profile should retain the same features as the actual velocity field. An objective method of refer-
ence selection is presented in the next section.
8.1.2 Objective Reference Selection
Cole (1991) selected reference signals from an axisymmetric jet mixing-layer experiment based
on their high RMS values for a linear stochastic estimate. He showed that locations with high
RMS values produce the best estimates in a turbulent velocity field. The same principle is applied
here. By selecting the two reference locations with the maximum RMS values, we assure that an
adequate amount of "'signal energy"" (i.e., a relatively high amplitude signal with rich spectral con-
tent characteristic of the entire measured flow lield) is available to provide the best possible two-
probe estimate. Figure 8.5 shows that the maximum RMS values differ for the two components in
the laminar regime. The u component displays locations at 3 mm and 15 mm as the maximum
and the w component shows locations at 15 mm and 27 mm as maximum RMS values. The w
component shows very little RMS at the 3-mm location, but the u component does show signifi-
cant amplitude at the 27-mm location. Therefore, the reference signals are chosen at the 27-mm
and 15-mm positions. Components of a measured quantity will often provide conflicting reference
selection results based on the maximum RMS criteria. To allocate the greatest amount of coupled
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"signalenergy" availableto the estimationprocedure,the spatialpositionswith the maximum
RMSvaluessummedoverall componentshouldbe selected.
Figures 8.8 and 8.9 show the estimated u and w velocities, respectively, for the laminar
regime calculated from the two-point, two-component LSE equations with reference signals from
spatial locations at 27 mm and 15 ram. The result is a completely different looking flow field. Sig-
nificant amounts of periodicity are produced with the RMS-maximized-reference estimates at
locations previously unstructured with the randomly selected reference estimates. The broad peri-
odicity is in fact due to the travelling wave that resides with the stationary spatial wave. Very little
evidence of travelling waves is observed in the random-reference estimates in figures 8.1 and 8.2.
The random estimate also creates numerous high-frequency events in the signals that later display
the periodicity of the travelling waves (in the estimates of figures 8.8 and 8.9). The laminar esti-
mates in figures 8.1 and 8.2 actually display features typical of turbulent flows, further contribut-
ing to the downfall of the random selection process. Figures 8.8 and 8.9 display laminar swept-
wing flow characteristics such as the clean periodicity and relatively low frequency content.
The RMS-maximized reference estimates even reveal specific flow physics in the time histo-
ries previously undetected in the random-reference estimates. The presence of the travelling
waves, the low frequency events in locations at 3, 23 and 27 mm, is certainly evident. The effects
of the secondary instability mechanism is also observed. Kohama et al. (1991) refer to the tempo-
ral signature of the secondary instability as those events which exhibit "top-hat-like" peaks, i.e.,
fiat peaks that contain a few "kinks" in the top portion of the structure. Similar time-trace features,
particularly in the location at 15 mm of the streamwise component, exist where we see high fre-
quency events within the top portions of the "top-hat-like" events. One of these possible "top-hat'"
structures is pointed out in figure 8.8. These events only appear strongly in the one position at 15
mm which, as we know from the spatial correlation analysis, is the only measurement site directly
above a doubly-inflected velocity profile, the source of the secondary instability. These temporal
observations agree with the past correlation and spectra analyses and therefore gives us a further
sense of confidence in the RMS-maximized-reference estimates.
To quantify just how well these estimates are actually performing, we again look to the RMS
comparisons of actual to estimated fields. Figure 8. I0 shows these RMS comparisons for the lam-
inar LSE solution. Clearly we have achieved a much better estimate in the mean-square sense by
choosing the signals at the maximum-RMS locations. The estimated streamwise RMS profile
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agrees quite well with the actual measured profile. The spatial structure is well preserved with
only a slight loss in amplitude. The w component also exhibits the appropriate spatial structure
but has an amplitude anomaly at the 3-ram location. Here the estimate is exaggerated from the
actual measurement which is most likely due to the higher amplitudes of the reference signals in
the actual RMS profile. LSE treats the estimation of the components as a coupled problem and
therefore cross-component information from the reference signals is used to estimate both compo-
nents (see equations 6.19 and 6.20). Hence, the higher amplitude in the u-component reference
has affected the estimate of the w component. Despite this over-estimated signal, the estimated
field is, in general, quite representative of the actual measurements.
The LSE is also performed to estimate the instantaneous turbulent fluctuating velocity field.
From figure 8.5, we see that the maximum RMS values have relocated to new spatial positions
through transition. If the references determined from the laminar case are used in the turbulent
regime the estimate again fails to capture the trends of the actual measured field. The RMS com-
parison for this case is shown in figure 8.11. New references should be chosen to obtain the best
possible estimate.
It is clear that the turbulent case must be treated as an independent problem and that new ref-
erence signals based on the maximum turbulent RMS values must be determined. Figures 8.12
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and 8.13 display the two estimated velocity components in the turbulent regime using signals
from 11 and 31 mm as reference. In general, the turbulent swept-wing boundary layer is very dif-
ficult to accurately estimate (Chapman et al. 1994). This is reflected in the poor amplitude recov-
ery of the estimated field in figures 8.12 and 8.13 and is due to the fact that the turbulent flow field
is not well correlated. Cole (1991, 1996) shows that a three-probe estimate is a minimum require-
ment for appropriately estimating in most turbulent flows.
Despite these shortcomings, we look to the standard RMS comparison (shown in figure
8.14) for a true picture of the LSE performance. Certainly, the amplitudes are significantly lower
than the actu',d measurements. This must be considered when analyzing the POD results through
use of the complimentary technique. Only a very limited number of eigenmodes will be consid-
ered appropriately descriptive. Aside from the amplitude discrepancy, the spatial trends are some-
what accurate in the mean-square sense. We must consider that the flow field is severely more
complex and not as well correlated as the laminar regime. However, we have insured that the best
possible estimate is obtained for the measured flow field given our limitation of a two-probe esti-
mate.
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8.1.3 Uses of Estimated Fields
Now that the instantaneous fields are appropriately estimated with the best possible selections for
the reference signals, they may be used in conjunction with the spatial POD solutions (presented
in section 8.2) through the complimentary technique discussed in section 6.4. The estimates also
display the temporal structures within the flow field instantaneously at all spatial positions. This
allows tbr simple structure recognition which is demonstrated above in recognizing the presence
of the travelling wave and the effects of the secondary instability mechanism. To obtain the POD
e$l .
coefficients, the estimated lields are etfectivelv used with equation 6.38 (as the u i (z s, t) term
where the subscript i is either 1 or 3 for the u and w components, respectively) to determine the
POD coefficients. The temporal evolution of each mode may then be examined and used to train
future flow control algorithms. This would not be possible without the full instantaneous mea-
sured velocity field provided by the LSE. Keeping in mind that the POD coefficients are derived
from an estimated field, we must be careful as to how many modes are truly representative of the
actual flow field. This will be further discussed in section 8.4.
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8.2 Spatial Proper Orthogonal Decomposition Results
POD is used to decompose each of the measured flow fields into eigenfunctions that represent the
spatial evolution of characteristic flow structure at specific energy levels determined through max-
imizing the mean-square projection of a candidate structure onto the quantitative field. These
solutions provide the analyst with a method to identify spatial structure within a flow field. This is
important in understanding the effects of transition and in deciphering the origins of coherent
structures in the turbulent regime. This identification technique simply requires the two-point spa-
tial correlation tensor and use of equation 6.32. The eigenvalues from this solution represent the
relative kinetic energy contained within each POD mode. The eigenfunctions or spatial modes
reveal characteristic structures in space. The magnitude of the various modes identify structural
shape and the sign of the function values represent relative phase within that solution. For exam-
ple, a negative peak does not denote specific phase information other th,an that it is out of phase
with a positive peak within the same POD solution.
8.2.1 Eigenvalues
The eigenvalues, 3_(n) in equation 6.32, for all measured flow fields are shown in figure 8.15. For
comparisons of relative energy content within modes, the eigenvalues have been normalized by
the first eigenvalue which is known to contain the most kinetic energy as stated in equation 6.31. It
should also be noted that the velocity solution contains the coupled effects of the two components
of velocity whereas the surface shear-stress solutions are determined by only one component.
Figure 8.15 shows that the higher modes contain more energy for the velocity measurements
than for the surface shear stresses. This could be a result of a number of factors. First, the velocity
measurements include the two-component information which could add energy to the higher
modes. Some additional low-energy, high-frequency scales within the flow may be captured by
including the second, coupled component. Secondly, the cross-wire sensors are known to have a
broader-band frequency response than that of the hot-film sensors. This permits better measure-
ment of higher frequencies within the flow, scales that tend to have lower energy content and
would therefore appear in the higher modes.
Another interesting feature of the energy distributions is the effect of transition. The velocity
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eigenvalues are significantly higher in the turbulent solution at higher modes. This is due to the
presence of small scale structure generated through the breakdown process. More modes are
needed to appropriately described the turbulent velocity field. The effect is not as drastic in the
surface shear-stress solutions. These levels are not perfectly comparable however, since the mea-
sured shear field in the turbulent regime consists of fewer measurements due to the loss of a few
sensors. However, there is sull evidence of more energy at higher modes, particularly in modes 6
through 12, again attributed to the presence of small-scale structure.
The streamwise surface shear-stress eigenvalues determined through the transition front
show an enormous amount of energy within the first two modes. Higher modes really contribute
very little to the flow structure. In fact, there is almost no modal energy after mode 5. This states
that there are two very specific high-energy modes that exist within the transition process. Upon
inspection of the eigenfunctions, we will see that these modes are in fact capturing the spatial
effects of the primary and secondary instability mechanisms.
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Past POD applications in turbulent flows often quantify the importance of the first few
modes by observing the percentage of kinetic energy contained within those modes. Therefore,
for comparison, figure 8.16 shows the various percentages of kinetic energy for the first few sig-
nificant modes in each measured flow field. The crossflow shear measurements retain approxi-
mately 60% of the total measured kinetic energy in both flow regimes with significant
contributions only from the next two modes. Therefore, we can appropriately represent the surface
shear stresses at the two chord locations with only the first three modes (85% of the total mea-
sured kinetic energy in the laminar regime and 79% in the turbulent regime). The velocity eigen-
values reveal a different energy distribution in that only 53% of the total measured kinetic energy
is retained in the first mode within the laminar regime and only 23% is contained in the first mode
for the turbulent regime. The first three modes in the laminar case provide nearly 85% of the total
energy and only 45% in the turbulent regime. Clearly, higher modes are needed to appropriately
describe the turbulent velocity field. The streamwise surface shear-stress solution shows that 53%
of the energy is contained within the first mode and nearly 38% within the second mode. Subse-
quent modes provide very little information. Thus, the first three modes in the streamwise shear
through transition contain approximately 95% of the entire measured kinetic energy. Obviously,
the mechanisms in the first two modes dominate the transition process and govern the origins of
the turbulent scales.
8.2.2 Two-Component Velocity: Spatial Modes
The one-dimensional POD eigenfunctions are solved for the two components of velocity mea-
sured at x/c = 0.50 and x/c = 0.58 using equation 6.32 with the full two-component spatial
correlation tensor. Because this is a coupled solution including two components, the POD solution
for the eight measurement sites in span actually results in 16 total modes for each component (Ol
corresponds to the u component and t)3 to the w component). Referring to the reconstruction
equation of the correlation tensor, i.e., equation 6.28, we see that in order to relate these eigen-
functions to actual measured quantities, they must be appropriately scaled by X1/2. In loose
mathematical terms, the correlation tensor is to _.(n)O("_O(n)* as the velocity (or shear stress) is to
(_,,)) l/:q_(,,). Therefore, all the spatial modes are plotted with the appropriate eigenvalue scaling.
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Laminar Modes
The first six modes (since higher modes are fairly insignificant in the mean-square sense) for the
two components of velocity in the laminar regime are presented in figure 8.17 and are appropri-
ately scaled by their corresponding eigenvalue. The data is cubic splined across the span range to
expose possible trends of the functions.
The first modes in figure 8.17 exhibit a strong peak at the 15-mm span location where the
measurement is known to reside within the high-velocity region of a stationary vortex from the
"flow map" in figure 5.13 (also shown in figure 8.20). Those measurement sites which lie on the
outer "fringes" of the vortex structure (locations at 3, 7, 27 and 31 mm) do not exhibit much
amplitude in the first mode. This gives the appearance that only one stationary smacture is present
when, in fact, three structures exist in the measured span range. This clearly demonstrates the
advantage of better measurement grid resolution. As we saw in the spatial correlation analysis,
only one wavelength is identifiable. However, if the spatial evolution of the auto-spectra and the
spatial correlation tensor is examined prior to the interpretation of the POD analysis, we can iden-
tify the large-scale structures that exist within the flow field. Thus, the first mode is tracking the
spatial distribution of the stationary structures in both components, as evidenced by the bandwidth
of the peaks in the first modes being approximately 12 mm. If the higher modes in figure 8.17 are
included in our analysis, we see smaller amplitude events at locations near the doubly-inflected
portions of the boundary-layer profiles. It is also interesting to note that the higher modal events at
15 mm are completely out of phase with the lirst mode in the streamwise solution but are in phase
with the first mode in the _ component Also. modes 2 and 4 of both components denote the
weak presence of another statlonarx structure at the 27-mm location, a site known to reside very
near the doubly-inflected p_rt,_n of that _rtex. Weak amplitudes are also seen at the 3-ram loca-
tion near the inflected portion of a third statlonar3' vortex in modes 1 through 4 for the u compo-
nent. These events also occur m the _, component but at much weaker amplitudes. So even with
the Limited measurement grad rcsoluuon, the POD still detects important spatial structure repre-
sentative of the stationary vortices known to exist within that spatial range. Also, the energy per-
centages derived from the eigenvalues in figure 8.16 show that only the first four modes are
significant. And by observauon, the lirst four eigenfunctions do identify the presence of all three
stationary vortices despite the limited spanwise resolution.
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Further observations of the higher modes show that small periodic swells in modes 5 and 6
in the streamwise component occur in locations at 11 mm and 23 mm, precise locations of mea-
surements made between the vortices (refer again to figure 5.13 or figure 8.20). This could possi-
bly be spatial evidence of very weak Tollmein-Schlichting (T-S) waves which do indeed
propagate downstream within the "valleys" of the stationary structures. The T-S waves, a stream-
wise instability, are known to exist in this crossflow-dominated boundary layer (Saric et al.
1990a). However, these waves are not amplified due to the airfoil configuration (see section
3.3.1). Also, the measurements are taken 3.0 mm above the wing (approximately at y/8 = 0.75 )
where the T-S velocity profile is generally fairly weak (approximately 20% of the maximum dis-
turbance velocity as seen in two-dimensional flat-plate studies by Krutckoff (1996)). So, the pres-
ence of the T-S waves should be very weak. The fact that the periodic low-amplitude swells occur
in very low-energy modes ofthe streamwise component only supports these specific T-S proper-
ties. Due to the powerful energy-based decomposition of the POD technique, it is certainly possi-
ble that such small disturbances could be detected in the higher modes. The evidence indeed
presents itseLf in the higher modes but further investigations should be performed before a com-
mitment is made in labeling these swells as T-S instability effects.
Turbulent Modes
Figure 8.18 displays the first six spatial modes from the one-dimensional POD solution for the
two coupled components of velocity in the turbulent regime. The first POD mode contains a large
spatial structure at the 1 l-mm location which originates from the stationary crossflow vortex in
the laminar regime. This large-scale structure exists in a spanwise location that previously was
between two stationary structures in the laminar regime, i.e., within a "valley". The breakdown
process produces, via the crossflow instability, a large coherent structure from the remaining
energy of the vortical motion. The combined effects of spanwise momentum from the strong
crossflow and the breakdown of the vortex structure forcing high-momentum fluid towards the
surface, effectively "spilling" high-momentum fluid into the "valleys", could account for the
shifted position. This "spill" effect also gives rise to smaller scale structures witnessed in modes 3
and 4 in both components at the 19 mm position. Higher modes contain the small-scale structure
known from the auto-spectra analysis to originate from the secondary instability induced by the
doubly-inflected profile.
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The amplitudesof the first modes have increased suggesting that the fluctuations have
gained momentum from the mean flow through the transition process. Also, the second modes
contain an almost equal event in amplitude near the same region as the corresponding first mode
but is out of phase. The peaks at the 7-mm location in the second mode may be caused by the
same crossflow mechanism determined to produce the large structure in the first mode. The 7-mm
location is originally located on the up-sweUing portion of a stationary vortex and the 11-mm
position is in the "valley" region in the laminar regime. The positive peak at 7 mm and the nega-
tive peak at 11 mm in the turbulent second mode could correspond to a large structure produced
by a specific mixing process. This process may occur when the vortex centered at the 15-mm
position in the laminar regime collapses towards the surface and is met with the up-sweUing fluid
of the neighboring vortex centered between the 3-ram and 7-mm laminar positions. This predom-
inantly spanwise flow feature would account for the significant growth-in the w component's sec-
ond mode (compared to the u component) in this region.
Evidence of this process occurring at the 31-mm position is viewed in modes 3 and 4 which
are, again, stronger in the w component. Although there is not enough experimental evidence
here, it is hypothesized that these structures are somewhat periodically recurring in span. The sig-
nificant rise in amplitude at the 31-mm position suggests that this is the case. If we could consider
the origin of the large-scale structure sensed in the first two modes as a result of neighboring, co-
rotating, stationary vortices colliding then the resulting structure in the turbulent boundary layer
should reappear approximately 24 mm away in span. With the one such turbulent structure sensed
at I 1 ram, this would place the next similar event at a span location 24 mm away in span placing
the center of that second structure at 35 ram. Clearly, the event in the third and fourth modes at 31
mm is a significant rise in amplitude and could possibly be the outer edge of the next large-scale
structure produced by the crossflow instability. If this is the case, then their presence in modes 3
and 4 may be attributed to the fact that only the edge of the structure resides within the measure-
ment range. The measured kinetic energy would certainly not be comparable to a structure that is
completely captured within the spanwise range of measurements but would overpower the smaller
scales that normally exist in higher modes. Again this theory of spanwise periodicity in the turbu-
lent boundary layer is a hypothesis and requires further investigation. A measurement grid of the
same or better resolution extended across five or six stationary vortex wavelengths would deter-
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mineif in fact the large coherent structures in the turbulent regime have some sense of spanwise
periodicity with a spacing approximately twice the stationary vortex spatial wavelength.
8.2.3 Crossflow Surface Shear Stress: Spatial Modes
The one-dimensional POD eigenfunctions are solved for the single crossflow component of sur-
face shear stress measured at x/c = 0.50 and x/c = 0.58 using equation 6.32 with the appro-
priate spatial correlation tensor of equation 6.2. The single-component POD solution for the 16
(12 in the turbulent regime) measurement sites in span results in 16 total modes (12 in the turbu-
lent regime). The spatial POD modes (where qo2 corresponds to the crossflow component eigen-
functions of the surface shear stress) are again plotted here with the appropriate eigenvalue scaling
as explained in section 8.2.1. It should also be noted that these solutions are for the fluctuating
surface shear stress. No mean flow is included within _my of the POD analyses.
Laminar Modes
Figure 8.19 shows the first six POD modes of the crossflow-oriented surface shear stress in the
laminar regime. The first mode is capturing the surface shear "foot-prin¢' of the stationary vorti-
ces which exist within the boundary layer directly above the wing surface. The large spatial events
are periodic with a spatial bandwidth of approximately 12 mm, matching the wavelength forced
by the 6:12 artificial roughness elements placed at x/c = 0.023. The positive peaks of the first
POD mode coincide with those spanwise locations where there begins an up-swelling of fluid
from near the surface into the vortex structure. The location of the positive peaks in mode 1 are
denoted on the "flow map" by the arrows in figure 8.20. Here the near-wall fluid particles are
being drawn upwards into the vortex structure only to be forced to the surface again just before
the spanwise wavelength is reached in span. The down-forcing of the fluid occurs at locations
where the first mode exhibits negative peaks. Thus the relative direction of fluid motion above in
the boundary layer, sensed in the spanwise component of surface shear stress, manifests itself in
the opposition of positive and negative peaks, i.e., the phase relationship between spatial events in
the POD eigenfunctions.
The first modes of the u -component velocity solution and the crossflow surface shear-stress
solution are superimposed upon a local portion of the "flow map" in figure 5.13 and are shown in
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Figure 8.20: Peak identification for first mode of surface shear stress in crossflow direction by
arrows on the streamwise velocity contour at x/c = 0.50.
Circles represent approximate cross-wire positions.
Rectangle represents approximate span range of hot-film measurements.
figure 8.21. It is clear that the increased resolution of the hot-film measurement grid captures
more structural information of the stationary vortices. The dominant shear mode provides excel-
lent identification of the near-wall fluid motion which of course is linked to internal vortical
motions measured by the cross-wires 3.0 mm above the surface. However, this vortical structure is
only captured if the cross-wire grid is fine enough or if the measurement sites happen to fall in
regions of down-swelling or up-swelling such as the measurement site at 15 mm (see figure 8.17).
Thus, surface measurements actually provide the necessary spatial information with significantly
less amounts of data. The surface measurements spatially identify the dominant flow structure in
the first POD mode and with prior knowledge of the swept-wing boundary layer can provide
detailed information about the internal flow. This is a very important result for flight applications
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Figure 8.21" First POD modes of the u component of velocity and the spanwise component of
surface shear stress superimposed onto the streamwise velocity contour of figure 5.13.
where internal measurements are not easily obtained. Simply using the surface-mounted hot-film
technology in flight, appropriately on any control surface, should reveal some important internal
structural data about the boundary layer.
The higher modes in figure 8.19 appear very nonlinear spatially and show a little sense of
broad periodicity as smaller events are found at several spanwise locations, particularly near the
doubly-inflected portion of the boundary layer velocity profiles. For instance, modes 3, 4 and 5 all
demonstrate small spatial events near the 3-, 15- and 27-mm positions, locations directly below
doubly-inflected velocity profiles. So, these relatively low-amplitude, low-energy events are most
likely spatial surface shear effects of the secondary instability growth mechanism. One may
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attribute these events to the slope of the double inflection which has a very different profile than
accelerated or decelerated profiles. (Refer to Reibert (1996a) for further information on these
three categorized mean velocity profiles.)
Turbulent Modes
Figure 8.22 displays the POD modes in the turbulent regime solved from the one-dimensional,
one-component surface shear-stress version of equation 6.32. The first POD mode demonstrates a
very high-energy distribution across the spanwise direction. The entire first mode resides above
zero and is completely in phase across the measured span range. Remnants of the stationary struc-
ture emerge through transition as previously wimessed in the turbulent velocity solutions of figure
8.18. The shear structure on the surface, however, is much broader than that sensed by the velocity
measurements at 3.0 mm above the wing surface. This large, broad structure in the first mode
ranges from 5 mm to 25 mm which is most likely not coincidental. This is most likely further evi-
dence that a spatial wavelength near double that of the stationary structure before transition exists
in the turbulent regime. (The structure may extend the full 24 mm but cannot be confirmed with-
out an extended measurement grid in the spanwise direction.) The difference between the shear
solution and the velocity solution is that the large-scale shear structure extends over the proposed
24 mm wavelength whereas the velocity structure has a significantly narrower bandwidth but pos-
sibly re-occurs every 24 mm (supported by the large event in modes 3 and 4 at the 31-mm position
in figure 8.18). The presence of the broad-band shear structure further supports the double-wave-
length theory described in ._ctlon 8.2.2 which states that the origin of the large-scale structures in
the turbulent regime are a result of neighboring, co-rotating, stationary vortices colliding. The
resulting spatial structure in the turbulent boundary layer should then re-occur 24 mm further in
span. We see similar evidence of that in the first two modes of the surface shear stress. However,
more concrete evidence by extending the measurement grid further in span is required to verify
this hypothesis.
Higher modes for the turbulent shear solution in figure 8.22 reveal spatially nonlinear rela-
tionships reminiscent of the higher modes in the laminar regime. In fact, mode 3 of the turbulent
shear solution is extremely similar to mode 5 in the laminar regime. Likewise, the spatial trends of
mode 5 in the turbulent regime are similar to the spatial evolution of mode 3 in the laminar
regime. These similarities are most likely attributed to the secondary instability producing the
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Figure 8.22: First six spatial POD modes of the crossflow component of surface shear stress at
x/c = 0.58.
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small-scale turbulent structure as observed through the auto-spectral analysis of sections 7.2.2 and
7.2.3. The higher modes in the laminar shear solution are identified as effects of the secondary
instability growth which is supported by their structural features and their spatial coincidence with
the doubly-inflected velocity profile. Similar low-energy, small-scale structure exists in the turbu-
lent regime and therefore most likely originate from the secondary instability.
8.2.4 Streamwise Surface Shear Stress: Spatial Modes
The one-dimensional POD eigenfunctions are also solved for the fluctuating streamwise compo-
nent (from sensors closely aligned parallel to the stationary vortex center-lines) of surface shear
stress measured through transition from x/c = 0.49 to just after x/c = 0.57 using equation
6.32 with the spatial correlation tensor of equation 6.3. This single-component POD solution for
the 15 measurement sites ifi span results in 15 total modes (qo1 corresponds to the streamwise
component of surface shear stress). The spatial POD modes are again plotted here with the appro-
priate eigenvalue scaling as explained in section 8.2.1.
The measured streamwise shear-stress field through transition is a very rich environment for
physical mechanisms which emerge from the first six eigenfunctions (shown in figure 8.23).
Because of the abundance of information involved, the analysis is separated into two sections. The
first discusses the first two POD modes and the second section discusses higher modes.
Modes 1 and 2
Figure 8.23 shows the first six modes from the streamwise shear solution. Some very exciting
flow physics are captured particularly within the first two modes. The first mode shows growth
until a local maximum is reached near x/c = 0.52 and then a steady decrease as the flow
progresses downstream into the turbulent regime. The second mode also grows but surpasses the
first mode in downstream position before reaching a local maximum at x/c = 0.56. The second
mode then also decreases as the flow progresses further into the turbulent regime. Referring to fig-
ure 7.41, the auto-spectra of the streamwise surface shear stress, we see a growth in the spectral
signature of the primary instability (the crossflow instability near 250 Hz) upstream of the transi-
tion front. This spectral event disappears as transition gives way to the onset of turbulence. As
transition starts, we also see a growth in the spectral signature of the secondary instability (near
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1.3 kHz) and then a slight decrease further into the turbulent region. Therefore, the spatial POD
solution is clearly capturing the two instability mechanisms individually within the first two
modes. The growth and decay of the primary crossflow instability mechanism is isolated in the
first mode and the spatial growth and decay of the secondary instability mechanism (due to the
doubly-inflected velocity profile) is captured within the second mode. This is a remarkable result
in that it objectively identifies the transition region, not just the start of transition, but the entire
region from the breakdown of the stationary vortices in the laminar regime to the full onset of tur-
bulence.
Several transition detection techniques have been used in the past including flow visualiza-
tion or signal-processing-based analyses which set intermittency thresholds or spectral thresholds.
Appropriate flow-visualization techniques often supply a decent "image" of the transition front as
seen in figures 5.1 and 5.2 but they do not provide quantitative information on the onset of turbu-
lence or how far downstream the transition front extends. Flow visualizations serve their purpose
in providing global understanding of the flow patterns but rarely provide enough quantitative
results. Signal processing techniques used to detect transition are often very subjective. Typical
techniques which are based on intermittency or kinetic energy levels rely on thresholds chosen by
the analyst. Here, the POD, a mathematically unbiased method, provides a completely objective
transition detection method through simple analysis of the first two spatially-evolving POD
modes. The entire transition front may be identified by the activation and deactivation of specific
mechanisms between the first two modes. In other words, the transition region is identified
between the two maxima of the first two POD modes.
The primary instability becomes critical at the peak of the first mode and then subsides as
large-scale turbulence emerges. The secondary instability continues to grow and eventually
reaches a maximum completing the transition process. It is at this peak in the second mode that
full turbulence starts, a location where the critical growth of the secondary instability creates very
small scales within the boundary layer. These claims are verified by the flow visualizations in fig-
ures 5.1 and 5.2 which show the transition front starting near x/c = 0.52. This transition-detec-
tion technique is also supported more quantitatively by the auto-spectral results in figure 7.41
where the evolution of the instability mechanisms coincides with the transition limits determined
by the POD maxima in the first two modes.
From this analysis, we see that the primary instability is appropriately named since it is
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indeedthedominantinstabilitywhich,asthefirst POD modeandtheauto-spectrashow,initiates
thebreakdown process as its growth becomes critical. The fact that this mechanism resides within
the first POD mode also states that this mechanism has higher energy content than any other in the
measured flow field. This mechanism physically corresponds to the collapse of the rollover struc-
ture seen in the streamwise mean velocity contour in figure 5.13 as the disturbances become criti-
cal. This collapse along with the momentum transfer from the mean flow to the fluctuations
creates the large-scale structures within the turbulent regime which are identified in the first few
spanwise POD modes of the streamwise velocity at x/c = 0.58.
The secondary instability mechanism, evident in the second mode of the streamwise shear
solution, still grows through transition and loses energy only when the flow continues to propa-
gate in the turbulent regime. This supports the fact that the small-scale structures in the turbulent
regime originate directly from the secondary-instability. This physically corresponds to the dou-
bly-inflected velocity profile effectively becoming more "S" shaped and finally creating a mixing
process similar to an internal shear layer where low-velocity fluid resides between the accelerated
portion of the boundary-layer fluid near the wall (which starts forming a sharp slope familiar to
turbulent boundary layers) and the high-velocity fluid near the outer edge of the boundary layer.
Through transition, the specti'al event caused by the secondary instability still grows (as also seen
in the second POD mode) and gives way to small-scale turbulence. These small scales are gener-
ated by the highly nonlinear terms in the equations of motion (Tennekes and Lumley 1972) which
further identifies with the secondary instability, a highly nonlinear process involving an inflec-
tional boundary-layer profile. Within the turbulent regime, these small scales start to dissipate due
to the effects of viscosity which accounts for the decrease seen in the second mode within the
fully turbulent region.
Higher Modes
The higher modes also contain significant physical information even though these modes contain
very. little energy in comparison to the first two modes as evidenced by the eigenvalue-based
modal percentage of kinetic energy shown in figure 8.16. The streamwise smactures present in the
higher modes certainly do not dominate the flow field or cause the breakdown process but do
reveal the well-identified signatures of specific mechanisms that do govern transition.
There exists a great deal of periodicity in the higher modes. Modes 3 and 4 demonstrate long
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streamwise wavelengths while modes 5 and 6 exhibit very short spatial wavelengths. The "mir-
rored" periodic structure ranging from x/c = 0.49 to approximately x/c = 0.53 in mode 3 has
a spatial wavelength of approximately 70 mm (sensor spacing is 10 mm in the x t direction). Thus,
for a freestream velocity of 26 rn/s which is typical of the current experiment (where
Re c = 2.4x106 and x/c = 0.50), this spatial wavelength corresponds to a wave frequency of
approximately 375 Hz. This very closely agrees with the spectral signature associated with the
primary instability mechanism which typically resides between 200 and 350 Hz as seen in the
spectral analysis in chapter 7. Saric et al. (1990a) have shown that the travelling wave (i.e., the pri-
mary instability mechanism) spectral signature may extend as high as 400 Hz for similar flow
conditions on the same airfoil. Thus, the ihird mode most likely represents some form of the
streamwise evolution of the travelling wave. Similar wavelengths are detected in the fourth mode
but appear less periodic.
Modes 5 and 6 demonstrate high degrees of periodicity and evolve with the same spatial
wavelength of approximately 20 mm which, for the same flow conditions used above, corresponds
to a wave frequency of 1.3 kHz. This is identified in the auto-spectra of figure 7.41 as the spectral
signature of the secondary instability. The fact that these waves are in the fifth and sixth modes
implies that these evolutions contain low amounts of kinetic energy, consistent with the character-
istics of the small-scale structure in the turbulent regime. Both modes 5 and 6 show a longer
wavelength in the laminar regime and then again in the fully turbulent regime with a shorter wave-
length in the transition region. These events spatially correspond to the growth of the secondary
instability in the laminar regime Ithe first longer wavelength), the growth through transition and
the generation of small-scale turbulence I the shorter wavelength), and the decay due to viscous
dissipation in the fully turbulent regime of the small scales (the second longer wavelength). Also
note that mode 5 is completely out of phase with mode 6. As seen in section 8.2.2 in the laminar
POD solution of the crossllow surface shear stress, phase information can sometimes infer relative
fluid motion. If this indeed applies to the streamwise modal evolution (not yet proven), then the
phase difference between modes 5 and 6 could represent the relative fluctuations produced in the
mixing process previously described in the discussion of the first two streamwise POD modes.
This mixing was attributed to the doubly-inflected velocity profile effectively becoming more "S"
shaped and generating an internal shear layer giving way to the production of small-scale turbu-
182
lence. Regardless of the possibility of phase determination of relative fluid motion, the important
result here is that the secondary instability mechanism is being tracked by the higher modes and
shows changes in wavelength as the flow enters or exits specific flow regimes.
8.3 Temporal Proper Orthogonal Decomposition Results
Now that important mechanisms and spatial flow structures have been identified by the solution of
the POD near and through the transition region, we can consider the temporal evolution of the
dominant modes which are very useful for developing flow control strategies. The first few modes
are seen to contain most of the kinetic energy within the flow field as witnessed by the eigenvalue-
based modal energy percentages in figure 8.16. Therefore, we hope to characterize the- temporal
evolution of the entire measured flow field by considering only the first two POD modal coeffi-
cients. These temporal coefficients are scalar quantities still based on the mean-square energy pro-
jection described in section 6.3.2 and contain an integrated effect of the spatial distributions
within the field. In general, the POD coefficients are solved using equation 6.26 or, for the one-
dimensional POD solution, using equation 6.34. Equation 6.38 is used if the complimentary tech-
nique is needed. Using these coefficients to describe the flow field has many advantages. There is
a greatly reduced amount of data needed to appropriately characterize the flow field. Also, as dem-
onstrated in the streamwisc surface shear-stress POD solution in section 8.2.3, specific mecha-
nisms can be isolated. Lt>t)king at the temporal evolution of these individual mechanisms
contained within specilic dt>minant modes may reveal control possibilities otherwise unseen.
Therefore, if we are concerned wtth the global characteristics of a flow field, we look to the
first two POD modes, spatially through the elgentunctions and temporally through the coeffi-
cients. Most boundary-layer flow-control strategies, particularly ones for flight applications, are
concerned with reducing the growth of the disturbances and effectively the dominant structures in
the laminar flow field. Thus, our focus is on the dominant modes. If we are concerned with the
small-scale structure, particularly m the turbulent boundary layer, then we need to include higher
modes in our analysis. However, one has to be very careful with incorporating higher modes into
the temporal analysis when the complimentary technique is used. Recall that the complimentary
technique uses the estimated instantaneous field from the LSE solution to compute the time-
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dependent POD coefficients. (The spatial POD solution is only dependent on the correlation ten-
sor.) Bonnet et al. (1994) have shown that the complimentary technique converges on the esti-
mated field when higher modes are included. This potentially corrupts the analysis and is strongly
dependent on the performance of the LSE. As we saw in section 8.1, LSE shows some significant
limitations in capturing amplitude in the turbulent regime. We also saw that in the laminar regime,
the higher spatial modes really do not add significant detail or energy to the flow field. Because of
these two stipulations, this entire analysis is limited to just the first two modes.
8.3.1 Two-Component Velocity: Temporal Modes
The coupled POD coefficients are solved for the two-component velocity measurements using the
two-component form of the complimentary technique shown in equation 6.38. Note that these
solutions contain the integrated effect of the cross-component spatial information.
Laminar Solution
Figure 8.24 shows the first two temporal modes, i.e., the coefficients, for the POD solution
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Figure 8.24: Temporal evolution of the first two POD modes for the two-component velocity
measurements at x/c = 0.50, y = 3.0 mm.
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obtainedat x/c = 0.50 using the estimated instantaneous fields (shown in figures 8.8 and 8.9)
calculated with the appropriate references (using locations at 15 and 27 mm). The first mode dem-
onstrates some periodicity associated with the travelling waves and large high-frequency spikes
characteristic of the secondary instability mechanism. The second mode produces a very laminar-
looking signal with broad periodicity again attributed to the presence of the travelling wave and
the integrated effects of the stationary wave which has significant spanwise periodicity.
The important result here is how descriptive these scalar signals are of the two-component
velocity fields in figure 8.8 and 8.9. The POD coefficients of the first mode are very characteristic
of the velocity components at the 15-mm location. This is due to the structural event at this loca-
tion captured in the first spatial POD mode in figure 8.17. The dominance of this event appears in
the coefficients as well. Also, the high degree of periodicity seen at other locations in the flow
field are well described by the second mode.
Using both scalar signals to describe the entire two-component velocity field seems, very
reasonable when concerning the global applications discussed above, particularly with in-flight
applications. Thus, we have reduced the amount of needed information from 16 two-component
signals to 2 scalar signals. The beauty of this technique is that the dominant-energy events any-
where in the measured field are contained within these two scalar signals. The entire field may
even be reconstructed using these two temporal modes and all of the spatial modes. These recon-
structions are demonstrated for the surface shear-stress solutions in section 8.4.
This technique is not without its limitations, however. As mentioned above, the velocity
fields used to compute the temporal modes in figure 8.24 are indeed estimated from just two
cross-wire probes. Higher modes are not to be trusted due to the high degree of dependency on thc
performance of the LSE.
However, we have shown that very characteristic signals can be obtained through the com-
plimentary technique as long as the limitations are considered. The result allows us to possibly
train neural networks with these scalar signals in the future. We allow the networks to "learn" how
to change a control feature on an aircraft surface in reaction to the global events in the flow field
as determined through the complimentary technique. Once fully-automated, this could provide
previously unobtainable levels of dynamic flow control.
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Turbulent Solution
The POD coefficients for the coupled velocity components are also computed in the turbulent
regime at x/c = 0.58 and are shown in figure 8.25. Here we see that the two modes display tur-
bulent characteristics with high frequencies and no real detectable periodicity. This is very
descriptive of the reference signals in the estimated velocity fields of figures 8.12 and 8.13. The
remaining locations in the velocity fields are not well represented but this entirely due to the poor
performance in estimating the signal amplitudes by the LSE in the turbulent regime. So a further
advantage to using the dominant POD coefficients to describe the flow field emerges. If we look at
the statistical information from the auto-spectra and the spatial correlation tensor in the turbulent
regime and any actual measured signals we see that there is very little discrepancy in signal char-
acteristics across the span. This is not what we see in the estimated field. Clearly, there are ampli-
tude problems. However, by using this limited information to determine characteristic scalar
signals that are to represent the entire field, we effectively do not corrupt any control algoritfims.
The scalar, time-dependent functions in figure 8.25 contain the high-energy-based structures. It is
these large coherent structures that are the focus of control strategies. The smaller scales dissipate
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Figure 8.25: Temporal evolution of the first two POD modes for the two-component velocity
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rather quickly due to the viscous effects (as witnessed in the streamwise surface shear stress solu-
tions). Thus we actually improve our available information about the instantaneous flow field by
using the POD coefficients as opposed to the estimated velocity fields. This is encouraging if we
consider the ultimate goal of bringing these techniques to actual flight applications.
8.3.2 Crossflow Surface Shear Stress: Temporal Modes
Similar calculations are performed for the crossflow component of the surface shear stress. The
hot-film sensors are used to simultaneously measure this shear field with the velocity measure-
ments. Thus, through these simultaneous measurements and the advanced correlation techniques
discussed in chapter 6, the surface shear-stress POD coefficients are calculated such that they are
in phase, i.e., instantaneous, with the velocity modes discussed in the previous section.
Simultaneous Laminar Solutions of Surface Shear and Velocity
To check for any flow disturbance, the RMS profiles of the surface shear stresses acquired
simultaneously with the velocity measurements are compared to the RMS profiles of the same
shear field acquired without the cross-wire probes in the flow (shown in figure 8.26). There is a
discrepancy in the shear values at span locations close to the surface-mounted cross-wire which is
apparently locally disturbing the shear measurements on the surface. Therefore, LSE is used to
estimate the disturbed surface shear-stress field and reclaim appropriate RMS values. The choice
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of referencesensorsis determinedthrougha trial-and-errorprocessuntil the bestRMS-profile
matchto the undisturbedfield is obtained.The resultsof this processareshownin figure 8.26.
LSEwith aseven-sensorreferenceis usedto reclaimthepreviouslydisturbedshearfield to within
reasonablestatisticalcharacteristics.WhenusingthePODcoefficientscalculatedfrom this field,
we must againconsiderthat this is now an estimatedfield and that highermodesarenot to be
trusted.
Now that the shearfield is correctedasbestaspossible,we examinethe crossflowshear
coefficientsfrom thePODsolutionwhichareinstantaneouswith thevelocitycoefficientsof figure
8.23.Thefirst two modesof thecrossflowsurfaceshearin the laminarregimeareshownin figure
8.27.Thecoefficientsareplottedhereona longertimescaleto showthestructurewithin thesca-
lar signals.The calibrationof thehot-film sensorsactsagainasa filter andremovessomeof the
smallerevents.Becauseof this, thereis little wecaninfer aboutinternalmeasurementsfrom the
surfacemeasurements,at leastwhenexaminingthePOD coefficients.This is obviouswhenthe
velocity coefficients(shownin figure 8.28) areconsideredon thesametime scaleastheshear
coefficients.Thestructuralcontentis evenvisibly on a different scale.Thevelocity coefficients
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Figure 8.27: Temporal evolution of the first two POD modes for the estimated crossflow surface
shear-stress field, instantaneous with the velocity modes (figure 8.28), at x/c = 0.50.
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Figure 8.28" Temporal evolution of the first two POD modes for the two-component velocity
measurements at x/c = 0.50, y = 3.0 mm on the same time scale as the shear in figure 8.27.
display high degrees of periodicity at higher frequencies than the shear coefficients. The spatial
POD solution showed significant relations between these measurements, but the temporal solution
clearly does not at this time. Many different approaches may be taken to improve the temporal
relationship. These include but are not limited to attempts at better hot-film calibrations, clever
use of digital filtering on the velocity coefficients to match the filtering effect of the hot-films or
use of spectral comparisons. The development of these methods is beyond the scope of the current
research effort, but should be considered in future work as using these coefficients for flow control
and training of neural netv,t_rks is realized. Another concern is that these measurements may be
too separated in the v direction for appropriate temporal relationships to be realized. Thus, in
future attempts at identifying the temporal relationship between the surface shear and the internal
velocity, it is recommended that the velocity measurements be made closer to the wall. Unfortu-
nately, this was not feasible for the current experiment.
Still, we focus on the positive results of this analysis. The POD coefficients contain scalar
information representative of the entire measured field which is important for flow control. The
comparisons of the instantaneous POD coefficients have been attempted and much has been
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learned from this first attempt. However, the study of the temporal relationship is inconclusive at
this point and is left for future investigations. The remainder of the current analysis will then focus
on just the surface shear-stress coefficients from the undisturbed fields and how they compare
across and through the transition front. Further comparisons to the originally measured shear
stress fields are made through reconstructions of those fields using a few dominant POD modes in
section 8.4.
Laminar Solutions
Figure 8.29 shows the first three POD modes of the crossflow surface shear-stress POD solution in
the laminar regime. These coefficients are computed using data from the undisturbed shear-stress
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Figure 8.29: Temporal evolution of the first three POD modes for the crossflow surface
shear-stress measurements at x/c = 0.50 with no cross wires in the flow.
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field, i.e., no cross-wire probes were in the flow. Equation 6.34 is used to calculate these coeffi-
cients since the entire field is measured simultaneously and so no estimation is needed. Hence,
higher modes may be observed. The third mode is included here. Higher modes do not contain
much kinetic energy as portrayed by figure 8.16 and are thus neglected in the analysis since only
the dominant modes are significant to most flow control strategies.
The first and third modes demonstrate a high degree of periodicity showing evidence of the
travelling wave and the integrated effect of the stationary vortices. The periodicity is very clear in
these modes presumably more than the velocity solution because the sensors are aligned in the
crossflow direction and are on the surface. The second mode shows less periodic events and has a
few sharp peaks scattered throughout time perhaps due to the secondary instability. This could be
confirmed through spectral analysis of these modes which is reserved for subsequent studies. How
characteristic these scalar signals are of the original shear field-is determined in section 8.4.
Turbulent Solutions
Figure 8.30 displays the first three POD modes of the crossflow surface shear-stress POD solution
in the turbulent regime using the undisturbed data. The scalar signals appear filtered compared to
typical turbulent signals (and to the raw voltages). This is again attributed to the limitations of the
hot-film calibration procedure. The periodicity seen in the laminar regime is still evident which
supports the theory that large-scale structures in the turbulent regime originate from the large vor-
tical structure in the laminar regime. Despite the breakdown of these vortices, very strong rem-
nants remain in the turbulent flow field. The periodicity is now seen in all three dominant modes
suggesting that though the smaller scales are indeed present (as witnessed by the auto-spectra
results), they are overpowered by the presence of larger scales. Smaller scales are becoming more
evident in the third mode which is capturing smaller, high-frequency events. Another interesting
observation is that the second mode is almost completely out of phase with the first mode. This
may again be representative of relative fluid motion, however, further investigation is required to
confirm this.
8.3.3 Streamwise Surface Shear Stress: Temporal Modes
The POD coefficients are also determined for the streamwise surface shear stress through transi-
tion. As the spatial POD solution showed, the first two modes isolate the effects of the two insta-
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Figure 8.30: Temporal evolution of the first three POD modes for the crossflow surface
shear-stress measurements at x/c = 0.58 with no cross wires in the flow.
bility mechanisms and so the temporal evolution of these modes is shown in figure 8.31. The first
mode, attributed to the effects of the primary instability, exhibits relatively low frequency propa-
gation consistent with the auto-spectra (where signatures are at low-frequencies) and spatial POD
(where the crossflow instability is isolated) results. The second mode demonstrates higher fre-
quency content which is consistent with the secondary instability signature already assigned to the
second mode from the previous results. It is interesting to note that the events in both modes are
extremely consistent. This is expected since the primary instability is coupled by the secondary
instability. The secondary instability exists only because the crossflow instability (i.e., the primary
instability) exists. Thus, the fact that the events coincide in time is not surprising.
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Figure 8.3 i: Temporal evolution of the first two POD modes for the streamwise surface
shear-stress measurements through transition from x/c = 0.49 to just after x/c = 0.57.
Figure 8.31 presents a rather unique solution since the spatial measurements are in the pre-
dominant direction of the flow. This means that the coefficients contain the integrated effect of all
measured downstream positions and the temporal evolution which is also representative of the
downstream progression of fluid if an appropriate convection velocity is used to convert time to
space. The result is a modal isolation of each mechanism as it might progress downstream. The
spatial POD solutions, i.e., the eigenfunctions, provide a statistical downstream evolution whereas
the temporal POD coefficients provide an instantaneous picture in some spatially averaged sense.
Thus, if a significant event occurs in the temporal evolution of the POD coefficients, it could rep-
resent local activity (local in time) of a specific instability anywhere in the measured spatial range.
Thus a properly trained flow-control system could react to these events and perhaps make appro-
priate changes to the flow field. These streamwise temporal modes essentially become signatures
of the transition process.
These scalar signals could be used to train a neural network attempting to control the loca-
Lion of the transition front. For example, the large event just before 0.1 seconds in the first mode in
figure 8.31 could be interpreted as a local breakdown somewhere in the measured range. When a
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similar eventis detectedby a trainedcontrol algorithmin a similar flow situation,slight changes
to theflow could bemadeto preventfurthersucheventsfrom occurring,therebydelayingtransi-
tion whichwasidentifiedthrougheducationfrom theeventsin thestreamwisePODcoefficients.
8.4 Dominant-Mode Reconstructions of Surface Shear Stresses
The POD coefficients for the surface shear stress fields determined in the previous section may
now be used to reconstruct their respective shear fields. Using only the dominant modes to do this,
we effectively see qualitative evidence of how much energy each mode contributes to the origi-
nally measured field, an important examination when considering the possibility of training con-
trol algorithms. Only the undisturbed surface shear stresses are reconstructed since other fields
would converge towards the estimated field. This convergence creates difficulty in assessing the
importance of dominant modes due to the strong dependency on the LSE performance. With the
simultaneously sampled data from the hot-films, we can be confident that the reconstructions con-
verge towards the original field. Each field is reconstructed using 1, 2 and 3 modes with equation
6.33 and the entire eigenfunction solution (to recover spatial information) to demonstrate the
structural information contained within the coefficients.
8.4.1 Laminar Crossflow Reconstructions
For comparisons, the originally measured surface shear-stress field is shown in figure 8.32 in the
crossflow direction at x/c = 0.50. The fluctuating signals are "stacked" and display only relative
amplitudes. The spatial location of the statmna.q' vortices is even identifiable here in the time-his-
tory data at locations near 3. 15 and 27 mm tdenoted by the legend). Figure 8.33 shows the recon-
struction of the surface shear-stress lield tn the crossflow direction at x/c = 0.50 using the first
POD mode. The spatial Iocauon of the stationary vortices is captured by using the first POD
mode. The travelling wave is also apparent (due to the temporal periodicity) near the locations of
the stationary vortices. This implies that the travelling wave is most amplified in regions near the
stationary vortical structures. The reconstructions using the first two POD modes and first three
POD modes are displayed in figures 8.34 and 8.35, respectively. Adding the second mode tends to
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add theperiodicstructureof the travellingwaveto thoselocationsin the generalvicinity of the
vortices.Adding thethird modefills in regionsevenfurther from thestationaryvorticesparticu-
larly nearthe31-mmlocation.Soweseethatusingthedominantmodesreally doescapture a sig-
nificant amount of the flow field's structure. Amplitudes are accurate in regions close to the
stationary structures and the phase information has been well recovered. Thus, if we are con-
corned with global field structure then even perhaps the first mode would suffice. If we are con-
cerned with the evolution of the entire field (not just the dominant wave-like structures) then we
may opt to use a three mode representation of the entire field. Again, with estimated fields, one
has to be careful when incorporating higher modes. However, with the advantage of simulta-
neously sampling an entire field with the non-intrusive hot-film technology we are able to use
higher modes with confidence.
8.4.2 Turbulent Crossflow Reconstructions
Figure 8.36 shows the originally measured surface shear-stress field in the crossflow direction at
x/c = 0.58. The high degree of periodicity is still present in the turbulent regime but is more
consistent across spanwise locations. This shows the remnants of the travelling wave surviving the
transition process near the surface and propagating in span with some high frequencies indicative
of small-scale turbulence above the viscous sublayer. The first POD mode reconstruction shown
in figure 8.37 isolates the high-energy large-scale structural mode that dominates approximately
60% of the shear-stress field. The phase information is not well captured, however. The large-
scale events in the first mt_de reconstruction are out of phase with the originally measured field
and continue to be through the lirst two and three mode reconstructions (shown in figures 8.38 and
8.39, respectively). Higher modes are required to retain the appropriate phase information. This
suggests an important role for the small-scale structures and a need for higher modes to be
included in the turbulent regime. Just within the addition of two other modes, we see the large
events being altered and slightly moved into better phase agreement. However, in the sense of
flow control, the amplitude information, i.e., the large-scale structure, is what will determine a
control decision.
8.4.3 Streamwise Reconstructions
The originally measured surface shear-stress field in the streamwise direction through transition is
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presented in figure 8.40. The downstream propagation of specific events in the laminar field are
shown to give rise to very large events through transition and generate large coherent structures
upon entering the turbulent regime. Examples of this structural evolution is pointed out by the
arrows in figure 8.40. Here the small amplitude swells in the laminar regime propagate down-
stream and are greatly amplified by the instability mechanisms and ultimately create the large
structures, one of which exists between 0.02 seconds and 0.03 seconds.
The first POD mode reconstruction is shown in figure 8.41. The evidence of the primary
instability is seen here. The growth of the travelling wave is apparent as the flow propagates
downstream until transition is initiated when the growth of the disturbances becomes critical. The
decay of the effects of the travelling wave is seen in the turbulent regime as indicated earlier by
the streamwise spatial POD solution. By incorporating the second mode into the reconstruction
(shown in figure 8.42) we see the severe level of influence the secondary instability has on the
fluctuating shear stress. The isolation of the two instability mechanisms clearly show growth until
the initiation of the transition process where the secondary instability effects seem to completely
turn off and resume in the turbulent regime. This is a very unique way of viewing the isolated
effects of the instability mechanisms. The growth of the fluctuations is clearly affected by the par-
ticular mechanisms and thus provide excellent characteristic information about the instability of
the boundary layer. Using these modes to train a control algorithm could alert the system to these
unstable trends. Control surfaces or devices could then perhaps alter the flow through some feed-
back system such that the effect of these mechanisms could be reduced, effectively delaying tran-
sit.ion.
Another interesting observation within the first two mode reconstruction is the loss of phase
information once the turbulent regime is encountered. This again stresses the important role of the
small scales if phase information is considered important to control possibilities. By including the
third mode in the reconstruction (shown in figure 8.43), we see better resolved detail of the large
coherent structures which emerge from the breakdown process. The phase information is starting
to improve with the addition of higher modes in the turbulent regime. Also, a slight reduction in
the amplitude of the two instability effects is seen in the laminar portion of the field suggesting
that higher modes have some form of a stabilizing effect. The smaller scales that evolve in the
transitioning boundary layer and are identified in higher modes act as a "sink" and resist the insta-
bility growth by dissipating energy due to viscous effects. This is another advantage of the POD
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Figure 8.40: Temporal evolution of the originally measured streamwise surface
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Figure 8.43: Temporal evolution of the reconstructed streamwise surface shear-stress field
from x/c = 0.49 to just after x/c = 0.57 using the first3 POD modes.
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Figure 8.44: Temporal evolution of the reconstructed streamwise surface shear-stress field
from x/c = 0.49 to just after x/c = 0.57 using just the second POD mode.
technique. It separates the high-energy modes from the low-energy modes allowing us to view the
mechanisms that create an unstable boundary layer within the low mode numbers. At the same
time, we can look to the higher POD modes and recognize how also the boundary layer resisted
the instabilities up until breakdown.
Figure 8.44 shows the reconstructed time histories using only the second mode, thus isolat-
ing the effects of the secondary instability. The secondary instability demonstrates considerable
alteration of the signals yet is second in energy content to the primary instability as witnessed by
the POD spatial mode solution. Again, the higher modes resist the growth of the instabilities,
especially the secondary instability. The secondary instability has a strong presence in the recon-
structions without higher modes and shows very little growth in the originally measured data. So,
by isolating these instabilities we may be able to train control algorithms and determine appropri-
ate methods of delaying their growth.
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CHAPTER9
Conclusions and Future Directions
The advantages of using advanced correlation techniques in conjunction with traditional correla-
tion and spectra analyses are summarized in this chapter along with significant results when
applied to the swept-wing boundary layer to identify structure. The application of these methods
to the data acquired in the current experiment leaves many further details to be explored. These
possible future endeavors are also discussed with suggestions and recommendations. Also in this
chapter are discussions regarding possible uses of these correlation techniques in flight applica-
tions and other laboratory-based experiments.
9.1 Summary
Many detailed measurements are made near the transition region in the crossflow-dominated
boundary layer of a swept-wing using hot-film, cross- and hot-wire anemometry techniques. Arti-
ficial roughness elements are placed near the leading edge to amplify the dominant spatial wave-
length of the stationary vortices known to exist in the laminar boundary layer. A very large
database is constructed through extensive correlation measurements. Several hot-film sensor
sheets allow simultaneous spatio-temporal measurement of surface shear-stress fields in the span-
wise direction. Two independent experiments measure this field separately at two chord locations,
one in the laminar regime and the other in the turbulent regime. Cross-wire measurements at a
height of 3.0 mm off the surface are used to measure the u and w components of velocity across
the span at constant chord locations (above the hot-film measurement grid) in the laminar and tur-
204
bulent regimes.Flow visualizations,single hot-wire boundary-layerscansand past research
effortsareusedto mapout theflow field in the laminarregime.Thisprovidesareferencefounda-
tion for theanalysisthroughtransitionandinto theturbulentregime.
Variousanalysistechniquesareusedto identifystructurewithin in theswept-wingboundary
layerbefore,throughandaftertransition.Theseincludeobservationof field timehistories,spatial
correlationanalysis,examinationof spatialdistributionsof auto-spectra,linearstochasticestima-
tion (LSE), properorthogonaldecomposition(POD) and the complimentarytechniquewhich
incorporatestheadvantagesof bothLSEandPOD.Timehistoriesprovideinsight to thelocalevo-
lution of structureswithin thevariousmeasuredflow fields.The spatialcorrelationanalysispro-
vides statistical relationshipsbetweenall measuredspatial locations and determinewhich
locationshavesignificantspatialflow structure.The studyof theauto-spectra ndits distribution
over the measuredspatial rangeprovidesspectralsignatureof specific instability mechanisms
known to exist within the flow. It alsoprovidesdetailedinformationon the spatialevolutionof
thesemechanisms.Levelsof kinetic energycontainedwithin the flow field arealsodetermined.
The origin of large-and small-scaleturbulenceis alsoidentified by comparingthe streamwise
evolvingsurfaceshear-stresspectra.
The advancedcorrelationtechniquesprovideacloserlook at thevariousmechanismscaus-
ing transitionandthestructuresthatevolvethroughthecompletetransitionprocess.LSE usesthe
measuredvelocitiesat two spatialpositionsto estimatetherest of the field producinganentire
velocityfield thatis nowinstantaneous.PODis usedto determinethespatialevolutionof various
modeswithin the measuredflow field basedon energy levels. Importantdominant structures
presentin theflow areisolatedandidentifiedin the laminarandturbulentregimes.Thegrowthof
the two instability mechanismsthat causetransitionin thecrossflow-dominatedboundarylayer
areisolated.An objectivetransitiondetectionmethodis devisedusingtheseresults.POD is also
usedin conjunctionwith theLSE resultsin acomplimentarytechniqueanalysisthat providesthe
temporalevolutionof thedominantmodesin eachvelocity field.Similarcalculationsaremadefor
thesimultaneouslysampledfieldsof surfaceshearstresswhereanestimateis not needed.These
PODcoefficientsaredeterminedwith thegoalof training flowcontrol algorithmswith oneor two
scalarsignalsthatarecharacteristicof theentiremeasuredfield. LSEis alsousedto estimatecor-
ruptedsignalswithin a disturbedshear-stressfield containingcross-wireprobes.Finally,thedom-
inantshear-stresstemporalmodesareusedwith thespatialmodesof theentirefield to reconstruct
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the shear-stress fields. This reveals the structure contained within the dominant modes as the
reconstructed fields are compared to the actually measured flow fields.
9.2 Significant Results
Below is a list of significant results and corresponding sections within the text which summarizes
the accomplishments of this research effort.
Experiment
• An extensive 45 ° swept-wing experiment (chapter 5) at Re c = 2.4×106 is performed with
the use of artificial roughness elements (sections 3.3.3 and 5.3.3) mounted near the leading edge
to isolate the most amplified wavelength of the stationary vortices known to exist within the
boundary layer.
• Extensive correlation measurements (section 5.5) are made with two cross-wire probes at
two chord locations, one in the laminar regime, the other in the turbulent regime.
• Surface flow visualizations (section 5.2) are performed to determine locations of the sta-
tionary vortices and the transition front (figure 5.1 ) for appropriate sensor placement. Flow visual-
izations are also used to determine if the flow is disturbed by the presence of the surface-mounted
hot-film sheets in the measurement regions. This flow visualization showed no change in the tran-
sition front in the measurement regions itigure 5.2t.
• Streamwise mean velocity contt_urs Isection 5.3) acquired with a single hot-wire probe by
Reiben et al. (1996) are used as "'toy, maps" lsection 5.3.2) to assist in sensor placement and in
the analysis (chapters 7 and 8_. especially in the laminar regime. These scans are also used to
explain the streamwise evolution of the stationary' vortices (section 5.3.4).
Instrumentation
• Three hot-film sensor sheets (section 4.1.3) have been designed and used to measure the
surface shear-stress fields in the spanwise direction, in the streamwise direction across a broad
range and locally in a vet3' small area for both components of surface shear stress (section 5.4).
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• A calibration technique has been developed for the hot-film sensors (section 4.3). This
technique uses the advantages of flat-plate receptivity experiments (section 4.3.1) to drive Toll-
mein-Schlichting waves at individual frequencies with acoustic forcing (section 4.3.2). The fre-
quency response of a typical hot-film sensor is acquired for a range up to 3.0 kHz. As a first
attempt, this method needs improvement but did provide an adequate approximation at surface
shear-stress quantities (section 4.3.3). Recommendations for improvements are made (section
4.3.4).
Spatial Correlation Analysis
• Evidence of the 12-mm forced vortex wavelength appears in the laminar spatial correla-
tion tensors of both components of velocity (sections 6.1 and 7.1.1) but more readily in the cross-
flow surface shear-stress spatial correlations (sections 6.1 and 7.1.2) due to the doubled
measurement grid resolution.
• Velocity spatial correlations in the turbulent regime are near identical for each component
combination (section 7.1. I) implying a fully turbulent boundary layer. Only the tensor trace posi-
tions, i.e., the auto-correlations, show strong correlation.
• Surface shear-stress spatial correlations in the turbulent regime (section 7.1.2) show evi-
dence of large structures originating from the stationary vortices in the laminar regime. These
large turbulent structures happen to be double the spatial wavelength of a single stationary vortex
in the laminar regime. It is hypothesized that two neighboring vortices interact in a highly nonlin-
ear fashion through the breakdown process and create these large scales in the turbulent regime.
• The growth of the secondary instability in the streamwise direction is identified in the sur-
face shear-stress spatial correlation tensor through transition (section 7.1.3). Two local maxima in
the spatial correlations denote the start and end of the transition region. These are the effects of the
primary and secondary instabdmes.
Auto-Spectral Analysis
• The spatial distributions of the auto-spectra from both velocity components (sections 6.1
and 7.2.1) and from the crossflow surface shear stress (sections 6.1 and 7.2.2) provide excellent
identification of the staUonar?' vortices in the laminar regime. Identification of the structures is
drastically improved over the spatial correlation analysis for the velocity measurements. Their
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correlations appear more dependent on the location of the measurement site relative to the loca-
tion of the crossflow vortices. Their spectra displays the measured kinetic energy captured in each
measurement and allows better spatial structure identification. The finer resolution of the hot-film
measurement grid provides better spatial identification of structure whereas the better response of
the cross-wire sensors allow for better identification of the spectral events.
• Turbulent spatial distributions of the velocity (section 7.2.1) and crossflow surface shear-
stress (section 7.2.2) auto-spectra reveal the remnants of the stationary structures which survive
the transition process. Again, a wavelength double the 12-mm forced wavelength is observed for
these large coherent structures suggesting the interaction of two neighboring vortices through
breakdown.
• Individual auto-spectra plots for the velocity (section 7.2.1) and the shear stress (section
7.2.2) in the laminar regime reveal the spectral signatures of the primary and secondary instabili-
ties at 300 Hz and 3.0 kHz, respectively, which is consistent with the findings of Kohama et al.
(1991). These events are strongest near regions of high velocities within the vortices, particularly
at locations where the fluid is being forced towards the surface. At locations between the vortices,
the secondary instability signature in the velocity spectra shifts to higher frequencies (higher than
5.0 kHz) and is perhaps due to the up-swelling motion. This is not captured by the hot-film sen-
sors due to their limited frequency response.
• The turbulent auto-spectra for the velocity data (section 7.2.1) show that the secondary
instability, present in both components in the laminar regime, is only present in the w component
after transition. The primary instability effects, also present in both components in the laminar
regime, are only present in the u component after transition. This suggests that the secondary
instability creates small-scale turbulence strongest in the w component of velocity after transition
and the primary instability, i.e., the crossflow instability, creates the large-scale structure in the
turbulent regime which is observed predominantly in the u component. The secondary-mecha-
nism creation of smaller scales is further supported by the crossflow surface shear-stress auto-
spectra results (section 7.2.2). No primary instability effects are witnessed in the turbulent shear-
stress spectra again consistent with the velocity spectra results.
• The streamwise auto-spectra results (section 7.2.3) reveal the evolution of the two, insta-
bility mechanisms as the flow propagates downstream. In the laminar regime, the primary insta-
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bility growsand causestransition.Throughthe transitionfront, energyis transferredfrom this
mechanisminto the generationof the large-scalestructuresfound in the turbulentregime.The
secondaryinstability is seento grow through the transition front and eventuallyproducethe
small-scaleturbulenceseenathigherfrequencies.
Linear Stochastic Estimation
• Linear stochastic estimation (sections 6.2 and 8. i) is used to estimate the instantaneous
velocity field at all spatial locations measured in the correlation experiments from just two mea-
surements sites and the appropriate two-component spatial correlation tensor.
• An objective method of selecting the two reference locations for the estimate (section
8.1.2) is determined such that the best estimate possible is obtained in the mean-square sense.
This technique selects the reference locations as those with the largest root-mean-square (RMS)
values (summed over all components) in order to provide enough energy for estimates characteris-
tic of originally measured data at locations relatively far from the reference locations. This
method drastically improves the estimation of the velocity fields and recovers some flow physics
not seen in estimated fields using randomly selected reference signals.
• A method involving RMS matching is developed to estimate a flow field disturbed by the
presence of cross-wire probes in the flow, thus ridding the field of corrupted signals (section
8.3.2). The RMS profiles of the disturbed field are compared to that of the same undisturbed field,
i.e., measurements acquired with no cross-wire probes in the flow. The RMS profiles are matched
as best as possible through a trial-and-error approach thus minimizing the effect of the cross-wire
flow disturbance.
Proper Orthogonal Decomposition
• Proper orthogonal decomposition (section 6.3) is used to separate the measured flow field
into various modes at similar energy levels in the mean-square sense thus isolating specific struc-
tures within the flow field. This is accomplished through the solution of an integral eigenvalue
problem. Spatial solutions (sections 6.3.3 and 8.2) are realized and used to identify spatial struc-
tures within the laminar and turbulent regimes. Eigenvalues (section 8.2.1) represent the relative
kinetic energy distribution across POD modes. Temporal evolutions of the dominant modes (sec-
tion 8.3) are determined through solution of the POD coefficients for the surface shear stresses. A
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complimentarytechnique(sections6.4) which usesLSE is usedto determine similar temporal
results for the estimated instantaneous velocity fields. Surface shear-stress fields are reconstructed
using only the few dominant modes (section 8.4) to identify structure captured within those dom-
inant modes.
• The eigenvalues (section 8.2.1) of the velocity solutions show 53% of the total measured
kinetic energy is contained in the first mode for the laminar regime and 23% in the turbulent
regime. Higher modes are required to appropriately characterize the turbulent flow field whereas
the laminar regime is well characterized by the first two modes. The crossflow shear-stress eigen-
values demonstrate 63% of the measured kinetic energy within the first mode in the laminar
regime and 62% in the turbulent regime. Both fields are well characterized by the first three
modes. The streamwise shear-stress eigenvalues show that the first mode contains 53% of the
energy through transition and 38% in the second mode. Thus, this flow field is well characterized
by the first two modes.
Spatial POD Solutions
• The spatial POD solutions for the laminar velocity measurements (section 8.2.2) reveal the
presence of one stationary vortex in the first mode. Others exist but are not captured due to the
sparse resolution of the measurement grid. Both components contain similar modal structure. The
turbulent solutions reveal the presence of a similar large spatial structure as seen in the laminar
regime in the first mode. This structure is a remnant of the stationary vortices after breakdown, is
shifted in span and has a broader bandwidth. This is most likely due to the interaction of neighbor-
ing vortices through the transition process as evidenced by the auto-spectra and spatial correlation
analyses.
• The spatial POD solutions for the crossflow surface shear stress in the laminar regime
(section 8.2.3) capture the presence of all three stationary vortices in the first mode. The large pos-
itive peaks in these structures correspond to regions beneath the doubly inflected velocity profile
just before where the fluid is drawn awav from the surface into the vortex structure. The turbulent
solution again reveals the remnants of the vortical structure surviving transition in the first few
modes. The double-wavelength of the stationary vortices is again seen in the first turbulent POD
mode.
• The spatial POD solutions for the streamwise surface shear stress through transition (sec-
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tion 8.2.4) displays remarkable separation of the two instability mechanisms that cause transition.
The first POD mode is found to capture the growth of the primary instability up until the transition
region initiates. The effects of this crossflow mechanism then decays through transition and into
the turbulent region. Thus the peak of the first mode is used to detect the starting streamwise loca-
tion of the transition front. The second mode has been determined to contain the secondary insta-
bility growth through the laminar and transition region. The mode then peaks at the onset of
turbulence and decays thereafter giving way to small-scale turbulence. Thus the entire transition
region may be objectively detected based on the growth and decay of the instability modes. These
interpretations are fully supported by flow visualizations and the auto-spectra analysis.
• Further evidence of the travelling wave and the secondary instability are captured in the
higher modes of the spatial streamwise POD solution. It is hypothesized that distinct phase differ-
ences in the higher modes represent relative fluid motion highly characterized by measured quan-
tities near an "inner" shear layer resulting from the breakdown of the doubly-inflected profile.
Temporal POD Solutions
• Temporal modes (section 8.3) of the velocity fields are calculated using the complimen-
tary technique (sections 6.4 and 8.3.1). The estimated instantaneous field is used to determine the
POD coefficients for the first two modes. Higher modes are not to be trusted since they converge
onto the estimated field not the actual measurements.
• The laminar and turbulent velocity, solutions (section 8.3.1) result in scalar signals very
characteristic of their respective two-component velocity fields. These signals may then be used to
train flow control algorithms. Advantages to using temporal modes include greatly reduced
amounts of data required to describe the entire flow field and isolation of instability mechanisms
upon which control strategies may focus.
• POD coefficients simultaneous with the velocity coefficients are calculated for the cross-
flow surface shear stress in both regimes (section 8.3.2). Very few relationships are visible
between the internal and surface measurements. This is in part due to the calibration procedure
and the significant distance between the two sets of measurements.
• Temporal POD modes are also computed for the undisturbed surface shear stress fields in
the crossflow direction for both regimes (section 8.3.2). The first and third modes of the laminar
solution contain a high degree of periodicity indicative of the travelling wave. The turbulent solu-
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tion still displayshigh degreesof periodicity providingfurtherevidencethat the largetemporal
structuresin theturbulentregimeoriginatefrom thetravellingwavepresentin thelaminarregime.
• Thetwo instabilitymechanismsareisolatedin thefirst twotemporalmodesof thestream-
wisesurfaceshear-stressolution (section8.3.3).Thesecoefficientsmaybe used to train control
algorithms to identify the growth signatures of these instabilities with the hopes of identifying
transition and altering the flow in such a way that transition is delayed.
Shear-Stress POD Reconstructions
• Temporal evolutions of the surface shear stresses are reconstructed using only the first,
first two and first three modes (section 8.4) to identify the spatio-temporal evolution of the domi-
nant structures in the flow.
• Laminar reconstructions of the crossflow shear-stress (section 8.4.1) reveal that the peri-
odicity in space and time is captured near the high-velocity regions of stationary vortex using just
the first POD mode. Other spatial locations start showing periodicity when higher modes are
included in the reconstructions.
• Turbulent reconstructions (section 8.4.2) show that the first mode contains the dominant
large-scale structures but is failing to capture the phase information. Including higher modes
improve the phase recovery and add detail to the dominant structures.
• Streamwise reconstructions (section 8.4.3) demonstrate the spatio-temporal evolution of
the primary instability mechanism when using just the first POD mode. Adding the second mode
shows the combined effect of the isolated instabilities. Including higher modes stabilizes their
growth in the laminar regime and demonstrates the important role of the smaller scales in the flow.
9.3 Future Directions
9.3.1 Immediate Issues
There are many avenues, sometimes even seemingly endless, to explore within this type of
research. Still, there are immediate issues that should be considered in regards to the current
experiment and the resulting database. Many sets of data have yet to be analyzed. Below is a list
of immediate issues that could be addressed in the near future.
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• Perform a full spectral POD analysis on the strearnwise surface shear-stress data. Only the
spatial POD was solved here using the spatial correlation tensor. The POD analysis may include
the full frequency spectra such that the correlation tensor used as the kernel in the POD is a func-
tion of spatial separation and frequency. This results in the eigenvalues being a function of fre-
quency as well. Thus, these eigenspectra should reveal isolated spectral signatures of the primary
instability in the first eigenspectrum and of the secondary instability in the second eigenspectrum.
This is complete validation that the transition region may be detected in its entirety through the
use of POD and simultaneous streamwise surface shear-stress measurements.
• Improve the hot-film calibration technique. More ensembles are needed to determine sta-
tistically accurate frequency responses. A follow-up experiment is already scheduled to advance
the accuracy of this technique. The first attempt, presented here, is a good starting place but has
significant short-comings. Thus, this is a rich area for expanding the calibration concept. There are
also plans to possibly perform a similar calibration on the actual wing model. By taking advantage
of the amplified streamwise instability at slightly positive angles of attack, we can again use the
receptivity mechanism of the boundary, layer to calibrate each hot-film sensor without removing it
from the surface or using other similar sensors.
• Perform a full analysis on the local two-component surface shear-stress measurements.
This data set, acquired by the "T-array" hot-film sensors, was not analyzed here due to time con-
straints. However, the advanced analysis techniques described in chapter 6 should reveal very
interesting dynamics between the two components and may shed light on how the instability
mechanisms locally interact. Comparisons may also be made across the transition region.
• Perform a full analysis on the experiments acquired with 36-mm forcing by artificial
roughness elements placed near the leading edge. This adds complexity to the flow field by adding
harmonics of the most amplified wavelength. Now that the 12-mm forcing problem is better
understood, results from the 36-mm forcing experiments may be properly interpreted.
• Improve the linear stochastic esumate of the velocity fields by implementing a type of
RMS scaling. By using the obiective reference selection technique (i.e., using the maximum RMS
values as reference), we capture the appropriate trends. This additional step would investigate the
effects of multiplying the estimated signals by a ratio of the actual RMS value to the estimated
RMS value. This could possibly eliminate the amplitude recovery problem.
• Perform additional hot-film and/or cross-wire measurements in the turbulent regime
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across a larger span range to verify the hypothesis that the large-scale turbulent structures origi-
nate from the interaction of two neighboring stationary vortices in the laminar regime. The
hypothesis that these turbulent large-scale structures are somewhat periodic in span at approxi-
mately double the stationary vortex wavelength could also be verified.
• Examine the spectra of the POD coefficients. This would essentially provide a modal
decomposition of the auto-spectra presented in chapter 7. Spectral signatures of specific mecha-
nisms, particularly in the streamwise surface shear-stress solutions, could be identified and possi-
bly affect the future of flow control approaches.
• Examine the spectra of the reconstructed surface shear-stress fields. This is merely an
extension of the previous suggestion.
• Improve the relationship between the simultaneously sampled cross-wire and hot-film
data. This is important for future flight applications where internal measurements cannot be
readily made. To obtain the instantaneous POD coefficients for both measured quantities, one
could apply a digital filter to the velocity data that simulates the filtering effect observed in the
hot-film data. Perhaps a second experiment could be performed with single hot-wire probes in
place of the cross wires to allow closer measurements to the wall. A major concern is the limita-
tion of the hot films not being able to capture the high frequency information. If a relationship
between the surface and internal measurements can be established then flow control algorithms
could be better trained. Knowledge of the internal flow from surface measurements provides a
non-intrusive way of determining flow control strategies.
9.3.2 Future Issues
The ultimate goal of this line of research is to bring these advanced correlation techniques to flight
with the hopes of dynamically training neural networks which effectively apply some form of
flow control. The difficulty is often bringing a technique from the laboratory to actual flight appli-
cations. To aid this vision, figure 9.1 shows a flow chart of typical applications for these correla-
tion techniques in the current state. Here the flow control module has not been developed, but is at
the heart of the immediate goal. Figure 9.2 shows a flow chart of how these techniques might be
applied to a feedback flow control system in the laboratory. This could eventually turn into a
dynamic flow control experiment and then be brought to flight. Figure 9.3 shows how these tech-
niques might be applied to actual flight situations while incorporating computer simulations of the
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swept-wing boundary layer. By keeping the long-term goals in focus and advancing the use of
these techniques in the laboratory, these types of research efforts could greatly affect the future of
flight by incorporating environment-induced decisions on how to reduce drag or control the
boundary layer in some other desired fashion.
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