Minimax robust hypothesis testing is studied for the cases where the collected data samples are corrupted by outliers and are mismodeled due to modeling errors. For the former case, Huber's clipped likelihood ratio test is introduced and analyzed. For the latter case, first, a robust hypothesis testing scheme based on the Kullback-Leibler divergence is designed. This approach generalizes a previous work by Levy. Second, Dabak and Johnson's asymptotically robust test is introduced, and other possible designs based on f -divergences are investigated. All proposed and analyzed robust tests are extended to fixed sample size and sequential probability ratio tests. Simulations are provided to exemplify and evaluate the theoretical derivations.
I. INTRODUCTION
T HE detection of the presence or absence of an event with a specified accuracy is fundamental to statistical inference and binary hypothesis testing is the usual starting point. There are many applications, where binary hypothesis testing is used, for instance, radar, sonar, digital communications or seismology [1] . A natural extension of binary hypothesis testing is multiple hypothesis testing, which builds a basis for classification and its importance is evident, for example, with pattern recognition. The necessity for statistical inference lies in the randomness that is inherent in the natural world such that received data, or a signal, has an additive random component or, as in cognitive radio, must be modeled in a purely random manner [2] . The degree of randomness in the received data usually turns out to be a metric of detection accuracy [3] .
Formally, any real world example of binary decision making problem can be modeled by a binary hypothesis test, where under each hypothesis H j , a received data y = (y 1 , . . . , y N ) follows a particular probability distribution F j , j ∈ {0, 1}. Accordingly, the aim is to find a decision rule δ which assigns each y either to H 0 or H 1 , depending on a certain objective function, which can be, for instance, the error probability. An optimal decision rule δ minimizes the objective function if y indeed follows F j under H j , j ∈ {0, 1}. However, this condition is too strict and often there are deviations from the model assumptions [4] .
A traditional way of considering the deviations from the nominal distributions is via parametric modeling. Such parameters could be, for instance, the imprecisely known frequency of a receive signal or the unknown variance of a noise source. The shape of the probability distributions under each hypothesis is still assumed to be completely known and the changes in the distributions are assumed to happen slowly enough to update the estimates. However, these assumptions are invalid for various applications such as sonar or cognitive radio. Obviously, in such cases, a parametric model is inappropriate, or if such a model is used, severe performance degradation may result [5] .
The shortcomings of parametric modeling necessitate the use of non-parametric approaches. Such approaches are robust, cheap to implement in practice, make (almost) no assumption on the nominal distributions and their performance is acceptable for a variety of detection problems [6] . However, compared to an optimum detector, their performance can be far away from being satisfactory, especially if there is some a priori knowledge available about the nominal distributions. Therefore, a more realistic approach should be tunable, depending on how much knowledge is available on the nominal distributions, how much robustness/performance trade-off is allowed as well as how complex the detector structure can be. In this context, robust minimax hypothesis testing falls between parametric and non-parametric detection; it coincides with parametric detection when the robustness parameters are chosen to be zero and it tends to a nonparametric test, for example the sign test, when the robustness parameters are chosen to be at maximum [7, p. 271] .
A well known formulation of minimax hypothesis testing is based on building uncertainty sets G j for each hypothesis H j , where G j are populated by all probability distributions G j , which are at least j close to the nominal distribution F j with respect to some well defined distance D j , j ∈ {0, 1}. The choice of the parameters 0 and 1 determines the degree of robustness and they can vary with application. The eventual aim of the designer is to determine a pair of distributions (G 0 , G 1 ) ∈ G 0 × G 1 and a decision rule δ such that a predefined performance measure is met, e.g. the bounded error probability. This type of optimization is called the minimax optimization and the distributions solving this problem are called the least favorable distributions (LFDs).
There are two main approaches to the minimax robust hypothesis testing: one of which was initiated by Huber [8] and the other by Dabak and Johnson [9] and Levy [10] . In Huber's work, which was published as early as 1965, a robust version of the probability ratio test for -contamination and total variation classes of distributions was proposed. The 0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. existence of LFDs for both classes was proven and it was shown that the resulting robust test was a censored/clipped version of the nominal likelihood ratio test. In a follow up work, it was shown that the same conclusion could be made if the -contamination model was extended to a larger class, which includes five different distances as special cases [11] . A more general uncertainty class, called 2-alternating capacities, was proposed later by Huber and Strassen [12] . However, it was noted in [4] that the approach in [11] is more suitable for engineering applications due to its simplicity. The robust tests pioneered by Huber were designed to deal with outliers. More recent works by Dabak and Johnson [9] and later by Levy [10] show that when the distance D is chosen to be the Kullback-Leibler (KL) divergence, the resulting robust tests are different from Huber's robust test, depending on the choice of the objective function to be minimized. While Dabak's approach minimizes the KL-divergence between the LFDs and provides an asymptotically robust test, Levy's robust test maximizes the type I and type II errors and provides a minimax robust test for a single sample. In [4] , it was noted that the latter two robust tests are more appropriate for dealing with modeling errors instead of outliers. Recently, it has been shown that Levy's robust test can be extended to distributed detection problems where the communication from sensors to the fusion center is constrained [13] . It has also been shown that considering the squared Hellinger distance instead of the KL-divergence may provide a more flexible design [14] , [15] .
A. Summary of the Paper and Its Contributions
In this paper, three different robust test are studied; Huber's minimax robust test denoted by the (h)-test, Dabak and Johnson's asymptotically robust test denoted by the (a)-test, and the proposed minimax robust test based on KL-divergence, denoted by the (m)-test. Additionally, implications of considering different distances other than the KL-divergence are investigated. Subsequently, all three robust tests are extended to fixed sample size and sequential hypothesis tests. In the sequel, the contributions of this paper together with their relation to prior works are summarized.
1) The main contribution of this paper is the design of a hypothesis testing scheme which is minimax robust against modeling errors (the (m)-test). The distance used to construct the uncertainty sets is the KL-divergence as in [10] . However, the problem formulation considered in this paper does not make any assumption about the choice of nominal distributions and, thus, it includes [10] as a special case. More precisely, if the the nominal distributions are chosen one dimensional and symmetric, i.e., f 0 (y) = f 1 (−y) for all y ∈ R, the nominal likelihood ratio function l = f 1 / f 0 is chosen almost surely equal to a monotone function, and the robustness parameters are chosen to be equal ε 0 = ε 1 , the work presented in this paper reduces to [10] . 2) The limiting (m)-test is a soft version of the sign test and the limiting (a)-test is again a likelihood ratio test. The robustness parameters for the considered robust tests are upper bounded, such that choosing the parameters above these bounds leads to the tests which are not minimax robust. It is proven that determining the limiting robustness parameters both for the (m)-test and for the (h)-test is a convex optimization problem. Considering a class of distances, i.e., f -divergences, it is shown that analytical designs are not always possible and the resulting robust tests, depending on the choice of f , have different effects on the modification of the nominal likelihood ratios (or in general a function of the nominal distributions) to achieve robustness. 3) The proposed (m)-test is not (even asymptotically) minimax robust when it is extended, in a straightforward way, to fixed sample size and sequential tests. The (a)-test is not minimax robust for the false alarm and miss detection probabilities of the sequential test. It is however asymptotically minimax robust for the expected number of samples. The (h)-test is strictly minimax robust for the false alarm and miss detection probabilities of the sequential test. It is also shown that the weighted logsum of the nominal likelihood ratios summarizes, and also generalizes, both the fixed sample size and the sequential versions of all three robust tests. For the sake of completeness, see Table I for the known results in addition to the aforementioned contributions.
B. Outline of the Paper
The rest of the paper is organized as follows. In Section II, a minimax robust hypothesis testing scheme is designed for the case, where the uncertainty classes of probability distributions are formed with respect to the KL-divergence. The theoretical properties of this test are investigated and it is shown that under simplifying conditions, the proposed test reduces to the one in [10] . In Section III, the asymptotically robust test [9] is introduced, and the role of choosing other distances apart from the KL-divergence is revealed. In Section IV, Huber's minimax robust test is introduced and various theoretical aspects of this test are derived. In Section V, all robust tests considered are extended to fixed sample size and sequential tests in order to prove, both analytically and experimentally, whether they remain minimax robust. In Section VI, simulation results are presented and finally in Section VII, the paper is concluded.
C. Notations
The following notations are applied throughout the paper. Upper case symbols are used for random variables and the lower case symbols of the random variables denote the observations. In order to make the difference clear, the sets of probability distributions for the (h)-test are denoted by P j which are composed of the distribution functions Q j , and for the (m)-and (a)-tests by G j which are populated by the density functions g j . The least favorable density functions for the (h)-test are denoted byq j , for the (m)-test byĝ j and for the (a)-test byḡ j . The robustness parameters for the (h)-test are denoted by j , whereas for the (m)-and (a)-tests by ε j . The dominating measure with respect to which the density functions exist is denoted by μ, which is different from the two Lagrangian parameters μ j defined later on. Similarly, the dirac delta function is denoted by δ x , which is different from the decision rule δ as well as the indicator function denoted by 1 {} .
II. ROBUST DETECTION FOR MODELING ERRORS
Let ( , A ) be a measurable space with the probability measures F 0 , F 1 , G 0 and G 1 defined on it, which are absolutely continuous with respect to a dominating measure μ, e.g. μ = F 0 + F 1 + G 0 + G 1 . Furthermore, let f 0 , f 1 , g 0 and g 1 be the density functions of the probability measures F 0 , F 1 , G 0 and G 1 with respect to μ, respectively. Define the uncertainty classes
where every g j is at least ε j > 0 close to the nominal density f j , with respect to the KL-divergence i.e.,
Now, consider the composite hypothesis testing problem
where Y is a random variable (r.v.) on . Define a randomized decision rule (function) δ ∈ , where stands for the set of all possible decision rules. Assume for the moment that ε 0 = ε 1 = 0. Then, the decision rule
for some threshold ρ = P(H 0 )/P(H 1 ) and a function κ : R → [0, 1], given the likelihood ratio l(y) := f 1 / f 0 (y), is optimum in the sense that it minimizes the error probability both in the Bayes and the Neyman-Pearson sense and results in two types of errors: the false alarm probability
and the miss detection probability
Accordingly, the minimum error probability is given by
Remark 1: The sets G 0 and G 1 are not compact in the topology induced by the distance D. However, since D is a convex function, G 0 and G 1 are convex sets. As a result G 0 ×G 1 is also convex. Given the a priori probabilities P(H 0 ) and P(H 1 ), the probability of error P E is continuous, real-valued and linear, and therefore both convex and concave in all three terms δ, f 0 , f 1 . Lastly, , which is equivalent to [0, 1] in infinite dimensional vector space, is the product of uncountably many compact sets [0, 1]. According to Tychonoff's theorem, is compact with respect to the product topology [16] , [17] . Let δ 1 and δ 2 be two decision functions chosen from . Then, for δ = αδ 1 + (1 − α)δ 2 , 0 ≤ α ≤ 1, we have δ ∈ and therefore is convex. Note that any finitely supported quantization of g 0 and g 1 makes both G 0 × G 1 and compact with respect to the standard topology. This is a straightforward result of the Heine-Borel theorem [18, Th. 2.41 ]. From Remark 1 it follows that Sion's minimax theorem [19] is applicable,
Hence, P E (δ, g 0 , g 1 ) possesses a saddle-value on ×(G 0 ×G 1 ) with the least favorable densities (ĝ 0 ,ĝ 1 ) ∈ G 0 × G 1 and the robust decision ruleδ ∈ , i.e., {δ, (ĝ 0 ,ĝ 1 )}, solving Equation (3). Consequently
Since P E is distinct in g 0 and g 1 , it follows that
Theorem 2: Let l l and l u be two real numbers with 0 < l l ≤ 1 ≤ l u < ∞. Then, for (6) and the decision rulê (7) which is equivalent to the robust likelihood ratio function
form a unique saddle-value condition for Equation (3) . Furthermore the parameters l l and l u can be determined by solving
and − ln(z(l l , l u ))
Proof: The solution of the minimax non-linear optimization problem Maximization: max
directly leads to the assertion. First, the maximization stage is solved by considering the Karush-Kuhn-Tucker (KKT) multipliers. The subsequent minimization and optimization stages complete the proof.
A. Derivation of the Robust Test 1) Maximization Stage: Consider the Lagrangian
where μ 0 , λ 0 are the KKT multipliers which are imposed to satisfy the constraints. Since L is a strictly concave functional of g 0 as ∂ 2 L/∂g 2 0 < 0 for every λ 0 > 0, a globally optimum solution is guaranteed if the necessary KKT conditions are met [20, Ch. 5] . Writing (12) explicitly, it follows that
Imposing the first KKT condition (stationarity), through taking Gâteaux's derivative of Equation (13) in the direction of ψ, yields
since ψ is an arbitrary function. Hence,ĝ 0 , and in a similar wayĝ 1 by writing (12) for P M , can be obtained. The results areĝ
where
. This leads to the robust likelihood ratio function
2) Minimization Stage: The decision rule δ, which minimizes P E for any (g 0 , g 1 ) ∈ G 0 × G 1 , is known to be the likelihood ratio test (2) . Solvingl = 1 from Equation (15) and rewriting Equation (2) 
Applying (16) to (14) , the least favorable distributions with respect to their density functions arê
. The unknown parameters can be obtained by imposing the constraints, or equivalently by solving the non-linear equations
Note that the first two equations are required to make sure thatĝ 0 andĝ 1 are density functions, i.e., they integrate to one and the other two equations are required to guarantee thatĝ 0 ∈ G 0 andĝ 1 ∈ G 1 .
3) Optimization Stage:
To complete the proof it is necessary to explain howδ,ĝ 0 ,ĝ 1 and the nonlinear equations can be represented in terms of l l and l u . Let l l = c 1 /c 3 and l u = c 2 /c 4 . Then, consideringl =ĝ 1 /ĝ 0 from (17), it follows that
Rewriting the integrals with the new limits (over (R 1 , R 2 , R 3 )), using the substitutions c 1 := c 3 l l and c 2 := c 4 l u , dividing both sides of the first two equations in (18) by c 3 , and equating them to each other via 1/c 3 results in c 4 = k(l l , l u )c 3 . Accordingly, it follows that
This allows the second equation in (18) to be written as
. Now, all constants c 1 , c 2 , c 3 and c 4 as well as are parameterized by l l and l u . Thus, Equation (15) can be rewritten as Equation (8) andδ,ĝ 0 ,ĝ 1 as given in Theorem 2. Finally, the last two equations of (18) reduce to (9) and (10) . As it was mentioned earlier, bothĝ 0 andĝ 1 are obtained uniquely from the Lagrangian L. Hence,l =ĝ 1 /ĝ 0 and as a resultδ are also unique. It follows that the solution found for (3) by the KKT multipliers approach is unique as claimed.
For any choice of pair of nominal density functions f 0 and f 1 , and the robustness parameters ε 0 and ε 1 , the robust design outputs the least favorable density functionŝ g 0 andĝ 1 and the robust decision ruleδ. Notice that the least favorable densitiesĝ 0 andĝ 1 are scaled versions of the nominal distributions on two disjoint regions {l < l l } and {l > l u }, and in between, they are a composition of both nominals. Interpretation of the decision ruleδ is similar. In the same two regions the robust decision rule is almost surely zero or one, and in between it is a randomized test. Finally, the robust likelihood ratio functionl =ĝ 1 /ĝ 0 is a nonlinearly transformed version of the nominal likelihood ratio function l as illustrated by Fig. 1 .
In comparison to [10] , cf. Fig. 1 in [10] , it is now possible to choose l u = l l −1 , which implies that the symmetry of nominal distributions f 0 (−y) = f 1 (y)∀y and the equality of robustness parameters ε 0 = ε 1 are not necessarily required. This will be detailed in the following section. In the sequel, the minimax robust test designed for the KL-divergence is denoted by the (m)-test, referring to the initial letter of model mismatch.
B. Symmetric Density Functions
Depending on the extra constraints imposed on the nominal probability distributions, the equations that need to be solved to determine the parameters of the (m)-test can be simplified.
This implies l u = 1/l l . With this assumption Equation (9) and Equation (10) 
The symmetry condition also implies l(y) = 1/l(−y) and l(y) = 1/l(−y) for all y. Accordingly, it follows that k(l l , l u ) = l u −1 andĝ 0 (y) =ĝ 1 (−y)∀y. Notice that if l is monotone, Equation (19) can be redefined in terms of y u by l u = l(y u ), {l > l u } ≡ (y u , ∞) and due to symmetry
. This proves that Theorem 2 is a generalization of the results in [10] .
C. Monotonicity of the KL-Divergence
In the sequel it is shown that ordering in likelihood ratios implies ordering in KL-divergence. This explains the monotonic behavior of LFDs for increasing robustness parameters given that l is monotone. The theory that will be presented will also be used in the next sections.
Proposition 3: Let F and G be two probability measures on ( , A ) with ∂ F/∂ G a non-decreasing function. Then, G(y) ≥ F(y) for all y ∈ R.
Proof: Due to a special case of the Fortuin-Kasteleyn-Ginibre (FKG) inequality, for any random variable X and any two positive non-decreasing functions φ, ψ we have
. Applying this to X distributed according to G and the functions φ :
Remark 4: Let X and Y be two random variables defined on the same measurable space ( , A ), having cumulative distribution functions F and G, respectively. X is called stochastically larger than Y , i.e., X Y , if G(y) ≥ F(y) for all y.
Lemma 5: For every non-decreasing function φ,
Proof of Lemma 5 is simple and can be found for example in [21, pp. 4-5] .
Theorem 6: Let X 0 , Y 0 , X 1 , and Y 1 be four random variables defined on ( , A ) and having distinct densities f 0 , g 0 , f 1 , and g 1 , respectively, with f 1 /g 1 , g 1 /g 0 , and g 0 / f 0 , all being non-decreasing functions. Then,
Proof: By Proposition 3 and Remark 4, we have Y 1 Y 0 and Y 0 X 0 since g 1 /g 0 , and g 0 / f 0 are non-decreasing functions. Increasing f 1 /g 1 and g 1 /g 0 implies increasing f 1 /g 0 and using Lemma 5, and denoting φ(
Again, using Lemma 5, and denoting ψ(
The proof for the case
is similar and is omitted. Now, let the nominal likelihood ratio function, i.e., f 1 / f 0 , be monotonically increasing. From Equation (6) it follows that g 1 /g 0 and f 1 /g 1 are all non-decreasing functions. In this case, Theorem 6 implies that g 0 and g 1 move towards each other monotonically for increasing robustness parameters. Notice that this result is important to have an intuition for the solution of Equations (9)-(10).
D. Distribution of the Log-Likelihood Ratios of LFDs
Since events of interest are detected optimally via likelihood ratio tests, or equivalently by log-likelihood ratio tests, how robustness is achieved for the (m)-test can be analyzed over the distributions of the log-likelihood ratios of the least favorable distributions.
be the density functions for Y ∼ĝ j and Y ∼ f j , respectively. Then,ĥ j can be written as a function of h j as follows:
The robust test based on modeling errors, i.e., the (m)-test, shifts the density of the log-likelihood ratios of the nominal distributions, h 0 and h 1 , by | ln l l | to the right and adds another part of the same density, which is shifted by ln l u to the left. The total loss of area due to the shifting is stacked as a point mass at x = 0.
E. Limiting (m)-Test
The limiting case, lim l l →inf l and lim l u →sup l , is of particular interest. For a single sample, the test becomes a pure randomized test having a success probability δ which increases with l (7) . For n independent samples, assume l l := 1/l u and consider the normalization lnl (y) = (ln l u − lnl(y))/(ln l u − ln l l ). Then, as l l ↓ 0 and l u ↑ ∞, the test statistic lnl n (y) = n i=1 lnl (y i ) tends to n i=1δ (y i ), which is the soft version of the sign test.
F. Limiting Robustness Parameters
The composite hypotheses start overlapping when the LFDs become identical. For the (m)-test, this occurs when R 1 and R 3 are empty sets. Let
Then, Equations (9) and (10) reduce to
Proposition 7: ε 0 is monotone increasing in u and ε 1 is monotone decreasing in u.
Proof: For j = 0, it follows that
After manipulation, the first derivative of ε(u) is
Inserting k(u) and ∂k(u)/∂u and rearranging the terms yields
By Hölder's inequality,
The inequality follows from the Cauchy-Schwarz inequality for the inner product space (g, h) w and it is strict since g and 1 are linearly independent. What remains to be shown is that g belongs to L 2 w , i.e., R g(y) 2 w(y)dy < ∞. If g is bounded, the claim is obvious. If not, then, either lim y→∞ l(y) = ∞ or lim y→−∞ l(y) = 0. Assume lim y→∞ l(y) = ∞ and write ln(l(y)) 2 w(y) = (ln(l(y))) 2 l(y) u f 0 (y)
By Hölder the function f 1 (y) 
For ε 1 , let u = 1 − u, f 1 := f 0 and f 0 := f 1 . This gives ε 1 (u ) = ε 0 (u ), which implies that ε 1 (u ) is increasing, therefore ε 1 (u) is decreasing. Note that for ε 1 , with the substitutions of the densities, l becomes decreasing, however g still belongs to L 2 w and the proof is complete. Proposition 7 implies that (20) has a unique solution for all 0 ≤ ε 0 ≤ D( f 1 , f 0 ) and 0 ≤ ε 1 ≤ D( f 0 , f 1 ). In particular, given a certain choice of ε j , the solution of Equation (20) leads to some u = u * where 0 ≤ u * ≤ 1. The corresponding maximum ε 1− j is therefore obtained by ε 1− j (u * ). From (20) , it also follows that
which is the Chernoff distance and if additionally f 0 (y) = f 1 (−y)∀y, it further reduces to
which is the Bhattacharyya distance between the nominal densities.
III. OTHER ROBUST DETECTION SCHEMES FOR MODELING ERRORS

A. Asymptotically Robust Hypothesis Test
In Section II, the problem of minimax robust hypothesis testing has been studied, where the objective function to maximize was the error probability. For the same uncertainty model (1), Dabak and Johnson proposed a geometrically based robust detection scheme much earlier than [10] . From [4, p. 254] , it is also known that the work of Dabak can be recreated by considering the same minimax optimization problem that has been introduced, see (11), but changing the objective functions P F and P M to −D(g 0 ,ḡ 1 ) and −D(g 1 ,ḡ 0 ). Here, D is again the KL-divergence and (ḡ 0 ,ḡ 1 ) are the least favorable densities,
where u, v are parameters to be determined such that
Again by [4] , the fixed sample size test in the log domain n i=1 ln (l(y i ))
is still a likelihood ratio test but with a modified threshold, where t is the original threshold. The following proposition and the proof show thatḡ 0 andḡ 1 are indeed LFDs without consideration of the geometrical aspects of hypothesis testing. 
Proof: Consider the Lagrangian function defined in (12), where the objective functions P F and P M are replaced by
Then, following similar steps to (13)- (14) , it can be shown that g 0 and g 1 have the same parametric forms as given in (22) . The equations in (23) are convex [4, p. 253 ], hence they accept a unique minimum. Since (g 0 , g 1 ) must satisfy (23) with the same ( 0 , 1 ) that (ḡ 0 ,ḡ 1 ) must satisfy, we have g 0 =ḡ 0 and g 1 =ḡ 1 .
Note thatḡ 0 andḡ 1 are denoted as the least favorable densities only in the sense that they are solutions to the equations in (25) . In the sequel, the asymptotically robust hypothesis test will be denoted by the (a)-test. The property defined by (25) will be used in the next sections.
1) Limiting (a)-Test: The limiting asymptotically robust test is again a likelihood ratio test with the threshold determined by u + v → 1 in (24).
B. Other Distances
There are two main reasons behind considering the uncertainty classes formed by the KL-divergence instead of other classes, for example the -contamination neighborhoods:
1) The robust detectors designed considering the KL-divergence are suitable for physical scenarios that require robustness against smooth variations about the nominal distributions. However, the choice of measures defining the contamination neighborhoods is arbitrary [9] . 2) There are situations where the densities employed in hypothesis testing are model based arising from physical considerations, and for the model mismatch KL-divergence is a natural distance [10] . From 1) and 2) it may be concluded that for model mismatch other smooth distances can be considered depending on the engineering application, for instance, a suitable distance based on the f -divergence
where f is a convex function on (0, ∞). Notice that f -divergence is a smooth distance for every f since F j G j is required such that D f is finite. Moreover, for any convex choice of f , D f can be symmetrized by first noting that
where f * is also convex, as d 2 f * /dt 2 > 0 for t > 0, and second, observing that the sum of convex functions is also a convex function, i.e., [22] ,
Some examples of the f -divergence can be analyzed for the design of a minimax robust test:
1) The χ 2 − and Squared Hellinger Distance: Similar to the KL-divergence, the robust version of the likelihood ratio test both for the χ 2 − and squared Hellinger distance are given by (8) [15] . The squared Hellinger distance, on the other hand, is smymetric and may be more appealing as it scales in [0, 1] and is mathematically tractable [14] .
2) Symmetrized χ 2 − Distance: For the symmetrized χ 2 distance the test is slightly different asl/l is not a constant function forδ = 0 andδ = 1, c.f. Section VI. The LFDs can be obtained analytically. However, the relation between y u and l u , and similarly between l l and y l , cannot be obtained analytically.
3) Symmetrized KL-Divergence: This distance does not yield an analytic expression for the LFDs and the decision rule as l = exp W (e z 0 δ+z 1 ) − W (e z 1 δ+z 2 ) + z 3 δ needs to be analytically solved in order to obtain the decision ruleδ forl = 1, where z 1 , z 2 and z 3 are some constants and W is the Lambert W -function.
In general, designing a robust test is equivalent to determiningl = ψ( f 0 , f 1 ) for some suitable functional ψ which accounts for the unmodeled uncertainties by the nominal model while maintaining the detection performance above a certain threshold. There are two conclusions from this section:
• The choice of the function f may or may not lead to the same type of minimax robust test derived in Section II of this paper. • Analytical designs are not always possible, and in such cases numerical designs may be of interest.
IV. ROBUST DETECTION FOR OUTLIERS
Let ( , A ) be a measurable space with two distinct probability measures F 0 and F 1 defined on it and let their density functions be f 0 and f 1 , respectively, with respect to some dominating measure μ. Then, for -contamination neighborhood of distributions,
where 0 ≤ j < 1 and is the set of all probability measures on ( , A ), there exist least favorable distributionsQ 0 ∈ P 0 andQ 1 ∈ P 1 having the density functionŝ
for l(y) ≤ c l with respect to μ, where c l and c u with c l < c u are the lower and upper thresholds respectively, and the corresponding clipped likelihood ratio function
Minimax robustness of this test, i.e., that (27) holds for the chosen test (26), was proven by Huber [8] . However, some theoretical properties of this test are so far unknown and will be derived in the following sections.
A. Distribution of the Log-Likelihood Ratios of LFDs
As it was derived in the previous section for the (m)-test, the density functions of the log-likelihood ratios of the LFDs of the (h)-test,ĥ 0 andĥ 1 , can be derived in terms of the density functions of the log-likelihood ratios of the nominal distributions as follows:
where δ x is the dirac delta function and
It can be seen that Huber's test, i.e., the (h)-test, creates two point masses at the clipping thresholds ln(bc l ) and ln(b c u), and in between, the density of the log-likelihood ratios of the nominal distributions is shifted by ln b to the right. Compared to the (m)-test, the (h)-test also creates a point mass, although the number and the locations of the point masses are different.
B. Limiting (h)-Test
The limiting test for Huber's clipped likelihood ratio test is known to be the sign test [8] .
C. Limiting Robustness Parameters
Proposition 9: The maximum achievable pair of ( 0 , 1 ) with respect to the -contamination model are obtained by
in a similar manner, is a decreasing function of c u . This implies that 0 and 1 are maximized when c l is maximized and c u is minimized. The maximum of c l is equal to the minimum of c u such that the hypotheses just start overlapping. As a result of c = c l = c u , it follows thatl(y) = bc for all y ∈ R. Since no density is greater than any other for all y ∈ R, the conclusion is that c = 1/b. Rewriting the equations,h 1 (c := 1/b) = 1/(1 − 1 ) or equivalentlyh 2 (c := 1/b) = 1/(1 − 0 ), completes the proof.
Let u 0 = ess inf [μ] l, u 1 = ess sup [μ] l, and let k = 1 − 0 be known and u = 1/(1 − 1 ) to be determined. With these substitutions (28) can be written as
Lemma 10: The function f is continuous, f (u) = 1 − u for 0 ≤ ku ≤ u 0 , is strictly decreasing for ku < u 1 , tends to −∞ for k < 1 and tends to 0 for k = 1 as u ↑ ∞.
Proof: we have
Thus,
It then follows that
for any positive and for all u ≥ 0. Since
the conclusion is that 0 ≥ f (u + )− f (u) ≥ − from where continuity and monotonicity follow. For ku ≤ k(u + ) < u 1 , it also follows that f (u + ) − f (u) < 0, hence, f (u) is strictly decreasing, tends to −∞ for k < 1 and tends to 0 for k = 1 as u ↑ ∞. Lemma 10 implies that 1 can uniquely be determined for all 0 ≤ 0 < 1 and extends to the case when 1 is known and 0 is variable due to the duality of the parameters, 0 and 1 .
V. ROBUST DETECTION WITH REPEATED OBSERVATIONS
A. Robust Fixed Sample Size Tests
Single sample robust tests can be extended to multiple samples through multiplication of the likelihood ratios due to the independency of every measurable set of events/observations. Let y = (y 1 , . . . , y n ) be the observation vector. Then, fixed sample size robust likelihood ratio test can be given aŝ
In the sequel, fixed sample size versions of the considered robust tests are evaluated, and it is shown whether their fixed sample size versions remain minimax robust. 
which is equivalent to the nominal likelihood ratio test with a modified threshold. Notice that the modified threshold is a function of the observation vector y. Given the upper and lower thresholds, l l and l u , if n i=1δ (y i ) ≈ 0, the original threshold of the nominal test is moved from t to l l n t, increasing the false alarm probability. Similarly, if n i=1δ (y i ) ≈ 1, the original threshold of the nominal test is moved to l u n t, which increases the miss detection probability. One can also see that the fixed sample size version of the (m)-test in the logarithmic scale
is obtained by comparing the weighted log-sum of nominal likelihood ratios to a threshold. This makes perfect sense, because intuitively, unreliable observations with large l should be down-weighted and similarly with small l should be upweighted. An interesting question is whether it is possible to obtain the fixed sample size (h)-test from the fixed sample size (m)-test via choosing a suitable decision functionδ in (32).
An answer to this question is guaranteed to be positive if the co-domain ofδ is extended to the set of real numbers. This suggests that the factor of weighting provided by (32) is not sufficient to deal with outliers and considering real valued weights W i = (l l /l u )δ (y i ) ∈ R ≥0 provides a robust test which generalizes both the (h)-test and the (m)-test. The weighted log-sum of likelihood ratios as the robust test statistic also includes the (a)-test as well as the sequential versions of all three robust tests, cf. Section V-B, as special cases due to similar reasoning. Notice that this information will not be repeated in the following sections. A direct consequence of the theoretical derivations in Section II suggests that the fixed sample size (m)-test does not guarantee minimax robustness. This is because there is no stochastic ordering for the (m)-test unlike for the (h)-test, i.e., the saddle value condition given by (4) requires a decision ruleδ, which is randomized, cf. (7) , and the randomization information is lost by the fixed sample size (m)-test (31).
2) Fixed Sample Size (a)-Test: The (a)-test is designed exclusively as a fixed sample size test and for the case, where n is large enough, cf. Section III-A. The robustness of this test is only asymptotically claimed, see [9] .
3
) Fixed Sample Size (h)-Test: Fixed sample size (h)-test is given by
and is known to be minimax robust for every t [8] .
B. Robust Sequential Probability Ratio Tests
Sequential probability ratio tests (SPRTs) can be preferable over fixed sample size tests due to their strong optimality properties [4] . Wald's approximations cannot be considered for the sequential versions of the robust tests, because, exact calculation of the false alarm and miss detection probabilities and the expected number of samples under each hypothesis is required to prove that minimax robustness is guaranteed. In the following, the related formulations will be derived, sequential versions of the considered robust tests will be evaluated, and it will be shown whether their sequential versions remain minimax robust.
Let S n = n i=1 ln l(Y i ) be a random process, where Y 1 , . . . , Y n are i.i.d. random variables with Y 1 ∼ G j and let h j be the probability density function of ln l(Y 1 ) under the hypothesis H j . Then, for given target error probabilities of the first and second kind, by Wald [23] , there exist a lower threshold 0 < t l < 1 and an upper threshold 1 < t u < ∞ such that the SPRT continues taking another sample if ln t l < S n < ln t u , terminates and decides for H 0 if S n ≤ ln t l , and decides for the alternative hypothesis H 1 if S n ≥ ln t u , for the first time
be the functions derived from S n under H j when all S 1 , . . . , S n−1 are in (ln t l , ln t u ). Assuming that h j is pointmass free under both hypotheses, the distribution of τ can be calculated recursively by
with the initial conditions 0,1 = h 0 and 1,1 = h 1 , [24] . Accordingly, it follows that
Imposing the constraint that the test will terminate either with the rejection or acceptance of H 0 , the false alarm and miss detection probabilities can be determined by
Hence, a minimax robust sequential test, i.e., the SPRT above when the likelihood ratio function l is replaced byl orl, must satisfy
and
for all (g 0 , g 1 ) ∈ G 0 × G 1 and for all (t l , t u ).
1) Sequential (m)-Test: Similar to the fixed sample size test, a robust version of the sequential (m)-test can be defined in terms of the nominal likelihood ratios and modified thresholds. The sequential (m)-test continues making observations if
and stops and gives a decision otherwise. Robustness is achieved by sequentially shifting the observation frame defined by (−∞, ln t l , ∞, ln t u ) upwards if δ(y i ) is large enough and downwards if δ(y i ) is small enough. It can be seen that sequential versions of all three robust tests can be given by (35), therefore, sequential versions of the (h)-and the (a)-test wont be defined in the following. Notice that the robust sequential tests defined by (35) are still some subsets of a possible design which considers two possibly different functions m 0 and m 1 as the summands to the lower and upper thresholds, instead of the same function m.
As to the minimax robustness, the sequential (m)-test does not satisfy (33) and (34), even asymptotically, i.e., when t l → 0 and t u → ∞, or equivalently G 0 → G 1 or G 1 → G 0 . This is due to the lack of stochastic ordering betweenĜ 0 and G 0 , likewise betweenĜ 1 and G 1 . Refer to Section VI for simulative examples.
2) Sequential (a)-Test: The sequential (a)-test does not satisfy (33) (even asymptotically) either, cf. Section VI. However it satisfies (34) asymptotically and the details are as follows. Asymptotically, the behavior of the cumulative sums are determined by their non-random drift, i.e., S n ∼ τ E G j [lnl(Y )] and Wald's approximations become exact, i.e., E[S n ] ≈ ln t l under H 0 and E[S n ] ≈ ln t u under H 1 . Combining both conditions, it follows that
From (25), it is known that (ḡ 0 ,ḡ 1 ) ∈ G 0 × G 1 maximizes the right hand sides of (37). Hence, the sequential (a)-test satisfies (34) asymptotically.
3) Sequential (h)-Test:
For the sequential (h)-test, it is known that (33) and (34) are satisfied asymptotically [8] . Additionally in [7] , a counterexample is given, which shows that (34) does not hold in general, i.e., for all (t l , t u ). In the following, it is shown that the sequential (h)-test satisfies (33) for all (t l , t u ).
Theorem 11 (Coupling): Let X and Y be stochastically ordered random variables, X Y , with distribution functions F and G, respectively on ( , A ). On the same measurable space there exists another pair of random variables (X , Y ) such that X = X in distribution, Y = Y in distribution and X ≥ Y almost surely.
Proof: Take X = X and Y = G −1 (F(X) ). Then,
Theorem 12: Let X i and Y i be two random variables on R having distribution functions F and G, respectively and satisfying G(y) ≥ F(y) for all y. Furthermore, let S X n = n i=1 X i , S Y n = n i=1 Y i , A > 0, and B < 0. Denote τ A = inf{n ≥ 0 : S n ≥ A} and τ B = inf{n ≥ 0 : S n ≤ B} the hitting/stopping times of S n at the upper and lower thresholds respectively. Then,
. Proof: For a well defined comparison, exclude the cases X ≡ 0 and Y ≡ 0 s.t. at least τ A < ∞ or τ B < ∞ almost surely and τ B > τ A is well defined. The argument G(y) ≥ F(y) for all y implies X Y and from Theorem 11, there exists (X , Y ) such that X = X, Y = Y in distribution and X ≥ Y almost surely. Consider the sequence
Let X ∼Q 0 and Y ∼ Q 0 , likewise X ∼ Q 1 and Y ∼Q 1 with A = ln t u and B = ln t l . Then, it is easy to see that (38) is equivalent to (33) for any pair (t l , t u ). This result includes not only the (h)-test, but also all tests in [11] and [12] . For the expected number of samples, the requirement is
This inequality does not hold in general. Intuitively, however, it is expected that it holds for the majority of the cases, especially when t l is small enough and t u is large enough.
VI. SIMULATIONS
In this section, simulations are performed in order to evaluate and exemplify the theoretical findings. Observations are assumed to be real valued. The formulations are general, therefore, the observation space can be any discrete, continuous, finite or infinite set, with slight modifications for the discrete case. The robust tests can also be designed for multidimensional nominal distributions, but for large n, Monte-Carlo simulations may be required in order to solve the non-linear equations, c.f., [25] . In all simulations either mean shifted F 0 ∼ N (−1, 1) and F 1 ∼ N (1, 1) or mean and variance shifted F 0 ∼ N (−1, 1) and F 1 ∼ N (1, 2) nominal distributions are considered, where N (μ, σ ) stands for the Gaussian distribution with mean μ and standard deviation σ . 
A. LFDs and Robust Likelihood Ratio Functions
For all three robust tests, mean and variance shifted nominal distributions are considered with robustness parameters ε 0 = 0 = 0.03 and ε 1 = 1 = 0.02. For this choice of distributions neither l is monotone nor f 0 and f 1 are symmetric. In addition to this, ε 0 = ε 1 so that the given example reflects all the generalizations of the (m)-test over [10] for the chosen nominal distributions. In order to design an (m)-test, Equations (9) and (10) need to be jointly solved. Although there is a unique solution which satisfies all the KKT conditions, there are possibly other solutions which do not satisfy the KKT conditions. Therefore, non-linear equation solving techniques are of interest. In the simulations, the Newton-Rapson method is used to solve the Equations (9) and (10) . If a solution does not satisfy the KKT conditions, the initial values of l l and l u are changed and the related algorithm is recalled until the desired solution is found. Typically, using a personal computer, designing an (m)-test takes less than a few minutes. Once a solution is found for some (ε 0 , ε 1 ), other solutions at the neighborhood of (ε 0 , ε 1 ) can easily be obtained, see Section II-C.
In Fig. 2 the LFDs of the (m)-test are determined and are illustrated together with the LFDs of the (a)-test. Although the LFDs of both tests move towards each other, the LFDs of the (m)-test additionally intersect in two different regions, one around y = 1/2 and the other around −7/2. As a reference, the LFDs of the (h)-test are illustrated in Fig. 3 . The (h)-test, unlike the other two tests, changes the tail behavior of the nominal distributions in order to provide robustness against outliers. In Fig. 4 , the robust likelihood ratio functions of all three robust test are depicted. It seems that all three tests have their own way of providing robustness, although it is common for all tests to widen or narrow down the nominal likelihood ratio function for large or small enough likelihood ratios, e.g. for y ≈ 1.56,ĝ 1 /ĝ 0 ≈ḡ 1 /ḡ 0 ≈ 5 andq 1 /q 0 = 10, all three being less than f 1 / f 0 ≈ 13.
B. Minimax Robustness of the (m)-Test
The minimax robustess property of the (m)-test as described by the inequalities (4) and (5) is exemplified considering both mean shifted as well as mean and variance shifted Gaussian distributions as the nominal distributions. For simplicity, robustness parameters are chosen to be equal i.e., ε = ε 0 = ε 1 . For this choice, from Section II-F, it can be found that a minimax robust (m)-test can be designed if ε ∈ [0, 0.5] for the mean shifted Gaussian distributions and ε ∈ [0, 0.338] for the mean and variance shifted Gaussian distributions, see also Fig. 8 . For all valid choices of ε, the (m)-test was designed via solving the non-linear equations given by (9) and (10) . The data under the test is assumed to be either sampled from the LFDs of the (m)-test or from the LFDs of the (a)-test, which are determined for the same ε. The choice of LFDs of the (a)-test in order to attempt to degrade the performance of the (m)-test is not arbitrary. First, similar to the (m)-test, the LFDs of the (a)-test also lie on the boundary of the uncertainty classes defined by the KL-divergence. Second, the (a)-test is claimed to be asymptotically robust [9] . Figs. 5-6 illustrate the outcomes of these simulations. The notation | y x indicates that the (x)-test is considered when the data samples are from the LFDs of the (y)-test. Due to the symmetry of the nominal distributions and the equal N (1, 1) . N (1, 2) . choice of the robustness parameters, P F and P M are equal and therefore denoted by P E in Fig. 5 , whereas, since the symmetry condition does not hold, P F and P M are additionally plotted in Fig. 6 . In both simulations it can be seen that the (m)-test doesn't degrade its performance as expected. More interestingly in Fig. 6 , the false alarm probability first increases with ε and then starts decreasing.
C. Minimax Robust Tests With Other Distances
In this simulation, mean shifted Gaussian distributions are considered when the uncertainty classes are formed with respect to the symmetrized χ 2 distance for ε 0 = ε 1 = 0.08 and the KL-divergence D K L for ε 0 = ε 1 ≈ 0.0087. The parameters are chosen such, such that the LFDs resulting from both distances have equal KL-divergence to the nominal density functions. Fig. 7 illustrates the ratio of the likelihood Fig. 7 . The ratio of the robust likelihood ratio functionl =ĝ 1 /ĝ 0 to the nominal likelihood ratio function l = f 1 / f 0 , when the uncertainty classes of distributions are formed with symmetrized χ 2 distance and with the KL-divergence. ratio functionsl/l for both distances. It can be seen that there is a significant difference when the χ 2 distance is considered instead of the KL-divergence for the design of minimax robust tests. While this ratio tends to 1 asδ → 0 andδ → 1 for the symmetrized χ 2 distance, meaning that the tails of the density functions are preserved, it is a constant l l < 1 whenδ = 0 and another constant l u > 1 whenδ = 1 for the KL-divergence.
D. Limiting Robustness Parameters
In Sections II-F and IV-C, it was shown that determining the upper bounds of the robustness parameters of the (m)-and the (h)-tests is a convex optimization problem. In the following, considering the mean shifted Gaussian distributions, the curvature of the maximum robustness parameters for the (h)-test versus the (m)-test has been obtained and depicted in Fig. 8 . For both tests, the maximum robustness parameters have different curvatures, and the parametric curve of the (h)test is closer to a linear function in comparison to that of the (m)-test. 
E. Minimax Robustness of the Sequential (m)-and (a)-Tests
In this section, it is investigated whether the sequential versions of the (m)-and the (a)-test are minimax, considering a simulative example. The nominal distributions are selected as the mean and variance shifted Gaussian distributions as before and the robustness parameters are chosen to be equal ε = ε 0 = ε 1 = 0.01. For this setup, the LFDs of the (m)-test (ĝ 0 ,ĝ 1 ) and the (a)-test (ḡ 0 ,ḡ 1 ) are determined by solving the related equations in Sections II-A and III-A. Accordingly, the likelihood ratio functions are formed bŷ l =ĝ 1 /ĝ 0 andl =ḡ 1 /ḡ 0 . There are two robust sequential tests,
where Y i is distributed either asĜ 0 orḠ 0 under H 0 and eitherĜ 1 or G 1 under H 1 . The simulations have been performed with 10 5 Monte-Carlo runs. The threshold space of the sequential test (ln t l , ln t u ) ∈ R − × R + is first cropped to [−6, 0] × [0, 6] and then discretized with a step parameter of 0.01 in both directions, leading to 60 × 60 pairs of (ln t l , ln t u ). For every pair of thresholds (ln t l , ln t u ), the sequential test is run and the false alarm probability P F , miss detection probability P M and the expected number of samples under each hypothesis, E[τ |H 0 ] and E[τ |H 1 ] are calculated, cf. Section V. In all simulations, the ratio of the performance measures, e.g. P F m m /P F a m are plotted, where the notation | y x is as defined before. If these ratios are larger than 1, for some (ln t l , ln t u ), the related test is not minimax robust. Figs. 9-10 illustrate the ratio of the false alarm probabilities for the sequential (m)test and the ratio of the miss detection probabilities for the sequential (a)-test. Both tests do not satisfy the bounded error probability condition. Hence, they are not minimax robust. Figs. 11-14 illustrate the same type of simulations for the expected number of samples, where similar observations can be made. In conclusion, one can see that the sequential (m)-test is not minimax robust for the error probabilities as well as for the expected number of samples, whereas the sequential (a)test is only asymptotically minimax robust for the expected number of samples, see Fig. 13 and 14 . The simulation results are in agreement with the theoretical findings. A short comparison of the (m)-test, the (a)-test and the (h)-test is given in Table I . 
VII. CONCLUSION
Three robust hypothesis testing schemes were studied, one of which has originally been designed in this paper. The designed test, called the (m)-test, is derived considering the KL-divergence in order to construct the uncertainty classes under each hypothesis. The (m)-test is suitable for dealing with modeling errors and reduces to Levy's robust test [10] if the nominal probability density functions are one dimensional and symmetric, the nominal likelihood ratio function is monotone, and the robustness parameters are equal. Various theoretical aspects of the (m)-test were also derived such as the limiting (m)-test and the maximum robustness parameters. For the same uncertainty model, there is an asymptotically robust test, called the (a)-test, proposed by Dabak and Johnson [9] . In this paper the (a)-test was shortly introduced and theoretically analyzed.
In order to design a minimax robust test for modeling errors, the uncertainty classes can be constructed by choosing distances different from the KL-divergence. Considering some examples of the f -divergence, it has been shown that the choice of a distance plays a crucial role in designing the robust tests. Although minimax robust tests remain the same for many distances, there are examples where this assertion is not true. Moreover, it is not always possible to design a minimax robust test analytically. Among several distances discussed, the symmetrized χ 2 distance was found to be more suitable for the design of a minimax robust test if the tail structures of the nominal distributions are required to be roughly preserved.
In order to deal with outliers, Huber's minimax robust test, called the (h)-test, was introduced and theoretically analyzed. Both for the (h)-test as well as for the (m)-test, the problem of determining the maximum robustness parameters was proven to be a convex optimization problem, hence, the related equations can be solved by a polynomial time algorithm. Finally, all three robust tests were extended to fixed sample size and sequential probability ratio tests. The minimax robustness properties of the considered robust tests were either proven or disproven analytically or with simulations. It was shown that the weighted log-sum of the nominal loglikelihood ratios includes the fixed sample size and sequential 
