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第 1 章 序論 
1.1 研究背景 
近年、銀行や駅、デパートを始めとした様々な公共施設において、防犯を目的とした監視
カメラの導入が進んでいる。特に高いセキュリティが求められる施設においては、セキュリ
ティ会社等の監視員が、複数の監視カメラを監視するケースもある。一方で、これら監視カ
メラの利用の多くは、事件発生後の検証に留まっており、事件の検知には至っていない。ま
た監視員による監視システムにおいても、高い人件費がかかるほか、長時間の監視業務では
監視精度低下の懸念も存在する。2020 年の東京オリンピック・パラリンピックの開催に伴
い、日本国内での防犯意識及びセキュリティ需要は増加傾向にある。したがって、増加傾向
にあるセキュリティ需要や上述の現状の監視システムの問題点に応えるために、監視カメ
ラ映像から自動で異常を検知するシステムの確立が重要な課題であると言える。 
 これまでの監視カメラ映像を想定した異常検知システムには、いくつかのアプローチが
ある。ここでは手法の特徴を考慮して大きく 2 つに分けて述べる。一つ目のアプローチとし
ては、何らかの手段で算出した特徴量を用いて異常を検知する手法である。従来は、提案者
らや、既に提案されている Hand-craftedな特徴量が広く用いられていた。更に近年、画像処
理分野における Convolutional Neural Network(CNN)をはじめとした深層学習による目覚まし
い成果を背景として、CNN によって得られた特徴量を用いる異常検知手法が提案されてい
る。得られた特徴量に対して、Gaussian Mixture Model(GMM)による密度推定等が異常検知
に用いられる他、One Class Support Vector Machine(OC-SVM)や、近年では DAGMM[12]のよ
うに深層学習を用いた手法も提案されている。二つ目のアプローチとしては、データ(多く
の場合、画面等)の再構成や予測を用いて、再構成・予測されたデータとの誤差を用いるよ
うな異常検知手法が挙げられる。後者のデータの再構成や予測の誤差を用いる手法は近年
提案が増えており、公開データセット上での評価において、従来の特徴量をベースとした手
法を凌ぐケースが多い。その一方で、画面の再構成・予測の誤差を用いる場合、ピクセルの
違いを異常スコアとする都合上、ピクセルの動きが大きな正常動作に対しても異常スコア
が上がりやすくなるため、正常動作であっても異常と反応しやすい。同様に、画面上の小さ
な異常に対しては、異常スコアが上がりにくく、検知に失敗しやすい傾向がある。加えて、
従来の手法では、学習シーケンスにおいて学習したモデルを、別シーケンスに適用した際の
頑健性について触れられることは稀であった。しかし、大量に設置されることが予想される
監視カメラにおいては、学習モデルの汎用性・別シーンへの頑健性は、計算コスト・時間的
コストの大幅な削減にも繋がるため、重要である。 
 したがって次世代の異常検知において、①画面上の大きさへの頑健性、②別シーンへの頑
健性、③高い精度を備えたシステムが重要であると言える。 
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1.2 研究目的 
本研究では、監視カメラ映像への高精度な異常検知手法の確立を目的とし、姿勢推定によ
る姿勢情報を用いた異常検知手法の検討を行う。最初に、羽田空港において画面上小さな異
常行動が含まれるデータセットを作成し、従来手法と比較して本手法が画面上の小さな変
化にも頑健に反応出来ることを示す。次に、公開データセット上での精度評価を行い、既存
手法と比べ本手法の有効性を示す。最後に、公開データセット上から作成したデータセット
上で、別シーンへの頑健性を測る性能評価を行い、既存手法と比べ、本手法が学習シーン以
外においても頑健性であることを示す。 
 
1.3 本論文の構成 
 本論文の構成は以下の通りである。 
第 1章では、本研究の背景および目的について述べた。 
第 2章では、関連技術について述べる。 
第 3章では、異常検知分野における関連研究について述べる。 
第 4章では、予備実験について述べる。 
第 5章では、提案手法とその評価実験について述べる。 
第 6章では、本論文の総括を述べる。 
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第 2 章 関連技術 
本章では、本研究に関連する技術として、 Principal Component Analysis(PCA), 
AutoEncoder(AE)に代表される次元削減を始めとして、Kernel Density Estimation(KDE), 
Gaussian Mixture Model(GMM)のような密度推定や One Class Support Vector Machine(OC-
SVM)、並びにトラッキング技術、OpenPose[1] といった姿勢推定技術や、Generative 
Adversarial Network(GAN), Variational AutoEncoder(VAE)のような生成モデル、さらに本分野
における評価指標である Receiver Operatorating Characteristic(ROC)及び Area Under an ROC 
curve(AUC)について説明する。 
 
2.1 次元削減 
2.1.1 Principal Component Analysis (PCA) [19] 
 代表的な次元削減技術として PCA(主成分分析)があげられる。PCAは多次元からなるデー
タ群が与えられた際に、そのデータ群の分散が最大となるようなベクトルを利用すること
で、少ない次元数でデータの情報量を極力保つために用いられる多変量解析の一手法であ
り、次元削減技術の中で最も一般的な手法といえる。次元圧縮としてだけでなく、例えばデ
ータを主成分軸上にプロットすることで、多次元のデータの持つ特徴について二次元の散
布図等を用いて視覚化することも出来、多次元データに対して解釈を加えやすくなる。 
 
図 2.1.1 主成分分析の概要 [19] 
 主成分分析の手順について述べる。主成分とは、データ群の分散が最大となるようなベク
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トルであり、それまでに作成された主成分と直交するという制約の下で分散が最大となる
ように作成される。直交する制約があるため、主成分同士に相関関係はない。分散が最大と
なるようベクトルにすることは、データに対する主成分が説明できる範囲を最大にする意
味がある。また、生成された主成分ごとに、その主成分がデータを説明する割合を示す寄与
率が求められる。寄与率は、各主成分における分散を、全ての主成分の総分散で割ることで
求めることが出来る。 
 例えば以上の図 2.1.1では、プロットで与えられたデータ群に対して、分散が最大となる
ような第一主成分を作成し、それに直交しかつ分散が最大となるような第二主成分を作成
している。 
 
2.1.2 AutoEncoder (AE) [10] 
AutoEncoderは、図 2.1.2のようなニューラルネットワークのモデルによって構成される、
次元圧縮技術の一つである。ニューラルネットワークを使うことで、主成分分析のような線
形な次元圧縮ではなく、非線形な次元圧縮を行う。AutoEncoderの入力と出力を同じデータ
として学習を行うことで、入力データよりも少ないデータ量で再現出来るような潜在変数
を生成することが出来る。現在は次元圧縮の手段としてだけでなく、異常検知やノイズ除去
にも用いられている。 
AutoEncoder は図 2.1.2 にあるように Encoder と Decoder の二つに分かれている。Encoder
は入力データを潜在変数へと圧縮する一方で、Decoderは潜在変数から入力データを復元す
るような出力を行う。そのため、Encoderによって圧縮される潜在変数には、入力データの
情報がより少ない次元で Decoder の可能な範囲で含まれている。よって学習された Encoder
を用いることで次元圧縮が可能になる。 
 
図 2.1.2 AutoEncoderの概要 [10] 
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また、AutoEncoderの層を全結合層ではなく畳み込み層に変更することで、画像等に対し
てより効率よく学習出来るようになった Convolutional AutoEncoder といった派生もある他、
潜在変数に確率分布を導入することで未知のデータについても生成できるようになった
Variational AutoEncoderもある。Variational AutoEncoderについては、後の項で述べる。 
  
2.2 密度推定 
2.2.1 Kernel Density Estimation (KDE) [9] 
カーネル密度推定(KDE)とは与えられたデータ群の確率分布を推定する手法の一つであ
る。図 2.2.1に示すように、データ群の各データに対して、そのデータを中心とするような
カーネル関数を重ね合わせる。最終的に、全てのデータ群に対してカーネル関数を重ね合わ
せたその確率密度の和を取ることで、データ群の確確率分布を推定することが出来る。図
2.2.1 を見ると、選択するカーネル関数の形状によって、得られる確率分布の形状が異なる
ことが確認できる。 
 
図 2.2.1 KDEの概要 [9] 
2.2.2 Gaussian Mixture Model (GMM) [21] 
 混合ガウスモデル(GMM)とは、クラスタリング手法の一種である。クラスタリング手法
の一種であるが、与えられたデータの分布を推定するため KDEと同様に用いることが出来
る。GMMでは、あるデータが与えられた際、そのデータが混合ガウス分布で表現できると
仮定し、与えられたデータをよく表現出来る混合ガウス分布のパラメータを推定する。ここ
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で、混合ガウス分布とは、複数のガウス分布の重ね合わせによって表現できる分布である。
データの分布を混合ガウス分布で表現することで、各データがどのガウス分布に属するの
かに加え、各データの発生確率について求めることが出来る。 
 先の項で述べたKDEが訓練データごとにその点を中心とするカーネル関数を想定するこ
とでデータ分布を表現する一方で、GMMにおいては Expectation-Maximization(EM)アルゴリ
ズムと呼ばれる手法によってデータを表現できる混合ガウス分布のパラメータを推定する
ことが多い。KDE においては、カーネル関数やそのバンド幅をパラメータとして必要とす
る一方で、GMM ではデータを表現するために必要なガウス分布の数をパラメータとする。 
訓練データの確率分布を作成することは、異常検知分野に利用することが出来る。以下の
図 2.2.2では、青色で与えられたデータに GMMによる分布の作成をしている。次に赤色で
与えられたデータに対して、GMMにより推定された確率分布は低い確率を出力する。これ
は赤色のデータが、青色で与えられた訓練データと比べて発生確率が低い（珍しい）ことを
示している。 
 
 図 2.2.2 GMMによる異常検知 [21] 
 
2.3 One Class Support Vector Machine (OC-SVM) [30] 
KDE や GMMといった密度推定以外にも、異常検知に用いられる手法として OC-SVM
が挙げられる。OC-SVMでは図 2.3.1のように、大部分が正常と想定される訓練データ𝑥𝑖に
対して、識別平面を作成する。通常のタスクと異なり、OC-SVMでは訓練データが全て同
じクラスである。そのため OC-SVMでは訓練データを原点から遠ざけるように学習し、そ
の識別平面と原点との距離を最大化する。そして新たに入力されたデータが、識別平面よ
り内側(原点側)であれば異常、識別平面より外側であれば通常とみなす。学習の際、訓練
データ全てを識別平面の外側にするという制約の下に学習する場合は、ハードマージン最
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大化と呼ばれ、異常なデータが混ざっている等のノイズに弱い傾向がある。そこで、一定
程度のノイズを許し、ある程度の距離であれば訓練データが識別平面の内側に位置するこ
とを許すように学習する場合は、ソフトマージン最大化と呼ばれる。 
 
図 2.3.1 OC-SVMの概要図 [30] 
 
 
2.4 複数物体追跡 
2.4.1 Simple Online and Realtime Tracking (SORT) [7] 
 SORTは、複数物体追跡の手法の一つである。SORTでは、動画の各フレームの物体検知
結果に対して、Kalman Filter を Hungarian Algorithmを用いることで、人物を始めとした物体
の追跡・ラベリングを行うことが出来る。ここで、Kalman Filterとは、各物体に対して過去
の位置を参照して現在の位置を予測するために用いられる。次に Hungarian Algorithm は、
Kalman Filterによる物体位置の予測と、実際に検出した物体を結び付けてラベルを割り当て
る際の割り当て問題の解決に用いられる。 
 以下に、SORTによる複数物体追跡の流れを示す。 
１フレーム目： 
① 映像から物体を検知し、各物体を新たな追跡対象としてリストに保存する 
２フレーム以降の各フレーム： 
② 各追跡対象の現フレームにおける位置を、Kalman Filterにより予測 
③ 現フレームの映像から物体を検知 
④ ②で得られた各追跡対象の Bounding Boxと、③で得た実際の物体の Bounding Boxか
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ら物体検出指標である Intersection over Union(IOU)を計算する。この IOU の大きいペ
ア同士を結び付けて ID を割り当てる。この際、Hungarian Algorithm により割り当て
の計算を行う。 
⑤ ④で予測に対応した検知が見つかった追跡対象については、次の予測のために
Kalman Filterの値を更新する。一方で、予測に対応した検知が見つからない追跡対象
については、速度を用いて直線運動を仮定した予測を行う。 
⑥ ④で予測に対応していないが検知された物体は、新たな追跡対象として保存する。 
⑦ ②～⑥を繰り返す。 
⑤の手順について補足する。④で検知ミスやオクルージョン等により物体が検知されず、
Kalman Filterによる予測と物体検知の割り当てが途切れるケースが発生する。SORTではあ
る閾値を設け、その閾値を超えて連続で ID が割り当てられなかった追跡対象の物体を、追
跡対象のリストから除外する。 
また、SORTでは Bounding Box 同士の IOUを用いることで割り当てを行うが、ピクセル
の情報を示す画像特徴の類似度を用いて割り当てを行う Deep SORT[22]といった手法も提
案されている。 
 
2.5  姿勢推定 
2.5.1 OpenPose: Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields [1] 
 
図 2.5.1  Z. Caoらの姿勢推定手法の概要図 [1] 
Z. Cao らが提案した姿勢推定手法について述べる。本手法では、Part Affinity Fields と呼
ばれる関節間の関連度を示す概念を用いることで、 別に検知した各関節の位置を示す Part 
Confidence Maps を人間の部位に結び付ける。従来の人を検知してから姿勢推定をするトッ
プダウン型の姿勢推定手法とは異なり、関節の位置と PAFsから人の姿勢推定を行うボトム
アップ型の手法と言え、図 2.5.1のように入力画像から同図右(e)のような人物の姿勢推定結
果を出力する。同図(a)の入力画像から，「関節部位の位置」である(b)Part Confidence Maps，
及び「部位間の関連度」を示す(c)Part Affinity Fields を求め、(b), (c)を元に(d)の Bipatitle 
Matchingによって(e)の結果を得る。 
以下のようなネットワーク構造を用いて学習することで、入力画像から(b)Part Confidence 
Maps，及び(c)Part Affinity Fieldsを計算する． 
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図 2.5.2 Z. Cao らの手法におけるモデル構造 [1] 
本手法では、CNN のモデルの一つである VGG-19 を使って得た特徴マップ F から，図
2.5.2のようなモデルを用いて，同図 Branch1で Part Confidence Maps𝑆𝑡、同図 Branch2で Part 
Affinity Fields𝐿𝑡を求める。その後、求めた Part Confidence Maps𝑆𝑡，及び Part Affinity Fields𝐿𝑡
から、各部位同士のマッチングを行う。このマッチングは、NP 困難な問題となるため 2つ
の緩和策を導入している。一つ目は、各部位に隣接する部位の情報を与え、その間のみの問
題とすること。二つ目は、隣り合う部位を見て Part Affinity Fields のスコアを最大化するよ
うにマッチングすることである。 
 
2.6 画像生成 
2.6.1 Generative Adversarial Network (GAN) [13] 
 Generative Adversarial Network(GAN)とは、ニューラルネットを用いた生成モデルの一つで
ある。GAN 登場以前の深層学習手法には、画像とラベルのセットを用いる教師あり学習の
提案が多かったが、GAN はラベルを必要とせず画像のみから画像についての学習を行うモ
デルである。同様に画像のみから学習を行うモデルとして、Convolutional Auto-Encoder等も
挙げられるが、Convolutional AutoEncoderは入力画像の再構成の学習であり、未知のデータ
生成を行うモデルではない。一方で、GAN は入力ベクトルによって学習データにはない未
知のデータ生成を行える生成モデルである。GAN の他にも、後の項で述べる Variational 
AutoEncoder がまた生成モデルの例として挙げられる。GAN は学習が不安定とされている
が、近年 GAN をベースにした手法が盛んに提案されている。 
 説明のため、GAN の構造に CNN を合わせた DCGAN の構造について以下に述べる。図
2.6.1 に示す通り、GAN をベースとした手法は Generator と Discriminator の二つの構造を持
っている。Generator はランダム生成する等したベクトルから訓練データと同じようなデー
タを生成するモデルである。その一方で、Discriminator は与えられたデータが Generator に
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より生成されたデータなのか、訓練データなのかを識別するモデルである。学習が進むにつ
れて、Generator はベクトルから訓練データと同じようなデータを生成することが出来るよ
うになる。一方で Discriminator はより高いレベルで Generatorの出力と訓練データを識別出
来るように学習される。 
 
図 2.6.1 DCGAN の構造 [14] 
異常検知分野においても GAN を用いた異常検知を行う最初の手法とされる AnoGAN[26]
や、より高速化された EfficientGAN[27]等が提案されており、近年 GAN に関連した手法の
提案が増えている。 
 
2.6.2 Variational AutoEncoder (VAE) [8] [20] 
  Variational Auto Encoder[8] (VAE)もまた、生成モデルの一つである。図 2.6.2.1に示すよう
に、Encoderと Decoderの構造を持つ。AutoEncoderと異なる部分としては、AutoEncoderの
潜在変数が通常の全結合層で構成されている一方で、VAE は潜在変数に多次元のガウス分
布を仮定している点である。 
 
図 2.6.2.1 VAEの概要[20] 
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VAE では潜在変数 zはガウス分布に従うと仮定しており、Encoderではガウス分布の平均
と分散を出力している。VAEでは、Encoderを Q(z|x)、Decoderを P(x|z)とそれぞれ確率分布
として考える。ここで、xとは入力データであり、zは潜在変数である。この場合 Encoderで
ある Q(z|x)は平均 μ(x)と分散 Σ(x)から作成される正規分布であるため、Q(z|x)=N(μ(x), Σ(x))
と表せる。VAEでは Q(z|x)と、zの事前分布と仮定する標準正規分布(=N(0, 1))との距離（＝
KL ダイバージェンス）に加え、通常の AutoEncoder と同様に再構成誤差を最小化するよう
に学習する。 
 一方で、以上では Encoderが直接求めるのは潜在変数の分布であるため、この確率分布か
ら適当な潜在変数 z のサンプリングをすることになる（図 2.6.2.1 における点線）。しかし、
サンプリングを行う場合、誤差逆伝播法による学習が行えない。そこで VAE では、サンプ
リングではなくランダムなノイズを加えることで、計算によって z を求めることが出来る
ようにしており、これは Reparametrization Trickと呼ばれる。Reparametrization Trickにより、
zをサンプリングで求めることなく、下記の式で求めることが出来る。 
z = μ＋εσ(ε～N(0, 1)) 式(2.5.2) 
 
 
図 2.6.2.2 VAEにおけるサンプリングの回避(Reparametrization Trick) [20] 
 
2.6.3 U-net [11] 
 U-net は、畳み込み層のみによって構成された Encoder-Decoder 形式のモデルである。U-
net は前項までの生成モデルとは異なり、未知のデータ生成のためではなく、画像変換を行
うモデルであり、セマンティックセグメンテーションにおいて用いられている。 
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図 2.6.3 U-netの概要[11] 
U-netの概要を図 2.6.3に示す。図 2.6.3にあるように、U-netはこれまでの Encoder-
Decoderモデルとも異なり、Encoderと Decoderの間にデータパスを持つモデルである。こ
のアプローチはスキップ接続とも呼ばれる。このスキップ接続の仕組みにより、入力デー
タはデータパスをそのまま通過し得るため、次元圧縮とは異なるタスクを対象としてい
る。 
 
2.7 異常検知における評価指標 
2.7.1 ROC 及び AUC [6]  
 Receiver Operatorating Characteristic(ROC)及び Area Under an ROC curve(AUC)について説明
する前に、ROC の計算に必要となる評価尺度について説明する。ここで説明のため、正・
負の 2クラス分類問題について考える。識別モデルの予測結果と、評価データの真のクラス
について、以下のような表を作成出来る。 
表 2.7.1 予測クラスと真のクラスの関係 
 真のクラス 
予測クラス 
 正 負 
正 TP FP 
負 FN TN 
 TP・FP・FN・TNの説明は以下の通り。 
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TP (True Positive): 
 真陽性。正のデータを正しく正と識別出来た数。 
FP (False Positive): 
 偽陽性。負のデータを誤って正と識別した数。 
FN (False Negative): 
 偽陰性。正のデータを誤って負と識別した数。 
TN (True Negative): 
 真陰性。負のデータを正しく負と識別出来た数。 
異常検知の評価指標である ROC・AUC について説明する。一般的な評価指標としては、
Accuracy（＝(TP+TN)/(TP+FP+FN+TN)）が用いられることが多い。 
一方で異常検知においては、ROC・AUC と呼ばれる指標が用いられる。これは、クラス
間の数に偏りがある場合において、モデルを正しく評価するための評価指標である。 
異常検知において、異常イベントと通常イベントの発生数を考えた際、通常イベントの方
が多い。この場合、異常と正常のクラス間の発生数が不均衡となるため、Accuracyでは評価
することが難しくなる。例えば、正常フレームが 90フレーム、異常フレームが 10フレーム
存在する評価用映像シーケンスを仮定する。この場合に、「どんなフレームが入力されても、
必ず正常である」とするモデルにおいても、Accuracy は 90％という精度を達成することが
出来る。そのため異常検知では、クラス間の偏りに頑健な評価指標を用いる必要がある。 
 ROC の算出方法について以下に説明する。ROCは、TP 率と FP 率を用いて計算すること
が出来る。TP 率と、FP 率については、TP・FP・FN・TNを用いて以下で表せる。 
True Positive Rate (TP 率)：TP/(TP+FN) 
False Positive Rate (FP 率)：FP/(FP+TN) 
 ここで TP 率と FP 率について述べると、以下のようになる。 
TP 率： 
 真陽性率。正のデータを正しく正と予測できた割合（分母は正のデータの総和）。 
FP 率： 
 偽陽性率。負のデータを間違って正と予測した割合（分母は負のデータの総和）。 
 TP 率と FP 率はそれぞれ、クラス内のデータ数の総和を元に計算される。そのため、クラ
ス間のデータ数の偏りの影響を受けない。 
 ROC は、この TP 率と FP 率をプロットすることで作成することが出来る。多くの異常検
知モデルでは最終的に異常スコアを算出する。その後、算出された異常スコアに対して閾値
を設定し、異常スコアが閾値を超えれば異常、閾値を超えなければ正常と判断する。この結
果から、TP 率と FP 率を求めることが出来る。この閾値を変化すれば、TP 率と FP 率も(0, 
0)～(1, 1)の範囲で変化する。これらを結ぶことで、以下の図 2.7.1 のように ROC 曲線を作
成することが出来る。 
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図 2.7.1 ROC 曲線の例 [6] 
 この ROC 曲線と x 軸 y軸で囲まれた部分の面積を AUC と呼び、図 2.7.1中灰色で示され
た部分の面積に相当する。AUC は 1 に近いほど性能が良い。ランダムな結果を出力するモ
デルでは、AUC は 0.5 に近くなる。異常検知分野においては、この ROC・AUC を用いて、
各モデルの性能を測ることが多い。 
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第 3 章 関連研究 
3.1 概要 
 本章では関連研究として。映像監視を想定した異常検知分野における既存手法について
述べる。主に、従来から提案されてきた特徴量ベースの手法と、近年提案が増えているニ
ューラルネットワークとそのデータ生成結果の誤差を用いる手法について述べる。 
 
3.2 特徴量ベースの異常検知 
 本節では、特徴量ベースの異常検知手法について述べる。画面から何かしらの特徴量を抽
出し異常検知に応用することは、従来から提案されてきた。使用される特徴量として、HOG・
HOF 特徴量や、人物・物体の移動軌跡等、人間によって定義された特徴量を用いるケース
もあるが、近年では、CNN によって学習された画像特徴量を異常検知に応用する手法が提
案されている。また、本論文における提案手法も、特徴量ベースの手法である。このアプロ
ーチを取る手法群においては、扱う特徴量によって特徴は異なるが物体トラッキング等を
利用する手法が多いため、それらの手法においては非常にオクルージョンが発生する等の
トラッキングしにくい映像において精度が低下する傾向があると考えられる。 
 
3.2.1 CNN による特徴量を用いた異常検知手法 [5] 
 近年提案された特徴量ベースの手法として、R. Hinamiらが提案した手法[5]が挙げられる。
本手法では、入力画像に対して Microsoft COCO[15]で学習された AlexNet [16]を特徴抽出器
として使用している。得られた特徴量に対して、KDEや OC-SVM等の異常検知を適用して
いる。また、本手法では異常検知精度の評価だけでなく、それがどのような異常であるかを
示すことを含めて提案している手法である。 
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図 3.2.1 R. Hinami.らの手法の概要[5] 
 
3.3 データ生成とその誤差を用いる異常検知 
 本節では、近年提案されている手法群である、ニューラルネットワークモデルによる画
面等のデータ生成とその誤差を用いる異常検知手法について述べる。近年提案が増えてい
る手法群で、公開データセット上で従来手法に対して高いスコアを記録している手法群で
ある。通常データに対して生成モデルや再構成モデルを学習することで、異常データに適
用した際、生成したデータや再構成したデータと実際のデータの誤差を利用する。昨年提
案された本論文との類似研究である R. Morais らの手法[28] はこの手法群に属する。公開
データセット上で高い精度を得ている一方で、データの誤差を利用する性質上画面等の再
構成において、画面上小さな異常については検知が難しい傾向があると考えられる。 
 
3.3.1 Conv AE による画面再構成を用いる異常検知 [4] 
 M. Hasan らが提案した手法では、Convolutional AutoEncoder(Conv AE)による画面の再構成
誤差を異常検知に応用する。図 3.3.1に示すように、本手法では、通常映像の数フレームに
対して画面を再構成するように Conv AE を学習する。その後、学習された再構成モデルに
よって、映像を再構成した際に、再構成誤差が大きい場合、高い異常スコアを与えるような
手法となる。画面の生成や再構成を用いる手法として代表的な手法の一つと言え、その後の
論文において比較されることも多い。論文内では、Conv AE だけでなく、HOG+HOFを用い
た特徴量に対する AutoEncoderを用いたケースについても述べられているが、主に Conv AE
を用いたケースが比較手法として用いられている。 
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図 3.3.1 M. Hasan らの手法における Conv AE の概要図 [4] 
 
3.3.2 U-net による予測フレームの誤差を用いる異常検知 [2] 
 W. Liuらが提案した、U-netを用いた異常検知手法について述べる。本手法では、それまで
の複数フレームを入力として U-netによって次のフレームの画面を予測・生成する。その後、
予測フレームと実際のフレームの誤差として PSNR を用いて異常スコアを算出する。学習
時において、FlowNet[23]による Optical Flowの誤差を利用する他、学習に Discriminatorを用
いて GAN のように敵対的な学習方法を採用する等によって、公開データセット上で高い精
度を得ている手法である。 
 
 
図 3.3.2 W. Liuらの異常検知手法の概要図 [2] 
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第 4 章 予備実験：解像度による姿勢推定精度評価 
4.1 概要 
 提案手法では、要素技術として姿勢推定技術を用いている。そこで本章では予備実験と
して、解像度による人物姿勢検知精度についての評価について説明する。本実験の目的
は、監視カメラ映像の解像度と姿勢推定精度の関係を明らかにすることであり、本システ
ムが求める監視カメラの解像度について調査するためでもある。 
 
4.2 解像度ごとの姿勢推定精度の評価 
監視カメラ映像の解像度と姿勢推定精度の関係を明らかにするため、羽田空港国際線タ
ーミナル駅のホームにて、4K(3840x2160)ネットワークカメラを用いてデータセットの撮影
を行った。4K映像では、2K(1920x1080)映像よりも遠い場所にいる人物に対しても、人物の
検知およびその姿勢の推定が可能であると考えられるため、4K 映像を用いることで監視・
メタ情報の記録範囲の拡大が期待出来る。これを確認するため、以下の撮影シナリオに基づ
いて撮影を行った。 
4.2.1 撮影シナリオ 
 姿勢推定の対象とする映像データセットは以下の表 4.2.1.1及び図 4.2.1.1に示す撮影条件
によって撮影を行う。実際の映像監視を想定し、4K ネットワークカメラを 2m の高さに設
定した。その後、カメラから 20m～70m 以上の間で人物が移動する。人物は 10m 刻みに距
離を変えて数秒間停止し、40m以降は 5m間隔で距離を変更する。 
 以上の条件によって撮影された映像シーケンスの例を図 4.2.1.2に示す。 
 
表 4.2.1.1 4K映像データセットの撮影条件 
解像度 3840x2160 
フレームレート 30fps 
動画時間 15 秒 
撮影距離 10, 20, 30, 40, 45, 50, 55, 60, 65, 70[m] 
カメラの高さ 2[m] 
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図 4.2.1.1 撮影設定 
 
図 4.2.1.2 撮影シーケンス例 
 
4.2.2 実験環境 
本実験では 4Kネットワークカメラとして、図 4.2.2に示す Panasonicの AW-UE70Wを使
用した。本ネットワークカメラでは IP 伝送が可能であり、撮影した映像をクラウド等のサ
ーバ群へと伝送することが可能である。本実験においてもそのようなシステムを想定して
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いるため、IP 伝送にて 4K映像を取得した。 
 
図 4.2.2 実験に使用したカメラ：AW-UE70W 
 
 
4.2.3 評価実験 
 解像度と姿勢推定精度の関係を確認するための評価実験について説明する。上記にて撮
影した映像データセットを対象として OpenPoseを適用する。なお、OpenPoseでは、入力解
像度を変更することができるが、使用した GPUのメモリサイズの制約のため、4K映像全体
を入力できない。そこで本実験では、図 4.2.3.1 に示すように 4K 映像を 9 分割してそれぞ
れの内部解像度は 2Kとして OpenPoseを適用した。2K映像に対しては 9分割を行わず、内
部解像度 2Kを映像全体に適用した。 
 この際、各分割窓が重なる領域では、同一人物が重なってカウントされてしまうため、各
窓の解像度(=2K)を参照し、同様な姿勢の座標を持つ人物は 2重に検知しないものとした。 
 
図 4.2.3.1 4K映像の分割 
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解像度ごとの姿勢推定の精度評価の基準として、以下の二つの判定基準を使用した。 
⚫ 判定基準(1): OpenPoseが人として認識するか否か 
⚫ 判定基準(2): 主観的に、姿勢推定結果が正しいか否か 
それぞれの判定基準における、正しく検出できている例（OK）と正しく検出できていな
い例（NG）を図 4.2.3.2 に示した。判定基準(2)における主観判断について補足すると、図
4.2.3.2(b)では、姿勢を囲む矩形を表示しているが、この矩形が細過ぎる場合を NG と判定し
ている。各撮影地点につき、10 フレーム分のデータに対して姿勢推定を行い、上記の判定
基準に基づいて評価を行った。 
  
(a) 判定基準(1) 左: OK、右: NG 
  
(b) 判定基準(2) 左: OK、右: NG 
図 4.2.3.2: 姿勢推定の二つの判定基準 
 
4.2.4 評価実験結果 
上記評価実験の結果について、図 4.2.4 に示す。図 4.2.4 では、4K 映像と 2K 映像に対し
て OpenPoseを適用した際に、距離ごとに上記の判定基準において正しく検知出来た枚数を
示す。判定基準(1)では距離 70mにて、4K映像を用いることで 2K映像を用いた場合よりも
精度が上がったことが確認出来た。また判定基準(2)では、距離 45m付近から、2K映像を用
いたケースが徐々にその精度を落としている一方で、4K 映像を用いた場合では精度を高く
保っていることが確認出来た。 
また参考値として、距離ごとに人物の画面内に占めるおよそのピクセル数を表 4.2.4に示
す。この表と図 4.2.3 より、人物の占めるピクセル数が 20x70px周辺から、OpenPoseによる
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姿勢推定精度に変化が出始めることが分かる。 
 
 
 
 
(a) 判定基準(1) 
 
 
 
(b) 判定基準(2) 
図 4.2.4: 姿勢推定の解像度ごとの精度評価結果 
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表 4.2.4: 距離毎の画像内に人物が占めるピクセル数 
距離 4K[px] 2K[px] 
20m 82x270 41x135 
30m 60x188 30x99 
40m 44x140 22x70 
45m 38x126 19x63 
50m 34x110 17x55 
55m 32x100 16x50 
60m 30x92 15x46 
65m 26x86 13x43 
70m 24x80 12x40 
  
 
第 5 章 人物姿勢情報を用いた異常検知1 
5.1 概要 
 本章では、高精度かつ、画面上の大きさや背景ノイズへ頑健な監視映像システムの実現の
ため、姿勢推定による人物姿勢情報を用いた異常検知手法の提案を行う。具体的には、
OpenPose や SORT を活用することで、監視映像から各人物の姿勢情報を取得し Bounding 
Box を作成、データに対しての前処理・正規化を行った後に PCA による次元削減と GMM
による密度推定を行うことにより、異常検知システムを構築する。オリジナルのデータセッ
トや、公開データセット上での評価実験の結果、提案の異常検知手法は従来の異常検知手法
と比べて、画面上の大きさや背景ノイズに対して頑健であることを示し、SORTな手法に匹
敵する精度を達成することを確認した。 
 
5.2 OpenPose を活用した姿勢情報を用いた異常検知手法 (提案手法) [32] [33] 
 提案手法である、OpenPose を活用した人物姿勢情報を用いた異常検知手法について説明
                                                        
1 本章は以下の文献に基づいている。 
[一原賢吾, 竹内健, 甲藤二郎, "姿勢推定を活用した人物姿勢に基づく異常行動検知システ
ムの精度評価," 電子情報通信学会ソサイエティ大会, 2019年 9月] 
[Kengo Ichihara, Masaru Takeuchi and Jiro Katto, "Accuracy Evaluations of Video Anomaly 
Detection Using Human Pose Estimation," International Conference on Consumer Electronics, Jan. 
2020] 
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する。提案手法は、姿勢推定技術の一つである OpenPoseによる人物姿勢情報を特徴量とし
て活用し、密度推定によって通常の人物行動に対して確率分布を取得することで、映像にお
ける人物の異常行動検知を行う。図 5.2.1 は本手法の全体概要を示しており、図 5.2.2 は処
理フローを示している。本手法は図 5.2.2にあるように複数のステップから成り立つ。まず、
OpenPose を用いて映像データに対して姿勢推定を行う。次に、得られた姿勢情報に対して
正規化を行い、Bounding Box を作成する。次に、それらの姿勢情報に対して SORT により
人物トラッキングを行い、人物ごとのデータを獲得する。さらに、得られた人物ごとのデー
タに対して、指定されたシーケンス長の姿勢情報と Bounding Boxを結合する。その後、主
成分分析を用いてデータの次元削減を行った後、混合ガウスモデルによる密度推定を行う。
適用時には、作成された確率分布を用いて各データに対して、異常スコアを算出する。これ
らの処理の詳細を以降に述べる。 
 
図 5.2.1 姿勢情報を活用した異常検知システムの概要 
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図 5.2.2 提案システムの処理フロー 
 
(1) OpenPoseによる姿勢推定 
姿勢推定技術は現在活発に研究が進んでいる分野の一つである。提案手法では精度・動
作速度共に優れたパフォーマンスを持つ OpenPoseを人物姿勢推定手法として使用してい
る。図 5.2.3に示すように、OpenPoseは入力画像に対して人物の関節位置の座標を出力す
る。一方で、図 5.2.3 にあるようにポスター等に対して誤検知が発生するケースが存在す
る。OpenPoseによって取得出来る姿勢情報は図 5.2.4のように番号が振られており、それ
ぞれ(x座標、y座標、スコア)の三種類の情報が取得出来る。 
 
図 5.2.3 OpenPose の適用例 
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図 5.2.4 取得出来る姿勢情報 [24] 
 
(2) 姿勢情報の正規化・Bounding Box の作成 
図 5.2.4のように取得出来る姿勢情報のうち、頭部には複数の関節点があるが、取得に失
敗しやすい部位でもある。取得失敗によるノイズの軽減のため、頭部の関節点を一つの関節
点としてまとめる。また情報量削減のため、図 5.2.4における 1, 8, 11 に対応する点を除き、
11 点の座標を用いるような前処理を施している。また、姿勢推定における確信度を示すス
コアの平均値が低い場合、誤検知である可能性が高いため、スコアが低い姿勢に対しては使
用しない。 
また、フレーム全体における座標を保持する姿勢情報から、Bounding Boxを作成した。続
いて、姿勢情報の座標情報を 0~1 の間に正規化した。正規化の際、姿勢情報の座標情報で
が、図 5.2.6 に示すように人物の左上を 0、右下を 1 とするように正規化を行う。これらの
正規化は、人物の姿勢の細部についてより反映されやすくさせる目的がある。次に、正規化
によって失われた「画面全体において人物がどの位置にいるのか」を、Bounding Box によっ
て補間する。Bounding Box は、最小の x, y座標と最大の x, y座標からなる 4点で構成され
ており、この後の SORTによるトラッキングでもこの Bounding Box を元にトラッキングを
行う。 
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 図 5.2.5 姿勢情報から Bounding Boxの作成  
 
図 5.2.6 姿勢情報の正規化 
(3) SORT による人物トラッキング 
前項までで得られた姿勢情報と Bounding Box はあくまで各フレームのデータであり、こ
のままでは人物ごとの異常検知を行うことが出来ない。そのため、人物トラッキングによ
り得られた姿勢情報と Bounding Boxに対して IDを割り当てる。この際、人物トラッキン
グ手法として関連技術でも述べた SORT を用いた。これにより、人物ごとの姿勢情報が時
系列に沿って収集することが出来る。 
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(4) 姿勢情報と Bounding Boxの結合 
前項までの姿勢情報と Bounding Boxの情報を結合する。また、得られた人物データ数が
想定しているシーケンス数よりも少ない場合、姿勢推定における誤検知の可能性が高いた
め使用していない。また、Bounding Box は最初のフレームの Bounding Boxと、最後のフレ
ームと最初のフレームの差分のみを結合対象とする。Bounding Boxは人物全体の動きと大
きさを捉えるために利用しており、それをより強調しノイズを減らすためにこのようにデ
ータ量を減らしている。 
 
(5) PCA による次元削減 
前項までで得られた人物ごとのデータに対して、PCA による次元削減を行う。PCA によ
る次元削減は、後段の GMMによる密度推定の精度を向上させるために行っている。 
 
(6) 学習時：GMMによる密度推定 
PCA で次元削減を行ったデータに対して、GMMによる密度推定を行う。GMMによる密
度推定の詳細については、関連技術の項で述べたため省く。これにより、人物の姿勢情報を
特徴量とし、人物行動ごとの発生確率を求めることが出来る。学習時は、異常行動が含まれ
ない通常行動のみのデータセットを用いる。そのため、通常行動に対する確率分布を作成す
る。 
 
(7) 適用(評価)時：異常スコア算出 
入力データ群 Dについての確率分布は、入力𝑥に対して、𝑝(𝑥|𝐷)を出力する。そこで、「発
生確率が高いデータに対しては、低い異常スコア」、「発生確率が低いデータに対しては、高
い異常スコア」を与えるように異常スコアを算出する。そこで、シャノン情報量と同じよう
な式として、以下の式(5.2.1)を用いて、異常スコアを以下のように表せる。 
𝑎(𝑥) = −𝑙𝑛 𝑝(𝑥|𝐷)  (5.2.1) 
 提案システムにおいても、上に述べた異常スコアを算出し、最終的に 0~1 に正規化し評
価を行う。 
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5.3 評価実験(1)- 独自データセット上での精度評価- 
 
5.3.1実験目的 
 前節では、姿勢推定による人物姿勢情報を用いた異常検知システムについて提案した。
本節では、羽田空港国際線ターミナルにてデータセットを作成し、画面上小さな異常も含
まれる本データセットにおける提案システムの特性評価を行う。 
 
5.3.2評価データセット 
 異常検知分野においては、学習用の通常シナリオのデータと、評価用の異常シナリオのデ
ータを含む評価データセットが用いられる。そこで、同様に通常行動のみで構成される通常
シナリオと、異常行動を含む異常シナリオを撮影しデータセットを作成した。 
(1) 通常シナリオ  
図 5.3.2.1 に通常シナリオの概要図を示す。羽田空港国際線ターミナルにて 4K ネットワ
ークカメラを設置し、これを PCとネットワーク接続する。監視映像を想定しネットワーク
カメラは 2m の位置に設置した。通常シナリオとして、複数人がカメラから 60m 以上の範
囲内において歩行を行う。その際、画面奥へと複数人物が歩くパターンと、画面前に複数人
物が歩いて来るパターンの 2パターンを、歩くルートを変える等して、30秒程度ずつ 20本
撮影を行った。 
以上の通常シナリオにて撮影された映像の例を図 5.3.2.2に示す。 
 
図 5.3.2.1 通常シナリオ概要図 
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図 5.3.2.2 撮影された通常シーケンス例 
 
 (2) 異常シナリオ  
図 5.3.2.3 に異常シナリオの概要図を示す。通常シナリオの撮影時と同様の撮影環境で撮
影を行う。異常シナリオとして、人物がカメラから 10m~60m以上の範囲内において 10m刻
みに距離を変えながら 6 地点で同じ異常行動を行う。異常行動は「うずくまる」、「手を振
る」、「ジャンプ」、「物を投げる」の 4種類を撮影した。 
以上の通常シナリオにて撮影された映像の例を図 5.3.2.4に示す。 
 
図 5.3.2.3 異常シナリオの概要図 
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図 5.3.2.4 撮影された異常シーケンス例 
(3) データセット補足 
 図 5.3.2.5 にあるように、手前に作業者がいる他、通常行動の多くや評価対象とする異常
行動が赤枠の範囲内で発生する。そのため、4K カメラで撮影した映像中において、実際の
学習・評価対象とする監視領域を、以下の赤枠範囲(2K)とする。また、学習データや評価デ
ータのデータ数を含めたデータセット詳細を表 5.3.2に示す。 
 
図 5.3.2.5 映像中における実際の監視領域 
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表 5.3.2 映像データセット詳細 
解像度 1920x1080 
フレームレート 30 fps 
訓練データ数 4,229 枚 
評価データ数 1,993 枚 
「うずくまる」データ数 566 枚 
「手を振る」データ数 443 枚 
「ジャンプ」データ数 434 枚 
「物を投げる」データ数 550 枚 
 
 
5.3.3 評価実験 
 評価実験の詳細について述べる。前節にて作成したデータセットに対して、提案する異常
検知手法を適用し、その ROC・AUCを算出する。また提案手法以外に 2つの手法を実装し、
同様の条件で比較を行った。その際、提案手法と比較手法 2に関しては、2K解像度での評
価が可能であったため、2K解像度での評価を行った。一方で、比較手法 1では GPUのメモ
リの制約上、入力解像度を 839x839の解像度としたため、それに合わせて提案手法も解像度
を 832x832にした場合でも評価を行った。それぞれの比較手法について以下に説明する。 
(1) 比較手法 1:  
比較手法の一つとして、Convolutional AutoEncoder(Conv AE)ベースの手法[4]を実装した。
関連研究の節にて述べた通り、本手法では Conv AE による再構成画像と、実際の画像との
誤差を異常スコアとする手法である。元論文に合わせて、各ピクセルは RGB の 3次元では
なくモノクロの 1次元の再構成とした。 
以下に、比較手法 1における Conv AE による再構成の例を示す。 
 
図 5.3.3.1 Conv AE による再構成例 [左: 入力画像 中央: 再構成画像 右: 差分] 
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(2) 比較手法 2:  
 もう一つの比較手法として、画像特徴量ベースの手法を実装した。本手法は R. Hinamiら
の手法[5]をベースとした手法であるが、[5]の実装とは内部で使用したネットワークモデル
が異なるため説明する。R. Hinamiらの手法では人物検知手法として、Fast-RCNN[25]を用い
ているが、本手法では後発の手法となる OpenPoseを人物検知手法として使用している。ま
た[5]では、特徴抽出器として Microsoft COCO[15]で学習された AlexNet[16]を使用している
一方で、本手法では ImageNet[17]で学習された Resnet152[18]をネットワークモデルとして
使用している。また、異常検知部分に関しても、R. Hinamiらの手法では KDE を使用してい
たが、本手法では GMMによる密度推定を使用している。 
  
 
 
5.3.4実験結果 
 評価実験結果を図 5.3.4.1および図 5.3.4.2に示す。図 5.3.4.1は、羽田データセットにおけ
る提案手法、及び比較手法(1)・(2)の ROC曲線である。また、図 5.3.4.2 は ROC曲線から算
出した AUC をそれぞれ示している。 
図 5.3.4.1および図 5.3.4.2から、提案手法が羽田データセット上で比較手法に対して高い
異常検知精度を得ていることが分かる。また、解像度を落とすことで提案手法の精度が下が
っているが、これは羽田データセットには画面上小さな異常検知が含まれているため、入力
解像度が下がる影響が強く出たためと考えられる。 
図 5.3.4.3 は、各異常シナリオデータにおける各手法の異常スコアの推移を示している。
羽田データセットにおける異常シナリオでは、フレームが進むにつれて、人物が画面奥に進
んでいく特徴がある。この図から、既存手法の Conv AE ベースの手法では、カメラ手前の
人物動作に過敏に反応する一方で、人物がカメラから遠ざかるにつれて異常スコアが急激
に小さくなることが分かる。これは、Conv AEによる再構成誤差を用いる影響であると考え
られ、画面手前に動きがある場合、これらの再構成誤差を用いる手法では再構成誤差が大き
くなることによるノイズが発生すると考えられる。一方で、特徴量ベースである提案手法と
比較手法(2)は、人物のカメラ位置による影響は Conv AE ベースの手法と比べると小さい。 
2K 解像度を使用した場合の提案手法では、画面奥で発生している異常行動に対しても正
しく検知することが出来ていることが分かる。また、同じく 2K解像度で評価した比較手法
(2)と比べても、通常の歩行時と異常行動時における異常スコアをより明確に分離出来てい
ることが分かる。一方で、提案手法においても解像度を 832x832へと落とした場合は、人物
が画面奥へと進み小さくなるにつれて、異常検知精度が落ちていることが読み取れる。 
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図 5.3.4.1 各手法の ROC曲線 
 
図 5.3.4.2 各手法の AUC 
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 図 5.3.4.3 “うずくまる”異常シナリオにおける、各手法での異常スコアの推移  
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5.4 評価実験(2)-公開データセット上での精度評価- 
 
5.4.1実験目的 
 前節では、画面上小さな異常も含まれる羽田データセットにおける提案システムの特性
評価を行った。本節では、公開データセットである ShanghaiTech Dataset[29]上で、従来手
法との比較評価実験を行う。この実験により本手法が、公開データセット上での異常検知
タスクにおいて有効な手法であることを示す。 
 
5.4.2評価データセット 
 ShanghaiTech Dataset は異常検知用のデータセットである。そのため羽田データセットと
同様に、通常行動のみで構成される通常シナリオと、異常行動を含む異常シナリオが用意さ
れており、それぞれ以下のような映像で構成される。 
(1) 通常シナリオ  
ShanghaiTech Datasetでは、大学のキャンパス周辺の複数の地点の映像が用意されている。
通常シナリオの映像例を図 5.4.2.1 に示す。このように、通常シナリオでは複数の人物が歩
行している映像となっている。カメラの設置位置等の設定は統一されておらず、様々な視点
から撮影されている。 
  
  
図 5.4.2.1 通常シーケンス例 [29] 
 
 
 
 
 41 
(2) 異常シナリオ 
ShanghaiTech Dataset の異常シナリオは他データセットと比べても、検知が難しい行動が
用意されている。図 5.4.2.2に異常シナリオの映像例を示している。通常シナリオと同様に、
解像度は 856x480 で提供されている。図 5.4.2.2 にある通り、異常行動は複数例用意されて
おり、図 5.4.2.2 左上では、自転車での走行が異常と定義され、同図右上では 2 人の人物が
走っている様子が異常とされている他、同図右下は柵を飛び越える様子が異常とされてい
る。同図左下の映像は一見通常の歩行に見えるが、画面右の人物は同じ場所を何度も歩き続
けており、時系列な特徴を汲み取る必要がある異常行動となっている。 
表 5.4.2に shanghaiデータセットのデータ数や解像度を含めた詳細を示す。 
  
  
図 5.4.2.2 異常シーケンス例 [29] 
 
表 5.4.2 shanghaiデータセット詳細 
解像度 856x480 
フレームレート 24 fps 
訓練データ数 274,925 枚 
評価データ数 40,791 枚 
 
5.4.3 評価実験 
 評価実験の詳細について述べる。実験(1)と同様に、前節にて作成したデータセットに対
して提案する異常検知手法を適用し、ROC・AUC を算出する。また提案手法以外に、実験
(1)の比較手法(1)と同じ手法である、Conv AE ベースの手法[4]についても評価を行った。ま
た、既存手法との比較として、W. Liuらの手法[2]やW. Luoらの手法[3]についてもその AUC
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比較を行った。[2]と[3]については実装を行っておらず関連研究に述べた通りであるため、
説明は省く。実験(1)とは異なり、データセットの解像度が 856x480 であるため、GPU メモ
リの制約等もない。そのため、全て同じ解像度を対象として行っている。 
 
5.4.4 評価実験結果 
 評価実験結果を図 5.4.4.1および図 5.4.4.2に示す。図 5.4.4.1は、ShanghaiTech Datasetにお
ける提案手法、及び Conv AEベースの比較手法の ROC 曲線である。実装を行ったのがこれ
らの二つの手法であるため、二つの手法のみの ROC 曲線となっている。また、図 5.4.4.2は
ROC曲線から算出した AUC をそれぞれ示している。また、提案手法において異常の検知に
成功したケースを図 5.4.4.3 に、未検知・誤検知によって異常検知に失敗したケースの例を
図 5.4.4.4に示す。 
図 5.4.4.1および図 5.4.4.2から、提案手法が ShanghaiTech Dataset上で高い異常検知精度を
得ていることが分かる。U-netを用いた手法[2]は昨年までの SOTA な手法であるが、それと
比べても非常に近い精度を得ていることが分かる。更に従来のデータ再構成を用いる手法
として代表的な手法の一つである Conv AEベースの手法、及び Sparse Coding を用いた手法
[3]に対して、より高い精度が得ることが出来ている。 
これらの比較評価結果から、姿勢情報を用いた異常検知手法が ShanghaiTech Datasetにお
ける異常検知タスクにおいて、有効に働く手法であることが分かる。本提案手法における
PCA+GMM という異常検知部分は従来からある手法であるため、姿勢推定による姿勢情報
が人物の異常行動検知に有効に働いていることが分かる。 
図 5.4.4.3 にある通り、提案手法では姿勢が鮮明に取れるケースについては精度良く検知
出来る。人が倒れているような、姿勢に大きな特徴が出るケースでは高い精度が得られた。
他の走る動作については、姿勢情報による検知というより、その速度に対して Bounding Box
が反応出来ていると考えられる。 
一方で、図 5.4.4.4 のように、姿勢に反映されにくい動作についてはその検知精度は低い
ことが分かる。そもそも車等によって身体が隠れて姿勢情報が取得できないケースにおい
ては、検知に失敗する他、画面奥での異常行動等、映像の解像度的に姿勢推定が安定しない
場合においても失敗ケースがあった。自転車等は図 5.4.4.3 のように正しく検知出来るケー
スもあったが、図 5.4.4.4のように姿勢推定に失敗し、異常を検知出来ないケースもあった。 
 総じて、姿勢情報が正しく取得出来、姿勢に特徴の出るケースでは精度良く検知傾向にあ
る一方で、車等により身体が隠れるケース等で姿勢情報が安定して検知出来ないケースに
ついては精度が悪化する傾向が見られた。そのため、解像度が足りないために姿勢推定に失
敗する場合は該当箇所の解像度を上げることで、車等によって身体が隠れるケース等では、
姿勢以外の画面情報を併用することでこれらのケースの検知精度が上がると考えられる。 
 
  
 43 
 
図 5.4.4.1 ShanghaiTech Datasetにおける提案手法と Conv AE ベース手法の ROC 曲線 
 
図 5.4.4.2 ShanghaiTech Datasetにおける各手法の AUC 比較 
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図 5.4.4.3 提案手法にて正しく検知出来た例 
 
  
  
図 5.4.4.4 提案手法にて検知に失敗した例 
 
 
  
 45 
5.5 評価実験(3)-シーン変化させた場合の精度評価- 
5.5.1実験目的 
 前節では、公開データセットである ShanghaiTech Datasetにおける提案システムの特性評
価を行った。本節では、前節と同じ ShanghaiTech Datasetを用いて、背景情報に対する頑健
性について従来手法との比較評価実験を行う。この実験により本手法が、背景やシーンが
変化した場合においても有効であることを示す。背景やシーンへの変化に対して頑健であ
ることは、同様の設定の複数の監視カメラに対して、同一の学習済み異常検知モデルを応
用することが出来る可能性が上がると考えられる。 
 
5.5.2評価データセット 
 ShanghaiTech Dataset のある地点のシーケンスのみを学習対象とする。学習対象と同じ場
所で撮影された異常シナリオと、学習対象と違う場所で撮影された異常シナリオ全ての二
種類を評価用シーケンスとする。 
(1) 学習用データ  
ShanghaiTech Dataset では、複数の地点の映像が用意されているが、本実験ではある地点
のシーケンスのみを学習対象とする。学習用データの映像例を図 5.5.2.1 に示す。通常シナ
リオでは複数の人物が歩行している映像となっており、解像度は 856x480、フレームレート
は 24[fps]で撮影されている。 
  
図 5.5.2.1 学習用データの例 [29] 
(2) 評価用データ 
本実験では、学習用データと同じ場所で撮影された異常シナリオを評価用データ(1)とし、
学習用データと違う場所で撮影された異常シナリオを評価用データ(2)と定義する。図
5.5.2.2 及び図 5.5.2.3 に評価用データの映像例を示している。通常シナリオと同様に、解像
度は 856x480で提供されている。表 5.5.2に学習用データと各評価データのデータ数を含め
たデータセット詳細について示す。 
 
表 5.5.2 データセット詳細 
解像度 856x480 
フレームレート 24 fps 
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訓練データ数 70,079 枚 
評価データ(1) データ数 11,894 枚 
評価データ(2) データ数 28,897 枚 
 
  
  
図 5.5.2.2 評価用データ(1)におけるシーケンス例 [29] 
  
  
図 5.5.2.3 評価用データ(2)におけるシーケンス例 [29] 
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5.5.3 評価実験 
 評価実験について述べる。前節までの実験と同様に、上記データセットに対して提案する
異常検知手法を適用し、ROC・AUC を算出する。また提案手法以外に、画面再構成を用い
る手法において代表的な手法の一つである Conv AE ベースの手法[4]について評価を行った。
これにより、画面再構成を用いる手法と提案手法における、背景情報やシーンへの変化に対
しての頑健性を調査する。 
 
5.5.4 評価実験結果 
評価実験結果を図 5.5.4.1 および図 5.5.4.2 に示す。図 5.4.4.1 は ROC 曲線から算出した
AUCと、評価用データ(1)、(2)における AUCの差をそれぞれ示している。図 5.4.4.2は、評
価用データ(1)、(2)における提案手法、及び Conv AE ベースの比較手法の ROC 曲線である。 
 学習用データと別の場所で撮影された評価用データ(2)において、従来手法よりも高い精
度を得ていることが、図 5.5.4.1および図 5.5.4.2から分かる。一方で、学習用データと同
じ場所で撮影された評価用データ(1)においては、従来手法の方が高い精度を得た。その原
因として、従来手法では学習用データと同じシーンの場合画面再構成の精度が高くなるた
め、自転車等の動きの激しい異常動作に対して精度よく反応出来ると考えられる。 
 一方で、提案手法が評価用データ(2)において高い精度を獲得できた要因として、提案手
法である姿勢情報を用いた異常システムでは、人物の姿勢情報と Bounding Boxのみを特徴
量とするため、背景情報やシーンの変化に対して頑健であるためと考えられる。また、別
シーンに適用した際の精度劣化が少ないことは、図 5.5.4.1における評価用データ(1), (2)の
差分においても確認出来る。 
 
図 5.5.4.1 各評価用データセット上での AUCと、その差分(精度劣化) 
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(a) 評価用データ(1)における ROC曲線 
 
 
(b) 評価用データ(2)における ROC曲線 
図 5.5.4.2 各評価用データにおける ROC 曲線 
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第 6 章 まとめと今後の展望 
6.1 まとめ 
 本稿では、高精度な異常検知システムの実現に向けて、姿勢推定による姿勢情報を用い
た異常検知手法の提案を行った。1章では本研究の背景を説明し、セキュリティ意識の向
上や異常検知システムの重要性について述べた。次の 2章では、次元圧縮や密度推定、 
姿勢推定技術や生成モデルといった関連技術についての説明を行った。3章では、映像監
視を想定した異常検知の既存手法について述べ、本分野におけるアプローチを 2種類に分
けて説明した。続く 4章では、予備実験として解像度による姿勢推定の精度評価を行っ
た。提案手法では姿勢推定を用いるため解像度による監視範囲の増大について調査するた
めに行った実験で、4Kカメラを用いて作成した独自データセット上で評価基準を設けて評
価した。評価実験の結果、高い解像度を用いることで姿勢推定精度が改善することを確認
した。最後に 5章では、提案手法について述べた後、3つの特性評価実験を行った。 
実験(1)の結果、姿勢情報を用いることで画面上小さな異常についても検知出来ることを確
認した。実験(2)の結果、提案手法が公開データセット上においても、非常に高い精度を達
成出来ることを確認した。実験(3)の結果、姿勢情報を用いる本手法が、既存手法と比べて
背景情報やシーンの変化に対して頑健であることを確認した。 
 
6.2 今後の展望 
今後の展望として、現状の手法に画面特徴量を盛り込むような形にすることで、現状の
手法で考慮出来ないような異常イベントに対応することを検討している。本論文で提案し
ている人物姿勢を用いた異常検知では、人物姿勢が取得出来る範囲での検知精度が高い一
方で、人物姿勢が関与しない異常イベントや、車等によるオクルージョン等によって取得
に失敗するケースに対して精度が低下する傾向が見られた。これに対して姿勢情報という
座標情報だけでなく見た目に関する情報を用いる等することで、上記のような異常イベン
トに対しても頑健に反応出来ると考えられる。また、実環境における試験運用を行い、現
状のシステムの実際の監視業務における問題点等を把握し、改善案を検討することは今後
の課題である。 
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