Fitting the thermal X-ray spectra of neutron stars (NSs) in quiescent X-ray binaries can constrain the masses and radii of NSs. The effect of undetected hot spots on the spectrum, and thus on the inferred NS mass and radius, has not yet been explored for appropriate atmospheres and spectra. A hot spot would harden the observed spectrum, so that spectral modeling tends to infer radii that are too small. However, a hot spot may also produce detectable pulsations.
1. INTRODUCTION One of the most intriguing unsolved questions in physics is the equation of state (EOS) of cold, supranuclear-density matter which lies in the cores of neutron stars (NSs). Since each proposed EOS allows a limited range of values for the NS mass M and radius R, accurate measurements of M and R can be used to constrain the NS EOS (see for reviews : Lattimer & Prakash 2007; Hebeler et al. 2013; Özel 2013; Lattimer & Prakash 2016; Haensel et al. 2016; Steiner et al. 2016) .
While it is possible, in some cases, to obtain accurate NS mass measurements (e.g. Demorest et al. 2010; Freire et al. 2011; Antoniadis et al. 2013; Ransom et al. 2014) , it is difficult to determine the NS radius. One method for determining the size of a NS is through a modification of the blackbody radius method (van Paradijs 1979) : if the distance, flux and temperature of a perfect blackbody sphere can be measured, then its radius is also known. Since NSs are not perfect blackbodies, this method has been modified to take into account more realistic spectra. General relativistic effects also make these radius measurements degenerate with mass, providing constraints along curved tracks close to lines of constant R ∞ = R/ 1 − 2GM/(Rc 2 ), where M and R are the NS mass and radius.
The two main types of NSs that this method has been applied to are NSs with Type I X-ray bursts, and NSs in quiescent low mass X-ray binaries (qLMXBs). Some NSs that have Type I X-ray bursts also exhibit photospheric radius expansion (PRE) bursts, and these systems have great potential (Sztajno et al. 1987; Damen et al. 1990 ; Lewin et al. 1993; Özel 2006) to provide EOS constraints. Observations of PRE bursts and fitting to different spectral models has provided some estimations of the NS mass and radius (Özel et al. 2009; Güver et al. 2010b,a; Suleimanov et al. 2011; Poutanen et al. 2014; Nättilä et al. 2015) . However, a variety of uncertainties in the chemical composition of the photosphere, the emission anisotropy, color correction factors, and changes in the persistent accretion flux, complicate these analyses (Bhattacharyya 2010; Steiner et al. 2010; Galloway & Lampe 2012; Zamfir et al. 2012; Worpel et al. 2013; Özel et al. 2016 ).
An alternative approach is to fit the emission from lowmass X-ray binaries during quiescence (qLMXBs). During quiescence, the X-rays are (often) dominated by thermal emission from the quiet NS surface, due to heating of the NS core and crust during accretion episodes (Brown et al. 1998) . Nonthermal emission is often present, and typically fit by a power-law; this emission may be produced by accretion, synchrotron emission from an active pulsar wind, and/or a shock between this wind and inflowing matter (Campana et al. 1998; Deufel et al. 2001; Cackett et al. 2010; Bogdanov et al. 2011; Chakrabarty et al. 2014) . The thermal emission passes through a single-component atmosphere (typically a few cm layer of H, which would have a mass of ∼ 10 −20 M ⊙ for ∼ 1 cm ) , since the elements gravitationally settle within seconds (Alcock & Illarionov 1980; Hameury et al. 1983) . Current physical models of hydrogen atmospheres in low magnetic fields (appropriate for old accreting NSs) are very consistent and reliable (Zavlin et al. 1996; Rajagopal & Romani 1996; Heinke et al. 2006; Haakonsen et al. 2012) .
Recent work has focused on qLMXBs in globular clusters, where the distance can be known as accurately as 6% (Woodley et al. 2012) , thus enabling stringent constraints on the radius (Rutledge et al. 2002) . Observations with Chandra and its ACIS detector (high spatial and moderate spectral res-olution), or XMM-Newton with its EPIC detector (moderate spatial resolution, higher sensitivity) have allowed the identification and spectroscopy of globular cluster qLMXBs. Several dozen qLMXBs are now known in globular clusters, but only a few provide sufficient flux, and have sufficiently little interstellar gas absorption, to provide useful constraints (e.g. Heinke et al. 2006; Webb & Barret 2007; Guillot et al. 2011; Servillat et al. 2012) . The errors on a few of these measurements are beginning to approach 1 km, or ∼10% ( see e.g. Guillot et al. 2013) , at which point they become useful for constraining nuclear physics (Lattimer & Prakash 2001) . Indeed, a new Chandra observation of the qLMXB X7 in 47 Tuc provides radius uncertainties at the 10% level (Bogdanov et al. 2016) .
Thus, it has now become crucially important to identify and constrain systematic uncertainties in the qLMXB spectral fitting method. Previous works have checked the effects of variations between hydrogen atmosphere models (Heinke et al. 2006; Haakonsen et al. 2012) , distance errors (Heinke et al. 2006; Guillot et al. 2011 Guillot et al. , 2013 Heinke et al. 2014; Bogdanov et al. 2016) , detector systematics (Heinke et al. 2006; Guillot et al. 2011; Heinke et al. 2014) , and modeling of the interstellar medium Bogdanov et al. 2016) . The largest systematic uncertainty identified so far is the atmospheric composition. If the accreted material contains no hydrogen (as expected from white dwarfs that make up 1/3 of known LMXBs in globular clusters, Bahramian et al. 2014) , then a helium (or heavier element) atmosphere will be produced. Such helium atmospheres will have harder spectra than hydrogen atmospheres, so the inferred radii will be larger, typically by about 50% (Servillat et al. 2012; Catuneanu et al. 2013; Lattimer & Steiner 2014; Heinke et al. 2014 ). This uncertainty can be addressed by identification of the nature of the donor (e.g. by detecting Hα emission, Haggard et al. 2004 , or orbital periods, Heinke et al. 2003 .
Another serious concern is the possible presence of temperature inhomogeneities-hot spots-on the surface of the NS. The presence of possible hot spots is a well-known concern when modeling the emission from several varieties of NSs (e.g. Greenstein et al. 1983; Zavlin et al. 2000; Pons et al. 2002) . The thermal radiation from the surface can be inhomogeneous if the polar caps of the NS are heated, either through irradiation by positrons and electrons for an active radio pulsar (Harding et al. 2002) , or via accretion if the magnetic field of the NS is strong enough to channel accreting matter onto the magnetic poles (Gierliński et al. 2002) , or channeling of heat from the core to the poles if the internal magnetic field is of order 10 12 G (Greenstein et al. 1983; Potekhin & Yakovlev 2001; Geppert et al. 2004 ). The result is pulsed emission from the NS surface, which can be detected if the temperature anisotropy, spot size, geometry relative to the observer, and detector sensitivity are favorable. Note that careful measurement of the shape of the pulse profile can constrain the ratio of mass and radius, or even both independently (e.g. Morsink et al. 2007; Bogdanov 2013; Psaltis et al. 2014; Miller & Miller 2015) ; in contrast, in our case, undetected temperature inhomogeneities may bias our method.
If the hot spots are not large or hot enough, or the emission geometry not favourable, the overall pulse amplitude may be too low to be detected. However, the undetected hot spots will affect the spectrum of the emitted light, typically hardening the spectrum compared to a star with a uniform temperature. If one were to fit the star's spectrum with a single temperature, the presence of undetected hot spots will cause the inferred temperature to be higher, and the inferred radius to be smaller, than their true values. The fluxes from qLMXBs are generally so low that it is difficult to conduct effective pulsation searches, leaving open the possibility of hot spots. Investigating the effect of undetected hot spots on the inferred NS radius, in the context of the qLMXBs, is the focus of this paper.
Our goal is to answer three questions. First, what pulsed flux fraction will be produced by hot spots of relevant ranges of size and temperature difference? Since this depends on the angle between the hot spot and NS rotational axis and between the rotational axis and the observer, the results will be probability distribution functions. Detailed calculations for this problem have been done for blackbody emission (Psaltis et al. 2000; Lamb et al. 2009) , with angular beaming dependence appropriate for the accretion-and nuclear-powered pulsations observed in accreting systems in outburst. However, this calculation has not been performed specifically for hydrogen atmosphere models (which experience greater limb darkening) at temperatures relevant to quiescent NS low-mass X-ray binaries. Second, given constraints on pulsed flux from a given quiescent NS low-mass X-ray binary, what constraints can we then impose on temperature differentials on the NS surface? Third, how much error is incurred in calculations of the NS mass and radius by spectral fitting to a single-temperature NS, particularly for hot spots within the constraints determined above?
Although much of our calculations are general, we will apply them to the specific cases of the relatively bright (L X ∼ 10 33 erg/s) quiescent NS low-mass X-ray binaries X5 and X7 in the globular cluster 47 Tuc, due to their suitability for placing constraints on the NS radius. 47 Tuc is at a distance of 4.6±0.2 kpc (Woodley et al. 2012; Hansen et al. 2013 ) and experiences little Galactic reddening, E(B − V ) = 0.024 ± 0.004 (Gratton et al. 2003) . X-ray emission was discovered from 47 Tuc by Einstein (Hertz & Grindlay 1983) , and resolved into nine sources by ROSAT (Hasinger et al. 1994; Verbunt & Hasinger 1998) . Spectral analysis of the two bright X-ray sources X5 and X7 in initial Chandra ACIS data identified them as qLMXBs with dominantly thermal X-ray emission (Grindlay et al. 2001; Heinke et al. 2003) . X5 suffers varying obscuration and eclipses as a result of its edge-on 8.7-hour orbit (Heinke et al. 2003) , and has a known optical counterpart (Edmonds et al. 2002) .
Deeper (300 ks) Chandra ACIS observations provided large numbers of counts, enabling tight constraints on X7's radius, 14.5 +1.6 −1.4 km for an assumed 1.4 M ⊙ mass (Heinke et al. 2006 ). However, these spectra suffered from significant pileup, the combination of energies from multiple X-ray photons that land in nearby pixels during one exposure (Davis 2001) . Although a model was used to correct for this effect, this pileup model contributed unquantified systematic uncertainties to the analysis, and thus the reported constraint is no longer generally accepted (e.g. Steiner et al. 2010) . A new, 180 ks Chandra observation of 47 Tuc in 2014-2015 was taken with Chandra's ACIS detector in a mode minimizing pileup effects, providing a high-quality spectrum of X7 that enables tight constraints on the radius (Bogdanov et al. 2016) . Our simulated spectra below are designed specifically to model the effects of hot spots on this new spectrum of X7.
In addition, extremely deep (800 ks) Chandra observa- tions of 47 Tuc have been performed with the HRC-S detector (Cameron et al. 2007) , which retains high (microsecond) timing resolution, though it has very poor spectral resolution. This dataset enables a search for pulsations from X7 and X5, which we report in this work, utilizing acceleration searches (Ransom et al. 2001) . Our constraints on the pulsed fractions from X7 and X5, thus, can enable us to place constraints on the effects of undetected hot spots upon their spectra. Naturally, these constraints are probabilistic in nature, since the orientation of the NS, and of hot spots on it, affects the probability of detecting pulsations from hot spots of a given size and temperature. We also consider what constraints may be obtained from the deeper pulsation limits from XMM-Newton observations of the (non-cluster) qLMXB Cen X-4 D' Angelo et al. (2015) .
THEORETICAL MODEL
Our model assumes a spherical neutron star of mass M with radius R, and spin frequency f . The emission from most of the star is at one fixed temperature T NS , but with one circular spot with a higher temperature T spot . The spot's angular radius is ρ, and the emission angle e is the angle between the star's spin axis and the centre of the spot. The inclination angle i measures the angle between the spin axis and the direction of the observer. Figure 1 shows a schematic representation of the angles used in our model. The distance to the star is d and the gas column density is N H . This leads to a total of 10 parameters to describe the flux from a star with a hot spot.
For most of our calculations, we choose the spot size to match that predicted by the polar cap model, (Lyne et al. 2006, equation 18.4) :
where c is the speed of light. This formulation reduces the number of parameters in our problem by one. This appears to be a reasonably adequate approximation for the trend of the size of X-ray emitting hot spots on radio pulsars, as suggested by phase-resolved X-ray spectral fitting of PSR J0437-4715 (Bogdanov 2013) , the Vela pulsar (Manzali et al. 2007 ), PSR B1055-52, and PSR B0656+14 (De Luca et al. 2005) . It is not known if this is a good approximation for the spot size for qLMXBs. We will show that the dependence of pulsed fraction on spin frequency (for fixed spot size) is small. The hydrogen atmosphere model (McClintock et al. 2004; Heinke et al. 2006 ; similar to that of Zavlin et al. 1996 and Lloyd 2003 ) assumes a thin static layer of pure hydrogen (R H-atm ≪ R NS ), which allows the use of a plane-parallel approximation. We assume (following e.g. Bhattacharya & van den Heuvel 1991) that the NS is weakly magnetized (B ≪ 10 9 G), therefore the effects of the magnetic field on the opacity and equation of state of the atmosphere can be neglected. The opacity within the atmosphere is due to a combination of thermal free-free absorption and Thomson scattering. Light-element neutron star atmosphere models shift the peak of the emission to higher energies, relative to a blackbody model at the same effective surface temperature, due to the strong frequency dependence of free-free absorption (Romani 1987; Zavlin et al. 1996; Rajagopal & Romani 1996) . The opacity of the atmosphere introduces an angular dependence to the radiation which is beamed towards the normal to the surface, leading to a limb-darkening effect (Zavlin et al. 1996; Bogdanov et al. 2007 ). Limb-darkening leads to a higher pulsed fraction compared to isotropic surface emission, since the effects of light-bending and Doppler boosting are reduced (Pavlov et al. 1994; Bogdanov et al. 2007 ). The flux from the hydrogen atmosphere decreases slightly as the acceleration due to gravity increases, while it increases as the effective temperature increases.
The flux from the star is computed using the Schwarzschild plus Doppler approximation (Miller & Lamb 1998; Poutanen & Gierliński 2003) where the gravitational light-bending is computed using the Schwarzschild metric (Pechenick et al. 1983 ) and then Doppler effects are added as though the star were a rotating object with no gravitational field. This approximation captures the most important features of the pulsed emission for rapid rotation , except for effects due to the oblateness of the star ). The oblate shape of the star is not included in the computations done in this paper, since the oblate shape only adds small corrections to the pulsed fraction compared to factors such as the temperature differential and spot size. In addition, it has been shown (Bauböck et al. 2015a ) that the oblate shape affects the inferred radius (at the level of a few percent) for uniformly emitting blackbody stars. However, the inclusion of geometric shape effects on the inferred radius for hydrogen atmospheres is beyond the scope of this work. We note that these effects should be even less in hydrogen atmosphere models than in blackbody models, since the limb darkening in the hydrogen atmosphere case reduces the importance of the exact shape of the star.
In order to speed up the computations, we divide the flux calculation into three sections: F spot , the flux from only the spot with effective temperature T spot (the rest of the star does not emit); F NS , the flux from the entire star with uniform temperature T NS ; and F backspot , which only includes flux from the spot with effective temperature T NS . The total observed flux is then
which depends on photon energy and rotational phase. The computation of F spot is done by first choosing values for M, R, f , ρ, i, e, T spot , d, and N H . The Schwarzschild plus Doppler approximation is used to compute the flux at a distance d from the star assuming that the parts of star outside of the spot do not emit any light.
For the lightcurve calculation, we first calculate the Xray absorption by the interstellar medium (using the tbabs model with wilm abundances, Wilms et al. 2000) on the model array, assuming N H = 1.3 × 10 20 cm −2 . The N H is inferred from the measured E(B − V ) using the Predehl et al. (1991) relation. We then fold the flux model array over the Chandra HRC effective area and a diagonal response matrix. Finally, the flux is summed over the energy range of the detector (0 -10 keV) for each value of rotational phase. The result is the light curve emergent from a hot spot with temperature T spot on the surface of a rotating neutron star, as detected by Chandra HRC. Similarly, F backspot is computed in the same way, except that the effective temperature of the spot is T NS instead of T spot . To calculate the emission F NS from the entire uniformly emitting surface, we calculate the predicted flux from the NSATMOS model at T NS , folded through the tbabs model, using the same choices of N H , M/R and d. The pulse fraction PF for the Chandra HRC is calculated by finding the maximum and minimum values for the observed flux, and computing
To compute the expected spectrum, we follow the same procedure for calculating the observed flux (F obs ), and then integrate the flux over all phase bins at each observed energy. We then incorporate X-ray absorption by the interstellar medium, and fold the flux through the relevant Chandra ACIS-S effective area and Response Matrix File (CALDB 4.6.3, appropriate for observations taken in 2010), ending with the phase-averaged absorbed spectrum.
In this paper, we make reference to a fiducial star with the values of M = 1.4 M ⊙ , R = 11.5 km, and d = 4.6 kpc. We use a value for the NS effective surface temperature T NS = 0.100 keV (or equivalently log T NS = 6.06), which is appropriate for the qLMXBs X5 and X7 in 47 Tuc (Heinke et al. 2003 (Heinke et al. , 2006 Bogdanov et al. 2016 ).
In Fig. 2 , we show the normalised pulse profiles for the fiducial star with different surface temperature differentials. The star spins with frequency 500 Hz, which corresponds to a spot angular radius of 20
• in Equation 1. The spot's centre is at colatitude 85
• and the observer's inclination angle is 86
• . Naturally, there is a strong dependence of the pulse fraction on the temperature of the spot. The pulse fraction increases from 16% to 27% when the temperature differential increases by 0.02 keV, from T spot = 0.13 keV to T spot = 0.15 keV.
LIMITS ON PULSE FRACTION
We now address the limits on the surface temperature differentials that can be made from observational upper limits on a neutron star's pulse fraction. To investigate this, we choose different parameters M, R, f , ρ and T spot describing the neutron star and its spot (with T NS = 0.1 keV, N H = 1.3 × 10 20 cm −2 fixed for all models). For each choice of these parameters we then simulate the pulse profiles using the methods described in Section 2 for 300 choices of inclination, i, and emission, e, angles. We select i and e from distribution uniform in cos i, appropriate for random orientations on the sky, and for most of our analyses, a distribution uniform in cos e, random positions of the magnetic axis on the neutron star. Distributions of an angle that are uniform in the cosine of the angle tend to favour inclinations close to 90
• , which produce relatively large pulse fractions. We note that our assumption of a distribution of e, uniform in cos e, may not be correct, if accreting NSs tend to shift their magnetic poles close to their rotational poles, as suggested in some theories (Chen & Ruderman 1993; Chen et al. 1998; Lamb et al. 2009 ). Radio polarization studies do not find clear results for millisecond pulsars (Manchester & Han 2004 ), but there is evidence from gamma-ray lightcurve fitting (e.g. Johnson et al. 2014 ) and phase-resolved X-ray spectroscopy (e.g. Bogdanov 2013) that radio millisecond pulsars (descendants of LMXBs) generally have relatively large angles between their magnetic and rotational poles. To explore the effects of differing assumptions about the distribution of e, in our last analysis (on effects of spots on the inferred neutron star radius) we consider both a distribution uniform in cos e, and one that is uniform in e. We computed pulse fractions, using the same model used to generate Figure 2 , with values of T spot ranging from 0.105 keV to 0.160 keV, and a distribution of 300 choices of i and e for each spot temperature. In Fig. 3 we plot histograms of the pulse fractions for each value of the spot temperature.
The peak for each distribution corresponds to choices of i and e being close to 90
• , which give the highest pulse fraction, while the tail of the i and e distributions extend to 3
• with very small probability. As expected, as the temperature differential between the spot and the rest of the star increases, the typical pulse fraction increases, while a tail of low pulsed fraction simulations is always present. Similarly, the spot size correlates strongly with pulse fraction. In Fig. 4 we vary spot size, while keeping all other parameters constant. Here, Equation (1) was not used to relate spin frequency and polar cap size, instead keeping the frequency fixed. In Table 1 we show the 90th percentile upper & lower limits on pulse fraction for a wide range of angular spot sizes ρ and spot temperatures.
We now explore the importance of the polar cap model, Equation (1), linking the angular spot size to the spin frequency. First, consider the effect of choosing the spin frequency independent of the spot size. As the star's spin increases, the Doppler boosting increases, which increases the intensity of the blueshifted side of the star, which will increase the pulse fraction. This effect is shown in Figure 5 , where it can be seen that increasing the star's spin frequency does in- crease the pulse fraction. However, the effect is quite small, since the pulse fraction increases only by 2% when the frequency increases from 100 to 500 Hz. This should be contrasted with Figure 4 where the effect of changing the spot size but keeping the spin frequency fixed is shown. Increasing the angular spot radius by a factor of two increases the maximum pulse fraction by a factor of three.
The choice of mass and radius affects the pulse profile through two physical effects. First, the ratio of M/R controls the angles through which the light rays are bent. Larger M/R gives a more compact star, which produces more gravitational bending. This leads to more of the star being visible at any time, which produces a lower pulse fraction (Pechenick et al. 1983) , as can be seen in Figure 6 . Secondly, increasing the surface gravity (where g = GMR −2 / 1 − 2GM/Rc 2 ) alters the emission pattern, decreasing the limb darkening, which de- Note. -Results for Monte Carlo simulations of 300 choices of i and e (drawn from distributions uniform in cos i and cos e), for each choice of spot temperature and rotation rate. The spot size is determined by the polar cap model. The last two right columns represents the upper and lower 90% bounds on the pulsed fraction. creases the pulse fraction. The effect of the surface gravity is shown in Figure 7 where different values of M and R are chosen so that the ratio M/R is kept constant. The largest star has the lowest surface gravity and the largest pulse fraction. Both effects are small, with changes in M/R causing changes in the pulse fraction of a similar order as the changes due to spin frequency. The effects due to surface gravity changes are even smaller. All of these effects act to increase the pulse fraction if the radius of the star is increased while keeping the mass constant, as shown by Bogdanov et al. (2007) .
In this work, we simulate the effects of one spot. Adding a second spot would typically reduce the measured pulse fraction. This depends on the compactness of the star, on the angles e and i, and on whether the spots are antipodal. For angles e and i near 90 degrees, one spot will always be visible (for typical neutron star compactness values, such as our 11.5 km, 1.4 M ⊙ standard star), which will reduce the pulsed fraction. However, if the angles e and i are both far from 90 degrees, then the far spot will not be strongly visible and the pulsed fraction will not change dramatically. Thus, the effect on the histograms of pulsed fractions will be to shift the peak to smaller values, but the tail at low values (which is made up of realizations with small values of e and/or i) will be much less affected. The 90th percentile lower limits on the pulse fraction are set by the tail at low values, so the pulsed fraction lower limits will generally not be strongly affected by adding a second spot (assuming it is antipodal to the first spot). 
Application to qLMXBs in 47 Tuc, M28 and Cen X-4
Among globular cluster qLMXBs with thermal spectra, only three (X5 and X7 in 47 Tuc, and source 26 in M28) have substantial observations with a telescope and instrument with the timing and spatial resolution (Chandra's HRC-S camera in timing mode) to conduct significant searches for pulsations at spin periods of milliseconds. 4 These targets have not previously been searched for pulsations. We extracted lightcurves from X7 and X5 from 800 ksec of Chandra HRC-S data, obtained during December 2005 to January 2006, described in (Cameron et al. 2007 ). To search for pulsations from qLXMBs we make use of Chandra HRC-S observations, which offer a time resolution of ∼16 µs in the special SI mode. We extracted source events for the 47 Tuc qLMXBs X7 and X5 from mutiple HRC-S exposures acquired in 2005 and 2006 (see Cameron et al. 2007 ) and the M28 qLMXB (named Source 26 by Becker et al. 2003 ) from two exposures obtained in 2002 (Rutledge et al. 2004 Bogdanov et al. 2011) . Table 2 summarizes the archival observations that were used in this analysis. For each source the events were extracted from circular regions of radius 2.5 ′′ centered on the positions obtained from wavdetect. The recorded arrival times were then translated to the solar system barycenter using the axbary tool in CIAO assuming the DE405 solar system ephemeris. The HRC provides no reli-able spectral information so all collected events were used for the analysis below.
The pulsation searches were conducted using the PRESTO pulsar search software package. Given that NS qLMXBs are by definition in compact binaries, the detection of X-ray pulsations from these objects in blind periodicity searches is complicated by the binary motion of the NS, which smears out the pulsed signal over numerous Fourier bins and thus diminishes its detectability. Therefore, it is necessary to employ Fourier-domain periodicity search techniques that compensate for the binary motion when searching for spin-induced flux variations. For this analysis, we use two complementary methods: acceleration searches and "sideband" (or phasemodulation) modulation searches. For the acceleration search technique, the algorithm attempts to recover the loss of power caused by the large period derivative induced by the rapid orbital motion (Ransom 2002 ). This method is most effective when the exposure time of the observation is a small fraction of the orbital period. In contrast, the sideband technique is most effective when the observation is much longer than the orbital period, provided that the observation is contiguous (Ransom et al. 2003) . This approach identifies sidebands produced in the power spectrum centered around the intrinsic spin period and stacks them in order to recover some sensitivity to the pulsed signal.
The orbital periods of LMXBs are typically of order hours, or for the case of ultracompact systems, 1 hour. Due to the relatively low count rates of the three qLMXB sources, searching for pulsations over short segments of the binary orbit ( 30 minutes) is not feasible so acceleration searches are insensitive to pulsations from these targets. As the Chandra exposures are longer than the orbital cycle of X5 and likely for X7 and M28 source 26 as well, the phase-modulation method is the most effective for this purpose.
The maximum frequency that we search up to sets our number of trials, and thus sets how strong an upper limit we can set. The pulse fraction limit increases as we go to higher frequencies because it is necessary to bin the event data for the acceleration and sideband searches. This causes frequency dependent attenuation of the signal -resulting in decreased sensitivity at high frequencies (e.g. Middleditch 1976; Leahy et al. 1983 ). The pulse fraction upper limits were obtained in PRESTO, which considers the maximum power found in the power spectrum as described in Vaughan et al. (1994) . We find no evidence for coherent X-ray pulsations in any of the individual observations of the three qLMXBs. The most restrictive upper limits on the X-ray pulsed fraction were obtained from the longest exposures. We find that for spin periods as low as 2 ms (500 Hz), the 90% upper limit on any pulsed signal 14%, 13%, and 37%, for X5, X7 and M28 source 26.
Performing searches up to the fastest known neutron star spin period (Hessels et al. 2006 ), 1.4 ms (716 Hz), the limits are 16%, 15%, and 37%. Since the pulsed fraction upper limit for Source 26 in M28 is so high, it does not lead to useful constraints, so we do not consider it further in our analysis.
Our pulsed fraction upper limit on X7 (as an example) places limits on the temperature differentials that the NS may have. For a spin frequency of 500 Hz, the 90% upper limit of 13% can be compared with the pulse fraction probabilities for different spot temperatures shown in Table 1 . For example, for a spot temperature of 0.125 keV, 90% of computed models have a pulse fraction smaller than 11.6%. In fact, all computed models at this spot temperature (0.125 keV) have pulse fractions below the 13% upper limit for X7, so this temperature differential is consistent with the observations. This means that X7 could have an undetected hot spot. However, increasing the spot temperature to 0.130 keV, the histogram plotted in Figure 3 shows that only 58% of our simulations give a pulsed fraction below the 90% upper limit on X7's pulsed fraction. For higher spot temperatures, it becomes more improbable to have an undetected hot spot; that is, a pulse fraction below the 90% upper limit on the pulse fraction for X7. We find that a spot temperature of 0.155 keV, or a temperature differential of 0.055 keV, to be the maximum temperature differential allowable for X7. This calculation assumes that X7 is spinning at 500 Hz. For higher spin frequencies, which give a larger spot radius (as we linked frequency to spot radius), we get higher pulsed fractions when other inputs are identical. Therefore, the maximum temperature differential allowable slightly decreases to 0.050 keV (spot temperature of 0.150 keV) above which, over 90% of the simulations are above the 90% pulse fraction upper limit of X7. The 90% upper limit on X5's pulsed fraction is only 1% larger than that for X7, which will increase the maximum temperature differential allowable for X5 by a few percent more than allowed for X7 (∼0.005 keV larger). Our computations all assume that the neutron star has M = 1.4 M ⊙ and R = 11.5 km, however, our results show that the dependence on mass and radius is weak.
Even more stringent constraints are possible from the accreting neutron star in Cen X-4, which was observed at a similar luminosity as X7, but at a distance of only 1.2 kpc (Chevalier & Ilovaisky 1989) , with a more sensitive X-ray telescope, XMM-Newton. D'Angelo et al. (2015) used a deep (80 ks) XMM-Newton observation , in which the PN camera was operated in timing mode (with 30 µs time resolution), to search for pulsations. D'Angelo et al. utilized a semicoherent search strategy, in which short segments of data are searched coherently, and then combined incoherently (Messenger 2011) . This analysis assumed a circular orbit, with orbital period and semimajor axis as measured by Chevalier & Ilovaisky (1989) , but left orbital phase free. D'Angelo et al. calculated a fractional-amplitude upper limit of 6.4% from Cen X-4 in quiescence. This is significantly lower than the pulsed fraction limits in X5 and X7, so it provides a tighter constraint on the temperature differential, as can be seen in Fig. 3 . If we assume the neutron star in Cen X-4 to have the same physical properties as X7, then its maximum spot temperature must be smaller. Our simulations show that even with this small upper limit Cen X-4 can have small temperature differentials (up to 0.01 keV) with all simulations being below the pulsed fraction upper limit. The maximum spot temperature the neutron star in Cen X-4 may have is 0.130 keV, at which 90% of the simulations have pulsed fractions that are above the 90% upper limit. Similarly, for higher frequencies, at 716 Hz, the maximum allowable spot temperature decreases to only 0.125 keV. Next, we address how these possible hot spots could affect spectroscopic inferences of neutron star radii, and what limits we can place on these effects from our constraints on the pulsed fraction and temperature differential.
EFFECT OF A HOT SPOT ON THE SPECTRUM
The existence of a hot spot causes a change in the observed spectrum. To illustrate the effect we choose an extreme case, corresponding to our fiducial star rotating at 500 Hz spin frequency, plus a spot with T spot = 0.15 keV, angular The neutron star has a surface temperature of 0.10 keV, and the hot spot is at 0.15 keV. The peak of the spectrum slightly shifts to a higher energy by 0.02 keV. The hotter the spot is, the more distorted the spectrum will be. radius ρ = 20
• , and emission and inclination angles e = 85
• and i = 86
• . The pulse profile for this case is shown in Figure  2 and has a pulsed fraction of 31%. The method described in Section 2 is used to compute the flux from the spot and the rest of the star. We compute the spectra for each rotational phase of the neutron star over the energy range (0.2 -10.0 keV), then we integrate the spectra over all rotational phases to produce the simulated phase-averaged spectrum. We convolve the flux from the spot and star with our interstellar medium model, then fold them over the proper response matrix and effective area of the Chandra ACIS-S detector. We fix the exposure time in our simulation at 200 ks (chosen to represent the 2014-2015 Chandra / ACIS observation of 47 Tuc), then use a Poisson distribution to select the number of counts per energy bin. Figure 8 shows an example spectrum. The dashed curve shows the flux F NS integrated over phase, which corresponds to the flux from all parts of a star at T NS = 0.1 keV. The dotted curve shows the flux from the hot spot F spot , at temperature 0.15 keV. The solid curve shows the observed flux F obs = F NS + F spot − F backspot . The peak of the observed spectrum is shifted by ∼ 0.02 keV, and the flux increases by over 20%. The shift of the peak photon energy is smaller than the energy resolution of Chandra / ACIS at lower energies (of order 0.1 keV).
We now test how the spectroscopically inferred radius changes if the star has a hot spot, but the spectral fitting assumes that the star's emission is homogeneous. We simulated spectra for the fiducial star with M = 1.4 M ⊙ , R = 11.5 km, T NS = 0.1 keV, d = 4.6 kpc, f = 500 Hz, and N H = 1.3 ×10 20 cm −2 with a hot spot on the surface. We chose a variety of temperature differentials and spot sizes (assuming the polar cap model), as shown in Table 3 . For each model, we use the heasoft tool FLX2XSP to convert the flux array to a PHA spectrum, which we load into XSPEC to fit. We let R and T NS be free in the spectral fit, while we fix the mass at M = 1.4 M ⊙ and the distance d = 4.6 kpc. We allow N H to be free, but with a minimum value of 1.3 × 10 20 cm −2 . The resulting XSPEC fitted values and uncertainties for the radius and temperature are shown along with the reduced chi-squared in Table 3 .
The first row in Table 3 shows the uncertainty inherent in the method, by first simulating a light curve for a star with no hot spot; the best-fit radius is quite close (0.1 km) to the input value, and the radius uncertainty (0.7-0.8 km) is consistent with that from fitting to real data on X7 (Bogdanov et al. 2016) . Next, we see that there is a systematic trend in the inferred radii of the neutron stars introduced by an undetected hot spot. XSPEC interprets the shifted spectrum as an increase in the temperature of the whole star. However, the observed flux will not be as large as one would expect for the higher temperature, so this is interpreted as indicating a smaller star. The general result is that the star's radius is under-estimated when an undetected hot spot is present. This effect can be seen in many of the best-fit solutions shown in Table 3 . The principal factor in introducing bias is the spot temperature; a 15% bias in the average fitted temperature is induced by spot temperatures of 0.14 to 0.15 keV, for spot sizes between 9
• and 23
• . For this reason, we focus on the spot temperature as the crucial variable to explore below. Table 3 only shows results for one particular choice of emission and inclination angles. For a more general picture, for each value of T spot we simulated 300 spectra with emission and inclination angles drawn from distributions uniform in cosi and cos e for the fiducial star, assuming a 500 Hz spin, a 1.4 M ⊙ mass, and a radius of 11.5 km. Each simulation was fit in XSPEC using the same method used for Table 3 . The resulting 90% confidence limits on the radius from each simulation are indicated by coloured dots in Figures 9. Each graph shows the results for a particular spot temperature and has four regions, separated by black lines indicating the input value of the neutron star's radius R used in the simulation (the "true" radius). The region with R max ≥ R and R min ≤ R (lower right-hand quadrant) corresponds to fits that are consistent with the correct radius. The points in the region with R min > R (upper right-hand quadrant) are fits that overestimate the neutron star's radius, while the points in the region with R max < R (lower left-hand quadrant) underestimate the radius. The fourth region, shaded grey, is forbidden since it corresponds to R min > R max .
To determine whether the spectral distortion due to a hot spot would be detectable, and thus whether NSs with hot spots might be identified by their poor fits to single-temperature models, we retained fit quality information for each fit. We define each fit with a reduced chi-squared value greater than 1.1 (which indicates a null hypothesis probability less than 0.044, given the 51 degrees of freedom) to be a "bad" fit, and mark it as a red cross. Unfortunately, the fraction of "bad" fits does not increase substantially with increasing hot spot temperature (Fig. 9 , and Table 4 ), indicating that fit quality cannot effectively identify spectra with hot spots.
Each simulation also has an associated pulsed fraction. If the pulsed fraction is larger than the measured upper-limit for X7 (for an assumed spin of 500 Hz), we marked it as a black hollow circle. Good fits that do not violate the pulsed-fraction limit are marked as a green triangle. For spot temperatures up to 0.125 keV we find that over 75% of the simulations give inferred radii that are consistent with the true value of R NS . For higher temperature differentials (T spot > 0.13 keV) a large fraction of the inferred radii are biased downward from the "true" value by larger than 10% of the true radius of the neutron star, while the majority (>58%) of the simulations are below the X7 pulse fraction upper limit. This pulse fraction limit, and the inferred bias, changes if the spin frequency (and consequently the spot size) changes. For the higher spin fre- . Calculated upper and lower radius limits (90% confidence) from fitting 300 spectral simulations with different choices of the temperature differential, assuming a 1.4 M ⊙ NS, with the angles e and i chosen from distributions uniform in cos i and cos e. The shaded area is prohibited, and the solid lines represent the "true" (input to simulation) value of the neutron star radius, R NS = 11.5 km. Points in the lower right quadrant of each graph indicate fits where the "true" (input) radius falls between the inferred upper and lower radius limits, while points in the lower left quadrant show a radius upper limit below the "true" value. The results shown here are directly applicable to the neutron star X7 in 47 Tuc, which has a 90% upper limit of 13% on the pulsed fraction.
quency of 716 Hz we find that inferred radii can be biased up to 15% smaller than the true radius of the neutron star for T spot =0.13 keV. In Table 4 , we summarize the percentage of inferred radii consistent with the "true" value, the percentage of good fits, and the average bias in the inferred radius for different choices of spot temperature. We examined the behaviour of (R max + R min )/2 vs. R fit , finding a well-behaved linear relationship between the two quantities. In this paper we calculate the bias as the difference between the median of the inferred R fit, no spot radii with no hot spots and the median of the inferred radii R fit, spot with a hot spot, divided by the latter. (This definition allows this bias to be directly applicable to observed radius estimates). The R fit, no spot values are results of fitting 300 simulated spectra from a poisson distribution, which would give a distribution of R fit peaked at the true value of R = 11.5 km.
In Fig. 10 we present histograms of the inferred R fit at different spot temperatures, and compare it to the distribution of inferred R fit with no spot. This shows the bias in the mean between the histogram with no spot and the histogram of inferred radii with a hot spot. For a spot temperature as high as 0.125 keV, the bias in R fit is still at or below 5%. At 0.130 keV, the majority of simulations do not violate the pulse fraction limit, the bias in the mean is 10%, and over half the fits are consistent with the input radius. For the maximum spot temperature we allow in our simulations, the bias in the mean of R fit can reach up to 40%, however < 10% of the simulations at this spot temperature are below the upper limits for either X7 or Cen X-4.
To identify a reasonable limiting case, we choose the T spot where less than 10% of the simulations provide pulse fractions below the upper limit on each neutron star's pulse fraction; thus, 0.155 keV for X7, and 0.130 keV for Cen X-4. This allows a maximum downward bias in their spectroscopically inferred radii of up to 28% for X7, and 10% for Cen X-4. For example, if we assume the neutron star in Cen X-4 to be a 1.4 M ⊙ star spinning at 500 Hz with a spectroscopically inferred radius of exactly 11.5 km, an undetected hot spot could allow a true radius as high as 12.65 km. For X7, in the case of maximal undetected hot spots, the measured radius of 11.1 +0.8 −0.7 km (for an assumed 1.4 M ⊙ neutron star mass, Bogdanov et al. 2016 ) could allow a true radius up to 15.2 km in the ex- 
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Note.
-Best-fit values of R and T e f f for given choices of Tspot , spot size ρ, spin frequency, and constant angles i = 80 • and e = 89 • . The spectra are generated assuming M = 1.4 M ⊙ , R = 11.5 km, surface temperature T NS =0.10 keV, log T NS = 6.06. Errors are 90% confidence. Spectral fits assume M = 1.4 M ⊙ and d = 4.6 kpc. The pulse fractions produced by each simulation are provided for reference. treme case. In Fig. 11 we summarize the bias in R fit versus spot temperature at 500 Hz and 716 Hz frequencies. At both frequencies, the bias is below 10% for relatively small spot temperatures (up to 0.125 keV). However, at higher spot temperatures (> 0.130 keV) there is a clear divergence between the magnitude of the biases at 500 Hz and 716 Hz, becoming larger with spot temperature. Increasing the frequency from 500 to 716 Hz changes the bias from 32% to 41% at the highest spot temperature (0.160 keV), but since the 716 Hz frequency also has a larger pulsed fraction for the same spot temperature, the maximum spot temperature is reduced in the 716 Hz case, and the actual maximum bias in the 500 and 716 Hz cases is similar. Finally, we ran the simulations with choices of a uniform distribution of e and cos i. This produces lower pulsed fractions when compared to simulations using a uniform distribution of cos e at the same spot temperature (see numbers in parentheses in Table. 4) . In turn, this increases the maximum allowable spot temperature that would not give rise to detectable pulsations. For X7, the maximum spot temperature for an assumed uniform distribution of e is larger than 0.160 keV (the limit of our model), while the maximum spot temperature for Cen X-4 would be 0.155 keV, both at the spin frequency of 500 Hz. A hot spot temperature larger than 0.160 keV would give a spectroscopically inferred radius less than 50% of the true radius, which essentially means the bias is not usefully bounded.
Limits of our analysis
Our analysis necessarily is limited in scope. Here, we enumerate some complexities that we have not addressed in this work. The temperature distribution of the hot spots may be more complex than we have assumed; especially for large spots, this might cause significant changes (see, e.g. Bauböck et al. 2015b) . We have sampled only a few values of the spin period, mass, and radius. We have assumed hydrogen atmospheres; helium atmospheres, while generally simi- Note. -For different spot temperatures, the bias (right column) in radius determinations, and the percentages of simulations that lie under the upper limits on the pulsed fraction for X7 and Cen X-4, that give spectral fits consistent with the "true" radius, and that give "good" fits (χ 2 ν <1.1). Each line gives results from fitting 300 simulated spectra using R = 11.5 km and surface temperature T NS =0.10 keV, for different choices of spot temperatures and spin frequency. Spectral fits assume M = 1.4 M ⊙ and d = 4.6 kpc. The percentage of "good fits" are the percentage of the simulations below the upper limits. Numbers in brackets are for simulations performed with a uniform distribution of e (rather than uniform in cos e). lar in spectra and angular dependences, have some subtle differences (see Zavlin et al. 1996 , figures 5 and 9). These issues are unlikely to significantly alter our results.
A larger issue is that we assume that the neutron star has only one spot. A second spot would reduce the average pulsed fraction, though it would probably not reduce the lower limit on the pulsed fraction substantially (see section 3). The second spot would generally increase the visible amount of the star at a higher temperature, so it would increase the bias in the radius. Some NSs have strong evidence for poles that are not offset by 180 degrees (e.g. Bogdanov 2013), and/or with different sizes and temperatures (Gotthelf et al. 2010) , adding additional possible complexity.
Another major issue is that the distribution of e may not be uniform in either cos e or in e; if hot spots are more concentrated towards the poles than we assume (as suggested by Lamb et al. 2009 ), then the pulsed fractions will tend to be lower than we assume.
A final issue, relating to the applicability of our results to other systems, is that our simulations were designed with surface temperature and extinction (N H ) designed to match specific qLMXBs in 47 Tuc. Increased N H would tend to obscure the softer emission from the full surface more than the hot spot, thus increasing the expected pulse fraction and the expected bias in spectral fitting.
CONCLUSION
We studied the effects of hot spots on the X-ray lightcurves, spectra, and spectroscopically inferred masses and radii, for . Distribution of (R fit ) from fitting 300 spectral simulations for different choices of the temperature differential, assuming a 1.4 M ⊙ NS, with the angles e and i chosen from distributions uniform in cos i and cos e. The red curve is the probability density curve for the simulations without a hot spot (essentially the systematic errors inherent in the method), while the blue curve indicates the probability density of the inferred R fit at each hot spot temperature. The dashed line is the mean of (R fit ). The shaded grey areas exclude the upper and lower 10% of each probability density curve. The theoretical model is for a 11.5 km neutron star spinning at 500 Hz. These histograms show the bias in radii measurements. f =500 Hz f =716 Hz Figure 11 . Bias in the spectroscopically inferred Rmax (90% confidence) as a function of the spot temperature relative to a NS at surface temperature of 0.100 keV. The black colour is associated spinning frequency of 500 Hz and the blue colour is associated the 716 Hz. The solid and dashed lines are the maximum allowable spot temperatures that would not give rise to detectable pulsations based on the pulse fraction limits for X7 and Cen-X4 respectively. neutron stars with hydrogen atmospheres. Hydrogen atmospheres, due to limb darkening, display higher pulsed fractions than blackbody emission, so this analysis is necessary in order to constrain the systematic effects of radius measurements on quiescent neutron stars. We find that the existence of an unmodeled hot spot tends to shift the peak to higher energies, which affects the spectroscopically inferred equatorial radii of neutron stars.
We first computed the 90% upper limits on the pulsed fractions from 800 ks Chandra HRC-S observation for the two sources X5 and X7 in the globular cluster 47-Tuc to be 14% and 13% respectively, searching spin frequencies < 500 Hz. For higher spin frequencies (up to 716 Hz) the limits are 16% and 15% respectively. We simulated pulse profiles for ranges of inclination and hot spot emission angles i and e , obtaining the central 90% range of pulse fraction obtained for different choices of temperature differentials (between the hot spot and the rest of the NS) and NS spin frequencies. This allows us to constrain the maximum temperature differential for any hot spots on X5 and X7. In the case of X7, if we assume it is a 1.4 M ⊙ neutron star spinning at 500 Hz, our results indicate that the maximum allowable temperature differential is 0.055 keV, where > 90% of our simulations are above the 90% upper limit of pulsed fraction. The neutron star in Cen-X4 has a significantly lower upper limit on the pulse fraction of 6.4%, which puts a tighter constraint on the maximum allowable temperature differential of 0.025 keV. Since the upper limit of Source 26 in M28 is high (37%), it does not provide strong constraints.
Finally, we study the effects on the inferred radius of hot spots for these temperature differential limits. The spectroscopically inferred radii of stars with spots tend to be at smaller values than the "true" radius. The 90% confidence range of the inferred radii are generally still consistent with the true value of our fiducial star (11.5 km) for small temperature differentials (0.03 keV).
For the hottest possible hot spots that would not give rise to detectable pulsations in X7, we find that a bias in the best-fit inferred radius of up to 28% smaller than the true radius may be induced by hot spots below our upper limit. For Cen X-4 (where the pulse fraction constraint is much tighter, <6.4%), downward radius biases are constrained to < 10%. If the hot spot emission angle e is distributed uniformly in e (rather than in cos e, as appropriate if the hot spot may be anywhere on the neutron star surface), then the constraints are significantly looser, and effectively unbounded for the X7 case. Our analysis constrains a key systematic uncertainty in the most promising radius measurement method. We do not know whether quiescent neutron stars in X-ray binaries without radio pulsar activity have hot spots. However, the possibility strongly motivates further pulsation searches in quiescent neutron stars in X-ray binaries, particularly those that are targets for spectroscopic radius determination.
