Abstract. The seasonal cycle varies geographically and organisms are under selection to express life cycles that optimally exploit their spatiotemporal habitats. In insects, this often means producing an annual number of generations (voltinism) appropriate to the local season length. Variation in voltinism may arise from variation in environmental factors (e.g., temperature or photoperiod) acting on a single reaction norm shared across populations, but it may also result from local adaptation of reaction norms. However, such local adaptation is poorly explored at short geographic distances, especially within latitudes. Using a combination of common-garden rearing and life cycle modeling, we have investigated the causal factors behind voltinism variation in Swedish populations of the butterfly Pararge aegeria, focusing on a set of populations that lie within a single degree of latitude but nonetheless differ in season length and voltinism. Despite considerable differences in ambient temperature between populations, modeling suggested that the key determinant of local voltinism was in fact interpopulation differences in photoperiodic response. These include differences in the induction thresholds for winter diapause, as well as differences in photoperiodic regulation of larval development, a widespread but poorly studied phenomenon. Our results demonstrate previously neglected ways that photoperiodism may mediate insect phenological responses to temperature, and emphasize the importance of local adaptation in shaping phenological patterns in general, as well as for predicting the responses of populations to changes in climate.
INTRODUCTION
The resources and conditions on which many organisms rely for growth and reproduction vary dramatically over the year. As a result, organisms are under selection to synchronize their life cycles with the seasons (Tauber et al. 1986 , Varpe 2017 . Life cycle regulation, using seasonal cues, is used to ensure that life cycle events such as reproduction (Sharp 2005) , dispersal (Hardie 1987) , and dormancy (Ingvarsson et al. 2006 ) are induced, averted, or adjusted as appropriate. A very common such seasonal cue is photoperiod (Bradshaw and Holzapfel 2007) . However, geographic variation in climate, e.g., differences in the length of the favorable season, means that the optimal life cycle will typically not be the same for all populations in a species' range (Roff 1980 , Bradshaw et al. 2004 , Phillimore et al. 2010 , Burr et al. 2016 . Hence, even if locally specific photoperiodic reaction norms theoretically allow for very precise seasonal timing (Hut et al. 2013) , selection and gene flow may instead benefit less geographically specialized life cycles that respond more strongly to spatial variation in climate. In other words, the extent and spatial scale at which populations should tend toward local specialization of reaction norms across a climate cline is not obvious. Understanding the extent of local specialization is important, because it may determine the response of populations to transplantation (Bean et al. 2012, Grevstad and Coop 2015) and to future changes in climate (Van Dyck et al. 2015) .
In insects, a key aspect of life cycle variation is voltinism, the annual number of generations. Voltinism is a complex life-history trait ) with economic consequences in pest species (Yamanaka et al. 2008, Faccoli and Bernardinelli 2014) as well as potential implications for conservation (Van Dyck et al. 2015) . Many species vary in voltinism between latitudes (Masaki 1972 , Hart et al. 1997 , Braune et al. 2008 , Hu et al. 2012 or, though less studied, between altitudes (Fischer and Karl 2010, Faccoli and Bernardinelli 2014) . Interestingly, voltinism tends to vary stepwise by whole generations. This is because, in most short-lived insect species, winter is endured in diapause (hormonally suspended development), which only occurs in response to the right seasonal cue (e.g., short day length) coinciding with a particular developmental stage (Beck 1980 , Roff 1980 , Tauber et al. 1986 ). Voltinism, then, depends on how many complete developmental cycles (diapausing stage to diapausing stage) can be completed within a growing season of a given length. Hence, given that insects generally develop faster at higher temperatures, voltinism tends to covary not only with season length, but also with mean temperature (Zeuss et al. 2017) . However, the role of temperature in determining voltinism becomes more complicated when populations respond differently to photoperiod.
Two aspects of photoperiodism may affect voltinism. The first is critical day length (CD), the day length below which diapause is induced and no additional generations are produced (Beck 1980 , Tauber et al. 1986 . Across a diverse range of species, CD has been shown to correlate positively with latitude (Hut et al. 2013 ), but the dynamics of CD on finer spatial scales remains unknown. At a geographic transition from lower to higher voltinism, generation time is drastically reduced, which predicts abrupt differences in life history optima (Roff 1980 , Levy et al. 2015 and potentially high fitness costs of maladaptive voltinism expression (Bean et al. 2012 , Van Dyck et al. 2015 . If season length can accommodate an extra generation in one area, while early diapause is adaptive in a neighboring area, selection on CD may differ abruptly as a result; an extra generation per year predicts a "disproportionately" low CD for the present latitude. Because models of insect phenology (the yearly timing of life cycle events, including voltinism) tend to focus on temperature effects, with photoperiodism often ignored (J€ onsson et al. 2009 ) or limited to a single CD value across populations (Nielsen et al. 2016) , this prediction warrants testing.
The second kind of photoperiodism that may affect voltinism variation is the quantitative regulation of larval development rate by day length, which has been shown to exhibit local adaptation (Nylin et al. 1995 , Gotthard 1998 . Such regulation may take the form of photoperiodic modification of thermal reaction norms , sometimes to the point of eliminating temperature effects on development rate under some day lengths (Nylin et al. 1989 , Gotthard et al. 2000 . This type of photoperiodism appears widespread across taxa (Beck 1980) ; nonetheless, despite the apparent conflict with the underlying logic of common degree-day-based models of insect development, its role in shaping phenological patterns remains virtually unexplored.
In contrast to the view, implicit to much phenological modeling in insects (Gray 2004 , J€ onsson et al. 2009 , Nealis and R egni ere 2014 , Nielsen et al. 2016 , that finescale spatial variation in phenology is mainly a product of local temperature directing the rate of development, we hypothesize that fine-scale variation in voltinism may in fact be driven by local adaptation of photoperiodic plasticity. This should be especially true in species with strong photoperiodic regulation of development rate, as such regulation may buffer local differences in temperature and ensure adaptive voltinism expression. Avoiding a locally maladaptive second generation, then, may necessitate both (1) a higher CD and (2) reshaped photoperiodic reaction norms for development rate, compared to neighboring populations on the same latitude. We test these hypotheses in the butterfly Pararge aegeria, using common-garden rearing results from seven populations from across Sweden (55.6°to 59.6°N) to parameterize a life cycle model that, uniquely, allows for photoperiodic modification of development rate. By testing modeling results against citizen-science-derived observation data, we show that a subset of populations that lie within a single degree of latitude only express the appropriate voltinism when local adaptation of photoperiodic plasticity (both CD and development rate reaction norms) is accounted for.
METHODS

Study species and experimental setup
The speckled wood, Pararge aegeria, is a woodlandassociated satyrine butterfly with a history of use as an ecological model species (e.g., Shreeve 1986 , Berwaerts et al. 2002 , Bergman et al. 2007 , Gotthard and Berger 2010 , Aalberg Haugen et al. 2012 , Pateman et al. 2016 . It has a pan-European distribution (Livraghi et al. 2018) , and its life cycle varies greatly from north to south. Development may be largely aseasonal without diapause in subtropical southern populations, or seasonal and bounded by a winter spent in diapause in temperate northern populations (Nylin et al. 1993 (Nylin et al. , 1995 . In temperate populations (e.g., Sweden), development is strongly photoperiodic, spanning a range of responses. Pupal diapause is induced by short days and averted by long days; meanwhile, larval development tends to slow down roughly linearly with longer day length, only to speed up abruptly above a latitudedependent threshold day length (hereafter the "larval day length threshold" or LDT; Nylin et al. 1989 Nylin et al. , 1995 . Although this full set of developmental responses is inducible in both univoltine and bivoltine populations under experimental conditions, the rates at which they are expressed in nature starkly differ between populations (Aalberg Haugen and Gotthard 2015) .
Our study consists of several interlinked steps. First, voltinism in P. aegeria across Sweden was mapped in detail using citizen science-derived data. Next, two common-garden rearing experiments were carried out: one using populations sampled across latitudes and one using populations sampled within a single degree of latitude, in a region where voltinism varies from east to west (the "voltinism transition zone"). These experiments served several purposes. They allowed us to test the prediction that CD (as well as the larval day length threshold for regulation of development rate) should decrease not only with decreased latitude, but also with higher voltinism within latitudes. By including two temperature treatments, the east-west cline experiment additionally tested for a direct effect of temperature on CD, which may help fine tune voltinism to local climate. Most importantly, CD estimates and developmental reaction norms from both experiments helped parameterize and validate a life cycle model that could be used to test our main hypothesis: that voltinism variation within latitudes (i.e., along the east-west cline) is actually being upheld by interpopulation differences in photoperiodic thresholds.
Voltinism mapping
In order to map voltinism variation in P. aegeria, all observational data of adult P. aegeria from 2006 to 2017 (N % 5800) were retrieved from the Swedish Species Information Centre (ArtDatabanken 2016), a citizen science database. The geographic range of observations was divided into a grid of cells sized 1 latitudinal degree by 1 longitudinal degree, and voltinism was estimated separately for each grid cell with at least 20 observations, in two steps. First, kernel density estimation was used to interpret the distribution of observation dates (data pooled across all years; smoothing bandwidth = 10 d). In cases where the estimated density distribution was unimodal, that grid cell was scored as completely univoltine (one generation per year); if the distribution had a second peak, the local minimum between the first and second peak was taken as the start of the second generation, t sec (Altermatt 2009 ). Second, for each grid cell, where a second generation was detected, an interceptonly general linear mixed model (GLMM) was fit separately per cell, where each data point is an observation of P. aegeria, occurrence before or after t sec is the binary response variable, and year of observation is a random effect. Hence, the GLMM intercept value for a given grid cell (hereafter the "voltinism score") represents the probability, adjusted for year-to-year variation, that an individual observed in that cell belonged to the second flight peak. Full bivoltinism corresponds to a voltinism score of 0.5 or higher, while a value between 0 and 0.5 indicates partial bivoltinism, i.e., only some larvae develop into a second generation and the rest enter early diapause. Details on the processing of observation data are provided in Appendix S3.
Photoperiodic response experiments
To obtain CD estimates and developmental reaction norms from populations of varying voltinism, two common-garden rearing experiments were carried out in 2015 and 2016. In 2015, the sampled populations were located on a north-south cline: Stockholm, the Sm aland Highlands, northern Sk ane, and southern Sk ane. In 2016, the sampled populations were located on an eastwest cline: Gotland island, € Oland island, the coastal Kalmar area, and the Sm aland Highlands (same locale as in 2015). These four populations lie within one degree of latitude (56.6-57.5°N), but differ greatly in temperature profiles; the growing season is roughly a month longer on the islands than in the highlands (Appendix S1: Fig. S1 ). Sampling locations are shown in Fig. 1 ; detailed information on sample sizes and dates is given in Appendix S2: Table S1 .
Both experiments used similar methods. Mated females (two to five per population and year) were collected and allowed to lay eggs, and their offspring were reared individually on a natural host plant (Poa sp.) under controlled photoperiod and temperature in climate chambers. Larval development time and pupal development (diapause/ FIG. 1. Geographic distribution and voltinism patterns based on 5,803 field observations of Pararge aegeria across Sweden from 2006 to 2017 (dots). Voltinism has been scored in 1 9 1 degree cells. Note that longitudinal lines are depicted in parallel; grid cells are not actually of equal area. Heat map color denotes the intercept value for that cell's binomial GLMM, and represents the ratio of observations belonging to the second generation, adjusted for inter-year variation. Cells with an intercept value near 0 and cells where no second generation was detectable at all (and hence no GLMM was fit) are both represented by the lightest color, as the biological interpretation is the same (univoltinism). White areas lack sufficient data. Sampled populations are marked with black circles: Sth, Stockholm; Hgl, highlands; Kal, Kalmar; Got, Gotland; € Ola, € Oland; Nsk, North Sk ane; Ssk, South Sk ane. nondiapause) were recorded. Static (i.e., unchanging) 24-h photoperiods were used throughout. While such conditions are unnatural, static photoperiods can be used to generate ecologically meaningful responses in P. aegeria from various latitudes, and allow for easier experimental separation of the effects of photoperiod on larval development rate and pupal diapause (Nylin et al. 1989 (Nylin et al. , 1995 . Photoperiod treatments were chosen based on previous observations, in an attempt to span the range of diapause responses for the populations tested in a given experiment (Appendix S1: Fig. S2 ). The 2015 experiment (north-south cline) used four climate cabinets, each set to 18°C and one of four photoperiods: 15.5 (i.e., 15.5 h light and 8.5 h darkness), 16.5, 17.5, and 18.5. The 2016 experiment (eastwest cline) used eight climate cabinets, set to four photoperiods (16, 17, 18, and 19) at two different temperatures (16°and 20°C). Across all seven sampled locations, 16°C roughly represents diel average temperature under typical summer conditions, while 20°C roughly represents the diel average during a temporary heat wave. Accounting for mortality, the average sample size (larvae per population and treatment) was 16 in the north-south cline experiment, and 15 in the east-west cline experiment (excepting the Kalmar population, which had an average sample size of six). One treatment combination (16, 16°C) was excluded from the final data set due to lab equipment failure. See Appendix S3 for additional details on rearing methods. Diapause induction was analyzed separately for each experiment using mixed-effects generalized linear models (GLMM), using a logit link function, with 1 representing diapause and 0 representing nondiapause as the binary response variable. Family was treated as a random effect; the fixed effects were population, day length (covariate), and, in the east-west cline analysis, temperature (treated as a discrete factor) as well the temperature 9 day length interaction. This interaction term tests for "override" of CD by temperature, as seen in some butterfly species (e.g., Kivel€ a et al. 2015) . In the north-south cline analysis, Stockholm individuals were not analyzed, as they did not show any clear response within the range of day lengths used here. In the east-west cline analysis, day length was scaled to mean = 0 and SD = 1 to ensure model convergence (this was not necessary in the northsouth cline analysis). Photoperiodic diapause induction in insects typically follows a sigmoid probability curve, where CD is defined as the curve's inflection point, i.e., the day length where p(diapause) = 0.5 (Beck 1980 , Tauber et al. 1986 ). Hence, CD for each population was calculated as the inflection point of the fitted curve in the GLMM. This is given by -a/b, where b is the slope of diapause vs. day length and a is the population-specific intercept. Finally, to generate bootstrapped 95% confidence intervals for the CD estimates, GLMMs were rerun (and CDs recalculated) 1,000 times, using simulated data sets created through random resampling of whole rows from the original raw data set.
Larval development time in P. aegeria responds to day length in a complex, nonlinear fashion (Nylin et al. 1989 (Nylin et al. , 1995 , so to test developmental reaction norms, day length was treated as a discrete factor in a mixed-model ANOVA. The two data sets were again analyzed separately. In the north-south cline analysis, the fixed effects were day length, population, as well as the population 9 day length interaction, to capture potential interpopulation differences in the photoperiodic reaction norm. The east-west cline analysis additionally included temperature, treated as a discrete factor. Larvae of P. aegeria differ strongly in their thermal reaction norms depending on day length (Nylin et al. 1989) ; to test whether this effect also varies between populations, the temperature 9 day length 9 population interaction (along with all lowerorder terms) was included in the model. Family was treated as a random effect in both analyses. The large withingroup variation at threshold day lengths meant both models were highly heteroskedastic; to ensure that this heteroskedasticity did not bias our analysis, F values were simulated by randomly resampling model residuals without replacement for 1,000 iterations. Simulated F values were highly concurrent with those in the reported models.
For each analysis, alternative models (reduced models, as well as models including additional, biologically conceivable interaction terms) were compared to the reported model using Akaike Information Criterion (AIC).
Life cycle model overview
A mechanistic, individual-based life cycle model was constructed that simulates a cohort of P. aegeria larvae (the offspring of the first adult flight peak) growing to maturity. The output of the model is the proportion of individuals that, at pupation, enter winter diapause, and hence do not contribute to a second generation of adults within that year. (The prospective second generation of larvae is not simulated as such.) Hence, the expected result is 100% diapause for a completely univoltine population and 0% diapause for a fully bivoltine population.
The model was constructed in three versions of increasing biological realism, with the voltinism output of each checked against expectations based on the observation data. This stepwise approach allowed us to individually assess the importance of the aspects of life cycle regulation identified in the experiments (regulation of development rate by day length; modulation of CD by temperature) to maintaining the observed voltinism variation across Swedish P. aegeria populations. Once the complete model had been validated against all seven populations, it could be manipulated to test the hypothesis that interpopulation differences in photoperiodic plasticity are necessary to produce the observed voltinism variation in the transition zone.
Model parameterization and function
Full details on model parameterization are given in Appendix S3. Briefly, the life cycle model uses as input (1) growing degree day (GDD) requirements of P. aegeria larvae, estimated from results of the present study as well as earlier results (Nylin et al. 1989) ; (2) temperature profiles for each population, retrieved from weather station data; (3) day length profiles for each population; (4) larval hatching dates for each population, estimated from the first adult flight peak in the observation data; and (5) population-specific photoperiodic thresholds estimated from the photoperiodic response experiments. Because the Stockholm CD was not successfully estimated in the present study, a value of 18.55 h was used based on previous results (Nylin et al. 1995, Aalberg Haugen and . Photoperiodic traits for the highlands population were taken only from the 2016 east-west cline experiment. This is partly because the population was better sampled in that year, and partly because the 2016 CD estimate was closer to the island CD estimates, meaning its use in the life cycle model makes for a more conservative hypothesis test.
Each model run simulates a set of 100 "years," each year containing a cohort of 1,000 first-generation P. aegeria larvae starting their lives over a distribution of hatching dates. Iterations represent inter-year variation in temperature rather than passage of time; each year is simulated independently, using a de novo randomly generated temperature series based on weather data for that population. Each of the 1,000 simulated larvae in a year develops individually in 1-d increments, and when larval maturity is reached, turns into a diapausing pupa if the current day is shorter than the critical day length, or a nondiapausing pupa if it is not (Appendix S1: Fig. S3 ).
Model version 1 is based on classic degree-day-type calculations similar to those often used in mechanistic voltinism modeling (Yamamura and Kiritani 1998, Nealis and R egni ere 2014, Grevstad and Coop 2015) . As such, it assumes that larvae always grow at an entirely temperature-dependent rate; photoperiodic influence is limited to a population-specific CD. By contrast, in model version 2, photoperiod is also allowed to influence larval development rate, overriding the effects of temperature under short day lengths (Nylin et al. 1989) . The model assumes a population-specific "larval day length threshold" (LDT), 0.5 h higher than the CD. At day lengths ≥ LDT, development proceeds according to temperature; at day lengths < LDT, development instead proceeds as a linear function of day length. Model version 3 is identical to model version 2, except that, instead of being a fixed value per population, CD is temperature sensitive: higher temperature during the last week of larval development results in a lower CD.
Model validation and hypothesis testing
To test the importance of different aspects of life cycle regulation in maintaining voltinism variation, each version of the model was run with the respective starting dates, temperature profiles, day length profiles, and photoperiodic thresholds (CD and LDT) of each population. Each version of the model was run for 100 iterations (years) per population, and the simulated proportion of diapausing individuals was compared to the expected values calculated from observation data. The true proportion of first-generation pupae entering diapause in a given population is difficult to infer from observations of adults, as the relative sizes of flight peaks also depend on population dynamics between generations. As a na€ ıve estimate, we assume that the size of the second flight peak is proportional to the number of individuals averting diapause in the first cohort of larvae, meaning diapause incidence is given by
, where v is the voltinism score. (This yields a negative value when the second flight peak is larger than the first; in these cases, a value of d = 0 was used instead).
As an example, observation data for the € Oland population suggested that on average v = 34% of adults are in the second flight peak (i.e., the second generation is one-half the size of the first); this translates to a diapause incidence of 48% in the first generation. Using these population-specific expected diapause incidences, RMSE (root-mean-square error) values were calculated for each version of the model, to evaluate model performance.
To investigate the importance of interpopulation differences in photoperiodic thresholds (i.e., CD and LDT) for shaping voltinism patterns within latitudes, two additional sets of 100-year simulations were run for each of the four populations in the voltinism transition zone. Here model version 3 was used, as this version best recreated the true voltinism patterns across both clines during model evaluation (see Results). Firstly, voltinism was simulated for all four populations using a single set of photoperiodic thresholds (the mean of the estimates for the four transition zone populations). Secondly, simulated reciprocal transplants were carried out, by running the photoperiodic traits of one population in the abiotic environment (photoperiod profile, temperature profile and starting dates) of another population. Transplants were simulated for pairs of populations closest in latitude; in other words, € Oland swapped environments with Kalmar, while Gotland swapped environments with the highlands.
Software notes
All analyses and simulations were carried out in the R computational environment (v. 3.2.3; R Development Core Team 2015). Mixed models were built using the package lme4, v. 1.1-10 ( Bates et al. 2015) . Heat maps were generated using viridis (Garnier 2018) ; packages lubridate (Grolemund and Wickham 2011) , purrr , magrittr (Bache and Wickham 2014) , and dplyr were used for general data handling.
RESULTS
Distribution and voltinism mapping
Field observations (Fig. 1) indicated strong differences in phenology across the disjunct distribution of Swedish Pararge aegeria. The southernmost populations were clearly bivoltine, with a consistent second generation that matched or outnumbered the first (voltinism score >0.5), while the northern populations were almost entirely univoltine, with either no detectable second generation, or only an occasional, small, second generation (voltinism score near 0). The exceptions were the islands of € Oland and Gotland and parts of the Stockholm archipelago, where a substantial second generation was evident in every year ( € Oland, Gotland) or most years (Stockholm archipelago).
Photoperiodic response experiments
Populations differed in pupal diapause response across both geographic clines. On the east-west cline, this effect was present irrespective of temperature ( Fig. 2a, b; analysis of deviance, population; v 2 = 12.34; df = 3; P = 0.0063). Nonetheless, high temperature (20°C) had two effects on diapause response (Fig. 2a, b) : it decreased the critical day length for all populations (analysis of deviance, temperature; v 2 = 14.5; df = 1; P < 0.001) and flattened the response curve somewhat by averting diapause in some individuals even at low day lengths (analysis of deviance, temperature 9 day length; v 2 = 7.72; df = 1; P = 0.0055). A complete summary of model coefficients is given in Appendix S2: Table S2 , and AIC comparisons of alternative models are shown in Appendix S2: Table S3 . The island populations of € Oland and Gotland showed more or less identical responses, with an estimated critical day length of 17.5 h at 16°C and 16.7 h at 20°C, respectively. The Sm aland highlands population had a CD roughly one-half of an hour higher: 17.9 h at 16°C, and 17.5 h at 20°C. Diapause response for the coastal Kalmar area resembled the highlands at 16°C, but resembled the island populations at 20°C (Fig. 2a, b) . Because of the large difference between temperature treatments for this population, fitted response curves were forced into intermediate values, and the CD estimates (17.7 and 17.1 h, respectively) should be taken as preliminary, especially considering the limited sample size and wide confidence intervals for this population.
FIG. 2. (a-c):
Pupal diapause decision in response to day length. (a) East-west cline experiment, 16°C; (b) east-west cline experiment, 20°C; (c) north-south cline experiment. Points are diapause proportions per population and day length treatment; curves are fitted probabilities from the mixed-effects GLMs. The estimated critical day length for each population is where the probability curve intersects the horizontal line at p(diapause) = 0.5. Sample size per treatment and population (i.e., number of individuals across families) ranges from 9 to 25 (mean = 15), except for Kalmar (mean = 7). (d) Critical day length in relation to latitude and voltinism (16°and 18°C estimates). Vertical bars show 95% CIs. Horizontal bars on Kalmar show the latitudes of the two sampling locations; point shows the mean (the value used in the life cycle model). Because the Stockholm population was not included in the main analysis, its response curve in panel c is fitted using an individual GLM, and its estimated critical day length in panel d is based on earlier research.
In the north-south cline experiment, populations differed considerably in pupal diapause response (analysis of deviance, population; v 2 = 13.31; df = 2; P = 0.0012). Critical day length estimates followed population latitude: 15.8 h for southern Sk ane, 16.4 h for northern Sk ane, and 18.4 h for the Sm aland highlands (Fig. 2c) . The Stockholm population showed high rates of diapause under the whole range of day lengths used here; consequently, its specific CD could not be estimated (but see Nylin et al. 1995, Aalberg Haugen and . The overall relationship between latitude, voltinism and CD is shown in Fig. 2d , and all CD estimates are summarized in Appendix S2: Table S4 .
All populations showed larval development times consistent with the typical P. aegeria humped reaction norm (Nylin et al. 1989 (Nylin et al. , 1995 , with gradually increasing development times at longer day lengths, followed by a dramatic drop in development time at a day length roughly 30 min longer than the critical day length for pupal diapause induction (Fig. 3) . Populations varied greatly in the placement of this reaction norm on the day length axis. In the north-south cline experiment, the response differed especially dramatically between the northern and southern populations (analysis of deviance, day length 9 population; v 2 = 484.11; df = 9; P < 0.001). Only a few northern (Stockholm and highlands) individuals developed quickly at 18.5 h day length (Fig. 3a) , while the two Sk ane populations switched to fast development already at 16.5 h day length and >17 h day length, respectively. In the east-west cline experiment, island ( € Oland and Gotland) larvae developed quickly at 18 h day length; in contrast, some highland and Kalmar larvae showed very high development times even at 19 h day length, especially in the 16°C treatment (Fig. 3b, c) . While development times were lower overall at 20°C than at 16°C, the effect of temperature appeared to be more pronounced at longer day lengths (analysis of deviance, day length 9 population 9 temperature; v 2 = 26.44; df = 4; P < 0.001). Complete summaries of model coefficients from development time analyses are given in Appendix S2: Tables S5 and S6 .
Life cycle model predictions
Results differed between the three versions of the model (Fig. 4a-d) . In the simple degree-day model (version 1), all populations were bivoltine to some extent, although diapause proportions varied greatly from south to north ( Fig. 4b ; overall RMSE = 0.244). When taking photoperiodic regulation of larval development rate into account (version 2), diapause proportions rose to >80% in Stockholm and the highlands (Fig. 4c) , improving the fit with expectations (overall RMSE = 0.126). Finally, allowing CD to vary with temperature (version 3) increased diapause incidence in Stockholm and the highlands to the expected value of near 100%, with the highland population now failing to produce a second generation at all in some years ( Fig. 4d; overall RMSE = 0.122). Hence, for model version 3, diapause proportions largely matched those expected based on observed voltinism patterns across Sweden, with low levels of diapause in the bivoltine Sk ane populations, high levels in the univoltine highlands and Stockholm, and intermediate values in the islands (Fig. 4a, d) . This indicates reasonable model performance, and motivates the use of this model when testing for the effect of interpopulation differences. The simulations reported below were run using version 3; alternative simulations using version 2 yielded similar results (Appendix S1: Fig. S4) .
Removing or altering interpopulation differences in photoperiodic thresholds affected the outcome of the simulation. When populations in the voltinism transition zone were simulated using the same photoperiodic thresholds, all populations expressed partial bivoltinism with intermediate levels of diapause incidence (Fig. 4e) . When transplanted across the voltinism boundary, populations changed their diapause incidences but retained the same overall pattern of difference (Figs. 4f, 5e-h) . Individuals from the univoltine highlands always expressed high diapause incidence, whether in their native environment or transplanted.
Differences in diapause incidence resulted in part from complex patterns of larval development across the season (Fig. 5) . Early in the season, larval development is accelerated by gradually increasing temperatures. Later in the season, larval development is first suppressed by day length falling below the LDT, and then accelerated by even shorter day lengths. In the bivoltine populations, this pattern ensured that early-hatching larvae reached maturity in time to avert diapause (Fig. 5b, d ). In contrast, the highland population's LDT was rarely reached, resulting in photoperiodically suppressed development across the whole season. These consistently long development times meant that diapause was averted only in very early-hatching larvae or very warm years (Fig. 5a ). The population-specific relationship between starting date, pupation date and critical day length is detailed in Appendix S1: Fig. S5 .
DISCUSSION
Common-garden results showed considerable interpopulation differences in photoperiodic plasticity across Swedish P. aegeria populations, with regard to both induction of pupal diapause (Fig. 2) and regulation of larval development rate (Fig. 3) . As predicted, photoperiodic thresholds varied not only according to latitude, but followed voltinism, with higher CD estimates for univoltine than bivoltine populations at the same latitude (Fig. 2d) . Furthermore, modeling results suggested that within-latitude voltinism variation over relatively short distances is in fact being upheld by these interpopulation differences in photoperiodic plasticity. Despite the difference in summer temperatures across the east-west cline (Appendix S1: Fig. S1 ), simulated transplantation of a population across voltinism boundaries was not at all sufficient to match the voltinism of the recipient population (Figs. 4f, 5) . Similarly, when population differences in photoperiodism were removed from the simulation, differences in voltinism largely disappeared as well (Fig. 4e) .
Accurate simulated voltinism patterns required not only differences in pupal diapause induction (CD), but population-specific regulation of larval development rate by photoperiod (Fig. 4a-c) . Model version 1, Oland conditions, and (h) € Oland larvae under Kalmar conditions. Pie charts (median year only) and point colors (all years) represent diapause decision: dark blue for individuals that entered diapause after pupation; green for individuals that developed directly to adulthood (and hence contributed to an additional generation within that year).
despite incorporating interpopulation differences in CD, still failed to reproduce accurate voltinism patterns (Fig. 4b ) because many larvae in univoltine populations grew too fast, pupating before the CD had been reached. Hence, the suppression of thermal acceleration of development under short days appears to be key to maintaining fine-scale voltinism variation in P. aegeria. To our knowledge, this is the first test of the consequences of such photoperiodic plasticity in a voltinism context, and it highlights a limitation of classical degree-day-based models that do not take into account state-dependent variation in the response to temperature. This result demonstrates a neglected way in which photoperiodic plasticity is adaptively tied to a specific local setting (Gotthard 1998, Grevstad and Coop 2015) , potentially confounding efforts to extrapolate phenological response in time (e.g., climate change) or in space (e.g., transplantation).
The somewhat improved fit with expectations of model 3 over model 2 may also indicate a role for temperature modulation of CD in generating variation in voltinism; in particular, it was only when allowing for this effect that the simulated highlands and Stockholm populations achieved proper univoltinism (Fig. 4c, d ). Temperature effects on diapause induction occur in many (but not all) photoperiodic insects, with high temperature either averting diapause irrespective of day length (Kivel€ a et al. 2015) or, as here, modulating the CD (Beck 1980 , Numata et al. 1993 , Vaz Nunes et al. 1996 . Although the overall effect on the simulation results is small (Table 1) , it lends tentative support to the idea, put forth, e.g., by Hayes (1982) , that such temperature effects can help maintain voltinism variation within latitudes.
The common garden experiments suffer from some methodological drawbacks, most notably the small number of families tested per population. Nonetheless, the generally small within-population variation in comparison to the population effects lends strength to the conclusion that the results reflect true interpopulation differences. Although the single generation between sampled individuals and tested individuals means that maternal or epigenetic influence cannot be ruled out, we interpret these interpopulation differences as genetic given the close match with a priori adaptive expectations. That is, the pattern of higher CD and LDT with shorter season length is a direct prediction from optimality (Nylin et al. 1995 , Levy et al. 2015 . Regrettably, the Kalmar population was poorly sampled, and its CD remains very roughly estimated. The apparently univoltine phenology of the area (Fig. 1) , in contrast with the simulation results, suggests that the true Kalmar CD is likely higher than that derived from the present analysis (Fig. 2d) . The difference in CD between northern and southern Sk ane (Nsk and Ssk) should also be interpreted with caution, given the small sample size for Nsk and the difference in methodology (grand-offspring, rather than offspring, of wild-caught individuals were used for Ssk). However, the consistent, strongly bivoltine predictions for both Sk ane populations (Fig. 4) indicate that this limitation did not likely affect the results of the life cycle model. The life cycle model makes some simplifying assumptions. Most notably, larval photoperiodism is approximated by a hard "larval day length threshold," strictly delimiting temperature effects from day length effects. In reality, the transition between modes is probably more gradual; our results indicate a slight effect of temperature on developmental rate below this threshold (Fig. 3) . Due to the complexity of the response and the limited number of experimental treatments, using the coefficients of our fitted ANOVA models to reproduce larval development directly was not feasible. It may also be noted that static laboratory photoperiods, while generating comparable or identical reaction norms in some species (Vaz Nunes et al. 1996 , Gotthard et al. 1999 , may sometimes yield different CD estimates than do naturally changing photoperiods (e.g., Bradshaw and Holzapfel 2001) . However, this should not seriously affect the estimated differences in CD between populations. Despite these simplifications, the high accuracy of voltinism predictions across the tested populations indicates that the life cycle simulation is fairly robust, and that using it to test our hypotheses leads to meaningful conclusions.
The importance of spring phenology
Simulations suggested that the developmental pathway of first-generation P. aegeria larvae is highly sensitive to the time of hatching (Fig. 5) , which in turn depends on the timing of adult flight in spring. In the observation data, the mean spring flight peak of our populations ranged from 13 May (southern Sk ane) to 9 June (Stockholm), which may represent a direct contribution of climate to voltinism variation. For example, warm springs may be associated with early eclosion of overwintered individuals, shifting the timing of mating and egg-laying and increasing the probability of a second generation being produced (Tobin et al. 2008) . However, spring flight dates are highly similar within the voltinism transition area ( € Oland mean: 29 May; highland, Kalmar, and Gotland mean: 2 June). This is in spite of considerable differences in winter and spring temperatures between the island and highland populations, suggesting that temperature variation may be buffered by interpopulation differences in diapause traits, such as propensity to terminate diapause or downstream effects on post-winter development (Papanastasiou et al. 2011 , Posledovich et al. 2014 , St alhandske et al. 2015 . Local adaptation in diapause termination and post-winter development varies between butterfly species (Posledovich et al. 2015) , and the relative contributions of genetic and plastic variation to these timing traits in P. aegeria are not known. The simulated "reciprocal transplantation" presented here essentially corresponds to transplanting newly hatched larvae at the hatching peak of the receiving population. This approach allowed us to investigate the immediate effects of photoperiodic plasticity alone, but does not represent what would occur in the case of an actual migration event across a voltinism boundary. A full picture of genetic variation in life cycle regulation needs to consider the complete yearly cycle, including both induction and termination of diapause.
The roles of photoperiod and temperature in determining phenology
Attempts to mechanistically model voltinism and other aspects of insect phenology often use a single set of biological parameters across all populations (Yamamura and Kiritani 1998, Gray 2004 , Tobin et al. 2008 , J€ onsson et al. 2009 , Powell and Bentz 2009 , Nealis and R egni ere 2014 , Nielsen et al. 2016 ). This reflects an often implicit assumption that most phenological variation (at least within latitudes) is accounted for by the environment, especially temperature. If photoperiod is considered, its influence is typically limited to a single CD value that sets the endpoint (and sometimes starting point) of the growing season for all populations, while local temperature provides spatial and temporal variation by determining how quickly development proceeds within that season (Tobin et al. 2008 , Nielsen et al. 2016 ). Contrary to this view, our results suggest that a substantial portion of voltinism variation, even at short distances and within latitudes, may in fact result from local adaptation of photoperiodic plasticity. Rather than merely causing voltinism variation directly, local climate in the P. aegeria system appears to be providing a selective landscape to which photoperiodic reaction norms have been adapted. This conclusion is especially strengthened by the comparison within latitudes, as such a setup separates adaptation to climate from adaptation to differing photoperiodic information between latitudes (Bradshaw and Holzapfel 2008) .
Observation data indicate that many lepidopteran populations are adding additional yearly generations as a result of increased global temperatures (Altermatt 2009 ). Remarkably, our results for P. aegeria suggest that the highland population (with its current-day genetic makeup) would retain a largely univoltine phenology even under the temperature regime of Gotland, where mean summer temperatures are nearly 2°C higher (Appendix S1: Fig. S1 ). This is in part because the high LDT of highland larvae prevents development rate from responding to temperature during most of the season (Fig. 5a, e) . This strong overriding effect, where development rates of P. aegeria larvae experiencing sufficiently short days show virtually no response to temperature (Nylin et al. 1989) , has also been shown in the closely related Lasiommata maera (Gotthard et al. 2000) . In general, photoperiodism of larval development appears common in satyrine butterflies (Gotthard et al. 1999, Ryzhkova and Lopatina 2016) , and has also been described across a range of other insect groups (Beck 1980 , Shindo and Masaki 1995 , Margraf et al. 2003 , Taniguchi and Tomioka 2003 , Strobbe and Stoks 2004 , Shama and Robinson 2006 . In essence, larval photoperiodism provides a sort of "standard developmental curve" across the season, which may buffer against year-to-year temperature variation and ensure appropriate timing of growth. The degree of photoperiodic effect on thermal reaction norms varies greatly (Gotthard et al. 2000 , and will determine the importance of this mechanism in shaping the phenology of a given species. A possible, testable prediction from our results is that species with particularly strong photoperiodic regulation of development rate should show smaller shifts in their phenologies (e.g., voltinism or flight dates) in response to short-term temporal variation in climate, than would species with little or no such larval photoperiodism. Intriguingly, insensitivity to year-to-year temperature variation was indeed suggested for some species, including P. aegeria, by a statistical analysis of the phenologies of 15 British butterflies (Hodgson et al. 2011) .
Because it can result in idiosyncratic and populationspecific responses to temperature, local adaptation of photoperiodism is key to predicting and understanding the response of insect populations to novel environments, whether due to transplantation or changing climate (Bean et al. 2012 , Grevstad and Coop 2015 , Van Dyck et al. 2015 . In the long term, this includes evolutionary responses, which will depend greatly on standing genetic variation for photoperiodic plasticity (Bradshaw and Holzapfel 2001 , Yamanaka et al. 2008 , Sniegula et al. 2014 . Voltinism, given its implications for shortterm population growth, can be economically important in the case of pest species (Yamanaka et al. 2008, Faccoli and Bernardinelli 2014) , which has prompted modeling efforts to predict future voltinism increase (Tobin et al. 2008 (Tobin et al. , J€ onsson et al. 2009 ). Such efforts may benefit from more detailed knowledge of species-and population-specific life history responses to photoperiod (Nylin 2001) .
CONCLUSIONS
Insect voltinism variation offers an interesting research setting for exploring the consequences of life history optimization under time constraint (Roff 1980 , Kivel€ a et al. 2009 , Shama et al. 2011 , as well as genetic patterns of local life cycle adaptation (Levy et al. 2015) . Given that the fitness costs of expressing a locally suboptimal voltinism may be dire (Bean et al. 2012 , Grevstad and Coop 2015 , Van Dyck et al. 2015 , we should expect strong selection gradients resulting in local adaptation of life cycle traits across season length clines. We may also expect sharp gradients in season length to select for mechanisms that modulate diapause induction, molding life cycles to local climate and compensating for gene flow across the cline. Our results suggest that both of these may be occurring in P. aegeria: the former in the form of local photoperiodic thresholds actively maintaining voltinism differences, and the latter in the form of temperature sensitivity of the CD (although this latter mechanism appears to be of minor importance for maintaining voltinism variation). Complementing our laboratory results with population comparisons made under natural or semi-natural photoperiod conditions may provide a further test of these conclusions.
While temperature is often treated as the dominant source of phenological variation in ectothermic organisms, through plastic effects on development, temperature differences between the populations studied here were not enough to explain the voltinism variation observed. On the contrary, our results frame voltinism as a complex interplay of (1) general thermal effects on development, (2) locally adapted CDs, (3) locally adapted developmental reaction norms, and (4) to a lesser extent, temperature being used as a cue. Of these, only the first two are well understood. All four mechanisms represent phenotypic plasticity, but at different levels of geographic specificity, which highlights the complex role of plasticity in shaping phenological patterns. Understanding and predicting responses of insect populations to variation in climate, whether spatial or temporal, may require detailed insights into the interplay of these mechanisms.
