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Abstract
Electron spin resonance (ESR) is an important experimental technique. A comprehensive
theory of ESR has been difficult to establish, and as such several different approximations
are used to predict and explain experimental results. This thesis applies the bond-mean-
field theory to the problem of ESR frequency shift for the one-dimensional antiferromagnetic
Heisenberg spin chain with uniaxial exchange anisotropy. We use this theory to calculate
the ESR resonance frequency shift as a function of temperature and magnetic field. We
perform numerical calculations using the expression obtained. These results are compared
to existing results in the literature; they are in broad agreement with theoretical results such
as those of Oshikawa and Affleck obtained via bosonisation, but they show discrepancies
with experimental results. We agree with the theoretical authors that the discrepancy is due
to our use of the simplest-case interaction model.
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Chapter 1
Introduction, Background, and Motivation
This section will introduce the topic of electron spin resonance (ESR). It begins with a
definition of ESR and an explanation of the basic ESR theory (section 1.1), including the
nature of the resonance frequency shift. This is followed by a review of the history of ESR
(section 1.2), containing a history of theoretical models for calculating the resonance shift
and a history of past and present experimental methods and materials. We then engage in a
brief digression into applications of ESR analysis. Finally in light of the preceding we define
our problem and present the motivation for our calculations.
1.1 Electron Spin Resonance
ESR is a spectroscopic technique that uses an applied magnetic field to break spin degeneracy,
and using absorption to detect this energy level splitting. The topic of ESR is covered in
1
two areas. First is a definition and overview of the principles of ESR, with specific mention
of the role of anisotropy in complicating analysis. Second is a derivation of the basic ESR
frequency shift equations for the case of the antiferromagnetic Heisenberg spin chain.
1.1.1 Definition
ESR, also referred to as electron paramagnetic resonance (EPR), is an experimental tech-
nique used to study magnetic properties. It uses the interaction of magnetic moments in
external magnetic fields to induce a split in the energy levels of a sample, and then measures
that split by resonance absorption. ESR is very similar to Nuclear Magnetic Resonance
(NMR), as the names suggest. Where NMR targets nuclei, ESR instead targets electrons
(hence electron resonance rather than nuclear resonance) [1]. ESR is thus concerned with
the interactions of an electron’s spin. Spin angular momentum is a quantum property; elec-
trons possess a spin value of one half – S = 1/2. They are therefore fermions, subject to
the exclusion principle. For a spin of S, spin states along the axis of quantisation may exist
in increments from −S to +S. A free electron’s spin state is therefore either S = +1/2 or
S = −1/2.
Resonance techniques (such as ESR) use an applied energy input to probe the energy levels
of a material. If this energy input matches the energy level separation in a substance,
the input is absorbed and causes a transition in the material between energy states. Such
2
techniques therefore rely on the existence of an energy level differential within a substance.
In an isolated (i.e., lone, non-interacting) system, electron spin does not affect energy - the
two spin states of a single S = 1/2 electron are energetically degenerate. Microscopically, spin
leads to magnetism. Due to its intrinsic spin, an electron also possesses a magnetic moment.
This magnetic moment is given by
mS =
gSµBS
h¯
, (1.1.1)
and the magnetic moment mS is a function of the spin S, proportional to the constant g-
factor (gS for spin) and the Bohr magneton ratio (µB). Because the electron spin may exist
in either the spin up or spin down states (S = ±h¯/2), the magnetic moment is then
mS = ±gSµB
h¯
1
2
. (1.1.2)
This magnetic moment will interact with an applied magnetic field. If a field H is applied
(where H = Hz zˆ, and we call the direction of the applied field the z axis) then the energy
3
of the electron (due to this interaction) becomes
E = mS · h
=
gSµBS
h¯
· h
=
gSµBSz
h¯
hz
= ±gSµBhz
2
,
(1.1.3)
with the lower energy, E− = −gSµBHz/2, as the unexcited level, and the higher energy,
E+ = +gSµBHz/2, as the excited level, within the presence of the applied magnetic field.
This is known as the Zeeman interaction. Therefore, the energy level splitting created by
applying the magnetic field is
∆E = mS · h
= gSµBhz .
(1.1.4)
We illustrate this phenomenon in figure 1.1.
Within an atom, an electron’s spin angular momentum may further couple to its orbital
angular momentum. This total angular momentum J – equal to the summation, J = L + S
– leads instead to a total magnetic moment of
mJ =
gLµBJ
h¯
. (1.1.5)
If more than the spin is involved we use the Lande´ g-factor gL instead of the spin g-factor gS.
4
Figure 1.1: A demonstration of energy degeneracy breaking due to the Zeeman
interaction. At zero applied field (B0 = 0) there is only one energy level. Increasing
B0 > 0 separates the energies of the S = +1/2 and S = −1/2 states, in proportion
to B as in equation (1.1.4).
The number of states of the magnetic moment will therefore vary in accordance with the total
angular momentum. This in turn will determine the number of, and separation between,
energy levels within an applied magnetic field. In dealing with the Zeeman interaction for
the purposes of ESR, there is no need to differentiate between the pure spin magnetic dipole
moment, and the effective electron magnetic dipole moment due to total angular momentum,
and in this work we therefore follow the literature in referring to the total angular momentum
as the effective spin, unless the distinction must be made explicit – we state as shorthand
that, e.g., the valence electron in a manganese(III) ion possesses effective spin S = 5/2. In
all of our calculations in this work we only deal with S = 1/2 electrons, with no coupling of
orbital angular momentum, but the effective spin is important in discussing the history of
spin chain model compounds, as reviewed in section 1.2.2.
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It is the energy difference – due to the Zeeman interaction – which is probed by the second
incident field. The incoming field has energy E = h¯ω, and therefore, when this energy is
equal to the energy gap, as
h¯ω = ∆E , (1.1.6)
it may be absorbed, producing resonance. The absorption is measured by the field intensity
before and after passing through the sample. This electromagnetic field is usually a beam
in the microwave range [1, 2]. For experimental purposes it is possible to vary either side
of equation (1.1.6) – either the frequency or the size of the energy gap (proportional to
the field strength). In the early history of ESR experiments, it was more common to fix
the field strength (with a static magnet or electromagnet) and vary the frequency. Modern
implementations use fixed frequency sources such as lasers and vary the field strengths with
pulsed electromagnets.
ESR is only applicable to substances with unpaired or free electrons. This is because ab-
sorption occurs due to the transitions between split energy levels. Electrons are Fermions,
and thus obey the Pauli exclusion principle: two electrons cannot exist in the same quantum
state. Therefore if two electrons are present, an applied magnetic field will break the energy
degeneracy between spin states, but both levels will be occupied, and no transition between
them – and thus no absorption – can occur.
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1.1.2 The Importance of Anisotropy
Under ideal, theoretical conditions, a single electron, or a system of non-interacting electrons,
will exhibit the same energy levels and associated splitting, and the system’s absorption will
be a delta function at the exact resonance frequency. In real materials, the situation is more
complicated. In addition to the Zeeman effect described above, other higher-order effects
may contribute to the total energy separation, causing both a shift in and a broadening
of the resonance frequency. This includes hyperfine coupling (interaction of the electron
magnetic moment with the nuclear magnetic moment) and exchange interaction between
electrons. Those interactions may be isotropic (rotationally or directionally invariant –
symmetrical, or more rigorously, conforming to SU(2) symmetry) or anisotropic (dependent
on orientation) [1].
The presence of isotropic interaction does not shift the resonance frequency. This is physically
intuitive, as the energy gap – and thus the peak resonance frequency – is created by the
symmetry-breaking spin-magnetic field coupling. The presence of anisotropy similarly breaks
the symmetry of the isotropic system, and thus affects the size of the energy gap, and in
turn, the corresponding resonance frequency. What isotropic interaction may do is split the
absorption – higher order interactions causes further splitting of energy levels, beyond the
primary split due to the Zeeman effect. This causes the energy differences to vary slightly
7
Figure 1.2: An example of an ESR spectrum, in this case for Lithium Copper(II)
Vanadate [3]. Displayed is the first derivative of absorption, for several tempera-
tures. Peak resonance is represented by the point at which the derivative curve
crosses zero.
from the pure case above. Due to the selection rules for transitions, the usual effect is that
the single resonance peak is split into two (or more) smaller peaks, symmetrically located
about the single peak [1].
Systems also exhibit thermodynamic effects above the zero temperature limit. That is, values
will begin to exhibit statistical variation. This causes broadening, and the resonance behaves
as a generally Lorentzian curve rather than a pure delta function.
The presence of anisotropy results in a shift of frequency and a broadening of absorption
8
compared to isotropic models. All real systems exhibit some degree of anisotropy, due to a
combination of intrinsic factors, such as dipole effects, and extrinsic factors, such as structural
imperfections and inter-system coupling – it is not possible to construct real systems that
are purely isotropic. A sample plot of absorption is displayed in figure 1.2, illustrating the
resonance peak. The presence of anisotropy causes a shift in the peak resonance frequency
from the idealised, isotropic case. The anisotropic case is therefore of experimental and
theoretical interest.
1.1.3 The Antiferromagnetic Spin=1/2 Chain
A spin chain is a one-dimensional (1D) structure composed of interacting spins. In practice
this arises from structures where there is much stronger interaction between electrons at sites
along one axis of a substance than the others; some examples are given in section 1.2.2. In
the ideal case each chain is sufficiently isolated from others that the interchain interactions
are entirely negligible, and although this is unattainable, many substances have been found
or synthesised which come close, with intrachain interaction orders of magnitude stronger
than interchain interaction.
In this section we begin with the antiferromagnetic, anisotropic S = 1/2 chain, define its
Hamiltonian, and derive the basic equations for the ESR resonance frequency shift. Much
of the material in the following derivation is drawn from reference [4]. This derivation is
9
. . . w- wff
· · ·
w-
Si−2
wff
Si−1
i−1↔i w-
Si
i↔i+1wff
Si+1
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Si+2
wff
· · ·
w- . . .
Figure 1.3: A spin chain in its ground state. Circles represent sites along the
chain, and arrows the spins at those sites. This chain is antiferromagnetic, with
alternating spins, and uniaxial, with spin quantised along the chain axis (defined
as z). Spin Si interacts only with its nearest neighbours, Si−1 and Si+1.
accurate only to first order [5–7]. This level of accuracy, however, is sufficient for many cases
of interest [8], including our calculations in this work.
We first consider the antiferromagnetic S = 1/2 Heisenberg chain, with an applied magnetic
field h oriented along the chain (with the axis of the spin chain denoted as the z axis). The
Hamiltonian is defined as:
H = −J
N∑
j=1
[(
Sxj S
x
j−1 + S
y
j S
y
j−1 + S
z
jS
z
j−1
)
+ δSzjS
z
j−1
]− N−1∑
j=0
Sj · h . (1.1.7)
In this case only nearest-neighbour interaction is considered. Often the Hamiltonian of a
spin system is expressed as H = H0 +H′+HZ [9]; that is, the total H in the presence of an
external field is expressed as a combination of an isotropic term H0, an anisotropic term H′,
and the Zeeman term HZ . For the above Hamiltonian, this (after gathering isotropic and
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anisotropic terms) breaks down into
H0 = −J
N∑
j=1
Sj · Sj−1 .
H′ = −J ′
N∑
j=1
SzjS
z
j−1 .
HZ = −gµBhz
N−1∑
j=0
Szj .
(1.1.8)
Hereafter in this work we denote the anisotropic exchange constant as J ′ ≡ δJ .
The simplest derivation for the resonance frequency, and its anisotropy-dependent shift,
originates with reference [4], and proceeds directly from the above Hamiltonian, beginning
with the Heisenberg equation of motion for S+,
ıh¯S˙+ = [S+,H] . (1.1.9)
It is assumed that S˙+ has a constant rate of change; that is, S˙+ = ıωS+ [4]. For the isotropic
case, under the applied hz field, S
+ would oscillate at the Larmor frequency, which would
then also be the resonant frequency; this is a consequence of the fact that [S+,H] = [S+,HZ ]
in the absence of any H′ term. Following reference [4], we assume that for sufficiently small
anisotropy H′  H, the contribution of H′ is minimal: [S+,HZ ]  [S+,H′]. Tnat is, we
assume that the anisotropy may be treated as a perturbation, and that the first-order result
is sufficiently accurate to proceed with [10]. With that assumption, the equation of motion
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(1.1.9) is equivalent to
−h¯ωS+ = [S+,H] . (1.1.10)
So, taking the commutator with respect to S− of both sides,
−h¯ω[S−, S+] = [S−, [S+,H]] ; (1.1.11)
then, taking the thermal average,
h¯ω =
〈[S−, [S+,H]]〉
〈2Sz〉 , (1.1.12)
since [S−, S+] = −2Sz. The above derivation represents a very simplistic treatment, but the
general result is used throughout the literature [1, 4–6,8–10].
1.2 History of ESR Analysis
We now proceed to review the historical development of ESR, first by examining analyti-
cal and theoretical approaches then by considering some of the experimental methods and
materials used.
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1.2.1 Theoretical Analysis
Electron Spin Resonance investigation has a long history. Early work was performed by
Mori and Kawasaki [11, 12]. They noted the existence of the resonance frequency shift due
to anisotropy as well as its effect on lineshape – anisotropy also leads to a broadening of
the absorption spectrum. Similar work was also done by Kanamori and Tachiki at the same
time [13]. Several years later Nagata and Tazuke [4] revised these methods to produce the
familiar form for the ESR frequency,
h¯ω =
〈[S−, [S+,H]]〉
2〈Sz〉 . (1.2.1)
In this and other analyses H is assumed to be a modified Heisenberg hamiltonian as in
equation (1.1.8). The authors note that only anisotropy H′ in H contributes to the frequency
shift - thus, the frequency appears as h¯ω = h¯ω0 +∆h¯ω, and the frequency shift ∆h¯ω is given
by
∆h¯ω =
〈[S−, [S+,H′]]〉
2〈Sz〉 . (1.2.2)
The procedure used by each of the preceeding authors was to consider the anisotropy as a
perturbation on the behaviour of the unperturbed isotropic spin chain Hamiltonian; these
calculations were performed only to the first order. Nagata and Tazuke derived their result
13
from the dynamic magnetic susceptibility, given by
χ+−(ω) =
[
ı(gµB)
2/h¯
] ∫ ∞
−∞
dtθ(t)〈[S−, S+(t)]〉eıωt . (1.2.3)
Representing χ+− with a Fourier series, they found the moments of resonance as
µn =
∫ ∞
−∞
ωnIm{χ+−(ω)}dω , (1.2.4)
and obtained the resonance frequency equation (1.2.1) as h¯ω = h¯µ1
µ2
, resulting in h¯ω ≡
〈[S−, [S+,H]]〉/2〈Sz〉. To calculate the value of the expressions such as (1.2.2), the classical
approximation of the spins and spin interaction was used. The classical approach involves
treating the spins as classical objects able to exist at any angle and angular momentum.
The expressions derived by Mori and Kawasaki and confirmed by Nagata and Tazuke -
equations (1.2.1) and (1.2.2) - have formed the starting point for much subsequent analysis
[5, 6, 14]. As experimental techniques improved and compounds exhibiting spin chains and
other spin lattices were synthesized, the need arose for more accurate theories of ESR,
including anisotropy-induced ESR shift [15].
One more recent method is a field-theory approach based on bosonisation [5,16]. The latter
method is a procedure for transforming fermion problems into problems involving bosons. It
is used where the bosonic representation is easier to manipulate or solve than the equivalent
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fermionic representation. The authors Oshikawa and Affleck re-derived the expressions for
ESR frequency shift, which they found to be similar to equation (1.2.2) but with an additional
term, as
∆h¯ω = −〈[[H
′, S+], S−]〉 − Re{GR
AA†(ω = h)}
2χh
. (1.2.5)
For the low-field regime – as h/J → 0 – the expression χh evaluates as χh ≈ Mz ≡ 〈Sz〉,
reflecting the form given in other results, since the antiferromagnet exhibits zero magneti-
sation in the zero-field limit. This additional correction in equation (1.2.5), as compared
to equation (1.2.2), arises from a more rigorous evaluation of the equations of motion, as
S˙± = ∓ıhS± ± ıA(†), where A = [H′, S+]. The full solution to these equations requires the
introduction of the Green’s function:
GRAA†(t) = −ıθ(t)〈[A(t), A†(0)]〉0 , (1.2.6)
and its Fourier transform (for GR
AA†(t)→ GRAA†(ω)).
To evaluate such expressions requires calculating the correlation functions, and the bosoni-
sation is employed to do so. An in-depth consideration of the method is beyond the scope
of the current work, but we include a brief overview of [5] here. The initial treatment is of
the isotropic Hamiltonian H0 = J
∑ ~Sj · ~Sj+1. For this case, the free boson Lagrangian is
15
stated to be:
L = 1
2
[
(∂0φ)
2 − (∂1φ)2
]
, (1.2.7)
where φ represents the bosonic wave function. The subscripts denote x0 = νt and x1 = x;
the differentials, therefore, represent ∂0 = ∂/∂t and ∂1 = ∂/∂x. At this point the additional
terms are considered, as in equation (1.1.8). The introduction of the Zeeman term HZ has
the effect of adding the term
LZ = H√
2pi
∂φ
∂x
(1.2.8)
to the bosonic Lagrangian. These then lead to the S± correlation functions, which are
calculated in terms of bosonic current operators JαR,L (for left- and right-moving components)
and confirm the isotropic resonance (a delta-function peak in the zero-temperature limit).
At this point anisotropies are considered. The definition of exchange anisotropy in [5] is
H′ = δ
∑
j
Snj S
n
j+1, (1.2.9)
which, for the simplest case of n ≡ z, is the same anisotropy we have considered in equation
(1.1.8). The authors state that including the anisotropy as a perturbation, the Langrangian
under the applied magnetic field is
La = −λJzRJzL −
λH√
2
(JzR + J
z
L)−
λH2
2
. (1.2.10)
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The term λ arises from the anisotropy; in terms of the bosonic current operators the total
Hamiltonian – including anisotropic terms – is
H = H0 − (gx(JxRJxL + JyRJyL) + gzJzRJzL) , (1.2.11)
and λ = −gz + gx. Therefore λ is directly proportional to the anisotropy J ′ in the spin
operator formulation. Using these bases the authors analyse each term in equation (1.2.10).
The first leads of a renormalisation of the compactification radius, which does not affect the
peak resonance frequency; neither does the third term, which is constant and independent of
the current operators JαR,L. The second perturbative term in equation (1.2.11) is evaluated
by renormalisation of the applied magnetic field. This gives a shift in resonance frequency
equal to −2piλH, which is in turn linearly proportional to both the applied field H and the
anisotropy J ′. The authors conclude with the observation that, because their calculations
assume an overall Lorentzian lineshape, their bosonisation approach is only valid at low
temperatures, because the lineshape is only Lorentzian for T  J .
An alternative method is to perform the calculations through direct numerical simulation.
This avoids the problem of potentially inaccurate simplifying assumptions, and is not limited
to either high or low temperature regions. However, the number of spins which may be
simulated is relatively small, with recent analyses using N = 8 [14] and N = 16 [17] (in 2002
and 2010 respectively). The latter authors suggest their method (valid at high temperatures)
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complements the low-temperature field theory approach of reference [5].
The properties of the isotropic spin-1/2 chain (the Heisenberg model) may be calculated
exactly by means of the Bethe ansatz method in the ground state (T → 0). This result
may also be used as a starting point for analysing the frequency shift due to anisotropic
perturbations [6]. In the article by Maeda, Sakai, and Oshikawa [6], the expression (1.2.2)
is once again derived from the dynamical magnetic susceptibility, χ, as
∆h¯ωσσ =
∫∞
0
dωωχ′′σσ(ω)∫∞
0
dωχ′′σσ(ω)
− h . (1.2.12)
Here, χ′′ gives the imaginary part of the susceptibility χ = χ′ + ıχ′′, and σ represents
the polarisation. This may be compared to the earlier result of Nagata and Tazuke in
equation (1.2.3): in general, χ = χzz + χ+−. For the magnetic field h = hz zˆ, it is as-
sumed for simplicity that σ ∈ {x, y}. The integral in the numerator is equivalent to to
−pi〈[[H, Sσ], Sσ]〉/2, but the integral in the denominator cannot be calculated analytically.
When calculated perturbatively, the result is
∆h¯ωσσ = −〈[[H
′, S+], S−]〉
2〈Sz〉 +O(H
′2) , (1.2.13)
where the first order result is equivalent to equation (1.2.2). Evaluating this expression for
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the anisotropic chain results in the expression
∆h¯ω ∝ Y (T,H) = 〈S
z
jS
z
j+1 − Sxj Sxj+1〉
〈Szj 〉
. (1.2.14)
Because the averages 〈. . . 〉 are evaluated with respect to the unperturbed (isotropic) Hamil-
tonian, this may be evaluated with the Bethe ansatz technique. Plots of these results are
included in chapter 4.2.1, where they are compared to the calculations performed in this
work.
The resonance frequency, and the resonance frequency shift, can also be determined from
the absorbed power [7]. Absorbed power Q is defined as
Q =
1
N
∂〈H〉
∂t
, (1.2.15)
where the brackets 〈. . . 〉 denote the average against the system’s density matrix. The absorp-
tion Q is calculated from the quantum Boltzmann equations, giving consistency equations
of the form ıh¯〈S˙(z,±)〉 = f(〈Sz〉, 〈S+〉, 〈S−〉). In [7], this is first considered for the isotropic
case, and then extended to the anisotropic case, with anisotropy defined as follows:
H′ = −
∑
i,k
AkS
z
i S
z
i+k . (1.2.16)
This is equivalent to the anistropy introduced in equation (1.1.8), if only nearest-neighbour
19
(k ≡ 1) interactions on the n ≡ z axis are considered.
Spin chains are of particular interest in ESR analysis because they are the simplest struc-
tures, but also because some more complicated structures may be mapped onto effective spin
chain Hamiltonians, particularly spin ladders [18]. A recent review of ESR behaviour [19]
summarizes the current approaches, although the frequency shift is not directly addressed.
Most prominent is numerical calculation via the method of the density matrix renormali-
sation group. The authors also utilise the Bethe ansatz method used in [6], as well as the
bosonisation technique of [5].
The difficulty in these analyses lies in calculating the multi-term correlation functions be-
tween spin operators [5, 8, 20]. In the absense of exact analytical methods, a variety of
approximations and numerical methods must be used. The goal of the present work is to
determine how closely the results of the bond mean-field theory resemble the existing results
and current data.
1.2.2 Experimental Analysis
The fundamental ESR relation is given by:
h¯ω ' gµBh . (1.2.17)
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Figure 1.4: A block diagram of a generic ESR apparatus [2]. The magnetic field is
provided by pulsed electromagnets, and the sample is probed with a fixed-frequency
source – possible examples are lasers in the far infrared or microwave range, or a
backward travelling wave tube.
Experimentally, ESR is a measure of absorption, and therefore any implementation will
involve passing an electromagnetic signal (of frequency ω) through a sample. If the energy of
the signal (h¯ω) matches the induced energy gap (∆E), absorption will occur. By comparing
the intensity of the signal before and after passing through the sample, the absorbed intensity
can be determined. Figure 1.4 (from reference [2]) shows a generic experimental setup,
illustrating the components of modern ESR implementations. ESR must be performed at
low temperatures (T < 100K). The experiment may be set up in different ways – either ω
or h in equation (1.2.17) may be varied. Because it is easier to generate a fixed frequency, it
is more common to vary the magnetic field strength. This is shown in Figure 1.5.
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(a) (b)
Figure 1.5: A comparison of possible modes of ESR analysis [2]. Either the magnetic
field strength is held and the frequency source swept (as in modes a or b), or the
frequency is fixed and magnetic field strength varied (as in modes c or d).
There are a number of compounds that have been found to contain low-dimension spin
systems. Some of the first such compounds discovered, known from the 1960s, incorporate
manganese(II) ions (Mn2+) with active spin S = 5/2 electrons [21]; an example is tetramethy-
lammonium manganese(II) chloride (chemical formula: N(CH3)4MnCl3, and usually denoted
TMMC). Ions such as copper(II) (Cu2+) or vanadium (V4+) contain S = 1/2 valence electrons,
which allows for S = 1/2 spin lattices exhibiting more purely quantum behaviour [3,22], com-
pared to the S = 3/2 or the S = 5/2 compounds first studied. Two examples of copper-based
compounds are copper benzoate (chemical formula: Cu(C6H5COO)23 H2O) and lithium cop-
per(II) vanadate (chemical formula: LiCuVO4). These three compounds – TMMC, copper
benzoate, and lithium copper(II) vanadate – are now described in some additional detail as
exemplars.
In TMMC, linear chains are formed by manganese ions surrounded by chlorine, and these
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(a) (b)
Figure 1.6: Structure of TMMC. Figure 1.6(a) illustrates the manganese S=5/2
chains found in TMMC; small spheres represent manganese atoms and large spheres
chlorine atoms. Figure 1.6(b) shows how these chains are arranged. The chains exist
along crystal axis c, with ammonium ions occupying the space between them [23].
chains are interspersed with ammonium ions, as illustrated in Figure 1.6. TMMC exhibits
a very pure one-dimensional spin chain (with low strength interchain coupling), but the
interacting electrons provided by the manganese atoms possess S = 5/2 [23]. As such the
quantum effects are less dominant and the classical approximation is a very good model for
its experimental results [4] (since S = n/2→ S =∞ is the classical limit).
Copper benzoate exhibits near-ideal S = 1/2 antiferromagnetic linear spin chain behaviour
[24]. It forms a base-centred monoclinic lattice, with copper ions (Cu2+) providing the active
electrons, as depicted in Figure 1.7. The strongest exchange interaction occurs between spins
located at copper sites along the crystal axis c; interchain coupling is negligible due to the
much greater separation along crystal axis b, and the much greater superexchange between
copper sites along axis c than across axis a due to the asymmetry of the unit octahedra.
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(a) (b)
Figure 1.7: Crystal structure of copper benzoate. Point representations are as indi-
cated. Figure 1.7(a) shows the octahedral unit cell in subfigure (C) and the general
structure in subfigure (A); the unit cell contains two benzoate vertices and four
water vertices, leading to asymmetry as illustrated in subfigure (B). Figure 1.7(b)
emphasises the chain structure arising from the arrangement of cells [25].
ESR analysis of copper benzoate behaviour was a long-standing difficulty [5,21], because the
classical approximations [4, 12, 13] did not provide a very good fit for the data [24].
Another substance exhibiting a chain-like S=1/2 structure is lithium copper(II) vanadate
(LiCuVO4) [3, 22]. As with copper benzoate, the active spin=1/2 electrons are provided
by Cu2+ ions. It possesses an inverse spinel structure of lithium (Li+) and copper (Cu2+)
ions surrounded by oxygen in octahedra, with non-magnetic vanadium (V5+) ions infilling
surrounded by oxygen tetrahedra. The octahedra form chain structures which appear as
alternating layers of rod-like arrangements. The crystal structure is illustrated in Figure 1.8.
Oxygen-mediated superexchange between copper sites along crystal axis b is the dominant
interaction, leading to the strongly chain-like behaviour.
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(a) (b)
Figure 1.8: Crystal structure of lithium copper(II) vanadate. The difficulty in
describing a unit cell for figure 1.8(a) leads to the rod packing model depicted in
figure 1.8(b). The tetrahedra around the vanadium ions and the octahedra around
the copper and lithium ions share oxygen as vertices [26].
As mentioned in section 1.1.2, all real systems exhibit some degree of anisotropy; these
anisotropies are due to a variety of effects. The largest portion of these effects are due to
spin-orbit coupling; this coupling breaks the SU(2) symmetry of the isotropic case [17, 27].
Spin-orbit coupling may lead to both symmetric and antisymmetric spin exchange anisotropy;
we treat only the symmetric case in this work. Other symmetry-breaking effects include
dipole interaction with surrounding sites.
In experimental data, ESR shift is often expressed by a relative g value [2, 6]. This arises
from the fundamental relation given above, h¯ω ' gµBh. In the presence of a frequency shift
h¯ω → h¯ω0 + ∆h¯ω, this can be expressed as (g + ∆g)µBh.
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1.2.3 Applications of ESR
It is also important to note the broader applications of ESR. The natural comparison is to
NMR (as alluded to in chapter 1.1.1). In principle electron resonance is more sensitive for
imaging and detection than nuclear resonance, because the frequency range for ESR is much
higher than for NMR - on the order of 10 to 102 GHz for ESR, compared to 10-100 MHz for
NMR [1]. There are, however, several difficulties in implementing ESR in similar biomedical
roles, in applications beyond crystallography and more purely theoretical investigation [28].
ESR is more limited in application, as it relies on unpaired electrons, and such unpaired
electrons are only found in certain materials, whereas all substances contain nuclei. Many of
these materials fall into two broad categories. The first is metallic and crystalline structures,
such as the spin chains that are the focus of this spin lattice. Such structures are composed
of regular lattices, with a single electron at each lattice site in some geometric arrangement,
such as chains, ladders, and other, more complex arrangements. The second class of material
is radicals, which are highly reactive chemical species with one or more unpaired valence
electrons or dangling covalent bonds [28]. These radicals are of great importance in many
areas of chemistry, since they are generally found as reaction intermediates.
Most biochemical processes occur through redox (reduction and oxidation) reactions - i.e.,
the transfer of free electrons. Radicals disrupt the balance between these, and this imbal-
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ance (termed oxidative stress) can lead to damage to biological components such as lipids,
proteins, RNA, and DNA [29]. Such oxidative damage via radicals is implicated in causing
many forms of cancer, and is also associated with many aging processes [28]. Excess radicals
can be introduced by many sources, such exposure to smoke, ozone, or asbestos, and partic-
ularly by exposure to radiation. ESR therefore presents a method for immediately assessing
the effects of radiation, as radical detection would provide much more detailed information
than a simple dosimeter [28].
There are several difficulties faced in detecting or imaging radicals, particularly in living
subjects [28]. Due to their reactive nature they are generally short-lived. Cooling samples
to very low temperatures increases their persistence but is evidenly inapplicable for living
subjects. One method for overcoming this is through spin trapping. Spin trapping works
by introducing compounds that are very likely to react to the radicals but are themselves
more persistent; they bond with the species of interest, and the combined compound acts
as a direct proxy for the presence of the original radical. Work to improve the half-life and
reduce the toxicity of available spin trapping compounds is ongoing. ESR methods for radical
detection are presently less developed than alternatives but offer significant promise [29]. A
common class of spin trap compounds are nitrogen based compounds [30]. When these react,
they generate nitroxide compounds, and ESR detection of these compounds allows for much
greater sensitivity than competing methods such as spectroscopic analysis. Different spin
traps may be tailored to detect different radicals and radical types; some detection systems
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are sensitive enough. A significant obstacle to in-vivo use is that the spin trap compounds
themselves may be harmful.
ESR may also be applied directly to certain biochemical molecules, provided they contain
the appropriate electron configurations. One class particularly amenable to ESR is those
compounds containing copper ions or cupric complexes [28]. As previously mentioned, such
Cu2+ ions are a common source of S = 1/2 single electrons. ESR is therefore a useful method
for investigating the structure of such compounds.
The calculations in this thesis were for a class of spin lattice which does not occur in bio-
chemical compounds, and this therefore represents a barrier to directly relating our results
to the sorts of methods discussed in this section. In such networks the exchange interaction
is dominant, and we consider in particular its anisotropies. However, in all real substances
there are deviations from pure isotropy [1]; in organic compounds various fine and hyperfine
interactions do lead to anisotropies [28], which may be considered by similar means. ESR
techniques can also be used as they are in chemical and material science, to experimentally
determine the type and magnitude of anistropies, by comparison to theoretical isotropic
models (e.g. [31]), and this relies on the accuracy of models incorporating anisotropy.
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1.3 Motivation
In the preceding sections we defined electron spin resonance and provided an outline of the
basic principles involved (chapter 1.1). We then reviewed the theoretical and experimental
history of the technique (chapter 1.2). Given the variety of theoretical models that exist, we
must justify our subsequent calculations as offering something new.
As referred to above, the most accurate models existing in the literature are extremely
computationally intensive, and consequently in some cases the original methods [4] are still
used [22]. Our goal is to attempt a new method for calculating the ESR behaviour, and
particularly the behaviour of the resonance frequency shift. We are prompted to use the
bond-mean-field theory [32] (elaborated on in section 2.3) due to its physically intuitive
nature; it is a technique for modelling interaction in terms of an alternating parameter,
which is strongly reminiscent of the antiferromagnetic nature of the spin chains we wish to
examine. It is our hope that by using the bond-mean-field theory to calculate the frequency
shift expression, we will be able to reproduce the existing results for both theoretical and
experimental analysis. The advantage of this approach would be to offer either more accurate
calculations (than the original, semiclassical models of [4]) or simpler calculations (than the
current computationally intensive models, using such methods as bosonisation or the Bethe
ansatz).
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Chapter 2
Theoretical Tools
In chapter 1, we introduced our topic and our motivation for considering it. This chapter
contains a review of some of the mathematical and theoretical techniques to be used in our
analysis. Section 2.1 contains an overview of the Jordan-Wigner transformation, section 2.2
reviews Fourier analysis, and section 2.3 reviews the bond-mean-field theory.
2.1 Jordan-Wigner Transformation
The application of the bond mean-field theory [32] to Hamiltonians such as the spin lattice
considered in this thesis requires the spin operators to be expressed instead as fermionic oper-
ators. The method by which this substitution is accomplished is known as the Jordan-Wigner
(JW) transformation [33]. This section contains with a review of the JW transformation,
verifying explicitly some of the 1D results used in our later calculations.
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2.1.1 Definition
The JW transformation is a method by which spin operators (which are bosonic) can be rep-
resented with fermionic operators, or vice versa. For spin-1/2 systems, it uses the following
definitions. The spin down state, Sz = −1/2, is considered to be an empty state. The spin
up state, Sz = +1/2, is considered to be an occupied state. Analogous to the raising and
lowering operators, S+ and S−, which move between these states, we define the fermionic
equivalents as c† and c, the creation and annihilation operators respectively.
It is important to keep in mind the physical realities of the situation. The transformation
is only an alternative method for modelling a system; the system’s underlying properties
should remain invariant. Therefore, the raising and lowering operators, and the creation
and annihilation operators, can only be directly equated if that equation preserves all of the
physical properties of the system. For single, isolated spins, it would be sufficient to set
S(±) ≡ c(†) – that is, S− ≡ c, and S+ ≡ c†. For multiple particles, however, the commutation
and anticommutation relations become important. Fermionic operators, by their nature,
anticommute: {ci, cj} = {c†i , c†j} = 0 ∀i, j, and {ci, c†j} = δi,j, with δi,j representing the Kro-
necker delta. However, spin operators at different sites do not anticommute; they commute,
as
[
S
(±)
i , S
(±)
j
]
= 0 for i 6= j. To maintain the necessary relations, an additional exponential
term is introduced into the substitution, known as the phase term or shift. This step is vital,
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as the transform is a mathematical (and thus representational) tool, and does not reflect any
change in the underlying physics. Thus, in order for the transformed expression to remain
valid, it must inherit all of the properties and identities of the original expressions, in order
to ensure that it represents the same physical situation. To resolve this incongruence, we
define the transformation – including the necessary phase term – as:
S−i = e
ıpiφici ,
S+i = c
†
ie
−ıpiφi =
(
S−i
)†
.
(2.1.1)
The phase factor, φi, is defined as:
φi =
i−1∑
j=1
nj ≡
i−1∑
j=1
c†jcj . (2.1.2)
This additional term preserves the spin operator commutation relations between different
sites, as is shown explicitly in the following section. The phase term is illustrated in figure 2.1.
These identities naturally suggest the inverse transformation, as
ci = e
−ıpiφiS−i , and
c†i = S
+
i e
ıpiφi ≡ (ci)† .
(2.1.3)
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Figure 2.1: An illustration of the role of the phase factor. For site i, the phase term
eıpiφi represents the occupation of each site from the origin up to i− 1.
2.1.2 Commutator and Anticommutator Relations
In the definitions above, we have claimed that the JW transform satisfies spin commutator
relations. This depends on the relation of the phase term (eıpiφi) with the creation and
annihilation operators – that is,
[e±ıpiφj , c(†)i ] , and
{e±ıpiφj , c(†)i }
(2.1.4)
First, we note that phase factor for a single term, j: e±ıpinj . Since nj refers to the occupancy
of a single site, it must equal either 1 or 0. The exponent, then, is equal to e±ıpi = −1 or
e0 = 1. Therefore,
e±ıpinj ∈ {−1, 1} → e±ıpinj ≡
(
1− 2c†jcj
)
. (2.1.5)
That is, the term equals 1 if site j is occupied, and −1 if site j is unoccupied. Consequently,
e±ıpiφj = e±ıpi
∑j−1
l=1 nl =
j−1∏
l=1
e±ıpinl
=
j−1∏
l=1
(
1− 2c†l cl
)
.
(2.1.6)
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We may now expand the relations in equation (2.1.4), using the form given in equation
(2.1.6).
We consider the commutator. From equation (2.1.1) we note that for site i, the phase term
exponential will include terms up to i−1, and in expanding equation (2.1.4) we may assume
i 6= j:
[1− 2c†jcj, ci] =
(
1− 2c†jcj
)
ci − ci
(
1− 2c†jcj
)
= ci − ci − 2c†jcjci + 2cic†jcj
= 2cic
†
jcj − 2c†jcjci
= 2
(
cic
†
jcj + c
†
jcicj
)
= 2
(
cic
†
j + c
†
jci
)
cj = 2{ci, c†j}cj = 0 ,
(2.1.7)
using the fact that, since {ci, c†j} = δi,j, we have {ci, c†j 6=i} = 0. The same result occurs if
c†i is used in place of ci in the above equation, as {c†i , cj} likewise equals δi,j. Each term,
therefore, commutes with its corresponding phase exponential. That is,
[e±ıpiφi , ci] = [e±ıpiφi , c
†
i ] = 0 . (2.1.8)
We then consider the complete relations, [e±ıpiφic(†)i , e
±ıpiφjc(†)j ], for i 6= j – assuming for
simplicity that in the following calculations, i < j. These must preserve the spin relations,
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[S
(±)
i , S
(±)
i ] = 0; spin operators at different sites commute.
[S
(±)
i , S
(±)
j ] = [e
±ıpiφic(†)i , e
±ıpiφjc(†)j ]
= [c
(†)
i , e
±ıpinic(†)j ]
= c
(†)
i c
(†)
j e
±ıpini − e±ıpinic(†)j c(†)i
= c
(†)
i c
(†)
j e
±ıpini − e±ıpinic(†)j c(†)i + c(†)i c(†)j e±ıpini − c(†)i c(†)j e±ıpini
= c
(†)
i c
(†)
j e
±ıpini − c(†)j e±ıpinic(†)i − c(†)j c(†)i e±ıpini + c(†)j c(†)i e±ıpini
= {c(†)i , c(†)j }e±ıpini − c(†)j {c(†)i , e±ıpini}
= 0 ,
(2.1.9)
where in the first lines, we have already established that e±ıpiφi commutes with all other
terms, and may therefore be removed from the equation. Similarly, e±ıpiφj contains the term
e±ıφni , which is the only term in e±ıpiφj which will not commute with all other terms, and is
the only term left in the equation. The final step relies on the relation {c(†)i , e±ıpini}, evaluated
as follows:
{c(†)i , e±ıpini} = c(†)i e±ıpini + e±ıpinic(†)i
= c
(†)
i
(
1− 2c†ici
)
+
(
1− 2c†ici
)
c
(†)
i
= c
(†)
i − 2c(†)i c†ici + c(†)i − 2c†icic(†)i ,
(2.1.10)
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with the two cases as
ci → = 2ci − 2{ci, c†i}ci
= 2ci − 2ci
= 0
c†i → = 2c†i − 2c†i{c†i , ci}
= 2c†i − 2c†i
= 0 ,
(2.1.11)
using the identity {ci, c†i} = {c†i , ci} = 1 (as δi,i). We have now verified that the commutator
between spin operators in their Jordan-Wigner transform representation maintain the correct
commutation relations.
2.1.3 Example Application of the JW Transformation
To demonstrate the JW transformation we consider an analysis of the XY Hamiltonian, the
simplest 1D case. This Hamiltonian is defined by
HXY = J
∑
i
(
Sxi S
x
i+1 + S
y
i S
y
i+1
)
. (2.1.12)
The same terms as above also occur in the antiferromagnetic chain, as seen in equation
(1.1.8). This example is therefore useful, as the terms in it will also be treated later on in
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equation (3.1.7). Since the JW transformation is given above in terms of S−, S+, and Sz,
the first step is to re-express the above equation, (2.1.12), in those terms, instead of Sx and
Sy. For this we use,
Sxi =
1
2
(
S+i + S
−
i
)
Syi =
1
2ı
(
S+i − S−i
)
.
(2.1.13)
The result of substituting the above into equation (2.1.12) is
HXY = J
4
∑
i
[(
S+i + S
−
i
) (
S+i+1 + S
−
i+1
)− (S+i − S−i ) (S+i+1 − S−i+1)]
=
J
4
∑
i
[
S+i S
+
i+1 + S
+
i S
−
i+1 + S
−
i S
+
i+1 + S
−
i S
−
i+1 − S+i S+i+1 + S+i S−i+1 + S−i S+i+1 − S−i S−i+1
]
=
J
2
∑
i
(
S+i S
−
i+1 + S
−
i S
+
i+1
)
.
(2.1.14)
We then carry out the JW transformation, as defined in equation (2.1.1). This is done by a
simple term by term substitution.
S+i S
−
i+1 = c
†
ie
−ıpiφieıpiφi+1ci+1 , (2.1.15)
37
and since
e−ıpiφieıpiφi+1 = eıpi(φi+1−φi)
= eıpi(
∑i
j nj−
∑i−1
j nj)
= eıpi(
∑i−1
j (nj−nj)+ni)
= 1− 2c†ici ,
(2.1.16)
it is therefore true that
S+i S
−
i+1 = c
†
ici+1
(
1− 2c†ici
)
= c†ici+1 − 2c†ici+1c†ici
= c†ici+1 ,
(2.1.17)
using the identities {ci, c†j} = 0 for i 6= j, and cici = c†ic†i = 0. We repeat the procedure with
S+i+1S
−
i = c
†
i+1e
−ıpiφi+1eıpiφici
=
(
1− 2c†ici
)
c†i+1ci
= c†i+1ci .
(2.1.18)
Substituting these two terms, S+i S
−
i+1 = c
†
ici+1 and S
+
i+1S
−
i = c
†
i+1ci, our final result is the
equation,
HXY = J
2
∑
i
(
c†ici+1 + c
†
i+1ci
)
. (2.1.19)
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2.1.4 Physical Correspondence
It is important to maintain correspondence with the physical situation being represented. In
terms of spin operators, the XY Hamiltonian contains two terms as given in equation (2.1.14).
Each term has the effect of transitioning two adjacent Sz spins between their spin-up and
spin-down states, as depicted in figure 2.2. In the Jordan-Wigner fermionic basis, the spin-
up state is represented by the presence of a fermion, and the spin-down state by a vacant
state. The two terms of the fermionic XY Hamiltonian, therefore, must also correspond to
this situation. From equation 2.1.19, we see that the equivalent behaviour in the fermionic
basis is the apparent motion – hopping – of the JW fermions [33].
. . . w
?
w6
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?
Si+1
w6
S−i S
+
i+1
- w
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w
?
Si
w6
Si+1
w6 . . .
Figure 2.2: A diagram illustrating the action of the XY Hamiltonian terms on the
spin chain. Each circle represents an active spin site, and the arrows represent the
spin state at that site (that is, spin-up or spin-down). Depicted is the effect of the
S−i S
+
i+1 term; the state before is given on the left, and the state after on the right.
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Figure 2.3: A diagram illustrating the action of the XY Hamiltonian terms on the
chain, as represented by JW fermions after applying the JW transformation. An
empty circle represents an empty site, corresponding to a spin-down state in the
spin-operator basis, and a filled circle represents an occupied site, corresponding to
a spin-up state. Depicted is the effect of the c†i+1ci term; the state before is given
on the left, and the state after on the right.
2.2 Transformation to Reciprocal Space
For physical systems a Fourier transform (with the corresponding inverse transform) is a
method for representing a time-dependent system as a frequency-dependent one, or re-
expressing a description of motion as a description of momentum; these are generally termed
normal space and reciprocal space. We introduce the Fourier transform for JW fermions
after considering the result above, equation (2.1.19). Although the switch to fermionic oper-
ators via the JW transformation simplifies the Hamiltonian, it does not yet give a complete
solution, as the Hamiltonians are not yet diagonalized. One method for diagonalisation is to
apply a Fourier transform to the fermionic Hamiltonian, moving from real space to k-space,
in which the Hamiltonian does have a diagonal form, or at least one that is more easily
diagonalised.
40
2.2.1 Definition
The Fourier transforms are as follows:
cˆk =
1√
N
∑
j
e−ıkjcj
cˆ†k =
1√
N
∑
j
eıkjc†j n
(2.2.1)
where N represents the total number of sites in the lattice. This leads to the corresponding
inverse transforms,
cj =
1√
N
∑
k
eıkj cˆk
c†j =
1√
N
∑
k
e−ıkj cˆ†k .
(2.2.2)
These transformations map the position-space fermionic operators to the momentum-space
fermionic operators.
2.2.2 Application
We return to the case of the XY Hamiltonian in its fermionic form, equation (2.1.19):
HXY = J
2
∑
i
(
c†ici+1 + c
†
i+1ci
)
. (2.2.3)
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After the JW transformation, the Hamiltonian remains non-diagonal. To further simplify it,
we apply the Fourier transform defined above:
H = J
2
∑
j
[
1
N
∑
k
e−ıkj cˆ†k
∑
k′
eık
′(j+1)cˆk′ +
1
N
∑
k
e−ık(j+1)cˆ†k
∑
k′
eık
′j cˆk′
]
=
J
2N
∑
j
[∑
k,k′
eıkeıj(k−k
′)cˆ†kcˆk′ +
∑
k,k′
e−ıkeıj(k
′−k)cˆ†kcˆk′
]
=
J
2
∑
k
(eık + e−ık)cˆ†kcˆk
= J
∑
k
cos(k)cˆ†kcˆk .
(2.2.4)
This Hamiltonian thus represents the spin excitations by hopping JW fermions. The above
result makes use of the following identity for simplification:
∑
j
e±ıj(k−k
′) = Nδk,k′ . (2.2.5)
2.3 Bond Mean Field Theory
Mean field theory refers to a class of methods for modelling many-body systems, including
those such as the spin lattices discussed in this thesis. These methods treat the systems as
extensions of single body systems; this is done by representing interactions as if made up
by a single average interaction acting on each body. Bond mean field theory, as per [32],
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is a method for simplifying interaction. In this approach, calculations are simplified by
modelling an alternating bond parameter Q in place of calculating many separate two-body
interactions.
2.3.1 Zero-field
We begin by considering the (isotropic) Heisenberg Hamiltonian:
H = J
∑
i
~Si · ~Si+1
= J
∑
i
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + S
z
i S
z
i+1
) (2.3.1)
Applying the JW transformation, this becomes
H = J
2
∑
i
(
c†ici+1 + c
†
i+1ci
)
+ J
∑
i
(
c†ici − 1/2
)(
c†i+1ci+1 − 1/2
)
=
J
2
∑
i
(
c†ici+1 + c
†
i+1ci
)
+ J
∑
i
(
c†icic
†
i+1ci+1 − 1/2
(
c†ici + c
†
i+1ci+1
)
+ 1/4
)
.
(2.3.2)
The chief difficulty in diagonalising this Hamiltonian is the quartic term, c†icic
†
i+1ci+1, without
which diagonalisation is simple. We therefore we assume a mean field relation for the bond
parameters to simplify calculation. The mean field assumption is that, for given operators
A and B, we treat their average values, and neglect the deviation from those average values
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〈A〉 and 〈B〉 - i.e.,
(〈A〉 − A) (〈B〉 −B) ≈ 0
→ AB ≈ 〈A〉B + A〈B〉 − 〈A〉〈B〉 .
(2.3.3)
In the present case of the quartic term in equation (2.3.2), we use the bond parameters cic
†
i+1
and c†ici+1, allowing us to express c
†
icic
†
i+1ci+1 as:
c†icic
†
i+1ci+1 ≈ 〈cic†i+1〉c†ici+1 + 〈c†ici+1〉cic†i+1 − 〈cic†i+1〉〈c†ici+1〉
≈ 〈cic†i+1〉c†ici+1 + 〈ci+1c†i〉c†i+1ci + 〈cic†i+1〉〈ci+1c†i〉
≈ Qic†ici+1 +Q∗i c†i+1ci + |Qi|2 .
(2.3.4)
Reinserting this into equation (2.3.2), we find
H = J
2
∑
i
(
c†ici+1 + c
†
i+1ci
)
+ J
∑
i
[
Qic
†
ici+1 +Q
∗
i c
†
i+1ci + |Qi|2 −
1
2
(
c†ici + c
†
i+1ci+1
)
+
1
4
]
.
(2.3.5)
At this point we may drop the diagonal c†ici and c
†
i+1ci+1 terms as well as the constant term
1/4; we shall reinstate them later on. We therefore have:
H = J
2
∑
i
[
(1 + 2Qi) c
†
ici+1 + (1 + 2Q
∗
i ) c
†
i+1ci
]
+ JN |Qi|2 . (2.3.6)
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If Q is assumed to be real and constant (Qi ∈ < → Qi = Q∗i = Q), then this produces
an energy spectrum as a function of cosine, which may be seen by applying the Fourier
transform.
H = JN |Q|2 + J(1 + 2Q)
2
∑
j
[
1
N
∑
k,k′
cˆ†kcˆke
ıjk′eıj(k−k
′) +
1
N
∑
k,k′
cˆ†kcˆke
−ıkeıj(k−k
′)
]
= JN |Q|2 + J(1 + 2Q)
2
∑
k
(
eık + e−ık
)
cˆ†kcˆk
= JN |Q|2 + J(1 + 2Q)
∑
k
cos(k)cˆ†kcˆk .
(2.3.7)
To accurately reproduce prior theoretical results – for the antiferromagnetic spin chain, the
energy spectrum is given by the absolute value of the sine function, not cosine [34] – we must
slightly modify the Hamiltonian to include an alternating phase term. That is, instead of a
prefactor J1 = J(1 + 2Q) ∀i, and recalling that J > 0 for the antiferromagnetic case, we use
(−1)iJ1 [32]. Therefore, our Hamiltonian becomes:
H = J1
2
∑
i
[(
c†2ic2i+1 + c
†
2i+1c2i
)
−
(
c†2i+1c2i+2 + c
†
2i+2c2i+1
)]
+ JN |Q|2 . (2.3.8)
To preserve the distinction between alternating states, we treat them as a sublattice, with
unique creation and annihilation operators on each (termed A and B). That is, sites with
even indices 2i are treated as sublattice A, and sites with odd indices 2i + 1 are treated as
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sublattice B. This produces the following:
H = J1
2
∑
j
[
1
N
∑
k,k′
(
cˆA†k cˆ
B
k′e
ık′eıj(k
′−k)
)
+
1
N
∑
k,k′
(
cˆB†k cˆ
A
k′e
−ıkeıj(k
′−k)
)
− 1
N
∑
k,k′
(
cˆB†k cˆ
A
k′e
ık′eıj(k
′−k)
)
− 1
N
∑
k,k′
(
cˆA†k cˆ
B
k′e
−ıkeıj(k
′−k)
)]
+ JN |Q|2
(2.3.9)
H = J1
2
∑
k
(
cˆA†k cˆ
B
k
(
eık − e−ık)+ cˆB†k cˆAk (e−ık − eık))+ JN |Q|2
= J (1 + 2Q)
∑
k
ı sin(k)cˆA†k cˆ
B
k − ı sin(k)cˆB†k cˆAk ,
(2.3.10)
given the relations ∑
j
eıj(k−k
′) = δk,k′N , (2.3.11)
for integer j, and
sin(k) =
eık − e−ık
2ı
. (2.3.12)
This is alternatively expressed in matrix form as
H =
∑
k
cˆA†k
cˆB†k

τ  0 e(k)
e∗(k) 0

cˆAk
cˆBk
 (2.3.13)
with e(k) defined as e(k) = ıJ(1 + 2Q) sin(k) – and therefore e∗(k) = −e(k). In this
form, energy eigenvalues are obtained through diagonalisation of the matrix contained in
46
the Hamiltonian. To determine the eigenvalues,
∣∣∣∣∣∣∣∣
−E e(k)
e∗(k) −E
∣∣∣∣∣∣∣∣ = E
2 − |e|2 = 0
→ E = ±|e(k)| ,
(2.3.14)
and we determine the value of e(k) as
 0 e(k)
e∗(k) 0
 = J(1 + 2Q) sin(k)
 0 ı
−ı 0
 , (2.3.15)
where the latter matrix has eigenvalues of ±1, and therefore the overall eigenvalues are equal
to E±(k) = ±|J(1 + 2Q) sin(k)|.
With this established, we proceed to determine the partition function Z, the free energy (per
particle) f , and finally an equation for |Q| itself. We refer to the Brillouin zone to establish
boundary conditions for k – −pi/a < k < pi/a, where we normalise a ≡ 1 for simplicity. The
partition function is therefore
Z =
∏
k
(
1 + e−βE+(k)
)∏
k
(
1 + e−βE−(k)
)
e−βEc , (2.3.16)
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with E± as established above, and Ec = JN |Q|2. Then,
f =
−kBT
N
ln(Z)
= JQ2 − 1
2β
∫
dk
2pi
∑
α=±
ln(1 + e−βEα) .
(2.3.17)
We may find Q by minimizing f with respect to Q, and solving for Q.
∂f
∂Q
= 0→ Q = −1
2
∫
dk
2pi
| sin(k)|
∑
α=±
α
1 + eβEα(k)
. (2.3.18)
Intermittent steps omitted from the above calculations are included in appendix A.1, as
equations (A.1.1) and (A.1.2) respectively.
Before moving to the non-zero field case, we consider the temperature limits of Q, beginning
with the low temperature limit (that is, T/J → 0). We begin with the free energy equation,
(2.3.17). The relevant term is e−Eα(k)/kBT ≡ ea/T , where a = −Eα(k)/kB. This free energy
then depends on the evaluation of
lim
T→0
[
T ln(1 + ea/T )
]
. (2.3.19)
This is zero if a < 0 – the term involving E+(k). Only the term involving E−(k) (in which
a > 0) contributes. This is expected – at zero temperature, the system should be in its ground
state, with only the lower energy band occupied, and the higher energy band unoccupied.
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This form – limT→0[T ln(1 + ea/T )] – is indeterminate, but may be evaluated – see equation
(A.1.3) – as
lim
T→0
[
T ln(1 + ea/T )
] ≡ lim
T→0
[
ea/T
1 + ea/T
a
]
= a =
E−(k)
kB
. (2.3.20)
Then, returning this result to the free energy expression given by equation (2.3.17),
f = JQ2 − kB
2
∫
dk
2pi
(−J(1 + 2Q)| sin(k)|
kB
)
= JQ2 +
J(1 + 2Q)
4pi
∫ pi
−pi
| sin(k)|dk
= JQ2 +
J(1 + 2Q)
pi
,
(2.3.21)
which leads to Q by the same free-energy minimisation procedure as in equation (2.3.18):
∂f
∂Q
= 2JQ+
2J
pi
∂f
∂Q
= 0→ Q = 1
2J
2J
pi
=
1
pi
.
(2.3.22)
The high temperature (kBT  J) limit may be determined from equation (2.3.18) directly
by Taylor series expansion. The term we are concerned with is
∑
α=±1
α
1 + eβEα(k)
(2.3.23)
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where Eα(k) is proportional to J . The Taylor expansion for e
x about x = 0 is:
ex ≡
∞∑
n=0
xn
n!
. (2.3.24)
We proceed with the first term only, to find
Q = −1
2
∫
dk
2pi
| sin(k)|
(
1
1 + (1 + βE+(k))
− 1
1 + βE−(k)
)
= −1
2
∫
dk
2pi
| sin(k)|1
2
(
1
1 + βE(k)/2
− 1
1− βE(k)/2
)
.
(2.3.25)
Here we once again use the first-order Taylor approximation. The terms (1 ± βE(k))−1
are equivalent to (1 − x)−1, which is approximated by (1 − x)−1 ≈ 1 + x + x2 + x3 + . . . .
Considering only the first order result,
1
1± βE(k) ≈ 1∓
βE(k)
2
. (2.3.26)
In the high temperature limit, Q is then given by
Q = − 1
8pi
∫
dk| sin(k)| (−βE(k))
=
J(1 + 2Q)
8pikBT
∫
| sin2(k)|dk
=
J + 2JQ
8kBT
.
(2.3.27)
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Q itself is obtained from this consistency equation, as
Q =
J
8kBT
1
1− 4kBT/J . (2.3.28)
2.3.2 Non-zero-field
With the presence of a magnetic field, we must make two changes to the Hamiltonian. The
first is the inclusion of the Zeeman interaction term. The second is to account for the
effect of magnetisation – the magnetic field induces a non-zero magnetisation in the chain,
which provides an alternate means of decoupling Szi S
z
i+1. This is handled by introducing
Mz = 〈Szi 〉, the average magnetisation per site, and the term is expanded with the same
mean-field assumption given by equation (2.3.3). This leads to
JSzi S
z
i+1 ≈ J〈Szi 〉Szi+1 + J〈Szi+1〉Szi − J〈Szi 〉〈Szi+1〉
≈ JMzc†ici + JMzc†i+1ci+1 − JMz(Mz + 1) .
(2.3.29)
This term is complementary to the Q-based decoupling given above; both are necessary to
describe the correct behaviour in different regimes.
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The fermionic Hamiltonian then becomes:
H = J1
∑
i

(
c†ici+1 + c
†
i+1ci
)
2
−
(
c†i+1ci+2 + c
†
i+2ci+1
)
2
+ JN |Q|2
+ J
∑
i
Mz
(
c†ici + c
†
i+1ci+1
)
− h
∑
i
(
c†ici − 1/2
)
,
(2.3.30)
where J1 is defined as above – J1 = J(1 + 2Q) – and h = gµBB.
This Hamiltonian – equation (2.3.30) – is re-expressed using a Fourier transform, as was
the zero-field Hamiltonain in equation (2.3.7) – further details are given appendix A.1. The
result is most concisely expressed in matrix form, as
H = JNQ2 +Nh/2−NJMz(Mz + 1) +
∑
k
cˆA†k
cˆB†k

τ 2MzJ − h e(k)
e∗(k) 2MzJ − h

cˆAk
cˆBk
 ,
(2.3.31)
with e(k) = ıJ(1 + 2Q) sin(k).
As in the zero-field case, the energy eigenvalues (E) are determined from the Hamiltonian
matrix, to obtain
E → E(k) = 2MzJ − h± |e(k)| . (2.3.32)
We may use the E±(k) expressions to find the per-particle free energy, f , and in turn Q. We
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begin with the partition function Z:
Z =
∏
k
(
1 + e−βE+(k)
)∏
k
(
1 + e−βE−(k)
)
e−βEc , (2.3.33)
where Ec = NJQ
2 + Nh/2 − NJMz(Mz + 1). We then obtain – through the calculations
given in equation (A.1.8) – the free energy per site:
f = JQ2 +
h
2
− JMz(Mz + 1)− 1
2β
∫
dk
2pi
∑
α∈{±1}
ln(1 + e−βEα(k)) . (2.3.34)
We then proceed to determine Q by setting ∂f/∂Q = 0. We find:
Q = −1
2
∫
dk
2pi
| sin(k)|
∑
α
α
1 + eβEα(k)
, (2.3.35)
which has the same form as in the zero-field case, and h dependence is implicit in the
eigenenergies. Mz is determined through similar means:
Mz = −∂f
∂h
Mz =
1
2
∫
dk
2pi
∑
α
1
1 + eβEα(k)
− 1
2
.
(2.3.36)
The derivation of equations (2.3.35) and (2.3.36) is given in greater detail by equations
(A.1.9) and (A.1.10). The zero-field limit of the above equations – limh→0 – returns the
explicity derived zero-field equations as given in the previous subsection.
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Chapter 3
Calculation of the ESR Frequency Shift
Here we return to the expression for the ESR frequency shift derived earlier in section 1.1.3
as equation (1.1.12); namely:
h¯ω =
〈[S−, [S+,H]]〉
〈2Sz〉 . (3.0.1)
In this chapter we proceed to evaluate it. We begin with the algebraic expansion of the
commutator terms; we then use the JW transformation and the bond-mean-field theory to
express our result in fermionic terms and apply the simplifying approximations leading to
our final result.
The algebraic calculations in section 3.1, which we have detailed here and in section A.2
of the appendix, are implicit in the literature, where the evaluation of these expressions is
regularly reproduced without the intermediate steps. That is, from an initial statement such
as equation (1.1.12), our references immediately present results such as equation (3.1.9) – as
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referred to in section 3.1.1.
3.1 Algebraic Expansion
The first-order expression for the ESR frequency was determined in equation (1.1.12) of
section 1.1. Because of the linearity of the commutator, it is possible to separate this
expression into three components using the Hamiltonian as given in equation (1.1.8): H0,
H′, and HZ , representing respectively the isotropic, anisotropic, and Zeeman terms. The
frequency is therefore as follows:
h¯ω =
〈[S−, [S+,H]]〉
〈2Sz〉
=
〈[S−, [S+,H0 +H′ +HZ〉
〈2Sz〉
=
〈[S−, [S+,H0]] + [S−, [S+,H′]] + [S−, [S+,HZ ]]〉
〈2Sz〉 .
(3.1.1)
In this and similar expressions, operators without indices are implicit summations, as S− ≡∑
i S
−
i .
The commutator algebra employed in expanding this expression is involved, and is carried
out in full in section A.2 of the appendix. The key results are as follows. For [S−, [S+,HZ ]]
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we obtain the results of equation (A.2.1):
[S−, [S+,HZ ]] ≡ 2gµBhSz . (3.1.2)
For [S−, [S+,H0]] we obtain from equation (A.2.12):
[S−, [S+,H0]] ≡ 0 . (3.1.3)
This provides the justification for our prior claim (in section 1.1.2) that isotropic interaction
has no effect on the resonance frequency. The contributions of the Sx, Sy, and Sz terms
sum to zero when carried through the commutator expansion. We may also provide a
direct mathematical justification for that claim. We note that the isotropic Hamiltonian H0
commutes with Sz, as:
[H0, Sz] ≡
∑
i,l
(
[Sxi S
x
i−1 + S
y
i S
y
i−1 + S
z
i S
z
i−1, S
z
l ]
)
=
∑
i,l
(
Sxi [S
x
i−1, S
z
l ] + [S
x
i , S
z
l ]S
x
i−1 + S
y
i [S
y
i−1, S
z
l ] + [S
y
i , S
z
l ]S
y
i−1
)
= 0 .
(3.1.4)
In the purely isotropic case, the Heisenberg equations of motion for S+ and S− are given
by [S±,H0] = ıh¯S˙±, the equation of motion for Sz by [Sz,H0] = ıh¯S˙z, and we recall the
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identity [S+, S−] = 2h¯Sz. Then,
d
dt
[S+, S−] =
dS+
dt
S− + S+
dS−
dt
−
(
dS−
dt
S+ + S−
dS+
dt
)
= [
dS+
dt
, S−] + [S+,
dS−
dt
]
=
ı
h¯
[S−, [S+,H0]]− ı
h¯
[S+, [S−,H0]] .
(3.1.5)
Therefore, we obtain from [Sz,H0] = 0:
ıh¯S˙z = [Sz,H0] = 0
=
ı
2
d
dt
[S+, S−] = −[S−, [S+,H0]] = 0 .
(3.1.6)
Thus, for any Hamiltonian terms preserving SU(2) symmetry, there is no effect on the peak
resonance frequency.
Incorporating the anisotropic term H′ requires us to calculate [S−, [S+,H′]], which we obtain
from equation (A.2.13):
[S−, [S+,H′]] ≡ −J ′
∑
l
[− (Sxl+1Sxl + Sxl Sxl−1 + Syl+1Syl + Syl Syl−1)+ 2 (Szl+1Szl + Szl Szl−1)
+ ı
(
Sxl+1S
y
l + S
y
l S
x
l−1 − Syl+1Sxl − Sxl Syl−1
) ]
.
(3.1.7)
Combining the three results of equations (A.2.1), (A.2.12), and (A.2.13) gives the complete
expression for the resonance frequency. The contribution of HZ provides the base resonance
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frequency, and that of anisotropy H′ provides its shift; H0 does not contribute to the expres-
sion, in accordance with our previous statements. The presence of anisotropic terms leads to
a shift in the peak resonance frequency from the isotropic case. We can express this directly
as:
〈[S−, [S+,H]]〉
〈2Sz〉 =
〈[S−, [S+,HZ ]] + [S−, [S+,H0]] + [S−, [S+,H′]]〉
〈2Sz〉
=
〈[S−, [S+,Hz]]〉
〈2Sz〉 +
〈[S−, [S+,H′]]〉
〈2Sz〉
= h¯ω0 + ∆h¯ω .
(3.1.8)
From this we see that the base resonance frequency – h¯ω0, as found in equation (A.2.1) –
returns the Zeeman frequency expected from equation (1.1.4). The resonance frequency for
an isotropic system results from the Zeeman interaction in the Hamiltonian (i.e., HZ), and
the frequency shift, ∆h¯ω, is due to the presence of the anisotropic component H′.
To emphasise the alternating bond structure we will use in evaluating evaluation, we return
to equation (3.1.7) and express the result in terms of even (2l) and odd (2l ± 1) indices.
∆h¯ω = − 1〈2Sz〉
[
J ′
∑
l
(
Sx2l+1S
x
2l + S
x
2lS
x
2l−1 + S
y
2l+1S
y
2l + S
y
2lS
y
2l−1
)
+ 2
(
Sz2l+1S
z
2l + S
z
2lS
z
2l−1
)
+ ı
(
Sx2l+1S
y
2l + S
y
2lS
x
2l−1 − Sy2l+1Sx2l − Sx2lSy2l−1
) ]
.
(3.1.9)
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3.1.1 Comparison to Past Results
The frequency shift as determined above is expressed in terms of alternating bonds (i+ 1, i)
and (i, i− 1). Previous derivations we studied did not include such a distinction, as in
reference [6], where the expression,
Y (T,H) =
〈SzjSzj+1 − Sxj Sxj+1〉0
〈Szj 〉0
, (3.1.10)
is given for correlation along one leg of a two-leg ladder. This expansion originates in [4] and
has applications beyond the single chain. In the case of a two-leg ladder as in reference [8],
equation (3.1.10) is given (slightly modified, as Y‖) for the correlations along one leg of
the ladder. It is a useful check to see whether equation (A.2.13) – and therefore equation
(3.1.9) – can be reduced to a form resembling equation (3.1.10) through the appropriate
simplifications.
Assuming a homogeneous bond structure – where each set of alternating bonds are considered
equivalent, as Sαi+1S
α
i ≡ Sαi Sαi−1 – we may consider each of the components of equation (3.1.9),
resulting in:
(Sxi+1S
x
i + S
x
i S
x
i−1 + S
y
i+1S
y
i + S
y
i S
y
i−1)→ 2(Sxi Sxi−1 + Syi Syi−1) , (3.1.11)
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Szi+1S
z
i + S
z
i S
z
i−1 → 2(Szi Szi−1) , (3.1.12)
and
(Sxi+1S
y
i + S
y
i S
x
i−1 − Syi+1Sxi − Sxi Syi−1)→ 0 . (3.1.13)
Thus the commutator term of equation (A.2.13) evaluates to
[S−, [S+,H′]]→
∑
i
−2(Sxi Sxi−1 + Syi Syi−1) + 4(Szi Szi−1) . (3.1.14)
Given the structure of the chain, we may assume 〈Sx〉 and 〈Sy〉 to be equivalent, due to
their symmetry (because the chain is axially symmetric along the axis of Sz). Thus, the
expressions above may be further simplified to:
∆h¯ω = −〈[S
−, [S+,H′]]〉
〈2Sz〉
= −〈4S
z
i S
z
i−1 − 2(Sxi Sxi−1 + Syi Syi−1〉
〈4Szi 〉
→ = 〈S
z
i S
z
i−1 − Sxi Sxi−1〉
〈Szi 〉
.
(3.1.15)
The previously calculated result equation (3.1.9) therefore has the same form as equation
(3.1.10) from reference [6] under the appropriate assumptions.
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3.2 Jordan-Wigner Transformation
An overview of the JW transformation was included in section 2.1. To calculate the frequency
shift using the bond-mean-field theory, we must first re-write equation (3.1.9) using the JW
transformation. Only the numerator – 〈[S−, [S+,H′]]〉 – is considered, as the single term in
the denominator – 2〈Sz〉 – does not require further simplification. The full details of this
calculation are included in section A.3 of the appendix.
We may proceed term by term. The Sx and Sy terms are treated in equation (A.3.3),
resulting in
Sxi+1S
x
i + S
x
i S
x
i−1 + S
y
i+1S
y
i + S
y
i S
y
i−1 ≡ 12
(
c†i+1ci + c
†
ici−1 + c
†
ici+1 + c
†
i−1ci
)
. (3.2.1)
The Sz terms are treated in equation (A.3.4), giving
Szi+1S
z
i + S
z
i S
z
i−1 ≡ 2(c†i+1ci+1c†ici + c†icic†i−1ci−1)− (c†i+1ci+1 + 2c†ici + c†i−1ci−1) . (3.2.2)
The remaining cross terms (of Sx and Sy) are treated in equation (A.3.7), producing
ı
(
Sxi+1S
y
i − Syi+1Sxi
)
+ ı
(
Syi S
x
i−1 − Sxi Syi−1
) ≡ 1
2
(
c†ici+1 − c†i+1ci + c†ici−1 − c†i−1ci
)
. (3.2.3)
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Combining these results – equations (A.3.3), (A.3.4), and (A.3.7) – with the constant factors
in equation (3.1.9) yields the JW transformation of the complete commutator expression, as
∑
i,j
[S−i , [S
+
j ,H′]]→
∑
i
[− (c†i+1ci + c†i−1ci) + 4(c†i+1ci+1c†ici + c†icic†i−1ci−1)
− 2(c†i+1ci+1 + 2c†ici + c†i−1ci−1)
]
.
(3.2.4)
Finally, in light of equation (3.1.9), we represent equation (3.2.4) above in terms of alternating
even (2l) and odd (2l± 1) bonds. As our final result for the JW transformation of equation
(3.1.9), we obtain
∑
l
[− (c†2l+1c2l + c†2l−1c2l) + 4(c†2l+1c2l+1c†ic2l + c†2lc2lc†2l−1c2l−1)
− 2(c†2l+1c2l+1 + 2c†2ic2l + c†2l−1c2l−1)
]
.
(3.2.5)
3.3 Evaluation of the Frequency Shift Expression
We may now calculate the frequency shift by combining the results of equations (3.1.9) and
(3.2.5). To do so, we will incorporate the bond-mean-field theory. Examining equation
(3.2.5), we see that the contributions of all terms involving Sx and Sy are reduced to the two
terms, c†2i+1c2i and c
†
2i−1c2i. These terms may be analysed as detailed in section 2.3 [32]. If
we consider 〈c†2i+1c2i〉 ≡ Q, then 〈c†2ic2i−1〉 ≡ −Q; this relation is demonstrated in figure 3.1.
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Figure 3.1: An illustration of the bond factor, and the relationship of Q and −Q.
Then to evaluate ,
〈c†2l+1c2l〉+ 〈c†2l−1c2l〉 ≡ 〈c†2l+1c2l〉 − 〈
(
c†2lc2l−1
)†
〉
≡ Q+ (−Q) = 0 .
(3.3.1)
Therefore, under the bond-mean-field theory treatment, only the contribution of the Sz
terms persists. The expression (3.1.9) therefore reduces to
∆h¯ω = −
〈
J ′
∑
l
[
2
(
Sz2l+1S
z
2l + S
z
2lS
z
2l−1
)] 〉
〈2Sz〉 . (3.3.2)
The remaining terms (containing Sz) may also be determined by the mean-field theory. It is
assumed that 〈Szi Szi−1〉 ' 〈Szi 〉〈Szi−1〉, as per reference [32]. Then, since we have determined
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that 〈Sz〉 is constant for all sites,
∆h¯ω = −2J
′〈∑l Sz2l+1Sz2l +∑l Sz2lSz2l−1〉
2〈Sz〉
= −4J
′∑
l〈Sz2l〉〈Sz2l−1〉
2〈Sz〉
= −4J
′〈Sz〉〈Sz〉
2〈Sz〉 ≡
4J ′M2z
2Mz
= −2J ′Mz .
(3.3.3)
Therefore, for an applied field and anisotropy parallel to the spin chain axis, the frequency
shift, under these assumptions, is proportional to the overall magnetisation of the chain:
∆h¯ω = −2J ′Mz . (3.3.4)
In the low magnetic field limit (µBh/J  1) the magnetisation is approximately equal to the
product of the susceptibility and applied field strength. Therefore in such a case case,
∆h¯ω = −2J ′χh . (3.3.5)
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Chapter 4
Results
In this chapter numerically solve the ESR frequency shift results – from equations (3.1.9) and
(3.2.5) to equations (3.3.3) and (3.3.5). In section 4.2 we compare the results we obtained in
this way to a variety of past theoretical calculations and experimental data. In section 4.2.3
we discuss our result for ESR in terms of NMR behaviour.
4.1 Numerical Analysis
This section describes the results of our numerical analysis for calculating equations (3.3.4)
and (3.3.5). We begin by considering the average per-site magnetisation before calculating
the bulk magnetisation (and proportional frequency shift) for a range of temperatures and
applied field strengths.
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The numerical calculations in this thesis were programmed and carried out using code writ-
ten in C. The calculations were performed by iterative numerical integration, varying the
independent parameters of temperature and field strength. The source code for performing
these calculations was taken, with the necessary modifications, from Azzouz. In its original
form it was used for the calculations in reference [32].
4.1.1 Sublattice Magnetisation
In determining the expression for frequency shift (in both spin operator and fermionic forms,
as equations (3.1.9) and (3.2.5)) we have emphasised the alternating bond structure. The
question arises whether the denominator 〈Sz〉 should also be expressed via an alternating
structure - that is, whether 〈Sz〉 may be treated as a constant magnetisation across the whole
chain, or whether it should be separated into 〈Sz2l + Sz2l+1〉 terms describing two sublattice
magnetisations. Our hypothesis was that, since the Heisenberg chain is antiferromagnetic
at zero applied field but magnetised at higher fields, the intermediate behaviour might show
characteristics of ferrimagnetism.
To investigate this, an isotropic spin chain was simulated and magnetisation calculated as
a function of applied field strength. The bond factor Q and the energy spectrum were
also calculated, using a modification of the procedure outlined in section 2.3. Sublattice
magnetisations MAZ and M
B
Z were found to lead to two solutions. Either M
A
Z = M
B
Z , and
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the magnetisation was therefore constant for all sites, or MAZ 6= MBZ , with zero-field values
of MAZ = −MBZ . The behaviour of the latter exhibited a critical point and gapped energy
spectrum, representing a non-physical result. Consequently, for analysing the frequency
shift a constant magnetisation MZ = 〈Sz〉 was used. These calculations and the resulting
numerical analysis are reproduced in full in section A.4 of the appendix.
4.1.2 Numerical Evaluation of the Frequency Shift
We proceed to calculate the frequency shift as a function of field strength and temperature.
To do so we use equation (3.3.3), and calculate the shift in terms of the magnetisation.
In calculating an actual value for equation (3.3.3), we require concrete values for the mag-
nitude of the anisotropy J ′. This value is structure dependent. In our numerical calculation
we have, for simplicity, set some constants (i.e., h¯) to unity, and normalised to J = 1. We
have also set J ′ = 0.1, as generally J ′  J for spin chains – in particular for those detailed
in section 1.2.2. That is, H′  H0; our chosen value of J ′ = 0.1 is therefore towards the
larger end of commonly encountered values [5, 6]. As an example, for LiCuVO4, if isotropic
exchange is normalised such that J ≈ 1, then the anisotropic exchange is on the order of
J ′ ≈ −0.045, roughly one twentieth the magnitude of the isotropic exchange and correspond-
ing to an approximate value of J ′ ≈ 0.05 in our model Hamiltonian. For values larger than
J ′ ≈ 0.1, compared to J = 1, the anisotropic chain is no longer a reasonable model [21].
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We include here several figures to illustrate our findings. In our calculations the frequency
shift was negative, which is standard for a positive anistropy J ′, but we have instead plotted
the magnitude of resonance frequency shift to emphasise the relation between the frequency
shift and the (positive) magnetisation. Figure 4.1 shows the magnetisation, and figure 4.2 the
frequency shift, as a function of temperatures at varying applied field strengths. Figure 4.3
shows the magnetisation and frequency shift as a function of applied field strength.
Before conducting any comparison using these results, they warrant some discussion. We first
consider the curves for magnetisation (and therefore, for low field strengths, susceptibility)
as a function of tempterature. The classical model for susceptibility is proportional to 1/T ,
and at higher temperatures our results exhibit similar behaviour. However, this classical
result predicts a divergence to infinity at the zero-temperature limit (T/J → 0). The
quantum mechanical treatment instead gives a finite zero-temperature value. We also note
that the behaviour is not monotonic; the susceptibility exhibits a maximum value at finite
temperature, and a decrease between this point and zero temperature. However, at high
field strengths, as in figure 4.1(b), we note very different behaviour. At low temperature and
high field the magnetisation exhibits saturation and a monotonic decrease with increasing
temperature.
Similarly, we note the the behaviour of the magnetisation with increasing applied field
strength. The magnetisation reaches a saturation point at sufficiently high field – physically,
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this represents the state of total alignment of all spins, with the applied field strong enough
to overcome the natural antiferromagnetic tendency. This saturation occurs at h/J ≈ 2.
At low field, the behaviour of the magnetisation is approximately linear, and referring to
figure 4.3, we see that the curves for different temperature values only begin to diverge at
T/J > 1. The magnetisation is a continuous function, but at low temperatures its derivative
is discontinuous; there is a sharp inflection when magnetisation reaches the saturation point
– noticeably, for T/J = 0.1 in figure 4.3.
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Figure 4.1: Magnetisation (Mz/J) as a function of temperature (T/J) for a variety
of applied field strengths, from h/J = 0.1 to h/J = 0.5 in 4.1(a) and from h/J = 1.0
to h/J = 3.0 in 4.1(b).
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Figure 4.2: Resonance frequency shift (∆ω/J) as a function of temperature (T/J)
for a variety of applied field strengths, from h/J = 0.1 to h/J = 0.5 in 4.2(a) and
from h/J = 1.0 to h/J = 3.0 in 4.2(b).
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Figure 4.3: Comparison between magnetisation (Mz/J), in 4.3(a), and frequency
shift (∆ω/J), in 4.3(b), for several temperature values from T/J = 0.1 to T/J =
1.0.
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4.2 Comparison to Past Results
Having obtained the above results for the frequency shift, and calculating it for a range of
temperatures and fields, we proceed to compare our results to earlier work. This section
relates our calculations to previous theoretical work in section 4.2.1 and to experimental
data in section 4.2.2. Finally, we compare our results for ESR to similar behaviour in
nuclear magnetic resonance in section 4.2.3.
4.2.1 Comparison to Theoretical Results
In this work the calculation of the ESR shift was considered for the antiferromagnetic spin
S = 1/2 chain with small (J ′  J) exchange anisotropy, with the anisotropy and the applied
field along the chain axis (chosen to be the z axis). This physical model was described in
section 1.1.3.
Oshikawa and Affleck in reference [5] obtained results for the frequency shift using the boson-
isation method (as detailed in section 1.2.1). In their analysis the frequency shift (at low
temperatures and field strengths) was found to be linearly proportional to magnetic field h
and anisotropy J ′; this is in apparent agreement with the shift as calculated above. The fre-
quency shift we obtained, given in equations (3.1.9) and (3.2.5), was found to be proportional
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to the magnetisation as per equation (3.3.3), and in turn proportional to the susceptibility
and applied field strength, as Mz ≈ χh in the low-field limit. Therefore at low field strengths,
the shift as we calculated it has approximately the same form as in [5]: it is proportional to
the applied field strength and the anisotropy, with the proportionality equal to the suscep-
tibility. This is a very useful result, as susceptibility is one of the parameters that can be
directly measured in experimental ESR conditions.
We note that the results of reference [5] are stated to be valid only for the low-temperature,
low-field regime. It is under these conditions that the approximately proportional relation-
ship between the frequency shift and the anisotropy (with a proportionality constant as the
susceptibility) holds. This is the same restriction that applies to our calculations, as our
assumption that Mz ≈ χh is only valid at low field strengths.
We may also compare our results to those of Zyvagin [7], considering the case of an anisotropic
exchange interaction along the z axis. Zyvagin defines the anisotropy asHa = −J ′
∑
n,δ S
z
nS
z
n+δ;
for nearest-neighbour exchange interaction, δ = ±1. The resonance frequency was derived
from the absorbed power Q. Q was calculated from the Heisenberg equations for Sz and
S±, leading to the quantum Boltzmann equations. Comparing the results for Q between the
isotropic chain and the anistropic chain leads to the expression for the resonance frequency
shift, ZJ ′Mz, where Z is the coordination number (Z = 2 for nearest-neighbour exchange
interactions as in our calculations), Mz the magnetisation (defined, as in our calculations, as
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Mz ≡ 〈Sz〉), and J ′ the magnitude of the anisotropy. Comparing this to our result, we find
that for Z = 2 as we have chosen, the expression we derived in equation (3.3.3) corresponds
exactly to the results of reference [7]. Zyvagin also states that this may be expressed as
ZJ ′χzz(h, T )h, which is again equivalent to our result derived in equation (3.3.5): −2J ′χh.
Results for the resonance frequency shift are also given by Maeda, Sakai, and Oshikawa in
reference [6]. Their results are based on the Bethe ansatz result, and are reproduced in
figure 4.4. The low-temperature results are in contrast to ours; our calculations show a
maximum value for the shift at finite temperature, mirroring the susceptibility, whereas the
results of reference [6] have a maximum at zero temperature.
This result of reference [6] proceeds from the shift given by:
∆h¯ω ∝ 〈S
z
jS
z
j+1 − Sxj Sxj+1〉
〈Szj 〉
. (4.2.1)
This expression (discussed in greater detail in section 1.2.1) leads to the result as depicted
in figure 4.4(b). The expanded result contains terms directly proportional to the applied
field h, but also contains multiple temperature-dependent terms. At very low temperatures
and field strengths, the dominant term is logarithmic; algebraic terms (on the order of T 2)
predominate at higher temperatures and field strengths. The crossover between the two
regimes occurs at h/J ≈ T/J and is shown in figure 4.4(b).
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The Bethe ansatz result is only applicable to chains. It may, however, be extended to the case
of the two-leg ladder, since that ladder Hamiltonian may be expressed through an effective
chain Hamiltonian [35]. With some modification our results for the chain are extendable
to arbitrary other geometries, with the appropriate extensions to the procedure of the JW
transformation and the bond parameter [33].
Lastly, we may compare our results to those of reference [8]. That work is primarily concerned
with two-leg ladders, in which case two correlation functions exist: Y‖, along the ladder legs,
and Y⊥, across the ladder rungs. The base case the authors considered was the uncoupled
ladder, in which there is no inter-leg interaction between the two separate legs, effectively
treating them as isolated chains. In this case, Y‖ represents the same correlation function
as in our work, and rung interaction Y⊥ is unimportant. The authors derive and plot the
correlation functions Y‖(T, h), with much the same form as the expression given in reference
[6] (whose derivation is discussed in section 3.1.1). This expression,
Y‖(T, h) =
〈Szi Szi−1 − Sxi Sxi−1〉
〈Sz〉 , (4.2.2)
was calculated by means of the density matrix renormalisation group method, and the results
were plotted. The plot representing the chain is reproduced here as figure 4.5. We see that the
frequency shift increases approximately linearly with applied magnetic field strength, before
plateauing at a maximum value. In our calculations, we found this correlation function
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– see equation (3.1.9), and section 3.1.1 in particular – to be approximately equal to the
magnetisation, and our simulation of the magnetisation versus applied field strength is given
in figure 4.3(a). Comparing the two, we note plot taken from reference [8] displays very
similar behaviour, reaching a maximum value of 1/2 at h/J ≈ 2.
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(a) Frequency shift versus temperature.
(b) Frequency shift versus temperature at low
fields.
Figure 4.4: Results of [6]. Note that the plots are of JY (T,H)/H whereas ∆h¯ω ∝
−Y (T,H) in our results, which are normalised to J ≡ 1. 4.4(a) shows the frequency
shift (as Y (T,H)) as a function of temperature and 4.4(b) highlights the low-
temperature logarithmic behaviour, which does not arise in our results.
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Figure 4.5: A plot of simulated results for the uncoupled ladder – effectively an iso-
lated chain. Lines with circles represent the correlation fuction Y‖ – equation (4.2.2)
– to which the frequency shift is directly proportional. Lines without circles are
related to the rung correlation Y⊥ and are irrelevant to our results [8].
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4.2.2 Comparison to Experimental Results
We now compare our results to existing experimental data. Detail on the compounds con-
sidered here was given in section 1.2.2. Both compounds LiCuVO4 and copper benzoate
can be approximated as antiferromagnetic spin chains with weak symmetric anisotropy, due
to their crystal structures incorporating isolated linear chains of copper(II) ions with single
S = 1/2 valence electrons [27]. Our model represents the simplest representation of such an
arrangement, treating as negligible all other interactions.
For LiCuVO4, we refer to reference [22], and reproduce their results in figure 4.6. The results
for susceptibility of LiCuVO4 were obtained with an interference magnetometer. We note
that the curve for susceptibility – figure 4.6(a) – broadly resembles our results, but that it
includes a secondary peak at very low temperatures, which does not occur in our analysis.
The authors of [22] attribute this to interchain interactions, which are not included in our
calculations. The frequency shift shown in figure 4.6(b) is given in terms of the g shift, as
mentioned in section 1.2.2; the authors define ∆g = (h¯∆ω)/(µBh). This does not match
our low field result, and rather than direct proportionality to the susceptibility, the shift in
reference [22] appears much more like the result of reference [6], with a maximum at zero
temperature.
For copper benzoate, we have the results of reference [24], reproduced in figure 4.7. These are
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(a) (b)
Figure 4.6: Plots of experimental data for LiCuVO4. Figure 4.6(a) depicts measured
susceptibility versus temperature, which displays broadly similar lineshape to our
results. Figure 4.6(b) depicts the effective g-factor and its temperature-dependent
shift (where g ∝ ∆h¯ω as mentioned in section 1.2.2). The upper line is for an
applied field parallel to the axis of the chain, and the lower line for perpendicular
field. The applied magnetic field is on the order of h/J ≈ 0.01 [22].
earlier data but remain representative of later analyses of copper benzoate [2,21]. This plot
also resembles our high field results rather than our low field results. The frequency shift as
a function of temperature does not show the maximum we calculated for the susceptibility.
It appears to increase to a maximum at zero temperature, as with LiCuVO4 as shown in
figure 4.6(b); this matches the result of reference [6].
We note that both results, for LiCuVO4 and for copper benzoate, diverge from our calcu-
lations at low temperatures. The frequency shift exhibits a maximum at zero temperature
and a monotonic decrease with increasing temperature. However, this suggests that the
theoretical results referred to – those of references [5] and [7] – are also in contradicted by
the experimental results we have reviewed here, as those results agreed with our calculations
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Figure 4.7: Plot of experimental data for copper benzoate [24]. The frequency
shift is plotted against temperature and displayed in arbitary units. The results for
H ‖ c reflect the situation we considered in our calculations (with the applied field
parallel to the chain axis and the anisotropy).
in specifying a frequency shift proportional to susceptibility.
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4.2.3 Comparison to Nuclear Resonance
With this result for ESR, it is of interest to consider nuclear magnetic resonance (NMR) to
see what similarities may exist. As metioned in section 1.1, NMR uses the same principles
as ESR - an applied magnetic field splits degeneracy, and the created energy differential is
probed by measuring absorption. Whereas ESR uses a laser or microwave source to probe
absorption, NMR uses an alternating (time-dependent) magnetic field. The basic case for
NMR, considering only the Zeeman interaction between the applied static magnetic field and
the nuclear magnetic moment I, is:
HZ = −h¯γn ~H · ~I , (4.2.3)
with γn representing the nuclear gyromagnetic ratio and ~H the applied magnetic field. As
with ESR, there are additional interaction terms which complicate the behaviour of the
system. One in particular is the Knight shift, which arises due to coupling between the
nuclear magnetic moment and the magnetic moment of conduction electrons. The Knight
shift is of interest due to its reminiscent structure - it leads to a shift in the NMR resonance
frequency proportional to the spin susceptibility of the electrons, very similar to the ESR
result we have derived.
The Knight shift is thus a consequence of coupling between the nucleus and the surround-
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ing electron(s) (the hyperfine or contact interaction). In NMR, these interactions can be
modelled as
He = −h¯γn
∑
i
Ai~I · (~mS)i , (4.2.4)
with electron magnetic moment ~mS = gSµB ~S and where coupling constant A represents the
magnitude of the interaction. If there is no net electron magnetic moment, this interaction
will be zero, as the contributions from each spin average out to zero, 〈S〉 = 0. In the
presence of an external magnetic field, however, magnetic ordering is created, and 〈S〉 6= 0.
The equation (4.2.4) may then be represented by the interaction of the nuclear magnetic
moment, ~I, and an effective magnetic field ~he, as
He = −h¯γn~I · ~he . (4.2.5)
This effective field arises due to the average electron spin, 〈S〉, which will be quantised
along the axis of the applied magnetic field as 〈Sz〉 ∝ ~H, with ~H = Hz zˆ. The interaction
with the nuclear magnetic moment therefore depends on the relation between the applied
magnetic field and the spin polarisation – namely, the susceptibility. We see that the spin
susceptibility of the conduction electrons leads to a shift in the NMR resonance frequency,
and compare this to our calculations, where the spin susceptibility led to a shift in the ESR
resonance frequency. This shift in the NMR frequency – the Knight shift – is denoted K,
and is directly proportional to the susceptibility K ∝ χ.
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Incorporating this shift, equation (4.2.3) then appears as
H = −h¯γn(1 +K) ~H · ~I . (4.2.6)
The contribution of the conduction electrons results in a shift, K – the Knight shift – in the
NMR resonance frequency, proportional the susceptibility of the electrons. Experimentally,
this shift is used to determine the susceptibility, by comparing the NMR resonance frequency
between nuclei in states with paramagnetic conduction electrons and those without.
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Chapter 5
Conclusions
Having obtained the results of chapter 4.2, we review our findings and present our summation
of them.
We opened this work in section 1.1 with the definition and principles of ESR, and examined
the problem of calculating ESR behaviour, particularly the shift of peak frequency of the res-
onance due to the contributions of anisotropy. In section 1.2 we reviewed existing theoretical
analyses and experimental methods and identified the drawbacks to current analyses, thus
outlining our motivation.We reviewed the mathematical and theoretical tools of our analysis
in chapter 2 – we introduced the method we used in our analysis, the bond-mean-field theory,
in section 2.3, and reviewed the JW transformation it relies upon in section 2.1. We chose for
our calculations to consider the simplest case, the antiferromagnetic, uniaxial, anisotropic
Heisenberg spin chain. We took the correlation function expression for the frequency shift
common in the literature – equation (1.1.12) – and performed its algebraic expansion. We
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applied the JW transformation to this result and attempted to calculate it by using the
bond-mean-field theory. We obtained a result – equations (3.3.3) or (3.3.4) in section 3.3 –
and calculated it numerically. We compared this numerical result to prior results in both
theoretical and experimental analyses in section 4.2.
Our results were in agreement with some of the theoretical results we reviewed – Oshikawa
and Affleck in reference [5], and Zyvagin in reference [7]. We found equivalent expressions for
the frequency shift under the same conditions we investigated - the uniaxial, anisotropic spin
chain, with the magnetic field applied parallel to the chain. We found precise agreement with
the results of reference [7], obtained through the equations of motion, but found disagreement
in prefactors with [5], the bosonisation result. Our results were not in agreement with the
results of Oshikawa, Sakai, and Maeda in reference [6]. For the low-temperature region in
reference [6] the authors found a logarithmic correction to the low-temperature frequency
shift, which we did not see in our calculations. This disagreement seems reflected in the
experimental data we considered, in figures 4.6(b) and 4.7, which show a maximum at zero
temperature and a monotonic decrease with increasing T (resembling the results of reference
[6]), instead of the low-temperature maximum in our results (see figure 4.2) reflecting the
susceptibility. We note that for sufficiently high field strength (h/J ≥ 2) as in figure 4.2(b),
we see similar curves, with a zero temperature maximum, but that at high field strengths
our assumption regarding susceptibility (namely, that Mz ≈ χh) does not hold.
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The advantage of our method, as compared to the other theoretical methods discussed,
is, as suggested in section 1.3, its simplicity and ease of calculation, both analytically and
numerically. This is in marked contrast to the analytical complexity of bosonisation or the
Bethe ansatz, and the numerical difficulty involved in exact diagonalisation or density matrix
renormalisation groups. The numerical calculations in this work were performed on a mid-
range (circa 2012) personal computer and required several seconds to execute. The analytical
and numerical simplicity of our method reflects a conceptual simplicity; the description of the
antiferromagnet in terms of an alternating bond factor retains physical clarity. Our method
is also in principle highly scalable, and applicable to arbitrary two and three dimensional
lattices.
There are three major areas where we could pursue further work. The first, an obvious pro-
gression after our current calculations, is to attempt similar analysis of related situations.
We considered only the simplest case, the spin chain with uniaxial anisotropy and an applied
magnetic field parallel to the chain axis. The immediate follow-up would be to consider a
perpendicular or arbitrarily-inclined applied magnetic field for the same spin chain Hamilto-
nian, and then to consider different anisotropic terms in the chain, such as the antisymmetric
Dzyaloshinski-Moriya exchange, which arises from the spin-dipole interaction; both would
present significantly more complicated calculations. Or, we could attempt to apply the same
type of analysis to other spin lattices, such as spin ladders of varying numbers of legs and
couplings, or including types of interaction beyond nearest-neighbour exchange interaction,
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such as interchain coupling and longer-range interaction, which are present in real substances.
Many of the past methods we examined have also been applied to these types of situations,
and would therefore remain as points of comparison if our method were expanded.
The second would be to consider more thoroughly existing methods and data. As we noted
in section 4.2, we saw significant differences between our result and the theoretical result of
reference [6], and the experimental data we considered bore much more resemblance to refer-
ence [6] than to our calculations. It would be interesting to try to determine why our results
diverged from the experimental data we studied. To such an end it would be useful to study
the Bethe ansatz method in particular, as was used in reference [6]. We might also return to
our starting point, equation (1.1.12), and review its derivation in greater detail. We noted
that the result we used for the ESR frequency shift expression – as equation (3.1.9), derived
from equation (1.1.12), and as reminisicent of equation (1.2.2) – is only an approximate
result [5, 6, 10], as discussed in section 1.1. Beginning from a more complete expression for
∆h¯ω would increase the complexity of the necessary calculations, but might generate results
more closely matching the observed experimental behaviour.
Lastly, we could investigate the experimental uses of ESR analysis, and determine whether
our methods would be of use. Many experimental procedures rely on comparing observed
data to simulations and numerical results; our results represent a simpler numerical calcula-
tion than direct simulation or density matrix approaches (as mentioned in chapter 1.2.1), and
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if sufficiently accurate might represent a more efficient way of performing such comparisons.
Such considerations would be particularly useful if the approach were amenable to practical
applications of ESR as reviewed in chapter 1.2.3 – namely, the possibility for biomedical
imaging.
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Chapter A
In-Depth Calculations
This appendix contains detailed calculations which were omitted from the main body for
ease of reading. Section A.1 contains detail from section 2.3. Sections A.2 and A.3 con-
tain the calculations for the frequency shift (detailing the commutator algebra and the JW
transformation, respectively) referred to in sections 3.1 and 3.2. Section A.4 contains the
full sublattice magnetisation calculations referred to in section 4.1.1.
A.1 Bond Mean Field Theory
In this section we expand in greater detail some of the results referred to in the course of
section 2.3.
In determining the free energy, f , and the bond parameter, Q, in the zero-field case, we
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presented the results as equations (2.3.17) and (2.3.18). Including the intermediate steps,
those calculations are as follows:
f =
−kBT
N
ln(Z)
=
−1
βN
(∑
k
ln(1 + e−βE+(k)) +
∑
k
ln(1 + e−βE−(k))− βEc
)
= JQ2 − 1
βN
∑
k
∑
α=±
ln(1 + e−βEα(k))
= JQ2 − 1
2β
∫
dk
2pi
∑
α=±
ln(1 + e−βEα) .
(A.1.1)
∂f
∂Q
= 2JQ− 1
2β
∫
dk
2pi
∑
α=±
[−βe−βEα(k)
1 + e−βEα
∂
∂Q
(Eα)
]
= 2JQ+
1
2
∫
dk
2pi
∑
α=±
α2J | sin(k)|e−βEα(k)
1 + e−βEα(k)
= 2JQ+ J
∫
dk
2pi
| sin(k)|
∑
α=±
α
1 + eβEα(k)
∂f
∂Q
= 0→ Q = −1
2
∫
dk
2pi
| sin(k)|
∑
α=±
α
1 + eβEα(k)
.
(A.1.2)
In the low-temperature limit for the zero-field case, we treated the logarithmic expression in
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equation (2.3.20). The full simplification of this expression is
lim
T→0
[
T ln(1 + ea/T )
] ≡ lim
T→0
[
ln(1 + ea/T )
1/T
]
≡ lim
T→0
[
∂/∂T
(
ln(1 + ea/T )
)
∂/∂T (1/T )
]
≡ lim
T→0
[
1
1 + ea/T
(−aea/T
T 2
)(−1
T 2
)−1]
≡ lim
T→0
[
ea/T
1 + ea/T
a
]
= a =
E−(k)
kB
.
(A.1.3)
Following section 2.3, we move to the non-zero field case. From the non-zero field Hamilto-
nian, (2.3.30), we apply a Fourier transform, resulting in
H = NJQ2 +Nh/2−NJMz(Mz + 1) +
∑
k
[
ıJ(1 + 2Q) sin(k)cˆA†k cˆ
B
k
+ (2JMz − h)cˆA†k cˆAk − ıJ(1 + 2Q) sin(k)cˆB†k cˆAk + (2JMz − h)cˆB†k cˆBk
]
.
(A.1.4)
This is more concisely expressed as a matrix:
H = JNQ2 +Nh/2−NJMz(Mz + 1) +
∑
k
cˆA†k
cˆB†k

τ 2MzJ − h e(k)
e∗(k) 2MzJ − h

cˆAk
cˆBk
 ,
(A.1.5)
with e(k) = ıJ(1 + 2Q) sin(k) and h = gµBB; this result is reproduced as equation (2.3.31)
in the main body.
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We then require the energy eigenvalues, which we obtain through the same diagonalisation
procedure as in the zero-field case – we therefore solve the following eigenvalue problem for
E: ∣∣∣∣∣∣∣∣
2MzJ − h− E e(k)
e∗(k) 2MzJ − h− E
∣∣∣∣∣∣∣∣ . (A.1.6)
This is evaluated as
0 = (2MzJ − h− E)2 − |e(k)|2
= (E − (2MzJ − h))2 − |e(k)|2
= (2MzJ − h− E + |e(k)|) (2MzJ − h− E − |e(k)|)
→ E = 2MzJ − h± |e(k)| .
(A.1.7)
This result is summarised in equation (2.3.32).
In section 2.3, we then obtain the free energy f and bond parameter Q for the non-zero field
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case. Our result for f – given as equation (2.3.34) – is determined by
f = −kBT ln(Z)
N
= − 1
βN
∑
k
[
ln(1 + e−βE+(k)) + ln(1 + e−βE−(k))− βEc
]
= − 1
βN
∑
k
∑
α∈{±1}
ln(1 + e−βEα(k)) +
Ec
N
= JQ2 − h
2
− JMz(Mz + 1)− 1
2β
∫
dk
2pi
∑
α∈{±1}
ln(1 + e−βEα(k)) .
(A.1.8)
Our result for Q – given as equation (2.3.35) – is determined by
∂f
∂Q
= 2JQ+
1
2β
∫
dk
2pi
∑
α
2Jα| sin(k)|
1 + eβEα(k)
∂f
∂Q
= 0→ Q = −1
2
∫
dk
2pi
| sin(k)|
∑
α
α
1 + eβEα(k)
,
(A.1.9)
and our result for Mz – given as equation (2.3.36) – by
∂f
∂h
=
1
2
− 1
2β
∫
dk
2pi
∑
α
1
1 + eβEα(k)
(−β)(−1)
Mz =
1
2
∫
dk
2pi
∑
α
1
1 + eβEα(k)
− 1
2
.
(A.1.10)
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A.2 Commutator Algebra of the Frequency Shift Ex-
pression
In this section we describe in full the algebraic expansion of equation (1.1.12), leading to
the result given in equations (3.1.8) and (3.1.9). We begin with the form given in equation
(3.1.1), defining the decomposition of the chain Hamiltonian. We proceed to expand each
term separately and in two stages. First, and simplest, we take the Zeeman term HZ .
Recalling that we have defined Sz ≡ ∑j Szj and using the identity [S−, S+] = −2Sz, it is
possible to evaluate
[[S−, [S+,HZ ]] = [[S−, [S+,−gSµB
∑
j
Sj ·H]]
= −gSµBH
∑
j
[S−, [S+, Szj ]]
= −gSµBH
∑
j
[S−,−S+]
= 2gSµBHS
z .
(A.2.1)
In this case the summations S+ →∑l S+l and S− →∑l′ S−l′ are not made explicit, as their
interaction results in terms of δl,l′ .
We now proceed to the isotropic and anisotropic terms of the Hamiltonian. These are defined
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as per equation (1.1.8); we have, therefore,
H0 = −J
N∑
j=1
Sj · Sj−1 , (A.2.2)
H′ = −J ′
N∑
j=1
SzjS
z
j−1 . (A.2.3)
For analysing these terms we make all summations explicit, as S± ≡∑i Sxi ±Syi . Beginning
with the isotropic components, the next term to be considered is [S+,H0], which is equal to
∑
l
[S+l ,H0] = −J
∑
i,l
(
[Sxl + ıS
y
l , S
x
i S
x
i−1 + S
y
i S
y
i−1 + S
z
i S
z
i−1]
)
. (A.2.4)
The above equation can also be broken into several additive terms. Beginning with the first
of these,
∑
l
[S+l , S
x
i S
x
i−1] =
∑
i,l
[Sxl + ıS
y
l , S
x
i S
x
i−1]
=
∑
i,l
(
[Sxl , S
x
i ]S
x
i−1 + S
x
i [S
x
l , S
x
i−1] + ı[S
y
l , S
x
i ]S
x
i−1 + ıS
x
i [S
y
l , S
x
i−1]
)
=
∑
i,l
(
ı[Syl , S
x
i ]S
x
i−1 + ıS
x
i [S
y
l , S
x
i−1]
)
,
(A.2.5)
which has been simplified via [Sai , S
b
j ] = 0 for a = b or i 6= j. The remaining terms may be
evaluated with the usual commutation relation for spins, [Sai , S
b
i ] = abcıS
c
i . This gives the
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result: ∑
l,i
[S+l , S
x
i S
x
i−1] =
∑
l
(
Szl S
x
l−1 + S
x
l+1S
z
l
)
. (A.2.6)
Similarly, ∑
l,i
[S+l , S
y
i S
y
i−1] =
∑
i,l
(
[Sxl , S
y
i ]S
y
i−1 + S
y
i [S
x
l , S
y
i−1]
)
=
∑
l
ıSzl S
y
l−1 + ıS
y
l+1S
z
l ;
(A.2.7)
and likewise,
∑
l,i
[S+l , S
z
i S
z
i−1] =
∑
i,l
(
[Sxl , S
z
i ]S
z
i−1 + S
z
i [S
x
l , S
z
i−1] + ı[S
y
l , S
z
i ]S
z
i−1 + ıS
z
i [S
y
l , S
z
i−1]
)
=
∑
l
(−ıSyl Szl−1 − ıSzl+1Syl − Sxl Szl−1 − Szl+1Sxl ) .
(A.2.8)
We then evaluate the commutator with respect to S−l′ of each of the above results, as
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∑
l′ [S
−
l′ , · · · ]:
∑
l,l′
[S−l′ , [S
+
l , S
x
i S
x
i−1]] =
∑
l,l′
[S−l′ , S
z
l S
x
l−1 + S
x
l+1S
z
l ]
=
∑
l,l′
[
[Sxl′ , S
z
l ]S
x
l−1 + S
x
l+1[S
x
l′ , S
z
l ]
− ı ([Syl′ , Szl ]Sxl−1 + Szl [Syl′ , Sxl−1] + [Syl′ , Sxl+1]Szl + Sxl+1[Syl′ , Szl ]) ]
=
∑
l′
[
− ı (Syl′Sxl′−1 + Sxl′+1Syl′)+ Sxl′Sxl′−1 − Szl′+1Szl′
− Szl′Szl′−1 + Sxl′+1Sxl′
]
,
(A.2.9)
and, repeating the expansion for the Sy and Sz cases gives:
∑
l,l′
[S−l′ , [S
+
l , S
y
i S
y
i−1]] =
∑
l,l′
ı[S−l′ , S
z
l S
y
l−1 + S
y
l+1S
z
l ]
=
∑
l,l′
[
ı
(
[Sxl′ , S
z
l ]S
y
l−1 + S
z
l [S
x
l′ , S
y
l−1] + [S
x
l′ , S
y
l+1]S
z
l + S
y
l+1[S
x
l′ , S
z
l ]
)
+ [Syl′ , S
z
l ]S
y
l−1 + S
y
l+1[S
y
l′ , S
z
l ]
]
=
∑
l′
[
Syl′S
y
l′−1 − Szl′+1Szl′ − Szl′Szl′−1 + Syl′+1Syl′ + ı
(
Sxl′S
y
l′−1 + S
y
l′+1S
x
l′
) ]
;
(A.2.10)
104
∑
l,l′
[S−l′ , [S
+
l , S
z
i S
z
i−1]] =
∑
l,l′
[S−l′ ,−ı
(
Syl S
z
l−1 + S
z
l+1S
y
l
)− (Sxl Szl−1 + Szl+1Sxl )]
=
∑
l,l′
{− ı([Sxl′ , Syl ]Szl−1 + Syl [Sxl′ , Szl−1] + [Sxl′ , Szl+1]Syl + Szl+1[Sxl′ , Syl ])
− ([Sxl′ , Sxl ]Szl−1 + Sxl [Sxl′ , Szl−1] + [Sxl′ , Szl+1]Sxl + Szl+1[Sxl′ , Sxl ])
− ([Syl′ , Syl ]Szl−1 + Syl [Syl′ , Szl−1] + [Syl′ , Szl+1]Syl + Szl+1[Syl′ , Syl ])
+ ı
(
[Syl′ , S
x
l ]S
z
l−1 + S
x
l [S
y
l′ , S
z
l−1] + [S
y
l′ , S
z
l+1]S
x
l + S
z
l+1[S
y
l′ , S
x
l ]
)}
=
∑
l′
Szl′S
z
l′−1 − Syl′+1Syl′ − Syl′Syl′−1 + Szl′+1Szl′ + ı
(
Sxl′+1S
y
l′ + S
y
l′S
x
l′−1
)
− ı (Syl′+1Sxl′ + Sxl′Syl′−1)+ Szl′Szl′−1 − Sxl′+1Sxl′ − Sxl′Sxl′−1 + Szl′+1Szl′ ;
(A.2.11)
which show that the contribution of H0 is zero, since
∑
l,l′
[S−l′ , [S
+
l ,H0]] = −J
∑
i,l,l′
[S−l′ , [S
+
l , S
x
i S
x
i−1 + S
y
i S
y
i−1 + S
z
i S
z
i−1]]
= 0 .
(A.2.12)
This suffices to prove the statement, given earlier, that isotropic terms do not affect the
resonance frequency - the net contribution of isotropic terms to the frequency is zero.
The above work also gives the expansion of the H′ term, since it is, up to the constant
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prefactor, identical to the Sz term in the expansion above. That is,
∑
l,j
[S−l , [S
+
j ,H′]] = −J ′
∑
i,j,l
[S−l , [S
+
j , S
z
i S
z
i−1]]
≡ −J ′
∑
l
[− (Sxl+1Sxl + Sxl Sxl−1 + Syl+1Syl + Syl Syl−1)+ 2 (Szl+1Szl + Szl Szl−1)
+ ı
(
Sxl+1S
y
l + S
y
l S
x
l−1 − Syl+1Sxl − Sxl Syl−1
) ]
.
(A.2.13)
To emphasize the alternating bond structure, we label the indices in terms of 2l rather than
l, as,
→ −J ′
∑
l
[− (Sx2l+1Sx2l + Sx2lSx2l−1 + Sy2l+1Sy2l + Sy2lSy2l−1)+ 2 (Sz2l+1Sz2l + Sz2lSz2l−1)
+ ı
(
Sx2l+1S
y
2l + S
y
2lS
x
2l−1 − Sy2l+1Sx2l − Sx2lSy2l−1
) ]
.
(A.2.14)
These results are combined to generate the equation (3.1.9) in the main body of this thesis.
A.3 Jordan-Wigner Transform of the Frequency Shift
Expression
We now return to the frequency shift, as determined earlier in equations (A.2.13) and (3.1.9),
and calculate the fermionic form of the expression through the JW transformation. The
106
frequency shift ∆h¯ω was determined to be:
∆h¯ω = −〈[S
−, [S+,H′]]〉
〈Sz〉 . (A.3.1)
The numerator in this expression was calculated in equation (A.2.13) to be:
[S−, [S+,H′]] =
∑
i,j,l
[S−l , [S
+
j ,H′]]
= −J ′
∑
l
[− (Sxl+1Sxl + Sxl Sxl−1 + Syl+1Syl + Syl Syl−1)+ 2 (Szl+1Szl + Szl Szl−1)
+ ı
(
Sxl+1S
y
l + S
y
l S
x
l−1 − Syl+1Sxl − Sxl Syl−1
) ]
.
(A.3.2)
This may be analysed term by term. The first terms – those involving Sxi S
x
i−1 and S
y
i S
y
i−1 –
are simply those found in the XY Hamiltonian (2.1.12), and resolve as calculated in equation
(2.1.19), leading to:
Sxi+1S
x
i + S
x
i S
x
i−1 + S
y
i+1S
y
i + S
y
i S
y
i−1 =
1
2
(
c†i+1ci + c
†
ici−1 + c
†
ici+1 + c
†
i−1ci
)
. (A.3.3)
Next we consider the Sz terms, using the transformation result Szi = (c
†
ici− 12). As a result,
Szi+1S
z
i + S
z
i S
z
i−1 = (c
†
i+1ci+1 − 12)(c†ici − 12) + (c†ici − 12)(c†i−1ci−1 − 12)
= 2(c†i+1ci+1c
†
ici + c
†
icic
†
i−1ci−1)− (c†i+1ci+1 + 2c†ici + c†i−1ci−1) .
(A.3.4)
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Finally, we consider the imaginary cross-terms. To evaluate these cross-terms we use the
identities Sx ≡ 1
2
(S++S−) and Sy ≡ 1
2ı
(S+−S−). For the following expansion, (α, β) ≡ (x, y)
takes the upper signs, and (α, β) ≡ (y, x) the lower.
Sαi S
β
i−1 =
1
4ı
(S+i ± S−i )(S+i−1 ∓ S−i−1)
→ 1
4ı
[
c†ie
−ıpiφic†i−1e
−ıpiφi−1 ± eıpiφicic†i−1e−ıpiφi−1
∓ c†ie−ıpiφieıpiφi−1ci−1 − eıpiφicieıpiφi−1ci−1
]
,
(A.3.5)
which, but for the change in index, also represents the transformation of Sxi+1S
y
i and S
y
i+1S
x
i ,
due to the symmetry of the terms. The series of expressions in equation (A.2.13) may then
be resolved to
ı
(
Sxi+1S
y
i − Syi+1Sxi
)
= 1
2
(
eıpinici+1c
†
i − e−ıpinic†i+1ci
)
ı
(
Syi S
x
i−1 − Sxi Syi−1
)
= 1
2
(
e−ıpini−1c†ici−1 − eıpini−1cic†i−1
)
.
(A.3.6)
Final simplification of the above terms proceeds with the identity e±ıpini ≡ 1− 2c†ici. There-
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fore,
1
2
(
eıpinici+1c
†
i − e−ıpinic†i+1ci + e−ıpini−1c†ici−1 − eıpini−1cic†i−1
)
= 1
2
(
(1− 2c†ici)ci+1c†i − (1− 2c†ici)c†i+1ci + (1− 2c†i−1ci−1)c†ici−1 − (1− 2c†i−1ci−1)cic†i−1
)
= 1
2
(
ci+1c
†
i − c†i+1ci + c†ici−1 − cic†i−1 − 2c†icici+1c†i + 2c†i−1ci−1cic†i−1
)
= 1
2
(
ci+1c
†
i − c†i+1ci + c†ici−1 − cic†i−1 + 2c†ici+1 − 2c†i−1ci
)
= 1
2
(
c†ici+1 − c†i+1ci + c†ici−1 − c†i−1ci
)
,
(A.3.7)
given that (ci)
2 = (c†i )
2 = 0 and {ci, c†j} = δi,j. To check the validity of the transformation,
we note that under the assumption of homogeneous bonds – if no distinction is made between
the expressions Sxi S
y
i−1 and S
x
i+1S
y
i – then above terms cancel out on average, just as in the
spin-operator basis.
A.4 Sublattice Magnetisation
This section details the analysis and calculations of the magnetisation referred to in chap-
ter 4.1.1. It commences by diagonalizing the Heisenberg Hamiltonian and finding its energy
eigenvalues, using the bond-mean-field theory [32] and modifying the procedure to account
for the sublattices. The diagonal Hamiltonian is used to determine magnetisations and
the bond parameter; these equations are compared with the results established in previous
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work [36]. Lastly, the magnetisations are calculated numerically. Thse numerical calculations
were performed with a revision of C code originally used by Azzouz [32].
This analysis is motivated by considering equation (A.2.13) and comparing the numerator
and denominator. The numerator is expressed in terms of alternating bonds (i + 1, i) and
(i, i−1), whereas the denominator contains the magnetisation. It was necessary to determine
whether the magnetisation could be treated as uniform or whether it needed to be separated
into sublattices with unequal magnetisations.
We begin by restating our problem Hamiltonian:
H = J
∑
i
Si · Si+1 . (A.4.1)
The Heisenberg Hamiltonian, as defined in equation (A.4.1), is the starting point for de-
scribing spin chains – 1D lattices of interacting spins. One area of interest is the spin chain’s
behaviour when exposed to an external magnetic field B. In many cases, this is possible to
describe using a constant magnetisation (Mz = 〈Szi 〉, ∀i). We hypothesize that considering
the Hamiltonian in terms of differing magnetisation for sublattices A and B, in the presence
of an external magnetic field, may produce more accurate results. This is a physically in-
tuitive approach, since it reflects the alternating bond parameter already established, and
both arise from the opposing spin orientations in the antiferromagnetic chain itself, resulting
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from the positive coupling constant J .
We begin with the bond-mean-field analysis, as originating in reference [32] and reviewed
in section 2.3. In the presence of a magnetic field and assuming constant Mz, the above
Hamiltonian leads to [32]:
H = NJQ2 + Nh
2
−NMz(Mz + 1)J +
∑
k
(
cˆA†k cˆ
B†
k
)
H
cˆAk
cˆBk
 , (A.4.2)
with
H =
2MzJ − h e(k)
e∗(k) 2MzJ − h
 . (A.4.3)
A.4.1 Analytical Evaluation of the Hamiltonian
In the above case, bonds are treated with an alternating sublattice, but magnetisation is
treated as constant. The magnetisation terms arise from the expansion of Szi S
z
i+1 of the
Hamiltonian, given in equation (A.4.1). If we assume sublattices A and B, with unequal
111
magnetisation, we instead treat Sz2iS
z
2i+1 and S
z
2i+1S
z
2i+2:
SzAS
z
B ≈ 〈SzA〉SzB + 〈SzB〉SzA − 〈SzA〉〈SzB〉
= MAz S
z
B +M
B
z S
z
B −MAz MBz
= MBz c
A†
k c
A
k +M
A
z c
B†
k c
B
k −MAz MBz − (MAz +MBz )/2 ,
(A.4.4)
following the JW and Fourier transformations. This is repeated for the complementary term:
SzBS
z
A ≈ 〈SzB〉SzA + 〈SzA〉SzB − 〈SzB〉〈SzA〉
= MBz cˆ
A†
k cˆ
A
k +M
A
z cˆ
B†
k cˆ
B
k −MAz MBz − (MAz +MBz )/2 .
(A.4.5)
The SzA and S
z
B terms as they occur in the Heisenberg Hamiltonian are:
J
∑
i
Sz2i−1S
z
2i + S
z
2iS
z
2i+1 , (A.4.6)
so that the total contribution of Sz terms, in MAz and M
B
z , is
H(Mz) = −2JMAz MBz (N/2)− J(MAz +MBz )(N/2)
+
∑
k
(
cˆA†k cˆ
B†
k
)2JMBz 0
0 2JMAz

cˆAk
cˆBk
 . (A.4.7)
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This combines linearly with the contribution of the Zeeman term and the XY terms, to give
the combined Hamiltonian:
H = JNQ2 +Nh/2−NJ(MAz MBz +MAz /2 +MBz /2)
+
∑
k
(
cˆA†k cˆ
B†
k
)2JMBz − h e(k)
e∗(k) 2MAz − h

cˆAk
cˆBk
 , (A.4.8)
taking
H =
2MBz J − h e(k)
e∗(k) 2MAz J − h
 . (A.4.9)
This result, equation (A.4.8), reduces to the prior result of equation (A.4.2) if we then set
MAz ≡MBz .
Our next step is to find the energy eigenvalues of the Hamiltonian. This is done in the usual
manner, setting the determinant of (H − λI) equal to zero. For simplicity of notation, we
also define A = 2MAz J − h and B = 2MBz J − h:
∣∣∣∣∣∣∣∣
B − λ e(k)
e∗(k) A− λ
∣∣∣∣∣∣∣∣ = AB − λ(A+B) + λ
2 − |e(k)|2 . (A.4.10)
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Therefore λ, representing the energy eigenvalues E±, gives
λ =
A+B
2
± [(B − A)
2 + 4|e(k)|2]1/2
2
. (A.4.11)
This defines our two eigenvalues, which we denote by E+(k) and E−(k).
E+(k) =
A+B
2
+
[(B − A)2 + 4|e(k)|2]1/2
2
. (A.4.12)
E−(k) =
A+B
2
− [(B − A)
2 + 4|e(k)|2]1/2
2
. (A.4.13)
In order to diagonalize this Hamiltonian we use the following transformation:
cAk = vdk + ufk
cBk = −u∗dk + v∗fk ,
(A.4.14)
where dk and fk are fermions which diagonalize H. Using T to represent the transformation
of equation (A.4.14) in matrix form, we have
T =
 v u
−u∗ v∗
 . (A.4.15)
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From this we obtain
T
dk
fk
 =
cAk
cBk
 , (A.4.16)
and from T† = T−1,
T† =
v∗ −u
u∗ v
 . (A.4.17)
Therefore, (
d†k f
†
k
)
T† =
(
cA†k c
B†
k
)
. (A.4.18)
Referring to the Hamiltonian, this results in:
(
cˆA†k cˆ
B†
k
) A e(k)
e∗(k) B

cˆAk
cˆBk
 ≡ (d†k f †k
)E+(k) 0
0 E−(k)

dk
fk
 , (A.4.19)
or alternatively,
(
d†k f
†
k
)E+(k) 0
0 E−(k)

dk
fk
 ≡ (d†k f †k
)
T†
 B e(k)
e∗(k) A
T
dk
fk

→
E+(k) 0
0 E−(k)
 = T†
 B e(k)
e∗(k) A
T .
(A.4.20)
So far our only restriction on u and v is that matrix T be unitary. This requires T†T = I,
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where I represents the 2x2 identity matrix.
v∗ −u
u∗ v

 v u
−u∗ v∗
 =
|v|2 + |u|2 v∗u− uv∗
u∗v − vu∗ |u|2 + |v|2

=
1 0
0 1
 .
(A.4.21)
This produces the following requirements:
|u|2 + |v|2 = 1 , (A.4.22)
v∗u− u∗v = 0 . (A.4.23)
The requirement of equation (A.4.22) also arises from the fermionic nature of dk and fk.
That is, cˆAk and cˆ
B
k are fermionic operators, and obey all the associated anticommutator
relations; they are also linear combinations of dk and fk, and therefore dk and fk must be
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fermionic operators, in order to conserve these anticommutator identities.
{cˆAk , cˆA†k′ } = δk,k′ =
(|v|2 + |u|2) δk,k′
= {vdk + ufk, v∗d†k′ + u∗f †k′}
= |v|2{dk, d†k}+ vu∗{dk, f †k′}+ uv∗{fk, dk′}+ |u|2{fk, f †k′}
= |v|2δk,k′ + |u|2δk,k′ ,
(A.4.24)
so |v|2 + |u|2 = 1.
To satisfy equation (A.4.22), we use the general form:
u = sin(θ)eıφ ,
v = cos(θ)eıφ .
(A.4.25)
where θ and φ are to be determined. In order to determine whether this substitution is valid,
we must check that it reproduces the known results – the matrix product T†HT should
generate the diagonal matrix with the eigenenergies (determined above) as its entries. We
begin with
T†HT =
B|v|2 − eu∗v∗ − e∗uv + A|u|2 Buv∗ + ev∗2 − e∗u2 − Auv∗
Bu∗v − eu∗2 + e∗v2 − Au∗v B|u|2 + eu∗v∗ + e∗uv + A|v|2
 . (A.4.26)
We may then evaluate each term above, to ensure that equation (A.4.26) behaves as desired
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– that it reduces to equation (A.4.20). We begin by determining the combined u, u∗, v,
and v∗ terms which occur in equation (A.4.26), which will be necessary for evaluating its
individual entries, namely,
u∗v = uv∗ = sin(θ) cos(θ) ,
u2 = sin2(θ)e2ıφ ,
v2 = cos2(θ)e2ıφ .
(A.4.27)
With the definition of u and v in equation (A.4.25), and the above identities, we proceed
to evaluate equation (A.4.26). We begin with the off-diagonal entries (noting that T†HT1,2
and T†HT2,1 are complex conjugate to each other), which should be equal to zero for the
diagonal Hamiltonian:
Bu∗v − eu∗2 + e∗v2 − Au∗v = 0
= (B − A)sin(2θ)
2
+ J1 sin(k) sin(2φ)
(− sin2(θ) + cos2(θ))
− ıJ1 sin(k) cos(2φ)
(
sin2(θ) + cos2(θ)
)
.
(A.4.28)
Since this term should equal zero, we may consider the real and imaginary parts separately.
Taking the imaginary component,
−ıJ1 sin(k) cos(2φ)
(
cos2(θ) + sin2(θ)
)
= −ıJ1 sin(k) cos(2φ) = 0 , (A.4.29)
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allows us to determine φ:
cos(2φ) = 0→ φ = pi
4
. (A.4.30)
Returning to the real part of equation (A.4.28) allows us to find θ, using the fact that
sin(2φ) = sin(2pi/4) = 1, and the relation cos2(θ)− sin2(θ) = cos(2θ):
(B − A)sin(2θ)
2
+ J1 sin(k) sin(2φ)
(
cos2(θ)− sin2(θ))
=(B − A)sin(2θ)
2
+ J1 sin(k) cos(2θ) = 0 .
(A.4.31)
This leads to
sin(2θ)
B − A
2
= −J1 sin(k) cos(2θ) , (A.4.32)
which in turn yields
sin(2θ)
cos(2θ)
= tan(2θ) = −2J1 sin(k)
B − A . (A.4.33)
Equation (A.4.20) is now partially confirmed – the off-diagonal matrix entries are equal to
zero, for the given values of φ and θ in equations (A.4.30) and (A.4.33).
With φ and θ defined, we must now verify that the diagonal entries of equation (A.4.26)
return the eigenvalues determined in equation (A.4.12) and (A.4.13). We begin with the first
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matrix entry, T†HT1,1.
B|u|2 + A|v|2 − u∗v∗e− uve∗ = B cos2(θ) + A sin2(θ)
− ıJ1 sin(k) sin(θ) cos(θ) [cos(2φ)− ı sin(2φ)]
+ ıJ1 sin(k) sin(θ) cos(θ) [cos(2φ) + ı sin(2φ)] .
(A.4.34)
We see that the imaginary component immediately vanishes (Im(T†HT1,1) = X(cos(2φ) −
cos(2φ)), where cos(2φ) = 0). This is as expected – the energy eigenvalues must be real, and
u∗v∗e+ uve∗ ≡ u∗v∗e+ (u∗v∗e)∗ is real by definition. We then expand the remaining terms
of equation (A.4.26):
Re(B|u|2 + A|v|2 − u∗v∗e− uve∗) = B cos2(θ) + A sin2(θ)
− 2J1 sin(k) sin(θ) cos(θ) sin(2φ) .
(A.4.35)
This may be simplified with the following substitutions: sin(θ) cos(θ) = sin(2θ)/2, 2 sin2(θ) =
1 + cos(2θ), 2 cos2(θ) = 1− cos(2θ), and sin(2φ) = 1 (since φ = pi/4). We obtain:
Re(T†HT1,1) = B
1 + cos(2θ)
2
+ A
1− cos(2θ)
2
− J1 sin(k) sin(2θ)
=
(B + A)
2
+ (B − A)cos(2θ)
2
+ J1 sin(k) cos(2θ)
2J1 sin(k)
B − A ,
(A.4.36)
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where equation (A.4.33) has been used to evaluate sin(2θ).
Re(T†HT1,1) =
(B + A)
2
+
cos(2θ)
2(B − A)
(
(B − A)2 + 4J21 sin2(k)
)
=
(B + A)
2
+
(
(B − A)2 + 4J21 sin2(k)
)1/2
2
(
(B − A)2 + 4J21 sin2(k)
)1/2
cos(2θ)
B − A .
(A.4.37)
Referring to equations (A.4.12) and (A.4.13), we note that equation (A.4.37) is exactly the
result we desire, if we may reduce the final term to unity. To do so, we begin with the
identity
tan(2θ) = tan(θ)
(
1 + (1 + tan2(2θ))1/2
)
, (A.4.38)
which leads to – using tan(2θ) as defined in equation (A.4.33) – the equation
tan(2θ)
tan(θ)
= 1 +
(
1 +
(
2J1 sin(k)
A−B
)2)1/2
. (A.4.39)
Rearranging, we find that
tan(2θ)
tan(θ)
− 1 =
(
(B − A)2 + 4J21 sin2(k)
(B − A)2
)1/2
=
((B − A)2 + 4J21 sin2(k))1/2
B − A .
(A.4.40)
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This identity may be used to evaluate the third term in equation (A.4.37):
((B − A)2 + 4J21 sin2(k))1/2
B − A cos(2θ) =
(
tan(2θ)
tan(θ)
− 1
)
cos(2θ)
=
sin(2θ)
tan(θ)
− cos(2θ)
=
2 sin(θ) cos(θ)
tan(θ)
− cos(2θ)
= 2 cos2(θ)− cos(2θ)
= 2 cos2(θ)− (2 cos2(θ)− 1) = 1 ,
(A.4.41)
using the identities sin(2θ) = 2 sin(θ) cos(θ) and cos(2θ) = 2 cos2(θ) − 1. This reduces the
third term in equation (A.4.37) to unity, as desired, and leaves
B|u|2 + A|v|2 − u∗v∗e− uve∗ = (B + A)
2
+
(
(B − A)2 + 4J21 sin2(k)
)1/2
2
= E+(k) .
(A.4.42)
The last step in verification is repeating the process for the second diagonal matrix entry,
T†HT2,2, which should reproduce the second energy eigenvalue, E−(k). For the latter
B|v|2 + A|u|2 + u∗v∗e− uve∗ = B sin2(θ) + A cos2(θ)
+ ıJ1 sin(k) sin(θ) cos(θ) (cos(2φ)− ı sin(2φ))
− ıJ1 sin(k) sin(θ) cos(θ) (cos(2φ) + ı sin(2φ)) .
(A.4.43)
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Evaluating this identity is simply a matter of carrying sign changes through the above steps.
We find
Re(T†HT2,2) = B
1− cos(2θ)
2
+ A
1 + cos(2θ)
2
+ J1 sin(k) sin(2θ)
=
(B + A)
2
−
(
(B − A)2 + 4J21 sin2(k)
)1/2
2
= E−(k) .
(A.4.44)
Using the substitutions derived above, we may finally write the Hamiltonian of equation
(A.4.8) in a diagonal basis, as suggested by equation (A.4.20).
H = K +
∑
k
(
d†k f
†
k
)E+(k) 0
0 E−(k)

dk
fk
 , (A.4.45)
where K denotes the constant terms.
This approach to diagonalization was used in previous work by Azzouz and Bourbonnais
[36], in which the method was used for the two-dimensional case of interacting Heisenberg
chains. It is of some interest to compare the results determined here with the calculations of
reference [36], as a test of consistency. In the constant magnetisation limit (as MAz ≈ MBz )
of equation (A.4.33), we find that
tan(2θ) = −2J1 sin(k)
A−B ≈ ∞ , (A.4.46)
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since MAz ≈MBz → A ≈ B. This gives 2θ = pi/2→ θ = pi/4, as determined in reference [36].
This results in sin(2θ) equal to cos(2θ): both are equal to 1/
√
2.
For the coupled chains, reference [36] gives the following equation for φ:
tan(2φ) =
(J1 + J2) sin(kx)
(J1 − J2) cos(kx) + 2J⊥1 cos(ky) . (A.4.47)
In comparison, the 1D chain used here has no interchain coupling (J⊥1 = 0), and includes a
constant exchange coefficient (J1 = J2). In this case equation (A.4.47) reduces to:
tan(2φ) =
2J1 sin(k)
0
≈ ∞ . (A.4.48)
This gives the result 2φ = pi/2 → φ = pi/4, in agreement with the derived case of the 1D
chain.
A.4.2 Determination of MAz and M
B
z
We begin by summarizing known constants and expressions.
E± =
B + A
2
± 1
2
(
(B − A)2 + 4J21 sin2(k)
)1/2
, (A.4.49)
124
B = 2JMBz − h ,
A = 2JMAz − h ,
(A.4.50)
u = sin(θ)eıφ ,
v = cos(θ)eıφ ,
(A.4.51)
φ = pi/4 ,
tan(2θ) = −2J1 sin(k)
B − A .
(A.4.52)
We have, as previously established, the following definition for magnetisation of sublattice
A, where MAz ≡ 〈SzA〉:
MAz =
∑
k
[
|v|2〈d†kdk〉+ |u|2〈f †kfk〉
]
− 1
2
=
∑
k
[
cos2(θ)
1 + eβE+
+
sin2(θ)
1 + eβE−
]
− 1
2
=
∑
k
∑
p=±
[
n(Ep)
(
1
2
+
p
2
2J(MBz −MAz )
(4J2(MBz −MAz )2 + 4J21 sin2(k))1/2
)]
− 1
2
,
(A.4.53)
where we have used the following trigonometeric identities:
cos2(α) =
1
2
+
cos(arctan(2α))
2
, (A.4.54)
sin2(α) = 1− cos2(α) = 1
2
− cos(arctan(2α))
2
, (A.4.55)
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cos(arctan(α)) =
1
(1 + α2)1/2
. (A.4.56)
Using equation (A.4.52) to evaluate equation (A.4.53) yields
2θ = arctan
(
−2J1 sin(k)
B − A
)
cos(arctan(2θ)) =
B − A
((B − A)2 + 4J21 sin2(k))2
,
(A.4.57)
which then, expanding A and B via equation (A.4.50), leads back to the term found in
equation (A.4.53) above.
MBz is found through the same procedure:
MBz =
∑
k
[
|u|2〈d†kdk〉+ |v|2〈f †kfk〉
]
− 1
2
=
∑
k
∑
p=±
[
n(Ep)
(
1
2
− p
2
B − A
((B − A)2 + 4J21 sin2(k))1/2
)]
− 1
2
,
(A.4.58)
In order to solve these equations – (A.4.53) and (A.4.58) – it is simpler to consider the sum
and difference of the two magnetisations, as σ = MAz +M
B
z and τ = M
B
z −MAz respectively.
Therefore,
σ =
∑
k
∑
p=±
[n(Ep)]− 1 . (A.4.59)
This reduces, in the MAz ≈ MBz case, to the single magnetisation equation (recalling that
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2Mz = M
A
z +M
B
z ).
τ =
∑
k
∑
p=±
[
n(Ep)
−pτ
(τ 2 + (1 + 2Q)2 sin2(k))1/2
]
. (A.4.60)
A.4.3 Determination of Q
It is also necessary to determine the bond parameter, Q. This is done via the established
procedure [32]. We begin with the free energy per site,
f = −kBT
N
[∑
k
1
1 + e−βE−
+
∑
k
1
1 + e−βE+
− βEc
]
, (A.4.61)
where
Ec =
JNQ2Nh
2
− JN(M
A
z
2
+
MBz
2
+MAz M
B
z ) , (A.4.62)
as derived in the initial Hamiltonian of equation (A.4.7). Q is determined by minimizing the
derivative of f with respect to Q. That is, ∂f/∂Q = 0:
0 = 2JQ+
1
βN
(∑
k
∑
p
e−βEp
1 + e−βEp
+
∂
∂Q
(βEp)
)
= 2JQ+
1
N
∑
k
∑
p
[
1
1 + eβEp
p(4J2 + 8J2Q) sin2(k)
2(J2(MBz −MAz )2 + J21 sin2(k))1/2
]
,
(A.4.63)
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leading to
Q = −1
2
∫
dk
2pi
∑
p
n(Ep)
p(1 + 2Q) sin2(k)
((MBz −MAz )2 + (1 + 2Q)2 sin2(k))1/2
. (A.4.64)
In the limiting case (MAz ≈ MBz ), this reduces to the known equation as found in reference
[32].
A.4.4 Numerical Calculation of MAz , M
B
z , Q, and E
To test the above derivations, the magnetisations (MAz and M
B
z ) and bond parameter Q were
calculated. These calculations were carried out using modified C code originally written
by Azzouz [32]. The existing code calculated a single magnetisation; this was altered to
determine the sublattice magnetisations via their sum and difference (the quantities called
τ and σ above, in section A.4.2). The calculations were performed by iterative numerical
integration at progressive values of the magnetic field h with a temperature of T/J = 0.01,
close to zero temperature.
By varying initial conditions, two solutions were found. The first result was the trivial
solution MAz = M
B
z , in which case the equations above reduce to the cases found in reference
[32]. This case is illustrated in figure A.1. The results for MAz = M
B
z ≡ Mz and Q exactly
match reference [32]. Magnetisation at zero field is zero, and increases to a saturation value
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Figure A.1: A plot of Q (blue line) and Mz (red line). In this case M
A
z = M
B
z
and both are equal to Mz. This represents the same behavour as the constant
magnetisation studied in reference [32].
of Mz = 1/2 at h/J = 2. Q is at a maximum at zero field and decreases to zero at the same
h/J = 2 point.
The second solution was a strongly antiferromagnetic case, with MAz = −MBz , and initial
values of MAz 6= 0 and MBz 6= 0. These magnetisation values were constant with increasing
magnetic field but at a critical point (h/J ≈ 0.3) exhibited a crossover to the MAz = MBz
case, and at all higher field strengths behaved exactly as in the first, equal case. Q exhibited
a similar constant behaviour at low applied field strengths, with a crossover to its constant-
magnetisation behaviour at the same critical point. This behaviour is shown in figure A.2.
The antiferromagnetic case – with MAz 6= MBz – does not represent a valid result. This
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Figure A.2: A plot of MAz and M
B
z (orange and maroon dotted lines), Q (blue line),
and Mz (red line).
is confirmed by considering the energy spectra of the two cases. Several energy spectra
are shown in figures A.3, A.4, and A.5. These figures illustrate the difference between the
antiferromagnetic sublattice magnetisation, which leads to a gapped spectrum at low fields,
and the constant magnetisation case, with an ungapped spectrum. The 1D Heisenberg chain
is well known to possess a spectrum of E(k) = J pi
2
| sin(k)|, as per des Cloiseaux and Pearson
in reference [34], and this spectrum is gapless. The constant magnetisation case – as per
reference [32] – reproduces this result, but the antiferromagnetic case is in contradiction to
it.
Figure A.3 illustrates the spectra calculated at zero field. The sublattice magnetisation result
is shown in figure A.3(a), illustrating the energy gap between the upper and lower bands.
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Figure A.3: A comparison of spectra at zero field. Red lines indicate the upper
energy bands and blue lines the lower energy bands.
The constant magnetisation result is shown in figure A.3(b), and displays the sin(k) curve
expected for the 1D Heisenberg Hamiltonian. Figure A.4 shows the spectra near (but below)
the crossover point. The gapped spectrum is shown in A.4(a), and the gapless spectrum is
shown in A.4(b). Compared to figure A.3, the spectra are shifted downward. This indicates
greater band filling in the constant magnetisation (gapless) case but has no effect in the
sublattice magnetisation (gapped) case. With field strengths above the crossover point, the
behaviour becomes identical, as in figures A.5(a), illustrating the h/J = 1 case, and A.5(b),
the h/J = 2 case. No energy gap exists in either case, as the sublattice magnetisation values
now coincide with the constant magnetisation – MAz = M
B
z , both of which are equal to the
constant Mz. The saturation point occurs at h/J = 2, at which the entirety of both bands
are filled and magnetisation reaches a maximum value (as depicted in A.1 and A.2)
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Figure A.4: A comparison of spectra near the crossover point, with h/J ≈ 0.3. Red
lines indicate the upper energy band and blue lines the lower energy band.
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Figure A.5: Energy spectra at high field; both results coincide. Red lines indicate
the upper energy bands and blue lines the lower energy bands.
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