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Abstract
Topographic effects have been shown to play a significant role on the local ground
response during earthquakes. However, due to the large number of involved parameters
the problem is rarely considered in seismic design regulations. Recently, there has been
a tremendous development by the engineering community, regarding methods and com-
putational infrastructure to address the problem via numerical simulations. Although
numerically based models may give accurate results when fed with appropriate field data,
the obtained solutions are still very limited and strongly dependent on unknown factors
like the input excitation. Therefore, there is a clear need to develop strong conceptual
understanding allowing practising engineers to arrive at first order approximations, useful
to validate complex numerical solutions. In this work we explore the use of purely geomet-
rical methods in the determination of the dynamic response of trapezoidal geometries to
vertically incident horizontally polarized shear waves. The geometries may be considered
representative of hills or earth embankments, depending on its characteristic dimensions.
The hill response is first found with a frequency domain based boundary element code
and the results are later analysed using a geometric approach, where the solution is par-
titioned into incident and reflected rays, forming the incoming or optical field, and the
diffraction contribution. This last term is obtained with a technique available from the
literature. The analysis corresponding to the optical field, reveals that there are only 5
possible scenarios or different solutions and that any given hill can be classified into one
of these five possible cases. Depending upon the dimensionless frequency of the problem
(relating incident wavelength to the hill characteristic dimension), the solution is found to
be governed by the optical solution or by the contribution from the diffraction terms. The
results are first presented in terms of frequency amplitude functions since that description
facilitates the analysis by geometric methods, however for completeness, the resulting
transfer functions are later used to obtain results in the time domain representative of
typical numerical solutions as the ones derived with commercial computational software.
Keywords:Topographic effects, Site effects, Wave propagation, Superposition based diffrac-
tion.
1 Introduction
Recorded seismic events have shown that the amplitude and frequency content of earth-
quake induced ground motions can be significantly modified by topography. Well known
examples are identified in the 1971-San Fernando, California earthquake; the 1994-Northridge,
California earthquake (Sepu´lveda et al., 2005); the 1995-Kobe, Japan earthquake (Kawase,
1996; Pitarka et al., 1998); the 1999-Eje-cafetero Colombia earthquake, (Restrepo &
Cowan, 2000); the 1999-Athens Greece earthquake (Tselentis & Zahradnik, 2000); and
the 2011-Christchurch New Zealand earthquake (Kaiser et al., 2012). Several theoreti-
cal studies have been conducted over the past decades trying to understand, reproduce
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and predict site responses considering topographic effects. Although these studies have
been successful at qualitatively predicting zones of higher amplification, there are still
important quantitative differences when the results are compared to actual field data. For
instance Furumura & Koketsu (1998) with regards to the 1995-Kobe earthquake pointed
out ”The result simulates the shape of the damage belt fairly well, though the peak ground
velocities are only half of those observed”.
The access to high performance computers and advances in computational mechanics
techniques have given scientists the opportunity to construct models with increased levels
of complexity such as dynamic rupture mechanisms, propagation through layered media,
non-linear soil response and and three-dimensional realistic topographies (Furumura &
Koketsu, 1998; Ma et al., 2007; Lee et al., 2009; Restrepo et al., 2012; Nakamura et al.,
2012; Furumura & Koketsu, 1998; Restrepo, 2013). Despite these complexities, numerical
results and predicted intensity levels are still far from understood in a way that they
can be thoroughly considered in seismic design regulations. Although the use of robust
numerical based models is becoming a promising technique, there is still an important
gap in understanding fundamental aspects of the problem. In this work we study the
problem of topographic site effects from a rather simplistic perspective. We focus on the
analysis of trapezoidal hills, submitted to vertically incident horizontally polarized shear
waves, studied from a geometric point of view and with analysis methods operating in the
frequency domain which allows us to approach the problem using methods based on the
optical theory of rays.
Previous works involving simple topographies in two dimensions (2D) describe geome-
tries resembling the shape of valleys, canyons, hills, mountains and other configurations of
significance in engineering, such as slopes, dams and embankments. Particular geometries
that have been commonly studied are semi-cylindrical canyons and valleys (Trifunac, 1972,
1971); trapezoidal canyons and valleys (Moczo et al., 1997; Gelagoti et al., 2012); V -shaped
canyons Takemiya & Fujiwara (1994) and slopes Nguyen & Gatmiri (2007); circular hills
Kawase & Aki (1990); and trapezoidal hills Kamalian et al. (2008), among others. More-
over general rule-of-thumb guidelines to consider topographic effects have emerged from
analysis conducted over these simple geometries. For instance Assimaki et al. (2005) con-
cluded that amplifications are observed near the crest and de-amplifications appear near
the toe while other complex amplification patterns appear on hill slopes. Bard (1997),
connected these results to three physical phenomena, namely; (i) the influence of the in-
cidence angle (ii) focusing and defocusing of incident and reflected waves and (iii) surface
and diffracted waves propagating through the topography.
A slope is a simple fundamental geometry that has been widely used for investigating
topographic effects since its shape is found in different engineering configurations (e.g.,
hills, canyons, basins, etc). A trapezoidal hill can be understood as the intersection of
two finite sized slopes. Models with different combinations of the geometric features of
the slope have been used in parametric studies describing the effect of these geometries in
the total response. For instance, Ashford et al. (1997) propagated harmonic SH and SV
waves for frequencies between 0.5 − 10Hz over slopes with steeped layers of soil resting
over a visco-elastic half-space where the slope angle varied from 30◦ to 90◦ using the finite
element method (FEM). Results were shown in terms of the dimensionless frequency h/λ,
where h is a characteristic slope dimension and λ is the dominant wavelength of the input
excitation. These authors concluded that the topographic effect is stronger for slopes
steeper than 60◦ and tends to decrease with slope angle. Similar works using FEMs are
due to Assimaki et al. (2005) who evaluated the effects of local soil conditions on the
diffraction mechanism near the vertex of cliff type topographies during the 1999-Athens
earthquake. In that work vertically incident SV waves in the form of a Ricker pulse were
propagated in order to describe the ground motions in a single and two-layered cliff resting
over a half-space. These authors pointed out that ”the effects of local soil conditions have
been shown to affect the spatial distribution, aggravation level, and frequency content of
the surface response next to the crest”. Similar studies for trapezoidal hills were developed
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by (Moczo et al., 1997; Razmkhah et al., 2007; Kamalian et al., 2008; Amelsakhi et al.,
2014), in which modifications to the response caused by the presence of the hill were
identified. In similar studies found in the literature, for both slopes and trapezoidal hills,
it has been recognized that geometric parameters like the slope height, inclination angle
and dimensionless frequency control the total ground response.
In this work and motivated by previous results based on simplified topographies, we
approach the problem from a geometric point of view in an effort to connect the general
observations reported in these studies with physical aspects of the response that can be
applied in more general scenarios. The study is conducted in the frequency domain and
over a family of trapezoidal hills subjected to vertically incident SH waves. For that
purpose we use as analysis technique a superposition based diffraction (SBD) method
where the total solution is split into a contribution from waves generated by diffraction
sources existing in the hill geometry, and from the optical field, described by incident and
reflected rays. The geometric analysis is expected to shed light into the connection between
the total response and the geometric parameters of the hill, namely its width a, slope angle
β and height h. In order to use the SBD technique as analysis method, we first obtain the
total solution by a numerical boundary element method (BEM). In a subsequent analysis
we proceed to separate the optical ray theory solution from the total response (computed
numerically) and compute in this way the contribution from the diffraction field. This
last term is then conceptually analysed with the aid of the diffraction technique. From
the geometric analysis conducted mainly on the basis of the optical field it is found that
there are only five parametric configurations encompassing all the possible propagation
scenarios. We classify these five scenarios according to the complexity involved in the
level of interaction between the incoming motion and the geometry of the hill. Depending
on the dimensionless frequency of the problem, it is also found that the solution may
be approximated by the optical or the diffracted field alone. This result is relevant in
the derivation of first order approximations for the consideration of site effects at the
engineering level.
The report is organized as follows. In the first part, following this introduction, we
describe the analysis technique based on the superposition of diffracted and incoming rays.
The presentation of the analysis method closely follows the one used by Gomez et al.
(2013) while the superposition technique has been proposed by Jaramillo et al. (2012). In
particular, we describe how to apply the method in the solution of the trapezoidal hill. In
the second section we describe briefly the used boundary element method formulation used
to compute the total solution in the frequency domain. Results describing the analysed
geometry and showing general observations from the frequency and time domain analysis
are presented next. The report finishes with a section resuming the main conclusions from
the study.
2 Methods
2.1 The Superposition Based Diffraction Technique
This section describes the basis of the superposition based diffraction (SBD) approach.
The basis of the analysis technique, originally developed in Jaramillo et al. (2012), is the
linear character of the scattering problem which allows the total solution to be written
in terms of the addition of different and arbitrary superpositions. One such partition is
based upon the usual earthquake engineering definition of free-field motion, where the
total response is constructed by the addition of an incident field uIN ; its reflections in a
half-space with the scatterer being removed uRA; and a scattered field u
S
A. Considering the
common earthquake engineering definition of free field motion given by u0A ≡ uIN + uRA
allows us to write this total field like;
uT = u0A + u
S
A (1)
3
where uT corresponds to the total response and by reasons that will become apparent
later, we refer to the free-field term u0A like the artificial incoming motion.
An alternative partition of the field, introduced in Gomez et al. (2013), and constituting
the basis of the method is now explained with reference to fig. 1 which schematically
describes a scatterer problem where the domain has been partitioned into the supporting
half-space Ω+ (top-right) and the scatterer Ω (bottom-right) respectively.
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Figure 1: Partition of the domain.
Based on the above sub-domain partition we can subsequently write for the total field;
uT = uIN + uRP + u
D + uM (2)
where the first three terms correspond respectively to the incident field, its reflections
over the free-surface Γ which is exposed after removing the scatterer from the half-space
and the diffracted field required to restore continuity on the component uIN + uRP . If we
identify this last part of the solution like the optical field u0P or physically based incoming
motion we can re-write the total solution like;
uT = u0P + u
D + uM . (3)
In eq. (3) uM is an additional field introduced by the scatterer Ω. The name artificial
incoming motion, coined to the engineering free-field definition u0A is now evident since
such definition, according to eq. (1), leads to the concept of the scattered field which has
mainly a mathematical meaning. If we now consider the term uD +uM like an alternative
scattered motion or relative displacement uSP between the total solution and the optical
field, then eq. (3) can be written like;
uT = u0P + u
S
P (4)
which is analogous to the classical partition given by eq. (1) in terms of the free-field
and the mathematical scattered motion. The alternative and classical scattered fields are
easily shown to be connected like;
uS = uRP − uRA + uSP . (5)
In problems involving only a topographic irregularity where uM = 0 and uSP = u
D the
total field can be written like;
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uT = u0P + u
D. (6)
Since the optical field (OF) or physically based incoming motion u0P , can be obtained
analytically, the construction of the total solution becomes feasible as long as we find a way
to compute the contribution from the diffracted field. This term can be obtained following
the work from Jaramillo et al. (2012) in terms of the diffracted field for a generalized infinite
wedge, and after representing the topographic irregularity as a superposition of wedges of
different inclinations and perceiving the incident wave at different angles. Although the
formulation of the problem in the standard form of eq. (1) is more suitable for numerical
treatments of the problem, the superposition given by eq. (6) has a stronger physical basis
and turns out to be highly convenient for an analytical approach.
Fundamental solution
The fundamental wedge and the corresponding diffraction field generating the terms uD
in eq. (6) and constituting the basis of the SBD technique devepoped by Jaramillo et al.
(2012) are given in fig. 2 and eq. (7) respectively. The diffraction contribution is considered
using the well established geometrical theory of diffraction (GTD), originally proposed by
Keller (1956) who found the diffraction associated to a generalized infinite wedge under a
plane or cylindrical SH wave.
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Figure 2: Plane SH wave incident against an infinite wedge. The region of existence of the
incident rays corresponds to the illuminated zone. As the incident front is reflected by the
free surface a zone illuminated by the reflected rays develops. The superposition of these two
fields is discontinuous, however continuity is restored by the cylindrical diffracted field that
penetrates into the shadow zone.
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where r =radial coordinate to the field point measured from the vertex of the wedge,
φ = angular coordinate measured with respect to the reflection surface, φ′ =incidence
angle measured with respect to the reflection boundary, νpi =wedge angle, r′ =radius of
the incident cylindrical wave (for the diffraction of a cylindrical front), k =wave num-
ber and β =velocity of wave propagation. For a complete discussion of the remaining
terms appearing in eq. (7) the reader is referred to Jaramillo et al. (2012). These terms
correspond to:
F (X) = 2ˆi
√
XeiˆX
∫ ∞
√
X
e−iˆτ
2
dτ
L = r for incident plane waves
L =
rr′
r + r′
for incident cylindrical waves
a± (θ) = 2 cos2
(
2νpiN± − θ
2
)
N+ =
{
0 if θ ≤ νpi − pi
1 if θ > νpi − pi , N
− =

−1 if θ < pi − νpi
0 if pi − νpi ≤ θ ≤ pi + νpi
1 if θ > pi + νpi
Application of the SBD method to a trapezoidal hill
The fundamental solution described in the previous section, facilitates the computation
of the total displacement for any geometry that can be decomposed into multiple wedges.
This is accomplished by adding the diffracted field uD (see eq. (7)), to the optical or ray
theory solution u0.
In fig. 3 a trapezoidal hill is decomposed into the four infinite wedges labelled (A),(B),(C)
and (D). Each one of these wedges becomes a source of diffracted waves. Thus as an inci-
dent wave front interacts with the wedge the source contributes with terms of the type uD
computed according to eq. (7). If the interacting wave belongs to the optical field the uD
term is a primary diffracted wave. On the other hand if the interacting wave corresponds
to a previously generated diffracted wave the uD term is a higher order diffracted wave.
These first and higher order diffracted waves together with its corresponding reflections
at free surfaces are illustrated in fig. 4 and fig. 5.
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Figure 3: Diffraction sources for an embankment shaped geometry.
First order diffraction is generated when any component of the optical field reaches
a diffraction source, filling the discontinuities of the optical field. In particular fig. 4
illustrates how the incident and reflected fields are completed by first order diffraction. It
should be noticed that there is a discontinuity along the extension of the slopes, where the
limits of the infinite wedges (B) and (C) are defined. Beyond these limits any diffraction
front generated at (B) and (C) is nonexistent.
Reflection of the incident plane
wave at the slope
First order diffraction
generated at (B)
First order diffraction
generated at (A)
Reflection of the incident plane
wave at the top
Reflection of the
incident plane wave
(A)
(B)
t1
First order diffraction
generated at (C)
Reflection of a reflected plane
wave at the slope
First order diffraction
generated at  (D)
(D)
(C)
t2
Figure 4: Indicent and reflected field discontinuities filled by first order diffraction
Similarly, higher order diffraction terms are generated when any diffraction waves
reaches a wedge. These terms complete the discontinuities of other parts of the diffracted
field, such as the discontinuity along the extension of the slope mentioned above. Figure 5
schematically shows how second order diffraction completes the discontinuities correspond-
ing to:
• The first order diffraction generated at source (B) due to the infinite wedge limit.
• The reflection at the top of the hill of the first order diffraction generated at source
(A) .
• The reflection at one of the slopes of the reflection of the first order diffraction
generated at (A), at the top of the hill.
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generated at (B)
Second order diffraction
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Second order diffraction completes
the discontinuities of the first order
diffraction generated at source (B)
and the reflection at the top of the
first order diffraction generated at
source (A).
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at the top of the first order diffrac-
tion generated at source (A) and its
reflection at the slope.
Figure 5: Diffracted field discontinuities filled by higher order diffraction
The last type of diffraction is related with the interactions (i.e., reflections) of the
diffracted field with the different free surfaces forming the topographic irregularity. These
reflected fronts are discontinuous at reflection boundaries where continuity is restored
by the higher order diffraction terms. Figure 6 displays the reflection boundaries of the
reflected diffractions for a hill with β = 45◦.
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Shadow zone reflected rays Shadow zone reflected rays
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boundary
Shadow zone reflected rays Shadow zone reflected rays
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Shadow zone reflected rays
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Shadow zone reflected rays
Reflection boundaries of a diffraction terms first reflection at the slopes and top of
the hill
Reflected diffraction at top
from source ( D )
Reflection boundary for
the reflected diffraction
Reflected diffraction at top
from source ( A )
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the reflected diffraction
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Shadow zone reflected rays Shadow zone reflected rays
Reflection boundary for
the reflected diffraction
Incidence boundary for
the reflected diffraction
Reflection
boundaryReflection
boundary
Shadow zone reflected raysShadow zone reflected rays
Reflection boundaries of a diffraction terms second reflection at the slopes of the hill
Figure 6: Diffraction terms related with the interaction of other diffraction terms with the
surface
Except for the first order diffraction, each type of diffraction is repeated infinitely as
long as the diffractions interact with the geometry.
8
2.2 Boundary Elements Method
The response of the trapezoidal hill was found using the representation theorem described
by Banerjee & Butterfield (1981), following the procedure developed by Pao & Varathara-
julu (1976) to find the scattering field by a surface of discontinuity caused by an obstacle
of volume V1 enclosed by surface S as shown in fig. 7. The media outside the obstacle or
scatterer is an homogeneous isotropic half-space with a traction free surface. In the par-
ticular problem at hand the scattering of the incident waves is produced by the presence
of the trapezoidal hill.
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Figure 7: Definition of the boundary problem domain
The total response is the superposition of incoming and scattered waves as expressed
in eq. (8).
u = u0 + uS (8)
The Boundary Value Problem (with a time dependence term eiωt, implicit in all the
expressions from now on), governing the total response inside the half-space (V0) and the
topographic irregularity (V1) can be formulated via an integral representation theorem as
follows:
∫
S
GHSij (~x, iˆω;
~ξ)tj(~x, iˆω; nˆ
∗) dS(~x)−
∫
S
HHSij (~x, iˆω, nˆ
∗; ~ξ)uj(~x, iˆω) dS(~x)
+ u0i (
~ξ, iˆω) = ui(~ξ, iˆω) , ~ξ ∈ V0 (9)
∫
S1
GFSij (~x, iˆω;
~ξ)tj(~x, iˆω; nˆ) dS1(~x)−
∫
S1
HFSij (~x, iˆω, nˆ;
~ξ)uj(~x, iˆω) dS1(~x)
= ui(~ξ, iˆω) , ~ξ ∈ V1 (10)
Where GHSij (~x, iˆω;
~ξ) and HHSij (~x, iˆω, nˆ
∗; ~ξ) are the displacement and traction Green’s
tensors for a half-space, and GFSij (~x, iˆω;
~ξ) and HFSij (~x, iˆω, nˆ;
~ξ) are the displacement and
traction Green’s tensors for a full-space.
In order to find the total displacement ui(~ξ, iˆω) along the surface, eq. (10) and eq. (9)
are solved numerically using the BEM algorithm Damian developed by Jaramillo (2014)
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and where the boundaries S1 and S are discretized into K1 and K segments, respectively
and traction and displacements are assumed to be constant along each segment. The
discrete form of eq. (10) and eq. (9) are:
ui(~ξ, iˆω) +
K∑
k=1
[
uj(k, iˆω)
∫
Sk
HHSij (~x, iˆω, nˆ
∗; ~ξ) dSk
]
−
K∑
k=1
[
tj(k, iˆω; nˆ
∗)
∫
Sk
GHSij (~x, iˆω;
~ξ) dSk
]
= u0i (
~ξ, iˆω) for ~ξ ∈ V0 (11)
ui(~ξ, iˆω) +
K1∑
k=1
[
uj(k, iˆω)
∫
Sk
HFSij (~x, iˆω, nˆ;
~ξ) dSk
]
−
K1∑
k=1
[
tj(k, iˆω; nˆ)
∫
Sk
GFSij (~x, iˆω;
~ξ) dSk
]
= 0 for ~ξ ∈ V1 (12)
After solving eq. (11) and eq. (12) for the total response along the surface, the response
at any point inside the boundary may be found using the same equations.
3 Results
We obtained the response of a family of trapezoidal hills subjected to vertically incident
SH waves. The total field was initially computed using the frequency domain boundary-
element-method-based algorithm described previously. The response in each topographic
irregularity was then analyzed using the superposition based diffraction technique, where
the field is separated into incident and reflected frequency independent rays and the fre-
quency dependent diffracted field. From the propagation patterns generated by the optical
field, we were able to identify 5 combinations of geometrical parameters comprising all
possible scenarios. In order to qualify each scenario, we introduced the idea of level of
complexity in the propagation pattern, where a low level of complexity means a low degree
of interaction between the hill and the optical field. Each identified level of complexity
was characterized by a set of segments and points over the free surface where focusing of
rays occurs and over which bounding values in the amplitude function can be anticipated.
We also found simple expressions to fully locate the different segments and to study its
variation with the slope angle for hills of different aspect ratio. These parametric analysis
were described graphically with the idea of producing an engineering tool to conduct first
order calculations based solely on the optical field.
3.1 Problem description
A typical hill, fully characterized by the crest width a, height h and slope angle β is shown
in fig. 8. The material is described by the shear wave propagation velocity ct = 1.0km/s
and mass density ρ = 1000kg/m3. On the other hand, anticipating our needs for the
response analysis to be conducted with the aid of the superposition based diffraction
technique, it is convenient to introduce as an additional parameter the internal angle α
given by;
Sα =
a/2 + b√
h2 + (a/2 + b)2
. (13)
This angle, which is a function of a, h and β, actually controls the location of the
reflection and incidence boundaries where the discontinuous optical and diffracted field
are coupled to restore a total continuous solution.
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Figure 8: A typical hill used in this study. The internal angle α controls the incidence and
reflection boundaries of the optical field
The frequency domain response for each hill was described in terms of the displacement
amplitude ‖ U(iω) ‖ after assuming monochromatic plane incident waves of unit ampli-
tude. The results are given in terms of normalized frequency η = fi ∗h/ct = h/λi where fi
is frequency for the i− th wave and λi its corresponding wavelength. In order to study the
different propagation patterns we also computed time domain results after inverse Fourier
transforming the product of frequency domain transfer function with an input Fourier
spectra for a Ricker pulse of central frequency fc and time domain description given by;
R(t) = (2 ∗ (pi ∗ (t− to) ∗ fc)− 1)e−(pi∗(t−to)∗fc)2 (14)
where to is a time parameter related to the peak in the pulse amplitude.
The frequency domain response for all the hills considered in this study was determined
using the boundary element method based algorithm previously described. A typical mesh
is shown in fig. 9. The specific algorithm uses a half-space Green’s function in order to
represent the radiation boundary condition and a full-space Green’s function to describe
the scatterer which in this case corresponds to the hill. The mesh shown in the figure also
includes observation points along the free surface of the half-space in order to obtain the
final response once the unknown displacements have been predicted. In the used algorithm
we used constant elements with characteristic size corresponding to λmin/10.
S
Observation
points
Figure 9: Mesh along the surface S, surrounding the topographic irregularity of trapezoidal
shape
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3.2 Propagation pattern associated to the optical field
Figure 10 shows the ray diagram associated to the optical field u0 resulting from the
superposition of the vertically incident SH wave and its multiple reflections uR over the
free surface of the hill. This particular case corresponds to a hill with an aspect ratio
a/h = 1.67 and slope angle β = 50◦. The set of parallel lines extending throughout the
domain correspond to incident and reflection boundaries where the optical field exhibits
discontinuities that must be smoothed out by the diffraction contribution. The differ-
ent points and its associated rays are used to illustrate the propagation patterns in the
different regions. Accordingly, the shown rays correspond to finite fronts travelling in
different directions. Over the free surface we have also marked segments describing zones
illuminated by more than two rays and where the amplitude function is expected to attain
values larger than those in the free-field. In what follows we refer to these segments as
concentration segments where the labels LSi and LTi indicate whether the segment is lo-
cated over the sloped or over the top part of the hill. For instance concentration segment
LT3, fully covering the crest, is illuminated by the main incident front and by the rays
reflected by each one of the slopes thus conforming a six-rays-system over the free surface.
The particular character of the interference among these 6 rays dictates bounding values
of 6.0 and 4.0 for the amplitude function over this region.
a/2
b
LT3
LS3LS4-a/2
-b
xS4
xS3
xS4
xS3
LS
4
Figure 10: Propagation pattern associated to the optical field in a hill of aspect ratio a/h =
1.67 and slope angle β = 50◦. The segments marked as LS3, LS4 and LT3 represent zones
illuminated by the main incident system and by contributions from the slopes. Over these
segments bounding values of the amplitude function can be predicted.
Two additional similar regions or concentration segments can be identified over the
sloped part of the hill, labeled LS3 and LS4 in fig. 10.These segments are also illuminated
by the main incident front and by reflected rays originated at the crest and at the opposite
slope. The lengths and locations of the involved segments can be shown to be:
LT3 = a
LS3 =
√
(xS3 − (−a/2))2 + (yS3 − (−h))2
LS4 =
√
(xS4 − (−a/2))2 + (yS4 − (−h))2
where
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xS3 =
b(mφ +mLS)
mφ −mLS
yS3 = mLS(xS4 + b)
xS4 =
mφ(a/2)−mLSb− h
(mLS +mφ)
mφ = −tan(pi/2− 2β)
mLS = −tan(β).
In order to identify the fingerprint of the concentration segments introduced by the
optical field we obtained an amplitude contour map or f − x diagram displaying the dis-
placement amplitude over the normalized free surface against dimensionless frequency.
Bounding values of 6.0 and 2.0 at the midpoint corresponding to constructive and de-
structive interference of the illuminating rays are clearly identified. Similarly, amplitude
values oscillating between 0.0 and 4.0 are evident over the slopped parts of the hill marked
by the segments LS3 and LS4.
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Figure 11: TFs for the optical field of a trapezoidal hill of aspect ratio a/h = 1.67 and β = 50◦,
where β > pi/4 and α > (pi − 2β)
The geometric parameters used in the hill of fig. 10 correspond to a scenario where all
the free surfaces (i.e., crest and slopes) interact with each other generating a relatively
complex incoming field. In this work we were able to identify 5 geometrical scenarios,
represented in terms of concentration segments and comprising all the possible scenarios
for vertically incident waves. These are shown in table 1.
As has already been remarked, the geometric parameter controlling the complexity of
the propagation pattern corresponds to the internal angle α which fixes the location of the
incidence and reflection boundaries. This result has as a main implication the fact that the
level of complexity in the propagation pattern related to the optical field is not necessarily
related to the level of complexity in the topographic features of the hill. This result is
evident from the diagrams in table 1 where we show the boundaries and concentration
segments for each one of the 5 scenarios.
In order to identify the difference in the propagation patterns associated to the optical
field, we conducted time domain analysis for the hills belonging to each one of the 5 cases
reported in table 1. To that end we used a Ricker pulse of central frequency fc = 1.0Hz
defined according to eq. (14). All the hills have an aspect ratio a/h = 1.67 while the
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slope angles are β = [300, 700, 400, 600, 500]. Figure 12 and fig. 13 show snapshots of the
propagation patterns at different time instants. In the case of fig. 12 we have arranged
the hills according to the level of complexity in the propagation pattern, while in fig. 13
the results have been arranged from gentle to strong slope.
Pattern β α Notes Ray diagram
1 < pi/4 < 2β
-b
-a/2
b
a/2
(1)
2 > pi/4 < (pi − 2β)
b > h/tan(2β − pi/2)
-a/2
-b
xT2 -xT2 a/2
b
LT2 LT2
(2)
b = a/2 + h/tanβ
LT2 =
√
(xT2 − a/2)2
xT2 =
−h+mφb
mφ
yT2 = −h
mφ = −tan(pi/2− 2β)
3 < pi/4 > 2β
LS1 =
√
(xS1 − b)2 + (yS1)2
-a/2
b
a/2
xS1
-b
LS
1
-xS1
(3)
xS1 =
h−mφ+mLSb
(mφ+mLS)
yS1 = −mLS(xS1 − b)
mLS = −tan(β)
4 > pi/4 < (pi − 2β)
b < h/tan(2β − pi/2)
LT2
LT3
xS2
-a/2
-b
xT2 -xT2 a/2
-xS2
b
LS2LS
2
(4)
LS2 =
√
(−b− xS2))2 + (yS2)2
xS2 =
mφxT2−h−mLSb
(mLS+mφ)
yS2 = mLS(xS2 + b)
LT2 =
√
(xT2 − a/2)2
xT2 =
−h+mφb
mφ
yT2 = −h
LT3 = 2LT2 − a
5 > pi/4 > (pi − 2β)
LT3 = a
a/2
b
LT3
LS3-a/2
-b
xS4
xS3
xS4
xS3
LS
4
(5)
LS3 =
√
(xS3 − (−a/2))2 + (yS3 − (−h))2
xS3 =
b(mφ+mLS)
mφ−mLS
yS3 = mLS(xS4 + b)
LS4 =
√
(xS4 − (−a/2))2 + (yS4 − (−h))2
xS4 =
mφ(a/2)−mLSb−h
(mLS+mφ)
Table 1: Propagation pattern associated to the optical field. Pattern (1) corresponds to a
simple pattern while pattern (5) represents a high level of interaction or a complex propagation
pattern
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In addition to the snapshots for the different scenarios described previously we have
also plotted the contour maps for the transfer functions shown in fig. 14. These maps
allows us to identify the level of complexity and its spatial variation with frequency for the
different concentration segments. From these TFs it is observed that the so called levels of
complexity defined herein in terms of concentration segments are frequency independent.
Moreover, the only difference in these TFs is the stronger spatial variation as the frequency
increases.
−5 −4 −3 −2 −1 0 1 2 3 4 5
1
2
3
4
5
6
x/(a/2)
η=
( h
*f 
)/c
t
 
 
0
1
2
3
4
5
6
7
(1) − β = 30◦
−3 −2 −1 0 1 2 3
1
2
3
4
5
6
x/(a/2)
η
=(
h*
f)
/c
t
0
1
2
3
4
5
6
7
LT2 LT2
(2) − β = 70◦
−5 −4 −3 −2 −1 0 1 2 3 4 5
1
2
3
4
5
6
x/(a/2)
η
=(
h*
f)
/c
t
0
1
2
3
4
5
6
7
LS1 LS1
(3) − β = 40◦
−3 −2 −1 0 1 2 3
1
2
3
4
5
6
x/(a/2)
η
=(
h*
f)
/c
t
0
1
2
3
4
5
6
7
LS2 LS2LT2LT3
(4) − β = 60◦
−3 −2 −1 0 1 2 3
1
2
3
4
5
6
x/(a/2)
η=
(h
*f
)/c
t
0
1
2
3
4
5
6
7
LT3 LS3LS4
(5) − β = 50◦
Figure 14: TFs for the optical field of a trapezoidal hill of aspect ratio a/h = 1.67 and β = 50◦
for the 5 propagation patterns, arraged according to its complexity.
For a hill of a given aspect ratio a/h, it is possible to obtain results with propagation
patterns pertaining to each one of the 5 possible scenarios depending on the slope angle β.
For instance fig. 15, corresponding to a hill with a ratio a/h = 0.25, shows the variation of
the concentration segments as a fraction of the crest width for different values of the slope
angle. In particular we identify pattern (1) forβ < 31◦, pattern (3) for 31◦ < β < 45◦ and
pattern (5) for 45◦ < β < 77◦.
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Figure 15: Range of variation of the different concentration segments with the slope angle for
a hill with aspect ratio a/h = 0.25
The variation in the concentration segments for different values of the aspect ratio
are shown in fig. 16. It is clear how the lengths of these segments approaches zero as
the hill becomes flat. On the other hand it can be observed that patterns (1) and (2)
correspond to lower and upper bounds of the slope angle, indicating once again that the
level of complexity of the propagation pattern is not directly connected to the value of the
slope angle. This is evident from the intermediate range of angles where we can identify
patterns 3, 4 and 5, which becomes smaller as the aspect ratio increases. This behavior
indicates that in very wide hills there is a reduced set of values of the slope angles leading
to complex propagation patterns.
For comparison these plots are reproduced again in fig. 17 where the scale has been
modified in order to identify the variation of each involved zone even in the case of very
flat hills.
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Figure 16: Concentration segments variation, LS1, LS2, LS3, LS4, LT2 and LT3, according to
the slope inclination β.
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Figure 17: Concentration segments variation, LS1, LS2, LS3, LS4, LT2 and LT3, according to
the slope inclination β - Modified scale.
3.2.1 Total solution
The total solution is now examined by separating the optical and diffracted fields. Regard-
ing the optical field, it has been shown that a relatively simple geometric analysis yielded
5 controlling propagation patterns providing the analyst with a great deal of control over
this specific part of the solution. An equivalent understanding of the diffracted component
would allow us to identify which part of the solution prevails in a given scenario. However,
the contribution from the diffracted field is complicated as it depends on many different
parameters like, the number of originating sources; its frequency dependent nature; and
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most important, the fact that it involves an infinite number of terms of varying ampli-
tude. As a result, a geometric analysis analogous to the one adopted for the optical field
is not possible. However, if we use some of the fundamental concepts pertaining to the
superposition based diffraction technique, in combination with the 5 optical propagation
patterns we are able to identify some effects over the total solution that are in fact caused
by the diffracted part of the motion.
The diffracted filed posses the strong property of restoring continuity along the reflec-
tion and incidence boundaries of the optical field. This is illustrated in fig. 18 where we
show the first order diffraction generated over the right top wedge, for two hills of aspect
ratio a/h = 1.0 and slope angles of β = 42◦ and β = 35◦ respectively. It is observed how
the diffraction boundary is closest to the surface for the higher value of slope angle.
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Figure 18: Location of the diffraction boundaries of a trapezoidal hill with aspect ratio a/h =
1.00.
A similar observation can be made in the case shown in fig. 19 where we now describe
the variation of the diffraction boundaries for two hills of aspect ratio a/h = 1.67 and slope
angles β = 30◦ and β = 40◦, corresponding to propagation patterns 1 and 3 respectively.
In the β = 40◦ slope there is a discontinuity in the diffraction term corresponding to the
reflection of a first-order diffraction, which was necessary in order to restore continuity of
the second reflection of the incident wave in the slope over the right hand side of the hill.
This discontinuity is not present in the β = 30◦ slope.
Note there is no
discontinuity in the
reflection at the
slope highlighted
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Figure 19: Variation of the diffraction boundaries for two hills of aspect ratio a/h = 1.67 and
slope angles β = 30◦ and β = 40◦, adjunting to the discontinuities of the optical field.
From the above two cases it is clear that the diffraction boundaries undergo changes
from one particular geometry to the other. These variations in the diffraction field not only
contribute to restoring continuity in the optical field, but most important, these diffracted
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terms have the strong property of keeping smooth the transition among the geometries
encompassed by the 5 propagation patterns after counteracting the effect of the optical
field. As a consequence, if the ranges of existence of the different propagation patterns
are close to each other, the diffraction term will control the total solution weakening the
contribution from the optical field. By contrast, if these ranges are separated, the solution
is controlled by the optical field.
As concluded from the observations in relation to fig. 17, the ranges of existence of
the different propagation patterns become smaller as the aspect ratio a/h increases. If we
connect this idea with the smoothing effect of the diffraction field near these limits, one
should expect that at these a/h ratios the contribution from the optical field was weak
and the response is mainly controlled by the diffracted field.
In fig. 20 and fig. 21 we show a comparison between the transfer functions for the total
solution and the optical field for hills of aspect ratios a/h = 5.0 and a/h = 1.0 respectively.
In the first case (i.e., a/h = 5.0), the differences in the transfer functions from one pattern
to the other are almost negligible. There are only a small differences in amplitude located
precisely over the concentration segments of the optical field. For instance, this is clearly
observed in pattern (2) corresponding to β = 60◦ where there is an increase in amplitude
over a segment identified as (LT2).
For smaller aspect ratios, and particularly for those cases in which the range of slope
angles associated to each pattern are largely separated from each other, the transfer func-
tions exhibit differences from one propagation pattern to the other. Moreover, the simi-
larities between the total solution and the optical field are evident and clearly observed to
be controlled by the concentration segments in the optical field. For instance, in the hills
corresponding to the patterns (4) and (5) with slope angles of β = 65◦ and β = 75◦ respec-
tively, the maximum amplitude in the total field approaches the value of 6.0 previously
identified in the optical solution.
An additional observation from fig. 20 and fig. 21 is that in both cases the similarity
between the total and optical fields is stronger in the high frequency range. This observa-
tion may be explained by the diffraction contribution, since in the lower frequencies the
amplitude of the higher order diffracted fronts is stronger, resulting in an counteracting
effect against the contribution from the optical field.
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Figure 20: TFs for the total field (left) and optical field (right) for an aspect ratio a/h = 5.0,
arranged according to the lower to higher complexity in the propagation pattern of the optical
field.
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Figure 21: TFs for the total field (left) and optical field (right) for an aspect ratio a/h = 1.0,
arranged according to the lower to higher complexity in the propagation pattern of the optical
field.
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In fig. 22 we present the spatial distribution of the amplitude functions for hills corre-
sponding to the 5 propagation patterns for 4 different values of the dimensionless frequency
parameter η. In each case we show the independent contribution from the optical field
(described by the dashed blue line) and diffracted field and its superposition in terms of
the total solution (described by the continuous black line). It is observed that in the low
frequency regime (e.g., η = 0.5 and η = 1.0) the differences between the total and optical
fields are stronger than in the high frequency regime (η = 1.5 y η = 2.0) confirming once
again the de-amplification effect introduced by the diffraction contribution in the low fre-
quency regime. This explains the fact that the optical field controls the solution at the
high frequency regime. On the other hand, the diffracted field (shown by the gray contin-
uous line) exhibits discontinuities that change from one propagation pattern to the other.
For instance consider the cases corresponding to patterns (4) and (5) at the dimensionless
frequency η = 0.5. In (4) there is only one discontinuity that extends from x/(a/2) = 1 to
x/(a/2) ≈ 1.5, while over the same segment on pattern (5) there are two discontinuities.
These discontinuities in the diffracted field produce a similar total field, even when there
are important differences in the optical solution. A final observation regarding the contri-
bution from the diffracted field is the fact that its contribution is highly relevant over the
crest, where several diffraction sources interact with each other, while over the flat part
of the half-space, this component of the response is moderate as it is produced by a single
diffraction source.
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Figure 22: TFs along the sirface for dimensionless frequencies η = [0.25, 0.50, 1.0, 1.5] and
aspect ratio a/h = 5.0, where the total field is black continuous line, the optical field is the
dashed blue line and the diffracted field the gray continuous line, arranged according to the
lower to higher complexity in the propagation pattern of the optical field..
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In some cases the diffracted field has the ability to counteract the optical solution to
the extent that this component is hardly observable. This scenario arises in the following
cases:
• When the geometry corresponds to a limit propagation pattern and the hill has a
high aspect ratio a/h.
• At the low dimensionless frequency regime, where the higher order diffraction terms
contribute with high amplitudes values thus making strong contribution to the total
solution.
Under different scenarios, one finds that the contribution from the optical field is
important and the general results for the identified propagation patterns is useful as a
first order engineering approximation.
3.3 Time domain solution
The transfer functions, obtained from the frequency domain analysis are now used to
synthesize time domain solutions via fast fourier transforms. Figure 23 displays snapshots
at 4 time instants of the propagation patterns for a hill with aspect ratio a/h = 1.67
and various slope angles. The cases considered correspond to the patterns and levels of
complexity identified in the frequency domain analysis. For clarity the hills are drawn at
the same scale. The optical and diffracted fields correspond to the plane and cylindrical
fronts respectively.
From the time domain solution it becomes evident how the diffracted field smooths
out the discontinuities in the optical solution. On the other hand, concentration segments
(where several rays converge) are enclosed by the reflection boundaries marked by the
dashed lines extending over the domain. The snapshots corresponding to the first time
instant (column 1) display the incident field before hitting the slope. The second set of
snapshots show the first diffracted waves generated by the interaction of the incident fronts
with the bottom sources. Similarly, the third and fourth snapshots depict the diffracted
waves generated by the upper sources and also the higher order diffractions produced by
secondary events. These higher order terms produce motions of increased duration as
energy becomes trapped between adjacent sources of diffraction. Since this part of the
field attenuates with distance, its effect is expected to be less important for hills with
extended crests (i.e., large aspect ratios). The diffracted field may also have important
effects on the final amplitude according to the type of interference with the optical field.
Finally, it is observed that the diffracted field completes or restores the reflected front in
order to recover radiation boundary conditions over the far field. To complete the time
domain analysis we also show in fig. 24 synthetic seismograms over the surface of the
different hills. In particular, these seismograms show the energy trapping effect produced
by adjacent diffraction sources and responsible for the increase in duration over the hill.
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Figure 23: Snapshots of total displacement field at different time instants, arranged according
to the lower to higher complexity in the propagation pattern of the optical field, for a hill
with aspect ratio a/h = 1, 67
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Figure 24: Syntetic seismograms (displacements) at the surface of a trapezoidal hill with
a = 1.67h.
We also computed response spectra for 5 hills of aspect ratio a/h = 1.0 and various
slope inclinations. Once again, the 5 considered scenarios represent the 5 possible propa-
gation patterns previously identified. For each hill the response was obtained at the toe;
at the mid-slope and in the center of the crest. Figure 25 shows the acceleration time
history and the corresponding Fourier spectra used as free field motion. We selected a
signal with frequency content similar to the one contained in the transfer functions for
the studied hills. The resulting time histories and corresponding response spectra for the
5 hills and considered points are shown in fig. 26. In the figures the dashed gray lines
correspond the response spectra for the free-field. For completeness we also obtained ra-
tios of response spectra (RRS) between the solution at the different points over the slope
and the free-field motion. These RRSs can be used as empirical transfer functions used to
obtain the response spectra for points over the hill given the response spectra compatible
with the free field motion. From the computed spectra it is clear that for the 5 scenarios
and the three considered points there is a period lengthening with respect to the free field
motion. The largest period difference occurs at points over the mid-slope (see patterns 4
and 5 in fig. 26). The fact that this lengthening effect is independent of the geometric level
of complexity existing in the optical field implies that the period shifting is completely
due to the diffraction field. On the other hand, larger amplifications are observed over
the crest. This amplification is stronger as the complexity in the optical field increases,
which suggests that while the period shifting is controlled by the diffraction field, the
amplification value is controlled by the optical field.
29
0 2 4 6 8 10 12
−0.1
0
0.1
0.2
t(sec)
a
(g)
0 5 10 15 20 25
0
1
2
3
Frequency(Hz)
Am
pl
itu
de
0 5 10 15 20 25
−4
−2
0
2
4
Frequency(Hz)
ph
as
e 
(pi)
Figure 25: Free field motion acceleration time history and its corresponding Fourier spectra
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Figure 26: Response spectra normalized with respect to the peak spectra aceleration of the
free field motion of a hill with aspect ratio a/h = 1.0 at three point along the surface: toe of
the slope (black); at the mid-slope (blue) and in the center of the crest (red).
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Figure 27: Ratios of response spectra (RRS) between the solution at the different points over
the slope and the free-field motion of a hill with aspect ratio a/h = 1.0, at three point along
the surface: toe of the slope (black); at the mid-slope (blue) and in the center of the crest
(red).
4 Conclusions
We have studied the frequency domain response of trapezoidal hills submitted to vertically
incident SH waves. The study was conducted from a geometric point of view with the aim
of identifying the dependency of the response on the main geometric features of the hill
and therefore its subsequent influence on topographic effects in earthquake engineering.
For that purpose we first solved the problem using a boundary element based numerical
algorithm. The total solution was then analysed using a method reported in the literature
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which splits the field into the contribution of the incident waves and its reflections (i.e.,
the optical field), and a contribution due to the sources of diffraction. In the method,
the diffracted part of the response is formulated as a fundamental solution for an infinite
wedge. From the basic knowledge of this last term, and in particular from its frequency
dependent nature, it is evident that at higher frequencies the solution is expected to be
controlled by the optical field while at the low frequency range the diffracted field takes
over. From the point of view of the optical field, we were able to find 5 possible propagation
patterns encompassing every possible geometric scenario. These patterns differ from each
other on the level of interaction of the incoming rays with the free surfaces of the hill. In
these work such patterns have been labelled as complexity levels. We provide expressions
to predict limits of the amplitude function and location over the hill surface in each one of
the scenarios. Furthermore, from these analyses we found that the slope angle β does not
necessarily controls the complexity in the response, and surprisingly gentle slopes with
a given combination of geometric parameters may exhibit stronger propagation patterns
than those of a steep slope. The range of angular values for which the propagation patterns
of increased complexity arise are relatively short and the range decreases in the direction
of increasing aspect ratio a/h.
From the point of view of the diffracted field, it was found that this part of the response
carries with it boundaries which are coincident with those existing in the optical field and
demarcating shadow and illuminated zones. These boundaries provide a smooth transition
among the 5 scenarios identified from the optical solution. As a result the diffracted field
is stronger when the angular ranges of the complex patterns are reduced. This behaviour
implies that at low values of the dimensionless frequency η and high aspect ratios a/h the
solution is controlled by the optical field and a geometric solution can be used as a first
order approximation.
Finally, the spectral response showed that the hill has the effect of lengthening the
period obtained from the incident motion and an amplification effect which is strongly
tied to the level in complexity of the optical field. It is thus found that while the optical
field controls the topographic amplification , the diffracted field controls the fundamental
site period.
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6 Appendix
The optical field in the studied scenarios was computed with an in-house computer code
(Rays). The code allows one to find the frequency domain solution for points along the
boundary and inside a predefined computational domain. The code also computes the
time domain response for a given input time series. The code is organized as follows:
1. Reads the input model given in terms of geometric parameters of the hill, definition
of the input signal and location of points for output.
2. Computation of the frequency domain transfer function for each frequency and ob-
servation point.
3. Computation of the time domain response for every observation point.
4. Post-processing. Generation of time series of the response for visualization in third-
party software. The following output files are generated:
• Real and imaginary component of the transfer function.
• Output file (extension .vtk) to be read by the third-party visualization software
ParaView.
By default, the code (Rays) uses as input time series a Ricker pulse of characteristic
frequency fc, central time tini and total time tfinal which is directly defined within the
code. The code also requires definition of the shear wave propagation velocity ct and
density ρ of the medium (by default values correspond to fc = 1Hz, ct = 1.0km/s
y ρ = 1000kg/m3). The geometric parameters of the trapezoidal hill are: width a [km],
slope angle β [◦] and height h [km]. These properties are input in a file named casoij.txt
as shown in the following example for specific values a = 1km, β = 20◦ and h = 1km
1 1.0 20 1.0
The code uses the third-party mesher Gmsh to create observation points over the sur-
face and inside the computational domain. The mesher generates the file rays sln.msh.
The pseudocode is shown in fig. 28.
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Figure 28: Flowchart of the code Rays used to compute the optical solution.
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