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Abstract— In this paper, we propose a method for online ex-
trinsic camera calibration, i.e., estimating pitch, yaw, roll angles
and camera height from road surface in sequential driving scene
images. The proposed method estimates the extrinsic camera
parameters in two steps: 1) pitch and yaw angles are estimated
simultaneously using a vanishing point computed from a set
of lane boundary observations, and then 2) roll angle and
camera height are computed by minimizing difference between
lane width observations and a lane width prior. The extrinsic
camera parameters are sequentially updated using extended
Kalman filtering (EKF) and are finally used to generate a
temporally consistent bird-eye-view (BEV) image by inverse
perspective mapping (IPM). We demonstrate the superiority of
the proposed method in synthetic and real-world datasets.
I. INTRODUCTION
In recent years, researches for visual perception using
a camera have been intensively conducted for the appli-
cations of ADAS (Advanced Driver Assistance System)
and AD (Autonomous Driving). Many of the researches
focus on the detection of neighboring objects and driving
environments, e.g., lane boundary detection [1], [2], traffic
sign detection [3], [4], object detection and tracking [5],
[6], and so on, from input images captured by a front-
facing camera. Especially for road surface markings, inverse
perspective mapping (IPM) [7] is mainly utilized since they
are more affected by camera perspective distortion. Given the
geometric relationship between camera and road surface, i.e.,
extrinsic camera parameters, an input image can be converted
into a bird-eye-view (BEV) image, thereby preserving the
actual shapes of road surface markings and improving the
performance of detecting them. Besides, the extrinsic camera
parameters are widely exploited to estimate the distance of
objects in monocular camera systems [8], [9] and improve
the performance of object detection by generating enhanced
features [10].
The extrinsic camera parameters are usually calculated in
advance of driving by using various patterns with rectan-
gular/trapezoidal/parallelogram shape [11], [12] or manually
annotated lines/vertices on lane markers [13], [14], [15].
However, the geometric relationship between camera and
road surface gradually changes due to the non-persistence
of factory default calibration and also it varies considerably
as the camera is shaking while driving. Accordingly, IPM
cannot produce a good BEV image as shown in Fig. 1(b),
so the extrinsic camera parameters should be repeatedly
compensated while driving, but people cannot intervene in
a calibration process while driving especially for safety
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(a)
(b) (c)
Fig. 1. An example of improvement by our online extrinsic camera
calibration for a driving scene image (a). (b) and (c) are BEV images
by IPM using extrinsic camera parameters before and after applying our
method, respectively.
reasons. In this context, extrinsic camera calibration should
be automatically performed using observations from driving
scene images.
There are several studies [16], [17] that conduct online
extrinsic camera calibration using image sequences of driving
environments with camera motion variation. They update the
extrinsic camera parameters using camera motion estimated
from visual odometry or a vanishing point (VP) of lane
boundaries and result in BEV images showing parallel lane
boundaries. However, those works do not correct all the
extrinsic camera parameters. They update only pitch and yaw
angles, so, when roll angle and camera height change, they
are at risk of producing BEV images where road surface
fluctuates and scale, such as lane width and distance between
objects, is inconsistent.
In this paper, we propose a method for online extrinsic
camera calibration that estimates the geometric relationship
such as pitch, yaw, roll angles and camera height from road
surface in sequential driving scene images. To the best of
our knowledge, this is the first work of computing all the
four extrinsic camera parameters concurrently in an online
manner. The proposed method estimates the extrinsic camera
parameters in two stages that estimate 1) pitch and yaw
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Fig. 2. Overall procedure of the proposed method
angles and then 2) roll angle and camera height. The pitch
and yaw angles are estimated simultaneously using a VP
computed from a set of lane boundary observations. Then,
given a lane width as a prior, roll angle and camera height
are computed by minimizing difference between land width
observations and the lane width prior. The proposed method
updates the extrinsic camera parameters using extended
Kalman filtering (EKF) [18] in the sequential images so
can produce temporally consistent IPM results as shown in
Fig. 1(c).
II. OVERVIEW
We propose a method for online extrinsic camera calibra-
tion, i.e., estimating pitch, yaw, roll angels and camera height
from road surface, thereby producing temporally consistent
IPM results. We assume that camera is calibrated, road sur-
face is flat, all the lane boundaries on road surface are parallel
to each other, and lane widths are the same as a lane width
prior. Fig. 2 shows the overall procedure of the proposed
method. First, we extract lane boundary observations from
an input image using a segmentation model based on fully
convolutional networks [19]. Since a VP of parallel lane
boundaries depends only on pitch and yaw angles and is
invariant to the change of roll angle and camera height,
we find a VP from a set of parallel lane boundaries and
estimate pitch and yaw angles using the VP (Sect. III). Then
we compute roll angle and camera height minimizing the
difference between lane width observations and the actual
lane width given as a prior (Sect. IV). Finally, IPM is
calculated using the updated extrinsic camera parameters
(Sect. V).
III. PITCH AND YAW ANGLE ESTIMATION
As in [13], [15], [17], we translate the pitch and yaw
angle estimation as finding a rotational relationship between
camera and a VP of parallel lane boundaries on road surface
as shown in Fig. 3. C and W denote the camera and world
coordinate systems, respectively. Let us define the z-axis of
W as the direction of VP, i.e., VD (Vanishing Direction).
Then the pitch and yaw angles can be defined as angles
between the forward direction of camera and VD as shown in
Fig. 3(b) and Fig. 3(c). We employ the robust VP estimation
method of [20] based on the Gaussian sphere theory and
RANSAC [21] since lane boundary observations can be
noisy. After the pitch and yaw angles are initialized using
the VP, they are estimated in the sequential images by EKF.
A. Gaussian Sphere
In the pinhole camera model, a unit sphere centered at the
principal point of the camera is called the Gaussian sphere.
As shown in Fig. 4, a great circle is the intersection of the
(a) (b) (c)
Fig. 3. Pitch and yaw angle estimation. (a) Camera and world coordinate
systems. (b) and (c) are the definitions of pitch and yaw angles, respectively.
Fig. 4. Description of the Gaussian sphere
Gaussian sphere and the plane determined by a line on the
image and the principal point. As the parallel lines meet
at VP when projected on the image plane, the great circles
corresponding to parallel lines have an intersection point on
the Gaussian sphere, and the direction from the principal
point to the intersection point becomes VD. VD is the normal
vector of the plane determined by all the normals of the
great circles (NGCs), which we refer to as the NGC-VD
orthogonality. The orthogonality is the same as the line-VP
incidence in the image plane, i.e., parallel lines in the image
plane are incident to VP.
B. Vanishing Point Estimation
We assume that a set of lines representing lane boundaries
is given. The set usually includes some noisy lines or outliers
so we filter out the outliers using RANSAC [21] and then
estimate a VP robust to noisy lines. When a set of line
segments L is given, the RANSAC process can be described
as Algorithm 1.
In Algorithm 1, a VP hypothesis vi is computed from two
randomly sampled line segments {lj , lk} ⊂ L as follows:
vi = lj × lk. (1)
Then a score value si of the VP hypothesis vi is computed
using the score function of Rother [22]. Fig. 5 shows two
constraints to be considered for computing si: for each line
segment l ∈ L, 1) an angle θ(vi, l) between l and an
imaginary line including vi and the center point of l, and
2) the length of l, ll. Now the score function is defined as
S(vi,L) =
∑
l∈L
[
λ1
(
1− θ(vi, l)
θth
)
+ λ2
ll
lm
]
, (2)
Algorithm 1: RANSAC-based VP estimation
Require: L
Ensure: v and Lc
1: Lc = {∅}, smax = 0
2: for i = 1 to Nloop do
3: Compute a VP hypothesis vi from two randomly samp-
led lines {lj , lk} ∈ L using (1)
4: Compute a score value si = S(vi,L) using (2)
5: if si > smax then
6: smax = si, Lc = {l|l ∈ L, θ(vi, l) < θth}
7: end if
8: end for
9: Compute a VP v from Lc using (4)
where λ1 and λ2 are weighting values and set to 0.8 and 0.2,
respectively. θth is a threshold value and set to 0.7◦. lm is
the length of the longest line segment in L. When θ(vi, l) is
not less than θth, l is not included in the score computation.
Consequently, a set of line segments Lc with the highest
score is clustered by the RANSAC process. The clustered
lines are used to compute an optimal VP. To obtain the opti-
mal VP, we utilize the NGC-VD orthogonality as mentioned
in Sect. III-A. An NGC n of each line l is computed by
n = (K−1p1)× (K−1p2), (3)
where K is an intrinsic camera matrix, and p1 and p2 are
the end points of l. Then the orthogonality equation of v and
the NGCs is as follows:
Av = 0, where A = [· · · ,n, · · ·]>. (4)
The over-determined system of the linear equations can
be solved easily by singular value decomposition (SVD).
Actually, v computed in (4) is a VD vector that is projected
into a VP on the image plane by K, i.e., vd = K−1vp
where vd and vp are VD and VP, respectively, but those are
identical, so VD would be written as VP from now on.
C. Pitch and Yaw Angle Initialization
The pitch and yaw angles are denoted by θ and φ, respec-
tively. A rotation matrix calculated by the pitch and yaw
angles, i.e., a transformation matrix from world coordinates
to camera coordinates, is represented by RCW (θ, φ) and a
direction vector of z-axis in the world coordinate system W
is denoted by dWZ = [0, 0, 1]
>. Then dWZ and v have the
following relationship,
v = RCW (θ, φ)dWZ . (5)
We can decompose the rotation matrix into two rotation
matrices of θ and φ as follows.
RCW (θ, φ) = R(θ)R(φ)
=
 1 0 00 cθ −sθ
0 sθ cθ
 cφ 0 sφ0 1 0
−sφ 0 cφ
(6)
Fig. 5. Description of Rother’s score function [22]
where cθ and sθ (cφ and sφ) are the values of cosine and
sine functions of θ (φ). Then θ and φ are initialized from v
as follows.
θ = atan2 (−vy, vz) and (7)
φ = atan2 (vx, vz) , (8)
where v = [vx, vy, vz]> and atan2(y, x) is the 2-argument
arctangent function.
D. Pitch and Yaw Angle Estimation by EKF
We employ EKF [18] for the pitch and yaw angle esti-
mation in an image sequence. A constant angular velocity
model is adopted to model pitch and yaw angle variation
while driving. Accordingly, a state vector xPY and a system
model fPY for the pitch and yaw angle estimation are defined
as
xPY = [θ, φ, ωθ, ωφ]
>
and (9)
fPY (xPY ) =

θ + ωθ∆t
φ+ ωφ∆t
ωθ
ωφ
+wPY , (10)
where ωθ and ωφ are the angular velocity of pitch and yaw
angles and wPY = [0, 0, wθ, wφ]> is a noise variable of
the system model with the normal distribution N (0,WPY ).
Using the NGC-VD orthogonality, a measurement model
hPY for the pitch and yaw angle estimation is defined as
hnPY (xPY ) = d
>
WZRCW (θ, φ)
>n+ qPY , (11)
where n is an NGC of l ∈ Lc and qPY is a noise
variable of the measurement model with the normal distri-
bution N (0, QPY ).
The state vector xPY are estimated by EKF as follows:
For simplicity, xPY is abbreviated as x. Then let xt−1 and
Pt−1 denote the state estimate and its covariance at time
t − 1. The prediction of the state xˆt and its covariance Pˆt
is calculated as follows.
xˆt = fPY (xt−1) and (12)
Pˆt = FtPt−1F>t +Wt, (13)
where Ft is a Jacobian of the system model. For all the inliers
in Lc, the residuals of the measurements are computed using
(11) and concatenated as follows.
yt = −[· · · , hnPY (xˆt), · · ·]> (14)
The Kalman gain Gt for update is computed as follows.
(a) (b) (c)
Fig. 6. Roll angle and camera height estimation. (a) Definition of roll
angle and camera height. (b) Definition of lane width. (c) Definition of line
angles.
Gt = PˆtH
>
t S
−1
t , where St = HtPˆtH
>
t +Qt. (15)
Here, Ht and Qt denote a Jacobian of the measurement
model, i.e., Ht =
[
· · · , ∂hnPY∂x |>xˆt , · · ·
]>
, and a measurement
noise covariance at time t, respectively. From the residuals
and the Kalman gain, the predicted state and covariance are
updated as follows.
xt = xˆt +Gtyt and (16)
Pt = (I−GtHt)Pˆt, (17)
where I is an identity matrix.
IV. ROLL ANGLE AND CAMERA HEIGHT ESTIMATION
In comparison with [14] using the lane width prior and
manually annotated 3D vertices on road surface as obser-
vations, it is more complicated to calibrate roll angle and
camera height using the 2D projection of lane boundaries
as observations due to the lack of geometric information oc-
curred from projective properties and the nonlinear geometric
relationship between the observed lane boundaries and the
extrinsic camera parameters. For simplification, we assume
that the pitch and yaw angles are already corrected by in
Sect. III. Then the roll angle and camera height estimation
can be thought as computing their approximations on xy-
plane as shown in Fig. 6. By projecting road surface and lines
l onto xy-plane, we can estimate the roll angle and camera
height values at which the distances between intersection
points of road surface and lines should be equal to the lane
width prior wp.
A. Roll Angle and Camera Height Initialization
We first find line pairs {lL, lR} ⊂ Lc on the both sides of
a lane and compute the line angles (αL and αR) with respect
to y-axis as shown in Fig. 6(c). We let ψ and h denote roll
angle and camera height, respectively. Then a lane width can
be calculated as
wlL,lR(ψ, h) = h(tan (αL − ψ)− tan (αR − ψ)). (18)
An energy function for the roll angle and camera height
estimation is defined as
ERH(ψ, h) =
∑
(lL,lR)∈Lc
ClL,lR(ψ, h), (19)
where
ClL,lR(ψ, h) = wp − wlL,lR(ψ, h). (20)
ψ and h are initialized by an exhaustive search within a
limited range and then optimized by minimizing the energy
function of (19) using the Gauss-Newton method. It is
noteworthy that at least two lanes should be considered since
the roll angle is estimated from the equality of a pair of lane
width observations.
B. Roll Angle and Camera Height Estimation by EKF
In a similar manner to Sect. III-D, we use constant
angular and linear velocity models for temporally consistent
estimation of roll angle and camera height. Accordingly, a
state vector xRH and a system model fRH for the roll angle
and camera height estimation are defined as
xRH = [ψ, h, ωψ, vh]
>
and (21)
fRH(xRH) =

ψ + ωψ∆t
h+ vh∆t
ωψ
vh
+wRH . (22)
Here, ωψ and vh are the angular velocity of roll angle and the
linear velocity of camera height, and wRH = [0, 0, wψ, vh]>
is a noise variable of the system model with the normal
distribution N (0,WRH). A measurement model hRH(ψ, h)
for the roll angle and camera height estimation is the same
as (20). Finally, roll angle and camera height are estimated
by EKF using Eqs. (12)-(17).
V. INVERSE PERSPECTIVE MAPPING
Finally, temporally consistent IPM is possible with the
extrinsic camera parameter estimates θ, φ, ψ, and h. A
homography matrix HWC from the camera coordinates to
the world (or ground) coordinates is calculated as follows.
HWC =
 aX 0 bXaX20 −aZ bZaZ
0 0 1
 Rr1Rr3
1
hRr2
K−1, (23)
where aX and aZ are the scale parameters that determine
the resolution of a BEV image, bX and bZ are the size
parameters of X-axis and Z-axis in the world coordinate
system, and Rri is the i-th row of the matrix R(θ, φ, ψ)
which is computed by
R(θ, φ, ψ) =
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
RCW (θ, φ)>. (24)
Using (23), an input image can be converted into a BEV
image as shown in Fig. 1(c).
VI. EXPERIMENTAL RESULTS
A. Experimental Setup
a) Lane Boundary Detection: To obtain lane boundary
observations, we employ a segmentation model based on
fully convolutional networks [19]. The segmentation model
performs multi-class segmentation where each semantic lane
boundary has its own class. We use ResNet-18 [23] as
a backbone and the standard SGD method [24] with a
cross entropy loss for training. As shown in Fig. 7, the
(a) (b)
Fig. 7. Result of the segmentation model. (a) An input image. (b)
Segmentation model output where each color represents each semantic lane
boundary instance.
Frame #15
Frame #214
Fig. 8. Result of our online extrinsic camera calibration without lane
boundary detection in the synthetic scenes with the noise of σ2 = 1. Left
and right images show the input images and their BEV images produced
by the proposed method, respectively.
segmentation model provides each semantic lane boundary
instance by generating a pixel-wise probability map of each
semantic lane. Subsequently, for each lane boundary whose
probability is larger than 0.5, we extract vertices by searching
through the mean position of on-pixels and then sample
representative vertices for the next use.
b) Dataset: The proposed method is evaluated using
several synthetic and real-world datasets as shown in Fig. 8
and Fig. 9. For the synthetic dataset, we synthesized an image
sequence of 300 frames at a resolution of 1920×1020 pixels
where there are 5 lanes, i.e., 6 lane boundaries, on a planar
road surface and was captured with the change of extrinsic
camera parameters. We also captured two image sequences
(Test1 and Test2) with a resolution of 1920× 1020 pixels in
the real-world scenes. In all the datasets, the lane width prior
wp is set to 3.7 meters which are the standard lane width in
the U.S. highway system.
B. Evaluation in the Synthetic Dataset
Due to the lack of ground truth for quantitative evaluation
in a real-world scenario, we generated the synthetic dataset
as shown in the left images of Fig. 8 where lane boundaries
are represented by white lines. In detail, we generated
equally spaced points (at 30 pixel intervals) on each lane
boundary and obtained line segments by randomly sampling
and pairing two points. We acquired at most 30 pairs of
the line segments per lane. The synthetic dataset included
average 408 line segments per frame. Then Gaussian noises
TABLE I
RMSE OF THE EXTRINSIC CAMERA PARAMETER ESTIMATES ON THE
SYNTHETIC DATASET
Noise Pitch (deg.) Yaw (deg.) Roll (deg.) Height (cm)
σ2 = 0.5 0.037 0.104 0.059 0.60
σ2 = 1.0 0.039 0.105 0.067 0.69
σ2 = 2.0 0.045 0.111 0.077 0.83
σ2 = 4.0 0.056 0.120 0.090 1.03
σ2 = 9.0 0.060 0.141 0.114 1.40
with variance of σ2 = 0.5, 1, 2, 4, and 9 in pixels are added at
the end points of the line segments. We conducted the Monte
Carlo experiments where the proposed method ran 100 times
for each noise variance and was evaluated by measuring the
root mean square errors (RMSE) of the pitch, yaw, roll, and
height estimates.
Table I shows the results evaluated in the synthetic dataset.
The RMSEs increase in proportion to the noise variance
but the RMSEs of the rotational angles and the camera
height estimates are less than 0.2 degrees and 2 centimeters,
respectively, even in the presence of the severe noise of
σ2 = 9 in pixels. In addition, the BEV images produced
by the proposed method for two frames are temporally
consistent despite the motion variation and noise added. In
conclusion, the proposed method performed quite well on
the synthetic dataset.
C. Evaluation in the Real-world Dataset
In the real-world scenes, we compare the BEV images by
IPM before and after applying the proposed method as shown
in Fig. 9. In each triplet of images in Fig. 9, the bottom-
left and bottom-right images are the BEV images based on
given extrinsic camera parameters and those updated by the
proposed method, respectively. The bottom-left images show
that road surface fluctuates and lane widths are not equal,
whereas the proposed method produces temporally consistent
BEV images with the same lane widths and less fluctuation.
For quantitative comparison in the real-world scenes, we
generated the pseudo ground truth of the extrinsic camera
parameters in Test1 by optimizing (11) and (19) using
manually annotated lane boundaries in each frame. Fig. 10
shows the pseudo ground truth and the extrinsic camera
parameter estimates by our method on the Test1 dataset. It
is believed that the extrinsic camera parameter estimates are
close to optimum although the pseudo ground truth may not
be exactly the same as the real ground truth.
VII. CONCLUSIONS
In this paper, we proposed a method for online extrinsic
camera calibration using lane boundary observations with
the prior knowledge of lane width. The proposed method
estimated the geometric relationship between camera and
road surface in two steps, i.e., we first estimated the VP-
based pitch and yaw angle and then estimated roll angle
and camera height using the pitch and yaw angles from
the previous step based on the consistency of lane widths.
Frame #55 Frame #265
Test1 dataset
Frame #201 Frame #772
Test2 dataset
Fig. 9. Result of our online extrinsic camera calibration in the real-world
scenes. In each triplet of images, the top, bottom-left, and bottom-right
images show an input image, the BEV image based on given extrinsic
camera parameters, and the BEV image based on those updated by the
proposed method, respectively. In the input image, red vertices and green
lines are from the lane boundary detection.
By virtue of EKF, our method finally produced temporally
consistent BEV images with less fluctuation and equal lane
widths.
REFERENCES
[1] M. Aly, “Real-time detection of lane markers in urban streets,” in IV,
2008, pp. 7–12.
[2] J. Cao, C. Song, S. Song, F. Xiao, and S. Peng, “Lane detection
algorithm for intelligent vehicles in complex road conditions and
dynamic environments,” Sensors, vol. 19, no. 14, p. 3166, jul 2019.
[3] I. M. Chira, A. Chibulcutean, and R. G. Danescu, “Real-time detection
of road markings for driving assistance applications,” in International
Conference on Computer Engineering & Systems, 2010, pp. 158–163.
[4] Z. Zhu, D. Liang, S. Zhang, X. Huang, B. Li, and S. Hu, “Traffic-sign
detection and classification in the wild,” in CVPR, 2016, pp. 2110–
2118.
[5] H.-N. Hu, Q.-Z. Cai, D. Wang, J. Lin, M. Sun, P. Krahenbuhl,
T. Darrell, and F. Yu, “Joint monocular 3d vehicle detection and
tracking,” in ICCV, 2019, pp. 5390–5399.
[6] S. Song and M. Chandraker, “Joint SFM and detection cues for
monocular 3D localization in road scenes,” in CVPR, 2015, pp. 3734–
3742.
[7] H. A. Mallot, H. H. Bu¨lthoff, J. Little, and S. Bohrer, “Inverse
perspective mapping simplifies optical flow computation and obstacle
detection,” Biological Cybernetics, vol. 64, no. 3, pp. 177–185, 1991.
[8] S. Song and M. Chandraker, “Robust scale estimation in real-time
monocular SFM for autonomous driving,” in CVPR, 2014, pp. 1566–
1573.
[9] G. P. Stein, O. Mano, and A. Shashua, “Vision-based acc with a single
camera: bounds on range and range rate accuracy,” in IV. IEEE, 2003,
pp. 120–125.
[10] M. Liang, B. Yang, Y. Chen, R. Hu, and R. Urtasun, “Multi-task multi-
sensor fusion for 3D object detection,” in CVPR, 2019, pp. 7345–7353.
Fig. 10. Extrinsic camera parameter estimates by our method on the Test1
dataset
[11] I.-H. Chen and S.-J. Wang, “A vision-based approach to extracting
the tilt angle and altitude of a PTZ camera,” in SPIE 6066, Vision
Geometry XIV, jan 2006, p. 606609.
[12] C. C. C. Pang, S. S. Xie, S. C. Wong, and K. Choi, “Generalized
camera calibration model for trapezoidal patterns on the road,” Optical
Engineering, vol. 52, no. 1, p. 017006, jan 2013.
[13] A´. Catala´-Prat, J. Rataj, and R. Reulke, “Self-calibration system for
the orientation of a vehicle camera,” in ISPRS Com. V Symposium:
Image Engineering and Vision Metrology, 2006, pp. 68–73.
[14] G. S. K. Fung, N. H. C. Yung, and G. K. H. Pang, “Camera calibration
from road lane markings,” Optical Engineering, vol. 42, no. 10, pp.
2967–2977, oct 2003.
[15] K. Wang, H. Huang, Y. Li, and F. Y. Wang, “Research on lane-marking
line based camera calibration,” in IEEE International Conference on
Vehicular Electronics and Safety, 2007.
[16] J. Jeong and A. Kim, “Adaptive inverse perspective mapping for lane
map generation with SLAM,” in URAI, 2016, pp. 38–41.
[17] D. Zhang, B. Fang, W. Yang, X. Luo, and Y. Tang, “Robust inverse
perspective mapping based on vanishing point,” in SPAC, dec 2014,
pp. 458–463.
[18] S. M. Kay, Fundamentals of statistical signal processing. Prentice
Hall PTR, 1993.
[19] E. Shelhamer, J. Long, and T. Darrell, “Fully convolutional networks
for semantic segmentation,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 39, no. 4, p. 640651, Apr 2017.
[20] J.-K. Lee and K.-J. Yoon, “Joint estimation of camera orientation and
vanishing points from an image sequence in a non-Manhattan world,”
IJCV, vol. 127, no. 10, pp. 1426–1442, oct 2019.
[21] M. A. Fischler and R. C. Bolles, “Random sample consensus: a
paradigm for model fitting with applications to image analysis and
automated cartography,” Communications of the ACM, vol. 24, no. 6,
pp. 381–395, 1981.
[22] C. Rother, “A new approach to vanishing point detection in architec-
tural environments,” Image and Vision Computing, vol. 20, no. 9-10,
pp. 647–655, 2002.
[23] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” 2016 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), Jun 2016.
[24] L. Bottou, “Large-scale machine learning with stochastic gradient
descent,” Proc. of COMPSTAT, 01 2010.
