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In this paper we use multiscale characteristics of wavelet decompositions and
their relationship to smoothness spaces such as Besov spaces to derive a framework
for smoothing and sharpening of signals and images. As a result, we derive a
multiscale generalization of traditional techniques, such as unsharp masking, while
using the smoothness parameter α in the Besov space Bαq (Lp) to provide a unifying
framework for the two operations sharpening and smoothing. As a result multiscale
smoothing or sharpening is defined as a switching between different smoothness
spaces. The degree of sharpening or smoothing is linked to the Besov space
parameter α. Combined with wavelet denoising the nonlinear image enhancement
in Besov spaces via wavelets provides a tool for high-quality low-cost image
processing. For the example of a document, that has been blurred by a scanning
process, we demonstrate how information on the smoothing properties of an input
device combined with an image model provide enough information to determine
the right amount of multiscale sharpening, i.e., for inverting the smoothing process,
that is suitable to obtain a deblurred image. Multiscale sharpening then leads to
a switching from a Besov space with large degree of smoothness to the one with
a lower degree of smoothness. This technique combined with wavelet denoising
provides visually pleasant images with crisp text.  2001 Academic Press
1. INTRODUCTION
In many image processing areas the computational tools traditionally involve a Fourier
analysis of the signal or image such as frequency analysis or convolution in the spatial
domain. More recently, wavelet analysis has entered into many image processing fields
such as compression, denoising, and segmentation. A common way of modeling an image
for Fourier- and wavelet-based analysis tools is as a function in the function space L2.
Based on this assumption the developed imaging algorithms are located in the L2 space.
That means that criteria for measuring performance or defining decision criteria are based
on the L2 norm. Examples of such criteria are the mean-squared error, preservation of
energy, signal-to-noise ratio, and log-likelihood estimation in the Bayesian approach.
Reasons for processing images in L2 (or discrete analogue 2 in most applications)
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include:
• cos- and sin-functions are basis functions in L2 that are localized in the frequency
domain. Frequency has some meaning to the human observer.
• L2 norm equivalence between spatial and Fourier domain exists.
• In applications, the 2 norm is easy to compute.
• Close relation between 2 norm and linear algebra exists.
• Closed-form solutions for minimization problems exist.
• L2 norm measures the “energy” of an image.
Over the past few years it has been shown that function spaces that contain more detail
about smoothness of signals provide suitable and more refined characterization of real-
life signals than the basic L2 space [12, 17, 19]. The so-called Besov spaces are an
example of those function spaces. In general, Besov spaces contain functions that have
some number of derivatives in an Lp space. Even though the theoretical definition of
Besov spaces involves estimates on oscillation and limits and is, therefore, not applicable
for any practical purpose, Besov spaces have become important since a wavelet basis
forms an unconditional basis in those spaces. As a consequence an equivalence to the
Besov norm can be defined by weighted sums of wavelet coefficients. This equivalence
makes it possible in applications to perform processing in Besov spaces instead of the L2
space. In order to compare wavelet-based processing in Besov spaces with Fourier-based
processing in L2 we list reasons for image processing in Besov spaces analogously to the
list above.
• Wavelets are basis functions in Besov spaces, are localized in time and frequency,
and have approximation properties that makes them adapt well to smooth parts and
edges.
• Besov norm equivalence between the spatial and wavelet domain exists.
• In applications the Besov norm bαq (Lp) is easy to compute.
• Besov norms say something about general “energy” in the Lp sense and smooth-
ness of derivatives.
Theoretical results on characterization of Besov spaces with wavelets go back to
Meyer [32] and Frazier et al. [21]. The first practical implications were given in the
compression field by the nonlinear approximation approach in [12] and in the field of
denoising by the work of Donoho and Johnstone on wavelet shrinkage [15, 17, 18]. Wavelet
shrinkage is perhaps the most popular application to signal and image processing in Besov
spaces so far. Since noise removal is also part of the classical deconvolution problem,
hybrid Fourier-wavelet methods have been developed for deconvolution [2, 16, 30, 34].
In the field of compression, wavelet-based systems are widely used, e.g., by the FBI for
compression of fingerprints [20], and have led to the new standard JPEG2000 for still-
image compression that will contain features that are impossible to achieve with DCT-
based JPEG.
Wavelets have been successful in different fields of study for a variety of reasons:
Wavelets are localized in time and frequency domain, wavelet transforms lead to energy
compaction of signals, the multiresolution structure is close to properties of the human
visual system, etc. For some work wavelets are successful because they form an
unconditional basis in Besov spaces. Roughly speaking this means that shrinking wavelet
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coefficients in size shrinks the norm in the considered Besov space. Signs and phases of
coefficients do not influence the norm. This property is used to derive the powerful results
in wavelet denoising in [15]. One of the key advantage of wavelet based image compression
is the progressive decoding. Even though it is not written explicitly in most compression
papers one explanation of the success of that feature is the property of wavelets forming
an unconditional basis in Besov spaces. In [12] DeVore et al. studied special Besov spaces
that are suitable for images that contain discontinuities and showed that wavelet-based
compression achieves a better compression rate via nonlinear approximation than Fourier-
based compression. These results have more recently led to new research regarding rate-
distortion theory [19]. Besides compression and denoising, Besov space image processing
has also already been used for interpolation [7].
This review of the recent effort and success in image processing in Besov spaces
for compression, denoising, and interpolation suggests the study of other areas that
have traditionally been dominated by Fourier-based techniques. In this paper we will
bridge the theoretical world of Besov spaces with the engineering world of image
processing applications by defining a general concept of smoothing and sharpening with
wavelets in Besov spaces and demonstrate a possible application for enhancement of
scanned documents. A brief overview of conventional enhancement techniques for contrast
enhancement, denoising, and deconvolution is given in Section 2. In Section 3 we will
define smoothing and sharpening in Besov spaces as a switching between smoothness
spaces. We will show how this relates to existing Fourier-based convolution techniques
for smoothing and sharpening in Section 4. The example of the enhancement of a scanned
document that has text and photo content demonstrates how the theoretical results lead
to a simple algorithmic tool for image enhancement (Section 5). The proposed entirely
wavelet-based technique relies on the modeling of images and processing steps such as
blurring in terms of smoothness characteristics of Besov spaces. The simplicity of the
algorithm and its possible use in practical applications for image processing in industrial
products is discussed.
Table 1 summarizes existing Fourier-based techniques in L2 and wavelet-based
techniques in Besov spaces in a variety of image processing fields. Since many real-
world images contain smooth regions and sharp edges instead of some dominating global
TABLE 1
Overview on Image Processing in L2 (Fourier) and Besov Spaces (Wavelets)
Technique Fourier (in L2) [24] Wavelet (in Besov)
Compression DCT (JPEG), LOT EZT, SPIHT, JPEG2000, nonlinear
approximation, rate distortion in
Besov spaces [12, 19]
Noise removal Lowpass filtering, Wiener filtering Wavelet shrinkage [15, 17]
Interpolation Bandlimited interpolation, etc. Maximal smoothness interpolation [7]
Deconvolution Filter inversion, regularized inverse Filter inversion (Fourier) + wavelet
denoising [2, 16, 30, 34]
Smoothing Lowpass filtering Proposed new approach
Sharpening Unsharp masking Proposed new approach
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frequency pattern, the wavelet-based techniques have been proven to be superior to Fourier-
based processing in many applications.
2. CONVENTIONAL ENHANCEMENT TECHNIQUES
While Table 1 compares used of Fourier and wavelet methods in all areas of image
processing, this section examines techniques specifically for image enhancement used to
solve similar problems as our proposed method. The techniques are settled in the Fourier
or in the wavelet domain and typically use L2-based criteria.
2.1. Contrast Enhancement
Contrast enhancement is performed to increase the range of an image. That is often
desired in applications such as medical imaging. However, contrast enhancement does not
perform sharpening or smoothing of an image in the sense that is considered in this paper.
Wavelet-based methods for contrast enhancement are studied in [27, 37].
2.2. Unsharp Masking
A commonly used Fourier-based method for sharpening is unsharp masking. Given an
image x, a sharpened image xsharp is obtained by adding a magnified gradient image to a
smoothed (“unsharp”) version of the image, i.e.,
xsharp = xsmooth + λ · xgradient, (1)
where λ > 0 is the “sharpness parameter.” The sharpness increases with increasing λ.
The result of this sharpening is often the creation of an overshoot–undershoot around sharp
edges which is (in moderation) pleasant to the eye around text edges. In this approach a
fixed scale is determined through the filter choice. One problem with this approach is that
we do not know a priori what filter size and what value for the parameter λ is appropriate. If
λ is too large the image looks unnatural which causes problems for many applications [5].
To overcome this problem, some approaches apply several filters and take that output which
looks most “natural” (see, e.g., [5]). The following example shows an unsharp masking
filter used in image processing that is based on the Laplacian.

 0 0 00 4 0
0 0 0

+ λ

 0 −1 0−1 4 −1
0 −1 0

 .
There has been some work done on extending the traditional unsharp masking
techniques in various directions, including using multiscale decompositions to perform
a “multiscale unsharp masking.” The approach in [36] uses a Laplacian pyramid for
the multiscale decomposition. The coefficients of the gradient images are modified by
multiplication with factors that depend on the magnitude of the coefficients.
In [27, 37] wavelet coefficients computed with the Mallat-wavelet-transform from [31]
(not an orthogonal transform) are modified for the enhancement of medical images.
The authors use the term “multiscale unsharp masking” for multiplying the transform detail
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coefficients at each scale with parameters that depend on the magnitude of a coefficient,
but not on the scale.
2.3. Denoising
The removal of additive Gaussian white noise is a central problem in image processing.
The classical Fourier-based approach to that denoising problem is lowpass or Wiener
filtering. The advantages, suppression of high frequencies with low complexity algorithms,
and disadvantages, ringing artifacts due to Gibbs phenomenon, of this approach are known.
Over the last years denoising via wavelet shrinkage has become a state-of-the-art denoising
technique which outperforms Fourier techniques in many applications, especially if
the noise has non-periodic characteristics. Wavelet shrinkage for maximal decimated
orthogonal wavelet transforms has first been introduced by Donoho and Johnstone [17].
The basic concept is to set all wavelet coefficients smaller than a threshold to zero and
keep the coefficients above the threshold (hard thresholding) or shrink them by a fixed
amount (soft thresholding). Since its introduction in 1992 wavelet shrinkage has been
developed in various directions using local or adaptive thresholds for various wavelet
transforms, incorporating statistical models and interscale dependencies, etc. Even though
the original work strongly uses properties of Besov spaces, most of the derived methods
for applications do not take those spaces into account. We will address the Besov-space
processing of [17] in Subsection 3.2.1.
2.4. Deconvolution
A typical problem in the smoothing-sharpening field is deconvolution. In this problem
the observed image is a blurred version of an original image x . In application the blurring
might be caused by a sensing device, e.g., a scanner, and is usually being modeled as
a convolution with a point-spread-function, i.e., a lowpass filter [24]. Often noise is
introduced during the scanning process as well. The digitally captured image y is then
modeled as
y = g ∗ x + n, (2)
where x is the original image, g the point-spread function, and n is Gaussian white noise
with a given variance. Let Y , G, X, N be the Fourier transforms of y , g, x , n. Then Eq. (2)
transforms to
Y =G ·X+N.
In order to recover the original image x from the noisy blurred observations it is necessary
to remove the noise and invert the blurring, i.e., perform a “deblurring” step.
The classical approach to the deblurring problem without the presence of noise—
assuming that the convolution kernel is known—is to invert the convolution kernel, i.e., a
classical deconvolution. In the frequency domain that means a division by the convolution
kernel G. As soon as the kernel g has a zero in its frequency response deconvolution
becomes an ill-posed problem. Even if the blurring filter does not have zeros in the
frequency response, dividing by the kernel in the presence of noise leads to enormous
magnification of noise pixels.
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To overcome this problem typically a Fourier-domain regularization is performed [3].
The general form for a Fourier-domain regularized signal estimate of X is given by
Xα =GαY
with
Gα =
(
1
G
)( |G|2Px
|G|2Px + α · V ar(n)
)
,
where Px is the power spectrum density of x and has to be estimated from the given blurred
image. The parameter α is called the regularization parameter and controls the tradeoff
between noise suppression and distortion of the signal. There has been a lot of work done
on how to find a suitable regularization parameter. The setting α = 1 corresponds to the
Wiener filter, which is optimal in the MSE-sense for a Gaussian input signal x . For many
applications the estimation of α is performed by numerically very expensive algorithms or
has to be determined by empirical testing [22]. An even more difficult problem occurs if the
convolution kernel is not known. In this situation first the kernel has to be estimated [24].
It is well known that denoising via wavelet shrinkage outperforms Fourier-based
denoising in many applications, especially if the signal or image consists of smooth
parts and isolated singularities. Therefore, it is natural to derive hybrid wavelet-Fourier
techniques by substituting the denoising step in the deconvolution problem by performing a
wavelet transform and shrinkage of the coefficients. There are two general approaches. One
is to invert the convolution filter first and then denoise the signal in the wavelet domain. The
second approach applies a wavelet denoising first, computes the inverse wavelet transform,
and inverts the convolution filter as the last step. In case the convolution kernel is not
invertible a regularized inverse has to be used. A schematic overview on these hybrid
methods is illustrated in Fig. 1. The method at the bottom (in dashed boxes) has not yet
been demonstrated in applications in the literature, but is the straightforward extension
of the third approach when the convolution kernel is not invertible. All the techniques
illustrated in Fig. 1 require exact knowledge on the convolution kernel and are not suited
for the blind deconvolution problem.
The first approach of inverting a linear operator first and then performing a wavelet
denoising fits into the concept presented in [16] using a wavelet-vaguelette decomposition
(WVD). This decomposition can be used as a general tool for solving linear inverse
problems given by
y =Kf + n,
where K is a linear operator and n is noise. Examples for K studied in [16] are integration,
fractional integration, and radon transforms. A requirement for the linear operator is that
K has to satisfy a condition that guarantees a homogeneity of the operator with respect to
dilation. Let Da be a dilation operator with (Daf )(t)= f (at). Then the operator K has to
satisfy the Hölder condition, i.e.,
KDa = aαDaK.
For an arbitrary convolution kernel the convolution operator is not a homogeneous operator
(examples are the Gaussian kernel or box function) and does not satisfy the Hölder
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FIG. 1. Schematic overview of hybrid deconvolution techniques. From top to bottom: inverse filtering +
wavelet shrinkage, regularized inverse filtering + wavelet shrinkage, wavelet shrinkage + inverse filtering,
wavelet shrinkage + regularized inverse filtering.
condition exactly. However, Donoho showed in [16] that there exists a WVD also for the
inhomogeneous convolution operator if the operator satisfies the scaling behavior
|Kˆ(ω)| ∼ |ω|−α as |ω| →∞. (3)
As a consequence given a specific convolution kernel there exists a wavelet decomposition
such that the solution to the ill-posed problem consists of a nonlinear shrinkage of the
WVD coefficients. In practice, in order to obtain the WVD coefficients an inversion of the
convolution filter is necessary. Solving homogeneous linear inverse problems with a WVD
is shown to achieve, within a logarithmic factor, the minimax risk over each functional class
in a wide variety of Besov and Triebel spaces with respect to a wide variety of losses. This
means that the WVD methods have near-optimality properties that outperform traditional
Fourier-based methods.
By inverting the filter necessary for WVD the original white noise is transformed
into colored noise. This requires a different thresholding scheme than that for white
noise [25]. The disadvantage of this method in practical applications is that the noise
variance increases with finer scales which makes it difficult to distinguish singularities
from noise at those scales and noise pixels are left over after thresholding (see Fig. 6b).
To overcome this problem the use of a mirror wavelet basis using a wavelet packet
decomposition was introduced in [30] in order to further divide the high-frequency bands.
This suppresses noise outliers (Fig. 6c), but increases the complexity of the transform.
Both solutions [16, 30] are not applicable in the case that the convolution filter has
zeros in the frequency response. The approach in [34] overcomes this problem using a
regularized WDV technique (WARD) which applies first a Fourier-domain regularization
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with parameter α and then wavelet denoising. However, this technique is very complex
since it requires an estimate of Px and estimation or empirical tuning of the regularization
parameter.
The second approach to hybrid wavelet-Fourier techniques (first denoising, then filter
inversion) fits into the concept of performing wavelet denoising followed by the inversion
of a linear operator using a vaguelette-wavelet decomposition (VWD). In practice this
concept applied to a convolution operator has the disadvantage that either there might
be left-over noise pixels that will be magnified by the filter inversion or that too much
denoising leads to severe artifacts after the filter inversion (see Fig. 6d).
3. SHARPENING AND SMOOTHING IN BESOV SPACES
3.1. Facts about Besov and Triebel Spaces
One of the most important properties of orthogonal wavelet systems is that they form
an unconditional basis in a large class of smoothness spaces, the Besov and Triebel
spaces [21, 32]. Besov spaces collect functions that have a specific degree of smoothness
in their derivatives. The (homogeneous) Besov space B˙αq (Lp) consists, roughly speaking,
of functions that have α bounded “derivatives” in Lp . The parameter q is an additional
refinement parameter. For the exact definition of Besov spaces see [13, 35]. In general we
can say that the smoothness of a function in B˙αq (Lp) increases with increasing α. Given
the wavelet decomposition of a function f using an orthogonal wavelet system by
f =
∑
j0
cj0,kφj0,k +
∑
j≥j0
∑
k
dj,kψj,k
there exists a nice equivalent wavelet-based characterization of this Besov norm, namely
the (homogeneous) sequence Besov norm
‖f ‖b˙αq (Lp) :=
(∑
j
2j (α+1/2−1/p)q
(∑
k
|dj,k|p
)q/p)1/q
(4)
for 0 <p, q <∞ and a smoothness parameter α > 0. For p or q =∞ the sequence Besov
norm is defined substituting the Lp or Lq norms in (4) by the corresponding L∞ norms,
i.e.,
‖f ‖b˙α∞(L∞(R)) = sup
j,k
|dj,k|2j (α+1/2).
It is shown in [13, 21, 32] that if the chosen wavelet system is sufficiently smooth (see
below) the norm ‖.‖b˙αq (Lp) is equivalent to ‖.‖B˙αq (Lp) (notation ‖.‖b˙αq (Lp)  ‖.‖B˙αq (Lp)); i.e.,
there exist constants C1 and C2 with 0<C1 ≤ C2 <∞ such that
C1‖f ‖B˙αq (Lp) ≤ ‖f ‖b˙αq (Lp) ≤ C2‖f ‖B˙αq (Lp). (5)
That means that the norm of a function f in a very sophisticated smoothness space
B˙αq (L
p) can be measured from a simple weighted sum of its wavelet coefficients.
Furthermore, it implies that setting wavelet coefficients of f to zero decreases the norm,
i.e., guarantees that the reconstructed function is in the same Besov space as f and
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reduces the energy in that specific space. In the context of denoising via wavelet shrinkage
this implies in practice that no artifacts more irregular than the original function can
be introduced by the shrinkage. This is one reason why wavelet-based compression
and denoising outperform traditional Fourier-based methods in many applications (see,
e.g., [15, 19]). As a “natural” extension of the homogeneous Besov space there exists
the inhomogeneous Besov norm Bαq (Lp) [35] that measures the smoothness of the
function from a decomposition in wavelet coefficients dj,k and scaling coefficients cj0,k .
The wavelet domain characterization of the inhomogeneous Besov norm is given by
‖f ‖bαq (Lp) :=
(∑
k
|cj0,k|p
)1/p
+
(∑
j≥j0
(2j (α+1/2−1/p)q
(∑
k
|dj,k|p
)q/p)1/q
(6)
and
‖f ‖bαq (Lp)  ‖f ‖Bαq (Lp).
This equivalence is not valid for α = 0 since Bαq (Lp) is only defined for α > 0. However,
the sequence Besov norm ‖f ‖bαq (Lp) can be extended to ‖f ‖b0q(Lp) by setting α = 0 in
Eq. (6) (see also [19]).
Similar to the characterization of Besov spaces there exists a characterization of Triebel
spaces Fαq (Lp) using wavelet coefficients. Defining the sequence Triebel norm as
‖f ‖f αq (Lp) :=
(∑
k
|cj0,k|p
)1/p
+
∥∥∥∥
((∑
I
2j (α+1/2−1/p)|dI |χI
)q)1/q∥∥∥∥
Lp
, (7)
where χI is the characteristic function on the interval I = Ij,k = [k/2j , (k + 1)/2j ], the
following equivalence holds
‖f ‖f αq (Lp)  ‖f ‖Fαq (Lp).
The main difference between Besov and Triebel norms is that Besov norms first
summarize the coefficients at one scale j and then summarize across scales with the special
weighting. Triebel norms first summarize across scales, then across spatial locations.
The Daubechies wavelet systems of order D belong to certain Hölder spaces [10]. Let
σψ ∈ R be the maximal Hölder smoothness of ψ . Then the regularity R of the wavelet
system is defined as
R := min{σψ,D}.
Table 2 shows the order and the smoothness degrees of Daubechies wavelets estimated
in [10]. The Besov space equivalence in Eq. (5) only holds if the wavelet system satisfies
R = min(D,σψ) > α [13]. The order D is an upper bound on α for the implication
f ∈ Bαq (Lp)⇒‖f ‖bαq (Lp) <∞, α <D (8)
whereas σψ is an upper bound on α with the implication
f ∈ bαq (Lp)⇒‖f ‖Bαq (Lp) <∞, α < σψ. (9)
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TABLE 2
Regularity of Daubechies Wavelets: ψ ∈Cσψ− (R) for Listed Values of σψ
Wavelet system Order D Smoothness σψ
D-2 (Haar) 1 —
D-4 2 0.5
D-6 3 0.915
D-8 4 1.275
D-10 5 1.596
That means that the wavelet system provides an upper bound on the smoothness that can
be determined from the wavelet coefficients of f .
Interesting Besov and Triebel spaces for image processing are (see [19]):
(1) For 0 < α < 1 the homogeneous Hölder space C˙α(R) consists of all functions
f ∈ L∞(R) such that there exists a constant C, 0 <C <∞, with
|f (t)− f (t ′)| ≤ C|t − t ′|α (10)
for t, t ′ ∈ R. The smallest constant C is called the homogeneous Hölder norm of f . The
Besov space equivalence is ‖f ‖C˙α  ‖f ‖B˙α∞(L∞) with the usual extension for α ≥ 1.
(2) The Lp spaces, ‖f ‖Lp  ‖f ‖f 02 (Lp).(3) Sobolev spaces, ‖f ‖Wmp  ‖f ‖f 02 (Lp) +‖f ‖f m2 (Lp).(4) Functions that contain jump-discontinuities are contained in Bαq (Lq) for α < 1/q ,
q <∞. These spaces are investigated in detail in [12, 19] regarding their approximation
properties. As an example, a step-edge function is not contained in Bα∞(L∞) for α > 0,
but is contained in Bα1 (L
1) for α < 1 and in Bα2 (L
2) for α < 0.5. It is important that in
those spaces it is still possible to allow an exponent larger than zero. This is due to the
fact that a step-edge function has “α bounded derivatives in Lq” for α < 1/q (more details
in [12, 19]). Also with similar arguments, a function with “negative Hölder exponent” in a
suitable range can “belong” to a Besov space with corresponding parameters α and q .
There exist embeddings between Besov and Sobolev spaces, e.g., Wα+/p ↪→ Bαq (Lp) ↪→
Wα−/p ), that lead to the interpretation of Besov spaces being “refinements” of Sobolev
spaces [23, 35]. Similarly, oscillation spaces were introduced in [23] as refinements of
Besov spaces in order to study properties of multifractal functions. However, further
consideration of those function spaces is far beyond the scope of this paper.
3.2. Examples of Image Processing in Besov Spaces
We will briefly review two areas of image processing where Besov spaces were explicitly
used to derive algorithms and compute estimates on approximation errors.
3.2.1. Denoising. One of the first applications taking advantage of Besov spaces was
denoising studied by Donoho and Johnstone in [15, 17]. The results could be summarized
by saying that starting with noisy samples of an unknown function in a specific Besov
space and performing soft thresholding on wavelet coefficients with the specifically
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derived threshold there exists an interpolation of the reconstructed samples that is almost
surely at least as smooth as the original unknown function in the corresponding Besov
space with decreased Besov norm. The importance of this result may be seen by the
following consequence: Starting with noisy samples of a constant function y = 0, after soft
thresholding the reconstructed samples are almost surely samples of the constant function
y = 0. Since, in general, the reconstructed function is always in the same Besov space as
the original unknown function the authors talk about “adaption to unknown smoothness via
wavelet shrinkage” [18]. It is not possible to obtain a similar result using Fourier transform
coefficients. A big advantage of wavelet shrinkage in applications is its simplicity. The
theoretically derived threshold for hard or soft thresholding is computed usually from one
level of wavelet coefficients and then applied to all coefficients.
Since denoising by wavelet shrinkage is part of the hybrid methods for deconvolution,
Besov-space processing has entered implicitly into the area of deconvolution, but only for
the denoising, not for the deblurring part of the problem.
In combination with statistical methods, wavelet thresholding in Besov spaces have also
been investigated using a Bayesian formalism [1].
3.2.2. Compression. In compression one approach is to perform progressive decoding
by decoding only the N largest coefficients. By increasing N the quality of an image
is increasing. The approximation error using N -term approximation was studied in [19]
using approximation properties in Besov spaces. One important result is that for images in
Bαq (L
q) with α > 0 using only the N largest wavelet coefficients for decoding the N -term
approximation error decays faster with increasing N than using Fourier coefficients. For
more details see [19].
It is important to notice that Besov spaces characterize the smoothness of a function
globally and not locally. Therefore, image processing in Besov spaces is a global
processing and does not consider different localized smoothness properties.
3.3. The Basic Concept of Sharpening and Smoothing in Smoothness Spaces
After this quick review of the advantages of compression and denoising in Besov spaces
it is appropriate to investigate whether there exists a concept of sharpening and smoothing
in Besov spaces.
We know from the norm equivalence in Eq. (5) that the scaling behavior of given wavelet
coefficients over scales determines the association to a Besov space Bαq (Lp) of a function
f that is composed from these wavelet coefficients dj,k(f ) for α < R. Therefore, we can
vary the smoothness of f by weighting the coefficients in a special way. In detail, given
f ∈ Bαq (Lp) with decomposition f =
∑
j,k dj,k[f ]ψj,k and β > 0 with α + β < R, we
define g as
g =
∑
j,k
dj,k[g]ψj,k
with
dj,k[g] := 2−jβdj,k[f ].
By construction, the function g is contained in Bα+βq (Lp) and is, therefore, smoother
than f . Using this approach we derive a new concept of sharpening and smoothing in
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Besov spaces by modifying the decay of the values of its multiscale decomposition and
forcing a function to move from one smoothness space to another. In detail this is defined
as follows.
DEFINITION 3.1 (Wavelet Sharpening and Smoothing (WSS)). Let f ∈ Bαq (Lp) or
f ∈ Fαq (Lp) for α > 0, 0 < p,q <∞, let {ψj,k} be an orthogonal wavelet system of
regularity R, and let dj,k[f ], j, k ∈ Z be the wavelet coefficients of f with respect to ψ .
For β ∈R, 0 < β <R − α the function g1 defined by
g1 =
∑
j,k∈Z
dj,k[g1]ψj,k with (11)
dj,k[g1] := 2−jβdj,k[f ] (12)
is called the (multiscale) smoothed version by amount β of f with respect to ψ .
For γ ∈ R, 0< γ < α, the function g2 defined by
g2 =
∑
j,k
dj,k[g2]ψj,k with (13)
dj,k[g2] := 2−j (−γ )dj,k[f ] (14)
is called the (multiscale) sharpened version by amount γ of f with respect to ψ .
If we use the inhomogeneous sequence Besov norm equivalence and the wavelet
sharpening and smoothing concept in order to modify the smoothness of a function it
becomes clear that the result of the sharpening and smoothing depends on the scale j0.
Therefore, we give the following definition.
DEFINITION 3.2 (Inhomogeneous Wavelet Sharpening and Smoothing). Let f satisfy
the requirements from Definition 3.1 and let φ, ψ form an orthogonal wavelet system of
regularity R and let dj,k[f ], j, k ∈ Z, j ≥ j0, be the wavelet coefficients of f with respect
to ψ and cj0,k the scaling coefficients with respect to φ.
For β ∈R, 0 < β <R − α, the function g1 defined by
g1 =
∑
k
cj0,k[f ]φj0,k +
∑
j≥j0
∑
k
dj,k[g1]ψj,k with (15)
dj,k[g1] := 2−jβdj,k[f ] for j ≥ j0 (16)
is called the j0-scale smoothed version by amount β of f with respect to ψ .
For γ ∈ R, 0< γ < α, the function g2 defined by
g2 =
∑
k
cj0,k[f ]φj0,k +
∑
j≥j0
∑
k
dj,k[g2]ψj,k with (17)
dj,k[g2] := 2−j (−γ )dj,k[f ] for j ≥ j0 (18)
is called the j0-scale sharpened version by amount γ of f with respect to ψ . The operator
that performs smoothing or sharpening is denoted by ητψ,j0 , i.e., g1 = ητψ,j0f for τ = β and
g2 = ητψ,j0f for τ =−γ .
In the following sections if the sign of the smoothness parameter τ is clear, the parameter
β is always used for smoothing, γ for sharpening.
It may be possible to choose other multiplication factors for the coefficients in order
to achieve a finite norm in a different Besov space and is left for further research. In this
paper, however, we focus on a rescaling performed uniformly in each scale.
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3.4. “Energy” Preservation in Besov/Triebel Spaces
The rescaling of wavelet coefficients described in the previous section can lead to
undesired loss or gain of energy in the reconstructed smoothed or sharpened image. This
leads to the topic of how to preserve the energy of the image. If the term “energy” (typically
L2 norm for Fourier-based techniques) is replaced by the broader term “norm” then a
possible criterion for normalizing the rescaled coefficients is to preserve a specific function
space norm after rescaling. If, e.g., the sharpening of a function f ∈ Bαq (Lp) is done by
switching to Bβq (Lp) with β < α then the sharpened coefficients dj,k[g] = 2−jτ dj,k[f ],
τ =−(α − β), should be normalized such that
‖f ‖
B
β
q (L
p)
= ‖g‖
B
β
q (L
p)
, (19)
where the considered smoothness space Bβq (Lp) is always the space of less smoothness. In
the case that f ∈ Bα∞(L∞) is sharpened by switching to Bβ∞(L∞) the coefficients dj,k[g]
would have to be multiplied by
C
B
β∞(L∞)
= supj,k(|dj,k[f ]|2
j (β+1/2))
supj,k(|dj,k[f ]|2j (α+1/2))
.
In contrast, if f ∈Bα1 (L1) and smoothing is done by switching to Bβ1 (L1), β > α, then the
coefficients dj,k[g] would have to be multiplied by
C
B
β
1 (L
1)
=
∑
j 2j (α+1/2)
∑
k |dj,k|∑
j 2j (β+1/2)
∑
k |dj,k|
.
A step-edge function is in some Besov spaces such as B1−/1 (L1) and B
0.5−/
2 (L
2),
but not in any of the Hölder spaces. However, the coefficients of a step-edge function
follow the inequality supj,k |dj,k| ≤ C · 2−j/2 which can interpreted as characterizing the
space b0∞(L∞) with ‖f ‖b0∞(L∞) = supj,k |dj,k|2j/2. We therefore extend the definition
of (inhomogeneous) wavelet sharpening and smoothing in Definitions 3.1 and 3.2 to the
spaces bαq (Lp) for α ≥ 0.
The L1 space in particular has been of interest for image processing for quite a while.
In [12] the authors have shown that theoretically the rate of approximation error in L2
is also achievable in L1, but not necessarily vice versa. Recently, algorithms have been
developed for computingL1 approximations that compared to L2 approximation decreases
ringing around edges [33]. A step-edge function is in Bα1 (L1) for some α > 0, but
Fourier-processing is not located in L1. This results in poorer approximation properties
of Fourier approximations around step edges. For this reason in the experiments we focus
on smoothing (blurring) and sharpening (deblurring) of step edges and not on very smooth
signals.
Figure 2 demonstrates WSS-smoothing of a step-edge function by switching from
B0.5−/1 (L1) to B
0.9
1 (L
1) or b0∞(L∞) to B0.4∞ (L∞) while preserving the B0.5−/1 (L1) and the
b0∞(L∞) norm, respectively, using the D10 wavelet system. This Besov-space smoothing
looks very different from a familiar “smoothing” through, e.g., a Gaussian blur. The
modifications around the edges show characteristics of the chosen wavelet system on a
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FIG. 2. “Smoothing” of blocks signal by switching of smoothness spaces. From top to bottom: original
signal, B1−/1 (L1)→ B1.4−/1 (L1), B0.5−/2 (L2)→ B0.9−/2 (L2), b0∞(L∞)→ B0.4∞ (L∞), using two (left, two-
scale smoothing) and four (right, four-scale smoothing) levels of a DWT decomposition with D10 wavelet.
smaller scale for two levels and on larger scale for four levels of decomposition. Out of
those three specific examples smoothing in Bα2 (L
2) seems to look most pleasant to the
human eye, but being pleasant to the human eye was not necessarily a goal for performing
theoretical smoothing in Besov spaces.
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FIG. 3. Four-scale smoothed blocks signal in Bα2 (L
2) by switching from Bα2 (L
2) to Bα+τ2 (L2) using the
RDWT with D10 wavelet. Top, β = 0.4, bottom, β = 2.0.
The experiment in Fig. 3 shows smoothing of the blocks signal using the overcomplete
(redundant) DWT (RDWT) with two different amounts of smoothing. The RDWT neglects
downsampling in the pyramid algorithm and keeps all shifts of the decomposition tree (see,
e.g., [8, 28]). The difference of the degree of smoothness is visible in the overshoots created
around the edges. In this experiment the RDWT uses basis functions in the reconstrution
that are roughly speaking twice as smooth as the original wavelet system (see, e.g., [4, 14]).
4. RELATIONSHIP OF WSS FRAMEWORK AND FOURIER-BASED CONVOLUTION
TECHNIQUES
4.1. WSS and Contrast Enhancement
As stated in Section 2 contrast enhancement in general does not perform any deblurring.
Therefore, it does not directly fit into the WSS framework. However, methods in [27, 37]
modify wavelet coefficients to enhance contrast in mostly medical images. Those
algorithms have a lot of parameters that have to be tuned empirically. They do not have
any relation to theoretical smoothness of an image. Therefore, we do not compare WSS
enhancement with those contrast enhancement methods in the experiments in this paper.
4.2. WSS vs Enhancement by Convolution
The wavelet decomposition of a function is not shift-invariant. That means the
decomposition of two shifted versions of a function are in general not the same. As a
consequence, applying WSS to two different shifts may result in two different smoothed
or sharpened versions of the function. Therefore, it is obvious that WSS processing is not
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equivalent to a convolution. This is valid for functions in the continuous time domain.
The discrete case will be studied later.
We will now focus on some smoothness properties of the two techniques with respect
to image processing applications. A convolution kernel is typically characterized by
frequency domain criteria such as zeros, decay, cut-off frequency, etc. Once, e.g., a lowpass
kernel g has been designed for smoothing, typically a dilation parameter a controls the
amount of smoothing. That means the kernel g(at), a > 0, is used in the convolution
and larger a means more smoothing. This one-parameter family regulates the smoothing.
Theoretically, this smoothing is considered appropriately in Sobolev spaces. If a function
f ∈Wα2 is convolved with a smoothing kernel g ∈Wβ2 ∩L1 the convolved function f ∗ g
is in Wα+β2 . For the Gaussian kernel Gσ = 1/(σ
√
(2π)) exp(−x2/(2σ 2)) the implication
is that f ∗Gσ ∈Wγ2 for every γ with 0 < γ <∞ regardless of the value of σ . That means
a variation of σ does not effect the Sobolev-smoothness of the result of the convolution.
Besides the choice of the wavelet system and the Besov space, smoothing with WSS has
two more parameters, the maximal scale of decomposition j0 and the change in smoothness
β from Definition 3.2. In case of a typical lowpass kernel, the scale parameter j0 can be
interpreted as relating to the dilation parameter σ in the deconvolution. The parameter β
allows the degree of smoothness to be varied. As an example with WSS it is easily possible
to smooth a function which is only one-times differentiable, but not two-times, such that
the smoothed version is 2.3-times, but not 3-times differentiable. The smoothing parameter
β for this example is β = 1.3. In smooth parts of the function wavelet coefficients vanish.
Therefore, depending on the decomposition scale j0 the smoothing is only performed in
the irregularity parts of the function, e.g., in neighborhoods around step edges.
The inversion of a convolution is only possible if the convolution filter does not
have zeros in its frequency response. An example of an invertible filter is the Gaussian
kernel; in contrast the box-function is a non-invertible filter. Smoothing and sharpening
in Besov/Triebel spaces using orthogonal wavelets is always invertible by a simple sign
change of the parameters β , γ , respectively.
A more detailed comparison of WSS-enhancement with hybrid deconvolution tech-
niques is performed and illustrated in a special example in Section 5.
These observations so far are made for continuous time functions. In applications we are
dealing with finite data. By comparing a disrete convolution with WSS using a maximal
decimated DWT it is clear that also in this case WSS is not equivalent to a convolution.
This is different when using a shift-invariant RDWT. That case is studied in detail in
Subsection 4.3.
Since function spaces and norms usually consider asymptotic behavior and limits it
is clear that we cannot talk about function-space smoothness for finite data in the strict
way we did in the previous sections. However, it makes sense to talk about behavior of
coefficients and sizes of norms at fine scales of wavelet coefficients in order to differentiate
smoothness visual to the human observer in sampled data.
For example, it is known that wavelet coefficients dj of samples of a step-edge function
follow the scaling behavior dj ∼ 2j/2. Wavelet coefficients of a Gaussian kernel decay
over scales with the number of vanishing moments D of the wavelet system. This is
consistent with the implication (8). On the other hand, modifying wavelet coefficients,
e.g., by thresholding, may make the basis functions visible in the reconstructed signal. For
example, denoising using the DWT with the Haar system may yield blocky reconstruction,
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whereas for a D-8 wavelet the reconstruction may look much smoother. This is consistent
with the implication (9), which means that the maximal possible guaranteed smoothness
of the reconstruction is the smoothness of the wavelet system.
The preservation of energy in Besov norms also makes sense for finite data and can be
used in the same way as the 2 norm is used in conventional techniques.
For finite data, the WSS framework is closely related to the unsharp masking technique.
This is described in the following.
4.3. WSS and Unsharp Masking
Using the typical filter bank description of a dyadic wavelet decomposition the
sharpened or smoothed scaling coefficients sjs at scale j are defined as
s
j
dwt-s = F0(sj )+µjF1(sj ), (20)
where F0 is a time-variant filter that represents the lowpass part of a forward transform
step followed by the inverse transform step and F1 is a time-variant filter that represents
the corresponding highpass part. A comparison with Eq. (1) shows that Eq. (20) fits into the
framework of unsharp masking of a single level of scaling coefficients if the parameter µj
functions as a sharpening parameter. In the WSS-framework the results from Section 3
provide knowledge on how to choose the parameter µj for smoothing or sharpening.
Setting
µj := 2jτ
we obtain the discrete analogue to the theoretical sharpening and smoothing from
Definition 3.1; i.e., τ > 0 smoothes the image and τ < 0 sharpens the image. Due to the
lack of translation-invariance of the wavelet decomposition computed via a DWT it is not
possible to combine the unsharp masking steps at various scales from Eq. (20) into one
time-invariant filter. Therefore we interpret discrete WSS using a DWT for τ < 0 as a
“time-variant” multiscale unsharp masking.
If we choose to apply an overcomplete (redundant) DWT (RDWT) to our input data it is
possible to replace F0 and F1 in Eq. (20) by time-invariant filters Gj and Hj ,
s
j
rdwt-s =
1
2j
[Gj ∗ sj +µjHj ∗ sj ]. (21)
In this case, applying WSS using an RDWT to finite data, an L-level WSS-enhancement
is equivalent to a convolution with a convolution kernel depending on the wavelet system,
and the enhanced signal can be described as
xenh = 12LHL ∗ x+µL
1
2L
GL ∗ x+µL−1 12L−1GL−1 ∗ x+ · · · +µ1
1
2
G1 ∗ x (22)
with µj = 2jτ . Therefore, discrete WSS-sharpening using an RDWT can be interpreted
as a form of multiscale unsharp masking with specific sharpening parameters and filter
characteristics. It is important to point out that the Laplacian pyramid for unsharp
masking (as in [36]) is theoretically not a suitable multiscale decomposition for performing
sharpening in Besov spaces.
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The filters Hj , Gj in Eq. (21) are related to iterations of the autocorrelation filters of
the original wavelet filters. The smoothness of the filters Hj and Gj from Eq. (21) differs
from the smoothness of the filters F0[k] and F1[k] used in the DWT in Eq. (20). Since Hj
and Gj are autocorrelation filters, they are, roughly speaking, twice as smooth as the DWT
filters. For more details on this see [4, 11, 14].
5. APPLICATION TO DEBLURRING FOR DOCUMENT ENHANCEMENT
Smoothing and sharpening steps might be required in many fields in image processing.
In this paper we will mainly focus on one particular application: the enhancement of a
scanned document. In this section we model a document and the scanning process in Besov
spaces and use this model to derive the parameters for the WSS technique.
5.1. Deblurring with WSS Using Smoothness Models
Enhancement with WSS can be interpreted as a very general approach to the deblurring
problem that is completely located in the wavelet domain. We consider two different
blurring scenarios.
In the first case the observed blurred image is the result of a smoothing in Besov spaces
as defined in Definition 3.1, i.e.,
y = ηβψ,j0 ◦ f + n. (23)
We first consider the case of no noise present, i.e., y = ηβψ,j0 ◦f , and call this a Besov blur.
Then WSS can function as an inversion operator that inverts the smoothing exactly; i.e.,
the blurred function can be deblurred into the original function by using the appropriate
operator η−βψ,j0 . For the examples for inverting the smoothing in Fig. 2 the parameters have
to be chosen as ψ = Daub-10, j0 = 2,4, and β = 0.4.
In the second case the observed blurring is modeled in the traditional way as being the
result of a convolution, i.e., y = g∗f , and call this a convolution blur. Figures 7 and 8 show
the example of a Besov-blur and a convolution blur. To the human observer the difference
between the blurred images is not noticeable.
Given a convolution-blur deblurring with WSS performs an approximation to the
inversion of the convolution filter. The goal using WSS is not to invert the exact convolution
filter, but to invert the smoothness introduced by the blurring process. Therefore, we call it
deblurring with WSS and not deconvolution with WSS.
As mentioned before, an important step in the WSS framework is the modeling of images
and processing steps in Besov spaces. For applications we therefore look for images that
have a sharp characterization in Besov spaces and processing that can be appropriately
modeled in those spaces. A problem with real-world images is that it is hard to find the
Besov space of least smoothness an image belongs to since real step edges are mostly
not present. In addition, noise may prevent a good estimate of the Besov parameter α
from a given image. For documents, in contrast, the presence of text allows a “sharp”
characterization in Besov spaces. As a processing step we consider scanning. Blurring
introduced by a scanner or CCD is conventionally modeled as a lowpass filtering, but
we want to model smoothing properties of scanning in Besov spaces. In order for an
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image to appear blurred in the observer’s eye a blurring should smooth a step edge to a
continuous piecewise linear or an at least one-times differentiable function. A scanning
process introduces the same amount of blurring to each part of the image and does not
change the blurring amount locally. As a consequence, deblurring of a scanned document
seems to be a good problem to fit into the WSS framework. For a scanned document,
a priori it is not known whether the observed image is the result of a Besov blur, a
convolution, or some other blurring method.
We first investigate the deblurring of a convolution blur. A document containing text
and photo components can be modeled as a function f in Bα2 (L2) for α < 1/2, in B
α
1 (L
1)
for α < 1, or in b0∞(L∞). The blurring introduced by a scanner is in the conventional
way being modeled as a convolution with a Gaussian kernel g or a pill box kernel p (box
function) [24]. The function f ∗ g has a high degree of smoothness and is in Bτq (Lq) for
q = 1,2 and in Bτ∞(L∞) for all τ > 0. The result f ∗ p of convolving a step edge with
the pill box kernel is a continuous piecewise linear function that belongs to Bα+1/qq (Lq)
for α < 1/q , q = 1,2, and to B1∞(L∞). The goal of WSS is to perform a deblurring of
the blurred function by switching the function from the smoother space back to its original
space. That means the Gaussian blur options for sharpening are
Bτ2 (L
2)→B1/2−/2 (L2), Bτ1 (L1)→B1−/1 (L1), or (24)
B1∞(L∞)→ b0∞(L∞).
In order to perform the inversion of the smoothness by performing wavelet sharpening with
parameter γ we have to keep in mind that the range of the γ is restricted by the wavelet
system. Using a Daubechies-6 wavelet system we can perform the switching in Eq. (24)
only for τ < 0.915 whereas for a Daubechies-10 wavelet system we can choose τ < 1.177.
For a pill box blur options for sharpening in Bα1 (L
1), Bα2 (L
2), and b0∞(L∞) are
B
τ1−/
2 (L
2)→B1/2−/2 (L2), Bτ2−/1 (L1)→ B1−/1 (L1), or (25)
Bτ1∞(L∞)→ b0∞(L∞)
with τ1 ≤ 1 and τ2 ≤ 2. Since we want to apply WSS to text in a scanned document and
text appears as step edges in horizontal and vertical scans we study deblurring of the
one-dimensional Blocks signal. Figure 4 shows results of deblurring with WSS of a pill
box blur (filter size 4) of the Blocks signal in different function spaces using an RDWT.
A complete reconstruction of the original signal is not possible due to the non-invertible
filter kernel. The WSS technique using two levels of decomposition sharpens the edges, but
still keeps some of the slopes instead of creating real discontinuities. For the human visual
system those data edges still look sharp since true step edges do not exist in discrete image
data anyway. The use of more decomposition levels would result in too much overshoot–
undershoot around the edges. The modest ringing around the edges in the one-dimensional
examples in Fig. 4 is pleasant to the human eye in images (see Fig. 9).
Figure 5 shows frequency responses of the inverse of a Gaussian and a pill box kernel
(note the difference in magnitude response scales). The pole for the inverse pill box kernel
is clearly visible. As mentioned in the previous section, without the presence of noise
deblurring with WSS using an RDWT is equivalent to a linear time-invariant filtering
(whereas incorporating hard thresholding is not equivalent to linear filtering anymore!).
The filters used to obtain the deblurring results in Fig. 4 are shown in the right part of Fig. 5.
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FIG. 4. Top, original signal (left) and blurred with pill box kernel (right). Two-scale WSS-deblurring.
Middle, B1−/1 (L1)→ B0.5−/1 (L1) (left), B1−/2 (L2)→ B0.5−/2 (L2) (right). Bottom, B1∞(L∞)→ b0∞(L∞).
All deblurring is performed using D4 wavelet and the RDWT.
The different amounts of sharpening (γ = 0.5 and γ = 1) are clearly visible in the slopes
of the graphs. In contrast to the filter inversion of the Gaussian or the pill box kernel, the
WSS technique avoids introducing poles in the frequency response.
For the general case with noise as in Eq. (2) and Eq. (23), given a Gaussian or pill box
blur, the switching of smoothness spaces has to be accompanied by a denoising step. For
denoising of signals with sharp edges like step edges it has been shown that the translation-
invariant Haar wavelet system is a good choice and it has been widely used in applications
(see, e.g., [8, 34]). It is known that for some natural images wavelet systems with a higher
regularity may perform better for denoising with an RDWT in very smooth parts than
the Haar system, but suffer around edges. For document images the overcomplete Haar
system is suitable. This system has the regularityR = 1 and can reproduce piecewise linear
functions [4, 8].
One target space for the deblurring of a blurred step-edge function is B1/2−/2 (L2). As
a consequence, since R forms an upper bound on the parameter τ a switching of Besov
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FIG. 5. Left, frequency response of inverse Gaussian (solid) and inverse pill box (dotted). Right, frequency
response of resulting convolution filter actually used in the result of discrete WSS with RDWT in Fig. 4:
B1−/1 (L1)→ B0.5−/1 (L1) (dotted), B1−/2 (L2)→ B0.5−/2 (L2) (dot-dashed), B1∞(L∞)→ b0∞(L∞) (solid).
spaces Bτ2 (L
2) to B1/2−/2 (L2) by multiscale sharpening is possible only for 1/2 < τ <
1 = R. For the maximal amount of sharpening γ = 1/2 is chosen in the experiments.
Switching between Bτ∞(L∞) to b0∞(L∞) is possible for 0 < τ < 1 = R. Therefore, the
maximal sharpening amount γ = 1 is chosen for switching between Hölder spaces.
Since the consideration of smoothness properties of functions is a key point of WSS we
want to compare WSS enhancement with techniques that consider the blurring process.
Therefore, we compare it to the state-of-the-art hybrid Fourier-wavelet approaches (WVD,
VWD, and WARD). We do not perform any comparison with highly sophisticated wavelet-
based denoising-only techniques or wavelet-based contrast enhancement methods since
they do not incorporate any blurring or deblurring step.
Figure 6 shows results of deblurring with WSS of a Gaussian blur in the presence
of noise compared with the VWD (b) and the WVD approach using a regular wavelet
decomposition (c) and a wavelet packet decomposition (d) for denoising. The WVD with
wavelet packets follows the approach in [30]. In all hybrid approaches the same wavelet
system as in the WSS result was used in the denoising step. The VWD result (b) clearly
shows typical deconvolution artifacts (Gibbs phenomenon). The WVD in (c) shows noise
outliers left over after the denoising. The WVD with wavelet packets in (d) reduces those
outliers, but introduces some new minor artifacts in other places. Of course, it is possible
to use higher order wavelet systems in the hybrid methods. Those may reduce more of
the noise in smooth regions but lead to more severe ringing around the edges. Also those
wavelet systems have higher computational cost and we keep in mind that a goal in this
paper is to keep the algorithms as simple as possible. The approximation error for all
methods measured in L1 and L2 norm is displayed in Table 3.
A theoretical comparison with WVD and VWD shows that deblurring with WSS is
equivalent to approximating the inversion of a convolution operator in the wavelet domain
by inverting the change in scaling behavior of the wavelet coefficients introduced by the
convolution. In detail, we assume that there exists a β > 0 such that
〈f ∗ g,ψj,k〉 ∼ 2−jβ〈f,ψj,k〉 for j →∞. (26)
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FIG. 6. Top to bottom: (a) blurred with Gaussian and noise added (σ = 0.2), (b) denoising followed by
deconvolution, (c) deconvolution followed by denoising, (d) same as (c) with wavelet packets, (e) denoised +
deblurred (B1∞(L∞)→ b0∞(L∞)) with WSS. Wavelet system used in all examples is the redundant Haar system.
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TABLE 3
L1 and L2 Error of the Approximations in Fig. 6
Signal L1 error L2 error
Wavelet shrinkage + filter inversion (VWD) 1517.6 94.0352
Filter inversion + wavelet shrinkage (WVD) 1457.0 90.2733
Filter inversion + wavelet shrinkage (WVD) with wavelet packets 1459.1 90.1072
WSS 1332.2 82.4441
This assumption is valid for a f ∈ Bαq (Lp) and a convolution kernel g that satisfies the
condition Eq. (3). Therefore, the quality of approximation of deblurring of a convolution
with WSS depends on the quality of the approximation in Eq. (26).
In the example of a 1d-scan f through a step edge with jump in x0 the wavelet
coefficients dj,k in a neighborhood of x0 (computed with a Daubechies wavelet) satisfy
the condition
0 <C12−j/2 ≤ dj,k ≤ C22−j/2 (27)
for |2−j k − x0|< / and constants C1,C2 <∞. Blurred with the one-dimensional pill box
function p the function f ∗p is a continuous piecewise linear function, i.e., f ∗p ∈C1(R),
and there exists constants C3,C4 <∞ such that the wavelet coefficients d˜j,k of f ∗ p
satisfy
0 <C32−j3/2 ≤ d˜j,k ≤ C42−j3/2 (28)
for |2−j k − x0| < /. As a consequence the quality of the approximation of inverting the
convolution filter by rescaling in the wavelet domain depends on how tight the frames
in Eq. (27) and Eq. (28) are. The energy preservation constants in Besov spaces from
Subsection 3.4 yield approximations to the constants in Eq. (27).
The scaling behavior in Eq. (3) in the Fourier domain holds only for ω →∞ which
corresponds to j →∞ in the wavelet domain. Moreover, the estimates in Eq. (27) and
Eq. (28) are only valid in a neighborhood of the jump discontinuity. Therefore, it is
reasonable to perform a j0-scale wavelet sharpening not over all possible scales, but only
over scales j ≥ j0. Scaling coefficients at scale j0 are not modified. In applications this
means that only highpass coefficients at decomposition levels up to a level L are used for
sharpening and lowpass coefficients are not modified. This is justified by the observation
that for the human observer the difference between the output of two different lowpass
filters with similar cut-off frequency is not significant (see blurs in Figs. 7 and 8). The
quality of the approximation of the inversion of a lowpass filter matters in the high-
frequency part, not so much in the low-frequency part. This leads to the strategy of
choosing the scale j0 in WSS corresponding to the estimated cut-off frequency of the blur.
Figure 7 shows a comparison with the WARD algorithm from [34] (available at
http://www.dsp.rice.edu/software/). This algorithm uses a regularized inverse in the
deconvolution and is suitable in the case that the convolution kernel is not invertible. In
the example a pill box kernel is used. The WARD algorithm has much higher complexity
than WSS since it requires estimations of the power spectrum of the original image and
estimations of the regularization parameter. In addition, the denoising in WARD uses two
wavelet transforms for wavelet domain Wiener filtering. In general, the WARD algorithm
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FIG. 7. Left, full image; right, closeups. From top to bottom: (a) blurred with pill box kernel of size 4, noise
added (20 dB), (b) deblurred with WSS (redundant Haar), (c) WARD algorithm, (d) regularized inverse + hard
thresholding denoising (redundant Haar).
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FIG. 8. Top, Besov blur computed with RDWT (Daub-6 wavelet, τ = 1.8) with noise (20 dB). Middle,
deblurred with WSS (Daub-6 wavelet, τ =−1.8). Bottom, deblurring of Besov blur without noise.
preserves the sharp small-scale edges better than WSS, but could not remove noise as
well at the same time (Figs. 7b, 7c). For higher dB this effect becomes less visible.
Figure 7d shows the result of using the regularized inverse from WARD for deconvolution,
but simple hard thresholding with redundant Haar wavelet for denoising instead of the
wavelet domain Wiener filtering. Knowledge of the convolution kernel and an estimate
on the power spectrum of the original signal are still required. Small-scale high-contrast
edges seem to be preserved better than in WSS, but low-contrast edges like the tower in
the background are less visible. We have to keep in mind that WSS does not require any
knowledge of a convolution kernel (a big advantage over the hybrid methods), no estimates
on the original image, and no iterations in the algorithm.
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Figure 8 shows the example of a Besov blur (plus noise) and the WSS-deblurred results
for the Besov blur with and without noise. In this example the parameters for creating the
Besov blur were chosen so that the Besov blur looks like the convolution blur in Fig. 7.
Both scenarios, inversion of the Besov-blur and the convolution-blur, require modeling
of images in Besov spaces. Either way, deblurring with WSS always avoids performing
filtering with poles in the frequency response. Therefore, deblurring with WSS is
numerically very stable.
In the examples of this section we compared deblurring WSS coupled with denoising
mainly with hybrid wavelet-Fourier techniques that use simple hard-thresholding of
RDWT coefficients for the denoising step—the same procedure that the WSS technique
is using. Instead of performing a filter inversion in the Fourier domain or a filtering in the
spatial domain the WSS technique performs a simple rescaling on the wavelet coefficients
that are already in use for the denoising. Thus, the WSS algorithm has lower complexity
than the hybrid methods. There exist more sophisticated techniques for denoising like using
hidden Markov models [9] or combined wavelet-Wiener filtering [6] used in WARD, or
using a wavelet packet decomposition. The results in Figs. 7 and 8 suggest that those
methods would further improve the WSS results. However, in this paper, we wanted to
keep the simplicity of the algorithm as the main feature. The WSS technique could possibly
benefit from using complex wavelets. As shown in [26], consideration of additional phase
information improves the alignment of edges after processing coefficients.
For completion we want to mention the work in [29] where the authors use the link
between wavelets and multifractal analysis to remove noise in images. The basic idea
in [29] is to denoise an image by shifting the multifractal spectrum of the noisy image.
This procedure smoothes noisy regions but also smoothes singularities. The multifractal
formalism is well suited for “fractal” functions, but not so well suited for images that have
smooth (almost constant) regions divided by isolated singularities. The computational cost
for computing and processing multifractal spectra is very high.
5.2. Practical Benefits of a WSS-Based Enhancement Algorithm
The pure wavelet-based solution to the deblurring problem makes the WSS algorithm
a suitable tool for imaging systems, such as a scanner, that can assume specific image
models. Those systems require algorithms with little computational complexity and,
therefore, do not allow iterative methods for computing approximations or optimization
or estimation of a huge prameter family. The WSS technique has the desired simplicity.
As a first step the modeling of the original image in Besov spaces is required. In a
second step the blurring process has to be modeled in Besov spaces. Such a modeling
has been explained in the previous section. It is important to mention that we do not
require knowledge of the exact shape of a convolution kernel. Since for a denoising of step
edges an overcomplete wavelet transform with the Haar wavelet (or some other wavelet
with small approximation order and small support) seems to be the appropriate choice
we can determine the parameter R that determines the maximal range of influentiable
Besov smoothness. From these observations most of the WSS parameters are chosen before
starting the actual computations, namely the choice of
• wavelet transform,
• wavelet system,
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FIG. 9. Top, part of a scanned document. Middle, sharpened with WSS without denoising (RDWT with Haar
and γ = 1). Bottom, combined denoising and deblurring with WSS.
• Besov space, and
• sharpening parameter.
The maximal level of decomposition should be related to the support of the blurring source.
In experiments with 300 and 600 dpi scanners where the blurring source was not known
usually a decomposition level of three or four performed best. For higher dpi scanners more
levels of decomposition may be useful to consider. Using the strategy for determining
the parameters as discussed above, we performed many test experiments with document
images containing photo and text in different font sizes and obtained very pleasant results
with smooth background regions and crisp text. Figures 9 and 10 show results of a
document enhancement. Text and important structures in the nontext part of the image are
clearly sharpened while scanner noise is suppressed simultaneously when applying WSS
combined with denoising. The pre-determination of parameters is an important feature that
makes WSS suitable for hardware implementation. Since we do not have any knowledge
whether this blurring process can be modeled by a specific convolution kernel, the hybrid
deconvolution methods do not work in this application.
Besides those implementation benefits WSS can easily be combined with other image
processing steps in the wavelet domain such as segmentation or interpolation.
6. CONCLUSIONS
In this paper we use the link between wavelet bases and Besov spaces to define the
concept of sharpening and smoothing in Besov spaces. This concept provides a very
general framework that unifies the two image processing steps sharpening and smoothing
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FIG. 10. Closeups of the images in Fig. 9.
into one concept by simply defining a switching between smoothness spaces. We showed
that for applications with a finite amount of data this framework overlaps with some of the
current convolution-based sharpening and smoothing techniques if a translation-invariant
wavelet transform is used, but does not overlap with convolutions if a critically sampled
DWT is used. In deblurring problems that involve noise removal for DWT and RDWT
there is no overlap with Fourier techniques due to the nonlinear shrinkage of wavelet
coefficients. In the examples shown in this paper the proposed technique outperforms
hybrid Fourier-wavelet-based techniques of similar simplicity. Even compared with the
very complex WARD algorithm the WSS technique yields acceptable results without using
exact knowledge of the convolution kernel.
The key point for smoothing and sharpening in Besov spaces is to find a proper model of
the considered images in Besov spaces and characterize the desired image processing steps
in terms of those function spaces and their parameters. We illustrated this modeling with
the example of a document with text and photo content that had been blurred by a scanning
process. This processing is performed globally and, therefore, is a good match for the WSS
approach. In case of a convolution-blur, since WSS does not require exact knowledge of
the convolution kernel, but only of its smoothness properties, deblurring with WSS is a
suitable tool for blind deconvolution. WSS is especially attractive for both its algorithmic
simplicity and the possibility of combining it with other wavelet-based image processing
techniques such as segmentation or interpolation.
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