Abstract-In practice, the convergence rate and stability of perturbation based extremum-seeking schemes can be very sensitive to the curvature of the plant map. An example of this can be seen in the use of extremum-seeking to reduce the amplitude of thermoacoustic oscillations in premixed, gas-turbine combustors. This sensitivity to the plant map curvature arises from the use of a gradient descent adaptation algorithm. Such extremum-seeking schemes may need to be conservatively tuned in order to maintain stability over a wide range of operating conditions, resulting in slower optimization than could be achieved for a fixed operating condition. This can severely reduce the effectiveness of perturbation based extremum-seeking schemes in some applications. In this paper, a sinusoidally perturbed extremum-seeking scheme using a Newton-like step is developed. Non-local stability results for the scheme are formulated using a Lyapunov analysis. A local analysis of the scheme is given to investigate the influence of plant dynamics and to show that the local rate of convergence is independent of the plant map curvature. The benefit of this plant map curvature independence is then experimentally demonstrated in minimizing the thermoacoustic oscillations in a model premixed combustor.
I. INTRODUCTION

C
ONSIDER a plant with a measurable output which is an unknown function of an input . The goal of extremumseeking (ES) is to find the input, , which minimizes or maximizes using only measurements of the output. Without loss of generality, this paper will deal with the problem of minimizing . Furthermore this paper will deal only with the problem of seeking a local minimum of . Fig. 1 shows a basic schematic of sinusoidally perturbed ES. The control input is the superposition of a "slowly" changing component, , and a "small" dither signal,
. The dither signal is used to determine , where , denotes a quantity evaluated at , and denotes an estimate. The exact method for estimating varies between different schemes but requires to be slowly changing compared to the dither signal. With an estimate of available, can be driven towards using an approximated gradient descent law Sinusoidally perturbed ES schemes were amongst the first adaptive controllers developed and, as such, were popular in the 1950s and 1960s [1] . In 2000, there was a resurgence of interest in ES. This was largely due to the development of the first stability analysis of sinusoidally perturbed ES on a general, non-linear plant in [2] . In the same year, a number of other papers on sinusoidally perturbed ES were published [3] , [4] including the first extensions to multi-parameter optimization [5] , [6] . There have been a number of developments in sinusoidally perturbed ES since 2000 including: extension to discrete time [7] ; semi-global stability results [8] ; the use of periodic non-sinusoidal dither signals [9] ; the use of a time-dependent dither signal amplitude [10] ; and the development of stochastically perturbed ES [11] .
As a result of using an approximated gradient descent adaptation law, the local convergence speed of a perturbation based ES scheme is typically proportional to , where represents a value at and . This dependence is evident in the mathematical analysis of particular ES schemes [12] , and can severely reduce the effectiveness of perturbation based ES in applications with a wide range of plant behaviors [13] . When changes as a result of a change in operating condition, then an increase in may destabilize the scheme (since the rate of change of must remain sufficiently small in order to estimate ) whereas a decrease in will result in a reduced rate of convergence.
This curvature dependence may be reduced by introducing additional compensators to the ES scheme [12] . By appropriate selection of these compensators, the behavior of the averaged, linearized closed-loop system can be tuned. This tuning could aim to increase the speed at which the extremum is tracked or, of more interest here, it could reduce the sensitivity of the closed-loop system to perturbations in by using, for example, techniques. Such a reduction in sensitivity to is a vast improvement over more simple ES schemes, however, this technique requires an a priori estimate of and is most effective for small variations in .
There are examples of schemes that are capable of seeking minima in a fashion which is effectively independent of the curvature at that minimum. One such scheme is the discrete-time triangular search algorithm [14] . Triangular search does not use 0018-9286/$26.00 © 2010 IEEE any kind of perturbation to determine its next step, but instead uses information about previous steps (the first step is arbitrarily chosen). The magnitude of each step is not based on any estimate of the gradient, so the performance of the scheme is not related to the magnitude of . This is evident in [15] , where triangular search and sinusoidally perturbed ES are compared in the role of minimizing the thermoacoustic limit-cycle pressure oscillations in a gas-turbine combustor. The adaptation gain, , used in the sinusoidally perturbed ES scheme had to be changed between operating conditions, whereas triangular search required no such tuning.
The Kiefer-Wolfowitz (KW) algorithm [16] is a popular stochastic approximation (SA) scheme for minimization. It uses a gradient descent law , where denotes a value at the -th step of the algorithm and is a sequence of positive numbers satisfying certain, well-known, conditions which include as . The gradient is estimated in an intermediate stage, using a finite difference which is performed over an interval where as . There have been a number of extensions to the KW algorithm which include multi-variable optimization [17] - [19] , methods for handling constrained optimization problems [20] , and a deterministic result for non-smooth optimization [21] . Since the KW algorithm, and its mentioned extensions, use a gradient descent algorithm, optimal selection of the series and requires knowledge of [22] . This problem is largely solved through the use of a Newton step [23] , [24] . In the one-dimensional case, this involves estimating both and before progressing an amount proportional to . In a region near the extremum, the Newton step approximates the difference between the current input and the optimal input, so in the case of perfect estimation of and , it will have a local rate of convergence which is independent of . Newton-like SA and triangular search achieve convergence independently of , however, they lack one major advantage offered by perturbation based ES: the ability to achieve convergence to the extremum on a time-scale comparable to that of the plant dynamics [1] (instead, they require the plant dynamics to settle between each step of the algorithm). This motivates the present work: to develop a sinusoidally perturbed ES scheme which uses a Newton-like step. The proposed scheme is described in Section II, and as well as using a Newton-like step, features a dither signal amplitude schedule (DSAS). This idea is similar to the shrinking interval used in the KW algorithm for estimating the gradient, or the time-varying dither signal amplitude for ES used in [10] . By initializing to be large and reducing it as the extremum is approached, then fast convergence rates and accurate convergence are simultaneously achievable. The most significant difference between the proposed DSAS and the aforementioned schemes is the ability for the DSAS to increase the dither signal amplitude should change after some time.
In Section III, a Lyapunov stability analysis is given for the proposed scheme acting on a static, noiseless plant. The analysis is significantly different to the averaging analyses [2] most commonly formulated for sinusoidally perturbed ES schemes. It is shown that arbitrarily accurate convergence to the extremum can be achieved from within the domain of attraction (which, under some cases, can be made arbitrarily large). For a plant with linear time-invariant (LTI) input and output dynamics, conditions for local stability of the ES scheme are given. Example simulations are performed in Section IV to demonstrate the independence of the scheme and the benefits of the DSAS, particularly its ability to increase when operating far from the extremum. Simulations are also performed to briefly investigate the influence of measurement noise and plant dynamics. Finally, the proposed scheme is experimentally demonstrated to minimize the thermoacoustic limit-cycle pressure oscillations in a model premixed combustor and its performance is compared to an ES scheme similar to that used in [13] .
II. PROPOSED SCHEME Fig. 2 shows a schematic of the proposed scheme. The plant is subject to the input (2) where . is progressed according to the adaptation law, and can be progressed according to the DSAS or may simply be set to a constant, , where . Meanwhile, the gradient estimator determines and for use in the adaptation law.
A. Adaptation Law
Let
and consider the Taylor series expansions
It then becomes apparent that the local (small ) behavior of a regular gradient descent law would yield a rate of change of which is proportional to , whereas a Newton step would yield a rate of change which is proportional to . Therefore the local behavior of an adaptation law using a Newton step will be independent of (unlike a regular gradient descent law). A more practical alternative to a Newton-step is where , are dimensionless quantities. Three scenarios, illustrated in Fig. 3 , are used to explain the motivation behind this adaptation law. When operating close to the minimum of (Fig. 3, case A) , it would be typical for , so is progressed towards at a rate corresponding to an approximated Newton step, as desired. If a Newton step was followed when (case C), then would typically be driven away from . This undesirable situation is avoided with (4), which instead progresses towards at a rate corresponding to a sign-of-gradient descent. The second purpose of the sign-of-gradient descent behavior is to saturate the rate of change of at . This is important if is small. In such a case, even if (as would be expected in case B), the rate of change of may be very large if a Newton step was followed. Saturating the rate of change of ensures that changes "slowly" compared to the dither signal. As will become apparent in the next subsection, this is important for the estimation of and .
B. Gradient Estimator
Consider a plant with no dynamics subject to the input as defined in (2) . Taking the Taylor series expansion of about gives (5) where consists of terms of third and higher order in . Alternatively, the plant output may be represented as Since the observer does not explicitly account for the variation of and with time, it is most effective when and change slowly compared to the dither signal. Note that this state-space observer is based on that used in [15] , but has been extended to be capable of estimating .
C. Dither Signal Amplitude Schedule
As discussed in the previous subsection, the ability of the state-space observer to accurately estimate and relies on and varying slowly compared to the dither signal. In order to increase the maximum allowable rates of change of and , then one could simply increase . However, the maximum allowable value of depends upon plant noise and dynamics. If faster convergence of to was required than could be achieved by simply increasing , then could be increased. However, large, statically defined are also undesirable since converges, at best, to an -neighborhood of . Instead, it would be ideal to have large when the rate of change of is large, and small when the rate of change of is small. The most simple way of achieving such behavior would be to let , however, this is impractical since: • from (4), (7c) and (7d), a circular algebraic relationship arises between and ; • noise in the measurement of will prevent the use of an arbitrarily small dither signal amplitude. Instead, it is proposed that be related to by the differential equation (8) where
. Therefore at any given instant, (8) attempts to drive towards , which is given by (9) where and for all and some . The quantities, , and , are defined in (2) and (4). Since and , then (10) where .
Remark 1:
If there was no noise on , then could be made arbitrarily small, however, should be finite in any practical scenario. Generally should be chosen to be some function which increases with so that scales, in some sense, with .
III. STABILITY RESULTS
A. Plant With no Dynamics
Assumption 1: The plant (see Fig. 2 ) has no dynamics, and is given by a time-invariant function with . Furthermore, there exists a domain containing the origin such that for all : • is twice continuously differentiable with respect to ;
is Hurwitz. Remark 2: Assumption 2 can be satisfied by appropriate selection of .
Theorem 1: Under Assumptions 1 and 2, for any compact set containing the origin in its interior, there exist , and , such that for all , the solution of system (2), (4), (7a)- (9), with initial conditions satisfies
where , and . Remark 3: From (5), for a quadratic plant and, more generally, for a plant satisfying Assumption 1. Therefore, the right-hand sides of (11a) and (11b) are generally . Corollary 1: Under Assumptions 1 and 2, for any compact set containing the origin in its interior, there exist and , such that for all , the solution of system (2), (4), (7a)-(7d) with and initial conditions satisfies (11a).
Remark 4: Theorem 1 demonstrates the stability of the proposed scheme with DSAS, whereas Corollary 1 demonstrates the stability of the scheme with a constant dither signal amplitude . In both cases, the influence of the ES scheme on the plant output may be found by taking the Taylor series expansion of about to gain (12)
B. Plant With LTI Input and Output Dynamics
Up to this point, the analysis of the proposed ES scheme has considered the plant to be a static input-output map. If there were (potentially nonlinear) stable dynamics resulting in a time-invariant steady-state mapping of the input to the output, then it is expected that the dynamics will have only a small effect on the behavior of the scheme provided that is sufficiently small. This choice of effectively ensures time-scale separation between the ES scheme and the plant dynamics (a similar example of this can be seen in [2] ). However, such a requirement limits the rate of convergence that can be achieved by the ES scheme. In this subsection, the local behavior of the proposed scheme is studied when time-scale separation between the plant dynamics and the ES scheme is not guaranteed.
To simplify matters, the influence of DSAS is not investigated. A slight modification of the proposed scheme is considered: lags and are introduced in the demodulation signals so that and appearing in (7c) and (7d) respectively are replaced with
The purpose of these lags, as will become apparent in Theorem 2, is to compensate for lags (due to the plant dynamics) between the dither signal and the corresponding sinusoidal components of the plant output.
Let denote the Laplace variable and let the use of square brackets in the context denote the time-domain output of the transfer function when is its input. Assumption 3: The plant can be expressed as shown in Fig. 4 describes the local dynamics of when is zero. Importantly, it is independent of . Remark 7: Consider the quantity where and . If is sufficiently small, then has a dominant pole at . This allows the final dot-point of Theorem 2 to be tested more easily, but effectively restricts the dynamics of to be well-separated not only from the gradient estimator dynamics, but also from the plant dynamics.
Remark 8: When and , has a single pole at . If is small (see Remark 7) and non-trivial dynamics are introduced, that pole is shifted to a location near . If , then the dynamics will destabilize the system. This occurs because about the equilibrium point. It follows that the scheme will "climb" the plant map rather than descend it as intended. If , then slower convergence of to zero will be observed than in the absence of dynamics. If , faster convergence will be observed, however, the region for which the adaptation law follows a Newton-step will decrease. For fixed , the influence of the pole shift from to may be compensated through selection of a different value of or through suitable selection of and . Remark 9: If the steady mapping was time-varying, then it is expected that singular perturbation arguments could be used to show that converges to an neighborhood of the origin. However, such a result would rely upon varying slowly compared to the slowest time-scale in the ES scheme. It is expected that, by modifying the ES scheme appropriately, the necessity for such a time-scale separation could be avoided. Let denote the Laplace transform. As is also done in [12] , time-varying might be handled in the scheme by replacing the adaptation law (4) with , where is an LTI transfer function whose poles are equal to those poles of that are not exponentially stable (following the internal model principle). Similarly, time-varying might be handled in the ES scheme by modifying the gradient estimator so that the first state of (which tracks the "slow" components of ) is replaced with states corresponding to the poles of that are not exponentially stable. An analysis of such a scheme is not presented here since such an approach would require certain a priori knowledge of and .
IV. RESULTS
A. Parameter Selection and Initialization
Theorems 1 and 2 (as well as Corollary 1) require that is Hurwitz. Even under this restriction, there is a substantial degree of freedom in choosing the gradient estimator gain vector, . The "best" choice of will be application dependent and is likely to involve consideration of the noise-sensitivity, stability margins, and transient response of the estimator. The value of selected for this study is solely chosen to demonstrate the capabilities of the proposed ES scheme.
Referring to the definition of given in (7a) and (7b), then the estimator states, and , are expected to oscillate at rad/s. Similarly, and are expected to oscillate at rad/s. Ideally, information at other frequencies would be attenuated. This can be enforced, to some extent, by considering the transfer function from the plant output to the estimator states (16) where and denotes a non-dimensional quantity. The oscillating states can be made most sensitive to the frequencies at which they are intended to oscillate (compared to nearby frequencies) if the following conditions hold:
where and denotes the -th element in . Solving (17a) and (17b) gives (18) for some . This choice of achieves 20 dB/dec roll-off in , , and at high-and low-frequencies. In 
In other words, the schedule attempts to scale with when operating far from the extremum but prevents from dropping below .
B. Simulations
First, the proposed scheme is studied for constant dither signal amplitudes. Fig. 5 shows the progression of for a plant with and no dynamics. has been set to a large value in order to minimize the occurrence of saturation of the rate of change of . For , exponentially converges to zero with a time constant equal to except during the early stage of the simulation (when the gradient estimator transients are settling). As is increased beyond , these initial transients become more pronounced. For , a shift in the time constant is also observed. This indicates "large" causing coupling between the gradient estimator and adaptation law. Although results for and 10 are shown, the curves are indistinguishable. Similarly, the progression of is independent of . Some of the results observed for the parabolic plant map (such as -independence of and arbitrarily accurate convergence of ) will not be observed for higher order plant maps. Fig. 6 shows the behavior of the scheme with (21) As with the parabolic map, changing has no effect on the progression of . However, it should be noted that under (21) scales with . If was changed and was held constant, then different behavior would be observed. For the plant map given in (21) , for . In the simulations, at , so is initially negative. If the scheme was to progress according to a Newton step, then the scheme would seek the local maximum at rather than the desired local minimum at . For this reason, (4) instead forces to initially follow a sign-of-gradient descent. It is not until the intermediate stages of the simulation that follows an approximated Newton step. Eventually converges to a non-zero value because is non-zero. Substituting (5) into (11a), then converges to an -neighborhood of . Therefore, small are desirable for accurate convergence of , and from (12), for accurate convergence of . Fig. 6 demonstrates that for constant dither signal amplitudes, decreasing improves the accuracy of convergence of , but does so at the cost of slower convergence during large (even if , and therefore the maximum allowable value of , is held constant). Fig. 6 also demonstrates the influence of DSAS. As shown, is initialized to , but is rapidly increased by the DSAS during the early stages of the simulation. During the later stages of the simulation, when it is not necessary to rapidly vary , the DSAS decreases . As a result of using DSAS, the scheme simultaneously achieves faster and more accurate convergence to the extremum than either of the test cases using statically defined dither signal amplitudes.
Consider a plant with a transport lag, , at the output of simple parabolic map . According to Remark 7, then for sufficiently small , the transfer function, , describing the dynamics of about has a single pole at , where is given by (7) and is evaluated in Table I Cases A (dotted, but barely distinguishable from case C), B (dashed), and C (solid). Fig. 7 shows that locally converges to at an exponential rate with a timeconstant equal to , as predicted. It is also of interest to note that the non-local behavior in case B is quite different to that of the other two cases. This is because the larger value of in case B causes the adaptation law to initially saturate . The ability of the proposed scheme to track a time-varying minimum is explored in Fig. 8 .
is increased from 1 to 10 over the duration of the simulation (which would be a particularly challenging scenario for an ES scheme using a gradient descent adaptation law). Furthermore, is increased linearly in time and there is a low-pass filter in the input dynamics. is chosen to be an order of magnitude larger than the corner frequency of the low-pass filter. As such, and are chosen to be and , respectively. The proposed scheme tracks the moving extremum with a small steady-state error (which might be eliminated via a modification to the ES scheme like that discussed in Remark 9). By Theorem 2, has poles at approximately . Although Theorem 2 is only strictly valid for static , the complex poles of help explain the damped oscillatory behavior of about . It is also interesting to note that the poles of are of a very similar magnitude to the pole of : i.e., adaptation occurs on a similar time-scale to that of the plant dynamics.
The influence of measurement noise is briefly investigated by adding white noise, , to the plant output, . Estimation of the plant map curvature requires measurement of effects on the plant output, whereas estimation of the gradient requires measurement of effects. It follows that it is considerably more important to filter out noise on and than on and , so is set to 0.05. The noise power is set an order of magnitude larger than the power of , the fluctuating part of the output when . As shown in Fig. 9 , fluctuates about with an amplitude of about . The dither signal amplitude (not shown) is relatively unaffected by the noise, and has a response similar to that shown in Fig. 9 . Therefore the contribution of non-zero to is an order of magnitude smaller than that of the dither signal.
C. Experiments
The use of lean, premixed combustion in gas turbines is now widespread due to their low emissions. Such systems are, however, susceptible to a phenomenon called thermoacoustic instability, which occurs as a result of unstable coupling between the combustion chamber acoustics and the flame. It can lead to large amplitude pressure oscillations within a combustor at frequencies in the hundreds of hertz. These pressure oscillations can result in unacceptably large noise levels, flame blow-out, reduced performance and fatigue failure of the combustor walls.
In [13] , [15] , a linear proportional valve was used to harmonically perturb the mass flow-rate of fuel to an industrial premixed combustor. Let be the amplitude of the pressure fluctuations and be the phase of the fuel addition with respect to the pressure oscillations. It was shown in [13] that is a smooth function with a unique minimum (modulo radians). An ES scheme was used to tune in order to minimize , however, it was found that had to be varied by a factor of approximately six between high-and low-power operating conditions. This is because the larger of the two gains was destabilizing at one operating condition, while the smaller gain would result in unacceptably slow convergence at the other operating condition. In this subsection, similar experiments are performed to those in [13] , Fig. 10 . Cross-sectional view of model premixed combustor. Not to scale. [15] in order to further demonstrate the proposed ES scheme's ability to achieve consistent minimization over different operating conditions without requiring the tuning of . Fig. 10 shows a simplified sectional view of the combustor. The majority of the rig is constructed from 50 mm inner diameter stainless steel pipe. Air is supplied to the combustor from a 45 kW screw compressor. The primary fuel (gaseous phase, liquefied petroleum gas) is mixed with air in the upstream section of the rig before passing through a flame trap and choke plate and eventually entering the working section. The working section is 1 m long and approximately axisymmetric. The flame is stabilized by a bullet-shaped bluff body located approximately in the middle of the working section. At the outlet of the working section is a nozzle which contracts to a 32 mm diameter. Further details of the rig design are provided in [25] .
A Kulite WCT-312M fast response pressure transducer measures the pressure slightly upstream of the flame holder. A Keihin on-off gaseous LPG injector (driven by a National LM1949 injector drive controller) is mounted downstream of the flame-holder allowing additional fuel to be injected directly into the flame. The pressure transducer and injector driver are connected to a computer (via a National Instruments PCI-6025E) running MATLAB xPC Target. An extended Kalman filter (EKF) acting as a frequency tracking observer approximates the amplitude, frequency and phase of the largest amplitude pressure mode within the combustor. This allows the injector to be driven by a square-wave signal which matches the measured pressure mode frequency but lags the pressure fluctuations by the specified control phase, .
The experimentally determined relationship between and is shown in Fig. 11 for two different inlet Mach numbers: 0.034 (operating condition A), and 0.040 (operating condition B). In both cases, the equivalence ratio based on the primary fuel supply is 0.9. Despite the relatively small power difference between the operating conditions, in case A is approximately twice that in case B. For a fixed operating condition, the difference between the maximum and minimum of is relatively small compared to that achieved in [13] . This is largely due to the amount of noise on and the poor authority achievable with the on-off injector at the frequency of the oscillations . Nonetheless, the test rig serves as a suitable platform for experimental comparison of the proposed ES scheme with one using a regular gradient descent adaptation law. Fig. 12(a) shows the behavior of the proposed scheme (without DSAS) at both operating conditions. For the purpose of comparison, a similar ES scheme to that used in [13] is also tested, and its behavior is shown in Fig. 12(b) . This reference ES scheme uses a gradient descent adaptation law, as given in (1), and a gradient estimator as given in (7a)-(7c) but with As is evident in Fig. 12 , the convergence rate of the proposed ES scheme is relatively independent of the operating condition whereas the convergence rate of the reference ES scheme changes by a factor of approximately two between the different operating conditions. Less predictably, both schemes are more sensitive to noise for operating condition B since it has a flatter corresponding plant map. This is of particular practical significance to the proposed ES scheme. Despite being relatively insensitive to the plant map in a noise-free environment, the presence of noise can introduce some amount of sensitivity to the plant map when is sufficiently small.
Further details of the experiments performed on the model combustor, including details of the EKF and justification for the selected ES parameters are provided in [26] .
V. CONCLUSION
An ES scheme using a Newton-like adaptation law was developed, and shown to achieve convergence of the control input to a small neighborhood of the extremum. The scheme was demonstrated to possess a number of useful properties:
• For a plant with linear time-invariant (LTI) input and output dynamics, conditions for local stability of the ES scheme were given. The local rate of convergence was shown to be independent of . This has the immediate benefit of allowing the designer to set the adaptation gain, , to a small number, such as 0.01, regardless of the system they are trying to control or optimize. This is an improvement over those schemes which adapt according to a more standard gradient descent law, which in effect require the designer to set to a small number. Such schemes require either a priori knowledge of or manual tuning of the adaptation gain. This becomes problematic in systems where changes dramatically with the operating condition. In such cases, a change in operating condition may reduce the rate of convergence in the more conventional schemes or, even worse, destabilize them.
• It was demonstrated that large dither signal amplitudes are desirable for allowing rapid convergence of to whereas small dither signal amplitudes are desirable for accurate convergence of to . By using DSAS, it was possible to simultaneously achieve both rapid and accurate convergence of to the extremum.
• The influence of measurement noise was briefly investigated in simulation. With appropriate selection of , it was demonstrated that the influence of fluctuating (due to noisy estimates of and ) on was small compared to the influence of the dither signal, and the influence of the dither signal was small compared to the influence of the noise. When applied to the problem of thermoacoustic limit-cycle amplitude reduction in a laboratory premixed gas-turbine combustor, the proposed ES scheme was demonstrated to be less plant sensitive than an ES scheme using a more typical gradient descent adaptation law. However, it was also demonstrated that high process and measurement noise levels in the experiment introduced some amount of sensitivity to the plant map curvature once the control input had converged to a small neighborhood of the extremum.
This research also presents a number of areas for further research. These include:
• Extension to multivariable ES. One might extend the proposed ES scheme to multivariable optimization problems by using a vector of sinusoids with different frequencies as the dither (as is done in [5] for a steepest gradient descent law) and an observer to track the magnitudes of the fluctuating components of corresponding to elements of the gradient and Hessian. However, it is important to note that the number of observer states scales with the square of the number of inputs (in order to estimate the Hessian). Thus, such a scheme may only be practical for a moderate number of inputs. Rigorous analysis of such a scheme would need to be performed and coupled with a method for selecting the observer gains, , in order to achieve acceptable performance.
• Quantifying the influence of noise. Mathematical analysis of the effect of measurement and process noise on the closed-loop response of the proposed scheme would likely aid in the selection of parameters such as and . Such a study might follow an analysis similar to that used in [12] , but would be complicated by the division of by in the adaptation law. For plants with independent, Gaussian measurement/process noise, it would be worthwhile investigating the effect of using a Kalman filter instead of a state-space observer to estimate the gradient and curvature of the plant map (following a similar approach to that used in [27] , [28] ).
• Modification for tracking of time-varying extrema. Remark 9 discusses how the ES scheme may be modified to better track time-varying extrema. Analysis and testing of such a modification would be beneficial.
APPENDIX A PROOF OF THEOREM 1
Re-arranging (4)- (9) At the equilibrium point discussed in Theorem 2, (31b) simplifies to . Therefore, must be positive in order to ensure that the adaptation law locally follows a Newton step. If , then the adaptation law would attempt to follow a sign-of-gradient descent and, at best, would chatter about zero. This behavior can be avoided through suitable selection of . Substituting (7a), (29) and (30) into (7b), (31a) and (31b) into (4) and then linearizing each resulting equation about the equilibrium point, respectively, yields (32a) (32b) where , and includes and terms and decays to zero independently of and . Therefore, it does not affect the local stability of the ES scheme and is ignored for the remainder of this analysis. Its precise algebraic form is not included for the sake of brevity. 
