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Summary
The present work is concerned with the advancement of the knowledge of structural 
optimization in engineering design while focusing on efficient and easy to use ways of 
setting-up the required automated processes as well as the problems arising from it. 
Three industry examples are considered.
In the first example a software tool that serves as a hands-on decision guidance for 
many occurring design situations for structured wall PE pipes is developed. In order to 
avoid licensing fees only public domain software or in-house code are used. It offers the 
efficient and automated simulation of the ringstiffness test as well as the most common 
pipe installation scenarios. In addition, an optimization feature is implemented for the 
design of optimum pipe profiles with regards to the ringstiffness test.
In the second example a framework for the optimum design of carbon fibre mountain 
bike frames is developed. An extensively parameterized and automated simulation 
model is created that allows for varying tube shapes, paths and laminate ply thicknesses 
as well as joint locations. For improved efficiency a decomposition approach has been 
employed that decomposes the original optimization problem into a size optimization 
sub problem and a shape optimization top level problem. The former is solved by the 
built-in optimization tool in OptiStruct and the latter by means of surrogate based 
optimization where each experiment in the DoE is a full size optimization.
The third example is concerned with the optimum design of a blade for a novel vertical 
axis wind turbine. A design approach similar to those with horizontal axes is chosen. 
The altered design requirements are accounted for by creating a parameterized 
simulation model and performing size optimization runs for 32 models with different 
material settings and shear web locations where the model creation process has been 
automated.
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1. Introduction
Summary: This chapter serves as an introduction to the work carried out in this thesis. 
The motivation and the objectives of the work are presented. Furthermore, the overall 
layout of the thesis is described and can be summarized as follows: Chapter 2, 3 and 4 
provide the necessary background information for the methodologies used within and 
developed for the three industry examples described in Chapter 5, 6 and 7. Chapter 8 
concludes this thesis by listing achievements, giving conclusions and discussing 
possible future work.
1.1. Motivation
The times when engineers developed their products without any help of Computer- 
Aided Engineering (CAE) tools are long gone. On the contrary, in virtually any 
engineering discipline the application of some software tools has become standard 
procedure to shorten and in many cases also to simplify the design process. Especially 
in industries where the production of prototypes is an expensive and time consuming 
task, e.g. the automotive or the aerospace sector, this process has almost been entirely 
transferred into the virtual world. Only for validation purposes, the final design is tested 
in the real world prior to production. The main ingredient to the virtual design process is 
the computer based numerical simulation of the product under the required testing 
conditions. Most commonly, three CAE tools are used to conduct such a simulation: A 
pre-processing tool for the creation of the simulation model of the product including the 
boundary conditions, a solver that solves the underlying physical problem and returns 
the results and finally a post-processor for the visualization of these results. 
Interpretation of the results helps the engineer to make the necessary amendments to the 
current design. The updated design is tested again in the above way until the final 
design, satisfying all the requirements, is ready for real world validation.
This manual procedure is time consuming and ineffective for two reasons. Firstly, the 
model has to be updated to some extend when the geometry or properties have changed. 
Using the Graphical User Interface (GUI) of the pre-processor makes this a tedious job 
that is prone to errors. Secondly, the engineer’s decision on improving the last design is 
a decision based on interpretation of the results and the engineer's experience. Thus, the 
effectiveness of the improvement is heavily dependent on the engineer’s skills. 
Furthermore, the review of the results is a time consuming task in itself.
The first problem can be addressed by automating the model creation process. Most 
CAE tools can be controlled via commands written in a text file. Having established the 
parameters determining the model’s variations, a software can be developed that writes 
such a command file automatically after finite values for the parameters have been 
specified. Depending on the complexity of the model, after several automatic model 
creations, the time required for the development of the software will fall below that that 
would have been consumed by the manual model creations. Furthermore, provided a 
thoroughly coded program, the problem of making errors during the model creation is 
vanquished. Another benefit of such an automated procedure is the fact that the engineer 
is likely to try more designs as all the work that is required is changing the parameters 
and pressing a button.
The second problem, i.e. the effectiveness of the design improvement in the design 
iteration, leads to the field of optimization. Here, the application of mathematical 
principals both makes the time-consuming manual result interpretation redundant and 
leads to designs that are optimal with regards to a defined objective. The previously 
described automated model creation is a pre-requisite for optimization. The specified 
parameters which govern the model span the so called design-space. All the possible 
designs are lying within. Optimization techniques seek to find those parameter values 
that lead to the design that exhibits the best value of the objective function.
With the ever increasing power of inexpensive multi-processor computers the 
optimization problems being feasible to be solved become larger and more widely 
applicable. Hence the general interest in structural optimization increases. As a result 
commercial optimization tools and optimization features in sophisticated CAE packages 
become more common. Nevertheless, optimization in engineering design is still mainly 
restricted to companies whose products are very expensive to manufacture or are 
manufactured in very high numbers e.g. in the aerospace or automotive sector. In other 
sectors the advantages of optimization are not as apparent and engineers are often 
reluctant to make use of them. The capabilities of these tools are still mainly limited to 
standardized problems and when the built-in functionality does not fully cover the 
problem in question an automated simulation needs to be set up to allow for the 
numerous simulations required for optimization. This process requires a wide range of 
knowledge such as model parameterization and batch mode software control and this 
knowledge is yet not widely spread. In some cases financial constraints rule out these
sophisticated CAE tools and less advanced programs need to be used instead in which 
case this process becomes more cumbersome and more difficult.
In fact the automated simulation and optimization are closely connected. According to 
(Keane & Nair, 2005) one of the greatest benefits of the set-up of an optimization 
process is often the automated simulation itself. Even if optimization is not performed 
regularly the simulation process is simplified significantly. Despite the obvious 
importance and advantages of automated simulations the published work focusing on 
this subject is relatively sparse. This was also the outcome of FENet which was a 
European Thematic Network which aimed at 'improving both the quality of industrial 
applications of finite element technology and the level of confidence that can be placed 
in the computed results' (FENet, 2005). Its 110 member organizations represented 
various industry sectors, such as Aerospace, Land Transport and Marine or Offshore. 
(Bartholomew & Morris, 2008) discuss its findings. In a series of industry meetings, 
issues regarding engineering analyses were to be identified and prioritized. Within a list 
of 74 keywords, in terms of priority, 'Automation' was ranked 9th. The high priority of 
automation was influenced to some extend by the high interest of the automotive 
industry in automatic meshing, but for instance the Aerospace and the Marine and 
Offshore sector expressed the need for the advancement of the automation of the 
structural analysis process.
The advantages of optimization in engineering design are obvious and the need for the 
provision of hands-on frameworks that address industry problems is out of question. 
Also, more attention has to be paid to efficient and easy to use ways of setting-up the 
required automated processes as well as the problems arising from it. This is the 
overriding motivation of this work.
1.2. Objectives
Three industrial examples will be investigated within this thesis. All three examples are 
concerned with optimum design. The objective is to solve these problems using existing 
techniques and to develop new methods where necessary, hence to broaden the existing 
knowledge in optimum engineering design. Particular attention will be paid to the 
realization of the required automation of the underlying simulation processes in order to 
contribute to the knowledge already existing in this field.
1.3. Layout
Three key modules have to be chosen and integrated in an optimization process which 
results in the three-columns concept (Hinton et ah, 2003). These three modules are the 
optimization technique, the optimization model and the simulation model.
Design Simulation
Variables Model Input
Optimization Teclmique Optimization Model Simulation Model
Objective &
Constraints Response
Figure 1.1: Three-columns model for optimization processes.
The third column, i.e. simulation model yields the structural response of the current 
design. The complexity of the simulation model can vary from a simple analytical 
expression to a complex finite element (FE) or computational fluid dynamics (CFD) 
model. This column is treated as a 'black-box' within this thesis and will not be 
discussed in detail. It shall be noted that the reliability of the optimization results 
naturally depends on the reliability of the simulation model. Hence, a high confidence in 
the quality of the employed simulation tools is crucial when performing optimization.
The first column, i.e. the optimization technique, solves the optimization problem. 
Using the evaluated objective function, constraints and, depending on its type, 
sensitivity information, the optimization technique improves the current design until 
convergence occurs. Chapter 2 reviews basic optimization techniques and their 
theoretical background. The two main categories are mathematical programming 
methods and evolutionary algorithms. An existing method, that is the permutation 
Genetic Algorithm (GA), will be amended and used for the creation of Optimum Latin 
Hypercubes (OLH) for constrained design spaces discussed in Chapter 3.
The second column, i.e. the optimization model, represents the link between the 
optimization technique and the simulation model. It transforms the current values for 
the design variables into the necessary input for the simulation model, e.g. the geometry 
that can be solved by the simulation model. Furthermore, it receives the response 
information from the simulation and uses it to evaluate the objective function and the 
constraints and passes them on to the optimizer. This column is the subject of Chapter 4. 
In particular the proposed approach towards process automation, i.e. automated 
simulation model creation, will be presented here. Necessary elements, such as available 
programming language types, ways of remote software control and techniques of model 
parameterization, are reviewed. Furthermore, a new approach for the decomposition of 
coupled size and shape optimization problems will be presented. Here, a sophisticated 
optimization tool is used to efficiently solve the size optimization as a sub problem, 
while the top level problem, which determines the shape parameters, is solved by means 
of a surrogate model.
Surrogate based optimization is typically applied when the evaluation of the objective 
and constraint functions requires the use of computationally expensive simulations. To 
keep the required time for the optimization acceptable, the number of simulations needs 
to be kept within limits. In such cases direct application of one of the optimization 
techniques might not be feasible. One possibility to circumvent this problem is to build 
a surrogate or metamodel and to use it as an approximation for the expensive simulation 
code. Here, a small number of function evaluations is performed in a first step. Then the 
obtained results are used to fit a response surface that interpolates the obtained results 
and thus approximates the original simulation code. This response surfaces can be 
evaluated much more efficiently and hence be used for the optimization. Due to its 
importance surrogate based optimization will be discussed in a separate chapter which is 
Chapter 3. Starting with the Design of Experiments (DoE), e.g. OLH, a certain number 
of points in the design space are specified, the models corresponding to each experiment 
are created and the simulations are conducted. Then the obtained responses are used to 
create the response surface by using an approximation method. This allows for the 
efficient evaluation of the approximated functions. One of the optimization techniques 
from Chapter 2 is then used to find the optimum set of parameters.
Commonly OLHs are created by assuming a complete ^-dimensional design space even 
though this might not reflect reality. This assumption causes experiments to be created
that might not be feasible or do not have a physical meaning. This means for the 
creation of the DoE and the response surface, unnecessary computational costs. Simply 
omitting infeasible points leads to a DoE with fewer experiments than desired and to a 
set of points that is not optimally distributed. A novel procedure has been developed 
that allows for the creation of OLHs for arbitrarily constrained design spaces which will 
be presented in Chapter 3.
A framework for surrogate based optimization will be implemented which contains the 
developed method for the creation of OLHs as well as an implementation of a 
continuous GA and a Kriging approximation.
As mentioned before, companies whose products are expensive and difficult to 
manufacture often take advantage of extensive simulation and sometimes even 
optimization tools. But when products are relatively cheap and easy to be produced, the 
use of simulation tools is rarer and an experience based or trial and error product 
development is a more common approach because knowledge about the necessary 
simulation tools is missing and the financial and time benefits are not as drastic and 
obvious. The costs of sophisticated and user-friendly tools is another drawback while 
the use of public domain programs is often cumbersome and not particularly intuitive. 
The structured wall pipes studied in Chapter 5 fall into the latter category. In order to 
introduce CAE, a Java based software tool will be developed that uses license free 
public domain software and in-house code only. Its use is simplified by automating 
processes with very few parameters that have to be determined. Furthermore, an 
optimization procedure is implemented in the tool that allows for the optimum design of 
the pipe profiles. It uses a simplified simulation model which contains only one box- 
section of the profile and a horizontal spring support to account for the omitted sections.
With the advent of commercial optimization tools and optimization features within 
sophisticated CAE programs more and more optimization tasks can be solved in an 
efficient manner without extensive effort. Nevertheless, many of the features are still 
limited to standard problems. When design problems go beyond this point the software 
needs to be extended to meet the desired requirements. Most programs offer the 
possibility to be controlled via scripting and or commands which simplifies this task. It 
can be desirable to use the available CAE tool to solve one part of the problem and to 
solve the other part using a bespoke software tool. For instance sizing of a model 
meshed with shell elements is standard procedure which can be set up and solved very
efficiently by means of commercial tools. But the parameterization for shape 
optimization is not as straightforward since the parameters govern the geometry outline 
and a bespoke program can be more suitable. The novel optimization decomposition 
strategy developed in Chapter 4 is designed for such cases. It is applied in Chapter 6 for 
the optimum design of carbon-fibre competition mountain bike frames. The 
implemented framework for surrogate based optimization presented in Chapter 3 will be 
used for solving the top level shape optimization problem. This industry example will 
show how surrogate based optimization can help in solving optimization problems 
efficiently and how a complex structure can be parameterized for the use within 
automated simulations.
Even when the approach towards the design of an engineering structure is mainly based 
on experience, optimization and process automation can be helpful tools in improving 
the final design. This will be shown in Chapter 7 where another engineering design 
problem is considered. That is the design of a blade in a novel vertical axis wind 
turbine. Here, the design approach is based on the vast experience on the design of the 
more common horizontal axis wind turbines. Nevertheless, process automation will be 
used to test various material settings and shear web locations to account for the 
differences in loading. Additionally, size and ply stacking optimization are used to 
improve the final design.
Chapter 8 concludes this thesis by listing achievements, giving conclusions and 
discussing possible future work.
2. Optimization Techniques
Summary: This chapter gives an overview of existing optimization techniques. The 
methods used within this thesis, i.e. Sequential Quadratic Programming, the continuous 
Genetic Algorithm and an extension of the permutation Genetic Algorithm, denoted as 
selective permutation Genetic Algorithm, are discussed in more detail.
2.1. Introduction
A typical single objective structural optimization problem can be expressed in the 
following way:
min f ( x )  2.1
subject to k = l ,. .. ,m  2.2
hk(x) = 0 k = l ,. .. ,n  2.3
x lk < x k < x k k - \ , . . . , n DV 2.4
Here, the objective f ( x )  has to be minimized, while the m  inequality constraints g k and 
the /7 equality constraints hk have to be satisfied. Furthermore, the nDV design variables 
x k have to lie within their bounds x k and xk .
Transforming each equality constraint into two equality constraints yields the simplified 
problem in Equations 2.5 to 2.7.
min f ( x ) 2.5
subject to 9k(x) ^=0 fc = 1,..., m + 2 • n 2.6
x lk < x k < x k k = 1,..., nDV 2.7
The choice of the method that this problem is solved with governs the efficiency and 
sometimes whether or not the problem can be solved at all. Parameters that influence 
this choice are:
• Design variables: discrete, continuous or mixed
• Objective and constraint function: smooth or non-smooth, differentiable, convex
• Design space: constrained or unconstrained, bounded or unbounded, shape, 
dimension
• Cost of function evaluation
• Availability of gradients
• Existence of local and global minima
• Computability of function values
• Deterministic or stochastic optimization
Generally, all optimization methods can be grouped into two major categories: 
mathematical programming methods and evolutionary algorithms. The methods in the 
first group use function and often gradient information and improve the current design 
in a deterministic hill-climbing manner. They are mainly used for continuous 
parameters and require few function evaluations. They can converge to a local 
minimum. Evolutionary methods on the other side usually do not require gradients. 
Rather than using mathematical principles they mimic natural processes often 
containing stochastic elements. They are usually more successful in finding global 
minima but they can require more function evaluations than mathematical methods. 
They are used for continuous and discrete variables. Methods that do not require 
gradients are typically referred to as 'zeroth order methods' (Keane & Nair, 2005). They 
can be in the group of mathematical programming methods or evolutionary algorithms.
In this section, general aspects of both categories are presented and an overview of 
common methods is given. Furthermore, the methods used within this work will be 
discussed in more detail. These are Sequential Quadratic Programming (SQP) as a 
representative of the mathematical programming methods and different types of Genetic 
Algorithms (GA) representing the evolutionary algorithms (EA).
2.2. Mathematical Programming Methods
The following overview and categorization of mathematical programming methods 
follows (Hinton et al., 2003). A general overview is given in Figure 2.1.
The group of mathematical programming methods can be split into four main 
categories: Linear, nonlinear, integer and dynamic programming. The problems that can 
be optimized by means of linear programming methods are those that are characterized 
by linear objective and constraint functions. Furthermore, the objective and the 
constraints have to form a convex set. Nonlinear programming methods on the other
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Figure 2.1: Categorization of mathematical programming methods.
hand can handle both linear and nonlinear functions. While the first two categories can 
only be applied to problems depending on continuous variables, the third one, integer 
programming, can handle discrete and mixed (discrete and continuous) parameters. The 
last category, dynamic programming describes the strategy of decomposing an 
optimization problem into several sub problems which are solved successively by 
means of another method.
Nonlinear programming methods form the group of optimization methods that is most 
widely used in structural optimization. They are subdivided into constrained and 
unconstrained methods. The latter can be split further into ID and multi-dimensional 
methods. ID methods play a crucial role within other methods where a sub-optimization 
occurs within a line search.
The constrained methods contain four subcategories: The primary methods, the penalty 
and barrier methods, the dual methods and the Lagrange multiplier methods. The 
primary methods work in the feasible design space only and never leave it throughout 
the optimization process. This means, the initial set of parameters needs to lie within a 
feasible region. An example for this group is the CONMIN algorithm (Vanderplaats & 
Moses, 1973). The penalty and barrier methods use a penalty term in the objective 
function penalizing violated constraints with an increase in the function value. Thus, an
initially constrained problem becomes unconstrained. Penalty methods approach the 
optimum from outside and barrier methods from inside the feasible space. The third 
category within the constrained nonlinear programming methods contains the dual 
methods. They solve a problem indirectly by stating a dual problem where the 
unknowns are the Lagrange multipliers. Once computed they are reinserted to obtain the 
design variables. The Lagrange multiplier methods use quadratic approximations for the 
objective and linear ones for the constraints.
2.2.1. Kuhn-Tucker Optimality Condition
Using the Lagrangian multiplier method, the objective function can be reformulated as
m + 2 -n
i= l
where v t is a slack variable and T* a Lagrangian multiplier. The necessary condition for 
a candidate x  to be an extremum of Equation 2.8 is that its gradient vanishes.
These conditions only apply at a regular point, i.e. a point where the gradients of the 
active constraints are linearly independent.
A constraint is considered to be active if it is zero (within a numerical tolerance). 
Equation 2.10 determines whether or not a constraint g k is active. In case of inactivity 
the corresponding Lagrangian multiplier is zero. Equation 2.11 ensures that none of the 
constraints is violated, i.e. greater than zero.
Using the definition of an active set, the above necessary conditions for a regular point 
to be a local minimum can be reformulated. These are the Kuhn-Tucker conditions:
2.8
m+2-n
k — 1,..., nDV 2.9
dL
— — 2 • Xk • vk — 0
•k
k = 1,... ,m  + 2 • n 2.10
k = 1, ...,m  +  2 • n 2.11
d f ( x )  v 2' dgi(x)
dxi + i * dxi
=  0 ,
1=1
* k -S k (x )  = o ,
k  — 1,..., Uqy 2.12
2.13
>  0 , k = l , . . . ,m a 2.14
/fere, m a /s’ the number o f  active constraints. The Kuhn-Tucker conditions are 
necessary and sufficient when the number of active constraints equals the number of 
design variables. If this is not the case a sufficient condition is a Hessian matrix of the 
Lagrangian that is positive definite in the subspace tangent to the active constraints 
(Haftka & Giirdal, 1992). For a convex problem, i.e. convex objective and constraints, 
the Kuhn-Tucker constraints are necessary and sufficient for a global optimum.
A design in a 2D design space that satisfies the Kuhn-Tucker conditions is illustrated in 
Figure 2.2. The vectorial sum of the gradient of the objective and the gradients of the 
active constraints multiplied by their corresponding non-negative Lagrangian multiplier 
equals to zero.
=  0X2
feasible region
f  = const.
Figure 2.2: Illustration of a design satisfying the Kuhn-Tucker conditions in 2D.
2.2.2. General Optimization Strategy
According to (Hinton et al., 2003), most of the more powerful mathematical 
programming methods have the following general structure: In each iteration q the 
previous design x q_1 is updated according to Equation 2.15.
x q =  x q_1 + a • S9 2.15
Here, S9 is the actual search direction and a: is a scalar move parameter that determines 
the length of the update vector that is added to the old design. Prior to this step, the 
direction and the move parameter have to be determined. This is done within two steps: 
A sub-optimization task and a 1-D search. Depending on the method in question, these 
two steps are solved in different ways. In this thesis only SQP will be discussed in more 
detail. For other methods, the reader is referred to (Hinton et al., 2003) and (Haftka & 
Giirdal, 1992).
After each update the optimizer checks the convergence criteria and carries on with the 
next iteration if no convergence has occurred.
2.2.3. Sequential Quadratic Programming
SQP is one of the most popular methods among the mathematical programming class 
(Hinton et al., 2003). The following discussion is done in accordance with 
(Vanderplaats Research and Development Inc., 1999). In SQP Taylor series 
approximations of the objective and constraint functions are created. A quadratic 
approximation of the objective and a linear one for each constraint is used to state the 
following sub-optimization problem. It is typically solved by means of the Modified 
Method of Feasible Directions (Hinton et al., 2003) and (Vanderplaats Research and 
Development Inc., 1999), to obtain the new search direction
rji ^
min f i x " ' 1) +  {v f ( l q' 1) )  S« + - •  ( S « ) B " '1 5« 2.16
subjectto  g k (x q~1) + (V gk(xq~1) ) T S q <  0, k  =  2.17
Note that the matrix R is updated after the one dimensional search and approaches the 
Hessian Matrix of the Lagrange function. In the first iteration it is assumed to be the 
identity matrix. Now, the Lagrange multipliers Xk for the active set are calculated.
Using these, the scalar multiplier a is found via the approximate Lagrangian function in 
Equation 2.18.
m.
m in f [ x f  1 + a • S f )  + ^ u ?  • m ax[0,g j (xq 1 + & ‘ Sf)]  2.18
i=i
Uil i f ( 7 = 1
with u? =  ■! r. . 1 , „_i .. .n1 2.19
1 'm ax
With the search direction and the move parameter at hand, x  and B_ can be updated. The 
latter is updated by means of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) (Broyden, 
1970) formula in Equation 2.20.
Bq~1p pTBq~1 rj rjT
Bq = Bq~x -  ~  T- - j  —  + = = -  2.20— — pT B f-1 p pTp
with p = x q - x q~1 2.21
77 = 6y  + (1 — 0) • B f ' 1 p 2.22
y = 1704 _  2.23
ma
0  = f { x q) +  ^  AiPi (V7) 2.24
i=1
( 1.0 i f  p Ty  > 0.2pTB_ p 
0.8 • pTB_q~1p 2.25
p r ^ - W  if R Tl < 0 -2f ^ R
2.2.4. Convergence
(Hinton et al., 2003) proposes several convergence criteria. If one of the criteria is 
satisfied, the process terminates in the current iteration. These criteria are:
• The specified maximum number of iterations has been reached
• No feasible region has been found in a specified number of iterations
• The Euclidian norm of the objective function \ f q — f q~1\ / \ f q~1\ between two 
subsequent iterations falls below a specified value
• The absolute change of the objective function \ f q — f q~1\ between two 
subsequent iterations falls below a specified value
• The Kuhn-Tucker conditions are satisfied.
2.2.5. Sensitivity Calculation
In the context of structural optimization the notion sensitivity describes the effect of a 
parameter variation in a model on a certain characteristic. In other words, a sensitivity is 
a derivative of a function describing this characteristic with respect to the parameter in 
question. Sensitivity analyses are not exclusively a mere tool for the use of gradient- 
based optimization methods. It has become a research topic on its own (Hinton et al., 
2003) which is used in reliability analysis, inverse problems and parameter 
identification problems. Also, it can be used within manual design processes where the 
engineer redesigns the current design based on parameter sensitivities.
Several different ways for the calculation of sensitivities exist. They can greatly differ in 
the required implementation effort, the corresponding computational cost and the 
reliability of the obtained values. Basically, two main categories for sensitivity 
calculation exist: On the one side the discrete methods and on the other the variational 
or continuum methods. The former are easy to implement but, depending on the cost for 
a single simulation, they can lead to very high computational effort. The latter are more 
reliable and can be very efficient while their implementation can be difficult. In addition 
to discrete and continuous methods, automatic differentiation exists where variables in 
the source code are differentiated in an automated manner.
2.2.5.1. Discrete Methods
In discrete methods the sensitivities are obtained using the discretized structure. Three 
different subclasses can be specified: The Global Finite Difference Method, the 
Analytical Method and the Semi-Analytical Method.
Global Finite Difference Method
This method is very easy to set up but the computational effort can be very high, 
because a full simulation has to be performed for every single design variable. The 
sensitivity of a certain function F, such as the objective or a constraint function, with 
respect to a specific design variable x t is calculated by performing an FE simulation. 
Now the design variable in question is perturbed by a small factor f  and another
simulation is run. The resulting function values of the two runs are compared according 
to Equation 2.26 to obtain the sensitivity. The sensitivity of any result from a simulation 
can be calculated in that manner.
dF_ _  F(Xj  +  Xj ■ 0  -  F ( x )  2 26
dxi  x t • f
The source code of the simulation tool does not need to be accessible but can be used in 
a ‘black-box’ way.
Analytical Method
In the analytical method the derivatives of the elements in the stiffness matrix are 
generated analytically. A prerequisite for that is that the source code of the used 
software is accessible. Also, the implementation can be more complex and derivatives 
have to be generated for every element subroutine individually. Especially for shape 
parameters this can be a very difficult task. Two approaches exist in this category: The 
direct differentiation and the adjoint variable method.
Semi-Analytical Method
In the semi-analytical method, those sensitivities are too complex to be derived 
analytically are computed using finite differences. This is done on element level. Thus, 
access to the source code is necessary. To improve efficiency and accuracy, wherever 
possible analytical methods are used.
2.2.5.2. Variational or Continuum Methods
Next to the discrete methods the second main sensitivity calculation method is the 
variational or continuum method. Here, not the discretized but the continuous structure 
is used. The sensitivities are obtained by applying variational mathematical theorems to 
the functions and operators describing the structure and the optimization problem. Thus, 
the derivatives are formulated prior to discretization.
2.2.5.3. Automatic Differentiation
In automatic differentiation, the equations are differentiated using the computer source 
code. Every variable in a computer program is computed by executing a sequence of 
functions. Knowing the derivative of the standard functions and exploiting the chain 
rule, the derivatives are built automatically. A second program is created which
computes the analytical derivatives at the same time as the original part of the program 
is executed.
2.3. Evolutionary Algorithms
EAs are used for problems with discrete and continuous design variables. The general 
idea is to apply mechanisms of evolution, such as selection, mating, and mutation to a 
population of parameters. During the search, the population evolves according to the 
principle ‘survival of the fittest’ and moves towards the optimum solution. A main 
advantage of EAs is that the population searches the entire design space and thus, in 
theory, is capable of finding the global optimum at the presence of many local minima.
Some of the most popular methods in the group of evolutionary methods are GAs, 
evolutionary programming (EP), evolution strategies (ES), simulated annealing (SA) 
particle swarm optimization (PSO) and ant colony optimization (ACO).
2.3.1. Simulated Annealing
SA was introduced by (Kirkpatrick et al., 1983). It simulates the annealing process of a 
substance which was heated above its melting temperature and gradually cooled down. 
During a perfectly controlled cooling process a crystalline lattice is formed which 
minimizes its energy probability distribution. The algorithm starts with a random set of 
design variables. They are randomly changed with a higher current heat leading to 
greater probability of change. Based on the evaluated objective and the current 
temperature the algorithm determines whether the new set of variables is accepted or 
rejected. When the objective stops improving the temperature is reduced until it reaches 
a certain minimum.
2.3.2. Particle Swarm Optimization
PSO has been formulated by (Kennedy & Eberhart, 1995). The idea this algorithm is 
based on originates from social behaviour of animals such as bird flocking or fish 
schooling. The individuals in the population matrix are called particles which move in 
the design space at a certain velocity. This velocity is updated based on the best solution 
that occurred throughout the optimization process and that in the current iteration. The 
advantages of PSO are the relatively easy implementation and the small number of 
parameters that need to be adjusted.
2.3.3. Ant Colony Optimization
ACO has been developed by (Dorigo et al., 1996). Ants that search for food leave a trail 
of pheromones which attracts other ants to choose the same path which increases the 
pheromone concentration more. Also, the faster an ant returns from the food location, 
the more the pheromone level increases. This mechanism is mimicked within an ACO. 
To avoid premature convergence pheromone evaporation can be implemented. A typical 
application problem for ant colony optimization is the travelling salesperson problem.
2.3.4. Evolutionary Programming and Evolutionary Strategies
EP and ES methods mimic evolutionary processes. Each individual in the population 
creates one child by mutation of itself with minor changes being more probable than 
substantial ones. Furthermore, this probability decreases as the process approaches the 
optimum. The design variable values are used directly which makes encoding and 
decoding unnecessary. For more information the reader is referred to (Back, 1996).
2.3.5. Genetic Algorithms
GAs are the most common methods within the group of EAs. They were proposed by 
(Holland, 1975). They adapt evolutionary principles such as selection and survival of 
the fittest. Depending on the variable representation they can handle discrete, 
continuous and permutation problems. Three different forms of GAs are presented in 
more detail in the following. Additionally, a variation of the permutation GA has been 
developed and will be discussed.
2.3.5.I. Terminology
A central part of a GA is a population of possible solutions to the optimization problem 
in question. This population is an array containing 7ip0p individuals where each one is 
represented by a chromosome. Each chromosome is a string of nDV genes. Thus, it is a 
Kpop x nDV matrix, where nDV is the number of design variables to be determined in the 
optimization problem. The two dominating ideas behind a GA are the principles of 
‘survival of the fittest’ and ‘genetic recombination’. Their counterparts within the GA 
are selection and mating. The fitness of each chromosome is evaluated via the fitness 
function, in optimization contexts usually referred to as the objective function. Because 
the objective function is typically minimized the fitness function is often denoted as cost
function. Despite this contradiction, within this thesis, the term fitness will be used to 
stress the analogy to evolutionary processes.
A GA starts by initializing the population. This is typically done randomly. In the next 
step the initial population enters the loop of evolution, where its chromosomes are 
reorganized according to their fitness with the fittest at the top of the list and the least fit 
one at the end. Depending on the form of the GA in question the chromosomes have to 
be decoded prior to function evaluation.
The next step is the natural selection, where only a fraction of the population survives 
(top part of the list) while the rest is discarded (bottom part of the list). The various 
forms of selection are presented in Section 2.3.5.2 in more detail. Now, the gap that 
occurred due to the ‘died’ individuals is filled with offspring. To this end, the survived 
individuals begin to mate and their genes are passed on to their offspring. As in nature 
some of the genetic information originates from the father and some from the mother, 
denoted as genetic recombination.
After the mating, mutation of the individuals can occur. To this end, random changes of 
the genes are performed. For the optimization this step has several advantages. Firstly, 
new information is added to the pool of genes which allows the exploration of other 
regions of the variable space. Secondly, it prevents premature convergence, as 
constantly new genetic information is proposed. Naturally, the fittest individual in the 
population is excluded from mutation to prevent a possible optimum candidate to be 
altered.
In a final step, the algorithm checks for convergence. In case of convergence, the 
algorithm stops. Otherwise, the loop starts again and a new generation is produced. The 
flow of a GA is illustrated in Figure 2.3.
2.3.5.2. Selection
Selection describes the process of determining which individuals will be paired to 
produce offspring. Preceding this step, the population has been reordered according to 
their fitness with the fittest being the first. Several approaches to selection exist, such as 
pairing from top to bottom, random pairing, tournament selection and biased roulette 
wheel selection (also denoted as weighted random pairing).
Pairing from top to bottom is the simplest of the mentioned methods. There, going 
through the list from top to bottom, the two adjacent chromosomes are paired.
Stait
Convergence? 110
yes
Selection
Call fittness function
MutationsDecode Chromosomes
Initialize Population
Figure 2.3: Flow of a typical genetic algorithm.
Less deterministic but comparably simple is the random pairing, where the mates are 
chosen randomly. The remaining two methods both mimic the natural process of 
selection more closely, by giving fitter chromosomes a higher probability of being 
selected for mating. The tournament selection randomly picks a certain number of 
chromosomes from the mating pool, from which the fittest is selected as a parent. The 
other parent is selected in the same way. In the biased roulette wheel selection, each 
chromosome is assigned a number Pn according to Equation 2.27 which is dependent on 
its rank n. nkeep is the number of chromosomes in the population that are possible 
candidates for mating. Then, a random number between 0 and 1 is generated and the 
chromosome whose Pn is the first to exceed it is chosen.
n
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Using the fitness rather than the rank leads to a Pn calculated according to Equations 
2.28 and 2.29, where fnkeep+1 is the fittest of discarded chromosomes.
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2.3.5.3. Forms of Genetic Algorithms
The format of the genes distinguishes the different forms of GAs and entails differences 
in the mating and mutation methods. Three different forms of GAs will be discussed in 
the following: The binary the continuous and the permutation GA. Additionally, a 
variation of the permutation GA has been developed and will be discussed as well. The 
best choice of the form of GAs depends on the optimization problem in question.
Binary Genetic Algorithm
The binary GA uses binary numbers to represent the values for the design variables. It is 
applicable to problems with any form of design variables. This form of GA will not be 
used within the thesis but since GAs originated in this representation it will be discussed 
in the following.
Encoding: In a binary genetic algorithm the chromosomes are encoded in binary 
numbers. Every gene in a chromosome is a binary number made from ngene bits, 
representing one variable in the optimization. Thus, one variable can take 2naene 
different values. A typical chromosome in binary format is illustrated in Figure 2.4.
chromosome
bit3 bitugene
r /  /  >
1 1 0  0 1 0 0 1 0 1 0 0 1 0  0 1 1 0 1 0 0
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Figure 2.4: Illustration of a chromosome for a genetic algorithm encoded in binary format.
Prior to function evaluation, the chromosome has to be decoded into its original format. 
This can be any format, such as discrete or continuous numbers, characters, etc. While 
for discrete values a mere conversion from binary to decimal format is needed, for 
continuous values, another step, the quantization, is required.
Here, the range of a variable is divided into 2n9ene intervals. Each discrete value of a 
gene can be then related to one range. The middle of the range, or sometimes the lower 
or upper end, is used as the value for that variable. An example of a chromosome made 
up from four bits is given in Table 2.1. The binary chromosomes are decoded to integer 
and continuous values. The latter assume a possible range between 0 and 10.
Table 2.1 Example of different values of a binary chromosome with 4 bits. Thus, it can take 16 
values. Also, continuous values for a range from 0 to 10 are given for mid, low and high
quantized levels.
chromosome integer value mid quantized low quantized high quantized
0000 0 0.3125 0.000 0.625
0001 1 0.9375 0.625 1.250
0010 2 1.5625 1.250 1.875
0011 3 2.1875 1.875 2.500
0100 4 2.8125 2.500 3.125
1111 15 9.6875 9.375 10.000
The encoding in ordinary binary numbers can slow the convergence of a GA down. For 
instance during mating, the cross-over can lead to offspring whose genes are fairly 
similar to their parent's while their decoded values differ significantly. This problem is 
magnified with increasing number of bits (Haupt & Haupt, 2004). A possible solution to 
it is Gray coding where the binary representation is changed in such a way that the 
cross-over of two similar decoded genes yields offspring with similar values. For more 
information on Gray coding see (Haupt & Haupt, 2004).
Mating: Many different mating methods exist. Here, three basic ones will be presented. 
The simplest one is the single cross-over point. It starts by choosing a random number 
between 1 and the length of the chromosome. The parents’ chromosomes are split into 
two halves at the location of the cross-over point and each of the offspring is made up of 
one half of parent/ and the other of parent2.
The two point cross-over is similar to the previous method. Only, here two cross-over 
points are chosen splitting each parent into three sections. The offspring are then made 
up of two sections from one parent and one of the other. Compared to the first method,
the variety of possible offspring is significantly increased. It is also possible to 
introduce a third parent to create up to 18 different offspring.
Another method is the uniform cross-over where a mask of random zeros and ones is 
created that has the same length as the chromosomes. The mask determines if a bit in an 
offspring originates from parent/ or parent2. If the value at location m in the mask is 
zero, then offspring] has the value of bit m  of parent] and offspring2 that of parent2. The 
three presented methods are illustrated in Figure 2.5.
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Figure 2.5: Illustration of a three different cross-over methods for binary genetic algorithms: a) 
the single cross-over point, b) the two point cross-over and c) the uniform cross-over.
Mutation: The mutation in binary genetic algorithms is very straightforward. If bit m  in 
chromosome n  was selected for mutation, its value is simply swapped from zero to one 
and vice versa.
Continuous Genetic Algorithm
Instead of using binary encoding the continuous GA uses floating-point numbers. This 
naturally confines it to problems which have design variables in continuous format. At
the same time no chromosome decoding is necessary which makes the method easier to 
implement and saves computing time. An implementation of this form of GA is used in 
the optimization using a Kriging model in Section 3.4 and in Chapter 6.
Encoding: If the variables of the optimization problem are continuous, a binary 
encoding can be both cumbersome and inaccurate, because the chromosomes have to be 
decoded prior to function evaluation and for an accurate quantization chromosomes can 
become very long. The continuous GA avoids this by using floating-point numbers, 
which are normalized to lie in between 0.0 and 1.0. A typical chromosome is shown in 
Figure 2.6.
r  "n
chromosome = Pi P2 P3 P 4   Plivar
Figure 2.6: Illustration of a chromosome for a genetic algorithm encoded in continuous format.
Mating: Similarly to a binary GA, here too, cross-over points can be selected, that 
determine the genes of each parent that are propagated to an offspring. Only, here entire 
genes are swapped, rather than single bits. Because of this, no new information is 
introduced. A solution to this problem is the blending method. There, the genes of the 
offspring are combinations of those in the parents. The blending methods can be 
generally expressed by Equations 2.30 and 2.31.
V°nf h  = P ■ PPn ri + ( / ? - ! ) •  P r 2 2.30
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Commonly, /? is a random number between 0 and 1, which means the offspring’s 
variable is an interpolation between those of the parents. If values outside the range of 
the values of the parents shall be created, extrapolation is required. In this case, the 
newly created values have to be checked if they are still within their range.
(Haupt & Haupt, 2004) suggests a blending combined with a cross-over method. Then, 
one variable from both designated parents is chosen randomly. These two are combined 
according to Equations 2.30 and 2.31. The variables to the left of the blended one 
propagate from parent/ to offspringi and to the right to offspring2 and vice versa.
Mutation: The Mutation in a binary GA is performed by randomly swapping one bit in a 
chromosome from zero to one or vice versa. This way, new values can occur. In a 
continuous GA this procedure of swapping entire variables would not lead to new 
information. A simple solution is to exchange a randomly chosen gene by a new random 
number between 0 and 1.
Permutation Genetic Algorithm
Permutation GAs are used whenever problems occur that involve bringing numbers in a 
list into optimum order, while keeping their content constant. A famous example 
representing this type of problems is the traveling salesperson, where a set of cities has 
to be visited in an order that minimizes the distance of the trip. Here, the list of cities 
can be rearranged in any order while no city can be visited twice and none skipped.
Encoding: The encoding in permutation GAs is arbitrary, i.e. it is irrelevant if integers, 
characters or floating-point numbers are reordered. Convenient is the use of integer 
values where each gene represents a problem-specific item in a list. In the traveling 
salesperson problem, each gene stands for the corresponding city in the list.
Mating: The previously presented mating methods are not appropriate for a permutation 
GA, since they do not guarantee that each item in the list occurs only once. (Haupt & 
Haupt, 2004) discusses various methods that consider this requirement. These are the 
partially matched cross-over, the order cross-over and the cycle cross-over.
In this thesis only the cycle cross-over (Goldberg, 1989) will be discussed in more 
detail. In the first step, offspringj is identical to parent] and offspring2 is identical to 
parent2. Only the first gene in each chromosome is swapped. Naturally, one item occurs 
twice in each chromosome, unless the first genes in both parents were identical. In the 
following steps, the gene in offspring] that is identical to the first one is found and 
swapped with the corresponding one in offspring2. This step is repeated until no more 
doubles occur in the offspring. Figure 2.7 illustrates this procedure with an example.
Mutation: The same problem as for mating, applies to the mutation, too. If a new 
random item would replace an old gene, as done in continuous GAs, one item would 
occur twice. This can be avoided by swapping two random genes in the same 
chromosome. This way the order of the chromosome is mutated while no value is 
substituted by a new one.
parent ]= [7 3  1 5 6 2 4 ] offsprings [2 3 1 5 6 2 4]
parent:= [2  1 54  76  3] offsprings [7 15 4 7 6 3]
oft spring j= [2 3 1 5 6 6 4]
offsprings [7 1 5 4 7 2 3]
offspring^ [2 3 1 5 7 6 4]
offsprings [7 1 5 4 6 2 3]
Figure 2.7: Illustration of the cycle cross-over. Three steps are necessary to obtain two offspring 
without any duplicates. The bold genes have been altered with respect to their corresponding
parent.
Selective Permutation Genetic Algorithm
A  variation of the traveling salesperson problem is the case where he or she is supposed 
to visit only a certain number of cities on the list, i.e. contrary to the original version a 
certain number is skipped. The problem in question is still of a permutation nature since 
the current list of cities has to be changed to find the optimum order. At the same time 
though, the optimum content of the list needs to be determined as well, or in other 
words which items are best to be left out.
Naturally, the permutation GA discussed in Section 2.3.5.3 is not designed for solving 
this kind of problem as the content in the list is supposed to remain constant. The cycle 
cross-over is capable of introducing new information to a chromosome if the content in 
both parents is not identical but experience showed that often premature and suboptimal 
convergence occurs if no additional measures are taken. To this end, the employed 
algorithm has to be extended in a way that it is capable of replacing items in the current 
list by new items from the list of left-outs in a more designated fashion.
The proposed amendment is based on the assumption that the number of left-out items 
is small in comparison to the items of choice, i.e. in general the problem in question is a 
permutation problem with only a selective aspect to it. The selective feature is realized 
by the introduction of a new mutation scheme, while the mating remains unchanged.
The mutation in the original formulation randomly swaps two items in the list; hence no 
currently left out item will be introduced to the chromosome. This mutation scheme will 
be denoted as 'Exchange Mutation' in the context of the selective GA. In order to
introduce new information a second mutation scheme, denoted as 'Substitution
\
Mutation', is included in the algorithm. Here, a random item from the current list is
replaced by a random item from the list of left-outs. That way no two items will occur 
twice in the list and its content will change in the course of the optimization.
This selective permutation GA is used in Section 3.2.3 for the creation of Optimum 
Latin Hypercubes for constrained design spaces. Here, a number of points have to be 
distributed in an n-dimensional design space as space-filling as possible. To this end the 
vectors for each coordinate direction containing the discrete integer valued coordinates 
are built and amended to find the points’ optimum locations. Since none of the 
coordinates can occur twice in the list this problem is of a permutation nature. At the 
same time not all design space divisions might be in use, i.e. there are more divisions 
than points. Thus, some of the coordinate values have to be left out, which makes the 
proposed selective permutation GA a suitable optimization technique for this problem.
2.3.5.4. Choice of Parameters
Before a GA can be applied to an optimization problem, some parameters have to be 
specified. These are the population size, the cross-over and the mutation rate. The best 
choice is problem dependent and should be handled with care (Hinton et al., 2003). 
While the population size is highly dependent on the problem in question, e.g. the 
number of design variables, good working values for the mutation and cross-over rates 
can be generalized to some extent. For instance (DeJong, 1975) finds a cross-over rate 
of 60% and a mutation rate of 0.1% to be good working values. Later, (Grefenstette & 
Fitzpatrick, 1985) proposed 95% cross-over and 1% mutation rate.
2.3.5.5. Constrained Problems
According to (Goldberg, 1989) a practical way of incorporating constraints in a GA is 
the Penalty method. Here, the objective function is penalized if any of the constraints is 
violated. This penalization depends on the degree of constraint violation. The 
optimization problem, specified in Equations 2.5 to 2.7 in Section 2.1 of minimizing the 
objective f ( x )  subject to m  inequality constraints gi(x) > 0 is transformed into an 
unconstrained problem by minimizing the penalized objective / ( * )  in Equation 2.32 is 
minimized, where r  is a penalization coefficient and <P a penalty function.
m
2.32
i=1
(Goldberg, 1989) suggests for <t> to square the violated constraints, while r  depends on 
the fractions between the values for a typical objective evaluation and moderate 
constraint violation.
2.3.5.6. Convergence
(Hinton et al., 2003) propose the following three criteria to test for convergence:
• If the percentage difference between the average fitness of all chromosomes and 
the fitness of the fittest falls below a small specified value
• If the percentage improvement in the best fitness within a certain number of 
successive generations falls below a small specified value
• If the maximum number of generations has been reached
2.4. Concluding Remarks
In this chapter an overview of existing optimization techniques has been given. 
Particular attention has been paid to the three methods used in this thesis: SQP, the 
continuous GA and the selective permutation GA. An SQP type optimization tool is 
used in Section 5.5.3 for the optimization of structured wall pipe profiles. The 
continuous GA will be used for the optimization using surrogate models. In Section 3.4 
it will be used for the optimization of three benchmark problems and in Chapter 6 for 
the optimization of a carbon-fibre bicycle frame. The selective permutation GA has 
been developed to specifically face the problem of creating OLHs for constrained 
design spaces. Example problems are presented in Section 3.2.3. Furthermore, it is also 
applied for the creation of the OLH in Chapter 6. The remaining methods have been 
discussed for completeness only.
3. Surrogate Based Optimization
Summary: The main ingredients of surrogate based optimization are Design of 
Experiments and design space approximation. This chapter gives an overview over the 
most important existing methods. A new method for the creation of Optimum Latin 
Hypercube Design of Experiments in constrained design spaces has been developed and 
will be presented in detail. Numerous example problems show the validity of the chosen 
approach. A framework for surrogate based optimization is implemented which contains 
the developed Optimum Latin Hypercube creation scheme, a Kriging interpolation and a 
continuous Genetic Algorithm. It is applied to two unconstrained and one constrained 
benchmark problem.
3.1. Introduction
In many design optimization tasks the evaluation of the objective and constraint 
functions requires the performance of computationally expensive simulations. To keep 
the required time for the optimization acceptable, the number of simulations needs to be 
kept within limits. In such cases direct application of one of the previously presented 
optimization techniques might not be feasible. One possibility to circumvent this 
problem is building a surrogate or metamodel and using it as an approximation for the 
expensive simulation code. Here, a small number of function evaluations is performed 
in a first step. Then, the obtained results are used to fit curves that interpolate the 
obtained results and thus approximate the original simulation code. These curves can be 
evaluated much more efficiently and hence be used for the optimization with one of the 
previously discussed optimization techniques.
In the following, methods will be presented that allow for the creation of sample plans, 
often referred to as Design of Experiments (DoE). They determine at which locations in 
the design space, i.e. for which parameter values, the simulations will be performed. 
Subsequently, different approximation methods will be discussed that are utilized for 
the interpolation of the obtained results. Finally, a set of tools will be implemented and 
applied to three benchmark problems in order to test and validate them.
3.2. Design of Experiments
The accuracy of a surrogate model depends significantly on the choice of the design 
variable value combinations for which the simulations are run (Keane & Nair, 2005). 
The sampling plan in the design space that determines these combinations is called 
DoE. This subject was first studied by (Fisher, 1935) in the context of physical
experiments. A key difference between physical and computer experiments is the 
existence of random errors. Traditional methods for designing experiments take a 
random error into account. They create DoEs that are specifically made to fit regression 
models. These traditional techniques include central composite design, Box-Behnken 
design and full- or fractional-factorial designs. All these methods tend to locate the 
experiments at the extremes of the design space (Keane & Nair, 2005). The random 
error which occurs in physical experiments does not occur in computer simulations. 
Here, numerical noise occurs due to incomplete convergence, round-off errors or the 
simple fact that continuous physical phenomena are replaced by discretized ones 
(Alvarez, 2000). For computer simulations, space-filling designs such as Latin 
Hypercube Sampling (LHS) or Orthogonal Array sampling (OAS) are more desirable 
(Keane & Nair, 2005) (Simpson et al., 2004).
Several techniques have emerged which aim at an improvement of the uniformity of the 
LHS by optimizing a particular spreading measure (Queipo et al., 2005) for instance by 
maximizing the minimum point distances (Johnson et al., 1990). For small sample sizes 
this approach tends to distribute the points at the extremes of the design space (Keane & 
Nair, 2005). An alternative approach is presented in (Bates et al., 2003) and (Bates et 
al., 2004). Here, the OLH is found by minimizing the Audze-Eglais potential energy of 
the points using a permutation GA.
In practice, design spaces are not necessarily box-shaped but highly irregular in which 
case a typical approach is to create a DoE for the full design space and omit those 
experiments that lie outside the feasible space. This approach leads to a DoE with fewer 
experiments than desired and to a set of points that is not optimally distributed (Keane 
& Nair, 2005). A strategy for the creation of OLHs for constrained design spaces will be 
discussed in Section 3.2.3.
Ideally, a surrogate model is created in an iterative way. That is to say the initial DoE is 
fairly coarse. Then, locations of insufficient accuracy in the model are identified and 
new experiments added there until the model’s accuracy is satisfactory (Keane & Nair,
2005). Adding new points to an existing DoE in a specified sub-domain as 
homogenously as possible is the objective of Van Keulen’s approach (van Keulen & 
Toropov, 1997). A similar approach has been discussed by (Jones et al., 1998).
Following (Keane & Nair, 2005) and (Queipo et al., 2005), within this thesis a selection 
of those DoE techniques are discussed in more detail that assume noise-free
experiments. These are OAs, LHS and OLHs. In addition to that, the developed 
formulation for the creation of OLHs in constrained design spaces will be presented.
3.2.1. Orthogonal Arrays
The following review of OA is done in accordance with (Keane & Nair, 2005). An OA 
for nP experiments in nDV dimensions is defined by an nP x nDV matrix containing 
elements between 0 and q — 1. An OA has a strength t, if all the possible ql rows 
appear the same y  number of times in every submatrix nP x £. An OA can be compactly 
written as Oa(nP,nDV,k, t ) .  k  specifies the number of discretization levels for each 
design variable. By definition any OA of the form Oa(nP,n DV,n P, 1) is an LHS. The 
values for the design variables can be produced from the matrix via
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Here, is the ij-th element of Oa and is a random number between 0 and 1.
(Queipo et al., 2005) note two disadvantages of OAs. Firstly, for a particular 
combination of rows, columns, levels and strength, it is possible that no OA exists. 
Secondly, the projection of the points onto one dimension might contain duplicates. The 
latter is an undesirable characteristic when used with deterministic computer
simulations since the same value for one parameter is used multiple times which might 
reduce the degree of new information that is added to the approximation model.
3.2.2. Optimum Latin Hypercube Sampling
LHS was initially proposed by (McKay et al., 1979) and (Iman & Conover, 1980). Each 
variable is divided into nP equidistant levels. For each level, only one point is allowed. 
(Queipo et al., 2005) call methods exhibiting this requirement stratified. In (Stinstra et 
al., 2003) this is denoted as the Non-collapsingness criterion (NC) which will be used 
henceforth. The importance of this is based on the fact that some parameters have only a 
minor influence on the result of a simulation. Thus, running two collapsing experiments 
might lead to similar results, i.e. to no new information and effectively to unnecessary 
computational costs.
The random generation of LHS leads to DoEs that usually exhibit poor space-filling 
quality. OLHs are LHS that are characterized by an optimal distribution of the placed
experiments in the sense of a chosen criterion. Again, several different approaches 
arose, for instance the minimization of the integrated mean square error (IMSE) by 
(Sacks et al., 1989), maximization of entropy by (Shewry & Wynn, 1987), the maximin 
distance criterion by (Johnson et al., 1990) or the minimization of the Audze-Eglais 
potential energy by (Bates et al., 2003) and (Bates et al., 2004). (Liefvendahl & Stocki,
2006) studied the performance in terms of efficiency and space-fillingness of the last 
two approaches and concluded that the approach based on the potential energy 
minimization outperforms the maximin distance criterion. Publications following this 
recommendation include (Panda & Manohar, 2009) and (Cook & Skadron, 2007).
(Bates et al., 2003) and (Bates et al., 2004) are using the Audze-Eglais method (Audze 
& Eglais, 1977) which follows a physical analogy: A system of mass-points exert 
repulsive forces on each other which leads to potential energy in the system. In case of a 
minimum of the potential energy the points are in equilibrium. The analogous potential 
energy U for the creation of the OLH is defined as:
nP nP
Here, Lpq is the distance between the points p and q and X_p and X q their integer valued 
coordinates. nDim indicates the dimensionality of the design space. The optimization 
problem for the creation of OLHs requires the minimization of the potential energy. The 
design variables are the coordinates of the experiments which can take any integer value 
between 1 and nP. The optimization problem can be formulated as:
min -> U 3.4
w ith 1 < Xm < nP fo r  m  = 1, ...,nDim and n = l , . . . ,n P 3.5
p=1 q=p+1 pq
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A requirement for an OLH is that only one experiment is placed per level, denoted as 
Non-collapsingness as stated in Equation 3.6. The permutation GA used in (Bates et al., 
2003) and (Bates et al., 2004), a priori satisfies this requirement, as it only exchanges
coordinates in the same coordinate direction. Thus, this optimization problem is 
unconstrained. The GA features a mutation scheme that exchanges single coordinates of 
two random experiments and a cycle cross-over where the parents are columns of 
coordinates of one coordinate direction.
3.2.3. Optimum Latin Hypercube Sampling for Constrained Design Spaces
Commonly OLHs are created by assuming a complete ^-dimensional design space even 
though this might not reflect reality. This assumption causes experiments to be created 
that might not be feasible or do not have a physical meaning. This means for the 
creation of the DoE and the response surface, unnecessary computational costs. Simply 
omitting infeasible points leads to a DoE with fewer experiments than desired and to a 
set of points that is not optimally distributed. (Stinstra et al., 2003) developed a 
procedure for the creation of DoEs for constrained design spaces but here, the NC is not 
considered.
A novel procedure has been developed that allows for the creation of OLHs for 
arbitrarily constrained design spaces. The formulation by (Bates et al., 2003) and (Bates 
et al., 2004) discussed in Section 3.2.2 has been extended to meet this requirement. The 
OLH is found by minimizing the potential energy of the points according to (Audze & 
Eglais, 1977) using the selective permutation GA discussed in Section 2.3.5.3. The 
validity of the approach is demonstrated using 2D and 3D examples.
3.2.3.I. Formulation Outline
In the case of unconstrained design spaces the number of space divisions equals the 
number of experiments nP. When infeasible regions in the design space are defined 
where no experiments are allowed to be placed, no initial combination of feasible points 
might be found that satisfies the NC and the constraints at the same time, especially if 
the ratio between infeasible and feasible points is considerable. That means no 
combination of nP feasible experiments exists without at least two points sharing the 
same level, i.e. without violating the NC. A possible solution to this problem is the 
increase of the number of space divisions for certain dimensions of the design space 
while keeping nP constant. This measure increases the number of possible 
combinations. A vector npiv is introduced that contains the chosen number of space 
divisions for each design space dimension, i.e. it contains the information into how 
many levels each parameter is divided. For regular OLHs in the original formulation
npiv =  [nP,n P,. . . ,n P]. In the developed procedure this requirement is relaxed. 
Effectively, this means that nDiVi — nP levels for parameter i do not contain an 
experiment.
A common permutation GA, presented in Section 2.3.5.3, as it was used in (Bates et al., 
2003) and (Bates et al., 2004) cannot effectively solve a permutation problem where not 
all available items are selected, but a certain number has to be left out. Thus, the 
selective permutation GA proposed in the same Section 2.3.5.3 will be employed 
instead.
Fitness Function
Without a correction of the potential energy in Equation 3.2, similar examples with 
different would exhibit different U even if the results would be identical. This is 
because point-to-point distances vary for different space divisions. For reasons of 
comparability the fitness function has been changed in a way that the distances between 
each coordinate direction are multiplied by a factor that relates the actual ratio of n P 
and nDiVi to a ratio of 1 (see Equation 3.9). With this change, a similar result for 
different ratios yields the same potential energy. The equation for the amended potential 
energy U* reads:
Here, L*pq is the amended distance between points p and q and ^  is the factor that 
relates the point-to-point distances to those for a ratio of nP and nDiVi being 1. This is 
done for each dimension i individually.
Contrary to the problem faced in the original formulation, this one is no longer 
unconstrained. In accordance to Section 2.3.5.5, a penalty term is added to the fitness 
function that penalizes a violation of the constraints. For simplicity, a constant
U p  Tip
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penalization term, which does not indicate the degree of constraint violation, is added. 
The full fitness function reads:
r TT* , n i n ff  = U H pen,
np 3.10
where n inf  is the number of experiments that violate the constraints and pen  is a 
penalization factor. Numerical experiments showed that a value of 1000 for pen  is a 
good working value to safely rule out any infeasible experiments.
Instead of minimizing the potential energy directly, as in the original formulation, the 
fitness function in Equation 3.10 is minimized instead. Furthermore, the optimization 
problem is now constrained by nc inequality constraints g k with which each of the n P 
experiments has to be checked for feasibility. An experiment is considered feasible, if it 
satisfies each one of the nc constraints. A design variable X f  (the i-coordinate of point 
n) can now take any integer value between 1 and nDivv The new optimization problem 
reads:
m in  -> /  3.11
w ith  1 <X%l < n DiVm f o r  m = l , . . . , n Dim and n = l , . . . ,n P 3.12
As discussed in Section 2.3.5.3 the mating scheme in the selective permutation GA is 
the same as in the common permutation GA. Hence, with respect to the mating the 
newly developed formulation remains identical to that in (Bates et al., 2003) and (Bates 
et al., 2004) which is a typical cycle-crossover. Here, the parents are columns of 
coordinates of the same coordinate direction corresponding to two chromosomes in the 
population. Practically, two chromosomes are chosen randomly from the first half of the 
population which is sorted according to their fitness. The probability of being chosen 
decreases linearly from the first to the last chromosome. Then, for each coordinate 
direction separately, two vector entrances are exchanged. This means that the parents
fo r  m = l ,  ...,n Dim 3.13
g k(X")  < 0 f o r  k = l , . . . ,n c 3.14
Mating
might temporarily contain a certain entrance twice. If this happens the exchange is 
repeated for the particular entrance until each value occurs only once.
Mutation
As discussed in Section 2.3.5.3 in the selective permutation GA a new 'Substitution 
Mutation' is introduced in addition to the existing 'Exchange Mutation'. The latter 
randomly chooses two experiments in one chromosome and performs a simple 
exchange of one coordinate in one coordinate direction. Because coordinates are merely 
exchanged, this scheme will never violate the NC if it has not been violated before. At 
the same time it means that, in case nDiVi and nP differ for a dimension i, an 
unoccupied level will not be filled by means of this mutation scheme.
The 'Substitution Mutation' allows moving an existing experiment onto an unused level. 
In detail, this scheme, which distinguishes the regular from the selective permutation 
GA, first randomly chooses an experiment and removes it from the chromosome. Now, 
for each dimension all unoccupied levels are identified and stored. Finally, a new 
experiment is created by randomly choosing one of the stored levels for each 
dimension.
The ‘Exchange Mutation’ is illustrated in Figure 3.1 and the ‘Substitution Mutation’ in 
Figure 3.2. Both are employed in the developed formulation.
Figure 3.1: Illustration of the ‘Exchange 
Mutation’ scheme. One coordinate of two 
random experiments is exchanged. This 
scheme is used in the original formulation.
Figure 3.2: Illustration of the ‘Substitution 
Mutation’ scheme. An existing experiment is 
substituted by a new one lying on available 
space divisions.
Formulation Valielation
In order to verify that the developed formulation is capable of creating OLHs for 
constrained design spaces, an unconstrained OLH obtained in (Bates et al., 2004) will
be reproduced in a constrained context. The unconstrained OLH contains ten
experiments in a 2D design space. For the constrained design space each design variable 
is defined infeasible in the first third of its interval. The two constraints used to define 
the infeasible region are:
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The number of space divisions for each dimension is increased by 50%, i.e. nDiv = 
[15,15], resulting in a feasible space that again contains ten divisions in both coordinate 
directions. As expected, the experiments are placed within the feasible space in the 
same order as in the original one. This shows that the developed formulation works as 
intended. The unconstrained OLH is shown in Figure 3.3 and its constrained counterpart 
in Figure 3.4.
Figure 3.4: Constrained OLH for 10 points 
and nDiV = [15,15]. The potential energy is 
5.0. The rectangular feasible space contains
"m T = [10,10].
Figure 3.3: Unconstrained OLH for 10 points. 
Result found in (Bates et al., 2004). The 
potential energy is 2.07.
3.2.3.2. Handling of Space Divisions
The general outline of the developed formulation has been discussed in the previous 
section. In the following the effect of the design space division into more than nP levels 
will be discussed. Firstly, the effect of large infeasible ratios, i.e. a high increase in the 
entries in nj)iv will be investigated and secondly, an automated procedure for the 
determination of the required npiv presented.
Effect o f Large Infeasible Areas
As mentioned before, the entries in npiv have to be increased if due to the constraints 
insufficient possibilities exist to place feasible points without violating the NC. In 
general one can choose the minimum number of design space divisions for each 
dimension for which the algorithm is capable of finding an initial feasible population. In 
general, the lower the feasibility ratio becomes, i.e. the higher the number of infeasible 
grid points in the design space becomes, the more the value for n™/” . exceeds that for 
rip. The effect of that situation can be illustrated by conducting an unconstrained 2D 
example with nP = 25 and rjj)iv =  [1000,1000] . The resulting LH is illustrated in 
Figure 3.5. It shows that the fine division of the design space yields a LH that resembles 
a chessboard. Even though it appears to be space-filling and uniform, it contradicts the 
basic idea of LH where each dimension stands for a parameter which should be 
evaluated for as many different values as possible. In this particular example each 
design variable is only evaluated in five significant locations, rather than 25, basically 
violating the NC. The same problem occurs for constrained cases with high n™/” .. 
Figure 3.6 shows an example where 90% of each design variable is defined infeasible. 
The constraint requires at least one of the coordinates of an experiment to lie within the 
first 10% of the design space which can be expressed as:
9i(jLn) = m inlx i ~  1 -  K i r j  -  1) • 0.1, X? -  1 -  (nDi„2 -  1) • 0.1} < 0  3.17
The algorithm requires at least 242 space divisions for each dimension for the 
placement of 50 points. Here too, the space divisions become so close to each other that 
the NC is practically violated. This shortcoming of the procedure should be kept in 
mind when applied to problems that require very high n™/™..
Figure 3.5: Unconstrained LH featuring 25 
points andnDiv = [1000,1000]. The potential 
energy is 2.40.
Automatic Determination o f  Space Divisions
Figure 3.6: Constrained OLH featuring 50 
points and nDiv =  [242,242]. The potential 
energy is 12.05.
Before the formulation for the generation of OLHs for constrained design spaces can be 
applied, the necessary design space divisions have to be determined. This is not always 
as straightforward as in the validation example in Section 3.2.3.1. When infeasible 
regions are spread irregularly or when the design space has more than three dimensions, 
this can become a difficult task. Nevertheless, as explained in Section 3.2.3.2 the 
number of space divisions plays a crucial role in satisfying the NC. Hence, the 
minimum required number n™/” . should be used for each dimension in all applications. 
A procedure has been developed that allows for the automatic determination of n ^ .  
This procedure finds n Div by minimizing the following quality criteria:
nDim nDii
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The first term in Equation 3.18 states that the sum of the differences between the space 
divisions and nP should be as low as possible. The second term was added to 
distinguish between two options that exhibit the same sum but varying individual 
divisions. In this case the option where the divisions have a smaller standard deviation
is the preferred one. In this sense, for instance, nDiv = [55,55] would be preferred to 
n dw =  [53,57].
The flow of the procedure for the minimization of Equation 3.18 is illustrated in Figure 
3.7.
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Figure 3.7: Flow of the procedure to automatically determine the necessary space divisions.
It can be described as follows: In a first step npiv = [nP, nP, ..., nP] is tried. If a feasible 
set of experiments can be found that satisfies the NC, the algorithm stops. If this is not 
the case a loop is started where the entries in are gradually decreased to find the 
minimum required set. To this end a maximum value is specified, typically n = 10 • 
nP is a safe assumption. Then, a set of n Dim random numbers between nP and is
generated and assigned to n ^iv. This is repeated until this random n^iV features a better 
quality than the currently best Once this is the case, it is attempted to find a
feasible set of experiments that satisfies the NC for the corresponding npiv and, if
In either case a convergence check is performed and the process terminates or 
progresses depending on its result. To speed up convergence another source of input has
numbers between [—2,1] are added to each dimension. Again, this is repeated until the
experiments is sought. The probability of this feature being used increases during the
to perform these random changes, it carries on by choosing randomly between nP 
and n™?x. A convergence check is successful once 100 • nDim attempts to find a 
feasible initial set of experiments failed successively.
3.2.3.3. Results
Several 2D and 3D example problems have been solved to show the capabilities of the 
developed procedure. The results will be discussed in the following.
2D Examples with Similar Space Divisions
In the following, four 2D examples will be presented where infeasible regions are 
defined in the design space in a way that both dimensions are affected to the same 
extent, i.e. the required npiv will contain similar entries.
Example 1: This 2D example requires the placement of 28 points in a design space 
where all experiments are considered to be infeasible if lying outside a quarter circle of 
radius equal to the length of one coordinate direction. One constraint is used in this 
example. It describes the quarter circle of radius R and midpoint A£. This constraint can 
be formulated as:
successful, the currently best is updated accordingly.
been added in the next step. There, the is taken as a starting point and random
quality exceeds that of and jumps to the location where a feasible set of
process as approaches the best possible combination. If the process determines not
2
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The algorithm found Upiv = [29,29]. The resulting OLH is shown in Figure 3.8. The 
potential energy equals to 4.08 and was obtained after 3053 generations.
It can be seen that the experiment density is slightly lower near the centre of the quarter
and thus, when projected onto one of the two axes, more points need to lie on that line. 
Since the NC allows only one experiment per division, the point-to-point distances must 
increase towards the centre. The other extreme can be found near the ends of the axes. 
Here, only one feasible grid-point is available when projected onto the other dimension, 
hence the chance of the level being occupied already is lower. This shortcoming of the 
procedure could be diminished by employing non-equidistant space divisions with 
larger spacing towards the constraint boundaries and vice versa, but this measure 
exceeds the scope of the present work. Nevertheless, the uniformity of the placed points 
can be considered good and naturally better than that of the feasible experiments in an 
OLH that has been created for the entire design space.
Example 2: This 2D example has a circular infeasible region in the middle of the design 
space with a radius of a quarter of the length of one coordinate direction.
The used constraint reads:
15 experiments need to be created and Upiv = [15,15] was found to be sufficient to 
obtain an initial feasible population. The resulting OLH is shown in Figure 3.9. The 
potential energy equals to 2.68 and was obtained after 119 generations.
The experiments are uniformly spread around the circle. Their diagonal arrangement 
resembles that of the validation example in Section 3.2. A small decrease in point-to- 
point distances can be found towards the constraint boundary. The explanation for this
circle. This is due to the fact that the number of feasible grid-points is higher in that area
2
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Figure 3.8: Example 1. Constrained OLH for Figure 3.9: Example 2. Constrained OLH for
28 points and nDiv = [29,29] divisions. The 15 points and nDiv = [15,15]. The potential
potential energy is 4.08. energy is 2.68.
is similar to that in Example 1. Due to the lower nP and the fact that, in no region of the 
design space, the constraint affects one dimension only, the overall uniformity is better.
Examples 3 and 4: These 2D examples are of similar nature, but they differ in the size 
of the infeasible region. In both cases this region is rectangular and located in the comer 
of the design space. Their side lengths are 1/3 and 2/3 of the length of one coordinate 
direction, respectively. The constraint used in these examples reads:
g 1( Xn) = min{X? -  1 -  (n DiVl- 1) • f , - 1  -  (n m„2 - 1) • f} <  0 3
where £, is 2/3 for Example 3 and 1/3 for Example 4. This difference has a significant 
impact on n ^ y  which is, for the placement of 50 experiments, =  [50,50] in the 
first and n ^ y  =  [77,77] in the second case. The resulting OLHs are shown in Figure
3.10 and Figure 3.11. The potential energies equal to 4.68 and 6.71 and were obtained 
after 1353 and 1521 generations, respectively.
It can be seen that in both cases the density of the placed experiments is lower in those 
regions where the divisions projected onto each dimension are all feasible. This is due 
to the fact that, despite the existence of more feasible grid-points in this area, the NC 
prevents the algorithm from placing more experiments. In areas where one of the 
coordinate directions is affected by the constraints, more space-divisions can be used in 
the other direction. Example 1 is very similar to this one. The difference is that the 
influence of the constraint on a dimension does not decrease gradually as one progresses
Figure 3.10: Example 3. Constrained OLH for Figure 3.11: Example 4. Constrained OLH for 
50 points and nDiv = [50,50], The potential 50 points and nDiv = [77,77]. The potential 
energy is 4.68. energy is 6.71.
along the axis, but discontinuously. Hence, the point-to-point distances drop at the 
location on the axis as the constraint takes effect. In Example 4 this becomes very 
apparent and the bottom left corner is only scarcely sampled. Again, this shortcoming of 
the procedure could be diminished by employing non-equidistant space divisions. The 
development of the potential energy throughout the optimization process for the latter 
four examples is illustrated in Figure 3.12.
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Figure 3.12: Development of the potential energy throughout the optimization process for the
examples 1, 2, 3 and 4.
2D Examples with Different Space Divisions
In the following three 2D examples will be presented where infeasible regions are 
defined in the design space in a way that both dimensions are not affected to the same 
extent, i.e. the required will have entries of different magnitude.
Example 5: This 2D example requires the placement of 80 points in a design space 
where all experiments are considered to be infeasible if lying inside a semi-circle of 
radius equal to the length of half of the 7-direction. The constraint used in the example 
reads:
The algorithm found npiv = [80,103]. The first entry of npiv reflects that the design 
space projected onto the 7-direction is not affected by the infeasible region. The 
resulting OLH is shown in Figure 3.13. The potential energy equals to 6.57 and was 
obtained after 1948 generations.
It can be seen that the experiment density is lower in the area of the beginning and the 
end of the 7-direction and higher in between. This is due to the fact that the infeasible 
region expands in the middle of the 7-direction. Even though the number of feasible 
grid points increases towards the beginning and the end of the 7-direction, the NC 
prevents the algorithm from placing more points in these regions. The projection of the 
points onto the 2-direction shows a good space-filling quality with fewer points in the 
higher constrained region but the one onto the 7-direction shows the opposite. That 
means the uniformity for the unaffected direction is worse than for the affected one. 
Similarly to the previous examples, this shortcoming could be diminished by employing 
non-equidistant space divisions.
Example 6: This 2D example requires the placement of 50 points in the design space. 
The infeasible region is a combination of that in Examples 3 and 4. Experiments are 
considered to be infeasible if lying inside a rectangle having a width of 1/3 of the 7- 
direction and a height of 2/3 of the 2-direction.
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The constraint reads:
a i ( X n)  =  min|jfJ* -  1 -  ( n DiVl -  l)  X% -  1 -  (nDi„2 -  l)  ■ l j  < 0 3.27
The algorithm found n ^iv =  [59,50]. The resulting OLH is shown in Figure 3.14. The 
potential energy equals to 5.38 and was obtained after 8858 generations.
The uniformity of the point distribution shows the same problem as in example 4 with a 
lower density of the placed experiments in those regions where the divisions projected 
onto each dimension are all feasible. The severity of this problem is lower though since 
in this case the two directions are both affected to some extent which is reflected in an 
npiv with entries that are less far apart.
Example 7: This 2D example requires the placement of 50 points in a design space 
where all experiments are considered to be infeasible if lying inside a triangle with side 
lengths of 70% of each coordinate direction. Due to the orientation of the triangle, the 2- 
direction is more affected than the 7-direction. The used constraint reads:
(Xn) = m in
- r( , x 2 X? - 1  nDiV7 _,
3.28
The algorithm found rij)iv = [52,53]. The resulting OLH is shown in Figure 3.15. The 
potential energy equals to 5.12 and was obtained after 1106 generations. The entries of 
nj)iv show that the degree by which the two directions are affected by the constraints are 
fairly similar.
Figure 3.13: Example 5. 
Constrained OLH for 80 
points andnpiv = [80,103]. 
The potential energy is 6.57.
Figure 3.14: Example 6. 
Constrained OLH for 50 
points and npiv = [59,50]. 
The potential energy is 5.38.
#
Figure 3.15: Example 7. 
Constrained OLH for 50 
points and nj)iv = [52,53]. 
The potential energy is 5.12.
In the sense of the findings of previous two examples, the uniformity of the projected 
experiments can be considered better than in those. This example shows nicely how the 
point density decreases as the number of feasible grid-points increases, i.e. with a drop
at ^ of the 7-dimension and gradually towards the end of the same axis.
The development of the potential energy throughout the optimization process for the 
latter three examples is illustrated in Figure 3.16.
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Figure 3.16: Development of the potential energy throughout the optimization process for the
examples 5, 6 and 7.
2D Examples with Several Feasible or Infeasible Regions
In the following, two 2D examples will be presented where several unconnected 
infeasible or feasible regions are defined in each problem. Both examples are solved for 
one feasible region with several infeasible regions and vice versa.
Example 8: This 2D example contains three circular infeasible regions. Two quarter 
circles with a radius equal to a third of the average length of the two coordinate 
directions are placed in the upper left and lower right of the design space. A full circle 
of radius equal to a tenth of the average length of the two coordinate directions is placed 
in the middle of the design space. In addition to this case, a second case will be 
considered where the feasible regions are redefined as infeasible and vice versa. The 
three constraints used in the former case read:
gkQr) = R« - Y  (Mf -  XJ1) 2 <  0, fo r  k = 1,2,3
1 =  1
3.29
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In the inverted case where the previously infeasible regions are defined feasible, only 
one constraint is necessary. The three midpoints M_k and radii Rk remain identical to 
Equations 3.30, 3.31 and 3.32. The constraint reads:
9 i{K n) = m *n
IN
y  (Mf -  Xf ) 2 -  Rk, fo r  k  = 1,2,3
1 =  1
3.33
The number of points to be placed is chosen as 15. In the case of three infeasible regions 
the algorithm found npiv = [15,15]. The resulting OLH is shown in Figure 3.17. The 
potential energy equals to 2.75 and was obtained after 1772 generations. For the case of 
the inverted design space nj)iv = [16,17]. The corresponding OLH is illustrated in 
Figure 3.18. The potential energy equals to 6.25 and was obtained after 39 generations.
In both cases the uniformity of the experiments is good. The diagonal arrangement of 
the points in the first case is similar to that in the validation problem. In the inverted 
case it can be seen that the symmetrical feasible regions are sampled in a symmetrical 
way. Only in the middle region the lack of feasible grid points forces the algorithm to 
choose a slightly non-symmetrical pattern.
Example 9: This 2D example consists of four infeasible regions which are of circular 
shape. These regions have only a minor impact on the design space so that nDiv = 
[nP,n P]. The OLH for 30 experiments is shown in Figure 3.19. The potential energy 
equals to 3.82 and was obtained after 416 generations. Again, the same example has 
been solved with an inverted design space, i.e. the former feasible space becomes 
infeasible and vice versa, which results in nmv = [38,43]. The corresponding OLH is
Figure 3.17: Example 8. Constrained OLH for Figure 3.18: Example 8 (inverted). Constrained 
15 points and =  [15,15]. The potential OLH for 15 points and npiv = [16,17]. The
energy is 2.75. potential energy is 6.25.
illustrated in Figure 3.20. The potential energy equals to 8.75 and was obtained after 
7671 generations.
Figure 3.19: Example 9. Constrained OLH for Figure 3.20: Example 9 (inverted). Constrained 
30 points and npiv = [30,30]. The potential OLH for 30 points and npiv = [38,43], The
energy is 3.82. potential energy is 8.75.
The development of the potential energy throughout the optimization process for the 
latter two examples is illustrated in Figure 3.21.
Engineering Design Example
Example 10: This example demonstrates the creation of an OLH for the optimization of 
a tip loaded cantilever beam made from mild steel, shown in Figure 3.22. The two
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Figure 3.21: Development of the potential energy throughout the optimization process for the
examples 8 and 9.
design variables are the width w and the height h of the beam’s cross-section, subject to 
the following constraints:
maximum tip deflection
F - l 3
G m ax  =  Y ~ ]  ' ~  S m m 3.34
maximum allowable bending stress ob =
6 • F • Z
 w T - ° yw y
3.35
maximum allowable shear stress
3 • F
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3.36
maximum height to width ratio
h
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y s f / u r r u
with G y  — 240 MPa 3.41 E = 216.62 GPa 3.42
G = 86.65 GPa 3.43 v = 0.27 3.44
, =  2 L L  3.45 = tJ ! ! L  3.46
y 12 z 12
w - h3 + h - w 3 _
IT = --------------------------- 3.47
7 12
20 experiments are to be placed in the constrained design space. The algorithm found 
n  =  [28,32]. The resulting OLH and the feasible design space are shown in Figure 
3.23. It was obtained after 13140 generations and the corresponding potential energy 
amounts to 7.08.
F = 5 kN
w
Figure 3.22: Example 10. Tip loaded 
cantilever beam. The design variables 
are the width and the height of the 
cross-section.
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Figure 3.23: Example 10. Constrained OLH for 20 
points and npil7 = [28,32]. The potential energy is 
7.08.
From an engineering point of view it might be desirable to place experiments in the 
corners of the feasible region of the design space. For a 2D design space as in the 
current example this is a seemingly simple task since it is easy to illustrate. For more 
dimensions though, a search algorithm which finds the corner points automatically 
would be necessary. This exceeds the scope of the present work.
The development of the potential energy throughout the optimization process for this 
example is illustrated in Figure 3.24.
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Figure 3.24: Development of the potential energy throughout the optimization process for the
example 10.
Handling o f Equality Constraints
Example 11: This 2D example illustrates how to deal with design spaces made up of 
equality constraints, i.e. design spaces with a very low feasibility ratio. The region 
boundaries are identical to those in example 8 but with experiments only allowed to be 
placed on the constraints. In this example nP =  30. Contrary to inequality constraints, 
in this case a certain tolerance has to be defined for which an experiment is feasible, 
since it is very unlikely that the space division intersections perfectly intersect with the 
constraint boundaries. A tolerance of 10-3 • nDiv was found to be a good working 
value.
Because of the nature of the problem, the entries in n become very high. The 
algorithm found nDiv = [106,106]. Despite the high values in this case, the feasible 
points are still sparse and hence their final distribution far from uniform. Hence, the 
influence of a manual increase of the space divisions will be demonstrated by 
additionally using n  = [150,150] and nDiv = [200,200]. Figure 3.25, Figure 3.26 and 
Figure 3.27 show all feasible experiments for the three cases. The corresponding OLHs 
are shown in Figure 3.28, Figure 3.29 and Figure 3.30. Their final potential energies are
liri
21.10, 10.08 and 9.3. They were obtained after 50, 864 and 4773 generations. 
Obviously, the OLH for 200 space divisions appears to have the highest space-filling 
quality, because the point to point distances are very uniform. Nevertheless, as 
mentioned before, the higher the difference between n P and n Div. for each dimension i 
is, the more the NC is practically violated.
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Figure 3.25: Example 11. 
Feasible points for r\j)iv -  
[106,106], There are 58 
feasible points.
Figure 3.26: Example 11. 
Feasible points for TLpiv =  
[150,150]. There are 133 
feasible points.
Figure 3.27: Example 11. 
Feasible points for = 
[200,200]. There are 200 
feasible points.
Figure 3.28: Example 11. Figure 3.29: Example 11. Figure 3.30: Example 11.
Constrained OLH for 30 Constrained OLH for 30 Constrained OLH for 30
points and n^tl7 = [106,106]. points and =  [150,150]. points and = [200,200]. 
The potential energy is 21.10. The potential energy is 10.08. The potential energy is 9.30.
The development of the potential energy throughout the optimization process for the 
three settings in this example is illustrated in Figure 3.31.
3D Results
Example 12: In order to show the applicability of the developed formulation to
constrained design spaces of more than two dimensions a simple 3D example will be
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Figure 3.31: Development of the potential energy throughout the optimization process for the
example 11.
solved. It requires the placement of 50 points. All experiments lying in the middle third 
of the first parameter are considered to be infeasible. The algorithm found nDiv = 
[75,50,50]. The resulting OLH is shown in Figure 3.32. The potential energy equals to
1.43 and was obtained after 4775 generations.
The development of the potential energy throughout the optimization process for this 
example is illustrated in Figure 3.33.
3.3. Design Space Approximation
As discussed before, in Surrogate Based optimization the original computationally 
expensive simulation code is replaced by a low cost surrogate model. To this end a 
small number of function evaluations are performed and the obtained results are used to 
train the surrogate model. Then the surrogate model can be evaluated at arbitrary 
locations, efficiently approximating the simulation code. A vast variety of approaches to 
design space approximation exist. A possible classification of popular methods can be 
found in Figure 3.34. (Keane & Nair, 2005) distinguish two main types: General and 
Physics-based approximation concepts. While methods in the former group are 
somewhat generally applicable, those in the latter group exploit available knowledge 
about the physical equations and the employed numerical methods in question. This 
makes them more customized and less general. For more information about Physics-
Figure 3.32: Example 12. Constrained OLH for 50 points and nDiv = [75,50,50]. The potential
energy is 1.62.
based approximation techniques see (Keane & Nair, 2005). According to (Barthelemy 
& Haftka, 1993) the general approximation concepts can be split further into local, 
global and mid-range approximations. This distinction is based on their validity range 
within the design space. This chapter gives a brief overview of common approximation 
concepts in the three groups.
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Figure 3.33: Development of the potential energy throughout the optimization process for the
Example 12.
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Figure 3.34: Categorization of design space approximation methods.
3.3.1. Local Approximations
Local approximations yield valid results only in the vicinity of the point which was used 
to generate it. These methods use variations on the Taylor series expansions for 
approximation. Thus, they usually require sensitivity information. Several methods such
as first order, reciprocal, conservative or higher order approximations exist. For more 
information the reader is referred to (Barthelemy & Haftka, 1993). (Keane & Nair, 
2005) also discuss how Taylor series approximations can be improved by the use of 
intervening variables. Another popular method is the convex linearization method 
(CONLIN).
3.3.2. Global Approximations
Global Approximation methods create a single approximation model for the entire 
design space. The advantage of this is that it is more likely that a global optimum is 
found. For high numbers of design variables though this approach can become very 
costly due to a high number of required plan points. In those cases a mid-range 
technique can be the preferable option. Popular global approximation techniques are 
Artificial Neural Networks (ANN), Kriging methods, Polynomial approximations (PA), 
radial basis functions (RBF), genetic programming (GP) or moving least squares (MLS) 
method. The latter four belong to the Response Surface methodology (RSM) group.
3.3.2.I. Artificial Neural Networks
This brief introduction to ANN is done in accordance with (Keane & Nair, 2005). ANN 
are based on an idealized brain structure where the neurons are represented by multiple 
connected elements. The most widely used version is the feed-forward system having an 
input, a hidden and an output layer. This system is illustrated in Figure 3.35.
Input Layer Hidden Layer Output Layer
Figure 3.35: A feed-forward system with an input, a hidden and an output layer.
This model corresponds to the mathematical form in Equations 3.48 and 3.49 .
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Here, cq, Wjj and (3j are the unknown parameters and (p(x) a transfer function for 
instance the tank  function. Furthermore, p and m  are the numbers of neurons in the 
input and hidden layer, respectively. More information can be found in (Bishop, 1995).
3.3.2.2. Response Surface Methodology
Originally, RSM has been developed for the modeling of experimental results (Box & 
Draper, 1987) and was later utilized for numerical experiments. Experimental results 
usually exhibit a random error which occurs for instance due to the measurements or 
imprecise experiment set-up. As mentioned before, in computer simulations noise can 
occur due to incomplete convergence, round-off errors or the discretization of physical 
phenomena (Alvarez, 2000). In this case the noise is denoted as numerical noise. An 
RSM model interpolates between the results to reduce the impact of the noise and 
improve its smoothness, by minimizing the sum of the squared errors (Box & Draper, 
1987) as shown in Equation 3.50.
be used to control the influence of the experiments on the approximation model, i.e. the 
higher the weight, the closer the model will be to the corresponding response. In 
contrast to this, models based on Kriging methods assume that there is no numerical 
noise. Thus, a Kriging model that is evaluated at the location of an observed experiment 
will yield exactly the observed response. A comparison of the two approaches can be 
found in (Simpson et al., 2004).
Popular RSM methods are PA, RBF and GP. They will be described in the following. 
Polynomial Approximations
The most common form of RSM approximation methods is the PA. Usually linear or 
quadratic polynomials are fitted to the observed data via least square error fitting which
m in 3.50
i=l
where Ft is the observed response and Fj(V) its approximation, w* are weights that can
determines the unknown parameters a A linear approximation function is shown in 
Equation 3.51 and a quadratic one in Equation 3.52.
n-DV
(Jin & Chen, 2001) highlight the straightforward application of PA and its efficient 
evaluation. At the same time the accuracy can be poor for large data sets.
Radial Basis Functions
According to (Queipo et al., 2005) RBF use linear combinations of radially symmetric 
functions ht to approximate the target function. The model can be expressed as
with the coefficients at and the independent errors £;. The contribution of a particular 
basis function to the approximated function decreases with increasing distance from the 
corresponding centre. A typical function is the Gaussian function according to Equation
where y  is a vector containing the nP observed responses and //  a matrix made up of the
functions hi evaluated at the locations of the conducted experiments. H_ is calculated 
according to Equation 3.56.
3.51
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where x c is the centre and 8 the radius. The tuning parameters at are determined in a 
least square sense according to Equation 3.55
a =  ( Ht H)  1 H jy, 3.55
H = 3.56
A response at an arbitrary location can be generated according to Equation 3.57.
For other basis functions and further background information the reader is referred to 
(Keane & Nair, 2005) and (Queipo et al., 2005). The tuning of the shape parameter 8 is 
discussed in detail in (Keane & Nair, 2005).
(Jin & Chen, 2001) state that the implementation of RBF is relatively straightforward 
and that especially for small and scarce sample sets RBF outperforms the methods it 
was compared to (PA, Kriging, MARS (see Section 3.3.3.1)).
Genetic Programming
(Haupt & Haupt, 2004) describe Genetic Programming as software that develops new 
software. It was introduced by (Koza, 1992) and uses GA methodology to create 
expressions made from various defined programming constructs. For instance (Toropov 
& Alvarez, 1998) and (Alvarez, 2000) used this procedure for response surface 
approximations. In GP each individual consists of connected nodes in the form of a tree 
structure. The nodes are either terminal nodes, representing the design variables or 
function nodes, representing mathematical operators. The mating of two typical 
individuals is illustrated in Figure 3.36.
Moving Least Squares Method
A very popular approximation method is the MLS method (Lancaster & Salkauskas, 
1981). It allows to build a standard regression, to interpolate or something in between 
the two (Forrester & Keane, 2009). A weighted least square approach is used where the 
weights are adjusted based on the distance from the point to be predicted, i.e. the 
weights for the calculation of the polynomial parameters decrease with increasing 
distance from the point in question. A popular choice for the decay function is the 
Gaussian function presented for RBF in Equation 3.56. The radius S determines the 
ratio between interpolation and smoothing. For a high S , smoothing is high and vice 
versa. For the determination of a suitable S the cross-validation error can be minimized 
(Forrester & Keane, 2009). This naturally leads to a higher computational costs. The
F = hT a 3.57
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Figure 3.36: Illustration of mating two typical individuals in GP. Each individual is made up of 
terminal nodes, representing the design variables or function nodes, representing mathematical
operators
costs are further increased since the polynomial parameters have to be determined for 
each point individually. (Forrester & Keane, 2009) state that MLS cannot be considered 
a global approximation method without a system of updating the model. Because of its 
relation to the response surface methodology, it is presented in this group.
3.3.2.3. Kriging
Typical linear regression approximations can be written in the form
F (x® ) =  y  ah ■ f h(x m ) + e(0, (i = 1.......n). 3.58
with being a linear or non-linear function and ah unknown coefficients which
are used to fit the approximation to the data, are independent error terms with zero 
mean and variance a 2.
According to (Jones et al., 1998) the problem of applying regression for the 
approximation of deterministic computer code is that the assumption of independent 
errors is wrong. Because the experiments are deterministic, any lack of fit is a modeling 
error and not smoothing of noisy data. Following this, the errors should not be 
independent but correlated, with a high correlation if two points lie close to each other 
and low if far apart. (Jones et al., 1998) calculate the correlation according to Equation 
3.59. The lack of random noise has been subject to discussion within the research 
community. For instance (Toropov, 1998) describe how a coarse mesh can lead to 
numerical noise.
C orr[e(x(l)), e ( x ^ ) ]  = exp
k ■
Y(0 Yco
x h x h
Ph
- h= 1 .
, (0*>O fP/le [ l f2]) 3.59
The parameters Gh and ph are estimated by maximizing the likelihood function 
according to Equation 3.60. In total these are 2 • nDim parameters, where nDim is the 
dimension of the design space.
( 2  • 7 T )" /2  • 0 2 ) " / 2  • | f t |
T T 'exP/ 2
( y - 1-#') -R 1 ■ ( y - ! ■ / * )
2 •  a2
3.60
Here, n  is the number of observed responses. The correlation matrix R and the 
parameters p. and a 2 are defined by Equations 3.61, 3.62 and 3.63, respectively.
Rij = Corr[e(x^),e(x^)]
1T • R_1 • y
A ___ ™  “  -
M “  1T • R -1 • 1
(y - 1 • m)7 • • (y - 1 • a0
a 2 = - =
3.61
3.62
3.63
n
Once the parameters are determined the response surface can be evaluated at arbitrary 
locations x* using the predictor formula
y(**) = P + r T • R 1 * (y  -  1 • p), 
with the vector of correlations
3.64
r i (x* )  = C o rr [e (x ^ )#e (x ^ )] .  3.65
To circumvent various numerical issues, (Keane & Nair, 2005) suggests to use a Log- 
likelihood function according to Equation 3.66 and to add a small term such as 10-6 to 
the diagonal terms of the correlation matrix.
n • ln(2n) + n • ln{a ) + (n|/?| H------------
2 •  a 1
3.66
For other correlation functions see (Keane & Nair, 2005) and (Santner et al., 2003).
This approach is commonly called the ‘DACE stochastic process model’. ‘DACE’ is an 
abbreviation for ‘Design and analysis of computer experiments’ which is the title of the 
paper which made this approach popular (Sacks et al., 1989). It is also referred to as 
Kriging (Keane & Nair, 2005).
3.3.3. Mid-range Approximations
As mentioned before, when dimensions of design spaces become large, global 
approximations may require too many function evaluations to be a feasible choice. A 
possible alternative are mid-range approximations. They widen the range of 
applicability of local approximations by either using several points (referred to as 
multipoint methods) or combine local and global methods (referred to as local-global 
methods) (Barthelemy & Haftka, 1993). Generally, multipoint approximations fit results 
around the current design using a simple second order regression equation which is used 
to improve the design within a trust region. Then a new approximation is built around 
that improved design until convergence occurs (Keane & Nair, 2005), (Schoofs et al.,
1997) and (Toropov et al., 1993). As an example for the above category the Multipoint 
Approximation method based on Response Surface fitting (MARS) by (Toropov, 1998) 
will be discussed in the following.
3.3.3.1. Multipoint Approximation method based on Response Surface fitting 
(MARS)
The basic idea behind MARS is to define a current subregion and to evaluate the 
expensive simulation code at a number of locations defined by a DoE. Then, the newly 
obtained results and those that are available from previous iterations are used to fit a 
response surface in a least square sense. After the approximation model has been used
to find the optimum within the current subregion, the subregion is moved in the design 
space towards the new optimum and the procedure starts again until convergence 
occurs. The general flow is illustrated in Figure 3.37.
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Figure 3.37: Flow of the Multipoint Approximation method based on Response Surface fitting.
The parameters for the chosen approximation method are determined by means of 
weighted least squares (see Equation 3.50). The weight coefficients govern the relative 
contribution of each response to the model, i.e. for a high weight the approximation 
model will be more likely to have a function value close to the actual response for the 
corresponding parameter values. High weights are assigned to experiments that lie on 
the boundary of the feasible space, that correspond to a relatively good objective 
function and that have a small numerical error (if information is available, for instance 
if an adaptive strategy is used).
After the approximation model has been used to find the optimum in the current 
subregion, a new location and size has to be established. To this end a move limit 
strategy is employed that requires the evaluation of several indicators that determine the 
new subregion. These indicators are:
• quality index (based on the largest relative approximation error)
• location index (dependent on the location of the optimum in the current 
subregion)
• two move direction indicators (governed by the move direction of the last two 
steps)
• size indicator (based on the size of the current subregion)
• feasibility indicator (based on the distance from the boundary of an infeasible 
region)
Depending on the distance, experiments outside the current search domain can improve 
the approximation model if they are included in the model generation. (Toropov, 1998) 
found a domain size 1.5 to 2.0 times larger than the search domain to work well as a 
neighborhood where experiments are still considered in the model generation.
Since old experiments are considered in the following iterations, a DoE generation 
scheme has to be employed that allows for new points to be placed among existing 
ones. (Toropov, 1998) proposes a strategy where one new design is created at a time. A 
cost function is used that enforces a homogenous distribution with a maximum distance 
between the points without allowing them to be placed on the boundary of the 
subregion.
The main motivation for the development of this method is the case of a high 
dimensional design space where a global approximation method would require too 
many experiments to reach a satisfactory degree of accuracy. Since MARS samples 
only a smaller subspace the number total number of experiments is typically lower in 
such cases.
3.3.4. Model Validation
Several methods exist that allow for the assessment of the quality of surrogate models 
or that help selecting an approximation method among a number of candidates. The 
most prominent methods in the context of Surrogate based optimization are Split 
Sample, Bootstrapping and Cross-validation (Queipo et al., 2005). In the Split Sample 
scheme the sample data is split into a training and a test set. The former is used to build 
the model. This is evaluated at the locations of the test set and the comparison between 
the evaluated and observed responses gives an indication on the accuracy of the model. 
Bootstrapping is an effective assessment method in the context of Neural Networks but
it has been applied with regression methods as well (Queipo et al., 2005). The idea of 
cross-validation is to predict one response with the model being based on the remaining 
n — 1 observations. This response is denoted as y _ i(x ^ ) .  Following (Jones et al.,
1998), in the context of Kriging the so called standardized cross-validation residual, 
abbreviated as SCVR, is calculated via
y (x w ) — y - i( x w )
SCVR = v -  /  *V~ , 3.675_i(zW )
with the mean squared error of the predictor
S 2( x ' ) = a '■
_ , ( 1 - 1  T - R- r ) 2
1 — r r  • R_1 • r  +   J
1T • R • 1
3.68
The model is considered to be valid if the absolute value of the SCVR does not exceed 
3 for any observation in the model. To be precise, one would have to re-estimate the 
Kriging parameters for each prediction in the cross-validation, but unless the number of 
observations the model is based on is very small, omitting one point has a negligible 
effect. Thus the initial parameters are typically reused throughout the check. Thus, only 
R, p, a 2 and r have to be recalculated for the remaining n — 1 observations, whereas 0f 
and pi remain unchanged.
3.4. Application
Before surrogate based optimization will be applied to the Engineering design 
application in Chapter 6, the individual tools will be tested and validated. To this end, 
they will be applied to several benchmark problems. These are two unconstrained and 
one constrained problem. The latter will be solved with and without the use of OLHs for 
constrained design spaces. The tools that will be used are:
• For the creation of DoEs: Formulation for the creation of OLHs (see Section
3.2.3)
• As the approximation method: Kriging model (see Section 3.3.2.3)
• For the optimization using the surrogate model: Continuous GA (see Section
2.3.5.3)
3.4.1. A pplication to U nconstrained Problem s
The following two unconstrained benchmark problems were found in (Trelea, 2003). 
The first one that will be solved is the so called Rastrigin function. The problem will be 
solved for two design variables on the interval 1-1.5, 1.5]. The problem and its solution 
read:
2
objective function y  =  £ [ * t2 — 10 • cos(2 ' n • Xi) + 10] 3.69
i=i
interval —1.5 <  xt <  1.5, V i
location o f global minimum xL = 0, V i
y  = 0function value at global minimum
The function on the defined parameter interval is illustrated in Figure 3.38. The function 
values vary between 0 and 45.
Figure 3.38: The Rastrigin function plotted on the defined design space.
Five Kriging models are built to test the influence of the number of points on the 
accuracy on the solution. The number of experiments np are: 40, 80, 120, 180 and 400. 
The solutions of the optimization runs are listed in Table 3.1.
Table 3.1: Creation and optimization of the Five surrogate models approximating the Rastrigin 
function. The analytical global optimum is: x = [0 0]r ,y  = 0.
OLH Kriging Optimization solution
nP pot. energy max. SCVR xl x2 y
40 3.929 1.69 0.021 -0.037 -0.777
80 4.920 1.44 0.002 -0.004 1.047
120 5.513 1.82 -0.001 0.002 0.086
180 6.113 1.57 0.000 0.002 0.169
400 7.333 1.02 0.002 0.011 0.125
It can be seen that the solution that is closest to the analytical solution has been found 
by the model which is based on 120 points, i.e. the models with 180 and 400 points 
yield an optimum that is less accurate. Naturally, the accuracy of the solution depends 
on how close the experiments are to the location of the global optimum and it is 
possible that a point in the OLH with 120 experiments is closer to the optimum than for 
higher numbers. Nevertheless, the probability of this to happen decreases with 
increasing numbers of experiments. Considering function values between 0 and 45, 
within the searched design space, the accuracy of the models with 120, 180 and 400 can 
be considered sufficiently accurate. With regards to the location of the global optimum, 
all models yield accurate results. Furthermore, despite the existence of several local 
minima, all models converged towards the global minimum.
One can see that the SCVR is not an indicator on the accuracy of the optimum solution. 
In fact, the model (120 points) which yields the most accurate solution exhibits the 
highest SCVR of 1.82. As discussed in Section 3.3.4, the SCVR measures how 
accurately function values are predicted when the corresponding experiment is not 
included in the model. Hence, it does indicate the overall reliability of the model but not 
necessarily the accuracy of the function value in an arbitrary location in the design 
space. Function plots based on the Kriging interpolation and the cross-validation plots 
can be found in Appendix A. The development of the function value during the 
optimization of the Kriging model is illustrated in Figure 3.39.
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Figure 3.39: Development of the function value during the optimization of the Kriging model
approximating the Rastrigin function.
The second unconstrained benchmark problem that will be solved here is a sphere 
function. The problem will be solved for two design variables on an interval [-100, 
100]. In this case the parameter interval and the function values are significantly higher 
than in the first example. The problem and its solution read:
objective function
interval
location o f  global minimum
y =X*
i= l
3.70
-1 0 0  <  x t < 100,V i 
x t =  0, V i
function value a t global minimum y  = 0
The function on the defined parameter interval is illustrated in Figure 3.40. The function 
values vary between 0 and 20,000.
Five Kriging models are built which are based on the same OLH as in the first example. 
The solutions for the optimization runs are listed in Table 3.2.
-100 -100
Figure 3.40: The sphere function plotted on the defined design space.
Table 3.2: Creation and optimization of the five surrogate models approximating the sphere 
function. The analytical global optimum is: x = [0 0]r ,y  =  0.
OLH Kriging Optimization solution
nP pot. energy max. SCVR xl x2 y
40 3.929 1.08 0.372 1.196 10.569
80 4.920 1.42 1.014 -0.662 5.436
120 5.513 1.52 0.390 -0.251 -9.043
180 6.113 1.91 -0.230 -0.035 0.949
400 7.333 1.66 0.239 -0.555 2.757
Considering the high variable and function value range, all solutions can be considered 
sufficiently accurate. Similarly to the previous example, here the least accurate model 
(40 points) exhibits the lowest SCVR while the most accurate one (140 points) exhibits 
the highest one. Function plots based on the Kriging interpolation and the cross- 
validation plots can be found in Appendix A. The development of the function value 
during the optimization of the Kriging model is illustrated in Figure 3.41.
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Figure 3.41: Development of the function value during the optimization of the Kriging model
approximating the Sphere function.
In Figure 3.42 the numbers of points in the Kriging model are plotted against the 
function values for the last two examples.
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Figure 3.42: The numbers of points in the Kriging model plotted against the function values for
the Rastrigin and sphere function.
3.4.2. Application to a Constrained Problem
After the application of the developed surrogate based optimization framework to two 
unconstrained problems, now a constrained function will be considered. This 2D 
problem, in (Hamida & Schoenauer, 2002) denoted as g08, will be solved on an interval 
of [0.5, 3.5] for xj and [2.0, 6.0] for X2. The problem reads:
objective function y = sin3 (2 • 7r • xx) • sin(2 • n  • x2) x±3 • O i + x2) 3.71
subject to x 2 — x 2 + 1 < 0
1 — x 1 + (x2 — 4 )2 <  0
interval 0.5 < x t < 3.5, 2.0 < x2 < 6.0
, f  1 U 1 ■ ■ [1.22797135260752599]location o f  global m m ,m um  x  = l4.24537336612274885]
function value a t global 
m inimum y  = -0.0958250414180359
The problem will be solved using Kriging models that are based on OLHs that have 
been created either in the feasible region of the design space only or in the complete 
design space. Three Kriging models are built using the former type of OLHs and four 
using the latter. The constraints are illustrated in Figure 3.43 and Figure 3.44. Figure
3.43 shows an OLH with 60 experiments which have been created only in the feasible 
region. Figure 3.44 shows an OLH with 400 experiments which are spread over the 
complete design space. In the latter only approximately 30 feasible experiments have 
been created. The function on the defined parameter interval is illustrated in Figure 
3.45. The function values vary between -0.731 and 0.859.
The solutions for the seven optimization runs are listed in Table 3.3. Obviously, the 
Kriging model based on the OLH with 60 experiments created in the feasible region 
yields the most accurate results. In this case also the SCVR is the lowest among the 
created models. Even the model based on 40 feasible experiments predicts the global 
minimum more accurately than the model based on 400 experiments spread over the
Figure 3.43: OLH with 60 experiments created Figure 3.44: OLH with 400 experiments 
only in the feasible region of the design space. created in the complete design space.
Figure 3.43: The g08 function plotted on the defined design space
entire design space. This is not surprising since, as mentioned before, this OLH contains 
only around 30 feasible experiments. Function plots based on the Kriging interpolation 
and the cross-validation plots can be found in Appendix A.
Table 3.3: Creation and optimization of the seven surrogate models approximating the g08 
function. The analytical global optimum is: x =  [1.22797 4.24537]r ,y  = —0.09582.
OLH Kriging Optimization solution
nP constraints pot. energy max. SCVR Xi x2 y
20 yes 32.199 3.95 1.172 4.357 -0.061
40 yes 42.557 3.02 1.230 4.229 -0.090
60 yes 50.351 2.04 1.232 4.245 -0.095
40 no 3.929 4.42 1.039 3.802 -0.021
80 no 4.920 7.27 1.108 3.671 -0.335
180 no 6.113 8.86 1.338 4.190 -0.042
400 no 7.333 7.89 1.184 4.266 -0.084
The development of the function value during the optimization of the Kriging model is 
illustrated in Figure 3.46.
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Figure 3.46: Development of the function value during the optimization of the Kriging model
approximating the Sphere function.
In Figure 3.47 the numbers of points in the Kriging model are plotted against the 
function values for the last example.
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Figure 3.47: The numbers of points in the Kriging models plotted against the function values for
the g08 function.
3.5. Concluding Remarks
This chapter has given an overview of the elements in surrogate based optimization. The 
main ingredients being DoEs (Section 3.2) and design space approximation methods 
(Section 3.3). A formulation for the creation of OLH for constrained design spaces has 
been developed and discussed in detail in Section 3.2.3. Several examples showed the 
validity of the chosen approach and its realization. A shortcoming of the formulation 
has been identified. That is, in some cases, areas whose parameter projections on several 
dimensions are unconstrained, can exhibit a sampling density that is lower than in areas 
where this is not the case. This shortcoming of the procedure could be diminished by 
employing non-equidistant space divisions with larger spacing towards the constraint 
boundaries and vice versa. Nevertheless, in most cases the uniformity of the placed 
points can be considered good and naturally better than that of the feasible experiments 
in an OLH that has been created for the entire design space.
The Kriging approximation method has been implemented and, together with the 
developed method for the creation of OLHs as well as an implementation of a 
continuous GA, formed into a framework for surrogate based optimization. This 
framework has been tested and validated on three benchmark problems. Here, two 
unconstrained and one constrained problem were considered. The latter illustrated the
advantage of creating OLHs in the feasible region of the design space rather than in the 
entire design space. The three benchmark problems showed that the SCVR is not an 
indicator on the accuracy of the optimum solution when a Kriging approximation is 
used. The SCVR measures how accurately function values are predicted when the 
corresponding experiment is not included in the model. Hence, it does indicate the 
overall reliability of the model but not necessarily the accuracy of the function value in 
an arbitrary location in the design space.
The developed framework for surrogate based optimization has been applied in one 
industrial Engineering design example and will be presented in Chapter 6.
4. Optimization Model
Summary: This chapter gives an overview of the aspects of the optimization model 
which are of importance in this thesis. The main methods in structural optimization, i.e. 
topology, shape and size optimization are introduced, aspects of parameterization in 
shape optimization are discussed and approaches to the automation of the simulation 
model creation process presented. In particular the approach used within this thesis is 
explained in detail. Furthermore, the decomposition of large optimization problems is 
discussed. A new method for the decomposition of large coupled size and shape 
optimization problems is proposed.
4.1. Introduction
As described in Chapter 1, the optimization model represents the link between the 
simulation model and the optimization algorithm. It receives values for the design 
variables from the former and transforms these into a model which is solved by the 
latter. The form of the optimization model determines the type of design variables, i.e. 
the optimization method in question and effectively the parameterization of the structure 
to be optimized. In the other direction it receives the structural responses from the 
simulation model and uses these to evaluate the objective and constraint functions. 
Naturally, this process has to work in an automated manner which requires particular 
attention on the realization of the transformation of the design variable values into the 
simulation model.
In this chapter, the most important aspects of the optimization model with respect to the 
work in this thesis will be discussed. Firstly, the three main optimization methods, i.e. 
the different types of design variables, used in structural optimization will be presented. 
These are topology, shape and size optimization. A close look at different approaches to 
the parameterization for shape optimization follows. Subsequently, the various 
possibilities for the decomposition of large optimization problems into smaller sub 
problems are presented. A novel approach for the decomposition of coupled size and 
shape optimization problems is proposed. Finally, different approaches to automation of 
the simulation model creation process will be discussed. Here, particular attention is 
paid to the approach used within two industry examples in this thesis.
4.2. Structural Optimization Methods
The chosen type of design variables governs the characteristic of the structural 
optimization problem and thus its complexity and the complexity of the solution that 
can be found. The notion ‘structural optimization method’ is typically used to describe 
this character of the optimization problem in question. In general three different 
structural optimization methods can be identified (Christensen & Klarbring, 2008):
• Topology optimization: Determines the optimal topology of the domain -  holes 
of arbitrary shape and size can be introduced in the domain
• Shape optimization: Determines the optimal shape of the domain
• Size optimization: Determines for instance the optimal size of truss members or 
an optimal thickness distribution of a plate
To illustrate these optimization methods, a simple example will be solved in the 
following. This problem involves a cantilever beam of 100mm length and 10mm height. 
Its left side is fully clamped and a force of 100N is applied at the bottom end of the right 
side. The objective function that is to be minimized in these problems is the overall 
volume while a maximum displacement of 3mm of the node, where the force is applied 
at, shall not be exceeded. The initial beam thickness is 1mm and the beam material is 
steel. The problems are solved with Altair OptiStruct (Altair HyperWorks (b), 2009). 
Figure 4.1 illustrates the resulting designs for the exemplary topology, shape and size 
optimization
Figure 4.1 a) shows the beam in its initial form. The corresponding volume is 1000mm 
and the tip deflection is 1.92mm.
Figure 4.1 b) shows the optimum solution for the topology optimization where the 
entire cantilever has been declared as design space. During optimization, openings have 
been created in the middle of the beam with increasing size towards the unsupported 
end. The optimum topology resembles the form of an I-beam where the top and bottom 
fibres of the cross-section carry the majority of the load and shear forces are transferred 
via inclined members in between. Also the material in the cross-section increases 
towards the support, where the bending moment is maximal. The volume of the final 
design is 382mm . This corresponds to a material saving of 61% with respect to the 
initial design.
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Figure 4 . 1 Exemplary topology, shape and size optimization of a cantilever beam subjected to a 
vertical force at the unsupported end. The objective function to be minimized in these problems 
is the overall mass while a displacement constraint of the beam tip has to be satisfied, a) shows 
the initial design, b) the optimum design for topology optimization, c) for shape optimization 
and d) for size optimization.
Figure 4.1 c) shows the optimum solution for the shape optimization where the shape of 
the upper edge of the beam is the design variable. In the optimum design the height of 
the beam is decreased linearly from the supported end to the unsupported end. Due to 
the definition of the design variables only the variation of the bending moment can be 
taken into account resulting in the varying cross-sectional height. The varying material 
distribution across the cross-section, as it was found in the topology optimization, does 
not occur. Naturally, the solution of the topology optimization is superior, i.e. lighter, to 
the one obtained in the shape optimization. Here, the volume of the final design is 
761mm which corresponds to a material saving of 24%.
Figure 4.1 d) shows the optimum solution for the size optimization where the beam has 
been divided into five sections of equal length. The design variables are the sections’ 
thicknesses. In the optimum design, the thickness decreases from the supported end to 
the unsupported end. The resulting design is similar to that in the shape optimization. 
Only here, the varying bending moment is accounted for by reducing the beam ’s 
thickness along its length rather than its cross-sectional height. The volume of the final
‘J
design is 497mm which corresponds to a material saving of 50%, which is by about 
25% greater than that of the shape optimization and by about 10% smaller than in the 
topology optimization. To make the best use of size and shape optimization, they are 
usually performed at the same time.
(Hinton et al., 2003) describe a typical design process as a sequence of three phases. In 
the first phase the optimum topology is found for the given loading and support 
conditions using topology optimization. In the second phase the obtained topology is 
redefined to form a smooth geometric description which is parameterized subsequently. 
In the third and final phase the geometry is fine-tuned using shape and size 
optimization.
The present work focuses on the last two phases in the design process, assuming that the 
structural topology is given through either a preliminary topology optimization, 
experience or manufacturing constraints.
4.3. Parameterization for Shape Optimization
While size optimization usually does not require the parameterization of the geometry 
as the design variables are mere properties such as thickness or cross-sections of a shell 
or beam element, shape optimization involves changes in the geometry boundary. Thus, 
the geometry has to be parameterized to some extent to allow for its automatic update. 
In the following some of the most common approaches to shape parameterization will 
be presented.
4.3.1. Discrete Parameterization
The most basic form of parameterization is the discrete parameterization. It can give 
complete flexibility over the geometry by controlling the lowest level of the geometry 
definition (Keane & Nair, 2005). Possible design variables in this sense are the 
coordinates of points that define lines and elements as illustrated in Figure 4.2. Then 
changes are applied to the geometry and not the mesh. Hence, the geometry has to be 
remeshed after manipulation. This approach has two obvious drawbacks. Firstly, the 
geometry often features a lack of smoothness which can lead to stress concentrations 
and unacceptable designs. Secondly, the number of design variables required to 
sufficiently parameterize a geometry can become very high (Keane & Nair, 2005).
b)
Figure 4.2:Discrete parameterization of a beam. Here, the design variables are the nodal 
coordinate defining the boundary lines of the structure, a) shows the original geometry and b) 
the geometry after moving one of the nodes. Here, changes are applied to the geometry and not 
the mesh. Hence, the geometry has to be remeshed after manipulation.
Instead of altering discrete entities governing the geometry the nodal coordinates of the 
FE mesh can be altered themselves (Arora, 2007) but in this approach the previous 
drawbacks are exacerbated and since no remeshing is performed the resulting mesh 
distortion limits its applicability further.
In some cases the geometry is simple enough that a discrete parameterization leads to 
both, a small number of design variables and a satisfactory flexibility. It has been 
applied in two industry examples. In Section 5.5.3 the shape of the pipe cross-section 
has been parameterized in a discrete way. In Chapter 7, the location of the shear web in 
a wind turbine blade has also been realized in this way.
4.3.2. Morphing
Within structural optimization, morphing describes the distortion of basis geometry 
while maintaining its original topology (Keane & Nair, 2005). To this end features of 
the basis geometry such as boundary lines have to be defined. An example of a morphed 
geometry is shown in Figure 4.3. Here, the middle of the upper line of the original beam 
in Figure 4.3 a) is moved downwards. This is done to the meshed geometry, i.e. no 
remeshing is necessary. This method is limited to small geometrical changes, because 
otherwise the element distortion would become too large (Duddeck, 2008).
In Altair OptiStruct (Altair HyperWorks (b), 2009) the so called perturbation vector 
approach to shape optimization is used. Here, the structural shape is defined as a linear 
combination of perturbation vectors. Each perturbation vector is constructed using the 
morphing capability of Altair HyperMesh (Altair HyperWorks (a), 2009). Hence, the 
designer needs to manually create the morphs that the final solution will be made up of.
a)
Figure 4.3: Morphing of a beam, a) shows the original geometry and b) the geometry after 
moving the middle of the upper line downwards. Here, changes are applied to the FE mesh.
Hence, no remeshing is necessary.
4.3.3. Spline-based Parameterization
The two drawbacks of the discrete parameterization described before can be mitigated 
by employing a spline-based parameterization. Spline curves are low-order piecewise 
polynomial functions (Christensen & Klarbring, 2008). High order polynomials can 
lead to oscillation of the boundary (Christensen & Klarbring, 2008). This is a problem 
that does not occur when using spline curves. In addition to that the control points, that 
govern the splines, have a more intuitive relationship to the geometry they describe 
(Keane & Nair, 2005). Here, features such as lines, describing the boundary of the 
geometry are described using splines. The splines in return are governed by a certain 
number of control points. A manipulation of the coordinates of the control points leads 
to a change of the line which remains smooth. In an optimization process the control 
points are the design variables.
Typical splines are Bezier splines, B-splines and non-uniform rational B-splines 
(NURBS). The difference between Bezier and B-splines is that the number of control 
points is not directly governed by the degree of the spline (Christensen & Klarbring,
2008). In contrast to B-splines, NURBS are capable of forming conic sections (Keane & 
Nair, 2005).
Within this work B-splines are used exclusively. In more detail an arbitrary B-spline 
representation is discussed in Section 4.3.3.1 and a cubic B-spline representation in 
Section 4.3.3.2.
Figure 4.4 illustrates the use of a cubic B-spline in geometry parameterization. The 
boundary lines of a beam Figure 4.4 a) are described using B-splines. The y-coordinate 
of a control point in the middle of the upper line is moved downwards and the resulting 
geometry remeshed Figure 4.4 b).
Figure 4.4: B-spline parameterization of a beam. Here, the design variables are the coordinates 
of the control points defining the boundary lines of the structure, a) shows the original geometry 
and b) the geometry after moving a control point in the middle of the upper line downwards. 
Here, changes are applied to the geometry and not the mesh. Hence, the geometry has to be
remeshed after manipulation.
4.3.3.I. Arbitrary B-spline Representation
In order to describe a line in two dimensions by means of B-splines, effectively two 
splines are necessary: One for the x  and one for the y-coordinate. Often the two splines 
are combined in a vector form, where the corresponding control values for one point are 
combined in one vector. In the literature this is often referred to as a control point. Since 
B-splines can be used to interpolate one dimensional values too, the following
discussion will remain one dimensional.
(Christensen & Klarbring, 2008) define an arbitrary B-spline representation of degree p 
with k  + 1 control values bj. It is evaluated according to Equation 4.1 by means of an 
interpolation parameter h e [0,1].
k
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The basis functions Mi p(K) are defined recursively according to Equations 4.2, 4.3 and 
4.4.
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In Equation 4.3 the two fractions are interpreted as zero whenever the denominator 
becomes zero.
The m + 1 scalars ht are called knots, where m + l  = p + k + 2. They are specified 
prior to setting up the B-spline. The first p +  1 knots are zero and the last p + 1 one. 
The remaining knots are usually equally spaced. A general representation of the knot 
vector 2£ is shown in Equation 4.5
^  [0,... ,0, hp+i , ..., 1,... ,l] 4.5
4.3.3.2. Cubic B-spline Representation
(Hinton et al., 2003) give a closed form description of a cubic B-spline representation 
with k  + 2 control values hj. It has been derived as a connection of several splines 
where four knots build one segment, i.e. the number of segments depends on the 
number of control values. Here, the knots are equally spaced. The control values 
interpolating k  discrete values pt can be obtained by solving the following set of linear 
equations.
b
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The end-conditions of the spline determine the parameters a to /  as well as the first and 
the last control values b0 and bk+1. Either the tangents at the ends of the spline are 
specified or the natural spline option is chosen. The latter induces zero curvature at the 
ends. The parameters a to /  as well as bQ and bk+1 can be determined from Table 4.1.
Once the control values have been computed the spline can be evaluated at arbitrary 
points. Each segment is evaluated by means of the interpolation parameter h according 
to Equation 4.7.
r(/i) = h R  M 4.7
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Table 4.1: The end conditions determine the parameters a to /  as well as b0 and bk+1. 
Either the tangents at the ends of the spline are specified or the natural spline option is
chosen.
Specification o f end tangents Natural spline
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According to Equation 4.7 the first segment evaluated at location h = 0 yields
1 2  1 
r (  0) =  -  • b0 +  -  • b1 + - •  b2 4.11
This means that the evaluated value at the beginning of a B-spline changes if one of the 
first three control values is altered. In an optimization task where this value is not 
supposed to change but remain a constant value rs ta rt, the corresponding three control 
values could not be defined as design variables. Since the fourth control value b3 in the 
segment has only a very small influence on the evaluated value near h =  0, it can be 
beneficial to define b2 as design variable too and update the remaining control values in 
a way that r ( 0) =  f start. In the case of a natural spline, Table 4.1 yields Equation 4.12.
b0 = 2 ‘ b1 - b 2 4.12
Equation 4.12 inserted into Equation 4.11 yields Equation 4.13 which shows that 
control value bt has to remain equal to the desired start point rstart throughout the 
optimization while b0 has to be updated according to Equation 4.14.
b \  f s t a r t 4.13
^0 ~  2 * ?start ^2  4.14
Similarly, the last point remains unchanged only if the last three control values in the 
spline do not change.
1 2 1 
r ( l )  =  - • b k. 1 + - - b k + - - b k+1 4.15
Thus, control value bk value remains f end and bk+1 is updated according to Equation 
4.17.
bk =  rend 4.16
bk+i = 2 * lend “  ^k~ 1 4.17
The preceding representation can be used to interpolate one dimensional values such as 
a thickness along a line. More importantly for shape optimization it can be used to 
describe a line in two dimensions by using two B-splines: One for the x  and one for the 
y-coordinate. As discussed before the control values for the two dimensions can be 
combined in vector form. These vectors are called control points. An example of a B- 
spline with seven control points describing a line can be seen in Figure 4.5. Since four 
control points form a segment, the spline consists of four segments.
b , ; Se ament 1
b-
• i
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Figure 4.5: Two B-splines with seven control points describing a line. Four control points form 
a segment, i.e. the spline contains four segments.
The influence of a change of the y-coordinate of control point b$ is illustrated in Figure 
4.6. To prevent the end point of the spline to move, control value b7 is updated 
according to Equation 4.17.
*>i 1
Figure 4.6: Influence of a change of control point b$ of the ^-coordinate B-spline. To prevent 
the end point of the. spline to move, control point b7 is updated according to Equation 4.17.
4.4. O ptim ization Decom position
The relationship between changes in dimensionality of optimization problems and the 
resulting computational effort is not a linear one. That is to say, reducing the number of 
design variables by a certain factor reduces the time required to solve the problem by a 
higher factor (Haftka & Giirdal, 1992). Effectively this means, that solving two 
optimization problems with n  design variables each is more efficient than solving one 
with 2 • n  design variables. Thus, breaking a large optimization problem into several 
smaller sub problems is an extensively used approach. One of the most commonly used 
methods is decomposition (Haftka & Giirdal, 1992).
Optimization decomposition requires the split of the design variables into several 
groups, where the groups are only weakly or not at all interconnected via the objective 
and constraint functions. The optimization process then contains two levels: A top level, 
coordinating the process and a subordinate level, with the small sub problems. This 
structure is denoted as wide tree structure (Haftka & Giirdal, 1992). It is illustrated in
Figure 4.7. Naturally, the sub problems can be split further, such that the process 
contains more than two levels.
Some problems feature a narrow tree structure, with only one sub problem per lower 
level. This structure is illustrated in Figure 4.8. A possible example for this is the case 
where each structural simulation is a minimization of the total potential energy of the 
structure (Haftka & Giirdal, 1992).
subprobleiu
Figure 4.7: Wide tree structure in optimization decomposition. Figure 4.8: Narrow tree
structure in optimization 
decomposition.
When decomposition is applied to optimization problems the design variable vector x  
can be written in terms of s  groups
X T =  [ Z l ... *s] 4.18
In the simplest case the objective function is a sum of terms where each one depends on
one group of design variables only.
s
/(* )  = ^ V i(* i) 4-19
i= 1
The same has to apply to the constraints, too.
g i ( x j ) >  0, i = 1, . . . ,s  4.20
In that case, each sub problem can be solved individually since there is no
interdependency between the design variable groups. It is very uncommon though that 
no connection exists at all, but that there is at least a weak link between the groups. In 
this case the sub problems could be treated as being totally independent. But then,
reiteration of the optimization becomes necessary for it to converge to the optimum 
solution (Haftka & Giirdal, 1992).
A more common situation is the one where a certain number of global design variables 
Xg exist (see Equations 4.21, 4.22 and 4.23)
s
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A simple approach to such classes of problems is a nested procedure where the 
optimization of the sub problem variables is performed as a nested optimization inside 
an outer optimization which determines the global variables. A more sophisticated 
approach coordinates the process at both levels, i.e. the derivatives of the optimum 
solutions of the sub problems with respect to the global variables are taken into account 
when updating the global variables (Haftka & Giirdal, 1992).
Existing approaches to optimization decomposition will be outlined in the next section, 
followed by a new approach for the split of an optimization problem into a shape 
optimization problem with a size optimization sub problem.
4.4.1. Optimization Decomposition Methods
The following review of decomposition methods is based on (Shan & Wang, 2009). 
Decomposition methods can be grouped into three main categories: Product 
decomposition, where the product is partitioned into physical components (Kusiak & 
Larson, 1995), process decomposition, where the problem is divided according to the 
flow of elements or information such as the design process (Kusiak & Wang, 1993) or 
the problem decomposition, where a problem is divided into different sub-problems, 
often used in multidisciplinary design optimization (Kodiyalam & Sobieszczanski- 
Sobieski, 2000) (Sobieszczanski-Sobieski & Haftka, 2000).
A relationship matrix is often used which reflects the relationships between the design 
variables. Two types of relationship matrices can be identified: A design structure 
matrix (DSM) and a function dependent matrix (FDM). A DSM is a square matrix that 
has identical row and column listings which represents a single set of objects
(Browning, 2001). A FDM has different row and column listings to represent two sets 
of objects (Krishnamachari & Papalambros, 1997). The partitioning of the matrix is 
often formed with tools that fall into three categories. The first group models the 
decomposition as a hyper-graph (Michelena & Papalambros, 1997), network reliability 
(Michelena & Papalambros, 1995) or an integer programming problem (Krishnamachari 
& Papalambros, 1997). The second group are the heuristic methods (see for instance 
(Wagner & Papalambros, 1993)) and the third group contains the clustering approaches 
(Chen et al., 2005).
The decomposition strategies are typically characterized as hierarchical or non- 
hierarchical. Hierarchical decompositions are have a tree structure where no interaction 
between the blocks exists and non-hierarchical decomposition by a network structure 
where interaction between the blocks is considered (Renaud & Gabriele, 1991).
An example for the application of decomposition methodologies can be found in (Di 
Lorenzo et al., 2008), where two splitting approaches are tested. The first one is a 
technological criterion where the design space is divided into design variables 
governing the pressure loading and those governing the counterpunch force. The second 
criterion is denoted as ‘gradient criterion’ where the three highest partial derivatives of 
the objective and the three lowest are grouped into two subspaces. The sub problems are 
solved in a static procedure where the design variables are updated after a sub problem 
fully converged and in a dynamic procedure where each sub problem performs one 
steepest descent step and passes the updated design variables on to the other sub 
problem.
Another example is discussed in (Lee & Lee, 2003). Here, an approach is used where 
the design variables are divided into global and local variables. Here, the global 
variables are those that govern global performances such as global stiffness and global 
strength and the local variables those that govern local performances such as moment of 
inertia or joint stiffnesses.
4.4.2. A Novel Approach to Decomposition of Coupled Size and Shape 
Optimization Problems
As discussed in Section 4.2, the design variables in size optimization are usually 
thicknesses of shell or cross-sectional properties of beam elements. Hence, the 
parameterization of models with regards to such properties is comparably
straightforward since a change of them does not affect the geometry at all. The pre­
processor Altair HyperMesh (Altair HyperWorks (a), 2009) and the FE solver Altair 
OptiStruct (Altair HyperWorks (b), 2009) offer a wide variety of optimization tools one 
of which supports size optimization. The sensitivities within the software are calculated 
analytically which makes the process very efficient even for high dimensional problems. 
In addition to that, for most applications, no parameterization flexibility is sacrificed in 
comparison to a bespoke in-house optimization tool. After the creation of a regular FE 
model, the steps to set up a size optimization with HyperMesh (Altair HyperWorks (a), 
2009) bear little extra effort. For instance, in case of a thickness sizing of a model 
meshed with shell elements, these steps are merely defining a set of design variables 
and assigning them to the corresponding shell properties. This makes the use of 
commercial optimization tools very beneficial especially when they are directly 
incorporated in the pre-processor and the solver.
Contrary to that, the parameterization for shape optimization is not as straightforward 
since the parameters govern the geometry outline. As mentioned before Altair 
HyperMesh (Altair HyperWorks (a), 2009) offers the possibility to morph meshes and 
set up a shape optimization problem but the generalization of shape optimization to 
arbitrary structures naturally leads to a sacrifice in flexibility and a more complicated 
set-up. For the sake of flexibility, especially for complex geometries, it can be beneficial 
to develop a bespoke optimization tool that determines the optimum shape of the 
structure. Since size and shape optimization are often performed simultaneously this 
leads to a decomposition of the problem because two different optimization tools are to 
be employed.
As discussed before, decomposition usually requires the investigation of the objective 
and the constraint functions’ dependencies upon the design variables in question. The 
following approach makes this investigation redundant. In this approach the size 
optimization is a sub problem and the shape optimization the top level problem. The 
size optimization is solved by means of an efficient optimization tool such as Altair 
OptiStruct (Altair HyperWorks (b), 2009) and the shape optimization by means of 
surrogate based optimization. That is to say, each simulation that the surrogate model is 
based on is a full size optimization. Each size optimization is subject to all constraints 
that depend on its design variables. That means all those constraints become irrelevant 
in the top level optimization since they are a priori satisfied as long as a feasible
solution exists. Hence, no additional approximation model for those eliminated 
constraints needs to be set up. This improves the efficiency further. The proposed 
decomposition strategy is very beneficial for a high number of size parameters for 
instance for the optimization of a composite structure.
The flow of this strategy can be described as follows: In a first step a DoE is created for 
the n Sp y Pe shape design variables in the problem. Then, for each of the nP experiments 
in the DoE an optimization of the n f } y e size design variables is performed. The 
responses from these are used to create an approximation model for the objective 
function and those constraints that are not a priori satisfied. This approximation model 
can be evaluated for an arbitrary set of shape parameters and the obtained response 
corresponds to an optimum set of size parameters. An optimization of the 
approximation model yields an optimum set of shape variables. To obtain the 
corresponding set of optimum size variables, a final size optimization is performed. If 
the model would be perfectly accurate the objective function at the end of this size 
optimization would be identical to that obtained from the evaluated approximation 
model. If the values differ to an unsatisfactory degree, another run with an increased 
number of experiments should be performed. The flow of the strategy is outlined in 
Figure 4.9.
The proposed strategy is applied within the carbon-fibre bicycle frame optimization in 
Chapter 6. Here, the size optimization design variables are the composite ply 
thicknesses and the shape design variables determine the shape of the tubes in the 
frame.
4.5. Process Autom ation
The main goals of automating processes in the context of engineering design are the 
reduction of costs and design cycle times (Keane & Nair, 2005). To this end structural 
models are parameterized to allow for easy and quick design changes. This helps in 
eliminating repetitive and time consuming pre-processing tasks.
A parameterized and automated model creation scheme is also a prerequisite for 
optimization processes because there, simulations for different designs have to be 
performed, where the design parameters are determined in an automatic manner. One of 
the greatest benefits of the set-up of an optimization process is often the automated
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Figure 4.9: Flow of the proposed decomposition approach. The size optimization is a sub 
problem which is solved by means of an efficient optimization tool. The shape parameters are 
determined by means of a surrogate model where each simulation is a full size optimization.
simulation itself (Keane & Nair, 2005). Even if optimization is not performed regularly 
the simulation process is simplified significantly.
In the literature three main approaches towards process automation in engineering 
design can be identified. They generally differ in the level on which the model 
parameterization takes place. These methods will be discussed in Section 4.5.3. In any 
case, the tools need to be controlled in a batch mode manner to fully automate the 
procedure and to allow for the integration in an optimization framework. That means the 
typical GUI needs to be avoided. A detailed discussion on software control will be 
given in Section 4.5.2. Finally, the two methods used within this thesis will be presented 
in Sections 4.5.4 and 4.5.5. Firstly though, some necessary background information on 
the basic differences between interpreted and compiled languages are outlined.
4.5.1. Interpreted versus Compiled Languages
A good introduction to scripting languages (also denoted as interpreted languages) and 
their differences to system languages (also denoted as compiled languages) can be 
found in (Ousterhout, 1998). System languages such as Fortran, Algol, C, C++ and Java 
appeared as an alternative to assembly languages where each statement represents a 
certain action of the machine that it is running on. In system languages a compiler takes 
over some of the work by translating instructions into binary code. The fact that part of 
the work is done automatically led to the notion of ‘higher level languages’. On the 
other hand, this automation makes them less efficient than code written in assembly 
languages. In another step towards programming simplification, scripting languages 
evolved. They are generally not used for large and complex programs but for the 
extension of existing code. Most scripting languages do not require the declaration of 
variable types, such as integer or floating point variables, which makes the coding faster 
and the code more flexible. The main difference to system languages is that they are not 
compiled but interpreted, which means they are not translated into binary code prior to 
execution but remain in text form. Upon execution, an interpreter reads every statement 
and performs the corresponding action. All these simplifications compared to system 
languages, lift scripting languages another level higher as the number of machine 
instructions per statement increased significantly leading to shorter code. But just as the 
higher level of system languages compared to assembly languages came at the price of 
reduced efficiency, it does in this case, too. System languages can often be 10 to 20 
times faster than scripts while scripts can be developed 10 times faster than compiled 
software. This is the reason why (Ousterhout, 1998) concludes that scripting languages 
are not a substitute for system languages. The flexibility and simplicity make it perfect 
for software control and extension while the superior efficiency makes system 
languages ideal for complex algorithms. Another recommendation in (Ousterhout, 
1998) is to use both language types in a symbiotic way, meaning to use them in 
environments where they tend to excel. A more recent publication (Loui, 2008) takes a 
similar stand and lists the similar advantages of interpreted languages while admitting 
the necessity for compiled ones for CPU-intensive tasks. Many of the previous 
characteristics and differences are confirmed by (Prechelt, 2000). Here, the same 
software has been written in different languages by many different programmers and is 
compared in terms of efficiency, memory consumption, development time and code 
length. It was found that C and C++ can be up to 10 times faster than the tested scripting
languages and require twice as much memory but also that the development is twice as 
time consuming and the code is about two to three times as long.
4.5.2. Software Control
Virtually all sophisticated CAE tools offer the possibility to operate them via commands 
rather than clicking buttons or inserting numbers into text boxes. These commands are 
written to files and are processed successively when loaded. They can either be loaded 
from within the GUI or in batch mode from the command prompt. Any possible 
operation can be performed that way. This also means that no user interaction is 
possible once this procedure is started so that all operations have to be planned in 
advance. There are several advantages from this way of software control. Most 
importantly, it allows for process automation, i.e. tedious tasks can be performed 
automatically. Furthermore, many CAE tools do not have an 'undo' function. For 
instance when a step in the model creation does not lead to a satisfactory result it can be 
advisable to repeat the entire procedure. Often this is only feasible if written commands 
are used. Another important aspect is that it allows to remotely use a tool from within a 
different master tool. This is a prerequisite for optimization processes where the CAE 
tools are mere function evaluators which have to be called repeatedly to create and solve 
models that vary only by details or for software coupling where several programs have 
to interact which might not provide an appropriate interface.
Most CAE tools incorporate an interpreter for at least one scripting language. Widely 
supported languages are Python (e.g. Abaqus and ANSYS) and TCL/TK (e.g. Altair 
HyperWorks (Altair HyperWorks (a), 2009)). The CAE tools extend the languages by 
specific commands and routines which allow to ‘modify’ and ‘query’. The former can 
be used to call a function in the software similar to using the GUI and the latter to 
access the database to query information. Examples in an FE context for the two 
categories could be the commands to mesh a geometry and to query the number of 
nodes.
Often the programs offer the possibility to record performed steps in a script, i.e. once 
the 'record-button' is pressed, all actions are saved in the form of commands in a text 
file. Loading this text file at a later stage will execute the exact same functions. With the 
help of the software manual the parameters of each command can be decoded and 
altered for another run. At the same time, by default, most CAE tools record everything 
the user does in a command file. These commands can be extracted and rerun to end up
at the same state as before. For instance, when the system crashes the user does not have 
to start from the last saved status. Furthermore, this feature can be deliberately used to 
create macros or entire programs. Starting with a clean command file the user performs 
a step and saves the corresponding command in another location. Again, the program's 
user manual helps in understanding the commands’ structures and for reproducing them.
There are a some basic differences between scripting and command files. Firstly, the 
syntax varies. For instance in Altair HyperWorks the commands’ names as well as the 
parameters are identical. They only differ in the fact that the scripts do not contain any 
brackets or commas and end with a semicolon. The parameters of commands in the 
command files on the other side are written in between brackets and are separated by 
commas. A new command is indicated by an asterisk. More importantly, contrary to a 
command file, a script can contain expressions of the underlying scripting language like 
loops and logical comparisons. Furthermore, the database can be accessed from within a 
script, while the command files can only execute modifying functions.
4.5.3. Parameterization Level
As mentioned before, the three main approaches to process automation differ in the 
level on which the parameterization takes place. It can take place on the Computer 
Aided Design (CAD) level, the Computer Aided Engineering (CAE) level or on the 
level of a specific parameterization tool.
4.5.3.1. Parameterization on CAD Level
Within the first approach the CAD model has to be converted into a CAE model 
whenever a simulation needs to be performed. For instance (Mencaglia et al., 2009) link 
Catia with Abaqus using two commercial software tools: CADNexus Capri for the 
handling of the CAD file and Simmetrix as the meshing tool. Their approach is applied 
for the multi-disciplinary optimization of composite structures. (Merkel & Schumacher, 
2003) use a parameterized Unigraphics CAD model and MSC/Patran as the pre­
processor for the automated simulation of an automotive part. The link between the two 
is realized using the PARASOLID approach.
4.5.3.2. Parameterization on CAE Level
In the second approach, the parameterization takes place directly on CAE level, i.e. no 
interaction between two tools is required. To this end the model generation capabilities
of the CAE tool have to be used which need to be sufficiently powerful for the problem 
in question. An example for this approach can be found in (Gassara et al., 2008) where a 
sheet metal L-bending process is optimized. The parameterized model creation and pre­
processing are both performed within Abaqus. Thus, no transfer between CAD and 
CAE tool is necessary. A Python script controls Abaqus and performs the optimization 
at the same time.
4.5.3.3. Parameterization on Parameterization Tool Level
In the third approach another tool is introduced into the simulation process chain. This 
is a bespoke parameterization or process integration tool. It either serves as a pre­
processor where a parameterized CAE model is generated and links it directly into the 
commercial simulation tool or it uses an existing CAE model and supports the user in 
the extraction of the desired parameters. In some cases additional functionality such as 
optimization features are included. Effectively, here too, the parameterization takes 
place on CAE level. Hence, this approach can be seen as a special case of the second 
approach, only here, the pre-processing and parameterization capabilities of the CAE 
tool are extended.
For instance in (Hilmann et al., 2005) the software SFE Concept is used to create the FE 
model which is solved by RADIOSS. SFE Concept is a specialized tool for the efficient 
creation of parameterized CAE models. Another example can be found in (d'lppolito et 
al., 2009) where a software called OPTIMUS is used for the optimization of multi-body 
models. This tool is used for the parameterization, geometry and mesh update as well as 
optimization. The CAE model is created and solved by means of Virtual.Lab Motion.
The first two methods both have advantages and disadvantages. (Mencaglia et al., 2009) 
stresses that the parameterization capabilities of CAE tools are commonly more limited 
than those of CAD tools and that parameterization work done on CAE level is non- 
reusable and has to be redone for each new model after changes occurred in the design. 
Furthermore, the authors argue that the design has to be recreated in a CAD 
environment after the design process to make it available to everyone in the product 
development. Especially the last two points are valid in an CAD-centric environment 
where several departments work on the same design and interaction between them 
requires a standard format. This approach is not always practical though. (Schramm,
2009) calls the iterative loop, utilizing CAD and CAE methods until convergence, 'the 
classical design process'. The author sees a new paradigm in performing all design 
iterations on CAE level where CAD is only used at the end for performance and 
manufacturing validation. According to (Bartholomew & Morris, 2008) the potential for 
design optimization to contribute to the performance and profitability of the resulting 
product increases with an earlier introduction of CAE into the design process. It is 
admitted though that for most designers, the design remains a CAD-led activity.
Naturally, creating the parameterized geometry within a CAE tool that directly converts 
it into the numerical model, has the benefit that no interaction between two tools is 
necessary. For instance (Merkel & Schumacher, 2003) highlight the difficulties in 
setting up the link between CAD and CAE tools. Within this thesis, the 
parameterization will take place on CAE level.
4.5.4. A Mixed Approach to Process Automation
As mentioned before, Process Automation describes the procedure of automating 
several steps in processes or the entire process by developing software that takes over 
the tasks that had to be done manually. This usually involves software that was 
controlled via a GUI and is then remotely accessed in batch mode.
When the parameterization takes place on the CAE level, the advantages of scripting 
such as fast and easy code generation and amendment as well as the possibility of 
directly accessing other software’s features and databases, makes it tempting to create 
the desired procedure entirely in the supported scripting language. The one significant 
disadvantage of scripts can be the inferior run time. This inferiority becomes more and 
more significant the smaller the fraction between the uses of CPU intensive external 
functions in binary code to those inside the script gets. In many applications involving 
automated parameterized simulations such CPU intensive custom made functions are 
necessary.
As mentioned before, the external functions are divided into two categories: ‘Modify’ 
and ‘Query’ commands. The former are used to execute the software’s features and the 
latter to access the database that is built by those actions. They are a typical example of 
a field of application where scripting languages should be used. The functions called by 
these commands execute external sophisticated routines that are written in binary code 
and thus are very efficient. The latter though, can yield large amount of data that the
calling procedure needs to process. This can lead to long nested loops that easily 
become very time consuming in a scripting language. Following the recommendation of 
(Ousterhout, 1998) to use scripting and system languages in areas where they excel, it is 
proposed to use a scripting language for the execution of the ‘Modify’ commands and a 
system language for the processing of the databases’ content. Naturally, this makes it 
necessary to export the required data from the external software into the processing one.
Another advantage apart from the speed is the modularization of the procedure. If the 
software to be controlled shall be substituted by a different one, all the ‘Query’ 
commands would change and perhaps even the supported scripting language. In the 
proposed framework, all that needs to be recoded are the script-writing and import- 
routines, while the data-processing remains the same. This approach respects the areas 
of expertise of scripting and system languages while the modular structure offers great 
flexibility in the choice of the external software.
In general the flow of the proposed approach to process automation can be described as 
follows: The master program that manages the process and controls the slave program 
(in this case the FE pre-processor) is written in a compiled programming language. It 
writes a file that contains all the commands for the model generation until it requires 
information about the created geometry, for instance indices of nodes in a certain 
location. Then, it calls the slave program which executes the commands and exports the 
data at the end. The required information from this data is read by the master tool and 
the next command file is written. This process is repeated until the model creation is 
finished. The flow is illustrated in Figure 4.10.
The proposed approach to Process Automation has been applied in two industrial 
examples. These are the carbon-fibre bicycle frame optimization in Chapter 6 and the 
optimum wind turbine blade design in Chapter 7.
4.5.5. Direct Process Automation
In cases where the geometry and its parameterization is straightforward to create or 
where financial constraints rule commercial and sophisticated pre-processing software 
out, it might be necessary to develop bespoke software tools that directly write the FE 
input file. Public domain meshing tools might be incorporated in this process to convert 
the geometry into an FE mesh. Naturally, due to long development times this should be 
avoided wherever possible. Within this thesis this approach has been adopted for the
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Figure 4.10: Flow o f the proposed programming approach to software control in process 
automation. Here the master program is developed in a system language issuing scripts which
are read and executed by the slave software.
industrial example in Chapter 5. The FE model for the ringstiffness test and for the 
buried simulation are both created without the use of commercial pre-processing tools. 
In case of the buried pipe simulation a public domain meshing tool is used.
4.6. Concluding Rem arks
This chapter has given an overview of various aspects of the optimization model that are 
of importance to the work carried out in this thesis. The three main optimization 
methods (size, shape and topology optimization), different approaches to the 
parameterization in shape optimization and aspects of optimization decomposition as 
well as automation of the simulation model creation process have been discussed.
A novel approach for the decomposition of large coupled size and shape optimization 
problems has been developed and discussed in detail in Section 4.4.2. Here, a 
sophisticated optimization tool is used to efficiently solve the size optimization as a sub
problem, while the top level problem, which determines the shape parameters, is solved 
by means of a surrogate model. The advantage of this approach is shown in Chapter 6 
where it is applied in the optimization of carbon-fibre bicycle frames.
An approach to process automation has been proposed in Section 4.5.4. It is applied in 
Chapters 6 and 7. Here, a compiled programming language is used to write command 
files that are interpreted in batch mode by external pre-processing tools to automatically 
create the simulation model.
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5. A Software Tool for Automated Simulation and
Optimum Design of Structured-Wall PE Pipes
Summary: This chapter presents a software tool that is developed as a hands-on decision 
guidance for many occurring design situations, for structured wall HDPE pipes. In order 
to avoid licensing fees only public domain software or in-house code is used in 
developing the tool. It offers the efficient and automated simulation of the ringstiffness 
test as well as pipe installation scenarios. In addition, an optimization feature is 
implemented for the design of optimum pipe profiles with regards to the ringstiffness 
test. Here a simplified model is used which contains only one box-section with a 
horizontal spring support. To improve the accuracy of the simulations, material tests are 
performed and a guideline for the extraction of a secant modulus from the obtained data 
is developed. For the accurate description of the profile geometry a feature was set up 
that allows for the generation of shell element representations based on laser-scan 
geometry data. The application of the developed tool to various design problems will 
show its validity and usability.
5.1. Introduction
Companies whose products are expensive and difficult to manufacture often take 
advantage of extensive simulation and sometimes even optimization tools. For instance 
the choice between building a prototype of a car only to use it in a crash test and 
simulating this process on the computer is an obvious one. Only in the final stages of 
the product development the real life tests are the preferred choice. When products are 
relatively cheap and easy to be produced though, the use of simulation tools is rarer and 
an experience based or trial and error product development is a more common approach. 
This is because knowledge about the necessary simulation tools is missing and the 
financial and time benefits are not as drastic and obvious. Also, the cost of sophisticated 
and user-friendly tools is another drawback. On the other hand, the use of public 
domain programs is often cumbersome and not particularly intuitive. One way of 
introducing simulation tools to such companies could be to offer license free public 
domain software, but to simplify their use by automating processes with few parameters 
to determine and to make them as efficient as possible.
The production complexity and costs of the structured wall pipes (see Figure 5.1) 
studied within this chapter falls into the latter of the two company types. At the same 
time the geometry of the pipes is simple and the loading scenarios have a high rate of 
recurrence. Thus, in this case process automation is feasible and desirable.
Figure 5.1: A Weholite pipe being transported by a forklift truck.
Within this piece of work, easy to use and efficient simulation and optimization tools 
are sought to be developed for the guidance in the majority of steps during the pipe 
design. To avoid licensing fees only public domain software or in-house code will be 
used. For improved user-friendliness a Java based graphical user interface (GUI) will be 
developed from which the underlying programs are controlled.
A key quality control measure is the ringstiffness to BS EN 1446: 1996 (British 
Standards Institution, 1996). The ability to predict this accurately as a function of the 
pipe wall geometry is a pre-requisite for optimization of the pipe design and during the 
manufacturing process. In addition to that, a thorough understanding of the pipe’s 
behaviour during and after underground installation is of great importance. Thus, the 
accurate simulation of the ringstiffness test and the installation process for the buried 
pipes are vital in their design. These are the main aspects that the developed tool will 
provide. It has been developed in close collaboration with Asset International Ltd. based 
in Newport, Wales and KWH Pipe Ltd. based in Vaasa, Finland.
This chapter is structured as follows: In Section 5.2 a general outline of the software 
structure is given. In Section 5.3 some background information on the studied structured 
wall pipes is given, i.e. the production, structural behaviour, typical fields of application 
and typical loading scenarios, followed by data from conducted material tests as well as 
a guideline on how to extract a secant modulus which is dependent upon strain, strain
rate and temperature in Section 5.4. The material shown there is the one used at KWH. 
For data from the material used at Asset the reader is referred to Appendix B. 
Subsequently, in Section 5.5, the approach for the automated simulation of the 
ringstiffness test is presented. Here also the profile optimization method is discussed. In 
Section 5.5.2 the approach to the automated simulation of the pipe installation is 
presented. Section 5.7 concludes this chapter.
More information on the use of the developed tool can be found in the user manual 
provided on the attached DVD.
5.2. Software Structure
A Java based Graphical User Interface (GUI) has been developed that allows for the 
convenient execution of all available functions in the tool. It is divided into three main 
category tabs. These are 'profile creation', 'ringstiffness test' and 'buried pipe'.
In the first tab an FE representation of a profile cross-section can be generated. To this 
end a midsurface and thickness distribution have to be created. Here, three methods are 
supported. They are either extracted from an ASCII file containing a point cloud from a 
laser scan (see Section 5.5.1.1) or a DXF file containing a drawing of a profile (see 
Section 5.5.1.2). Also, a rectangular box-section can be created by specifying width, 
height and thicknesses (see Section 5.5.1.3). The second tab contains the ringstiffness 
functionality, i.e. the automated FE simulation using one of the previously created 
profiles. A detailed discussion of this functionality is given in Section 5.5.1.4. This tab 
also contains the feature for the optimization of the profile, which minimizes the 
expended material while meeting a stiffness and stress constraint. This feature is 
explained in Section 5.5.2.2. The third tab allows for the access to the pipe installation 
simulation which can be used to estimate deflections, stresses and strains in pipes and 
soils for various installation and loading scenarios. Furthermore, different model 
complexities can be chosen to improve the efficiency or the accuracy. The buried pipe 
simulation is presented in Section 5.6. The structure of the developed software is 
illustrated in Figure 5.2 and a screenshot can be seen in Figure 5.3.
In order to reduce development time and improve reliability, wherever possible, open 
source and public domain programs are utilized. The simulation and optimization of the 
ringstiffness test uses FEAPpv (Berkeley University, 2005) as the FE solver. The 
obtained results are displayed with Paraview (Kitware Inc., 2008). For the simulation
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Figure 5.2: Structure of the developed software.
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Figure 5.3: Screenshot of the developed GUI. The selected tab shows the ringstiffness
optimization feature.
and the post-processing of pipe burying processes CANDE 2007 (Transportation 
Research Board, 2007) is used. The open-source in-house meshing tool SWAN (Sienz 
& Hinton, 1993) is used for the generation of the FE mesh for the buried pipe 
simulation. More information on the use of the developed tool can be found in the user 
manual provided on the attached DVD.
5.3. Weholite High Density Polyethylene Structured Wall Pipes
5.3.1. Pipe P roduction
The production of the structured wall pipes studied within the present work starts by 
melting high density polyethylene (HDPE) granules and forming the liquid mass into 
the desired box profile inside a vacuum chamber (see Figure 5.4). This profile is 
conveyed along the production line where it is gradually cooled down (see Figure 5.5).
Figure 5.4: The HDPE granules are melted Figure 5.5: The extruded profile is cooled down 
and using vacuum pressure formed into the until it reaches the desired temperature for 
desired profile. winding it onto the mandrel.
When the material reaches the correct temperature it is wound around a rotating 
mandrel where it is continuously welded to the adjacent profile (see Figure 5.6). The 
process forces the profiles to move horizontally along the mandrel, i.e. the pipe grows 
on the mandrel (see Figure 5.7).
A box profile after extrusion is depicted in Figure 5.8. The theoretical dimensions ol%ie 
box-profiles are the width w, the height h and the wall thicknesses tj, t2 and tj. They are 
illustrated in Figure 5.9.
The profiles are welded on the inside and outside surface. Depending on the profile's 
height, a gap can occur in between the individual boxes. A welded profile which was 
cut from a pipe, with its inside and outside welds as well as the gap between them 
highlighted, can be found in Figure 5.10. Comparison of Figure 5.9 and Figure 5.10 
shows that, due to a curvature of the top and bottom walls, the shape of the theoretical 
rectangular box-sections often significantly differs from its real produced counterpart.
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Figure 5.6: The extruded HDPE profile is 
wound around the mandrel and continuously 
welded to the adjacent one.
Figure 5.7: The pipe grows on the rotating 
mandrel and is gradually moves along its axis.
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Figure 5.8: An extruded profile before 
welding.
Figure 5.9: Theoretical dimensions of box- 
profile: Width w, height h and wall thicknesses 
tj, t2 and t3.
Experience showed that in some cases differences of up to 20% can occur. Difficulties 
in controlling the actual dimensions of the extruded box-section as well as changes to 
the shape of the profiles during winding and welding lead to these changes. 
Furthermore, the web thickness t2 does not include the additional material due to 
welding.
outside weld
inside weld
Figure 5.10: A pipe cross-section. The extruded profiles are welded on the inside and outside 
surface . The inside and outside welds as well as the gap between them.
Due to the continuous nature of the manufacturing process, the profiles are arranged 
spirally, i.e. the location of a profile along the pipe’s axis is offset by the width of a 
profile. This arrangement can be seen in Figure 5.6. The available pipes range from 360 
to 3500 mm internal diameter.
5.3.2. Flexible versus Rigid Pipes
Generally pipe materials are classified into two major groups: Flexible and rigid 
materials. Pipes classified as flexible can deflect at least 2% of its diameter without 
exhibiting any plastic deformation. Example materials are concrete or clay for rigid and 
plastic or steel for flexile pipes (Moser, 2001). The two categories differ in the way they 
withstand the imposed loads in buried conditions. While rigid pipes tend to carry the 
majority of the dead and live loads themselves, flexible pipes transfer a significant part 
of the loads to the surrounding soil. This is due to the fact that, as the soil tries to follow 
the deflected pipe, it is restricted by the shear resistance of the surrounding soil 
(Samaras et al., 2008). This phenomenon is usually referred to as arching (Moser, 
2001). The vertical deflection of the pipe is further reduced to some extend by the 
horizontal resistance of the backfilling material as a vertical deflection of the pipe’s 
crown would lead to a horizontal expansion of the pipe (Samaras et al., 2008).
Following the results of the study ‘Design of Buried Thermoplastic Pipes’, performed 
by the European Plastics Pipe and Fitting Association (TEPPFA) and the Association of 
Plastics Manufacturers in Europe (APME), the flexibility of pipes is advantageous as it 
reduces the loading on the pipe. Thus, external loading has little effect on the pipe
deflection (The European Plastics Pipe and Fitting Association, 1999). That is to say, 
failure due to high loading is more likely to occur with rigid pipes. The study suggests 
that the most important factor governing the deflection of flexible pipes is the quality of 
the installation. The relative contributions to the pipe deflection are 80% for the 
installation quality and 15% for the height of pipe cover. The pipe’s stiffness and the 
pipe material only have a negligible contribution (The European Plastics Pipe and 
Fitting Association, 1999).
5.3.3. Fields of Application
The HDPE pipes studied in this work are used to convey or store liquids or gases under 
or above ground or water in low pressure applications up to 1.5 bar of internal pressure 
(Asset International Ltd. (b), n.d.). Typical fields of application are storm water 
attenuation, culverts, surface drainage, gravity sewers, pipelines (see Figure 5.11) or 
storage solutions (see Figure 5.12).
Figure 5.11: 3.0m diameter pipeline in British Figure 5.12: 1,8m diameter storage tank in 
Columbia, Canada. Kent, UK.
5.3.4. Ringstiffness Test
A key quality control measurement is the ringstiffness test to BS EN 1446: 1996 
(British Standards Institution, 1996). In the following section, its procedure will be 
presented, followed by sources for variability of the test results.
5.3.4.I. Test Procedure
In the ringstiffness test a pipe sample is placed in between two parallel horizontal plates 
and compressed up to a vertical deflection equal to 3% of the pipe’s inner diameter. The 
machine monitors the force {F) that is necessary to move the top plate with constant
velocity. The plate velocities, dependent on the nominal diameter d n are listed in Table
5.1. The nominal diameter is the average between the outer and the inner diameter.
Table 5.1: Deflection speeds depending on the nominal diameter dn of the pipe.
dn [mm] Deflection speed [mm/min]
dn < 1 0 0 2 + 0.4
1 0 0  < dn < 2 0 0 5 ±  1
2 0 0  < d n < 4 0 0 10 + 2
4 0 0  < dn < 1 0 0 0 20 ± 2
dn > 1000 50 ± 5
According to the standard, the ringstiffness (57V) is calculated via Equation 5.1.
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where y  is the vertical deflection, Lsampie is the length of the pipe sample, and d L is the 
inner diameter (all values in mm). The length of the pipe sample shall be chosen 
according to Table 5.2. For spirally wound pipes such as in the present case, the sample 
should also at least be five times as wide as the width of a single profile. A pipe in the 
ringstiffness machine is depicted in Figure 5.13.
Table 5.2: Required pipe sample length Lswnpie.
d n [mm] Pipe sample length Lsampie [mm]
d n < 1 5 0 0 L s a m p l e  =  300 ±  1°
d n > 1500 L s a m p l e —  d-2 • d n
At the time of testing the pipes should be at least 24h old and kept at a constant 
temperature of 23°C (allowable tolerance: ±2°C).
5.3.4.2. Sources for Variability of Test Results
P rocessin g  V ariabiIity
The nature of the pipe production leads to pipes that are prone to a certain variability of 
the profile shape. For instance experience shows that the condition of the m andrel’s 
surface has a high impact on the amount of material that is required to produce a certain
(°
Figure 5.13: Pipe placed in the ringstiffness machine. The pipe is compressed in between two 
horizontal plates up to a vertical deflection of 3% of the internal diameter.
length of pipe. This is due to the amount of friction between pipe and mandrel, i.e. as 
the friction increases more material is ‘squeezed' into the pipe. It was found that 
polishing the mandrel prior to production, i.e. removing rust and dirt has a significant 
impact on the material expenditure. Also the profile geometry is influenced by the 
surface condition of the mandrel. Needless to say, two pipes with different amounts of 
material per unit length or different profile geometries have a different structural 
behaviour. Since the mandrel is not always in the same condition during production, test 
results for supposedly identical pipes can differ substantially. In a similar manner the 
speed of the mandrel’s rotation and that of the extruded profile cannot be controlled to 
100% accuracy. Again, different speeds lead to differently behaving pipes.
As stressed in Section 5.4.1 the behaviour of HDPE, as that of all Thermoplastics, is 
highly dependent on its temperature. Naturally, the ambient temperature in a production 
facility is difficult to control, i.e. the pipes are typically produced at varying factory hall
temperatures. This change in temperature changes the profile geometry to some extent 
as the material’s properties can change substantially when wound around the mandrel.
Testing Variability
Ideally the pipe samples should be stored at the required constant temperature for a long 
period, such that the pipe’s temperature is uniform across its volume. According to 
standard this temperature is 23°C (British Standards Institution, 1996). In practice 
though this is not always possible, so that the pipes temperature might not be uniform. 
Similarly to the influence of the temperature on the pipe production, here too, the 
variability in temperature leads to variability of the test results.
In order to conduct a ringstiffness test, a sample needs to be cut from the produced 
pipes. Firstly, especially for larger pipes and stronger profiles this becomes more and 
more difficult to do and the sides will not be perfectly flat. Secondly, due to the spiral 
formation of the profiles the sides of a sample are not uniform. More so, parts of the 
profiles are cut open. The variability of the pipe’s end conditions leads to further 
inaccuracies of the test results.
Raw Material Variability
In addition to the variability of the test results caused by the pipe manufacturer another 
source can be identified which is not in their control. This is the variability of the 
properties of the raw material.
The previous discussion showed that the results of the ringstiffness test are expected to 
inherit a relatively large variability and that even two seemingly identical tests will not 
yield identical results (see Section 5.5.4.2). Thus, a tolerance for the reproduction of 
those results by means of FE simulations of around 10% will have to be accepted.
5.3.5. Pipe Installation
The previously mentioned study ‘Design of Buried Thermoplastic Pipes’ showed that 
80% of the final maximum deflection of a buried plastic pipe is governed by the 
installation quality. 15% and 3% are influenced by the pipe cover and pipe stiffness, 
respectively (The European Plastics Pipe and Fitting Association, 1999). That is to say, 
that a careful installation is of utmost importance in restricting pipe deflection and 
avoiding pipe failure.
The installation of a pipe can be divided into three steps (Asset International Ltd. (a), 
n.d.). The first step is the preparation of the pipe bedding. Typically, this is a 150mm 
thick layer of well compacted granular material. For the installation in wet and soft soil, 
a geotextile is placed below the bedding layer. After placing the pipe on the bedding the 
primary backfill follows in steps of 150-300mm layers of granular material of which 
each is compacted thoroughly. Compaction directly above the pipe crown is performed 
once the backfill has reached 300mm above the crown. For the final backfill native soil 
is used and compacted in several layers. Trafficking of the pipes should be avoided until 
a backfill height of 0.8m above the pipe has been reached. An illustration of a pipe 
installation in trench conditions can be found in Figure 5.14.
Primary backfill
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Figure 5.14: Illustration of a pipe installation in trench conditions. The installation is divided 
into three steps: The bedding, the primary and the final backfill. A thorough compaction is vital 
in restricting maximum pipe deflections (The European Plastics Pipe and Fitting Association,
1999).
The primary and final backfill materials are shown in Figure 5.15 and the installation 
using heavy machinery in Figure 5.16.
To ensure sufficient working space the trench width should be chosen in accordance 
with EN 1610: 1997 (British Standards Institution, 1997) as summarized in Table 5.3. 
For multi-leg installations a minimum distance between the pipes of 300mm should be 
used.
£Figure 5.15: Illustration of installation soils. 
The primary backfill is a granular material and 
ends 0.3m above the pipe. The final backfill 
ends at the cover level and is a cohesive soil.
Figure 5.16: Additional installation loads 
induced by heavy machinery. This loading 
occurs after the installation is finalized for 
the particular area.
Table 5.3: Recommended trench width for sufficient workspace, depending on the outer
diameter (d0).
Internal Diameter [nim] Minimum Supported Trench W idth fmm]
4 0 0  -  7 0 0 d0 +  700
7 0 0  -  1 2 0 0 d 0 + 850
>  1200 d0 + 1000
5.4. A Temperature, Strain and Strain Rate Dependent Linear Elastic 
Model for High Density PE Implemented via a Secant Modulus
The response of a strip of a linear elastic material subject to a constant uni-axial stress 
Go can be obtained with Hooke’s law g q - E  %  That means the resulting strain so is 
independent with respect to time. For plastics, this relationship is not valid. According 
to (Janson, 2003) the material behaviour of a plastic material can be simulated by the 
combination of a spring, a dashpot and a Voigt element (see Figure 5.17).
Thus, the strain occurring due to a constant stress is made up of the sum of three types 
of strain. The strain that is independent upon time and thus follows Hooke’s law is 
called elastic strain £/. The strain that recovers sometime after unloading is called 
retarded elastic strain £//. The remaining part is the viscous strain £///, which will recover 
only in infinitely long time.
Figure 5.17: Model representing the behaviour o f a plastic subjected to uni-axial tension -  a 
series o f a spring, a dashpot and a Voigt element.
The behaviour of this model certainly changes if the total stress is not immediately but 
gradually applied. In that case the rate at which it is increased changes the response of 
the material. That is for a higher strain rate the material is stiffer.
Furthermore, stress-strain relationships in uni-axial tension at constant strain rates are 
non-linear, because stress relaxation occurs throughout the test (Bilgin et al., 2007). The 
behaviour of thermoplastic materials, such as polyethylene (PE), is also dependent on 
the temperature: They soften on heating and harden on cooling. Typical stress-strain 
curves for a thermoplastic are illustrated in Figure 5.18.
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Figure 5.18: Typical behaviour o f thermoplastic materials. Material stiffness increases with a) 
decreasing temperature and b) increasing strain rate.
Following the above discussion, an accurate simulation of polyethylene pipes subject to 
the ringstiffness requires a time dependent material model. (Moore & Hu, 1996) 
accurately predicted pipe displacements up to 3% using a linear visco-elastic model. 
Usage of such a time dependent model naturally leads to higher computational effort. In 
this work though, the focus lies on simple and automated simulations that require
minimum user interaction and yield results in a timely fashion. Furthermore, the final 
state of the pipe is of interest rather than the entire history. This piece of research aims 
at maximizing the degree of accuracy of the simulation of the ringstiffness test while 
employing a linear elastic material model.
To this end, the following approach has been chosen: Specific material data will be 
obtained and a guideline on how to extract an equivalent secant modulus, depending on 
the input parameters temperature, strain rate and strain level will be developed. With 
regards to the temperature, one can assume that a pipe that is stored in a location of 
constant ambient temperature has no variation across its volume. Therefore, no error is 
made if material properties are used for one specific temperature. Uniformity in that 
sense naturally cannot be assumed for the strain field. That means both, the strain level 
and the strain rate, cannot be respected in a satisfying way with a single set of material 
properties for the entire pipe. One way to reduce the error that is made by utilizing a 
linear material model is to calculate a representative strain level and, with the pipe’s 
deformation speed at hand, a mean strain rate. With those values, corresponding 
material properties can be obtained. The basic idea of the approach is illustrated in 
Figure 5.19. That is, given the specific stress-strain relationship for the pipe temperature 
Tpipe and a representative strain rate £pipe the secant modulus Eee for a representative 
strain level £pipe is calculated as Efe =  &(£pipe) /  £pipe.
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Figure 5.19: The approach for the calculation of the secant modulus Efe based on the pipe 
temperature Tpipe, a representative strain level £pipe and a representative strain rate £pipe.
For a linear elastic isotropic material model two material properties are required. These 
are the E-modulus and the Poisson's ratio. The dependence upon the temperature, strain 
level and the strain rate of the E-modulus is going to be investigated. The Poisson’s
ratio will be taken as described in (Bilgin et al., 2007) being dependent only upon the 
temperature.
In order to investigate the m aterial’s stiffness several material tests of two different 
types will be conducted. These are DMTA and tension tests. In the following sections 
only the material data from the KWH material will be shown. The corresponding plots 
for the Asset material can be found in Appendix B.
5.4.1. Dynam ic M echanical T herm al Analysis
In a DMTA test a specimen is typically tested by applying an oscillating force or 
displacement, while passing through a specified temperature interval. Furthermore, 
within one test, the oscillation frequency can take several values. This testing procedure 
is a convenient way to investigate the material stiffness at various temperatures, while 
analyzing the visco-elastic behaviour at the same time, by utilizing different 
frequencies.
5.4.1.1. Theory
In the following the theoretical background on DMTA tests will be given. Background 
information on the DMTA test itself can be found in (Sepe, 1998). Further information 
on the behaviour of polymer materials can be found in (Hall, 1989) and (Ferry, 1980).
Strain Level and Strain Rate
Within this study the DMTA specimens are tested in a three point bending test, where 
all three supports are fully clamped. A typical specimen can be seen in Figure 5.20.
Figure 5.20: Specimen in clamped three Figure 5.21: Theoretical moments and forces at the
point bending device of the DMTA supports of the clamped bending test,
machine.
As illustrated in Figure 5.21 the theoretical moment at the supports of a clamped beam 
with a flexural rigidity El and a length I equals to
_  6 • £7 • d
M s u p p o r t  ~  J2
if one of the supports is displaced by d.  Due to the linearity of the bending moment its 
function along the beam axis x  is:
6  • El • d  /  X\
M(x)  = ---- —------- ^1 — 2yJ w ith  0 < x <  I 5.3
The bending strain is:
s(x , y )  = M(x)  ~  5.4
El
Here, y  is the vertical distance from the center of gravity to the location of the desired 
strain. Inserting Equation 5.3 into Equation 5.4 yields:
6 • d • y / x \  _ _
e ( x , y ) = —  ^ ( l  -  2 y )  5.5
In order to obtain an average strain i , the strain function in Equation 5.5 is integrated 
along half the beam and from the centre of gravity of the cross-section to the extreme 
fibre at the top. This integral is divided by the product of half the length and half the 
height.
-  ( Vmax f l/2 ,   ^ J 1 6 - d - y max ^
‘ - J o  J o  , i x ^ d x d y ' w ^ : - — r -  M
In Figure 5.22 the qualitative displacement of a specimen in a typical DMTA test is 
plotted against time.
The average strain rate e is idealized as the average strain i  divided by a quarter of the
period T , which is the strain amplitude divided by the time required to reach it starting
from zero strain.
e =  — = 4 • i  • f  5 7
774 7
Here, /  is the frequency of the oscillating displacement.
d i s p l .
time
T/4
Figure 5.22: Displacement of the specimen in DMTA test plotted against time.
Output
The induced strain in a DMTA test is sinusoidal and reads for amplitude s0 and 
frequency / :
£ = £0 • sin( f  • t) 5.8
Due to the visco-elasticity of the material the induced strain and the measured stress are 
out of phase by an angle S because the material does not react instantly but with a 
certain time lag. The stress reads:
a  = a0 • sin( f  • t + 6) 
The stress can be decomposed into
5.9
a  = <r0 • s in ( / • t) +  <j0 • co s(/ • t) • sin S 5.10
Stress, strain and out-of-phase angle are illustrated in Figure 5.23 for two different 
frequencies. The two out of phase angles are identical but due to the different 
frequencies, the offsets are between the curves are different. Now, the stress is divided 
into an in-phase part and one that is shifted by 90°, denoting the former elastic and the 
latter viscous stress. With that distinction the storage and loss moduli are defined as
OnE' = — -co s S
£o
5.11
j-i/f *o . pE = —  sin 6 
£o
5.12
Figure 5.23: Illustration of dynamic stress, strain and out-of-phase angle 8 for two different
frequencies with fl > f2.
The relation between the two moduli defines the loss tangent tan 8.
The DMTA tests output two material properties. The storage modulus E' and the loss 
tangent tan 8.
5.4.1.2. Conducted Tests and Results
In the following the material data for the KWH material will be shown. The data for the 
Asset material can be found in Appendix B. In order to cover possible future 
applications of the data that go beyond that of the simulation of the ringstiffness test, the 
temperature and frequency settings were widely chosen. Hence, four tests were 
conducted at frequencies 3, 1, 0.3, 0.1, 0.03 and 0.02 Hz and a temperature range 
between 5 °C and 75 °C, which changed at a rate of 1 °C/min. The relation between the 
DMTA test frequency and the strain rates will be derived in Section 5.4.1.2. The 
samples are 7 mm wide and 2.4 mm thick. Each of the two spans of the three point 
bending is 14 mm long. The middle support’s maximum deformation was set to 20pm 
in either direction.
Inserting the deformation of the support d=0.02mm, the length of the beam 1=14mm and 
the location of the extreme fibre ymax=L2mm into Equation 5.6 yields the average strain 
level
£  =  1 .83674- H T 4 5.14
Insertion of Equation 5.14 into Equation 5.7 produces the average strain rate, naturally 
dependent upon the frequency
£ = 7.34694 • 1(T4 • /  5.15
All obtained curves have been fitted by means of polynomials and those for the same 
frequency were averaged. The fitted and averaged storage moduli for the changing 
temperatures and frequencies are shown in Figure 5.24.
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Figure 5.24: KWH material. Storage modulus E’ plotted against temperature for various 
frequencies obtained from DMTA tests.
One can see the decrease in material stiffness with increasing temperature and 
decreasing frequency. For instance for a frequency of 0.3Hz the storage modulus drops 
from 1971 MPa at 5°C to 1422MPa at 25°C.
The loss tangents for the temperature range and various frequencies are shown in Figure 
5.25. The behaviour of the loss tangent is obviously opposite to that of the storage 
modulus. It increases with increasing temperature and decreasing frequency. For a
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Figure 5.25: KWH material. Loss tangent tan 8 plotted against temperature for various 
frequencies obtained from DMTA tests.
frequency of 0.3Hz the loss tangent increases from 0.032 at 5°C to 0.071 at 25°C. Since 
tan  8 is an indicator for the degree of the visco-elastic effect, with tan  8 = 0 being 
purely elastic, it is not surprising that it increases with increasing temperature. It is 
surprising though that it decreases with increasing frequency because one would expect 
that, similar to an ideal damper, the damping effect becomes more significant with 
higher deformation speeds. The explanation for that contradiction can be found by 
studying Figure 5.23. The two out-of-phase angles are of similar size. Thus, the DMTA 
machine would output identical loss tangents for both tests even though the offset of the 
second curve is higher, due to the lower frequency. That means the loss tangent has to 
be set in relation to its frequency for it to represent the degree of the visco-elastic effect. 
In reality the effect naturally increases with increasing frequency. This will be shown 
when the results of the tension tests are investigated in Section 5.4.2.2.
5.4.2. Tension tests
Contrary to the DMTA tests, tension tests have a constant temperature and a constant 
strain rate throughout one test, but they allow for the investigation of the influence of 
strain levels on the material stiffness. Several tests with various strain rates and
temperatures have been conducted to measure to what extent the influence of the strain 
level changes the results.
In Figure 5.26 the tension test set-up for experiments at room temperature is shown. The 
material sample is placed in between two clamps of which the upper one is used to 
deform the specimen. An extensometer is attached to the sample that measures the 
strain. Figure 5.27 shows the oven that is used to conduct tests at elevated temperatures. 
The remaining set-up inside the oven is identical to that in Figure 5.26.
Figure 5.26: Tension test at room temperature: 
Clamped specimen with attached extensometer.
P
Figure 5.27: Tension test at elevated 
temperature: Chamber where specimen is 
placed in.
5.4.2.I. Theory
The tension tests are displacement controlled and have a constant velocity throughout 
the test. The strain is the extension of the specimen over its original length
A /
£ = 7 5.16
Due to the clamping of the specimen a small force is induced in the beginning of the 
test. Therefore the E-modulus takes into account the initial stress a0
E =
a  -  Or
5.17
The theoretical strain rate of the test is the displacement velocity v  over the length of 
the specimen:
v
s = -  5.18
In practice though, mainly due to compliance of the machine and the visco-elastic 
effect, the strain rate is not constant. Therefore the strain rate is calculated with the 
strain and the elapsed time t  according to:
e = -  5.19
t
In order to obtain the corresponding tan  8 for a tension test the strain rate has to be 
converted into the corresponding frequency in the DMTA test. The strain rate is 
converted to the corresponding DMTA frequency via Equation 5.20, which is the 
inverted Equation 5.15.
fD M TA = 1361.11088 • £Tension ^.20
5.4.2.2. Conducted Tests and Results
In the following the material data for the KWH material will be shown. The data for the 
Asset material can be found in Appendix B. Four different settings have been
investigated by means of tension tests. They are listed in Table 5.4.
Table 5.4: Four different tension test settings. The number of tests, temperature, strain rate,
frequency and loss tangent are listed.
Unit 1 2 3 4
number o f tests [-] 4 4 6 6
T [°C] 23 23 23 56
ETension [ s 1] 2.0-W4 4.25-1 O'5 2.8-10'5 3.8-10'5
fDMTA [ s ' ] 0.272 0.058 0.038 0.052
tan  8 [ - 1 0.12 0.15 0.16 0.25
It shows how many samples have been analyzed, the temperature T and the strain rate £. 
The latter is converted into the corresponding DMTA frequency according to Equation 
5.20. The loss tangent tan  8 is then obtained from the DMTA data by interpolation of
temperature and frequency. One setting is characterized by elevated and the rest by 
room temperature. Each obtained stress-strain curve was fitted by means of polynomials 
and those corresponding to one setting were averaged.
Investigation o f the Influence o f Strain Rates
Firstly, the influence of a change of the strain rate on the stress-strain curves is 
investigated. The resulting curves for test settings 1, 2 and 3 are shown in Figure 5.28. It 
is clearly observable that tests with a higher strain rate have a higher resistance leading 
to higher stresses. Their degree of nonlinearity is also higher, which means the degree of 
the visco-elastic effect increases with increasing strain rate. As explained in Section 
5.4.1.2 this is not directly represented in the loss tangent. In case of strain rate the loss 
tangent is not an indicator on the degree of the visco-elastic effect.
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Figure 5.28: KWH material. Stress plotted against strain for various strain rates (loss tangents)
obtained from tension tests.
This leads to the development of the E-moduli as shown in Figure 5.29 with high values 
at low strain levels for large strain rates decreasing with decreasing strain rate and 
increasing strain level.
Investigation o f the Influence o f Temperature
After the strain rate, now the influence of a change of the temperature on the stress- 
strain relationship is investigated. The curves for test settings 1 and 4 are shown in 
Figure 5.30. The two settings do not have identical strain rates; the small difference is 
negligible though.
E-moduli for various strain rates (loss tangents)
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Figure 5.29: KWH material. E-modulus plotted against strain for various strain rates (loss
tangents) obtained from tension tests.
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Figure 5.30: Stress plotted against strain for various temperatures (loss tangents) obtained from
tension tests.
Note that the curve at elevated temperature starts at the DMTA strain level, because it 
has been manually shifted to that strain level. This has been done because the heated 
oven had to be opened in order to place the sample in the device. At that point the 
temperature drops and hence the specimen shortens. This corresponds to applying a 
tensile force and thus, because of the elapsed time until the experiment is started, the 
strain does not start at zero. Therefore, the starting strain level was assumed to be the 
DMTA strain level as the E-modulus at that level approximates that anticipated from the 
DMTA results (see Section 5.4.3).
It is clearly observable that the test at room temperature has a higher resistance and 
leads to higher stresses. The nonlinearity of the curve at elevated temperature is hardly 
visible, which might lead to the conclusion that the visco-elastic effect would decrease 
with increasing temperature and loss tangent. Consideration of the development of the 
E-moduli as shown in Figure 5.31 though shows that the curve is in fact highly 
nonlinear for a small strain interval and only becomes linear after a certain strain level.
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Figure 5.31: KWH material. E-modulus plotted against strain for various temperatures (loss
tangents) obtained from tension tests.
Furthermore, the reduction of the E-modulus is even higher than for lower loss tangents, 
since the ratio between the E-modulus at the DMTA strain level and that at 1% strain 
equals to 2. For the test at elevated temperature this value equals to 2.5. Hence it can be 
concluded that with increasing loss tangent the decrease of material stiffness occurs in a 
smaller strain interval and is greater than for lower loss tangents.
5.4.3. Application in Numerical Modeling
The combination of the results obtained from the DMTA tests and the tension tests 
yields a secant modulus that takes temperature, strain rate and strain level as well as 
their correlation into account. This modulus will be called Efe as it will be used within 
the FE simulations. The starting point to define that value is the storage modulus E ' 
obtained from the DMTA test. For the FE model naturally the total E-modulus is 
required and not the elastic part of it. Therefore according to Equation 5.13 this elastic 
part has to be multiplied by 1 + tan S, called facvisco from here forth, to obtain the total 
E-modulus which is the sum of the elastic and the inelastic part
E =  E' +  E" =  E' • (1  4- tan  8) = E' • fa c visco 5.21
In order to show the validity of the developed procedure, Equation 5.21 will be used to 
reproduce to the E-moduli obtained in the tension tests at the DMTA strain level (see 
Equation 5.14). This was done for all four tension test settings. The results are listed in 
Table 5.5.
Table 5.5: Comparison of the total E-modulus obtained from DMTA tests with the E-modulus at 
the DMTA strain level from the tension tests. The total E-modulus is obtained by multiplying E’
by facViSC0.
Unit 1 2 3 4
T [°C] 23 23 23 56
£Tension [ s 1] 2.0-1 O'4 4.25-10'5 2.8-105 3.8-1 O'5
fDMTA [ s ' 1] 0.272 0.058 0.038 0.052
tan S [-] 0.12 0.15 0.16 0.25
E y [MPa] 1289 1106 1073 375
E • fa c visco [MPa] 1442 1278 1247 470
Ejensioni&DMTa) [MPa] 1420 1274 1177 433
The total E-modulus from the DMTA test and the one from the tension tests differ by at 
most 8 %.
The results from the tension tests are now exploited in order to take the strain level into 
account. Therefore another factor facievei is introduced.
r ETension(.£Pipe) -
faClevei = T.----------T~-------7 5-22
^Tension\^DMTA)
It will be used to reduce the E-modulus obtained from the DMTA tests according to a 
representative strain level. Firstly, facievei will be discussed for the different strain rates. 
The corresponding curves are illustrated in Figure 5.32. One can see that the variation 
between the curves is rather small. This is due to the fact that the strain rate has a small 
influence on the loss tangent, i.e. an increase of the strain rate by a factor of more than 
10 leads to a decrease of the loss tangent by a factor of 1.3.
Now the influence of varying temperatures on facievei will be discussed. The 
corresponding curves are illustrated in Figure 5.33.
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Figure 5.32: KWH material. factevei plotted against strain for various strain rates (loss tangents)
obtained from tension tests.
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Figure 5.33: KWH material. facievei plotted against strain for various temperatures (loss tangents)
obtained from tension tests.
One can see that the influence of the temperature is more significant than the strain rate. 
Not only is the quantitative difference more significant but also the shape of the curves 
changes. The degree of the visco-elastic effect is measured by means of tan  8. For 
tan 8 = 0 the material behaviour is purely elastic, thus the E-modulus is constant in 
that case. The theoretical curve for that case has been added in Figure 5.33. To obtain 
facievei for any other temperature, the values will be interpolated by means of the actual 
loss tangent.
With the two correction factors the final E-modulus for the FE analyses reads:
facfevd for various temperatures (loss tangents)
■■ 23 ®C ( 0 . 1 5 ) --------- 56 *C (025) ---------aibitr. temp.(0.0)
t..
1 .......
X .....
X
Ere ~  E • f&cviSC0 • fcicievei 5.23
In order to evaluate Equation 5.23 £pipe,£pipe and TPipe have to be available. As 
mentioned before, for a pipe stored at a constant temperature for a sufficiently long time 
the pipe temperature can be assumed uniform across its volume. For the strain level and 
strain rate though a representative value has to be found. Areas in the pipe that exhibit 
higher strains than others will be more effective in determining the overall structural 
performance. In other words, the local stiffness in a region of the pipe that is not 
strained at all does not affect the overall behaviour. Thus, the average strain level will 
be chosen to lie at the upper end of the scale. Experiments showed that a value of 90% 
of the maximum membrane strain is a good working value.
The representative strain rate is the representative strain level divided by the duration of 
the ringstiffness test ttest.
Equation 5.23 has been evaluated for a temperature range 5°C to 49°C and a strain rate 
range from 2-10‘5 s’1 to 1* 10'4 s '1. The results are plotted in Figure 5.34. The strain level
The results from the ringstiffness test simulations that will be discussed in Section 
5.5.4.1 have been used to plot the maximum and minimum membrane stresses against 
the obtained ringstiffness. This illustration can be found in Figure 5.35. A clear trend of 
increasing strain with increasing ringstiffness can be seen. In order to decrease the 
necessary user-interaction a simple equation will be derived from this data for the user 
to obtain the expected absolute maximum membrane strain for a simulation, depending 
on the expected ringstiffness.
c  —  H Q .  P m a xc Pipe u ,:7  t m e m 5.24
A   ^Pipe
Epipe “7
^ tes t
5.25
at which facViSCO has been evaluated was set to 4-10" .
Zmem\ =  0.0034 + 0.0003 • SN 5.26
The obtained value has to be inserted into Equation 5.24.
Figure 5.34: E fe p lotted against tem perature and various strain  rates, evaluated  at 0.4% .
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Figure 5.35: The maximum and minimum membrane stresses plotted against the obtained 
ringstiffness from the results from the ringstiffness test simulations that will be discussed in
Section 5.5.4.1.
5.5. Ringstiffness Test Simulation and Optimization
5.5.1. Profile Creation
The cross-sections within the ringstiffness simulation and optimization are represented 
by shell elements. For a shell element representation of the box-sections a centre-line 
needs to be generated that describes the profile's shape. At a finite number of locations 
the corresponding thickness of the profile is measured, too. Due to the recurrence and 
the symmetry of the profiles this is only done for half of one box, denoted as C-profile. 
This C-profile can be generated in three different ways: By processing the output of a 
laser scan (see Section 5.5.1.1), by processing the data imported from a dxf-file (see 
Section 5.5.1.2) or by directly specifying the profile's dimensions (see Section 5.5.1.3).
As discussed in Section 5.3.1, the theoretical, rectangular box-section profiles of the 
pipes, extruded at the very beginning of the production process -  completely defined by 
the height, width and wall thicknesses -  often differ significantly from the cross- 
sections obtained after production, exhibiting differences of up to 20%. Therefore, the 
laser scan is the most precise way to capture the geometry of the profile. The other two 
options are more efficient but can lead to inaccuracies.
After a C-profile has been created with one of the three methods, it has to be mirrored 
and merged with the previous one so many times until the entire profile reaches the 
desired length of the sample to be modeled. This procedure is performed automatically 
in the automatic pre-processing prior to the simulation. The procedure itself is presented 
in Section 5.5.1.4.
5.5.1.1. Cross-Section Laser Scanning
In order to obtain a geometry representation of a pipe profile by means of a laser scan, a 
profile sample needs to be cut from the pipe and scanned. The use of the laser scanner is 
illustrated in Figure 5.36 and Figure 5.37. The scanner exerts a laser-beam that captures 
the geometry of the structure that it falls on. The geometry is sent to a computer in the 
form of discrete point coordinates. A point cloud describing a typical cross-section is 
depicted in Figure 5.38. These points have to be processed prior to the creation of the 
FE model. The programs carrying out that task are written in Fortran 77 and the whole 
procedure is controlled from within the Java tool to simplify the use of the command- 
line-type programs. The main steps the point cloud goes through are illustrated in 
Figure 5.39 through Figure 5.44 and will be discussed in more detail in the following.
Figure 5.36: Use of the 3D scanner. The 
geometry is captured by means of the 
scanner arm.
Figure 5.37: By using the laser scanner, a precise 
description of the pipe's cross-section can be 
obtained.
Figure 5.38: Typical point cloud from a laser scan.
Figure 5.39: Rotated profile. Figure 5.40: Repeating pattern of profile.
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Figure 5.41: Profile Figure 5.42: Surface Figure 5.43: Three Figure 5.44: Shell 
vertically swapped. points identified. lines identified. representation.
The scan processing starts with the rotation of the profile in a way that all walls are 
either horizontal or vertical. To this end the program reads the discrete points returned 
by the scanner. Then, a vertical and a horizontal axis are created crossing at the centre 
of gravity of the data points, dividing the plane into quadrants. Assuming uniform 
density of points, the two axes are rotated so that the difference in the number of points 
in each quadrant is minimized. Finally, the axes and the data points are rotated so that 
the ‘symmetry’ axes become vertical and horizontal. A rotated profile is illustrated in 
Figure 5.39.
After that the repeating pattern, i.e. a C-profile, has to be identified. To this end, the 
centre of a hole in the one of the boxes in Figure 5.39 is found by making sure the 
distance from it to the boundaries are the same above and below, and the same to the 
right and to the left. Next, the web thickness and box width is measured. Now two 
vertical lines are created passing through the middle of the web (to the left of the centre 
point) and the centre point itself, respectively. The data points located between the two 
lines are considered to be the repeating pattern which is shown isolated in Figure 5.40.
If the profile has been scanned upside down, it is swapped now. The swapped profile is 
shown in Figure 5.41.
The next step is to determine which points lay on the boundary of the cross-section, 
since only those will be of use for the model generation. This is done considering one 
point at a time. For each point the ten nearest ones are found. Next, a straight line is 
created containing the point at issue and one of the ten points, and the angle between 
this line and the vertical axis is computed. The procedure is repeated for the remaining 9 
points, and the angles are rearranged in increasing order so that the relative angles can 
be calculated by subtracting the lowest angle from the actual one. The greatest of the 
relative angles is then used as an indicator of whether a point lies on the surface or not. 
The closer it is to 180° the more likely it is to belong to the boundary. This concept is
illustrated in Figure 5.45 and the determined surface nodes for the example scan are 
depicted in Figure 5.42.
The surface nodes are now divided into three lines: the ‘top’, the ‘bottom’, and the 
‘middle’ lines. The starting point of each line is identified, and the program finds the 
next point by using the following strategy: The last point found to be part of the line at 
issue is used to create a straight line with one of the remaining surface points. A second 
straight line is created containing the last and the second last point. The angle between 
the two lines can be used as an indicator whether the point at issue is the next one on the 
line (its value should be close to 180°). All points that have a value no farther from 180° 
than a given threshold are stored. Once all points are checked, the nearest one is the next 
point on the line. This concept is illustrated in Figure 5.46 and the three lines identified 
in the example scan are shown in Figure 5.43.
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Figure 5.45: Decision whether or not a Figure 5.46: Process of finding the nodes that lie on a 
point lies on the surface. surface line.
Now that the three lines have been identified, a shell element representation, i.e. a centre 
line and the corresponding thickness distribution can be generated. When the point 
density is scarce it can be beneficial to replace the line points by points from evaluated 
polynomials. This option is available in the Java tool. The procedure for the generation 
of the shell representation starts by dividing the profile into an upper and a lower part 
and placing points on the middle of the wall at the ends of those parts and connecting 
the points by two lines. These lines are shown in the first image of Figure 5.47. Now, a 
new set of points is found by creating new lines, perpendicular to the old ones and 
finding the middle of the profile walls from the intersection of the profile walls and the 
new lines as shown in the first image of Figure 5.47. The newly created points are 
added to the previous set and the process continues until the specified number of steps
has been reached. Steps two and three are illustrated in the second and third images of 
Figure 5.47.
Figure 5.47: The first three steps in the shell model creation. In that process, the profile 
midpoints and the wall thicknesses are computed.
The scanned outline of the example profile and its corresponding shell representation 
are illustrated in Figure 5.48.
%
Figure 5.48: A profile imported from a laser scan and corresponding generated shell elements in
thickness view.
5.5.I.2. DXF-File Import
Another possibility that has been incorporated in the Java tool for the generation of a 
shell representation of a pipe profile is the import of a dxf-file. Entities, such as lines, 
arches, splines and ellipses are read from the chosen file and discrete points are 
evaluated from them. These points describe the surface of the profile and the same 
procedure for the identification of the three lines and the shell representation as for the 
scanned profile are performed next. A shell representation from a dxf-file import is
illustrated in Figure 5.49. The accuracy of the representation naturally depends on the 
accuracy of the data in the dxf-file.
5.5.I.3. Rectangular Profile Creation
The third possibility for the generation of a shell representation of a pipe profile is the 
creation of a rectangular box-section by specifying the width, height and the three wall 
thicknesses. Also the number of elements needs to be specified. A rectangular box- 
section can be seen in Figure 5.50. This representation is the least accurate of the three 
options but requires the least user-interaction. For more details on the accuracy issues 
due to the sharp comers in the profile see Section 5.5.4.3.
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Figure 5.49: Profile imported from a DXF file and 
corresponding generated shell elements in thickness view
Figure 5.50: Shell elements for 
rectangular box-section in 
thickness view.
5.5.I.4. Mirroring and Merging of C-profiles
Before the shell representations of the C-profiles can be used for the FE simulation of 
the ringstiffness test, they have to be mirrored and merged so many times, until the 
whole profile reaches the desired sample length. This process is performed within the 
automatic pre-processing step discussed in Section 5.5.2. The process starts by 
mirroring the original C-section with respect to the middle of the vertical web, i.e. half 
of the web thickness left of the vertical centre-line (see Figure 5.51). Now, this newly 
created profile is mirrored again, this time with respect to the left ends of it (denoted as 
‘A’ in Figure 5.51). This process is repeated until half of the desired sample length has 
been reached (due to symmetry only half of the whole profile is generated). The profile 
should be closed on the outside, i.e. it should not end at the points denoted as ‘A’ in
Figure 5.51. Because, the sample length in the simulation will not be exactly the same 
as in the experiment, the profiles are mirrored as many times as it is necessary so that 
the difference between the two is minimal.
Figure 5.51: Merging the mirrored center-lines. The thicknesses at the ends o f the C-profiles are 
averaged and doubled along the vertical web. Those in the comers are adjusted in way that the 
area o f the entire profile is identical to that of the correct multiple o f the original profile.
After the mirroring the profiles have to be combined. Because, the center-lines do not 
pass through the middle of the original web, the points have to be moved onto it and 
then merged. This action is performed for the points denoted as ‘B’ in Figure 5.51 as 
well as for all points in between. The points at the ends of the profiles (denoted as ‘A’ in 
Figure 5.51) do not require movement. They are simply merged.
After the points have been moved and merged, the thicknesses have to be updated 
accordingly. For points where the profile is horizontal (denoted as ‘A’ in Figure 5.51), 
the thicknesses require no update. Wherever the merged points lie on a part of the 
profile that is vertical, i.e. the web, the thicknesses have to be doubled in size. 
Following this logic, points where the profile is neither vertical nor horizontal (denoted 
as ‘B’ in Figure 5.51) require a thickness update that lies in between the previous two 
extremes. Based on the angle of inclination of the point in question the factor is simply 
interpolated.
After the thicknesses have been updated, a final check of the resulting profile’s cross- 
sectional area is performed. If this area is not equal to the correct multiple of the 
original one, the thicknesses of the points in the comers of the profile (denoted as ‘B’ in 
Figure 5.51) are amended such that this requirement is fulfilled.
The mirrored C-profiles in thickness view as well as an outline of the scanned profile 
are shown in Figure 5.52. The same illustration for the merged profiles can be found in 
Figure 5.53.
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Figure 5.52: The mirrored C-profiles in 
thickness view, as well as the outline o f the 
original scanned profile.
Figure 5.53: The mirrored and merged C- 
profiles in thickness view, as well as the 
outline o f the original scanned profile.
5.5.2. Simulation
5.5.2.1. FE Model
Using FE simulations the ability to efficiently predict the ringstiffness is sought. The 
fact that the pipe geometry is governed only by a few parameters makes process 
automation desirable and feasible. The necessary input parameters are:
• Profile geometry (in the form of a shell representation of a C-profile)
• Internal pipe diameter
• Length of the pipe sample
• Young’s Modulus (dependent upon strain rate, strain level and temperature as 
discussed in Section 5.4)
After provision of these, the FE model is created and solved automatically. The flow of 
an automated simulation is illustrated in Figure 5.54. The process can be summarized as 
follows: The created half profiles are mirrored and merged so many times until they 
reach the desired sample length as discussed in Section 5.5.1.4. This process creates the 
2D profile for the pipe sample. Now, this cross-section is spun around the pipe's centre 
to form a quarter of a circle (due to symmetry only l/8th of the total the pipe is 
modeled). A typical FE model is shown in Figure 5.55.
5.5.2.2. Simplifications in the FE Model
The proposed FE model inherits a number of simplifications. Firstly, the real spiral 
formation of the profiles (see Section 5.3.1) is neglected in the model, i.e. the profiles 
are not offset by its width when spun. As a result, the sides of the pipe model are flat. In 
reality, due to the spiral formation, the profiles in a pipe sample on either end are partly 
cut open.
reate profile from scan, 
dxf file or dimensions
write FEAP input
specify diameter and 
sample length
view results in 
PARAYIEW
run FEAP
Figure 5.54: Flow of the automated Figure 5.55: FE model for ringstiffness test. Due 
ringstiffness test simulation. to symmetry only 1 /8th is modeled.
Another approximation in the model corresponds to the loading plates. Rather than 
simulating the plates themselves which would require solving a more complex contact 
problem, the loading is idealized by a prescribed displacement of the FE nodes at the 
pipe crown. That means the flattening of the pipe crown as well as the friction between 
the plate and the pipe are not simulated.
Further approximation stems from the fact that a linear elastic material model is used. 
The corresponding error was sought to be limited by the use of a secant modulus that 
takes a mean strain level, a mean strain rate and the pipe's temperature into account (see 
Section 5.4).
A final approximation corresponds to the geometrical representation of the pipe profiles. 
Despite the scanning of profile samples, the shell representation is not capable of
simulating all details. For instance the possible gap between the inside and the outside
weld (see Figure 5.10) is omitted. In a separately conducted study (Sienz et al., 2008) 
various aspects on the accuracy of FE simulations of the ringstiffness tests have been 
investigated, for instance the difference of a discretization using solid and shell 
elements. A typical model using solid elements is shown in Figure 5.56.
Obviously, small details, such as the additional material of the inside weld can be
grasped more accurately than with shell elements. The profile geometry of three pipes
Figure 5.56: Typical model using solid elements studied in (Sienz et al., 2008).
have been obtained by means of laser scans and used to created FE models meshed with 
solid and shell elements. The results of the models using shell elements matched those 
of the models meshed with solid elements with an accuracy of 1.5, 2.2 and 2.7%, while 
the latter was about four times as efficient.
5.5.3. Optimization
The objective to incorporate an optimization feature in the design tool is to provide the 
option to generate a profile with minimum material expenditure which exhibits a 
desired ringstiffness for a defined diameter while meeting stress and manufacturing 
constraints.
5.5.3.I. FE Model for Optimization
During optimization processes simulations have to be performed repeatedly, hence the 
computational effort of such a simulation should be as small as possible. The 
geometrically repeating pattern of profiles in the structured wall pipes makes it 
interesting to further reduce the model, although the geometrical symmetry is not a 
structural one. That is to say, the boundary conditions are not the same for every 
isolated C-profile in the model. If one isolated C-profile is to be used to model the 
ringstiffness test within the optimization procedure, the question that arises is what the 
appropriate boundary conditions could be. The great advantage of using only one C- 
profile in the model would be that it is small enough to allow numerous analyses during 
the optimization.
As it can be seen in Figure 5.57, the horizontal displacement of the profile webs 
increases as one travels from the middle of the pipe sample towards one side. That is to 
say, the web near the symmetry plane of the pipe sample (in Figure 5.57 on the right
side) remains relatively vertical and that near the end of the sample (in Figure 5.57 on 
the left side) is more inclined.
The C-profile on the right exhibits a behaviour that resembles the one it would have if 
the x-displacements on its face were restricted. On the contrary, the C-profile on the left 
effectively has its face unrestricted. Therefore, there is no one C-profile that can 
realistically model the behaviour of the pipe subjected to the ringstiffness test. The best 
that can be aimed for is to develop some artificial boundary conditions for a C-profile 
(without a real counterpart) that can 'represent' rather than 'simulate' the real problem. 
That is to say, this C-profile and its boundary conditions would not be simulating any of 
the C-profiles in Figure 5.57. It must be kept in mind that these boundary conditions are 
artificial.
Figure 5.57: Exaggerated horizontal displacement o f a profile in the ringstiffness test 
simulation. The displacement o f the web increases from the middle towards the side.
It seems self-evident that the ringstiffness obtained with the model of the full pipe, i.e. 
with the real boundary conditions, would be higher than that of the C-profile with its 
web face unrestrained (see Figure 5.58). Similarly, the ringstiffness of the whole pipe 
would be lower than that of the same C-profile but now having a perfect restriction of 
the horizontal displacement of the nodes on the web face (see Figure 5.59).
Hence, the C-profile with the free web lower-bounds the ringstiffness while the C- 
profile with the restricted web upper-bounds it. However, the range of ringstiffness 
values bounded by these two C-models might be quite wide. Therefore, some artificial 
intermediate boundary condition for the web face needs to be conceived if a C-profile is 
to be used to model the ringstiffness test.
One way to account for the stiffening effect in the pipe axis direction of the omitted pipe 
sections is to use spring elements as supports on the side, where the higher or lower
Figure 5.58: Exaggerated horizontal Figure 5.59: Exaggerated horizontal
displacement o f a C-profile in the ringstiffness displacement o f a C-profile in the ringstiffness 
test simulation with the horizontal test simulation with the horizontal
displacements o f the web unconstrained. displacements o f the web fully constrained.
restrictive effect can be controlled by 'tuning' the springs’ stiffnesses. Thus, the latter 
can be adjusted in such a way that the ringstiffness obtained by using the C-profile with 
springs matches that of the full pipe. It is important to keep in mind that this model 
cannot be used to analyze the local behaviour of specific C-profiles, but to efficiently 
analyze the global behaviour such as the calculation of the ringstiffness.
The spring stiffness assigned to every single spring depends upon the size of the area 
that the springs stands for. Thus, the concept 'lateral pipe stiffness' (Ips) is introduced in 
Equation 5.25, where S svring is the spring stiffness, n spring is the number of springs, 
Aweb is the area that the springs are attached to, d; and d0 are the inner and outer 
diameters of the pipe, and h is its height of the cross-section.
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This concept allows that, if changes in the geometry or discretization are made, the new 
spring stiffness can be determined from the constant Ips without having to tune the 
former until the results of the C-model match those of the whole model.
Since the pipe should only be stiffened in the x-direction, the support of each spring on 
the extreme that is not attached to the pipe should only be restricted in that direction.
This is a kinematic configuration (i.e. not entirely constrained), which cannot be 
handled by linear solvers such as FEAP (Berkeley University, 2005). This is overcome 
by restraining the support in all directions, but placing it far away from the pipe so that 
the components on directions other than x are comparatively negligible. A typical FE 
model using the C-profile with spring support can be seen in Figure 5.60. In this 
illustration the springs are cut i.e. not shown with their full length to better illustrate the 
model.
Figure 5.60: FE model used for ringstiffness optimization. For improved efficiency only one C- 
profile is used here. The reduced horizontal stiffness is accounted for by applying horizontal 
springs in the web area. For better illustration the springs are cut i.e. not shown with their full
length.
Because the correct value for Ips is unknown before an optimization process, a value 
has to be chosen prior to optimization. In order to give a guideline on this choice, 15 
simulations of pipes with various diameters and stiffnesses have been conducted. 
Furthermore, for each simulation the correct Ips has been found such that the C-model 
yields the result of the whole model. The results showed that irrespective of the 
resulting stiffness, a correlation between the internal diameter of the pipe and the 
required Ips can be observed. In Figure 5.61 the required Ips is plotted against the 
internal diameter. An exponential relationship between the two values can be defined 
as:
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Figure 5.61: The required Ips to obtain the same ringstiffness as with the whole model, plotted
against the pipe diameter.
For smaller diameters this relationship becomes less accurate and thus, after 
convergence the obtained optimum profile dimensions should be used to run an analysis 
with the entire pipe modeled. If the ringstiffness of this analysis is lower than the 
desired one, the process is repeated with a decreased Ips since the horizontal resistance 
of the pipe has been overestimated. In a similar manner the value for Ips is increased if 
the ringstiffness is too high.
5.5.3.2. Optimization Process
The manufacturability of the profiles is controlled via several dimensional relationships. 
Two relationships govern the ratio between the thicknesses, which make the web 
thickness t2 and the bottom thickness t3dependent upon the top thickness tx. They read:
5.30
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Thus, the design variables governing the profile are the height h, the width w  and the 
top thickness tx. The optimization problem can be summarized as follows: The 
objective function /  is the area of the profile divided by its width w, i.e. the expended 
material per unit pipe length is minimized. A first constraint g 1 enforces that the pipe
exhibits at least the desired ringstiffness. Furthermore, the maximum stress in the pipe
value should be chosen conservatively, i.e. lower than the actual yield stress of the 
material. Five more constraints g 3, g4, g s, g 6 and g 7 govern the profile dimensional 
relationships also ensuring a manufacturable design (the values for the parameters aj 
through a7 are confidential). The optimization problem is fully defined as:
An open source SQP tool is used to solve this problem (Hinton et al., 2003). For more 
information on this type of optimization algorithm, see Section 2.2.3.
The flow of the optimization process can be described as follows: It starts after 
specification of the desired ringstiffness, maximum stress, the internal diameter of the
which is read by FEAP. After the model has been solved the results are used to calculate 
the objective and the constraint function values. Now the three design variables are 
perturbed one at a time and the corresponding simulation is run again. These results are 
used to calculate the sensitivities. The gathered data is passed on to the SQP tool which 
improves the design by modifying the variables and a new iteration starts. This 
procedure continues until convergence occurs. The flow is illustrated in Figure 5.62.
5.5.4. Applications
sample is limited to a limit (constraint g 2). Due to the assumptions in the model this
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pipe and Ips. For an initial profile the FE model is created and written to an input file
In the following, the developed profile generation feature, the ringstiffness test 
simulation and the design optimization tool will be applied. 13 ringstiffness test results 
are available. Seven of them were conducted by KWH and six by Asset. It will be
End
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Figure 5.62: Flow of the developed optimization procedure.
attempted to reproduce these results. Subsequently, two of the original profiles will be 
improved by means of the optimization tools.
To this end profiles have been cut from the corresponding pipes and scanned using the 
laser scanner. The obtained data has been processed to generate the profile’s shell 
element representations (see Section 5.5.1.1). Using the material model discussed in 
Section 5.4 the appropriate Young’s modulus is calculated for the corresponding test 
conditions. In a second step two of the simulations are rerun using rectangular box
sections. The profiles are then redesigned using the optimization feature and compared 
to the original ones.
5.5.4.I. Simulation using Scanned Profiles (KWH)
Results are available from seven ringstiffness tests that were conducted by KWH. The 
corresponding test conditions as well as the resulting ringstiffnesses of these tests are 
listed in Table 5.6. It can be seen that in all the tests the ambient and the pipe 
temperature are 23°C. This is because the pipes are stored at that temperature for a 
sufficiently long time to ensure that the pipes have a uniform temperature across their 
cross-section.
Table 5.6: The test conditions and the ringstiffnesses of the seven ringstiffness tests conducted
by KWH.
1 2 3 4 5 6 7
di [m m ] 1407 2402 2200 1600 1600 1000 600
d 0 [  m m J 1577 2596 2399 1795 1737 1121 671
profile [-] 4K 2K 2K 4K 2K 4K 8K
d a te [-1 Jan 08 Nov 07 N /A N /A N /A N /A N /A
T•* pipe [ ° C ] 23 23 23 23 23 23 23
T1 ti mb l ° C ] 23 23 23 23 23 23 23
T1 avg [ ° C ] 23 23 23 23 23 23 23
y [mm ] 42.2 72.1 66.0 48.0 48.0 30.0 18.0
speed [m m /m in  ] 50 50 50 50 50 50 20
Ifest [s] 50.7 86.5 79.2 57.6 57.6 36.0 54.0
^sample [ mm] 673 598 N /A N /A N /A N /A N /A
S N [kN/m2] 6.3 2.1 2.2 7.3 2.7 6.9 8.1
Two exemplary profiles are depicted in Figure 5.63. These are the 8kN profile produced 
for a 600mm diameter pipe and tested in Test 7 as well as the 2kN profile produced for 
a 2200mm diameter pipe and tested in Test 3. One can see that both profiles exhibit 
only a small deviation from the theoretical rectangular box-section.
The parameters, that are necessary to calculate the Young's modulus according to the 
developed material model discussed in Section 5.4, are listed in Table 5.7. The 
representative strain level s has been calculated with the expected ringstiffness and 
Equation 5.26. The strain rate s  is taken as s  divided by the duration of each test. This
■ / '
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Figure 5.63: Exemplary profiles from KWH experiments: a) Test 7 (8kN profile for a 600mm 
diameter pipe) and b) Test 3 (2kN profile for a 2200mm diameter pipe).
Table 5.7: The parameters for the calculation of the Young's modulus in the simulations of the
seven ringstiffness tests conducted by KWH.
1 2 3 4 5 6 7
e [-] 4.8E-3 3.6E-3 3.7E-3 5.0E-3 3.8E-3 4.9E-3 5.3E-3
E [s'] 9.4E-5 4.2E-5 4.6E-5 8.7E-5 6.6E-5 1.4E-4 9.7E-5
f [S] 0.128 0.057 0.063 0.119 0.090 0.186 0.132
E' [MPa] 1194.3 1104.8 1114.1 1188.4 1158.6 1232.5 1197.2
ta n  5 N 0.137 0.156 0.154 0.139 0.144 0.130 0.137
faC visco H 1.137 1.156 1.154 1.139 1.144 1.130 1.137
fO-Clevel [-] 0.669 0.669 0.672 0.658 0.686 0.683 0.656
Efe [MPa] 908.7 853.6 863.5 890.7 909.4 950.5 893.3
in return yields the DMTA frequency when inserted into Equation 5.20. From the 
DMTA test data the storage modulus E' and the loss tangent are interpolated using the 
frequency and the average temperature Tavg. The Young's modulus for the FE 
simulations Eft: is then calculated with Equation 5.23.
With the Young’s modulus at hand, the remaining parameters can be directly read from 
Table 5.6. These are the sample length Lexp and the internal diameter dj. The sample 
length in the simulation Lee, the resulting ringstiffness SNee and the error between SNee 
and SNexp are listed in Table 5.8. The results are also illustrated in Figure 5.64. Because 
the profiles should be closed on the outside, the sample length in the experiment L Fe 
will not be exactly the same as in the simulation Lexp (see Section 5.5.1.4).
T able 5.8: The param eters for the conducted sim ulations to reproduce the test results o f the
seven ringstiffness tests conducted by KW H.
i 2 3 4 5 6 7
Lfe [mm] 770 600 782 815 769 748 659
SNexp [kN/m2] 6.3 2.1 2.2 7.3 2.7 6.9 8.1
SNfe [kN/m2] 7.0 2.4 2.2 7.5 2.9 7.6 8.6
error [%] 12 13 2 3 8 10 6
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Figure 5.64: Resulting ringstiffness from the seven experiments conducted by KWH and from 
the corresponding simulations. The error ranges between 13 and 2%.
The differences between the experiment and the simulation ringstiffnesses range from 2 
to 13%. In all cases, apart from Test 3, where the result from the simulation actually 
coincided with the experiment, the simulations overestimate the experiment 
ringstiffnesses. The reason for this could be the fact that, as explained in Section
5.5.2.2, the pipe profiles on the sides in the experiments are partly cut open which 
naturally leads to a pipe that is less stiff than one where the profiles are fully intact. This 
possibility of an overestimation of the ringstiffness should be kept in mind when a 
simulation is performed. Nevertheless, considering the sources for variability of test 
results discussed in Section 5.3.4.2, the high degree of automation as well as the 
resulting effectiveness and ease of use of the simulation tool, the results can be 
considered satisfactory.
5.5.4.2. Simulation using Scanned Profiles (Asset)
Results exist from six ringstiffness tests that were conducted by Asset Ltd. The 
corresponding test conditions as well as the resulting ringstiffnesses of these tests are 
listed in Table 5.9.
Table 5.9: The test conditions and the ringstiffnesses of the six ringstiffness tests conducted by
Asset.
8 9 10 11 12 13
di [mm] 750 1500 1500 1800 1800 2100
d0 [mm ] 840 1651 1640 1964 1970 2270
profile [-] 4K 2K 2K 2K 2K 2K
date [-] Aug 06 May 05 May 06 Feb 05 Feb 06 Feb 07
Tpipe [°C] 15 12 20 10 12 18
Tamh [°C] 19 10 19 8 14 14
T1 avg m 17 11 19.5 9 13 16
y [ mm ] 22.5 45 45 54 54 63
speed [ mmJmin ] 20 50 50 20 50 50
best [s] 67.5 54 54 162 64.8 75.6
Lsample [mm ] 900 950 900 950 900 920
SN [kN/m2 ] 8.9 3.74 3.6 3.6 3.1 2.68
Contrary to the tests conducted by KWH, here the pipe and ambient temperatures are 
not identical. In some occasions the pipes are tested directly after production when the 
inside material is still hot and soft. On other occasions, the pipes are stored outside 
where they might be exposed to sunlight which leads to a high surface temperature with 
a low temperature on the inside. These variations naturally make the reproduction of the 
ringstiffness a more difficult task and higher differences between simulation and 
experiment results have to be expected.
Two exemplary profiles are depicted in Figure 5.65. These are the 4kN profile produced 
for a 750mm diameter pipe and tested in Test 8 as well as a 2kN profile produced for a 
2100mm pipe and tested in Test 13. Especially the latter profile exhibits a significant 
curvature of the top and bottom walls. That is to say the difference between the 
theoretical rectangular box-section and the produced profile is considerable which 
indicates that a higher variability of the test results has to be expected.
Figure 5.65: Exemplary profiles from Asset experiments: a) Test 8 (4kN profile for a 750mm 
diameter pipe) and b) Test 13 (2kN profile for a 2100mm diameter pipe).
The Y oung’s modulus is calculated in the same manner as described in Section 5.5.4.1. 
The material test data for the Asset material is shown in Appendix B. The parameters 
used to calculate EFF are listed in Table 5.10. The sample length in the simulation LFF, 
the resulting ringstiffness SNFE and the error between SNFF and SNexp are listed in Table 
5.11. These results are also illustrated in Figure 5.66.
Table 5.10: The parameters for the conducted simulations to reproduce the test results of the six
ringstiffness tests conducted by Asset.
8 9 10 11 12 13
£ [-] 5.5E-3 4.1E-3 4.0E-3 4.0E-3 3.9E-3 3.8E-3
£ [s-1] 8.1E-5 7.5E-5 7.5E-5 2.5E-5 6.0E-5 5.0E-5
f [S] 0.110 0.103 0.102 0.034 0.082 0.068
ta n  6 [-] 0.112 0.904 0.124 0.113 0.106 0.125
f&Cvisco [-] 1.112 1.090 1.124 1.113 1.106 1.125
ftlCievel [-] 0.733 0.811 0.742 0.765 0.783 0.748
E' [MPa] 1562.4 1768.6 1464.6 1579.4 1629.7 1472.8
Efe [MPa] 1274.4 1564.6 1221.1 1345.1 1411.2 1239.3
In Test 12 the ringstiffness is overestimated by nearly 50%. Comparison of the 
experiment results from Test 11 and Test 12 suggests that an error occurred during the 
second test. While both tests are performed with the same pipe the first one has been 
performed at a deflection speed of 20mm/min and the second at 50mm/min. Even
T able  5.11: The param eters for the conducted  sim ulations to reproduce the test results o f the six
ringstiffness tests conducted  by A sset.
8 9 10 11 12 13
Lfe [mm] 725 960 960 1000 780 960
SNexp [ kN/m2] 8.9 3.7 3.6 3.6 3.1 2.7
s n fe [kN/m2] 10.7 4.6 3.6 4.4 4.6 2.4
error [%] 20 19 1 23 48 9
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Figure 5.66: Resulting ringstiffness from the six experiments conducted by Asset and from the 
corresponding simulations. The error ranges between 48 and 1%.
though the second average temperature is 4°C higher, the second pipe should be stiffer 
than the first since the test is 2.5 times as fast. The remaining differences between the 
experiment and the simulation ringstiffnesses range from 1 to 23%. As expected the 
etTors are larger for these simulations where the pipes have not been stored at constant 
temperature, in preparation for the experimental stiffness test.
5.5.4.3. Simulation with Rectangular Profiles and Profile Optimization
In the following the developed profile optimization feature will be applied to two pipes 
and the resulting profiles will be compared to the original ones. The experiments that 
will be considered here are Examples 3 and 7 discussed in Section 5.5.4.1.
Since rectangular box profiles are used in the optimization procedure, at first those 
dimensions for the rectangular profiles are found that lead to the same ringstiffness as
the scanned versions. The rectangular box sections replacing their scanned counterparts 
are illustrated in Figure 5.67 and Figure 5.68. Their dimensions are listed in Table 5.13.
h-
Figure 5.67: Test 3: The scanned profile and Figure 5.68: Test 7: The scanned profile and the
the corresponding rectangular box-section corresponding rectangular box-section that leads
that leads to the same ringstiffness. to the same ringstiffness.
The sharp corners in the rectangular box-sections as shown in Figure 5.67 and Figure 
5.68 obviously do not reflect reality and could lead to inaccuracies due to stress 
concentrations. However, due to the nature of the model creation, where the C-sections 
are mirrored and merged, these sharp comers disappear in the FE model wherever two 
profiles are merged and hence, comparable stresses are obtained (see Table 5.12). The 
FE models for both tests and both profile types are shown in Figure 5.69 and Figure 
5.70.
Table 5.12: Maximum and minimum stresses for FE simulations based on the scanned and the 
rectangular cross-sections for test 3 and test 7.
Oxx G y y &xy
min max min max min max
Test 3
Scan -41.43 39.87 -21.03 5.62 -1.99 6.88
Rectangular -41.07 34.58 -20.79 4.89 -1.14 6.98
Test 7
Scan -36.39 37.64 -26.31 13.90 -2.36 9.12
Rectangular -36.00 29.58 -21.44 8.37 -1.31 8.79
The optimization problem has been summarized in Equations 5.32 to 5.39. The desired 
minimum ringstiffness has been set to that obtained in the simulations, i.e. 2.2 and 
8 .6kN /nr and the maximum allowable stress has been set to 35MPa.
a )
b)
Figure 5.69: FE model for Test 3 from a) scanned cross-section and b) rectangular profile.
a )
b)
Figure 5.70: FE model for Test 7 from a) scanned cross-section and b) rectangular profile.
The results from the optimization runs are also listed in Table 5.13. These are the 
optimum profile dimensions as well as the corresponding objective function and the 
improvement with respect to the original profiles. In both cases material savings of 
more than 20% are possible.
In the first case the resulting optimum profile is both higher and wider than the original 
one while the web thickness is slightly reduced. In the second case only the height is
Table 5.13: The dimensions of the original and the optimized profile. Also, the cross-sectional 
area, objective function and its improvement, i.e. the saved material per unit pipe length, are
listed.
w h ti h h Ips area obj. imp
Test profile [mm] [-] [mm2] [mm] [%]
3
orig. 114.0 85.0 8.0 10.0 9.0 N/A 3638 31.9
22
opt. 150.9 94.3 6.8 7.7 8.5 2000 3761 24.8
7
orig. 61.0 36 3.5 6.0 4.5 N/A 920 15.1
23
opt. 60.2 42.0 3.0 3.4 3.8 12000 696 11.6
increased while the width remains the same. Here, the web thickness is almost reduced 
by a factor of 2. The optimum profiles are illustrated in Figure 5.71 and Figure 5.72.
—
Figure 5.71: Test 3: The scanned and the Figure 5.72: Test 7: The scanned and the
optimized profile. optimized profile.
As discussed in Section 5.3.1 the theoretical and the produced profiles often differ 
significantly which led to the decision to use a laser scanner in order to accurately 
describe their geometries (see Section 5.5.1.1). Naturally, this problem applies in the 
other direction as well, i.e. the profile dimensions that the optimization yielded are those 
that the pipe should exhibit after production. Hence, the manufacturer has to aim to 
produce a profile meeting these values and not use them as the theoretical dimensions. 
Otherwise, this would lead to a different profile after production.
The Ips for Test 3 was found to be 2000 and for Test 7, 12000. See Section 5.5.3.1 for a 
discussion on initial values for Ips. The development of the objective function and the 
ringstiffness for the two examples are shown in Figure 5.73.
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Figure 5.73: Development of the objective function and the ringstiffness during the optimization
process for the two examples.
The optimum profile for Test 3 has been found after eight and for Test 7 after four 
iterations. Due to the manufacturing constraints stated in Equations 5.30 and 5.31 only 
the profile's height, width and its bottom thickness have to be specified as initial values 
for the optimization. Since the produced profiles often differ from the theoretical 
dimensions (see Section 5.3.1) they might not satisfy these constraints. Hence, the 
objective function and the ringstiffness in the first iteration do not match those found 
using the rectangular profiles in Table 5.13, even though their dimensions have been 
specified as the initial values. The development of the maximum absolute stress during 
the optimization is shown in Figure 5.74. At no time during the optimization have the 
stress constraints been active.
5.6. Buried Pipe Simulation
5.6.1. CANDE 2007
CANDE is an acronym that stands for Culvert ANalysis and DEsign. It is a public- 
domain FE software available at (Transportation Research Board, 2007). It allows for
 max. stress - test 3 max. stress - test 7
30
7 91 3 11 13 15
iteration [-]
Figure 5.74: Development of the maximum stress during the optimization process for the two
examples.
the analysis of the soil-structure interaction in a 2D slice of a culvert installation. It 
offers the possibility to simulate the installation process by means of an incremental 
loading schedule (Mlynarski et al., 2007). The pipes are discretized with ID beam and 
the soil with 2D shell elements. The interaction between the two can be modeled by 
means of ID interface elements. The results of a simulation can be viewed in the built- 
in post-processor.
The software offers three solution levels (Mlynarski et al., 2007): Level 1 is an 
approximation which is based on an analytical formula solving idealized conditions. It 
is suitable for single pipes buried deep in homogenous soil, subjected to gravity loading 
only. Level 2 is the automated FE solution level. It allows for an efficient solution of 
buried pipe problems with symmetrical trenches with one pipe only. The number of 
parameters is very limited, i.e. only a small number of scenarios can be solved in this 
level. Level 3 allows for the use of user-defined FE meshes. That means, arbitrary 
geometries and any number of pipes can be analyzed on this level. Since CANDE 2007 
does not offer a meshing feature, the geometry and the corresponding FE mesh have to 
be generated using other tools.
A first version of the software has been developed in 1976 and has been updated several 
times after that. CANDE 2007 is its latest version. A private company developed a 
commercial tool called CandeCAD (SSIS Marketing International (Pty) Ltd, n.d.) that
uses a CANDE version from 1989 as an FE solver only and offers its own pre- and post­
processor to simplify these two steps. There is no link between CANDE 2007 and the 
company marketing CandeCAD (Mlynarski et ah, 2007).
5.6.2. Automated Simulation
This work aims at developing a pre-processor that allows for a parameterized and 
automated pre-processing and thus, a very efficient simulation of common pipe 
installation scenarios. The solving and post-processing will be performed by means of 
CANDE 2007. The simulation tool will be developed in a way that it can be used to 
efficiently estimate deflections, stresses and strains in pipes and soils for various 
different installation and loading scenarios. Furthermore, it will be possible to choose 
different model complexities to improve the efficiency or the accuracy.
5.6.2.1. Parameterization
Setting up a problem with the developed buried pipe simulation tool is divided into two 
main steps: Specifying the geometry and the simulation parameters. The parameters that 
need to be specified in each of the two steps will be discussed in the following two 
sections.
Geometry Parameterization
The parameters governing the geometry of the problem to be solved are:
• Number of pipes and their diameters
• Choose if the whole trench is to be simulated or only the symmetric half
• Trench wall geometry (vertical rigid, see Figure 5.75 or inclined insitu side 
support, see Figure 5.76)
• In case of a vertical rigid wall the possibility exists to specify an inclined 
unsupported top part of the side
• In case of an inclined insitu side support the angle of the trench wall needs to be 
specified
• Height and number of increments of installation steps (primary, secondary and 
final backfill)
• The existence and size of a concrete slab
• Mesh density
• The distance between the pipes and the workspace next to the outer pipes
The parameters for a symmetric vertical wall installation are illustrated in Figure 5.75 
and for an inclined insitu side support in Figure 5.76. The former is used when the sides 
of the trench are supported by rigid walls that are fixed in the trench during excavation 
and removed upon refilling.
concrete slab
Side inclination angle
final backfill —
secondary backfill —
pipe diameter workspace
Side
inclination 
start heightprimary backfill
bedding
insitu soil
default insitu 
extension pipe distance
Figure 5.75: Available parameters for a typical rigid wall pipe installation. A part of the wall 
can be chosen to be inclined and unsupported.
default side extension
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final backfill —
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Figure 5.76: Available parameters for a typical trench pipe installation with an inclined insitu
side support.
The latter is the case when the trench is not supported by rigid walls. The walls are 
inclined at an angle and do not need additional support. In this case the insitu soil is 
extended on the sides by a default value. This value is sufficiently large so that it does 
not affect the simulation results inside the trench. In both cases the insitu soil below the 
trench is extended for in a similar manner. Following the recommendations in CANDE 
2007 (Mlynarski et al., 2007) these values are taken as 2.0m (for the side extension) and 
1.0m (for the bottom extension).
Simulation Parameterization
After the geometry has been generated the simulation parameters need to be specified. 
These parameters are:
• FE theory (small or large displacement)
• Short or long term pipe properties
• Check for global and/or local buckling
• Use of interface elements for the accurate simulation of the pipe soil interaction
• Geometry of the pipe profiles (height, width and wall thicknesses)
• Material model and canned type or isotropic elastic properties for the different
soil materials (insitu soil, bedding soil, primary, secondary and final backfill) as 
well as the concrete slab
• Specification of external loads
CANDE2007 uses ID beam elements to model the pipes. However, it allows for the 
specification of the dimensions of structured wall pipes which it uses internally to 
calculate the stiffness properties of the elements. Here, the user needs to specify the 
dimensions of the produced profile. As described in Section 5.3.1, the theoretical 
dimensions often significantly differ from the ones that are actually produced. Hence, 
the most accurate way is to scan the profile and to find the corresponding rectangular 
box-section as shown in Section 5.5.4.3.
The short and long term pipe properties are taken as default values in accordance with 
CANDE 2007 (Mlynarski et al., 2007) but can be changed if desired.
The material models the user can choose from are linear isotropic, overburden 
dependent, Duncan and Duncan/Selig. For the linear isotropic model, the user has to 
specify the Young’s modulus, the Poisson’s ratio as well as the material density. For the 
latter three models so called canned materials from CANDE 2007 can be chosen. That
means no material properties need to be specified but the type of soil, i.e. for instance 
granular or cohesive soil as well as its compaction. More information on the available 
material models can be found in (Mlynarski et al., 2007).
5.6.2.2. Simulation Process
To run a simulation, first a geometry needs to be specified. The necessary input 
parameters for that are specified in Section 5.6.2.1. The next step is to specify the 
simulation parameters. These are also discussed in Section 5.6.2.1. After this point no 
further user interaction is required but the simulation runs automatically. Internally, a 
geometry is created which is meshed using the meshing software Swan (Sienz & 
Hinton, 1993). With the mesh and the simulation parameters an input file for CANDE 
2007 (Mlynarski et al., 2007) is created. Now CANDE is called in batch mode to solve 
the model specified in the file. After the run is completed the results can be viewed 
using the GUI in CANDE. The flow of such an automated simulation is illustrated in 
Figure 5.77.
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Figure 5.77: Flow of the automated buried pipe simulation.
5.6.3. A pplications
In order to demonstrate the capabilities of the buried pipe simulation feature and to 
investigate the behaviour of flexible pipes in different installation scenarios, three 
examples will be discussed next. The first example is concerned with the influence of 
the pipe’s side support, followed by an example investigating the effect of different 
degrees of pipe cover. The third example is based on real measurements taken during 
the installation of a system containing 15 pipes.
5.6.3.I. Investigation of the Importance of Pipe Side Support
As stated in Section 5.3.5 the horizontal support of the soil surrounding the pipe plays a 
crucial role in reducing pipe deflection. This importance will be investigated by means 
of an example where the pipe deflection of different installation scenarios will be 
compared. To this end, seven scenarios with a varying workspace size will be analyzed.
The chosen material models, as well as the material properties or the canned soil type 
are listed in Table 5.14.
Table 5.14: The material models, as well as the material properties or the canned soil type for 
the example investigating the influence of pipe cover.
Material
model
Canned 
soil type
Compact
ion
Young’s 
modulus 
I MPa]
Poisson's 
ratio [-]
density
(kg/m'l
Insitu soil Linear elastic isotropic - - 20.0 0.3 0.0
Bedding soil Duncan Coarseaggregates 105% - - 1922.0
Primary backfill Overburdendependent granular Fair - - 1922.0
Secondary
backfill - - - - - -
Final backfill Overburdendependent mixed Fair - - 1922.0
Concrete slab - - - - - -
The general outline of the problem is given in Figure 5.78. Two pipes with a diameter 
of 2.0m are placed in a trench with a vertical fully supported left side and a by 20° 
inclined unsupported right side. The primary backfill height ends 300mm above the pipe 
crown. The final backfill is 1.0m. A load of 500kN/m is distributed over a length of 
1.2m above the right pipe.
ho rizo n ta l 
su p p o rt [
Figure 5.78: Problem definition for the example investigating the importance of the side 
support. Two pipes with a diameter of 2.0m are placed in a trench with a vertical fully supported 
left side and a by 20°inclined unsupported right side. The primary backfill height ends 300mm 
above the pipe crown. The final backfill is 1.0m. A load of 500kN/m is distributed over a length
of 1.2m above the right pipe.
The workspaces investigated are 0.45, 0.5, 1.0, 1.5, 2.0, 3.0 and 4.0m. The geometry of 
the trench for 0.45, 1.5 and 4.0m are illustrated in Figure 5.79, Figure 5.80 and Figure 
5.81, respectively.
Figure 5.79: 0.45m Figure 5.80: 1,5m of Figure 5.81: 4.0m of workspace,
of workspace workspace.
The maximum pipe deflection for the right one of the two pipes is plotted against the 
value for the workspace in Figure 5.82. Here, the importance of the workspace is clearly 
observable. For the first two examples, effectively without side support very large 
deflections of 10% and 9% occur. The deflection drops sharply at a workspace of 1.0m 
to around 5.5% and converges towards 5% for workspaces higher than that.
This example shows the importance of sufficient side support of pipes in controlling 
pipe displacement. In the extreme case, high deflections can lead to pipe buckling and a 
failure of the installation. This case also stresses the importance of a thorough soil 
compaction of the soil surrounding the pipe, since a poorly compacted soil around the
500kN/m
ho rizon tal
su p p o rt
w orkspace
pipe does not provide a good side support and can lead to a similar increase in pipe 
deflections. In order to illustrate this further, three variations regarding the primary 
backfill of the example with 3.0m of workspace are discussed. In the original example, 
granular material of fair compaction has been used for the primary backfill. The three 
variations use a granular material of good compaction as well as a cohesive material of 
fair and good compaction, respectively. The resulting maximum pipe displacements are 
also shown in Figure 5.82. As expected, the pipe deflections are reduced further for the 
well compacted granular material and significantly increased for the two cohesive 
materials.
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Figure 5.82: The maximum pipe deflection for the right pipe plotted against the workspace
value.
In Figure 5.83 the total displacements are plotted for the pipe nodes along the 
circumference of the right pipe. It can be seen that for the two smallest workspaces, i.e. 
for the lowest side support, an increase in pipe deflection occurs near an angle of 170° 
which corresponds to the part of the pipe that is closest to the right trench wall. This 
displacement is mainly in horizontal direction. As discussed in Section 5.3.5 the vertical 
displacement is governed to some extent by the horizontal displacement. In this sense 
the vertical displacement of the pipe crown (at 90°) is reduced with increasing 
workspaces. For workspaces higher than 2.0m virtually no difference in the maximum
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Figure 5.83: The total displacements plotted for the pipe nodes along the circumference o f the
right pipe.
pipe deflection occurs, i.e. the vertical deflection is not reduced any further with 
increasing workspace value.
5.6.3.2. Investigation of the Importance of Pipe Cover
The installation guidelines discussed in Section 5.3.5 recommend trafficking the soil 
above the pipe crown until a cover of at least 800mm has been reached. This is due to 
the fact that the arching effect, i.e. the load carrying capabilities of the surrounding soil, 
requires a certain amount of soil to work. That means if this is not the case, too much of 
the load would be carried directly by the pipe which would, due to its flexibility, exhibit 
high deformations. At the same time an increase of the pipe cover means an increase in 
the pipe loading, which leads to higher pipe deformation. Nevertheless, as stated in 
Section 5.3.2, the study ‘Design of Buried Thermoplastic Pipes’ found that the relative 
contribution of the pipe cover to the pipe deflection is only 15%.
The influence of the pipe cover on pipe deflections due to both, external and soil 
loading will be investigated by means of the following example. Here, a trench with 
vertical walls containing three pipes with a diameter of 1.0m will be analyzed while 
varying the pipe cover. Due to symmetry of the conditions only half of the trench will 
be simulated. The general outline of the problem is illustrated in Figure 5.84.
500 kN ni
pipe cover
horizontal
support
Figure 5.84: Problem definition for the example investigating the influence of pipe cover. Three 
pipes with a diameter of 1.0m are placed in a trench with vertical walls. The primary backfill 
height ends 300mm above the pipe crown. The final backfill varied. A load of lOOOkN/m is 
distributed over a 2.0m wide concrete slab located over the middle pipe. Due to symmetry, only
half of the trench is modeled.
A concrete slab is located above the middle pipe with a total width of 2.0m and loaded 
with a distributed load of lOOOkN/m. Note that in Figure 5.84 only half of the loading is 
displayed. The reason that the unit of the loading is given in 'kN/m' is due to the fact 
that only a 2D slice of the trench is modeled.
The chosen material models, as well as the material properties or the canned soil type 
are listed in Table 5.15.
The problem will be analyzed for eight different pipe covers: 0.2, 0.5, 0.75, 1.0, 2.0, 4.0,
6.0 and 8.0m. The models for a pipe cover of 0.2 and 1.0m are illustrated in Figure 5.85 
and Figure 5.86, respectively.
The maximum total pipe deflection for each of the eight configurations is depicted in 
Figure 5.87. It can be seen that the pipe deflection decreases with increasing pipe cover 
up to a value of 4.0m of cover. That is to say, the loading on the concrete slab is more
Table 5.15: The material models, as well as the material properties or the canned soil type for 
the example investigating the influence of pipe cover.
Material
model
Canned 
soil type Compaction
Young’s
modulus
[MPa]
Poisson’s 
ratio [-]
density
[kg/m']
Insitu soil Linear elastic isotropic - - 20.0 0.3 0.0
Bedding soil
Overburden
dependent granular good - - 1922.0
Primary
backfill
Overburden
dependent granular good - - 1922.0
Secondary
backfill - - - - - -
Final
backfill
Overburden
dependent mixed good - - 1922.0
Concrete
slab
Linear elastic 
isotropic - - 30000.0 0.2 2400.0
Figure 5.85: Model for 0.2m of pipe cover. Figure 5.86: Model for 1,0m of pipe cover.
and more carried by the surrounding soil or in other words the ‘arching’ effect becomes 
more and more effective. For pipe covers of more than 4.0m, the pipe deflection starts 
to increase. Naturally, the loading due to the soil increases which increases the loading 
on the pipe but due to the shear resistance of the soil this increase is fairly slow, i.e. for 
an additional pipe cover of 2.0m the pipe deflection increases by approximately 0.3%.
In order to illustrate the interaction of the various parameters one of the scenarios is 
rerun with a varied pipe distance. The previously used pipe distance of 300mm (as 
recommended in Section 5.3.5) is now changed to 50 and 550mm. As discussed before,
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Figure 5.87: The maximum total pipe deflection for pipe covers of 0.2, 0.5, 0.75, 1.0, 2.0, 4.0,
6.0 and 8.0m for the example investigating the influence of pipe cover. Additionally, the 
example with 4.0m pipe cover has been rerun with a pipe distance of 50 and 550mm.
the side support is crucial for the arching effect. That means without sufficient side 
support the pipe deflects more since less load is carried by the surrounding soil. 
Obviously, for an increased pipe distance, the side support is improved and the pipe 
displacements are decreased. The two additional results are also shown in Figure 5.87.
In Figure 5.88 the total displacements are plotted for the pipe nodes along the 
circumference of the middle pipe. It can be seen that the relative difference in pipe 
deflection is highest at the crown of the pipe while the bottom of the pipe deflects to 
similar amounts. The qualitative shape of the curves is identical for all pipe cover 
configurations.
This example shows the importance of sufficient pipe cover when external loads are 
applied to the trench surface. For increasing pipe cover the maximum pipe deflection 
reduces at a very high rate. Once a certain pipe cover has been reached, the influence of 
the increased soil loading becomes more dominant than the external loading and the 
pipe deflection starts to increase. This increase is less steep than the decrease for small 
pipe covers.
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Figure 5.88: The total displacements plotted for the pipe nodes along the circumference of the 
middle pipe for the example investigating the influence of pipe cover.
5.6.3.3. Industry Example
The study "Design o f Buried Thermoplastic Pipes’ found that the most important factor 
in controlling pipe deflection is the quality of the installation (The European Plastics 
Pipe and Fitting Association, 1999), i.e. a pipe surrounded by thoroughly compacted 
soil will deflect significantly less than one that has been poorly installed. In order to 
investigate this relationship and to reproduce actual measurements, a real life example is 
considered now. Flere, 15 pipes with a diameter of 2.1m and a leg length of 114m were 
installed. The construction site is shown in Figure 5.89.
Figure 5.89: Construction site for the installation of 15 pipes prior to burying. The spacing 
between them is 0.5m, their diameter is 2.1m and the overall length of each leg is 114m.
The distance between the pipes is 0.5m and the cover above the top end varies from 
0.89m to 2.33m. The dimensions of the end conditions can be found in Figure 5.90. The 
primary backfill, i.e. the installation soil up to 0.3m above the pipe is a granular and the 
remaining backfill is a cohesive soil. Additional loads are induced by heavy machinery 
used for installation. According to (British Standards Institution, 1998) this loading can 
be accounted for by a load of 150kN/m.
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Figure 5.90: CAD drawing of end conditions. The cover above the pipes varies from 0.89m to
2.33 m.
In the course of the installation the vertical displacement of every pipe has been 
measured at nine equidistant locations along their length. The maximum recorded 
displacement is 3.8% of the pipe diameter and the lowest is -0.7%. This means in some 
areas the pipe crown actually moved upwards. This occurs when the compaction of the 
soil on the sides of the pipe is performed so thoroughly that due to the soil pressure, the 
sides of the pipes move inwards, which effectively forces the pipe crown to move 
upwards. The original displacements recorded on the site for each of the 15 legs are 
shown in Figure 5.91.
The objective of this application is to simulate the presented installation situation and 
predict the maximum pipe displacements. To this end simulations for several different 
scenarios are performed. The altered conditions are the height of cover, the location of 
the pipe within the trench, the quality of the soil compaction and the presence of 
additional loading. To estimate the maximum displacements, additional loading due to 
installation machinery will be applied with fair compaction scenarios. This loading will 
be omitted for those scenarios having good compaction. To predict the response of a 
pipe on the inside of the installation a vertical wall model is used with two more pipes 
on either side. The problem definition is shown in Figure 5.92. Here the model for the 
simulation of an interior pipe for a pipe cover of 2.33m is shown.
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Figure 5.91: Recorded pipe deflections in percent along their lengths. The maximum deflection 
is 3.8%, the minimum is -0.7% and the average is 1.2%
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Figure 5.92: Problem definition for the industry example investigating Here the model for the 
simulation of an interior pipe for a pipe cover of 2.33m is shown. The loading is omitted for a
good compaction scenario.
For covers of 0.89m and 2.33m the models are illustrated in Figure 5.93 and Figure 
5.95, respectively. Pipes on the outside of the installation require the insitu side support
Figure 5.93: Illustration of FE model 
used to simulate a pipe in the interior 
with a pipe cover of 0.89m.
Figure 5.94: Illustration of FE model used to 
simulate a pipe at the exterior with a pipe cover of 
0.89m.
Figure 5.95: Illustration of FE model Figure 5.96: Illustration of FE model used to simulate
used to simulate a pipe in the interior a pipe at the exterior with a pipe cover of 2.33m.
with a pipe cover of 2.33m.
condition. The corresponding models are shown in Figure 5.94 and Figure 5.96, 
respectively. The obtained displacements for the different scenarios are listed in Table 
5.16.
Table 5.16: Results from simulations for different locations, installation qualities and cover 
heights. The maximum deflection is 3.6% and the minimum is 0.9%.
height o f cover [m] 0.89 2.33
location exterior interior exterior interior
compaction good fa ir good fa ir good fa ir good fair
additional loading no yes no yes no yes no yes
max. vertical 
deflection [%]
1.1 3.3 1.1 3.3 1.7 2.8 1.6 2.8
The maximum displacement corresponds to an internal pipe with fair compaction 
quality, a cover height of 0.89m and the additional external loading. This deflection is 
3.3% and hence, given the approximations in the model, coincides sufficiently well with 
the observed data. As to be expected the lowest deflection is found for a good quality 
compaction with 0.89m of cover for both an internal and external pipe without any 
external loads. The upwards deflection as found in the real observation could not be
captured, since the compaction loading is not modeled. It can also be seen that almost 
no difference exists between an interior and an exterior pipe.
5.7. Concluding Rem arks
A Java based GUI has been developed that uses in-house Fortran and public domain 
software to provide a hands-on decision guidance for many occurring design situations 
for the studied structured wall HDPE pipes. It allows for the automated simulation of 
the pipes in the ringstiffness test according to the standard BS EN 1446: 1996 (British 
Standards Institution, 1996) as well as pipes in an installation process. These 
simulations require minimal user interaction and are easy to set up. Furthermore, an 
optimization feature has been incorporated that allows for the generation of optimum 
cross-sections in the sense of minimal material expenditure. Here a simplified model 
using only one box-section and a horizontal spring support is used which significantly 
reduces the simulation time and makes the optimization computationally feasible in a 
manufacturing environment. All the underlying computationally expensive tasks are 
solved by either in-house, open-source or public-domain programs. This means that no 
licensing fees have to be paid to use the software.
Material tests in the form of DMT A and tension tests have been conducted to 
investigate the influence of temperature, strain and strain rate on the material behaviour. 
Furthermore, a guideline has been developed that allows for the extraction of a secant 
modulus from the obtained data. This secant modulus can be used directly in the FE 
simulations. Material data has been obtained for the material used by two companies: 
KWH Pipe Ltd. and Asset International Ltd.
For the accurate capture of the profile geometry the possibility has been developed to 
process laser-scan data for the creation of shell element representation. This process can 
also be used for the import and automatic processing of profiles created in DXF format. 
A less accurate yet more efficient option for the creation of rectangular box sections is 
implemented as well.
Application of the various features and the comparison of the obtained results to real life 
examples showed both the usability and validity. Results from numerous conducted 
ringstiffness tests were available. The simulation of the experiments conducted by 
KWH showed that when tests are performed carefully an accuracy of the simulation 
results of approximately 10% can be expected. The maximum error found was 13%.
Given the assumptions made and the sources for variability of test results this accuracy 
can be viewed as satisfactory. The tests performed by Asset however, where especially 
the pipe temperature control is not as thorough as with KWH showed a lower accuracy. 
In one case the difference amounted to 23%. In another case the predicted ringstiffness 
was 48% higher than the one in the experiment but an experiment conducted with the 
same pipe and profile size suggested that the experiment result was erroneous.
The application of the profile optimization tool to two of the previously analyzed 
profiles showed that a material saving of more than 20% is possible.
The usability and validity of the pipe installation simulation feature has been shown by 
means of three examples. The first two investigated the influence of the pipe’s side 
support and pipe cover on pipe deflection. Here, two main principles of the load bearing 
capabilities of flexible pipes could be validated. The last of the three examples is based 
on data from a real life pipe installation. Displacement measurements taken during the 
installation of a system of 15 pipes were sought to be reproduced. Eight different 
simulations were run varying the height of cover, the location of the pipe within the 
trench, the quality of the soil compaction and the existence of additional external 
loading. The recorded maximum displacement was 3.8%. The simulations yielded a 
maximum of 3.3%. Given the approximations in the model, this can be considered as 
sufficiently accurate.
Overall it was shown that an efficient and easy to use software tool has been developed 
which addresses real life design problems in a manufacturing environment. More 
importantly this has been achieved by coupling public domain and in-house code which 
effectively led to a software that requires no licensing fees.
6. A Decomposed Optimization Framework for the 
Design of Carbon-fibre Competition Bicycle Frames
Summary: This chapter presents a framework for the optimum design of carbon-fibre 
mountain bike frames that has been developed. An extensively parameterized 
simulation model has been created that allows for varying tube shapes, paths and 
laminate ply thicknesses as well as joint locations. The model creation has been 
automated by using a Fortran code which writes command files for the control of 
HyperMesh and for the interpretation and processing of the created FE mesh. For 
improved efficiency a decomposition approach has been employed that decomposes the 
original optimization problem into a size optimization sub problem and a shape 
optimization top level problem. The former is solved by the built-in optimization tool in 
OptiStruct and the latter by means of surrogate based optimization where each 
experiment in the DoE is a full size optimization. The applied framework for surrogate 
based optimization contains the developed scheme for the creation of OLHs in 
constrained design spaces, an implementation of a Kriging approximation and a 
continuous GA. To reduce the dimensionality of the top level problem the paths of the 
seat and chain stays are determined in an optimization step prior to the main 
optimization. Application of the developed framework to two examples shows that 
optimum bicycle frame's with very good characteristics can be designed in an efficient 
way.
6.1. Introduction
An ideal bicycle frame has to satisfy general characteristics which are applicable to 
most fields of use. These are firstly a low weight and a high lateral stiffness. Both 
characteristics contribute to its energy efficiency. While the reason for the former is 
obvious, the latter guarantees that a maximum amount of the rider’s force applied to the 
pedal is transformed into momentum. Torsional stiffness of the head tube offers a good 
handling feel and avoids dangerous vibrations at high speeds. In spite of a high lateral 
stiffness, for the sake of comfort, the frame should absorb shock and vibration to a high 
degree (Calfee & Kelly, 2002). The ability to withstand high impact forces and 
reliability against fatigue failure are crucial for safety and legal liabilities (Nelson, 
2003). To fit a rider’s physical requirements a bicycle frame is ideally tailor made or 
offered in a broad range of sizes (Calfee & Kelly, 2002).
The success of carbon-fibre in modem bicycle frames is due to its material behaviour 
that meets the above requirements to a significantly higher degree than classic materials. 
Its high stiffness to weight and strength to weight ratio, its shock absorbing capabilities, 
the reliability against fatigue failure and corrosion as well as its variability in forming 
complex shapes make it the ideal material. The main disadvantages are the high costs
for production and the smaller experience with the material itself (Calfee & Kelly, 
2002). Especially the high costs make the target group either professionals or ambitious 
amateurs. In either case a very high standard and excellent characteristics are required 
which makes the production of optimal bicycle frames a profitable business.
(Nelson, 2003), (Schroeder & Callahan, 2005) and (Yen, n.d.) give an insight in the 
design and manufacturing processes of large companies producing carbon-fibre bicycle 
frames but little information about optimization procedures is revealed. The use of the 
FE method in designing composite bicycle frames is discussed by (Lessard et al., 1995) 
but no information on optimization is given. The only work on frame optimization has 
been done by (Finn, 2009). It covers the thickness optimization of a racing bike frame.
The purpose of this piece of work is the development of a novel bespoke optimization 
software framework for the design of optimal bicycle frames. This framework is sought 
to be capable of taking into account rider specific demands. The targeted frames are 
intended for competition cross-country mountain bikes which have comparable 
requirements to any other bicycle. Only the loading and the targeted characteristics 
vary. These characteristics can be measured by real life longevity tests, for instance by 
means of the EFBe standard (EFBE Priiftechnik, n.d.) which is based on the European 
Standard EN 14766:2005 (European Standard, 2005). It comprises two stiffness, two 
static high-load failure and three fatigue tests. Rider specific demands means, given 
personal desires and physical requirements of a customer, a tailor-made optimal frame 
can be designed almost instantly. This requires a thorough and extensive 
parameterization that will be realized by means of an in-house code due to limitations of 
existing programs. This in-house code is coupled with commercial software to 
maximize efficiency.
The present work is structured as follows: Firstly, the EFBe tests are presented followed 
by the FE model simulating these tests and the automated procedure that creates them. 
Finally the developed optimization procedure and the obtained results of two considered 
examples are discussed.
6.2. EFBe Tests
The EFBe standard (EFBE Priiftechnik, n.d.) is based on the European Standard EN 
14766:2005 (European Standard, 2005) and consists of two stiffness, two static high-
load failure and three fatigue tests. The various tests will be presented briefly in the 
following.
6.2.1. R igidity Tests
Two rigidity tests are performed within the EFBe standard. Their results give an insight 
into the stiffness of key parts of the frame. These are the rotational stiffnesses of the 
head tube (Track-holding rigidity test) and of the bottom bracket (Out-of-Saddle rigidity 
test).
6.2.1.1. Track-Holding Rigidity Test (head tube)
This test reveals how accurate the frame feels during use. If, during design, too much 
attention was paid to the weight and too little to the stiffness the frame could give the 
rider a 'soft' feel and irritating vibrations might occur, ultimately reducing the rider’s 
confidence and performance.
In the test, the frame is subjected to a force normal to the fram e’s plane acting at the end 
of a 450mm long extension of the head tube, i.e. near the front wheel contact point. The 
rear axle is fixed except for rotations about the axle’s axis. The middle of the head tube 
is prevented from moving out of plane. The rigidity is defined as the ratio between the 
moment acting at the middle of the head tube measured in Nm and the corresponding 
rotation at that point, measured in degrees. The loading is illustrated in Figure 6.1 and 
the qualitative deformation in Figure 6.2.
Figure 6.1: Loading and boundary conditions for Figure 6.2: Deformed shape for the Track-
Track-holding rigidity test. holding rigidity test.
6.2.I.2. Out-of-Saddle Rigidity Test (bottom bracket)
This test measures how energy efficiently a frame can be ridden, i.e. how well the 
rider’s energy input is converted into driving power. During the design process the 
proportional relationship between weight and stiffness has to be taken into account
since both characteristics contribute to the energy-efficiency inversely proportional. 
Thus a good compromise between the two has to be found.
The tip of a 150mm long horizontal extension mounted at the center of the bottom 
bracket is subjected to a force, which is inclined at 26° with respect to the frame plane. 
The rear is supported via a mount ending with a ball joint, which simulates the contact 
between tyre and ground. The head tube is extended with a dummy fork 450 mm of 
length which is simply supported. The rigidity is defined as the ratio between the force 
in N and the displacement in mm measured in the direction of the force. The loading is 
illustrated in Figure 6.3 and the qualitative deformation in Figure 6.4.
Figure 6.3: Loading and boundary conditions Figure 6.4: Deformed shape for the Out-of- 
for Out-of-saddle rigidity test. saddle rigidity test.
6.2.2. Excessive Load Tests
The excessive load tests reveal whether the frame can withstand short-term excessive 
loads without brittle fracturing. Two tests of this type have to be withstood.
6.2.2.1. Drop Load Test (bottom bracket)
In this test the bottom bracket is subjected to a vertical force of 6000N. The rear is 
supported via a mount ending with a ball joint, simulating the contact between tyre and 
ground. The head tube is extended with a dummy fork, 450 mm of length, and its tip is 
simply supported. The loading is illustrated in Figure 6.5 and the qualitative 
deformation in Figure 6.6.
6.2.2.2. Pedal Load Test (bottom bracket)
This test is identical to the Out-of-saddle rigidity test (see Section 6.2.1.2) except for the 
magnitude of the force which in this case is 2850N.
Figure 6.5: Loading and boundary conditions Figure 6.6: Deformed shape for the Drop 
for Drop load test. load test.
6.2.3. Fatigue Tests
The fatigue tests help to measure the risk of fatigue fractures that often only appear after 
years of use and can lead to sudden failure and potentially serious accidents. The tests 
measure whether a bike component can withstand cyclic loads without showing any 
signs of damage. Since the theory for the FE analyses is linear static, the real dynamic 
forces are approximated by static ones. The dynamic effect is accounted for by dividing 
the allowable stresses by a safety factor specific to the nature of each test. This safety 
factor is discussed in Section 6.3.5.
6.2.3.1. Out-of-Saddle Test (bottom bracket)
In this test an extension inclined at 45° downwards with respect to the horizontal plane 
having a projected horizontal length of 150mm is mounted at the bottom bracket. Its tip 
is subjected to a force of 1300N, inclined at 26° with respect to the frame’s plane. The 
force is applied on either side, being activated alternately. The rear is supported via a 
mount with a ball jo in t at the end, simulating the contact between the tyre and the 
ground. The head tube is extended with a dummy fork, 450 mm of length, which is 
simply supported. The required number of cycles the frame has to withstand is 100,000. 
The loading is illustrated in Figure 6.7 and the qualitative deformation in Figure 6.8.
6.2.3.2. Rider Load Test (seat tube)
In this test the frame is loaded with a vertical force of MOON acting at the end of an 
extension of the seat tube ending at 250mm in the tube direction and 70mm horizontally 
towards the rear. The rear axle is fixed except for rotations about the axle’s axis. The
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Figure 6.7: Loading and boundary conditions Figure 6.8: Deformed shape for the Out-of­
head tube is extended with a dummy fork, 450mm of length. The tip of the extension is 
prevented from moving out of the frame’s plane. The number of cycles is 100,000. The 
loading is illustrated in Figure 6.9 and the qualitative deformation in Figure 6.10.
6.2.3.3. Jump Test (head tube)
In this test the rear axle is fixed except for rotations about the axle’s axis. The bottom 
bracket is secured from vertical movements. The head tube is extended with a dummy 
fork 450mm of length. The tip of the extension is loaded with a force perpendicular to it 
and parallel to the fram e’s plane. The force alternates between +450N and -900N. The 
required number of cycles is 50,000. The loading is illustrated in Figure 6.11 and the 
qualitative deformation in Figure 6.12.
for Out-of-saddle test. saddle test.
Figure 6.9: Loading and boundary conditions 
for Rider load test.
Figure 6.10: Deformed shape for the Rider 
load test.
Figure 6.11: Loading and boundary conditions Figure 6.12: Deformed shape for the Jump 
for Jump load test. load test.
6.3. Finite Element Model and Automated Model Generation
6.3.1. Composite Lay-Up
The composite is made up of five plies, an outer bi-directional ply oriented at 45° and 
four inner uni-directional layers at -45°, 0°, 45° and 90°. The relevant material 
properties are listed in Table 6.1. Theoretical background on Prepreg materials can be 
found in (Brent Strong, n.d.).
Table 6.1: Mechanical properties for bi-directional and uni-directional plies
bi-directional uni-directional
Longitudinal Tensile M odulus [M Pa] 61800 130330
Longitudinal Tensile Strength [MPa] 587.1 1433.6
Longitudinal Compressive Strength [M Pa] 454.2 984.2
Transverse Tensile M odulus [MPa] 61800 7220
Transverse Tensile Strength [M Pa] 587.1 32.5
Transverse Compressive Strength [MPa] 454.2 108.3
Inter Lam inar Shear Strength [M Pa] 53.8 71.9
In-plane Shear M odulus [MPa] 4081 4230
In-plane Shear Strength [M Pa] 62.4 71.9
P oisson’s ratio (Longitudinal Strain) [-] 0.037 0.337
Density [kg/m] 1459 1502
Ply Thickness [ mm ] 0.22 0.3
6.3.2. F in ite  E lem en t M odel
The geometry model is made up of seven tubes (top tube, down tube, seat tube, two seat 
stays and two chain stays as shown in Figure 6.13). In the locations of the joints the 
tubes need to be merged for the frame to form a continuous structure. Merging several 
tubes with each other that meet at various angles and that have different diameters leads 
to complex geometries which are too difficult to handle within the desired automated 
process. However, an automated geometry and FE model generation is a prerequisite for 
the optimization that is aimed for. Thus, another way of joining the tubes had to be 
found. Here it has been realized via rigid cylinders that envelope the joints and transfer 
the loading from one tube to the next, as illustrated in Figure 6.14.
The use of these cylinders results in only one intersection path between a tube and the 
cylinder. Naturally, this leads to an overestimation of the rigidities and neglects the 
frame’s vulnerability for failure in the joints during testing. The joints are designed in a 
separate study which is briefly presented in Section 6.5.4.
Each cylinder has a circular rigid link at its two ends and its middle. One of the links 
can be seen in Figure 6.14. They are used to uniformly transfer forces and boundary 
conditions onto the cylinder. Additional rigid links are used to simulate the test 
conditions, for instance the inclined bottom bracket extension in the Out-of-saddle 
fatigue test (see Figure 6.14).
The elements used to mesh the created geometry are linear triangular and quadrilateral 
shell elements.
bottom  b racket
Figure 6.13: Frame member denotation. Figure 6.14: Cylinders enveloping joints and rigid members for load input.
6.3.3. M odel P a ra m e te r iza tio n
The input parameters governing the geometry of the frame can be divided into two main 
categories: Size and shape parameters. The shape parameters are subdivided into global 
and local shape parameters. The categorization of the input parameters is illustrated in 
Figure 6.15 and will be discussed in the following.
input parameter
global sliap e p ai ametei 
(joint locations)
local slia p e p a 1 a met ei s 
(tube ci oss-section, tubepath)
Figure 6.15: Optimization input parameter categorization.
6.3.3.1. Size Parameters
This first category contains the size parameters. These are the thicknesses of the 
composite plies. The orientations are fixed but their appearance is controlled implicitly 
via the thicknesses since four orientations are offered in the laminate. For instance if no 
ply with a 45° orientation is required the corresponding thickness is set to zero.
6.3.3.2. Shape Parameters
The second category contains the shape parameters. They can be subdivided into 
parameters that have discrete values and those governed by B-splines.
The first subcategory can be denoted as global shape parameters. These are the locations 
of the joints in space, i.e. the rigid cylinders enveloping the joined tubes as illustrated in 
Figure 6.16.
The second subcategory could be described as local shape parameters. These are the 
shape of the tubes and their spatial path, which are both described by means of B- 
splines. The shape of the cross-section is governed by two splines which are laid 
through each tube. They describe the semi-major and semi-minor axes of an ellipse, 
while the path of the tube is governed by two more B-splines which govern the
horizontal and vertical distance from a straight center-line. The latter is important for 
the creation of seat or chain stays that avoid contact with the tyre or the pedal. Basically, 
the local shape parameters govern the shape and the path of the tubes which connect the 
joints illustrated in Figure 6.16.
Figure 6.16: The global shape parameters determine the location of the rigid cylinders.
The tubes are created in the following manner: The global shape parameters determine 
the locations of the beginning and the end points of the tubes. Now, the B-splines for 
each tube are evaluated at a certain number of intervals nsvai giving the width and the 
height of the ellipse that forms the cross-section as well as the horizontal and vertical 
deviation from a straight line. The horizontal and vertical deviation governs the location 
of the center-point of the ellipse. A certain number of points is then created on that 
ellipse. When all heyoI locations of a tube have been processed, the individual nodes are 
connected by lines and the lines are used to create surfaces on which the FE mesh is 
generated in the end. With the above procedure tubes can be created that have a 
smoothly varying cross-section and are bent with respect to two axes. A tube, generated 
from the cross-sectional nodes can be seen in Figure 6.17.
In order to show the influence of a change of the control values on a tube the following 
example of a straight tube with a constant cross-section of width 20mm and height 
40mm is considered. The number of evaluations riEvai is 70. Now the middle control
Figure 6.17: Generation of a tube: At nEvai locations the B-splines are evaluated, yielding the 
width and height of the ellipse that forms the cross-section as well as the horizontal and vertical 
deviation from a straight line. A certain number of points is then created on that ellipse. Here
rt£Va/=10.
value of the B-spline governing the width and the horizontal deviation are changed. The 
width is set to 40mm and the horizontal deviation is set to 50mm. The resulting tubes 
before and after B-spline alteration are shown in Figure 6.18.
Figure 6.18: Tubes before a) and after b) changes have been made to the B-spline. Here
n Eval~  70.
6.3.4. Automated Model Generation
Since the numerical model will be used within an optimization procedure, the models 
have to be created in an automated manner. The chosen approach has been implemented 
in accordance with Section 4.5.4. The chosen pre-processor is HyperMesh (Altair 
HyperWorks (a), 2009) which is used in batch mode. The tasks are conveyed via 
command files, which allow for the execution of the full range of actions in the 
program. At first a command file is written that contains commands for the creation of 
the geometry, the materials, the composite properties and for the mesh generation. 
HyperMesh is then called in batch mode, to process the command file and to output a 
file containing the information of the generated mesh. Next, the user developed Fortran 
program, which manages the procedure, reads this output file, applies the boundary 
conditions and writes another command file containing this information. Finally, 
HyperMesh is called again to process the latter and to output the final model to be 
solved by OptiStruct (Altair HyperWorks (b), 2009). This procedure can be 
implemented in the optimization procedure as a standalone FE model generator for a 
given set of parameters governing the geometry. The flow of the developed automated 
model creation scheme is displayed in Figure 6.19.
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D ata Export
R un Size O ptim ization
Script Execution
R ead m esh
Slave Software 
(Hypennesh)
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(FORTRAN Code)
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• geom etry
• m eshing
• m aterials
W rite Script for the creation of: 
• boundary  conditions/ loads 
♦ load steps
• optim ization problem
• execution o f  O ptistruct
Figure 6.19: Flow of the proposed automated model generation scheme.
6.3.5. F a tig u e  T rea tm e n t
in order to keep the computational effort for solving the FE model feasible for the 
application within the developed optimization procedure, the impact on the material’s 
strength in the fatigue context, is accounted for by solving a static problem and stating 
Failure Index (FI) constraints that include an additional fatigue safety factor, SFpatigue- 
An FI indicates whether or not a composite failed at a certain location. Here FIs 
according to Hill were chosen which are calculated according to Equation 6.1
_ ffi2 ffjO-2 ff22 T122 6 |
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where X  is the allowable stress in ply material direction 7, Y the allowable stress in ply 
material direction 2 and S the allowable in-plane shear stress. A distinction between 
strength for compression and tension is made and based on the sign of the stresses. 
According to Equation 6.2, SFyaligue is calculated as the ratio between static strength
Gmax10 and fatigue strength dependent upon the test’s amplitude ratio R and
number of cycles ncycie.
n S t a t i c  
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(Kawai & Koizumi, 2007) provides strength ratios for zero amplitude ratios and (Michel 
et al., 2005) for non-zero values. ncvcie, R and SFFatigue for the three fatigue tests are 
summarized in Table 6.2.
Table 6.2: Safety factors and necessary parameters for fatigue tests.
a  cycle R S F  Fatigue
Out o f  Saddle test 100,000 -1.0 3.0
Jump Ij)ad  test 50,000 -0.5 2 . 2
Rider Load test 100,000 0.0 1.8
For the Rider Load test the applied load ranges from no load to full load. Thus, R equals 
0. In the Jump Load test the maximum positive load is twice the negative load so that R 
is -0.5 whereas in the Out of Saddle test positive and negative loads are identical which 
leads to an amplitude ratio of -1.0.
It shall be noted that the above procedure aims at taking into account the fatigue 
behaviour of the material in the fatigue tests. Naturally, the fatigue behaviour due to the 
long term use of a bicycle frame is more complex and for instance influenced by 
environmental factors. The degree of their impact depends on the location of the ply 
within the stack. Within the fatigue tests specified in the EFBe tests where the repetitive 
loading is simulated within a short period of time, this influence is certainly small.
Furthermore, the use of a single safety factor to account for fatigue is naturally in itself 
a simplified way of taking fatigue into account. For a more complex approach to fatigue 
treatment see for instance (Kruger & Rolfes, 2010). Naturally, such an approach would 
significantly increase the computational effort since repetitive simulations would be 
necessary which is prohibitive within the developed optimization procedure.
6.4. Optim ization
6.4.1. Objective, Constraints and Design Variables
6.4.1.1. Mass versus Rigidity
One design scenario is to define the objective function as the sum of the Out-of-saddle 
(OSR) and the Track-holding-rigidity (THR). An increase in the frame’s stiffness 
requires an increase in the frame’s mass M\ therefore it needs to be restricted to a 
maximum mass Mjhres•
m ax f  =  OSR + THR 63
subject to 9 i — M — MThres < 0
Alternatively, for a minimum sum of rigidities Rrhres the frame’s mass can be 
minimized.
m in f  =  M 6.4
subject to g 1 = Rrhres ~  (OSR +  THR) < 0
6.4.1.2. Material Failure
Another constraint type assures that the material does not exceed its maximum strength 
by not allowing any FIs above a threshold Fibres which depends on the general safety
factor S F  and the fatigue safety factor SFpatigue■ Fibres is calculated according to 
Equation 6.5 and S F f at igue  according to Equation 6.2.
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6.4.I.3. Feasible Stay Paths
Further constraints guarantee that the rear tyre, the rear disc brake, the chain ring and 
the pedals are not obstructed by the chain or seat stays. This is realized, by penalizing 
nodes intruding the defined obstruction zones. The nodes used for the creation of the 
tube geometries (see Section 6.3.3.2) are exploited to construct constraints that 
determine to which degree obstruction occurs. For each evaluation an obstruction index 
01  is calculated according to
qj _  m a x L°ibstr, i f  p en e tra tio n
I 0, i f  no p en e tra tio n
where L fhs" is the horizontal intrusion length of node i. The 01 for each evaluation is 
then directly used as a constraint. For the pedal and chain ring constraint only the Ol of 
the chain stay are considered, while for the tyre and disc brake obstruction both, the 
chain and the seat stay are relevant. Thus, 6 • nevai additional constraints are stated, 
where nevai is the number of B-spline evaluations per tube. An illustration of the chain 
ring, pedal and tyre zone can be found in Figure 6.20. In Figure 6.21 and Figure 6.22 
the penalized zones as well as the frame geometry are shown.
center of 
rear axlecenter o f  
bottom bracket
Figure 6.20: Penalized boundaries for chain ring, pedal, tyre and disc brake.
Figure 6.21: Penalized boundaries for chain ring, pedal and tyre. The top horizontal line 
represents the pedal, the line below the chain ring and the black surface in between the stays
represents the tyre.
Figure 6.22: Penalized boundaries for tyre and disc brake obstruction constraint. The small 
circle at the rear drop out represents the disc brake and the surface in between the stays
represents the tyre.
6.4.I.4. Design Variables
The variables that have to be determined in the optimization are the ply thicknesses for 
each tube. Their orientations are determined implicitly, by allowing plies with zero 
thickness and providing five plies at different angles. Furthermore, the control values 
governing the B-splines, which describe the distribution of the local shape parameters 
along each bar of the bicycle frame are determined. The global shape parameters are 
treated as input parameters governed by individual needs of the potential rider. They are
treated as input values that need to be specified before the optimization and will not be 
considered as design variables in the optimization process. The parameters have been 
discussed in detail in Section 6.3.3.
6.4.I.5. Individual Demands
The influence of personal desires and requirements on the optimization is twofold. 
Firstly, the global shape parameters, i.e. the location of the frame’s joints, are governed 
by the physical characteristics of the individual rider such as leg and arm lengths. 
Secondly, the constraints are governed by personal preferences and the purpose of use. 
For instance the desired compromise between weight and energy-efficiency or 
controllability determines the weight or stiffness constraint. Moreover, the field of 
application governs characteristic targets and input parameters. For example in 
endurance races the comfort of the bike plays a crucial role since the riders spend long 
times on the track. Other important aspects depending on personal preferences are the 
impact resistance of the frame against debris, influencing constraints on the ply layup 
and minimum thicknesses, the frame’s strength in case of a crash and aesthetic 
requirements governing for example maximum and minimum tube dimensions as well 
as their relative differences.
6.4.2. Optimization Decomposition
As discussed in Section 6.3.4, OptiStruct will be used as the FE solver. This piece of 
software has a built-in optimization tool which solves structural optimization problems 
very efficiently. The declaration of size optimization design variables is straightforward 
and no sacrifice of design variability has to be made. This makes it very interesting to 
use OptiStruct to find the optimum ply thicknesses. The local shape parameters 
discussed in Section 6.3.3.2 on the other hand, are far more difficult to implement and 
for the sake of the frame’s geometry variability, those parameters will be optimized 
separately. However, the two sets of parameters are strongly coupled and cannot be 
optimized individually without the use of a valid decomposition approach.
In this case the novel approach presented in Section 4.4.2 will be applied. Hence, two 
separate problems will be solved: A sub problem which is the size optimization that 
determines the optimum ply thicknesses and a top level problem which is the shape 
optimization that determines the optimum geometry of the frame. A Fortran tool has 
been developed that, given a set of shape parameters, creates the corresponding frame
geometry (see Section 6.3.4). These shape parameters are optimized by means of a 
surrogate model. The idea behind it is that each experiment on which the meta-model is 
based, is a full size optimization, so that all values in the response surface are based on 
an optimized set of ply thicknesses.
The FI and the weight or stiffness constraint, (depending on the choice of the objective) 
will be considered in the size optimization. That means, as long as there is a feasible 
solution to the size optimization, these two constraints will be satisfied. This has the 
effect that no surrogate model needs to be created for these constraints which further 
improves the efficiency. At the same time no approximation error due to additional 
meta-models is made which effectively improves the accuracy. The only constraint that 
needs to be considered within the surrogate based optimization is the feasible stay path 
constraint. Since the necessary response is purely geometrical, its evaluation is 
inexpensive and no surrogate model needs to be created for it. Hence, only one 
approximation model will be built. This approximates the resulting sum of rigidities or 
the mass (depending on the chosen objective function). Due to the very high number of 
design variables in the size optimization (see Section 0) this approach is very beneficial 
in terms of efficiency.
When studying Figure 6.20, Figure 6.21 and Figure 6.22 it becomes apparent to which 
extent the obstruction constraints limit the paths of the stays, especially in between the 
chain ring and the tyre and in between the pedal and the disc. In fact, the determination 
of a feasible stay path can be considered as more the search for a feasible than an 
optimum solution. Additionally, to describe a feasible shape of this complexity, a 
significant number of control values are necessary. Hence, the design variables 
governing the stays' paths would add a significant computational effort since more 
experiments in the DoE would be required. The decision was made to exclude those 
paths from the main optimization problem, but to introduce a precedent optimization 
step that determines a path for each stay which remains constant for the entire 
procedure, which reduces the total number of design variables. Naturally, this extraction 
of the stay paths from the main optimization problem, will impair the final frame 
design, since the design variables governing the paths are strongly coupled with the 
remaining ones, but this step is necessary for the optimization problem to become 
sufficiently efficient.
Effectively, the optimization has been decomposed into two main problems: The 
determination of feasible stay paths and the determination of the tube cross-sections as 
well as the ply thicknesses. The latter has been subdivided into a top level shape 
optimization for the cross-sections and a sub level size optimization for the ply 
thicknesses. A summary of the optimization problem is given in Table 6.3, listing the 
design variables, the constraints and the objective function, in which sub problem they 
are considered and which load cases have to be solved. The effect of the proposed 
decomposition strategy on the optimization process is discussed in more detail in 
Section 6.4.4.
6.4.3. O ptim ization Problem
A summary of the optimization problem was given in Table 6.3.
Table 6.3: Specification of what objective function, constraints and design variables are, in 
which sub problem they are considered and in which load cases they are obtained.
size opt. shape opt. stay opt. load cases
sum of rigidities y V 1,2
objective
function
(nrframe's mass)
A A
(geometry)
stay path X geometry
failure indices X 3,4,5,6,7
constraints
obstruction
constraints X X geometry
max. weight 
(or min. rigidity)
X geometry
ply thicknesses X
tubes' semi-major x
design axis
variables tubes’ semi-minor 
axis X
tubes ’ spatial path X
It shows that the weight and FI constraints are only considered in the size optimization 
and not in the top level shape optimization. This can be done because for each 
simulation specified in the DoE a full size optimization is performed and thus these 
constraints are a priori satisfied (if a feasible solution exists). The obstruction
constraints on the other hand are not considered in the size optimization, since they are 
not influenced by the thicknesses of the tubes but they have to be considered in the 
shape optimization and naturally in the stay path optimization. The three optimization 
problems will be presented in the following.
6.4.3.I. Optimization Problem for the Determination of the Stay Paths
The design variables in this step are the control values governing the deviation of the 
seat and chain stays from a straight line. They are constrained by the obstruction 
constraints. In order to find an optimum set of control values the following optimization 
problem is considered: The objective function is based on the assumption that a frame 
increases in stiffness with decreasing deviation from a straight line of the stays. To 
avoid stress concentrations it should have no kinks but exhibit a smooth transition from 
one control value to the next. The resulting objective /  from these assumptions is a 
weighted combination of two functions. The first function /straight is an indication on the 
deviation from the straight line, weighted by the factor W] and the second one fsmooth on 
the smoothness of the paths, weighted by the factor W2. Each function is the sum of the 
evaluations for the seat and the chain stay. The optimization problem reads:
m in f  ~  f straight ' "b f smooth ' ^2 > 6.7
nctrl nctri
w ith fstraight ~ y  M tr ~  bt + y  h r  ~  bt
i=i seat i=1 chain
nctrl nctri
fsmooth ~ x
x
rC
r 1 i3
-
T + N
X o- 1 J3
-
T
1=2 seat i=2 chain
6-n eval
subject to g 1 = Oli < 0
i=i
Here, bi is the control value i of the B-spline governing the horizontal deviation of the 
seat or the chain stay from a straight line and b-tr is the control value i in a B-spline 
describing a straight line, nan is the number of control values in the respective B-spline.
This precedent optimization step is solved my means of a commercial optimization tool 
that uses the Modified Feasible Directions Algorithm (MFDA). This tool will be used in 
a black-box manner. For more information the reader is referred to (Vanderplaats
Research and Development Inc., 1999). For this procedure a constant width for the stays 
is used. This is the maximum width for which the optimizer finds a feasible solution.
The weights were chosen in a way such that the emphasis lies on stay paths that deviate 
as little as possible from a straight line and only major kinks are avoided. A good 
working set of weights to achieve this proofed to be [0.7 0.3]. In order to illustrate the 
influence of the weights, feasible paths for the seat and chain stays for an example 
frame have been determined for three different sets. These are [0.0 1.0], [0.7 0.3] and 
[1.0 0.0]. The resulting control values are illustrated in Figure 6.23 and Figure 6.24. 
One can see the strong influence of the tyre on the first three control values and the 
fairly mild influence of the disc brake at the end.
-straight ■0 .0 - 1.0 -0 .7 -0 .3 •l.O-O.O
70
60
50
40
30
20
10
3 4 6 7 8 9 101
l.O-O.O0 0 -  1.0
80
70
60
50
40
30
20
10
control value id [-]
Figure 6.23: Influence of different weights on 
the resulting control point distribution for the 
seat stay.
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Figure 6.24: Influence of different weights on 
the resulting control point distribution for the 
chain stay.
It should be noted that the nature of this problem is multi-objective, since two objective 
functions exist. These are the minimization of the deviation from a straight line and the 
minimization of kinks. As seen before a focus on the former (weight set [1.0 0.0]) will 
lead to severe kinks and the focus on the latter (weight set [0.0 1.0]) leads to a high 
deviation from a straight line. Naturally, in order to investigate the interaction between 
the sums thoroughly, a Pareto front would have to be established and the best 
compromise between the two objectives found. This exceeds the scope of this thesis and 
is recommended for future work.
6.4.3.2. Size Optimization Sub Problem
In mathematical form, the size optimization sub problem for the maximization of the 
sum of rigidities reads:
< ( f / / " n  i ~ f 11 > f < / > u  \ ( I ( / / ( / / / / <
m ojc /  =  0 5 /?  +  THR 0 5
subject to g 1 = M — MThres < 0
92 =  Fornax ~  (SF • SFpatigU^ j <  0
Here, M  is the frame's mass and FI„aX is the highest FI occurring in the frame. 
Alternatively, the objective can be stated as the minimization of the frame's mass. In 
that case, the problem reads:
m in f  = M 6.9
subject to g1 = Rrhres ~  (OSR + THR) < 0
92 ~  FImax — (S F  • SFpatigUe) <  0
As mentioned before, this problem is solved by means of OptiStruct.
6.4.3.3. Shape Optimization Top Level Problem
The shape optimization top level problem is solved by means of a surrogate model, 
which interpolates the results from the size optimizations. Hence, the constraints gj and 
g2, stated in the size optimization sub problem, are a priori satisfied. The only constraint 
that has to be considered is the obstruction constraint. In accordance with Section 
2.3.5.5, this constraint is incorporated in the objective via a penalty term, which makes 
the problem unconstrained. The objective for the shape optimization maximizing the 
frame's rigidity can be formulated as:
n e v a l
m ax f  =  OSR + THR + pen-  Y  01, 610
1 =  1
where pen is a penalization factor. Numerical experiments showed that a value of 1000 
for pen  is a good working value to safely rule out any obstruction. For the minimization 
of the frame's mass the objective reads:
6 'n e v a l
6.11f  = M — pen • ^  Olim in
i- l
6.4.4. Optimization Process
The developed optimization procedure incorporates three commercial software tools: 
The geometry and meshing software HyperMesh (Altair HyperWorks (a), 2009), the 
structural optimization tool OptiStruct (Altair HyperWorks (b), 2009) and an MFDA 
type optimization program (Vanderplaats Research and Development Inc., 1999). For 
the remaining tasks, in-house Fortran tools are used. One is the driver of the 
optimization, thus issuing the commands for the model generation, reading the analysis 
results, calculating the objective function and constraints as well as handling the B- 
splines. Others create the OLH, perform the Kriging interpolation and optimize using 
the response surface. The flow of the developed optimization procedure is illustrated in 
Figure 6.25 and will be presented in more detail in the following.
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Figure 6.25: Flow of the developed optimization software framework.
Step 1: Specification o f Global Shape Parameters, Objective, Constraints
In the first step, the designer has to specify the global shape parameters, i.e. the location 
of the joints. Also, the desired frame characteristics such as the required stiffness or the 
maximum weight have to be determined. This information is dependent on the potential 
rider. More information on this can be found in Section 6.4.1.5.
Step 2: Feasible Stay Paths
The global shape parameters specified in Step 1 determine the general outline of the 
frame geometry. For this geometry, the path of the seat and chain stays are determined 
so that, for a maximum possible stay width, the tyre, disc brake, chain ring and pedals 
are not obstructed. More information on this step in the optimization procedure can be 
found in Section 0.
Step 3: Optimum Latin Hypercube
Since the shape parameters are optimized using a Kriging model, a DoE needs to be 
created that determines for which shape parameter settings the experiments are to be 
run. That means for n ^ ape shape design variables an OLH is created in a T r i ­
dimensional design space. In order to thoroughly parameterize the shape of all the tubes 
in the frame a considerable number of design variables is necessary which can result in 
a very high-dimensional design space. In the examples discussed in Section 6.5 this 
design space has 19 dimensions. However, as it can be seen in Section 0, the majority of 
these design variables are governing the shapes of the four stays in the rear triangle of 
the frame. Due to the obstruction constraints these are highly constrained (see Section 
6.4.1.3). In order to reduce the size of the searched design space experiments will only 
be created in the feasible regions. To this end the proposed strategy for the creation of 
OLHs in constrained design spaces discussed in Section 3.2.3 will be applied here. The 
constraint considered during the creation of the OLH checks whether or not the 
corresponding shape parameters in a potential experiment obstruct the tyre, the disc 
brake, the chain ring or the pedals. Only those experiments that correspond to an 
unobstructed rear triangle will be considered. This reduces the design space 
significantly and a smaller number of experiments will be required for the creation of a 
sufficiently accurate approximation model.
Step 4: Run Experiments
After the OLH has been created all np experiments have to be conducted. Here, each 
experiment is a full size optimization, i.e. for the actual set of local shape parameters an 
optimal set of ply thicknesses is determined that maximizes the sum of the rigidities or 
minimizes the mass while the FI constraints and the mass or stiffness constraint are 
satisfied.
Step 5: Create Kriging Surface
The obtained results from the conducted experiments that have been specified in the 
OLH are used to build a Kriging model. The quality of the created surrogate model can 
be estimated by means of a cross-validation. More information on the creation and 
validation of Kriging models can be found in Section 3.3.4.
Step 6: Optimize using Kriging Surface
In the next step, the local shape parameters are optimized using the Kriging model and 
the continuous GA that has been presented in Section 2.3.5.3. Much like during the 
creation of the constrained OLH, during this optimization step too, only the obstruction 
constraint has to be considered. That means for each chromosome which represents a set 
of local shape parameters has to be checked whether or not the seat and chain stays 
obstruct the tyre, the disc brake, the chain ring or the pedals. If obstruction occurs the 
fitness of this chromosome is penalized as described in Section 6.4.3.3 in order to avoid 
infeasible designs. The FI and the mass or stiffness constraints do not have to be 
considered since the Kriging model is built with the responses from size optimizations, 
which imply satisfied constraints. As per definition, the surrogate model replaces the 
computationally expensive simulation which in this case is a sub level size optimization. 
This means the prediction from the Kriging model evaluation will approximate the 
response of a full size optimization.
Step 7: Final Size Optimization
The seventh and last step in the proposed optimization procedure is another size 
optimization. A model is created for the optimum local shape parameters that have been 
obtained in the previous step. For this geometry, a size optimization is performed. This 
is done for two reasons. Firstly, the optimum stiffness or mass given by the GA needs to 
be validated. If the two values do not match to a satisfactory degree more experiments 
need to be added to the DoE to improve the accuracy of the surrogate model. The 
second reason is that, at this stage, for the optimum geometry no optimum set of ply 
thicknesses exist, which will be obtained by means of the final size optimization.
6.5. Results
In the following, the developed optimization procedure will be applied to two examples 
to demonstrate its capabilities in finding optimal frame designs while meeting real life
requirements. The total number of design variables in these applications is 49. These are 
19 for the shape and 30 for the size optimization sub problem. They are listed in Table 
6.4.
Table 6.4: Number of design variables for each tube for both examples.
shape optimization size optimization
semi-major axis semi-minor axis ply thickness
top tube 1 1 5
down tube 1 1 5
seat tube 1 1 5
seat stay 4 2 5
chain stay 5 2 5
head tube 0 0 5
Their limits can be found in Table 6.5. The general safety factor for the FI constraints 
SF, the maximum allowable weight or minimum required rigidities are listed in Table 
6.6. The first example covers a frame which is intended for a tall rider desiring a frame 
with a balanced weight to stiffness ratio by constraining the weight and maximizing the 
sum of the rigidities. The second example generates a frame for small sized riders 
demanding a low weight frame by minimizing the weight and constraining the sum of 
the rigidities to equal that of the first exam ple’s result.
Table 6.5: Limits for design variables for both examples.
shape optimization size optimization
semi-major axis [mm] semi-minor axis [mm] ply thickness [mm]
min max min max min max
top tube 15.0 25.0 22.0 32.0 0.0 2.0
down tube 15.0 25.0 22.0 32.0 0.0 2.0
seat tube 16.5 25.0 16.5 25.0 0.0 2.0
seat stay 2.0 16.0 5.0 20.0 0.0 2.0
chain stay 2.0 16.0 5.0 20.0 0.0 2.0
head tube - - - - 0.0 2.0
Commonly, bicycle frames in different sizes mainly vary in the projected top tube 
length, whereas the rear triangle remains the same (see for instance (Kona Bikes, n.d.), 
(Trek Bicycle Corporation, n.d.) or (Specialized Bicycle Components, n.d.)). The
Table  6.6: Safety factor for FI constraints, maxim um  weight and surface area.
SF [-] Max. weight [kg] Min. sum of rigidities [-]
Example 1 1.15 0.7 -
Example 2 1.15 - 379
projected top tube length of frames in size L is usually around 8% shorter than those in 
size S. Hence, in Example 2 it has been reduced by 8% with respect to that in Example 
1. The difference in the geometrical outline of the two frames can be seen in Figure 
6.26.
r
Figure 6.26: Comparison of frame geometries for Examples 1 and 2. The projected top tube 
length a for Example 1 has been reduced by 8% for Example 2.
6.5.1. Feasible Stay Paths
The dimensions and locations of the chain ring, the pedal, the rear tyre and disc brake 
for the studied frame are shown in Figure 6.27.
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Figure 6.27: Dimensions and locations of the chain ring, the pedal, the rear tyre and disc brake.
Because the rear triangle is the same in both examples this step has to be performed 
only once. The maximum stay width for which the optimizer yielded a feasible solution 
is 16mm. Thus, the semi-major axis for both stays is taken as 8mm throughout this first 
optimization step. The optimization process required 56 iterations to converge. The 
development of the objective function and the sum of obstruction constraint violations 
are illustrated in Figure 6.28. The strong fluctuation of the constraint violation indicates 
the degree to which the stay paths are constrained. The resulting stays as well as the 
penalized obstruction zones are shown in Figure 6.29. One can see that the stays remain 
mostly straight. Only in the area of the tyre near the bottom bracket and the seat joint 
they are moved outward to avoid contact. The transition can be considered very smooth 
and no kinks occur.
■objective ■sum o f  constraint v io la tion s
10 20 30 40 50
iteration
1000900
800
700 100
600sE
500
400
300
ZOO
100
0 10
60
Figure 6.28: Development of objective function and sum of obstruction constraint violations
during the initial stay path optimization.
Figure 6.29: Resulting seat and chain stays as well as obstruction zones for tyre, disc brake, 
wheel ring and pedal. The constant diameter is 16mm.
6.5.2. Surrogate Based Optimization
6.5.2.I. Optimum Latin Hypercube
Once the paths of the seat and chain stays are determined the constrained OLH has to be 
created. In this case it is a set of 70 experiments distributed in a 19 dimensional design 
space. During the creation of the OLH, the obstruction constraint is considered and 
experiments will be only created in the feasible region. Affected by this constraint are
all B-spline control values governing the semi-major axes of the seat and chain stays, 
i.e. the widths of their cross-sections. In the present case these are four for the seat and 
five for the chain stays. Hence, ten of the 19-dimensions are unconstrained and nine are 
constrained. The potential energy of the created constrained OLH is 0.1755 and the 
space division vector is npiv = [140 ... 140]. The same OLH can be used for both
examples as the rear triangle does not change. The development of the potential energy 
during the optimization process is shown in Figure 6.30. The OLH itself as well as the 
local shape parameters for each experiment are given in Appendix C.
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Figure 6.30: Development of the potential energy throughout the optimization process for the
creation of the OLH.
6.5.2.2. Kriging Model
Now the 70 experiments for each example have to be conducted. Here each experiment 
is a full size optimization of the corresponding geometry which is governed by the 
values of the local shape design variables specified by the location of the experiment in 
the design space. The results from these experiments are used to create a Kriging model. 
They are listed in Table 6.7.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
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6.7: Results from the 70 experim ents conducted in Exam ple 1 and Exam ple 2.
Example 1 Example 2
Sum of 
rigidities [-]
Exp.
ID
Sum of 
rigidities [-]
Exp.
ID Mass [kg]
Exp.
ID Mass [kg]
197.7 36 227.9 1 1.076 36 0.953
176.8 37 194.5 2 1.199 37 0.927
218.4 38 298.0 3 0.925 38 0.799
184.0 39 176.6 4 1.082 39 1.239
164.3 40 249.2 5 1.230 40 0.892
200.1 41 190.1 6 1.036 41 1.119
314.2 42 257.1 7 0.750 42 0.882
215.7 43 287.9 8 0.954 43 0.799
203.2 44 232.4 9 1.006 44 0.961
235.9 45 243.2 10 0.931 45 0.901
275.3 46 252.2 11 0.822 46 0.887
274.7 47 250.8 12 0.803 47 0.884
245.2 48 186.5 13 0.859 48 1.112
228.1 49 190.0 14 0.958 49 0.989
258.4 50 240.2 15 0.882 50 0.937
253.0 51 246.8 16 0.878 51 0.904
208.7 52 223.1 17 1.037 52 0.950
302.9 53 268.9 18 0.774 53 0.842
191.2 54 193.9 19 1.159 54 1.084
262.5 55 164.6 20 0.836 55 1.164
240.7 56 201.7 21 0.900 56 1.040
202.4 57 242.2 22 1.012 57 0.878
287.7 58 264.2 23 0.779 58 0.832
225.8 59 273.8 24 0.924 59 0.811
217.5 60 309.8 25 0.982 60 0.726
245.0 61 188.9 26 0.887 61 1.118
268.4 62 293.2 27 0.831 62 0.778
235.8 63 284.3 28 0.967 63 0.799
207.3 64 249.2 29 0.990 64 0.887
223.1 65 222.9 30 0.878 65 0.996
244.0 66 206.7 31 0.910 66 1.015
226.7 67 269.0 32 0.942 67 0.842
204.0 68 264.3 33 0.961 68 0.856
163.0 69 239.4 34 1.199 69 0.863
211.3 70 295.6 35 0.952 70 0.791
geometries for the experiments in Example 1 and 2 yielding the highest and 
>onse are shown in Appendix C. For Example 1 these are Experiments 7 and 
Example 2, Experiments 39 and 60. The development curves for the sum of
rigidities and the mass for these four size optimizations can also be found in Appendix 
C.
The quality of the surrogate model can be estimated by means of a cross-validation 
where one of the 70 responses is estimated by evaluating the Kriging model based on all 
experiments except for the one that is estimated. In a perfect model the estimated 
response equals the one from the experiment. Thus, when the estimated values are 
plotted against the real ones a straight line would be ideal. The cross-validations for 
Examples 1 and 2 are shown in Figure 6.31 and Figure 6.32 respectively. Given the 
relatively small number of 70 experiments in a 19 dimensional design space, the 
response surfaces can be considered sufficiently accurate. The maximum SCVR for 
Example 1 is 1.79 and in Example 2 it is 1.74. More information on cross-validation can 
be found in Section 3.3.4.
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Figure 6.31: Cross-validation for Kriging 
response surface for Example 1. The 
maximum SCVR is 1.79.
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Figure 6.32: Cross-validation for Kriging 
response surface for Example 2. The 
maximum SCVR is 1.74
6.S.2.3. Optimization using Kriging Model
In the next step the response surface is used to optimize the shape of the frame by 
means of the continuous GA. Here too, the obstruction constraints are incorporated into 
the optimization. As explained in Section 6.4.3.3, the constraints are incorporated via a 
penalization term.
The optimization yields a maximum sum of rigidities of 348 in Example 1(11% better 
than the best experiment in the DoE) and a minimum frame weight of 0.571kg in 
Example 2 (21% lighter than the lightest experiment in the DoE). The development of 
the objective functions during the optimization using the Kriging model, i.e. the sum of
rigidities in case of Example 1 and the frame’s weight in case of Example 2 are 
illustrated in Figure 6.33. The values indicate that in both cases no penalty term was 
added to the objective function, which means that the best chromosome was feasible 
throughout the optimization.
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Figure 6.33: Development of objective functions during optimization using Kriging model for
both examples.
The resulting frame geometries are illustrated in Figure 6.34 for Example 1 and in 
Figure 6.35 for Example 2. The design variables, i.e. the local shape parameters, 
corresponding to the optimum solutions are listed in Table 6.8 and Table 6.9.
6.5.3. Final Size Optimization
For two reasons a final size optimization has to be performed. Firstly, the result from 
the optimization of the surrogate model has to be validated and secondly, an optimum 
set of ply thicknesses has to be obtained that corresponds to this geometry. For Example
1 this step yields a sum of rigidities of 379 (348 predicted by Kriging) and for Example
2 a frame weight of 0.613kg (0.571kg predicted by Kriging). That means compared to 
the prediction of the Kriging model, these results have an error of 8.9% and 7.3% with 
respect to the Kriging interpolation. Considering the fact that only 70 experiments in a 
19 dimensional design space have been used, this result is very satisfactory.
Figure 6.34: Optimal frame geometry for Example 1.
Figure 6.35: Optimal frame geometry for Example 2.
In Example 1 the maximum weight was set to 0.7kg and in Example 2 the minimum 
sum of rigidities to 379. Due to the nature of the size optimization, these targets are met 
in both cases. The ply thicknesses obtained in this final size optimization are shown in 
Table 6.10 and Table 6.11.
A common index to measure the performance of a bicycle frame is the ratio between the 
sum of the two rigidities and the fram e’s weight denoted as SGI. According to (Motor 
Presse Stuttgart GmbH & Co. KG, n.d.) typical values for high-end frames usually don’t 
exceed a value of 250. The obtained frame designs in the two examples feature SGIs of 
541 and 618, respectively. Naturally, the stiff joints caused by the enveloping cylinders 
lead to an overestimation of the stiffness and an underestimation of the weight. The 
design of the joints is discussed in the following section.
Table 6.8: Optimal semi-major and sem i-m inor axes for Exam ple 1. Obtained from the
optimization using the Kriging model.
semi-major axis semi-■minor axis
Total number id value [mm] Total number id value [mm]
top tube 1 1 24.5 1 1 25.9
down tube 1 1 23.3 1 1 32.0
seat tube 1 1 23.7 1 1 21.3
seat stays 4 1 11.0 2 1 6.5
- 2 8.3 - 2 6.5
- 3 8.0 - - -
- 4 5.8 - - -
chain stays 5 1 11.4 2 1 5.9
- ~> 6.6 - 2 5.0
- 3 15.6 - - -
- 4 11.2 - - -
- 5 8.6 - - -
Table 6.9: Optimal semi-major and semi-minor axes for Example 2. Obtained from the 
optimization using the Kriging model.
semi-major axis semi-minor axis
Total number id value [mm] Total number id value [mm]
top tube 1 1 25.0 1 1 29.7
down tube 1 1 25.0 1 1 31.9
seat tube 1 1 25.0 1 1 17.6
seat stays 4 1 14.8 2 1 5.8
- 2 7.6 - 2 6.7
- 3 10.2 - - -
- 4 2.9 - - -
chain stays 5 1 12.0 2 1 5.0
- 2 6.5 - 2 5.2
- 3 14.8 - - -
- 4 8.8 - - -
- 5 10.2 - - -
The development of the sum of rigidities and the frame's mass for both examples is 
shown in Figure 6.36.
Table 6.10: Optimal ply thicknesses in mm for Example 1. Obtained in the final size
optimization.
Bi-directional Uni-directional
0°
Oi 0° 45° 90°
head tube 0.22 0.03 0.03 0.03 0.02
top tube 0.22 0.19 0.04 0.16 0.01
down tube 0.22 0.53 0.38 0.56 0.01
seat tube 0.22 0.02 0.34 0.02 0.01
seat stays 0.22 0.07 0.5 0.06 0.03
chain stays 0.22 0.2 1.64 0.18 0.07
Table 6.11: Optimal ply thicknesses in mm for Example 2. Obtained in the final size 
optimization.
Bi-directional Uni-directional
0° i O! o 0° 45° 90°
head tube 0.22 0.03 0.03 0.03 0.03
top tube 0.22 0.14 0.03 0.12 0.02
down tube 0.22 0.4 0.47 0.44 0.02
seat tube 0.22 0.02 0.26 0.02 0.02
seat stays 0.22 0.05 0.39 0.05 0.03
chain stays 0.22 0.19 1.45 0.17 0.07
6.5.4. Jo in t Design
In a separately conducted study (Sexton, 2010), the three joints of which two have been 
considered as rigid during the optimization process, were sought to be designed. Here, 
the optimal frame geometry of the final design from Example 1 was considered. The 
design process was the following: The finite element model obtained from the 
optimization was converted into a workable 3D CAD geometry in IGES format. In the 
CAD environment the rigid joints were removed and the concept joints were overlaid 
straight onto the tube layout while ensuring that the necessary clearances were provided. 
The bottom bracket joint is shown in Figure 6.37, the seat joint in Figure 6.38 and the 
head tube joint in Figure 6.39.
Now a size optimization followed. To this end the joint surfaces were divided into 
numerous patches and each patch was allowed to exhibit different ply thicknesses. The
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Figure 6.36: Development of the sum of rigidities and the frame's mass for Example 1 and 2.
Figure 6.37: Surface model for the bottom bracket.
Figure 6.38: Surface model for the seat joint.
Figure 6.39: Surface model for the head tube joint.
ply thicknesses of the tubes were also defined as design variables. The objective 
function and the FI constraint remained the same as within this study. The maximum 
allowable weight was increased to 0.8kg. The optimization problem was solved using 
OptiStruct. The resulting sum of rigidities was 242 (379 with rigid joints) which, with a 
mass of 0.8kg, corresponds to an SGI of 303. This value still exceeds those of high-end 
frames. Furthermore, within this study, the maximum mass has been chosen very low. A 
value closer to existing frames could possibly yield a higher SGI. Naturally, the results 
are based on continuous ply thicknesses and those need to be translated into a discrete 
number of plies at available thicknesses which in return either increases the weight or 
reduces the stiffness.
6.6. Concluding Remarks
A bespoke optimization software framework for the design of optimal bicycle frames 
with respect to the EFBe tests (EFBE Priiftechnik, n.d.) taking into account rider 
specific demands was developed. To this end four software tools have been used. These 
are the geometry and meshing software HyperMesh (Altair HyperWorks (a), 2009), the 
FE solver and optimization tool OptiStruct (Altair HyperWorks (b), 2009), an MFDA 
type optimization program (Vanderplaats Research and Development Inc., 1999) and an 
in-house Fortran tool issuing the commands for the model generation, reading the 
analysis results, calculating the objective function and constraints.
For improved efficiency the developed decomposition approach discussed in Section 
4.4.2 has been applied here. That means the optimization problem is decomposed into a 
size optimization sub problem solved by OptiStruct and a shape optimization top level
problem solved by means of surrogate based optimization where each experiment in the 
DoE is a full size optimization. The developed surrogate based optimization framework 
presented in Chapter 3 has been used, which contains the developed in-house code for 
the generation of OLHs in constrained design spaces and an implementation of the 
Kriging interpolation method as well as a continuous GA for the optimization. To 
decrease the dimensionality of the problem and because they are heavily constrained by 
surrounding bike parts that may not be obstructed by the frame, the paths of the seat and 
chain stays have been extracted from the main optimization and are determined in a 
preliminary optimization step. This step has been solved for an objective that requires 
weights for their degree of deviation from a straight line and for the paths' smoothness. 
Within this work the weights have been chosen as [0.7 0.3]. A possible field for future 
work could be the investigation of these two weights by means of methods of multi­
objective optimization. Within the main optimization the stay paths remain constant 
while the cross-sections are variable. Naturally, the exclusion of the paths from main 
optimization has an impairing effect on the final design since the design variables 
governing the paths are strongly coupled with the remaining ones, but this step was 
necessary for the optimization problem to become sufficiently efficient. In the future 
one could work on a way to include the paths in the main objective.
In order to realize a high variability of the frame geometry the model has been 
extensively parameterized using B-splines. This parameterization allows for smoothly 
varying tube shapes and paths as well as different laminate ply thicknesses for each 
tube. Furthermore, the global geometry of the frame can be altered by means of the joint 
locations. The attained degree of parameterization allows the consideration of rider 
specific demands through both, geometry input values and constraint boundaries.
The automation of the simulation model creation has been realized in accordance with 
the approach proposed in Section 4 using a Fortran tool to write command files for 
HyperMesh and for the interpretation and processing of the created FE mesh. The 
automation required a simplification of the frame's joints. Here rigid cylinders are 
created which envelope the joints to transfer the loads from one tube to the next.
The application of the software framework to two example problems showed that a 
good compromise between efficiency and a high degree of parameterization could be 
achieved through the use of B-splines, the decomposition of the optimization problem 
and the coupling of in-house code and commercial software. Furthermore, it was
demonstrated how the complex geometry was incorporated in an automated geometry 
creation scheme. Despite a very high-dimensional design space for the local shape 
design variables (in the example it had 19 dimensions) a surrogate model based on 70 
experiments proved to be satisfactory in terms of accuracy. The reason for this are the 
obstruction constraints that constrain the sizes of the seat and chain stay. This was 
benefitted from by using an OLH that creates feasible experiments only.
The resulting mass and rigidity of the frame designs in the application showed 
successfully that optimal bicycle frames with very good characteristics can be designed 
in an efficient way for different rider specific demands. The frame's joints of the frame 
obtained in Example 1 have been designed in a separate study which showed that the 
sum of rigidities was reduced by 13% where the maximum allowable mass has been 
increased by lOOg.
7. C-Fec Wind Turbine Blade Optimal Design
Summary: This chapter is concerned with the optimum design of a blade for a novel 
vertical axis wind turbine. Due to scarce knowledge and literature for vertical axis wind 
turbines a design approach similar to those with horizontal axes is chosen. The altered 
design requirements are accounted for by creating a parameterized simulation model 
and performing size optimization runs for 32 models with different material settings and 
shear web locations where the model creation process has been automated. The 
continuous laminate ply thicknesses of the best design are translated into discrete 
numbers of plies and a ply stacking optimization is performed. The final design satisfies 
all the requirements specified in the Germanischer Lloyd design standard.
7.1. Introduction
C-Fec Ltd. have developed a concept design for a novel vertical axis wind turbine. This 
wind turbine consists of eight blades that are positioned between two circular supports 
as illustrated in Figure 7.1. While rotating, the blades pass through a tunnel that 
influences and funnels the wind blowing on the blades. To avoid obstruction the 
displacements of the blades’ tips have to be constrained. This can be seen in Figure 7.2.
Figure 7.1: The assembled wind turbine. It consists 
of eight blades that are fully supported at both ends. 
Due to that fact bending stiffness is not as crucial as 
for blades in regular turbines.
Figure 7.2: While the rotor is in motion 
the blades pass through a tunnel. To 
avoid obstruction the displacements of 
the blades’ tips have to be constrained.
The blades themselves have an overall length of 20m and are 4.0m wide. They are 
symmetrical with respect to the longitudinal and transverse planes. A top view of a 
blade can be seen in Figure 7.3. The blades' cross-section is of a half-moon shape. The
20  0 m
Figure 7.3: Dimensions of the full blade. It is 20m long and 4.0m wide. The blade and the 
loading is symmetrical with respect to two planes.
total height is 1.39m and the maximum vertical distance between the upper and lower 
surface is 0.64m. The cross-section is illustrated in Figure 7.4.
Figure 7.4: Dimensions of the blade cross-section. In total the blade is 1.39m high and 4.0m
wide.
The objective of this work is the design of a blade based on the given cross-section 
which withstands service and extreme conditions without failure while exhibiting the 
lowest possible weight.
The most common type of wind turbines is the three bladed horizontal axis version 
shown in Figure 7.5. The blades are supported at one end only. A typical structural 
design for such a blade can be seen in Figure 7.6. It is mainly influenced by the required 
high bending stiffness to avoid contact with the tower and maintain the aerodynamic 
shape. This bending stiffness is mostly provided by two thick spar caps in the center of 
the blade that act like the flanges of an I-beam. Shear stresses are transferred by shear 
webs to the left and right of the spar caps. The outer skins contribute to the bending 
stiffness only to a small extent but govern the aerodynamic properties (Burton et al., 
2001) (Gurit Holding AG (b), 2009) (Kong et al., 2005) (Veers et al., 2003).
If the blades were exclusively made from fibre reinforced polymers (FRP), the resulting 
structural members would be very thin. Hence, the structure would be flexible and
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Figure 7.5: Common three 
bladed horizontal axis 
wind turbine. Image by 
dan-FreeDigitalPhotos.net
Figure 7.6: Common blade design for horizontal axis wind 
turbines. The bending stiffness is provided by monolithic spar 
caps while the aerofoil is made from sandwich laminates. Shear 
forces are transferred between the faces via two shear webs.
prone to buckling. To increase the buckling resistance without adding significant weight 
and cost, the laminates are usually made in a sandwich construction. The material for 
the core of the laminates is commonly low density foam or balsa wood (Gurit Holding 
AG (b), 2009) (Norlin & Reuterloev, 2002). Due to the high thickness of the spar caps 
the foam core is often omitted there (Gurit Holding AG (b), 2009). The most widely 
used FRP material in wind turbine blades is glass-fibre. With increasing blade 
dimensions though the use of carbon-fibre becomes more accepted (Gurit Holding AG 
(b), 2009). (Veers et al., 2003) define three fundamental ways to incorporate carbon- 
fibre in blade design. These are bulk replacement, selective reinforcement and total 
blade design. The advantages of carbon-fibre to glass-fibre are the higher elastic 
modulus (factor 3), the lower density (factor 0.7), higher tensile strength (factor 1.15) as 
well as the lower fatigue sensitivity (factor 1.6). The obvious disadvantage is the cost 
which is diminished to some extent since less material is required for the same 
structural performance and due to the resulting lower final weight which leads to 
smaller loading on the rest of the structure (Veers et al., 2003).
Vertical axis wind turbines have been investigated in the 1980s to a considerable extent 
but were considered not commercially competitive (Burton et al., 2001). Due to that fact 
little has been published on their design. A large Darrieus type vertical axis wind 
turbine is depicted in Figure 7.7.
Despite the differences between the studied blade and that in a common horizontal axis 
wind turbine, the broad knowledge available for the design of the latter will be used as a 
starting point in this study. In the present case the blades are supported on both sides
Figure 7.7: A Darrieus type wind turbine in Canada. Image by guillom-wikipedia.org.
and no tower contact constraint is necessary. This makes the importance of bending 
stiffness less significant and will influence the design accordingly. To account for the 
altered requirements various different material and shear web locations will be tested. 
This requires the creation of numerous simulation models. To reduce the required time 
an automated model creation will be employed.
In regular turbines the blades’ contribution to the overall costs is around 10 to 15%. The 
benefit of an optimal design is increased by the fact that a lightweight blade means 
reduced loads on the remaining structure which reduces the costs of those (Veers et al., 
2003). In the present case this is even more applicable since the structure contains eight 
blades rather than three. Thus, the use of optimization during design is a natural 
consequence.
This chapter is structured as follows: After this introduction, the design requirements 
are described, followed by some specific design guidelines for composite materials. In 
the next section the numerical model used to analyze the potential candidate design is 
presented. Some aspects about process automation of the design process are then given 
before the approach to the optimization of the structure is outlined. Finally, the results 
are presented and the conclusions drawn.
7.2. Design Requirements
Design standards for wind turbines started to evolve in the 1980s and a first set of rules 
was published in 1986 by Germanischer Lloyd (GL) and later refined as the knowledge
increased. This led to the ‘Regulation for the Certification of Wind Energy Conversion 
Systems’. Furthermore, national standards were published in the Netherlands in 1988 
and in Denmark in 1992. The International Electrotechnical Commission published a 
design standard in 1994 (Burton et al., 2001). W ithin this work design safety factors 
from the GL standard will be used.
The blade has to sustain loads in both service and extreme situations. In accordance 
with the GL a maximum wind speed of 30m/s for service conditions (blades are 
moving) and 73m/s for extreme conditions (blades are not moving) is considered. 
Computational Fluid Dynamics (CFD) calculations have been performed by C-Fec Ltd. 
for the two conditions and the three most critical pressure loadings identified. Two 
correspond to extreme and one to service conditions. The pressures have been averaged 
for the inside and outside surface, respectively. The critical pressure load for the service 
load case is illustrated in Figure 7.8 and those for the extreme conditions in Figure 7.9 
and Figure 7.10. According to GL load safety factors have to be applied to the pressure 
loading. These are SFls = 1-2 for service conditions and SFle -  1-5 for extreme 
conditions.
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Figure 7.8: Averaged 
pressures for load step 1. This 
load step occurs during 
service, i.e. the blades are 
moving. The corresponding 
wind speed is 30m/s. A load 
safety factor of SFls = 1.2 
will be applied.
Figure 7.9: Averaged 
pressures for load step 2. This 
load step occurs during 
extreme conditions, i.e. the 
blades are not moving. The 
corresponding wind speed is 
73m/s. A load safety factor of 
SFle = 1.5 will be applied.
Figure 7.10: Averaged 
pressures for load step 3. This 
load step occurs during 
extreme conditions, i.e. the 
blades are not moving. The 
corresponding wind speed is 
73m/s. A load safety factor of 
SFLE = 1.5 will be applied.
In the present work a feasible design needs to fulfill the following requirements: It 
needs to withstand all loads without damage of the laminate or buckling of the structure. 
Furthermore, contact between the blades and the channel has to be avoided. The 
horizontal clearance between the blade and the channel wall is 79nnn. Hence, the radial 
displacements of the blades' tip nodes have to be restricted to a value smaller than the
clearance.
With regards to material failure GL requires the use of material safety factors during the 
design. For extreme conditions the material strength has to be reduced by the following 
factors: A general factor (SFMG = 1.35), an ageing factor (SFMa = 1-5), a high 
temperature factor (SFm t = 2.7), a manufacturing factor (SFmm -  7.2 in case of hand 
lay-up laminates and SFmm = 7.7 in case of automated manufacture) as well as a curing 
factor (SFmc = 7.7 in case the laminate is not post cured). Thus, assuming hand lay-up 
and no post curing the global material safety factor for extreme loading accounts to 
SFMextr = 2.94.
For service conditions the ageing factor is omitted and the manufacturing factor is 
replaced by one that takes the reduced material strength due to the repeated load cycle 
into account (Burton et al., 2001). A lifetime of a wind turbine of around 20 years 
corresponds to around 10 million load cycles, during which time the material strength of 
lower quality glass-fibre can be reduced to 20% (Gurit Holding AG (b), 2009). Hence, 
for service conditions a reduction of the material strength by a factor of five should be 
used to account for fatigue (Gurit Holding AG (b), 2009), (Burton et al., 2001). Thus, a 
fatigue safety factor SFMf = 5.0 is added to the global safety factor. The global material 
safety factor for service conditions accounts to SFMserv -8 .17 .
Considering a projected surface area of 80m2 and a total pressure loading of 10,000Pa in 
load step 3 a horizontal force of 800kN is acting on the blade. An anticipated blade 
weight of 2t would induce a vertical force of 19.6kN mainly acting near the supports 
which corresponds to less than 2.5% of the pressure loading. Taking into account the 
high safety factors for both the loading and the material strength, the loading due to self 
weight can be safely neglected within this work.
7.3. Design Rules for Laminated Composite Materials
During the design of structures made from laminated composite materials the designer 
should follow some guidelines which help in creating safe and manufacturable designs. 
These are three sets of rules which affect the size optimization (sizing constraints), the 
translation of the continuous ply thicknesses (blending) and the ply stacking 
optimization (stacking rules). Commonly used rules found in the literature will be 
described in the following. Note that some of these rules only affect the case where the 
structure has been divided into individual patches.
7.3.1. Sizing Constraints
• A balanced number of +45°,-45° layers is desirable to minimize the 
likelihood of introducing manufacturing stresses such as torsion (Funnell, 
2007) and to take damage tolerance under compressive loading into 
consideration (Nagendra et al., 1996)
• Large changes in thickness from patch to patch should be avoided (Patten, 
2009)
• Maximum and minimum ply percentages in the overall laminate should be 
stated to ensure there are sufficient plies for the ply stacking rules, for 
instance the +45°,-45° layer cover (Patten, 2009)
• In many composite design optimizations a symmetric laminate layup. See for 
instance (Liu et al., 2010) or (Serestra et al., 2007)
7.3.2. Blending
One of the main benefits of composite materials is their flexibility, i.e. that they can be 
used in the most efficient way in a certain region of the structure. To allow for these 
varying laminate properties from one location to another various patches can be defined. 
When a size optimization is performed on such a patched laminate structure where each 
patch can exhibit different ply thicknesses no continuity exists between the patches, i.e. 
a discontinuous structure is created. This increases manufacturing costs and leads to 
unsafe discontinuities in the interfaces. The problem of integrating the different patches 
is typically referred to as blending problem. It has been first introduced by 
(Kristinsdottir et al., 2001) and has been subject of several recent publications. 
(Soremekun et al., 2002) use a two step approach. In the first step each the thicknesses 
in each patch are optimized without considering any blending rules. In the second step 
sub-laminates are defined and a ply stacking optimization is performed. (Serestra et al.,
2007) propose a guide based approach. This means the optimization determines for each 
patch how many of the plies in the guide are used as well as the stacking sequence of 
the guide. Another approach has been discussed in (Liu et al., 2010). After the number 
of plies in each patch is obtained in a global optimization a shared layer blending 
method is applied to obtain plies that span over several patches.
The concept of defining plies that overlap several patch boundaries to provide the 
required integrity is typically referred to as the sub-laminate concept (Ghiasi et al., 
2010). This step can also be performed manually in a post-processing step (Liu & Krog,
2008). This approach will be employed in this thesis. Due to the manual work involved 
in this method the designer can decide on the preference between a good performance in 
the objective function or good blending properties (Ghiasi et al., 2010).
7.3.3. Stacking Rules
• A laminate cover of a set of +45°,-45° plies should be enforced to obtain a 
damage tolerance and increase resistance to delamination (Patten, 2009)
• A number of successive plies that have the same angle should be smaller or 
equal to four to obtain damage tolerance, to increase resistance to 
delamination (Patten, 2009), to prevent excessive interlaminar stress (Wang 
et al., 2010) and to prevent matrix cracking (Kim, 2007)
• The angle difference between two adjacent plies should not exceed 45° to 
prevent matrix cracking and delamination (Kim, 2007)
7.4. Design Approach
The general approach to the blade design is based on that of regular horizontal axis 
wind turbine blades. Contrary to the asymmetrical cross-section of the latter here a 
symmetrical design can be assumed. Thus, the design obtained for one quarter of the 
blade can be mirrored along the symmetry axes.
(Kong et al., 2005) investigated the structural performance of wind turbines by altering 
key parameters such as skin thickness, spar flange thickness and width as well as the 
location of the shear webs. A similar approach will be used here. In addition to that, the 
use of different materials will be investigated and optimization performed.
To account for varying structural requirements within the blade, the outside surface of 
the quarter blade is divided into 20 sections. There are four divisions along the blade 
axis and five in transverse direction. The latter five can be subdivided into two divisions 
on the top, two on the bottom and one on the side. The widths of the top and bottom 
sections are governed by the location of the shear web. The width of the side section is 
constant with 0.13m. In addition to the outer surface sections an additional web section 
is created. Thus, a total of 21 sections for the quarter blade can be identified. They are 
illustrated in Figure 7.11. The sections are used to allow for different laminate 
thicknesses as well as different materials. The material of choice is a laminate with a 
low density foam core. Due to the fact that bending stiffness is not as crucial as for
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Figure 7.11: Illustration of the blade model. Due to symmetry only one quarter of the blade is 
modeled. The outer shell has been divided into 20 sections: Four along the blade axis and five 
across of which two lie on the top surface, two on the bottom and one on the side. Additionally,
a web section has been created.
regular blades the ply thicknesses of the spar caps will not be as high. To provide 
sufficient buckling resistance in this area a foam core is used here as well. Due to the 
high curvature of the sides and the corresponding manufacturing difficulties, no foam 
will be used in these sections. Since the best location of the shear webs is unknown, 
four different possibilities are tried. The chosen horizontal distances are 0.2m, 0.8m, 
1.6m and 2.4m. The corresponding cross-sections are shown in Figure 7.12, Figure 
7.13, Figure 7.14 and Figure 7.15, respectively.
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Figure 7.12: Topology of the cross-section for Figure 7.13: Topology of the cross-section
web setting 1. The distance between the webs is for web setting 2. The distance between the
0.2m. webs is 0.8m.
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Figure 7.14: Topology of the cross-section for Figure 7.15: Topology of the cross-section
web setting 3. The distance between the webs is for web setting 4. The distance between the
1.6m. webs is 2.4m.
In addition to the distance between the shear webs, the used materials are altered as 
well. First of all, two different foams will be investigated. Both are produced by Gurit 
Holding AG and are called T400 and T550. The density of the former is 71 kg/m3 and 
that of the latter is 104kg/m (Gurit Holding AG (a), 2009). Their mechanical properties 
will be presented in Section 7.5.
Furthermore, four different settings for the FRP materials are used. In specific sections 
of the blade the influence of substituting the glass-fibre by carbon-fibre will be tested. 
The chosen FRP material for one of the transverse sections is the same along the blade 
axis. The different settings that will be investigated are summarized in Table 7.1. In 
total two different foams, four shear web settings and four FRP settings are investigated 
leading to a total number of 32 runs. Each run is a full size optimization which 
determines the optimal ply thicknesses in each of the 21 sections of the blade (see 
Section 7.7.1).
Table 7.1: Different FRP material settings being investigated. ‘G’ indicates the use of glass- 
fibre and ‘C’ carbon-fibre in the corresponding section. Each of the settings is run once for each 
of the two foams and for each of the four shear web settings. Thus, in total 32 runs will be 
performed, where each run is a full size optimization.
top bottom side web
combination left right left right
1 G G G G G G
2 G G C G G G
3 C G C G G G
4 C G C G C G
Once these runs have been completed, the results are investigated and the best design 
will be chosen. In this case the best design is the lightest design. However, if two 
designs have comparable total masses, the price can influence the decision as well. 
Naturally, a design that requires less carbon-fibre is cheaper than one that does.
In the next step the continuous ply thicknesses of the chosen design have to be 
translated into discrete numbers of plies. Due to the large dimensions of the blade and 
the high loads the composites will have considerable thicknesses in which case the 
location of the plies within the stack have a significant influence on the structural 
performance. Hence, the optimum stacking sequence will be determined in the next step 
(see Section 7.7.3).
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Figure 7.16:Flow of the proposed blade design.
7.5. Numerical Model
The blades are analyzed by means of the FE method. The geometry is meshed with 
linear triangular and quadrangular elements. Due to symmetry of the geometry and the 
loading only 1/4 of the blade is modeled. The model is created using Altair HyperMesh 
(Altair HyperWorks (a), 2009). A typical model is depicted in Figure 7.17. The model 
of the laminate contains four plies of either glass- or carbon-fibre oriented at -45°, 0°, 
45° and 90° and one foam core ply oriented at 0°. The thicknesses of the plies can vary 
from section to section. The laminate structure is illustrated in Figure 7.18.
glass- or 
carbon-fiber
foam core
Figure 7.17: A typical FE model. Due to Figure 7.18: The model of the laminate contains 
symmetry only 1/4 of the blade is modeled. four plies of either glass- or carbon-fibre
oriented at -45°, 0°, 45° and 90°and one foam 
core ply oriented at 0°.
A linear isotropic material model is used for the core materials and a linear orthotropic 
model for the FRP materials. Two different foams are used within this study. The 
materials produced by Gurit Holding AG are called T400 and T550 (Gurit Holding AG 
(a), 2009). Their material properties are listed in Table 7.2.
Table 7.2: Material properties of the foams used as the laminate core. Properties from (Gurit 
Holding AG (a), 2009).Values in brackets are assumed.
Unit T400 T550
Density Kg/ni 77 104
Compressive strength MPa 0.8 1.4
Shear Strength MPa 0.7 1.1
Tensile Strength MPa 1.2 1.8
Compressive Modulus MPa 55 93
Shear Modulus MPa 24 35
Tensile Modulus MPa 94 147
Poisson's ratio - (0.25) (0.25)
Three different materials are used for the FRP. These are uni-directional (UD) glass- 
fibre reinforced polymer (GRP), UD carbon-fibre reinforced polymer (CRP) and woven 
GRP. The material properties are listed in Table 7.3.
The failure of the laminates can be measured by means of Failure Indices (FI). FIs
indicate whether or not a composite failed at a certain location. Here FIs according to
Hill were chosen which are calculated according to Equation 7.1
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where X  is the allowable stress in ply material direction 7, Y the allowable stress in ply 
material direction 2 and S the allowable in-plane shear stress. A distinction between 
strength for compression and tension is made and based on the sign of the stresses.
In order to assess whether or not buckling occurs anywhere in the structure a buckling 
Eigenvalue (EV) analysis is performed. Each EV represents the load factor which would 
lead to the corresponding buckling mode, i.e. the lowest EV for each load step can be 
seen as a safety factor against buckling.
Table 7.3: Material properties of the FRP used within the work. Properties for GRP from (Gay 
et al., 2003) and for CRP from Gurit Holding AG. Values in brackets are assumed.
Unit UD GRP W oven GRP UD CRP
Density Kg/m 2080 1900 1502
Longitudinal tensile fracture 
strength
MPa 1250 400 1430
Longitudinal com pressive 
fracture strength
MPa 600 390 984
Transverse tensile fracture 
strength
MPa 35 400 32.5
Transverse com pressive 
fracture strength
MPa 141 390 108
In plane shear strength MPa 63 (30) 71.9
Interlam inar shear strength MPa (80) (70) 90
Longitudinal elastic modulus MPa 45,000 20,000 130,000
Transverse elastic modulus MPa 12,000 20,000 7220
Shear modulus MPa 4500 2850 4230
Poisson's ratio - 0.3 0.13 0.337
Available ply thickness mm (0.3) (0.22) 0.3
7.6. Process Automation
Due to the scarce knowledge about the design of vertical axis wind turbines, the present 
design approach is based on that for horizontal axis turbines. Since the blade geometry 
and the blade loading exhibit significant differences, a wide variety of designs should be 
tested to find a good working design that accounts for those differences. If the designers 
were supposed to create each numerical model manually by using the GUI of the pre­
processor for each variation of the design this would require a high effort. Hence, the 
decision on the development of an automated simulation tool has been made.
The phase that requires the testing of various different designs is the size optimization 
step (see Figure 7.16). Here, the various material and shear web settings are tried. In 
order to automate this step, first the model needs to be parameterized. The chosen 
parameters are the used materials, the location of the shear web as well as the ply 
thicknesses of each layer in each section. In terms of the material, the type of foam core 
and the type of FRP in each individual section of the blade can be varied. Since each run 
is a full size optimization the only parameters that require specification, are the shear
web location and the material setting, i.e. for a certain set of parameters the run yields 
an optimum set of ply thicknesses. The approach to process automation as described in 
Section 4.5.4 is adopted here. To this end a FORTAN program has been developed that, 
given the required parameters, uses HyperMesh to automatically create the model and 
OptiStruct to solve the corresponding size optimization. The process of this automated 
procedure is illustrated in Figure 7.19 and can be described as follows: After the user 
specified the material setting and the shear web location, the program writes a script that 
contains commands for the creation of the geometry, the mesh and the materials in each 
section. In the next step HyperMesh is called in batch mode and processes this file. At 
the end of this process the mesh is exported and read by the tool. Now the nodes 
containing boundary conditions and the elements with pressure loading are identified. 
The commands for the boundary condition and load creation are written to another 
script. Furthermore, the load steps and the optimization problem are specified. Again, 
HyperMesh is called to process the file. This time, the complete FE model is exported 
which also contains the optimization problem to be solved by OptiStruct.
Data Export
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Figure 7.19:Flow of the Fortran tool that allows for the automated creation o f size optimization 
models for the turbine blade depending on a set o f material settings and the shear web location.
7 .7 . O p tim iz a t io n
The optimization can be divided into two steps: A size optimization and a ply stacking 
optimization. In the former the optimum laminate thicknesses are determined for each 
of the 21 sections in the blade. Here, a smear option is used, where the plies in the 
laminate are smeared to one continuous material which makes the stacking sequence of 
the plies irrelevant. In the latter, the optimum stacking sequence is determined. Both 
problems are solved by means of the built-in optimization tool in Altair OptiStruct 
(Altair HyperWorks (b), 2009).
7.7.1. Size Optimization
In the size optimization the design variables are the ply thicknesses. The thicknesses of 
the FRP are allowed to change for every section while the core thicknesses are forced to 
be constant along the blade axis. In case of the web section, all five ply thicknesses are 
constant along the blade axis. For the sides no foam is used. Hence, the total number of 
design variables is 89. They are summarized in Table 7.4.
Table 7.4: Design variables for the size optimization. For the top, bottom and side sections the 
FRP ply thicknesses can vary along the blade axis while the core thicknesses are constant. For 
the web section all ply thicknesses are constant along the blade axis. For the sides no foam is 
used. Hence, the total number of design variables is 89.
top bottom side web
ply left right left right
FRP @ -45° 4 4 4 4 4 1
FRP @ 0° 4 4 4 4 4 1
FRP @ +45° 4 4 4 4 4 1
FRP @ +90° 4 4 4 4 4 1
Foam @ 0° 1 1 1 1 0 1
The objective function to be minimized in the size optimizations is the total mass of the 
blade. The constraints restrict the FIs to prevent material failure of the laminate. An FI 
greater than 1.0 indicates that the laminate failed. Using the service condition material 
safety factor SFMsen = 8.17 (see Section 7.2) the maximum FI is set to 0.122 while that 
in the extreme conditions is set to 0.34 due to the extreme condition material safety 
factor SFMexlr = 2.94 (see Section 7.2).
To avoid buckling of the structure the minimum EV for each load step is constrained to 
1.5 (safety factors of 1.5). Finally, the radial displacement of the blade's tip nodes is 
constrained to 53mm (safety factors of 1.5) to avoid contact between the blade and the 
channel wall. The constraints are summarized in Table 7.5.
Table 7.5: Constraints for the size optimization.
Load step 1 Load step 2 Load step 3
FIs max 0.122 0.34 0.34
buckling EVs min 1.5 1.5 1.5
radial tip displacements max 53mm - -
7.7.2. Translation of Continuous Ply Thicknesses
After the size optimization, the designer is faced with two problems. The first one is that 
of structural integrity. That is if a design is chosen that uses different FRP materials in 
different sections of the blade, no overlap of plies in transverse direction occurs (see 
Section 7.3.2). The other problem stems from the fact that the continuous thicknesses 
determined in the size optimization have to be translated into a finite number of plies, 
since the plies are only available at a specific discrete thickness. This translation leads 
to round off errors. If one would simply round up each time the blade would be 
overdesigned and vice versa. Both problems can be tackled by adding woven GRP 
wherever a thickness was rounded down. This woven GRP then provides the necessary 
structural integration and supports the structure in two perpendicular directions which 
eases the problem of filling the missing material due to the round off error.
7.7.3. Ply Stacking Optimization
When the laminates in a structure become thick, i.e. when they consist of a considerable 
number of plies, the stacking sequence of the plies has a significant influence on the 
structure's behaviour such as bending and torsional stiffness, buckling resistance and 
stresses and strains (Patten, 2009). In OptiStruct a 'smear-option' can be used during the 
sizing optimization. This option smears the composite into a homogenous material and 
thus makes the stacking sequence irrelevant. After the size optimization a separate ply 
stacking optimization can be performed which identifies the optimal stacking of the 
laminate. Hence, the design variables for this second optimization step are the 
individual plies and their stacking order. Since the stacking sequence has no influence
on the blade's mass, in this step the objective is changed from minimizing the total mass 
to minimizing the maximum FI. The constraints stated in the size optimization (see 
Table 7.5) are considered here too. Furthermore, OptiStruct allows for the consideration 
of several stacking constraints. These are: Specification of a laminate core, specification 
of a laminate cover and a maximum number of successive plies with the same 
orientation. In order to follow the design guidelines presented in Section 7.3.3 a 
laminate cover of +45° (the woven fabric acts in +45° and -45° direction) and the 
maximum number of successive plies constraint will be added. It should be noted that 
due to the fact that in OptiStruct the core is specified via the ply orientation (Altair 
HyperWorks (b), 2009) the foam plies had to be distinguished from the FRP plies. Since 
for the foam an isotropic material model is used, the orientation of the corresponding 
plies has no influence on its structural performance. Hence a ply orientation of 15° has 
been chosen for the four foam material plies.
In (Liu et al., 2010) a smeared stiffness-based approach is employed. After the number 
of plies in each patch have been determined in the top level size optimization the 
detailed ply stacking is obtained in a local level optimization. Here the difference 
between the values of the computed lamination parameters from the top level 
optimization and those in the local level optimization are minimized. The advantage is 
that there is no need to check whether the strain or buckling constraints are satisfied in 
the local level as long as the lamination parameters match. The use of lamination 
parameters makes the ply stacking optimization very efficient and is proposed for future 
work.
7.8. Results
The proposed design approach will now be applied to the blade in question. The results 
from the size optimization step as well as the chosen design are discussed in Section
7.8.1. The translation of the continuous ply thicknesses obtained in the first step into 
discrete plies can be found in Section 7.8.2 and the optimization of the stacking 
sequence in Section 7.8.3.
7.8.1. Size Optimization
The resulting blade masses and the shares of the different materials from the 32 
performed size optimizations are displayed in Figure 7.20. As expected, a general trend
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Figure 7.20: Resulting blade masses and their shares of glass, carbon and foam for the 32 size 
optimization runs. The final total mass varies between 1.76 and 3.68 tons.
can be observed that the total mass decreases with an increasing share of carbon-fibre. 
Furthermore, the lower density foam core generally leads to lighter designs.
The final total mass varies between 1.76 and 3.68 tons. The latter uses only glass-fibre 
for the FRP, uses the T550 foam core and has a horizontal distance between the webs of
0.8m. The former and lightest blade design substitutes the glass- by carbon-fibre in the 
left top and bottom sections as well as in the side sections. The used foam core is made 
from T400 and the horizontal distance between the shear webs is 1.6m.
Naturally, the use of carbon-fibre makes the design much more expensive. For instance 
a woven CRP can be 7.3 times as expensive as a woven GRP (Gay et al., 2003). Hence, 
if there was a slightly heavier design that uses less carbon, the latter could be the better 
choice. In Figure 7.21 the mass of the required carbon is plotted against the total mass 
of the blade for all 32 size optimizations. The two circled results represent the lightest 
and the second lightest design which has a lower carbon content than the first. If the 
latter was chosen, 127kg of carbon were saved but the total mass would increase by 
443kg with respect to the former. Clearly, this is not an acceptable trade-off. Thus, the 
lightest design will be chosen. The chosen design is shown in Figure 7.22 and the 
corresponding continuous thicknesses obtained during the size optimization are listed in 
Table 7.6.
web_3
\veb_l
web_3
w eb_l
vveb_3
\veb_l
-----------------1----------------- 1-------------- -------------------- , ...............
vveb_3 1 ■ ■  T " 1"
1 —  1,11 .....................  i i
web 1 
web_3 
web 1
web 3
web 1
web 3
M W j
slass-fibei
cart'on-fiM
mass o f used carbon [kg]
Figure 7.21: Mass of used carbon plotted 
against the total mass of the blade. The 
two circled results represent the lightest 
and the second lightest design which has 
a lower carbon content.
Figure 7.22: The chosen design uses carbon-fibre 
in the left top and bottom sections as well as in the 
side sections. The used foam core is made from 
T400 and the horizontal distance between the webs 
is 1.6m. Its total weight is approximately 1.76 tons.
The development of the objective function (the blade’s total mass) as well as the 
maximum constraint violation are displayed in Figure 7.23. The optimizer required 31 
iterations to converge. Due to the high initial thicknesses all constraints were satisfied in 
the first iteration. As the thicknesses were decreased the constrain violation rose up to 
its maximum in iteration 8. The blade's mass is further reduced after this point and the 
constraints eventually satisfied. This plot corresponds to the optimization leading to the 
chosen design.
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Figure 7.23: Development of objective function (the blade’s total mass) and maximum 
constraint violation during size optimization of the chosen design.
Table 7.6: Continuous thicknesses |mm] for chosen design obtained in size optimization.
FRP Foam
transv. longit. material i in o 0° +45° +90° 0°
top
left
1 C R P 0 . 1 8 1 . 1 8 0 . 2 5 5 . 0 8 5 3 . 3 4
2 C R P 0 . 2 9 0 . 5 9 0 .5 1 1 .8 6 5 3 . 3 4
3 C R P 0 .3 1 0 . 6 3 0 . 1 4 0 . 2 3 5 3 . 3 4
4 C R P 0 .3 2 . 3 5 0 . 1 5 0 . 1 5 5 3 . 3 4
right
1 G R P 0 .9 1 0 . 0 9 1 . 4 5 2 . 0 5 3 6 . 4
2 G R P 0 . 2 4 0 .1 2 . 6 8 0 . 1 8 3 6 . 4
3 G R P 0 . 4 6 0 .1 2 . 6 4 0 . 0 9 3 6 . 4
4 G R P 0 .6 1 0 . 2 4 2 . 8 6 0 .1 1 3 6 . 4
bottom
left
1 CRP 0.55 0.22 1.26 0.81 33.52
2 CRP 0.17 0.13 0.1 0.68 33.52
3 CRP 0.15 0.1 0.11 0.33 33.52
4 CRP 0.48 0.42 0.6 0.45 33.52
right
1 GRP 0.17 0.06 0.14 1.68 36.68
2 GRP 0.15 0.07 0.21 2.02 36.68
3 GRP 0.11 0.22 0.19 1.68 36.68
4 GRP 1.34 0.08 0.14 0.12 36.68
side -
1 C R P 0 . 4 3 3 . 7 7 0 . 3 6 3 . 1 3 -
2 C R P 0 . 4 8 2 . 3 4 1 .2 1 .3 4 -
3 C R P 0 . 4 9 5 . 4 0 . 6 9 0 . 1 8 -
4 C R P 1 .5 9 2 0 . 4 7 0 . 7 5 0 . 5 9 -
web - GRP 0.18 0.02 0.14 0.05 7.97
7.8.2. T ranslation  of Continuous Ply Thicknesses
After selecting the best design from the size optimization results the corresponding 
continuous ply thicknesses have to be translated to a multiple of plies at available 
thicknesses. As a rule of thumb, a number of 0.7 and higher is rounded up while 
numbers smaller than 0.7 are rounded down. The missing material in case of rounding 
down is complemented by woven GRP. As shown in Table 7.3 the UD plies are 
available at 0.3mm and the woven GRP at 0.22mm. That means a UD GRP ply with a 
thickness of 2mm would be translated to 6 plies at 0.3mm and complemented by one
ply of woven GRP to fill up the missing material. If the thickness was 2.1mm the 
translation would yield 7 discrete plies and no woven GRP would be required. During 
the decision of how many plies of woven GRP are used to complement the UD plies the 
designer should keep in mind the smaller thickness and the inferior properties of the 
woven material.
This thickness translation is not necessary for the foam cores as the foam is available at 
custom thicknesses and hence can take any desirable value within accuracy limits. The 
final translated numbers of plies for each section are listed in Table 7.7.
Table 7.7: Discrete number of plies used for each section after translation. Note that the 
laminate layup is symmetrical, i.e. twice as many plies are used.
W oven GRP UD FRP
transverse longitudinal +45° 0° -45° 0° +45° +90°
1 4 4 0 2 0 8
left
2 4 1 0 1 1 3
3 5 3 0 1 0 0
top
4 4 2 0 4 0 0
1 3 3 2 0 2 3
right
2 1 1 0 0 4 0
3 1 2 1 0 4 0
4 0 1 I 0 5 0
1 1 3 1 0 2 1
left
2 3 2 0 0 0 1
3 2 5 0 0 0 0
bottom
4 0 6 1 0 1 1
1 1 0 0 0 0 3
right
2 1 1 0 0 0 3
3 1 1 0 0 0 3
4 1 1 2 0 0 0
1 5 3 I 6 0 5
side
2 0 2 1 4 2 2
3 1 3 1 9 1 0
4 6 1 2 34 1 1
web - 2 1 0 0 0 0
It should be noted that due to software limitations, the ply-stacking optimization with a 
core ply can only be performed for a symmetrical layup (Altair HyperWorks (b), 2009), 
hence these numbers represent a laminate cover on both sides of the core.
The mass of the blade after translation from continuous thicknesses to discrete numbers 
of plies is 2344 kg. Before the translation the blade’s mass was 1762 kg. This 
corresponds to an increase of 33%. This increase occurs for two reasons. Firstly, as 
explained before, during the translation some ply thicknesses are rounded up which 
adds a considerable mass to the structure. Secondly, whenever the ply thicknesses are 
rounded down, the missing material is filled by means of woven GRP. This has inferior 
properties to both UD CRP and UD GRP. Especially, when missing UD CRP is filled 
by the woven material more mass is required for the same structural performance.
7.8.3. Ply Stacking Optimization
As mentioned before (see Section 7.3.2), for structural integrity, it is very important that 
some of the plies are continued across the patch boundaries. Hence, the concept of super 
plies is adopted here, i.e. plies are defined globally and can be larger than one section. 
Plies of similar material and orientation that share the same section borders are merged 
into one. This can lead to plies that span over numerous sections. For instance, the foam 
core was forced to be of constant thickness along the blade axis. Thus, for the foam 
cores, five global plies are defined that span along all four longitudinal sections. If one 
would not define one global ply, the foam layers for each section would end up in 
different locations along the blade’s axis because the solver is not aware that they are 
connected. The defined global plies are listed in Table 7.8.
The optimization terminates after 34 iterations. The development of the objective 
function, i.e. the maximum FI and the minimum buckling EV for each load step, can be 
found in Figure 7.24. One can see that in the first iteration the buckling constraint was 
violated for load step 2 and that the FI constraint was violated up to iteration 25. After 
this step only the stacking rules are considered in the optimization. The fact that the FI 
constraint has been violated at a degree of around 100% in the first iteration highlights 
the importance of the correct stacking sequence of composite laminate materials.
The ply stacking for the 20 sections on the outside surface of the blade after each 
iteration of the ply stacking optimization is shown in Figure 7.25 and Figure 7.26. One 
can see that a +45° ply has been placed on the outside surface but this ply (ply id 25)
Table 7.8: The defined global plies. The red entries indicate that the ply occupies the 
corresponding section. In total 138 global plies have been defined. In the ply stacking 
optimization their location in the sequence are the design variables being optimized.
bottom top
left right left right side web
global pH id * pfo* onmtatior) material 1 2 3 4 1 2 3 4 1 2 3 4 1 7 3 4 1 2 3 4 1
23 1 -45 UD C RP I © © 0 0 0 0 0 © © © © 0 0 © © © 0 © 0 0
24 1 -45 UD CRP 9 © © 1 0 0 0 0 © © © © 0 © 0 0 0 0 © 0 0
26 2 45 UD CRP 1 © 0 0 0 0 © © © © © © © 0 © © © 0 G 0 0
27 1 45 UD CRP © © © J © © © 0 © © © © © 0 0 © © 6 0 © ©
2$ 1 90 UD CRP 1 1 © G 0 © © © © © © © © © © © © 0 © 0 ©
29 1 90 I ’D CRP © © © I © 0 © © © © © © © © © 0 © 0 0 © 0
30 1 15 T409 1 1 1 j 0 0 0 0 0 0 © 0 0 0 0 © © 0 0 0 0
32 2 -45 UD GRP © © © 0 0 0 0 1 0 0 0 0 0 © 0 0 0 0 © 0 0
35 3 90 UD GRP 0 © © 0 1 1 1 0 © 6 © © 0 © 0 0 0 0 © 0 ©
36 1 15 T4CXI © © © G 1 1 1 1 © 0 © 0 0 0 © 0 0 0 0 © 0
»7 1 -45 UD CRP G 0 © 0 © 0 © 0 0 © © 0 0 © © 0 I I 1 1 0
38 1 -4« UDCRP © © © G © 0 © © © © G 0 © © © 0 © 0 © 1 ©
42 4 0 UD CRP © © © 0 0 © © © 0 © © 0 © © © © 1 I 1 1 ©
44 2 0 UD CRP © © © 0 © © © © 0 © 0 0 © 0 0 © I 0 0 0 0
49 5 0 UD CRP © © G G © 0 © 0 0 © 0 0 0 0 0 © © 0 1 1 0
74 25 0 UDCRP © © © © 0 0 0 0 0 0 © © © 0 0 © © 0 0 1 0
75 1 45 UDCRP © © © © © © 0 0 © © © © 0 0 0 © © 1 1 1 0
76 1 45 UD CRP © © © 0 © 0 0 0 0 0 0 0 0 0 0 0 0 1 © 0 0
78 2 90 UD CRP © © © 6 0 0 0 0 0 0 © 0 0 0 0 © I 5 © 0 0
79 1 90 UD CRP © © © 0 © © © © © © © © © © © © © © 0 1 0
82 3 90 UD CRP © © © 0 0 © © © © 0 © © 0 © 0 © 3 0 0 0 ©
84 2 -45 UD GRP © © © 0 0 © 0 0 © © 0 0 J 9 0 0 © © 0 © 0
85 1 -45 UD GRP © © © 0 0 0 0 0 0 © © 0 © 0 1 1 © 0 0 0 0
87 2 45 UD GRP © © 0 0 0 0 0 0 0 © © 0 1 1 J 1 © © 0 0 0
89 2 45 UD GRP © © 0 0 0 © 0 0 © 0 0 0 0 1 1 1 0 © 0 0 0
90 1 45 UD GRP © G © G 0 0 0 0 0 0 © 0 0 0 0 1 © 0 © 0 ©
93 3 90 UD GRP 0 0 © G c 0 © 0 0 © 0 0 3 © 0 © © © 0 0 0
94 1 15 7490 © © © G © © © © © G © © 1 1 1 1 © © © © ©
95 1 9 UDCRP © © © © © © © 0 1 1 1 0 0 © © © 0 0 0 0
96 1 9 ID  CRP © © © 0 0 0 © © 1 0 © 0 0 0 0 © © © 0 0 ©
99 3 0 UD CRP © © G 0 0 0 0 © 0 © 0 1 © 0 0 © 0 © 0 0 0
100 1 45 UD CRP 0 © 0 0 0 0 0 © 0 J 0 © 0 0 0 0 © 0 0 0 0
103 3 90 UDCRP G 0 0 © 0 © 0 0 1 1 © 0 © 0 0 G 0 © © 0 0
108 5 90 UD CRP 0 © G 0 © 0 0 0 1 © 0 © 0 0 0 0 0 © © © 0
109 1 15 T40O © G 0 0 © 0 0 © 1 1 J 1 0 0 0 © © © 0 © 0
110 1 45 worm GRP 1 I ! 0 1 1 1 1 1 1 1 1 1 1 © 1 0 1 1 ©
111 1 45 woven GRP © I I © © © © 0 © © G © 0 © © © © 0 © 0 ©
113 2 45 woven GRP 0 © G © © © 0 © 1 1 I ] 1 0 0 © 1 0 0 0 0
118 5 45 W f n  GRP © © © G © 0 0 0 0 G 0 0 0 0 0 0 0 0 0 1 0
119 1 45 w m  GRP 6 1 0 © 0 0 0 0 0 0 © 0 0 0 0 0 © 0 0 0 0
120 1 45 worm GRP © © © 0 0 0 0 0 1 1 1 1 0 0 0 © 0 0 0 0 0
122 2 45 worm GRP G © © 0 0 0 0 0 0 0 0 0 0 0 0 © 1 © 0 0 0
123 1 45 worm GRP 0 © 0 © 0 0 0 0 0 © 1 0 0 © © 0 © © © 0 0
124 1 9 worm GRP 1 I 1 1 1 1 1 1 1 1 3 3 1 1 I 1 1 1 1 0
125 1 9 w oven GRP 1 1 I 1 © © © © G © © 0 © 0 0 © © 0 © © 0
126 1 0 w orm  GRP © © 0 0 0 0 0 0 1 0 I 1 1 © 1 0 1 3 1 0 0
127 1 0 w orm GRP 1 G G 0 0 0 0 0 © 0 0 0 0 0 © 0 © © 0 0 0
130 3 0 w orm GRP © © 1 1 0 0 0 0 0 0 0 © 0 0 0 0 0 © 0 0 0
131 1 0 w orm GRP 0 © G 0 0 0 0 0 1 0 0 0 I 0 0 0 1 0 0 0 0
132 1 0 w orm GRP 0 © G © 0 0 0 0 0 © 0 0 0 © 0 0 © 0 1 0 0
133 1 0 worm GRP 0 © © © 0 © 0 © 0 © 1 0 0 0 © © © 0 © 0 0
134 1 0 worm GRP 0 © 0 0 0 0 0 0 1 © 0 © 0 © 0 © © 0 0 0 0
135 1 0 w or m  GRP 0 © 0 1 0 0 0 0 0 0 0 © 0 0 0 © 0 © 0 0 ©
137 2 45 w orm GRP © © 0 0 © 0 0 0 0 0 0 0 0 0 0 © © 0 0 0 1
138 1 0 w or m  GRP 0 © 0 0 0 0 0 0 0 0 © 0 0 0 0 0 0 0 0 0 1
occurs only in one patch. Furthermore, this patch is made from UD CRP while the 
woven ply that spans the entire outer surface (ply id 124) has been anticipated here, 
which would act in +45° and -45° orientation as required in the stacking rules described 
in Section 7.3.3.
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Figure 7.24: Development of objective function (minimization of the maximum FI) and the 
three buckling EVs during ply stacking optimization of the chosen design.
Hence, none of the patches exhibits the desired +/-45° cover. Obviously, in OptiStruct, 
the ply stacking rules are enforced for the global stack rather than the individual patches 
which is why for the solver the rule has been satisfied. The same applies to the rule that 
no more than four successive plies should have the same orientation. Studying the final 
stacking sequence in iteration 34 shown in Figure 7.26 OptiStruct has attempted to split 
up larger bundles in the global stack. But a satisfied rule for the global stack does not 
mean that the rule is satisfied on patch level. OptiStruct has not issued any warnings at 
the end of the optimization that the stacking rules have been violated. It should be noted 
that the stacking optimization is a feature in OptiStruct that has been added only in 
version 9.0 and that documentation is still scarce.
In order to obtain a design that fulfills the requirements stated in Section 7.3.3 it is 
recommended to place the woven ply oriented at 45° that spans the entire outside 
surface (ply id 124) on the outside and that, wherever more than four successive plies of 
the same orientation occur in a patch, the bundle is split by inserting a ply of different 
orientation. It is needless to say that this measure will add more weight to the final 
design. Contour plots of the total displacement after the ply stacking optimization for 
the three load cases are shown in Figure 7.27, Figure 7.28 and Figure 7.29.
Figure 7.25: The ply stacking for the outer surface for iterations 1 through 17. The different 
colors represent different ply orientations and each box represents one global ply.
7183
Figure 7.26: The ply stacking for the outer surface for iterations 18 through 34. The different 
colors represent different ply orientations and each box represents one global ply.
Figure 7.27: Contour plot of 
total displacements for load 
step 1. The maximum 
displacement is 22.1 mm and 
the limit on radial 
displacement is 53mm. The 
deformed shape is 
exaggerated by the factor 3.
Figure 7.28: Contour plot of 
total displacements for load 
step 2. The maximum 
displacement is 32.9mm and 
there is no limit on radial 
displacement for this load 
step. The deformed shape is 
exaggerated by the factor 3.
Figure 7.29: Contour plot of 
total displacements for load 
step 3. The maximum 
displacement is 94.4mm and 
there is no limit on radial 
displacement for this load 
step. The deformed shape is 
exaggerated by the factor 3.
The maximum total displacement for load step 1 equals to 22.1mm which is 
significantly lower than the maximum allowable value of 53mm in radial direction. 
Thus, no contact between blade and channel wall will occur during service conditions. 
The maximum total displacement for load step 2 is 32.9mm and that for load step 3 is 
94.4mm. No displacement constraint had been stated for the latter two conditions. 
Considering a blade length of 20m, the maximum total displacement in extreme 
conditions, amounts to less than 0.5%.
The buckling modes for the first EV of the three load steps are illustrated in Figure 7.30, 
Figure 7.31 and Figure 7.32, respectively. The corresponding EVs are 9.83, 5.64 and 
2.05. The lowest allowable EV was set to 1.5, thus the design can be considered as safe 
against buckling failure. Contour plots of the FIs for each load step are illustrated in 
Figure 7.33, Figure 7.34 and Figure 7.35. For service conditions the maximum 
occurring FI equals to 0.035. The upper limit for this load step was set to 0.122. For the 
extreme conditions, i.e. load steps 2 and 3, the maximum FIs are 0.337 and 0.34, 
respectively. The limit for these conditions was set to 0.34. Hence, the design can be 
considered as safe against material failure. Obviously, the FI constraint has been the 
driving constraint during the ply stacking optimization since this is the only active one 
(load step 3).
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Figure 7.30: Contour plot of the first buckling mode for load step 1. The corresponding EV is 
9.83 and the minimum allowable EV is 1.5. The buckling occurs in the web near the support. In 
case of buckling the maximum displacement is 143.5mm for this mode.
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Figure 7.31: Contour plot of the first buckling mode for load step 2. The corresponding EV is 
5.64 and the minimum allowable EV is 1.5. The buckling occurs on the top surface on the side 
of the blade. In case of buckling the maximum displacement is 104.1mm for this mode.
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Figure 7.32: Contour plot of the first buckling mode for load step 3. The corresponding EV is 
2.05 and the minimum allowable EV is 1.5. The buckling occurs in the web near the support. In 
case of buckling the maximum displacement is 145.6mm for this mode.
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Figure 7.33: Contour plot of FIs for load step 1. The maximum FI equals to 0.035 and thus is 
lower than the limit of 0.122. The upper graph is the top and the lower one the bottom view.
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Figure 7.34: Contour plot of FIs for load step 2. The maximum FI equals to 0.199 and thus is 
lower than the limit of 0.34. The upper graph is the top and the lower one the bottom view.
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Figure 7.35: Contour plot of FIs for load step 3. The maximum FI equals to 0.34 and equals to 
the limit of 0.34. The upper graph is the top and the lower one the bottom view.
7.9. Concluding Remarks
A blade for a novel vertical axis wind turbine was sought to be designed. Due to scarce 
knowledge and literature for vertical axis wind turbines a design approach similar to 
those with horizontal axes was chosen. Material and load safety factors according to the 
GL were used during design. Preliminary CFD simulations were performed and three 
governing load cases identified (one during service conditions and two in extreme 
conditions).
Since the blade geometry and the blade loading exhibit significant differences, a wide 
variety of designs was tested to find a good working design that accounts for those 
differences. In order to limit the time for the model creation an automated simulation 
tool has been developed where each simulation is a full size optimization which 
determines an optimum set of ply thicknesses. It uses HyperMesh as the pre-processor 
and OptiStruct as the optimizer.
Using the developed tool, 32 size optimizations for different material settings and shear 
web locations were performed. The lightest blade satisfying all imposed constraints is a 
blade that uses a foam core made from T400 and uses carbon-fibre in the side and 
middle sections and glass-fibre in the other sections. The horizontal distance between 
the shear webs is 1.6m. The overall blade weight at this stage is 1762kg.
The continuous ply thicknesses obtained in the size optimization were then translated 
into multiples of available plies. For structural integrity and to reduce the impact of the 
round off error woven GRP was used to fill missing material when a ply thickness has 
been rounded down. The total weight of the blade after this step is 2344 kg which 
corresponds to an increase of 33%.
In a final step a ply stacking optimization has been performed. To this end, global plies 
have been defined that merge plies of similar material and orientation which share the 
same section boundaries. During the optimization the maximum constraint violation 
was eliminated from being close to 100% in the first iteration which highlights the 
importance of the correct stacking sequence of laminate materials. The final blade after 
the ply stacking optimization satisfies all requirements stated by the GL standard. 
Difficulties arose with the stated stacking rules. In OptiStruct, the ply stacking rules are 
enforced for the global stack rather than the individual patches which means the rule to 
have a laminate cover of a set of +45°,-45° plies and to avoid a number of successive
plies that have the same angle could not be satisfied. For the design to fulfill the 
requirements it has been recommended to place the woven ply oriented at 45° that spans 
the entire outside surface (ply id 124) on the outside and to split bundles that contain 
more than four successive plies of the same orientation by inserting a ply of different 
orientation.
With the launch of OptiStruct 9.0 the so called 'ply-based-laminate-modeling' and 'ply- 
based-optimization' has been introduced. This concept allows for a much easier 
optimization process of composite structures. This process includes the following steps: 
Free element sizing, size optimization and ply stacking optimization. In the first step,
i.e. free element sizing, each element in the FE model can exhibit different ply 
thicknesses. Based on the obtained results patches are identified automatically. The 
following size optimization optimizes the number of plies at the defined commercially 
available thickness. This procedure has been illustrated by (Patten, 2009). The 
application of this strategy would have several benefits in this case: The time- 
consuming manual translation of continuous ply thicknesses would be redundant, the 
increase in weight due to the rounding of the continuous values would be reduced and 
the automatically created patches would suit the requirements better than the defined 
rectangular ones. A disadvantage would be that the testing of varying materials in the 
form it has been done here would not be applicable.
8. Concluding Remarks
Summary: This chapter concludes this thesis by listing achievements, giving the main
conclusions and proposing possible future work.
8.1. Achievements
Surrogate Based Optimization
• A formulation for the creation of OLHs for constrained design spaces has 
been developed. It uses an amended version of the permutation GA, that is 
the selective permutation GA
• 12 examples of OLHs with varying constraints and experiment numbers have 
been conducted
• The Kriging approximation method and a continuous GA have been 
implemented and were, together with the developed method for the creation 
of OLHs, formed into a framework for surrogate based optimization
• Two unconstrained and one constrained benchmark problems have been 
solved by means of the proposed framework for surrogate based optimization
Structured-Wall PE Pipes
• Numerous material tests in the form of DMTA and tension tests have been 
conducted to obtain data for the HDPE materials used by Asset Intl. Ltd. and 
KWH Pipe Ltd.
• A guideline has been developed that allows for the extraction of a secant 
modulus from the obtained material data based on the input parameters 
temperature, strain and strain rate
• A procedure has been implemented that allows for the extraction of a shell 
element representation of the pipe profiles from laser scan data or from 
profile geometries in dxf format. Another option for the creation of 
rectangular box sections has been implemented as well
• An automated simulation of the ringstiffness test has been set up that 
requires minimum user-interaction using FEAP as the FE solver. The results 
can be post-processed with Paraview
• An automated simulation has been set up that allows for the investigation of 
the most common pipe installation scenarios. For the simulation and the 
post-processing CANDE2007 is used
• An optimization feature has been developed and implemented that allows for 
the generation of optimum pipe cross-sections in the sense of minimal 
material expenditure. Here a simplified model using only one box-section 
and a horizontal spring support is used
• A Java based GUI has been developed which simplifies the use of the 
developed features of the tool. All the underlying computationally expensive 
tasks are solved by either in-house, open-source or public-domain programs
• Example problems for each of the offered features were presented. That is, 
13 ringstiffness test simulations were conducted, two profile optimizations 
have been performed and three examples for the simulation of pipe 
installations have been discussed
Carbon-fibre Mountain Bike Frames
• Using B-splines a parameterized FE model has been created that allows for 
smoothly varying tube shapes and paths. Furthermore, different laminate ply 
thicknesses for each tube can be defined and the global geometry of the 
frame can be altered by means of the joint locations
• The automation of the simulation model creation has been realized by using 
a Fortran tool to write command files for HyperMesh and for the 
interpretation and processing of the created FE mesh
• The optimization problem is decomposed into a size optimization sub 
problem solved by OptiStruct and a shape optimization top level problem 
solved by means of surrogate based optimization where each experiment in 
the DoE is a full size optimization. The paths of the seat and chain stays have 
been extracted from the main optimization and are determined in a 
preliminary step
• The OLH for the surrogate model is created only in the feasible regions of 
the design space
Wind Turbine Blade
• An automated model creation tool has been developed where each run is a 
full size optimization that determines an optimum set of ply thicknesses for
each of the defined sections in the blade. It uses HyperMesh as the pre­
processor and OptiStruct as the optimizer
• The automated model creation tool has been used to perform 32 size 
optimizations for different material settings and shear web locations
• The continuous ply thicknesses obtained in the size optimization of the 
chosen design were translated into multiples of available ply thicknesses
• Global plies have been defined that merge plies of similar material and 
orientation which share the same section boundaries
• A ply stacking optimization has been performed for the defined global plies
8.2. Conclusions
Surrogate Based Optimization
• The examples of OLHs in constrained design spaces showed the validity of 
the chosen approach and that the selective permutation GA is capable of 
solving the underlying optimization problem. One shortcoming of the 
formulation has been identified though. That is, in some cases, areas whose 
parameter projections on several dimensions are unconstrained, can exhibit a 
sampling density that is lower than in areas where this is not the case. 
Nevertheless, in most cases the uniformity of the placed points can be 
considered good and naturally better than that of the feasible experiments in 
an OLH that has been created for the entire design space
• For large infeasible regions the space divisions become so close to each other 
that the NC is practically violated
• The functionality of the implemented framework for surrogate based 
optimization has been tested and validated on three benchmark problems., 
where one example was subject to constraints. The results of the latter 
illustrated the advantage of creating OLHs only in the feasible regions rather 
than in the entire design space
• The three benchmark problems showed that the SCVR is not an indicator on 
the accuracy of the optimum solution when a Kriging approximation is used. 
The SCVR measures how accurately function values are predicted when the 
corresponding experiment is not included in the model. Hence, it does
indicate the overall reliability of the model but not necessarily the accuracy 
of the function value in an arbitrary location in the design space
Structured-Wall PE Pipes
• The conducted material tests showed the high sensitivity of the pipe material 
to temperature, strain and strain rate and suggested that great care has to be 
taken during the ringstiffness tests in order to yield reproducible results
• In cases where the ringstiffness test is performed thoroughly an accuracy of
the simulations of approximately 10% can be expected. When this is not the
case errors of more than 20% can occur
• The developed simplified FE model used in the optimization procedure
significantly reduced the simulation time which made the optimization
computationally feasible in a manufacturing environment
• Application of the optimization feature suggested that material savings of 
20% are possible
• Two main principles of the load bearing capabilities of flexible pipes could 
be validated by means of the automated simulation for the pipe installation. 
In a real life example the recorded maximum displacement of 3.8% could be 
reproduced with an accuracy of 13%
• The various applications showed that an efficient and easy to use software 
tool has been developed which addresses real life design problems in a 
manufacturing environment and that this has been achieved by coupling 
public domain and in-house code which effectively led to a software that 
requires no licensing fee
Carbon-fibre Mountain Bike Frames
• The dimensionality of the optimization problem has been successfully 
reduced by the decomposition into a size optimization sub problem and a 
shape optimization top level problem. To make the problem feasible to be 
solved by means of surrogate based optimization the paths of the seat and 
chain stays had to be extracted from the main optimization and are 
determined in a preliminary step. This step was appropriate because the paths 
are heavily constrained by surrounding bike parts that may not be obstructed 
by the frame
• A good compromise between efficiency and a high degree of 
parameterization could be achieved through the use of B-splines, the 
decomposition of the optimization problem and the coupling of in-house 
code and commercial software
• The automation of the model creation required a simplification of the frame's 
joints. Here rigid cylinders are created which envelope the joints to transfer 
the loads from one tube to the next
• Two examples showed that optimal bicycle frames with very good 
characteristics can be designed in an efficient way for different rider specific 
demands. Furthermore, it was shown that despite a very high-dimensional 
design space for the local shape design variables (in the examples it had 19 
dimensions) a surrogate model based on 70 experiments proofed to be 
satisfactory in terms of accuracy. The reason for this are the obstruction 
constraints that constrain the sizes of the seat and chain stay. This was 
benefitted from by using an OLH that creates feasible experiments only
Wind Turbine Blade
• Through the use of an automated simulation procedure 32 designs with 
different material settings and shear web locations could be tested
• The use of carbon-fibre leads to a significantly lighter blade than one that is 
made from glass-fibre only
• The translation of the continuous ply thicknesses obtained in the size 
optimization into multiples of available plies increased the weight by 33% 
from 1762kg to 2344 kg
• During the optimization the maximum constraint violation was eliminated 
from being close to 100% in the first iteration. This highlights the 
importance of the correct stacking sequence of laminate materials
• The final design fulfills all requirements stated in the Germanischer Lloyd 
standard
• Due to the fact that in OptiStruct the ply stacking rules are enforced for the 
global stack rather than the individual patches the rule to have a laminate 
cover of a set of +45°,-45° plies and to avoid a number of successive plies 
that have the same angle could not be satisfied. For the design to fulfill the 
requirements it has been recommended to place the woven ply oriented at
45° on the outside and to split bundles that contain more than four successive 
plies of the same orientation by inserting a ply of a different orientation
8.3. Future W ork
Surrogate Based Optimization
• The identified shortcoming in the developed procedure for the creation of 
OLHs in constrained design spaces could possibly be diminished by 
employing non-equidistant space divisions with larger spacing towards the 
constraint boundaries and vice versa
• From an engineering point of view it might be desirable to place experiments 
in the comers of the feasible region of the design space. For a 2D design 
space as in the current example this is a seemingly simple task since it is 
easy to illustrate. For more dimensions though, a search algorithm which 
finds the comer points automatically would be necessary
Structured-Wall PE Pipes
• While the results of thoroughly conducted ringstiffness tests at 23°C could be 
reproduced with an accuracy of around 10% this has still to be shown for 
different temperatures. Asset Ltd. conducted tests at different temperatures 
but here the pipes have not been stored at constant temperature for 
sufficiently long time or were tested directly after production
Carbon-fibre Mountain Bike Frames
• The paths of the seat and chain stays have been extracted from the main 
optimization and are determined in a preliminary optimization step. This step 
has been solved for an objective that requires weights for their degree of 
deviation from a straight line and for the paths' smoothness. A possible field 
for future work could be the investigation of these two weights by means of 
methods of multi-objective optimization
• While the step to extract the paths of the seat and chain stays from the main 
optimization problem was necessary for it to be solved by means of surrogate 
based optimization this step naturally impairs the final design of the frame. 
Other solutions could be thought of that do not lead to constant stay paths 
during optimization
• In the study for the design of the frame's joints the maximum mass has been 
chosen very low. A value closer to existing frames could possibly yield a 
higher SGI
Wind Turbine Blade
• The translation of the continuous ply thicknesses obtained in the size 
optimization into multiples of available plies increased the weight by 33%. 
This result could be improved by performing size optimizations which are 
based on discrete ply thicknesses. This is offered in the so called 'ply-based- 
laminate-modeling' and 'ply-based-optimization' which has been introduced 
with the launch of OptiStruct 9.0
• While the sectioning of the blade into rectangular sections was necessary for 
testing different material settings a free size optimization could lead to 
patterns of different shape and to an ultimately better design. Hence, solving 
the size optimization by using the 'ply-based-optimization' procedure is 
another field of possible future work
• The recommendations for the amendments of the final ply stacking to obtain 
a design that fulfills the stacking rules will result in a heavier blade. The 
development of another way of incorporating these rules in the ply stacking 
optimization is another interesting field to extend the work that has been 
done
• The approach to minimize the difference between the lamination parameters 
in the size optimization and in the ply stacking optimization means that no 
FE simulations need to be performed in the latter. Hence this optimization 
step becomes very efficient and is an interesting field for possible future 
work
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Appendix A - Surrogate Based Optimization
This  append ix  con tains  the plots for the ben ch m ark  p rob lem s w hich  w ere  so lved  in 
C hap ter  3 in o rder  to test and validate  the deve loped  f ram ew o rk  for su rroga te  based  
optim iza tion .
Figure A - l  th rough  F igure  A -5  show  the plots o f  the surrogate  m odels  ap p ro x im a tin g  
the R astrig in  function. T h e  plots are based  on 100x100 poin ts  that w ere o b ta ined  from  
the eva lua tion  o f  the co rrespond ing  Kriging m odel.  F igure  A -6 through  F igu re  A - 10 
show  the c ross-va lida tion  plots ob ta ined  for the accep ted  K rig ing  m odels.
F igure A - l  1 th rough  F igure  A - 15 show  the plots o f  the surrogate  m odels  ap p rox im a ting  
the Sphere function. T he  plots  are based  on 100x100 points  that w ere ob ta ined  from  the 
eva lua tion  o f  the co r respond ing  K riging m odel. F igure A - 16 through F igure A -2 0  show  
the cross-validation  plots ob ta ined  for the accep ted  K rig ing  m odels .
Figure A-21 through  F igure  A -27  show  the plots o f  the surrogate  m odels  ap p ro x im a tin g  
the g08 function. T h e  plots are based  on 100x100 points  that were obta ined  from  the 
eva lua tion  o f  the co r respond ing  K riging m odel. F igure  A -28  th rough  F igure A -3 4  show  
the cross-validation  plots ob ta ined  for the accep ted  K rig ing  m odels .
Rastrigin Function
Figure A - l : Rastrigin function plotted from Kriging interpolation based on 40  experiments.
Figure A-2: Rastrigin function plotted from Kriging interpolation based on 80 experiments.
Figure A-3: Rastrigin function plotted from Kriging interpolation based on 120 experiments.
Ii;j
Figure A -4: Rastrigin function plotted from Kriging interpolation based on 180 experiments.
Figure A-5: Rastrigin function plotted from Kriging interpolation based on 400 experiments.
Figure A-6: Cross-validation 
of Kriging model 
approximating the Rastrigin 
function The number of 
experiments is 40.
Figure A-7: Cross-validation 
of Kriging model 
approximating the Rastrigin 
function The number of 
experiments is 80.
Figure A-8: Cross-validation 
of Kriging model 
approximating the Rastrigin 
function The number of 
experiments is 120.
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Figure A-9: Cross-validation of Kriging model 
approximating the Rastrigin function The 
number of experiments is 180.
Figure A -10: Cross-validation of Kriging 
model approximating the Rastrigin function 
The number of experiments is 400.
Sphere Function
Figure A-l 1: Sphere function plotted from Kriging interpolation based on 40 experiments.
Figure A - 12: Sphere function plotted from Kriging interpolation based on 80 experiments.
Figure A-l 3: Sphere function plotted from Kriging interpolation based on 120 experiments.
Figure A -14: Sphere function plotted from Kriging interpolation based on 180 experiments.
I
Figure A - 15: Sphere function plotted from Kriging interpolation based on 400 experiments.
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Figure A -16: Cross-validation Figure A -17: Cross-validation Figure A - l 8: Cross-validation 
of Kriging model of Kriging model of Kriging model
approximating the sphere 
function The number of 
experiments is 80.
approximating the sphere 
function The number of 
experiments is 40.
approximating the sphere 
function The number of 
experiments is 120.
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Figure A -19: Cross-validation of Kriging Figure A-20: Cross-validation of Kriging
model approximating the sphere function The model approximating the sphere function The
number of experiments is 180. number of experiments is 400.
g()8Function
Figure A -21: g08 function plotted from Kriging interpolation based on 20 experiments created
in the feasible region only.
Figure A-22: g08 function plotted from Kriging interpolation based on 40 experiments created
in the feasible region only.
Figure A-23: g08 function plotted from Kriging interpolation based on 60 experiments created
in the feasible region only.
Figure A-24: g08 function plotted from Kriging interpolation based on 40 experiments created
in the entire design space.
Figure A-25: g08 function plotted from Kriging interpolation based on 80 experiments created
in the entire design space.
Figure A-26: g08 function plotted from Kriging interpolation based on 180 experiments created
in the entire design space.
Figure A-27: g08 function plotted from Kriging interpolation based on 400 experiments created
in the entire design space.
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Figure A-28: Cross-validation 
of Kriging model 
approximating the g08 
function The number of 
experiments is 20. All 
experiments are feasible.
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Figure A-29: Cross-validation 
of Kriging model 
approximating the g08 
function The number of 
experiments is 40. All 
experiments are feasible.
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Figure A-30: Cross-validation 
of Kriging model 
approximating the g08 
function The number of 
experiments is 60. All 
experiments are feasible.
Figure A-31: Cross-validation of Kriging 
model approximating the g08 function The 
number of experiments is 40. Experiments are 
spread over the entire design space.
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Figure A-33; Cross-validation of Kriging 
model approximating the g08 function The 
number of experiments is 180. Experiments 
are spread over the entire design space.
Figure A-32: Cross-validation of Kriging 
model approximating the g08 function The 
number of experiments is 80. Experiments 
are spread over the entire design space.
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Figure A-34: Cross-validation of Kriging 
model approximating the g08 function The 
number of experiments is 400. Experiments 
are spread over the entire design space.
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Appendix B -  Structured-Wall PE Pipes
This appendix contains the material data plots for the material used by Asset Ltd. In 
Chapter 5 only the data for the material used by KWH Ltd. was shown. Figure B -l 
through Figure B-6 show the data from the tension tests and Figure B-7 and Figure B-8 
from the DMT A tests.
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Figure B-l: Asset material. Stress plotted against strain for various strain rates (loss tangents)
obtained from tension tests.
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Figure B-2: Asset material. E-modulus plotted against strain for various strain rates (loss
tangents) obtained from tension tests.
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Figure B-3: Asset material. Stress plotted against strain for various temperatures (loss tangents)
obtained from tension tests.
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Figure B-4: Asset material. E-modulus plotted against strain for various temperatures (loss
tangents) obtained from tension tests.
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Figure B-5: Asset material. facievei plotted against strain for various strain rates (loss tangents)
obtained from tension tests.
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Figure B-6: Asset material. facievei plotted against strain for various temperatures (loss tangents)
obtained from tension tests.
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Figure B-7: Asset material. Storage modulus E’ plotted against temperature for various 
frequencies obtained from DMTA tests.
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Figure B-8: Asset material. Loss tangent tan 8 plotted against temperature for various 
frequencies obtained from DMTA tests.
Appendix C -  Carbon-fibre Mountain Bike Frames
This appendix contains additional data corresponding to the design of carbon-fibre 
competition bicycle frames discussed in Chapter 6.
Table C -l shows the actual OLH used in Example 1 and 2 for the creation of the 
Kriging model. The potential energy is 0.1755 and the space division vector is n p iv =  
[140 ... 140]. The corresponding fractions between 0 and 1 are given in Table C-2
and the local shape parameters resulting from the fractions can be found in Table C-3. 
The fractions interpolate between the maximum and minimum dimensions of the local 
shape parameters. In the tables, TT stands for top tube, DT for down tube, ST for seat 
tube, SS for seat stay and CS for chain stay.
70 experiments were conducted for each example. The two experiments in Example 1 
that led to the highest and lowest sum of rigidities were Experiments 7 and 34, 
respectively. The corresponding frame geometries are shown in Figure C -l and Figure 
C-2. The two experiments in Example 2 that led to the lowest and highest mass were 
Experiments 39 and 60, respectively. The corresponding frame geometries are shown in 
Figure C-3 and Figure C-4.
The development of the sum of rigidities and the frame's mass for the two experiments 
in Example 1 is shown in Figure C-5. For Example 2 it can be found in Figure C-6.
Table  C - l : O LH  used for the creation of  the Kriging model in Example 1 and 2.
TT TT DT DT ST ST SS SS SS SS SS SS CS CS CS CS CS CS CS
A B A B A B A A A A B B A A A A A B B
1 1 1 1 1 1 1 2 3 4 1 2 1 2 3 4 5 1 2
1 9 36 8 24 10 16 87 35 128 69 32 3 81 33 89 14 17 46 14
2 13 5 1 17 59 2 59 71 56 86 51 34 11 29 77 110 34 48 24
3 56 43 20 11 24 12 130 52 22 122 14 33 7 71 84 37 18 25 18
4 10 32 2 19 19 56 26 22 60 107 33 39 133 16 130 78 67 36 60
S 54 22 5 64 21 34 134 47 72 56 37 4 15 4 13 27 49 55 51
6 28 40 34 37 18 46 56 9 3 36 12 22 135 36 34 1 3 64 42
7 41 12 59 58 38 48 94 44 103 27 19 10 96 47 8 62 121 3 62
8 8 10 17 S9 65 70 63 77 5 63 30 38 38 73 41 86 108 63 35
9 51 63 32 57 S3 6S 5 84 37 90 45 4o 31 21 35 112 65 59 64
10 29 38 18 53 58 3 75 8 11 26 62 19 56 53 72 09 123 2 10
11 39 11 55 41 67 40 85 60 25 1 so 55 111 IS 75 131 22 58 48
12 64 34 56 25 8 55 13 108 52 49 24 26 19 85 119 29 119 29 45
13 58 51 24 32 04 9 118 28 55 60 53 30 129 44 28 111 6 40 12
14 20 27 67 4 20 23 IS 59 117 58 17 48 20 13 24 124 16 37 28
IS S3 35 0 61 42 47 107 65 20 116 48 20 101 so 135 45 70 11 59
16 46 21 22 8 55 58 36 80 96 32 5 5 80 12 63 118 40 12 20
17 55 64 47 18 6 22 111 39 9 25 04 42 40 8 54 5 14 27 46
IS 4 13 66 62 45 45 68 19 76 19 15 3 57 28 138 89 76 50 44
19 35 47 27 52 28 29 3 15 7 15 22 65 6 23 31 130 41 28 7
20 18 62 44 45 14 5 77 IS 24 2 10 31 43 04 120 42 44 4 54
21 14 57 28 66 1 8 83 66 84 84 35 40 78 66 6 10 104 10 41
22 00 13 21 65 11 25 9 21 0 112 31 29 59 19 69 87 107 53 19
23 68 58 57 51 41 15 38 45 100 73 57 45 84 10 136 97 42 1 47
24 03 49 7 40 34 38 57 69 82 14 9 41 39 91 4 S3 5 54 3
2S 57 30 30 69 33 44 SO 75 79 51 7 62 5 14 125 12 12 18 29
26 26 09 62 47 12 21 20 105 28 44 11 36 34 2 101 55 98 02 34
27 61 19 46 33 52 14 139 70 13 0 3 15 25 41 57 51 118 35 25
28 17 26 25 70 29 68 48 92 38 38 46 14 73 6 19 35 23 14 8
29 52 55 39 34 47 7 126 27 114 65 36 57 13 30 67 57 110 65 08
30 45 66 37 7 61 17 10 46 112 12 60 44 SI 55 68 106 79 34 6
31 32 20 43 14 69 09 So 62 36 4 40 S8 30 61 26 19 7 6 37
32 47 25 29 9 57 41 95 61 31 110 69 35 109 69 9 34 124 43 61
33 43 41 19 68 20 3o 49 37 57 7 63 2 24 56 108 134 11 38 39
34 2 39 3 46 44 37 96 38 51 5 70 63 65 34 76 11 26 49 63
3S 69 9 36 28 51 27 24 25 54 127 29 21 1 78 56 48 24 19 67
36 50 3 38 3 22 19 30 17 8 8 42 24 75 70 12 121 58 24 58
37 42 54 9 26 39 63 122 56 12 34 1 64 S3 46 134 73 69 44 23
38 25 48 42 6? 13 52 138 12 26 42 47 51 119 31 00 115 63 9 13
39 31 8 4 20 32 54 4 7 70 17 4 23 18 25 55 32 128 51 36
40 19 33 70 21 68 49 131 26 87 104 58 18 32 9 73 70 2 31 40
41 11 16 13 27 23 43 25 74 139 22 44 50 14 60 99 67 62 16 70
42 12 37 69 12 5 51 106 41 10 11 54 7 36 58 25 80 45 56 30
43 22 28 58 16 54 50 7 73 40 48 66 9 117 40 107 36 109 47 11
44 59 14 40 2 10 04 109 6? 39 111 38 37 00 18 45 58 102 67 9
45 6 42 48 56 36 39 32 23 33 137 34 70 44 65 109 54 1 39 56
46 48 44 23 43 62 0 1 109 46 23 28 lo 121 39 S3 28 36 21 65
47 34 S3 11 48 60 4 40 49 83 60 13 11 100 54 106 60 125 70 32
48 37 52 12 1 9 13 lo 24 18 55 61 49 74 57 85 82 64 68 55
49 21 67 33 35 31 01 14 2 133 61 49 27 49 89 16 33 4 41 43
SO 15 2 35 42 49 26 84 63 1 132 8 47 103 7 32 31 57 15 50
SI 5 7 49 31 7 30 112 51 63 02 43 52 23 35 110 56 133 20 2
52 3 45 41 5 50 31 91 5 43 70 16 66 35 68 30 74 131 13 49
S3 65 17 so 38 3 32 58 82 64 88 59 08 52 49 10 92 31 8 26
54 40 61 10 IS 15 S3 11 81 44 81 55 59 so 24 46 4 120 17 17
SS 1 70 20 13 70 33 51 87 47 53 23 25 29 3 > 22 33 42 33
56 62 6 14 22 43 24 82 1 110 45 52 61 45 5 121 30 81 22 5
57 67 56 52 30 37 67 52 30 94 13 26 67 104 1 40 26 110 20 S3
58 70 23 51 55 63 59 54 31 92 59 41 28 48 77 104 0 10 69 31
59 44 68 65 60 66 42 72 14 S3 89 18 32 85 26 3 64 132 52 21
60 00 05 68 29 30 62 97 43 29 80 20 1 76 67 86 122 28 33 27
61 33 60 15 23 17 60 74 3 66 75 21 6 16 17 33 99 86 5 69
62 7 40 61 10 25 11 27 72 42 113 25 13 122 43 58 00 52 7 15
63 36 29 63 0 40 28 88 50 So 64 6 O0 134 37 132 44 55 06 38
64 49 1 60 50 27 1 28 85 59 3 68 43 64 22 44 41 91 57 52
6 S 38 15 16 36 4 20 140 32 97 40 27 54 114 38 23 102 59 45 66
66 23 24 64 44 35 35 34 10 32 91 67 12 2 11 65 9 137 30 57
67 16 50 54 63 48 10 89 40 41 108 56 53 17 75 47 24 61 60 1
68 24 31 45 49 2 06 43 57 113 46 39 69 115 51 17 91 73 61 16
69 30 59 31 39 46 57 123 54 115 10 65 17 22 79 81 38 138 32 22
70 27 4 S3 54 56 18 12 10 7S 20 2 56 82 59 49 23 72 23 4
Table C-2: Fractions resulting from the OLH.
IT TT DT DT ST ST SS SS SS SS SS SS CS CS CS CS CS CS CS
A B A B A B A A A A B B A A A A A B B
J 1 1 1 1 1 1 -» 3 4 1 2 1 2 3 4 5 1 2
1 0.06 025 0.05 017 0.06 0.11 0.62 024 0.91 0.49 032 001 0.58 033 0.03 0.09 0.12 0.32 0.09
2 009 003 000 0 12 042 001 042 0 50 040 061 036 034 0 07 020 055 0 78 024 034 0 1 7
3 0.40 030 014 007 017 0.08 0.93 037 0.15 0.87 0.09 0.23 004 0.50 0.60 0.26 0.12 0.17 0.12
4 006 0.22 001 013 0.13 040 018 015 042 076 033 037 0 95 O il 0.93 0 55 047 035 042
5 0.38 0.15 0.03 045 014 024 0.96 033 0.51 0.40 0.26 002 0.10 0.02 0.09 019 0.35 0-39 0.36
6 0.19 0.28 024 026 0.12 0.32 0.40 006 0.01 0.25 0.05 0.15 0.96 0.25 0.24 0.00 0.01 0.45 039
7 0.29 008 042 0.41 037 0.34 0.67 0.31 0.73 0.19 013 006 065 0.33 0.05 0.44 056 0.01 0.44
1! 0.05 006 012 042 046 0.50 0.45 0.55 0.03 0.45 0.21 037 037 0.52 0.29 0.61 0 77 0.45 0.24
9 0 36 0.45 022 040 037 0 46 0.03 060 026 064 0.32 0 32 032 0.14 024 0 50 040 042 045
10 0.20 027 012 037 0.41 0.01 0.53 005 0.07 0.15 0.44 0.13 0.40 0.37 0.51 0.49 0 58 0.01 0.06
11 027 0-07 0.39 039 0.47 028 0.60 0.42 0.17 Q.QO 0-35 0.39 0.79 0.10 0.53 094 0.15 0.41 0.34
12 045 024 040 0 17 005 039 009 0 77 0.37 0.35 017 0 18 013 060 085 030 055 020 032
13 0.41 036 0-17 022 0.45 0.06 0.84 0.19 0.39 047 0.37 031 0 92 031 0 19 0 79 004 038 0.08
14 0.14 0.19 0.47 0.02 0-14 0.16 0-12 042 083 0.41 0.12 034 0-14 0.09 0.17 0 55 O il 036 0.19
15 0.37 024 004 0.43 0.29 033 0.76 0-46 014 0-53 0.34 0.14 0.72 0.35 096 0 32 0.50 0.07 0.42
10 0.32 0.14 0.15 005 039 0.41 035 057 065 0.22 0.03 0.03 0-57 0.05 0-45 054 035 005 0-14
17 0 39 0.45 033 0 12 004 015 0 79 027 006 0 17 045 0 29 0 28 0 05 0 35 0 03 009 0 19 032
IS 0.02 0.12 0.47 0.44 032 032 0.45 013 054 0.13 0.10 0.05 0.40 0.19 0.99 063 054 0-35 0.31
10 024 033 019 037 019 030 001 0 10 0.04 0.10 0 15 0 46 0 04 016 0.22 0 93 0 29 019 004
20 0.12 0.44 031 0.32 0.09 003 0.55 0 12 017 0.01 006 022 0.30 045 0-56 039 031 0.02 0.36
21 0.09 0.40 0.19 0.47 0.00 0.05 0.59 0 47 0.60 0.60 034 0.28 0.55 0.47 0.04 006 0.74 0.00 039
22 0.47 0.09 014 046 007 0.17 0.06 0.14 0.04 0.50 032 030 0.42 0-13 0.49 0.62 0.76 0.37 0.13
23 0.48 0.41 0.40 036 0.29 0.10 0.27 0.32 0.71 052 0.40 032 060 006 097 069 039 0.00 0.33
24 045 0.35 004 0 28 024 0.27 040 0 49 058 0.09 006 0 29 0 27 065 002 0 37 0 03 0 35 001
2? 0.40 021 021 049 023 031 035 053 0.56 0.36 004 0.44 0 03 009 0-89 0 05 008 0.12 0.20
26 018 049 0 44 033 008 014 014 0 75 0 19 0 31 007 035 0 24 001 0 72 0 39 0 70 044 024
27 0.43 0.13 032 023 037 009 0.99 050 0.09 0.04 0.01 0 10 0.17 039 0 40 036 0 84 034 0.17
21 0 12 018 0 17 0 50 0 20 0 48 034 0 65 027 027 0 32 009 0 52 0 04 0 13 0 24 0 16 009 0 05
29 0.37 0.39 0.27 0.24 0.33 004 0.90 0.19 0 81 0.46 035 0 40 009 031 0.47 0.40 0.53 0.40 0.45
30 0.32 0.47 0.26 004 0.43 0 12 006 032 080 0.08 0.42 031 0 36 039 0.48 0.76 056 034 0.04
31 0.22 0.14 030 009 049 049 061 044 0.25 0.02 035 041 031 0.43 015 0.13 0.04 0 04 036
32 0.33 017 0.20 006 040 029 0.65 0.43 022 0.75 049 034 0-75 049 006 0.24 0 55 0.30 0.43
33 0 30 029 0 13 048 018 025 035 026 040 004 045 0 01 017 040 0.77 096 0.07 037 0.27
34 0.01 0.27 0.01 032 031 0.26 068 o r 036 0.03 0.50 0 45 0.40 034 0.54 0.07 018 0.35 0-45
35 0.49 006 025 019 036 0.19 017 0 17 0.38 0.91 030 0 14 000 0.55 0-40 0 34 0 17 0.13 0.47
36 035 001 027 001 015 0.13 0.21 0 12 005 005 039 0 17 0.53 0 50 0 08 0 56 0 41 0 17 041
37 029 0.38 0.06 0.15 037 0.45 087 040 008 034 0.00 0.45 0.37 0.32 0.96 0.52 0.49 0.31 0.16
38 0 17 0.34 0.29 0 47 009 037 099 0 05 0.15 039 0.33 0 36 085 032 0.42 0 52 0.45 006 0.09
39 0.22 0 05 0.02 0.14 0.22 038 0.02 004 0.50 0.12 002 0.16 0.12 0 17 0.39 032 0 91 036 035
40 013 0.23 0.50 0 14 048 0.35 0.94 0 15 062 0 74 0-41 0 12 032 006 0.52 0 50 001 032 035
41 0.07 0.11 009 0.19 0.16 030 0-17 0.53 0.99 0.15 0.31 0.35 0.09 0.42 0.71 0-47 0.44 0.11 0.50
42 008 0.26 0.49 005 0.03 036 0.76 039 0.06 0.07 0.38 004 0.25 0.41 017 0.57 0.32 0.40 031
43 0.15 0.19 0.41 Oil 038 0.35 0-04 0.52 0.28 034 0.47 006 0.53 035 0.76 035 0 78 0.33 0.07
44 0.42 009 0 28 001 0.11 0 45 0.78 047 037 0.79 037 0 26 0 42 0 12 0 32 041 0 73 0 47 006
45 0.04 029 0.34 040 0.25 037 032 0.16 033 0.95 034 0.50 0-31 0.40 0.78 038 0.00 037 0.40
46 0.34 031 0.16 0.30 0.44 0.04 0.00 0.78 0.32 0.16 0.19 0.11 0 56 037 0.37 0.19 0.25 0.14 0.46
47 0.24 037 007 034 042 0.02 0.32 035 059 0.42 009 0 07 0.71 038 0.76 0 42 0 89 0.50 032
48 0.26 037 0.08 0 00 006 009 0.11 0.17 012 039 0.43 035 0.53 0.40 060 055 0.45 0 48 0.39
49 014 0.47 023 024 0.22 0-43 0.09 0.01 0.95 0.43 035 0 19 035 0-63 0.11 033 0.02 0.29 0.30
50 0.10 0.01 0-24 029 035 0.18 060 0.45 0.00 0.94 0.05 0.33 0-73 0.04 032 0.22 0.40 0.10 0.35
51 0.03 0.04 0.35 0.22 0.04 021 0.80 036 0.45 0.44 0-30 0.37 016 0.24 0.78 0.40 0.95 0.18 0.01
52 0.01 032 029 0.03 0.35 022 0.65 0.03 0.30 0.50 O il 0.47 0.24 0.48 0.21 0.53 0 94 0.09 0-35
53 0.46 0.12 0.35 037 0.01 022 0.41 0.58 0.45 0.63 0.42 0.48 0.37 0.35 0.06 0.65 0.22 0.05 0.18
54 028 0.43 0.06 0.10 0.10 0.37 0.07 058 0.31 0.58 0.39 0.42 0.35 0.17 0.32 0.02 0.86 0.12 0.12
55 0.00 0.50 0.15 0.09 0.50 023 0.36 0.62 0.33 0.37 0.16 0.17 0.20 0.01 0.01 0.15 0.23 0.29 0.23
56 044 0.04 009 0.15 030 0.17 0.58 000 0 78 0.32 0.37 043 0 32 0.03 0.86 021 0 58 0.15 0.03
57 0.47 0.40 0.37 0.21 0.26 0.47 0.37 021 0.67 0.09 0.18 0 47 0.74 0.00 038 0.18 0.78 0.14 0.37
58 0.50 0.16 0.36 039 0.45 0.42 0.38 0.22 0.65 0.42 0.29 0.19 0.34 0.55 0.74 004 0.06 0.49 032
59 0.31 0.45 0.46 0.42 047 039 0.51 0.09 0.37 0.63 0.12 032 060 0.18 0.01 0.45 0.94 0.37 0.14
60 0.42 0 46 048 020 0.21 044 0 69 0 30 0 20 0.57 0.14 000 0 54 047 061 0 57 0.19 033 0.19
61 023 0.42 0.10 0 16 0.12 0.42 0.53 0.01 0.47 0.53 0.14 004 O il 0.12 0.23 0.71 0.61 0.03 0.49
62 0.04 0.32 0.43 0 06 017 0.07 0.19 0.51 039 051 0.17 009 0 57 0.30 0.41 0.47 0.37 0.04 0.10
63 025 020 0.45 004 028 019 0 63 0.35 061 0 45 0 04 0 42 096 026 0 94 0 31 0 39 0 47 037
64 0.35 0.00 0.42 0.35 0.19 000 0.19 0.60 0.42 0.01 048 030 0.45 0.15 0.31 039 0.65 0.40 0.37
65 0.27 0.10 O il 0.25 0.02 0.14 1.00 0.22 0.69 0.28 0.19 0 38 0 51 0.27 0.16 0.73 0.42 0.32 0.47
66 0.16 0.17 0.45 0.31 0.24 0.24 0.24 O il 0.22 065 0.47 0 08 001 007 0.40 0 06 0 98 031 0.40
67 Oil 0.35 038 0.45 0.34 0.06 0.63 0 28 0.29 0.77 0.40 0.37 0.12 0.53 0.33 0 17 0.43 0.42 0.00
68 0.17 0.22 0.32 0.35 0.01 0.47 0.30 0.40 0 51 0.32 037 0.49 0 82 0.36 0.12 0.65 0.52 0.43 0.11
69 021 0.42 0.22 0.27 032 0.40 088 0 38 082 0.06 0.46 0 12 0.15 0.56 0.58 0.27 099 0.22 0.15
70 0.19 0.02 037 0.38 0.40 0.12 008 006 0.53 0.14 0.01 0.40 0.55 0.42 035 0 16 0.51 0.16 0.02
Table  C-3: Actual design variable values in mm.
TT TT DT DT ST ST SS SS SS SS SS SS CS CS CS CS CS CS CS
A B A B A B A A A A B B A A A A A B B
1 1 1 1 1 1 1 2 3 4 1 2 1 2 3 4 5 1 2
1 15.6 24.5 15.5 23.7 17.1 17.4 10.7 5.4 14.8 8 3 5.2 10.1 5.2 10.9 3.3 3.6 9.9 6.4
2 15.9 22.3 15.0 23.2 20.0 16.0 7.8 9.1 7.5 10.6 10.4 8 6 3.0 4.8 9.7 13.0 5.3 10.1 7.5
3 19 0 25.0 16.4 22.7 17.9 17.2 15.0 7.1 4.1 14.2 0.4 8.5 2.6 9.1 10.4 5.0 3.7 7.6 0.8
4 15.6 24.2 15.1 23.3 17.6 199 4.5 4.1 7.9 12.7 8 5 9.1 15.3 3.5 15.0 9 8 8 6 8 8 11 4
5 18.8 23.5 15.3 26.5 17.7 18.5 15.4 0.0 9.2 7.5 8.9 5.3 3.4 2.3 3.2 4.6 0.8 10.8 10.4
6 16.9 24.8 17.4 24.6 17.5 19.3 7.5 2.8 2.2 6.2 7.3 15.5 5.5 5.3 2.0 2.2 11.8 9.4
7 17.9 22.8 19.2 26.1 18.8 19.4 11.4 6.3 12.3 0.9 0.0 11.6 6.6 2.7 8.1 14.1 5.2 11.6
8 15.5 22.6 16.2 26.2 20.4 20.7 8.2 9.7 2.4 8.1 9.0 5.7 9.3 6.0 10.6 12.8 11.7 8.7
9 18 6 26.5 17.2 26.0 19.7 20.4 2.4 10.4 5.0 11.0 9 7 9 9 5.0 4.0 5.4 13.2 8.4 11.3 11 8
10 17.0 24.7 16.2 25.7 20.0 16.0 9.5 2.7 3.0 4.5 11.6 0.9 7.5 7.2 9.2 8.8 14.3 5.1 6.0
11 17.7 22.7 18.9 24.9 20.5 18.9 10.5 7.9 4.4 2.0 10.3 10.8 13.1 3.4 9.5 15.1 4.1 11.2 10.1
12 195 2 44 19.0 23.7 1 69 19 8 3.2 12.8 7.1 7.5 7.7 3.8 10.5 13.9 4.8 13 9 8.0 9.7
13 19.1 25.0 16.7 24.2 20.4 17.0 13.8 4.7 7.4 10.O 8.1 14.9 6.3 4.7 13.1 2.5 9.2 6.2
14 16.4 23.9 19.7 22.2 17.7 17.8 3.7 7.8 13.7 7.7 0.7 10.1 3.9 3.2 4.3 14.4 3.5 8.9 7.9
IS 18.7 24.4 15.4 26.3 19.0 19.3 12.7 8.4 3.9 13.6 10.1 7.1 12.1 6.9 15.5 0.4 8.9 6.1 11.3
16 18.2 23.4 16.5 22.5 19.8 20.0 5.5 10.0 11.6 5.1 5.4 5.4 10.0 3.1 8.2 13 8 5.9 6.2 7.1
17 18 9 26.5 18.3 23.2 16.8 17.8 13.1 5.8 2.8 4.4 11.8 9.4 5.9 2.7 7.3 2.4 3.3 7.8 9 9
18 15.2 23.2 19.7 26.4 19.2 19.2 8.7 3.8 9.6 3.8 0.5 5.8 7.0 4.7 15.8 10.9 9.0 10.3 9.0
19 174 25 3 16.9 25.7 18.2 18.2 2.2 3.4 2.6 3.4 7.3 119 2.5 4.2 5.0 15 0 6.0 7.9 5 6
20 10.2 26.4 18.1 25.2 17.3 16.7 9.7 3.7 4.3 2.1 O.O 8.2 6.2 8.3 14.0 6.1 0.3 5.3 10.7
21 15.9 26.0 16.9 26.7 16.5 16.9 10.3 8 5 10.4 10.4 8.7 9.2 9.8 8.5 2.5 2.9 12.4 6.0 9.3
22 19.7 22 9 16.4 26.6 17.1 18.0 2.8 4.0 2.5 13.2 8.2 8.0 7.8 3.8 8.8 10.7 12.7 10.O 6.9
23 19 8 26.1 19.0 25.6 18.9 17.4 5.7 6.4 12.0 9.3 11.0 9.7 10.4 2.9 15.6 11.7 6.1 5.0 10.0
24 19.5 25.5 15.4 24.8 18.5 18.8 7.6 8.8 10.2 3.3 5.9 9.3 5.8 11.1 2.3 7.2 2.4 10.7 5.2
25 19.0 24.1 17.1 26.9 18.5 19.1 6.9 9.5 9.9 5.6 11.6 2.4 3.3 14.5 3.1 3.1 6.8 8.0
26 16 8 26 9 19.4 25.3 17.2 17.7 3.9 12.5 4.7 0 3 6.1 8 8 5.3 2.1 12.1 7.4 118 116 8 6
27 19.3 23.3 18.2 24.3 19.0 17.3 15.9 8.9 3.2 2.5 5.2 6.5 4.4 0.0 7.6 7.0 13.8 8.7 7.6
28 16.2 23 8 16.7 27.0 18.2 20.6 6.7 11.2 5.7 S.7 9.9 6.4 9.3 2.5 3.8 5.4 4.2 6.4 5.8
29 18.7 25.9 17.7 24.4 19.3 16.9 14.6 4.0 13.4 8.8 11.0 3.2 4.9 8.6 7.0 13.0 11.9 12.2
30 18.2 26.7 17.6 22.4 20.2 17.5 2.9 6.5 13.2 3.1 11.4 9.6 7.0 7.4 8.7 12.6 9.9 8.6 5.5
31 17.2 23.4 18.0 22.9 20.7 20.7 10.O 8.1 5.5 2.3 9.2 11.2 4.9 8.0 4.5 3.8 2.0 5.5 8.9
32 18.3 23.7 17.0 22.6 19.9 18.9 11.5 8.0 5.0 13.0 12.3 8.7 12.9 8.8 2.8 5.3 14.4 9.5 11.5
33 18.0 2 4 9 16.3 26 8 18.0 18 6 6.8 5.6 7.6 2.6 11.7 5,1 4.3 7.5 12.8 15.4 3.0 9.0 9.1
34 15.1 24.7 15.1 25.2 19.1 18.7 11.6 5.7 7.0 2.4 12.4 11.7 8.4 5.3 9.6 3.0 4.5 10.2 11.7
3S 19.9 22.0 17.5 23.9 19.0 18.1 4.3 4.4 7.3 14.7 8.0 7.2 2.0 9.8 7.5 6.7 4.3 0.9 12.1
36 18.5 22 1 17.7 22.1 17 8 17.0 4.9 3.6 2.7 2 7 9.4 7.5 9 5 8 9 3.1 14.1 7.7 7.5 11.2
37 17.9 25.8 15.6 23 8 18.8 20.3 14.2 7.5 3.1 5.3 5.0 11.8 7.2 6.5 15.4 9.3 8 8 9.6 7.4
38 16 7 25 4 17 9 26.7 17.2 19,6 15 8 3.1 4.5 6 1 10 0 10 4 13 9 5.0 7.9 13.5 8 2 5.9 6 3
39 17.2 22.5 15.2 23.4 18.4 19.7 2.3 2.0 8.9 3.6 5.3 7.4 3.7 4.4 7.4 5.1 14.8 10.4 8.8
40 16.3 24.3 20.0 23 4 20.6 19.4 15.1 4.5 10.7 12.4 11.2 6 8 5.1 2.8 9.3 8.9 2.1 8.2 9.2
41 15.7 23.1 15.9 23.9 17.8 19.1 4.4 9.4 15.9 4.1 9.6 10.3 3.3 7.9 11.9 8.6 8 1 6.6 12.4
42 15.8 2 4 6 19.9 22.8 16.7 19.6 12.0 0.0 2.9 10.7 5.6 5.5 7.7 4.4 10.0 6.4 10.9 8 1
43 10.5 2 3 9 19.1 23.1 19.7 19.5 2.6 9.3 5.9 12.0 5.9 13.7 5.9 12.7 5.5 12.9 10.0 6 1
44 19.2 22.9 17.8 22.1 17.4 20 4 12.9 8.6 5.8 13.1 9.0 8 9 7.9 3.7 6.4 7.7 12.2 12.1 5.9
45 15.4 24.9 18.4 26.0 18.6 18.8 5.1 4.2 5.2 IS .7 8.6 12.4 6.3 8.4 12.9 7.3 2.0 9.1 10.9
46 18.4 25.1 16.6 25.0 20.2 16.8 2.0 12.9 6.5 4.2 7.9 6.6 14.1 5.8 7.2 4.7 5.5 7.2 11.9
47 17 4 25.7 15.7 25.4 20.1 16.7 6.5 6.8 10.3 7.9 6.3 6.1 12.0 7.3 12.6 7.9 14.5 12.4 8.3
48 17.0 25.7 15.8 22.0 17.0 17.2 3.5 4.3 3.7 7.4 11.5 10.2 9.4 7.6 10.5 10.2 8.3 12.2 10.8
49 16.4 26.7 17.3 24.4 18.3 20.2 3.3 2.1 15.3 10.2 7.8 0.8 10.9 3.5 5.2 2.3 9.3 9.5
50 16.0 22.1 17.4 24.9 19.4 18.0 10.4 8.2 2.0 15.2 5.8 10.0 12.3 2.6 5.1 5.0 7.0 6.5 10.3
51 15.3 22.4 18.5 24.2 10.9 18.3 13.2 7.0 8.2 8.1 9.5 10.5 4.2 5.4 13.0 7.5 15.3 7.7 5.1
52 15.1 25.2 17.9 22.3 19.5 18.3 11.1 2.4 6.2 6.6 12.0 5.4 8.7 4.9 9.4 15.1 6.3 10.2
53 19.6 23.2 18.5 24.7 10.0 18.4 7.7 10.2 8.3 10.8 11.3 12.2 7.1 0.8 2.9 11.2 5.0 5.8 7.7
54 17.8 26.3 15.6 23.0 17.4 19.7 3.0 10.1 6.3 10.1 10.8 11.3 6.9 4.3 6.5 2.3 14.0 6.7 6.7
55 15.0 27.0 16.8 22.9 20.7 18.5 7.0 10.7 6.6 7.2 7.4 7.6 4.8 2.2 2.1 4.1 5.2 9.4 8.5
56 19.4 22.4 15.9 23.5 19 1 17.9 10.2 2.0 13.0 6.4 10 5 11.5 0.4 2.4 14.1 4.9 10.1 7.3 5.4
57 19.7 26 0 18.7 24.1 18.7 20.5 7.1 4.9 11.4 3.2 7.7 12.1 12.4 2.0 5.9 4.5 13.0 7.1 10.6
58
OOr-t 23 6 13.0 25.9 20.3 20.0 7.3 5.0 11.2 9.3 7.9 6.7 9.7 12.4 2.5 2.9 12.3 8.2
59 18.1 26.8 19.6 26.2 20.5 19.0 9.2 3.3 7.2 10.9 6 8 8.3 10.5 4.5 2.2 8.3 15.2 10.5 7.2
60 19.2 26.0 19.8 24.0 18 3 20.2 11.7 6.2 4.8 7.1 5.0 9.6 8.6 10.6 142 4.7 8 5 7.8
61 17.3 26.2 16.0 23.6 17.5 20.1 9.4 2.2 8.5 7.2 5.5 3.5 3.6 5.2 11.9 10.6 5.4 12.3
62 15.4 25.2 19.3 22.0 13.0 17.1 4.0 9.2 6.1 13.3 7.6 6.3 14.2 6.2 7.7 8.5 7.1 5.0 6.5
63 17.5 24.0 19.5 22.4 18.9 18.2 10.8 6.9 10.6 8.3 5.5 11.4 15.4 5.6 15.2 6.3 7.4 12.0 9.0
64 18.5 22.0 19.2 25.5 18.1 16.5 4.7 10.5 7.8 2.2 12.2 9.5 8.3 4.1 6.3 6.0 11.1 11.0 10.5
65 17.7 23.0 16.1 24.5 16.7 17.7 16.0 5.1 11.7 7.8 10.7 13.4 5.7 4.2 12.2 7.8 9.7 12.0
66 16.6 23.7 19.5 25.1 13.0 18.6 5.3 3.5 5.1 11.1 12.1 6.2 2.1 3.0 8.4 2.8 15.7 8.1 11.0
67 16.1 25.5 18.8 20.5 19.4 17.1 10.9 5.9 0.0 10.9 10.6 3.6 9.5 6.6 4.3 8.0 11.4 5.0
68 10.7 24.2 18.2 25.5 16.6 20.5 6.2 7.6 13.3 6.5 9.1 12.3 13.5 7.0 3.6 11.1 9.3 11.5 6.6
69 17.1 20.2 17.2 24.7 19.3 19.9 14.3 7.3 13.5 2.9 11.9 6.7 4.1 9.9 10.1 5.7 15.8 8.3 7.3
70 16.9 22.2 18.7 25.8 19.9 17.5 3.1 2.9 9.5 5.1 10.9 10.2 7.8 0.8 4.2 9.2 7.4 5.3
t u  t n n i - j c  i v i u u n iu i u  n i K t  i lutnc-a
Figure C - l : Frame geometry for experiment 7 in Example 1.
Figure C-2: Frame geometry for experiment 34 in Example 1.
Figure C-3: Frame geometry for experiment 39 in Example 2.
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Figure C-4: Frame geometry for experiment 60 in Example 3.
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Figure C-5: Example 1, experiments 7 and 34. Development of the sum of rigidities and the
mass throughout the optimization.
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Figure C-6: Example 2, experiments 39 and 60. Development of the sum of rigidities and the
mass throughout the optimization.
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