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Abstract
Small animal Single Photon Emission Computed Tomography (SPECT) has been
an invaluable asset in biomedical science since this non-invasive imaging technique
allows the longitudinal studies of animal models of human diseases. However, the
image degradation caused by non-stationary collimator-detector response and single
photon emitting nature of SPECT makes it difficult to provide a quantitative measure
of 3D radio-pharmaceutical distribution inside the patient. Moreover, this problem
exacerbates when an intra-peritoneal X-ray contrast agent is injected into a mouse
for low-energy radiotracers.
In this dissertation, we design and develop a complete computational framework
for the entire SPECT scan procedure from the radio-pharmaceutical injection, image
acquisition, attenuation and scatter correction, and to the image reconstruction.
Using this framework, we solve several challenging problems in small animal SPECT
imaging. In particular, we perform an in-depth analysis of photon attenuation and
scatter in small SPECT imaging and evaluate the performance of correction methods
under various imaging circumstances in terms of image quality and computational
complexity. Furthermore, we propose various techniques to accelerate correction
methods using computational accelerators.

This research also implements and

validates a solution for solving the cross-talk contamination problem in I-123 and
I-125 by using the ratio of detected low and high energy I-123 activity to separate
the mixed low energy I-123 and I-125 activities using our simulation framework.
Iterative reconstruction methods produce an accurate image using an accurate system

v

matrix model of the image acquisition process at the expense of computational time.
This research examines and proposes various techniques for accelerating the analytic
system matrix generation for 3D SPECT.
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Chapter 1
Introduction
1.1

Small Animal Imaging

Small animal imaging has proven to be an extremely valuable tool in biomedical
science because its research outcome can easily be translated into clinical imaging.
Non-invasive small animal imaging research provides valuable information through
longitudinal studies of animal models of human diseases.

For example, mice

with compromised immune systems have significantly contributed to both our
understanding of pathogenesis and preclinical investigations on drug development
(Wall et al., 2006; Franc et al., 2008). There is a wide range of imaging modalities
available for small animal imaging. We focus on Single Photon Emission Computed
Tomography (SPECT). SPECT is a type of emission tomography imaging techniques
that use a radio-tracer to visualize specific physiological information, such as blood
flow and perfusion. SPECT is the most widely used emission tomography method in
small animal imaging due to its numerous advantages such as the cost-effectiveness
and an ability to assess two different physiological functions using dual radio-tracer
(Kiessling et al., 2011).

1

Figure 1.1: General SPECT procedure
Figure 1 demonstrates the general small animal SPECT imaging procedure.
First, radio-pharmaceutical is injected into an animal body. The injected radiopharmaceutical is engineered to move and bind to specific cells. These materials
are very unstable so they will start decaying, and emit gamma ray photons in all
directions. For example,

99m

Tc, one of the most popular radio-tracers in SPECT

imaging, emits 141 keV gamma ray photons and has a half-life of 6 hours. Once
emitted, gamma ray photons will travel through the animal body, and eventually reach
the imaging detectors. In a typical SPECT setting, dual detectors will rotate around
the animal body, recording multiple projections at various angles. Once enough
projections are acquired, a 3D image of radio-tracer distribution will be reconstructed.
2

Since gamma-ray photons interact with animal tissue and detector heads, attenuation
and scatter corrections are also applied to correct for these positioning errors that
result in increased reconstructed image noise. Attenuation and scatter corrections
can be applied before or during image reconstruction stage.

Figure 1.2: Photon detection in SPECT gamma camera
One of the most unique features of SPECT is the use of collimator. A collimator
is a thick sheet of a heavy material with holes in the center. It is used to form a
2D projection image of radio-pharmaceutical distribution on the detector by selecting
gamma rays traveling in specific directions by orienting holes in specific angles. Figure
1.2 shows a parallel-hole collimator, in which all the holes are parallel to each other.
Collimators can be classified into four different types according to the energy range
of gamma rays and its sensitivity. These are LEHR(low-energy, high-resolution),
LEAP(low-energy, all-purpose), MEAP (medium-energy, all-purpose), and HEAP
(high-energy, all-purpose). Each collimator type is designed for a specific purpose and
3

has a different resolution and sensitivity. For example, LEAP collimator is designed
to be used with low-energy isotopes like

125

I, and has a limited resolution.

Photon detection in SPECT is performed by using a conventional gamma camera.
Typical SPECT gamma camera consists of scintillation crystals, light guides, an array
of Photo-Multiplier Tubes (PMT), and positioning electronics as shown in Figure 1.2.
Gamma rays, which make through the collimator holes, collide with the scintillation
crystals, which in turn generate multiple visible light photons. The number of visible
light photon is proportional to the energy of gamma ray. These visible light photons
are then converted into electrical current by photo-multiplier tubes, which are then
used by positioning electronics to compute two-dimensional spatial coordinates of the
gamma-ray event. These spatial coordinates of the gamma-ray events are recorded
for certain duration to form a projection image.

1.2

Problem Statement

SPECT is the most widely used emission tomography method due to the longer
half-life and cost-effectiveness of its radio-tracers. Moreover, SPECT offers the dual
radio-tracer imaging capability for assessing two different physiological functions
simultaneously (Devous Sr et al., 1992; Wall et al., 2012). However, it has many
drawbacks.

First, SPECT cannot easily provide a quantitative measure of 3D

radio-pharmaceutical distribution due to the image degradation caused by various
factors such as photon attenuation and non-stationary collimator-detector response
(Willowson et al., 2008). For example, photon attenuation can easily be estimated
in Position Emission Tomography (PET) because attenuation is independent of
the point of origin since the line of response (LOR) represents the path of dually
emitted photons; however, SPECT requires the exact location of photon emission
point to estimate the amount of attenuation due to its single-photon emission nature.
Moreover, the use of contrast agent in SPECT exacerbates the photon attenuation
and scatter. Second, SPECT has a much lower sensitivity compared to its counterpart
4

PET (Rahmim and Zaidi, 2008). Sensitivity determines the probability of detecting
the emitted photons. SPECT has a very low sensitivity because it uses a physical
collimator to lower unwanted photons which are outside the acceptance angle of
the hole. The low sensitivity of SPECT leads to the increased duration of scan
time. Third, SPECT generally has a lower spatial resolution than PET (Cheng
et al., 2010). Higher resolution image can be acquired by using pin-hole collimators
(Weber and Ivanovic, 1999).

However, it will decrease the system sensitivity.

Multi-pinhole collimators can be used to acquire high-sensitivity and high-resolution
images(Beekman and van der Have, 2007). However, this approach still suffers from
very limited field of view as well as artifacts that are specific to the multi-pinhole
type.
All these problems exacerbate in small animal SPECT imaging. Many correction
methods in small animal SPECT are adapted from clinical SPECT (Golestani et al.,
2010; Liang et al., 2007). However, there are two significant differences between
preclinical imaging and clinical imaging: (1) there are significantly less photon
attenuation and scatter inside the small animal than human due to its smaller size.
(2) The majority of the scatter arise from environmental and detector scatter rather
than the small animal itself (Yang and Cherry, 2004). Due to these characteristics of
photon interactions in the small animal, applying simple correction methods has been
conventional the typical mode of operation in small animal SPECT imaging. This
approach appears to work relatively well for high-energy radio-tracer such as

99m

Tc.

However, when an intra-peritoneal X-ray contrast agent is injected into an animal
for low-energy radio-tracers such as 125 I, photon attenuation and scatter dramatically
increases, causing significant image degradation. A considerable amount of research
has been undertaken on the effects of attenuation and correction methods in SPECT
imaging (Zaidi and Koral, 2006; Zaidi and Hasegawa, 2006); however, very little
information exists on how these correction methods scale with the size of object in
small animal imaging environment (Konik et al., 2011).

5

Therefore, it is desired that quantitative analysis of correction methods for a
range of small objects in a preclinical imaging environment is performed under
various conditions including X-ray contrast agent. Furthermore, if the relationship
between the effectiveness of correction methods and their computational cost can
be quantitatively analyzed, it will be a valuable asset when developing a correction
strategy.
In order to conduct a quantitative analysis of correction methods in small animal
SPECT imaging, an accurate model of small animal SPECT imaging modality is
necessary.

Having a detailed preclinical model not only enables us to perform

quantitative analysis of correction methods but also allows us to conduct new research
from hardware design to development of reconstruction and correction algorithms. In
medical imaging, GATE/GEANT4 package is widely used to build simulation models
for emission tomography modalities (S. Jan, et al., 2004, 2011). There are several
GATE simulation models for clinical SPECT imaging modalities (Autret et al., 2005;
Assié et al., 2005; Staelens and Buvat, 2009). However, there is no validated GATE
simulation model which accurately models the characteristics of preclinical SPECT
modality.
One of the main advantages of SPECT is the dual isotope imaging capability. This
allows imging of two different physiological functions of the patient simultaneously
using two different radio-pharmaceuticals. Important implications of this approach
are the reduced acquisition time, patient throughput, and better image registration.
However, the utility of simultaneous dual radionuclide SPECT techniques is limited
by cross-talk contamination between two isotopes. There are existing cross-talk
correction techniques for isotope pairs like
99mc

99mc

Tc and

201

TI (Song et al., 2004) and

Tc and 123 I (Du et al., 2003). There is however no cross-talk correction technique

available for
technique for

123

I and

123

I and

125

I isotopes. It is desired to have the cross-talk correction

125

I pair since this will enable the ability to develop a new

peptide biomarker for peripheral amyloidosis in mice (Wall et al., 2005).

6

Image quality in preclinical SPECT imaging can be improved by using an iterative
reconstruction method. Iterative reconstruction methods produce a high quality
image by accurately modeling data acquisition process such as machine geometry
(Riauka and Gortel, 1994; Scheins et al., 2006), collimator response (Tsui et al.,
1988; Gullberg et al., 1985), and photon interaction with matters (Liang et al.,
1992; Gilland et al., 1994). Acquiring an accurate data acquisition model is crucial
since it determines the quality of reconstructed images. In practice, Monte-Carlo
simulation-based approach is often used to generate the system matrix; however, this
requires a long computational time (Gilland et al., 1997). The system matrix can be
generated much faster by calculating them analytically (Loudos, 2008; Borys et al.,
2011). However, this approach is relatively slow compared to analytic reconstruction
method. Therefore, a more desirable solution is to develop techniques to accelerate
the system matrix model generation using computational accelerators such as GPU
and Intel SIMD extensions.
In this thesis, we propose a complete computational framework for the small
animal SPECT imaging procedure, which simulates from the radio-pharmaceutical
injection, image acquisition, attenuation and scatter correction, and to the image
reconstruction as shown in Figure 1.3. Having this framework not only allow us
to solve aforementioned quantitative analysis of correction methods, dual-isotope
imaging, and image reconstruction problems but also enable us to conduct execution
of experiments that many be unfeasible in a physical system because of high costs or
technological difficulties.

1.3

Thesis Contributions

There are four main contributions to the field from this thesis.
Development of Monte Carlo Simulation for Small Animal SPECT/PET/CT
Modalities This research presents a Monte-Carlo simulation model of a Siemens
7

Figure 1.3: Computational framework for the entire SPECT procedure
Inveon Trimodality Imaging system based on GATE/GEANT4 packages and MOBY
mouse phantom. Fully incorporating the PET, SPECT and CT data acquisition
subsystems, this model enables feasibility studies of new imaging applications,
development of reconstruction and correction algorithms, as well as the creation
of a baseline against which experimental results for real data can be compared.
Model validation is based on comparing simulation results against both empirical
and published data. The PET modality is validated using the NEMA NU-4 standard.
Validations of SPECT and CT modalities are based on assessment of model accuracy
compared to published and empirical data on the platform. Validation result shows
good agreement between simulation and empirical data of approximately of 5%.
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Cross-talk Correction Method of 123 I and 125 I Dual Isotope SPECT Imaging
123

I and

125

I dual isotope SPECT imaging is a challenging problem because of

spectrum overlap in the low energy spectrums of these isotopes. We first quantify
the contribution of low-energy photons from each isotope using our computational
SPECT framework. We then propose a simple but effective method that uses the
ratio of detected low and high energy I-123 activity to separate the mixed low
energy I-123 and I-125 activities. Performance is compared with correction methods
used in conventional tissue bio-distribution techniques. The result indicates that the
spectrum overlap effects can be significantly reduced, if not entirely eliminated, when
attenuation and scatter are either absent or corrected for using standard methods.
Computational Acceleration and Quantitative Analysis of Small Animal
SPECT Attenuation and Scatter Correction Methods Most small animal
SPECT attenuation and scatter correction methods are adapted from clinical SPECT.
However, the effectiveness of these correction methods are not known in small animal
SPECT imaging. In this research, we quantitatively analyze the effectiveness of
widely used attenuation and scatter correction methods in terms of image quality
and computational cost.

We then propose various computational techniques to

accelerate SPECT attenuation and scatter correction methods. Uniform attenuation
map methods are accelerated by deriving the triangulated surface model of a mouse
and using K-D tree with Surface-Area Heuristics (SAH) (Wald and Havran, 2006)
and Axis-Aligned Bounding Box(AABB) tree (Bergen, 1997) for efficient ray-triangle
calculation. X-ray CT attenuation map methods accelerated by performing tri-linear
interpolation on computational accelerators such as GPU and Intel SIMD instruction
sets.
Computational Acceleration of Iterative Reconstruction Methods Iterative reconstruction methods produce a more accurate representation of radiopharmaceutical inside the patient at the expense of more computing resources. The
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most time consuming part of all the iterative reconstruction methods is the system
matrix generation. We develop a multi-pinhole system matrix generator using solidangle, and then apply various parallelization techniques to optimize the system matrix
generation process using GPU and Intel SIMD extension.

1.4

Thesis Organization

This thesis is organized as follows.

Next chapter describes the development

and validation of Monte-Carlo computational simulation models of small animal
SPECT/PET/CT modalities. This simulation model is the core of our computational
framework for small animal imaging, and is used to generate all the SPECT
projection data used throughout this dissertation work. This chapter also describes
the development and validation of a dual-isotope SPECT imaging of

123

I and

125

I

method using our newly developed simulation model. Chapter 3 then discusses image
reconstruction algorithms in detail with focus on the computational acceleration of a
multi-pinhole system matrix generation. Chapter 4 analyzes the effect of photon
attenuation and scatter in small animal SPECT, and evaluates the performance
of various attenuation and correction methods in terms of image quality and
computational cost.

Chapter 5 is where all the pieces come together.

In this

chapter, we use our computational SPECT framework to simulate SPECT scans
of mice with injected X-ray contrast agent, reconstruct an accurate representation
of 3D distribution of radiotracer inside mice, and then analyze the effectiveness and
computational cost of attenuation and scatter correction methods for low and high
energy radio-isotopes with X-ray CT contrast agent injected mice. Chapter 6 then
summarizes the contribution of this dissertation work and provides directions for
future research.

10

Chapter 2
Computational Simulation Model
for Small Animal Imaging
Modalities
This chapter describes the development and validation of Monte-Carlo simulation
models for small animal imaging modalities. This simulation model is later utilized
to produce accurate small animal imaging datasets for carrying out quantitative
analysis and reconstruction research in this dissertation. This chapter also presents
an application of our simulation model by developing and validating a dual-isotope
SPECT imaging technique for

2.1

123

I and

125

I using our simulation model.

Development of Monte-Carlo Simulation Model
for Small Animal Imaging Modality

This section describes the development and validation process of a Monte-Carlo
simulation model for Siemens Inveon trimodal imaging platform using GATE/Geant4
package. This simulation model incorporates PET, SPECT and X-ray CT simulation
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capabilities. Availability of this model will enable users of this, and similar equipment,
full access to a complete simulation model of this imaging platform.

2.1.1

Material and Methods

GATE models were developed for each of the PET, SPECT and CT modalities of
the Siemens Inveon scanner. Simulations were carried out to assess the consistency
between experimental measurements and simulation data. For assessing performance
of the PET model, National Electrical Manufacturers Association(NEMA) (2008)
standard was used. For small animal SPECT and CT, no comparable standards exist
to date. Model performance was therefore compared to a combination of manufacturer
specifications, published data, and empirical studies.
GATE Simulation Setup
GATE v6.1 and GEANT 4.9.1 were installed on a cluster of 30 Intel Xeon X550
machines running Ubuntu v10.04.3/Linux 2.6.32. Each machine is equipped with
8 cores and 12GB memory. Simulations with low activity and short duration were
executed sequentially on a single machine. Simulations which required long execution
times were divided into shorter back-to-back time intervals which subsequently were
executed on the cluster in parallel.
Statistical independence of the simulations was achieved by using the auto mode
to seed the random number generation. In this mode, GATE uses the product of the
system time and the process id as the seed. An alternative would have been to have
a master node provide all nodes unique seed values. We did not pursue the latter.
PET Modality
High-level Description The Siemens Inveon PET subsystem is comprised of 16
detector modules (Siemens Medical Solutions, 2011). Each module consists of 4
axially oriented detector blocks. Each detector block consists of a 20 x 20 array
12
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Figure 2.1: (a) Geometry of PET modality and (b) digitizer
of 1.59 mm x 1.59 mm x 10.00 mm lutetium oxyorthosilicate (LSO) crystals. The
result is a total of 25,600 detector crystals organized in a 16.1 cm ring diameter. The
scanner has an axial field of view of 12.7 cm and a transverse field of view of 10.0 cm.
There are 64 acquisition channels so each detector is coupled via a light guide to a
position sensitive photomultiplier tube (PSPMT). The output of each PSPMT is fed
to and processed by a pre-amp electronics stack.
PET GATE Model The PET GATE model was created by implementing the
geometry of one Inveon PET module which was then duplicated. There are other
Inveon PET GATE models (Konick, 2010). Our model more closely accounts for the
true system geometry and incorporates digitizers to achieve more accurate simulation
results. A so-called ring repeater module was used to create a ring of 16 blocks with
a diameter of 16.1 cm. In addition to the detector ring, our model includes the light
guide, the bed, the back compartment, and lead shielding. These components all serve
as photon scattering medium. Figure 2.1a shows geometry of our PET model. The
detector characteristics and signal processing chain components were modeled using a
series of GATE digitizer modules as shown in Figure 2.1b. Adder and readout modules
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were used to group blocks into 64 acquisition channels. Following the description in
manufacturer specification, a coincidence window of 3.432 ns was used, and multiple
coincidence handling was set to takeWinnerofGoods option to take only the good pair
with the highest energy. A paralysable deadtime digitizer was inserted to apply dead
time at the single events level. The energy resolution was set to 14.6%.
PET Model Validation The following features were considered when assessing
the validity of simulation data against empirical and published data (Q. Bao, et al.,
2009).
• Sensitivity The system sensitivity, defined as the number of coincidence events
detected per unit of radioactive concentration, was measured with a 22 Na point
source according to the NEMA NU-4 standard and compared against published
data (Q. Bao, et al., 2009) for consistency. A

22

Na point source with a nominal

size of 0.3 mm was embedded in an acrylic cube that was 10.0 mm wide an
all sides. Energy window settings of 350-650 keV and 250-750 keV were used.
The source was located at the axial center of the field of view (FOV). The
22

Na point source of 20 µCi was scanned till 10,000 true coincidences had been

acquired. Standard deviations of the simulated data were obtained by repeating
each simulation ten times.
• Scatter Fraction The scatter fraction, defined as the number of scattered events
divided by the total events, were measured using two different cylindrical
polyethylene phantoms that simulated the geometry of a mouse and a rat
according to the NEMA NU-4 standard. Both phantoms were made of highdensity polyethylene (0.96 g/cm3). The mouse-like phantom was a 70 mm long
solid cylinder with a 25 mm diameter. A cylindrical hole of 3.2 mm diameter
was drilled parallel to the central axis at the radial distance of 10 mm. The
rat-like phantom was a 150 mm long solid cylinder with a 50 mm diameter.
A cylindrical hole of 3.2 mm diameter was drilled parallel to the central axis
14

at the radial distance of 17.5 mm. An
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C line source was inserted into the

cylindrical hole of of each phantom. The line source was 60 mm long and the
activity was 500MBq for the mouse phantom. The line source was 140 mm long
and the activity was 600MBq for the rat phantom. Each phantom was located
in the FOV, and data was acquired until the total activity had decayed below
10,000 Bq.
• Count Rate and Noise Equivalent Count Rates The count rate was calculated
using the scatter fraction simulation result for the mouse-like phantom. Noise
Equivalent Count (NEC) rates were calculated from the simulated count rates
using the following equation:
N EC =

2
Rtrue
(Rtotal + Rrandom )

where Rtrue is the number of true coincidence events, Rtotal is the number of
total events and Rrandom is the number of random events.
• Reconstructed Image Quality A GATE model of the NEMA NU-4 Image
Quality(IQ) phantom was constructed and scanned for 10 minutes with
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F-

FDG solution of activity 5.1 MBq. An energy window of 350-650 keV was used
with the 3.432 ns timing window. With reference to Figure 2.2, the phantom is
composed of a main body, a fixed top over, and removable bottom cover. The
main phantom body is a cylinder with 33.5 mm diameter and 56 mm height. It
contains a fillable cylindrical chamber with 30 mm diameter and 30 mm height
and five fillable rods with diameters of 1, 2, 3, 4, and 5 mm. The cylindrical
chamber and the five rods were modeled with cylinder sources with activity
assigned proportionally according to volume. The solid part of the main body
was modeled as high-density polyethylene (0.96 g/cm3). The fixed top cover
contains two cold-region chambers. These regions are hollow cylinders with
10 mm diameter and 15 mm height with 1 mm thick walls. Each chamber
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(b)

(a)

(c)

(d)

Figure 2.2: NEMA NU-4 Image Quality(IQ) phantom in coronal view (a), source
distribution (b), transverse 5-rod plane view (c), and top region (d).
was filled with water and air, respectively. Each cold region was modeled using
Forbid command in GATE. The removable bottom cover is a solid cylinder with
33.5 mm diameter and 5 mm height.

SPECT Modality
High-level Description The Siemens Inveon SPECT subsystem contains two
detector heads (D. Austin, et al., 2006). Each detector consists of a 72 x 72 pixelated
scintillator array of 2.0 mm x 2.0 mm x 10 mm NaI(TI) crystals. The detector pixels
are separated from one another by a 0.2 mm reflective compound. Moreover, only the
central 68 x 68 pixels are used for generating projection images. The scintillator is
attached to a light guide that is attached to a 3 x 3 array of 50 mm x 50 mm position
sensitivity photomultiplier tubes (PSPMT). The maximum active imaging region is
150 mm x 150 mm and the detectable energy range is 30 keV to 300 keV. The SPECT
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Figure 2.3: (a) SPECT model with 3x3 arrays of pixelated crystals and 5 pinhole
collimator and (b) digitizer
module is equipped with removable collimators with apertures configured to achieve
various settings of sensitivity, resolution, magnification, and field of view. Single
pinhole collimators have apertures of 0.5, 1.0, 2.0 and 3.0 mm. These are known
as 1MHR05, 1MGP10, 1MHS20, and 1MME30. Two multi-pinhole collimators are
available for imaging mouse brain and mouse whole body, known as 5MBR05 and
5MWB10 respectively. Both multi-pinhole configuration uses 5 pinhole constellation.
The mouse brain collimator(5MWB10) uses 0.5 mm diameter pinholes arranged with
each aperture focused inward to tighten the field of view and increase the resolution
at a given focal area such as the brain, spleen, kidney, etc. The collimator designed
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for whole body mouse imaging(5MBR05) uses 1.0 mm diameter pinholes arranged
such that the outer pinholes are outwardly oriented to increase the useful FOV.
SPECT GATE Model As shown in Figure 2.3a, the SPECT Inveon GATE model
consists of two pixelated detectors with their back compartment, detector housing,
test bed, and collimators. Each pixelated detector consists of 68 x 68 pixels separated
by 0.2 mm reflective compound. The pixels are grouped into 3 x 3 arrays with
each array corresponding to a PSPMT. Photon-interaction within the same array
is treated as being processed by the same PSPMT. Three single-pinhole collimators
and one 5-pinhole collimator were modeled. These are 1MHR05, 1MGP10, 1MME30,
and 5MWB10. The following pinhole characteristics were modeled: acceptance angle,
pinhole diameter, depth, keel size, and orientation. The acceptance angle was modeled
by attaching appropriate cones at both ends of a cylinder. The multipinhole collimator
was modeled by modeling each each pinhole individually.
Figure 2.3b outlines the GATE model of the Inveon SPECT signal processing
chain and detector behavior. The adder module sums up the energy deposited by
a photon within the same crystal to regroup hits into a pulse. The reader module
ensures that any pulse detected within the same 3 x 3 array is treated as being
processed by the same PSPMT. The energy blurring and spatial blurring modules
simulate system characteristics. The threshold module accepts photons within a
specified energy window and would be the system equivalent of histogramming the
data to execute certain energy ranges post-acquisition.
Calibration and Normalization Correction Map To accurately simulate postprocessing, a calibration and normalization correction map was applied to the GATE
output. The Inveon uses a robust pinhole calibration technique to calibrate the
system with each collimator. Calibration is performed by running a SPECT and
CT scan of a cylindrical phantom with four point sources oriented to prevent excess
symmetry about the phantom. This calibration routine uses the accurate physical
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positioning of the point sources in the CT data to tune the unknown geometry of
the SPECT components in three-dimensional space. This enables a consistent and
accurate geometric calibration of the SPECT components relative to the CT data.
The output is processed by the Inveon Acquisition Workplace (IAW) software to
perform the final calibration calculation. For our GATE simulation, a CT scan of the
calibration phantom was acquired for each collimator at each radius of rotation using
the Siemens Inveon. These CT images were then used to simulate the calibration
process with our GATE model. For further accuracy, a normalization correction map
was acquired for each isotope and applied to the output of GATE. We have found
that being able to thus process GATE SPECT data in a manner similar to actual
Siemens Inveon data greatly improves the quality of the reconstructed image while
simultaneously creating a model that more closely represents the typical work-flows
that would be used by operators of the modeled imaging platform.
SPECT Model Validation The following features were considered when assessing
the consistency between experimental and simulated data. The simulated data was
compared against published empirical data from the literature (Magota, K., et al.,
2011; Rowland, 2010; Siemens Medical Solutions, 2011).
• Sensitivity The system sensitivity, defined as the number of detected events
divided by the number of emitted/simulated events, was calculated by running
GATE simulations with single pinhole and multi-pinhole collimators. Each
simulation was conducted with 200 µCi

99m

Tc in a uniform sphere with the

activity distributed over a 250 uL (spherical radius = 3.91 mm). A 10 minute
acquisition was simulated using both SPECT detectors to acquire data in a
stationary position. The SPECT detectors were positioned at a 25, 30, 35, and
40 mm radius of rotation (ROR) with detector 1 located at 90 degrees and
detector 2 at 270 degrees.
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• Energy spectra and energy resolution The energy spectra of 99m Tc and 57 Co were
simulated and compared to empirical data for consistency. For 57 Co, a 200 µCi
point source was used. For

99m

Tc, a uniform sphere with 200 µCi in 250 uL

(spherical radius = 3.91 mm) of water was used. A 10 minute acquisition was
simulated with both detectors acquiring data in a stationary position at 30 mm
ROR for 900 seconds. The multi-pinhole collimator was used. The energy
resolution for

99m

Tc and

57

Co were measured by calculating the FWHM of the

corresponding energy peaks divided by the value of the center of the photo peak.
• Scatter fraction The scatter fraction, defined as the number of scattered events
divided by the number of total events, was measured using the multi-pinhole
collimator at 30 mm ROR. A

57

Co cylindrical phantom source with uniform

activity of 200 µCi was scanned for 900 seconds.

SPECT detectors were

positioned at 90 degrees and 270 degrees, respectively, when commencing
acquisition. A total of 60 projections were acquired with each projection taken
every 6 degrees over 360 degree of gantry rotation. The scattered fraction was
calculated using the following equation:

SF =

Rscatter
(Rscatter + Rtrue )

(2.1)

where Rtrue is the number of true coincidence events, Rtotal is the number of
total events and Rrandom is the number of random events.
• Integral uniformity The integral uniformity was measured by running a flood
scan of a 200 µCi 99m Tc source located at the center for 10 hours. An acquisition
was simulated with both detectors acquiring data in a stationary position.
Collimators and SPECT housing were removed. The SPECT detectors were
positioned at 360 mm ROR with detector 1 again located at 90 degrees and
detector 2 at 270 degrees. The data was processed to calculate the integral
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Figure 2.4: Reconstructing image with Inveon Reconstruction software from GATE
output
uniformity by following the procedures in (Zanzonico, 2009). The following
low-pass filter was applied to the resulting image for smoothing purpose:
1 2 1
2 4 2
1 2 1
The integral uniformity was then calculated in the following way:

unif ormity = 100 ×

(max − min)
(max + min)

(2.2)

where max is the maximum count value and min is the minimum count value
in the filtered flood image.
• Reconstructed Image uniformity The projection images produced by GATE
were used to reconstruct the original phantom using the Inveon Reconstruction
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software. The reconstructed image was compared to the one reconstructed
from empirical projection data for consistency. For this study, a 200 µCi
99m

Tc cylinder source with uniform activity distribution was used. The cylinder

phantom was 5.08 cm long and had a 2.56 cm diameter. An acquisition of 45
minutes was simulated with detectors located at 30 mm ROR with detector 1
located at 90 degrees and detector 2 at 270 degress at the start of simulation.
Sixty projections were acquired with each projection taken every 6 degrees over
360 degrees of gantry rotation. At first GATE’s Interfile projection output
was used to record the simulated projection data. However, we discovered a
bug within a spatial blurring module in GATE v6.1. If the camera head was
in the YZ plane and it was rotating around Z axis, the activity source was
incorrectly shifted to the right from projection to projection. To get around this
problem, we developed software which creates projection images directly from
the GATE ASCII format. Since the Inveon Reconstruction software requires the
projection images to be in a specific format, in-house software was developed to
automate the conversion process. Normalized calibration matrix and calibration
data for the GATE simulation were also calculated and given to the Inveon
Reconstruction software along with the projection images. This experiment
was repeated with single and multipinhole collimators. Figure 2.4 describes the
overall reconstruction process.
CT Modality
High-level Description The Siemens Inveon CT subsystem is available in a wide
range of X-ray sources and detector configuration and sizes, including a new low-dose
configuration (Osborne, D., et al., 2012). For the purposes of this paper, the specific
subsystem modeled is the standard 125mm diagonal X-ray detector configuration
with a 3,702 x 2,048 CCD array equipped with 33 µm x 33 µm pixels. For the X-ray
source, we used the standard 80W, 35-80 kVp tungsten anode X-ray source which has
a less than 50 µm focal spot. The active field of view is 8.4 cm x 5.5 cm. We used
22
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Figure 2.5: (a) CT geometry (b) X-ray source energy spectra
a 125 mm diagonal X-ray detector configuration. Data is acquired using step-andshoot. That is, the X-ray source and detector are rotated to a specific angle where
after data is collected for a specific period of time (exposure time). This process is
repeated until projection data has been acquired for all specified view angles.

CT GATE model The CT GATE model was created by duplicating the geometry
of the 125 mm Inveon CT detector and X-ray source. The X-ray source energy
spectrum is simulated using the XOP package (Rı́o, M. and Dejus, R., 2011) using a
80 kVp bias voltage. The X-ray source cone angle was set to 11 degrees to cover the
aforementioned active FOV of 8.4 cm x 5.5 cm. Figure 2.5 shows the geometry of the
CT GATE model and the X-ray source energy spectrum.
Validation of GATE model for the CT modality The following features were
considered when assessing the consistency between experimental and simulated data.
• Dose Dose is defined as the amount of energy absorbed per unit mass in the
phantom on which the X-ray beam is incident. A 70 mm long solid cylinder
phantom with a 25 mm diameter was used to simulate the geometry of a
mouse. The test phantom was made of high-density polyethylene (0.96 g/cm3).
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Table 2.1: Comparison of simulated and empirical system sensitivity and scatter
fraction for PET
Characteristics
Sensitivity
Scatter Fraction

Type
energy window(250-750 kev)
energy window(350-650 kev)
mouse phantom
rat phantom

Simulation(%)
9.1+0.2
6.6+0.3
7.2+1.1
16.9+1.2

Empirical(%)
9.32
6.72
7.8
17.2

The dose rate was measured at the center of the cylinder using a GATE dose
measurement actor. This was meant to correspond to estimating the dose rate
at the abdomen of a mouse. Acquisition was simulated for 81 seconds with
detectors and X-ray source in stationary position. The average dose at the
center of the phantom were measured and compared against published data
(Osborne, D., et al., 2012).
• Projection images CT scan of the NEMA IQ phantom was simulated and the
projections were compared to empirical data for consistency. The empirical
data was acquired using an exposure time of 225 ms. The GATE simulation
was based on a voxelized version of the NEMA IQ phantom. Average dose
was measured at the center of phantom to ensure that the X-ray energy was
sufficiently high. Software was developed to construct a projection image from
the GATE ROOT output file.

2.1.2

Results

PET Modality
Scatter Fraction and Sensitivity Table 2.1 provides a comparison of simulated
and empirical system sensitivities. Standard deviations were calculated by running
ten simulations. For 250-750 keV, the simulated sensitivity is 9.1 ± 0.2% while the
empirical sensitivity is 9.32%. For 350-650 keV, the simulated sensitivity is 6.6±0.3%
while the empirical sensitivity is 6.72%. A comparison of simulated and empirical
scatter fractions for the mouse and rat phantoms is described in Table 2.1. For the
24

mouse phantom, the simulated scatter fraction is 7.2±1.1% while the empirical scatter
fraction is 7.8%. For the rat phantom, the simulated scatter fraction is 16.9 ± 1.2%
while the empirical scatter fraction is 17.2%.

NECR vs. Total Activity
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Figure 2.6: Simulated NECR vs total activity for mouse-sized phantom

Count rate and noise equivalent count rates (NECR)
Figure 2.6 shows the NECR as function of total activity for the mouse phantom with
energy window of 350-650 keV from GATE simulation data. The peak NECR of
1.56 Mcps was achieved for an activity of 130 MBq. This is in agreement with a peak
NECR value of 1.67 Mcps from published data (Q. Bao, et al., 2009).
Reconstructed Image Figure 2.7 shows the reconstructed NEMA NU-4 IQ
phantom in transverse and coronal view using GATE simulation output. This image
was reconstructed using FBP3D algorithm on STIR platform (Thielemans, K., et al.,
2012).
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Figure 2.7: Reconstructed NEMA NU-4 IQ Phantom in transverse and coronal view
Table 2.2: Comparison of simulated SPECT results with empirical and manufacturing
numbers
Characteristics
IsotopeCollimatorROR(mm)Simulation(%)Mfg. data(%)Empirical(%)
Energy Resolution 99m Tc 1MGP10 30
14.53
≤14
14.1
99m
Tc 5MWB10 30
14.44
≤14
57
Co Average 30
14.32
N/A
14.7
Scatter Fraction 57 Co 5MWB10 30
2.83
N/A
2.75
Integral Uniformity99m Tc N/A
360
2.11
≤5
3.7D. Austin, et al. (2006)
Image Uniformity 99m Tc 5MWB10 30
75.2
N/A
79.4

SPECT Modality
Sensitivity Figure 2.8 provides a comparison of collimator sensitivity as a function
of radius of rotation (ROR) between our simulation results and empirical data from
the literature. The two sets of results agree well with one another. For example,
simulated and empirical sensitivities with a single-pinhole collimator at 30 mm ROR
are 214 cps/MBq and 219 cps/MBq, respectively.

Energy spectra and energy resolution Figure 2.10 shows the experimental
and simulated energy spectra for a

57

Co point source in air and a

99m

Tc uniform

sphere source in air normalized to the same maximum. Both isotope spectra show
good agreement between the simulation and empirical data. The energy peak is
slightly misaligned because of the binning process. Table 1 compares the simulated
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Figure 2.8: Collimator sensitivity as a function of radius of rotation
energy resolution of

57

Co and

99m

Tc against empirical and pulished data at various

configurations.
Scatter fraction and integral uniformity Table 2.2 lists scatter fractions for
GATE simulations and experimental measurements. Simulation and experimental
scatter fractions differ by only 0.08%. Simulated and experimental Integral uniformities differ by 1.59%; however, this is smaller than the manufacturer’s requirement,
5%.
Reconstructed image uniformity Figure 2.10 provides a comparison of the
reconstructed uniform cylinder source of the GATE simulation to that of empirical
data. Both sets of data were reconstructed using Inveon Reconstruction software.
The somewhat non-uniform appearance of both images is due to the source activity
being a mere 200 uCi. As shown in Table 1, image uniformity for simulation and
empirical data are 75.2% and 79.4%, respectively.
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Figure 2.9: Acquired and simulated energy spectra of (a)

57

Co and (b)

99m

Tc in air

CT Modality
Figure 2.11 shows comparable CT projection images of the NEMA NU-4 IQ phantom
taken from GATE simulation and scanner. The average dose measured at the center
of the simulation is 0.17 cGV whereas the average dose at the center of the phantom
of the scanner is 0.154 cGV.

2.1.3

Conclusion

We have developed GATE models for the PET, SPECT and CT subsystems of
the Siemens Inveon preclinical scanner. Model validity was assessed by comparing
simulation data with both empirical and published data. The National Electrical
Manufacturers Association (NEMA) NU-4 standard was used for validating the PET
model. Since a comparable standard does not yet exist for preclinical SPECT and
CT, key performance characteristics were compared instead. The results shows good
agreement between the simulated data and the empirical and published data for all
three modalities.
Future work will incorporate background noise currently not modeled.

The

intrinsic activity of LSO is for example not considered at present. While it usually is
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(a)

(b)

Figure 2.10: Reconstructed uniform cylinder with (a) simulation data and (b)
empirical data
low enough not to influence routine PET scanning, it could be a problem when using
a weak source for imaging small animals with small ring diameters or a wide energy
window (C. Thompson, A. Goertzen, and J. Suk, 2007; McIntosh and Goertzen,
2011). We also suspect that emissions from the intrinsic activity of LSO from

176

Lu

results in the emission of characteristic lead X-rays from interactions between the
LSO emissions and the lead collimators. This appears to result in a photopeak at
approximately 70 keV that will be studied further regarding its potential effect on
SPECT imaging of low energy isotopes at small doses.

2.2

GATE Validation of Standard Dual Energy
Corrections in Small Animal SPECT-CT

In this section, we utilizes our Monte-Carlo simulation model to develop and validate
standard I-123 and I-125 dual energy corrections in small animal SPECT-CT. I123 and I-125 dual isotope SPECT imaging a challenging task due to cross-talk
contamination of low energy events that results from a mixing of -photons and xray photons. We then describe and analyze a simple, but effective method that uses
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(a)

(b)

Figure 2.11: CT Projection image of NEMA NU-4 IQ phantom from (a) simulation
and (b) scanner
the ratio of detected low and high energy I-123 activity to separate the mixed low
energy I-123 and I-125 activities. Performance is compared with correction methods
used in conventional tissue biodistribution techniques. The results indicate that the
spectrum overlap effects can be significantly reduced, if not entirely eliminated, when
attenuation and scatter is either absent or corrected for using standard methods. In
particular, we show that relative activity levels of the two isotopes can be accurately
estimated for a wide range of organs and provide quantitative validation that standard
methods for spectrum overlap correction provide reasonable estimates for reasonable
corrections in small-animal SPECT/CT imaging.

2.2.1

Background

Dual isotope SPECT imaging using radioiodide is a useful technique for performing
preclinical comparative effectiveness studies of biological agents, such as antibodies
and peptides in individual animals. This technique significantly enhances comparison
of reagents in vivo without interference from biological variability in the animal model.
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We have previously used dual-energy SPECT imaging of amyloid-reactive biological
agents, 125I-labeled serum amyloid P component (SAP) and 99mTc-labeled peptide,
in a murine model of systemic visceral amyloidosis (Wall et al., 2012). This is a
very powerful technique for quantitatively comparing two biological radiotracers in
an individual animal; however, to date we have used 99mTc and radioiodide for
this purpose, which involves two different methods of radiolabeling.

Ideally, in

comparative effectiveness studies both biological radiotracers should be labeled using
the same technique, i.e., oxidative radioiodination of tyrosine side chain moieties (Wall
et al., 2006). This capability would allow quantitative comparison of novel amyloidreactive peptides and the development of next generation reagents with improved
binding properties (Wall et al., 2011, 2013)
Dual energy imaging techniques are well established, e.g., 99m Tc-labeled perfusion
agent and

123

I-labeled neurotransmitter agents have been used in simultaneous

acquisition for SPECT brain imaging (Du et al., 2003).

99m

Tc and

201

Tl are

likewise used in rest and stress myocardial perfusion SPECT imaging (Song et al.,
2004). The method for correcting cross-talk effects between these radionuclide pairs
is relatively straightforward due to the energy gap in the emitted -photons. In
contrast, the separation of radioiodine isotopes is more complicated since, while the
-ray spectra of

123

I and

125

I are distinct and well-separated, the x-ray spectra are

identical with attenuation and scatter exacerbating the problem further. We show,
and quantitatively validate with Monte Carlo techniques, that spectrum stripping
methods used in gamma counters for separating the contributions from each isotope
provides a sufficient estimation of the degree of spectrum overlap and can confidently
be applied accurately to SPECT/CT imaging (Salmon, 1962). We further show that
this simple method is quite robust with little deviation in the correction regardless of
object size or relative activity concentrations with regard to typical mouse sizes and
shapes.
Our work is centered around GATE-based Monte Carlo simulations for the MOBY
mouse phantom (S. Jan, et al., 2004; Segars and Tsui, 2007). We used statistical
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system modeling to quantify the amount of cross-talk between

123

I and

125

in the

presence and absence of scatter and attenuation for different organs as well as
different mouse sizes.

Performance of the separation method is compared with

conventional gamma counter tissue biodistribution measurements of two amyloidreactive biological radiotracers in a mouse model of systemic, reactive amyloidosis
(Wall et al., 2005).

2.2.2

Material and Methods

GATE Model and Data Processing

Figure 2.12: a) GATE model of Siemens Inveon SPECT system configured with two
1MGP10 collimators , b) 5MWB10 collimator, c) MOBY attenuation phantom
Spectrum overlap between

123

I and

125

I was quantitatively analyzed by running

GATE simulations for a selected set of imaging conditions. We used a validated
GATE model of the Siemens Inveon multi-modality imaging platform (Fig. 2.12a),
which features a dual-head SPECT system with interchangeable collimators (Lee
et al., 2013). Collimator shape and material characteristics were modeled according
to the manufacturers specifications in order to accurately account for resolution and
other relevant data acquisition effects. The mouse whole-body collimator (MWB)
has a five-pinhole configuration with 1.0 mm pinholes that supports whole body
imaging of mice (Fig. 2.12b). The mouse general purpose (MGP) collimator is a
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single pinhole, high-resolution imaging collimator with a 1.0 mm pinhole. Simulated
mouse data were generated using the MOBY phantom software (Segars and Tsui,
2007) which features realistic organ shapes while maintaining the flexibility to model
anatomical variations (Fig. 2.12c). Liver, spleen, kidneys, and lung organs were
simulated using the software and the resulting map of attenuation coefficients were
converted to voxelized phantoms for use as the material in the realistic GATE model.
125

I and

123

I concentrations for each of the simulated organs were determined from

real mouse data and the appropriate concentration distributed uniformly throughout
each of the simulated organs for use as the source distribution input for the GATE
model.
A 45 minute SPECT acquisition was simulated with the two detectors located
respectively at 90 and 270 degrees at the start of simulation. Sixty projections were
acquired with projection data acquired every 6 degrees over a 360-degree gantry
rotation. For the MGP collimator, a 25 mm radius of rotation was used. For the
MWB collimator, a 30 mm radius of rotation was used.
The Inveon Acquisition Workplace (IAW) software version 1.5 (Siemens Medical
Solutions USA, Inc., Knoxville, TN) was used to acquire and reconstruct tomographic
images from the simulated phantom projection data and real animal images. Using
this software, CT-based attenuation correction and dual-energy window scatter
correction (Ogawa et al., 1991) was applied to data from both the high and the
low energy windows. Data were also reconstructed without attenuation and scatter
correction to determine its impact on calculated ratios.
Each iodine isotope was modeled using their three major energy peaks. All other
energy peaks were omitted. For

123

I, the energy peaks used were 528 keV (1.1%),

159 keV (48.4%), 31 keV (9.3%), and 27.5 keV (41.1%). For

125

I, we used 35.5 keV

(4.5%), 31 keV (17.6%), and 27.5 keV (77.9%). One detector head was configured to
have an energy window of 148-170 keV with an energy blurring of 11% while the other
detector head was set to an energy window of 25-45 keV with an energy blurring of
28%. Figure 2.13 shows the two spectra as detected with the MGP collimator.
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Figure 2.13: Energy spectra of I-123 and I-125 with 1MGP10 collimator
Spectrum Overlap Estimation and Correction
Data were separated into high and low energy windows represented as HI and LO,
respectively. Each window contains all the counts acquired within that window
for a given isotope where we use the terminology HI123 and LO123 referring the
spectrum based

123

I activities, and LO125 for the low energy

125

I activity. Under

ideal circumstances, where attenuation, scatter, and effects such as detector induced
energy blurring can be ignored, it is well-known that the low-to-high energy 123 I ratio.

e123 =
can be used to estimate the

125

LO123
HI123

(2.3)

I activity in the low energy window using the

formula

LO125 = LO − e123 HI

(2.4)

To investigate how each physical or detector interaction influences the low
energy photon cross-talk effects, GATE simulations were carried out under various
circumstances: (1) ideal imaging situation, (2) energy-blurring is considered, and (3)
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energy-blurring, attenuation, and scatter are all considered and the source is located
inside different sized water spheres with radius varying from 0.5cm to 3.0cm. Each
simulation was conducted with 200 µCi I123 in a uniform sphere (radius = 3.91 mm)
with the activity distributed over a 250 mL volume. The effect of different activity
concentration ratios of

123

I to

125

I were also examined in our simulations with this

uniform spherical phantom. The ratios simulated were 1:1, 1:2, and 2:1 for ideal
conditions (no attenuation or scatter), attenuation and scatter simulated but not
corrected, and attenuation and scatter simulated but corrected for in reconstruction.
GATE simulations were ran to estimate generic organ based e123 ratios for different
sized mice with length varying from 4cm to 8cm. The e123 ratios were pre-computed
for different organs under various circumstances using the MOBY phantom output
in the GATE simulation. These pre-computed e123 ratios were then used to estimate
the amount of spectrum overlap effects in the low energy window of real mouse data
using Eq. 2.4.
The accuracy of the correction was captured by the difference between the
estimated and the actual 1 25I activity measured relative to the latter. We refer
to this as the relative estimation error given by

r125 =

Actual125 − Estimate125
Estimate125

(2.5)

where Actual125 denotes the actual number of 125 I photons detected and Estimate125
denotes the estimated number computed using Eq. 2.5.
Animal Studies
To compare our models with standard methods, we acquired SPECT and CT scans
of three mice with systemic AA amyloid using the Inveon SPECT/CT system. Each
mouse was injected with 145 µCi of

125

I-protein 1 and 45 µCi of

123

I-protein 2

under a University of Tennessee Institution for Animal Control and Use Committee
approved protocol. After the appropriate uptake time (2 h after injection of the
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second protein), the mice were euthanized by isoflurane overdose and prepared for
SPECT/CT imaging. Sixty projections were acquired at 6-degree intervals over
360-degrees. A full energy window from 0-300 keV was acquired and subsequently
histogrammed into three energy windows for both detector heads. For detector 1,
with voltage and gain set to acquire

123

I emission data, we used 15-25keV, 25-45keV

and 45-55keV windows. SPECT and CT scans were used to estimate e123 ratios using
Eq. 2.3.
After image acquisition, the mice were necropsied, organs harvested with a small
piece placed in a tared vial, and counted in a Wizard 3 1480 gamma counter (Perkin
Elmer, Waltham, MA). The amount of

123

I and

125

I radioactivity in each sample was

measured. Spectrum overlap corrections for this technique were applied by using
pure samples of both isotope and calculating the low-energy component of the

123

I.

These data were also used to calculate the e123 ratios using these standard methods.
Because of differences between output of the imaging system and gamma counter,
data acquired from both systems were corrected to provide units of percent injected
dose per gram (%ID/g) decay corrected to the animal injection time.

2.2.3

Results

Figure 2.14: a) Low-to-high energy ratio e123 under different imaging conditions
(diagonal line bar: attenuated photons, horizontal line bar: scattered photons), b)
Total I-123 activity in both high-energy and low-energy windows (diagonal line bar:
I-123 in high energy window, I-123 in low energy window)
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Conventional gamma counter methods
Determination of the relative amounts of mixed isotopes in a sample was achieved
using a gamma counter by first measuring the contribution of each radionuclide
separately in the energy windows to be measured and applying spectrum stripping
methods (Salmon, 1962). This method is routinely employed and has been used to
determine the spectrum overlap from histological data (Wall et al., 2006; Du et al.,
2003). This technique provided a single correction factor that is typically used for
the entire histology by subtraction of a percentage of counts from the low energy 125 I
window that are derived from

125 I.

For this study, the percentage determined from

counting individual source standards in the gamma counter was 43%. The

125

I data

from gamma counting of samples of liver, spleen, kidneys, and heart were corrected
for spectral overlap (spillover) by subtracting 43% of the counts measured in the 123 I
(high energy) window.
Quantitative Analysis of spectrum overlap
Under ideal imaging conditions with no scatter, attenuation, or energy blurring effects,
the simulated ratio e123 was 0.49. When energy blurring was simulated, the ratio
e123 decreased to 0.42. This expected result occurred because the energy blurring
effect is stronger in the low energy window than in the high-energy window leading to
truncation loss. When attenuation and scatter effects were included in the simulation,
we observed that ratio e123 increased (Fig. 2.14a). This occurs as a result of highenergy photons scattering into the low energy window. Interestingly, most of the
scattering events were found to have taken place in the detector housing. In other
words, the water sphere phantoms gave rise to a relatively small amount of scatter.
Using the MOBY phantom under ideal imaging circumstances, the e123 ratio is
0.49. However, when attenuation and scattering was introduced, ratio e123 dropped
to 0.40. The total count in the high-energy window decreased by 20% because many
of the high-energy photons were scattered (Fig. 2.14b). In contrast, the total count in
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the low-energy window increased 22% as a result of the scattered high-energy photons
being detected in the low-energy window. When scatter and attenuation corrections
were both applied, an e123 ratio of 0.53 is obtained (Fig. 2.14b). Visual comparison of
simulated versus real data (Fig. 4) show similar trends with each indicating less counts
in the

123

I high energy window and slight reduction in counts when the spectrum

stripping correction methods were applied to the low energy window.
Spectrum overlap estimation and correction
Table 2.3: Estimated low-to-high energy (e123 ) ratios for selected organs in different
sized mice.

organ

MOBY phantom size: radius (cm) /length (cm)
1.5/4
2/5
2/6
2.5/7

3/8

Spleen
Liver
Heart
Kidney

0.54
0.57
0.53
0.54

0.57
0.62
0.56
0.59

0.54
0.58
0.54
0.55

0.54
0.58
0.54
0.55

0.56
0.60
0.55
0.57

Amyloidosis in the AA mouse is most prevalent in the spleen, kidneys, liver, and
heart; therefore we focused our analyses on these organs. e123 ratios were calculated
for each of these organs in different sized MOBY phantoms (Table 2.3. Notably, the
low-to-high energy ratio increased slightly ( 5-10%) as the size of the mouse phantom
increases. The activity detected in the high energy window was associated solely with
123

I -photons. The, whereas activity detected in the low energy window was a mix

combination of both
123

123

I and

125

I -photons and x-ray photons. High and low energy

I events are were statistically correlated, thus the low energy 123 I component could

be accurately estimated from the high energy counts. Separation of the mixed
and

125

123

I

I activity signals detected in the low energy window could then be accurately

achieved.
Simulations were carried out in various scanner and radiotracer concentration
configurations to verify that cross-talk effects can be suppressed using the correction
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Table 2.4: Relative estimation error for three different imaging conditions.
Collimator
123
I-to-125 I ratio
Ideal imaging conditions
Scatter and attenuation
medium w/o corrections
Scatter and attenuation
medium with corrections

1:1

1MGP10
1:2

1:1

5MWB10
2:1

2:1

2:1

6%
16.2%

3.7%
8.2%

11.2%
22.3%

6.8%
18.4%

4.3%
9.5%

14.4%
32.3%

7.1%

3.7%

11.5%

11.2%

6.2%

19.5%

method. The MOBY phantom was 4 cm wide and 6 cm long. The kidney was used
as the source of emissions. For both the MGP and MWB collimators, the relative
estimate error increased dramatically when scatter and attenuation medium were
included in the simulation and predictably, decreased when appropriate corrections
were applied (Table 2.4). When equal quantities (µCi) of 123 I and 125 I were simulated,
the relative estimation error was 10% with ideal imaging conditions. When the
amount of

125

I was two-fold greater than

123

I, the relative estimation error decreased

because the cross-talk was reduced. Conversely, when the amount of
at two-fold the amount of
relative increase in

123

125

123

I was present

I, cross-talk played a more dominant role due to the

I-derived x-ray photons and the scattered

123

I high-energy -

photons being detected in the low-energy window (Table 2.4).

2.2.4

Conclusion

Dual isotope imaging of

123

I- and

125

I-labeled biological agents in individual subjects

is a powerful tool for performing quantitative preclinical comparative effectiveness
measurements in mouse models of human disease. The use of two iodine radioisotopes
in this paradigm assures that the radiolabeling chemistry is identical for each sample
something that cannot easily be done when

99m

Tc and

125

I are used (Wall et al.,

2012). However, cross-talk between the two iodine isotopes in the low-energy (x-ray)
detection window prevents standard imaging protocols from producing quantitative
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results. Herein, we examined the cross-talk effects using GATE simulations and the
MOBY phantom.
We developed and validated a correction method based on the simple ratio of the
number of low and high energy

123

I photons and examined its application to small

animal SPECT imaging. The results indicate that the overlap effects in SPECT
imaging can be suppressed, if not entirely eliminated, when attenuation and scatter
is either absent or corrected for using standard methods. Moreover, the presence
of uncorrected attenuation and scatter results in non-negligible but rather small
estimation errors ( 16.2%). This error can be further decreased by using a higher
concentration of

125

I relative

123

I to reduce the relative amount of spectrum overlap.
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Chapter 3
Iterative Image Reconstruction
Once enough projection images are acquired from SPECT scan, acquired projection
images are used to reconstruct a 3D distribution of radio-pharmaceutical inside the
animal. There are two types of image reconstruction methods: analytic methods
and iterative methods. Analytic methods use a simple model of an image acquisition
process, namely a discrete form of the radon transform; thus reconstructs the image
very efficiently but at a very poor quality. On the other hand, iterative methods
use more sophisticated models of the image acquisition process by incorporating the
probabilistic models of the noise and the geometry of the scanner. However, this result
in a more complex mathematical problems which requires much more computing
power to solve. In this chapter, we analyze commonly used iterative reconstruction
methods, and investigate ways to computationally accelerate these methods.

3.1

Emission Tomographic Imaging

An Emission Tomography(ET) reconstruction problem can be formulated as finding
the object distribution f given (1) the information about the imaging system in the
format of the matrix A and (2) a set of acquired projection at multiple angles b
(Laush, 2004) as shown in Figure 3.1. Figure 3.1 represents one-dimensional parallel
projection of a two-dimensional slice through an spherical object. Each projection b
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Figure 3.1: Emission tomography problem
at given angle φ can be represented as the line integral of emitting object distribution
f (x, y) along yr as follows:
Z
b(xr , φ) =

f (x, y)dyr

(3.1)

For computing purpose, the emitting object distribution f (x, y, z) cannot be
represented as a continuous-domain function; therefore, each projection in equation
3.1 can be approximated by the following system of linear equations:

bi = aTi ∗ f

(3.2)

which can be then summarized by a single matrix equation as follows

b = Af

(3.3)

where b is a column vector representing recorded projection pixel value, f is a
column vector representing value of one image voxel of the reconstructed image, and
each matrix element aij denotes the probability of photon emitting from an image
voxel fi being detected at the projection pixel bj . This probability is affected by
various physical factors such as photon attenuation and scatter.
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3.2

Iterative Reconstruction Method

Figure 3.2: General iterative reconstruction process
Iterative reconstruction methods generally consist two components: criterion
function and algorithm. The criterion function defines the standard for determining
which reconstructed image is to be considered the best estimate of the actual object.
The algorithm is a set of steps designed to find the best solution for given criterion
function. The algorithm typically consists of four steps as shown in Figure 3.2. First
step is a forward-projection step where the image estimate f is projected onto the
artificial detectors using the image acquisition process model A to form 2D projection
images of the image estimate b. Second step is a compare step which compares
the image estimate in projection space against the acquired raw projection data
to compute the correction term accordingly. Third step is a back-projection step
in which the computed correction term in the projection space is back projected
onto the image space. Last step is a update step which updates the image estimate
using the computed correction term from the previous steps. This iteration process
continues until there is no significant difference between the estimated projection and
the acquired projection or a certain number of iterations is executed.
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3.2.1

Constraint-Satisfaction Criterion and Algorithms

The image reconstruction problem can be viewed as a problem of finding an image fˆ
which satisfies the constraints dictated by the measured data b and prior knowledge
about the image acquisition system A (Laush, 2004). That is, we are trying to find
a solution for the system of simultaneous equations:
b = Af

(3.4)

Each linear equation bi = aTi f defines a hyperlane in the vector space in which f .
Every hyperplane bi = aTi f can be viewed a set to which the solution is constrained
to belong, and the solution fˆ lies in the intersection of all these sets by satisfying all
those constraints. This constraint-satisfaction criterion is the basis for many early
iteration reconstruction methods such as Algebraic Reconstruction Technique (ART)
(Gordon et al., 1970), Simultaneous ART(SART) (Andersen and Kak, 1984), and
Simultaneous Iterative Reconstruction Technique(SIRT) (Gilbert, 1972).

Figure 3.3: Projecting a point onto a hyperplane until the solution is found in ART
In ART, the equation 3.4 can be solved iteratively as follows:
(n+1)
fˆi

=

(n)
fˆi

+ ajk

(bj −
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P
(n)
a fˆ )
P k 2jk k
k ajk

(3.5)

where n is the iteration index. This operation can be thought as a projecting a point
onto a hyperplane, as visualized in Figure 3.3. ART is a simple to implement, and
converges relatively fast when the equations are more nearly orthogonal. However, its
convergence rate becomes slow when the equations are far from orthogonal and ART
only updates one measurement at a time. Moreover, ART suffers from numerical
instability since ART updates one measurement at a time and inconsistencies in the
set of measurement can cause such instability.
SIRT, proposed by Gilbert in 1972 (Gilbert, 1972), simultaneously processes all the
measurements and uses the average value to update all pixels at the same time. The
resulting image is smoother than ART but at the expense of the slower convergence.
Figure 3.6 shows a general SIRT formula:
(n+1)
(n)
fˆi
= fˆi +

P

i

aij [(bj −

P
P
(n)
aih fˆk )/ h aih ]
h
P
i aij

(3.6)

If the system matrix A has the full column rank, SIRT converges to a weighted
least square solutions (Gregor and Fessler, 2014).

3.2.2

Maximum-Likelihood Criterion and Algorithms

In maximum-Likelihood(ML) criterion, the best estimate fˆ is considered to be the
object function f for which the measured data would have had the greatest likelihood
probability p(b; f ) where b is the acquired projections (Fisher et al., 1921). ML
criterion can be formulated as below:
fˆ = arg maxf p(b; f )

(3.7)

There are several advantages of ML criterion (Van Trees and Bell, 2013) The
biggest advantage of ML is that ML estimators are asymptotically unbiased, that is the
large number of observations lead to more unbiased estimation. The other advantage
is that ML estimators are asymptotically efficient, meaning that variance (image noise)
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among unbiased estimators decrease as the number of observation becomes large.
However, the variance is still high for unbiased estimators; thus, a certain number
of bias such as spatial smoothing are often introduced to reduce the variance in the
reconstructed image.
Maximum-Likelihood Expectation-Maximization, proposed by Lange et al. (1984)
and Shepp and Vardi (1982) for image reconstruction, has been the leading iterative
reconstruction algorithms for PET and SPECT for several years due to its simplicity
and consistent convergence rate. Equation 3.8 shows a ML-EM algorithm:
(n)
X
fˆj
bi
(n+1)
ˆ
fj
=P
aij P
ˆ(n)
i 0 ai 0 k i
k aik fk

(3.8)

The error and updates are multiplicative; therefore, ML-EM includes automatic
handling of non-negativity constraint and allows some pixels to be preset to zero.
However, ML-EM has a slow convergence rate as each iteration require one complete
forward projection and back-projection. Moreover, ML-EM can yield a very noise
reconstructed images without any bias. There are many variation of ML-EM which
solves these short-comings.

Ordered-Subset EM (OS-EM) greatly improves the

reconstruction process by computing sub-iterations of the reconstruction algorithms
using only a subset of the rows of the system matrix during each iteration (Hudson and
Larkin, 1994). Space-alternating generalized EM (SAGE) improves the convergence
rate by using a matrix-based projection model and updating each image voxel
individually (Fessler and Hero, 1994).
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3.2.3

Least-Square and Weighted Least-Square Criterion
and Algorithms

Least-Square Criterion
In Least-Square(LS) criterion, the best reconstructed image fˆ is considered to be the
object function f for which would produce projections Af that are most similar to
the acquired projections b. LS criterion can be formulated as below:

fˆ = arg minf ||b − Af ||2 = arg minf

M
X
i=1

bi −

N
X

!2
aij fj

(3.9)

j=1

Equation 3.9 can be solved directly by applying Gaussian Elimination or Cholesky
Factorization to the associated normal equations when AT A is invertible:

f̂ = ((AT A)−1 AT b)b

(3.10)

However, if the dimension of A is too large to be solved by direct methods, iterative
algorithm are used to solve this equation.
Iterative algorithm for solving equation 3.9 has the following additive update
formula:
f̂

(n+1)

= f̂

(n)

+ t 4 f (n)

(3.11)

where n is the iteration index, t is the step size, and 4f (n) is the step direction. At
each iteration, we are moving to the solution in 4f (n) by t step size.
Weighted Least-Square Criterion
In LS algorithms, we assumed no prior knowledge about the projection data. If some
characteristics about projection data are known such as the grater variance of pixel
values at the edge, we can use this prior knowledge to improve the reconstructed image
quality. In weighted least-square (WLS) algorithms, we use the same criterion for
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determining the best reconstructed image as LS algorithms; however, we incorporate
weight values as shown in the equation 3.12

M
X

fˆ = arg minf (b − Af )T D(b − Af ) = arg minf

di

bi −

i=1

N
X

!2
aij fj

(3.12)

j=1

where D is a diagonal matrix containing the weight di for each projection pixel
value. The weight di is usually chosen to be variance(bi )−1 = mean(bi )−1 for SPECT
since the mean equals the variance for poison event.
Algorithms
The simplest iterative algorithm is gradient descent (GD) algorithm.

At each

iteration, we use the negative of the gradient of the function at the current point
as the step direction. This method is based on the observation that if the multivariable function f (x) is defined and differentiable at the current point, then f (x)
decreases most quickly in the direction of the negative gradient:
∆f = −

δJ(f )
δf |fˆ(n)
D

(3.13)

This equation can be solved as follows:
∆f = −AT D(b − Af̂

(n)

)∆p

(3.14)

Gradient descent algorithm is simple to implement; however, it generally require
many iterations to produce a usable solution due to slow convergence rate especially
near minimum points.
Conjugate gradient(CG) algorithm has a faster rate of convergence than gradient
descent (GD) algorithm (Press et al., 1996), and also has proven to be effective in
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solving large sparse linear systems(Tsui et al., 1991). Unlike CG, all step directions
are chosen to be conjugate to one another:

(A∆f (i) )T (A∆f (j) ) = 0 if i 6= j

(3.15)

where i and j are the iteration numbers.

Figure 3.4: Comparison of step directions of conjugate direction method(solid red)
and gradient descent method(dotted black)
Figure 3.4 compares step directions of conjugate gradient method and gradient
descent method. The dotted line represents step directions of the gradient descent
method with optimal step size whereas the solid line represents step directions of
the conjugate gradient method. In CG, the minimization along the current step
direction does not affect the minimizations performed in the any of the previous
steps; therefore, the convergence is guaranteed in N iterations where N is the number
of unique eigenvalues of A0 A
The other commonly used algorithm is coordinate descent (CD) algorithm. CD
is a non-derivative optimization algorithm which finds the local minimum by doing
a line search along one coordinate direction at the current point in each iteration.
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Since CD updates one image voxel at a time, it makes CD very efficient at handling
matrix-based model.
Penalized Weighted Least Square Algorithm
One of the most successful reconstruction algorithm using WLS criterion is Penalized
Weighted Least Square(PWLS) method (Fessler, 1994). PWLS algorithm uses a
coordinate descent algorithm and quadratic prior to solve explicitly for the optimal
step size t. PWLS incorporates a smoothness penalty or prior R(Geman and McClure,
1987) into the WLS criterion as follows:

f̂ = arg minf

1
(b̂ − Af )T D(b̂ − Af ) + βR(f )
2

(3.16)

where βR(f ) is a roughness penalty. The first term in this equation minimizes
the difference the measured and the estimated images whereas the second term
discourages disparities between neighboring image voxel values.

The smoothing

parameter β controls the trade-off between these two terms.
There are many penalty functions R(f ) such as Gibbs prior (Lange, 1990; Lalush
and Tsui, 1993) which can smooth images while preserving the edges, and the
registered anatomic image prior(Gindi et al., 1993). In this research, we use a simple
quadratic penalty for our SPECT reconstruction as in Fessler (1994) as follows:
1
1XX
1
R(f ) = f T Rf =
wjk (fj − fk )2
2
2 j k∈N
2

(3.17)

j

where Nj is the set of neighbor of the jth pixel. The weighting parameter wjk is
determined by the distance between the neighboring pixel pair of j and k, thus wjk
√
equal 1 for horizontal and vertical neighbors, and 1 2 for diagonal neighbors. This
isotropic quadratic penalty does a good job of smoothing along all directions but may
not preserve edge information during reconstruction.
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Due to non-negativity nature of f , successive over-relaxation (+SOR)(Sauer and
Bouman, 1993) algorithm is used to solve PWLS criterion function.

3.3

System Matrix Generation
Image voxel

Detector pixel

j

	
  	
  	
  i

Figure 3.5: General iterative reconstruction process
In the iterative image reconstruction process, system matrix A models the image
acquisition process, and each matrix element aij represents the probability of photon
emitted from image voxels i being detected at detector pixel j as shown in Figure 3.5
Having an accurate system matrix model of the image acquisition process is critical
since the accuracy of a system matrix model determines the reconstructed image
quality. The system matrix model therefore needs to incorporate many physical
factors such as poison model of photon emission, attention and scatter (Liang et al.,
1992; Gilland et al., 1994), collimator response (Tsui et al., 1988; Gullberg et al.,
1985), and detector geometry (Riauka and Gortel, 1994; Scheins et al., 2006). In
practice, Monte Carlo simulation has been used to generate an accurate system matrix
model (Floyd Jr et al., 1986; Ortuño et al., 2004). Although Monte Carlo simulation
can generate system matrix incorporating many physical processes, this approach
requires a extremely long computational time (Gilland et al., 1997). The resulting
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matrix is very large but sparse so the matrix is often stored in a sparse matrix format
(Motta et al., 2002).
The system matrix can also be calculated analytically (Gregor et al., 2006;
Loudos, 2008; Borys et al., 2011). The analytic calculation approach is not only
computationally efficient but also is capable of generating the system matrix on the
fly (Gillam et al., 2013; Lougovski et al., 2014). The simplest method of generating
the system matrix is tracing the path of detected photons by drawing lines from
the detector pixels towards image voxels, and then calculating the transmission
probability as the length of the ray and voxel intersections (Zeng et al., 1991; Siddon,
1985; Sundermann et al., 1998). More sophisticated methods take a point spread
function based approach (Tsui and Gullberg, 1990). In this type of method, each
image voxel is considered as a point source, and the transmission probability is
calculated as the portion of detector pixel area which are illuminated when cone
beam are casted from the image voxel through the collimator holes. Model accuracy
can be increased by incorporating the effects of collimator penetration through the
pinhole edges (Feng et al., 2010). Another widely used system matrix generation
method is a solid angle based approach (Loudos, 2008). Solid angle(Ω) is a measure
of how large the object appears to an observer looking from at a certain point (Timus
et al., 2007), and the transmission probability is determined by the area of a detector
pixel visible to an image voxel through the collimator hole relatively to the area of
emission sphere defined by the image voxel(Loudos, 2008; Loudos et al., 2010).
The goal of this research is to develop a multi-pinhole system matrix generator for
3D SPECT using solid-angle, and then apply computational acceleration techniques
such as GPU and multi-threading with Intel SIMD instruction sets to speed up the
system matrix calcualtion process.
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Figure 3.6: Illustration of solid angle. The sphere has a radius r, and the surface of
imaginary detector is A

3.3.1

System Matrix Calculation using Solid Angle

The probability aij of emitted photons from image voxel i being detected at detector
pixel j is calculated by working out the solid angle of j from i. Radiation from a
radioactive source is emitted isotropically, that is, in all directions with equal intensity.
At a distance r from a radioactive point source, the geometric efficiency measures
the ratio of emitted radiation passing through the surface area A of an imaginary
detector over the total emitted radiation as shown in Figure 3.6.

gp =

A
4πr2

(3.18)

The geometric efficiency of a collimator pinhole can be calculated by using a solid
angle of a cone:
Ω = 2π(1 − cosθ)

(3.19)

def f
)
2δij

(3.20)

where θ is defined by
θ = 2arctan(
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Assuming the emission point is located at the origin, δij is given from:
δij =

q
(xi − xj )2 + (yi − yj )2 + (zi − zj )2

(3.21)

Figure 3.7: Parameters for collimator efficiency gcol and the effective diameter of a
pinhole def f for equation 3.22 to 3.23
In a pinhole SPECT imaging, detector only accepts the photons traveling in a
certain directions relative to the collimator pinhole. These factors needs to be taken
into the account when calculating the geometric efficiency of the detector with a
pinhole collimator. Figure 3.7 illustrates parameters for collimator efficiency gcol and
the effective diameter of a pinhole def f for equation 3.22 to 3.23. The surface area of a
collimator pin-hole depends on the location of point source. Looking from the center
line, the pin-hole looks like a complete circle. However, if we look at the collimator
from the side or the corner, the pin-hole looks like an eclipse or a smaller circle. The
collimator efficiency gcol and the effective diameter of a pinhole is def f are defined by:

gp =

def f =

def f cos3 θ
16b2

p
d[d + 2tan(α/2)]
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(3.22)

(3.23)

The probability of emitted photons from a radioactive point source i(the red dot)
passing through the collimator hole and getting detected at a detector pixel j(the
green dot) is given by:

aij = gp ∗ (n · v)

3.3.2

(3.24)

Acceleration via Multi-threading and SIMD Instructions

System-matrix generation is a computationally intensive process since we need to
compute the probability aij for each image voxel i and detector pixel j pair at
every acquired angles. For example, if a 68 × 68 detector is used to take acquire 60
projections, and these are used to reconstruct an image with 80 × 80 × 80 resolution,
this requires a system matrix of a size 27440 × 512000. However, since the probability
of each detector and image voxel pair is independent of each other, the system-matrix
generation can easily be parallelized. The simple solution for parallelizing the system
matrix generation is using multiple threads to handle one projection at a time.
Figure 3.8 shows the computation time of multi-threaded system matrix generation function as a function of the number of threads. Multi-threading is implemented
by using boost library (Karlsson, 2005), and the target machine consists of a Intel
I-4790 CPU(3.60GHZ x 8 cores) with 16GB DDR3 memory. Computation time
decreases proportionally to the number of threads.

Moreover, this method can

further be optimized by using Intel SIMD instruction sets to performance multiple
floating point calculations with a single instruction. Our system matrix generation
function first checks if the directional vectors n and v are almost parallel for given
a detector and an image voxel pair before calculating the probability. In our SIMD
implementation, we check for the parallelity of one projection with four adjacent
image voxel pairs simultaneously using SIMD instruction sets. As shown in Figure
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Figure 3.8: Computation time vs number of threads
3.8, this significantly reduced the computational cost of our system matrix generation
function by 55%.

3.3.3

CUDA acceleration

Over the last decade, Graphical Processing Unit(GPU) has become a versatile
platform for running massively parallel computation in medical physics (Pratx and
Xing, 2011).

These include medical image reconstruction, dose calculation and

treatment plan optimization, and image segmentation and registration. Among these
various research areas in medical physics, GPU has been actively applied in image
reconstruction area since most image reconstruction methods have many features
which make it suitable for GPU acceleration. These are data independence, low control divergence, and compute-intensive process. GPU has been successfully applied to
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the maximum-likelihood expectation-maximization (ML-EM) (Chidlow and Möller,
2003), the ordered-subset expectation-maximization (OS-EM) (Chidlow and Möller,
2003; Xu et al., 2010) and simultaneous iterative reconstruction technique(SIRT) (Xu
et al., 2010). In these implementations, GPU is used to perform forward/backward
projections using either voxel-driven or detector-driven mode. For forward projection
which forward projects our estimate in the image space to the projection data in
detector space, a detector-driven method is utilized to avoid serialization due to
simultaneous global memory access. For backward projection which back-projects
the projection data into the image space, voxel-driven mode is preferred for the same
reason. In this thesis, we apply various GPU optimization techniques to accelerate a
generic multi-pinhole system matrix generator for 3D SPECT using solid-angle.
Naive Implementation

Figure 3.9: Major data structures for naive GPU system matrix generation
There are three major data structures in GPU implementation as shown in Figure
3.9. All three data structures are stored in the global memory. The pinhole position
contains pinhole positions at every projection angles, and is declared constant so its
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read access is cached. The projection normal contains the normalized directional
vector from the center of the collimator to each detector pixel. These are precomputed on the CPU before moving to GPU global memory. The voxel position
contains the positional vector for all the image voxels.

Figure 3.10: Naive GPU implementation
Figure 3.10 shows the naive CUDA kernel.

This is just a direct port of

CPU compute probability function which does not consider the architecture nor the
memory layout of CUDA framework. This kernel uses blockIdx and threadIdx to
identify the indices of image voxel i and detector pixel j,respectively. It then reads the
corresponding voxel position and projection normal vectors from the global memory
and performs a series of floating point operations to calculate the probability aij before
writing the result to the global memory. This kernel is launched for each projection
angle.
The advantage of this naive kernel is that its structure is very similar to the
CPU version, thus making it easy to maintain and update the code. However, it
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Table 3.1: Profiling result of the naive GPU kernel
Properties
Memory bandwidth(GB/S)

Instruction bandwidth

Occupancy(SM)

Memory pattern

Output
Read
7.58
Write
0.87
Total
8.45
Load / Store
MID(57%)
Control flow
LOW(4%)
ALU
LOW(5%)
Texture
IDLE(0)
Active blocks
5
Active warps
40
Active threads
1280
Load transactions per request 24
Store transactions per request 13

has very slow execution time. It takes 5132 seconds to calculate the system matrix
(27440 × 512000) on the target machine. This poor performance could be caused
by various factors such as the memory bandwidth and the instruction throughput.
NVIDIA profiling tools npvorf and npvorf are used to identify the main performance
limiters. Table 3.1 shows the summary of profiling output. Total memory bandwidth
of this kernel is 8.45 GB/s, that is 29% of the maximum bandwidth of Quadro
K600 card. If the utilization of memory bandwidth is above 80%, it is considered
a performance limiter. In this case, the utilization is only 29%; thus, the memory
bandwidth is not a performance limiting factor. For the instruction bandwidth, all
four instruction pipes are under-utilized as well, meaning that instruction bandwidth
is also not a performance limiter. nvvp indicated that the latency of arithmetic
or memory operations might be the main limiting factor. High latency are usually
caused by (1) low occupancy, (2) uncoalesced memory accesses, (3) excessive control
divergence, and (4) bank conflicts in shared memory.

As shown in Table 3.1,

theoretical active blocks, warps, and threads are 5, 40, and 1280 respectively. This
indicates the theoretical occupancy of the our kernel is 62.50% of Quadro K600 card.
Maximizing the occupancy can reduce the latency since this can help hide latency
during global memory operations. For example, if a thread issues a global memory
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load operation, other threads can be executed while waiting for the global memory
load operation to finish. Since each SM has a limited amount of resources such as
shared memory and registers, it can only host up to a certain number of active warps.
However, our naive kernel already uses a minimal number of registers, and also nvvp
suggested that our occupancy is not high but not too low so improving the occupancy
may not lead to increased performance. So we looked at the next possible limiting
factor: memory access pattern. Warp is a basic unit of execution in CUDA, and
it usually consists of 32 threads. And when the threads in a warp request some
data from the global memory, CUDA will issue several memory transactions to bring
the data in. The number of memory transactions depends on the alignment and
consecutiveness of the requested memory address.

(a) Best case: threads in a warp request 32 aligned, consecutive 4-byte words

(b) Worse cast: threads in a warp request 32 scattered 4-byte words

Figure 3.11: Effective of memory pattern on memory throughput
When threads in a warp issue a memory read or write quest, memory controller
determines which lines/segments requested memory addresses fall in.

In Kepler

architecture, memory transaction granulatiy is 32 bytes, and natively supported data
sizes are 20 − 24 bytes (Corporation, 2012). Since a global memory access has a
high latency, it is desired that memory accesses in the same warp are coalesced to
maximize the memory throughput. Figure 3.11 demonstrates the effect of memory
access pattern on the memory throughput. When the threads in a warp requests 32
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aligned and consecutive 4-bytes words as shown in Figure 3.11(a), all the addresses
fall within 4 segments so only 128 bytes are read from the global memory. In this
case, the bus interface is utilized 100%. However, when the threads in a warp request
32 scattered 4-byte words as shown i nFigure 3.11(b), If the requested addresses
fall within N segments, N*32 bytes are transfered across the bus. If the address is
not aligned, (N*2)*32 bytes need to be transferred from the global memory. In the
worst case scenario, (32*2)*32 = 2048 bytes are transferred with the bus utilization
of 128/(32*32*2) = 6.25%. As you can see, the memory access pattern has a huge
impact on the performance of GPU kernel. Table 3.1 indicates that there are 24
load transactions per single memory request, meaning that our kernel has too many
uncoalesced memory accesses. We then used nvvp to locate where these uncoalesced
memory accesses are happening and solved this problem as discussed in the next
subsection.
Data Layout: Array of Structure vs Structure of Array

Figure 3.12: Strided access in the array of structures
At the beginning of the execution, the naive kernel reads voxel position and
projection normal vectors from the global memory. However, the problem is that
these global memory load operation will result in a series of strided memory access
because of the way the data are stored in the global memory as shown in Figure
3.12. So we changed the data layout from arrayof structure to structureof array to
minimize the number of memory transactions as shown in Figure 3.13. After applying
this parallelization technique, the number of load transactions per request decreased
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Figure 3.13: Structure of Array (SOA) for coalesced global memory access
from 24 to 8; moreover the memory bandwidth increased from 8.45 GB/s to 13.5
GB/s. The total execution time decreased from 5132 seconds to 2592 seconds.
Table 3.2: Profiling result of the GPU kernel with structure of array
Properties
Memory bandwidth(GB/S)

Memory pattern

Output
Read
12.3
Write
1.2
Total
13.5
Load transactions per request 6
Store transactions per request 13

Thread Coarsening and Register Tiling

Figure 3.14: Applying thread coarsening and register tiling to eliminate redundant
work
In the current version of compute solidangle, one thread computes the solid angle
of one pair of projection pixel and detector pair. This parallel execution requires
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performing redundant work for every threads. For example, every threads compute
the location of the projection pixel. This redundant calculation can be avoided by
using thread Coarsening and register tiling technique. This technique merges multiple
threads into one so that each thread calculate multiple output elements3.14. Merged
threads calculate the redundant calculations once, and save them into registers. These
registers are then re-used multiple times. This technique improves the performance
by eliminating the redundant memory access and calculation at the expense of more
register uses. The number of threads per block is limited by resources such as the
number of registers or shared memory so merging threads will limit the number of
threads allowed on each block. However, the performance increase often outweigh
reduced parallelism especially on recent GPU with more addressable registers.

Figure 3.15: Merging threads to handle all voxels along the z-axis

Table 3.3: Profiling result of GPU kernel with thread coarsening and register tiling
Properties
Instruction bandwidth

Occupancy(SM)

Output
Load / Store
MID(57%)
Control flow
LOW(6%)
ALU
LOW(23%)
Texture
IDLE(0)
Active blocks
4
Active warps
28
Active threads 896
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In our implementation, we merged threads such that each thread calculates oneelement thin column along the z-coordinate as shown in Figure 3.15. By merging
threads into one thread, we load and compute dx2 + dy 2 and other intermediate
results once, and re-use it along the z-axis. Intermediate results are stored in the
registers thus decreasing the occupancy from active threads from 62% to 44% as
shown in Table 3.3. However, the computation time decreased from 2592 seconds to
2232 seconds.
Shared Memory Tiling and Privatization

Figure 3.16: Three-level-hierarchy for maximum memory throughput

Table 3.4: Profiling result of GPU kernel with shared memory tiling and privatization
Properties
Occupancy(SM)

Memory pattern

Output
Active blocks
4
Active warps
26
Active threads
832
Load transactions per request 6
Store transactions per request 4

Once the probability aij is calculated for each detector and image pair, the probability needs to be written back to the global memory.In the current implementation,
all the threads write directly to the global memory. The problem with this approach is
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that high global memory contention could lead to a series of a sequential global write
operation, which could have detrimental effect on the performance. Not all detector
and image voxel pair produces a valid probability value, and a write operation should
be avoided in this case. To maximize global memory throughput, we a three-level
memory hierarchy method (Luo et al., 2010; Merrill et al., 2012). In this approach,
data is written to three-level of memory hierarchy as shown in Figure 3.16 to avoid
contention by aggregating updates locally. It consists of a warp-level queue, a blocklevel queue, and a global-level queue. The layout of each queue needs to be designed
carefully to avoid data contention. A warp is a basic unit of execution, and the
NVIDIA Kepler architecture supports a warp size of 32 (Corporation, 2012). A
warp-level queue is located on the shared memory, and each queue has a size of 8 to
avoid bank conflict. At the end of each loop iteration,

syncthreads() is executed

to synchronize all threads in the same block, and a block-level queue is assembled
is assembled from warp-level queues.

Moreover, multiple threads collaborate to

construct a global-level queue from block-level queue. This technique improves the
performance by eliminating unnecessary global memory write and also coalescing
global memory operation. However, the size of warp-level queues and block-level
queues are limited by the size of the shared memory, thus limiting the active number
of threads to 832 as shown in Table
However, the performance gain by this method outweighs reduced parallelism,
and also the global memory can be used to store overflow data. By applying this
method, we further decreased the performance from 2232 seconds to 1253 seconds by
eliminating unnecessary global memory write operations and coalescing the rest of
global memory operations.
Summary of GPU Optimization
Figure 3.17 shows the performance improvement of our GPU kernel as we apply
various parallelization techniques. By changing the data structure layout from the
array of structure to the structure of array, we decreased the execution from 5132
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Figure 3.17: Performance improvement of the GPU kernel by applying parallelization
techniques
seconds to 2592 seconds. This huge performance gain is the result of coalesced global
memory load transactions. Since all the threads in a warp requests adjacent memory,
only few memory transactions are issued to load the data. Thread coarsening and
register tiling technique further reduces the computation time to 2232 seconds. In
this technique, redundant work are eliminated by computing one-element thin column
along the z-coordinate.

Lastly, shared memory tiling and privatization reduced

the computation time to 1253 seconds by utilizing shared memory by eliminating
unnecessary global memory write and also coalescing global memory operation.

3.4

Conclusion

In this chapter, we reviewed various iterative reconstruction algorithms and implemented two widely used reconstruction methods for our computational SPECT
framework. These are Maximum Likelihood-Expectation Maximization (ML-EM)
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Figure 3.18: Performance of system matrix generation on various computational
accelerators
and Penalized Weighted Least Square-Successive Over-Relaxation (PWLS-SOR).
Moreover, we designed and developed a multi-pinhole system matrix generator for 3D
SPECT using sold angle. Given an imaging acquisition configuration, this software
can generate a system matrix which can then be used by any iterative reconstruction
software to perform forward and back projections. Generating an accurate system
matrix is a computationally intensive process. Therefore, we applied computational
accelerators, namely GPU and multi-threading with SIMD instruction sets, to speed
up the system matrix generation process. Figure 3.18 compares the performance
of various system matrix generations. The result shows that the optimized GPU
implementation speed up the system matrix generation by 9 times by eliminating
unnecessary global memory write and also coalescing global memory operation.
Moreover, multi-threading with SIMD instruction sets further reduced the execution
time by achieving 14 times speed up over the naive CPU implementation on the target
machine. Our initial GPU implementation performed relatively poorly (5132s) due to
poorly designed data-structure and memory access pattern. Profiling tools are used
to identify the performance limiting factors, and various parallelization techniques
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are applied to reduce the computational cost to 1253 seconds by minimizing latency
and global memory transactions.

In multi-threading with SIMD instruction set

implementation, we assigned each core to handle one projection at a time, and use
SIMD instruction set to perform multiple floating point calculations with a single
instruction.
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Chapter 4
Attenuation and Scatter
Correction
This chapter describes various attenuation and scatter correction methods in small
animal SPECT, and also quantitatively analyzes the performance and computational
cost of each correction method.

Traditionally, SPECT has known to be non-

quantitative due to the image degradation caused by various factors such as photon
attenuation and nonstationary collimator-detector response (Willowson et al., 2008).
For example, photon attenuation can not be estimated properly since the exact
photon emission location is difficult to estimate due to single photon emission
nature of SPECT. Most correction methods are borrowed from clinical study (Liang
et al., 2007; Golestani et al., 2010). However, there are two significant differences
between small animal imaging and clinical imaging: (1) there are significantly
less photon attenuation and scatter inside small animal than human due to its
smaller size, (2) the majority of scatter arises from environmental and detector
scatter rather than small animal itself (Yang and Cherry, 2004). There has been
extensive amount of research done on the effects of photon attenuation and scatter,
and correction methods in general (Zaidi and Hasegawa, 2006; Zaidi and Koral,
2006); however, very little information exists on how correction methods scale
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with the size of object in small animal SPECT environment (Konick, 2010). In
this research, we use our newly developed SPECT simulation and reconstruction
toolkit to quantitatively analyzes the performance of each correction method in
small animal SPECT imaging environment. Moreover, some correction methods
require substantially more computing resources than other correction methods, and
we apply computational acceleration techniques such as GPU and multi-threading
with Intel SIMD extensions to reduce the computation time without compromising
their correction efficiency.

4.1

Image Degradation: Attenuation and Scatter

(a)

(b)

Figure 4.1: SPECT scans in an ideal imaging condition without photon attenuation
and scatter: (a) SPECT acquisition at multiple angles, (b) acquired projections with
the uniform counts
Suppose we have an uniform spherical source f (x, y) embedded inside a mouse
as shown in Figure 4.1. If we assume that there are no photon attenuation and
scatter, and acquire multiple SPECT scans with a perfect parallel collimator which
only allows photons emitted from f (x, y) in a direction parallel to the collimator hole
to pass through, we can acquire projection images with the uniform count as shown
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in Figure 4.1. Each projection p at a given angle φ is defined as the line integral of
f (x, y) along yr when viewed at angle φ as follows:
Z
p(xr , φ) =

f (x, y)dyr

(4.1)

where xr and yr represent the rotated coordinates, and they are related to the
original coordinates by:
  
 
x
cosφ −sinφ
x
  r
 =
yr
sinφ cosφ
y

(4.2)

In reality, photons are subject to attenuation and scatter as they interact with
tissues when they travel through the animal body. There are two major types of
major photon interactions with matters for the photons used in the SPECT imaging
(3̃0-245Kev):
Photoelectric For low-energy photons, an incident gamma-ray photon is completely
absorbed by the colliding atom, and its inner shell electron is ejected with a
kinetic energy equal to the energy of the gamma-ray less that of the binding
energy (Krane, 1987). From SPECT imaging point of view, an absorption of
the gamma-ray photon result in an event loss. The probability of photoelectric
effect is high for low-energy photons with high atomic number(Parker et al.,
1978).
Compton Scattering Incident gamma-ray photon transfers only part of its energy
to loosely bound outer shell electron and deviates from its original path (Krane,
1987). From SPECT imaging point of view, this type of interaction results in
an noise.
The aforementioned photon interactions with matters result in photon attenuation
and scattering noise. If an photon is completely absorbed due to photoelectric effect,
the acquired projection image will have fewer counts as shown in Figure 4.2. The
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Figure 4.2: Image degradation due to photon scatter(green solid line) and
attenuation(violet dotted line)
number of lost events due to photon attenuation depends on the the type and thickness
of materials through which the photons must travel before being detected. This can
be estimated by using an attenuation coefficient map such as X-ray CT map:
I = I0 e−

R

µ(x,y)ds

(4.3)

where I0 is the initial photon energy, I is the detected energy, and µ(x, y) is an
attenuation coefficient at location (x,y). The transmitted fraction is given as:
I
− ln( ) =
I0

Z
µ(x, y)ds

(4.4)

If a photon is scattered due to Compton scattering effect, emitted photons might
be detected at the wrong position as shown in Figure 4.2. This adds noise in the
projection data:
Z
p(xr , φ) =

4.2

f (x, y)dyr + ηscatter

(4.5)

Simulation Datasets

To test the performance of each correction method, simulation datasets are generated
as follows.

A 2700 seconds acquisition is simulated with two detectors located

respectively at 90 and 270 degrees at the start of simulation. Sixty projections
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(b)

(c)

(a)

Figure 4.3: (a) MOBY mouse phantom, (b) spleen emission map, and (c) liver
emission map
are acquired with each projection taken every 6 degrees over a 360-degree gantry
rotation with a five-multi-pinhole collimator at 30 mm radius of rotation. MOBY
mouse phantom (Segars and Tsui, 2007) is used to generate attenuation and emission
maps. Spleen and liver are used as activity phantoms. The attenuation and emission
maps are 256×256×720 with an isotropic resolution of 145 um. An 80×80×80 image
is reconstructed using an isotropic resolution of 500 um. Figure 4.3 shows the MOBY
mouse phantom and two emission maps. Liver, the largest organ in a mouse, has a
volume of 0.934 cm3 and is filled with 100 micro curie of target radioisotope. Spleen,
the smallest organ in a mouse, has a volume of 0.1102 cm3 and is filled with 50 micro
curie the target radioisotope. Two radio isotopes are used. These are 125 I and 99m T c.
125

I emits low-energy gamma rays photons, and modeled by using 5.5 keV (4.5%), 31

keV (17.6%), and 27.5 keV (77.9%) energy peaks.

99m

T c emits high-energy gammary

ray photons, and modeled by using a 140keV energy peak.
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4.3

Attenuation Correction

The simplest way to estimate the transmitted fraction in Equation 4.3 is to assume
an uniform attenuation coefficient µ(x, y) (Chang, 1978) within the body. In this
method, the body contour is either derived manually from the measured emission
data (Larsson, 1980) or computationally calculated using edge-detection algorithms
(Bergström et al., 1982).

Then the total amount of attenuation coefficient is

then calculated by multiplying the traveled distance with the uniform attenuation
coefficient value. The assumption of uniform attenuation works well in relatively
homogeneous areas such as the brain and abdominal where soft tissues are dominant.
However, it does not work well in heterogeneous areas such as the chest.
When scanning heterogeneous areas, an additional scan is performed to generate
an attenuation coefficient map of the target region. There are two different scan
methods for generating the map. These are (1) radionuclide transmission scan (Bailey,
1998) and (2) X-ray CT scan (Fleming, 1989; Koral et al., 1994). In radionuclide
transmission scan, an additional SPECT or PET transmission scanning is performed
simultaneously (Tung et al., 1992) or independently (Smith et al., 1997) to acquire the
attenuation map using an external radionuclide source. The obvious advantage of the
simultaneous scanning is the reduced scan time but this method may suffer from the
cross-talk between the transmission and the emission data. Sequential scanning on the
other hand does not have the cross-talk problem; however, it requires an additional
scan time and suffers from the image registration problem. SPECT transmission scan
is usually performed by acquiring a stationary scan with a parallel-hole collimator with
99m

T c or

153

Gd transmission source. In hybrid SPECT/PET imaging, a dual-head

coincidence camera is often used for post-injection transmission scanning with
and

153

133

Ba

Gd.

X-ray CT scan on the other hand uses an external X-ray source to generate a
patient specific attenuation map without cross-talk contamination. Moreover, the
photon influx of x-ray tube is several orders of magnitude higher than the one of
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external radionuclide source, thus dramatically reducing the acquisition time while
increasing the statistical quality of the attenuation map.

When generating an

attenuation map using a X-ray CT scanner, X-ray CT scan is usually taken with
a dedicated modality before the actual SPECT scan. Traditionally, a patient had to
move between separate X-ray CT and SPECT scanners, causing a image registration
problem. Fiducial markers are often used to align CT and SPECT images. This
method works relatively well for rigid body parts like brain and pelvis (Hutton et al.,
2002). However, it often fails to align deformable body parts such as thorax and
abdomen. Recently, a dual-modality imaging system has been developed to solve
the deformable image registration problem (Patton et al., 2000; Kalki et al., 1997).
In this modality, the patient bed is shared among different imaging modalities to
minimize the patient movement. The biggest challenge in using an X-ray CT scanner
to generate an attenuation map is the conversion of attenuation coefficient values
from CT to SPECT. The linear attenuation map measured with CT is generated
using x-ray photons which have different photon energy. Therefore, the attenuation
map measured with CT needs to be converted to the corresponding energy of the
radiotracer used in SPECT imaging (Blankespoor et al., 1996; LaCroix et al., 1994)

4.3.1

Implementation and Acceleration

Figure 4.4: X-ray CT attenuation map with trilinear interpolation lookup
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The computational effectiveness of an attenuation correction method depends on
various factors: (1) the type of attenuation map, (2) the body contour detection
method, and (3) the attenuation coefficient lookup method. In preclinical SPECT,
it is yet unknown whether the extra computational cost necessarily produces the
better result. In this research, we first implement the most computationally expensive
method – X-ray CT attenuation map with trilinear interpolation lookup as shown
in Figure 4.4. We then apply various computational techniques to accelerate this
method without compromising its correction effectiveness. In X-ray CT attenuation
map with trilinear interpolation lookup method, a ray from every detector pixel is
shot and traced in direction of every collimator holes. To estimate the amount of
encountered attenuation coefficient for each ray, we follow the ray and use trilinear
interpolation method at every step size to work out the contribution of surrounding
pixels. Trilinear interpolation at point (x, y, z) is performed by interpolating along
every x,y, and z axes using the following equation:
f (x, y, z) = (1 − t)(1 − u)(1 − v)f (xi , yi , zi ) + t(1 − u)(1 − v)f (xi+1 , yj , zk )+
(1 − t)u(1 − v)f (xi , yj+1 , zk ) + tu(1 − v)f (xi+1 , yj+1 , zk )+

(4.6)

(1 − t)(1 − u)vf (xi , yj , zk+1 ) + t(1 − u)vf (xi+1 , yj , zk+1 )+
(1 − t)uvf (xi , yj+1 , zk+1 ) + tuvf (xi , yj+1 , zk+1 )+
where t,u, and v represents the fractional contribution made by neighbors in x,y,
and z direction respectively as shown in Figure 4.4. The trilinear interpolation is
an expensive process which requires 24 multiplication and 8 addition floating point
operations. To make it worse, trilinear interpolation is performed at every ray stop
point. Therefore, it is necessary to accelerate trilinear interpolation operation for
better computational efficiency. Trilinear interpolation can be accelerated using Intel
SIMD extensions(Gregor, 2011). By using the Intel SIMD instruction set, we can
perform four floating point calculations with one single instruction. Figure 4.5 shows
the trilinear interpolation using Intel SIMD extension code.
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Figure 4.5: Trilinear interpolation using Intel SIMD instruction set
C1 contains coefficients for f (xi , yi , zi ), f (xi , yi , zi+1 ), f (xi , yi+1 , zi ), and f (xi , yi+1 , zi+1 ).
And C2 contains coefficients for f (xi+1 , yi , zi ), f (xi+1 , yi , zi+1 ), f (xi+1 , yi+1 , zi ), and
f (xi+1 , yi+1 , zi+1 ). Tri-linear interpolation can also be accelerated using a commodity
graphics card. GPU provides a hardware trilinear interpolation support through
texture mapping unit. Figure 4.6 shows the trilinear interpolation using texture
mapping on CUDA. At each stop point, we put an uniform cube around the current
ray position, and estimate the contribution of each corner using texture lookup
command, tex3D. To calculate the weight of one corner, the weight of the target
corner is set to 1 while setting the weights of the remaining corners to 0, and
then tex3D command is issued. This step is repeated eight times to work out the
contribution coefficient for every eight corners.
When there is no need to access individual contribution coefficient, we can further
optimize the whole X-ray CT attenuation correction process by re-writing it for
GPU. In this implementation, a 3D texture map is created for the entire X-ray CT
attenuation map. Total amount of the attenuation coefficient along a ray can be
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Figure 4.6: Trilinear interpolation using hardware interpolation on GPU
calculated by calling only one texture lookup function. This method reduces the
execution time to 124 seconds. The major downside of this method is that it does
not provide access to the individual coefficient of surround pixels at each stop point;
moreover, X-ray CT attenuation map needs to fit on the GPU global memory.

(a)

(b)

(c)

Figure 4.7: Surface representation with marching cube algorithm. (a) attenuation
coefficient map, (b) surface representation with 250 triagnles, (3) surface
representation with 9840 triangles
So far, we discussed a patient-specific attenuation map generated with X-ray CT
scan. In clinical SPECT, an uniform attenuation map is often used when scanning
homogeneous body part like brain or abdomen. Since photon attenuation and scatter
inside small animal are known to be minimal compared to the human body (Yang
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and Cherry, 2004), an attenuation correction with uniform attenuation map could
produce a good result for small animal SPECT. The biggest challenge in using is the
identification of body contour. In this research, we apply marching cube algorithm
(Lorensen and Cline, 1987) to quickly derive the surface-representation of the mouse
by dividing a region of space into 3D array of rectangular cells. Figure 4.7 shows two
surface representations of a mouse. Figure 4.7(a) is generated with a step size of 50,
and consists of 250 triangles. Figure 4.7(b) is generated with a step size of 10, and
consist of 9840 triangles. More triangles give you more accurate surface representation
of a mouse; however, it also increases computational cost for finding a ray-triangle
intersection point.
Once a photon is emitted within the mouse, it will travel through the animal body
and exit at some point. This exit point can be found by determining if there is any
intersection point between the ray and a triangle. Since there are many triangles,
an efficient data structure needs to be implemented for the optimal result. In this
research, K-D tree with Surface-Area Heuristics (SAH) (Wald and Havran, 2006)
from ray-tracing is adapted to efficiently find the distance between the emission point
and the exit point. In this algorithm, k-d tree is constructed using the surface area
heuristic. During the build process, we compare the cost of splitting to the cost
of not splitting. If the cost of splitting is high than the cost of not splitting, we
turn the current node into a leaf. Otherwise, the splitting continues recursively.
Another way to find the exit point using the triangulated mouse model is using a
bounding-volume hierarchies(BVH) a.k.a Axis-Aligned Bounding Box(AABB) tree
(Bergen, 1997). AABB tree data structure is constructed by creating a hierarchy of
axis-aligned bounding boxes using primitives.
Lastly, a recursive binary-search was used with the uniform attenuation map to
determine the exit point for each ray. The amount of attenuation coefficient is then
calculated by multiplying the uniform attenuation coefficient value µ with the traveled
distance from the emission point and the exit point d.
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Quantitative Analysis

Trilinear interpolation(Naive CPU)
Trilinear interpolation(Intel SIMD)
Trilinear interpolation(GPU cube)
Marching cube + AABB tree
Marching cube + Kd−tree SAH
Binary search + Uniform attenuation map
GPU−attenuation correction
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4.3.2

Attenuation correction method

Figure 4.8: Computation time of seven attenuation correction methods
Figure 4.8 shows the computational cost of seven different attention correction
methods. CPU-based Trilinear interpolation method takes the longest time, 4972
seconds. When we apply Intel SIMD instruction sets to perform single instructions
on multiple data sets, the computation time drops down to 2368 seconds. Hardwarebased interpolation on GPU also boost the performance to 295 seconds. Despite of
these performance improvement with computational accelerators, uniform attenuation map based such as marching cube + AABB tree, marching cube + KD-tree SAH,
binary-search method has much shorter computation time. Furthermore, when the
code is re-written for GPU, the computation time dramatically drops to 124 seconds.
However, this implementation does not provide access to individual coefficient at
every stop point.
CPU implementation can benefit from multi-threading. Pthread library is used
to accelerate all the CPU implementations so that each thread handles all the rays
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Figure 4.9: Computation time as a function of number of threads: (a) all seven
methods, (b) uniform attenuation based method
in one projection at a time. Figure 4.9 shows the computational cost as a function of
number of threads. Computational time of all seven method decreases almost linearly
as the number of threads increases. However, the surface-representation based method
suffers from the time taken to triangulate attenuation map. One interesting point to
notice is that multi-threaded binary search method is now faster than our full GPU
based implementation as the number of cores becomes greater than 4.
Table 4.1: Attenuation correction effectiveness: total mean count recovery(%)
Isotope
125
I
99m

Tc

Organ N/A Uniform map
Liver 84%
87%
Spleen 79%
86%
Liver 88 %
92%
Spleen 87%
89%

Patient specific map
88%
88%
92%
91%

Different attenuation correction methods have different computational complexities. However, little information is known for the correctional efficiency of each
method in preclinical SPECT. To analyze the effectiveness of each correction method
for isotopes with different photon energy level, GATE simulations are executed with
81

a high-energy isotope

99m

T c and a low-energy isotope

125

I. For both isotopes, a

baseline simulation is performed without any attenuation map to prevent any photon
attention occurring except in the detector housing. The baseline simulation result
serves as a gold-standard to quantitatively assess the performance of each correction
method. Total count recovery values are used as a metric to quantitatively assess the
performance of each attenuation method.

(a)

(b)

(c)

Figure 4.10: Acquired data and its attenuation estimatess: (a) I-125 liver, (b) patient
specific map, (c) uniform map
Table 4.1 shows the total recovery of uniform and patient-specific attenuation
map based methods for both isotopes.
to

99m

125

I photons are attenuated heavily compared

T c photons. When no correction methods are applied, total photon recovery

of liver organ is 84% and 88% respectively for

125

I and

99m

T c isotope respectively.

As expected, patient-specific map based methods produce better result(1% 3%)
than uniform map based methods for both isotopes.

However, the associated

computational cost for patient-specific map based methods is much higher than the
one of uniform coefficient based methods even when it is accelerated using GPU or
multi-threading techniques. Figure 4.10 shows the estimated photon attenuation
of liver for

125

isotopes in projection space with two different methods.

Visual

comparison also indicates that difference between two types of methods are minimal.

4.4

Scatter Correction

The simplest way to correct for SPECT scatter is using energy-distribution based
correction method. Energy-distribution method estimates the amount of scatter in
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the photo-peak energy window by using adjacent windows. One of the earliest energydistribution-based method is the dual energy window method (DEW) by Jaszczak
et al. (1984). In this method, a second energy window is placed right below the
photo-peak window to record the scattered photons. A scatter-corrected projection
is then calculated from using the following equation:
P (x, y)primary = P (x, y)total − k · P (x, y)2nd−window

(4.7)

Figure 4.11: Triple Energy Window(TEW) correction
This method works on the assumption that the spatial distribution of the scatter
within the second window is identical to that within the photo-peak window.
However, the biggest challenge of DEW method is obtaining a proper k value,
which depends on the radiotracer distributions inside the patient. Triple-Energy
Window(TEW) (Ogawa et al., 1991) on the ther hand does not require k value.
In this method, two narrow adjacent are located around the photo-peak window as
shown in Figure 4.11, and the scatter in the photo-peak is estimated using equation
4.8. This method estimates the scatter in a projection pixel as the area under a
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trapezoid formed by the heights of the count per KeV in each of the two adjacent
windows and a base with the width of the photo-peak window.



P (x, y)primary


P (x, y)lef t P (x, y)right
∆Eright
= P (x, y)peak −
+
∗
∆Elef t
∆Eright
2

(4.8)

Energy-distribution based methods are widely used in clinical SPECT due to their
speed and simplicity. However, the biggest problem with this type of methods is that
some SPECT systems do not support multiple window photon acquisitions. Moreover,
dividing the energy spectrum into many smaller energy windows decreases the number
of counts in each energy window, thus decreasing statistical quality of each window.
Furthermore, energy-distribution based methods do not consider spatial distribution
of detector pixels into account.
Another type of scatter correction method is spatial-distribution based methods.
These methods estimate the scatter noise for the projections on the basis of the
acquired photo-peak energy window data by using it as an estimate of the source
distribution and also as a model of the blurring of the source into the scatter
distribution. An good example of a spatial-distribution based method in SPECT
is the convolution-subtraction method. This method models the scatter response as
decreasing exponentially from its center maximum value. Axelsson et al. (1984). The
center value and slope of the exponential are calculated from measurements made
with a finite-length line source. This function is then convolved with the acquired
projection data, and the result is used as an estimate of the scatter distribution
in the projection data to compute scatter-corrected projection data. Main problem
with this type of method is that it assumes the scatter model does not change with
location.There has been many studies to improve convolution-subtraction methods.
Ljungberg and Strand (1991) used Monte Carlo methods to generate a set of scatter
responses at various locations. Msaki et al. (1987) performed convolution in two
dimensional space to account for across-plane scatter.
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Convolution-subtraction

methods offer a fast and reasonably accurate scatter correction method. However,
these methods elevates noise in the primary estimate, and also do not account for the
sources not within the field of view of the camera.
Reconstruction-Based Scatter Compensation Methods (RBSC) corrects the scatter noise by mapping scattered photons back to their point of origin rather than
trying to determine a separate estimate of the scatter contribution to the projections
Beekman et al. (1998). The accuracy of RBSC method is highly dependent on the
accuracy of scatter model. The most accurate modeling of scatter can be achieved by
using a real-time Monte Carlo simulation. Monte Carlo-based scatter correction was
heavily invested by Flloyd in mid 80 Floyd Jr et al. (1985); Bowsher and Floyd Jr
(1991). However, it was too slow to consider for clinical use. This is no longer
the case. Beekman and colleagues have developed a Monte Carlo approximation
which can perform 10 iterations of OSEM using an unmatched forward projector
and back projector on a dual-processors in 10 minutes for 64x64x64 reconstruction
of Tc-99m distribution Beekman et al. (2002). Moreover, Jong proposed a method
which accelerates Monte Carlo simulation by a factor of 50 by combing stochastic
photon transport of the interactions with the patient with an analytical model of the
detection by the camera de Jong et al. (2001).

4.4.1

Implementation and Acceleration

In this research, we implement two scatter correction methods: (1) Triple-EnergyWindow(TEW) method: one of the most widely used method in practice due to
its simplicity and speed and (2) Monte-Carlo simulation scatter correction method:
the most accurate but the slowest method.

In Monte-Carlo simulation scatter

correction method, a GATE simulation is conducted to estimate the scattered
photons in the projection space. Each GATE emission map is generated from the
reconstructed SPECT scan, is filled with 100 micro curie of the target isotope. Each
GATE attenuation map is then generated from the acquired X-ray CT attenuation
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coefficient map, and the attenuation coefficient values are linearly converted for
the corresponding SPECT isotope. Three GATE attenuation maps with different
resolution are tested with the corresponding photon-interaction step sizes. These are
(1) 256 × 256 × 720 with an isotropic resolution of 145 um, (2) 64 × 64 × 180 with
an isotropic resolution of 145 umm, and (3) an uniform attenuation map. Lower
resolution maps are generated by applying down-sampling in all three directions.
For TEW method, two adjacent energy windows are used to acquire photons
around the photo-peak energy window. For 125 I, photons are acquired in the following
three energy windows: 15–25Kev(left), 25–45keV(photo-peak). and 45–55keV(right).
For

99m

T c, photons are acquired in the following energy windows: 116–126keV(left),

126–150keV(photo-peak), and 150–160keV(right).The amount of scatter in the photopeak energy window is estimated by using Equation 4.8

4.4.2

Quantitative Analysis

(a)

(b)

(c)

(d)

(e)

Figure 4.12: Projection images: (a) Photo-peak(pimary+scatter), (b) Photopeak(scatter), (c) Monte-Carlo estimate(High res), (d) Monte-Carlo estimate(Uniform), and (e) TEW estimate
Figure 4.12 shows the scatter estimate projection images by all three methods.
Visual comparison indicates that Monte Carlo simulation in general produce an
accurate scatter estimate. On the other hand, TEW method produces a quite noisy
estimate of the scatter. This is because TEW method does not take the spatial
distribution of the detectors into consideration when estimating the scatter noise. It
is not clear whether high resolution attenuation map produces the better estimate
by visual analysis. Root mean square(RMSE) of each estimate y with respect to the
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actual scattered photons are calculated in Table 4.2 using the following equation:
r Pn

t=1 (ŷt

RM SE =

− y)2

(4.9)

n

where t, y, and ŷ represents the pixel number, the scatter estimate, and the actual
scatter.
Table 4.2: Scatter correction effectiveness: projection space RMSE
Monte Carlo simulation
High-res(256x256x728) Low-res(64x64x180)
125
I
0.170
0.185
99m
Tc
0.165
0.171

TEW
Uniform
0.192
0.173

2.40
1.90

Monte Carlo simulation with the high-resolution map has the lowest RMSE
for both low-energy

125

I and high-energy

99m

T c isotopes, indicating the minimal

difference to the actual scatter image. Interestingly, the other two Monte Carlo
simulation methods also produce good result in spite of lower resolution attenuation
maps. TEW method on the other hand has the highest RMSE values that are two
orders of magnitude worse than other scatter correction methods for both isotopes.
The percentage of scattered photons are 12.1% and 7.0% for

125

I and

99m

I isotopes

respectively. Low-energy photons are likely to be scattered more heavily than highenergy photons, thus making it hard to estimate the scatter noise analytically using
Equation 4.8.
Table 4.3: Scatter correction effectiveness: relative standard deviation
Isotope

Organ

None

Liver
Spleen
Tc-99m Liver
Spleen

8.7%
9.7%
5.6%
5.7%

I-125

Monte Carlo Simulation
TEW
High-res Low-res Uniform
3.5%
3.6%
4.1%
8.3%
3.4%
3.8%
4.2%
8.7%
2.4%
2.7%
3.2%
7.5%
2.2%
2.8%
3.6%
7.6%

Table 4.3 shows relative standard deviation values. Monte Carlo simulation with
the high-resolution map has the lowest relative standard deviation of 4.5% and 3.4%
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for

125

I and

99m

T c, respectively. Low relative standard deviation implies that scatter

noise are more accurately corrected since the emission map for each isotope has
an uniform distribution and photon scattering causes the photon to be detected
at random locations. TEW method has much higher relative standard deviation
than other scatter correction methods for both isotopes.

125

I has higher relative

standard deviation than 99m T c since low energy photons are subject to more Compton
scattering than high energy photons. Table 4.2 and 4.3 indicates that Monte Carlo
simulation scatter correction methods produce more accurate scatter correction in
general than TEW method. We then investigated the computational cost of each
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correction method.
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Figure 4.13: Computational cost of scatter correction methods
Figure 4.13 shows computational cost of all four scatter correction methods.
Monte Carlo simulation methods in general have much higher computational cost than
TEW method. Monte Carlo simulation with the high resolution map requires 40600
seconds, that is four orders of magnitude higher than TEW methods which takes 28
seconds. Monte Carlo simulation method can be accelerated by using lower resolution
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map. However, the computational cost is still two order of magnitude higher than
TEW methods even when using an uniform attenuation coefficient. Monte-Carlo
simulation with the high resolution attenuation map produces the most accurate
scatter correction but at the expense of much higher computational cost. Moreover,
the improvement in the image quality is negligible for high-energy isotope like 99m Tc.

4.5

Conclusion

In this chapter, commonly used attenuation and scatter correction methods are
implemented and computationally accelerated. The computational complexity and
effectiveness of each method is analyzed by comparing it to the baselin simulation
data acquired in ideal imaging condition without photon attenuation or scatter.
For attenuation correction, patient-specific attenuation map produces the best
performance in terms of image quality for both low and high energy radioisotopes.
However, the associated computational cost is much higher than its counter part
with the uniform attenuation map even when they are computationally accelerated
by using GPU or multi-threading with SIMD instruction sets.
For scatter correction, Monte-Carlo simulation method produces the best scatter
estimate.

However, this method requires much more computing resources than

conventional triple-energy window methods. That is four orders of magnitude higher
than TEW methods. The execution time of Monte Carlo simulation can be reduced
by using lower resolution attenuation map with higher photon-interaction step size.
However, it still requires much more computing resources than TEW method. The
result indicates that conventional correction methods such as TEW scatter correction
and uniform map attenuation correction produce the most cost effective solution for
both low and high energy radioisotopes.
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Chapter 5
Small Animal SPECT Imaging in
the presence of an X-ray CT
Contrast Agent
In the previous chapters, we have developed a computational framework for small animal SPECT modeling the entire SPECT scan procedure: simulation, reconstruction,
correction, and analysis. In this chapter, we use our newly developed computational
framework to study the effect of attenuation and scatter in small animal SPECT
imaging in the presence of an X-ray CT contrast agent.

5.1

Motivation

Micro-SPECT imaging of is often preceded by an X-ray CT scan which provides
an anatomical map that helps visualize the location of the radiotracer. Application
of an intraperitoneal (IP) contrast agent allows the organs to be delineated from
the surrounding soft tissue. Consisting largely of iodine, the contrast agent leads
to an increase in the degree to which the radiotracer is subjected to attenuation
and scattering. In this thesis, we quantify these effects as well as the effectiveness
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5MWB10 Collimator

Figure 5.1: GATE model of the Siemens Inveon SPECT subsystem.
of several correction techniques. A validated GATE model of the Inveon trimodal
imaging platform (Siemens Medical Solutions USA, Inc.) is used to produce realistic
multi-pinhole SPECT data for which the ground truth is known (S. Jan, et al.,
2004; Lee et al., 2013). We use the MOBY mouse whole-body phantom (Segars
and Tsui, 2007) to generate attenuation and emission maps. The MOBY phantom
is augmented with a body cavity model of Omnipaque 350, a widely used contrast
agent (GE Healthcare, 2014). Reconstruction is treated as a regularized weighted
least squares problem (Fessler, 1994) which we solve using a successive over-relaxation
(+SOR) (Sauer and Bouman, 1993). We provide experimental imaging results for two
radioisotopes, namely, I-125 and Tc-99m. The former is a low energy, long half-life
tracer used in our lab for imaging of peripheral amyloid (Wall et al., 2006). The latter
is a high energy, short half-life tracer with a wide clinical and preclinical use. Rather
than modeling a specific biodistribution, we assign a uniform amount of activity to
the following vascular organs: heart, kidney, liver and spleen. This set-up allows
direct comparisons of the different imaging conditions studied. Related work includes
a simpler Monte Carlo study of I-125 based pinhole imaging of a mouse spleen without
taking the presence of an X-ray CT contrast agent into account (Gregor et al., 2007).
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5.2

GATE Model of Siemens Inveon

Figure 5.1 provides an illustration of the GATE model of the Siemens Inveon SPECT
subsystem. As shown, this model consists of two pixelated detectors along with their
back compartment, detector housing, collimators, and the animal bed (Lee et al.,
2013). Input consists of a voxelized pair of attenuation and emission maps. Output
consists of Siemens Inveon compatible projection data files. The experimental work
reported below had the GATE model configured to simulate a 45 minute scan with the
detectors spaced 180 degrees apart. Sixty projections were acquired over a full gantry
rotation of 360 degrees. The mouse whole-body (5MWB10) collimator was used with
a 30mm radius of rotation. The I-125 energy spectrum was modeled by its three
dominant peaks 27.5 keV (77.9%), 31.0 keV (17.6%), and 35.5 keV (4.5%). Tc-99m
was modeled by its one dominant peak, namely, 140.5 keV (100.0%). When simulating
an I-125 scan, the SPECT detector heads were configured to have energy window
widths of 25–45 keV with a relative FWHM energy blurring of 28% at 27.5 keV. For
a Tc-99m scan, the energy window widths were 126–154 keV with a relative FWHM
energy blurring of 14% at 140.5 keV. These numbers match standard performance
settings for the Siemens Inveon Trimodal platform.

5.3

Mouse and Contrast Agent Modeling

The MOBY phantom is a voxelized model of the anatomy of a mouse. All major
organs and tissue types are included. User-defined parameters allow anatomical
variations to be modeled. For the work presented here, we enlarged the organs by
50% relative to their default sizes. This was found to more accurately represent the
mice used in our lab. The abdominal body cavity which models the extent of the IP
contrast agent was created by extracting a binary image of all organs located below
the liver and above the bladder, further enlarging the result using morphological
dilation, computing the enveloping 2D convex hull for each image slice and stitching
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(b)

(a)

(c)

Figure 5.2: (a,b) MOBY phantom µ-maps illustrating IP contrast agent model. (c)
Comparable X-ray CT image of a laboratory mouse.
the stack thereof together to form a 3D hull. The 2D convex hull computation was
based on Jarvis’ gift-wrapping algorithm (Jarvis, 1973) which incrementally finds the
point-pair line segments to the left of which all other points are to be found. The
3D hull was produced by interpolating 2D conven hull points in all directions using
Bresenham’s line algorithm (Bresenham, 1965). Voxels in the 3D hull that normally
would represent soft tissue were instead labeled as being Omnipaque 350 and assigned
its molecular formula of C19 H26 I3 N3 O9 (GE Healthcare, 2014). The resulting MOBY
phantom was then converted to an attenuation map readable by GATE. Figure 5.2
provides a comparison of the MOBY phantom with an X-ray CT image of a laboratory
mouse which had been given a 0.5mL IP injection of Omnipaque 350 prior to being
scanned. While we make no claims regarding the anatomically correctness of the IP
contrast agent model, it appears visually similar to that of the real mouse.
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5.4

SPECT Reconstruction using PWLS

SPECT reconstruction can be viewed as a statistical parameter estimation process
where the objective is to maximize a Poisson likelihood.

When introducing

a quadratic smoothing penalty, the resulting likelihood problem is conveniently
approximated by a regularized weighted least squares problem as shown in Equation
5.1. (Fessler, 1994).

f̂ = arg minf

1
(b̂ − Af )T D(b̂ − Af ) + βR(f )
2

(5.1)

where βR(f ) is a roughness penalty. The first term in this equation minimizes
the difference the measured and the estimated images whereas the second term
discourages disparities between neighboring image voxel values.

The smoothing

parameter β controls the trade-off between these two terms. In this research, we
used a simple quadratic penalty for our SPECT reconstruction as in Fessler (1994)
as follows:
1
1XX
1
R(f ) = f T Rf =
wjk (fj − fk )2
2
2 j k∈N
2

(5.2)

j

where Nj is the set of neighbor of the jth pixel. The weighting parameter wjk is
determined by the distance between the neighboring pixel pair of j and k, thus wjk
√
equal 1 for horizontal and vertical neighbors, and 1 2 for diagonal neighbors. This
isotropic quadratic penalty does a good job of smoothing along all directions but may
not preserve edge information during reconstruction.
There are many techniques to solve Equation 5.1. In this research, we used
successive over-relaxation (+SOR) (Sauer and Bouman, 1993) algorithm to solve the
weighted least square criterion function. This criteion function can also be solved by
using a recently proposed modified version of SIRT that includes replacement of the
geometric weighting, which forms an integral part of the original algorithm, with the
statistical weighting desired here.(Gregor and Fessler, 2014).
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5.5

Attenuation and Scatter Correction

We report on two methods for attenuation correction. Representing having access
to a perfect X-ray CT reconstruction, method one (AC1) is based on computing the
attenuation along path Lij using the ground truth MOBY µ-map. The computation
is implemented as a sequence of trilinear interpolation lookup operations using Intel
SIMD instruction sets. In contrast, method two (AC2) is based on replacing the
MOBY µ-map values with their average value and using a binary search to determine
the length of the Lij path. Both correction methods are accelerated by using multithreading.
We report on four methods for scatter correction. Being the statistically most
accurate approach, method one (SC1) is based on running a GATE simulation using
the MOBY µ-map(256 × 256 × 720). Method three (SC2) is a GATE simulation
using a lower resolution MOBY µ-map(64 × 64 × 180). Method two (SC3) is a GATE
simulation based on the simple average valued µ-map mentioned above. Method three
(SC4) implements triple-energy window scatter correction (Ogawa et al., 1991) which
simply uses two narrow adjacent energy windows around the photo-peak to estimate
the amount of photon scattering.

5.6

Experimental Results

GATE simulations were run for I-125 and Tc-99m. In each case, a baseline simulation
was run for which the attenuation map was blank such that neither attention nor
scattering took place except for in the detector housing, followed by a simulation
for which the contrast agent augmented MOBY mouse phantom was used.

A

200 uCi source was distributed uniformly across the heart, kidney, liver, and spleen
in proportion to their volumetric size. The attenuation and emission maps were
256 × 256 × 720 with an isotropic resolution of 145 um. An 80 × 80 × 80 image was
reconstruced using an isotropic resolution of 500 um.
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(a)

(b)

(c)

(d)

Figure 5.3: I-125 reconstructions: (a) baseline simulation without attenuation and
scatter, (b-d) attenuation and scatter simulated and corrected for using (b) AC1+SC1
and (c) AC2+SC2 versus (d) left uncorrected.

(a)

(b)

(c)

(d)

Figure 5.4: Tc-99m reconstructions: (a) baseline simulation without attenuation and
scatter, (b-d) attenuation and scatter simulated and corrected for using (b) AC1+SC1
and (c) AC2+SC2 versus (d) left uncorrected.
Figures 5.3 and 5.4 provide sagittal views of the I-125 and Tc-99m reconstructions.
The former have lower total counts compared with the latter. This is partly a result
of the detector energy window and blurring (resolution) settings; approximately 40%
of the I-125 photons fall outside the window of detectability while for Tc-99m, the
number is closer to 24%. The count difference is also partly a result of the more
than two-fold detection efficiency decrease for NaI crystals for the low energy I-125
photons compared to the higher energy Tc-99m photons. Within each panel, the
baseline image appears visually similar to both the two corrected images and the
image for which corrections did not take place. The one exception is with respect to
the kidney imaged using I-125 for which the contrast agent resulted in a photon loss
that was substantial enough to warrant correction.
Table 5.1 lists the total number of photons detected as well as the number of
scattered photons detected, both measured relative to the baseline. As expected, the
former is reduced when imaging with the contrast agent present while the latter is
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Table 5.1: Photons detected relative to baseline
All photons
Isotope Without With
contrast contrast
I-125
85.8% 78.5%
Tc-99m
94.9% 91.0%

Scattered only
Without With
contrast contrast
12.1% 20.6%
7.0%
11.8%

Table 5.2: Scatter correction effectiveness: Projection space RMSE
Method SC1
Isotope Without With
contrast contrast
I-125
0.170
0.173
Tc-99m
0.165
0.163

Method SC2
Method SC3
Without With
Without With
contrast contrast contrast contrast
0.182
0.189
0.192
0.203
0.168
0.171
0.173
0.184

Method SC4
Without With
contrast contrast
2.40
3.50
1.90
2.40

increased and this more so for I-125 than for Tc-99m. Table 5.2 provides an RMSE
analysis of the effectiveness of the three scatter correction methods. With SC1 based
on a GATE simulation similar to the one that generated the projection data in the
first place, it is no surprise that it yields RMSE values close to zero. Interestingly,
SC3 does nearly as well in spite of the underlying GATE simulation being based on
a binarized mouse model. SC4 yields RMSE values that are two orders of magnitude
worse than SC1, SC2, and SC3 due to its simplistic nature.

5.7

Conclusion

GATE only provides information for photons that get detected. The fact that many
scattered photons escape detection prevents us from reporting the direct effect of the
contrast agent with respect to the increase in the number of attenuated and scattered
photons produced. Instead, Tables 5.3 and 5.4 report ROI mean count recovery values
in image space for the four organs.
We used two ROIs for the liver due to its size and location relative to the contrast
agent; one was located near the lungs where minimal scatter was expected, and one
was located near the lower part of the liver which is close to the contrast agent. We
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Table 5.3: ROI mean count recovery values for I-125
Organ
Heart
Liver

Baseline
10,863
13,486
18,557
Kidney 19,650
21,860
Spleen
16,712

N/A AC1+SC1
9,108
10,582
10,490
12,487
14,605
17,687
12,065
18,823
17,951
21,423
11,346
15,837

AC1+SC2
10,152
12,571
17,384
17,903
20,872
15,270

AC2+SC3
9,823
11,923
16,923
17,923
20,958
14,983

AC2+SC4
11,143
10,324
17,557
16,642
18,873
17,243

Table 5.4: ROI mean count recovery values for Tc-99m
Organ
Heart
Liver

Baseline
14,280
17,952
24,221
Kidney 25,309
27,731
Spleen
22,622

N/A AC1+SC1
13,951
14,313
17,609
17,342
22,401
23,812
24,769
25,030
25,386
27,303
20,229
22,114

AC1+SC2
14,215
17,954
23,153
25,985
26,153
21,523

AC2+SC3
13,885
17,520
23,853
24,534
26,589
20,489

AC2+SC4
14,234
17,234
23,513
24,254
26,543
21,342

Table 5.5: Computational cost
Method AC1+SC1
Time(s)
40912

AC1+SC2
17,512

AC1+SC3
1381

AC2+SC4
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also used two ROIs for the kidneys as they were assigned one each. This enabled
examination of any differences in the attenuation and scatter effects far from or near
to the contrast agent. ROI mean count recovery values for the base simulation serve
as the gold standard against which the uncorrected (N/A) and corrected (AC1+SC1,
AC2+SC3, and AC2+SC4) values are compared.
Table 5.3 shows that the mean count recovery for each organ drops by 16–38% for
I-125. The values for the kidney and the spleen, which are surrounded by contrast
agent, are down by 29%. In contrast, the value for the heart merely drops by 16%
since it is located relatively far away from the contrast agent. For Tc-99m, Table 5.4
shows that the mean count recoveries are not affected much by the contrast agent
due to the higher energy of these photons. Indeed, the drop in values is in the 2–10%
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range. The kidney and spleen are once again affected more by the presence of the
contrast agent than the heart.
Generally speaking, attenuation and scatter correction improves the mean count
recovery values for both isotopes.

As expected, AC1+SC1 provides the best

performance out of all three methods. For I-125, the image obtained using AC1+SC1
correction has a relative error of 4% in terms of total number of photons relative to the
baseline simulation. In comparison, the images obtained using AC1+SC2, AC2+SC3
and AC2+SC4 corrections have relative errors of 7%, 9% and 10%, respectively.
For Tc-99M, the image obtained using AC1+SC3 correction has a relative error of
just 1.6% while the images obtained using AC1+SC2, AC2+SC3, and AC2+SC4
correction have relative errors of 2%, 4% and 4%, respectively.
This analysis indicates that AC1+SC1 based correction provides the best performance in terms of the image quality. However, the associated computational cost for
AC1+SC1 is higher than for AC1+SC2 and substantially more so than for AC2+SC3
and AC2+SC4 as shown in Table 5.5.
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Chapter 6
Conclusions and Future Work
6.1

Summary of Research

We introduced a complete computational framework for modeling the entire small
animal SPECT imaging procedure from the radio-pharmaceutical injection, image
acquisition, attenuation and scatter correction to the final image reconstruction.
Radio-pharmaceutical injection and image acquisition are modeled by creating a
Monte Carlo simulation model of a small animal trimodality imaging system using
GATE/GEANT4 package with MOBY phantom.

Fully incorporating the PET,

SPECT, CT data acquisition subsystems, this simulation model enables feasibility
studies of new imaging applications, development of reconstruction and correction
algorithms, as well as the creation of a baseline against which experimental results
for real data can be compared. This model has been fully validated by comparing
simulation results against both empirical and published data. Validation results show
good agreement between simulation and empirical data of approximately 5%.
Using our newly developed computational framework for small animal SPECT
imaging, we developed a cross-talk correction method for
SPECT imaging.

123

I and

125

123

I and

125

I dual isotope

I dual isotope SPECT imaging is a challenging problem

because of spectrum overlap in the low energy spectrum of these isotopes. The
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contribution of low-energy photons from each isotope is first quantified using our
computational SPECT framework. We then derived a simple but effective method
that uses the ratio of detected low and high energy I-123 activity to separate the
mixed low energy I-123 and I-125 activities. Performance of our method is compared
with correction methods used in conventional tissue bio-distribution techniques. The
results indicate that the spectrum overlap effects can be significantly reduced, if not
entirely eliminated, when attenuation and scatter are either absent or corrected for
using standard methods.
Furthermore, we used our framework to perform a quantitative analysis of attenuation and scatter correction methods in small animal SPECT imaging. SPECT cannot
accurately present a quantitative measure of 3D distribution of radiopharmaceutical
due to the image degradation mainly caused by photon attenuation and scatter.
Moreover, the performance of attenuation and scatter correction methods for the small
animals have not been yet thoroughly studied. We implemented variety of commonly
used correction methods in small animal SPECT, and used our computational
framework to quantitatively analyze the performance of each method in terms of
image quality and computational cost. For attenuation correction, the results indicate
that X-ray CT attenuation correction method provides the most accurate correction
at the expense of more computing resources. We implemented and tested many
different algorithmic approaches such as uniform attenuation map correction using
a triangulated surface model with K-D tree SAH or AABB tree data structures.
Moreover, computational accelerators such as GPU and multi-threading with Intel
SIMD instruction sets have also been also applied to reduce the computation time.
The results indicate that X-ray CT attenuation correction method can be accelerated
by an order of magnitude by using these computational accelerators; however, the
image improvement of X-ray CT attenuation correction method is negligible over
uniform attenuation map method to justify the extra computing time.
We also examined different iterative reconstruction methods, and classified them
into three different groups according to the criterion function.
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System matrix

generation is the most computataionlly intensive process in the iterative image
reconstruction.

We implemented a multi-pinhole system matrix generator using

solid-angle, and then investigated various parallelization techniques to accelerate the
system matrix generation process by using GPU and multi-threading with Intel SIMD
instruction sets. On GPU, we used the performance profiler to identify the bottleneck, and then achieved an order of magnitude speed up by minimizing the latency
and global memory access. We achieved further speed-up by using multi-threading
and SIMD instruction sets. The performance of 8 core is 14 times faster than the
native CPU code.
In Chapter 5, we combined all the simulation, attenuation and scatter correction,
and reconstruction methods to study the effect of X-ray contrast agent on the photon
attenuation and scatter in small animal SPECT imaging. We first quantified the
effects of attenuation and scatter method when performing SPECT/CT imaging of a
mouse in the presence of an intra-peritoneal X-ray CT contrast agent by performing
a series of GATE simulations. The contrast agent injected mouse is simulated by
drawing an interpolated 3D convex hull around the abdomen area using Jarvis’
gift-wrapping and Bresenham’s line algorithms in MOBY mouse phantom. Then,
we examined the performance of attenuation and scatter correction methods by
comparing the output to the reconstructed phantoms generated without any photon
attenuation or scatter. The results indicates that attenuation and scatter corrections
appear to both be warranted and effective when imaging a mouse using
so when using

6.2

99m

125

I and less

Tc.

Future work

While the newly developed computational framework has helped us solve many
challenging problems in small animal SPECT imaging, more work can always be
done. Future work could incorporate the simulation of the biokinetics of radiopharmaceutical inside the animal body. Our framework currently assumes that certain
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dosage of radio-pharmaceuticals are distributed uniformly at specific locations. In
practice, only unknown fraction of injected radio-pharmaceuticals arrive at the target
location in practice, and their distribution and amount that is deposited in the animal
body are unknown. If the biokinetics of radio-pharmaceuticals can be simulated
accurately, this will allow our framework to generate more realistic SPECT data.
Furthermore, future work could incorporate background noise and interaction between
different modalities in our Monte Carlo simulation model. Modern scanners consist of
more than one imaging modality. Even though this approach provides many benefits
such as the simultaneous scanning and the solid image registration, there are some
background noise caused by interaction between different modalities. We suspect
that emissions from the intrinsic activity of LSO from

176

Lu result in the emission

of characteristics lead X-rays from interaction between the LSO emissions and the
lead collimators. This appears to result in a photopeak at approximately 70 keV
that will be studied further regarding its potential effect on SPECT imaging of low
energy isotopes at small doses. Another future research area could be related to the
improvement of CT simulation capabilities of the current GATE platform. Ideally,
the simulation module would work more intuitively as a standard CT system with a
X-ray tube rather than a point source activity simulation. A number of improvements
could have been made in this module including built-in spectrum modeling and setup
as well as more intuitive settings for designing CT acquisition protocol used in the
simulation of CT projection images. Lastly, our computational framework could be
used for finding an optimal collimator design configurations such as its material and
hole orientations for various scan environments.

6.3

Publications

The following is a list of publications from this dissertation work:
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Peer-reviewed Journals
(1) Sanghyeb Lee, Jens Gregor, and Dustin Osborune, ”Development and Validation of a Complete GATE Model of the Siemens Inveon Trimodal Imaging
Platform”, Journal of Molecular Imaging 12.7, 2013
(2) Sanghyeb Lee, Jens Gregor, Stephen J. Kennel, Jonathan Wall, and Dustin
Osborune, ”GATE Validation of Standard Dual Energy Corrections in Small
Animal SPECT-CT”, PLosOne, 2015
Conference Proceedings
(1) Sanghyeb Lee, Jens Gregor, Dustin Osbourne, ”Initial validation of a Complete
GATE Model of the Simens Inveon Trimodal Imaging System”, IEEE Medical
Imaging Conference, Anaheim, CA, Oct 2012
(2) Sanghyeb Lee, Jens Gregor, Dustin Osbourne, and Jonathan Wall, ”Dual
Isotope SPECT Imaging of I-123 and I-125”, IEEE Medical Imaging Conference,
Seoul, Korea, Oct 2013
(3) Lloyd Arrowood, Sanghyeb Lee, and Jens Gregor, A Line Process Approach to
Penalized Maximum-Likelihood Reconstruction for 3D SPECT,IEEE Medical
Imaging Conference, Seoul, Korea, Oct 2013
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