In this paper, we show how an underlying system's state vector distribution can be determined in a distributed heterogeneous sensor network with reduced subspace observability at the individual nodes. The presented algorithm can generate the initial state vector distribution for networks with a variety of sensor types as long as the collective set of measurements from all the sensors provides full state observability. Hence the network, as a whole, can be capable of observing the target state vector even if the individual nodes are not capable of observing it locally.
I. INTRODUCTION
Sensor networks can be classified into two main types based on the processing scheme employed; (i) centralized sensor networks in which the data recorded at the various sensors is transmitted to a central processing unit that is responsible for combining the incoming information and producing meaningful estimates, and (ii) distributed sensor networks in which multiple processing units exist in the network, each of them processing raw data received from some subset of sensors in the network. The distributed processors produce local estimates and share sufficient statistics between each other to produce global estimates. In the extreme case, each sensor node may have its own dedicated processor. This leads to the definition of smart sensors. A smart sensor is a node that not only has the ability to sense the environment but also has the ability to process incoming data and communicate with neighboring nodes. In this paper, we will only consider fully decentralized sensor networks consisting of smart sensors. Block diagrams representing centralized and distributed processing are given in Figure 1 . In sensor networks, distributed processing is becoming more popular than centralized approaches [1] . This is because centralized networks with only one processing node lose their functionality if the central node is incapacitated. The communication overhead is also significant because when all the sensing nodes try to transmit raw data to the central processing node, the required bandwidth increases significantly with the number of nodes.
Sometimes, hybrid approaches are used in which some processing occurs in a distributed manner and the rest occurs in a centralized manner. For example in [2] , to reduce the communication load, data at the various nodes is quantized before it is transmitted to a central fusion center. Such a hybrid method is effective in reducing the number of bits transmitted between nodes. However, the bulk of the computational load lies with the central processor and the network can operate only as long as this node survives. To overcome these drawbacks, a distributed processing approach without any central points of failure is attractive.
Based on the types of sensors present, sensor networks can be classified into two categories; (i) homogeneous sensor networks in which all sensor nodes are identical to one another and (ii) heterogeneous sensor networks in which arbitrary sensor nodes observing different modalities of the system are present. Processing data in heterogeneous sensor networks is significantly more complicated than in the homogeneous case since measurements from different modalities have to be fused together effectively to come up with reliable estimates, a difficult problem if each sensor node observes a different subspace of the system being monitored. However, heterogeneous sensor networks have advantages over their homogeneous counterparts [3] . For example, sensor nodes that can individually observe the state space of the underlying system, referred to as the target state space, may not exist. However, nodes operating in different modalities may collectively be able to observe the target state space. For surveillance applications, heterogeneous networks are also more robust than homogeneous networks since a target could disguise itself and hide from a single sensor modality. As the number of modalities in the network increases, it progressively becomes more difficult for a target to avoid detection by all sensor modalities. Thus heterogeneous sensor networks have the ability to overcome the weaknesses of homogeneous sensor networks.
For the sensor nodes in a distributed sensor network to operate together, efficient and accurate initialization algorithms are vital. This is particularly true in tracking applications. Note that tracking provides a means of reducing computation by focusing the current search space for the phenomena of interest, or target states, near their previous values in a recursive structure. However, to get started, tracking requires an initial state distribution or initialization. These initialization algorithms are faced with the task of collecting local knowledge from individual nodes, fusing these individual components to generate global knowledge, and dispersing this global knowledge throughout the network. In [4] , this problem is addressed using hidden Markov random field models. The proposed algorithm can accurately initialize the network locally but the final state estimates may not be globally known. Their approach also requires a stepwise ascent approach which requires multiple communication cycles throughout the network for convergence to a potentially local maximum. Therefore this approach fails if the target state distribution is multimodal, which is the case when multiple targets are present.
The initialization problem can be optimally addressed in a Bayesian framework using belief propagation (BP) methods [5] . In BP methods, the estimated target posterior distribution can be communicated throughout the network and it evolves as the various sensor nodes provide input to the algorithm. Using BP methods in the tracking problem, electrical engineers, computer scientists, and statisticians handle the distributed communication issues by only passing local messages to neighboring nodes and casting the tracking problem in a Markov random field (MRF) framework [6] . Since analytical evaluation of complicated integrals in the BP equations may not be feasible for non-Gaussian potential functions, two almost identical nonparametric methods were independently developed as solutions to this problem. One method is called nonparametric belief propagation (NBP) [7] and the other is called particle message passing (PAMPAS) [8] . In these methods, the messages propagated between nodes are represented by M component mixtures, each component usually being approximated by a Gaussian with a diagonal covariance matrix. Messages received from neighboring nodes and the local knowledge at the current node are combined by multiplying them together. Although both methods use particle sets to represent messages, they primarily differ in the way these particles are sampled, and this leads to differences in performance. Whereas PAMPAS is specialized for graphical models in which the potentials can be expressed as a mixture of Gaussians, NBP allows more general potential functions. However, the variance estimates generated by NBP tend to be biased upwards of their true values, while those generated by PAMPAS are unbiased.
When combining the received messages with one another and with local information at a node, the direct multiplication of d mixtures consisting of M components each results in a mixture consisting of M d components.
Various methods have been proposed to reduce the computational load at the message product stage. In [7] , the Gibbs sampler is used to select a representative sample from the product mixture in order to stop the total number of components from growing exponentially. Use of the Gibbs sampler reduces the computational load to O(kdM 2 )
operations, where k represents the number of iterations required by the Gibbs sampler to generate one sample. In [9] , mixture importance sampling is proposed as a method to reduce computation to O(dM 2 ) operations. [9] also proposes the use of K-D trees, the computational cost of which is dependent on the choice of various approximating parameters. However, the required computational power is not the only issue with these nonparametric approaches.
If the goal is to determine a global state vector distribution, then depending on the network structure, the quality of the final estimate and the rate of convergence could depend on node scheduling, which is the order in which nodes provide input to the algorithm [10] . Another drawback is that neither NBP nor PAMPAS are very robust to missed detections at a subset of nodes in the network. This will be demonstrated through simulation examples.
In this paper, a computationally efficient and robust method for the distributed initializing of the hidden state vector distribution in heterogeneous smart sensor networks is proposed. The desired distribution is referred to as the target state vector distribution. Our algorithm addresses issues related to data fusion and observability. A target's state is initialized by making a discrete approximation to the target's, possibly multimodal, state distribution. The distribution is represented using discrete realizations of the state vector, called particles, and their associated weights.
We use a robust weighting strategy that can accommodate missed detections and false alarms. The output of our initialization algorithm can be used to initialize various distributed joint tracking (DJT) algorithms such as those described in [11] , [12] .
Our algorithm is designed to satisfy certain fundamental constraints to ensure scalability in a distributed network:
(i) raw data is not transmitted between nodes, (ii) the data propagated between nodes is the cumulative state information, (iii) nodes are only required to be aware of their own positions and orientations and they need not be aware of the locations or orientations of other nodes, and (iv) the final estimates are unaffected by node scheduling.
For simplicity, we assume a fixed one-hop communication path through the network from the first node to the last since specific communication protocols are beyond the scope of this paper. Our algorithm is robust and, with minor modifications, is capable of handling data collisions that may occur when multiple nodes in the network attempt to initialize the same target simultaneously. The only requirement is that the network must be globally connected, which means that there exists a communication path through the network between any two sensor nodes. The effectiveness of the algorithm is demonstrated in a surveillance scenario using a sensor network consisting of direction-of-arrival (DOA) nodes (e.g., acoustic arrays with known microphone positions) and range-Doppler nodes (e.g., radar sensors). However, the theory behind the algorithm can be extended to arbitrary sensor types.
We first present a computationally efficient version of our algorithm. We refer to this as the low complexity algorithm. This algorithm requires O(M ) operations at each node for network initialization. Full initialization requires three communication passes through the network; one forward pass to generate a particle support, one reverse pass to determine particle weights and to disseminate particles throughout the network, and another forward pass to disseminate the weights. This algorithm was first developed in [13] and later extended in [14] to compensate for delays entering the system. The derivation of the basic algorithm is repeated in this paper for completeness. The theoretical novelty in this paper is the development of a modified algorithm that can reduce the communication load as well as decrease latency while still satisfying the scalability constraints stated above. We refer to this as the low latency algorithm. This modified algorithm can achieve full initialization with only two communication passes; one forward pass to generate particles and weights simultaneously, and one reverse pass to disseminate the particles and weights throughout the network. However, the low latency algorithm comes with a cost of increased computation (O(M 2 )) at each node. Note that even with the increased computational cost, the low latency implementation has similar, if not lower computational cost when compared to the BP methods discussed above. At the same time, both of our methods are unaffected by node scheduling and demonstrate greater robustness to missed detections than the BP methods.
The organization of the paper is as follows. Section II gives a brief overview of the overall system design. Section III introduces the organic sensors and preprocessors. Section IV discusses our low complexity Monte Carlo approach for the distributed estimation of the target state distribution. Section V focuses on communication between the nodes in the network and the computations required at each node. Section VI introduces our low latency algorithm for
Monte Carlo based distributed initialization. Section VII demonstrates the effectiveness of the proposed algorithms on synthetic data and compares performance with BP methods. Conclusions follow in Section VIII.
II. SYSTEM DESIGN
We define the organic state space for a node as the subspace of the target state space that is observable at that node. In various applications, the organic state space at a node may be a reduced subspace of the target state space.
Hence, a one to many mapping may exist from the organic state space to the target state space. For example, when using a node equipped with a radar sensor to localize a target, the organic state space for that node may consist of the target's range from the sensor and its radial velocity, whereas the target's true position may not be observable.
In heterogeneous sensor networks, the organic state spaces may also be dissimilar at different nodes. It is essential to fuse organic estimates from multiple nodes to come up with reliable estimates in the target state space. Such global estimates can be achieved if the network, as a whole, is capable of observing the target state. A block diagram for a smart sensor node is given in Figure 2 . The sensor acquires raw data from the environment.
This data is fed into the organic pre-processor block which produces state estimates in the organic state space for that sensor node. Depending on the particular sensor modality, the available processing resources and the desired target state space, the organic pre-processor could process the sensed data in various ways to produce organic state estimates for that node. This block could perform beamforming (for sensor arrays), radar pre-processing, and batch processing of measurements to generate motion estimates. The organic state estimates are used to provide input to the DJT block that operates in parallel at the different nodes in the network and tracks the system's varying state parameters in the target state space. An organic tracker also operates within each node, tracking targets in the organic state space for that node using estimates from the organic pre-processor. Though the organic tracker may seem redundant when the DJT is present, it is actually an essential component since it facilitates the detection of new targets at individual nodes. When a target that does not correspond to existing target tracks in the organic tracker is detected, the organic state estimates for that target are fed into the distributed initialization block. The distributed initialization block takes in organic state estimates for new targets from multiple nodes and combines them to produce the initial state estimates in the target state space used by the DJT. This paper will focus on the distributed initialization block. Some of the ideas developed for the initialization algorithm can be extended to the DJT, but such extensions will not be discussed in this document.
III. ORGANIC SENSORS AND PRE-PROCESSORS
We demonstrate our algorithm in a surveillance scenario using a sensor network consisting of DOA nodes and range-Doppler nodes. The goal is to generate probability distributions for multiple targets' states in the [x y v x v y ] T space representing the targets' positions and velocities along the x-y directions. We assume that the organic DOA pre-processors operate in the [θ Q φ] T space, where θ is the target's bearing, Q is the natural logarithm of the ratio of the target's speed to the target's range, and φ is the target's heading direction. In the case of acoustic arrays, which are a type of DOA node, the θ estimate is easily obtained using a beamformer and estimates for Q and φ are obtained by processing batches of θ estimates. We also assume that the organic range-Doppler pre-
T space where r is the range to the target and v r is the target's radial velocity. For radar nodes, these estimates can be obtained using radar returns and measuring Doppler shift. Detailed descriptions about these organic pre-processors can be found in [15] - [18] . Even though these particular organic state spaces are used for demonstration purposes, our algorithms are capable of producing accurate initializations even if simpler pre-processors are used. The only condition is that the network, as a whole, should be capable of observing the target state space. Since the range between the target and the DOA node is in general sufficiently larger than the size of the node, the signal from the target can be assumed to be traveling in planar wavefront when it is received at the DOA node. It is also assumed that the radar nodes have hemispherical coverage and are unable to resolve the target's bearing. Note that for the particular sensor nodes considered here, the true location and velocity of any target is not locally observable at any of the individual nodes. Also note that the organic pre-processors operate in dissimilar state spaces having lower dimensionality than the target state space. Hence there is a many to one mapping from the various organic state spaces to the target state space. The sensor network is assumed to be calibrated so that each node is aware of its own location and orientation. However, nodes need not be aware of the locations or orientations of other nodes in the network.
IV. A LOW COMPLEXITY MONTE CARLO APPROACH FOR THE DISTRIBUTED ESTIMATION OF THE TARGETS' INITIAL STATE DISTRIBUTION
Our initialization algorithm uses a novel Monte Carlo approach to generate an approximation to the target state vector distribution using a weighted set of particles. Following the results in [19] , one must sample from the true posterior distribution to generate the optimal particle distribution that minimizes the variance of the weights. Using
Bayes' rule, the posterior distribution can be expressed as
where s t represents the target state vector, and z t is the vector of organic state estimates from all M nodes at time t. Assuming that the measurements at the individual nodes are independent, conditioned on the current state, the combined data likelihood for all nodes can be factored into the product of the local data likelihoods at the individual nodes. Since the goal is network initialization, prior knowledge of the target state distribution is not available. Hence p(s t ) is non-informative and is dropped from the equation. Note that p(z t ) is a proportionality constant independent of the state. Using this knowledge and the Bayes' rule, (1) can be simplified as
where z m,t is the set of organic state estimates from the m th node at time t. To limit the communication bandwidth,
we choose not to communicate raw data between nodes. Thus, determining the posterior distribution analytically is impossible. Hence we use importance sampling [20] and choose an importance function that can be sampled sequentially at each node without sharing raw data. A logical choice is
which is an equally weighted mixture of the local posterior distributions at the different nodes. The importance function in (3) has certain features that make it suitable for distributed implementation. First of all, particles can be sampled from this importance function in a distributed manner without sharing raw data between nodes. This feature allows fixed communication bandwidth regardless of the total number of nodes in the network, as will be demonstrated in this section. Another feature of this importance function is that since all the components forming the mixture are equally weighted, the algorithm is unaffected by specific node ordering.
We first show that it is possible to sample particles from the individual posterior distributions at the various nodes in the network. Assume that the target state vector is n-dimensional. Also, assume that at node m, the organic estimates are random realizations of s dimensional feature vectorsẑ m,t , where 0 < s ≤ n. If any of these features are not functions of the state vector, they can be discarded since they do not contribute any useful information about the target state vector. Thus, without loss of generality, we can assume that each feature is a function of the state vector.ẑ
Let f m (·) be a continuously differentiable vector valued function. If and only if all features in the feature vector at a particular node provide complimentary information without redundancy, then ∇f m (s t ) is nonsingular and
If ∇f m (s t ) is in fact singular, it would mean that some of the features provide redundant information. In this case, the redundant features can be discarded to give a feature space of reduced dimension and no redundancy. Therefore, without loss of generality, we can assume all features provide complementary information and (5) is satisfied.
Consider the case, when s < n. Givenẑ m,t , the system in (4) is underdetermined and there exist infinitely many solutions for s t satisfying (4). These solutions form a level set in the target state space. In some cases, the level set can be represented by explicit equations relating the state variables. However, in most cases this may not be possible even though the level sets do exist. Let α be any solution of (4) . By the implicit function theorem [21] , in the neighborhood of α, the level set L f (ẑ m,t ) is an n − s dimensional manifold. Let Λ represent the set of all such manifolds. Particles can be generated by sampling uniformly from points in Λ since each of these points is a possible solution to (4).
Now if s = n, then by the inverse function theorem [21] , given featuresẑ m,t , a unique inverse function f
exists in the neighborhood ofẑ m,t and therefore there exists a unique solution to (4) given by
Thus the target's true state can be uniquely determined.
Since the organic estimates z m,t are derived by processing noisy sensor data, we can consider them to be random realizations of the feature vectors. We propose to use the organic estimates at the various nodes as estimates of the true feature vectors in the implementation of the preceding procedure. To account for estimation errors, the proposed particles are randomly perturbed based on the variance determined by the measurement model. In this manner, sets of particles can be sampled locally at each node without sharing raw data.
If node m is a binary detection sensor (i.e., the output is binary based on the probability that a phenomenon of interest occurred) then the mapping from the target state space to the feature space is not differentiable. However, this is a special case of the above since the output is a binary function on some f m (·). All points in the domain of f m (·) that result in a detection are possible target states and can be denoted by a set S d . The same rules for sampling can be applied to points in S d and the rest of the procedure remains unchanged.
In this paper, we focus on a surveillance scenario. Our network uses DOA nodes and range-Doppler nodes since these sensing modalities represent most commonly used sensor nodes in tracking applications. In this case, particles can be sampled from the individual posterior distributions as given in Table I uniform distributions. Here, r max is the assumed maximum range at which a target is visible to the DOA node for a given false alarm rate, and v max is the assumed maximum velocity of a target. Radial velocity is positive if the target is moving away from the node. Tangential velocity is positive in the counterclockwise direction.
DOA Nodes Range-Doppler Nodes
Step I
Step II v Following the procedure given in Table I, Hence, more particles would cover the state space of interest. These disadvantages can be eliminated by using a weighted sampling operation that ensures that the individual posteriors for nodes with detections are equally weighted irrespective of the total number of nodes. This weighted sampling operation does not require synchronization of the nodes, and it is described in Appendix I.
If these sampled particles are used to make inferences about the posterior distribution, the estimates would be biased due to the discrepancy between the importance function and the true target state distribution. Hence, these particles need to be weighted. Since the data from various nodes is not being shared, the components forming the weights must be computed at each node. To minimize communication, the weights should be transmitted in a cumulative manner. This means that only a fixed number of weights should be transmitted between any pair of sensor nodes and these weights should represent the combined weighting assigned by all preceding nodes in the communication chain.
Following the results of [19] , the weights for the particles are given by
Using (2) and (3), (7) can be simplified as follows:
Using the Bayes' rule, we obtain p s
Since no prior information about the state vector is available, p(s t ) is assumed uniform and is dropped from the equation. Thus, (8) simplifies to
Following the given procedure, the particle weights can be calculated, up to a proportionality, by evaluating the ratio of the product of the data likelihoods from the different nodes to a weighted sum of the same likelihoods. Hence, the weights can be updated sequentially if the numerators and denominators are both communicated between nodes.
Note that this weighting strategy is unaffected by specific node ordering.
When the final particles are proposed, there is an ambiguity as to which node proposed a particular particle. If a simple Gaussian likelihood function is used and the likelihood for a particle is zero at one of the nodes, then based on (10), its overall weight will also be zero. This situation occurs if even one of the nodes does not detect a target.
In such situations, one would not want the overall weight of the particle to be zero since a target may be present with high probability. To avoid this degeneracy, it is important that a robust likelihood function that accounts for missed detections and false alarms is used.
The approach used here is similar to the one used in [22] , [23] . Assume that node m generates K organic state estimates. Then, given a particle s (i) t , the estimates z m,k,t , k = 1, ..., K, could have been generated either by a target or by clutter. The clutter distribution is assumed to be Poisson with spatial density λ. The probability of missing the target is set equal to a constant q. It is assumed that there is an equal probability for each of the K organic state estimates to correspond to the true target event, and the organic estimate corresponding to the true target state is Gaussian distributed about that target state. Thus, as shown in [22] , the likelihood function can be expressed as
where s is the dimensionality of the organic state vector at node m and Σ m,t is the covariance of the Gaussian distribution.
Pseudocode for updating the weights sequentially is given in Appendix I. The final set of particles along with their associated weights give a discrete approximation to the target state vector distribution.
V. COMMUNICATION AND COMPUTATION
Using a fixed one hop communication path from the first node to the last node in the network, the low complexity algorithm given in Section IV requires three passes through the communication chain for network initialization.
In the first forward pass, a varying set of a fixed number of D particles representing the equally weighted mixture of posteriors from all preceding nodes is transmitted through the communication chain. Since only those nodes that detect a target are allowed to provide input to the algorithm, a single number n s representing the accumulating number of nodes with detections is transmitted. At the end of this pass, node M is the only node that has the final set of D particles representing (3).
In the second pass, the communication path is reversed. The final set of D particles are propagated back sequentially to node 1. It was shown that the individual components of the particle weights in (10) can be evaluated independently at each node and the numerator and denominator of the overall weights can be transmitted cumulatively. Thus the data communicated in this pass consists of the set of D particles, the D numerator components, and the D denominator components that form the cumulative weights from the preceding nodes.
At the end of the second pass, all nodes in the network have the final set of particles but node 1 is the only node with the final set of weights.
In the third pass, the final set of D weights are dispersed throughout the network using the forward communication path. At the end of this pass, all nodes share the same particles and weights representing the network's global knowledge.
In a real world implementation, the simple one hop communication protocol can be replaced by more efficient protocols with minor modifications to the proposed algorithms. As long as every node provides its input to the network at the proposal and weighting stages at most one time, the performance of the proposed algorithm will not be affected.
VI. LOW LATENCY DISTRIBUTED INITIALIZATION OF A TARGET'S STATE DISTRIBUTION
In certain applications, the latency incurred due to three communication passes through the network may not be acceptable. For such applications, we propose a low latency version of the initialization algorithm to enable global initialization with only two communication passes through the network. In the first pass, particles and weights are both sequentially generated. In the second pass, the final particles and weights are disseminated throughout the network. The reduction in communication comes at a cost of an increase in computation at each node; O(D 2 )
operations at each node for the low latency algorithm compared to O(D) operations at each node for the low complexity algorithm described in Section IV.
Since the first communication pass is used to sequentially generate the particles and weights, the final set of particles and weights available at the output of the m th node, m = 1, . . . , M, must represent the posterior distribution
For the reasons given in Section IV, (3) is still used as an importance function and the particle support is generated sequentially at each node. For this choice of importance function, the particle weights are given by (8) . To satisfy these requirements, after processing at node m, the particles must be distributed in accordance with
and weights should be assigned according to
Using mathematical induction, we show that it is possible to sequentially generate particles and weights according to (13) and (14) respectively to represent the cumulative posterior distribution (12) .
Assume that D particles and weights are used to represent the target's state distribution. At node 1, D particles are sampled according to its posterior distribution by following the procedure given in Section IV. These particles are distributed according to
For this choice of particle support, the weights are all equal.
It can be clearly seen that (15) and (16) represent (13) and (14) 
and weights are assigned according to
Thus, the received particles and weights together represent the posterior distribution at node (m − 1)
Node m must now provide its own input to the global posterior distribution. It generates a new set of D particles representing its own posterior distribution
The final set of particles and weights after processing at node m must obey (13) and (14). Thus, the new set of particles must be weighted according to
Simplifying, we can determine a set of scaled weightsw
where eachw
n,t needs to be adjusted to account for the particle support. In (22), p (s t |z m,t ) is proportional to the data likelihood at node m, given by (11) , and
n,t |zm ,t can be approximated using the Parzen window density approximation method [24] as follows
In (23), W (·) is an appropriate stochastic kernel. In this paper, we choose a Gaussian kernel, the size of which is determined by the particle distribution about the dominant mode.
Using a similar procedure, the particles s
r,t must be weighted according tô
where
r,t |zm ,t can be approximated using the Parzen window density approximation method as follows
The current set of 2D particles {s
does not represent (13) since the mixture distribution from which these particles are generated is not equally weighted. This discrepancy can be corrected using the weighted sampling operation given in Appendix II to generate a set of D particles, {s
, representing (13) .
The scaled weights associated with the particles surviving the sampling operation are stored as {w
. From (21), (22), (24) and (25), the final set of weights representing (14) can be determined by
t |zm ,t can be approximated using the Parzen window density approximation method as follows
The final set of particles and weights given by {s
obeys (13) and (14) . Thus, this weighted set of particles represents the posterior distribution (12) .
Pseudocode for implementing the low latency algorithm is given in Appendix II.
VII. SIMULATIONS
In this section, we demonstrate the effectiveness of our algorithms by generating the initial probability distributions for multiple targets in smart sensor networks consisting of DOA sensors and range-Doppler sensors. We show simulation results for both the low complexity and low latency algorithms described in this paper. 
The clutter is modelled as a Poisson distributed random variable with parameter λ = 1/7. The probability of a miss is set equal to 0.1. The Gaussianity assumption is made only to simplify the implementation. This is a standard practice for tracking algorithms since the algorithms used to estimate the measurement noise (e.g., Newton recursion, LMS, RANSAC, etc.) assume that the noise is Gaussian. However, it is important to note that even though the assumption of Gaussianity is local at each node, the particle distributions are not necessarily Gaussian in the target state space.
This will be seen in the simulations. The presented algorithm can handle non-Gaussian noise sources with minor modifications. The assumption of Gaussian noise affects the initialization algorithm at only two stages. The first impact is at the particle proposal stage. Here, if the noise is non-Gaussian, particles can still be generated by importance sampling. The second impact is at the weighting stage. Here, if the PDF of the noise distribution can be evaluated pointwise, then any arbitrary noise distribution can be used. For simplicity, we will assume that the noise is Gaussian in these simulations.
Figures 4(a) to 4(d) represent the sequential particle proposal stage of the low complexity algorithm. Although the state vector is four dimensional, the subfigures in Figure 4 show only the x-y locations of the particles. In Figure 4 (a), node 1, a DOA node, detects the two targets along certain directions and distributes a total of 2000 particles along those directions up to an assumed maximum detection range. These particles are propagated to node 2. Node 2, a range-Doppler node, receives the particles from node 1. These received particles are all assigned a weight of 1 since they represent information from a single node. Node 2 detects the two targets at certain ranges.
Since the targets' bearings are not observable, node 2 distributes another 2000 particles about two concentric circles centered at the node position with radii equal to the detected ranges. Out of the 4000 particles, 2000 particles are sampled uniformly with replacement. These particles are shown in Figure 4 (b), and are propagated to node 3. Node 3, another DOA node, receives the particles from node 2 and assigns to each of these particles a weight of 2 since they represent the combined knowledge from two nodes. Node 3 distributes another 2000 particles along the directions in which it detects the two targets. These new particles are assigned a weight of 1 since they represent information from node 3 only. From the 4000 particles, a weighted sampling with replacement operation is used to generate 2000 equally weighted particles. These particles are shown in Figure 4 Figure 4 (e). As expected, the distribution is highly peaked about the true target states. Estimates of the true target states can be made based on this weighted set of particles. These estimates can be used to initialize any DJT.
The same simulation is repeated using the low latency algorithm. This algorithm propagates the cumulative posterior distribution from node to node by generating particles and weights sequentially at each node. The sequential particle proposal strategy is similar to the one used by the low complexity implementation and is described in detail in the first simulation. Hence, the discussion will not be repeated here. Figure   5 (d). This distribution is very similar to the posterior obtained using the low complexity algorithm in Figure 4 (e).
The minor discrepancies are due to the approximations made when the Parzen window density approximation method is used. However, it is important to note that the dominant peaks remain unchanged regardless of which variation of the algorithm is used.
Next, we simulate NBP and PAMPAS for comparison against our initialization algorithms. The main difference between NBP and PAMPAS is in the message propagation step. This is the step in which the transmitting node generates particles representing its belief about the receiving node's state. In our application, we are interested in determining the global target state vector which is common at every node. Hence no transformation is required from the transmitting node's state to the receiving node's state. This fact eliminates the primary difference between NBP and PAMPAS and facilitates a common implementation, which we shall refer to as the BP implementation.
To ensure a fair comparison, the BP implementation was simulated under circumstances that were as close as possible to those under which our initialization algorithms were simulated. We implemented a sequential schedule for inter-node communication as discussed in [10] . In the scenario considered here, this schedule is very similar to the one hop communication protocol used to simulate our algorithms. The presented plots represent the cumulative knowledge available at the last node in the communication chain at the end of the first iteration through the network.
Although multiple iterations may be required for the BP implementation to converge, we only simulate a single iteration to make a fair comparison with our algorithm. Following [8] , a single outlier particle with zero mean and large covariance was included with each message. This outlier particle was weighted to account for 10% of the entire message probability, which is identical to the probability of miss in the simulation of our initialization algorithm.
In practice, Gibbs sampling, mixture importance sampling and K-D trees are used to reduce the computational load of the BP methods during the message product step. To eliminate the effects of these methods on final estimates, we explicitly computed the product messages and performed a weighted sampling on the product mixture to limit the number of transmitted particles. The simulations in Figure 7 test the various algorithms' robustness to missed detections and specific node scheduling. The same targets and nodes are used, however, in this simulation, the first range-Doppler node only detects the first target and the second range-Doppler node only detects the second target. The DOA nodes detect both targets. The simulations are repeated for an alternate node scheduling which is also sequential but with the communication path reversed.
Figures 7(b) and 7(d) show that in the absence of detections at a subset of the nodes in the network, the BP implementation can fail to accurately initialize the target state distribution in one iteration. In fact, it can also be seen that the final estimate of the target state distribution can depend on node scheduling. In Figure 7 distribution is peaked at the first target's state and there is a large uncertainty about the second target's state. To test the ability of our algorithms to initialize a larger number of targets, both of our algorithms were used to initialize the network with 5 targets present. The node positions remain unchanged and are shown in Figure 8 along with the new target positions. Simulation results are given in Figure 9 . For both implementations, the posterior distribution is peaked at the true target states. The low latency algorithm produces some amount of clutter in the distribution. This is due to the approximations made by the Parzen window density approximation method. The final distribution can be further smoothened out by improved kernel selection methods. However, it is clear that both the low complexity and the low latency algorithms are capable of detecting and initializing all 5 targets.
Both of our initialization algorithms were simulated in a larger network with 10 sensor nodes that were positioned as shown in Figure 10 In this simulation, not all nodes are capable of observing both targets; 4 nodes observe both targets while the remaining 6 nodes are capable of observing only one of the two targets. It can be seen in Figure 11 that the posterior distribution is multimodal and the dominant peaks occur at the true target states. 
VIII. CONCLUSIONS
Two algorithms for generating the initial probability distribution are proposed for multiple targets in a distributed heterogeneous smart sensor network: a low complexity algorithm that requires three passes through the network for global initialization, and a low latency algorithm that requires only two passes. Our algorithms take into account missing data and clutter in the measurements available at the various sensor nodes. Monte Carlo methods are used to sequentially sample the state space to generate particles and robust weighting functions are used to represent the degree of belief in each particle. The final state vector distribution is represented using this weighted set of particles. This set of weighted particles can be used to make various inferences about the targets' states and also to initialize various distributed tracking algorithms. -Accept {w
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