Medical studies that depend on electronic health records (EHR) data are often subject to measurement error as the data are not collected to support research questions under study. Methodology to address covariate measurement error has been well developed; however, time-to-event error has also been shown to cause significant bias but methods to address it are relatively underdeveloped. More generally, it is possible to observe errors in both the covariate and the time-to-event outcome that are correlated. We propose regression calibration (RC) estimators to simultaneously address correlated error in the covariates and the censored event time. Although RC can perform well in many settings with covariate measurement error, it is biased for nonlinear regression models, such as the Cox model. Thus, we additionally propose raking estimators which are consistent estimators of the parameter defined by the population estimating equations, can improve upon RC in certain settings with failure-time data, require no explicit modeling of the error structure, and can be utilized under outcome-dependent sampling designs. We discuss features of the underlying estimation problem that affect the degree of improvement the raking estimator has over the RC approach. Detailed simulation studies are presented to examine the performance of the proposed estimators under varying levels
Introduction
Measurement error is present in many biomedical settings involving a time-to-event outcome. There exists a large body of literature describing the impact of and methods to correct for covariate measurement error (Carroll et al., 2006) ; however, much less attention has been given to errors in the outcome. For linear models, independent random (classical) errors in the outcome variable do not bias regression estimates; however, for non-linear models, even classical outcome errors can bias estimated associations of interest (Carroll et al., 2006, p. 342) . There are many examples in clinical research where the outcome of interest relies on an imprecisely measured event time. Researchers studying the epidemiology of chronic conditions may enroll subjects some time after an initial diagnosis, and so research questions focused on the timing of events post diagnosis may need to rely on patient recall or chart review of electronic medical records for the date of diagnosis, both of which are subject to error. Methods to handle a misclassified outcome have been developed for binary outcomes (Magder and Hughes, 1997; Edwards et al., 2013; Wang et al., 2016) and discrete failure time data (Meier et al., 2003; Magaret, 2008; Hunsberger et al., 2010) , where estimates of sensitivity and specificity can be incorporated into the bias correction.
However, methods to handle errors in a continuous failure time have largely been ignored.
It is possible to have errors in both the outcome and exposures that are correlated in large clinical studies, particularly those utilizing data primarily collected for non-research purposes (e.g. administrative databases or electronic health records). For example, in some observational studies of HIV/AIDS, the date of antiretroviral therapy (ART) initiation has been observed to have substantial errors (Shepherd and Yu, 2011; Duda et al., 2012) . These errors can lead to errors in event times defined as time since ART initiation and errors in exposures of interest such as CD4 count at ART initiation. In addition, certain types of records are often more likely to have errors (e.g. records from a particular study site), records with errors often tend to have errors across multiple variables, and the magnitude of these errors may be correlated. Ignoring correlated outcome and exposure errors could lead to positive or negative bias in estimates of regression parameters.
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In some settings, errors of this nature can be corrected by carefully reviewing medical records; however, this is expensive and time-consuming to do for a large number of records. Instead, we can perform data validation on a subset of records and use this information to correct estimates based on the larger, unvalidated dataset. In this manuscript, we propose regression calibration and raking estimators as two methods to correct the bias induced from such correlated errors by incorporating information learned in a validation subset to the large unvalidated dataset.
Regression calibration (RC), introduced by Prentice (1982) , is a method to address covariate measurement error that is widely used due to ease of implementation and good numerical performance in a broad range of settings. Although most RC methods assume measurement error in covariates only, examined a way to apply RC to correlated errors in a covariate and a continuous outcome; to date these methods have not addressed correlated errors between failure time outcomes and exposures.
Raking is a method in survey sampling that makes use of auxiliary information available on the population to improve upon the Horvitz-Thompson (HT) estimator for regression parameters in twophase designs. The HT estimator is known to be inefficient (Robins et al., 1994) but raking improves statistical efficiency, without changing the target of inference, by adjusting the standard HT weights by tuning them to auxiliary variables. These survey sampling ideas, while not new, have not been broadly studied in the measurement error setting. Breslow et al. (2009) considered raking estimators for modeling case-cohort data with missing covariates. considered a raking estimator using simulated data in a covariate measurement error context with a validation subset. In this manuscript, we consider raking estimators for more general settings allowing for errors in the covariate and a time-toevent outcome, including misclassification, and discuss various possibilities for the auxiliary variables, how different choices affect the degree of improvement, and ways to implement these methods using standard statistical software.
Our contributions in this manuscript are twofold. First, we develop regression calibration estimators to address both censored event time error alone and correlated covariate and censored event time errors together. To our knowledge, no RC estimators have been developed for these settings. Second, we develop raking estimators that are consistent and improve upon the RC estimators in some error settings.
The rest of the paper proceeds as follows. We present our survival time model and the considered mea-3 surement error frameworks in Section 2. Sections 3 and 4 present the proposed regression calibration and raking methods, respectively. Section 5 compares the relative performance of the proposed estimators with simulation studies for various parameter settings and error distributions. In Section 6, we apply our methods to an HIV cohort and ascertain their robustness to misclassification. We conclude with a discussion in Section 7.
Time-to-Event Model and Error Framework
We consider the Cox proportional hazards model. Let T i and C i , be the failure time and right censoring time, respectively, for subjects i = 1, . . . , n on a finite follow-up time interval, [0, τ ] . Define U i = min(T i , C i ) and the corresponding failure indicator ∆ i = I(T i ≤ C i ). Let Y i (t) = I(U i ≥ t) and N i (t) = I(U i ≤ t, ∆ i = 1) denote the at-risk indicator and counting process for observed events, respectively. Let X i be a p-dimensional vector of continuous covariates that are measured with error and Z i a q-dimensional vector of precisely measured discrete and/or continuous covariates that may be correlated with X i . We assume C i is independent of T i given (X i , Z i ) and that the data are i.i.d. Let the hazard rate for subject i at time t be given by λ i (t) = λ 0 (t) exp(β X X i + β Z Z i ), where λ 0 (t) is an unspecified baseline hazard function. We consider β X to be the parameter(s) of interest, which is found by solving the partial likelihood score for β = (β X , β Z ).
Additive Measurement Error Structure
Oftentimes, errors seen in electronic health records data or other datasets used for observational studies will not be simple random error and will depend on other variables in the dataset. Thus, we consider the error setting involving additive systematic and random error in both the covariates and time-to-event.
Instead of observing (X, Z, U, ∆), we observe (X , Z, U , ∆), where
We assume that and ν are mean 0 random variables with variance Σ and Σ νν , respectively, and are independent of all other variables with the exception that we allow their covariance, Σ ν , to be non-zero.
We refer to this setting as the additive error structure. In this setting the error in the observed censored failure time U * is a mistiming error but there are no errors in the event indicator ∆.
More General Error Structure
We will see in the sections to follow that raking estimators, contrary to regression calibration estimators, do not require modeling the measurement error structure explicitly. Thus, we will also consider a more general error model that also involves a misspecified event. Whereas the additive error structure in Section 2.1 might be expected in scenarios involving only an error-prone baseline time (e.g. self-reported baseline time), the general error model relaxes this assumption to allow the timing of the failure, and thus the failure indicator, to be error-prone as well. Instead of observing (X, Z, U, ∆), one observes (X , Z, U , ∆ ), where errors in the event may be coming from both a mistiming error and also from misclassification of the event indicator. Note that with this error structure we also make no assumptions regarding the additivity of errors or their correlation with other variables.
Two-Phase Design
We consider the two-phase design in which the true, error-free variables are measured retrospectively for a subsample of subjects at the second phase. Let R i be an indicator for whether subject i = 1, . . . , n is selected to be in the second phase and let 0 < π i ≤ 1 be their known sampling probability. This sampling scheme accommodates scenarios where the subsample size is fixed (e.g. simple random sampling) and where the subsample size is random (e.g. Bernoulli sampling), as well as stratified designs (e.g. casecohort). We assume that at phase one, the random variables
setting with misclassification] are observed for n subjects as a random sample from the population. At phase two, m < n subjects are selected from the phase one population according to the aforementioned sampling probability and the random variables
are additionally observed for those subjects. From this point on, we refer to the phase two subjects as the validation subset.
Regression Calibration Methodology
In this section, we give a brief introduction to the original RC and risk set regression calibration (RSRC) methods for classical, covariate measurement error and then develop their extensions for our considered error settings that include error in the censored outcome and potentially correlated errors in the censored outcome and covariates. Prentice (1982) introduced the regression calibration method for the setting of Cox regression and classical measurement error in the covariate. Shaw and Prentice (2012) applied regression calibration for the covariate error structure assumed in Section 2.1. The idea of regression calibration is to estimate the unobserved true variable with its expectation given the data. Prentice (1982) showed that under the independent censoring assumption, the induced hazard function based on the error-prone data is given by
Regression Calibration for Covariate Error
He then showed that for rare events and moderate β X , E (exp{β X X}|X , Z, U ≥ t) ≈ exp (β X E (X|X , Z)). E(X|X , Z) can be estimated using the following first order approximation
where the validation subset is used to calculate the moments involving X (see Shaw and Prentice (2012) ).
DefineX = E(X|X , Z;ζ x ), whereζ x is the vector of nuisance parameters in (4) estimated from the data.X is then imputed for X in the partial likelihood score (1) instead of the observed X to solve for β, which yields the corrected estimates (Shaw and Prentice, 2012) . Note, for simplicity we generally suppress the notation of the dependence of terms such as E(X|X , Z) on the nuisance parameter ζ x , unless it is important for clarity, such as to refer to its estimator E(X|X , Z;ζ x ).
Regression Calibration Extension for Time-to-Event Error
Assume the time-to-event error structure in Section 2.1, i.e., we observe (X, Z, U , ∆). Given the additivity of the outcome errors in (2.3), we can take the expectation of the censored event time, U , given the observed covariates and rearrange to obtain E(U |X, Z) = E(U |X, Z)−E (ω|X, Z). We use E(ω|X, Z)
to correct U and then impute as our estimate of the true censored event time. Since the true E(ω|X, Z)
is unknown, we can estimate it using the following first order approximation
where the validation subset is used to calculate the moments involving ω and ζ ω is the vector of nuisance parameters in (5). Adjusting U to have the correct expectation gives usÛ = U − E(ω|X, Z;ζ ω ), which we use instead of U to solve the partial likelihood score (1) for the corrected β estimates.
Regression Calibration Extension for Covariate and Time-to-Event Error
Assume the additive error structure for both X and U in Section 2.1, i.e., we observe (X , Z, U , ∆).
Given the additivity of the outcome errors in (2.3), we can take the expectation of the censored event time, U , given the observed covariates and rearrange to obtain E(U |X , Z) = E(U |X , Z) − E (ω|X , Z).
We use E(ω|X , Z) to correct U and then impute as our estimate of the true censored event time. Due to the error-prone X , we impute E(X|X , Z) for X as well, similar to Prentice (1982) . Given that the true E(X|X , Z; ζ x ) is unknown, we estimate it using the same first order approximation described in Section 3.1. In addition, we propose to estimate E(ω|X , Z; ζ ω ) using the same first order approximation described in Section 3.2 except using X instead of X, giving usÛ = U − E(ω|X , Z;ζ ω ) as the estimate of the true censored time-to-event. Thus, we imputeÛ andX = E(X|X , Z;ζ x ) in the partial likelihood score (1) instead of the observed U and X and solve for β to obtain our corrected estimates.
Risk Set Regression Calibration (RSRC) extension
We also considered improving our regression calibration estimators by applying the idea of recalibrating the mismeasured covariate within each risk set developed by Xie et al. (2001) for classical measurement error and extended to the covariate error model in Section 2.1 by Shaw and Prentice (2012) . Since the risk set membership likely depends on subject specific covariates whose distribution is changing over time,
we may be able to obtain better RC estimates by performing the calibration at every risk set as events occur. In particular, this method was shown to decrease the bias significantly for the setting of covariate measurement error when the hazard ratio is quite large, a case in which ordinary RC has been observed to perform poorly. Specifically for covariate measurement error, the risk set regression calibration estimator solves the partial likelihood score (1) usingX(t) instead of X, whereX(t) is recalculated using RC at each event time using data from only those individuals still in the risk set at that event time.
In the presence of time-to-event error, however, the necessary moments needed to estimate the conditional expectations in Sections 3.2 and 3.3 at the i th individuals' censored event time will be incorrect due to the fact that the risk sets defined by U will not be the same as those defined by U , leading to biased estimates. Thus, to extend the RSRC idea to the settings of error in the censored outcome and correlated error in the covariate and censored outcome, we propose a two-stage RSRC estimator where the first stage involves obtaining the estimateÛ using ordinary RC. The second stage then assumesÛ is the observed event time instead of U and recalibratesÛ and X at risk sets defined byÛ using the methods described in Section 3.2 and Section 3.3.
Asymptotic Theory
Under regularity conditions similar to those in Andersen and Gill (1982) , the RC and RSRC estimators developed in this section for error in the censored outcome and potentially correlated errors in the censored outcome and covariates are asymptotically normal, although not necessarily consistent for β. For more detail see Appendix A of the Supplementary Materials.
4 Generalized Raking Methodology
In this section, we develop design-based estimators by applying generalized raking (raking for short), which leverages the error-prone data available on the entire sample to improve the efficiency of consistent estimators calculated using the error-free validation subset. Survey statisticians often use auxiliary variables available for the entire population (e.g. phase one) that are closely correlated with target variables to improve subsample (e.g. phase two) estimates (Deville and Särndal, 1992) . This approach is referred to as survey calibration, also known as generalized raking (Deville et al., 1993) , the term we use instead of calibration to avoid ambiguity with regression calibration. Let P i (β) denote the population score equations for the true underlying Cox model with corresponding target parameter β, the log hazard ratio we would estimate if we had error-free data on the full cohort. Then the HT estimator of β is given by the solution to 
Note that the constraints above are known as the calibration equations. Solving the constrained min- 
is known as the generalized raking estimator. Under suitable regularity conditions, the solution to (7) is a √ n consistent, asymptotically normal estimator of β for all two-phase designs described in Section 2.3 (Breslow and Wellner, 2007) .
Proposed Raking Estimators
The efficiency gain from the raking estimator over the HT estimator depends on the correlation between the auxiliary variables and the target variables. For the general problem of estimating regression parameters from a parametric (or semiparametric) model in two-phase studies, it is useful to consider the influence functions (Lumley, 2011) . Breslow and Wellner (2007) showed that the variance of HT parameter estimates is the sum of the model-based variance due to sampling from an infinite population with no missing data and the design-based variance resulting from estimation of the unknown full cohort total of efficient influence function contributions. Thus, we consider˜ 0 (X i , Z i , U i , ∆ i ), the efficient influence function contributions from the population model had the true outcome and covariates been observed for everyone in phase one, to be our target variables. Breslow et al. (2009) derived the asymptotic expansion for the solution to (7) and showed that the optimal auxiliary variable is given by 
We expect the regression calibration estimators to be less biased than the naive estimators and therefore conjecture that A RC would be more highly correlated with A opt than A N . Note that in general, when the target of interest is a regression parameter, choosing the auxiliary variables to be the observed, errorprone variables will not improve efficiency. For more details, see Chapter 8 of Lumley (2011) . Thus, we consider two raking estimators:
1. Generalized raking naive (GRN): solution to (7) using A N 2. Generalized raking regression calibration (GRRC): solution to (7) using A RC
Calculating Raking Estimators
As mentioned previously and by Robins et al. (1994) , A opt depends on the unknown β and calculation requires an iterative procedure that alternates between estimating β and constructing new auxiliary variables. Although explicit influence function formulas for the Cox model are available (Cain and Lange, 1984; Van der Vaart, 1998) , we propose to utilize standard software to calculate A i so that practitioners may easily implement these methods. Kulich and Lin (2004) proposed a "plug in" method that approximates the conditional expectation by using the influence functions from a model fit to the phase one data.
In R, the influence functions can be approximated with negligible error as a dfbeta. Thus, the raking estimates can be computed as follows:
1. Fit a candidate Cox model using all phase one subjects.
2. Construct the auxiliary variables A i from the model fit in
Step 1 using dfbeta.
3. Estimate regression parameters β using weights raked to A i by solving (7).
For step one, we consider the naive Cox model using the error-prone data (GRN) and the regression calibration approach described in Section 3 (GRRC). For step three, we utilize the survey package by Lumley (2016) in R, which provides standard software for obtaining raking estimates.
Simulation Studies
We examined the finite sample performance of our proposed RC, RSRC, GRRC, and GRN estimators through simulation for the error framework described in Section 2. These four estimators were compared to those from the true model, a Cox proportional hazards regression model fit with the true covariates and event times, a naive Cox model fit with the error-prone covariates and/or error-prone censored event times, and the complete-case estimator using only the true covariates and event times in the validation subset. We note that all validation subsets were selected as simple random samples with known sampling probability, meaning the complete-case estimator is equivalent to the HT estimator. Following Section 11 2.1, we considered the additive error structure with correlated covariate and time-to-event error. In addition to this case, we also considered the censored outcome error only setting. We further considered correlated covariate and censored outcome error under the special case where the covariates are only subject to random error, namely classical measurement error (α 0 , α 2 ) = 0; α 1 = 1 . In addition, we considered the general error structure described in Section 2.2, where there exists errors in the time-toevent that result from mistiming as well as misclassification in addition to additive covariate error. We present % biases, average bootstrap standard errors (ASE) for the 4 proposed estimators or average model standard errors (ASE) for the naive and complete case estimators, empirical standard errors (ESE), mean square errors (MSE), and 95% coverage probabilities (CP) for varying values of the log hazard ratio β X , % censoring, and error variances and covariances. We additionally present type 1 error results for β X = 0 and α = 0.05.
Simulation Set-up
All simulations were run 2000 times using R version 3.4.2. The error-prone covariate X was generated as a standard normal distribution and the error-free covariate as Z ∼ N(2, 1), with ρ X,Z = 0.5. We set the true log hazard ratios to be β X ∈ {log(1.5), log(3)}, which we refer to as moderate and large, respectively, and β Z = log(2). The true survival time T was generated from an exponential distribution with rate equal to λ 0 exp(β X X + β Z Z), where λ 0 = 0.1. We then simulated 25% and 75% censoring, which we refer to as common and rare event settings, respectively, by generating separate random right censoring times for each β X to yield the desired % censored event times. Censoring times were generated as Uniform distributions with length 2 and 0.4 for each % censored time, respectively, to mimic studies of different lengths. For the error terms and ν, we considered normal distributions with means 0,
, and (Σ ν = σ ν ) ∈ {0.15, 0.3}, resulting in correlations ranging from 0.15 to 0.60. The error-prone covariate and censored event time were generated with parameters (α 0 , α 1 , α 2 ) = (0, 0.9, −0.2) and (γ 0 , γ 1 , γ 2 ) = (σ ν × 3, 0.2, −0.3). The choice of γ 0 is such that the error-prone time is a valid event time (i.e., greater than zero) with high probability. The few censored event times that were less than 0 were reflected across 0 to generate valid outcomes.
For the error terms and ν, we also considered a mixture of a point mass at zero and a shifted gamma distribution with the same means and covariances as the normal distributions to determine the robustness of our methods to non-normality of errors. Note that while the RC and RSRC estimators are expected to be challenged by such departures from normality, the raking estimators are not affected by the structure of the measurement error other than by the strength of the correlation between the auxiliary variables and the target variables. The mixture probability was set to be 0.5 for both covariate and outcome error.
For the misclassification example, we set β X = log(1.5), σ 2 = σ 2 ν = 0.5, σ ν = 0.15, with normally distributed error terms and 75% censoring. In addition, the sensitivity and specificity for ∆ were set to 90% by adding Bernoulli error (p = 0.10). For all simulations, we set the number of subjects to be 2000
and selected the validation subsets as simple random samples of size 200, or π i = π = 0.1. The data example in Section 6 considers selecting the validation subsets using unequal sampling probabilities via outcome-dependent sampling.
Standard errors for the RC, GRRC, and GRN estimates were obtained using the bootstrap method with bootstrap sampling stratified on the validation subset membership and using 300 bootstrap samples. Note that while the raking estimators have known sandwich variance estimators for the asymptotic variance, we used the bootstrap to calculate standard errors and coverage probabilities (see Appendix C of the Supplementary Materials for an empirical comparison). The RSRC standard errors were also calculated similarly using the bootstrap; however, only 100 bootstrap samples were utilized due to its computational burden. In addition, the RSRC estimators were recalibrated at deciles of the observed event times.
Simulation Results
For all discussed tables, we observed that the naive estimates had very large bias with 95% coverage hovering around 0%. In contrast, the complete case estimates were nearly unbiased for all settings discussed, but suffered from large standard errors, particularly for rare event settings when there were only a few subjects who had events in the validation subset. The coverage of the complete case estimates was near 95% for all settings. In the discussion of simulation results to follow, we focus on the 4 proposed estimators and how their relative performance differed across settings. Table 1 presents the relative performance for estimating β X in the presence of the time-to-event error 13 described in Section 2.1 and no covariate error, with ν ∼ N(0, σ 2 ν ). The RC estimates had moderate to large bias (−13% to −33%) and coverage ranging from 0.87 to 0, depending on if β X was moderate or large. We observed around a 50% decrease in bias for the RSRC estimates compared to RC for moderate β X and common events and a range of 5 − 30% bias reduction for other settings, with coverage around 87 − 93% and 0% for moderate and large β X , respectively. The reduction in bias for the RSRC estimates resulted in a lower MSE for all settings except under moderate β X and rare events, a setting in which RC is known to perform well. Both raking estimates were nearly unbiased across all parameter settings, had uniformly lower standard errors than the complete case estimates, and had coverage near 95%.
Interestingly, the performances of the GRRC and GRN estimators were virtually indistinguishable, with similar bias, standard errors, MSE, and coverage. Overall, RSRC had the lowest MSE for all moderate β X settings whereas the raking estimates had the lowest MSE for all large β X settings. Tables 2 and 3 consider the relative performance for estimating a moderate log hazard ratio in the setting of correlated additive errors in the outcome and covariate as described in Section 2.1 for normally distributed error terms and common and rare events, respectively. The RC estimates had relatively moderate bias (−13% to −19%) and coverage ranging from 0.74 to 0.92. For common events, the RSRC estimates had around 50% less bias than the RC estimates, whereas for rare events, they yielded only a small decrease in bias. Even in these more complex error settings, both raking estimates remained nearly unbiased, had lower standard errors than the complete case estimates, and maintained coverage around 95% across varying error variances and covariances. We noticed that for all parameter settings, the GRRC and GRN estimators were again nearly indistinguishable. Overall for the common event settings, the RSRC estimates had the lowest MSE when the error variances were both 0.5; otherwise, the raking estimates had the lowest MSE for all other settings. For the rare event settings, the RC estimates had the lowest MSE across all variance and covariance settings.
We present the relative performance for estimating a larger log hazard ratio, keeping other parameters the same as in Tables 2 and 3, in Table 4 and Supplementary Materials Table 1 in Appendix D. Both the RC and RSRC estimates had large bias, ranging from −31% to −37% and −23% to −32%, respectively, as well as coverage 50% or below. Again, both raking estimates remained nearly unbiased, had lower standard errors than the complete case estimates, and maintained coverage around 95% across varying 14 error variances and covariances, with the GRRC and GRN estimates indistinguishable. Across all error settings, the raking estimates had the lowest MSE. Table 5 presents the type 1 error, ASE, ESE, and MSE when β X = 0 in the presence of correlated, additive measurement error in the outcome and covariate X with normally distributed errors. For both levels of censoring, the type 1 error of the RC and RSRC estimates ranged from 0.044 to 0.059 and the raking estimates were around 0.042 and 0.046 for common and rare events, respectively. It is of note that the type 1 error for the naive estimator is 1 for both levels of censoring, meaning the null hypothesis was falsely rejected in every simulation run.
Results for β Z , for the settings presented in Tables 1-4 , are presented in Tables 2-5 We consider the relative performance for when the error distributions were generated as a mixture of a point mass at 0 and shifted gamma distribution, with settings otherwise the same as those in Tables   1-4, in Tables 9-12 of Appendix F in the Supplementary Materials. The RC and RSRC estimators were challenged by such departures from normality, with generally more bias and higher MSE, while the raking estimators remained unbiased with lower MSE. Table 13 in Appendix G of the Supplementary Materials considers the relative performance of the estimators in the presence of misclassification errors in addition to the correlated additive errors in the time-to-event and covariate X, as described in Section 2.2. The RC and RSRC estimates had very large bias and coverage between 61% and 68% as these methods were not developed to directly handle misclassification. As expected, the GRRC and GRN estimates were nearly unbiased because the raking estimators do not depend on the structure of the measurement error. Overall, the raking estimators had the lowest MSE in this more complex error setting.
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For the purposes of illustration, we applied the four proposed methods to electronic health records data from a large HIV clinic, the Vanderbilt Comprehensive Care Clinic (VCCC). The VCCC is an outpatient clinic that provides care to HIV patients and collects clinical data over time that is electronically recorded by nurses and physicians (Lemly et al., 2009 ). The VCCC fully validated all key variables for all records, resulting in an unvalidated, error-prone dataset and a fully validated dataset that we consider to be correct.
Thus, this observational cohort is ideal for directly assessing the relative performance of the proposed regression calibration and raking estimators compared to the naive and complete case estimators. Note that the naive estimator was calculated using only the unvalidated dataset as if the validated dataset did not exist. In addition, the complete case estimator was calculated using a random subsample of the fully validated dataset. Throughout this example, we considered the estimates from the fully validated dataset to be the "truth" and defined these as the parameters of interest. In addition, all considerations of bias were relative to these target parameters. We considered two different failure time outcomes of interest:
time from the start of antiretroviral therapy (ART) to the time of virologic failure and to the time of first AIDS defining event (ADE). For the former analysis, virologic failure was defined as an HIV-RNA count greater than or equal to 400 copies/mL and patients were censored at the last available test date after ART initiation. The HIV-RNA assay, and hence time at virologic failure was largely free of errors, whereas the time at ART start was error-prone, corresponding to errors in U . The ADE outcome was defined as the first opportunistic infection (OI) and patients were censored at age of death if it occurred or last available test date after ART initiation. For this failure time, both time of ART initiation and time at first ADE were error-prone, corresponding to errors in U and ∆. We studied the association between the outcomes of interest and the CD4 count and age at ART initiation. Since date of ART initiation was error prone, CD4 and age at ART initiation may also have errors. Appendix H of the Supplementary Materials provides detail on the eligibility criteria and statistics for the covariate and time-to-event error for both analyses.
The analysis of the virologic failure outcome included 1863 patients with moderate censoring rates of 46.1% and 47.2% in the unvalidated and validated dataset, respectively. We observed highly (slightly) skewed error in CD4 count at ART start (observed event times) and very small amounts of misclassifi-cation. The validation subset was selected as a simple random sample of 20%, resulting in 373 patients.
The hazard ratios and their corresponding confidence intervals comparing the estimators are displayed graphically in the first row of Figure 1 and shown in Table 14 in Appendix I of the Supplementary Materials. We note that the standard errors for all estimators (including the true, naive, and complete case)
were calculated using the bootstrap with 300 replicates, which were somewhat larger than the model SEs likely due to a lack of fit of the Cox model. The RSRC estimators were recalibrated at vigintiles of the observed event times. For this analysis, there was little bias in the naive estimators of a 100 cell/mm 3 increase in CD4 count at ART initiation and 10 year increase of age at ART initiation (1.87% and 2.17%, respectively). For both covariates, RC and RSRC provided very minimal improvements in bias, albeit with slightly wider confidence intervals. Small bias notwithstanding, we noticed that both the GRRC and GRN estimators had smaller bias compared to the naive estimator and had narrower confidence intervals than the complete case estimator. The GRRC and GRN estimators had very little differentiating them, similar to what was observed in the simulations.
The analysis of the ADE outcome included 1595 patients with very high censoring rates of 84.5% and 93.8% in the unvalidated and validated dataset, respectively. We observed highly (slightly) skewed error in CD4 count at ART start (observed event times) and a misclassification rate of 11% that was largely due to false positives (positive predictive value = 35%). While the RC and RSRC methods developed in this paper do not explicitly handle misclassification, we were nevertheless interested in seeing how they would perform in this real data scenario in comparison to the raking methods that can. Due to ADE being a rare event, we utilized a case-cohort sampling scheme to select the validation subset.
Specifically, we selected a simple random sample of 7%, or 112 patients, from the full error-prone data and then added the remaining 227 subjects classified as cases by the error-prone ADE indicator to the validation subset. Note that due to the biased sampling scheme of the case-cohort design, the estimates of the conditional expectations involved in the RC and RSRC estimators cannot be calculated in the same manner as under simple random sampling. Thus, we used IPW least squares to estimate the conditional expectations for both RC and RSRC. The hazard ratios and their corresponding confidence intervals comparing the estimators are displayed graphically in the second row of Figure 1 and shown in Table 14 in Appendix I of the Supplementary Materials. The standard errors for all estimators were again calculated using the bootstrap with 300 replicates. We noticed significantly more bias in the naive estimators of a 100 cell/mm 3 increase in CD4 count at ART initiation and 10 year increase of age at CD4 count measurement (31.44% and 31.2%, respectively). In fact, the naive point estimate for age was in the wrong direction compared to the true estimate, yielding anticonservative bias. The RC and RSRC estimators provided little to no bias improvement for both covariates. However, the GRRC and GRN estimates were both nearly unbiased with narrower confidence intervals than those of the complete casecohort estimator. Again, we noticed that the GRRC and GRN estimators gave similar estimates, with GRRC (GRN) having narrower confidence intervals for the CD4 (age) hazard ratios. In this analysis, we noticed huge improvements in bias from the GRRC and GRN estimators compared to the naive estimators and decreased standard errors compared to the complete case-cohort estimate even in the presence of appreciable misclassification, which the RC and RSRC estimators could not handle.
The R package RRCME at https://github.com/ericoh17/RRCME implements our methods on a simulated data set that mimics the structure of the VCCC data. Additionally, Appendix J of the Supplementary Materials contains code that implements the RC and GRN estimators for this simulated data to demonstrate ease of application of these estimators.
Discussion
Data collected primarily for non-research purposes, such as those from administrative databases or EHR, can have errors in both the outcome and exposures of interest, which can be correlated. Using EHR data from the VCCC HIV cohort, we observed that Cox regression models using the unvalidated dataset as compared to the fully validated dataset resulted in a 3-fold underestimation of the CD4 hazard ratio for ADE and overestimation of the age hazard ratio in the wrong direction such that the null hypothesis of a unit hazard ratio was nearly rejected. Spurious associations driven by such unvalidated outcomes and exposures can misdirect clinical researchers and can be harmful to patients down the line. Even when variables are reviewed and validated for a subset of the records, the additional information gained from these validation procedures are not often utilized in estimation.
The existing literature does not adequately address such complex error across multiple variables;
in particular, the timing error in the censored failure time outcome. In this article, we developed four different estimators that incorporate an internal validation subset in the analysis to try to obtain unbiased and efficient estimates. The RC and RSRC estimators approximate the true model by estimating the true outcome and/or exposure given the unvalidated data and information on the error structure from the validation subset. This approximation lacks consistency in most cases for nonlinear models and the RC and RSRC estimators can have appreciable bias for some error settings. However, in settings with a modest hazard ratio and rare events, RC outperformed the other estimators with respect to having the lowest MSE. RSRC had the lowest MSE for settings with a modest hazard ratio and common events under only censored outcome error and for settings with a modest hazard ratio, common events, and small error variance under correlated outcome and covariate error. The proposed regression calibration methods were considered for the proportional hazards model; however, we expect they would work quite well more generally in accelerated failure time models where an additive error structure is assumed.
In fact, some forms of error in the outcome will bias the proportional hazards parameter but not the acceleration parameter (Oh et al., 2018) .
The generalized raking estimators are consistent whenever the complete case estimating equations yields consistent estimators; they use influence functions based on the unvalidated data as auxiliary variables to improve efficiency over the complete case estimator and can be used under outcome-dependent sampling. The raking estimators are not sensitive to the measurement error structure, which is in contrast to the RC and RSRC estimators that can perform poorly when the error structure is not correctly specified. In particular, we noticed in our data example and simulations that in the presence of misclassification as well as timing errors, GRRC and GRN yield nearly unbiased estimates while RC and RSRC are substantially biased. Generally, the raking estimators performed well, with little small sample bias and, in most cases, the smallest MSE. The raking estimators had large efficiency gains in settings with a large hazard ratio as well those with a modest hazard ratio, common events, and large error variances.
For all settings considered, GRRC and GRN performed similarly. GRN has the added advantage that it can be applied with standard statistical software, e.g. the survey package in R (Lumley, 2016).
As noted above, the performance of the GRRC and GRN estimators was virtually identical, contrary to our hypothesis that the GRRC estimates would be more efficient than those of GRN. This result was unknown for previous applications of raking (Breslow et al., 2009 and in fact goes against their recommendation to build imputation models for the partially missing variables. For the setting of only classical covariate measurement error and no time-to-event error, we derived (not shown) that the influence functions for Cox regression using X versusX are scalar multiples of each other. Thus, the solutions to (7) under both auxiliary variables are equivalent. For the more complex error settings considered in this paper (Sections 2.1, 2.2), an explicit characterization of the relationship between the two auxiliary variables is more difficult, but we hypothesize that an approximation of a similar type holds for the settings studied.
The motivating example for this paper was to develop methods where there were only errors in the failure time outcome but not in the failure indicator. We additionally considered methods, namely GRRC and GRN, that are able to address more general error structures. We believe future research investigating RC methods to directly correct for misclassification resulting from time-to-event error would be worthwhile. In addition, while theory demonstrates that generalized raking estimators are consistent, we noticed that the small sample bias (and efficiency) can depend on the specific validation subsample.
Developing optimal subsampling schemes to maximize efficiency would not only improve the complete case analysis, but also increase the efficiency gains of the raking estimators and is an area of future work. Table 2 : Simulation results for β X = log 1.5 under correlated, additive measurement error in the outcome and covariate X with normally distributed error and 25% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 3 : Simulation results for β X = log 1.5 under correlated, additive measurement error in the outcome and covariate X with normally distributed error and 75% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. 
is the vector a and a ⊗0 is the scalar 1), and Û (ζ ω ),X(ζ x ) are as given in Section 3.3. Throughout this section, we
τ 0 λ 0 (u)du < ∞; and (4) m n → p ∈ (0, 1). Define β as the solution to E {S RC (β, ζ 0 )} = 0, which is generally not the same as β. First, we consider consistency for β and asymptotic normality for the solution to S RC (β, ζ 0 ), where ζ 0 = (ζ x0 , ζ ω0 ) is the true nuisance parameter vector. Then S RC (β, ζ 0 ), which is based on the standard Cox partial score equation, and thus concave, will have a unique, consistent solution, namely β , under mild regularity conditions (see Andersen and Gill, 1982) .
To establish asymptotic normality, we additionally define θ = (β , ζ 0 ) and assume that (5)
exists and is continuous and bounded for θ ∈ N (θ ), a compact neighborhood of θ ; (6) ∂ ∂θ S RC (θ)
S RC (θ) is nonsingular at θ ; and
The techniques of Andersen and Gill (1982) can then be used to establish asymptotic normality of the solution to S RC (β, ζ 0 ). Next, the solution to S RC (β,ζ), whereζ is our plug-in moment estimator for ζ, can be shown to be consistent and asymptotically normal using Theorem 5.31 in Van der Vaart (1998) . The theorem additionally requires that S RC (β,ζ) be Donsker in N (θ ). It is well known that the usual Cox score equation is Donsker and given thatζ is a finite dimensional moment estimator, the estimating equations we solve to estimate the nuisance parameters are Donsker as well.X andÛ are Lipschitz transformations of X and U involving estimators from a Donsker class of functions, so it follows from Example 19.20 in Van der Vaart (1998) that S RC (β,ζ) is Donsker.
The arguments above apply to show consistency and asymptotic normality ofβ RC from Section 3.2
for time-to-event error only by utilizing the true X instead ofX. Similary, the asymptotic properties of the RSRC estimators from Section 3.4 follow as well due to the fact that we recalibrate a fixed, finite number of times. This results in a finite number of Lipschitz transformations and thus a Donsker class of estimating equations.
Appendix B: Exact form of generalized raking estimators
In this section, we discuss further details regarding the generalized raking estimators for the Cox model.
Recall that the raking estimators modify the design weights w i,des =
such that w i,des and w i,cal are as close as possible. For the Cox model, we use the distance function
in the objective function of equation (7) due to the property that it always yields positive weights. See Deville and Särndal (1992) for other possibilities. Then it follows that
We can then form the Lagrangian and solve the constrained minimization problem for g i to obtain
Plugging this into the calibration equations, we obtain Deville and Särndal (1992) show that solving for λ, the solution generally satisfieŝ
Then the calibrated weights are given by g i = exp −λ T A i , and the resulting estimator given by the solution to
is known as the generalized raking estimator.
Appendix C: Empirical comparison of sandwich and bootstrap variances for raking estimators
We used the bootstrap to calculate standard errors for the raking estimators due to the fact that we noticed coverage probabilities in some settings under 95% using the sandwich variance estimators. For example, in an independent simulation with settings β X = log(3), σ 2 ν = 0.5, σ 2 = 1, σ ν, = 0.15, and 25% censoring, the coverage of GRRC was 0.9376 using the sandwich estimator and 0.9524 using the bootstrap. Note that Monte Carlo error cannot explain this undercoverage as the number of simulation runs was 2500, resulting in a 95% confidence interval of 0.95 ± 1.96
(0.95)(0.05) 2500
, or (0.9415, 0.9585), which does not include 0.9376. The coverage of GRN under the same settings was extremely similar. Table 3 : Simulation results for β Z under additive, general measurement error in the outcome and covariate X with β X = log 1.5, normally distributed error, and 25% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 4 : Simulation results for β Z under correlated, additive measurement error in the outcome and covariate X with β X = log 1.5, normally distributed error, and 75% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 5 : Simulation results for β Z under correlated, additive measurement error in the outcome and covariate X with β X = log 3, normally distributed error, and 25% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Appendix E: Classical measurement error tables Table 6 : Simulation results for β X = log 1.5 under correlated additive measurement error in the outcome and classical measurement error in the covariate X with normally distributed error and 25% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 7 : Simulation results for β X = log 1.5 under correlated additive measurement error in the outcome and classical measurement error in the covariate X with normally distributed error and 75% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 10 : Simulation results for β X = log 1.5 under correlated, additive measurement error in the outcome and covariate X with gamma distributed error and 25% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 11 : Simulation results for β X = log 1.5 under correlated, additive measurement error in the outcome and covariate X with gamma distributed error and 75% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. Table 12 : Simulation results for β X = log 3 under correlated, additive measurement error in the outcome and covariate X with gamma distributed error and 25% censoring for the true event time. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. table   Table 13 : Simulation results for β X = log 1.5 under misspecification and correlated, additive measurement error in the outcome and covariate X with normally distributed error, 75% censoring for the true event time, 90% sensitivity, and 90% specificity. For 2000 simulated data sets, the bias, average bootstrap standard error (ASE) for the 4 proposed estimators, average model standard error (ASE) for naive and complete case, empirical standard error (ESE), mean squared error (MSE), and 95% coverage probabilities (CP) are presented. 
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Appendix H: VCCC eligibility criteria
We analyzed data on 4797 HIV-positive patients that established care at the VCCC between 1998 and 2013. For the virologic failure outcome, patients were excluded if they had an indeterminate ART start date, started ART prior to enrollment, had no CD4 count measurement between 180 days before or 30 days after starting ART, or had no follow-up after starting ART. Using the unvalidated data, 2143 patients met the criteria for inclusion, of which 1863 met the criteria using the validated data. These 1863 patients were used in all further analyses to ensure that any differences between estimators are not due to the differences in included patients. For the ADE outcome, the exclusion criteria was similar to that of the former analysis except we additionally excluded patients that had an ADE before ART initiation and those with indeterminate ADE dates. Using the unvalidated data, 1995 patients met the ADE analysis criteria, of which 1595 met the criteria using the validated data. Again, these 1595 were used in all further ADE analyses. Note that for both analyses, failures within 6 months of ART start were not considered a true failure due to the time required by the regimen to be efficacious.
Of the 1863 patients in the analysis of the virologic failure outcome, 20 were incorrectly classified as having failed, resulting in a 1% misclassification rate. There were 386 incorrectly recorded event times, with the error having mean and standard deviation of −0.13 and 1.1 years, respectively. CD4 count at 3 , respectively. The correlation between the error in the failure times and CD4 count at ART initiation for subjects with both types of error was −0.17.
Of the 1595 patients in the analysis of the ADE outcome, 161 were incorrectly classified as having had an ADE and 12 were incorrectly classified as having been censored, resulting in an appreciable misclassification rate of 11%. There were 551 incorrectly recorded event times, with the error having mean and standard deviation of −0.75 and 2.89 years, respectively. CD4 count at ART start was incorrect for 107 patients, with the error having mean and standard deviation of 10 and 154 cell/mm 3 , respectively.
The correlation between the error in the failure times and CD4 count at ART initiation for subjects with both types of error was −0.10. 
