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An Induction Property for Prime Counting Functions
ANDREW O’DESKY
ABSTRACT. We provide an elementary proof of an asymptotic formula for prime
counting functions. As a minor application we give a new reduction of the proof
of Chebotarëv’s density theorem to the cyclic case.
LetK be a number field, ΣK the set of its finite primes, and Ω a set. A function
ψ : ΣK\S → Ω defined away from a finite set S is frobenian if there exist a finite
Galois extension L/K unramified outside S and an Ω-valued class function ϕ of
G := Gal(L/K) such that ψ(p) = ϕ(σp) for all unramified p where σp is the
conjugacy class of Frobenius elements of primes of L dividing p. This notion is
due to Serre [8, §3.3]. Examples of frobenian functions (for varying Ω) include
p mod N for a positive integer N , the number of roots mod p of a non-zero in-
tegral polynomial in one variable, and the p-th Fourier coefficient of a modular
form. Frobenian functions are closely related to the notions of Frobenius sets and
Chebotarëv sets for which we refer the reader to [3], [2], [6].
The aim of this note is to demonstrate an elementary proof of the following
formula for real-valued frobenian functions:
(⋆) EE [ψ] = EK [ψ
′]
where E is an intermediate extension of L/K, ψ is a frobenian function for E, ψ′
is the induction1 of ψ to K ,
EE[ψ] := lim
x→∞
∑
N p≤x ψ(p)∫ x
2 (log t)
−1 dt
,
and the sum is over the primes p ∈ ΣE\S such that Np ≤ x. Formulas for
EE[ψ] imply various classical density theorems as special cases, such as Dirich-
let’s theorem on primes in arithmetic progression, Landau’s prime ideal theorem,
and Chebotarëv’s density theorem. We will refer to (⋆) as the induction property
for prime counting functions. A quick proof of (⋆) proceeds as follows: rear-
range the sum over primes according to their conjugacy class of Frobenius ele-
ments and use Chebotarëv’s density theorem to see that EE[ψ] and EK [ψ′] have
the limiting values
∑
C∈c(H) ϕ(C)|C||H|
−1 and
∑
C∈c(G) ϕ
′(C)|C||G|−1 where
H := Gal(L/E) and ϕ′ := IndGH(ϕ). These quantities are equal by Frobenius
reciprocity.
This note demonstrates that (⋆) admits an elementary proof which does not use
Chebotarëv’s density theorem or Frobenius reciprocity, which is somewhat sur-
prising in consideration of the proof just given. Bypassing Chebotarëv’s theorem
will require a more intricate argument using other tools from algebraic number
theory, namely Chebyshev’s bounds on π(x) and the double-coset description of
prime factorization in an intermediate field extension. The key idea in the proof
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1the frobenian function forK whose associated class function is IndGH(ϕ),H = Gal(L/E).
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is relating the Frobenius elements in the support of an induced class function to
primes with inertia degree one (see (2)). Afterward, we turn around in §2 and use
our proof of (⋆) to give a minor application by reducing the proof of Chebotarëv’s
theorem to the cyclic case. Deuring also gave a cyclic reduction of Chebotarëv’s
theorem [1] (and see [4] for a similar proof to Deuring’s). The induction property
(⋆) may be interpreted as the “underlying mechanism” which makes the reduction
possible.
1. ELEMENTARY PROOF OF (⋆)
As the portion of the sum
∑
N p≤x ψ(x) corresponding to primes of E with in-
ertia degree > 1 overQ isO(π(x1/2)), any modestly effective asymptotic estimate
for π(x) shows that such primes will not contribute in the limit.2 Let Σ1E ⊂ ΣE be
the subset of primes of E with inertia degree one over Q. Then we have equality
of EE [ψ] with
lim
x→∞
∑
p≤x
∑
P∈Σ1
E
,
P/p
ψ(P) · Li(x)−1,
where we omit the finitely many primes for which ψ is undefined for the sake
of simplicity. Grouping primes P lying over the same prime p of K yields the
equality
(1) EE[ψ] = lim
x→∞
∑
p≤x
∑
p∈Σ1
K
,
p/p
∑
P∈Σ1
E
,
P/p
ψ(P) · Li(x)−1.
Now we use the double-coset description of primes in an intermediate extension
to rewrite (1) in terms of the class function ϕ of ψ; see e.g. [5, §1.9]. Let p be a
prime of K unramified in L, P any prime of L dividing p, and sp the Frobenius
element of P in L/K, i.e. the canonical generator of the decomposition subgroup
of P in G. Recall that primes of E dividing p are in bijection with the double
cosets in 〈sp〉\G/H under Pg ∩ E ↔ 〈sp〉gH and the inertia degree of Pg ∩ E
over p is |〈sp〉gH||H|−1. Let g1, . . . , gr be a set of representatives for G/H and
set Pi = Pgi ∩ E. Then
g−1i spgi ∈ H ⇐⇒ giH fixed by sp ⇐⇒ |〈sp〉giH| = |H| ⇐⇒ f(Pi/p) = 1,
and for such Pi one has that g
−1
i spgi ∈ σPi ⊂ H (e.g. [7, §1.8, Proposition
23(a)]). Let ϕ be the class function of H corresponding to ψ. We extend ϕ by zero
to a function on G that is not necessarily constant on conjugacy classes of G. The
induction of ϕ is the class function ϕ′ of G given by ϕ′(g) =
∑r
i=1 ϕ(g
−1
i ggi).
If f(Pi/p) = 1 then ψ(Pi) = ϕ(g
−1
i spgi) since g
−1
i spgi ∈ σPi , so we obtain a
formula for ψ′
(2) ψ′(p) = ϕ′(sp) =
r∑
i=1
ϕ(g−1i spgi) =
∑
f(P/p)=1
ψ(P), (P/p, P ∈ ΣE).
2For instance, Chebyshev’s bound that Ax
log x
≤ pi(x) ≤ Bx
log x
for some 0 < A < B, x≫ 0. Note
that Li(x)x−1 log x→ 1 as x→∞.
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Note that thePi are not necessarily distinct but thePi with inertia degree one over
p are distinct. Combining (1) and (2),
∑
p≤x
∑
p∈Σ1
K
,
p/p
∑
P∈Σ1
E
,
P/p
ψ(P) · Li(x)−1 =
∑
p≤x
∑
p∈Σ1
K
,
p/p
r∑
i=1
ϕ(g−1i spgi) · Li(x)
−1
=
∑
p≤x
∑
p∈Σ1
K
,
p/p
ϕ′(sp) · Li(x)
−1
=
∑
p≤x
∑
p∈Σ1
K
,
p/p
ψ′(p) · Li(x)−1 (definition of ψ′).
By the same technique as in the beginning of the proof we may add in the primes of
K with inertia degree > 1 without changing the limiting value of the above sums
and so it converges to EK [ψ′] as x → ∞. Combining this with (1) finishes the
proof of (⋆).
Remark. The key point of the proof is (2) which relates the support of the induced
class function ϕ′ with the contribution to EK [ψ′] from primes with inertia degree
one over Q. In some sense this shows that induction of class functions is “built
into” prime factorization in number fields.
Remark. There is also an analytic version – in the sense of analytic density,
(⋆⋆) lim
s→1+
∑
P∈ΣE\S′
ψ(P)
N (P)s
· z(s)−1 = lim
s→1+
∑
p∈ΣK\S
ψ′(p)
N (p)s
· z(s)−1
where z(s) = − log(s− 1). As one might expect the proof of (⋆⋆) is analogous to
the proof above so we omit it. The key difference is that in place of Chebyshev’s
bound one uses the fact that
∑
p−f only diverges when f = 1 and converges
absolutely otherwise.
2. PROOF OF REDUCTION FOR CHEBOTARËV’S DENSITY THEOREM
Notation. As above let L/K be a finite Galois extension with Galois group G
unramified outside a finite set S ⊂ ΣK , and let E be an intermediate extension
with H := Gal(L/E). For any conjugacy class C ⊂ G let ΓKC (x) = |{p ∈ ΣK :
σp = C,N (p) ≤ x}| and let d(ΓKC ) := limx→∞ Γ
K
C (x) Li(x)
−1.
Assume that Chebotarëv’s density theorem is true for all cyclic extensions for
varyingK . We will show that d(ΓKC ) = |C||G|
−1. We apply Chebotarëv’s theorem
in the form
(Ч) EE [ψ] = |H|
−1
∑
h∈H
ϕ(h)
for any frobenian function ψ for E whenever H is cyclic, where ϕ is the class
function associated with ψ.
The proof is by induction on the order n of the elements in C . Let σ ∈ C , E the
fixed field of σ, and H = 〈σ〉. For an integer e let ce be the order of the centralizer
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of σe in G. Consider the class function of H given by
ϕ =
∑
e|n
δσenc
−1
e
where δσe is a delta function supported at σe; then the induction of ϕ to G equals∑
e|n 1Ce where C
e is the conjugacy class of σe. When σ = 1 applying the induc-
tion property (⋆) and (Ч) for E = L yields EL[ψ] = |G|−1 = EK [ψ′] = d(ΓK{1}),
thereby proving Chebotarëv’s density theorem in this case. Now assume σ 6= 1.
We have that
EE[ψ] = |H|
−1
∑
h∈H
ϕ(h) (Ч)
= |G|−1
∑
g∈G
ϕ′(g) (Frobenius reciprocity)
=
∑
e|n
|Ce|
|G|
(above formula for ϕ′).
By the inductive hypothesis EK [ψ′] = d(ΓKC ) +
∑
e|n,e>1 |C
e||G|−1. By the in-
ductive property (⋆) this equals EE [ψ] =
∑
e|n |C
e||G|−1. Taking their difference
shows that d(ΓKC ) = |C||G|
−1.
Remark. A reduction to the cyclic case of the weaker analytic version of Chebo-
tarëv’s theorem may also be deduced along the same lines with (⋆⋆) used in place
of (⋆).
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