Introduction
Fast retrieval of the relevant information from the databases has always been a significant issue. Different techniques have been developed for this purpose; one of them is Data Clustering. Data Clustering is a technique in which, the information (documents) that is logically similar is physically stored together. There are several different approaches to the computation of clusters. Clustering algorithms may be characterized as: 1) Hierarchical clustering -It group data objects into a hierarchy of clusters. The hierarchy can be formed top-down (divisive approach) or bottom-up (agglomerative approach).
Given a set of N objects to be clustered, the basic process of hierarchical clustering (defined by S.C. Johnson in 1967 [75] is:
i. Initially start with N clusters, each containing single object. A distance (similarities) between the clusters is same as the distances (similarities) between the objects they contain.
ii. Ext, find the closest (most similar) pair of clusters and merge them into a single cluster.
iii. Compute distances (similarities) between the new cluster and each of the old clusters.
iv.
Repeat steps (ii) and (iii) until all objects are clustered into a single cluster of size
N.
Step (iii) can be done in different ways, which is what distinguishes single-linkage from complete-linkage and average-linkage clustering [24] . In single-linkage clustering (also called the connectedness or minimum method), the distance between one cluster and another cluster is considered to be equal to the shortest distance from any member of one cluster to any member of the other cluster. If the data consist of similarities, then the similarity between one cluster and another cluster is considered to be equal to the greatest similarity from any member of one cluster to any member of the other cluster. In complete-linkage clustering (also called the diameter or maximum method), the distance between one cluster and another cluster is considered to be equal to the greatest distance from any member of one cluster to any member of the other cluster. In average-linkage clustering, the distance between one cluster and another cluster is considered to be equal to the average distance from any member of one cluster to any member of the other cluster.
2) Partitioning clustering -It partitions data objects into a given number of clusters. The clusters are formed in order to optimize an objective criterion such as distance.
An object is assigned to that cluster whose centre is nearest to it. The center of a cluster also called centroid [3] is defined as the average of all the objects in the cluster -that is, its coordinates are the arithmetic mean for each dimension separately over all the objects in the cluster.
Centroid of i th cluster is represented as: 
1) K-means clustering
The algorithm steps of K-means clustering [121] are:
i. Choose the number of clusters, k.
ii. Randomly generate k clusters and determine the cluster centers, or directly generate k random points as cluster centers.
iii. Assign each point to the nearest cluster center, where "nearest" is defined with respect to one of the distance measures discussed above.
iv. Re-compute the new cluster centers.
v. Repeat the two previous steps until some convergence criterion is met (usually until centroid doesn't change).
But the limitation of K-means is that it needs to know value of k (no. of clusters) in advance, and it tends to go to local minima that are sensitive to the starting centroids.
2) Bisecting K-means
The algorithmic steps of Bisecting K-means [121] are:
i. Pick a cluster to split (split the largest).
ii. Find 2 sub-clusters using the basic K-means algorithm.
iii. Repeat step (ii), the bisecting step, for ITER times and take the split that produces the clustering with the highest overall similarity.
iv.
Repeat steps (i), (ii) and (iii) until the desired number of clusters is reached.
Bisecting K-means produce deep hierarchy resulting in difficulty to browse if one makes an incorrect selection while navigating a hierarchy.
3) Global K-means
The algorithmic steps of Global K-means [88] are:
i. Construct an appropriate set of positions/locations which can act as good candidates for insertion of new clusters.
ii. Initialize the first cluster as the mean of all the points in the dataset.
iii. In the k th iteration, assuming k-1 clusters after convergence find an appropriate position for insertion of a new cluster from the set of points created in step (i) that gives minimum distortion.
iv. Run K-means with k clusters till convergence. Go back to step (iii) if the required number of clusters is not yet reached.
Global K-means unlike K-means is insensitive to the choice of initial k cluster centers thus giving global optimum solution. But it requires execution of K-means method (nk) times for document set of size n to generate k clusters showing time complexity of O(nk).
In Hybrid PSO+K-means [36] method, the PSO (Particle Swarm Optimization) module is executed for a short period to search for the optimum clusters centroid locations and then the K-means module is used for refining and generating the final optimal clustering solution. Although this method also produces the global optimum solution but like Global K-means, it also requires assuming the initial value of k.
Cluster Quality Evaluation
Clusters can be evaluated with -internal‖ as well as -external‖ measures, defined as:
i. Internal measures are related to inter/intra cluster distance.
Intra-cluster distance is defined as the (Sum/Avg) of the (absolute/squared) distance between  All pairs of objects in the cluster, or  Between the centroid and all objects in the cluster, or  Between the -medoid‖ and all objects in the cluster Inter-cluster distance is defines as the sum of the (squared) distance between all pairs of clusters, where distance between two clusters is defined as: A good clustering is one where Intra-cluster distances within cluster are minimized, and Inter-cluster distances between different clusters are maximized.
ii. External measures are related to how representative are the current clusters to -true‖ classes and is computed in terms of entropy and F-measure as discussed in Chapter 1, section 1.3.5.
Given a corpus of text documents, clusters can be formed based on the key words matching between the documents. For a given search query, instead of matching individual documents in the entire database, only cluster(s) containing search query terms in its centroid are selected and the member documents of the selected cluster are retrieved as a result of the search query. Order of the documents ranked in the result depends on the number and frequency of terms matching in corresponding documents.
Proposed Method
To overcome the limitations of the existing cluster algorithms, a new methodology to cluster the documents based on the frequency of occurrence of terms within the documents is proposed. Initially all the documents are preprocessed to remove stopwords and Porters wherein stemming algorithm is applied on each document to reduce the terms within the Following steps of proposed clustering algorithm are implemented on given set of n text documents for building cluster of similar documents: We evaluate our algorithm over text document collection of Reuters-21578. The dataset was picked because of the presence of human labeled hierarchical class labels and reasonably large number of documents in them. They are described in more detail in the following section.
Experiments

Experimental Setup
The clustering policy requires that each document be assigned to the most specific possible subcategory in a classification hierarchy. We use Reuters-21578 text collection as our experimental dataset. The Reuters-21578 collection is distributed in 22 files (reut2-000.sgm through reut2-020.sgm).The files are in SGML format. The NEW-ID keyword serves to delimit documents within a file.
For the Reuters-21578 collection the documents are Reuters newswire stories, and the categories are five different sets of content related categories. For each document, a human indexer decided which categories from which sets that document belonged to. The category sets are as follows: The TOPICS categories are economic subject categories. Examples include "coconut", "gold", "inventories", and "money-supply". The EXCHANGES, ORGS, PEOPLE, and PLACES categories correspond to named entities of the specified type. Examples include "nasdaq" (EXCHANGES), "gatt" (ORGS), "perez-de-cuellar" (PEOPLE), and "australia" (PLACES).
In the above In the next section, we discuss the results obtained by implementing our proposed method on Linux 9.0 using bash scripting on P-IV processor having 512 MB RAM with 120 GB hard disk.
Experimental Results
Number of text documents = 3578 (reut2-018.sgm -reut2-021.sgm)
Number of unique terms/vocabulary (excluding stopwords) = 12336 terms Average number of lines per document = 15 lines
Average size of text document = 229 words / document 
Discussion
In this section, we discuss the analysis of the results obtain for the following parametric values: [α = 0.1, n=3578, k=241, no. of iterations = 15] Result shows that maximum size of the cluster is 655 documents and minimum cluster size is 35 documents as shown in table 5.12 given below. To verify the similarity of documents within clusters obtained by the proposed clustering algorithm, we compare the category set to which documents within the cluster belong. If has been found that most of the documents share same category. Table 5 .13 given below shows the number of different category types occurring in the files of a given cluster. No. of Clusters Sharing of documents among the clusters can be avoided by placing the document initially in the best suitable cluster (against the term in the inverted index file having maximum normalized weighted term frequency in its index term vector).
Hence initial cluster set is determined based on the number of clusters obtained by the proposed clustering algorithm and then hierarchical clustering tree can be obtained starting with k clusters instead of n clusters each containing single document.
Conclusion of this Chapter
Most of the existing clustering methods like K-means, Global K-means  require to assume the initial cluster centers, and  require the number of clusters k as an input
But finding the correct k is not easy, as  there exists no universally accepted definition of a cluster, and  the choice of the value for k depends on the characteristics of the data set and the desired resolution of the user
To fasten the process of clustering, a method is proposed which determined the initial number of clusters based on entries of the Inverted Index defined for the given document dataset. The proposed clustering method, unlike existing clustering methods don't requires to assume initial positions of the cluster centers, thus producing linearly separable, global optimum clustering solution in feature space. Also it shows polynomial time complexity of O(lk ) to produce k clusters from starting l initially computed cluster centers which is less than Global K-means but slightly higher than K-means. The clustering method is proposed to retrieve the relevant documents against the user query by matching the query vector with cluster centroids and to retrieve the member documents from the cluster showing the minimum distance score between them.
