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Abstract 
 
Interference-aware routing protocol design for underwater wireless sensor networks (UWSNs) 
is one of the key strategies in reducing packet loss in the highly hostile underwater 
environment. The reduced interference causes efficient utilization of the limited battery power 
of the sensor nodes that, in consequence, prolongs the entire network lifetime. In this paper, 
we propose an energy-efficient interference-aware routing (EEIAR) protocol for UWSNs. A 
sender node selects the best relay node in its neighborhood with the lowest depth and the least 
number of neighbors. Combination of the two routing metrics ensures that data packets are 
forwarded along the least interference paths to reach the final destination. The proposed work 
is unique in that it does not require the full dimensional localization information of sensor 
nodes and the network total depth is segmented to identify source, relay and neighbor nodes. 
Simulation results reveal better performance of the scheme than the counterparts DBR and 
EEDBR techniques in terms of energy efficiency, packet delivery ratio and end-to-end delay. 
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1. Introduction 
The design of interference-aware routing protocols for underwater wireless sensor networks 
(UWSNs) has been one of the subjects of research in recent years. They provide optimal data 
traffic in accordance with the design parameters from bottom of ocean to the surface of water. 
Compared to their terrestrial counterparts [1][2], there are a number of challenges inherently 
associated with all underwater routing protocols; long multi-path delay, low bandwidth and 
limited battery power [3][4][5]. Underwater routing protocols are used in a number of 
applications. Specifically, they are used in offshore exploration [6], leak detection, seismic 
and equipment monitoring [7], military surveillance, underwater navigation, disaster 
prevention and environmental monitoring [8]. 
Interference-aware routing protocols are particularly important because of two reasons. 
Firstly, these protocols improve the quality of underwater communication that is affected by 
interference. The received data packets at destination do not require rigorous treatment for 
extracting the desired information. This, in turn, reduces the complexity in the final destination 
circuitry. It is because extraction of the desired information from the received data becomes 
easier and, therefore, does not require sophisticated devices. In other words, it shortens the 
processing time of devices in interpretation of the information after the received data is input 
to them. This shortening of the processing time is of significant importance in delay sensitive 
applications. Secondly, they avoid paths with excessive interference in routing packets from 
source to destination. This reduces packets drop and collisions, which consequently, increases 
the probability of successful packet delivery at destination. Packets drop due to interference is 
one of the serious threats to the limited battery power of nodes in underwater communication. 
It also leads to loss of information and critical data that are always undesired, especially in data 
sensitive applications. Long and persistent operation of nodes demands that their energy is 
utilized in an efficient fashion. 
The conventional depth-based routing (DBR) protocol [9] and other routing techniques 
such as directional flooding based routing (DFR) [10], vector-based forwarding (VBF) [11], 
hop-by-hop vector-based forwarding (HH-VBF) [12] and focused beam routing (FBR) [13] 
route the packets from source to destination using flooding. However, it leads to redundant 
packets transmission, interference and packets collision. This, in turn, causes unnecessary 
energy consumption to a significant extent. Also, with depth as the routing metric, the low 
depth nodes are overburdened due to frequent selection as forwarders which soon leads to 
energy holes formation. Creation of holes results in packets loss as it reduces the probability of 
finding a forwarder node. Energy efficient depth-based routing (EEDBR) protocol [14]; 
although reduces energy consumption in DBR, it also suffers from the early death of high 
energy nodes that are close to the sink. Death of such nodes increases packets loss. Although 
DBR makes use of packet history buffer and packet holding time to avoid redundant packets 
transmission and interference, forwarding packets in the flooding manner does not appreciably 
overcome them as every node receives packets from all nodes within its transmission range or 
within the depth threshold. It then transmits the packet further in a greedy manner. It is because 
when a source node sends a packet, all its alive one-hop neighbors receive it. This packet is 
further forwarded towards the sink by neighboring nodes that are at lower depth than the 
original source node (greedy). In other words, a single packet is unnecessarily forwarder by 
more than one forwarder. As a result, redundant packets transmission increases that finally 
results in interference.  
Design of interference-aware routing protocols carries a number of challenges. The 
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underwater medium is highly time varying and fluctuating [15], therefore the packets 
transmitted towards destination may be badly affected by its properties. This may include 
reflection, refraction and diffraction of the signal from water molecules, underwater objects, 
noise and shadow zones therein. Also, redundant packets transmission to successfully send 
packets from source to destination; even if some packets drop along the routing path, causes 
additional interference and packets collision. If such redundant packets are not properly coped 
with, this results in packet loss. Further, sensor nodes change their positions with water 
currents making localization of nodes a cumbersome task. According to the DBR protocol [9], 
localization is the full-dimensional information of a sensor node. That is, localization requires 
that the x, y and z coordinates of a sensor node are known. A sender node can only calculate the 
distance between itself and the best forwarder if it knows all the three coordinates of itself and 
of the forwarder.  However, it consumes extra amount of energy by implementing a 
localization technique that periodically measures all the coordinates of nodes. The proposed 
work addresses some of these challenges. 
In this paper, we propose EEIAR; an energy efficient and interference-aware routing 
protocol for UWSNs that avoids interference in routing packets from a sender node to a 
receiver node. The protocol selects forwarder nodes that have the least number of neighbors 
and the lowest depth. Choosing such a forwarder node avoids interference in transmission and 
reception of packets. The lowest depth ensures that packets come closer to the surface sink 
after each transmission. Unlike forwarding the packets in a flooding fashion, a sender node 
decides and selects the best forwarder node. Such a decision reduces energy consumption, 
packets scollision and packets drop by controlling redundant packets transmission. The choice 
of selection of a forwarder node by a sender node further allows it to select forwarder nodes 
within its full transmission range. This is contrary to most of the flooding based routing 
protocols that usually select forwarder nodes within fixed regions to reduce energy 
consumption and redundant packets transmission. As a result, the probability of unavailability 
of a forwarder node reduces. This, as a consequence, increases the probability of successful 
packets received at the sink. Also, the EEIAR does not require the full-dimensional 
localization information of nodes. It requires only the depth information of a sender and a 
forwarder to route data to the final destination. The depth of a node is its vertically downward 
distance from the surface of water and does not require the other two coordinates of the node to 
be known. In other words, it does not require the full-dimensional information of a node. In 
contrary, the depth information can be obtained by a pressure sensor attached with a sensor 
node. Greater vertical distance in the downward direction from the surface of water means 
more water pressure that, in turn, means greater depth. It does not require any localization 
technique separately to identify complete coordinates of nodes. 
2. Related Work 
In this section, a description of interference-aware routing protocols is given for UWSNs. The 
authors in [16] propose interference-aware routing and scheduling policies for sensor nodes to 
achieve energy efficiency in order to efficiently utilize the available bandwidth in underwater 
communication. The scheduling policies give priority to nodes that are capable for earlier 
transmission of packets than others, have greater number of packets in their buffers, are 
positioned farther from the sink and have sent less number of packets. These policies result in 
minimized time difference between the readiness of a packet for transmission and its effective 
transmission time. They also result in reduction of the path from source to destination, buffer 
size of forwarder nodes and data traffic. Further, packets are transmitted with varied set of 
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power levels. Various combinations of these scheduling and routing policies are combined to 
obtain the optimal results. However, the proposed system is based on too many assumptions in 
the routing and scheduling policies that make it less practical to implement. The work in [17] 
designs a routing protocol that avoids interference and hole formation for reliable data transfer. 
A sender or source node that has packets to send selects a potential forwarder node among its 
neighbors. It first calculates a cost function based on the number of neighbors of the potential 
forwarder and its distance from the sender and hop count from the sink. Packets are then 
forwarded to the potential forwarder node that has the highest cost function. However, the 
calculation of distance involves localization of sensor nodes that limits its applicability. 
Localization of sensor nodes is generally difficult to implement and expensive in underwater 
communication as nodes have to constantly update and share their location information. 
Mahreen et al [18] propose three protocols: inverse EEDBR (IEEDBR), interference-aware 
EEDBR (IA-EEDBR) and interference-aware inverse energy efficient EEDBR (IA-IEEDBR). 
These protocols improve the delay, energy consumption, network stability period, path loss 
and transmission loss of EEDBR. In IEEDBR, a sender node selects a forwarder node within 
its transmission range with the lowest depth and the least amount of residual energy. However, 
such nodes die early that creates holes in the network and badly affects system performance. In 
IA-EEDBR, a forwarder node is selected having the highest residual energy, lowest depth and 
the least number of its neighbors. However, just like EEDBR, high energy nodes die as the 
routing process continues. In IA-IEEDBR, a forwarder node having the least residual energy, 
lowest depth in the specified depth threshold rather than in the full transmission range and the 
least number of neighbors forwards the packet. Again, holes are created when low energy 
nodes die.  
The authors in [19] propose an improved interference-aware EEDBR (iIA-EEDBR) 
protocol to avoid creation of holes and prolong network lifetime and the number of packets 
received at the sink. Half of the nodes are deployed in sensing mode and the rest in sleeping 
mode. The network is segmented into four logical sections based on depth. Every section has a 
header node with which the sleeping nodes exchange their depth, ID and section number. 
When a sensing node in a section dies, the header node turns a sleeping node into a sensing 
node. The protocol works in two stages. In the first stage, nodes exchange information about 
their depth and residual energy with their neighbors. During the second data transmission 
stage, sender nodes forward data packets to neighbor nodes that have the highest residual 
energy, the least number of neighbors and the lowest depth. However, the performance of this 
protocol severely degrades when the header node dies due to constant monitoring of sensing 
and sleeping nodes and taking part in the routing process. In addition, a node may die in one 
location and a sleeping node may become active in a different location. So, it may not actively 
counteract the effect of the death of a sensing node. The work in [20] proposes energy 
balanced interference-aware EEDBR (EB-IAEEDBR) that balances energy consumption in 
IEEEDBR protocol. Initially, all nodes are assigned equal amount of energy level called 
energy grade. As the protocol operates, the energy grade of nodes varies. When a sender node 
has to send packets, it checks for the energy grade of the next expected forwarder. If the energy 
grade of the sender is less than or equal to that of the receiving node, it forwards the packet to 
the expected receiving node that further forwards it in the same manner. When the energy 
grade of a node falls below a threshold, it transmits a control packet to one-hop neighbors. The 
neighbors receive it and start direct transmission towards the sink. So, the protocol achieves 
energy balancing by not choosing forwarder nodes that have energy below a certain threshold. 
The protocol switches from the initial multi-hop communications to direct transmission when 
high energy nodes start to die (as is the case with EEDBR). An energy efficient and 
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interference-aware routing protocol is proposed in [21]. The three-dimensional (3D) network 
is segmented into three zones: top destination region, mid relay region and the bottom source 
region. A source node in the bottom region selects a relay node in the mid region with the least 
distance from the sink and the least number of neighbors. The protocol improves energy 
consumption, packets reception at the sink and end-to-end delay. However, it requires 
localization information of sensor nodes. The authors in [22] propose a channel-aware routing 
protocol that considers the speed of sound and the channel noise with respect to depth to route 
packets from source to destination. The protocol functions in two modes. The collecting mode 
(CM) in which nodes share neighbors information and the direct mode (DM) in which a sender 
node forwards data to a forwarder node. A source node first constructs an ideal virtual path to 
the sink and then calculates a weighting function for every forwarder node based on the 
probability of successful transmission, the distance between candidate nodes and destination 
and the distance between the candidate nodes and the ideal path. Forwarder with the highest 
weighting function is then selected for data forwarding. The protocol outperforms the 
counterpart scheme in terms of packet delivery ratio and end-to-end delay. However, the 
protocol involves distance calculation that constraints its application.  
The authors in [23] propose two protocols: energy hole repairing DBR (EHRDBR) and 
interference-bandwidth-aware DBR (IBDBR). The former selects forwarder nodes based on 
the interference, residual energy and depth while the latter chooses them by considering 
interference, bandwidth, residual energy and depth. In both protocols, when a node dies, a live 
node moves to its location to avoid hole creation. These protocols show better performance 
than the counterpart schemes in terms of end-to-end delay, packets received at the sink and 
network lifetime. However, locating the position of a dead node and replacing it with a live 
one requires location information and is troublesome to do, especially when nodes are not 
stationary and move with the water currents. In addition, considering too many parameters for 
forwarder selection complicates the internal structure of the sensor nodes. 
3. Channel Model 
The process of data routing in aquatic environment is severely affected by the properties of 
underwater channel. 
3.1 Channel Noise 
Underwater noise adds up to the desired signal and badly affects its quality. In underwater 
communications, the ambient noise consists of four types: wave, shipping, turbulence and 
thermal noise [24]. Its power spectral density (PSD) N in dB is given by 
             𝑁𝑁 = 𝑁𝑁𝑡𝑡+ 𝑁𝑁𝑠𝑠 + 𝑁𝑁𝑤𝑤 + 𝑁𝑁𝑡𝑡ℎ                                                                    (1) 
                            
where 𝑁𝑁𝑡𝑡, 𝑁𝑁𝑠𝑠 , 𝑁𝑁𝑤𝑤 and 𝑁𝑁𝑡𝑡ℎ express the PSDs of turbulence, shipping, wave and thermal noise, 
respectively. Their power spectral densities are characterized by [24] 
  𝑁𝑁𝑠𝑠 = 40 + 20(𝑠𝑠 − 0.5) + 26log𝑓𝑓 − 60 log(𝑓𝑓 + 0.03)                         𝑁𝑁𝑤𝑤 = 50 + 7.5𝑤𝑤0.5 + 20log𝑓𝑓 − 40 log(𝑓𝑓 + 0.4)                         (2) 
𝑁𝑁𝑡𝑡 = 27 − 30log𝑓𝑓                                                                   𝑁𝑁𝑡𝑡ℎ = −25 +  log𝑓𝑓 
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where f  is the frequency in kHz and w is the speed of wind in m/s, s is the shipping activity 
factor. Shipping activities cause shipping noise that dominates in the 20 Hz to 200 Hz range. 
Wind generates waves at the surface of ocean that result in wave noise in the 200 Hz-200 KHz 
range. Turbulence noise affects frequencies smaller than 20 Hz while thermal noise prevails 
above 200 kHz.  
3.2 Channel Losses 
Attenuation in underwater communication is the result of channel losses that consume the 
battery power of nodes [25]. The  most prominent are absorption and transmission losses.  
Absorption Loss: When an acoustic wave travels in water, it dissipates energy as heat due to 
friction and ionic relaxation and constitutes absorption loss given by 
                                                      𝑃𝑃𝑃𝑃𝑎𝑎𝑎𝑎𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎 = ( 𝛼𝛼 × 10−3 ) 𝑟𝑟                                                                        (3) 
 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      𝑃𝑃𝑃𝑃𝑠𝑠𝑎𝑎𝑎𝑎𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎𝑎𝑎𝑠𝑠 = 𝑘𝑘log𝑟𝑟                                                                                  ( 4) 
 
where 𝑃𝑃𝑃𝑃𝑠𝑠𝑎𝑎𝑎𝑎𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎𝑎𝑎𝑠𝑠 is the path loss in dB due to spreading, r is the transmission range in meter 
and k is the spreading factor and represents the geometry of the spread (k = 1 for cylindrical 
spreading and k = 2 for spherical spreading). 
3.3 Speed of Acoustic Wave 
The radio frequency waves are attenuated to a significant extent in water. Therefore, they are 
not used in underwater communications. Instead, acoustic waves are used. The speed c of 
these waves depends upon the channel properties and is modeled [26] as  
 
𝑐𝑐 = 1449 + 4.591𝑇𝑇 − 5.304 × 10−2 𝑇𝑇2 + 2.374 × 10−4 𝑇𝑇3 + 1.34(𝑆𝑆 − 35) + 1.63                    × 10−2 𝐷𝐷 + 1.675 × 10−7 𝐷𝐷2 + 1.025 × 10−2 𝑇𝑇(𝑆𝑆 − 35) − 7.139 × 10−3 𝑇𝑇𝐷𝐷3                                                                                                                    (5) 
 
where T is the temperature in degree Celcius, D is the depth of water in meter and S is the 
salinity factor in parts per thousand.  
3.4 Bandwidth and Convergence Zone 
In underwater communications, the available bandwidth is kept limited by channel properties 
such as noise, losses and long multi-path delay.  It varies significantly with the distance from 
source to destination as shown in the Table 1 [8]. It is clear that as the covergence (also called 
transmission range) decreases, bandwidth increases. Since bandwidth is the maximum data 
that can be transmitted along the channel in a given time, a decrease in the bandwidth 
generally decreases the data rate as well.  According to the nature of application, different 
applications use different range and bandwidth. In general, a depth of 100m or smaller is 
considered as shallow and uses the maximum available bandwidth. Applications such as ocean 
bed monitoring, rock and debris detection use more depth so the available bandwidth is 
smaller for them. 
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 Table 1. Bandwidth and convergence relationship in UWSNs. 
 
 
 
 
 
4. The Proposed Protocol 
4.1 Network Architecture 
The proposed network is a three dimensional cube with 500m length of a face. Deployment of 
sensor nodes is accomplished in a random fashion with the sink localized at the top middle of 
the network. In order to distinguish among source, relay and destination nodes, the network 
total depth D is generally segmented into three equal sectors or regions as shown in Fig. 1. 
The topmost region is called destination region as it lies close to the sink (destination). Nodes 
in this sector are called destination nodes. The mid sector is called relay or forwarder region. 
We use the terms relay and forwarder interchangeably unless stated otherwise. Nodes in the 
bottom source sector are called source nodes. Source nodes in the bottom region forward data 
to relay nodes that further forward it to the destination nodes. From the destination region, data 
is sent to the surface sink. The bottom nodes are called source nodes because they generally 
sense the desired attribute. The routing among nodes in these regions is described in more 
detail in the data forwarding phase in section 4.3. All nodes communicate with one another 
through acoustic links as radio waves are attenuated to a greater extent in underwater 
communications. The sink, on the other hand, communicates with the onshore data center 
through a radio link and with sensor nodes through the acoustic links. 
 
Fig. 1. Network architecture. 
Convergence Range [km] Bandwidth [kHz] 
Very long 1000 Less than 1 
Long 10-100 2-5 
Medium 1-10 Almost 10 
Short 0.1-1 20-50 
Very short Less than 0.1 Greater than 100 
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Due to the greater speed of radio waves than the acoustic waves, we assume that data packets 
that reach to the sink are considered successfully delivered to the onshore data center. 
4.2 Neighbors Identification 
After deployment of nodes, initially they do not know about the depth and neighbors 
information of one another. Every node broadcasts a hello message. All other nodes that lie 
within its transmission range receive it. The message contains the depth information and ID of 
the broadcasting node. Every node within the range replies to the hello message of the 
broadcasting node that processes the received messages and gains information about its 
neighbors. Every node then constructs a table of its neighbors and broadcasts it. In this fashion, 
every node is aware of its own neighbors and 2-hop neighbors along with their depth 
information. The knowledge of depth and number of neighbors helps a sender node to select 
the best forwarder. The broadcasting node waits for a reply from every neighbor node in 
response to the hello message for a certain time proportional to the propagation and processing 
delay in underwater communication. If it does not receive any reply from any node, it sends 
the hello message again. It declares no neighbor at all when the hello message is sent for the 
maximum number of times and gets no response within the specified waiting time. All nodes 
periodically exchange the hello messages and the neighbor tables to remain updated about the 
alive number of neighbors as nodes die due to consumption of their limited battery power as 
the routing process progresses. In addition, existing neighbor of a node may leave or new may 
come within its transmission range with water currents. 
4.3 Data Forwarding 
When a node in the source region senses the desired attribute, it creates data packets and 
chooses the best forwarder node in the mid forwarder region within its transmission range to 
send the packets to it. The best forwarder has the lowest depth and the least number of 
neighbors among all the neighbors of the source node. When the source node does not find any 
forwarder among its neighbors in the forwarder region, it selects a forwarder node among its 
neighbors in the source region. The selected source node repeats the same strategy as 
described above to forward packets to the forwarder region. Nodes in the forwarder region 
further forward the packets to nodes in the destination region that finally forward them to the 
sink. We assume all nodes are worthy of sensing the desired attribute. At every stage, the best 
forwarder is selected. Every node sends packet to the best forwarder only when the channel is 
free. If it is not free, the node backs off. The packet is dropped when the backing off reaches to 
its maximum limit. Selection of the lowest depth nodes ensures that a data packet becomes 
closer to the sink after every time it is forwarded by a forwarder node. Choosing a forwarder 
node with the least number of neighbors reduces the interference and packet collision and, in 
turn, minimizes packet drop. It contributes to energy efficiency too by reducing the number of 
nodes receiving the same packet. Decision of forwarding a data packet by a sender node 
(rather than by a node receiving it) also reduces the number of nodes transmitting the same 
packet. A node that has to send data chooses another forwarder in its neighborhood based on 
the same defined criterion when a previous forwarder dies. The death of a sensor node is 
automatically detected when it does not respond to the periodic hello messages. The ID of a 
dead node is excluded from the neighboring table that nodes broadcast to identify neighbors. 
Upon receiving a packet, a forwarder holds it for a particular instant of time termed as the 
holding time. It depends upon the depth, number of neighbors and the time difference between 
the reception of two successive packets by the same forwarder. However, every received 
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packet is never kept for more than the system characteristic maximum holding time. A timer 
records the reception time of every packet. If the channel does not become free within the 
maximum holding time, the packet is declared as dropped. The system characteristic 
maximum holding time specifies the longest time till a forwarder can hold a received packet. 
The holding time is made smaller than it  (the maximum holding time) so that incoming 
packets are also received by dropping the already received packets if the channel does not 
become free until the maximum holding time.    
 
The Fig. 2 shows all the possible cases that a sender node may encounter in forwarding 
data packets. Of the three nodes A, B and C shown, every node is within the center of a dashed 
circle that represents its transmission range.  
 
 
 
Fig. 2. Forwarder selection. (a): A chooses C. (b): A chooses B.  
(c): A chooses either B or C. (d): A chooses C. 
 
In all cases, node A is the sender of data packets while node B or C is the expected forwarder. 
For simplicity, only two nodes are shown as neighbors of A. In scenario (a), C has lower depth 
and less number of neighbors than B. Therefore, A chooses C for data forwarding. In case (b), 
the source node A chooses the greater depth forwarder B than C because of its less number of 
neighbors. Due to less neighbors, B offers less interference than C, that in turn, reduces the 
probability of packet drop due to interference although the packet may cover longer path to the 
sink. In situation depicted in (c), both B and C have the same number of neighbors and depth. 
Therefore, A may choose either B or C for data routing. Finally, in (d), B and C have the same 
depth but C will be chosen to route data due to its less number of neighbors (and less 
interference). 
Algorithm 1 shows selection of the best forwarder node among the neighbors of a sender 
node. A sender node i selects the best forwarder node from its set of neighbors  Ni. A neighbor 
node j with the lowest depth and the least number of its neighbors is selected as the best 
forwarder. This procedure repeats until the packet reaches the sink or is dropped. In Fig. 2(b), 
source node A chooses the greater depth forwarder B than C because of its less number of 
neighbors. Due to less neighbors, B offers less interference than C that, in turn, reduces the 
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probability of packet drop due to interference although the packet may cover longer path to the 
sink. The Fig. 3 shows the flow chart that elaborates the operation of the routing protocol. 
Time t0 is the duration by which a forwarder node backs off to the maximum following which 
the packet is dropped. 
A sender node decides the relay node for data forwarding (the sender inserts the ID of the 
relay node in the data packet to whom it wants to forward it). Therefore, if a packet is received 
by one or more relays with the same holding time, only the addressed relay will forward it. 
Others not having their IDs in the data packet will simply discard it. This strategy suppresses 
the redundant packet transmission yet maintains data delivery. 
 
Fig. 3. The flow chart of the routing process. 
4854                                                         Anwar et al.: An Energy Efficient Interference-aware Routing  Protocol for UWSNs 
 
 
 
In algorithm 1, the working of min (Dj, Nj) worths description. A source node looks at the 
depth values (length) and the number of nodes values (any number greater than or equal to 0) 
of all neighbor nodes. Suppose the source node has three neighbors A, B and C with depth 
values 200m, 210m and 220m and with corresponding number of neighbors as 2, 4 and 5, 
respectively. The first node has the lowest depth of 200m and the least number of neighbors (2) 
so it will be selected as a forwarder by the source node. As mentioned in the neighbor 
identification phase, every node knows about the depth and number of neighbors of its 
neighbor nodes. Therefore, it is easy for a sender node to decide a forwarder based on the 
depth and number of neighbors of the forwarder in its neighborhood. Suppose these three 
neighbors have the same depth as mentioned above but their number of neighbors become 4, 2 
and 3, respectively. Now node A having the lowest depth (200m) has the highest number of 
neighbors so it cannot be selected as the forwarder. Instead, node B with the least number of 
neighbors will be chosen as the forwarder. This idea is further explained in Fig. 2.   
5. Simulation Results and Analysis 
In this section we describe the simulation results and compare the proposed scheme with DBR 
[9] and EEDBR [14] as they also take into account depth as the routing metric (EEDBR takes 
into account the residual energy too in deciding forwarder). However, unlike our scheme, they 
do not take into account the interference mitigation strategy (the least number of neighbors of 
a forwarder) that leads to packet loss. This work addresses avoidance of interference in a novel 
way while taking depth as one of the routing parameters. The network is an underwater cube of 
dimensions 500m×500m×500m. We consider random topology, so all the 225 nodes are 
randomly distributed (deployed) over the three regions of the network. A stationary sink is 
located at the top middle of the network. We assume that sensor nodes follow the random walk 
mobility pattern as considered in the DBR protocol. We use the random walk mobility pattern 
to model the random movement of sensor nodes with water currents. It does not require the 
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full-dimensional localization information of sensor nodes as compared to the meandering 
current mobility model that involves localization [27]. Nodes use the LinkQuest UWM1000 
acoustic modem to communicate with one another. The MAC layer is addressed by the 
802.11-DYNAV protocol [28]. Every node has a fixed maximum transmission range of 100m 
in all directions and consumes 2W, 0.1W and 10mW power to transmit, receive and remain in 
the idle state, respectively. A sensor node generates one data packet per second. The size of a 
single packet is 50 bytes and the data rate is 10 kbps. 
Round: The time that lapses from the transmission of a single or more packets by one or 
more source nodes to its successful reception at the sink or drop. 
Total energy consumption: It is the amount of energy consumed by all alive nodes in one 
round. It may include energy consumption during hello packets exchange, transmission and 
reception of a packet and while remaining in the idle state. 
Dead nodes: Sensor nodes that consume all the initially assigned energy. 
Alive nodes: Sensor nodes that have not yet consumed all the initially assigned energy. 
End-to-end delay: It is the time taken by a data packet from transmission by source to 
reception at destination.  
Packet delivery ratio: Ratio of total packets received successfully at the sink to total 
packets transmitted. 
Fig. 4 shows plot of the total energy consumption. Due to selection of the path of the least 
interference (and the lowest depth) for data routing in the proposed scheme, it has the least 
interference, packet collision and redundant packet transmission as compared to the 
counterpart schemes. These phenomena contribute to unnecessary consumption of energy that 
the proposed protocol avoids. In addition, choosing a forwarder node with the least number of 
neighbors avoids looping a single packet back and forth between neighbors of the forwarder 
node itself when it transmits the packet further towards destination. It is because with few 
neighbors, the probability that any two neighbors have the same depth and number of 
neighbors reduces. If such nodes lie within the transmission range of each other, they may be 
the forwarder nodes of each other and will send the same packet to one another multiple times. 
This, in turn, reduces the number of nodes involved in forwarding packets from source to 
destination. As a result, the EEIAR has the least energy consumption. In contrast, a source 
node in DBR considers only the lowest depth node as a forwarder. A source node in EEDBR, 
on the other hand, selects a node as a forwarder that has the lowest depth and the highest 
residual energy. Despite of packet holding time and history buffer, redundant packet 
transmission and packet collision are the major issues in the counterpart schemes that are 
associated with greater energy consumption. EEDBR has lower energy consumption than 
DBR due to the selection of less forwarder nodes and suppression of the redundant packets 
transmission than DBR. The Fig. 5 shows plot of the residual energy of sensor nodes. It is the 
reciprocal of the plot of total energy consumption. The plot of total number of dead nodes is 
depicted in Fig. 6. On account of the lowest energy consumption, nodes die with the slowest 
rate in EEIAR as compared to the counterpart schemes. The greater energy consumption in 
DBR makes its nodes die at a more rapid rate than EEDBR. Fig. 7 shows plot of the number of 
alive nodes. It is the reciprocal of the plot of dead nodes.  
 
4856                                                         Anwar et al.: An Energy Efficient Interference-aware Routing  Protocol for UWSNs 
 
 
Fig. 4. Total energy consumption in the network. 
 
 
 
Fig. 5. Total residual energy of the network. 
 
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 10, October 2017                            4857 
 
Fig. 6. Total number of dead nodes. 
 
 
 
Fig. 7. Total number of alive nodes. 
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Fig. 8. Total number of packets received at sink. 
 
 
 
Fig. 9. Total packet drop in the network. 
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Fig. 10. Packet delivery ratio.  
 
 
 
 
Fig. 11. Total end-to-end delay in the network.  
 
Fig. 8 shows plot of the total number of packets received at the sink. Initially, for almost 
the first 50 rounds, the number of packets received at the sink is slightly the greatest for DBR. 
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It is because DBR chooses the lowest depth nodes that are the closest to the surface of water 
for packet forwarding. As rounds progress, these nodes overburden and die rapidly. Death of 
such nodes reduces the availability of forwarder nodes to receive and forward packets to the 
sink. Consequently, its throughput decreases and becomes the lowest after 100 rounds. The 
slowest death of nodes and selection of the path of the least interference for data routing in 
EEIAR ensure the availability of forwarder nodes and its throughput becomes the greatest 
after 57 rounds. The less rapid death of nodes in EEDBR makes its throughput greater than 
DBR after 100 rounds when most of the lowest depth nodes die in DBR. 
The comparison of total number of packet drop is shown in Fig. 9. By virtue of the slowest 
rate of nodes death and adapting the path of the least interference in packet forwarding, EEIAR 
has the lowest packet drop as compared to the competitor schemes. For the first 207 rounds, 
DBR has greater packet drop than EEDBR due to faster death of the forwarder nodes. Beyond 
this, all nodes are dead in DBR that makes its packet drop constant while the corresponding 
packet drop in EEDBR increases as several nodes are still alive. The Fig. 10 compares the 
packet delivery ratio. This parameter is the highest for the proposed scheme due to the lowest 
packet drop and partially the highest number of packets received at the sink as described above. 
Finally, Fig. 11 shows the end-to-end delay. For the first 100 rounds, the proposed scheme has 
the lowest end-to-end delay due to the involvement of the least number of forwarder nodes. 
After that, its delay becomes greater than DBR because more nodes are alive in our proposed 
scheme that takes part in data routing as compared to DBR in which most of the nodes are dead. 
After 200 rounds, delay becomes greater in EEIAR than EEDBR because of greater number of 
alive nodes in the former that route the packets unless they all die at almost 500 rounds. For the 
first 50 rounds, DBR and EEDBR have the same end-to-end delay due to the availability of 
more forwarder nodes in both schemes. As number of rounds increases, nodes die faster in 
DBR than EEDBR so less number of nodes remains alive in the former to forward packets. As 
a result, delay becomes greater in the latter due to more alive nodes available for data 
forwarding. 
6. Conclusion 
We propose the EEIAR protocol for UWSNs. The parameters of depth and number of 
neighbors are used to select the forwarder nodes in routing data packets from source to 
destination. At every stage of routing, the decision of selecting a forwarder node is 
accomplished by the sender node rather than the receiver. A sender node selects a forwarder 
node among its neighbors with the lowest depth and the least number of neighbors. The lowest 
depth ensures that a packet comes closer to destination after each transmission. The least 
number of neighbors avoids interference, packet collision and packet drop at the network layer. 
The protocol reveals better performance in terms of the mentioned parameters as compared to 
some of the prevaling schemes. As a future work, more sinks can be used with path aware 
mobility to reduce the rapid death of sensor nodes and make the network lifetime longer. 
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