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Abstract
In this paper, we deﬁne a new class of multivariate skew-normal distributions. Its properties
are studied. In particular we derive its density, moment generating function, the ﬁrst two
moments and marginal and conditional distributions. We illustrate the contours of a bivariate
density as well as conditional expectations. We also give an extension to construct a general
multivariate skew normal distribution.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The univariate skew normal distribution was introduced by Azzalini [3,4] and its
multivariate version by Azzalini and Dalla Valle [6] and Azzalini and Capitanio [5].
These classes of distributions include the normal and have some properties like the
normal and yet are skew. They are useful in studying robustness.
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It is a well-established fact, see Arnold and Beaver [2], that hidden truncation will
lead to skew distribution, including the skew normal distributions and, in that sense,
it is always nice to cope with the problem using a more suitable distribution.
Azzalini and Dalla Valle [6] and Azzalini and Capitanio [5] obtained the
multivariate distribution by conditioning on one random variable being positive; we
condition on the same number of random variables being positive. Hence, by
construction, in the univariate case the two families are the same.
Arellano-Valle et al. [1] present two stochastic representations that are equivalent,
one based on conditioning on the positiveness of a random vector and another one
using a vector of absolute values. However, only for the univariate case these
stochastic representations will be valid for our distribution and, it has not yet been
possible to extend these representations without at least, having to modify the
dimension of the conditional vector. The deﬁciency of stochastic representation
comes from the fact that if XBNpð0; AA0Þ; then Xo0 does not imply that AXo0
even when A is positive deﬁnite.
We study this new family of multivariate skew normal (MSN) distributions. This
class of distributions includes the normal distribution and has some properties like
the normal family and yet are skewed. In the next section we give the deﬁnition of
this distribution, some of its properties and a method for simulating random vectors
with this distribution. In Section 3, we compute the ﬁrst two moments of the MSN
distribution. We discuss in detail the bivariate skew normal (BSN) distribution in
Section 4. Finally, in Section 5 we discuss a general version of the MSN distribution.
2. The MSN distribution
A continuous random vector Yðp  1Þ is said to have a multivariate skew normal
distribution if its p.d.f. is given by
fpðy; m;S; DÞ ¼ 1Fpð0; I þ DSD0Þ fpðy; m;SÞFp½Dðy 	 mÞ
; ð2:1Þ
where mARp; S40; Dðp  pÞ; fpð; m;SÞ and Fpð;SÞ denote the p.d.f. and the
c.d.f. of p-dimensional normal distribution with mean m and covariance matrix S40:
However, we will denote fpð; 0; IÞ by fpðÞ; and Fpð; 0;SÞ by Fpð;SÞ: We will
denote that a random vector is distributed according to MSN with parameters
m;S; D by writing YBSNpðm;S; DÞ:
2.1. Some properties of SNpðm;S; DÞ
The distribution function can be derived explicitly in terms of the multivariate
normal distribution, the computation follows Azzalini and Dalla Valle.
Remark. If we have a collection of n independent random variables with skew
normal distribution then the joint distribution of the n random variables is MSN.
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This property does not hold for the MSN distribution deﬁned by Azzalini and Dalla
Valle [6, Eq. 1.1]. Thus, S ¼ s2I and D ¼ dI give us the i.i.d. case.
2.1.1. The moment generating function
The following lemma is useful for evaluating some integrals that we will use in the
rest of the paper, the proof is in the appendix.
Lemma 2.1. Let B be a constant ðp  pÞ matrix, and aARp: If VBNpðm1;SÞ then
EV ½Fpða þ BV ; m2;OÞ
 ¼ Fpða 	 m2 þ Bm1;Oþ BSB0Þ:
Another useful result is the following,
Proposition 2.2. If YBSNpðm;S; DÞ then its m.g.f. is given by
MY ðtÞ ¼ FpðDSt; I þ DSD
0Þ
Fpð0; I þ DSD0Þ e
m0tþ12 t0St; tARp: ð2:2Þ
The proof of this proposition is given in the appendix.
Note that if D ¼ diagðd1;y; dpÞ and S ¼ diagðs21;y; s2pÞ then
MY ðtÞ ¼ 2p
Yp
i¼1
F
dis2i tiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ d2i s2i
q
0
B@
1
CAetimiþ12 s2i t2i ;
which is the independent case.
From Proposition 2.2, we give the distribution of a linear transform of Y :
Proposition 2.3. Let YBSNpðm;S; DÞ: Let Aðp  pÞ a non-singular matrix and bARp
be constants, then AY þ bBSNpðb þ Am; ASA0; DA	1Þ:
2.2. Construction of the MSN
In this section, we give a derivation of the MSN distribution based on a
partitioned-conditional method. This procedure is useful for simulating random
vectors with this distribution.
Proposition 2.4. Let
X
Y

 
BN2p
x
m

 
;
I þ DSD0 DS
SD0 S

  
:
Then the distribution of the random vector Y jfXXxg is SNpðm;S; DÞ:
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Proof. By using the fact
fY jX ðyjX4xÞ ¼ fY ðyÞPrðX4xjyÞ
PrðX4xÞ ;
and the conditional density of X given Y ¼ y;
X jfY ¼ ygBNpðxþ Dðy 	 mÞ; IÞ;
we conclude that
fY jX ðyjX4xÞ ¼
fpðy; m;SÞ
Prðx	 Xo0Þ Prðx	 Xo0jyÞ
¼ fpðy; m;SÞ
Fpð0; I þ DSD0ÞFp½Dðy 	 mÞ
: &
With the help of Proposition 2.4 we can prove the following result that generalized
Proposition 1 of Azzalini and Dalla Valle [6].
Proposition 2.5. Consider WBNpð0; IÞ and XBNpð0;SÞ two independent random
vectors, and let D be an arbitrary p  p matrix, then
Y ¼ X jfDXXWg
has the density function given by (2.1).
3. Mean and variance of the MSN distribution
Let Y be a random vector with distribution SNpðm;S; DÞ: In order to compute the
ﬁrst and second moments of the MSN distribution we consider the derivatives of the
m.g.f. given in Eq. (2.2). Thus, the mean and the variance of Y are
EY ¼ mþ G
pð0; DS; I þ DSD0Þ
Fpð0; I þ DSD0Þ ;
VarðYÞ ¼S	 G
pð0; DS; I þ DSD0ÞGp0 ð0; DS; I þ DSD0Þ
F2pð0; I þ DSD0Þ
þ
G
p
½2
ð0; DS; I þ DSD0Þ
Fpð0; I þ DSDÞ ;
where
Gpð0; A;OÞ ¼ @
@t
FpðAt;OÞ

t¼0
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and
G
p
½2
ð0; A;OÞ ¼
@
@t@t0
FpðAt;OÞ

t¼0
;
where Aðp  pÞ is an arbitrary matrix and let Oðp  pÞ be a positive deﬁnite matrix.
The ith element of Gpð0; A;OÞ is
G
p
i ð0; A;OÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p jOj1=2
Xp
j¼1
ðAÞjijH	1ð jÞj1=2Fp	1½0; H	1ð jÞ
;
where Hð jÞ is the matrix obtained by deleting the jth row and the jth column from
O	1:
It is tedious to calculate G
p
½2
ð0; A;OÞ: An expression for Gp½2
ð0; A;OÞ is available in
Gupta et al. [10, Appendix C.2].
In the special case when D ¼ diagðd1;y; dpÞ and S ¼ diagðs21;y; s2pÞ the ith
element of G
p
½2
ð0; A;OÞ is
G
p
i ð0; DS; I þ DSD0Þ ¼
1
2p	1
ﬃﬃﬃﬃﬃ
2p
p dis
2
i
1þ d2i s2i
;
and the ði; jÞth element of Gp½2
ð0; DS; I þ DSD0Þ is
G
p
i;jð0; DS; I þ DSD0Þ ¼
didjs2i s
2
j
2p	1pð1þ d2i s2i Þð1þ d2j s2j Þ
; if iaj;
0 if i ¼ j:
8><
>:
Thus, the mean and variance of Y are given by
EY ¼ mþ
ﬃﬃﬃ
2
p
r
n; VarðYÞ ¼ S	 2
p
D2;
where n ¼ ð d1s21
1þd21s21
;y;
dps2p
1þd2ps2p
Þ0 and D ¼ diagð d1s21
1þd21s21
;y;
dps2p
1þd2ps2p
Þ:
4. The BSN distribution
In this section, we obtain a closed form for the density of a random vector with
distribution SN2ðm;S; DÞ:
When D ¼ d1
0
d2
0
 
or D ¼ 0d1 0d2
 
; the BSN density reduces to
f2ðx; y; m;S; DÞ ¼ 2f2ðx; y; m;SÞF½d1ðx 	 m1Þ þ d2ðy 	 m2Þ

which is the same as given by Azzalini and Dalla Valle [6, Eq. 1.1]. This case will not
be discussed in this paper.
We will consider the general case where D ¼ d11d21 d12d22
 
: The next lemma helps us
to evaluate the constant of the density (2.1).
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Lemma 4.1. If R ¼ r21
r12
r12
r2
2
 
is a positive definite matrix, then F2ð0; RÞ ¼ 12	
1
2p arccos
r12
r1r2
:
Note that if r12 ¼ 0 we get F2ð0; RÞ ¼ 14; because arccosð0Þ ¼ 12 p; this result
coincides with the fact that when R ¼ diagðr21; r22Þ it follows that
F2ð0; RÞ ¼ Fð0; r21ÞFð0; r22Þ ¼
1
2

 
1
2

 
¼ 1
4
:
Corollary 4.2. If S ¼ s21s1s2r
s1s2r
s2
2
 
is a positive definite matrix, and D ¼ d11d21
d12
d22
 
is
an arbitrary matrix, then
F2ð0; I þ DSD0Þ ¼ 1
2
	 1
2p
arccosðrDSÞ; ð4:1Þ
where
rDS¼
d21d11s21 þ d22d12s22 þ ðd12d21 þ d22d11Þs1s2rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ d211s21 þ 2d11d12s1s2rþ d212s22Þð1þ d221s21 þ 2d21d22s1s2rþ d222s22Þ
q :
If r ¼ 0
rDS ¼
d21d11s21 þ d22d12s22ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ d211s21 þ d212s22Þð1þ d221s21 þ d222s22Þ
q
and if D ¼ diagðd1; d2Þ
rDS ¼
d2d1s1s2rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ d21s21Þð1þ d22s22Þ
q ; ð4:2Þ
and if D ¼ diagðd1; d2Þ and d1 ¼ 0 and/or d2 ¼ 0 then rDS ¼ 0:
If d21 ¼ d11 and d12 ¼ d22; then
rDS ¼
d211s
2
1 þ d222s22 þ 2d22d11s1s2r
1þ d211s21 þ 2d11d22s1s2rþ d222s22
:
Let m ¼ ðm1; m2Þ0 and S ¼ s
2
1
s1s2r
s1s2r
s2
2
 
: From (2.1) and (4.1) we have that the
density of the bivariate skew normal distribution is given by
f2ðx; y; m;S; DÞ ¼
expf	 1
2ð1	r2Þ½ðx	m1Þ
2
s2
1
	 2 rðx	m1Þðy	m2Þs1s2 þ
ðy	m2Þ2
s2
2

g
2ps1s2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1	 r2
p
½1
2
	 1
2p arccosðrDSÞ

 F½d11ðx 	 m1Þ þ d12ðy 	 m2Þ
F½d21ðx 	 m1Þ þ d22ðy 	 m2Þ
:
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With the explicit expression for the density of the BSN distribution we
can draw some contours of this density. Note that these contours are
not elliptical.
(i) For m ¼ 0
0
 
;S ¼ 1r r1
 
; D ¼ 3
0
0
1
 
and r ¼ 0; 1
2
; 9
10
; respectively:
x
0
-1
-1 0 1 2 3
x
-1 0 1 2 3
x
-1 0 1 2 3
-2
1
2
3
y
0
-1
-2
1
2
3
y
0
-1
1
2
3
y
(ii) For m ¼ 0
0
 
; S ¼ 1r r1
 
; D ¼ 3
1
1
1
 
and r ¼ 0; 1
2
; 9
10
; respectively:
x
-1 0 1 2 3
x
-1 0 1 2 3
x
-1 0 1 2 3
0
-1
-2
1
2
3
y
0
-1
-2
1
2
3
y
0
-1
1
2
3
y
4.1. The marginal and conditional density of the BSN
Writing the m.g.f. of ðX ; Y Þ given in Proposition 2.2 as
MX ;Y ðt1; t2Þ ¼ FpðDSt; I þ DSD
0Þ
Fpð0; I þ DSD0Þ e
m0tþ12 t0St;
where t ¼ ðt1; t2Þ0; we get that the m.g.f. of X is given by
MX ðt1Þ ¼MX ;Y ðt1; 0Þ
¼F2½ðD1S11 þ D2S21Þt1; I þ DSD
0

F2ð0; I þ DSD0Þ e
m1t1þ12s21t21 ; ð4:3Þ
where D was partitioned as D ¼ ðD1ð2 1Þ D2ð2 1ÞÞ: It is easy to verify
that (4.3) corresponds to a random variable with distribution GMSN given
in Section 5,
GSN1;2ðm1;S11; D1 þ D2S21S	111 ; D1m1 þ D2S21S	111 m1; I
þ D2ðS22 	 S21S	111 S12ÞD02Þ:
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Now, by direct computations, the conditional density of Y given X ¼ x is given by
GSN1;2ðm2 þ S21S	111 ðx 	 m1Þ;S22 	 S21S	111 S12; D2; D2m2 	 D1ðx 	 m1Þ; IÞ:
Using (5.2) we get that the m.g.f. of the conditional distribution of Y given X ¼ x is
MY jX ðtÞ
¼ F2½D2ðS21S
	1
11 ðx 	 m1 	 S12tÞ þ S22tÞ;	D1ðx 	 m1Þ; I þ D2ðS22 	 S21S	111 S12ÞD02

F2½D2S21S	111 ðx 	 m1Þ;	D1ðx 	 m1Þ; I þ D2ðS22 	 S21S	111 S12ÞD02

 em2tþ
s2
s1
rðx	m1Þtþ12 s22ð1	r2Þt2 :
When D ¼ diagðd1; d2Þ from (5.1) the conditional density of Y given X ¼ x is
fY jX ðyjx; m;S; DÞ ¼
f½y; m2 þ s2s1rðx 	 m1Þ; s22ð1	 r2Þ

F½ d2s2r
s1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þd22s22ð1	r2Þ
p ðx 	 m1Þ

F½d2ðy 	 m2Þ

and the m.g.f. of Y j X ¼ xf g reduces to
MY jX ðtÞ ¼
F½d2
s2
s1
rðx	m1Þþd2s22tð1	r2Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þd22s22ð1	r2Þ
p 

Fð d2s2 rðx	m1Þ
s1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þd22s22ð1	r2Þ
p Þ
e
m2tþs2s1 rðx	m1Þtþ
1
2 s
2
2
ð1	r2Þt2
: ð4:4Þ
We get the conditional expectation of Y jX by differentiating the m.g.f. (4.4), thus
EðY jxÞ ¼ d
dt
EðetY jXÞ

t¼0
¼ m2 þ r
s2
s1
ðx 	 m1Þ þ
ð1	 r2Þd2s22ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ð1	 r2Þd22s22
q
f rd2s2ðx	m1Þ
s1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þd22s22ð1	r2Þ
p
 
F rd2s2ðx	m1Þ
s1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þd22s22ð1	r2Þ
p
 :
If d2 ¼ 0 we get that the marginal densities of X and Y are SN1ðm1; s21; d1Þ and
SN1ðm2; s22; 0Þ ¼ Nðm2; s22Þ; respectively. Thus, when D ¼ diagðd1; 0Þ the conditional
expectation of Y ; given X ¼ x; is the usual regression line of Y on X : Note that in
this case the BSN density of ðX ; YÞ0 reduces to
f2ðx; y; m;S; DÞ ¼ 2f2ðx; y; m;SÞF½d1ðx 	 m1Þ
;
which is the Azzalini–Dalla Valle density with a ¼ ðd1; 0Þ:
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5. General MSN distribution
In order to have a closed family such that it contains its marginal and conditional
densities it is necessary to deﬁne a general version of the MSN distribution. We
deﬁne the general multivariate skew normal distribution (GMSN) as a distribution
whose density is of the form
fp;qðy; m;S; D; n;DÞ ¼ F	1q ðDm; n;Dþ DSD0Þfpðy; m;SÞFqðDy; n;DÞ; ð5:1Þ
where mARp; nARq; and Sðp  pÞ and Dðq  qÞ are two covariance matrices and
Dðq  pÞ is an arbitrary matrix. We say that a random variable W has distribution
GMSN by writing WBGSNp;qðm;S; D; n;DÞ:
The fact that (5.1) is a density is readily veriﬁed with the help of Lemma 2.2.
The m.g.f. of this density is given by
Proposition 5.1. If YBSNp;qðm;S; D; n;DÞ then its m.g.f. is given by
MY ðtÞ ¼ Fq½Dðmþ StÞ; n;Dþ DSD
0

FqðDm; n;Dþ DSD0Þ e
m0tþ12 t0St: ð5:2Þ
6. Concluding remarks
The skew normal distribution is very useful in applied statistics for modelling the
skewness, see for example the works of Azzalini and Capitanio [5] and Genton et al.
[9].
For the bivariate case we saw that the contours of the BSN density are not
elliptical as we showed in Section 4. When the contours of a bivariate density are not
elliptical the correlation coefﬁcient is not a good measure of association between the
two bivariate variables. Bjerve and Doksum [7] suggest to use a correlation curve
which is a natural local measure of the strength of the association between Y and X
near Y ¼ x: We had worked the computation of the correlation curve for the BSN
distribution and properties and applications of the general MSN distribution in
Domı´nguez-Molina et al. [8].
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Appendix
Proof of Lemma 2.1. The proof is similar to the one given in the scalar case by Zacks
[12, pp. 53–54]. Marsaglia [11] derives a similar result for the multivariate case.
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According to the law of the iterated expectation, we have that
EV ½Fpða þ BV ; m2;OÞ
 ¼EV ½PrðUpa þ BV jVÞ

¼PrðUpa þ BVÞ;
where UBNpðm2;OÞ: Then
EV ½Fpða þ BV ; m2;OÞ
 ¼ PrðU 	 BVpaÞ:
Given that U 	 BVBNpðm2 	 Bm1;Oþ BSB0Þ we get
PrðU 	 BVpaÞ ¼ Fpða; m2 	 Bm1;Oþ BSB0Þ: &
Proof of Proposition 2.2. By deﬁnition of m.g.f. we have
MY ðtÞ ¼Eet0Y ¼ F	1p ð0; I þ DSD0Þ
Z
Rp
et
0yfpðy; m;SÞFp½Dðy 	 mÞ
 dy
¼F	1p ð0; I þ DSD0Þet
0mþ12 t0St
Z
Rp
fpðy; mþ St;SÞFp½Dðy 	 mÞ
 dy
¼EW ½FpðDW 	 DmÞ

Fpð0; I þ DSD0Þ e
t0mþ12 t0St;
where WBNpðmþ St;SÞ: The result follows from Lemma 2.1. &
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