We study the existence of a unique stationary distribution and ergodicity for a 2-dimensional affine process. The first coordinate is supposed to be a so-called α-root process with α ∈ (1, 2] . The existence of a unique stationary distribution for the affine process is proved in case of α ∈ (1, 2] ; further, in case of α = 2, the ergodicity is also shown.
Introduction
We consider the following 2-dimensional affine process (affine two factor model) dY t = (a − bY t ) dt + α √ Y t− dL t , t 0,
where a > 0, b, θ, m ∈ R, α ∈ (1, 2], (L t ) t 0 is a spectrally positive α-stable Lévy process with Lévy measure C α z −1−α 1 {z>0} with C α := (αΓ(−α)) −1 (where Γ denotes the Gamma function) in case α ∈ (1, 2), a standard Wiener process in case α = 2, and (B t ) t 0 is an independent standard Wiener process. Note that in case of α = 2, due to the almost sure continuity of the sample paths of a standard Wiener process, instead of √ Y t− one can write √ Y t in the first SDE of (1.1), and Y is the so-called Cox-Ingersol-Ross (CIR) process; while in case of α ∈ (1, 2), Y is called the α-root process. Note also that the process (Y t ) t 0 given by the first SDE of (1.1) is a continuous 2 The affine two factor model Let N, Z + , R and R + denote the sets of positive integers, non-negative integers, real numbers and non-negative real numbers, respectively. By x and A we denote the Euclidean norm of a vector x ∈ R m and the induced matrix norm A = sup{ Ax : x ∈ R m , x = 1} of a matrix A ∈ R n×m , respectively. By C 2 (R + × R, R), C 2 c (R + × R, R) and C ∞ c (R + × R, R), we denote the set of twice continuously differentiable real-valued functions on R + ×R, the set of twice continuously differentiable real-valued functions on R + × R with compact support and the set of infinitely differentiable realvalued functions on R + × R with compact support, respectively. Convergence in distribution will denoted by L −→.
Let Ω, F, (F t ) t 0 , P be a filtered probability space satisfying the usual conditions, i.e., (Ω, F, P) is complete, the filtration (F t ) t 0 is right-continuous and F 0 contains all the P-null sets in F. Let (B t ) t 0 be a standard (F t ) t 0 -Wiener process and (L t ) t 0 be a spectrally positive (F t ) t 0 -stable process with index α ∈ (1, 2]. We assume that B and L are independent. If α = 2, we understand that L is a standard (F t ) t 0 -Wiener process. If α ∈ (1, 2), we understand that L is a (F t ) t 0 -Lévy process with Lévy-Khintchine formula z N (ds, dz), t 0, where N (ds, dz) is a compensated Poisson random measure on (0, ∞) 2 with intensity measure C α z −1−α 1 {z>0} ds dz.
2.1 Remark. We shed some light on the definition of the stochastic integral with respect to the spectrally positive α-stable process L in the first SDE of (1.1) in case of α ∈ (1, 2). By Jacod and Shiryaev [20, Corollary II.4.19] , L is a semimartingale so that Theorems I.4.31 and I.4.40 in Jacod and Shiryaev [20] describe the classes of processes which are integrable with respect to L. A more accessible integrability criteria is due to Kallenberg [23, Theorem 3.1] . Roughly speaking, a predictable process V is locally integrable with respect to L (i.e., the stochastic integral t 0 V s dL s exists for all t 0) if and only if t 0 |V s | α ds < ∞ almost surely for all t 0. For the construction of stochastic integrals with respect to symmetric α-stable processes, see also Rosinski and Woyczynski [34, Theorem 2.1] . Another possible way is to consider the stochastic integral with respect to L as a stochastic integral with respect to a certain compensated Poisson random measure, see the last equality on page 230 in Li [27] . ✷
The next proposition is about the existence and uniqueness of a strong solution of the SDE (1.1).
2.2 Theorem. Let (η 0 , ζ 0 ) be a random vector independent of (L t , B t ) t 0 satisfying P(η 0 0) = 1. Then for all a > 0, b, m, θ ∈ R and α ∈ (1, 2], there is a (pathwise) unique strong solution (Y t , X t ) t 0 of the SDE (1.1) such that P((Y 0 , X 0 ) = (η 0 , ζ 0 )) = 1 and P(Y t 0, ∀ t 0) = 1. for 0 s t. Moreover, (Y t , X t ) t 0 is a regular affine process with infinitesimal generator (Af )(y, x) = (a − by)f
in case of α ∈ (1, 2), and
in case of α = 2, where (y, x) ∈ R + × R, f ∈ C 2 c (R + × R, R), and f ′ i , i = 1, 2, and f ′′ i,j , i, j ∈ {1, 2}, denote the first and second order partial derivatives of f with respect to its i-th and i-th and j-th variables.
Proof. By Theorem 6.2 or Corollary 6.3 in Fu and Li [15] (for the case α ∈ (1, 2)) and by Yamada and Watanabe theorem (see, e.g., Karatzas and hence (X t ) t≥0 must be given by (2.2) . This proves the pathwise uniqueness for the second equation in (1.1), and hence the pathwise uniqueness for (1.1).
Now we turn to check that (Y t , X t ) t 0 is a regular affine process with the given infinitesimal generator. We may and do suppose that the initial value is deterministic, say, (Y 0 , X 0 ) = (y 0 , x 0 ) ∈ R + × R, since the infinitesimal generator of a time homogeneous Markov process does not depend on the initial value of the Markov process.
In case of α = 2, by Itô's formula, for all f ∈ C 2 c (R + × R, R) we have
where
and Af is given by (2.4) . It remains to show that (M t (f )) t 0 is a local martingale with respect to the filtration (F t ) t 0 . However, we prove that it is a square integrable martingale with respect to the filtration (F t ) t 0 , since
with some constants C 1 > 0 and C 2 > 0, where the finiteness of the integrals follows by that In case of α ∈ (1, 2), by the Lévy-Itô representation of L, we can rewrite the SDE (1.1) into the integral form
and, by the change of variable z α √ y := z,
. It remains to show that (M t (f )) t 0 is a local martingale with respect to the filtration (F t ) t 0 . However, we prove that it is a martingale with respect to the filtration (F t ) t 0 . The martingale property of
, follows in the very same way as in the case of α = 2 using that there exists some constant C 3 > 0 such that E(Y t ) C 3 (1 + y 0 e −bt/α ) for all t 0, see, e.g., formula (2.7) or Proposition 2.10 in Li and Ma [28] . Now we turn to check that
By Taylor's theorem, we have
with some constant C 4 > 0, by Lemma 3.1 in Chapter II and page 62 in Ikeda and Watanabe [19] , we get (M 2,n t (f )) t 0 is a martingale with respect to the filtration (F t ) t 0 . Further, since
with some constant C 5 > 0, by pages 62 and 63 in Ikeda and Watanabe [19] , we get (M 3,n t (f )) t 0 is a square integrable martingale with respect to the filtration (F t ) t 0 . This yields the martingale property of (M 1 t (f )) t 0 with respect to the filtration (F t ) t 0 . Indeed, for all n ∈ N and f ∈ C 2 c (R + × R, R), let
Then, by Taylor's theorem,
with some (not necessarily measurable) function ζ : Ω → R. Note that, despite of the fact that ζ is not necessarily measurable,
, which is a random variable. In the same way,
is a predictable process, thus one can use Lemma 2.8 in Li and Ma [28] , hence there exist some constants C 6 > 0 and C 7 > 0 such that for all t ∈ R + , E sup
where the last inequality follows by Jensen inequality using also that f ′ is bounded. Using that there exists some constant C 8 > 0 such that E(Y t ) C 8 (1 + y 0 e −bt/α ), t ∈ R + (see, e.g., formula (2.7) or Proposition 2.10 in Li and Ma [28] ), we have
and then, by dominated convergence theorem,
This yields that (M 1 t (f )) t 0 is a martingale with respect to the filtration (F t ) t 0 . Indeed, for all 0 s t and A ∈ F s , by (2.5), we have
A for all 0 s t and A ∈ F s , i.e., (M 1 t (f )) t 0 is a martingale with respect to the filtration (F t ) t 0 . Finally, we check that the transition semigroup (P t ) t 0 with state space R + × R corresponding to (Y t , X t ) t 0 is a regular affine semigroup having infinitesimal generator given by (2.3) and (2.4) according to the cases α ∈ (1, 2) and α = 2. With the notations of Dawson and Li [11] 
, 0, 0) are sets of admissible parameters according to the cases α ∈ (1, 2) and α = 2, where
where δ 0 denotes the Dirac measure concentrated on 0 ∈ R. Indeed, condition (vi) of Definition 6.1 in Dawson and Li [11] holds, since
Hence Theorem 2.7 in Duffie et al. [12] (see also Theorem 6.1 in Dawson and Li [11] ) yields that for these sets of admissible parameters, there exists a regular affine semigroup (Q t ) t 0 with infinitesimal generator given by (2.3) and (2.4) according to the cases α ∈ (1, 2) and α = 2. By Theorem 2.7 in Duffie et al. [12] , C ∞ c (R + × R, R) is a core of the infinitesimal generator corresponding to the affine semigroup (Q t ) t 0 . Since we have checked that the infinitesimal generators corresponding to the transition semigroups (P t ) t 0 and (Q t ) t 0 (defined on the Banach space of bounded functions on
, by the definition of a core, we get they coincide on the Banach space of bounded functions on R + × R. This yields that (Y t , X t ) t 0 is an affine process with infinitesimal generator (2.3) and (2.4) according to the cases α ∈ (1, 2) and α = 2. We also note that we could have used Lemma 10.2 in Duffie et al. [12] for concluding that (Y t , X t ) t 0 is a regular affine process with infinitesimal generator (2.3) and (2.4) according to the cases α ∈ (1, 2) and α = 2, since we have checked that (M t (f )) t 0 is a martingale with respect to the filtration (F t ) t 0 for any f ∈ C 2 c (R + × R, R) in both cases α ∈ (1, 2) and α = 2. ✷ 2.3 Remark. Note that in Theorem 2.2 it is the assumption a > 0 which ensures P(Y t 0, ∀ t 0) = 1. ✷
Stationarity
The study of existence of stationary distributions for affine processes in general is currently under active research.
In the special case of continuous state branching processes with immigration the question of existence of a unique stationary distribution has been well-studied, see Li [27, Theorem 3.20 
where a > 0, b > 0, θ > 0, σ 0 and L and B are independent standard Wiener processes.
The following result states the existence of a unique stationary distribution of the affine process given by the SDE (1.1) for both cases α ∈ (1, 2) and α = 2.
3.1 Theorem. Let us consider the 2-dimensional affine model (1.1) with a > 0, b > 0, m ∈ R, θ > 0, and with a random initial value (η 0 , ζ 0 ) independent of (L t , B t ) t 0 satisfying P(η 0 0) = 1. Then
0, is the unique non-negative solution of the (deterministic) differential equation
(ii) supposing that the random initial value (η 0 , ζ 0 ) has the same distribution as (Y ∞ , X ∞ ) given in part (i), we have (Y t , X t ) t 0 is strictly stationary.
Proof. (i):
Step 1. In this step we give some representations of the affine transition semigroup (P t ) t 0 with state space R + × R corresponding to the process given by the SDE (1.1). By Theorem 6.1 in Dawson and Li [11] and Theorem 2.2, the transition semigroup (P t ) t 0 is given by
and for all u = (u 1 , u 2 ) ∈ U , we have ψ t (u) = (ψ
and
Here for α ∈ (1, 2], the (complex valued) functions F and R are given by
Indeed, in case of α ∈ (1, 2), the formula for R(u), u ∈ U , can be checked as follows. By Dawson and Li [11] , in case of α ∈ (1, 2),
where for the last equality we used that 1/Γ(−α) = α(α − 1)/Γ(2 − α), the imaginary part of −iu 1 ξ 1 is non-negative and that
for all complex numbers z with non-negative imaginary part, see, e.g., Zolotarev [40, pages 67 and 68].
Note also that for all u = (u 1 , u 2 ) ∈ U and t 0, the real part of ψ (1) t (u) is less than or equal to 0 (compare also with Remark 2.2 in Duffie et al. [12] ), and, in addition, if u 1 ∈ R such that
In fact, one can give a simplified characterization of the transition semigroup (P t ) t 0 by
and v t (λ 1 , λ 2 ), t 0, is the unique non-negative solution of the differential equation
in case α ∈ (1, 2] . Indeed, by (3.4) with u 1 := −λ 1 and u 2 := iλ 2 , we have
where 
with some constant C > 0, then for all (t 0 , z 0 ) ∈ D, the Cauchy problem
with initial value z(t 0 ) = z 0 has a unique solution z defined on a maximal interval of the form (t − , t + ), where 
Further, let t 0 := 0 and z 0 := λ 1 . Then D n is open and connected, f n is continuous and satisfies the global Lipschitz condition in its second variable since, by the mean value theorem, for all (t 1 , z 1 ), (t 2 , z 2 ) ∈ D we get
By
and (t n ) + ∈ (−∞, +∞]. Further, the solution z n leaves every compact subset of D n which implies that (t n ) + = ∞ for all n ∈ N. This yields the uniqueness of the solutions of the differential equation (Cauchy problem) (3.8).
Step 2. We show that
The proof is based on the following version of comparison theorem (see, e.g., Volkmann [38] or Lemma B.3. in Filipović et al. [14] ): if S : R + × R → R is a continuous function which is locally Lipschitz continuous in its second variable and p, q : R + → R are differentiable functions satisfying
then p(t) q(t) for all t 0. Using this one can check that v t (λ 1 , λ 2 ) u t (λ 1 , λ 2 ) for all t 0 and (λ 1 , λ 2 ) ∈ R + × R, where for all (λ 1 , λ 2 ) ∈ R + × R, u t (λ 1 , λ 2 ), t 0, is the unique solution of the differential equation
Further, one can verify that
Indeed, the general solution of the homogeneous differential equation
0, takes the form u t (λ 1 , λ 2 ) = Ce −bt , t 0, where C ∈ R, and it can be checked that a particular solution of the inhomogeneous differential equation (3.10) (without the initial condition) is
Hence the general solution of the differential equation (3.10) (without the initial condition) takes the form
Then taking into account the initial condition u 0 (λ 1 , λ 2 ) = λ 1 , we have (3.11).
Finally, by (3.11), we readily have (3.9) in case of b = 2θ. If b > 2θ, then
and if 0 < b < 2θ, then
as desired.
Step 3. By the continuity theorem and (3.6), to prove (i), it is enough to check that for all (λ 1 , λ 2 ), (y 0 , x 0 ) ∈ R + × R, 12) and that the function
is continuous. Indeed, using (3.6) and the independence of (η 0 , ζ 0 ) and (L t , B t ) t 0 , the law of total expectation yields that
for all (λ 1 , λ 2 ) ∈ R + × R, where P (Y 0 ,X 0 ) denotes the distribution of (Y 0 , X 0 ) on R + × R, and hence (3.12) and the dominated convergence theorem implies that
for (λ 1 , λ 2 ) ∈ R + × R. Then, using the continuity of the function R + × R ∋ (λ 1 , λ 2 ) → g ∞ (λ 1 , λ 2 ) (which will be checked later on), the continuity theorem yields (i).
Next we turn to prove (3.12). Since θ > 0 and b > 0, by (3.9), using also that v t (λ 1 , λ 2 ) 0 for all t 0 and (λ 1 , λ 2 ) ∈ R + × R (see Step 1), we have
Recall that
Since θ > 0, we have lim t→∞ 1−e −θt θ = 1 θ , and since v t (λ 1 , λ 2 ) 0 for all t 0, (λ 1 , λ 2 ) ∈ R + × R, (see Step 1), by dominated convergence theorem and (3.9), we get
Indeed, for all t 0 and s 0,
and, by (3.9),
The continuity of the function R + × R ∋ (λ 1 , λ 2 ) → g ∞ (λ 1 , λ 2 ) can be checked as follows. It will follow if we prove that for all s 0, the function v s is continuous. Namely, if λ (n) = (λ
2 ), n ∈ N, is a sequence in R + × R, such that lim n→∞ λ (n) = λ, where λ ∈ R + × R, then lim n→∞ v s (λ (n) ) = v s (λ) for all s 0, and, by (3.9),
2 )(1 + s) max(e −2θs , e −bs ), n ∈ N, s 0.
Since the sequence λ (n) , n ∈ N, is bounded (being convergent), we have
2 ) < ∞, and using also that ∞ 0 (1 + s) max(e −2θs , e −bs ) ds < ∞, the dominated convergence theorem implies that lim
which shows the continuity of g ∞ . Finally, we turn to prove that for all s 0, the function λ 2 ) is continuous. Note that the function v s does not depend on the parameters a and m, since it is the unique solution of the differential equation (3.3) . Let ( Y t , X t ) t 0 be an affine process satisfying the SDE (1.1) with initial value ( Y 0 , X 0 ) = (Y 0 , X 0 ) and with parameters a = m = 0 and the given b > 0 and θ > 0. Then, by (3.6),
for s ∈ R + , (λ 1 , λ 2 ), (y 0 , x 0 ) ∈ R + × R, where ( P t ) t 0 denotes the transition semigroup of the affine process ( Y t , X t ) t 0 . For all s ∈ R + , the left-hand side of (3.13) is continuous as a function of (λ 1 , λ 2 ) ∈ R + × R, since for all (λ 1 , λ 2 ) ∈ R + × R and (h 1 , h 2 ) ∈ R 2 ,
which tends to 0 as (h 1 , h 2 ) → (0, 0), by dominated convergence theorem. This implies that the right hand side of (3.13) is also a continuous function (λ 1 , λ 2 ) ∈ R + × R. This readily yields the continuity of the function v s for all fixed s ∈ R + .
(ii): First we check that the one-dimensional distributions of (Y t , X t ) t 0 are translation invariant and have common distribution as (Y ∞ , X ∞ ) has. Using (3.2), (3.6), the tower rule and the independence of (Y 0 , X 0 ) and (L, B), it is enough to check that for all t 0 and (λ 1 , λ 2 ) ∈ R + × R,
By (3.2), (3.7) and using also that v t (λ 1 , λ 2 ) 0 for all t 0 and (λ 1 , λ 2 ) ∈ R + × R (see Step 1 of the proof of part (i)), we have
Hence it remains to check that
For this it is enough to check that
By (3.3), we have
. Note also that, again by (3.3), λ 2 ) . Hence, for all s 0, the left and right sides of (3.14), as functions of t 0, satisfy the differential equation (3.3) with the initial value v s (λ 1 , λ 2 ). Since (3.3) has a unique solution for all non-negative initial values, we obtain (3.14).
Finally, the strict stationarity (translation invariance of the finite dimensional distributions) of (Y t , X t ) t 0 follows by the chain's rule for conditional expectations using also that it is a time homogeneous Markov process. ✷
Ergodicity
Such as the existence of a unique stationary distribution, the question of ergodicity for an affine process is also in the focus of current investigations.
Recently, Sandrić [35] has proved ergodicity of so called stable-like processes using the same technique that we applied. Further, the ergodicity of the so-called α-root process with α ∈ (1, 2] (see, the first SDE of (1.1)) and some statistical applications were given in Li and Ma [28] .
The following result states the ergodicity of the affine diffusion process given by the SDE (1.1) with α = 2.
4.1 Theorem. Let us consider the 2-dimensional affine diffusion model (1.1) with α = 2, a > 0, b > 0, m ∈ R, θ > 0, and with a random initial value (η 0 , ζ 0 ) independent of (L t , B t ) t 0 satisfying P(η 0 0) = 1. Then, for all Borel measurable functions f :
where the distribution of (Y ∞ , X ∞ ) is given by (3.2) and (3.3) with α = 2.
Proof. We use the notations of Meyn and Tweedie [30] , [31] . Using Theorem 6.1 (so called FosterLyapunov criteria) in Meyn and Tweedie [31] , it is enough to check that (a) (Y t , X t ) t 0 is a right process (defined on page 38 in Sharpe [36] ); (b) all compact sets are petite for some skeleton chain (skeleton chains and petite sets are defined on pages 491, 500 in Meyn and Tweedie [30] , and page 550 in Meyn and Tweedie [29] , respectively);
(c) there exist c, d ∈ R with c > 0 such that the inequality
holds for all n ∈ N, where O n := {(y, x) ∈ R + × R : (y, x) < n} for each n ∈ N,
Indeed, then Theorem 6.1 in Meyn and Tweedie [31] yields the exponential ergodicity of the process (Y t , X t ) t∈R + , namely, there exist β > 0 and B ∈ R + such that
for all t ∈ R + and (y 0 , x 0 ) ∈ R + × R, where the supremum is running for Borel measurable functions g : R + × R → R. According to the discussion after Proposition 2.5 in Bhattacharya [5] , this implies (4.1). Here we also point out that, due to Bhattacharya [5] , we do not have to assume that P(Y 0 > 0) = 1 in order to prove (4.1).
To prove (a), it is enough to show that the process (Y t , X t ) t∈R + is a (weak) Feller (see Meyn and Tweedy [30, Section 3.1]), strong Markov process with continuous sample paths, see, e.g., Meyn and Tweedy [30, page 498] . According to Proposition 8.2 (or Theorem 2.7) in Duffie et al. [12] , the process (Y t , X t ) t 0 is a Feller Markov process. Since (Y t , X t ) t 0 has continuous sample paths almost surely (especially, it is càdlàg), it is automatically a strong Markov process, see, e.g., Theorem 1 on page 56 in Chung [8] .
To prove (b), in view of Proposition 6.2.8 in Meyn and Tweedy [32] , it is sufficient to show that the skeleton chain (Y n , X n ) n∈Z + is irreducible with respect to the Lebesgue measure on R + × R (see, e.g., Meyn and Tweedy [31, page 520]), and admits the Feller property. The skeleton chain (Y n , X n ) n∈Z + admits the Feller property, since the process (Y t , X t ) t 0 is a Feller process. In order to check irreducibility of the skeleton chain (Y n , X n ) n∈Z + with respect to the Lebesgue measure on R + × R, it is enough to prove that the conditional distribution of (Y 1 , X 1 ) given (Y 0 , X 0 ) is absolutely continuous (with respect to the Lebesgue measure on R + × R) with a conditional density function
Indeed, the Lebesgue measure on R + × R is σ-finite, and if B is a Borel set in R + × R with positive Lebesgue measure, then
with the required property can be checked as follows. By Theorem 2.2, we have
Recall that a two-dimensional random vector ζ is absolutely continuous if and only if V ζ + v is absolutely continuous for all invertable matrices V ∈ R 2×2 and for all vectors v ∈ R 2 , and if the density function of ζ is positive on a set S ⊂ R 2 , then the density function of V ζ + v is positive on the set V S + v. Hence it is enough to check that the random vector
is absolutely continuous with respect to the Lebesgue measure on R 2 having a density function being strictly positive on the set
For all x ∈ R and y −y 0 − a 1 0 e bu du, we have ] and (B t ) t 0 are independent. Indeed, (Y t ) t 0 is adapted to the augmented filtration corresponding to η 0 and (L t ) t 0 (see, e.g., Karatzas and Shreve [24, page 285]), and using the independence of the standard Wiener processes L and B, and Problem 2.7.3 in Karatzas and Shreve [24] , one can argue that this augmented filtration is independent of the filtration generated by B. Hence, using again the independence of the standard Wiener processes L and B, we get for all x ∈ R and y > −y 0 − a 1 0 e bu du,
Here we call the attention that due to the assumption a > 0,
Then, by the law of total expectation, for all x ∈ R and y > −y 0 − a 1 0 e bu du,
where f Y 1 denotes the density function of Y 1 (given that Y 0 = y 0 , y 0 ∈ R + ). In case of y 0 ∈ (0, ∞), it is given by
where I 2a−1 denotes the modified Bessel of the first kind of order 2a − 1, i.e.,
see, e.g., Cox et al. [9, Equation (18) 
since, by Ikeda and Watanabe [19, page 222] , Y 1 (given that Y 0 = 0) has a Gamma distribution with parameters 2a and 2b/(1 − e −b ). Note that in both cases f Y 1 (y) > 0 for all y ∈ (0, ∞). Then, by a change of variable, we have for all x ∈ R and y > −y 0 − a 1 0 e bu du,
In what follows we will make use of the following simple observation: if ξ and η are random variables such that P(ξ > 0) = 1, E(ξ) < ∞, P(η > 0) = 1, and η is absolutely continuous with a density function f η having the property f η (x) > 0 Lebesgue a.e. x ∈ (0, ∞), then E(ξ | η = y) > 0 Lebesgue a.e. y ∈ (0, ∞). For completeness, we give a proof. Since the distribution P η of η on (R + , B(R + )) (where B(R + ) denotes the Borel σ-algebra on R + ) is equivalent to the Lebesgue meaure on (0, ∞), it is equivalent to check that E(ξ | η = y) > 0 P η -a.e. y ∈ (0, ∞). By the definition of conditional expectation, it is also equivalent to check that E(ξ | η)(ω) > 0 P-a.e. ω ∈ Ω. On the contrary, let us suppose that P(E(ξ | η) = 0) > 0. Since P(E(ξ | η) 0) = 1 and E(ξ | η) is measurable with respect to the σ-algebra σ(η) generated by η, there would exist a set A ∈ σ(η) such that P(A) > 0 and E(ξ | η)(ω) = 0 for all ω ∈ A. Then, using again the definition of conditional expectation, we should have 0 = E(E(ξ | η)1 A ) = E(ξ1 A ). Since P(ξ1 A 0) = 1, we would get P({ω ∈ A : ξ(ω) = 0}) = 1, which leads us to a contradiction (due to that P(ξ > 0) = 1). Now we turn back to the proof that the random vector (4.3) is absolutely continuous with respect to the Lebesgue measure on R 2 with a density function being strictly positive on the set y ∈ R : y > −y 0 − a 1 0 e bu du × R. Since sup x∈R + xe −w 2 x 2 /2 < ∞, w ∈ R \ {0}, implies
as desired. Consequently, the random vector (4.3) is absolutely continuous with density function g having the desired property.
To prove (c), first we note that, since the sample paths of (Y, X) are almost surely continuous, for each n ∈ N, the extended generator has the form
for all (y, x) ∈ O n and f ∈ C 2 (R + × R, R), see, e.g., page 538 in Meyn and Tweedie [31] . We also note that, by Duffie et al. [12, Theorem 2.7] , for functions f ∈ C 2 c (R + × R, R), A n f = Af on O n , where A denotes the (non-extended) generator of the process (Y t , X t ) t∈R + . For the function V defined in (4.2), we have V ∈ C 2 (R + × R, R) and
for (y, x) ∈ R + × R, and hence for all n ∈ N and 0 < c < ∞,
for all (y, x) ∈ O n . Let us choose c > 0 in such a way that c = 2b and let c 2 :
with c ∈ (0, 2 min(b, θ)) and
Note that the above argument also shows that in the definition (4.2) of the function V the constant c 1 can be an arbitrary real number. ✷
In the next theorem we collected several facts about the limiting random variable (Y ∞ , X ∞ ) given by (3.2) and (3.3) with α = 2.
4.2 Theorem. The random variable (Y ∞ , X ∞ ) given by (3.2) and (3.3) with α = 2 is absolutely continuous, the Laplace transform of Y ∞ takes the form
yielding that Y ∞ has Gamma distribution with parameters 2a and 2b. Further, all the (mixed) moments of (Y ∞ , X ∞ ) of any order are finite, i.e., we have E(Y n ∞ |X ∞ | p ) < ∞ for all n, p ∈ Z + , and especially,
Proof. First we show that the random variable (Y ∞ , X ∞ ) is absolutely continuous. Let us consider the 2-dimensional affine diffusion model (1.1) with α = 2, a > 0, b > 0, m ∈ R, θ > 0, and with a random initial value (Y 0 , X 0 ) independent of (L t , B t ) t 0 having the same distribution as that of (Y ∞ , X ∞ ). Then, by part (ii) of Theorem 3.1, the process (Y t , X t ) t 0 is strictly stationary. Hence it is enough to prove that (Y 1 , X 1 ) is absolutely continuous. This can be done similarly to the proof of condition (b) in the proof of Theorem 4.1, we only sketch a proof. Namely, by Theorem 2.2, we have
Using that if ξ and η are independent two-dimensional random vectors such that one of them is absolutely continuous, then their sum ξ + η is absolutely continuous (regardless of the other distribution), it is enough to check that the random vector The fact that Y ∞ has Gamma distribution with parameters 2a and 2b follows by Cox et al. [9, Equation (20) ]. In what follows we give two other proofs. By (3.2),
where v t (λ 1 , 0), t 0, is the unique solution of the differential equation
Note that the formula above for E(e −λ 1 Y∞ ) is a special case of formula (3.31) in Li [27] . The differential equation (4.5) is of Bernoulli type, and hence for λ 1 > 0, with the transformation u t (λ 1 , 0) := v t (λ 1 , 0) −1 , t 0, we have the inhomogeneous linear differential equation with constant coefficients:
One can check that
Hence,
which yields (4.4).
Next we give another argument for deriving (4.4) . Since in case of α = 2, the process (Y t ) t 0 is a continuous state branching process with branching mechanism bz+z 2 /2, z 0, and with immigration mechanism az, z 0, by the proof of Theorem 3.20 in Li [27] , we have Now we prove that all the mixed moments of (Y ∞ , X ∞ ) are finite. Let us consider now the 2-dimensional affine diffusion model (1.1) with α = 2, a > 0, b > 0, m ∈ R, θ > 0, and with a random initial value (Y 0 , X 0 ) independent of (L t , B t ) t 0 such that all the mixed moments of (Y 0 , X 0 ) are finite and P(Y 0 > 0) = 1. We note that, due to Theorem 3.1, the distribution of (Y ∞ , X ∞ ) does not depend on the initial value of the model (1.1), so we can have such a choice. First we show that Due to the inequality between two power means, (a + b + c) 2p K(a 2p + b 2p + c 2p ) , a, b, c ∈ R, with some constant K > 0, and hence, by (2.2), to prove (4.7) it is enough to check that Using that θ > 0, P(Y t 0, t ∈ R + ) = 1, by Cauchy-Schwarz inequality, for all u ∈ [0, t], we have
, and E Y , where the last inequality follows by the multivariate version of Hölder's inequality. Since E(X 4p 0 ) < ∞, this shows that in order to prove (4.7) it is enough to check that for all k ∈ Z + and t ∈ R + , Since, by (4.9), E(Y k s | Y 0 = y 0 ) < ∞ for all y 0 > 0 and k ∈ Z + , and, by (3.3) , the function v s (λ 1 , 0), s 0, is continuously differentiable of infinitely many times, one can differentiate both sides of (4.10) with respect to λ 1 for k times. Since v s (0, 0) = 0 for all s 0 (which is a consequence of the uniqueness of the solution of the differential equation (3.3) ), we have
is a polynomial of y 0 of degree k, and the coefficients of this polynomial are continuous functions of s. Since a continuous function on a compact set is bounded, we get that sup u∈[0,t] E(Y k u | Y 0 = y 0 ) can be bounded above by a polynomial of y 0 having degree k, say Q k (y 0 ) (this polynomial depends also on t). Hence, by the law of total expectation, 
where the last inequality follows by the assumption that all the (mixed) moments of (Y 0 , X 0 ) of any order are finite.
We note that for proving the finiteness of t 0 E(Y n u X 2p u ) du we could have used part (i) of Theorem 2.16 in Duffie et al. [12] . This way of proving is somewhat complicated that's why we decided to find another way presented above.
