Abstract. We review our recent results on fingering, bamboo waves, and drop breakup in low Reynolds number flows composed of two viscous liquids under shear.
dimensional case. This approach was first introduced by DeBar [5] in 1974, followed by significant advance from Youngs's work [6] eight years later. More recent works include [7, 8, 9, 10] , and the review article of [11] .
The Equations of Motion.
We suppose that the two fluids are immiscible and that the density ρ and the viscosity µ are constant in each fluid, but we do allow for the possibility of a jump across the interface. We use a concentration function C to represent and track the interface:
C(x) = 1, fluid 1, 0, fluid 2.
The concentration function is transported by the velocity field u:
The average values of the density and the viscosity are given by
where subscripts refer to fluids 1 and 2.
We suppose also that the flow is incompressible, ∇.u = 0, (2.4) governed by the Navier-Stokes equation ρ ∂u ∂t + u · ∇u = −∇p + ∇ · µS + F, (2.5) where S is the viscous stress tensor
The body force F includes the gravity and interfacial tension force [12, 7, 8, 13, 14, 15, 16] . The interfacial tension force is F s = σκn S δ S , where σ is the interfacial tension, κ is the mean curvature, and n S is the normal to the interface.
Temporal Discretization and Projection Method.
The simultaneous solution of the large number of discrete equations arising from (2.4) and (2.5) is very costly, especially in three spatial dimensions. An efficient approximation can be obtained by decoupling the solution of the momentum equations from the solution of the continuity equation by a projection method [17] .
In the projection method, the momentum equations (2.5) are first solved for an approximate u * without the pressure gradient, assuming that u n is known: in order to yield a divergence-free velocity u n+1 . Pressure is not known at this moment but can be found from a Poisson equation, (2.8) which is obtained by taking the divergence of (2.7). In the problems we address below, the boundary conditions for the velocity are periodicity and the Dirichlet condition. Analogously, the boundary conditions for the pressure are periodicity and the Neumann condition, respectively.
Spatial
Discretization. An Eulerian mesh of rectangular cells is used, with variable sizes: ∆x i for the size of the ith mesh cell in the x-direction, ∆y j for the size of the jth mesh cell in the y-direction, and ∆z k for the kth mesh cell in the z-direction (Figure 2.1) .
The momentum equations are finite-differenced. As Figure 2 .2 shows, the xcomponent of velocity u i− are centered at the right face, front face, and top face of the cell, respectively, whereas the pressure p i,j,k is located at the center. This is the so-called Mac method [18] . This mesh has the advantage that the pressure field does not allow spurious checkerboard oscillations. Another advantage of the Mac method is that the Neumann condition for the pressure is automatically involved in the numerical solution when the boundary condition for the velocity is the Dirichlet condition [19] . No numerical boundary condition is needed for the pressure.
The convective terms appearing in (2.6) are treated with a nonconservative scheme,
the derivatives are weighted by cell size such that the correct order of approximation is maintained on a variable mesh. The pressure and viscous terms in the momentum equation are calculated using second-order central finite differences.
The numerical solution of (2.8) is the most time consuming part of our NavierStokes solver and, consequently, an efficient solution is crucial for the performance of the whole method. Potentially, the multigrid method is the most efficient method. The basic idea of the multigrid method [20] is to combine two complementary procedures: one basic iterative method to reduce the high frequency error and one coarse grid correction step to eliminate the low frequency error. We choose a two-color Gauss-Seidel iterative method because it breaks the dependence between the variables and therefore allows for parallelization of the scheme. We use a Galerkin method to provide a good coarse grid correction.
Advection of the Interface.
At the discrete level, the concentration function is the volume fraction field C ij : when a cell is filled by the fluid 1, C ij = 1; when a cell does not contain any of this fluid, C ij = 0. The interfaces are in the cells with C ij between 0 and 1. Given an interface, we can calculate a unique volume fraction field. On the other hand, when we represent the interface by a volume fraction field, we lose interface information and we cannot determine a unique interface; the interface needs to be reconstructed. Piecewise linear interface calculation (PLIC) methods have been developed in [7, 8] for two-dimensional and three-dimensional cases. The gist of these methods is to calculate the approximate normal n to the interface in each cell, since this determines one unique linear interface with the volume fraction of the cell. The discrete gradient of the volume fraction field yields
A least-squares method [9] has also been implemented in this work. Numerical tests suggest that this approximate interface is a second-order approximation.
The second step of the VOF method is to evolve the volume fraction field C. Because the interface evolution is governed by a transport equation, (2.2), the Lagrangian method is the natural choice [21, 7] . In this scheme, once the interface is reconstructed, the velocity at the interface is interpolated linearly and then the new interface position is calculated via x n+1 = x n + u(∆t). Figure 2 .3 illustrates how the Lagrangian method performs on an arbitrary two-dimensional mesh. In comparison with the Eulerian method, the Lagrangian method has the following advantages: when the Courant condition (Max|u|)∆t/h < 1/2 is satisfied, this method is stable, and the volume fraction always satisfies the physical constraint 0 ≤ C ≤ 1. In the VOF method, the interfacial tension condition across the interface is applied not directly but rather as a body force over the cells that contain the interface. Two such formulations have been implemented in this work. The first is the continuous surface force formulation [22] , in which f s = σκn S and F s = f s ∇C. The second is the continuous surface stress formulation [12] , in which F s = ∇ · T = σδ S κn S and T = [(1 − n S ⊗ n S )σδ S ], which leads to a conservative scheme for the momentum equation.
2.5. Semi-Implicit Stokes Solver. The above description completes the characterization of our numerical method. However, one weakness is that it is an explicit method and not suitable for simulations of low Reynolds number flows. For an explicit method, the time step ∆t should be less than the viscous time scale, T µ = ρh 2 /µ, where h denotes the mesh size. This stability limit is much more restrictive than the Courant-Friedrichs-Levy (CFL) condition for simulations of low Reynolds number flows. In order to carry out calculations for times of order 1, the implicit treatment of the viscous terms is imperative.
Our approach is an original semi-implicit method. The time integration scheme is constructed to be implicit for the Stokes operator and is otherwise explicit. In the u component of the momentum equation (2.6), we treat only the terms related to u (the terms with upper index * ) implicitly and leave the other terms (the terms with upper index n ) in the explicit part, that is,
This can be expressed as
This procedure decouples the u component from the previous parabolic system. This is still a first-order method, but the effort needed to solve (2.12) is significantly reduced in comparison with the full implicit treatment. The same idea applies to the other velocity components.
As far as the viscous terms are concerned, our semi-implicit scheme is unconditionally stable [23, 24] . In addition, the factorization technique of [25] is applied to the left-hand side of (2.12):
The error of this factorization is O(∆t 3 ). The inversion of the left-hand side of the above equation requires solving only tridiagonal matrices, which results in a significant reduction in computing and memory. In fact, the solution of these tridiagonal systems can be done in only O(N ) operations (where N is the grid point number). In summary, this scheme is first-order accurate and unconditionally stable. The stability of this scheme is crucial for simulation of low Reynolds number flow.
The direct simulation of two-fluid flow is often limited by computing cost and machine memory, especially in the three-dimensional case. Three issues have been of the utmost importance in improving performance: accuracy, stability, and efficiency. The entire code (including the semi-implicit Stokes solver) is parallelized: on the Origin2000 with 16 parallel processors, the efficiency of our code is more than 80%. 
, and the density ratio r = ρ 1 /ρ 2 .
Stability of Two-Layer Couette Flow.
We explore the evolution of small amplitude disturbances, the weakly nonlinear regime, saturation to spatially periodic traveling waves, and fingering of large amplitude periodic disturbances. In order to achieve the computational results, we have implemented the semi-implicit scheme of section 2.5 to enable faster computations at low Reynolds numbers and a second-order velocity interpolation for greater accuracy of the interface advection.
The stability of two-layer Couette flow pictured in Figure 3 .1 for small perturbations of wavenumber α has been addressed in [26, 27, 1] . When the initial condition is an eigenmode, the full numerical simulations yield the correct growth rates for the interface, as well as for the L ∞ -norm and L 2 -norm of the velocity field. Mesh convergence studies were conducted for small initial amplitudes and also with different time steps. This comparison with linear theory provides a test for our code [23] .
At low speeds, the flow can become unstable due to an interfacial instability that arises from the jump in shear rates across the interface. This flow instability is a Hopf bifurcation. The weakly nonlinear theory of [27, 13] yields a Stuart-Landau equation for the amplitude function Z(t) of the primary mode, dZ/dt − ωZ = κ|Z| 2 Z, where κ denotes the Landau coefficient, and ω the critical eigenvalue from the linearized stability analysis. The dynamics just above the onset of instability is determined by the interaction of the primary mode with the mean flow mode and the second harmonic and by a cubic self-interaction. The traveling wave solution Z(t) = exp(ict)Z 0 is predicted to saturate when the real part of the Landau coefficient is negative. The saturation amplitude and wave shape at saturation are also predicted by the theory. striking fact compared to the flow with Reynolds number R 1 = 500 is that the vertical growth of the fingers is small and the horizontal elongation is large. This is because there are two competing mechanisms governing the shape of the interface. First, the growth rate of the instability originating from the viscosity stratification contributes to the vertical growth of the interface; this tends to zero as the Reynolds number tends to zero. Second, the base shear flow of Figure 3 .1 convects the large, initially sinusoidal interface, as illustrated in Figure 3 .5; the crest of the wave moves forward faster than the trough. At low Reynolds numbers, the second mechanism is dominant and initiates the fingering that is observed in Figure 3 .4. Elongated two-dimensional fingers have also been recorded [30] for creeping flow.
Long-Time

Three-Dimensional Fingers.
The response to periodic perturbations in three dimensions is analyzed by using a horizontal undulation of the phase in the initial condition. The initial interface is
where A x (0) is the two-dimensional perturbation amplitude, A y (0) the spanwise perturbation amplitude, α x the x-direction wavenumber, and α y the y-direction wavenumber. The perturbation formulation is inspired by the experiment of [31] on shear layers.
The two-dimensional fingering study in the previous section provides useful information for the subsequent three-dimensional investigation. As we have seen, small perturbations to low Reynolds number flow involves small interface structures, and a fine mesh is needed to capture them. In addition, a three-dimensional simulation is limited by machine memory and computation time. Figure 3 .6 shows the case of Reynolds number R 1 = 500. The spanwise wavenumber is selected to be α y = 4π; therefore, the computational domain is a 4×0.5×1 box, and the mesh is 128×32×128. As in the previous section, the initial two-dimensional amplitude is A x (0) = 0.05 for a flow with wavenumber α x = π, R 1 = 500, viscosity ratio m = 0.5, undisturbed interface height l 1 = 0.372, and T = 0.01. We use a spanwise amplitude A y (0) = 0.1. In Figure 3 .6, we have inverted our three-dimensional visualization box vertically to provide a better view. The finger is in the lower fluid; the case t = 12 shows this finger to be breaking up, yielding a series of drops of the low viscosity fluid. A droplet will pinch off in a VOF scheme when the neck has a thickness on the order of a grid cell. It is not clear, then, that a numerically observed droplet breakup corresponds to a physical one, unless a refinement study is conducted. In [32] it was observed that at low resolution for a two-dimensional computation of two-layer Couette flow, drops were observed to form, while at high resolution, these droplets were replaced by an elongated finger or filament. The conclusion here is that when drops break off of filaments and are of the size of the mesh, then a refinement needs to be done in order to ascertain whether the drops are numerical or physical. This problem is inherent in the VOF approach. There is a difference between the breakup into drops in the two-dimensional case and the three-dimensional Couette flow. The breakup recorded in [23] for two-dimensional Couette flow is not physical because there is no breakup mechanism in two dimensions. Hence, the numerical refinement in [32] resolved the issue as thin fingers. Drop breakup in three dimensions, however, is physical for two reasons. First, there is clearly an interfacial tension driven breakup mechanism, and the VOF results are similar to the more accurate boundary integral scheme for neck formation [33] . Second, a numerical resolution study for drop breakup is shown in section 5.3 in reference to Figure 5 .3, which compares satisfactorily with its refinement in Figure 5 .4.
Simulation of Core-Annular Flow.
Core-annular flow is a pressure-driven flow through a pipe of one fluid at the core and another fluid in the annulus (Figure  4.1) . This arrangement arises naturally for fluids with markedly different viscosities, because higher viscosity material tends to become encapsulated by lower viscosity material. An industrial application is the lubricated pipelining of crude oil with the addition of water [2, 3] . The purpose is to efficiently transport a very viscous liquid, which on its own would require costly work. However, when the viscous fluid just along the wall is replaced by a much less viscous immiscible one, in this case water, then the work required for transportation is significantly lowered. The ideal arrangement has a perfectly cylindrical interface (Figure 4.1(a) ) and is called perfect core-annular flow (PCAF), but a wavy interface is also viable (Figure 4.1(b) ). Figure 4.1(a) . The dimensionless pipe radius is a = R 2 /R 1 , where R 2 is the dimensional pipe radius and R 1 is the radius of the undisturbed interface. The pressure gradient in the axial direction is a constant: dP * /dx = −f * . The viscosity ratio is denoted m = µ 2 /µ 1 , the radius ratio is a, the density ratio is ζ = ρ 2 /ρ 1 , and the ratio of driving forces in the core and annulus is
Parameters. Consider the PCAF of
The base velocity field is in the axial direction and is a function of the radial variable. An interfacial tension parameter is J = σR 1 ρ 1 /µ 2 1 , where σ denotes the interfacial tension. Reynolds numbers Re i are defined by Re i = ρ i V 0 R 1 /µ i , i = 1, 2, where V 0 denotes the centerline axial velocity. In summary, PCAF is characterized by six dimensionless parameters: m, a, ζ, J, K, and Re 1 = Re.
PCAF can lose stability to a variety of regimes. Several qualitatively different regimes of flow have been documented in the experiments of [34] , which were conducted for a pipe diameter of 3/8 inch, m = 1/601, ζ = 1.10, R 2 = 3/16 inch, σ = 8.54 dyn/cm, and aJ = 0.102. The oil at the core is lighter than the water in the annulus, so that buoyancy and the pressure gradient act in the same sense in up-flow, where the core oil is observed to produce bamboo waves, and in the opposite sense in down-flow, where the core is compressed and typically buckles into corkscrew waves [35] . The volume flow rates of water and oil are denoted by Q w and Q o , respectively. The superficial water velocity is defined by V w = Q w /A and the superficial oil velocity by
is the cross-sectional area of the pipe. Conservation of volume implies that the parameter a will remain constant as the PCAF evolves into the nonlinear regime. The evolution is, however, more complicated for superficial velocities V o and V w .
The hold-up ratio h, defined as the ratio of the input oil/water flow rate ratio to the in situ oil/water volume ratio, is an important practical parameter for coreannular flow. Experiments show that h is constant in up-flow and fast flows. The radius ratio a is related to the flow rates via the hold-up ratio h. If the flow is perfectly core-annular, then it can be shown that
Bamboo Waves.
Our motivation for studying bamboo waves in vertical core-annular flow is that these structures are well documented in the experiments of [34] . In the bamboo wave regime, trains of Stokes-like waves with sharp crests are connected by long filaments. The waves are axisymmetric and occur in a very robust regime of up-flow. The main difference between up-flow and down-flow is that in down-flow, the driving pressure gradient and gravity act in the same direction, making the heavier fluid, water, fall while the buoyancy holds the oil back; in up-flow, gravity hinders the water and the oil is encouraged to flow upward. Naturally, if the driving pressure gradient is sufficiently strong and dominant, then the difference between up-flow and down-flow vanishes.
The flow regime denoted #1 in the flow chart of [34] has the superficial oil velocity V o = 10 cm/s and a = 1.28. This is shown on the right of Figure 4 .2. The other parameters for this flow are given in the figure caption. The experimental snapshot shows the coexistence of waves with wavenumbers roughly between 1.5 and 2.0. Since the observed wavespeeds and wavelengths of the bamboo wave regimes are close to the linear theory for stability of PCAF, the initial condition for our numerical simulation is seeded with an eigenmode [34, 36, 2, 35, 24] . When perturbations grow to larger amplitudes, saturation to the fully nonlinear bamboo waves is achieved. Figure  4 .2 shows a direct comparison of the saturated waves from our simulations with a photograph from experiments. Previously, a steady solution was calculated in [37] under the assumptions of solid core and density matching; their interface shape is too rounded and asymmetric compared to the experimental snapshot, which shows an almost symmetric form of the crest, with a pointed peak. The crest is slightly sharper on the front and less sharp on its back. These details are successfully reproduced in our results.
The Hold-Up Ratio.
The parameters for Figure 4 .2 can be questioned for accuracy regarding the Reynolds number and K. This is because the experimental value for the pressure gradient is not known; rather, the superficial velocities are given in [34, 37] . The reconstruction of the rest of the parameters leaves some room for guesswork. In fact, our investigation of the hold-up ratio at saturation shows that the experiments are probably closer to a larger Reynolds number: Figure 4 .3 shows the base velocity field at Re = 3.0, K = −0.9993. This is fully up-flow, in both fluids. We performed a calculation for this flow from an initial amplitude A(0) = 0.005 on a 256 × 256 mesh. The wavenumber is 2. The evolution of the hold-up ratio against time is shown in the lower plot. The hold-up ratio decreases dramatically between t = 20 and t = 40. This period corresponds to the transition from the linear regime, in which the eigenmode grows according to the growth rate predicted by linearized stability theory for PCAF, to a nonlinear regime. In the fully nonlinear bamboo wave regime, the hold-up ratio stabilizes around 1.46, which is a reasonable approximation of the experimental value 1.39.
The interface position after saturation is plotted in Figure 4 .4(a) and is very similar to the one in Figure 4 .2 for α = 2, Re = 0.93, with the crest a little more . This is calculated numerically by a standard central difference scheme. In the left half of Figure 4 .4(b), the contours of the pressure field are plotted. In the water, the pressure field reaches its maximum value above the crest, at location A, and its minimum value below the crest, at B. The force that arises from this pressure field in the water and the buoyancy in the oil work together in up-flow, where they lead to stretching of the core into bamboo waves (cf. the cartoon of Figure 15 .5 in [2] ). The pressure field in the oil core is also shown in the figure. In the right half of Figure 4 .4(b), the streamlines are plotted in the frame of reference moving with the oil core. C denotes the stagnant line that is at rest in the reference frame. This stagnant line distinguishes the set of streamlines into two categories. One category of streamlines is inside the stagnant line and forms a recirculation zone. Another category of streamlines is outside the stagnant line. While some of them are completely in the water, others enter into the oil on the upper side of the crest and return to the water on the down side of the crest. The behavior of these streamlines is due to the fact that the waves move slowly compared to the oil core. The wavespeed is 10% smaller than the core velocity. Although the waveform is stationary, the velocity and pressure fields are not.
Effect of Radius Ratio and Temporally Periodic Flow.
In the previous example, the radius ratio is a = 1.28, so that the oil core is relatively close to the pipe wall and the interaction between them is strong, leading to the vortices found near the wave crests. For the experimental data point #1 in the flow chart of [34] The most surprising feature of this flow is that it demonstrates temporal periodicity, as evident from the evolution of the hold-up ratio vs. time (lower plot of Figure 4 .5). As the PCAF evolves into the nonlinear bamboo wave regime, the holdup ratio first decreases and then oscillates around 2.15, with a well-defined temporal period. The period is about 8.
Effect of Reynolds Number and Temporally Periodic Flow.
As the speed is increased, the bamboo waves shorten and peaks become more pointed. This is illustrated in Figure 4 .6. Based on the linear stability theory for PCAF, the wavenumber for the fastest growing mode decreases as the Reynolds number increases. Figure 4 .6 shows that the slow and long waves (low Reynolds number flow) have asymmetrical crest shape, flat on the upper side and steeper on the down side. This asymmetry is due to the effect of the buoyancy. In fast flow (large Reynolds number flow), the asymmetric effect of buoyancy is less important, as evidenced by the almost symmetric shape of wave crests for Re = 3.74. At Re = 3, a temporally periodic streamline pattern with period of about 10 is found. While the periodicity appears already in low Reynolds number flow (Re = 1.0, 1.5, and 2.0), it becomes quite marked in the Re = 3 flow. When the Reynolds number is increased, it is not surprising that a steady solution would lose stability to timedependent and eventually chaotic solutions as the flow transitions. However, it is surprising that the time-dependent bamboo waves would appear to the eye to be steady.
Simulation of Drop Breakup in Three Dimensions.
The deformation and breakup of a drop in shear flow lies at the foundation of dispersion science and multiphase flow and has invoked a great deal of interest in the scientific community since the time of G. I. Taylor [38, 39, 40, 41, 42, 43, 44, 45, 46] . More recently, experimental observations of the sheared breakup have been recorded in [43] : a strong shear is applied to a single drop, which elongates and undergoes end pinching via a process termed elongative end pinching as opposed to retractive end pinching, studied in [47] . These processes, which yield daughter drops, are paradigms of theoretical investigations into emulsification and mixing [46, 42, 48, 49] . The experimental work of [43] focuses on a viscous drop suspended in a second immiscible liquid (the matrix liquid) in a cylindrical Couette device. The difference in density between the two liquids is a minor effect, and the flow is sufficiently slow, so that centrifugal effects in the cylindrical device are not important. A theoretical model for this is simply three-dimensional Couette flow with zero gravity, as shown in Computational studies [33] have elucidated regimes where the drop deforms to the point of breaking, but results on the motion past breakup are limited. We present a numerical exploration of the stages in the formation of daughter drops under shear. The simulations were conducted as three-dimensional initial value problems [16] .
Drop Breakup in Simple Shear.
In the past, all numerical studies of a viscous drop in shear flow have been performed with the boundary integral method, combined with a front tracking method. An advantage of the front tracking method is the use of marker particles to track the interface explicitly. However, the implementation of boundary integral methods poses a major obstacle, because it is difficult to handle merging and folding interfaces. The boundary integral method incorporates a simple shear flow out to infinity. In [16] , the limitation of this assumption has been investigated by changing the plate separation.
Evolution to Steady Drop Shape.
Two dimensionless parameters, the capillary number Ca and the viscosity ratio λ, characterize the behavior of the suspended drop, provided the Reynolds number Re = ρ mγ a 2 /µ m is small. Previous studies have shown that when λ is less than 4, there is a "critical capillary number" Ca c , above which the drop disintegrates. Below the critical capillary number, the drop evolves to a steady shape. The critical capillary number in shear flow is lowest for λ ≈ 0.5; for λ = 1, Ca c ≈ 0.41 is critical [50] . In the case where the drop evolves to a steady shape, two parameters have been used to measure the deformation attained by the drop in its final stage. The first is the Taylor deformation parameter,
, where L and B are the half-length and half-breadth of the drop, respectively. The second parameter is the angle θ of orientation of the drop with the axis of shear strain ( Figure 5.2) . The initial condition is shown in Figure 5 .1: the drop is a sphere. The no-slip condition is imposed on the top and bottom plates and periodic conditions in the xand y-directions. Constant velocities are imposed on the top and bottom plates such that the shear rate is constant during the entire computation. The steady parameters D and θ of the previous works [44, 51] were retrieved for the computational domain 2 × 1 × 4. When the plate separation is smaller, e.g., 2 × 1 × 1 domain, the drop is found to break up at lower capillary numbers.
Rupture of a Drop in Shear.
When the shear rate is increased past a critical value, the drop ruptures. The critical capillary number is roughly 0.41. Indeed, our computation predicts an unsteady solution for Ca = 0.42 in the domain 3 × 1 × 2. Figure 5 .3 shows the evolution of the drop shape on a 96 × 32 × 64 mesh grid. The drop continues to deform and eventually breaks up. The competition between the externally imposed shear flow and the surface tension driven flow is clearly evident in the figures. Initially, the most noticeable motion is the elongation of the drop, stretched by the viscous shear stress of the external flow (time T = 0.0, 10.0, and 20.0). To time T = 30, we see clearly that a waist is formed near the center of the drop, and the drop continually thins. The drop is beginning to lengthen slowly, and a visible neck is formed near the bulbous end. This neck will eventually lead to the ends pinching off [52] , and the remaining liquid thread in the middle will form some small satellite droplets. The number of these satellite droplets and their volume cannot be computed precisely at this time, because the mesh grid is not sufficiently fine, but we see here that the VOF method provides the possibility for this kind of investigation in the future. To examine the breakup procedure more carefully, we have done the calculation on a 192×64×128 mesh grid. We present the velocity field on the cross-sectional cut in the x-z plane in Figure 5 .4; the flow pattern is symmetrical, and we need to show only the right half-field. The precise role of the surface tension-driven flow during breakup can be examined from this figure. At time T = 36, the result of the competition between the external flow and the surface tension force is a vortical motion inside the bulbous end of the drop, except near the neck; the surface tension force drives a fast flow motion toward the bulbous end, while in the waist near the center, the flow is much weaker. The consequence is that the neck quickly and continually narrows (the neck has the same size as the mesh grid at this time), while the width of the central waist remains almost unchanged at time T = 38. At T = 38.5, the drop breaks up at the neck and produces a main drop and a middle liquid thread. More resolution is required to investigate the breakup of the middle liquid thread. The deformation and breakup of a drop in shear flow has recently been investigated experimentally by Marks [43] . Figure 5 .5 shows one of Marks's observations, and Figure 5 .6 shows our simulation for parameters close to the experimental case. Each breakup experiment of [43] began with the largest daughter drops being formed by the elongative end pinching, which is shown in both of these figures. Subsequently, there is a sequence of small, then large drops, as both these figures show. The reader is referred to [16] .
6. Summary. Our investigation of two-layer Couette flow has shown the development of elongated fingers, which allow the migration of the more viscous into the less viscous liquid, and vice versa, depending on the fluid parameters. Our numerical simulations of axisymmetric core-annular flow show that bamboo waves arise from linearly unstable small amplitude perturbations on core-annular flow; the disturbances grow and saturate at fully nonlinear waveforms. In order to proceed further with the drop breakup problem and explore the details of the breakup regime and daughter drops, we need to enhance the efficiency of our scheme, for example, with an adaptive mesh technique [53] .
