Abstract-Kalman filter is an optimal filtering solution in certain cases, however, it is more often than not, regarded as a non-robust filter. The slight mismatch in noise statistics or process model may lead to large performance deterioration and the loss of optimality. This research paper proposes an alternative method for robust adaptive filtering concerning lack of information of noise statistics. The method is based on the application of recurrent neural networks trained by a dynamic identity observer. The method is explained in details and tested in the case analysis of object tracking model. Performance evaluation is made for cases of the standard Kalman filter, a noise-adaptive Kalman filter, the adaptive filter with a recurrent neural network trained by a static identity observer, and the adaptive filter with recurrent neural network trained by a dynamic identity observer. The results for different noise statistics as well as noise statistics mismatches are compared and presented. It is shown that in cases with a lack of knowledge of the noise statistics it is beneficial to use the filtering method proposed in this research work.
I. INTRODUCTION
Kalman filter possibly presents one of the most used and one of the most applied inventions in control systems practice. The recursive computational procedure, first time published in [1] and [2] , and since then called Kalman Filter has initiated a huge wave of results and publications practically in every area where data processing and measuring is used. Both of these papers are considered as the first publications on this brilliant idea. Today the algorithm can be found practically in any book dealing with system estimation, stochastic processes or filtering (e.g. [4] , [7] , [8] , [10] , [11] e.t.c.). The reason for the huge impact is certainly a wide applicability of the results, its general scope, computational efficiency and an easily implementable algorithm.
In broad terms, the Kalman filter enables us to find out a closer estimation of the useful signal that we try to measure by utilizing our a priori knowledge of the noise and the knowledge of the model of a stochastic process.
In an ideal case, when we know the precise model of the process and the noise environment is Gaussian, Kalman filter is proven to be the optimal solution. However, it is unlikely to expect this situation in practice. The models that we deal with are always with some degree of mismatch with reality, and often real systems are nonlinear. The noise environment is not ideally Gaussian or we estimate noise statistics with some mismatch. Hence, we have to identify the problems such as the cases of nonlinear processes, processes with uncertainty, or the cases with the lack of knowledge of noise statistics.
Dejan Kihas,Željko M. Djurović, Branko D. Kovačević is with School of Electrical Engineering, University of Belgrade For the first group, a model error can cause the divergence of the algorithm, and for the second, the optimality property of the filter is usually lost [7] , [28] . On the other hand, there are a vast group of cases where divergence may be caused by computation round-off errors [5] , [6] .
The problem of the lack of a priori knowledge of the noise is being treated by adaptive filtering , simultaneously investigating the statistics of the noise and updating the filter gain upon them. There are several proposed modification for Kalman filter with different ideas handling this problem [7] , [8] , [12] , [13] , [14] , [15] , [16] , [20] .
In this paper, we follow the one presented in the work of Z. Djurović and B. Kovačević [14] . The idea is based on the application of recurrent neural networks as an adaptive filter instead of Kalman filter. Recurrent Neural Networks (further RN N ) inherently posses adaptability properties as well as they are of nonlinear structure, hence they represent a natural choice for the construction of adaptive filters. A RN N is trained by an identity observer with assumptions that the model of the system is precise and the measurement and the process noise are unknown, regardless whether Gaussian or colored. It is shown by simulations that this concept gives better results when we miss information about the noise statistics, or when the noise is not Gaussian. The disadvantage of the result is design limitations in choice of static observer gain matrix.
In this work, we avoid these constraints by use of a dynamic observer structure for training a RN N . We have aimed the work on discrete-time linear systems. For the optimization design of the dynamic observer H ∞ based technique found in [22] is chosen. The results are compared to the classical or standard Kalman filter, to a noise-adaptive Kalman filter, and to the solution with a static identity observer. For the signal model, a standard object tracking model from [14] is chosen.
The paper is organized in five sections. Section II explains elements such as: Model of Stochastic Processes, Kalman Filter, noise adaptive filtering, whitening test, H ∞ design, and Elman's Recurrent Neural Network. Sections II-A and II-B are based on the following literature [1] , [2] , [3] , [4] , [5] , [6] [15] , [16] , [17] , [28] . Section II-C is a compilation of references [19] , [21] , [22] , [23] , [24] , [25] , [27] . Section II-D on neural networks is mostly based on [9], [11], [18] , [26] . Section III explains the main solution objectives. In its first part the static state estimator approach to a NN filter training is explained based on [14] . The second part of Section III explains the solution based on H ∞ dynamic state estimation. Our solution follows an idea on dynamic observer design based on "mimicking" the logic of H ∞ controller design found in [22] . Section IV contains rather thorough simulation analysis of the adaptive algorithms proposed in this report as well as their comparison to standard methods. The conclusion in Section V follows.
II. BACKGROUND A brief introduction to elements used in the paper are given in this section.
A. Models of Stochastic Processes
The Stochastic System under consideration is represented by the following discrete-time state space model:
where x k is the vector state of the system at time t k , i.e., x k = x(t k ), w k is the system noise, which is a zero-mean white noise, v k is the measurement noise, which is a zeromean white noise, F k is the state transition matrix, i.e., matrix that relates x k and x k+1 , G k is the state noise transition matrix, and H k is the observation matrix.
It is assumed that w k and v k are uncorrelated, zero-mean, and Gaussian. The covariance matrices are as follows:
B. Kalman Filter
For the stochastic process (1)-(2), and given assumptions above, the standard Kalman filter is derived as follows:
In the above equations we use the following notation:
,k denotes the linear mean square estimate of x k given {y j , j ≤ k}, x k given {y j , j ≤ k − 1}, and x k+1 given {y j , j ≤ k} respectively, P k/k , P k,k−1 , P k+1,k are corresponding error covariance matrices, and K k is Kalman Filter Gain matrix.
In the derivation of Kalman filter it is assumed that the initial state x 0 is random and independent of future values of w k and v k , with zero-mean and covariance matrix P 0 . Hence, Kalman filter is initialized withx 0/0 = 0 and P 0/0 = P 0 .
1) The Common Problems that Violate Optimality of Kalman Filter: Kalman filer is derived under assumptions that:
(i) dynamic stochastic model is accurate, (ii) noise covariance matrices are known, and (iii) process and measurement noises are zero-mean Gaussian, uncorrelated mutually. Failure to provide this requirements will cause sub optimal behavior of the filter and deterioration of its performances. The greater inaccuracy the poorer properties of the filter are obtained.
We point out the most common problems that may occur in practice:
a) Inaccurate process model, or inability to obtain a model, b) Noise covariance matrices are inaccurate or unknown, c) Noises are not Gaussian, and d) Process and measurement noises are correlated mutually.
In this work, we focus to the problem of an unknown noise environment or a partially known noise environment as well as problems when noise environment is not Gaussian, i.e. problems b) and c). Different solutions for these problems are offered in the literature [7] , [8] . However, as it was already mentioned, we focus to the idea ofŽ. Djurović and B. Kovačević from [14] that employs a RN N filter trained with an identity observer.
2) Noise-Adaptive Filtering: A short overview of the classical approach to the problem b) from the previous sections is given here (mostly based on [7] ). The elements presented will be used for comparison with our new RNN based filter.
For system (1)- (2) with standard Kalman filter applied the residual is:
and having the following assumptions:
the covariance of the optimal residual is:
If the covariance of the residual E{r k r T k } of system (1)-(2) with standard Kalman filter applied is not equal to (12), the filter is suboptimal. The same holds if the residual is not white. 1 This may be a consequence of any of the mentioned problems from the previous section a) − d). We may say the following:
If a linear filter extracts all the available information from the measurement and leave only zero-mean white noise in the measurement residual r k then the linear filter is optimal and it has the Innovation property . The test for computing covariance and comparing with (12) may be used for improving the filter's properties.
For measurement residual (10) the autocorrelation function matrix C(k), with the assumption that the measurement residual is ergodic, is defined as follows:
for N samples, where N k. In the case of r k being white, autocorrelation function matrix C(k) is non-zero only for k = 0. Using this observation, a test of whiteness can be formulated based on the calculations and analysis of autocorrelation function matrix (13).
Elements of C(k) matrix c ij (k) can be normalized by their zero lag values c ij (k). The resulting elements ρ ij (k) are in range [−1, 1]. By neglecting measurement cross-correlation, the test of whiteness can be based on diagonal elements of C(k):
The normalized diagonal elements zero for k = 0 and one for k = 0. Variations may occur due to the finite sample length. We conclude that the filter is processing the i th measurement in the optimal way if:
less than 5% of the ρ ii (k) for k = 0 exceed the threshold of the 95% confidence limits on ρ ii (k) for k = 0:
The bias and the covariance of the residual measurements (10) can be obtained straight forward by estimating the mean value of the residual samples. Thus, an estimation of the covariance matrix R of the measurement noise v k may be obtained.
In the case that we need to estimate the process noise bias r and covarianceQ we can proceed in a similar manner.
For the case of slowly varying statistics, the expressions for Q,R,r, andq may be easily represented in their recursive forms. Obtaining these forms of statistic parameters, we can form a noise-adaptive filter of the structure presented at Fig. 1 .
C. Basic Elements of the H ∞ Optimization Control Technique
A short review of H ∞ control technique for the case of continuous linear time invariant systems follows. Also, a method for applying this technique for the case of discrete systems is explained as well as the stochastic interpretation of H ∞ norm of a linear time invariant system.
1) H ∞ Nominal Performance Problem:
For the system G with transfer function matrixĜ(s) the H ∞ norm is defined by the following equality:
The H ∞ norm represents the maximum energy in the output signal from the transfer function matrix for any input of the unit energy. We can understand the problem of minimizing the H ∞ norm as the problem of minimizing the energy in the output signal for the input signal of the unit energy. 
where G * is Hermitian transpose of G and
n} are singular values of G(jω).
Knowing that S u (jω) = S is a constant for all ω ∈ (−∞, +∞), we can conclude that:
where H ∞ norm of G is the greatest singular value of G(jω) for all ω ∈ (−∞, +∞):
For discrete signals and systems the same conclusions and relations holds, and expressions are appropriately different:
and
We can conclude that the influence of the noise to the process can be quantified by H ∞ norm. Hence by manipulating with H ∞ norm of plant's transfer functions from the certain inputs to the certain outputs we can influence i.e. reduce the effect of the noise to the useful signals.
3) Standard Plant Representation:
In order to analyze our problem, we consider the standard continuous time control system. The standard plant G is represented in its state space formulation as follows:
where:
The signal to be controlled is represented by z, the measured signals are represented by y, the exogenous signals to the system are represented by w (including the reference command signal, the disturbance and the sensor noise), the control signal is represented by u.
4) H ∞ Problem Specification and Solution:
It is possible to combine many performance objectives in an H ∞ optimization problem specification by combining corresponding weighted closed-loop transfer functions and minimizing the H ∞ norm of the composite function matrix. The H ∞ optimization problem can be formally stated as finding
where K is chosen over all controllers, which internally stabilize F U (G, 0)
4 . Glover and Doyle [24] have stated necessary and sufficient conditions for the existence of a stabilizing controller solving Sub-Optimal H ∞ Problem, i.e. the inequality:
as well as the procedure for calculating the parameterized controller set (for details please see [24] ).
5) Discrete Time H ∞ Optimization and Bilinear Transformation: An useful property of the bilinear transformation
that maps C + → D and vice-versa, is to preserve the H ∞ norm of the transfer function matrix. 5 Thus, we can apply the simple idea of converting the discrete plant model G d in continuous plant model G c , designing H ∞ controller K c in continuous time domain and then converting it back to the discrete time domain by the bilinear transformation. We have the following relation:
3 LLF T -The lower linear fractional transformation:
5 Note: here and in the rest of the paper we use λ = z −1 as the delay operator.
In the state space domain we have the following relations:
Using this method we obtain K d that is optimal for G d , since K c is optimal for G c . The sufficient assumptions for validity of the procedure is that A K d + I and I − A Kc are invertible, and calculation of K c is valid in continuous time domain.
D. Elman's Neural Network
Here, we use a special multilayer recurrent AN N 6 with processing elements comprised of a linear integrating function and a bipolar sigmoidal activation function called Elman's Neural Network (further denoted as EN N ). Such a decision is made due to the following features of EN N :
• It can represent a nonlinear dynamic system due to its recurrent architecture, • It is an adaptive system, hence it can capture features of a changing or an unknown noise environment.
• It is capable of "learning" temporal patterns.
• It has an inherent ability to fit piecewise smooth functions. The structure of an Elman's NN with four layers is shown at Fig. 3 . The first, second, and third layer has a tansig activation function, while the output layer has a linear activation function. Weighting matrices of adequate dimensions are denoted by LW i,j , where i and j are the number of layers connected. The input weighting matrix is denoted by IW 1,1 . Vectors b i , where i is the number of layer, denotes bias of corresponding P E. In our application they are set to zero. Symbol δ denotes a unit delay step. Inputs and outputs of activation functions are denoted by n i and a i respectively. The output is denoted by y and the input of the network structure by p. Vector R represent initializing vector of the network structure. 
E. Tapped Delay Line
The Tapped Delay Line (or TDL), presented at Fig. 2 , is a bank of unit delays used at the input, sometimes also at the output, of an AN N . This is a standard element used in adaptive filtering applications of ANNs. In this way the network structure is capable of processing N d number of time samples at the same time instance. 
III. THE MAIN SOLUTION
We consider a stationary stochastic process represented by (1)-(2). We assume that process matrices are constant and that w k and v k , process and measurement noise respectively, are zero mean Gaussian and have unknown constant covariance matrices Q and R. Our goal is to design a RN N based filter that will provide a sufficiently good estimation of the state signal x e based on the measurements y corrupted by v.
The system presented at Fig. 4 is a structure comprised of a state estimator and a RN N . The stochastic process before the estimator is (1)-(2), indexes are omitted for brevity. Variables (1)- (2) respectively. With L is represented the learning algorithm, ∆ is the unit delay step. For the state estimator the following options are considered:
• Static State Estimator (Section III-A),
• Dynamic State Estimator (Section III-B). The RN N structures intended for use is:
• Elman's Recurrent Neural Network (Section II-D, Fig  3) . Once a particular RN N is trained by either static state or dynamic state estimator, the structure at Fig. 4 may be used as an adaptive filter that provides us with information on state vector signal x e out of measuring signal y corrupted with noise v of unknown constant covariance matrix.
A. Static State Estimator
In our first attempt we use the idea from [14] . The static identity observer (22) is constructed for the system (1)- (2) with assumption that process noises does not affect the system. Having this observer processes the measurement data y i corrupted by the measurement noise with unknown covariance matrix R, we obtain the corresponding set of state vector data x i . By choosing observer matrix Γ, we could suppress the unknown measurement noise in state vector data x i .
Transforming expression (22) by z-transformation we obtain:
Assuming that (I − λ(I − ΓH)F ) −1 is a stable matrix, we can omit initial conditions y(0) and obtain:
Substituting Y (λ) with expression:
we obtain the following:
Observing expression (26), we can conclude how to chose matrix Γ in order to achieve noise signal V (λ) suppression and to gain state vector estimateX(λ) from the measurements. Cross-spectral power density of the stochastic sequencesx and x is obtained from (26):
as well as cross-spectrum power density of the stochastic signalsx and v:
The following cross-correlation functions:
corresponds to cross-spectrum power density functions (27) and (28), where h(k) represents the unit step function. In order to achieve satisfying tracking of the systems states x, Rx x in expression (29) should be as close as possible to the unit impulse function. Hence, the following performance index should be made as minimal as possible:
For the second requirement, where we want to attenuate the influence of the noise v to the estimated signalx, the crossspectrum power density function (28) should be as close to zero matrix as possible. hence, the performance index should be as minimal as possible:
It is obvious that criteria (31) and (32) are mutually contradictory, thus we have to rely on minimization of mixed criterion:
with q ∈ R as weighting parameter that suppose to be chosen in order to obtain the satisfactory tracking of x and the maximal rejection of noise v. The second design option is the pole placement procedure of the roots of characteristic polynomial det(I − λ(I − ΓH)F ) of cross spectrums (27) and (28) . The main drawback of static state estimator application to this problem is the lack of design freedom. The only free parameter is q in criterion (33). On the other hand, if matrix H used in (31) is filled mostly with zeros, which is mostly the real case, we have very limited choice for coefficients of matrix Γ.
As the second option, by relying on the pole placement procedure, we have relatively more freedom in design, however not satisfactory. The degree of the static estimator is limited to the degree of the process under consideration, hence the improvement of filtering properties of our estimator is limited.
B. Dynamic State Estimator
We would like to design a dynamic state estimator that will provide more freedom in extracting the state signal estimatê x from the measuring signal y and attenuating the influence of the measurement noise v to the state signal estimatex.
For the system (1) and (2) we form the following dynamic observer:
where ξ k is the correction signal and output of dynamic filter (35), ξ d,k is the state vector of the dynamic filter, ζ k is the error signal:
and Φ, Ω, Σ, Λ are real valued matrices of appropriate dimensions.
We would like to introduce a strategy mainly based on the control systems theory introduced in Section (II-C). we transform the system (34) and (35) presented at the Fig. 5 into the closed loop system presented at Fig. 6 .
Observing the closed loop system at Fig. 6 , we easily come to conclusion that we have to design a controller with tracking and disturbance rejection abilities. In order to achieve that goal, we rely on H ∞ control optimization techniques.
In order to handle this task by available tools in MATLAB, we use the procedure from II-C.5 to transform the system (1)-(2) and the observer (34)-(35) into their continuous forms:
Variables in continuous domain are denoted as follows:
For the tracking control property, we have to make such a design that provides error signal ζ to be as close as possible to zero. Thus, we have to force the controller to have an integrating property. One way of achieving this is by introducing a integrator in front of the plant and treating the fictional plant with integrator as the actual one. Further, we modify the obtained controller by adding an integrator at the output of the controller.
According to the Fig. 6 and the above explanation for solving the tracking problem, we minimize sensitivity function S 1 = (I + P I K) −1 , where P I = 1 s IP , where identity matrix I has dimensions as the number of control inputs of plant P , and plant is P = (Is − F c ) −1 (Please note that here we Fig. 5 . The stochastic process (1)- (2) and the dynamic estimator (34)- (35) consider plant as the mapping from the input to the state). We expect the useful signal to be in a lower range of frequencies, and we choose weighting W 1 to be a low pass filter:
where ω 1 is specified depending on the application. The identity matrix I has dimension as the number of reference signals (i.e. outputs) of the system. The resulting controller will be K f = K 1 s I. In order to reduce the effect of the noise to the state signal x, we use the sensitivity function T 1 = KP I (I + P I K) −1 . We specified our control requirements as the mixed sensitivity H ∞ problem. We have to find a stabilizing controller K such that minimizes the following mixed norm:
where W 2 is a high pass filter in the range where we want (or can) to attenuate the influence of the measurement noise:
the frequencies ω 2 and ω 3 depend on the application, and ω 2 > ω 3 . Of course, weightings W 1 and W 2 may be taken of a higher order and different structures but than controller K of a higher order will be obtained. In order to solve the mixed sensitivity H ∞ problem, first we have to transform the closed loop system at Fig. 6 into the standard generalized plant model.
Exogenous input ω contains measurement signal y, noise v, and introduced disturbance d:
Control signal is the output of controller corrupted with disturbance d:
The error signal, i.e. controller input signal ζ is as follows:
where P represents the mapping from ξ tox defined by: 6 . The system fromFig. 5 presented in a more intuitive manneṙ
Finally, we have inputs and outputs of the standard plant model:
where outputs z 1 and z 2 are defined as follows:
and the standard plant model is obtained as follows:
Having representation of the standard form we are able to proceed with H ∞ mixed sensitivity optimization problem. For this purpose we use MATLAB and its µ-toolbox.
IV. SIMULATION RESULTS
The simulations are made for several cases of adaptive filter structures and compared to standard Kalman filter as well as noise adaptive recurrent Kalman filter (see Section II-B.2). The model used is a three state tracking process with corrupted position measurements. The Simulation results are compared in terms of the cumulative estimation error [14] : 
A. Model Under Consideration
We consider a three state tracking problem with position measurements. The state space vector contains position, velocity and acceleration variable as elements. The process is described by the state space model (1)- (2) with the following matrices:
In the model (1)- (2) we have x k as the three state vector, y k as the position measurement and constant T as the uniform step, here we take T = 1s.
B. The Training Procedure of a NN
Usually, there are four steps in a training process of a NN:
• Assemble the training data, • Create the network object, • Train the network, • Simulate the network response to new inputs. Each of the steps is repeated for all of the cases that follows. The training data set contains a 1000 samples of estimated state vector signalx. The original measurement of the position signal is corrupted by zero-mean Gaussian noise with variances σ 2 = 100 or σ 2 = 999. The network is trained in 1000 or 3500 epochs using the data set obtained from an estimator.
The network is constructed as shown at Fig. 3 . It has five layers, with following number of neurons:
In the case of N d = 1 we have the network of three inputs and three outputs, thus we train the network using only one sample of position, velocity and acceleration state signals at the time instance. The case of N d = 10 is the network with thirty inputs and thirty outputs. It allows us to use ten samples of position, velocity and acceleration state signals at the same time instance. In this way, the network is a filter with the Tapped Delay Line at the input (see Fig. 2) .
1 100 3500 0.0412849 B.
1 100 3500 0.0369506 C.
1 100 3500 0.001 D. 10 100 1000 0.00459367 E. 10 999 1000 0.00846949 F. 10 100 1000 0.00298993 G. 10 999 1000 0.00364033 .
(50)
C. The Filtering based on Static State Estimator and Elman's Recurrent NN
A. In the first simulation, measurement noise variance is σ 2 = 100 and N d = 1, the steady state estimator is constructed by the pole placement technique and the following eigen values: z 1 = 0.6577 + 0.2395i, z 2 = 0.6577 − 0.2395i, z 3 = 0.7001. The results are presented at Fig. 12 and Table  (50) . It can be observed that the acceleration signal is not well estimated and reconstructed by ERNN. The fact is that the static estimator did not suppress the noise sufficiently well due to the chosen band. Hence, the ERNN estimate of the acceleration signal is closer to an average value of the signal.
B.
In the second simulation, measurement noise variance is σ 2 = 100 and N d = 1, the static estimator is constructed with a narrower band using the pole placement technique and the following eigen values: z 1 = 0.8480 + 0.3073i , z 2 = 0.8480 − 0.3073i , z 3 = 0.8955 .The results are presented at Fig. 13 and Table (50). It can be observed that the acceleration signal is better estimated and reconstructed by ERNN than in the previous case. However, the state signals of the position and velocity are more distorted this time. On the other hand, in the ERNN training the lower index MSE = 0.0369506 has been reached due to the higher suppression of the noise.
C. In the third case, measurement noise variance is σ 2 = 100 and N d = 1, the static estimator is constructed using the criterion explained in Section III-A, and choosing parameter q = 0. Table (50) . It can be observed that all state signal are poorly estimated and reconstructed by ERNN. On the other hand, in the ERNN training very low index MSE = 0.001 has been reached. The fact is that the criterion used does not take in account the band of the useful signal. Using this procedure, we just make a trade-off between reconstructing the signal and suppressing the noise in order to reach a low cost function J = J 1 + qJ 2 from Section III-A. The obtained state estimator does reduce the noise, but it also damages the useful signal. The overall filter does not perform well. Regarding the choice of parameter q, even if it is very low, the values of the observer matrix are very small, having an order of 10 −3 . Despite the choice of parameter q being lower or being higher, the poles are always very close to 1 + 0i in complex plane, making band very narrow. Namely, it can be observed from J 1 = ΓH − I that in the case of H = [1 0 0] only one element of Γ ∈ R 3×1 makes an effect to the criterion. On the other hand, from J 2 = Γ , we see that the trivial choice for Γ is zero column matrix, which makes criterion (32) too strict. Practically, in the case of H = [1 0 0] we end up choosing the value of mixed criterion J = J 1 + qJ 2 only by choosing the value of only one element of Γ, which must be within (0, 1).
As a conclusion upon obtained results, we can say that for the combination of the static state estimator and ERNN, it is more convenient to use the pole placement technique than criterion derived from Section III-A. It gives us more freedom, as well as we can take in account the band of useful signals. In the first simulation, the measurement noise has variance σ 2 = 100. The results are presented at Fig. 15 and Table (50). E. In the second simulation, the measurement noise has variance σ 2 = 999. The results are presented at Fig. 16 and Table (50) . Comparing cases D. and E., we conclude that having a noise with higher variance we obtain poorer results, and MSE index is higher.
The effect of use of TDL and the effect of noise variance to filtering results can be observed at Fig. 9 and Fig. 10 . Fig.  9 shows that CEE test gives better results in case D. than case B. although MSE index is lower in case B. At Fig. 10 , it can be observed that CEE test is poorer in the case E. with higher noise variance. Also MSE index in case E. is almost twice higher than in case D.
D. The Filtering based on Dynamic State Estimator and Elman's Recurrent NN
Following the procedure from Section III-B, we design a dynamic observer. Weightings used are as follows: 
For both cases the same Elman's Neural Network is used with TDL of N d = 10. Simulation details for both of the cases are shown in Table (50). The simulation results for case F. with σ 2 = 100 are presented at Fig. 17 . The simulation results for case G. with σ 2 = 999 are presented at Fig. 18 . Comparing these figures, it can be observed that the increase of noise variance does not effect results drastically. Nevertheless, the difference of MSE indexes in cases F. and G. is much less than the difference of MSE indexes in cases D. and E. This observation may also be confirmed by CEE test presented at Fig. 11 .
E. The Standard and Noise-Adaptive Kalman Filter compared with DSENNF
The simulation of DSENNF is performed with measurement signal corrupted with noise of variance σ 2 = 999. The same measurement signal is used in simulations for SKF and NAKF. However, we operate with the lack of knowledge of noise statistics and we use an initial guess of σ 2 = 100 for SKF and NAKF.
The CEE test is presented at Fig. 7 . It can be observed that DSENNF performs better than the other two filters. Performance of NAKF is superior to SKF. Initially, it does not response well, but eventually its CEE curve end up beneath CEE curve of SKF. On the other hand, testing DSENNF by whitening test shows that this filter does not "clean up" the estimated signals well, see Fig. 8 . The autocorrelation curve of the measurement residuals is wide and does not settles down within 95% confidence area (presented as dots at Fig. 8 ).
V. CONCLUSION
The main contribution of this work is the algorithm for the adaptive filter based on Elman's RN N trained by a dynamic state estimator. This approach gives better results than standard Kalman filter in situations where noise statistics are not satisfying requirements for the Kalman filter algorithms. Elman's RN N is a dynamic nonlinear structure able to adapt to changing demands. On the other hand, the dynamic state estimator allow us to precisely specify the band of signals of the interest. It also allows us to design an estimator of arbitrary high order, contrary to the standard static estimation which cannot have the order higher that the system itself. This provides additional freedom in casting filtering properties of the dynamic estimator. The design technique based on multiobjective minimization of H ∞ norm gives us a powerful tool for 'molding' a desired overall transfer function properties in frequency domain [22] . This technique is suitable for both discrete and continuous control systems design due to the fact that bilinear transformation preserve H ∞ norm of a transfer function. Combination of mentioned techniques provides us with an opportunity to create an adaptive filter with good properties in environments with unknown noise statistics.
In vast simulations attempts, it is verified that presented filtering algorithm based on Elman's Neural network trained by a dynamic observer structure performs better than its static observer cousin. It is also shown that in the cases with the noise statistics mismatches the presented algorithm is performing better than standard Kalman filter and classical noise-adaptive Kalman filter.
It was concluded that whitening properties of the algorithm are not satisfactory. One of the following tasks should be investigation of this problem as well as suggestions of new algorithms of the similar structure that are able to tackle the problem. 
