We study the problem of answering queries over sources with limited access patterns. Given a first-order query Q, the problem is to decide whether there is an equivalent query which can be executed observing the access patterns restrictions. If so, we say that Q is feasible. We define feasible for first-order queries-previous definitions handled only some existential cases-and characterize the complexity of many first-order query classes. For each of them, we show that deciding feasibility is as hard as deciding containment. Since feasibility is undecidable in many cases and hard to decide in some others, we also define an approximation to it which can be computed in NP for any first-order query and in P for unions of conjunctive queries with negation. Finally, we outline a practical overall strategy for processing first-order queries under limited access patterns.
INTRODUCTION
We study the problem of answering queries over sources with limited access patterns, i.e., where the source relations cannot be accessed in arbitrary ways, but only when certain combinations of attribute values are given. Consider a source relation book (isbn,author ,publisher ). The access patterns for book may prescribe that at least one of isbn or author must be given as input in order to access the relation, whereas only providing a value for publisher is not sufficient. This is specified by giving the access patterns book ioo , book oio , where 'i' denotes a required input slot and 'o' denotes an output slot for which no value is required. 1 Given a query Q over a schema with limited access patterns, we are interested in the following questions:
A query plan is an executable query together with an annotation that satisfies the given access patterns and induced input requirements. For our Q(x) above, a query plan is:
Note that the subgoal pub io (x, y) requires x to be bound. This is achieved by annotating the head of the new rule for E(x) with the pattern E i , indicating that x is an input parameter of that rule. The occurrence ¬E i (x) in the rule body is thus annotated accordingly, which is indeed valid since we can obtain a binding for x from the preceding subgoal coa io (knuth, x).
The examples above involve universal queries (see Π1 in the preliminaries). We show that deciding feasiblity is Π P 2complete for this class of queries. However, if we define the relations pub and coa above as conjunctive views over the book relation (e.g., pub(a, p) ← book(i, a, p)), we obtain query expressions of the form ∀x∃ȳ F , i.e., Π2 formulas. We show that in general feasibility is undecidable for Π2 formulas.
In order to support the most efficient query planning, it is important to handle each query expression according to its form. For example, if a formula is not in DNF, we can first convert it to DNF, then process it by an algorithm that handles DNF formulas. However, conversion to DNF may cause an exponential length increase. In particular, converting positive existential formulas to unions of conjunctive queries gives an upper bound of NEXP for deciding feasibility, whereas we obtain an upper bound of Π P 2 which matches our lower bound. This is the motivation for studying a large number of query classes: by taking into account the form of the query, a query planner can choose an appropriate optimal strategy.
Contributions and Organization
We extend the notions of executable and feasible beyond the existential case and characterize the complexity of deciding feasibility for many first-order query classes. In particular, we provide new results for queries not in DNF and for universal queries. Furthermore, we define an approximation to feasibility which can be computed in NP for general firstorder queries and in P for unions of conjunctive queries with negation.
In Section 2 we define access patterns and recall some notions including query containment. We also introduce a uniform notation for the FO fragments we study.
In Section 3 we characterize the complexity of deciding feasibility for several quantifier-free and existential FO fragments. We show that for these, feasibility is exactly as hard as query containment.
In Section 4 we extend the notion of executability to all of FO. We show that query feasibility is exactly as hard as query containment for Π1 formulas, and is undecidable for Σ k and Π k formulas with k 2.
Our results on the complexity of query feasibility establish that for all the query classes L we study, checking feasibility is as hard as checking containment. The following two tables summarize the complexity of deciding containment and feasibility. 2
The previous results on feasibility are:
The new results on feasibility, shown here are:
For containment, we prove that the complexity for quantifierfree (Σ0) and positive quantifier-free (Σ + 0 ) formulas is coNPcomplete. The remaining complexities are either widely known or easy to prove (see, e.g., [CM77] and [SY80] ). As usual, we assume the schema is fixed.
For feasibility, the complexity for conjunctive queries (Σ + 1 C) was shown in [LC01b] and that for unions of conjunctive queries (Σ + 1 DNF) is implied by their work. In [NL04] we established the complexity for conjunctive queries with negation (Σ1C) and unions of conjunctive queries with negation (Σ1DNF). All other results on feasibility are new.
In Section 5 we present an intermediate notion, orderability, which is decidable for FO and aimed at practical approximations of feasibility, e.g., for query planning in mediator systems. We show that orderability is in P for Σ1DNF and in NP for arbitrary FO formulas.
In Section 6 we show how our theoretical investigations lead to a practical overall strategy for processing first-order queries with access pattern restrictions.
Due to space restrictions, we have omitted many proofs and instead include them in the appendix.
Related Work
There has been a considerable amount of work in the area of query processing with limited query capabilities [Ull88, RSU95, LRO96, FLMS99, DGL00, MLF00, VP00, LC01b, Li03]. However, the complexity of query feasibility under access pattern restrictions has been largely open until now. The work by Li et al. [LC01b, Li03] is most closely related to ours. They show that for conjunctive queries (CQ) and conjunctive queries with union (UCQ), the notion of feasibility is closely related to that of minimal queries (and thus to containment). In particular, they show that (i) for CQ, deciding feasibility 3 is NP-complete, (ii) for Q ∈ UCQ, Q = Q1 ∨ · · · ∨ Qn is feasible iff each minimal equivalent Q i of Qi is orderable, and (iii) feasibility is undecidable for datalog. They also provide an algorithm that in some cases can compute complete answers to CQ queries which are not feasible (the completeness depends on the given database instance).
In [NL04] we extend these results to conjunctive queries with negation (CQ ¬ ) and unions of conjunctive queries with negation (UCQ ¬ ) and show that for both classes deciding feasibility is Π P 2 -complete. A uniform treatment for UCQ ¬ and its subclasses CQ, CQ ¬ , and UCQ is obtained by the notion of the answerable part ans(Q) of Q, which for those classes is shown to be the minimal feasible query containing Q (see Theorem 5 below). In [NL04] we also extend previous work [Li03] on the runtime handling of query answers and provide an elegant and efficient way to compute underestimates and overestimates of answers to infeasible queries, often allowing to quantify the degree of completeness at runtime.
In the context of data integration, several works have studied how to retrieve additional answers, e.g., by a "domain enumeration approach" that uses bindings from relations not necessarily mentioned in the query [DL97, LC01a] . It is also common to consider source capabilities expressed as conjunctive views with access patterns. An executable query plan in this setting is one which (i) expresses the query using the views only and (ii) observes the access patterns. [RSU95] show that for conjunctive queries and views finding an equivalent executable plan (i.e., deciding feasibility) is NP-complete. [DGL00] give a polynomial time algorithm for computing a maximally-contained (not necessarily equivalent) plan. The maximally-contained plan may be recursive (a datalog program) even if the query and source views are conjunctive. Summarizing, these works seek to improve "answerability" of infeasible queries including maximallycontained rewritings, while we characterize the complexity of query feasibility, i.e., equivalent rewritings. In particular, for unions of conjunctive queries with negation (UCQ ¬ ), our notation of answerable part ans(Q) provides a minimal executable and minimal feasible query containing Q.
As we will see, the notion of executability is related to that of safety. The latter can be see as a decidable syntactic approximation of domain independence (which is undecidable); see [GT91] for different classes of safe queries (e.g., evaluable, allowed, and range-restricted ). Similarly, our syntactic notions of executability and orderability can be seen as approximations of the semantic notion of feasibility.
PRELIMINARIES
A term is a variable or constant. Byx we denote a finite sequence of terms x1, . . . , x k . FO formulas are defined in the usual way using predicate symbols, terms, and logic symbols ∀, ∃, ∧, ∨, ¬. We use lowercase letters x, y, . . . for terms, p, q, r, . . . for predicate symbols, and uppercase letters P, Q, . . . for queries, IDB predicates, and programs. A formula with n free variables defines an n-ary query Q; free(Q) denotes the free variables, vars(Q) all variables (bound or free) of Q. where each i(xi) in the rule body is a literal, i.e., an atom r(x) or its negation ¬r(x). A datalog rule (with negation) corresponds to a conjunctive query (with negation) in the obvious way. Predicates in the rule head, here P (z), are called intensional or view predicates (IDB) and denoted in uppercase; those occurring only in bodies are extensional or base predicates (EDB) and denoted in lowercase. A datalog program is a finite set of datalog rules.
Any FO formula F corresponds to a non-recursive datalog program PF with negation and vice versa, using a canonical translation (cf. [GT91] and [AHV95]). We call the soobtained class of programs FO-datalog. Since PF is nonrecursive, it has a unique (stratified) semantics. In the translation of F to PF , auxiliary IDB predicates may be introduced, and universal quantification ∀x G is replaced by ¬∃x¬ G, which is then translated using auxiliary rules as shown in Example 2. It should be clear that in PF each IDB predicate appears in the body of at most one rule and at most once. We call a program obtained by such translation a FO-datalog program. Notice that FO-datalog programs for Σ1DNF queries have no auxiliary IDB predicates.
Definition 1 (Safe Programs) A FO-datalog program P is safe if every variable in a rule appears positively in the body of that rule.
Similar, but longer definitions can be given for safety of FO formulas (see [GT91] for different variations).
In addition to the well-known complexity classes P, NP, and coNP, we also refer to Π P 2 := coNP NP , the class of languages decidable by co-nondeterministic machines with oracle access to an NP-complete problem. Equivalently, Π P 2 consists of all the languages L for which there is a language L ∈ P so that
where the lengths of y and z are bounded by some polynomial in the length of x. We write L P m L for "L is polynomial-time many-one reducible to L ." The complexity of all problems we discuss is in terms of the length of the formulas or programs that define the queries. Since the length of formulas and the corresponding FO-datalog programs are polynomially related, it is not necessary to distinguish between the two in the statement of the complexity results we present.
A formula is in prenex normal form (PNF) if it consists of a quantifier block followed by a quantifier-free formula. A formula is in negation normal form (NNF) if negation only occurs in front of atoms. A formula is in disjunctive normal form (DNF) if it is in PNF and the quantifier-free formula is a disjunction of conjunctions of literals.
We discuss many classes of queries, including some without well-established names. Therefore we introduce a new uniform notation, which departs somewhat from the existing notation for some classes.
We define classes of queries by the structure of the formulas that define them. We limit ourselves to formulas in PNF. This is not a significant limitation, since arbitrary FO formulas can be converted into NNF and PNF efficiently with no significant change in length.
We refer to each PNF formula Q ∈ FO by the structure of its quantifier block followed by some additional information. We write
and we handle Π k similarly.
The following table shows the correspondence between our notation and other names for query classes. In all, we have six choices for each Σ k . We characterize the complexity of the twelve cases for quantifier free and existential queries, as well as that of Π1, and Π k , Σ k for k 2.
Query P is said to be contained in query Q, denoted, P Q, if for every instance D, P (D) ⊆ Q(D).
Definition 2 (Containment Problem)
CONT(L) is the following decision problem: Given P, Q ∈ L determine whether P Q holds.
We prove the following result for quantifier-free formulas not in DNF, and use it in the proof of Theorem 8.
Notice that, in contrast, CONT(Σ0DNF) is in P.
Definition 3 (Access Pattern) An access pattern for a k-ary predicate symbol r is an expression of the form r α where α is word of length k over the alphabet {i, o}. We call the jth position of r α an input slot if αj = i and an output slot if αj = o.
At runtime, we must provide values for input slots in order to execute the query, while for output slots such values are not required and instead can be retrieved from the source relation. In general, with access pattern r α we may retrieve the set of tuples {ȳ | r(x,ȳ)} as long as we supply the values ofx corresponding to all input slots in r. We allow values to be supplied to output slots, but they are not required, that is "bound is easier " [Ull88] . 4
Definition 4 (P-Annotation) Given a set P of access patterns, a P-annotation on a query Q given by a FO formula or a FO-datalog program is an assignment of access patterns from P to each occurrence of a predicate symbol in Q.
Usually, we have in mind a fixed set P of access patterns so we do not refer to them explicitly.
THE EXISTENTIAL CASE
In this section, we analyze the complexity of feasibility of existential queries. We cover six classes of quantifier-free and six classes of existentially-quantified queries.
First, we define executability for Σ1DNF queries. We then define feasibility in terms of executability. In the next section we generalize these definitions to all FO queries. It is easier to define the notion of an executable FO-datalog program than that of an executable formula, but it is more convenient to work with formulas in most of the proofs. For this reason, we provide both definitions. An executable program with the annotations that show its executability provides an execution plan: execute each rule separately (possibly in parallel) from left to right according to the access patterns annotations.
Definition 5 (Executable Program) A FO-datalog program P ∈ Σ1DNF is executable if it can be annotated so that every variable of a rule appears first (from left to right) positively in an output slot in the body of that rule.
Since P ∈ Σ1DNF is a disjunction P1 ∨ · · · ∨ Pn of Σ1C queries, it is represented by n datalog rules (with negation) all having the same head. In particular, no new IDB predicates or auxiliary rules are introduced.
Definition 6 (Executable Formula) A formula Q ∈ Σ1C is executable if it can be annotated so that every variable of Q appears first (from left to right) in an output slot of a non-negated predicate. A formula Q ∈ Σ1DNF with
We consider the query which returns no tuples, written Q(x1, . . . , xn) ← false (or false for short), to be (vacuously) executable. In contrast, we consider the query with an empty body, Q(x1, . . . , xn) ← true (or just true), to be non-executable: note that this query is safe iff the head has no variables. We may have both kinds of queries in ans(Q) defined below. From the definitions, it follows that executable queries are safe. The converse is false.
It is clear that a Σ1DNF program is executable iff its corresponding formula is executable and vice versa. Checking executability of a query can be done in polynomial time, along the lines of the proof of Lemma 2 below.
Definition 8 FEASIBLE(L, L ) is the following decision problem: given a query Q ∈ L, determine whether Q is Lfeasible.
In the remainder of this section, whenever we say "feasible" we mean "Σ1DNF-feasible."
The following two definitions and Lemma 2 are small modifications of those presented in [LC01b] .
Definition 9 (Answerable Literal) Given a query Q ∈ Σ1C, we say that a literal (x) (not necessarily in Q) is Qanswerable if there is an executable Q ∈ Σ1C which is a conjunction (x) and some (not necessarily all) literals in Q. Whether we think of ans(Q) as a formula or as a FO-datalog program, we consider ans(Q) to have the same arity as Q.
In particular, if ans(Q) is a FO-datalog program we think of its rules as having the same heads as Q. Notice that for Q ∈ Σ1DNF, it may be the case that for some i, ans(Qi) has an empty body or a body in which not all of the variables in the head of Q appear. In this case, ans(Q) is not safe.
Lemma 2
If Q ∈ Σ1DNF, we can compute ans(Q) in quadratic time.
Proof We consider the case when Q is given by a FOdatalog program and consists of a single rule. (Multiple rules are handled the same way, one at at time.) Give ans(Q) the same head as Q and build its body one subgoal at a time as follows. Start with B, the set of bound variables, empty. Find the first subgoal (x) in Q not yet added to ans(Q) such that,
• (x) is positive and there is some access pattern for it in P such that all the input variables in (x) are in B, or
• (x) is negative and its variables are in B.
5 Note that there is no actual circularity here.
If there is no such subgoal, stop. Otherwise, add (xi) to ans(Q), set B := B ∪ {xi}, and repeat.
Clearly, this algorithm will add to ans(Q) all the Q-answerable literals in Q and no others.
The next two lemmas are easy to show; Theorem 5 is the main result of [NL04] .
Lemma 3
If Q ∈ Σ1DNF, then ans(Q) is executable iff it is safe.
Lemma 4 If Q ∈ Σ1DNF, then Q ans(Q).
That is, if there is a minimal executable query containing Q, it is equivalent to ans(Q).
Corollary 6 Q ∈ Σ1DNF is feasible iff ans(Q)
Q and ans(Q) is safe.
Proof If Q is feasible, then there is an executable query E ≡ Q and therefore ans(Q) ≡ E by Theorem 5. Since E is executable, it must be safe and therefore ans(Q) is also safe. If ans(Q) Q, then by Lemma 4 we have Q ≡ ans(Q). Since ans(Q) is safe, by Lemma 3, it is executable so Q is feasible.
Since checking safety of ans(Q) is computationally easy, in the remainder of this paper we concentrate on the test ans(Q) Q. First we give upper bounds, then we give lower bounds which are tight for all the subclasses of Σ1 we consider.
Corollary 7 If L is Σ + 0 C, Σ + 0 DNF, Σ0C, Σ0DNF, Σ + 1 C, Σ + 1 DNF, Σ1C, or Σ1DNF, then FEASIBLE(L, Σ1DNF) P m CONT(L).
Proof Given Q ∈ L, compute ans(Q). If ans(Q) is not safe, then Q is not feasible. Otherwise, Q is feasible iff ans(Q) Q. The important point is that in all these cases, ans(Q) is no longer than Q.
If L is one of Σ + 0 , Σ0, Σ + 1 , Σ1, then ans(Q) may be exponentially longer than Q, since to obtain ans(Q) we first need to convert Q to DNF. Therefore, we have to handle these cases separately.
We summarize the results of this section in the following theorem.
Theorem 10 If L is Σ + 0 C, Σ + 0 DNF, Σ + 0 , Σ0C, Σ0DNF, Σ0 Σ + 1 C, Σ + 1 DNF, Σ + 1 Σ1C, Σ1DNF, or Σ1, then CONT(L) ≡ P m FEASIBLE(L, Σ1DNF).
Proof If L is Σ + 0 C, Σ + 0 DNF, Σ0C, Σ0DNF, Σ + 1 C, Σ + 1 DNF, Σ1C, or Σ1DNF, then the result follows directly from Theorem 9 and Corollary 7. For the cases of Σ + 0 , Σ0, Σ + 1 , and Σ1 cases, we have matching upper and lower bounds. We know that FEASIBLE(Σ + 0 , Σ1DNF) and FEASIBLE(Σ0, Σ1DNF) are both coNP-complete. Since CONT(Σ + 0 ) and CONT(Σ0) are coNP-complete, we have FEASIBLE(Σ + 0 , Σ1DNF) ≡ P m CONT(Σ + 0 ) and FEASIBLE(Σ0, Σ1DNF) ≡ P m CONT(Σ0). The case of Σ + 1 and Σ1 is similar.
THE UNIVERSAL AND FIRST-ORDER CASES
The restricted definitions of executable and feasible which we have introduced in the previous section apply only to existential queries. We now extend them for all FO queries. Again it is easier to define the notion of an executable FOdatalog program than that of an executable FO formula, but it is more convenient to work with the latter in many of the proofs.
For the extended definitions, we need to consider the case where values for some variables are already provided. That is, these variables are used as parameters. For this purpose, we now allow annotations on the heads of the rules of a program. The variables specified 'i' in the head are those which must be used as parameters when "invoking" the rule. Conversely, those specified 'o' in the head correspond to variables whose values the rule can generate. The annotation of an IDB predicate in the head must match its (single) occurrence in some body. In the case of formulas, we specify the variables which must be used as parameters in a set V. The case we considered in the previous section is when V = ∅ or, equivalently, when there are no parameter variables.
We will see that our extended definition of executability coincides with the restricted definition for Σ1DNF. Furthermore, for Σ1 queries, Σ1DNF-feasibility coincides with Σ1feasibility.
The FO-datalog programs for Σ1DNF queries in Section 3 contain a single (distinguished answer) IDB predicate. For arbitrary FO queries, new IDB predicates and rules are created, hence we allow annotations of those new rule heads. We call a variable which appears in the head of a rule in an input slot a parameter (variable).
Definition 11 (V-Executable FO Program)
A FO-datalog program P is executable if it can be annotated so that every non-parameter variable of a rule appears first positively in an output slot in the body and so that the main head has input slots for the variables in V.
Since we only consider FO-datalog programs in which every IDB appears in the body of at most one rule and at most once, we require a unique annotation on the head of an IDB rule which must also be used in the unique place where this IDB appears in the body of a rule.
It is clear that if a program is V-executable then, given values for the variables in V, it can be executed. Conversely, if a program can be executed given values for the variables in V-without rewriting it and without reordering items within a rule-it is clear that it must be V-executable.
Definition 12 (V-Executable FO Formula) A formula
Q is V-executable if it can be annotated so that
• Q is atomic and all input-slot variables are in V;
• Q is ¬F , F is V-executable, and free(F ) ⊆ V;
• Q is F ∨ G, F and G are V-executable, and free(F ) free(G) ⊆ V; 6
Similar to the existential case, one can show that a program P is V-executable iff its corresponding formula is Vexecutable and vice versa. In the case of formulas, we need to handle both disjunction and conjunctions, since if we were to rewrite one in terms of the other by using negation, we would get conditions on V-executability more restrictive than the ones the definition above provides. On the other hand, it turns out that there is no meaningful way to provide special-case handling for the other binary logical connectives (e.g., →, ↔, ↔).
We define feasible as before, but for all of FO.
We say that a query is executable if it is ∅-executable and feasible if it is ∅-feasible. To simplify the presentation, in the rest of this section we only discuss ∅-feasibility. It is clear that the same complexity results hold for any V.
Lemma 11 If Q ∈ Σ1 is V-executable, then so is the negation normal form Q ≡ Q and the disjunctive normal form Q ≡ Q.
Lemma 11 implies Theorem 12, which shows that all the results of the previous section hold with FEASIBLE(L, Σ1DNF) replaced by FEASIBLE(L, Σ1).
Theorem 12 FEASIBLE(Σ1, Σ1) = FEASIBLE(Σ1, Σ1DNF).
In fact, given the following lemma, we can get the somewhat stronger result that Σ1DNF-feasibility is the same as L-feasibility where L is the class of formulas which, once converted to NNF, have only existential quantifiers.
Lemma 13 If Q is a V-executable NNF formula which has only existential quantifiers, then the formula Q obtained by renaming variables so that each quantifier quantifies a different variable, then moving all the quantifiers to the front is also V-executable.
Notice that the definition of V-executable is similar to the one for V-safe, which we give for programs only.
Definition 14 (V-Safe Programs) A FO-datalog program P is V-safe if it can be annotated so that every non-parameter variable of a rule appears positively in the body and so that the main head has input slots for the variables in V.
The following lemma follows immediately from the definitions. Its converse is false.
Lemma 14
If a program P is V-executable, then P is V-safe.
Lemma 15 If a program P is V-safe and all EDB predicates have all-output access patterns, then P is V-feasible.
Proof To get P , reorder each rule of P so that all positive literals appear first. Annotate the heads of P as P can be annotated to show that it is safe and annotate all the predicate symbols in P with all-output access patterns. Then the rules of P and P have the same variables. Since every non-parameter variable of a rule in P appears positively in the body of that rule, it appears first positively in an output slot of P .
Theorem 16
Theorem 17 FEASIBLE(Π1, FO) ∈ Π P 2 .
Theorem 18 FEASIBLE(Π1, FO) ≡ P m CONT(Π1) and, for k 2, FEASIBLE(Σ k , FO) and FEASIBLE(Π k ) are undecidable.
Proof The first part follows from Theorems 16 and 17 since CONT(Π1) is Π P 2 -complete. The second part follows from Theorem 16 since CONT(Σ2) and CONT(Π2) are undecidable.
ORDERABILITY
We have seen that testing feasibility of a query can be hard to decide or even undecidable. Therefore, it seems worthwhile to explore how to efficiently approximate feasibility. An obvious notion intermediate between executable and feasible is the following.
Definition 15 (V-Orderable Program) A program P in FO-datalog is orderable if it can be annotated and the subgoals in the rules can be reordered so that every non-parameter variable of a rule appears first positively in an output slot in the body of that rule and so that the main head has input slots for the variables in V.
It is clear that if a query is V-executable, then it is Vorderable.
Definition 16 ORDERABLE(L) is the following decision problem: Given a query Q ∈ L, determine whether Q is orderable.
Proof (sketch) ORDERABLE(FO) ∈ NP: Guess an annotation for each IDB predicate, then check whether each rule is orderable as in the proof of Lemma 2, except initialize B to the set of parameters for that rule and check that no subgoals are left over. The program Q ψ is the disjunction of all these rules, where we interpret all the heads QC as the same head. If Q ψ is orderable, there must be an annotation such that each EDB U corresponding to a variable u in ψ has exactly one 'o'. Out of such annotations we extract an assignment α satisfying ψ. If the annotation is U io , the assignment sets u to true; otherwise, it sets u to false. Conversely, if ψ is satisfiable, we select an assignment α satisfying ψ and annotate each EDB U corresponding to a variable u in ψ with io if α sets u to true and with oi otherwise. This annotation witnesses that Q ψ is orderable.
Notice that the proof of Theorem 19 actually shows that ORDERABLE(Σ + 1 ) is NP-hard. On the other hand, note that ORDERABLE(Σ1DNF) ∈ P by Lemma 2 since a query Q ∈ Σ1DNF is orderable iff it is equal to ans(Q) up to order of the subgoals.
Finally, notice that by Lemma 11 we can always push negation in before checking orderability. After we have pushed negation in, we can also push existential quantifiers out by Lemma 13 assuming there are no universal quantifiers. Unfortunately, pushing universal quantifers out in general reduces executability so once we have mixed quantifiers, there is no simple optimization that can be applied. In general, we get more executability by pushing existential quantifiers out and universal quantifiers in.
PUTTING IT ALL TOGETHER
Given our results from the previous sections, we now present an overall strategy that is aimed at efficiently determining whether a query Q ∈ FO is feasible. Note that previous work was restricted to much more limited cases, i.e., approximations for Σ + 1 DNF [Li03] and Σ1DNF [NL04] .
1. Convert Q to NNF. This can be done efficiently, may increase orderability, and allows to determine whether we fall in the existential, universal, or neither case.
2. Check whether Q is orderable. If so, then Q is feasible.
3. Check whether Q has only existential quantifiers. If so, move them to the front.
(a) If Q is now in DNF, compute ans(Q). Check whether ans(Q) is safe and ans(Q) Q. If so, Q is feasible; otherwise, it is not. 
DISCUSSION AND CONCLUSIONS
We have characterized the complexity of query feasibility in the presence of access patterns for a large number of classes.
Our results extend previous ones and indicate that feasibility is just as hard as containment. However, we had to show this laboriously case by case, since there is no obvious uniform reduction. From a theoretician's point of view, we would like to find one, but we conjecture it does not exist. Also we are interested in investigating the problem of feasibility in the presence of integrity constraints.
Query processing in the presence of limited access patterns is even more important from a practicioner's point of view.
Traditionally it is encountered in data integration, specifically over web sources. With the emergence of web services [WSD03] as a simple means for distributed computation and data access, the need to understand executability and feasibility of queries is further increased, since it is a fundamental problem, e.g., in web service composition [TKL03] and planning for distributed scientific workflows [DBG + 03, LAG03, HBCS03]. Clearly, our results belong to the realm of database theory since we characterize the inherent complexity of query feasibility -a prerequesite for rewriting queries into equivalent executable ones. However, we would like to emphasize that our work was motivated and is driven by a number of very practical engineering problems: In the Biomedical Informatics Research Network [BIR01], we are developing a database mediator system for federating heterogeneous brain data [GLM03, LGM03] . The current prototype takes a query against a global-as-view definition and unfolds it into a Σ1DNF plan. We have used the notions of answerable part and orderable, as well as novel runtime techniques [NL04] in the prototype system. Our theoretical investigations have solved several of the pending algorithmic issues and we can now proceed with the extension of the mediator planner. In the BIRN project, as in many other projects pertaining to scientific data management, sources with limited query capabilities are ubiquitous. See Example 3 for an application example in the context of scientific workflows (a.k.a. "analysis pipelines").
APPENDIX A. SCIENTIFIC APPLICATION EXAMPLE
In the introduction we used the usual example domain of books, publications etc. The following is a variant of Example 1, illustrating that similar queries also occur in scientific applications such as those encountered in several of our scientific data integration projects [BIR01, SEE02, SDM01] .
Example 3 Consider the relations oav(oid, attr, val) and ok(attr, val) which hold, respectively, if the attr value of some data object oid is val, and if the value val for some attr is within an "ok-range" (e.g., above some threshold). We are interested in a "filter query" F (x) which returns those objects x for which all of its attribute values are within the ok-range. 7 This can be expressed as follows:
The binary "ok relation" is really implemented as a function ok : Attr × V al → Bool. This is captured by the access pattern ok ii since both arguments have to be provided. Similarly, the ternary object base relation oav can be accessed only using the pattern oav ioo , i.e., at least the object-id has to be given. It is easy to see that F (x) is not feasible since x cannot be bound. When represented in FO-datalog, the distinguished answer predicate can be annotated as F i (x), indicating that x is a required input parameter. Thus, given any "enumerator query" E o (x) for x values, an executable query plan for E o (x) ∧ F i (x) can be obtained easily.
B. PROOFS
Definition 17 (Consistent F -Expansion) If C ∈ Σ0C, then we say that C is a consistent F -expansion of C if C is satisfiable, contains all literals from C, and consists only of literals formed from variables and predicate symbols in F , and every conjunction of C with a literal formed from variables and predicate symbols in F that is not already in C is unsatisfiable. In particular, if C is unsatisfiable, it has no consistent F -expansion for any F .
Definition 18 (exp(P )) Given P ∈ Σ0DNF of the form P := 1 i n Pi, define exp(P ) to consist of the disjunction of all consistent P -expansions of each Pi. Given P ∈ Σ1DNF of the form ∃ȳP where P ∈ Σ0DNF, define exp(P ) := ∃ȳ exp(P ).
Clearly exp(P ) ≡ P .
Definition 19 (Containment Mapping) For P, Q ∈ Σ1C, a function σ: vars(Q) → vars(P ) is a containment mapping if P and Q have the same free variables, σ is the identity on the free variables of Q, and, for every literal (ȳ) in Q, the literal (σȳ) is in P .
The following is easy to show (in fact, it shows that over a fixed schema CONT(Σ1DNF) ∈ Π P 2 ). 7 Such filters often occur in larger scientific analysis pipelines [SEE02] or scientific workflows [Lud03] , which are essentially dataflow process networks [LP95] . As part of such a network, the process implementing F has a single input port through which x tokens flow and two output ports ok(x) and bad(x), representing those tokens for which ok(x) and ¬ok(x) holds, respectively.
Theorem 20 [SY80] If P, Q ∈ Σ1DNF have the same predicate symbols and satisfy exp(P ) := 1 i n Pi and Q := 1 j m Qi such that Pi, Qj ∈ Σ1C then P Q iff for every i there is j and a containment mapping Qj → Pi.
The requirement that P and Q have the same predicate symbols is to simplify the exposition. Otherwise, we would need exp(P ) to include expansions with predicate symbols from both P and Q.
Proof (sketch) If for some i, there is no such j, then the frozen instance [Pi] is a counterexample to the containment. Otherwise, since every tuple in every database D must satisfy one of the Pis, it must also some Qj and therefore P Q. Over a fixed schema of total arity k, every Pi is of length O(n k ) where n is the number of variables in P so the test can be done in Π P 2 .
Proof (Theorem 1) We know validity of propositional formulas is coNP-complete. Given a propositional formula G, we map it to a Σ + 0 query QG as follows. Send every literal of the form r to T (r) and every literal of the form ¬r to F (r). Otherwise keep the formula as it is. Define
where the conjunction is over all propositional variables r appearing in G. Then
If G is not valid, then we can convert an assignment σ of propositional variables to {true, false} which makes G false, into an assignment σ given by Conversely, given any D and σ satisfying the condition above, we can define
Clearly, σ makes G false.
On the other hand, given formulas P, Q ∈ Σ0, we can check that P Q as follows. For every conjunction C of literals in P and Q, check that C P implies C Q. Then (and only then)
Therefore, we can test whether P Q with a co-nondeterministic Turing machine that has access to an oracle for containment of Σ0C queries within Σ0 queries. Since the latter containment can be done in polynomial time-essentially it just requires the evaluation of Q on the frozen instance of C-we can do this in coNP.
Proof (Theorem 8) We can check feasibility of Q ∈ Σ0 by working on the DNF equivalent Q given by Q := P Q P where each P is a conjunction of literals in Q. Since we can not afford to compute Q explicitly-doing so may cause an exponential length increase-we work in parallel on each disjunct P of Q .
To check that ans(Q ) Q, for every conjunction P of literals in Q, check that P Q implies ans(P ) Q. Then (and only then)
That is, ans(Q ) Q. Therefore, we can test whether ans(Q )
Q with a co-nondeterministic Turing machine that has access to an oracle for containment of Σ0C queries within Σ0 queries. Since CONT(Σ0) ∈ coNP, we can do this in coNP coNP = coNP.
To check that ans(Q ) is safe, for every conjunction P of literals in Q, check that if P Q, then ans(P ) is safe. Since CONT(Σ0) ∈ coNP and since checking that ans(P ) can be done in P, we can do this in coNP coNP = coNP.
We can check feasibility of Q ∈ Σ1 as follows. Assume all existential quantifiers are in front (if not, we can efficiently move them to the front). Proceed on the quantifier free part of Q essentially as above, by working in parallel on the DNF equivalent Q . The check that ans(Q ) is safe can be done in coNP. To check that ans(Q ) Q, for every conjunction P of literals in Q, check that P Q implies ans(P ) Q where P is P quantified as in Q. We can do this with a co-nondeterministic Turing machine that has access to an oracle for containment of Σ1C queries within Σ1 queries. Since CONT(Σ1) ∈ Π P 2 , FEASIBLE(Σ1, Σ1DNF) ∈ coNP Π P 2 = Π P 2 .
Proof (Theorem 9) Given P ∈ L, define P by replacing every atom of the form r(x) with an atom of the form r (ux) where r has arity one more than r and binding pattern r iooo... . Similarly, given Q ∈ L, define Q by replacing every atom of the form r(x) with an atom of the form r (vx) where r has arity one more than r and binding pattern r iooo... . Set
where s has binding pattern s o and rearrange L to obtain L ∈ L so that L ≡ L (for example, by putting L in DNF). Then P Q iff
The first "iff" is immediate. The third "iff" follows from the fact that only (and exactly) those atoms that have the variable u appear in ans(L) and so ans(L) ≡ ∃u(s(u) ∧ P for some constant c. Conversely, given D andā witnessing P P ∧ Q , we obtain D andā witnessing P P ∧ Q by replacing every relation r in D with a relation r given by projecting away the first column. That is,
Proof (Lemma 11) If Q is ¬(F ∧ G) and is V-executable, then free(F ), free(G) ⊆ V and F is V-executable and G is V ∪free(F )-executable, which implies that G is V-executable. Therefore, Q := ¬F ∨ ¬G is V-executable.
If Q is ¬(F ∨G) and is V-executable, then free(F ), free(G) ⊆ V and F, G are V-executable. Therefore, Q := ¬F ∧ ¬G is V-executable.
If Q is ¬¬ F and is V-executable, then certainly Q := F is V-executable.
From above we can assume that Q is in negation normal form. We have to show that if
is V-executable, then where r does not appear in P or Q and has binding pattern r i and where all relations in P and Q have output-only binding patterns. Then P Q iff L is feasible since if P Q then L ≡ Q and, by Lemma 15, Q is feasible. Conversely, if P Q then there is some tuplex for which P (x) holds, yet Q(x) doesn't. Whether this tuple is part of the answer set of L depends on r, but we cannot query r since it has an input-only access pattern and we have no binding for y. where r does not appear in P or Q and has binding pattern r i and where all relations in P and Q have output-only binding patterns. The result follows by essentially the same argument as the one used above.
Proof (Theorem 17) Assume Q ∈ Π1 is of the form ∀ȳQ(xȳ) with Q quantifier-free. By the definition of executable and by Lemma 11, if there is a V-executable query Q ≡ Q , then there is such an executable query of the form By the definition of feasible, we know there are such F and G iff there are F and G satisfying the same conditions as above except having "feasible" instead of "executable." Therefore, to determine whether Q ∈ Π1 is feasible, it is enough to check whether there are such feasible F and G so that Q(xȳ) := F (x) ∧ ¬∃ȳG(xȳ).
The trick is to find F and G efficiently and work with them without explicitly writing them down since otherwise we may incur an exponential increase in the length of the query expression.
If we had ¬Q in DNF so ¬Q := 1 i k Qi then Q := 1 i k ¬Qi and we could easily extract F and G from Q by looking at the variables in each Qi: Clearly we can check the conditions on vars(F ) and vars(G) efficiently. To check that G is V ∪ vars(F ) \ {x}-feasible, it is enough to check that, for i ∈ G, ¬Qi is (V ∪ vars(F ) \ {x})feasible, which we can do in polynomial time. To check that F is V-feasible we need to check that ans(F ) F . We can do this by checking that, for each conjunction P of literals from Q, (∀i ∈ F)(P ¬Qi)
implies (∀i ∈ F)(ans(P ) ¬Qi)
which is a way of verifying P F implies ans(P ) F.
Unfortunately, we do not have ¬Q in DNF and transforming ¬Q into DNF may cause an exponential length increase. However, we can efficiently find any Qi in such DNF form and that is what we use. That is, instead of the above we check that, for all P , where P and B are conjunctions of literals from Q (here B plays the role of Qi). This is the same as checking that, for all P , P F implies ans(P ) F.
The details for extracting and testing G are similar (using conjunctions B of literals from Q as above instead of Qi), but easier since we do not need to work with all of G at once. The required checks for safety are also easy and can be done in coNP. We can do all of this in Π P 2 and therefore FEASIBLE(Π1, FO) ∈ Π P 2 .
