Abstract: System behavior studies, aiming to understand intrinsic features, have been conducted in several science domains. During the study and analysis of a system, one of the main difficulties is the presence of stochastic and deterministic components. When such components are not correctly analyzed, the accuracy of applied models tends to reduce. Therefore, before modeling a system, one needs to understand the influences of both components. In this sense, this work presents a new approach, that combines Empirical Mode Decomposition (EMD) and Recurrence Analysis, to estimate the influences of these components in systems organized as time series.
INTRODUCTION
System behavior studies have been attracting the attention of many researchers interested in modeling them. Among the benefits of this modeling are the possibility of taking more accurate decisions, simulating and predicting future situations, and also detecting fail occurrences.
An important factor related to the modeling of realworld systems is that data under study tends to present temporal dependencies. The area responsible for studying this type of system is called Time Series Analysis [1, 2] , which supports the estimation of generation rules (or functions) to define the system behavior and, consequently, values of their observations. A well-known way to estimate this rule is through the study of time series behavior according to the its stochasticity and determinism.
In this sense, deterministic time series are usually modeled at higher accuracy by using techniques based on Dynamical Systems and Chaos Theory [3] . On the other hand, when a time series presents stochastic behavior, statistical models, mainly those proposed by Box&Jenkins [1] , are more appropriated. However, time series obtained from real-world systems usually present a mixture of both components, i.e., the value of a single observation is influenced by deterministic and stochastic components. In such situation, the discard of any component can depreciate the quality of the resultant model [4] , i.e., the application of Dynamical System techniques on such time series tends to generate malformed attractors, whereas statistical techniques tend to underestimate the deterministic part of the system. Aiming at overcoming this problem, the study of the system behavior can be performed according to three well-defined steps [5] . Initially, the system is decomposed in different components. Afterwards, models are adjusted to explain, separately, the behavior and features of every component. Finally, all adjusted models are combined in order to describe the global system behavior. However, this decomposition of time series is not a simple task.
A well-known method currently used to decompose time series is the spectral analysis, which uses a collection of linearly independent vectors to represent data [6] . Examples of techniques used to perform spectral analysis are Fourier and Wavelet transforms. Fourier Transform (FT) is one of the most used techniques to decompose time series. Its main advantage is the possibility of examining a time series in terms of global energy-frequency distributions [6] . However, its application is only restricted to linear and stationary time series [6] .
Another method, more efficient than FT, typically used to decompose time series is the Wavelet Transform (WT). This method is defined by mathematical functions that decompose time series in different scales and resolutions [7] . This decomposition makes possible to analyze time series not only in the frequency domain, like Fourier Transform, but also in time domain, keeping, in this way, temporal relations and features among observations. Another important characteristic of WT, in contrast with FT that uses sines and cosines as basis functions, is the function used to analyze and decompose time series, which is based on coefficients and details [7] . However, the strong relation of WT with FT restricts its application to the same type of problems approached by Fourier spectral analysis, i.e., this technique is strongly limited to linear time series [6] .
Due to these issues, Huang et al. [6] . By identifying the different data frequency bandwidths, important information embedded in the original series are revealed such as the determinism and stochasticity. However, the main challenge faced when using EMD is to define which IMFs are used to describe every component. According to Lima et al. [8] , the first IMF represents the stochastic component, whereas the sum of the remaining IMFs describes the deterministic one. Although this combination of IMFs has been, perfectly, adjusted to their experiments, it is not guaranteed that it will provide the same result to other data. Therefore, our contribution in this paper is the creation of an empirical approach to support the definition, regardless of the time series type and the stochasticity rate, of which IMFs represent stochastic and deterministic components. In order to accomplish this goal, we employ Recurrence Analysis [9] to identify recurrent observations of time series and, thus, estimate the determinism rate for every IMF. Based on this determinism rate, we propose an approach to estimate stochastic and deterministic components of time series.
The remaining of this paper is organized as follows: in Section 2, we provide some important concepts on the techniques considered by our approach; Section 3 presents the proposed approach; Section 4 shows experimental results; Finally, in Section 5, we discuss results and draw conclusions.
BACKGROUND KNOWLEDGE
In this section, some important concepts are briefly described. Initially, we present a summary of the Empirical Mode Decomposition method. Secondly, Recurrence Analysis is presented and we describe some measurements used to quantify the stochasticity and determinism of time series.
Empirical Mode Decomposition
The decomposition process, proposed by Huang et al. [6] , is based on the extraction of time series energies associated with various intrinsic time scales. This extraction is expressed in a set of Intrinsic Mode Functions (IMFs), which makes possible to calculate instantaneous frequencies of data under study, highlighting important characteristics.
According to Huang et al. [6] , the essence of this method is to empirically identify the intrinsic oscillatory modes through an analysis of the time-scale characteristics of data. By executing this analysis, data are decomposed regardless the system type that generated it, which can be linear or nonlinear.
In general, this decomposition method, called Empirical Mode Decomposition (EMD), is performed using a sifting process. Initially, the analyzed time series is evaluated in order to identify its extrema, which represent the local minima and maxima for every observation. Afterwards, these extrema are connected through the cubic spline method and, thus, the upper and lower envelopes are defined [6] .
In the next sifting step, mean values in between these envelopes are used to form a series called m 1 . Finally, the first component h 1 is calculated by the difference in between the original time series and m 1 , h 1 = x(t)−m 1 . Then, this first component is treated as data and all sifting process is repeated until reaching a stop condition. This condition can be, for example, when the last component h n becomes a monotonic function, avoiding the extraction of further components. Hence, this last component is called final residue (r n ) [6] .
In summary, EMD aims to adaptively extract n IMFs from a time series x(t) according to Equation x(t) = n−1 i=1 h i + r n , such that h i represents the ith IMF and r n is a final residue [6] . After presenting the main method used by our approach, in the following section, we present an overview on Recurrence Plot, which is considered to evaluate the characteristic component (either stochastic or deterministic) of IMFs.
Recurrence Plot
Recurrence Analysis aims to represent system behavior according to its reconstruction into a time-delay coordinate space also refereed as phase space [9] . In this sense, Recurrence Plot (RP) is defined as a tool to estimate recurrences of the system trajectory in phase space, which are usually called recurrent points and defined by x t = {x t , x t+τ , x t+2τ , . . . , x t+((m−1)×τ ) }, where m is the embedding dimension and τ is the separation dimension [9] . In summary, RP analyzes a time series, returning a matrix, whose values determine recurrent observations. Matrix elements are computed through Equation R i,j = Θ(ε−|| x i − x j ||), in which ε is a distance threshold, ||·|| is a norm used to calculate the distance between observations, and Θ(·) is a heaviside function defined by [9] :
After reconstructing the time series into its timedelay coordinate space, every point is analyzed in re-lation to others in order to assess correlation. The objective is to detect correlated or recurrent points, i.e., trajectory points in which the distance between them is less or equal than a neighborhood radius ε [9] .
Finally, the recurrences among all points are organized in a two-dimensional binary matrix, also called recurrence matrix. In this matrix, when the value of a row i and column j is 1, points are considered related. The analysis of this matrix is performed by transforming it in an image and studying its resultant structures. In general, the image is created assigning a black point to the matrix value that has R i,j ≡ 1 or white one when the value is 0 [9] .
The structures generated by RP can provide several information about the analyzed time series [9] as, for instance, isolated points mean that system states are rarely repeated, i.e., the time series is highly stochastic. Diagonal lines, in turn, occur when there is persistent behavior, i.e., the determinism rate of a time series is directly related to number of diagonal lines.
A set of measurements can be used to quantify RP structures, which is called Recurrence Quantification Analysis (RQA) [9] . In general, RQA measurements summarize the relation between the frequency of diagonal lines and the recurrent points in a structure. Among all measurements, the most important in the context of this work is DET :
This measurement quantifies the determinism rate of a time series. As seen in Equation 2, this measurement is computed by considering the ratio between diagonal lines and the total number of recurrent points. Values for this measure vary in interval [0, 1], in which 0 means the time series is highly stochastic, whereas 1 means it is highly deterministic.
Considering the quantification of the determinism and stochasticity of time series, we developed an approach which combines RQA and EMD to estimate the stochastic and deterministic components of time series. In the following section, this approach is detailed.
PROPOSED APPROACH
EMD has been successfully applied to time series to estimate the stochastic and deterministic components independently of the system under study [6] . However, this application can generate a different number of IMFs for every time series being analyzed. In this sense, the main issue faced when applying EMD is to determine which IMFs are related to the stochastic behavior and those ones related to the deterministic one.
Aiming to solve this issue, we have developed an approach to estimate stochastic and deterministic IMFs. For this, we have used the measurement, called DET, presented in previous section, which computes the determinism ratio of data. According to this approach, EMD is applied on a time series and IMFs are obtained. Thus, the determinism ratio of every IMF is computed. Then, IMF determinism ratios are compared against a pre-defined threshold. If the ratio is higher than the threshold, the IMF is considered deterministic. Otherwise, it is seen as stochastic. The sum of stochastic IMFs represents the system stochastic behavior, whereas the sum of deterministic IMFs represents the deterministic one. The steps of our approach are presented in Algorithm 1.
Algorithm 1: Proposed approach. After decomposing the time series, models on each component can be estimated at higher accuracy, therefore, the influences of each component are better analyzed. This assumption is confirmed by experimental results presented in the following section.
EXPERIMENTS
In this section, we present a preliminary experiment to evaluate the proposed approach and, consequently, the decomposition process. By applying our approach on time series, we obtain as result stochastic and deterministic components.
We created a synthetic time series using two distinct processes, i.e., the time series is composed of observations formed by the sum of two different systems: a stochastic and a deterministic. The deterministic system used to create this time series was a sine function, whereas the stochastic one was an autoregressive (AR) model [1] with p−order 0.7. The resultant time series is seen in Figure 1(a) .
We then unfolded and reconstructed the time series into its time-delay coordinate space in order to understand its behavior and look for recurrent points, indicating some deterministic behavior (Figure 1(b) ). By looking at Figures 1(a) and 1(b) , we observe the deterministic behavior was completely affected by the stochastic one. The expected behavior present in Figure 1(b) should be like a circle, which is expected from sine. Nevertheless, by reconstructing this series into the timedelay coordinate space, we notice malformed attractors and the absence of recurrent behavior. The analysis of this time series through traditional techniques lead to underestimate models, resulting in low accuracy. After applying the proposed approach, the stochastic and deterministic components were obtained. By analyzing the deterministic one, presented in Figures 1(c) and 1(d), we notice that not only the original noisy time series was smoothed but also its deterministic component was better estimated. Its reconstruction into timedelay coordinate space approximated of the expected shape for the sine function, i.e., the deterministic system considered to generated this synthetic time series.
CONCLUSIONS
The time series decomposition is a very important tool to model and understand the behavior of observations. By decomposing a time series and understanding, separately, the stochastic and deterministic behavior, we can improve the the modeling of each individual component.
In order to perform this decomposition, Huang et al. [6] presented a new method, called Empirical Mode Decomposition (EMD), which decomposes any type of time series in a set of IMFs. However the number of IMFs used to describe the stochastic and deterministic component is not easily estimated. In order to solve this problem, we proposed a new approach that combines EMD and Recurrence Analysis to estimate and highlight stochastic and deterministic components of time series.
In spite of the good results presented in this paper, they were limited by maximum number of pages. However, we have already performed the proposed approach in a set of other time series, obtaining similar results. Therefore, we intend to discuss them during the oral presentation and exhibition on poster, if this paper is accepted to be published.
Besides that, as future work, after decomposing a time series using the proposed approach, we intend to perform an study about the accuracy of the obtained models. This study will be executed through the prediction of observations using the models estimated from our decomposition approach.
