O Problema da Indução by Castro, Eduardo & Fernandes, Diogo
O PROBLEMA DA INDUÇÃO 
EDIÇÃO DE 2014 do
COMPÊNDIO EM LINHA
DE PROBLEMAS DE FILOSOFIA ANALÍTICA
2012-2015 FCT Project PTDC/FIL-FIL/121209/2010
Editado por
João Branquinho e Ricardo Santos
ISBN: 978-989-8553-22-5
Compêndio em Linha de Problemas de Filosofia Analítica
Copyright © 2014 do editor
Centro de Filosofia da Universidade de Lisboa
Alameda da Universidade, Campo Grande, 1600-214 Lisboa
O Problema da Indução  
Copyright © 2014 dos autores
Eduardo Castro e Diogo Fernandes
Todos os direitos reservados
Resumo 
Artigo sobre o estado da arte do problema da indução: como justificar a 
conclusão de que ‘todos os Fs são Gs’ a partir da premissa de que ‘todos 
os Fs observados são Gs’. Análise e discussão das teorias mais salientes 
na literatura filosófica contemporânea, tais como: indutivismo, fiabi-
lismo, perspectiva das leis da natureza, racionalismo, falsificacionis-
mo, teoria material da indução e abordagens probabilísticas, segundo 
Carnap, Reichenbach e o bayesianismo. No final, discute-se o novo 
problema da indução de Goodman, levantado pelo predicado verdul.
Palavras-chave
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Abstract
State of the art paper on the problem of induction: how to justify the 
conclusion that ‘all Fs are Gs’ from the premise that ‘all observed Fs 
are Gs’. The most prominent theories of contemporary philosophical 
literature are discussed and analysed, such as: inductivism, reliabilism, 
perspective of laws of nature, rationalism, falsificationism, the ma-
terial theory of induction and probabilistic approaches, according to 
Carnap, Reichenbach and Bayesianism. In the end, we discuss the new 
problem of induction of Goodman, raised by the grue predicate. 
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O Problema da Indução
Em termos muito gerais, no uso argumentativo da linguagem salien-
tam-se dois tipos de argumentos: argumentos dedutivos e argumen-
tos indutivos. À primeira vista, a principal diferença entre estes dois 
tipos de argumentos é de que um argumento dedutivo é um argu-
mento aduzido com o propósito de estabelecer uma conclusão como 
seguindo-se necessariamente das premissas; enquanto um argumen-
to indutivo é um argumento aduzido com o propósito de estabelecer 
uma conclusão como não se seguindo necessariamente das premissas 
mas seguindo-se delas com algum grau de probabilidade.1
Os argumentos dedutivos dividem-se em válidos e inválidos. Um 
argumento dedutivo válido é um argumento cuja conclusão se se-
gue das premissas: se as premissas do argumento são verdadeiras, 
necessariamente, a conclusão é verdadeira, em virtude das regras ló-
gicas aplicadas na dedução. Um argumento dedutivo inválido é um 
argumento cuja conclusão não se segue das premissas: é possível as 
premissas do argumento serem verdadeiras e a conclusão ser falsa. A 
classificação de um argumento particular como sendo válido ou in-
válido é um procedimento meramente algorítmico. Um argumento 
é válido se tiver uma forma lógica conforme às regras da lógica clássi-
ca; um argumento é inválido se tiver uma forma lógica não conforme 
às regras da lógica clássica.
Os argumentos indutivos podem ser divididos em fortes e fracos. 
Um argumento indutivo forte é um argumento cujas premissas, assu-
midas como verdadeiras, tornam razoável que aceitemos a conclusão; 
enquanto um argumento indutivo fraco é um argumento cujas pre-
missas, assumidas como verdadeiras, não tornam razoável que acei-
temos a conclusão. Por exemplo, do dado observacional de que todos 
os corvos observados têm sido negros, parece ser razoável inferir que 
o próximo corvo observado seja negro; enquanto, não parece ser ra-
zoável inferir que o próximo corvo observado seja, digamos, branco. 
Os argumentos indutivos são correntes no dia-a-dia e na ciência.
Embora a distinção forte/fraco seja relativamente consensual na 
literatura, para propósitos justificativos rigorosos da conclusão, essa 
1 Para uma discussão da distinção entre argumentos dedutivos e indutivos ver 
Machina 1985 e Wilbanks 2010.
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distinção é virtualmente irrelevante. Contrariamente ao que ocorre 
na dedução a respeito da validade, a classificação de um argumento 
indutivo particular como sendo forte ou fraco é disputável. A disputa 
não se centra sobre o valor de verdade actual das premissas do argu-
mento. A disputa centra-se na própria inferência inerente aos argu-
mentos deste tipo. Não há de todo uma caracterização consensual 
dos argumentos indutivos que consiga distinguir com objectividade 
e rigor os fortes dos fracos. Um céptico – o chamado céptico indu-
tivo – pode questionar as conclusões inferidas nos exemplos acima 
considerando que, pelo contrário, não parece ser razoável inferir o 
que quer que seja relativamente à cor do próximo corvo observa-
do. Por outras palavras, é disputável quando é que as premissas de 
um argumento indutivo tornam razoável a aceitação da conclusão. O 
conceito razoabilidade é um conceito psicológico e subjectivo. Utilizar 
o conceito probabilidade em vez do conceito razoabilidade, na definição 
dos argumentos indutivos fortes/fracos, como é corrente nalguma 
literatura, também não resolve o problema. Como veremos neste 
artigo, o problema simplesmente reaparece como um problema no 
âmbito da teoria das probabilidades. 
Estas dificuldades em torno da caracterização dos argumentos 
indutivos estão na base do chamado problema da indução. Mais conspi-
cuamente este problema apresenta-se como sendo o problema de jus-
WLÀFDomR dos métodos indutivos que usamos, quer no dia-a-dia, quer 
na ciência. Este é um problema antigo mas que continua central na 
filosofia contemporânea.2
A literatura sobre a indução é vastíssima e, neste artigo, é-nos 
impossível abordar muitas das respostas dadas ao problema. A nossa 
escolha recaiu sobre aquelas que nos parecem mais centrais na litera-
tura existente. Invariavelmente, o problema da indução começa em 
2 Em matemática, também existe a chamada indução matemática. Em geral, 
esta expressão é uma forma abreviada daquilo que se designa por SULQFtSLR GH
indução matemática. Este princípio é um método dedutivo de demonstração de 
proposições matemáticas. Embora também seja disputável a justificação deste 
princípio (e.g. Poincaré 1968 e Russell 1905), esta disputa cai completamente 
fora deste artigo. Todavia, recentemente, especula-se sobre a existência de um 
problema da indução para a matemática: o problema de justificação de métodos 
de demonstração indutivos de proposições matemáticas, baseados na indução 
enumerativa matemática. Ver Baker 2007.
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David Hume (2002; 2012: livro 1, secção VI) e é justamente por essa 
referência que vamos começar. Na segunda secção, apresentam-se 
algumas soluções e dissoluções ao problema: indutivismo, fiabilismo, 
perspectiva das leis da natureza, racionalismo e teoria material da 
indução. Na terceira secção, verificamos como a teoria das probabi-
lidades tem servido para alicerçar soluções para o problema. A teoria 
de Carnap (1952, 1962) da lógica indutiva, a teoria de Reichenbach 
(1971) das frequências relativas e a abordagem bayesiana são o objec-
to da nossa discussão. Na quarta secção, discute-se o novo problema 
da indução de Goodman (1983).
Há vários tipos de argumentos indutivos e, antes de prosseguir-
mos, importa registar que neste artigo teremos em consideração os 
argumentos indutivos seguintes:
Argumento indutivo enumerativo:
(1) Todos os Fs observados são Gs;
 ∴  Todos os Fs são Gs.
Argumento indutivo preditivo:
Todos os Fs observados são Gs;
a é F;
 ∴  a (ainda não observado) é G.
Os argumentos anteriores podem ser transformados em argumentos 
LQGXWLYRVSUREDELOtVWLFRVHQXPHUDWLYRV e DUJXPHQWRVLQGXWLYRVSUREDELOtVWLFRV
preditivos, respectivamente. Para tal, em termos formais, basta acres-
centar o termo provavelmente às conclusões, passando as conclusões a 
ser apenas conclusões prováveis (ver secção 3).3
3 Há quem considere que também são argumentos indutivos aqueles em 
que a premissa (1) do argumento indutivo preditivo não é uma quantificação 
universal sobre o domínio de observação e, grosso modo, isso pode ser visto como 
acrescentando o termo quase à premissa (1) (ver Swinburne 1974: 4).
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1 Hume
Hume (2002, 2012: livro 1, secção VI) é a primeira referência mais 
saliente que articula de forma informal o problema da indução.4 
Hume subdivide o problema da indução em dois problemas. O pri-
meiro problema é o problema da justificação dos argumentos indu-
tivos enumerativos: “provar que os casos de que não tivemos experiência 
se assemelham àqueles que experimentámos” (Hume 2012: 125, itálico do 
autor). O segundo é o problema da explicação das inferências indu-
tivas na vida prática dos seres humanos: “por que razão extraímos de 
mil casos uma inferência que não somos capazes de extrair de um 
único caso que deles não difere em aspecto algum” (Hume 2002: 
58). 
O primeiro problema, conhecido como problema de Hume, é o 
mais importante dos dois e aquele que tem merecido mais discus-
são na literatura. Com vista a compreender a resposta de Hume a 
este problema é necessário introduzir os dois tipos de argumentos 
– demonstrativos e prováveis – que foram por ele evocados. Os argu-
mentos demonstrativos são acerca das relações de ideias. Por exem-
plo, o teorema de Pitágoras, segundo o qual o quadrado da hipotenu-
sa é igual à soma do quadrado dos catetos, ilustra uma relação entre 
as ideias de quadrado, hipotenusa e cateto. Os argumentos prováveis 
são acerca das questões de facto e de existência. Por exemplo, Lisboa 
é a capital de Portugal é uma proposição acerca de uma questão de 
facto e de existência. Os argumentos prováveis fundamentam-se na 
relação de causa e efeito que deriva da experiência. 
Nenhum destes argumentos serve para justificar as inferências 
indutivas (i.e., as conclusões dos argumentos indutivos). Nas infe-
rências indutivas assume-se a uniformidade da natureza, isto é, o 
princípio de que o futuro é conforme ao passado. Por um lado, a uni-
formidade da natureza não se consegue justificar por um argumento 
demonstrativo, uma vez que os argumentos demonstrativos apenas 
conseguem demonstrar proposições cuja sua negação é contraditó-
ria. Ora, não há qualquer contradição em assumir que a natureza 
4 Note-se que o termo indução nunca é referido nestes escritos de Hume. A 
sua análise faz-se em torno de termos como causa e efeito, leis da natureza, conexões 
necessárias ou poderes.
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pode não ser uniforme. Por outro lado, a uniformidade da natureza 
não se consegue justificar por um argumento provável, sob pena de 
estarmos a cair numa circularidade. Os argumentos prováveis assu-
mem a uniformidade da natureza. Ora, esta alegada uniformidade é 
justamente aquilo que se pretende justificar. Portanto, para Hume 
o primeiro problema é insolúvel. Esta insolubilidade não é apenas 
a favor do falibilismo indutivo, segundo o qual as proposições acerca 
do futuro são incertas. É uma insolubilidade a favor de uma posição 
mais forte – o cepticismo indutivo –, segundo o qual proposições sobre 
o futuro são sem justificação, isto é, não temos qualquer razão para 
justificar uma conclusão indutiva (Salmon 1978; Okasha 2001).5
Embora Hume considere que o primeiro problema é insolúvel, 
ele avança uma solução para o segundo problema da explicação das 
nossas práticas indutivas. De uma forma geral, as dúvidas cépticas 
humianas em torno da justificação da indução não invadem a vida 
do dia-a-dia dos seres humanos. A conjunção constante dos fenó-
menos empíricos conduz as mentes humanas para o estabelecimento 
de inferências indutivas que são fundamentais para toda e qualquer 
acção. Para Hume, o princípio da natureza humana que guia as nossas 
inferências indutivas é o hábito ou o costume. Este princípio não pro-
vém da razão e é tomado como um instinto animal de sobrevivência 
para a acção e comportamentos humanos. Temos o hábito de formar 
expectativas e, naturalmente, o homem evita o lume e reproduz-se. 
É largamente consensual que a solução de Hume para o segundo 
problema é inadequada (e.g. Okasha 2001, Goodman 1983 e Sober 
1988). No dia-a-dia nem sempre assumimos que a natureza é uni-
forme. Uma regularidade observada não é uma condição suficiente 
para que se estabeleça uma inferência indutiva. Sempre que fomos a 
Londres, nevava. Porém, se no Verão formos a Londres, não temos 
5 A resposta de Hume ao problema da indução, cunhado com o seu 
próprio nome, tem sido objecto de controvérsia exegética. Grosso modo, há duas 
interpretações correntes: a dedutivista e a não-dedutivista. O dedutivismo é a tese 
segundo a qual os argumentos válidos são os únicos argumentos racionais. Stove 
(1973) e Mackie (1980), por exemplo, defendem a interpretação dedutivista. Por 
seu lado, Stroud (1977), Salmon (1978, 1968), Sober (1988), Okasha (2001, 
2005), Ayer (1958), Strawson (1952) e Armstrong (1983, 1991), entre outros, 
defendem a interpretação não-dedutivista. Neste artigo não estamos preocupados 
com estes aspectos exegéticos. Ver Okasha 2001, 2005.
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a expectativa que neve. Parece que no estabelecimento das nossas 
inferências indutivas usamos um conhecimento mais alargado do que 
apenas o conhecimento que resulta directamente da regularidade ob-
servada em questão.6
2 Soluções e Dissoluções
Destacam-se duas estratégias em volta do problema da indução. Ora 
se tenta enfrentar o problema e avançar uma solução para o mes-
mo, ora se tenta dissolver o problema. Começamos pelas soluções 
– indutivismo, fiabilismo e perspectiva das leis da natureza. Termi-
namos com as dissoluções – racionalismo, falsificacionismo e teoria 
material da indução.
2.1 Indutivismo
Uma solução para o problema da indução consiste em propor jus-
tificações indutivas das regras indutivas que fundamentam os argu-
mentos indutivos preditivos (e.g., Black 1949, 1954, 1958, Edwards 
1949, Barker 1965, Moore 1952 e Braithwaite 1974, aqui seguimos 
Black).
Seja R a regra indutiva onde se argumenta a partir da premissa, a 
PDLRULDGRVH[HPSODUHV$·VH[DPLQDGRVQXPDDPSODYDULHGDGHGHFRQGLo}HV
têm sido B, para a conclusão provável, RSUy[LPR$DVHUHQFRQWUDGRVHUi% 
(Black 1958: 721). Black considera que a regra R pode ser justificada 
através do argumento seguinte, sendo este argumento conforme à 
própria regra R:
(1) Na maior parte dos casos de utilização de R em argumentos com 
premissas verdadeiras, numa ampla variedade de condições, R tem sido 
bem sucedida.
∴ (Provavelmente) No próximo exemplo encontrado do uso de R num 
argumento com uma premissa verdadeira, R será bem sucedida. (Black 
1958: 720)
As objecções ao indutivismo centram-se na alegada circularidade do 
6 Ver Glymour 1980 para uma tentativa de solução do segundo problema.
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argumento. O indutivismo tenta justificar a regra indutiva R invocan-
do uma regra ela própria indutiva, caindo, como tal, numa petição de 
princípio (e.g. Salmon 1957, Achinstein 1962, 1963, Johnsen 1972, 
Kasher 1972 e Okasha 2001). Black (1962) replica que, embora pos-
sa haver alguma circularidade neste argumento, a circularidade em 
causa não é a circularidade viciosa da petitio principii, segundo a qual a 
conclusão é ela própria uma das premissas do argumento. Tal circu-
laridade não se aplica a este argumento por duas razões: petições de 
princípio apenas se verificam em argumentos dedutivos válidos e o 
argumento acima não é um argumento dedutivo; a conclusão não é 
uma das premissas do argumento. 
Salmon (1957) formula uma outra objecção engenhosa à proposta 
de Black, conhecida como contra-indução. Seja R’ a regra contra-indu-
tiva onde se argumenta a partir da premissa, a maioria dos exemplares 
$·VH[DPLQDGRVQXPDDPSODYDULHGDGHGHFRQGLo}HVnão têm sido B, para a 
conclusão provável, RSUy[LPR$DVHUHQFRQWUDGRVHUi%. Analogamente, 
a regra R’ será justificada através do argumento seguinte, sendo este 
argumento conforme à própria regra R’:
(1) Na maior parte dos casos de utilização de R’ em argumentos 
com premissas verdadeiras, numa ampla variedade de condições, 
R’ não tem sido bem sucedida.
∴ (Provavelmente) No próximo exemplo encontrado do uso de 
R’ num argumento com uma premissa verdadeira, R’ será bem 
sucedida.
Formalmente, a justificação da regra indutiva R é equivalente à justi-
ficação da regra contra-indutiva R’. Salmon argumenta assim que ne-
nhuma das justificações apresentadas é correcta. Se as regras R e R’ 
forem aplicadas numa mesma situação, as premissas (1) dos argumen-
tos justificativos serão verdadeiras mas as conclusões contraditórias. 
Todavia, os dados observacionais de suporte a R e R’ são os mesmos 
e, portanto, não parece que nenhuma destas regras sirva para fazer 
previsões.7 Black (1958: 725) replica, que R’ não é uma regra fiável, 
7 Por exemplo, consideremos que é verdade que sempre que apostei na lotaria, 
perdi. Uma aplicação da regra R sustenta a conclusão provável de que, na próxima 
vez, perderei; enquanto uma aplicação da regra R’ sustenta a conclusão provável 
de que, na próxima vez, ganharei. Ou seja, R tem sido bem sucedida, i.e. tenho 
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no sentido de ser uma regra que pode gerar conclusões falsas a partir 
de premissas verdadeiras. Todavia, admite que podem ser formuladas 
outras regras semelhantes a R’, mas regras fiáveis, onde a regra a uti-
lizar em cada situação terá de ser analisada caso a caso, à luz do seu 
sucesso experimental passado.
2.2 Fiabilismo
A tese epistémica fiabilista, segundo a qual temos conhecimento de p 
se p é uma crença verdadeira resultante de um processo fidedigno de 
obtenção de crenças, também tem servido para tentar alicerçar so-
luções para o problema da indução (e.g. Cleve 1984, Papineau 1992, 
Levin 1993, Dauer 1980, Mellor 1991 e Nozick 1981, aqui seguimos 
Papineau). Para um fiabilista, os argumentos indutivos, apesar de se-
rem argumentos inválidos, são um método fidedigno para obtenção 
de conhecimento. Portanto, um fiabilista não considera que a indu-
ção seja problemática. O problema, na verdade, consiste em argu-
mentar a favor da ideia de que o método indutivo é um processo fiável 
de obtenção de crenças, evitando-se cair na indesejável circularidade 
inerente à indução. O argumento é o seguinte:
(1) Para i = 1 até n. Quando a pessoai, de ‘todos os Fis observados 
são Gis’, inferiu por indução a conclusãoi de que ‘todos os Fis são 
Gis’ verificou-se que a conclusãoi era verdadeira.
∴ Quando alguém infere uma conclusão por indução, a conclusão 
inferida é verdadeira (i.e., a indução é fiável).
Papineau defende-se da alegada circularidade do argumento come-
çando por distinguir dois tipos de circularidade: circularidade de 
premissa e circularidade de regra. Um argumento sofre da circu-
laridade de premissa quando a sua conclusão está contida numa das 
premissas do argumento; um argumento sofre da circularidade de 
perdido a lotaria, e R’ não tem sido bem sucedida, i.e. não tenho ganho a lotaria. 
As premissas (1) de ambos os argumentos justificativos acima são verdadeiras 
mas as conclusões contraditórias. A partir das premissas (1) ora se concluiu que, 
no próximo exemplo encontrado do uso de R, perderei a lotaria (R será bem 
sucedida), ora se concluiu que, no próximo exemplo encontrado do uso de R’, 
ganharei a lotaria (R’ será bem sucedida), respectivamente.
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regra quando a sua conclusão é a favor de uma regra de inferência 
e essa mesma regra é usada para derivar a conclusão. O argumento 
acima não sofre da circularidade de premissa – a conclusão amplia 
as premissas. Porém, o argumento sofre da circularidade de regra 
– usa-se a regra de indução para concluir que a indução é fiável. To-
davia, em geral, a circularidade de regra não é problemática. Eis uma 
analogia: argumentos dedutivos, a favor da fiabilidade das inferências 
dedutivas, são argumentos que sofrem da circularidade de regra e, 
todavia, isto não se é razão para se desconfiar da dedução. Feita esta 
clarificação, o argumento fiabilista não ganha força contra o céptico, 
pois tal ser imaginário não será persuadido a fazer induções em vir-
tude deste argumento. Daí que o argumento fiabilista acabe por não 
se constituir numa tentativa de justificação da indução.
2.3 Perspectiva das leis da natureza
Armstrong (1983: 52-59; 1991) apresenta uma solução para o pro-
blema de Hume baseada numa teoria de universais. Esta solução é 
anti-humiana pois considera que há conexões necessárias na natureza 
que são descobertas pela ciência. Comummente, tais conexões são 
designadas por leis da natureza. O argumento é uma inferência para a 
melhor explicação.
(1) Todos os Fs observados são Gs.
(2) A melhor explicação para (1): é uma lei da natureza que todos 
os Fs são Gs.
∴ Todos os Fs são Gs.8 
Armstrong considera que as leis da natureza são estados de coisas que 
relacionam, necessária e nomicamente, universais de 1ª ordem.9 Por 
outras palavras, o explanans ‘é uma lei da natureza que todos os Fs 
são Gs’, significa que ‘intemporalmente, F e G estão necessariamente 
conectados’. Esta conexão é o tertium quid que medeia o observado 
8 A formulação da enumeração indutiva como uma inferência para a melhor 
explicação foi proposta por Harman (1965).
9 Ver o artigo “Leis da Natureza” deste mesmo compêndio.
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e o inobservado. Portanto, a inferência estabelecida em (2) é uma 
inferência para a melhor explicação.
Beebee (2011) desafia o explanans de Armstrong, propondo um 
novo concorrente para explicação em causa, fundamentado numa 
noção de necessidade temporalmente limitada, a saber: ‘temporal-
mente, F e G têm estado necessariamente conectados’. Beebee de-
fende que este explanans é melhor do que o explanans de Armstrong. 
O problema é que a intrusão do explanans de Beebee no argumento 
ressuscita o cepticismo humiano. Para inferirmos a conclusão acima 
de que ‘todos os Fs são Gs’ é necessário estabelecer uma inferência 
entre o explanans de Beebee e o explanans de Armstrong. Apenas uma 
inferência de tipo indutivo consegue estabelecer tal inferência. A ré-
plica de um necessitarista à proposta de Beebee consiste em desafiar 
a noção de necessidade temporalmente limitada, defendendo, por 
exemplo, que tal noção tem virtudes metafísicas mais fracas do que a 
noção de necessidade nómica simpliciter (Castro 2014).
2.4 Racionalismo
Ayer (1958: 76-81), Strawson (1952: capítulo 9), Armstrong (1983, 
1991) e outros (e.g., Edwards 1949 e Barker 1965) tentam dissolver 
o problema de Hume através da chamada perspectiva racionalista. O 
problema de Hume não tem significado, porque, na verdade, é um 
problema sobre uma questão sem significado: é racional ser racio-
nal? Em alternativa, o problema de Hume reformula-se como um 
problema sobre o que é ser racional e de como essa racionalidade é 
justificada. Neste contexto, as palavras-chave são racionalidade e pro-
va. Aparentemente, ser racional é ter crenças justificadas por uma 
prova. Por exemplo, de um ponto de vista científico, acreditamos 
que 2+2=4, porque podemos deduzir esta proposição dos axiomas 
de Peano; acreditamos na lei da queda dos graves de Galileu, por-
que podemos inferir esta lei de inúmeras experiências do dia-a-dia 
que têm um comportamento padronizado. As provas matemáticas 
são diferentes das provas empíricas, mas o aspecto relevante neste 
contexto é que ambas são provas de alguma coisa. Digamos que é 
racional acreditar que 2+2=4, bem como na lei da queda dos graves. 
Strawson (1952: capítulo 9), por exemplo, defende que a racio-
nalidade da indução é uma verdade analítica. Não tem significado 
Edição de 2014
11O Problema da Indução
perguntar se a indução é racional, uma vez que tal pergunta é equi-
valente à pergunta se é racional ser racional. Esta ausência de signi-
ficado em torno da indução pode ser clarificada por uma analogia. 
Tem significado perguntar se certas leis particulares são legais, por 
eventuais inconsistências com outras leis mais fundamentais como a 
Constituição. Todavia, não tem significado perguntar se a própria 
Constituição é legal, pois não existe uma outra lei fundamental que 
possa avaliar da legalidade da Constituição (Harré 1957).
Armstrong (1983: 52-59) argumenta na linha de Strawson. Ques-
tionar a regra da inferência indutiva é questionar uma das crenças 
básicas do nosso senso comum. Estamos mais seguros da verdade das 
nossas crenças básicas do que da correcção de qualquer argumento fi-
losófico que lance dúvidas sobre elas (G. Moore 1925). Qualquer ar-
gumento que pretenda lançar dúvidas sobre o nosso sistema de cren-
ças básicas, terá que ser suportado por premissas que se sustentam 
em crenças não-básicas ou em crenças básicas (que não a crença na 
inferência indutiva). Temos, então, duas alternativas. Se o argumen-
to se sustenta em crenças não-básicas, estaremos a sustentar-nos em 
razões menos certas para lançar dúvidas sobre aquilo que é assumido 
como mais certo e, portanto, esse argumento deve ser rejeitado. Se o 
argumento se sustenta em crenças básicas, então, com vista ao argu-
mento ser sucedido, teremos de supor que o nosso sistema de crenças 
básicas é incoerente de alguma forma. Ou seja, teremos de supor que 
no nosso sistema de crenças básicas há crenças incoerentes com, pelo 
menos, a crença de que a regra da inferência indutiva é racional. Ora, 
isso também não parece estar correcto, uma vez que intuitivamente 
se assume que o nosso sistema de crenças básicas é coerente. Portan-
to, este argumento também terá de ser rejeitado. 
Earman e Salmon (1992: 59-61) e Salmon (1957) levantaram ob-
jecções à proposta racionalista baseados na distinção, proposta por 
Feigl (1950), entre validação e vindicação. Uma proposição é válida 
se apelar a princípios mais básicos que a justifiquem. Uma proposição 
vindica se a proposição servir para o seu propósito. Por exemplo, a 
(quase) totalidade das proposições matemáticas são válidas, porque 
são deriváveis dos axiomas da teoria de conjuntos; e os princípios 
mafiosos como vendetta e omertà são princípios que vindicam, porque 
servem o propósito de preservação da máfia. 
À luz da distinção anterior, se o racionalismo é correcto, uma 
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proposição inferida por indução não pode ser validamente justifica-
da, pois não existem princípios mais básicos que a possam justificar. 
No entanto, isto não significa que tal proposição vindique. Conside-
remos que razoável1 tem o significado de vindicação e razoável2 tem 
o significado de validade. Retoricamente, os racionalistas são pres-
sionados pela questão: é razoável1 ser razoável2? Por outras palavras, 
podemos usar as nossas regras de inferência indutivas para servir o 
propósito de fazer previsões? Ora, esta questão é justamente o pro-
blema de Hume. Portanto, os racionalistas apenas velam o problema 
de Hume com os termos racionalidade e prova. Contemporaneamente, 
a proposta racionalista continua a ser objecto de discussão, mas, tan-
to quanto sabemos, não existem defensores do racionalismo.
2.5 )DOVLÀFDFLRQLVPR
Partindo do problema de Hume, Popper (1972, 2005) formula dois 
problemas da indução subtilmente diferentes: (1) “pode a alegação 
de que uma teoria universal explicativa é verdadeira ser justificada 
por ‘razões empíricas’” (Popper 1972: 7); (2) “pode a alegação de 
que uma teoria universal explicativa é verdadeira ou que é falsa ser 
justificada por ‘razões empíricas’” (Popper 1972: 7, itálico nosso). 
Baseando-se numa análise do método científico, Popper responde 
negativamente ao primeiro problema e responde afirmativamente ao 
segundo problema.
A resposta ao primeiro problema é mutatis mutandis a resposta de 
Hume. Uma teoria científica é universalmente quantificada, logo a 
putativa confirmação da sua verdade requereria um número infini-
to de testes experimentais. Ora, não é possível realizar tal número 
infinito de testes experimentais. As teorias científicas são hipóteses 
ou conjecturas que estão para além de quaisquer testes empíricos, 
por mais numerosos que estes sejam. Como tal, a alegada verdade 
de uma teoria científica não pode ser justificada por meios empíri-
cos. Contrariamente às pretensões verificacionistas dos positivistas 
lógicos, uma teoria científica apenas pode ser corroborada. Ou seja, 
uma teoria pode ultrapassar diversos testes experimentais que visam 
a sua falsificação, mas nunca pode ser confirmada. A corroboração 
ilustra o desempenho da teoria face a testes experimentais passados 
mas estes testes não servem para suportar uma alegada confirmação 
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da teoria. A resposta ao segundo problema decorre justamente da 
virtude epistémica que, segundo Popper, as teorias científicas devem 
ter – a sua IDOVLÀFDELOLGDGH. Embora uma teoria científica não possa ser 
verificada como verdadeira (uma teoria científica amplamente corro-
borada é apenas uma teoria aproximadamente verdadeira), uma teoria 
pode ser falsificada por intermédio de testes experimentais.10
Contemporaneamente, a discussão da teoria popperiana é um 
assunto virtualmente esgotado, excepto nos artigos de história da 
filosofia da ciência que, paulatinamente, começam a surgir. Assim, a 
apresentação de uma só objecção corrente é suficiente para o efeito, 
a saber: a dissolução popperiana da indução parece ser incompatível 
com a reivindicação de que o conhecimento científico é um conheci-
mento preditivo. A réplica a esta objecção consiste em defender que a 
teoria popperiana reconhece que o aspecto preditivo das teorias cien-
tíficas não é desprezável. As teorias científicas acabam por concorrer 
entre si na explicação dos problemas científicos. A teoria que melhor 
sobrevive aos testes experimentais é a teoria que é adoptada pelos 
cientistas. Embora as teorias científicas apenas possam ser corrobo-
radas pela experiência, em termos de prática científica, é racional 
preferirmos as teorias científicas que tenham sido amplamente cor-
roboradas (Popper 1972: 22). Por exemplo, prevemos a trajectória 
de um satélite por intermédio de teorias científicas amplamente cor-
roboradas (e.g., a teoria da gravitação) e seria irracional defender que 
tal previsão deveria ser realizada por uma teoria não-corroborada. 
2.6 Teoria material da indução
Norton (2003, 2005, 2010, 2014) propõe uma dissolução inovadora 
do problema da indução. A indução não obedece a qualquer suposta 
regra universal que distinga induções correctas de incorrectas e que 
se aplica aos argumentos esquemáticos sobre Fs e Gs introduzidos no 
início deste artigo. Pelo contrário, todas as inferências indutivas são 
locais e justificam-se, caso a caso, por factos contingentes respeitan-
10 Há inúmeros exemplos na história da ciência que ilustram a falsificabilidade 
das teorias científicas como a teoria geocêntrica, a teoria da geração espontânea, 
a teoria da combustão do flogisto, a teoria electromagnética do éter, a teoria 
calórica do calor, etc.
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tes ao conteúdo material sobre o qual se está a operar a inferência 
indutiva. À luz desta teoria, o problema da indução não é o problema 
de justificação dessa tal suposta regra universal, mas sim o problema 
de justificar os factos materiais que garantem a correcção das respec-
tivas inferências indutivas particulares. 
Estamos autorizados a inferir de algumas amostras de Bismuto 
que fundem a 271º C, que todas as amostras de Bismuto fundem a 
271º C; porém, não estamos autorizados a inferir de algumas amos-
tras de cera que fundem a 91º C, que todas as amostras de cera fun-
dem a 91º C. A diferença entre as duas inferências é de que a primeira 
é respeitante a um elemento químico e, geralmente, os elementos 
químicos são uniformes nas suas propriedades físicas; enquanto a 
segunda é respeitante a uma mistura de hidrocarbonetos que não 
pressupõe uma uniformidade das suas propriedades físicas. Portanto, 
a justificação de uma indução particular advém de um facto respei-
tante à matéria em consideração na inferência indutiva em questão.
A dissolução proposta por Norton tem sido criticada por vários 
autores (Okasha 2005; Achinstein 2010; Kelly 2010; Worrall 2010). 
Destacamos duas dessas objecções. A primeira alega que a teoria ma-
terial da indução apenas aparentemente é sobre argumentos induti-
vos. Na verdade, é uma teoria acerca de argumentos dedutivos enti-
memáticos, i.e., argumentos com premissas escondidas. No caso do 
Bismuto, por exemplo, a premissa escondida é a de que ‘geralmente, 
qualquer amostra de um elemento químico tem a mesma proprieda-
de física’. Norton (2014) replica a esta objecção considerando que o 
termo geralmente inclui a existência de elementos alótropos. Assim, 
a inferência de que ‘todas as amostras de Bismuto fundem a 271º C’ 
não se segue dedutivamente das premissas, porque nessa inferência 
estamos a arriscar (ou seja, a induzir) que o Bismuto não tem formas 
alotrópicas com pontos de fusão diferentes.
De acordo com a segunda objecção, a teoria material de Norton 
parece enfrentar um problema de regressão semelhante ao existente 
para o problema da indução, chamada de objecção histórico-antropológi-
ca: num argumento indutivo particular, para justificar os factos ma-
teriais $, são necessários outros factos materiais B; para justificar os 
factos materiais B, são necessários outros factos materiais C; e assim 
sucessivamente, até ao momento da primeira indução efectuada por 
humanos. Através destes passos regressivos atingimos, eventualmen-
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te, uma base tão estreita que a mesma é incapaz de justificar qualquer 
argumento indutivo. Norton replica que esta objecção é fundamen-
tada na ideia de que os nossos modos de raciocínio, nomeadamente, 
o raciocínio indutivo, se manteve inalterado até, digamos, a Adão. 
Porém, tal ideia é especulativa, uma vez que não sabemos claramente 
como se processava o raciocínio em fases remotas da espécie humana.
3 Indução e probabilidade
A conexão entre probabilidade e indução estabelece-se pela ideia se-
gundo a qual as conclusões dos argumentos indutivos são conclusões 
prováveis (ver introdução). A teoria elementar de probabilidades é a 
teoria central para a análise destes argumentos. Acontece que o ter-
mo probabilidade é um termo primitivo no conjunto de axiomas desta 
teoria (ver apêndice). A principal diferença entre as várias teorias da 
probabilidade resulta, então, da interpretação que é feita do termo 
probabilidade, com vista à resolução do problema da indução. Em se-
guida, sintetizam-se três soluções do problema – lógica (Carnap), 
frequencista (Reichenbach) e subjectivista (bayesiana).
3.1 Carnap: probabilidade lógica ou indutiva
O objectivo de Carnap (1962), em Logical Foundations of Probabili-
ty (LFP), consiste não apenas em apresentar uma interpretação do 
termo probabilidade, mas também em aplicar essa interpretação a 
uma nova abordagem ao problema da indução, apoiada nas seguin-
tes concepções básicas: 1) que todo o raciocínio indutivo, no sentido 
de não-dedutivo ou não-demonstrativo, é probabilístico; e 2) que a 
concepção de probabilidade consiste numa relação lógica e objectiva 
entre duas proposições – hipótese e dados observacionais.11 Essa rela-
ção representaria, de um modo quantitativamente preciso, o grau de 
confirmação de uma hipótese científica (uma lei ou uma previsão), 
relativamente a uma certa informação observacional disponível. À 
luz dos argumentos apresentados na introdução deste artigo, os da-
11 Neste artigo traduzimos o termo inglês evidence por dados observacionais ou 
informação observacional.
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dos observacionais são o conjunto de premissas, enquanto a hipótese 
é a conclusão (provável) que se pretende inferir das mesmas.
Na base da utilização da expressão probabilidade lógica encontra-
-se a ideia de que todos os princípios da teoria da indução de Carnap 
seriam analíticos; ou, de outro modo, que todo o raciocínio indutivo 
seria analítico, não dependendo de quaisquer pressupostos sintéti-
cos, como, por exemplo, o postulado da uniformidade da natureza. 
Carnap propõe, assim, que o seu conceito de grau de confirmação 
seja tomado como a contraparte indutiva do conceito dedutivo de im-
plicação – consistindo o primeiro numa relação de implicação parcial 
– com o intuito de obter uma teoria completa da inferência. 
De uma forma mais precisa, em LFP Carnap tentará determinar 
uma função confirmatória única c(BB), que tome como argumen-
tos a hipótese (h) e os dados observacionais (e). Os valores dessa fun-
ção expressariam, assim, o grau de confirmação de h por e. Como 
tal, a probabilidade indutiva, ou o valor de c, é dado através de uma 
probabilidade condicional:
)(
)(
),(
em
ehm
ehc
 
A questão está em saber de que modo é interpretada m, e a fortiori c. 
Sabemos que c exprime uma probabilidade indutiva, mas, para que 
esta possa ser calculada, os valores do numerador e do denomina-
dor têm de ser dados através de uma medida de probabilidade que 
corresponda a uma das interpretações de probabilidade já disponíveis. 
A opção de Carnap consiste em adoptar a interpretação clássica de 
probabilidade. Para esse efeito, aplicar-se-ia o Princípio da Indiferença 
de Laplace: se existir um número n de resultados possíveis, e não 
tivermos qualquer razão para acreditar que qualquer um deles é mais 
provável do que qualquer um dos outros, então deve ser atribuída a 
cada um deles uma probabilidade de 1/n. À luz desta interpretação, 
bem como de outras condições gerais (regularidade, aprendizagem 
pela experiência, etc.), Carnap consegue restringir o número infini-
to de funções c, a uma única função, que ele designa por c* (respec-
tivamente, m*) (Carnap 1962: apêndice).12 
12 Ao contrário do valor de c*, as probabilidades extraídas da concepção 
clássica, e do seu Princípio da Indiferença, são probabilidades categóricas.
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A tecnicidade da lógica da Carnap é bastante complexa e, dora-
vante, vamos sistematizá-la por recurso a um exemplo. Considere-
mos uma linguagem constituída por apenas um predicado descritivo, 
F, e três indivíduos, a, b e c. O espaço de possibilidades que constitui 
este universo é definido por oito descrições de estado:
1. Fa ∧ Fb ∧ Fc 5. ~Fa ∧ ~Fb ∧ Fc
2. ~Fa ∧ Fb ∧ Fc 6. ~Fa ∧ Fb ∧ ~Fc
3. Fa ∧ ~Fb ∧ Fc 7. Fa ∧ ~Fb ∧ ~Fc
4. Fa ∧ Fb ∧ ~Fc 8. ~Fa ∧ ~Fb ∧ ~Fc
Com vista a determinar a priori os diferentes pesos relativos que de-
vem ser atribuídos às descrições de estado, de modo a que a sua soma 
dê valor 1, Carnap tem de escolher um critério apropriado que vá ao 
encontro das nossas intuições indutivas, designadamente, a apren-
dizagem pela experiência.13 Para esse efeito, Carnap agrupa as di-
ferentes descrições de estado segundo determinadas características 
que estas partilham entre si, nomeadamente, segundo o número de 
indivíduos que, em cada uma delas, partilham ou não a propriedade 
F. Neste caso obtemos quatro descrições chamadas de descrições de 
estrutura:
1) Todos são F (uma descrição de estado);
2) Dois Fs e um não-F (três descrições de estado); 
3) Dois não-Fs e um F (três descrições de estado); 
13 Consideremos a hipótese segundo a qual o indivíduo a não tem a propriedade 
F, ‘~Fa’. Aplicando o princípio da indiferença, a probabilidade desta hipótese é 
de ½, pois existem quatro, de entre as oito descrições de estado, em que a não 
possui F. Suponha-se que vimos a saber que o indivíduo c não tem a propriedade 
F, consistindo tal em toda a nossa informação. Todavia, a probabilidade de ‘~Fa’ 
continua a ser de ½. Intuitivamente, tal consequência parece ser incorrecta. 
Para que a função c* tenha algum valor no que respeita à aprendizagem através 
da experiência, i.e., para que c* que tenha algum valor indutivo, a informação 
que nos é oferecida através de qualquer frase consistente da linguagem deverá 
incrementar ou diminuir a probabilidade a priori da hipótese ‘~Fa’.
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4) Todos são não-Fs (uma descrição de estado)
A cada uma destas descrições de estrutura atribui-se a mesma pro-
babilidade de ¼, segundo o Princípio da Indiferença. E a cada uma 
das descrições de estado pertencentes a uma descrição de estrutura 
é dado uma igual parte do valor atribuído a esta última; neste caso, 
um valor de 1/12 para as descrições 2-4 e 5-7, e um valor de ¼ para 
as descrições 1 e 8. É, pois, importante notar que se confere um 
maior peso às descrições de estrutura homogéneas, 1 e 8 – em que 
os indivíduos partilham todos a mesma propriedade – o que Carnap 
considera estar de acordo com as nossas intuições indutivas.14 
Um dos problemas desta concepção diz respeito à arbitrarieda-
de envolvida na selecção do método para atribuir pesos relativos às 
descrições de estado e às descrições de estrutura que permite esta-
belecer m*. Existindo um número infinito de maneiras de o fazer, 
de modo a que a soma desses pesos relativos resulte no valor 1, de-
verá ser oferecida uma razão que justifique o método escolhido. Por 
exemplo, se acreditarmos que o universo em causa carece de unifor-
midade, ao contrário do que parece indicar a nossa intuição indutiva, 
então poderá ser atribuído um menor peso relativo às descrições de 
estado uniformes, ou seja, àquelas em que cada um dos indivíduos 
possui a mesma propriedade que os todos os outros. De acordo com 
esta suposição, no exemplo acima poderia ser atribuído um peso de 
1/20 às descrições de estrutura 1 e 8, e, claro, um igual peso de 9/20 
às restantes duas descrições de estrutura.15
14 O problema de aprendizagem através da experiência fica assim ultrapassado. 
A conjunção da hipótese ‘~Fa’ (h) com o dado observacional ‘~Fc’ (e) verifica-se 
nas descrições de estado 6 e 8, cujo peso relativo combinado, respectivamente 
1/12 e 1/4, é de 1/3. Isoladamente, ‘~Fc’, verifica-se nas descrições de estado 4 
e 6-8, tendo um peso relativo combinado de ½. Podemos, assim, calcular que o 
grau de confirmação da hipótese (h), pelo dado observacional (e), é de 2/3. 
32
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Verifica-se que o dado observacional contribui para o incremento do grau inicial 
de confirmação que atribuíamos à hipótese.
15 Este tipo de função confirmatória, que pode ser designada como “contra-
indutiva”, e que também permite “aprender com a experiência”, no sentido em 
que faz aumentar ou diminuir a probabilidade a priori da hipótese, foi apresentada 
por Burks (1953).
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Carnap (1952), consciente deste problema, propôs que se con-
siderasse não apenas uma função confirmatória única, mas sim um 
contínuo de funções confirmatórias, variando ao longo deste o mé-
todo de atribuir a priori pesos relativos às descrições. Nesse contínuo 
encontrar-se-iam aquelas funções que apresentassem um maior grau 
de plausibilidade intuitiva, de acordo com certos axiomas para os 
quais Carnap oferece igualmente uma justificação intuitiva.16 
Outro problema encontra-se relacionado com o conteúdo factual 
da função confirmatória. Pretende-se dos nossos métodos indutivos 
que nos digam algo acerca do mundo, i.e., que sejam acerca de ‘ques-
tões-de-facto’, segundo a terminologia de Hume. Contudo, os enun-
ciados acerca do grau de confirmação de uma hipótese por determi-
nados dados observacionais são analíticos, pois a escolha do método 
para determinar a função m* é feita a priori, assim como o cálculo 
do grau de confirmação. A resposta imediata de Carnap consiste em 
afirmar que existe conteúdo sintético nestes enunciados acerca do 
grau de confirmação, conteúdo esse presente nos enunciados que 
constituem os dados observacionais e, e que são, realmente, acerca 
do mundo. Pode-se insistir, ainda assim, que se mantém um pro-
blema relacionado com o carácter projectivo do raciocínio indutivo: 
como pode um enunciado sintético acerca do passado, juntamente com 
um enunciado analítico acerca do grau de confirmação, dizer-nos 
seja o que for acerca do futuro? (Salmon 1967: 76).
3.2 Reichenbach: frequências relativas
A solução para o problema da indução proposta por Reichenbach 
(1971) é habitualmente designada como MXVWLÀFDomRSUDJPiWLFDGDLQ-
dução. O argumento de Reinchenbach apela para a possibilidade de 
sucesso das nossas práticas indutivas, principalmente quando com-
paradas com outras práticas utilizadas para se efectuarem previsões. 
A justificação de Reichenbach não tem como objectivo provar, de 
16 Jeffrey (1973) distingue dois sentidos em que o termo lógico pode ser 
interpretado quando aplicado à função confirmatória de Carnap: 1) como não-
factual, tal como ‘seno’ ou ‘log 10’ são ‘funções lógicas’; e 2) que os ‘valores 
(da função denotada) se encontram de acordo com as nossas intuições indutivas’, 
encontrando-se estas últimas reflectidas nos referidos axiomas. Para uma crítica 
à consistência desses axiomas, ver Fine (1973: 202).
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uma forma dedutiva ou indutiva, a verdade das conclusões das nossas 
inferências indutivas, encontrando-se, neste aspecto, de acordo com 
Hume no que respeita à futilidade de tal empreendimento. 
Sabendo-se que não é possível provar que a natureza é suficiente-
mente uniforme para garantir o sucesso das nossas inferências pre-
ditivas, resta-nos aceitar o seguinte raciocínio condicional: se a na-
tureza for uniforme, então a indução funciona; se não o for, então a 
indução falha. Por exemplo, não podemos provar a priori que o uso de 
cartas de tarot funciona, ou não, para prever o futuro, seja a natureza 
uniforme ou não. Contudo, se a natureza for realmente uniforme, a 
indução tem de funcionar. Daí a asserção de que o método indutivo 
será bem sucedido, se qualquer outro método puder ter sucesso; por 
outras palavras, a indução é o melhor método que temos ao nos-
so dispor para efectuarmos inferências ampliativas, venha ou não a 
provar-se o seu sucesso. 
Em The Theory of Probabililty, Reichenbach (1971) insere a justifi-
cação do uso de uma regra indutiva específica no contexto mais geral 
da formulação de uma teoria da probabilidade – com o seu conjunto 
próprio de axiomas, e uma correspondente interpretação do termo 
probabilidade, designada como frequencista. De acordo com esta in-
terpretação, o termo probabilidade refere uma relação entre classes 
de acontecimentos, P($, B), em que $ constitui a classe de referência 
e B a classe dos atributos. Por exemplo, $ pode ser a classe de aconte-
cimentos que consistem em ‘atirar a moeda x ao ar’ e B a classe de 
acontecimentos que consistem em ‘atirar a moeda x ao ar e sair cara’. 
O valor de uma probabilidade consiste, assim, na frequência com que 
um determinado acontecimento, a que está associado um atributo, 
ocorre numa série de observações repetidas de acontecimentos que 
fazem parte da classe de referência; ou seja, a frequência com que sai 
cara numa série de lançamentos de uma moeda x. 
O frequencismo de Reichenbach é designado como hipotético 
ou LQÀQLWLVWD, caracterizando-se pela adopção de classes infinitas. A 
constatação empírica de que as variações da frequência relativa de 
um acontecimento se vão tornado cada vez mais pequenas à medida 
que a série de acontecimentos vai aumentando, constitui a base do 
pressuposto fundamental da interpretação frequencista: que a fre-
quência relativa de um acontecimento converge na direcção de um 
limite à medida que a sequência de acontecimentos pertencentes à 
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classe de referência vai aumentando indefinidamente. 
A regra indutiva de Reichenbach, designada como indução por 
enumeração, segue-se directamente da aplicação deste pressuposto. 
Supondo-se que temos uma sequência infinita de acontecimentos 
$, e queremos inferir o limite da frequência relativa com que es-
tes acontecimentos exibem o atributo B. Seja ijBAF i /),(   a fre-
quência (j) relativa de B relativamente aos primeiros i acontecimen-
tos da sequência $. Eis a regra indutiva: dado que ijBAF i /),(   
inferir que ijBAF n
n
/),(lim  fo . Se este limite existir, então 
),(lim),( BAFBAP n
n fo . Idealmente, à medida que n vai crescendo, 
ou à medida que a cardinalidade do argumento vai aumentando, o 
intervalo de exactidão com que o limite é calculado vai diminuindo, 
e os valores de nF , ou da P($, B), vão sendo progressivamente cor-
rigidos (Reichenbach 1971: 474).
Se o argumento apresentado no início da secção era bastante 
vago, referindo a possibilidade da natureza ser VXÀFLHQWHPHQWHXQLIRUPH 
(não se sabendo o quão uniforme esta teria de ser), agora, na sua ver-
são técnica, o argumento, ou a justificação da indução, ao depender 
da definição de limite, torna-se precisa: dependendo do intervalo de 
exactidão com que pretendemos inferir o limite da frequência, existe 
sempre um ponto da sequência de acontecimentos a partir do qual 
o valor do limite se encontra nesse intervalo de exactidão, embora 
nunca possamos saber com rigor qual é esse ponto; na linguagem 
da estatística, isto significa que nunca poderemos saber quão gran-
des terão de ser as nossas amostras para obtermos esse intervalo. 
O postulado da existência de um limite da frequência substitui, na 
teoria de Reichenbach, o postulado da uniformidade da natureza em 
Hume. Se o problema clássico da justificação era o de saber se as nos-
sas inferências indutivas conduziam a conclusões verdadeiras, na sua 
versão estatística o problema consiste em saber se a regra da indução 
é um método de aproximação adequado para se determinar o valor 
da frequência relativa de um acontecimento; o que, pressupondo a 
existência do limite, Reichenbach conclui que sim.
Um dos problemas que esta justificação encontra decorre natu-
ralmente dos problemas que a concepção de probabilidade que lhe é 
subjacente enfrenta. É comum atribuírem-se probabilidades não ape-
nas a acontecimentos que fazem parte de sequências, mas também 
a acontecimentos únicos, irrepetíveis. Fala-se da probabilidade de 
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chover amanhã, da probabilidade de alguém com certas caracterís-
ticas se doutorar em Filosofia, da probabilidade de Nixon ter sabido 
das escutas em Watergate, etc. A solução frequencista consiste na 
tentativa de encontrar classes de referência nas quais se possa incluir 
o acontecimento irrepetível. Mais precisamente, de acordo com a 
sugestão de Salmon (1967: 91), tentando incluí-lo na classe de refe-
rência mais abrangente e homogénea possível.17 
Quanto à previsão meteorológica, a classe de referência é tida 
como implícita, consistindo, por exemplo, na sequência de dias sem 
chover (possuindo esses dias certos atributos em comum) que an-
tecederam um dia de chuva. Já no caso de Nixon a tarefa torna-se 
mais complicada. Encontrar uma classe de referência que abranja a 
totalidade dos atributos relevantes, que cumpra a necessidade de se 
encontrar um número razoável de casos, de modo a formar uma se-
quência, poderá parecer uma tarefa quase impossível, considerando 
a arbitrariedade que pode estar envolvida no processo. A solução fre-
quencista para estes casos consiste em determinar a probabilidade da 
verdade de proposições asseridas por Nixon. Teríamos, assim, a P($, 
B) em que $ constituiria a classe de referência, composta por um 
determinado número de proposições asseridas por Nixon, e B a sub-
-classe destas que são verdadeiras (Vickers 2011: 41-43).
No caso de Carnap, a probabilidade de qualquer frase da lin-
guagem, dada a função c*, era fixa e determinada a priori através da 
aplicação do Princípio da Indiferença. No método de Reichenbach, 
embora possa existir alguma arbitrariedade na selecção da classe de 
referência, o cálculo da probabilidade de acontecimentos únicos pa-
rece ter uma relação com os factos e a experiência mais forte do que 
o método de Carnap, pois essa classe de referência é determinada, 
precisamente, pelos factos e experiência passada.
Estes casos de acontecimento único retiram à concepção frequen-
cista uma certa versatilidade na sua aplicação a todas as situações em 
que o termo provável pode ser utilizado com sentido. Nesta medida, a 
direcção subjectivista que o tratamento científico da noção de proba-
bilidade acabou por tomar, atesta bem da necessidade de contornar 
17 Tratando-se de um processo indutivo, quanto maior for o número de casos, 
mais fiável será o valor do limite. Por outro lado, convém tentar eliminar da 
sequência o maior número de casos com atributos irrelevantes.
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este problema de uma maneira plausível e eficaz.
3.3 $DERUGDJHPED\HVLDQD
O bayesianismo é a perspectiva segundo a qual a noção de proba-
bilidade pode ser interpretada de maneira subjectiva, especificando 
o grau de crença numa determinada proposição. A teoria bayesiana 
da confirmação diz-nos que novo grau de crença é racional adop-
tar quando obtemos novos dados observacionais que confirmam as 
nossas hipóteses, tendo em conta os nossos graus de crença anterio-
res. Trata-se, pois, de uma teoria que nos permite atribuir um valor 
quantitativo preciso ao modo como um determinado corpo de infor-
mação observacional serve para confirmar racionalmente as nossas 
hipóteses científicas.
Ramsey (1964) foi um dos primeiros a construir uma teoria sub-
jectiva da probabilidade. Ao constatar a estreita conexão entre cren-
ças, desejos e acções, Ramsey compreendeu também o seguinte: se, 
por exemplo, estivermos dispostos a apostar em Brigadier Gerard para 
ganhar a corrida, então também estamos dispostos a apostar na ver-
dade da crença segundo a qual Brigadier Gerard vai ganhar a corrida. 
Se estivermos dispostos a apostar numa hipótese de 8/10 em Brigadier 
Gerard, então o nosso grau de crença em como ele irá ganhar é de 0.8 
e, respectivamente, 0.2 em como ele irá perder. 
Um céptico poderá argumentar que uma teoria da probabilida-
de baseada em meros palpites não pode ser aplicada com seriedade 
ao tratamento de questões científicas. Contudo, De Finetti (1964) 
conseguiu provar que se as nossas atribuições subjectivas de probabi-
lidade forem coerentes entre si, então elas encontram-se de acordo 
com os axiomas da teoria elementar de probabilidades. Mais, tam-
bém pôde ser demonstrado que se as nossas atribuições subjectivas 
de probabilidade estiverem de acordo com o cálculo de probabilida-
des, então elas têm de ser coerentes. Logo, a conformidade com os 
axiomas do cálculo de probabilidades é uma condição necessária e 
suficiente para a coerência subjectiva das nossas atribuições de pro-
babilidade ou, o que é o mesmo, para a coerência dos nossos graus 
de crença.18 Uma das ideias fundamentais do bayesianismo consiste, 
18 Horwich (1982: 26-28) também demonstra este resultado.
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assim, na determinação de um importante critério de racionalidade 
para agentes e detentores de crenças em geral, que permite classificá-
-los como coerentes, ou racionais, caso as suas crenças exemplifi-
quem a referida conformidade.
Mas o céptico pode ainda insistir: ‘E se sairmos da pista de cor-
ridas sem nada nos bolsos? Os nossos palpites, apesar de coerentes, 
estavam todos errados. Não existindo qualquer base empírica que os 
sustente, a coerência das nossas atribuições subjectivas de probabi-
lidade não parece ser um critério de racionalidade suficientemente 
forte e restritivo para poder ser aplicado à investigação científica’. 
Contudo, uma das motivações para desenvolver uma teoria subjectiva 
de probabilidade consistiu, precisamente, na constatação da dificul-
dade que a interpretação frequencista mostrava em dar conta da ideia 
de que é razoável atribuir probabilidades a acontecimentos únicos e 
irrepetíveis, entre os quais se podem encontrar certas consequências 
observáveis das teorias científicas. Será, pois, a aplicação regrada do 
teorema de Bayes (ver apêndice) que irá disciplinar a atribuição de 
probabilidades subjectivas para efeitos de confirmação de hipóteses 
científicas, tarefa para a qual a interpretação frequencista não ofere-
cia um método. Consideremos a formulação seguinte do teorema:
)(
)|()(
)|(
EP
HEPHP
EHP  
em que P(H|E) lê-se como ‘probabilidade da hipótese dada a obser-
vação’; P(H) como ‘probabilidade prévia da hipótese’; P(E|H) como 
‘probabilidade da observação dada a hipótese’; e P(E) como ‘proba-
bilidade prévia da observação’. Assim, uma certa hipótese é confir-
mada por uma certa observação se, e somente se, a P(H|E)>P(H); e 
uma hipótese é infirmada por uma certa observação se, e somente 
se, P(H|E)<P(H).
Na posse dos termos fundamentais, podemos agora afirmar que 
o uso regrado do teorema irá disciplinar a atribuição de probabilida-
des prévias às nossas hipóteses científicas e, desse modo, permitir-
-nos responder ao céptico. Considere-se um exemplo utilizado para 
mostrar como funciona o processo de confirmação (Zilhão 2007: 
329). Uma das consequências que a Teoria da Relatividade Geral de 
Einstein previa era a de que a trajectória da luz encurvaria perto 
do Sol. Em 1919 foi realmente observado este fenómeno. Podem, 
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assim, atribuir-se à hipótese (H) e aos dados observacionais (E), va-
lores de probabilidade que nos permitem aplicar o teorema de Bayes. 
Por exemplo, dado o carácter controverso, à data, da teoria de Eins-
tein, podemos talvez dizer que P(H)=0.2; como os dados observa-
cionais constituíam aqui uma consequência lógica da hipótese, então 
P(E)3(H), daí P(E)=0.3; como o fenómeno previsto se verificou, 
então P(E|H)=1. Substituindo estes dados no teorema resulta que 
P(H|E)=2/3. 
O que este resultado nos mostra é que, a partir da observa-
ção realizada, houve um incremento de probabilidade da hipótese 
(P(H|E)>P(H)). Ou seja, de um grau subjectivo de crença de 0.2 na 
teoria de Einstein, passou-se para um grau subjectivo de crença de 
0.66. A confiança em que a teoria seria verdadeira saiu bastante re-
forçada depois da observação de uma das suas consequências previs-
tas, o que corresponde a uma confirmação da hipótese. É claro que 
se se tivesse observado que o fenómeno previsto não se verificava, 
então P(E|H) teria de ser igual a zero. Aplicando este resultado ao 
teorema, teríamos que P(H|E)=0. Neste caso a hipótese teria sido 
infirmada (P(H|E)<P(H)).
O processo de confirmação pode ser levado a cabo aplicando-se a 
regra da condicionalização: o valor obtido, a probabilidade da hipó-
tese dada a observação, irá substituir o valor da probabilidade prévia 
da hipótese em caso de nova aplicação do teorema, dada a descoberta 
de novos dados observacionais (confirmatórios ou infirmatórios). Ou 
seja, nessa nova aplicação do teorema, o valor prévio da hipótese se-
ria de 0.66. O aspecto ampliativo da teoria consiste, assim, em espe-
rar que o valor prévio da hipótese vá aumentando progressivamente, 
confirmando cada vez mais a hipótese, convergindo para o valor 1.
A regra da condicionalização é, ela própria, uma maneira de res-
ponder a um dos desafios enfrentados pela teoria: o problema da 
suposta arbitrariedade das atribuições de um valor à probabilidade 
prévia da hipótese.19 Ou seja, dois indivíduos poderão atribuir proba-
bilidades completamente diferentes à hipótese inicial e ambos terem 
19 Existe, também, um problema com a atribuição de um valor à probabilidade 
prévia da observação. Contudo, este não é tão grave, pois é possível substituir 
este conceito pelo de ‘probabilidade da observação considerada à luz de todas 
as hipóteses possíveis, mutuamente exclusivas’. Neste caso utiliza-se uma outra 
versão do teorema de Bayes, que não envolve P(E) (ver apêndice).
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uma justificação racional para acreditarem nessa hipótese em deter-
minado grau. A resposta mais comum consiste em apelar para a noção 
de convergência. Mesmo começando com probabilidades ‘heréticas’, 
será possível modificá-las à medida que a nova informação se vai acu-
mulando, através da aplicação sucessiva da regra da condicionalização 
(Jeffrey 1983: Cap. 11). Ou seja, a aplicação da regra fará com que as 
probabilidades iniciais do perito e do leigo se aproximem progressi-
vamente até convergirem num determinado valor que corresponde-
ria ao grau de crença que é racionalmente mais adequado. No caso do 
apostador inexperiente, ele pode mesmo obter informação preciosa 
na enorme colecção de dados que os seus colegas frequencistas vão 
recolhendo. Mas, se nos casos em que a informação vai surgindo com 
frequência, e é de tipo quantitativo, a perspectiva de convergência é 
favorável, já nos casos em que é difícil obter novos dados, e a prova é 
de um tipo mais impreciso, a convergência pode tornar-se num pro-
cesso bastante demorado ou até num objectivo utópico.
Outro dos problemas desta teoria, formulado por Glymour (1980: 
63-93), é o chamado problema da evidência velha [old-evidence problem]. 
Um dado observacional verificado antes de uma determinada hipó-
tese ter sido proposta, e ao qual é atribuído uma probabilidade de 
valor 1, não pode oferecer qualquer confirmação para a hipótese em 
causa, pois se P(E)=1, então P(H|E)=P(H). Por exemplo, o avanço 
do periélio de Mercúrio era um dado observacional bem conhecido 
antes da formulação da Teoria da Relatividade Geral; contudo, este 
dado é tido como mais relevante para a verdade da teoria do que o 
‘novo’ dado acima referido do encurvamento da luz perto do Sol.20 
Numa formulação mais geral do problema (Huber 2005: 101-107), 
se um determinado dado observacional, positivamente relevante 
para a confirmação de uma hipótese, vier a ser verificado, então o 
mesmo deixará de oferecer qualquer confirmação. Conversamente, 
quanto menos se acredita na possibilidade de ocorrência de um certo 
dado observacional, maior é o seu contributo para a confirmação de 
uma hipótese.
Uma solução proposta para este problema consiste em afirmar 
que aquilo que aumenta a confiança do agente em H não é propria-
20 Para uma exposição clara do problema, através deste exemplo, ver Howson 
e Urbach (1993: 297-301).
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mente a verificação de E, mas sim a descoberta de uma relação lógica 
ou matemática entre H e E (Garber 1983). Contudo, quando P(H 
implica E)=1, em todos os momentos do tempo (i.e., desde que a hi-
pótese é proposta), não pode, então, existir lugar para a descoberta 
de uma relação lógica ou matemática entre H e E. Ou seja, o agente 
só se encontra interessado em E, porque sabe precisamente que H 
implica logicamente E.
Outra tentativa de solução consiste em propor que a relação de 
confirmação depende, e deve ser calibrada, de acordo com um racio-
cínio contrafactual (Howson e Urbach 1993): qual o efeito no nosso 
grau de crença em H, que a constatação de E teria, na suposição de 
que E ainda não foi constatado? Huber (2005) critica, no entanto, 
esta solução, mostrando que ela não permite descartar as probabili-
dades prévias iniciais dos agentes, o que afectaria o processo de con-
dicionalização, tornando, assim, impossível a convergência.
4 O novo problema da indução
O predicado verdul, introduzido por Goodman (1983), veio dar ori-
gem a um paradoxo indutivo diferente do antigo problema da in-
dução. Brevemente, o predicado verdul aplica-se a ‘todas as coisas 
examinadas antes de um tempo futuro t, apenas no caso de serem 
verdes, ou a todas as outras apenas se forem azuis’ (Goodman 1983: 
74).21 Ou seja, um objecto x pode ser classificado como verdul se, e 
apenas se, preencher uma das duas seguintes condições: 1) x já foi 
examinado e é verde, ou 2) x ainda não foi examinado e é azul.
A nossa experiência a respeito de esmeraldas têm vindo a confir-
mar a hipótese ‘Todas as esmeraldas são verdes’, contribuindo para 
se formar em nós a crença forte de que, por exemplo, se observar-
mos uma esmeralda no ano 2500, ela também será verde. Contudo, 
o problema surge quando tentamos confirmar a hipótese ‘Todas as 
esmeraldas são verduis’, pois a informação que temos à nossa disposi-
ção para confirmar a hipótese ‘Todas as esmeraldas são verdes’ serve 
igualmente para confirmar a hipótese ‘Todas as esmeraldas são ver-
21 Da mesma maneira, azerde pode ser definido como o predicado que se aplica 
a todas as coisas examinadas antes de um tempo futuro t, apenas no caso de serem 
azuis, ou a todas as outras apenas se forem verdes.
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duis’. Como desejamos alicerçar a nossa prática indutiva em hipóte-
ses fortemente confirmadas, parece legítimo efectuar uma previsão 
de acordo com a qual uma esmeralda observada depois de 2500 será 
azul, obtendo-se, assim, duas previsões incompatíveis, uma delas 
contrariando fortemente a nossa crença de que as esmeraldas conti-
nuarão a ser verdes depois do ano 2500.
Este paradoxo é compreendido no contexto de um projecto espe-
cífico em filosofia da ciência: formular uma teoria lógica da confir-
mação. Esta teoria, desenvolvida por Hempel (1945), consiste numa 
tentativa de definir os princípios que determinam aquilo que deve 
contar como boa observação para confirmar hipóteses de carácter 
geral com conteúdo empírico. Mais precisamente, numa tentativa 
de formalizar o modo através do qual a confrontação de uma dada 
hipótese com um conjunto de dados observacionais pode contribuir 
para aumentar ou diminuir a fiabilidade dessa hipótese. 
Ao contrário do que sucedia com a abordagem probabilística, em 
que se pretendia determinar de uma forma quantitativamente precisa 
o grau de confirmação de uma hipótese, a teoria lógica da confir-
mação assume, por seu lado, uma natureza qualitativa, relacionada 
com a satisfação de predicados por certos objectos, sendo a relação 
de confirmação obtida entre duas proposições: uma hipótese do tipo 
‘Todos os Fs são Gs’, e um exemplar dessa hipótese, também ele uma 
proposição, ‘Este F é G’.
A intuição que está na base da teoria é a de que as hipóteses são 
confirmadas pelas suas realizações positivas. Ao princípio fundamen-
tal da mesma Hempel chamou Condição de Nicod (CN) (ver Nicod 
1924): 
CN: Hipóteses de carácter geral, com conteúdo empírico, do 
tipo ‘(∀x) [F(x)→G(x)]’, deixam-se confirmar por dados obser-
vacionais que podem ser expressos por ‘F(a)∧G(a)’, e deixam-se 
infirmar por dados observacionais que podem ser expressos por 
‘F(a)∧~G(a)’.
Assegurando-nos de que hipóteses como ‘Todas as esmeraldas são 
verdes’ se encontrariam confirmadas, seria possível qualificar certos 
predicados como projectáveis, dada a fiabilidade com que poderiam 
ser utilizados em argumentos indutivos preditivos com conclusões 
do tipo ‘A próxima esmeralda observada será verde’. O objectivo de 
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Goodman, ao introduzir um predicado como verdul, consistiu em 
mostrar que, apesar de intuitivamente plausível, a teoria de Hempel, 
ao focar-se apenas nos aspectos sintácticos das frases utilizadas para 
exprimir as hipóteses e os exemplares – ou, se quisermos, apenas na 
sua forma lógica – pode ser demasiado liberal, autorizando a confir-
mação de hipóteses que não desejamos ver confirmadas.
Como Jackson (1975) mostrou, nem todas as interpretações de 
verdul são geradoras de paradoxo, por isso convém tornar claro qual 
destas é realmente problemática. Consideremos a que Jackson consi-
dera uma paráfrase da definição de Goodman, 
x é verdul em t sse [(x foi observado e x é verde em t) ou (x não foi ob-
servado e x é azul em t)] (Jackson 1975: 118).
Importa notar, desde logo, que apesar da propriedade se encontrar 
temporalmente indexada, esta indexação não é parte essencial da de-
finição de verdul. Retirando-se a indexação, obtém-se, ainda assim, 
uma definição equivalente que continua a ser geradora de paradoxo 
(na medida em que é confirmada pelos dados da experiência),
x é verdul sse [(x foi observada e x é verde) ou (x não foi observada 
e x é azul)].22
Parecem existir duas estratégias possíveis para resolver este parado-
xo. Uma delas consiste em classificar predicados do tipo verdul como 
inadequados para efeitos de confirmação e previsão (Salmon 1963). 
Contudo, nada parece existir na sintaxe disjuntiva de predicados 
como verdul que os tornem, em princípio, não-passíveis de confirma-
ção e projecção.23 Considere-se a propriedade gasólido:
22 A propriedade de Hume é do tipo ‘(x é verde ∧ µ(x)) ∨ (x é azul ∧ ~µ(x))’, 
tal que a extensão de µ(x) corresponde a todas as esmeraldas observadas, e a partir 
das quais projectamos, e ~µ(x) a todas as esmeraldas não-observadas, e para as quais 
efectuamos a projecção. Uma maneira de efectuar esta distinção é indexando 
temporalmente o predicado ser observado, embora o mesmo efeito gerador de 
paradoxo pudesse ser alcançado, por exemplo, através de uma indexação espacial, 
em que µ(x) seria interpretado como VHUREVHUYDGRQDVXSHUItFLHGD7HUUD e ~µ(x) como 
VHUREVHUYDGRQDVXSHUItFLHGH0HUF~ULR.
23 Tal como Goodman mostrou, os predicados verde/azul não são mais básicos 
ou primitivos do que os predicados verdul/azerde, pois cada um destes pares pode 
ser definido em termos do outro. Tendo verdul/azerde na nossa linguagem base, 
verde pode ser definido da seguinte maneira: Aplica-se a todas as coisas examinadas 
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x é gasólido sse [(x encontra-se acima de 356,73ºC e x é gasoso) ou 
(x encontra-se a menos de 356,73ºC e x é sólido)].
Esta propriedade aplica-se com verdade ao elemento químico mer-
cúrio. O aspecto relevante é o seguinte: o engenho de Goodman 
consistiu em encontrar uma condição – ser observado [being sampled] 
– incorporada na definição de verdul, que impede que tenhamos uma 
teoria sintáctica da confirmação. Acontece que é o sentido específico 
desse predicado que faz com que ele não seja projectável de acordo 
com as regras de confirmação que temos ao nosso dispor, i.e., de 
acordo com CN. 
A segunda estratégia disponível, seguida por Jackson, consiste em 
tentar reformular CN de modo a prevenir que uma hipótese a respei-
to do predicado verdul possa admitir confirmação. Um dos aspectos 
que devemos imediatamente considerar é que, em geral, não acre-
ditamos que o facto de termos observado, ou não, um determinado 
objecto tenha alguma influência nas suas propriedades objectivas. No 
caso em consideração, o que faz com que uma esmeralda seja verdul 
é o facto de já a termos observado. Contudo, sabemos perfeitamente 
que as esmeraldas que ainda não foram observadas são e serão verdes, 
tal como as esmeraldas que já observámos. Em suma, sabemos que as 
esmeraldas que ainda não observámos não possuem uma propriedade 
importante, nomeadamente, a propriedade que faz com que as es-
meraldas já observadas sejam verduis: a propriedade de já terem sido 
observadas. Podemos, assim, refinar CN de modo a acomodar esta 
informação fundamental: 
CN2: Uma hipótese do tipo ‘Todos os Fs são Gs’ é confirmada 
pelos seus exemplares sse não existe uma propriedade H, tal que 
todos os Fs são Hs e, caso não fossem Hs, não seriam Gs.
antes do tempo futuro t, apenas no caso de serem verduis, ou a todas as outras 
apenas se forem azerdes. Norton (2006) argumenta que esta simetria formal 
entre as definições é precisamente aquilo que derrota o propósito do enigma de 
Goodman: mostrar que as nossas regras indutivas não conseguem distinguir entre 
várias continuações possíveis de um padrão – como o pão alimenta ou as esmeraldas 
são verdes – para o qual temos informação disponível. Empregando definições da 
Física, Norton tenta mostrar que onde essa simetria se verifica, os factos físicos 
descritos são os mesmos e, como tal, impossíveis de distinguir por qualquer regra 
indutiva.
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Neste caso, H corresponde à propriedade que consiste em já ter sido 
observado, que as esmeraldas possuem e que, caso não possuíssem, 
não seriam verduis. De acordo com CN2, a hipótese ‘Todas as es-
meraldas são verduis’ deixa de ser confirmada pela observação de 
esmeraldas verdes. O mesmo se passaria com outro exemplo em que 
a hipótese ‘Todos os camarões são cor-de-rosa’ deixaria de poder ser 
confirmada por um conjunto de observações constituídas por um 
número razoável de camarões cor-de-rosa, na medida em que, neste 
caso, H consistiria na propriedade ‘estar cozido’.
Contudo, se nos colocarmos na posição de um observador in-
génuo de camarões, ele parece ter realmente uma justificação para 
acreditar na hipótese. Mas talvez CN2 possa ser melhor refinada de 
modo a acolher as nossas intuições acerca da justificação das nossas 
crenças indutivas. Em primeiro lugar, a regra terá de incorporar a se-
guinte noção: um determinado conjunto de observações que contém 
um contra-exemplo de uma hipótese (neste caso um camarão cinzen-
to) não pode, obviamente, servir para confirmar essa hipótese.
CN3: Uma hipótese do tipo ‘Todos os Fs são Gs’ é confirmada 
por um conjunto de observações contendo os seus exemplares, e 
não contendo qualquer contra-exemplo, sse não existe uma pro-
priedade H, tal que todos os Fs são Hs e, caso não o fossem, não 
seriam Gs.
Em segundo lugar, o que se passa com o nosso observador é que ele 
não conhece a relação que existe entre a cozedura de um alimento 
e a sua respectiva cor. Ou seja, para termos uma regra que regule 
adequadamente a nossa prática confirmatória, não é suficiente supor 
a verdade da proposição segundo a qual não existe uma propriedade 
H, tal que todos os Fs são Hs e que, caso não o fossem, não seria Gs. 
É também necessário que essa proposição esteja incluída no conjunto 
de observações à disposição do observador.
De acordo com Sainsbury (1995), esta ideia exprime a convicção 
de que a informação observacional deve ser ‘transparente’. Ou seja, 
para que um conjunto de observações se constitua numa justificação 
para confirmar uma hipótese, temos de ser capazes de verificar se 
isso é o caso examinando a priori a informação observacional e a hipó-
tese. E porquê? Porque se necessitássemos de confirmação para qual-
quer hipótese, segundo a qual um determinado corpo de informação 
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observacional serve para confirmar uma determinada hipótese, te-
ríamos então uma regressão ao infinito, caso em que não teríamos 
confirmação alguma. Torna-se, assim, necessário que pelo menos al-
guma da nossa informação observacional seja transparente no sentido 
referido. O corpo de informação observacional terá, portanto, de 
conter a proposição segundo a qual não existe uma propriedade H, 
tal que todos os Fs são Hs e, caso não o fossem, não seriam Gs. CN3 
transforma-se, assim, em CN4: 
CN4: Uma hipótese do tipo ‘Todos os Fs são Gs’ é confirmada por 
um conjunto de observações contendo os seus exemplares, e não 
contendo qualquer contra-exemplo, sse os dados observacionais 
disponíveis não incluírem qualquer indicação de que exista uma 
propriedade H, tal que todos os Fs são Hs e, caso não o fossem, 
não seriam Gs.
Em conclusão, apesar de refinada, a regra tem os seus limites, os 
quais se prendem com a informação observacional prévia que o ob-
servador possui. CN4 parece realmente impedir a confirmação da 
hipótese ‘Todas as esmeraldas são verduis’, pois faz parte do nosso 
conhecimento prévio que as esmeraldas são gemas e que estas, tanto 
quanto sabemos, não mudam de cor. É, todavia, possível conceber 
situações em que, por exemplo, alguém é completamente ingénuo 
acerca da alteração de cor dos alimentos e, no entanto, ser competen-
te em geral nas suas práticas indutivas. Neste caso, CN4 não conse-
gue contrariar a nossa intuição de que o observador tem justificação 
para acreditar na hipótese geral ‘Todos os camarões são cor-de-rosa’.
Se não formos demasiado exigentes, podemos aceitar a reformu-
lação CN4, bloqueando assim a confirmação de hipóteses contradi-
tórias através do mesmo conjunto de observações, como no caso do 
verdul. No entanto, isto não é incompatível com a aceitação de que 
CN4 tem os seus limites, concluindo-se que, afinal, a noção de con-
firmação não é absoluta, mas sim relativa ao conhecimento prévio de 
cada observador, o que estaria de acordo com a habitual precariedade 
do raciocínio indutivo em geral.
5 Conclusão
O problema da indução apresenta-se como um problema vivo e re-
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corrente em filosofia, no qual têm confluído diversas disciplinas fi-
losóficas. A aproximação pluridisciplinar tem enriquecido o proble-
ma com uma multiplicidade tal de abordagens e técnicas, as quais 
colocam problemas acrescidos à redacção de um artigo de estado da 
arte. Houve escolhas a fazer e, necessariamente, muito material teve 
de ser a priori excluído, quer por implicar uma redacção bastante 
extensa, quer por ser demasiado breve e insubstancial. Por exemplo, 
abordagens avançadas no âmbito da teoria das probabilidades tiveram 
de ficar de fora. As mesmas exigiriam a redacção de um amplo mate-
rial técnico introdutório, com vista a poderem ser apropriadamente 
discutidas (e.g., Horwich 1982: 73-99). Em alternativa, escolhemos 
três teorias de probabilidades – Carnap, Reichenbach e bayesianismo 
–, que fizeram escola na área, evitando aspectos técnicos demasiado 
prolixos sobre o assunto. Por sua vez, considerações avulsas ao pro-
blema, ainda que interessantes, mas sem suporte teórico substancial, 
também ficaram de fora (e.g., a falácia dos quantificadores de Sober 
(1988: 68)). Em alternativa, escolhemos soluções e dissoluções ao 
problema que fossem suportadas num aparato teórico substancial. É 
nosso desejo que este artigo possibilite ao investigador interessado 
um panorama geral das teorias mais salientes na literatura contem-
porânea sobre o problema da indução.24
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Apêndice
1 Axiomas da teoria elementar de probabilidades
'HÀQLomR. Consideremos uma experiência H. Seja S o espaço amostral 
associado à experiência H, isto é, S é o conjunto de todos os resul-
tados possíveis de H. Seja o acontecimento $ (associado ao espaço 
amostral S e à experiência H) um conjunto de resultados possíveis, 
isto é, $ é um conjunto de estado de coisas; $ é um subconjunto de 
S. A cada acontecimento $ pode ser associado um número real re-
presentado por P($), chamado de SUREDELOLGDGHGH$, e que satisfaz as 
propriedades seguintes:
 P($
(2)  P (S) = 1
(3) Se $ e B são acontecimentos mutuamente exclusivos, 
        P($∨B)=P($)+P(B)    
2 Teorema de Bayes
1. Caso simples:
a) dependente de P(E),  
)(
)|()(
)|(
EP
HEPHP
EHP  
b) não dependente de P(E), 
)|()()|()(
)|()(
)|(
HEPHPHEPHP
HEPHP
EHP  
2. Caso geral:
Seja B1, B2, …, Bk uma partição do espaço amostral S (i.e., B1, B2, …, 
Bk são (1) mutuamente exclusivos em S, (2) conjuntamente exausti-
vos de S e (3) P(Bi) > 0 para todo i e seja $ um acontecimento asso-
ciado a S: ¦   kj jj iii BPBAP BPBAPABP 1 )()|( )()|()|( i = 1, 2,…, k.
