Cyclical thrombocytopenia (CT) is a rare hematological disease characterized by periodic oscillations in the platelet count. Although first reported in 1936, the pathogenesis and an effective therapy remain to be identified. Since besides fluctuations in platelet levels the patients hematological profile have been consistently normal, a destabilization of a peripheral control mechanism might play an important role in the genesis of this disorder. In this paper, we investigate through computer simulations the mechanisms underlying the platelet oscillations observed in CT. First, we collected the data published in the last 40 years and quantified the significance of the platelet fluctuations using Lomb-Scargle periodograms. Our analysis reveals that the incidence of the statistically significant periodic data is equally distributed in men and women. The mathematical model proposed in this paper captures the essential features of hematopoiesis and successfully duplicates the characteristics of CT. With the same parameter changes, the model is able to fit the platelet counts and to qualitatively reproduce the TPO oscillations (when data is available). Our results indicate that a variation in the megakaryocyte maturity, a slower relative growth rate of megakaryocytes, as well as an increased random destruction of platelets are the critical elements generating the platelet oscillations in CT. r
Introduction
All blood cells arise from a common origin in the bone marrow, the hematopoietic stem cells (HSC). HSC are morphologically undifferentiated cells which can either proliferate or differentiate to produce all types of blood cells (erythrocytes, neutrophils and platelets). The proliferation of the stem cells and progenitor cells is controlled by a negative feedback system mediated by hematopoietic cytokines. Erythropoietin (EPO) is the hormone that mediates the RBC production, granulocyte colony stimulating factor (G-CSF) controls the regulation of neutrophils, and thrombopoietin (TPO) known as C-Mpl ligand or megakaryocyte growth and development factor, is the primary regulator of thrombopoiesis.
Hematopoiesis is a homeostatic system and, consequently, most disorders of its regulation lead to chronic failures in the production of either all or only one blood cell type. Among the wide range of diseases affecting the blood cells, there are some which are characterized by predictable oscillations in one or more cellular elements of the blood. They are called periodic or dynamical diseases (Glass and Mackey, 1988) . The investigation of their dynamic character offers an opportunity to enrich our knowledge about some regulation processes of blood cell production and may suggest better therapeutic strategies (Foley et al., 2006) . Cyclical neutropenia (Colijn and Mackey, 2005a; Haurie et al., 1998 Haurie et al., , 1999 Haurie et al., , 2000 , periodic chronic myelogenous leukemia (Colijn and Mackey, 2005a; Fortin and Mackey, 1999) , periodic autoimmune ARTICLE IN PRESS www.elsevier.com/locate/yjtbi 0022-5193/$ -see front matter r 2007 Elsevier Ltd. All rights reserved. doi:10.1016 All rights reserved. doi:10. /j.jtbi.2007 hemolytic anemia (Mackey and Glass, 1977) and cyclical thrombocytopenia (CT) (Swinburne and Mackey, 2000) are some classical examples of dynamical hematological diseases. Diseases like periodic chronic myelogenous leukemia (PCML) and cyclical neutropenia (CN), which involve fluctuations in all major blood cell lines with the same period on a given subject, are believed to arise in the stem cell compartment in the bone marrow. Since in CT or periodic autoimmune hemolytic anemia besides oscillations in one type of cell count the patients hematological profile have been consistently normal, a destabilization of a peripheral control mechanism might play an important role in the genesis of this disorders.
Of particular interest in this paper is CT. CT is a rare hematological disorder described mostly in adults and characterized by periodic platelet count fluctuations of unknown etiology. It seems to occur predominantly in women but the incidence of the statistically significant periodic platelet data is equally distributed between men and women. Sometimes this disease is associated with bleeding symptoms which have no apparent cause other than thrombocytopenia (low platelet count): purpura, petechiae, epitaxis, gingival bleeding, menorrhagia, easy bruising and gastrointestinal bleeding. Although, in general, human platelet levels remain relatively stable for years (150 Â 10 9 2450 Â 10 9 platelets=L with an average of 290 Â 10 9 platelets=L), many factors can influence an individual's platelet count (e.g. exercise, racial origin, some diseases, pregnancy). In CT the platelet counts oscillate from very low ð1 Â 10 9 platelets=LÞ to normal or very high levels ð2000 Â 10 9 platelets=LÞ. This hematological disorder was reviewed by Go (2005) , Swinburne and Mackey (2000) , Cohen and Cooney (1974) , and has been the subject of mathematical modeling (Santilla´n et al., 2000; Von Schulthess and Gessner, 1986) . Our goal is to investigate through computer simulations CT and to formulate a hypothesis of the mechanisms underlying the platelet fluctuations. For this purpose we develop a mathematical model which captures the essential characteristics of hematopoiesis and offers an advantage comparable with the earlier models consisting of one cell line or one line coupled to the stem cells. This paper is organized as follows. Section 1 presents a brief overview of CT. In Section 2 we quantify the platelet oscillations using Lomb-Scargle periodograms. The mathematical model developed in Section 4 is used to explore the origin of the rhythmic fluctuations which characterize CT. A detailed numerical analysis of the model dynamics allows us to zoom in the parameter space, and to identify the parameters with essential role in generating a model response similar with CT data (Section 4.1). Section 4.2 reveals that the hematopoietic model successfully duplicates the platelet counts of CT patients, and provides a qualitative fitting of the TPO levels when they were available. The biological interpretation of the results, the comparison with the clinical findings, and the conclusions drawn from the previous modeling effort are presented in the last two sections.
Cyclical thrombocytopenia
Since the first report of Minot (1936) , many CT patients have been described. Searching the English literature from 1962 to 2005 we found 38 well-documented cases of platelet fluctuations (34 putative patients and four healthy individuals). All the reports have been sporadic, except for an apparently unique family described by Aranda and Dorantes (1977) , in which the platelet cycling was observed in four out of nine siblings and their father. Some of these studies presented patients without any treatment (Aranda and Dorantes, 1977; Lewis, 1974; Rice et al., 2001; Wilkinson and Firkin, 1966; Zent et al., 1999) , and others described subjects undergoing various therapies.
The pathogenesis of CT is poorly understood and various mechanism have been proposed. The clinical findings suggest at least two pathways: immune-mediated platelet destruction (autoimmune CT) and megakaryocyte deficiency and cyclical failure in platelet production (amegakaryocytic CT). Autoimmune CT is thought to be an unusual form of immune thrombocytopenia purpura (ITP) and is more common in females. The hematological profile of most of these patients reveals high levels of antiplatelet antibodies, shorter platelet lifespan at the platelet nadir and normal to high levels of marrow megakaryocytes. Amegakaryocytic CT is postulated to be a variant of acquired amegakaryocytic thrombocytopenic purpura and is mainly characterized by the absence of megakaryocytes in the thrombocytopenia phase and increased megakaryocyte number during thrombocytosis. Serial tests for serum antiplatelet antibodies are negative and the platelet lifespan is normal. To determine the cause of cyclic megakaryocytopenia, Nagasawa et al. (1998) examined the integrity of the megakaryocyte progenitor compartment just prior to the nadir and the peak of platelet cycle. They noticed that in the autoimmune case the mean size of megakaryocytes does not change with the cyclic variations in the platelet count, while in patients with the amegakaryocytic variety the number of colony-forming unit-megakaryocyte (CFU-Meg), the megakaryocyte number, and the cytoplasmic area fluctuated with the platelet cycle. In all reported cases, except for Fu¨reder et al. (2002) and Menitove et al. (1989) , besides oscillations in platelet count, the patient's hematological profile has been consistently normal. The peripheral red and white blood cell counts were within the normal range, and the blood smear shows no morphological abnormalities or platelet clumps. In the case presented by Fu¨reder et al. (2002) , erythropoiesis and granulopoiesis were slightly affected. The Menitove et al. (1989) patient manifested a severe iron deficiency with anemia and reticulocytosis. A synchronization between the fluctuations in the platelet count and menses has been reported in some female patients (Helleberg, 1995; Minot, 1936; Tomer et al., 1989) . The fact that CT occurs also in men and females after menopause indicates that the pathogenesis of this disorder is not necessarily related to the menstrual cycle. For example, Cohen and Cooney (1974) observe that platelet cycles are in phase with their patient's menstrual cycle only when she was under exogenous hormone therapy, while other groups of investigators Menitove et al., 1989; Yanabu et al., 1993) report no correlation between platelet oscillations and menses.
Spectral analysis of platelet data
We tested all data sets for the presence of statistically significant periodicity in the platelet counts. Since the time series are unevenly sampled and may contain random measurement errors, the best way of extracting information about the oscillatory components is through Lomb-Scargle periodogram (Lomb, 1976; Scargle, 1982; Press et al., 1993) . Specifically, let x j be the concentration of the platelets as measured at time t j , j ¼ 1; N, where N is the number of total data points. As usual, the mean and variance of data values are defined by
The Lomb-Scargle periodogram (also called Lomb normalized periodogram) defines the spectral power PðoÞ as a function of the angular frequency o ¼ 2pf by the following formula:
where r is a constant defined implicitly by
The value of PðoÞ indicates the likelihood of a periodicity with period P ¼
f in the data set. To determine the presence or absence of a periodic signal we need to quantify the significance of a peak in the periodogram. Given the null hypothesis that the values x j are independent Gaussian random values, and that PðoÞ has an exponential probability distribution with unit mean, the significance level p of every peak in a periodogram is given by
where M represents the number of independent frequencies. In our work, an individual data set is considered periodic if the significance level p of the principal peak in the periodogram is less than 0.05. The spectral analysis of the platelet counts is displayed graphically in Appendix A, where each data set is identified as to source. Based on our criterion for statistical significance, only 22 out of 38 data sets are significantly periodic (11 males and 11 females). The period of platelet oscillations varies between individuals, with a shorter average period in women (26 AE 10 days) compared to men (35 AE 12 days). There is a connection between the patient's diagnosis and the range of significant periods of platelet variations. The oscillations in autoimmune data have periods ranging from 13 to 31 days which, on average, are shorter than the periods in amegakaryocytic cases. The latter vary from 19 to 64 days. Table 1 summarizes the results of our data analysis. For each patient we specify the sex, the diagnosis, and the significant period(s).
A mathematical model of hematopoiesis
Recently, Colijn and Mackey (2005b) synthesized a G 0 -type model for the HSC dynamics (Mackey, 1978) with the mathematical models for leukocyte (Bernard et al., 2003; Haurie et al., 2000; Hearn et al., 1998) , erythrocyte (Be´lair et al., 1995; Mackey, 1979; Mahaffy et al., 1998) , and platelet production (Be´lair and Mackey, 1987; Santilla´n et al., 2000) into a comprehensive model of hematopoiesis. Since their model has been shown to display the features of two dynamical diseases (CN in Mackey, 2005a and PCML in Colijn and Mackey, 2005b) , we chose it as a starting point in our quantitative investigation of CT. Extensive numerical experiments showed that any induced oscillations in the platelet compartment destabilize the neutrophil line. Our successive attempts lead to the conclusion that the hematopoietic model in this form cannot generate oscillatory solutions in platelet compartment while maintaining all the other variables at their steady state levels. The main cause of this phenomenon is the assumed dependence of the platelet differentiation rate on the number of circulating platelets. Since the molecular mechanisms of platelet regulation are not completely elucidated, given the similarities between erythropoiesis and thrombopoiesis, the authors assumed that the platelet differentiation rate follows the same mechanism as in the case of erythrocytes, and depends on the number of circulating cells. Searching the literature, we found that experimental data suggests that the megakaryocyte compartment is maintained by an approximately constant influx of progenitor cells (Branehog et al., 1975) . Therefore, in our modeling work, we assume that the platelet differentiation rate is constant. For this reason, we will derive a new equation for the platelet dynamics and while maintaining the structure of the stem cell, neutrophil and erythrocyte compartments given in Colijn and Mackey (2005b) (see Fig. 1 for a cartoon representation). In the following, we present a brief model development, with a particular emphasis on the platelet compartment. The pluripotential, non-proliferating stem cells, the circulating neutrophils, platelets and erythrocytes are denoted by Q, N, P and R, respectively. We adopt the notation convention X t ðtÞ :¼ X ðt À tÞ for any variable X.
3.1. Model development 3.1.1. Stem cell compartment
The stem cells in the resting phase (or G 0 phase) of the cell cycle do not divide. There are only two ways that they can exit the non-proliferating compartment: either enter the proliferating phase at a rate bðQÞ or differentiate into erythrocytes, neutrophils and platelets at rate k R , k N and k P , respectively. After re-entering the proliferating phase, the cells divide, taking a time t S to do so. Immediately after, the two daughter cells move into the resting phase. Using this notation, we can write a balance equation for the rate of change of HSC number as the difference between their production and their loss:
Platelet compartment
Once a cell is committed to this pathway, it undergoes a series of nuclear divisions until it reaches the stage of megakaryocyte, which no longer proliferates but undergoes endoreduplication. A megakaryocyte needs t PM days to mature and to release platelets into circulation. After t PS days the platelets are primarily lost to senescence at a rate of g P per day. Colijn and Mackey (2005b) described the platelet variation by the following DDE: where the platelet differentiation rate k P is given by
In our work, we assume that the platelet differentiation rate is constant, and we use
to model the platelet dynamics. The main agent controlling the peripheral platelet regulatory system through A P (the average number of platelets released per megakaryocyte) is TPO. Let V ðtÞ denote the megakaryocyte volume and TðtÞ the TPO concentration at the time t. The available experimental data suggests that (i) A P ðtÞ / V ðtÞ and (ii) V ðtÞ obeys the ordinary differential equation dV dt ðtÞ ¼ mTðtÞV ðtÞ.
From this we obtain:
Since the differentiation rate k P is constant we can consider
where A 0 denotes the minimal number of platelets produced per megakaryocyte. Note that
represents the average TPO concentration at the time t. Hence A P ðtÞ ¼ A 0 e mt PM TðtÞ .
Santilla´n et al. (2000) model the TPO concentration under the assumption that the number of megakaryocytes of age zero entering from the stem cell compartment is directly proportional to the TPO levels. They find
Additionally, if we consider that TPO concentration is in dynamic equilibrium with the number of circulating platelets then dT dt ¼ 0. Therefore
T max represents the maximum TPO level in blood.
Erythrocyte compartment
The erythrocyte and platelet dynamics share common features and display some important differences. The primary difference between erythropoiesis and thrombopoiesis is related to the development of the precursor cells. In erythropoiesis, the stem cells undergo rapid proliferation and differentiation until they become reticulocyte, which mature and become circulating erythrocytes. Therefore the total variation of erythrocytes is described by
All the notation (except for A R ) is analogous to that in Eq. (3). A R is a dimensionless parameter corresponding to the amplification stage due to cell division.
Neutrophil compartment
As the neutrophil precursors differentiate, their number is amplified by a constant factor A N which accounts for the stages of cell division. After t N days they become mature and are released into circulation. The neutrophils are randomly lost at the rate g N . Their dynamics is governed by the equation:
We adopt the same form of the negative feedback functions for the erythrocyte ðk R ðRÞÞ and neutrophil ðk N ðNÞÞ compartments, as well as the form of the stem cell reentry rate ðbðQÞÞ as in Colijn and Mackey (2005b) . They are the result of the previous modeling work (Bernard et al., 2003; Mahaffy et al., 1998; Mackey, 1979) and are consistent with the physiological framework. Summarizing, the equations comprising the model are:
where
Parameter estimation
The parameter estimation is one of the most important aspects of our modeling work since the biologically relevant choice of the parameters is crucial to establish the onset of oscillations observed in CT. Using experimental data published in the literature we evaluate all the parameters outside the negative feedback functions. Bernard et al. (2003) derived all the values corresponding to the stem cell and leukocyte compartments. We use their evaluations except for the dimensionless amplification parameter A N and the Hill coefficient f 0 . A N has been estimated by Mackey (2001) as 300,000 and we use this value. The normal range for f 0 is 0:4 À 1:5 (Bernard et al., 2003) . Bernard et al. (2003) chose f 0 ¼ 0:8 to make the model fit the data. Since our model estimates
The erythrocyte parameters are evaluated by Mahaffy et al. (1998) based on experimental human data. To their estimates we add the dimensionless amplification parameter A R ¼ 563; 000 (Beutler et al., 1995; Colijn and Mackey, 2005b) , and the Hill coefficientk r estimated in Colijn and Mackey, 2005b as 1:1 days À1 . Santilla´n et al. (2000) give the normal values of g P , t PM , t PS and the mean platelet count P Ã ¼ 2:5 Â 10 8 cells/ml. Using the fact that 70 kg adult has 6 L of blood (Colijn and Mackey, 2005b) we find P Ã ¼ 2:14 Â 10 10 cells/kg. For the platelet control dynamics we need to estimate the effective growth rate of megakaryocytes ðmÞ, the minimum number of platelets produced per megakaryocyte ðA 0 Þ, the differentiation rate ðk P Þ, and the maximum TPO concentration ðT max Þ. Experimental measurements show that one mature megakaryocyte can give rise to 1000-5000 platelets (Beutler et al., 1995) . Therefore we choose A 0 ¼ 1000 platelets per megakaryocyte. By fitting the TPO concentrations versus the platelet count, Santilla´n et al. (2000) evaluate
and r ¼ 1:29.
Converting to cells/kg we obtain T Ã ¼ 0:428 U/kg; T max ¼ 13:773 U/kg and K P ¼ 11:66 Â ð10 10 cells/kgÞ Àr .
Deriving the model parameters we have to make sure that there is a balance between the influx and the efflux from the resting phase of the stem cell compartment. Mathematically, this means that at steady state the following relation should be satisfied
The above equation determines the normal value of the platelet differentiation rate:
Once all the other parameters are estimated, it is easy to evaluate the effective growth rate of megakaryocytes:
Simulating CT
First, we want to understand the model dynamics by looking at the influence of each parameter on the stability of the steady state, and by analyzing the changes in the amplitude and the period of oscillations once stability is lost. Periodic hematological diseases like PCML and CN, which involve fluctuations in all blood cell lines, are believed to arise in the stem cell compartment in the bone marrow. Since all the reported cases of CT, except for Fu¨reder et al. (2002) and Menitove et al. (1989) , reveal that besides oscillations in platelet count the patient's hematological profile has been consistently normal, a destabilization of a peripheral control mechanism might play an important role in the genesis of this disorder. For this reason we confine our numerical investigation to the set of parameters which generate periodic solutions in the platelet compartment and held all the other model variables at their normal values. The next step of our investigation is to fit the simulated data provided by the model to the published platelet counts.
Model dynamics
Initially, we tried numerical experiments based on the existing notions of the mechanisms of CT. The literature up to now explains the aetiology of this disease in terms of platelet destruction (autoimmune CT) or cyclical failure in platelet production (amegakaryocytic CT). Spectral data analysis revealed that an important feature of CT is the significant periods of platelet fluctuations. They vary between individuals and are in the range 13-64 days. First, we increased the death rate of circulating platelets g P to determine whether this change induces oscillations like those seen in autoimmune data. Although the model displays a highly sensitive response to small changes in g P and the platelet counts start immediately to oscillate, the period of fluctuations remains unchanged (' 13 days). It is of interest to discover how the mathematical model can generate oscillatory solutions with different periodicity. Repeated numerical integrations show that the main parameter controlling the period of platelet fluctuations is the maturation time of megakaryocytes t PM . Fig. 2 captures the period evolution when t PM is varied over a large range. As it is illustrated in Fig. 3 , changes in g p or m do not significantly affect the period of platelet oscillations. Based on the hypothesis that the cyclical patterns in amegakaryocytic CT are secondary to the failure in platelet production, we decreased the platelet differentiation rate k P from its steady state value to much lower levels. This change did not lead to a bifurcation in the stability of the steady state, with sustained oscillations in the platelet compartment.
CT involves either thrombocytosis (high platelet count), thrombocytopenia (low platelet values) or an alternation of both. One way to simulate the low/high platelet levels is by decreasing/increasing the minimal number of platelets released per megakaryocyte ðA 0 Þ and the effective growth rate of megakaryocytes ðmÞ.
The above discussion identifies a subset in the parameter space with an essential role in generating a model response similar with the CT platelet data: the platelet apoptosis rate ðg P Þ, the effective growth rate of megakaryocytes ðmÞ, the minimal number of platelets released per megakaryocyte ðA 0 Þ, and the megakaryocytes maturation time ðt PM Þ. None of the changes in the values of these four parameters perturb the stem cells, erythrocytes or neutrophils normal levels.
Fitting the model simulations to platelet data
To our knowledge, simulated annealing is one of the most successful techniques for large scale optimization problems where the global minimum is hidden between many local extrema. It was introduced by Kirkpatrick et al. (1983) and it is inspired by the slow cooling of the liquid metals (annealing). The algorithm works by simulating a random walk on the set of the configuration space that searches for low energy states. At each instant during the simulation we have a current state from which we randomly select a neighbor and consider probabilistically whether to move at the new configuration and try again.
The great advantage of this technique is that the system cannot be trapped in a local minimum. Inspired by the physical processes, Kirkpatrick et al. (1983) introduce a global temperature parameter T to control the cooling rate of the system. If none of the moves tested decrease the energy, then an uphill move is accepted with probability P ¼ e ÀDE=T . DE denotes the difference between the new and the old values of the energy function E.
For our optimization problem we choose as an energy function the square root of the pointwise least square between the clinical data and simulated platelet data:
M is the number of points available, the presence/lack of the superscript s indicates simulated/CT data. The square root and the mean of the CT dataP are introduced for technical reasons. The square root deforms the function monotonically, making the energy landscape less steep and P provides scaling information. The success of the algorithm depends on the sequence of decreasing temperatures (the annealing schedule). This schedule is not unique and it is challenging to find the appropriate one for each problem. Initially, we tried a geometric schedule, i.e. Tðt þ 1Þ ¼ aTðtÞ, with a very close to 1 ða ¼ 0:999Þ, but it was not slow enough to find the ''optimum'' configuration. Although not very common, the constant thermodynamic speed schedule allowed sufficient time for finding the minimum energy state:
where DT is the difference between the current and the previous temperature, sðEÞ represents the standard deviation of the current energy, e is the estimate of the relaxation time, and v is the thermodynamic speed (constant). The Matlab implementation of this method was constructed in the framework offered by Press et al. (1993) and Salamon et al. (2002) . The delay differential equations comprising the model (4) are numerically integrated using a RungeKutta method (time step 0.05 days) incorporated in the mathematical software XPP (Ermentrout, 2002) . The initial conditions are the steady state values from Table 2 and approximately 200 days are discarded to eliminate transient behavior.
Fitting results
We applied this approach to the CT data, comparing the model simulation to the platelet counts published in the literature. By varying the parameters g P , m, t PM , A 0 , and, in some isolated cases, k P and y 2 , we were able to successfully duplicate the dynamic clinical features of CT. The simulated annealing output and platelet data recorded from the patients diagnosed with CT are presented in Appendix B (see Figs. B1, B2) . The left-hand panels contain the sampled simulation (model output sampled at the same time points as the clinical data) and the right-hand column shows the full platelet simulation generated by our model. Since the available experimental results associate autoimmune CT to an immune-mediated platelet destruction, we would expect that an increase in the rate of platelet clearance ðg P Þ would be the primary change necessary for duplicating some cases of CT. Indeed, g P appears to be involved in fitting autoimmune data as well as in few amegakaryocytic situations, with significantly increased values in the first variety of the disease (average 0.3 with a standard deviation of 0.09) comparable to the latter (average 0.19 with a standard deviation of 0.01).
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The platelet differentiation rate (k P ), the minimal number of platelets released per megakaryocyte (A 0 ), and the relative growth rate of megakaryocyte (m) were changed while fitting the model to platelet data, as it was hypothesized that amegakaryocytic CT involves a megakaryocyte deficiency and a cyclical failure in platelet production. Repeated numerical experiments indicate that there is no significant advantage varying k P . In all cases but one (Zent et al., 1999) , the fitting algorithm did not modify this parameter. Surprisingly, for the patient reported by Zent et al. (1999) a stem cell parameter change was necessary for fitting. Although it was sufficient to change t PM , m, and k P to the numerical values from Table 3 to mimic the platelet counts of this patient, stem cell levels increased to approximately 2:2 Â 10 6 cells/kg. When reducing y 2 at about half of its normal value, stem cells returned to the equilibrium, while the platelet counts remained unchanged. Only in a few cases was it necessary to decrease A 0 to simulate CT. Generally, this parameter was reduced to either half or 1 10 of its normal value. Interestingly, in a single case of amegakaryocytic CT (Bruin et al., 2005) A 0 was decreased by a factor of 200 compared to the steady state value. This is consistent with the clinical observations, since bone marrow aspirates in this patient showed small megakaryocytes with no release of platelets (Bruin et al., 2005) .
Since the period of platelet fluctuations in CT data varies between individuals, and t PM (megakaryocyte maturation time) is the parameter with the most prominent influence on the platelet oscillations generated by the model, we allowed t PM to vary. What was not anticipated in this study is the major role played by t PM in reproducing the oscillatory patterns observed in CT. Furuyama et al. (1999) presented an autoimmune case where the megakaryocytes are always abundant, but most of them are immature at platelet nadir and only 50% are mature at the time of high platelet count. Also, Aranda and Dorantes (1977) noticed that in their patient CT was related to a periodic variation in maturity of megakaryocytes. Our results indicate that megakaryocytes need about twice as much time as normal to maturate in autoimmune CT. In the patients with amegakaryocytic CT, which have on average longer periods of platelet fluctuations, t PM is elevated between two and six times the normal value.
TPO levels in CT patients
Since TPO is the primary regulator of platelet production, abnormalities of this hormone or its receptor might be Table 2 ). A small increase in g P determines an oscillatory response with an increased amplitude but unchanged period. Similarly, perturbations in t PM values induce platelet oscillations with variable period and unchanged amplitude. responsible for platelet fluctuations. Some research groups (Bruin et al., 2005; Kimura et al., 1996; Rice et al., 2001; Zent et al., 1999 ) measured the platelet counts in CT patients as well as the temporal evolution of TPO concentration. For these patients, the same parameter changes generated a very good fit of the platelet counts and an encouraging qualitative comparison of the predicted and the published TPO levels (Fig. 4) . This supports the accuracy of our model predictions and suggests that the TPO oscillations are secondary manifestations of some other pathology. 
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Hypothesis for the origin of oscillations in CT
A variety of modeling studies (Be´lair and Mackey, 1987; Be´lair et al., 1995; Bernard et al., 2003; Mackey, 2005a, b, 2007; Mahaffy et al., 1998; Pujo-Menjouet et al., 2005; Santilla´n et al., 2000) have associated the onset of oscillations in hematological disease with a Hopf bifurcation induced by the change of one or more physiological parameters. Though the model we have developed here was too complicated for a complete stability analysis (Apostu, 2007) we hypothesize that the oscillations seen in CT and studied here are also due to a Hopf bifurcation. The mathematical model (4) successfully duplicated both the qualitative and quantitative features of CT. The high values of the coefficient of variation between the clinical data and the model simulations lend credibility to our hypothesis (See Table 3 ). The platelet fluctuations in amegakaryocytic CT are caused by a cyclic inhibition of megakaryocytopoiesis, accentuated by an increased platelet maturation time and a reduced release of platelets per megakaryocyte. The critical parameter changes required to mimic the corresponding data are a severe decrease in m, an increase in t PM between 2 and 6 (Menitove et al., 1989) or amegakaryocytic CT (all the others). All the other notation as in Fig. A1 .
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times the normal value, and occasionally, a reduced A 0 . In the case of autoimmune CT, the most significant parameter changes recorded during the successful attempts to fit the autoimmune data are an elevation of g P , a decrease of m, and an increase in t PM by a factor of 2. These results suggest that the onset of oscillations in autoimmune CT can be explained by an accelerated peripheral destruction of platelets, exacerbated by an increased maturation of megakaryocytes and a slow relative growth rate of megakaryocytes.
Discussion and conclusion
For many years the pathogenesis of CT was not clearly understood and up to now it remains speculative. Clinical attempts to explain the aetiology of platelet fluctuations led to different conclusions. Generally, the onset of oscillations was explained in terms of immune-mediated platelet destruction or periodic failure of platelet production. To our knowledge, only two modeling studies have been directed at the investigation of CT. Von Schulthess and Gessner (1986) suggested that, in the case of their asymptomatic patients, the platelet control was biased close to a stability boundary (Swinburne and Mackey, 2000; Von Schulthess and Gessner, 1986) . The second modeling effort is that of Santilla´n et al. (2000) . They formulated an age-structured model for the regulation of The mathematical model (4) proposed in this paper is in agreement with the biological framework, successfully duplicates the platelet counts of CT patients, and provides a qualitative fitting of the thrombopoietin levels (when data is available). The results of our investigation agree with the clinical findings, explain the experimental observations, partially support the conclusions drawn from the previous modeling effort, and suggest new factors responsible for the fluctuating pattern in platelets. Since autoimmune and amegakaryocytic CT share common features and display important differences, we would expect a common nucleus in the mechanisms generating these two varieties. Indeed, our model reveals that in general, changes in the megakaryocyte maturity ðt PM Þ, the relative growth rate of megakaryocytes ðmÞ, the minimal number of platelets released per megakaryocyte ðA 0 Þ and the random destruction of platelets ðg P Þ are necessary to reproduce the clinical data, but the range where these parameters vary depends on the type of CT. As in amegakaryocytic CT, in autoimmune CT the rate of platelet clearance is higher, the megakaryocytes spend less time in the bone marrow, and their relative growth rate is closer to the normal value. Based on the laboratory results, it was previously believed that platelet fluctuations in autoimmune CT are secondary to an elevated platelet destruction. The numerical experiments performed with our model show that only increasing g P is not sufficient to reproduce the platelet data of the autoimmune patients and that other factors also contribute to the disease. In simulating amegakaryocytic CT and autoimmune CT more than one parameter had to be modified to reproduce the hematological data and, in our opinion, this fact implies multiple physiological causes. We believe that both types of CT are due to a Hopf bifurcation in the platelet dynamics, but the parameter change inducing the bifurcation depends on the type of cyclical thrombocytopenia.
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Appendix A. Data analysis: time series and Lomb-Scargle periodograms
The platelet data collected from the literature is presented either as cells/L or as cells/kg. In our study, we maintain the same unit (cells/kg) using for conversion the fact that 70 kg adult has 6 L blood (Colijn and Mackey, 2005b ). As we mentioned before, all the platelet counts are tested for the statistically significant periodicity using Lomb-Scargle periodograms. The mathematical framework of this method is described in Section 2. Here we would like to make some remarks about the numerical algorithm and to include all the data sets satisfying the criterion of statistical significance pp0:05. The corresponding Lomb-Scargle periodograms are also presented (Figs. A1-A7) . A crucial ingredient in calculating the false alarm probability is the choice of the number of independent frequencies M. Horne and Baliunas (1986) performed numerical experiments for determining M in different situations and concluded that M % N when the data points are approximately equally spaced (as in the platelet counts collected from the CT patients) or the sample frequencies oversample the frequency range. Press et al. (1993) provided an effective way of computing M under the assumption that there is no important clumping and we used a Matlab implementation of their algorithm.
Appendix B. Numerical simulations of the CT data
Over time, various therapeutic measures have been tried (the reader is referred to Go (2005) for a comprehensive review). Although no reliable therapy has been established yet, the type of treatment and the drug dose might influence the pattern of platelet oscillations (see Cohen and Cooney, 1974 , for the temporal evolution of the platelet levels in a young female subjected to different therapies). For this reason, in the case of the child with chronic thrombocytopenia purpura reported by Aranda and Dorantes (1977) we consider only the data collected under a constant dose of prednisone (it is generally believed that prednisone does not alter the platelet cycles). Given Full simulation: Kosugi et al. 1994 Fig . B2 . Output of the simulated annealing fitting and the published platelet data. Sampled (left) and full (right) simulation.
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