Note that the noise is relatively high when forests consist of 20 trees only (black dots). Conversely forests with 100 (red) and 250 (blue) trees tend to yield very similar predictions for each read in the sample. The inherent noise of a random forest classifier vanishes when comparing genome predictions of two replica classifiers. Both forests yield nearly the identical mean pathogenic potential per genome (red circles, shown for forests with 100 trees each). In conclusion, these results indicate that the random forest classifier used in this setting is very robust and sufficiently trained with 100 trees per forest.
Supplementary
: ROC curve for different prediction methods. The receiver-operating characteristic is obtained by continuously varying the decision threshold, i.e. instead of the majority prediction a tuneable parameter classifies predictions as either pathogenic or non-pathogenic. As the curves reveal, BLAST, NBC and PaPrBaG yield the best performances with area-under-curve (AUC) of 0.89, 0.88 and 0.86, respectively. In contrast to the majority prediction rule, Kraken, Pathoscope2 and Bowtie2 perform worse (AUC 0.82, 0.78 and 0.77, respectively) . Kraken-16 performs intermediate with an AUC of 0.83. In summary, the ROC analysis sheds a different light on the results discussed in Table 1 (see main text) . However, its use in practical application is limited since in an experiment the optimal threshold is not known a-priori. Hence, rather than giving a concrete prediction, the ROC yields the statistical distinguishability between the two phenotypes. 

