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Different forms of modularity in trunk muscles in the rat revealed by 
various statistical means 
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Giszter S. Ph.D, Supervisor. 
 
 
Motor responses are governed by the central nervous system at various levels viz., 
cerebrum (highly complex responses ), extending into brain stem (responses are less 
complicated) and in the spinal cord where the responses include simple motor 
reflexes. One of the widely accepted views is that the nervous system can orchestrate 
a huge repertoire of movements because of its ability to incorporate modularity in its 
control strategies at various levels. In the current context, modularity in the co-
ordination of trunk muscles in rat motor behavior is examined in the spinal cord 
(of an intact rat). Modularity at the level of spinal cord can be examined  by 
identifying co-activation of trunk muscles. In other words, existence of modularity in 
spinal cord is validated by extracting synergies or pre-motor drives activating a 
chosen group of trunk muscles.  
 
Extraction of synergies from Electromyogram (EMG) recordings have been 
performed using dimension reduction techniques such as ICA (Independent 
Component Analysis), NNMF (Non-negative matrix factorization), cluster analysis, 
and factor analysis (FA) and Principal Component Analysis (PCA) [Hart and Giszter. 
2004, Drew and Krouchev. 2006, Ivanenko et al. 2005], etc. Each of these techniques 
assumes different aspects of the data as a basis for dimension reduction. In the current 
project extraction of synergies from leg and trunk EMG was performed using ICA. 
This technique was preferred because it uses information separation rather than 
variance as the basis for dimension reduction [Hart and Giszter. 2004, Bell and 
Sejnowski. 1995].  
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When ICA was applied to 16 leg muscle recordings (leg EMG) in the rat, it 
revealed the existence of modularity. ICA was able to perform dimension reduction 
of leg  EMG  and preserved the onset information of bursts within 30 ms. This 
indicates the efficiency with which significant components yielded by ICA capture 
data and retain the onset information associated with each burst. When ICA was 
applied to 12 trunk muscles recordings (trunk EMG) in the rat, it did not indicate the 
existence of modularity. 
 
Since ICA did not reveal modularity in trunk muscles, an examination of 
modularity in phase was performed using various clustering techniques (K-means, 
Hierarchical and Associative clustering). K-means and Hierarchical clustering 
techniques examined the peak onset shifts (in all channels w.r.t the onset of every 
event in the reference channel, the hip flexor) and the corresponding phase 
information in an n-dimensional space (n =number of bursts in the EMG recording in 
the hip flexor). These techniques indicated consistent groupings comprising of the hip 
flexor and at least one of the ipsi-lateral abdominal muscles. Coupling of the hip 
flexor with the extensor of the contra-lateral forelimb was also observed, but usually 
on one side.  
 
Associative clustering was used to examine the onset and offset phase of every 
burst in a two dimensional phase plane. It incorporated both the onset and offset 
phase information associated with every burst. This technique showed results 
consistent with K-means and Hierarchical clustering. Also the distribution of two 
dimensional phase data was mostly robust for the same animal across different 
recording sessions (for at least 8 out of 12 channels). The results of Associative 
clustering were further used to construct direct components. Direct components could 
be used to compare the muscle groupings indicated by Associative clustering with 
that of ICA.  But this comparison was not significant since ICA did not indicate 
modularity. 
 
The various clustering techniques applied to trunk muscle recordings indicate the 
existence of modularity in phase, by revealing consistent groupings of muscles in the 
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n-dimensional (n >=2) phase domain. An examination of the existence of groupings 
in trunk muscles in phase  provides an insight into the strategies used by the spinal 
cord in the control and  co-ordination of  locomotion. 
INTRODUCTION 
 
 
1.1 Introduction to Modularity 
 
In this chapter a brief introduction to the concept of modularity in the central 
nervous system and the problem being addressed in the thesis work is provided. 
 
1.1.1 A brief description of the concept of modularity in motor systems  
 
 The concept of modularity can be used to provide a better understanding of motor 
control strategies adopted by the nervous system at the level of the spinal cord, the 
lower brain (sub-cortical level)  and  the higher brain (cortical level), [Guyton and 
Hall].  Modularity in the musculo-skeletal system is seen in  its ability to handle many 
different degrees of freedom. This can be attributed to the combination of a smaller 
number of motor responses generated from specific areas of the spinal cord and have 
been termed as modules [Bizzi et al. 2002]. A module generates a particular output by 
choosing a specific ‘synergy’ or a synchronous co-activation of muscles [Bizzi et al. 
2002, Bizzi et al. 2003].  In other words, the complexity in execution of various 
motor tasks  is countered by the nervous system by using a hierarchy or modularity in 
control of specific muscle groups. The practical implications of understanding 
modularity at various levels in the Central Nervous System (CNS) include the 
improvement of neuro-prostheses and physio-therapy in the treatment of spinal cord 
injury, stroke, and other disorders in the nervous system pertaining to motor control 
[Hart and Giszter.  2004]. 
 
1.1.2 Spinal cord control of locomotion 
 
The production of movement is a highly modular process and is distributed 
between the neurons across the cerebellum, cortex, basal ganglia and the spinal cord 
[Bizzi et al. 2000]. The spinal cord has specialized neuronal circuits (modules) which 
enable co-ordination of muscles during locomotion. Without these modules the most 
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complex motor control systems in the brain cannot execute purposeful movement 
[Guyton and Hall]. It has also been found that these neuronal circuits can generate 
rhythmic motor patterns and reflexes in the absence of descending controls from 
higher brain centers and sensory feed back [Brown. 1911, Bizzi et al. 1999]. This 
implies that locomotion results from a complex interaction between the reflex 
circuits, circuits generating rhythmic movements (central pattern generators) in the 
spinal cord, the multiple feedback (sensory) and  feed forward modularity signals 
[I.A. Rybak et al. 2002] in co-operation with the supra-spinal commands.  Figure 1.1 
provides a schematic representation of the flow of sensory and motor signals during 
the execution of a motor task. 
 
 
 
Figure 1.1 :  Figure on left shows the somato-sensory axis of the nervous system. The flow of 
feed back (sensory information) through the spinal cord and higher centers in the nervous 
system. Figure on right indicates the skeletal  motor nerve axis of the nervous system. The 
figure indicates feed back (sensory) signals from the muscle spindle to the spinal cord and 
higher centers in the nervous system. Also shown are the motor signals sent  from the higher 
centers in the  nervous system through spinal cord to the muscle spindle.[Guyton and Hall] 
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1.1.3 Evolution of the concept of modularity in the spinal motor system 
 
 The concept of modularity has evolved over several years based on different 
aspects of the model explaining the spinal motor control apparatus [Bizzi et al.2002]. 
The early formulations of these hypotheses can be seen in the works of Brown where 
he proposed the ‘Half-center hypothesis’ [Brown. 1911]. The hypothesis states that 
locomotion involved alternation between two units of motor output one devoted to 
limb flexion and the other to limb extension [Brown. 1911]. Sherrington referred to 
the functions of these units as flexion and crossed extension in his study of 
withdrawal reflexes [Sherrington et al.1989]. Grillner extended this concept of a strict 
alternation between a pair of motor units to a combination of several units which he 
referred to as ‘Unit bursters’ [Grillner et al. 1981, Grillner et al 1985]. In light of this 
work, Jordan postulated the existence of localized spinal networks generating 
different units of motor behavior by activating a set of motor neurons and inhibiting 
the motor neurons of antagonistic behavior [Jordan et al. 1991].  
 
Stein and collaborators have established from experiments in the spinalized turtle 
that a hybrid blend of responses can occur due to reconfiguration of spinal units 
[Stein et al. 1986]. By removing specific spinal segments they showed that the basic 
ability to generate a rhythmic motor output is distributed among different spinal 
segments. On similar lines [Cheng et al. 1998] ascertained using a bath applied 
NMDA or electrical stimulation of the isolated spinal cord that different spinal 
segments were specialized for production of particular components of motor rhythm 
(experiments performed in the mudpuppy).  
 
Bizzi and collaborators have developed a similar hypothesis of modularity in the  
spinal cord of the frog by examining the organization of the motor outputs evoked by 
electrical micro-stimulation and focal iontophoresis of NMDA of spinal inter-
neuronal regions [Bizzi et al. 1991, Bizzi et al. 1998, Bizzi et al. 2000, Bizzi et al. 
2001]. A stronger evidence supporting the hypothesis that more complex movements 
can be produced from a  combination of a small set of  motor elements has come from 
the work of Kargo and Giszter. They demonstrated that the corrective hip reflexes to 
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obstacles were simply added to the muscle activation patterns observed during 
unperturbed wipe reflexes in spinalized frogs [Kargo and Giszter. 2000]. 
 
Modularity in the mammalian spinal cord have been examined (in the rat and cat ) 
by providing noxious stimuli to different regions of  the skin and observing the 
modular response of the synergistic muscle groups in order to get rid of the stimulus. 
[Schouenborg. 1992, Schouenborg et al. 1994]. Lemay and Grill have used end point 
force patterns evoked by intraspinal stimulation to ascertain the existence of 
modularity in cats [Lemay et al. 2004]. 
 
So an evidence for modularity in the spinal cord control of locomotion has been 
obtained using various experimental techniques. Modularity can also be be 
ascertained computationally as well. This approach is the basis for the current project 
and has been addressed in the successive sections. 
 
1.2 Related work 
 
Modularity in spinal motor systems have been examined computationally, using 
linear decomposition of EMG recordings. The fact that a few components derived 
from linear decomposition provide a reasonably accurate description of the EMG, 
implies that, the complex muscular patterns are generated by focusing drives to a 
smaller group of muscles [Hart and Giszter. 2004].  
 
Minimalist description of EMG has been made using various techniques i.e., PCA 
[Vaughan et al. 1995, Krishnamoorthy et al 2003, Lacquaniti et al.1989, Weiss et al 
2004], Factor analysis (FA) [ Ivanenko et al. 2003, Bloomberg et al. 1998, Sabatini et 
al. 2002 ], ICA [Hart and Giszter. 2004, Ivanenko et al. 2004]  and NMF or related 
factorization techniques [Bizzi et al. 1999, Bizzi et al. 2001, Bizzi et al. 2005].  
ICAPCA and probabilistic ICA (pICA) have also been tested for their efficiency in 
textraction of synergies by using them on simulated as well as real data sets [Tresch 
et al. 2006].  
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A comparative analysis of the performance of all the above mentioned techniques 
was carried out by [Tresch et al. 2006] on simulated and real EMG data sets. The 
results indicate that the performance of PCA was generally lower than other 
algorithms in identifying the right synergies. ICA performed similar to NNMF and 
FA in its accuracy in extraction of synergies.  FA with varimax rotation performed at 
the same levels as ICA and NNMF.  ICA was found to have performed well on EMG 
corrupted with constant variance Gaussian noise [Tresch et al. 2006]. The best 
outcome was observed when ICA was applied to a subspace defined by PCA 
(ICAPCA) and probabilistic ICA. So it is evident that ICA and its variants are 
preferred algorithms [Tresch et al. 2006] for the extraction of synergies because they 
rely on statistical independence between underlying sources rather than variance as 
the criterion for blind source separation (synergy extraction). These techniques are 
fairly robust to noise sources and make minimal apriori assumptions about the data 
[Hart and Giszter, 2004]. Hence, in the current study ICA is a preferred method 
in identifying modularity in trunk muscle co-ordination. 
 
Cluster analysis has been used to identify modularity in co-ordination of muscles 
using K-means [Bizzi et al 2001] and Hierarchical clustering algorithms to identify 
modularity in force patterns and force fields [Lemay et al, 2004, Giszter et al 1993]. 
In the current context, K-means and Hierarchical clustering techniques have 
been used to study the peak onset shifts (in all channels w.r.t the events/bursts in 
EMG recordings of the reference channel) and their corresponding phase. This 
would reveal clusters or functional groupings in trunk muscles by analyzing the 
relationships between peak onset variation (and corresponding phase) for the entire 
time range, for all the chosen muscles included in the study. 
 
Associative clustering has  been used to classify sequential activation of muscles 
using phase onset versus offset information. This technique has revealed modularity 
in the phase domain in fore limb muscles in cats [Drew et al. 2006]. Associative 
clustering accounts for both the onset and offset information of the bursts and hence 
provides a better study of the relationship in phase across all channels. In light of the 
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above issues, Associative clustering was also used in the study of modularity in trunk 
muscles in the rat. 
 
 Direct decomposition of  EMG has revealed modularity in the fore and hind limb 
muscles in the cat (to various extents) [Drew et al. 2006]. This technique has 
produced results which are comparable with other factorization techniques like PCA, 
ICA and NMF and examines modularity in the phase domain. Direct components 
are constructed using the clusters identified by Associative clustering. Direct 
components may be useful for a simple and compact representation of  phase data 
from a chosen channel using a Gaussian basis function. This representation 
incorporates burst information for the entire duration of trunk EMG recordings.  It 
simplifies the comparison of results of Associative clustering with those of  ICA and 
other linear decomposition techniques. An illustration of the creation of direct 
components can be seen in the Methods section 
 
1.3 Problem Statement  
 
Trunk muscles in the rat are being examined for modularity.  Modularity is 
examined using the trunk EMG recordings procured during treadmill locomotion in 
intact rats. It can be examined computationally in many ways. But in the current 
investigation it has been studied using : 
1)  Linear decomposition of EMG recordings using ICA . 
2) Cluster analysis of the peak onset shift and corresponding phase information 
associated with the trunk EMG data (K-means and Hierarchical clustering 
algorithms).  
3)  Direct decomposition of the trunk EMG data (using the Associative clustering 
algorithm). This analysis uses clustering in onset versus offset phase plane. 
 
Dimensionality reduction of the leg and trunk EMG recordings yield lower and 
more significant dimensions (synergies). These dimensions (or components) represent 
the pre-motor drives activating a chosen group of muscles. In the current study ICA 
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has been used for dimensionality reduction. ICA relies on information separation 
rather than variance as the basis for blind source separation and is fairly robust to 
sources of noise [Hart and Giszter]. In the current project, the efficiency of ICA in 
retaining onset information (associated with every burst) after the reconstruction of 
data using significant components has also been examined (in leg muscle recordings 
in rat). This is implemented using suitable thresholding algorithms.  
 
An analysis of modularity in phase is also performed for the entire range of 
recordings. This is accomplished in an n-dimensional space (n>2) using  K-means 
and Hierarchical clustering algorithms. These clustering techniques enable the 
comparison of the onset phase corresponding to the peak onsets for a chosen ‘n’ 
events (bursts) in the reference channel, to their counterparts in all other channels. 
Associative clustering has been used to analyze the phase information in a two 
dimensional space and includes the onset and offset phase w.r.t every burst (the 
counterpart of the event in a reference channel) across the entire range of EMG 
recording.  
 
In summary, the problem being addressed can be restated as follows : 
1) Does ICA preserve phase information associated with peak onsets in leg 
EMG? If so what is the range within which it preserves this phase information? 
2) Does ICA reveal the existence of modularity in leg muscles?  
3) Does the application of ICA reveal modularity in trunk muscles in the rat? 
4)  Is there modularity in phase in trunk EMG in the rat? 
 
In the current study modularity in trunk muscles using linear decomposition, and 
modularity in phase have been examined in the intact rat. Hence the aims of the 
current project can also be restated as:  
1) To identify modularity in trunk muscles using information separation of underlying 
sources (pre-motor drives) 
2) To identify modularity in trunk muscles using cluster analysis of phase data 
(generated using onsets only, and  onset versus offset positions of events/bursts w.r.t 
events/bursts in the reference channel) . Phase data is examined in an N-dimensional 
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plane, N>=2. It includes clustering of onsets in phase as well as clustering in onset 
versus offset phase plane. 
 
1.4 A comment on  the techniques used 
 
 There is a  difference between ICA and DCA. ICA separates the underlying 
sources based on statistical independence between the sources. DCA looks into the 
information of a single step cycle (period between the onset of any two successive 
events) across all events and averages it for the entire EMG data range. ICA captures 
information about the covariation or occurrence of peaks effectively. But ICA 
obscures onset information within 30 ms (to be demonstrated in Results section). 
DCA captures phase information  within a step cycle. It accurately registers onset and 
offset phase associated with each burst (w.r.t the bursts in reference channel). A 
certain degree of information may be lost while averaging the phase information for 
the entire range of EMG for all step cycles. This information can be obtained from the 
two dimensional representation of phase data using Associative clustering. A better 
assessment can be made using the distribution of phase data for a given channel in the 
two dimensional onset phase versus offset  phase (scatter) plot.  
 
 ICA and cluster analysis (K-means and Hierarchical) group muscles by looking 
into the synchronous relationship between corresponding burst onsets across all 
channels (w.r.t the reference channel) for the entire time range of EMG recording. 
The chronological occurrence of the burst onsets is not lost. In DCA the phase 
representation is averaged to a single step cycle where information regarding the 
chronological occurrence of the bursts is lost. The chronological occurrence of bursts 
is a critical information while looking into the strategy (sequence and timing) used by 
the spinal cord for co-ordination (activation) of trunk muscles. This information may 
also be used to observe modulation in EMG which can be attributed to the underlying 
spinal and supra spinal neural circuitries. An introduction to the various techniques 
used has been provided in the sections to follow. 
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1.5 Introduction to techniques 
 
 The current chapter provides a brief introduction to independent component 
analysis, cluster analysis (K-means and Hierarchical) and Associative clustering 
techniques. 
  
1.5.1 Independent Component Analysis  
 
 Independent component analysis (ICA) is a computational technique used for 
separating multi dimensional data or a signal into additive subcomponents assuming 
the mutual statistical independence of the non-Gaussian source signals. ICA belongs 
to a class of ‘blind source separation’ (BSS) methods. BSS is used for separating data 
into underlying informational components and the term ‘blind’ implies that such 
methods can separate data into source signals even though very little is known about 
the source signals [Hyvärinen and Oja. 2000]. 
 
ICA has been commonly used for the extraction of original components of  
underlying brain activity from the mixtures provided by an EEG signal.  ICA has also 
been used to separate fetal Electro Cardio Gram(EKG) recordings  from the maternal 
EKG overriding the artifacts introduced by physiological changes due to pregnancy 
as well as electrical and motion artifacts. ICA has been used extensively for speech 
processing, brain imaging (fMRI and optical imaging), electrical brain signals 
(e.g.,EEG signals),  telecommunications, stock market predictions, etc. 
 
1.5.1.1 The concept of ICA  
 
A better understanding of the concept of ICA can be obtained by studying the 
‘cocktail party problem’. The problem involves identifying the ‘m’ source speakers 
from a pool of ‘n’ recordings (m<n) in a cocktail party hall. 
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The microphones give ‘n’ recorded signals at a time and these signals are denoted by 
x1(t),x2(t)…….. xn(t). Each of the recorded signal is a weighted sum of  individual 
source signals or speakers s1(t)…… sm(t).  This could be expressed in a linear 
expression as: 
 
x1(t)= a11(t)* s1(t) + a12(t)* s2(t) .......... a1m(t)* sm(t) 
x2(t)= a11(t)* s1(t) + a12(t)* s2(t) .......... a1m(t)* sm(t) 
. 
. 
. 
. 
xn(t)= a11(t)* s1(t) + a12(t)* s2(t) .......... a1m(t)* sm(t) 
 
Here a11, a12 ...................... a1m  correspond to parameters that depend on 
distances between microphones and speakers. Using the recordings x1(t)….. xn(t), a 
reasonable estimation of  s1(t)…… sm(t) can be made. Independent component 
analysis allows the separation of the source signals s1(t)…… sm(t) from their 
mixtures x1(t),x2(t)…….. xn(t)  by estimating the coefficients aij(t) based on the 
 
Figure 1.2 : An illustration of cock-tail party problem 
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information of the independence of the source signals in the mixture [Hyvärinen and 
Oja. 2000]. 
 
It is more convenient to use a vector matrix notation for mixtures x1,x2…….. xn  
as x and similarly ‘s’ the source vector s1,s2…….. sn. A denote1s the matrix of 
coefficients aij also called as the mixing matrix. 
 
 
 
Figure 1.3 : Flow chart indicating the linear mixing of sources and de-mixing which yields the 
underlying sources after blind source separation. 
 
 
 
 
Using the vector matrix notation the ICA mixing model can be written as: 
 
                                                  x=As or s=A-1x ………………………Equation 1.1 
 
When ICA is applied to EMG data, ‘x’ as a matrix represents the EMG or muscle 
recordings, the underlying synergies or activations are represented by ‘s’, a mixing 
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matrix ‘A’ maps the underling sources or synergies to muscle activation patterns , the 
columns of the mixing matrix ‘A’ indicate the contribution of a synergy to each 
individual muscle. The rows of the mixing matrix contain weights describing the 
projection of each independent activation or synergy onto an individual channel 
[Hyvärinen and Oja. 2000].  
 
1.5.1.2 Analysis of modularity using ICA 
 
 Synergies in the mixing matrix are ordered automatically from the largest to the 
smallest projected variance by ICA. Mixing matrix analysis reveals the significant 
muscles comprising each synergy. The evidence of modularity in EMG recordings in 
the trunk muscle can also be obtained by the analysis of percentage variance obtained 
after reconstructing the entire EMG data using specified number of synergies (1…N) 
[Hart and Giszter. 2004].  Further details of the methodology used for application of 
ICA to examine modularity in trunk EMG can be found in the  Materials and 
Methods section.  
 
1.5.2 Cluster Analysis  
 
Cluster analysis is a widely used technique in statistical data analysis for data 
classification. It has varied applications in data mining, bioinformatics, image 
analysis and related areas. Cluster analysis involves grouping or division of data 
elements based on inter-element distance or dissimilarity [Cluster Analysis 
Algorithms for data reduction and classification of objects, Helmuth Spath]. The 
current investigation aims to extract synergies by identifying co-activation of 
muscles. The timing and delay between the activation of muscles can reveal 
information about the flow of control being gated to the muscles and the sequence 
involved during the same. Application of cluster analysis to this data would reveal the 
nature of co-ordination between the muscles and modules in the spinal cord (in the 
phase space). 
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There are several ways of clustering or classifying data. Data clustering 
algorithms can be divisive (or Partitional) or Hierarchical. The main difference 
between Hierarchical and Partitional clustering is that in case of Hierarchical 
clustering the process begins by considering each element as a cluster and  merge 
them successively. In the case of Partitional clustering, the division algorithms begin 
with the whole set and break it up successively into smaller clusters. A schematic 
illustration of Hierarchical and Partitional clustering is shown in the Figures 1.4 and 
1.5. 
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Hierarchical Clustering (Top-bottom)
Dendrogram representation
 
Figure 1.4 bottom-up Hierarchical clustering 
which starts assuming each element (at the 
top) as a separate cluster followed by suitable 
clustering among the elements (at the bottom) 
based on a thresholding criterion  
Figure 1.5 top-bottom Hierarchical clustering 
which starts assuming each element (at the 
bottom) as a separate cluster followed by suitable 
clustering (to the top) among the elements based 
on a thresholding criterion (generated in 
MATLAB). 
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Figure 1.6  indicates a plot of data points 
generated in MATLAB. The data points 
are un-partitioned.  
Figure 1.7  indicates partitioning of  data points 
generated in MATLAB into two clusters. Data 
points belonging to a particular cluster are 
indicated with a specific symbol and the centroid of 
each cluster is highlighted in bold. 
 
Two way clustering, co-clustering or bi-clustering involves not only clustering of 
objects but also their features i.e., clustering of data row and column-wise when the 
data is represented as a matrix. Clustering of phase data associated with trunk muscles 
is an illustration of co-clustering [Cheng et al. Proceedings, Conference on ISMB, 
2000 ]. 
 
1.5.2.1 Hierarchical Clustering 
 
 Hierarchical clustering is a technique of investigating groupings in data on 
various scales as suited for a particular application. It involves clustering at different 
levels. This provides flexibility with the level or scale suitable for a particular 
application.  
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Figure 1.8 shows 2 
clusters identified at 
a threshold of 2.6745. 
(generated in 
MATLAB) 
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Figure 1.9 shows 3 
clusters identified at 
a threshold of 1.5283. 
(generated in 
MATLAB) 
 3  8  1  7  9  2  4 10 11  5  6 12 13
0
0.5
1
1.5
2
2.5
3
3.5
4
E
u
c
li
d
e
a
n
  
d
is
ta
n
c
e
 
B
e
tw
e
e
n
 c
h
a
n
n
e
ls
  
  
  
 
Channel Number 
Threshold
Cluster 1 Cluster 2
Individual
Clusters
Dendrogram
 
Figure 1.10 shows 6 
clusters identified at 
a threshold of 0.3057. 
(generated in 
MATLAB) 
 
 
The number of clusters revealed by Hierarchical clustering depends on the choice of 
threshold, as illustrated in Figures 1.8, 1.9 and 1.10.  
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1.5.2.1.1 Distance matrix: The basis for Hierarchical clustering is the selection of the 
type of distance between objects. A matrix representing the distance taken pair-wise 
between the data points under consideration is called the distance matrix. It forms the 
basis for the construction of the dendrogram. The distance matrix is of order NXN, 
for the data points varying from 1….N. 
 
The distance between data points can be obtained using a specified ‘metric’ or 
measurement. The different types of metrics are Squared Euclidean, Mahalanobis, 
City block,  Minkowski,  Cosine,  Correlation,  Hamming, etc.  
 
The distance matrix is used to construct a dendrogram and indicates the number 
of clusters in the data based on the chosen scale or level of hierarchy. 
 
1.5.2.1.2 Rules for Hierarchical clustering  (Distance between clusters): 
Hierarchical clustering recognizes every element to be  a single cluster in the first 
step. In the succeeding steps it agglomerates similar elements into a single cluster. 
This process is called ‘linkage’. The basis for assigning similar elements into a single 
cluster can vary based on the type of algorithm used for performing linkage between 
elements. Listed below are a few of the most commonly used linkage algorithms: 
  
Single Linkage: The distance between two clusters is defined as the shortest distance 
from a point in the first cluster to a point in the second. It is also called the shortest 
distance linkage. 
 
Complete Linkage: The distance between two clusters is the longest distance from a 
point in the first cluster to a point in the cluster. 
 
Average Linkage: In this case the distance between clusters is the average distance 
from points in the first cluster to the points in the second cluster. 
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  Hierarchical clustering
Using Single-linkage
  
 
Figure 1.11 on left shows a dendrogram representation of data points  which are clustered using 
single linkage algorithm. This algorithm uses the nearest separation between data points in the 
two clusters as the basis of linkage.(shown in Figure on the right) 
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  Hierarchical clustering
Using Complete-linkage
 
 
 
Figure 1.12 on top shows a dendrogram representation of data points  which are clustered using 
complete linkage algorithm. This algorithm uses the farthest separation between data points in 
two clusters as the basis of linkage. (shown in Figure on the right) 
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Figure 1.13 on top shows a dendrogram representation of data points which are clustered using 
complete linkage algorithm. This algorithm uses the average of separation between data points 
in two clusters as the basis of linkage. (shown in Figure on the right) 
 
 
 
1.5.2.1.3 Determination of the type of linkage using Cophenet value :  The type of 
linkage to be used should best represent the data in its pristine form. The distance 
matrix is a representation of the data in its original form from which a dendrogram is 
constructed. The construction of a dendrogram for a chosen data set can be done 
using various types of linkages (as mentioned in the previous section). An assessment 
of the efficiency of clustering is done using a measure called ‘Cophenetic correlation 
coefficient’ or ‘cophenet value’. The closer a cophenet value is to 1 , the better the 
clustering solution provided by a type of linkage chosen [MATLAB tutorial on 
Hierarchical clustering].  
 
Cophenetic correlation coefficient is the Pearson product moment correlation co-
efficient  between the distance matrix and the dissimilarity matrix (rearrangement of 
the distance matrix as per the dendrogram structure).  
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Pearson product-moment correlation coefficient (sometimes known as the PMCC) 
R is a measure of the correlation of two variables X and Y measured on the same 
object or organism, that is, a measure of the tendency of the variables to increase or 
decrease together. It can be calculated using the following formula: 
Rx,y  =     ∑xy – (1/n)( ∑x∑y) 
                 _________________________________…..Equation 1.3 
 
            { [∑x2 – (1/n)( ∑x) 2] [∑y2 –(1/n)( ∑y) 2] }1/2 
 
 
R is a measure of correlation of two variables x and y measured on the same object or 
organism.  Here ‘n’ indicates the number values present in each data set. 
 
Cophenetic correlation coefficient is represented in MATAB using equation 1.2 
[MATLAB tutorial on Cophenet values]:  
 
c  =     ∑i<j (Yij - y) *(Zij-z) 
           ________________________  ……..... Equation 1.4 
       { [∑i<j (Yij - y) 
2
] *[∑i<j(Zij - z)
 2
] }
1/2
 
 
Where : 
 Yij is the distance between objects i and j in Y. It consists of the upper 
triangular elements of the distance matrix of the order NXN, where the 
number of elements varies from 1….N. i and j  each vary from 1….N. 
 
 Zij is the distance between objects i and j in Z(:,3). Z is a matrix of order NX3, 
where the last column is the output of the linkage using a chosen distance viz., 
average, centroid, weighted, etc. 
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 y and z are the average of Y and Z(:,3), respectively. 
 
1.5.2.1.4 Performance of Hierarchical clustering: Hierarchical clustering provides 
a more accurate and reliable classification of data than other clustering techniques. A 
disadvantage of this clustering technique is that it may be computationally expensive 
for huge data sets because it relies on distance between observations as objects rather 
than the objects themselves in creating a classification of data. Once the basic nodes 
have been assigned after parsing the entire data (at the initial step in clustering the 
data set), the algorithm cannot go back to recompute the elements of a particular node 
(to optimize the output). 
 
1.5.2.2 K-means clustering: K-means is a type of Partitional clustering technique 
which uses the K-means algorithm. K-means is a simple unsupervised learning 
algorithm [J.B.MacQueen. 1967] which performs Partitional or non-Hierarchical 
clustering of the given data set or points (of dimensions mxn) in an  n-dimensional 
space into k partitions or clusters. The number of clusters is predefined. Unlike 
Hierarchical clustering [MATLAB tutorial on Hierarchical clustering], K-means does 
not create a tree or hierarchy of the data set, but it creates clusters at a single level or 
scale. It does not involve thresholding during assignment of data points into a 
particular cluster. 
 
1.5.2.2.1 K-means algorithm: The k-means algorithm assigns data points to clusters 
in such a way that the objects within a cluster must be as close to each other as 
possible and as far away from the objects in other clusters. ‘K’ randomly chosen 
objects serve as k centroids or seeds initially. K-means uses an iterative algorithm 
that re-calculates the centroids and re-assigns points in such a way that there is 
maximum separation between clusters and minimum separation between the objects 
of a cluster to the cluster centroid. This criteria governs the convergance of the 
algorithm such that each cluster is compact and well separated from other clusters. 
Any rearrangement in the objects among clusters would not yield a better 
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configuration of elements for the chosen initial seeing [MATLAB tutorial on K-
means clustering]. However the choice of seeds is very critical to obtain the best 
configuration 
 
1.5.2.2.2 Performance of K-means clustering: K-means algorithm is especially 
preferred for partitioning very huge data sets while Hierarchical clustering is 
preferred for a relatively smaller data set. This is because k-means treats each 
observation as a separate object rather than the proximities between observations as 
referred to in the earlier text. Centroids are recomputed at every step until an accurate 
clustering of data points is obtained unlike Hierarchical clustering where the cluster 
groupings cannot be undone. The only problem with K-means clustering is that final 
partitioning of data into clusters depends on the choice of centroids in the initial steps. 
The strategy of assignment of centroids of clusters is called as seeding. Seeding 
techniques can be modified to improve the accuracy of k-means clustering technique. 
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Figure 1.14 shows six out of N phases involved in partitioning data using the K-means algorithm. 
In the first phase all the data points are pooled together. The number of clusters is assigned to be 
five. In phase two, five data points are randomly chosen as the centroids. In phase three , in the 
first iteration, based on these centroids, the data is partitioned into 5 clusters. Phases four and five 
involve re-assignment of centroids to obtain the best clustering of data.  Phase six shows the best 
clustering with maximum separation between clusters ( minimum separation of elements within a 
cluster ) after iteration number N.  
 
 
1.5.2.2.3 Silhouette values : The efficiency of k-means clustering can be measured 
by assessing how well the elements of a cluster are bound together within a cluster 
and separated from the elements of another cluster. The efficiency of clustering 
(using the criterion stated above) can be quantified using a metric known as 
‘Silhouette value’ [MATLAB tutorial on K-means clustering]. The silhouette value of 
a point is a measure of how similar a point is to the points in its own cluster compared 
to points in other clusters. The values range from -1 to +1. (-1  being the least and +1 
being the best membership value of a point belonging to a particular cluster).  
Silhouette value can be mathematically expressed as S(i) :
  
where a(i) = average dissimilarity of i-object to all other objects in the same cluster; 
b(i) = minimum of average dissimilarity of i-object to all objects in other cluster (in 
the closest cluster) [Tutorial : Cluster Analysis accuracy tool].     
 S(i) = ( b(i) – a(i) )  
           --------------------..............................................Equation 1.5 
           max( a(i), b(i) ) 
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Silhouette value for any point in a cluster can be expressed in MATLAB using the 
formula:  
S(i) = (min(b(i,:),2) - a(i)) ./ max(a(i),min(b(i,:),2)) ....................Equation 1.6 
where a(i) is the average distance from the ith point to the other points in its cluster, 
and b(i,k) is the average distance from the i
th
 point to points in another cluster k [An 
Introduction to Cluster Analysis, Kaufman et al. 1990]. A measure of +1 indicates if a 
point is distant from neighboring clusters, ‘0’ being an indicator that the point does 
not belong to any one cluster distinctly, and -1 being an indicator that the point is 
assigned to a wrong cluster [MATLAB tutorial on Silhouette value]. 
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Figure 1.15  on the left indicates the silhouette plot (silhouette values indicated for every 
element) for k-means clustering of a randomly chosen data set. Figure on left shows clustering 
of data into 3 groups (Algorithm implemented in MATLAB). The central figure indicates the 
silhouette plot for the same data set clustered similarly into four clusters. Figure on right 
indicates the silhouette plot for data clustered using the same processing stream into 5 
clusters. For number of clusters equal to three and five, negative silhouette values are seen. All 
silhouette values are seen to be positive for k=4, which is the appropriate number of clusters. 
 
 
1.5.2.2.4  The Elbow criterion: Determining the optimum number of clusters is  
critical to obtain accurate clustering of the data set both in K-means and Hierarchical 
clustering algorithms. This problem has been overcome by using the ‘Elbow 
criterion’ [Cluster Analysis, Blashfield et al. 1984]. If N be the optimum number of 
clusters indicated by the elbow criterion, the ‘Elbow criterion’ indicates a value of N  
such that if the number of clusters exceeds N, no information is added to the existing 
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sub groups of data. A plot of the percentage variance versus the number of clusters 
should yield an  elbow or angle at the optimum value of the number of clusters. If this 
criterion does not yield a significant elbow, alternative criteria are chosen. 
 
 
 
In 1.16 the graph of number of clusters 
versus percentage variance, an elbow is 
visible at N=3, and hence the most 
optimum clustering of the given data is 
seen  by partitioning it into 3 clusters. 
Generated in MATLAB.  
 
 
Figure 1.17 If the data points on the right and left 
of the elbow are fairly linear then the X-axis value 
at the elbow can be considered as the optimum 
number of clusters in the given data segment. In 
the current example the value of N=18. [Salvador 
et al. 2004] 
 
Two instances of elbow plots are indicated above. In the first case (on the left) 
there is a single elbow at N=3. In the second case (on the right) the elbow is not 
clearly visible. The data on the left and right of the elbow are approximated using 
linear regression. This enables a clear location of the elbow.  
 
1.5.3 Direct decomposition and Associative clustering 
1.5.3.1 Associative clustering : It has been found that the discharge activity of 
neurons in spinal and supra-spinal regions [Drew and Krouchev. 2006, Baev et al. 
1979, Baev et al. 1981] occurs as phasic bursts. These bursts are more compatible 
with a regulated control of a specific set of muscles during a step cycle. The base 
synergies that produce locomotion are discrete and active during certain parts of the 
step cycle only. This hypothesis has been examined by Drew and Krouchev,  by using 
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a novel clustering technique called ‘Associative clustering’. The technique revealed 
clustering in forelimbs and hind limbs in the cat. It also indicated a sequential 
clustering (and hence activation) of muscles throughout the gait cycle, very similar to 
the firing pattern shown by the neurons in the spinal cord, motor cortex and red 
nucleus [Drew and Krouchev. 2006]. In the current framework, modularity in phase 
has been examined in the trunk muscles in the rat using the Associative clustering 
technique 
 
This technique has been adapted from reference [Drew and Krouchev. 2006]. 
Associative clustering is independent of information about the number of clusters or 
threshold settings (apriori) for identifying the clusters as in other clustering 
techniques (K-means and Hierarchical). It groups channels which indicate a high 
degree of overlap in phase information into a single cluster. This technique is better 
preferred than other clustering methodologies because it associates data from 
different channels (based on the degree of overlap) rather than dissociating the phase 
data set into different clusters. The clusters are determined by associating the phase 
information across channels. Hence the term ‘Associative clustering’ . 
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Figure 1.18 shows the scatter plot of phase onset versus offset information 
recorded  in the forelimbs in the cat. A total of 26 periods of EMG activation 
recorded from 18 muscles have been grouped into seven clusters. Data from each 
of the 18 muscles is indicated using separate symbols.  Data from channels which 
associate with each other are grouped into a single cluster and are indicated with 
the same color.  The criteria for Associative clustering are discussed in the 
Methods and Results section. 
 
 
The template for Associative clustering is the shift in the occurrence of onset and 
offset identified w.r.t the onset and offset of events in the reference channel 
(Illiopsoas- the hip flexor muscle recordings). This information is represented in the 
phase domain by using the period between any two successive step cycles as the 
reference period. The onset and offset phase is each represented by using the range 0 
to 1 in the phase plane. A scatter plot of the onset versus offset phase for all bursts is 
the substrate for Associative clustering. Channels with a high degree of overlap are 
grouped into a single cluster. An instance of Associative clustering in the fore limb 
muscle recordings in the cat are shown in the Figure 1.18 [Drew and Krouchev,2006].  
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Figure 1.19 on the left indicates the direct component representation of 18 muscle recordings in the 
cat fore limbs. A small subset of the muscle recordings in the same cat are indicated in the figure on 
the right bottom and top corners. The right top corner figure indicates the manner in which specific 
regions of synchronous activity are chosen for analysis of phase information. In this case Sr or 
Sartorius musce has been chosen as the reference or standard muscle based on which  the onset and 
offset phase is determined in all other channels[56]. Abbreviations: EDB, extensor digitorum brevis; 
GL, gastrocnemius, lateral head; GM, gastrocnemius, medial head; Srt, sartorius, anterior head; St, 
semitendinosus. [Drew and Krouchev,2006]  
 
 
1.5.3.2 Direct decomposition: All the phase values in a single cluster are 
summarized using a Gaussian basis function.   The Gaussian basis function (Gaussian 
pulse) is created using the mean of all the onset and offset values obtained from all 
channels in a given cluster. The peak value of the Gaussian pulse is placed mid way 
at the mean of the onset and offset. The rate of decay of each half of the Gaussian 
pulse is calculated as mean of onset - 1 standard deviation (SD) of the onset values 
and the rate of decay of the second half of the pulse is calculated mean of all offset 
values + 1 SD. Because these values are directly obtained from the outcome of 
Associative clustering data these components are called as ‘Direct Components’.  The 
process of creating direct components using the phase information obtained from the 
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time domain representation of the muscle activations is termed ‘Direct 
decomposition’ [Drew and Krouchev, 2006]. 
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2. MATERIALS AND METHODS 
 
 
2.1 Experimental Set-up  
 
The standardized surgical technique for implanting electrodes was performed in 
the lab by specialized technicians (not performed by the author) and data was 
procured for further analysis. Two Sprague Dawley rats were used. The surgery 
table was sterilized with Clidox. Each animal was anesthetized with 2ml Ketamine, 
1ml Xylazine, 0.15 ml Acepromazine (KXA).  Each rat was weighed and 
administered with 0.38ml/Kg as a maintenance dose. The incision area was applied 
with Betadine. Electrodes were placed on the muscles and the electrode wires 
threaded together under the skin to the skull. An incision was made on the head of 
the animal and a tunneling tube was used to make a tunnel under the skin from the 
head to an incision where the electrode was placed. After soldering wires into the 
Microtech array and ensuring that the skull was dry, the array was cemented onto 
the skull. After the cement  was completely set, it was made sure that there were no 
sharp edges or cement pieces left on or underneath the skin as they may irritate the 
animal and the skin was loosely sutured around the headpiece. The animal was then 
put back into the cage on the heating pad until the it was recumbent. The animal 
was given its first dose of analgesic before it woke up. 2ml/kg of ketoprofen was 
administered at the end of surgery and again the following morning. 1ml/Kg of 
buprenorphine is administered at the end of surgery, and every 8 hours for next 48 
hours. An Elizabethan collar was placed on the animal until the incisions healed to 
discourage the animal from opening the wounds [ Referenced  from the statement of 
protocol for chronic trunk EMG]. 
 
2.2 Data Acquisition and pre-processing  
Five sets (three sets from Animal #1 and 2 sets from Animal# 2) of recordings 
were obtained from the two rats during different recording sessions scheduled on 
different days. EMG data was collected in these normal rats during treadmill 
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locomotion. After the surgical implantation of electrodes in trunk muscles the EMG 
procured was high pass filtered at 5 KHz and with a lower cut off frequency of 100 
Hz using Differential AC amplifiers (A-M Systems, Model 1700 ) and amplified with 
a gain of 10000. The data was digitized at 2020 Hz using a 16 channel, 1322 A 
Digidata 16-bit data acquisition system (Axon Instruments, Foster City, CA). Data 
was displayed using Axoscope digital oscilloscope software (Axon Instruments 
Foster City, CA) and gains were adjusted to avoid saturation. After filtering, the 2 
KHz data was rectified and  moving average filtered using 40 point boxcar moving 
average root mean square (RMS) filter frogs using MATLAB 7.1(MathWorks 
software, Boston,MA) [Hart and Giszter,2004]. Filtered data was down-sampled to 
250 Hz and saved for further analysis. The above protocol has been implemented 
earlier for extraction of synergies and bursts in the EMG  (procured from brainstem 
and spinal frogs) using a MATLAB routine [Hart and Giszter,2004]. EMG wv as 
recorded from 6 muscles bilaterally i.e., Latissimus dorsi, Longissimus, Externus 
Abdominis, Internus Abdominis, Rectus Abdominis, Illiopsoas. In order to enable an 
accurate threshold for peak detection, the data was then low pass filtered using a 
Butterworth Filter with a  cut off  frequency of 3 Hz. 
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Figure 2.1 indicates a screen shot of the EMG acquired using Axoscope 8.1 software 
(copyright, Axon Instruments, Foster City, CA). 
 
 
 
2.3 Detection of modularity using  ICA 
Independent Component Analysis of time series EMG recording was performed 
to recover the statistically independent components using information separation 
between sources. ICA extracts components which are non-gaussian (kurtosis not 
equal to zero). In MATLAB , ICA is performed using an inbuilt function runica.m. 
This algorithm was developed in MATLAB by Bell & Sejnowski (1995). It 
incorporates the ‘Natural gradient feature’ by Amari, Cichocki & Yang and uses the 
Infomax principle, the extended ICA algorithm of Lee, Girolami & Sejnowski and 
PCA dimension reduction, (preprocessing using inbuilt function specgram.m has also 
been suggested by M. Zibulevsky). 
 
Trunk EMG data acquired from Axoscope was rectified and low-pass filtered. 
Application of ICA was performed using runica.m. It resulted in a 12X12 matrix of 
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weights, a 12X12 sphering matrix, and a 12XN activation matrix where N is equal to 
the number of events. EMG time series can be reconstructed from the weight matrix, 
sphering matrix and the ICA activation data using the equation 2.1 below. 
 
EMG time series data = inv(weights*sphering matrix) *ICA activations……(2.1) 
      
10 20 30 40 50
2
4
6
8
Channel 1 Original data
10 20 30 40 50
5
10
15
20
Channel 2 Original data
10 20 30 40 50
246
810
12
Channel 3 Original data
10 20 30 40 50
24
6810
Channel 4 Original data
10 20 30 40 50
24
68
10
Channel 5 Original data
10 20 30 40 50
246
810
12
Channel 6 Original data
10 20 30 40 50
24
68
Channel 7 Original data
10 20 30 40 50
5
10
15
Channel 8 Original data
10 20 30 40 50
24
6
Channel 9 Original data
10 20 30 40 50
24
68
Channel 10 Original data
10 20 30 40 50
24
68
Channel 11 Original data
10 20 30 40 50
2
4
6
Channel 12 Original data
Seconds 
A
m
p
li
tu
d
e
  
Rectified and filtered EMG Recordings
 
 
Figure 2.2 indicates the EMG acquired from Axoscope rectified and low-pass filtered in the 
MATLAB workspace in .mat format. X-axis indicates time in secs. Y axis indicates normalized 
amplitude. The EMG recordings are indicated  for a duration 1 minute (from File#2  of animal #2). 
 
 
Figure 2.2 shows the rectified and low pass filtered (cutoff 3Hz), 12 channel EMG 
data  which is decomposed into independent component activations. 
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Figure 2.3.1 Weight Matrix 
(Color-coded) 
Figure 2.3.2 Sphering 
Matrix (Color-coded) 
Figure 2.3.3  Mixing Matrix 
(Color-coded) 
 
Figures 2.3.1,2.3.2 and 2.3.2 indicate a color coded representation of the weight, 
sphering and mixing matrices.  
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Figure 2.4: The plot of independent component activations (not normalized) for File #2(animal#2), 
returned after the application of runica algorithm to the original EMG time series data. X-axis 
indicates time in secs and Y-axis is the normalized amplitude.  
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Figure 2.4 above indicates the independent component activations obtained after 
linearly decomposing the 12 channel EMG data using ICA. 
 
2.3.1 The Mixing matrix analysis: The inverse of the product of the weights and 
sphering matrix yields the mixing matrix. Mixing matrix analysis is critical to the 
analysis using ICA because it identifies the significant muscles comprising each 
synergy [Hart and Giszter, 2004].  
 
Each column of the mixing matrix ‘W’ represent a synergy. Inorder compare 
synergies, the variance of activations was made unity and the corresponding mixing 
matrix values were adjusted to retain the transformation to the original time series 
EMG data. The columns in W are sorted according to the variance projected by ICA 
from the largest to the smallest automatically.  
 
 
Figure 2.5 shows the processing stream for  mixing matrix analysis 
sorting of weight matrix to match the ordering of synergies in the 
template matrix. (Hart and Giszter,2004). 
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Figure 2.6 indicates unsorted mixing matrices 
obtained after Files #1, #2, #3 and #5 are 
subjected to Independent Component Analysis. 
File #2 is used as the template matrix for 
sorting.  
Figure 2.7 indicates sorted mixing matrices 
obtained after Files #1, #2, #3 and #5 are 
subjected to Independent Component 
Analysis.  Mixing matrix of File #2 is used as 
the template for sorting. 
 
In order to determine the significant muscles within similar synergies across files 
irrespective of the variance associated with each data set, a sorting of synergies within 
the weight matrix was performed using a ‘template matrix’. The template matrix is 
the mixing matrix among all the files which bears maximum average correlation with 
all the other mixing matrices. For the purpose of reordering synergies to match the 
template, the corresponding weight matrices are correlated columnwise and the 
columns which correlate the most are identified as the same synergy. Then the next 
most correlated pair columns is chosen, and so on [Hart and Giszter,2004]. The 
correlation operation is performed using matcorr.m, an inbuilt MATLAB function.  
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Figure 2.8 indicates the mean mixing matrix values used for analysis of individual weight 
significance. The Y-axis indicates muscle weights present in each synergy. X axis indicates 
muscles represented from A-L. Significant muscles contributing to each synergy are indicated 
using a ‘*’ mark on the mean weight representative value. Analysis performed on all 5 files 
chosen set of trunk EMG recordings. File #2 (animal #2) chosen as the template since it has 
maximum correlation with all  files. 
 
 
The resulting mixing matrices are aligned after sorting. The mean values of 
weights are calculated along the columns (or synergies)  (for all 5 files chosen for 
analysis). The existence of modularity  follows from the observations that more than 
one significant muscle contributing to a single synergy [Algorithm for sorting of 
synergies has been  adapted from Hart and Giszter 2004]. 
 
 
2.3.2 Analysis of component variance contributions:  The components projected 
through the mixing matrix are used to reconstruct EMG time-series data. A plot of the 
number of components (used to reconstruct EMG) versus percentage reconstruction 
can be used to obtain the significant components contributing to the EMG variance. A 
plot of the individual component contributions to the EMG variance locates the 
significant activation components. The threshold chosen to separate significant 
components from the others is usually 100/N, where N is the number of components 
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obtained after linear decomposition of trunk EMG data. This threshold is used based 
on the assumption that each component contributes equally to the cumulative 
percentage variance [Hart and Giszter, 2004]. 
 
 
 
 
 
  
2.3.3 Determining the range within which ICA retains phase information: It has 
been found using various decomposition techniques that a small number of muscle 
synergies (usually 3-6) are sufficient to produce a broad range of movements [Drew 
and Krouchev, 2006]. A thresholding algorithm was used to quantify the range within 
which significant components (obtained after linear decomposition using ICA) 
capture phase information associated with the original signal. 
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Figure 2.9 on top indicates cumulative percentage reconstruction using first 
N components, N indicated on x-axis. Eight out of twelve components account 
for nearly 75% reconstruction of original trunk EMG data. No elbow is 
indicated in the plot. Figure on the bottom indicates percentage 
reconstruction using the Nth component, N indicated on the x-axis.  Five 
components are identified significant as they exceed a threshold of 8.33%  
(100/12). 
 
  
38 
 
2.3.3.1 Thresholding algorithm: A thresholding algorithm was used to detect the 
onset, offset and peaks in the EMG. The first sample exceeding a manually detected 
threshold was considered as the onset and the first sample falling below the threshold 
(between successive onsets) was designated as the offset. The sample with the 
maximum amplitude value between the onset and the offset was detected as the peak. 
Leg EMG procured from normal rats during treadmill locomotion was subjected to 
ICA. The original time series was reconstructed using the first six components (type-
1 data) as well as all the components (type-2 data) obtained from ICA,. 
Reconstruction of original signal  was done by projecting the ICA activations using 
the mixing matrix suitably. After application of the thresholding algorithm to type-1 
and type-2 data separately, a distribution of the peak onset shifts between these data 
was observed. Details of the analysis of distribution have been included  in the  
Results and Discussion section. 
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Figure 2.10 An application of thresholding algorithm to 100% and 80% ICA 
reconstructed leg-EMG data (type-1 and type-2 data  respectively). Onsets in 
type-1 data indicated in green and in red for first 6 component-reconstructed 
data. Onset shifts detected in type-2 data are indicated in black. 
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2.4 Creating a platform for cluster analysis 
 
      Creating a platform for cluster analysis involves creation of onset and offset phase 
values corresponding to every burst associated with a step cycle. 
 
2.4.1 Onset, Peak and Offset detection algorithm: A peak detection algorithm was 
implemented in MATLAB to identify the electro-physiological changes (onsets, 
peaks and offsets) during locomotion indicated by the EMG recordings. The EMG 
data was examined to manually set the threshold for peak detection. Any value 
exceeding the threshold was considered as the onset. The corresponding offset was 
the first value detected below the manually set threshold after the onset. The 
maximum value between the onset and offset was considered as the peak. This 
algorithm was used to detect peaks, peak-onsets and offsets in all the 12 channels 
with a suitable threshold for each channel.  
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Figure 2.11 on top indicates the non-rectified trunk EMG data from channel 11 
(Rectus Abdominis right) from File #2 (animal 2). The bottom figure indicates  
rectified EMG  generated by low-pass filtering data at 3Hz cut-off frequency and 
down-sampling it by 8 points. 
 
 
The non-rectified, and rectified and filtered versions are indicated in Figure 2.11. 
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Figure 2.12 on the left indicates onsets  detected in Channel  11 (Rectus Abdominis right)  
trunk EMG data from  File #2 (animal 2). The onset positions of the burst are indicated in red. 
Figure on right is an enlarged version of the peaks detected in Channel 11 data (three peak-
onset positions highlighted). 
 
 
Figure 2.12 shows an instance of the peak onset positions identified by the peak- 
onset detection algorithm. 
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Figure 2.13 indicates peak-onsets, peaks and peak-offsets detected in Channel 11 (Rectus 
Abdominis right) trunk EMG data obtained from File #2 (animal 2). An enlarged version of a 
fragment of the recording is indicated on the top right hand corner and shows onset positions in 
green, peak positions in red and offset positions in black. 
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The onset, offset and peak positions detected by the peak detection algorithm 
are illustrated in the Figure 2.13. 
 
 
2.4.2 Creating a template for peak-onset shift analysis : The data obtained from 
onset, peak and offset detection is stored in the form of its sample index values. A 
reference or control channel is chosen to perform further analysis. In the approach 
to phase analysis adopted by Drew and Krouchev, a reference (control) channel is 
chosen to normalize data within the file and across files. But in the current study, 
the co-ordination between various muscles is simplified by choosing a reference 
channel among the 12-channel EMG recordings. The peak onset positions in the 
reference channel are used to choose suitable peak onset and phase information for 
phase analysis in all other channels. Illiopsoas is used as the control channel due to 
its physiological significance as a hip flexor and is seen to be active in almost every 
step cycle during locomotion. 
 
The physiological changes during locomotion are visible as peaks in the EMG 
recording. Onset positions for these peaks in the Illiopsoas muscle recording are 
chosen as the reference. Peak onset shifts are detected in all channels w.r.t this 
reference channel for a chosen event (burst).  This data is stored in the form of 12XN 
matrix, where the number of events chosen in the reference channel varies from 
1……N for the twelve muscles included in the current study. This matrix forms the 
template for peak-onset shift analysis. 
 
2.4.3 Detection of closest peaks:  The algorithm detects the closest peak  to the peak 
in the reference channel in the preceding step cycle and the succeeding step cycle of 
all the other channels. The terms used to describe peaks in the preceding and 
succeeding step cycle are ‘backward’ and ‘forward’ peaks.  The closest of the forward 
and backward peaks detected is chosen as the closest peak and is entered in the 
template data matrix. 
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Figure 2.14 indicates non-rectified and 
rectified versions of 50 seconds of Channel 12 
(Illiopsoas right/reference channel) EMG and 
corresponding Channel  11 (Rectus 
Abdominis right) trunkEMG recordings. 
Figure 2.15 indicates onsets detected  in 50 
seconds of Channel 12 (Illiopsoas 
right/reference channel) EMG and 
corresponding Channel 11 (Rectus Abdominis 
right) EMG recordings. Onsets in the 
reference channel are indicated in red, onsets 
in forward interval are shown in black, onsets 
in backward interval (third row) are shown in 
magenta, and final onset counterparts of  
Channel 12 in Channel 11 trunk EMG 
recording are indicated in yellow. 
 
 
2.4.4 Creating a template for phase analysis : Phase data is created using the inter-
peak interval between the step cycles in the control channel (Illiopsoas) as the 
reference. And the shift in the onset and offset values of the other channels w.r.t to 
this interval gives the onset and offset phase values.  
 
The onset and offset phase values used for cluster analysis are indicated below: 
 
Phase of the onset = (Onsetreference
i
-Onsetnon-reference
i
)/Inter-peak-interval 
…………. Eqn 2.1   
 
Inter-peak interval=Onsetreference
i
-Onsetreference
i+1 
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i=1,2…..N (N=number of events/peak-onset shifts) 
 
Phase of the offset = (Offsetreference
i
-Offsetnon-reference
i
)/Inter-peak-interva 
………...Eqn 2.2      
 
Inter-peak interval=Onsetreference
i
-Onsetreference
i+1 
i=1,2…..N (N=number of events/peak-onset shifts) 
 
Hence phase and peak onset shift data matrices of dimensions 12XN are used as the 
data pool for the application of k-means and Hierarchical clustering techniques (N 
being the number of events chosen in the reference channel and twelve being the 
number of  muscles chosen in the study). 
 
2.5 Application of Cluster analysis 
The range of co-activation of a chosen group of muscles in  time and phase can be 
analyzed by classifying the data matrix of peak onset shifts and corresponding 
phase  using Partitional and Hierarchical clustering techniques.  
 
2.5.1 K-means (or Partitional) Clustering: K-means clustering involves partitioning 
of data into k-mutually exclusive clusters in such a way that there is minimum 
separation exists between elements of a cluster and maximum separation exists 
between clusters [MATLAB tutorial on K-means clustering]. K-means clustering  
was implemented using an inbuilt MATLAB function K-means, which partitions the 
12XN data matrix into k-clusters by iterative clustering. The iterative algorithm 
minimizes the sum of distances from a data point to its cluster centroid, over all 
clusters [MATLAB tutorial on K-means clustering].The algorithm returns a vector 
NX1 that indicates the cluster to which each point belongs. 
 
2.5.1.1 Why Euclidean distance? K-means algorithm uses squared Euclidean 
distance to assess separation between any two points.  Other types of distances 
between elements can also be specified (cityblock, cosine, correlation, hamming ,etc). 
An important distinction is whether the clustering uses symmetric or asymmetric 
  
44 
distances. A property of Euclidean space is that distances are symmetric (the distance 
from object A to B is the same as the distance from object B to A) and hence in the 
current study the distance is measured using ‘Squared Euclidean distance’.  
 
2.5.1.2 Silhouette value: The silhouette value  provides a co-efficient which indicates 
the degree of membership of a particular data point to its cluster and also its 
separation from other clusters. The silhouette value is calculated using an in-built 
MATLAB inbuilt function silhouette.m. The function grades the membership value of 
a given element in its cluster from -1 to +1. (-1 implies  that the element is closer to 
the centroid of another cluster and +1 implies that the element is closer to the centroid 
of its own cluster). 
 
2.5.1.3 Determination of the optimum value of k:  The K-means algorithm requires 
the value of k to be pre-defined. The best clustering is obtained when the value of k is 
such that every element of a given cluster is well separated from other clusters and is 
closer to the centroid of the cluster it belongs to. 
 
Using multiple seeding and varying k from 1 to 12, a data matrix of silhouette 
values for every value of k and every seeding  type was built. A plot of percentage 
variance versus the number of clusters did not indicate a significant elbow. The 
optimum value of k was be determined using the elbow for the plot of the  mean 
standard deviation of  silhouette values versus k. Thus the value of k for which the 
elbow was evident was chosen as the optimum value of k. A summary statistics of the 
mean peak onset shifts and phase values within the cluster would give a better 
estimate of the co-ordination between trunk muscles.   
 
2.5.2 Hierarchical Clustering: This clustering methodology involves identification 
of groupings in data over various scales  [MATLAB tutorial on Hierarchical 
clustering]. The outcome of Hierarchical clustering is a representation of the original 
data matrix in the form of a tree called as the ‘dendrogram’. Clustering of elements in 
the dendrogram can be done at various levels or scale. As the threshold or scale 
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increases in magnitude, the number of elements grouped under a single node 
increases. 
      
Creating a Hierarchical cluster tree involves the following steps: 
 
1) Creation of the distance matrix: The distance between any pair of objects is 
systematically represented in an nxn matrix, n being the number of data points 
(size of each data point 1x N) subjected to the Hierarchical clustering algorithm. 
This function is realized in MATLAB using pdist.m. The square symmetric 
matrix obtained from processing the output of pdist  which gives the N(N-1)/2 
elements which can be used to construct the distance matrix , also called 
similarity or dissimilarity matrix. The nature of distance between elements can be 
specified in  the pdist function. Squared Euclidean distance is used to find the 
distance between any two objects .  
 
2) Linkage of objects: Linkage between elements is performed to group the data 
points into specific clusters. In the current analysis linkage between elements is 
performed using an inbuilt function in MATLAB called linkage.m. Linkage 
between elements is performed using different algorithms viz., single, complete, 
average, weighted, centroid, median, ward, linkage, etc. The best linkage 
algorithm was determined by its ability to represent the data in its original form. 
This was done using the cophenetic correlation coefficient. 
 
3) Cophenetic correlation coefficient: The different types of linkages were 
assessed using the cophenetic correlation coefficient. Cophenetic correlation 
coefficient (cophenet value) is calculated using an inbuilt MATLAB function 
cophenet.m. This cophenet value provides a score based on the degree of match 
between the arrangement of data Hierarchically and the original data matrix. The  
cophenet value ranges between 0 to 1 (a better linkage between elements provides 
a cophenet value closer to 1).  
 
2.5.2.1 Determining the threshold: Determination of the level at which a 
Hierarchical cluster tree needs to be thresholded , is critical in identifying the number 
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of groups in the data. This problem is similar to the determination of k in k-means 
clustering. An algorithm similar to ‘Elbow criterion’ is implemented to overcome 
thresholding  problem in Hierarchical clustering technique. A plot of percentage 
variance versus k  (k varied from 1 to N, N being number of channels) is made. 
Detection of the elbow yields the optimum value of k (at x-co-ordinate of elbow). 
This method did not yield a visibly evident elbow in the current analysis. 
 
 An alternate way of determining k would be by visually locating the evident 
clusters in the color coded representation of the dissimilarity matrix. A more 
reasonable method was to use the ratio of the average distance within cluster to the 
average of  distance of elements (within cluster) to all other elements all other 
elements in other clusters (counterpart of the Silhouette value used in K-means 
clustering). This method yields a clearer elbow in the current analysis. 
 
2.5.2.2 Sorting of the dendrogram: The dendrogram is sorted to obtain a better  
representation of the clustering in muscle groups. The dendrogram arranges the 
elements of the input data (in a tree form) so as to group similar elements under a 
single node, but not necessarily in an ordered manner (order in distance between 
adjacent channels). The dendrogram is sorted inorder to introduce an order in this 
arrangement.  
 
The Hierarchical clustering tree is sorted without destroying the structure of the 
tree. The rearrangement of elements can be made only along the 2 degrees of freedom 
about any given node. All possible permutations are generated considering the two 
degrees of freedom about the node. Only the arrangement that provides a minimum 
energy or distance configuration of the arrangement of elements is chosen as the 
configuration for the sorted dendrogram. 
 
The dissimilarity matrix is re-arranged so as to adhere to the arrangement 
specified by the sorted dendrogram. The dissimilarity matrix representation after 
sorting clearly displays elements belonging to the same cluster ( grouped together )  
along the diagonal. 
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Figure 2.16 illustrates the color coded representation of the dissimilarity 
matrix in an unsorted (figure in the middle) and sorted (figure in the 
bottom) form. Sorting of the dendrogram (figure on top) enables similar 
elements to agglomerate near the principal diagonal (figure on the 
bottom). Data obtained fromtrunk EMG recordings. 
 
  Figure 2.16 provides an illustration of the need for sorting the dissimilarity matrix 
.It is evident that sorting the dendrogram brings together the elements within a cluster 
along the principal diagonal. 
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2.6 Direct Component Analysis (DCA) 
 
Direct component analysis maps EMG in the time domain to phase domain 
using the average onset and offset phase information of bursts. This technique is 
based on the concept that, ‘the base synergies that produce locomotion are discrete 
and active only at a specific time during a step cycle’ [Drew and Krouchev,2006]. 
Hence direct components represent the synergies involved in locomotion active 
during a specific periods in the step cycle (indicates the sequence of activation of 
muscles). This technique provides a comprehensive representation of the entire 
range of EMG recording. Unlike other decomposition techniques these components 
are procured directly form the time series EMG and hence the term ‘Direct 
Decomposition’ has been used to describe this process.  
   
2.6.1 Creation of Direct Components: [Technique adapted from Drew and 
Krouchev, 2006]. Direct components are created using Gaussian basis function with 
a  controlled rate of decay on each of the right and left halves of the Gaussian pulse. 
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Figure 2.17 Indicates an instance of Direct Component (Gaussian Basis function) 
representation of the cluster information of a sample EMG data. In the Gaussian 
basis function, the peak is placed midway between the mean onset and the mean offset 
of the period of activity indicated by a cluster .The rate of the decay of the Gaussian is 
Mean(Onset)-1SD(Onset) for left half of the pulse and Mean(Offset)+1SD(Offset) for 
right half of the pulse.  
  
 
 Direct components are representations of the average phase onset and offset 
values for a given cluster (muscle groupings), using a Gaussian basis function, in 
which the peak is placed midway between the mean onset and the mean offset of the 
period of activity indicated by a cluster. The rate of decay for the onset is obtained at 
mean  - 1SD of the onset phase values and the offset of the pulse is obtained by using 
mean + 1SD of the mean  offset phase values, which form the direct component 
representation for the respective cluster. 
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 Direct component analysis can be used to assess similarities with the synergies 
procured from other linear decomposition techniques like PCA (Principal Component 
Analysis), ICA (Independent Component Analysis) , NNMF (Non-negative Matrix 
Factorization), etc. But in the scope of the current project the analysis includes 
comparison of groupings with the groupings yielded by  ICA only. 
 
2.6.2 Associative clustering: [Technique adapted from Drew and Krouchev,2006] 
This clustering technique associates the two dimensional phase data of every burst 
(onset and offset phase) in all channels to identify functional synergists in phase. The 
clustering of channels in a two dimensional phase space is performed based on the 
degree of overlap in phase data between channels. Unlike other clustering techniques, 
Associative clustering does not dissociate input data (considering it as an unclassified 
set of points) to determine clusters in the input data. It does not require the number of 
clusters to be pre-defined as in other techniques. The  technique is  used to assess 
whether the data between different channels overlap or not. Clustering was based on 
the degree of overlap between the phase data belonging to every channel. 
 
2.6.2.1 Template for Associative clustering: Associative clustering was performed 
on the onset and offset data generated for all the bursts in all twelve channels 
(Illiopsoas being the reference channel). The phase data associated with every burst 
(in every channel) was defined by two co-ordinates i.e.,the phase of the onset and the 
phase of the offset. Hence the template for Associative clustering was created in a 
two dimensional phase space. 
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Figure 2.18 Scatter plot of the phase onset versus phase offset of File #2 phase data 
obtained from trunk EMG recordings. The phase information obtained from the bursts in 
each channel are indicated using a specific symbol. The centroid of each channel phase 
data is indicated using ‘*’ symbol. The channel number is indicated next to the centroid. 
Channels 5 and 11  (Rectus Abdominis left and Rectus Abdominis right) which form a 
subset of phase data from all channels are highlighted separately. There is a concentration 
of points in two regions of the phase space e.g., Rectus Abdominis right. This can be taken 
care of by improvising the peak detection algorithm and the current clustering 
techniques. The scatter plots represent an ‘n’-dimensional data projected onto a two-
dimensional plane. This could also explain the twosub clusters in agiven cluster for more 
than one muscle recording. 
 
 
An illustration of the scatter plot of the phase data associated with all channels 
(File#2, animal #2) is shown in Figure 2.18. Every channel is represented using a 
unique symbol. 
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2.6.2.2 Algorithm for Associative clustering: [ This technique has been adapted 
form Drew and Krouchev, 2006]. Phase data is summarized using the marginal 
sample means (C1,C2), C1 being the mean of onsets and C2 being the mean of 
offsets. Sx and Sy represent the standard deviations of the onsets and offsets. The 
vector R(i) is a compact representation of Sx,Sy of burst i, in Figure 2.19. 
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Figure 2.19 indicates  phase onset and offset information of channel #4, Latissimus left (LaL) 
(File# 4/ animal #1) used to create the resultant phase representation for the channel.  The trace 
of the ellipse indicates 1 standard deviation range from the centroid of channel#1 (LaL) phase 
data. 
 
 
2.6.2.3  Adjacency of clusters: Two sets, i and j of points (x,y), sampled from two 
different EMG bursts, are considered to be adjacent (neighbors) if the distance 
between the mean points of the two clouds of points  is less than cFrac (cFrac is the 
threshold for adjacency specified by the user) times the sum of the SD. Let d denote 
the vector difference between the centers (averages) of the scatter clouds. Then for 
each (k
th
) EMG in the pair compute the normalized projections p(k) of R(i) onto the 
direction spanned by d : 
 
p(k)= cFrac* sigma/(|d|),    k=i,j  …………………………Equation 2.3 
 
where the actual projection , sigma is computed using the inner vector product.  
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Sigma=R(k).d = Sx.dx + Sy.dx ……………………………Equation 2.4 
 
Two bursts are considered adjacent if, 
 
p(i)+p(j) >d….……………………………………………….Equation 2.5 
 
 
 
Boundary Muscle- 2 d2
p1(j)
p1(i)
R(i)R(j)
Boundary Muscle -3
Boundary Muscle -1
p2(j) p2(i)
d1
 
Figure 2.20 shows the boundary limits  in red, blue and brown of three different muscles. 
These boundaries are constructed using the marginal mean and standard deviations of the 
phase data from the respective muscles. The [p2(i)+p2(j)] < d2, hence muscle-2 (in red) and 
muscle-1 (in blue) are adjacent. The [p1(i)+p1(j)] > d1, hence muscle-1(in blue) and muscle-2 
(in brown) are not adjacent. 
 
 
 Figure 2.20 illustrates the boundary representation of phase data from three 
different muscles. The sum of the normalized projections of muscles 1 and 2 is less 
than the difference in the average phase values. Hence they are considered to be 
adjacent. Sum of normalized projections of muscles 1 and 3 is greater than the 
difference in the average phase values. Hence they are not considered to be adjacent. 
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Figure 2.21  illustrates phase data from Channel 1(Latissimus left) and Channel 3 
(Externum Abdominis left) (File#4, animal #2). Channels 1 and 3 are not considered to 
be adjacent because d>p1+p2. 
 
Figure 2.21 provides an illustration of the phase data from channels 1 and 3 
(Latissimus left and Externus Abdominis left) of File #4 (animal #2). Since the sum 
of  the projection of channels 1 and 3 (p1+p2) , on to the difference in the average 
phase values(d), of both channels greater than d,   the channels are not considered to 
be adjacent. 
 
2.6.2.4 Creation of the Adjacency matrix: An adjacency matrix is created to 
determine the muscles which group together. An adjacency matrix is a binary 
representation of the proximity between any two channels in the pool of eleven 
channels (reference channel excluded). Adjacency is represented by a value equal to 1 
(represented in white) and no adjacency is represented using a value of 0 (represented 
in black). 
 
 
 
  
55 
p
ro
m
a
t3
05173  1-->1
1 2 3 4 5 6 7 8 9 10 11
1
2
3
4
5
6
7
8
9
10
11
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
File #4/ Animal #2
(Phase Data within standard deviation of 1)
C
h
a
n
n
e
l 
 N
u
m
b
e
r
 
Channel Number 
Adjacency
No Adjacency  
Figure 2.22 illustrates the 11X11 Adjacency matrix in binary form. The 
proximity values represented in white indicate adjacency and those in black 
indicate no adjacency (File #4, animal #2).. 
 
 
2.6.2.5 Need for Equivalence class criterion for clustering: Illustrated in Figure 
2.22 is the adjacency matrix (in a binary form) using the criterion for adjacency 
between channels stated in the previously. The blocks in white indicate proximity and 
the blocks in black indicate no proximity between channels.  
 
The adjacency matrix provides information in an 11X11 matrix form as to 
whether each of the 11 channels groups together with the each of the other channels. 
It provides information about proximity on a one-to-one basis. Inorder to obtain 
group together all the muscles which operate in  a closer range in phase, the 
‘equivalence class’ criterion has been used. Thus the adjacency matrix provides  a 
template to group  the eleven channels into appropriate number of clusters, using the 
equivalence class criterion [Drew and Krouchev ,2006] .The details of the  
implementation of the ‘Equivalence class concept’ can be obtained from Chapter 6.8, 
'Numerical Recipes’ by Knuth.   
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Figure 2.23 An illustration of the phase data from all channels in File #4 
(Animal #2). The phase data is unclustered. Channels 1:12 are indexed as 
follows. 1,7 - Latissimus dorsi left and right; Channels 2,8 - Longissimus 
left and right; Channels 3,9 – Externus Abdominis left, and right; 
Channels 4,9: Channels 5,10: Internus Abdominis left and right; 
Channels 6,12- Illiopsoas left and right respectively. 
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Figure 2.24 An illustration of phase data in File #4 (Animal #2) from all 
channels in a clustered form [unclustered form of the same data 
indicated in Figure above]. The phase data is clustered using the rules 
for Adjacency and Equivalence classes. Cluster 1 includes: Channel 3; 
Cluster 2 includes: Channel 1,2 and5; Cluster 3 includes Channels 6 and 
4; Cluster 4 includes Channel 8; Cluster 5 includes: Channels 11,10,7,9 
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Figure 2.23 on top indicates the phase data procured from File #4 (Animal #2). 
All the phase data obtained from a  single channel is considered as one unit. The 
figure on top indicates unclustered data from all twelve channels. Figure 2.24 on 
bottom indicates clustering of the data from all twelve channels into five clusters 
using the Adjacency matrix and the ‘Equivalence class criterion’. 
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3. RESULTS 
 
 
The aim of the study was to examine the existence of modular behavior in trunk 
muscles in the rat. Trunk EMG was recorded during treadmill locomotion of rats. 
Modularity was examined using ICA, cluster analysis (k-means,Hierarchical) and 
direct component analysis of trunk EMG data.  
 
ICA was used to examine the rectified and filtered EMG recordings.  K-means 
and Hierarchical clustering techniques were applied to the peak onset shifts and hence  
phase associated with peak onset data. Associative clustering and Direct Component 
Analysis (DCA) were used to examine the phase data associated with the peak onset 
shifts and peak offset shifts.  
 
3.1 Analysis of modularity using ICA: A study of the efficiency of ICA in 
retaining phase information after linear decomposition was performed on leg EMG 
data. The existence of modularity in leg EMG was examined using ICA. An analysis 
of modularity using ICA involved a study of percentage variance contribution by the 
independent component activations and analysis of the mixing matrix.  Followed by 
this, an analysis of trunk EMG recordings for the existence of modularity was carried 
out. 
 
3.1.1 Does ICA preserve phase information associated with peak onsets? If so 
what is the range within which it preserves this phase information? ICA performs 
linear decomposition of a signal by using statistical independence of underlying 
sources as the criterion. It decomposes the leg muscle recordings into independent 
component activations. The significant independent components (1-6) can be used to 
reconstruct up to 75% of the original signal. One of the specific aims of the current 
investigation was to assess the accuracy with which ICA preserves peak onset 
information.  
 
A peak detection algorithm was applied to 100% reconstructed (type-1 data using 
all components and type-2 data using the first six components) leg EMG data. The 
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peak detection algorithm created an array of peak onset and peak positions after 
detecting the peaks. Peak onset shifts were assessed between the closest peaks in 
type-1 and type-2 data . It was found that 90% of the peak onsets detected  lay in the 
+/-30 ms range (forward and backward shifts) in the 100 % reconstructed leg EMG. 
This implies that ICA can preserve phase or timing information within a 30 ms range. 
So ICA can reveal modularity in leg muscles using information separation, with an 
allowance of about 30 ms error in peak onset information.  
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Figure 3.1 indicates the onset (of burst) 
detection algorithm applied to 100% (using 
all components) and 75% (using 1
st
 6 
components) ICA reconstructed data. 
 
Figure 3.2 indicates the distribution of onset 
shifts using a histogram. The distribution of 
peaks indicates that 90% of the peak onsets lie 
within an interval of 30 ms. 
 
 
        A statistical analysis of the peak onset shift information for all channels in the 
leg EMG recordings revealed the following results in Table 3.1 below.  
 
Mean (seconds) Median (seconds) Std-dev  (seconds) Mode (seconds) 
0.0079         0.0005        0.0175    -0.0032 
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3.1.2 Analysis of modularity (in leg and trunk muscles) using ICA 
 
 Application of ICA involves linear decomposition of the leg and trunk EMG 
recordings into their independent component activations. After determining the 
significant independent components, the existence of modularity using ICA can be 
ascertained. 
 
3.1.2.1 Does application of ICA reveal modularity in leg muscles in the rat? 
Examination of modularity using ICA was done using analysis of percentage variance 
and mixing matrix analysis. The existence of modularity in leg EMG data using 
information separation can be ascertained using Independent Component Analysis. 
The 16-channel leg EMG data was decomposed using ICA and 16 statistically 
independent components were extracted after application of the Extended Infomax 
ICA algorithm. A histogram of the percentage reconstruction of the original signal 
using each of the 16 independent components and a cumulative percentage 
reconstruction is indicated in Figure 3.3.  
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Figure 3.3 on top indicates cumulative percentage reconstruction using first N 
components, N indicated on x-axis. Nine out of sixteen components account for 
nearly 75% reconstruction of the original EMG signal. Figure on the bottom 
indicates percentage reconstruction using the Nth component, N indicated on the x-
axis. Seven components are identified to be significant as they exceed a threshold of 
6.2%  (100/16).  
 
         Leg EMG files indicate modularity in terms of the number of significant 
components and the variation in the percentage variance contributed by each 
component. 9 out of 16 components account for nearly 75% of the trunk EMG 
variance, which indicates that fewer components account for a greater percentage of 
variance in the leg EMG. An indication of elbow in the cumulative percentage 
variance plot (at N=9) shows that about 50% of the components are significant. This 
indicates the existence of modularity in leg muscles in the rat. 
 
3.1.2.2 Does application of ICA reveal modularity in trunk muscles in the rat? 
The 12-channel trunk EMG data was decomposed using ICA and 12 statistically 
independent components were extracted after application of the Extended Infomax 
ICA algorithm. A histogram of the percentage reconstruction of the original signal 
using each of the 12 independent components and a cumulative percentage 
reconstruction is indicated in Figure 3.4.  
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Figure 3.4 on top indicates cumulative percentage reconstruction using first N 
components, N indicated on x-axis. Eight out of twelve components account for 
nearly 75% reconstruction of original data. No elbow is indicated in the plot. Figure 
on the bottom indicates percentage reconstruction using the Nth component, N 
indicated on the x-axis.  Five components are identified significant as they exceed a 
threshold of 8.33%  (100/12). 
 
 
A plot of the cumulative percentage reconstruction (along y-axis) using the 
specified number of components (along x-axis) is shown in the figure above. The 
cumulative percentage reconstruction plot shows a linear growth in the percentage of 
reconstruction with an increase in the number of components by a unit measure 
(along x-axis). Eight out of twelve components account for 75% reconstruction of the 
original signal. Such a linear growth (elbow not visible) in cumulative percentage 
reconstruction does not indicate the existence of modularity. 
 
A plot of the percentage reconstruction of the original EMG using each 
component showed that eight out of twelve components were significant. A threshold 
of 8.33% was used  to tell the significant components from others. This implies that 
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more than 60% of the components control most of the variance of the trunk EMG 
data. This does not indicate the existence of modularity. 
 
3.1.2.3 Percentage variance analysis in trunk EMG for all 5 files (2 animals): 
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Figure 3.5 indicates the variation in the % 
variance contributed by each individual 
component (component-wise % reconstruction). 
Component number indicated by x-axis. 
Figure 3.6 indicates that the variation in the 
cumulative percentage variance contributed 
by first N components, value of N indicated by 
x-axis. 
 
 
Table 3.2 Component-wise %Cumulative Variance contribution (all 5 trunk 
EMG files) 
 
Mean % Standard Deviation 
14.2 2.1679 
23.2 3.4205 
32 3.0822 
40 3.0822 
48.8 3.0332 
57.2 3.4205 
65.2 3.4205 
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Mean % Standard Deviation 
73.8 2.7749 
82 3.0822 
89.8 2.7749 
97.6 2.1909 
100 0 
 
An assessment of the variation in the cumulative percentage variance shows a 
standard deviation of 0 to 3.1%.  This implies that there is not much variation in the 
cumulative percentage reconstruction across files. Since the margin of standard 
deviation is small, a linear plot of cumulative percentage reconstruction is seen in all 
the trunk EMG files. This does not indicate modularity in trunk muscles using 
information separation as the criterion. 
 
Table 3.3 Component-wise %Variance contribution (all 5 trunk EMG files) 
  
Mean % Standard 
Deviation 
14.2 2.1679 
9 2.2361 
8.8 0.4472 
8 0 
8.8 0.4472 
8.4 0.5477 
8 0 
8.6 0.8944 
8.2 0.4472 
7.8 0.4472 
7.8 1.0954 
2.4 2.1909 
 
An evaluation of the variation in the component-wise percentage variance shows 
a standard deviation of 0  to 2.2%.  This implies that there is not much variation in the 
component-wise percentage reconstruction across files. Since the margin of standard 
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deviation is small, nine out of twelve components were identified to be significant 
(<= 8.33%). This does not indicate modularity in trunk muscles using information 
separation as the criterion. 
 
3.1.2.4 Determination of modularity using mixing matrix analysis : Mixing 
matrices obtained after the decomposition of all five trunk EMG files (using ICA) 
were further processed to accommodate the normalization of activations [Hart and 
Giszter , 2004]. These matrices were analyzed to ascertain the mixing matrix of a 
particular file which had the maximum average correlation to all remaining files. This 
file was used as a template and the remaining mixing matrices were re-sorted 
accordingly.  
 
After analyzing the average correlation across files, File#2 was found to have the 
maximum average correlation with all other files. So File#2 was used as a template 
for re-sorting Files 1, 3, 4 and 5 indicated above. 
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Figure 3.7  indicates original unsorted 
mixing matrices  
 
 
Figure 3.8 indicates mixing matrices sorted using 
a template matrix. 
 
The re-sorted matrices were then averaged to indicate which muscle had a significant 
contribution to a particular synergy. 
  
66 
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Figure 3.9 indicates the mean mixing matrix values used for analysis of individual weight 
significance. The Y-axis indicates muscle weights present in each synergy. X axis indicates 
muscles represented from A-L. Significant muscles contributing to each synergy are 
indicated using a ‘*’ mark on the mean weight representative value. No modularity is 
indicated since in 11 out of 12 channels  one significant component is identified in each 
synergy.  
 
The bar plots of mean weights of the twelve muscles contributing to each synergy 
show that there is one significant muscle contributing to each individual synergy. 
This indicates poor co-activation of muscle groups for a given synergy or pre-motor 
drive. Hence ICA does not reveal modularity in co-activation of muscles from mixing 
matrix analysis of trunk muscles in the rat.   
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An instance of modularity indicated by mixing matrix analysis: 
 
 
 
Figure 3.10 Modularity was identified in 
brain stem EMG recordings. Average 
weights of the first six components 
plotted as bar graphs for brain stem 
frogs. More than one significant muscle 
was identified in each synergy extracted 
from brain stem EMG recordings in the 
frog. Significant muscles in each synergy 
are shaded in red (significant in 
brainstem). A muscle in each that was 
recruited in the brainstem frogs was not 
significant using the t test. Muscles: RA, 
rectus anticus; RI, rectus internus; AD, 
adductor magnus; SM, 
semimembranosous; GL, gluteus; VI, 
vastus internus; VE, vastus externus; ST, 
semitendinosous; BI, biceps; SA, 
sartorius.(Hart and Giszter 2004). 
 
Hind limb muscle recordings from brain stem frogs revealed modularity after 
mixing matrix analysis. The bar plots indicated above show more than one muscle 
making a significant contribution to each of the significant synergies (1, 2, 4, 5 and 
6). Modularity in hind limb muscles in the frog has been shown by highlighting more 
than one significant muscle contributing to an individual synergy [Hart and Giszter, 
2004]. 
 
3.2 Analysis of modularity using cluster analysis 
K-means, Hierarchical and Associative clustering techniques have been used to 
examine clusters or groupings in 12 muscles chosen for the current study.  
 
3.2.1 K-means clustering: K-means clustering partitions the 12 muscles into k 
clusters. The value of ‘k’ is pre-defined and can be determined using the ‘Elbow 
criterion’.  Each muscle is represented using a 1xN data point in an N-dimensional 
phase space, (N=number of bursts considered). The k clusters from 12 muscles are 
obtained based on the separation between clusters and the proximity of data points in 
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a cluster to their centroid. The ‘silhouette value’ is a metric for assessing the 
membership value of a data point within its cluster and separation from other clusters. 
A plot of the mean of the standard deviation of silhouette values across clusters is 
generated. This data is examined for an elbow. Regression of linear segments in the 
plot enables better visibility of the elbow.  
 
3.2.1.1 Application of K-means to onset phase and peak onset shift data: The K-
means algorithm was implemented on the peak onset shift and phase data. A plot of 
the mean of the standard deviation of silhouette values (within a cluster) for clusters 
from 1 to N, (N=number of channels), was generated. Two or more seeds were used 
to generate the clusters. An elbow was obtained for all files (2 animals) after 25 
iterations. If multiple elbows existed, the elbow which showed the most relevance in 
terms of biomechanics of normal locomotion was considered. The number of clusters 
indicated by using percentage variance criterion did not yield satisfactory results in 
terms of clear detection of elbows.  
 
Plots of the mean of the standard deviation of silhouette values across cluster 
groupings (number of clusters varying from 1 to 12) for all 5 files is shown in Figure 
3.11. The figure shows cluster groupings revealed after the k-means algorithm was 
applied to phase data. An elbow is detected in the plot corresponding to each 
recording session (each file). The number of clusters corresponding to the elbow is 
considered as the appropriate number of clusters for the given data set. 
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Figure 3.11 Plot of the mean of  standard deviation of the silhouette values 
for phase data for all 5 files (2 animals). 
 
 The plot of the mean of the standard deviation of the silhouette values shows 
higher values for File #3. This is because File #3 is a shorter file and has higher noise 
content compared to the other four files. In the event of multiple elbows being found, 
the elbow which yields results relevant to groupings in terms of biomechanics is 
chosen. All these plots need a linear approximation using linear regression for a better 
assessment of the elbow. 
 
An instance of the elbow detected at N=5 for File #1 (animal #1) is shown in 
Figure 3.12. The right and left halves of the data appear linear. The data is 
approximated using linear regression for right and left halves separately. 
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Figure 3.12 Plot of the of mean of the standard deviation of the silhouette values for 
phase data from trunk EMG data (File #1, Animal #1). At N=6 an elbow is visible 
after performing linear regression on the left and right  parts of the data (linear 
regression is performed on  data segments which appear fairly  linear). Linear 
regression was performed using Microsoft Excel. y1 and y2 represent equations for 
linear regression of data points on the left and right halves. 
 
 A summary of the cluster groupings in the N-dimensional phase data recorded for 
all 5 files is indicated in Table 3.4. Significant clusters have been highlighted in bold 
in the table. A significant cluster is determined by its degree of correlation with the 
largest cluster in all files obtained after clustering. The process of detecting the 
significant cluster in a given file has been addressed in a later section dealing with 
‘Consistency of clustering’.         
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    Table 3.4 Summary of groupings in the onset phase data in trunk EMG 
recordings: 
 
File No: Clus 1 Clus 2 Clus 3 Clus 4 Clus 
5 
Clus 6 Clus 
7 
Clus 
8 
Clus 
9 
File #1 
 
EAL LaL IAL IlL RAL LnL 
LnR 
EAR 
IAR 
RAR 
IlR 
LaR 
 
  
Mean  
-0.0073 
 
-0.0004 
 
0.0531 
 
0.0766 
 
0.0463 
 
0.0162 
 
0.0637 
  
Standard 
Deviation 
0.3603 0.3628 0.3310 0.3532 0.3787 0.2411 0.3822   
File #2 
 
LnR LaL 
IAL 
RAL RAR IlL LaR 
EAR 
IAR 
IlR 
EAL LnL  
Mean  
0.0265 
 
-0.0033 
 
0.0391 
 
 
0.0738 
 
0.0664 
 
-0.0469 
 
0.0379 
 
0.0321 
 
Standard 
Deviation 
0.4419 0.4133 0.4129 0.4109 0.3469 0.2473 0.3279 0.3826  
File #3 
 
LnL 
EAL 
RAL 
LaL 
IAL 
LaR 
IAR 
RAR 
IlL 
LnR 
EAR 
IlR 
      
 
 
Mean -0.1082 0.1107 0.0130       
Standard 
Deviation 
0.1880 0.1889 0.0523       
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File No: Clus 1 Clus 2 Clus 3 Clus 4 Clus 5 Clus 
6 
Clus 
7 
Clus 
8 
Clus 
9 
File #4 
 
RAL LnR EAL IAL 
IAR 
LaL 
LnL 
IlL 
LaR 
EAR 
RAR 
IlR 
    
Mean -0.0309 -0.0785 0.1755 0.1755 0.0404     
Standard 
Deviation 
0.3727 0.3852 0.4648 0.4648 0.3019     
File #5 
 
EAL 
 
LaR IAL IAR RAR IlL EAR RAL LaL 
LnL 
LnR 
IlR 
Mean 0.0998 0.0589 0.0653 0.0430 0.0297 0.0663 0.0797 -
0.0100 
0.0104 
Standard 
Deviation 
0.2917 0.2913 0.3682 0.2768 0.3256 0.3192 0.2804 0.3507 0.1955 
 
After examining the significant clusters the following observations can be made: 
1) In four out of five files (Files #1, 2, 3 and 4) the hip flexor (Illiopsoas right) 
is found to be grouped with at least one abdominal muscle (ipsi-lateral). 
2) Files #4 and #5 show contra-lateral coupling between Illiopsoas right and 
the Latissimus left. In File #4, contra-lateral coupling is also seen between 
Illiopsoas left and the Latissimus right.   
3) The phase distance between muscles in the same cluster is not greater than 
0.5 or they do not occur in anti-phase (a phase distance 0.5). 
4) The grouping of muscles Illiopsoas right and left (Files #3 and #4) in the 
same cluster is not significant in terms of bio-mechanics. Locomotion of 
the rat on the treadmill does not indicate flexion of Illiopsoas left and right 
  
73 
within 0.5 phase units. This observation is examined in more detail in the 
‘Discussion’ section. 
  
The peak onset shift data is subjected to a similar analysis. Plots of the mean of 
the standard deviation of silhouette values across cluster groupings (number of 
clusters varying from 1 to 12) for all 5 files is shown in Figure 3.13. File #3 is a 
shorter file and has higher noise content compared to the other four files. If multiple 
elbows exist, the elbow which yields relevant groupings in terms of biomechanics is 
chosen. All these plots need a linear approximation using linear regression for a better 
assessment of the elbow. 
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Figure 3.13 Plot of the ratio of std to mean of the silhouette values for peak onset shift data 
for all 5 trunk EMG files (2 animals). 
 
  An instance of the elbow detected at N=5 for File #4 (animal #2) is shown in 
Figure 3.14. The right and left halves of the data appear linear. The data is 
approximated using linear regression for right and left halves separately.  
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Figure 3.14 Plot of the of mean of the standard deviation of the silhouette values (from 
trunk EMG) phase data (File# 4, Animal #2). At N=5 an elbow is visible after performing 
linear regression on the left and right  parts of the data (linear regression is performed on  
data segments which appear fairly  linear). Linear regression was performed using 
Microsoft Excel. y1 and y2 represent equations for linear regression of data points on the 
left and right halves. 
  
A summary of groupings in the peak onset shift data is indicated in Table 3.5. 
Groupings are obtained after performing k-means clustering and applying the elbow 
criterion. 
     Table 3.5 Summary of groupings in the peak onset shift data form trunk 
EMG files: 
File no: Clus 
1 
Clus 2 Clus 3 Clus 4 Clus 5  Clus 
6 
Clus 7 Clus 8 
File #1 
 
RAL EAL LaL 
IAL 
IlL LnL 
LaR 
   
  
75 
LnR 
EAR 
IAR 
RAR 
IlR 
Mean 0.0463 -0.0073 -0.0004 0.0766 0.0418    
Standard 
Deviation 
0.3787 0.3603 0.3628 0.3532 0.2864    
File #2 
 
RAR LaL 
IAL 
RAL LnR LnL 
EAL 
IlL 
LaR 
EAR 
IAR 
IlR 
   
Mean 0.0738 -0.0075    0.0391 0.0265 0.0321    
Standard 
Deviation 
0.4109 0.4182 0.4129 0.4419 0.3826    
File #3 
 
RAL EAL EAR 
RAR 
IlR 
IlL 
LnR 
LnL LaL 
IAL 
LaR 
IAR 
  
Mean -0.1100 -0.1011 0.0223 0.0074 -0.1136 0.1248   
Standard 
Deviation 
0.2168 0.2696 0.0577 0.0968 0.1467 0.1333   
File #4 
 
IAL EAL LnL LaL 
IlL 
IAR 
RAL 
LaR 
LnR 
EAR 
RAR 
IlR 
   
Mean -0.0371 0.1755 0.0418 0.0604 -0.0309    
 
  
76 
File no: Clus 
1 
Clus 2 Clus 3 Clus 4 Clus 5  Clus 
6 
Clus 7 Clus 8 
Standard 
Deviation 
0.3813 0.4648 0.4003 0.3770 0.3727    
File #5 
 
IAL RAR EAR RAL LaR EAL IlL LaL 
LnL 
LnR 
IAR 
IlR 
Mean 0.0653 0.0297 0.0797 -0.0100 0.0589 0.0998 0.0663 0.0812 
Standard 
Deviation 
0.3682 0.3256 0.2804 0.3507 0.2913 0.2917 0.3192 0.2489 
 
 
 
After examining the significant clusters the following observations can be made: 
1) In four out of five files (Files #1, #3-Animal #1 and #4, #2-Animal #2) the hip 
flexor (Illiopsoas right) is found to be grouped with at least one abdominal 
muscle (ipsi-lateral). 
2) File #5 (Animal #1) shows contra-lateral coupling between Illiopsoas right 
and the Latissimus left. File #2 (Animal #2) shows contra-lateral coupling 
between Illiopsoas left and the Latissimus right. 
3) The phase distance between muscles in the same cluster is not greater than 
300 ms or they do not occur in anti-phase (peak onset shift of 666/2 ms = 333 
ms). 
4) The coupling of Illiopsoas right and left (seen in File #2/ Animal #2) in the 
same cluster is not significant in terms of bio-mechanics. Locomotion of the 
rat on the treadmill does not indicate flexion of Illiopsoas left and right within 
a 500 ms peak onset shift. This observation is dealt with in detail in the 
‘Discussion’ section. 
 
3.2.2 Hierarchical clustering: Hierarchical clustering was performed on the 
phase and peak onset shift data. The cluster groupings are obtained by using the 
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distance between muscles as the basis rather than the distance between the centroid 
and the object (as in K-means). A distance matrix was obtained by finding the 
squared Euclidean distance between channels (pair-wise distance). The distance 
matrix was used to group data for a specified threshold applied to the distance 
between any two muscles or any two groups of muscles (based on the level of 
hierarchy in the dendrogram). The distance was measured for the phase or peak onset 
shift data associated with each muscle. 
 
3.2.2.1 Determining the type of linkage: Different algorithms can be used to 
perform linkage (different forms of grouping) between data points and represent the 
data in a dendrogram structure. How faithfully a dendrogram (using a specific type of 
linkage) represents the original data can be assessed using the ‘Cophenet value’ 
[MATLAB tutorial on Hierarchical clustering]. The closest resemblance of the 
dendrogram structure to the original data is given by a cophenetic correlation 
coefficient of 1. A cophenet value of 0 indicates no resemblance of the dendrogram 
structure to the original data. A table of cophenet values versus the type of linkage 
was generated in MATLAB. The best clustering was determined based on the highest 
average values for all files for a particular type of linkage.  
 
     Table 3.6  Cophenet values for various types of Linkages across all files:  
 
 
 
SINGLE 
 
COMPLETE 
 
AVERAGE  
 
WEIGHTED 
  
CENTROID 
 
MEDIAN 
 
WARD 
 
FILE #1 0.789688 0.85445754 0.8652281 0.860885 0.845579 0.846081 0.852985 
FILE #2 0.897956 0.89676814 0.9139317 0.9086423 0.8987537 0.835675 0.832942 
FILE #3 0.764243 0.55655398 0.8383677 0.8262061 0.8262986 0.823236 0.581274 
FILE #4 0.753028 0.62905785 0.7854776 0.7605535 0.7516232 0.74193 0.672541 
FILE #5 0.802124 0.79795554 0.8320267 0.8236269 0.8200131 0.80167 0.793734 
 
Mean 
 
 
0.801408 
 
 
0.746959 
 
 
0.847006 
 
 
0.835983 
 
 
0.828454 
 
 
0.809718 
 0.746695 
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Every linkage algorithm was evaluated using the Cophenetic correlation 
coefficient for its efficiency in linking data points. Average linkage yields the best 
clustering for trunk EMG data (maximum average cophenetic values across all files).  
 
3.2.2.2 Sorting the dendrogram: Hierarchical clustering was performed using the 
squared Euclidean distance between objects and the ‘Average linkage’ algorithm to 
classify the input data points. The Hierarchical clustering algorithm displays data 
points in the form of a dendrogram. Once the dendrogram structure and the 
dissimilarity matrix were obtained, the dissimilarity matrix was sorted so as to group 
together elements which are closer to each other. The sorting was performed by 
generating all possible permutations of the arrangement shown by the dissimilarity 
matrix for the available degrees of freedom around the nodes. The minimum energy 
configuration was finally chosen from among all configurations to re-arrange the 
dissimilarity matrix.  
 
3.2.2.3 Determining the threshold:  The dendrogram represents data points in a 
Hierarchical structure. A suitable threshold was chosen below which data points were 
grouped into separate clusters. The choice of threshold was made using the ‘elbow 
criterion’. A more reasonable method was to use the ratio of the average distance 
within a cluster to the average distance of elements (within the cluster) to all other 
elements in other clusters, versus the number of iterations to attain a particular 
threshold. After each iteration, the threshold value is increased stepwise. Cluster 
groupings indicated by using the percentage variance criterion did not yield 
satisfactory results. They did not indicate a clear elbow and have not been included in 
the current analysis. 
 
The dissimilarity matrix obtained from the distance matrix is shown in Figure 
3.15. It is originally in an unsorted form since the arrangement of channels in the 
dissimilarity matrix is not according to a minimum energy configuration (minimum 
distance between successive channels). A better visualization of the distribution of 
clusters is obtained after the dissimilarity matrix is sorted. This allows for the 
agglomeration of clusters (previously in an uneven form) into specific groups along 
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the principal diagonal. An instance of a better representation of clusters after sorting 
the dissimilarity matrix is shown in Figure 3.15. 
 
 
 
 
The first step in determining the optimum number of clusters is to find an 
optimum threshold for Hierarchical clustering. This is done using the elbow criterion 
for a plot of the ratio of the mean of distances within clusters to the mean of distances 
between clusters (an instance of the elbow criterion applied to File #4 is shown in 
Figure 3.16).  The right and left halves of the plot appear linear and are approximated 
using linear regression.  The point of intersection of the linear segments indicates the 
elbow. The x-axis in the case of Hierarchical clustering indicates the number of 
 
Figure 3.15 illustrates the color coded representation of the 
dissimilarity matrix in an unsorted (figure on the middle) and sorted 
(figure in the bottom) form. Sorting of the dendrogram (figure on top) 
enables similar elements to agglomerate near the principal diagonal. 
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iterations where each iteration amounts to an increase in the threshold used for 
Hierarchical clustering. 
 
 
Figure 3.16 shows the elbow criterion for choice of a threshold for clustering. The choice 
of threshold for clustering was made using the plot of ratio of average within cluster 
distance between points to across cluster distance between points. An elbow at Iteration 
no: =6, indicates that the optimum threshold corresponds to iteration no: 6 .This 
threshold has been used to obtain the final cluster groupings in File #4. 
 
A summary of groupings in the phase data is indicated in Table 3.7. Groupings 
are obtained after performing Hierarchical clustering and applying the elbow 
criterion. The significant clusters have been highlighted in bold in the table. A 
significant cluster is determined by its degree of correlation with the largest cluster in 
all files. The process of detecting the significant cluster in a given file has been 
addressed in a later section dealing with ‘Consistency of clustering’.         
 
Table 3.7 Summary of groupings in the onset phase data form trunk EMG files: 
File no: Clus 1 Clus 2 Clus 
3 
Clus 4 Clus 5  Clus 6 Clus 7 Clus 8 
File #1 EAR IAR IlL EAL RAL LaR LaL  
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 LnL 
IAL 
LnR 
RAR 
IlR 
Mean 0.0165 0.0295 0.0766 -0.0073 0.0463 0.0637 0.0173  
Standard 
Deviation 
0.2540 0.3001 0.3532 0.3603 0.3787 0.3822 0.2695  
File #2 
 
RAL 
 
EAL LnL LaL 
IAL 
IlL LnR RAR LaR 
EAR 
IAR 
IlR 
Mean 0.0391 0.0379 0.0321 -0.0033 0.0664 0.0265 0.0738 -0.0469 
Standard 
Deviation 
0.4129 0.3279 0.3826 0.4133 0.3469 0.4419 0.4109 0.2473 
File #3 
 
RAL LaR RAR LnL EAL 
IlL 
LaL 
IAL 
LnR 
EAR 
IAR 
IlR 
  
Mean -0.1100 0.1529 0.0257 -0.1136 -0.0469 0.0699   
Standard 
Deviation 
0.2168 0.3428 0.1795 0.1467 0.1907 0.1180   
File #4 
 
LnR RAL EAL IAL 
 
LaL 
 
IAR LnL IlL 
LaR 
EAR 
RAR 
IlR 
Mean -0.0785 -0.0309 0.1755 -0.0371 0.0604 0.0053 0.0418 0.0361 
Standard 
Deviation 
0.3852 0.3727 0.4648 0.3813 0.3770 0.3712 0.4003 0.2599 
File #5 RAR EAR LaR IlL RAL IAL EAL LaL 
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  LnL 
LnR 
IAR 
IlR 
Mean 0.0297 0.0797 0.0589 0.0663 -0.0100 0.0653 0.0998 0.0169 
Standard 
Deviation 
0.3256 0.2804 0.2913 0.3192 0.3507 0.3682 0.2917 0.2137 
 
After examining the significant clusters the following observations can be made: 
1) In all the files, the hip flexor (Illiopsoas right) is found to be grouped with at 
least one abdominal muscle (ipsi-lateral). 
2) Files #1, 3 and 5 (Animal #1) show contra-lateral coupling between Illiopsoas 
right and the Latissimus left. File #4 (Animal #2) indicates contra-lateral 
coupling between Illiopsoas left and the Latissimus right. 
3) The phase distance between muscles in the same cluster is not greater than 0.5  
or they do not occur in anti-phase  
4) The coupling of Illiopsoas right and left (seen in File #4-Animal #2) in the 
same cluster is not significant in terms of bio-mechanics. Locomotion of the 
rat on the treadmill does not indicate flexion of both Illiopsoas left and right 
within 0.5 phase unit. This observation is reasoned in the ‘Discussion’ section. 
 
Peak onset shift and phase data yielded similar groupings after applying the 
Hierarchical clustering algorithm. A summary of the groupings obtained in the peak 
onset shift data have been indicated in Table 3.8. The mean and standard deviation 
are expressed in milliseconds. 
 
Table 3.8 Summary of groupings in the peak onset shift data from trunk EMG 
files:  
 
File no: Clus 1 Clus 2 Clus 
3 
Clus 4 Clus 5  Clus 6 Clus 7 Clus 8 
File #1 EAR IAR IlL EAL RAL LaR LaL  
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 LnL 
IAL 
LnR 
RAR 
IlR 
Mean 0.0085 0.0261 0.0955 -0.0048 0.0881 0.0375 0.0083  
Standard 
Deviation 
0.2501 
 
0.2633 0.3438 0.3249 
 
0.3353 0.3437 0.2389  
File #2 
 
RAL 
 
EAL LnL LaL 
IAL 
IlL LnR RAR LaR 
EAR 
IAR 
IlR 
Mean 0.0302 0.0287 0.0149 -0.0155 0.0469 0.0051 0.0530 -0.0250 
Standard 
Deviation 
0.2727 
 
  0.1955 0.2345 
 
0.2542  0.2139 0.2698 0.2646 0.1547 
 
File #3 
 
RAL LaR RAR LnL EAL 
IlL 
LaL 
IAL 
LnR 
EAR 
IAR 
IlR 
  
Mean -0.0253 0.1600 -
0.0080 
-0.3507 0.1147 0.1484   
Standard 
Deviation 
0.8545 
 
0.6466 0.3640 0.3871 0.5873 0.2096   
File #4 
 
LnR RAL EAL IAL 
 
LaL 
 
IAR LnL IlL 
LaR 
EAR 
RAR 
IlR 
Mean -0.0443 -0.0333 0.1099 -0.0007 0.0297 0.0204 0.0118 0.0189 
Standard 
Deviation 
0.2216 0.2217   0.2978 0.2429 0.2432 
 
0.2427 0.2278  0.1639 
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File #5 
 
RAR EAR LaR IlL RAL IAL 
 
EAL LaL 
LnL 
LnR 
IAR 
IlR 
Mean 0.0385 0.0546 0.0423 0.0526 0.0141 0.0092 0.0896   0.0011 
Standard 
Deviation 
0.3336 
 
0.2732 
 
0.3317 0.3331 
 
0.3397 0.3340 0.3456   0.1974 
 
After examining the significant clusters the following observations can be made: 
1)  In all the files, the hip flexor (Illiopsoas right) is found to be grouped with at 
least one abdominal muscle (ipsi-lateral). 
2) Files #1, 3 and 5 (Animal #1) show contra-lateral coupling between Illiopsoas 
right and the Latissimus left. File #4 (Animal #2) shows contra-lateral 
coupling between Illiopsoas left and the Latissimus right. 
3) The phase distance between muscles in the same cluster is not greater than 
300ms or they do not occur in anti-phase (with a separation greater than 
300ms). 
4) The coupling of Illiopsoas right and left (seen in File #4- Animal #2) in the 
same cluster is not significant in terms of bio-mechanics. Locomotion of the 
rat on the treadmill does not indicate flexion of Illiopsoas left and right within 
a 300 ms peak onset shift (less than or equal to 0.5 phase unit). This 
observation has been explained in the ‘Discussion’ section. 
 
3.3 Analysis of modularity using Associative clustering: The Associative 
clustering technique groups channels based on the degree of overlap in their phase 
information. Associative clustering was performed in a two-dimensional phase plane. 
The trunk EMG data was processed using the peak detection algorithm (detects the 
peak position, peak onset and peak offset). The onset and offset positions were 
converted to onset and offset phase w.r.t the inter-peak interval (between the closest 
successive peaks) in the reference channel. In other words, the duration of the inter-
peak interval (of closest peaks) in the reference channel was chosen as the reference 
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for detecting the phase of onset and offset in all other channels. So a burst in each 
channel was represented using a two-dimensional vector i.e., onset phase and offset 
phase. The two-dimensional phase information for all bursts associated with a single 
channel was represented using a different symbol (e.g., ‘*’, ‘+’, ‘o’, etc) in the two-
dimensional phase plane. 
 
3.3.1 Performing Associative clustering: (This technique has been adapted from 
Drew and Krouchev, 2006). Associative clustering is performed in five phases.  
 
 Phase I: The phase onset and offset data associated with all bursts in a given channel 
is represented using a common symbol. This results in a scatter plot containing the 
phase data for all channels in the two-dimensional phase plane.  
 
Phase II: The distribution of this phase data is summarized using the mean and 
standard deviation of phase data for the bursts associated with each channel. A vector 
representation of all phase values in a channel is denoted by R (the resultant of the 
semi-major (onset +/- std) and the semi-minor axes (offset +/-std)). ‘p1’ forms the 
projection of the resultant of the first muscle  onto the vector ‘d’ (‘d’- represents the 
difference in mean phase values of the two channels being associated). Similarly the 
projection of the second muscle on vector ‘d’ is considered as ‘p2’. Based on the 
location of the two clusters used for analysis, the resultant of the semi-major and the 
semi-minor axes is chosen. Two muscles are considered to be adjacent if (p1+p2)>d 
[Drew and Krouchev, 2006].  
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Figure 3.17 indicates the five phases in performing Associative clustering. Phase I: Obtaining 
scatter plot of phase data from all 11 channels. Phase II: testing for adjacency of all 11 channels 
(except reference channel) w.r.t to the each other. Phase III: Obtaining the Adjacency matrix 
using this information. Blocks in white indicate adjacency and those in black indicate no 
adjacency.  Phase IV: Application of Equivalence class criterion to the pair-wise adjacency 
information between channels to group them into suitable clusters. Phase V: Representing the 
clusters in a two dimensional phase plane using a separate symbol for each cluster. 
 
Phase III: The criterion for adjacency is tested for the 11 channels against each other. 
This results in the creation of the ‘Adjacency matrix’. The adjacency matrix is 
represented in a binary form. The blocks in white indicate adjacency and those in 
black indicate no adjacency. 
 
Phase IV: The adjacency matrix is used to detect groupings in channels to create 
suitable clusters. The algorithm for implementation of the ‘Equivalence criterion’ has 
been referenced from Chapter 6.8, Numerical Recipes by Knuth. 
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Phase V:  The results of the application of the equivalence criterion were used to 
group the 11 channels (excluding the reference channel - Illiopsoas) into a suitable 
number of clusters.  
 
3.3.2 Determining the appropriate number of clusters: Associative clustering was 
performed on phase data within different ranges of standard deviations.  A plot of the 
number of clusters obtained by varying the range of standard deviations within which 
the data is examined, is generated.  The elbow detected in this plot is used to ascertain 
the appropriate number of clusters in each file.  
 
The elbow plots for all files were examined for a range of standard deviations 
varying from 0.1 to 2. Data was examined within a range of 2 standard deviations to 
eliminate outliers [Drew and Krouchev, 2006].  The number of clusters (N indicated 
on the y-axis) was obtained by performing Associative clustering on data within 
different ranges of standard deviation. The appropriate number of clusters was 
determined using the ‘Elbow criterion’.   
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Figure 3.18 shows a plot of the number of clusters versus the range of standard deviation 
(within which the data is examined) . Clusters obtained after performing Associative clustering 
in all 5 files (on top left), and independent component activations of same data (bottom left) are 
shown above. All data indicate an elbow indicating number of clusters =1 . On examining data 
within 1 standard deviation the elbow indicates number of clusters =6. Elbow at N=1 for all 
ranges of standard deviation and an elbow at N=6 for data within 1 standard deviation are 
shown in the figure on left. 
   
After examining the data within 2 standard deviations, the appropriate number of 
clusters indicated was equal to one. Cluster groupings for data within one standard 
deviation were determined using the elbow criterion.           
   The statistics for phase data associated with each cluster have been summarized in 
Table 3.9. Distribution of the phase data in the two-dimensional phase plane can be 
assessed by performing linear regression. Associative clustering in all five files can 
be summarized as follows. The data in each cluster has been described using the slope 
of the regression line ‘m’, the correlation co-efficient of regression R
2
, and the 
residue ‘c’. 
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Table 3.9 Summary of groupings in two dimensional phase data (phase onset, 
phase offset) in trunk EMG files 
 
File 
no: 
 Clus 1 Clus 2 Clus 3 Clus 4 Clus 5 Clus 6 
File 1 Grouping EAL LnL IAL 
RAL 
IlL 
LaR 
LnR 
EAR LaL 
IAR 
RAR 
 R
2
 0.3797 0.049 0.1412 0.2215 0.1624 0.0012 
 m -0.8016 -0.3085 -0.4706 -0.5918 -0.5281 0.0475 
 c 0.19 0.1369 0.1024 -0.0278 0.0026 0.0945 
File 2 Grouping LnL 
EAL 
RAL 
IlL 
LaR 
LaL 
IAL 
LnR 
RAR 
IAR EAR    
 R
2
 0.6242 0.2007 0.07    
 m -0.9188 -0.5873 
 
-0.235    
 c 0.1517 - 0.0707 0.0861    
File 3 Grouping All 
Channe
ls 
     
 R
2
 0.2249      
 m -0.5767      
 c 0.075      
File 4 Grouping EAL 
 
LnL 
RAL 
LaL 
IlL 
LaR 
EAR 
IAR 
IAL 
LnR 
RAR 
   
 R
2
 0.0642 0.3493 0.4986    
 m -0.318 -0.8978 -0.8449    
 c 0.356 0.2058 0.0771    
File 5 Grouping LaR IAR IAL 
LnR 
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LaL 
LnL 
EAL 
RAL 
IlL 
EAR 
RAR 
 R
2
 0.0819 0.2106 0.1729    
 m -0.2764 -0.6064 -0.4752    
 c - 0.0235 - 0.0078 0.0992    
 
From the summary of data indicated in the table above, the following observations 
can be made: 
1) The channels grouped together into a cluster after performing Associative 
clustering indicate grouping of the hip flexor with the abdominal muscle (ipsi-
lateral). Illiopsoas left is seen to be grouped with Internus Abdominus Left in all 
the files. Illiopsoas is also seen to group with Rectus Abdominis in Files #1, 3 
and 5 (Animal #1) and File #2 (Animal #2). 
2) Contra-lateral coupling between Illiopsoas left and Latissimus right were 
observed in Files #1, 2, 3 and 4. 
3) In the current analysis, channels 1-11 have been considered as the input data 
being subjected to Associative clustering. When Channel #12 (Illiopsoas right 
i.e., the reference channel) was included in the input data set, there were no 
groupings seen after Associative clustering. In other words, all channels were 
grouped into a single cluster. 
4) The generated two-dimensional phase data (onset and offset phase) forms the 
basis for the scatter plot. This data is grouped into clusters based on the degree 
of overlap between the channels. There is a great degree of overlap between the 
phase data from various channels. This could account for the agglomeration of 
most of the channels into the significant cluster. File #3 also indicates an elbow 
at N=1, i.e., all channels have been considered to be grouped into a single cluster 
(for all ranges of standard deviation). This can be attributed to the fact that 
File#3 is a short file and has a greater section affected by noise compared to 
other files. 
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5) The deviation in the results of Associative clustering (phase onset and offset 
data) from K-means and Hierarchical clustering (peak onset shift and peak onset 
phase data) is explained in the Discussion  section. 
6) The significance of the negative correlation co-efficient and the negative slope 
of the regression plot are also dealt with in the ‘Discussion section’. 
 
3.3.3 Creation of Direct Components: Direct components are constructed using the 
mean and standard deviation of onset and offset phase information obtained using 
Associative clustering. A cross-correlation is performed between the direct 
components and the independent components, both obtained from the original signal. 
Modularity in the muscle groupings is revealed by a strong correlation between direct 
components and the independent components. 
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Figure 3.19 Direct Components obtained from 
EMG recordings (File #1/ Animal #1). 
Figure 3.20 Direct Components obtained from 
Independent component Activations (File #1 / 
Animal #1). 
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Table 3.9 showing the cross-correlation coefficients between the clusters obtained 
from the original signal and the independent components for File #1 (Animal #1). 
 
Table 3.9 Correlation co-efficients between direct components and independent 
components 
 
 Comp1 
(Ori sig) 
Comp2 
(Ori sig)  
Comp3 
(Ori sig) 
Comp4 
(Ori sig) 
Comp5 
(Ori sig) 
Comp6 
(Ori sig) 
Comp1 
(IC 1) 
0.896262 0.979208 0.999439 0.792963 0.840259 0.959678 
Comp2 
(IC 2) 
0.480654 0.592517 0.723266 0.878552 0.969858 0.720967 
Comp3 
(IC 3) 
0.838567 0.98517 0.991129 0.840584 0.845609 0.991608 
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Figure 3.21 shows the elbow plot of the data within different ranges of standard deviation 
versus the number of clusters revealed using Associative clustering from EMG recordings in 
the 11 trunk muscles. Figure on bottom indicates a similar elbow plot for the independent 
component activations of the 12 trunk muscle recordings. In both cases an elbow was indicated 
for N=1. 
 
Associative clustering of phase data within different ranges of standard deviation 
revealed an elbow at N=1, N=number of clusters.  File #3 did not reveal groupings in 
muscles even within a range of one standard deviation of the EMG recordngs. Files 
#2 and #5 did not yield sub-groupings in data within one standard deviation. For the 
remaining files an elbow was identified by approximating the right and left halves of 
the linear data using linear regression. 
 
An analysis of the direct components would be significant if it could be compared 
to the groupings indicated by ICA or other linear decomposition techniques. ICA did 
not indicate modularity in the trunk muscles. So the analysis of the correlation of 
direct components with independent components (to assess the consistency of 
groupings across techniques) has not been undertaken in the current context. 
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3.3.4 Consistency of grouping : Consistency of groupings  was assessed across all 
files for each technique. Consistency of muscle groupings for a particular technique 
across files was examined using the correlation of the largest cluster (for a given 
technique in all 5 files) with the best cluster (cluster with the maximum correlation to 
the reference cluster) in each of the other files. The largest cluster among all files for 
a given technique was called the ‘Reference cluster’. The consistency value 
corresponding to the reference cluster was equal to unity.  
 
For example: 
Consider the reference cluster with Channels [1,2,3,5,6,7] as Rc. The consistency 
value corresponding to this cluster is 1.0000.  A randomly chosen cluster say Ra 
includes channels [1,6,7].  
Rc would be converted to a 1 x 12 (indicating channel numbers 1 … 12) matrix 
Rc2 = [1 1 1 0 1 1 1 0 0 0 0 0], where indices existing only in the reference cluster are 
made equal to unity and the rest of the indices are assigned 0. 
Ra would be similarly converted to a matrix Ra2 = [1 0 0 0 0 1 1 0 0 0 0 0]. A dot 
product of Rc2 and Ra2 would yield Dotp = [1 0 0 0 0 1 1 0 0 0 0 0]. 
 
The correlation co-efficient or consistency of clustering is represented by:  
Consistency = sum (Dotp) / sum(Rc2) = 3/6=0.5 
 
Consistency of clustering has been summarized in Table 3.10.  
 
Table 3.10  Values for consistency of clustering for all 5 files (for each clustering 
technique) 
 
FILE 
NUMBER 
Associative  
Clustering 
K-means 
Clustering 
Hierarchical  
Clustering 
FILE #1     0.5556     0.5714     1.0000 
FILE #2     1.0000     0.4286     0.1667 
FILE #3     0.8182     0.4286     0.6667 
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FILE #4     0.6667     1.0000     0.3333 
FILE #5     0.8889     0.4286     1.6667 
AVERAGE     0.7859     0.5714     0.5667 
 
    The muscle groupings across all files (using the three clustering techniques) have 
been listed in Table 3.11. The largest cluster in each file has been highlighted using a 
different color for every technique. Along with the significant cluster in each file, for 
every technique the consistency of clustering has also been indicated (0 being no 
consistency and 1 being the best consistency). 
 
Table 3.11 Summary of muscle groupings using all three clustering techniques: 
 
  Clus1 Clus2 Clus3 Clus4 Clus5 Clus6 Clus7 Clus 8 Clus 9 
LaL 
LnL 
IAL 
RAL 
IlL 
RAR 
IlR 
File 
1 
HC EAR LnR LaR EAL IAR 
1.0000 
   
LnL 
LnR 
EAR 
IAR 
RAR 
IlR 
 Km EAL LaL LaR IAL IlL RAL 
0.5714 
  
 AC EAL LnL IAL 
RAL 
IlL 
LaR 
LnR 
EAR LaL 
IAR 
RAR    
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0.5556 
LaR 
EAR 
IAR 
IlR 
File 
2 
HC RAL 
 
EAL LnL LaL 
IAL 
IlL LnR RAR 
0.1667 
 
LaR 
EAR 
IAR 
IlR 
 Km LnR RAL RAR IlL EAL LnL LaL 
IAL 
0.4286 
 
LnL 
EAL 
RAL 
IlL 
LaR 
LaL 
IAL 
LnR 
RAR 
 AC 
0.8182 
IAR EAR       
LaL 
IAL 
LnR 
EAR 
IAR 
IlR 
File 
3 
HC RAL LaR RAR LnL EAL 
IlL 
0.6667 
   
 Km LnL 
EAL 
RAL 
IlL 
LnR 
EAR 
IlR 
LaL 
IAL 
LaR 
IAR 
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0.4286 
RAR 
 
All 
Channels 
 AC 
1.0000 
        
IlL 
LaR 
EAR 
RAR 
IlR 
File 
4 
HC LnR RAL EAL IAL 
 
LaL 
 
IAR LnL 
0.3333 
 
LaL 
LnL 
IlL 
LaR 
EAR 
RAR 
IlR 
 Km RAL LnR EAL IAL 
IAR 
1.0000 
    
LaL 
IlL 
LaR 
EAR 
IAR 
IAL 
LnR 
RAR 
 AC EAL 
 
LnL 
RAL 
0.6667 
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LaL 
LnL 
LnR 
IAR 
IlR 
File 
5 
HC RAR EAR LaR IlL RAL IAL 
 
EAL 
0.6667 
 
LaL 
LnL 
LnR 
IlR 
 Km EAL 
 
LaR IAL IAR RAR IlL EAR RAL 
0.4286 
IAL 
LnR 
LaL 
LnL 
EAL 
RAL 
IlL 
EAR 
RAR 
 AC LaR IAR 
0.8889 
      
 
         The groupings indicated by the significant clusters highlighted in each file after 
applying K-means and Hierarchical clustering are fairly consistent. The average 
consistency values are greater than 0.5 and are considered noteworthy. The groupings 
indicated by Associative clustering are larger and can be accounted for by a higher 
degree of overlap in the two-dimensional phase data (onset and offset phase) between 
channels. The average consistency value is the highest among all three clustering 
techniques used. This result has been elaborated in the ‘Discussion’ section. 
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4. DISCUSSION 
 
 A study of modularity in the trunk muscles during treadmill locomotion of normal 
Sprague Dawley rats was undertaken. The study consisted of the application of ICA 
and cluster analysis to trunk EMG recordings. ICA was used to identify modularity 
using statistical independence of the underlying sources (spinal circuitries or 
modules). If the number of sources controlling a greater percentage of variance of the 
12 muscles is less than 12, ICA can identify the underlying sources as significant 
components. An examination of modularity using ICA does not reveal information 
about modularity in phase.  Cluster analysis was used to analyze modularity in phase.  
A discussion of the results of the analysis is presented in the following sections.  
   
4.1 Analysis of modularity using ICA  
An examination of modularity using ICA involves quantification of covariation in 
amplitude across EMG recordings from various trunk muscles. ICA is a linear 
decomposition technique. ICA captures modularity using linear separation of sources. 
A non-linearity introduced due to variation in the states of locomotion or variation in 
the state of a muscle during the entire duration of EMG recording cannot be 
effectively captured by ICA. Hence the failure of ICA to capture modularity can be 
attributed to the change of state of one or more trunk muscles during locomotion, 
since switching between states introduces nonlinearity. There are other aspects to 
the analysis of results which have been discussed in the following sections. 
 
4.1.1 ICA captures phase information effectively: ICA preserves peak onset 
information within 30 ms. This implies that the significant components obtained 
using ICA can reconstruct the original signal retaining the phase information within 
30 ms.  
 
4.1.2 Examination of modularity in leg muscles using ICA: ICA revealed the 
existence of modularity in leg muscles in the rat during treadmill locomotion. This 
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was made evident by the elbow in the percentage variance plot indicating that a few 
components control most of the variance in the leg EMG data. 
  
4.1.3 Examination of modularity in trunk muscles using ICA: The application of 
ICA to trunk EMG recordings revealed no modularity in the data. A plot of 
percentage variance versus the number of components did not indicate an elbow. A 
linear plot of the percentage variance versus the number of components revealed that 
the number of sources that govern the 12 muscles being studied is not less than 12. 
The number of significant components was 9 out of a total of 12. This means that a 
large number of components (>50%) account for a larger percentage (80%) of the 
trunk EMG recordings. This revealed that the number of spinal circuitries that control 
the activation of the trunk muscles chosen for study is not less than the number of 
muscles at any given time. 
 
 4.1.4 Mixing matrix analysis: An analysis of the mixing matrix also shows that 
about one trunk muscle makes a significant contribution to each synergy.  Except for 
synergy #1 all synergies reveal a single muscle contributing to each synergy. Synergy 
#1 indicates a significant contribution made by Latissimus dorsi and Internus 
abdominis. More than one significant muscle has not been identified in all other 
synergies in the current data set. Thus it can be concluded satisfactorily that ICA does 
not reveal modularity in trunk muscles in the rat.  
 
The implication of the above observation is that each of the trunk muscles 
(examined in the current study) receives control signals (commands for activation) 
from independent sources (spinal circuitries or modules). The results could also imply 
that the number of modules in the spinal cord controlling the 12 trunk muscles is 
greater than 12. Internus abdominis left and Latissimus dorsi left were seen to make 
significant contributions to synergy #1. This could imply that these muscles are 
activated by a common network of inter-neurons (modules) in the spinal cord.   
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4.1.5 Timing in modularity: The EMG recordings in trunk muscles in the rat 
indicate variations or switching in the state (i.e., motor pattern)  over time. These 
states introduce temporary stationarities in the signal.  Also there is a drift in the 
timing of occurrence or switching between these states over time. These features are 
effectively captured in the analysis of modularity in phase. ICA fails to capture the 
variation of states within a chosen muscle (double bursts within a step cycle) or 
across muscles (common motor pattern for a chosen period) because these variations 
introduce nonlinearity in covariation of amplitudes. ICA is a linear decomposition 
technique and does not effectively describe modularity in trunk muscles. ICA studies 
covariation in amplitude but it cannot explain the occurrence of double bursts within 
a step cycle or the variation in timing of various states (motor patterns) since it is 
strictly a linear decomposition technique. The change of states or variation in the 
timing of various states introduces nonlinearities in modularity.  Figures 4.5 and 4.6 
provide an illustration of double bursts and chage of states in trunk  EMG recordings. 
 
Figure 4.5 An instance of double burst in Rectus Abdominis right within a step 
cycle of locomotion in Illiopsoas right (in trunk EMG recording) is indicated 
above. 
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Figure 4.6 An instance of change in states during locomotion (for a part of trunk EMG 
recording) in File #4 (Animal #2) indicated above. 
 
 
 
4.2 Analysis of modularity in phase 
  An analysis of modularity in phase was performed for a better understanding of 
the co-ordination of muscles within a single step cycle for the entire muscle 
recording. Modularity in phase is ascertained by examining whether a group of 
muscles is active within the same range of phase simultaneously. In other words, the 
existence of modularity in phase would indicate that a chosen group of muscles is 
active for specific durations within a step cycle of quadripedal locomotion. 
 
4.2.1 Analysis of modularity using K-means and Hierarchical clustering: K-
means and Hierarchical clustering techniques look at the peak onset shift and onset 
phase information of every burst in each muscle recording (w.r.t the reference 
channel or Illiopsoas). A burst represents a physiologically significant activity (such 
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as muscle activation) in the recording. Hence an examination of the relationship 
among the occurrences of onsets in various channels would reveal information about 
modularity in trunk muscles as seen in the phase domain.  
 
4.2.1.1 K-means clustering : The K-means algorithm classifies a set of points  into 
clusters based on the proximity of these points to the closest centroid. The appropriate 
number of clusters and the choice of the centroids after the initial seeding are critical 
parameters in determining the final groupings. These preconditions were achieved 
using the elbow criterion of the plot of the number of clusters (N=1 to 12, x-axis) 
versus the mean of the standard deviation of silhouette values (y-axis).  
 
1) Grouping of the hip flexor with the ipsi-lateral abdominal muscle: The K-
means algorithm revealed an average consistency of clustering greater than 0.5 on a 
scale of 0 to 1, 1 being the best consistency. The clustering is considered to be 
significant since consistency is greater than 0.5. An examination of the cluster with 
which all the significant clusters in all files have a maximum correlation revealed a 
consistent grouping of the hip flexor with at least one ipsi-lateral abdominal muscle in 
all files. This  implies that during a single step cycle of quadripedal locomotion, the 
hip flexor is activated closely in phase with at least one of the abdominal muscles. 
These muscles are involved in instigating locomotion by flexion of the hip joint along 
with a contraction in the abdominal muscles (which can be visualized more easily in 
the step phase of locomotion). 
 
In other words, considering that Illiopsoas right is the reference and initiates the 
step cycle, it is most likely that ipsi-lateral abdominal muscles are activated closely in 
phase in the successive or preceding step cycle (based on the mean phase distance 
indicated in the Tables 7.1, 7.2, 7.3, 7.4 and 7.5). 
 
The reference muscle (Illiopsoas right) operates in the closest proximity with a 
different ipsi-abdominal muscle (EAL, IAL or RAL) in each file. This could be 
attributed to the flexibility of the spinal cord in creating the same motor activity 
using flexible patterns of recruitment of muscles. In this case we are dealing with 
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the initiation of the step cycle as the event of interest. It could also be due to the fact 
that  the abdominal muscles are involved in a host of other functions in addition to 
locomotion (like supporting the organs in the abdominal cavity, enabling respiration 
by movement of the diaphragm, movement of the vertebral column and postural 
control, etc.). 
       
2) Contra-lateral coupling: The contra-lateral coupling between Illiopsoas (hip 
flexor) and the Latissimus (involved in flexion of the shoulder joint) can be seen 
during the step phase of quadripedal locomotion. The features corresponding to the 
step phase in locomotion have been clearly revealed using K-means clustering (since 
Illiopsoas is the reference muscle). 
 
3) Limitations in the peak onset detection algorithm and pre-processing of data:   
  The groupings of Illiopsoas right and left in the same cluster do not bear any 
significance in terms of biomechanics. They can be attributed to the limitation of the 
peak onset detection algorithm and the level of noise in the data. For example, say IlL 
is the reference channel. If the offset phase of IlL is 0.4, and the onset phase of IlR is 
0.45 phase units (within 0.5 phase units of onset in IlL), the phase distance between 
onsets in IlL and IlR would be less than 0.5 and they could be grouped into a single 
cluster. However, these observations are significant in terms of biomechanics (since 
the bursts do not co-occur). Even though IlL and IlR have been grouped within a 
single cluster, this does not necessarily imply that the onset of IlR occurs within the 
offset phase of IlL (such an implication does not make sense biomechanically for 
treadmill locomotion). 
 
 The peak onset detection algorithm considers only the closest peak onset for 
analysis. There is a high possibility that the algorithm neglects the peak onsets which 
are caused by a higher firing rate of a chosen channel than that of the reference 
channel (Illiopsoas right). The algorithm can also neglect peak onsets in the phase 
range greater than 0.5 phase units, if there already exists a peak onset within a phase 
range of 0.5 (on account of noise). The choice of filtering parameters (moving 
average window size = 40 and Butterworth low-pass filter cutoff frequency = 3Hz) 
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for noise removal was a trade off between the removal of noise and retaining peak 
onset information. This could be one way of explaining certain inconsistencies in the 
groupings. 
 
4.2.1.2 Hierarchical clustering:  Hierarchical clustering uses the distance matrix 
(12x12 matrix of the squared Euclidean distance between channels) as a template to 
perform clustering. The basis for clustering is the distance between channels rather 
than the distance w.r.t a centroid as in K-means clustering. It displays a hierarchy in 
the arrangement of muscles (based on the distance between muslces) in a tree-like 
representation called the dendrogram. The choice of a threshold is critical to 
determining the number of clusters in a given file. 
  
1) Grouping of the hip flexor with the ipsi-lateral abdominal muscle: Hierarchical 
clustering indicated an average consistency of clustering of 0.5667 (greater than 0.5). 
Thus the average consistency of clustering was considered as significant. As in the 
case of K-means clustering , the results of Hierarchical clustering indicate a close 
proximity of Illiopsoas right (hip-flexor - reference muscle) and at least one of the 
(ipsi-lateral) abdominal muscles. Files #1, 3 and 5 (Animal #1) also indicate the 
contra-lateral coupling between Illiopsoas right and the Latissimus left. This implies 
that during a single step cycle of quadripedal locomotion, the hip flexor is activated 
closely in phase with at least one of the abdominal muscles. These muscles are 
involved in instigating locomotion by flexion of the hip joint along with contraction 
in the abdominal muscles (which can be more easily visualized in the step phase of 
locomotion). 
 
The reference muscle (Illiopsoas right) operates in the closest proximity with a 
different ipsi-abdominal muscle (EAR, IAR or RAR) in each file. Hence there is 
similarity in the results indicated by Both K-means and Hierarchical clustering 
algorithms. They group the phase data using separation between the phase data 
associated with a pair of muscles. Every muscle is represented as an N-dimensional 
point in the phase space. The consistency in the results of K-means and 
Hierarchical clustering indicate that the muscles show a fairly consistent modular 
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behavior in phase, regardless of whether the clustering involves direct separation 
between points or separation between points with a chosen centroid in 
consideration. 
 
2) Contra-lateral coupling:  The contra-lateral coupling between Illiopsoas right 
(hip flexor) and the Latissimus left (involved in flexion of the shoulder joint) can 
also be seen during the step phase of quadripedal locomotion. The features 
corresponding to the step phase in locomotion have been clearly revealed using 
Hierarchical clustering (since Illiopsoas is the reference muscle). 
 
3) Limitations in the peak onset detection algorithm and pre-processing of data: 
The details of the limitations of the algorithm have been discussed in Section 4.2.1.1 
under an identical sub-section. 
 
4.2.2 Distribution of the peak onset shift and phase values (template 
for K-means and Hierarchical clustering) 
 
1) Summary of the distribution of data in Animal #2: The distribution of phase 
(corresponding to peak onset shift) values indicates similar distributions in Files #2 
and #4 (Animal #2).  The data is bimodal for phase and peak shift values for Internus 
Abdominis left muscle in both Files #2 and #4. Internus Abdominis right has a higher 
firing rate compared to Illiopsoas right. The peak onset detection algorithm picks up 
the (only one of the) closest peak during the activation of Internus Abdominis right 
(activated at a higher frequency compared to Illiopsoas right – the reference muscle). 
This could be attributed to the fact that Internus Abdominis right may be involved in 
other activities in addition to enabling the step and stance phase in quadripedal 
locomotion. For example, this muscle is involved in abdominal press and rotation of 
the vertebral column. 
 
Bimodal distributions indicate proximity in the activation of muscles occurring 
mostly around -0.4 and +0.4 phase units where the inter-burst interval is represented 
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using phase units ranging from 0 to 1. A bimodal distribution can also be due to a 
shift in the onset of activations with time.  A bimodal distribution indicates that a 
given fires at about twice the frequency of the reference muscle. A bimodal 
distribution also indicates that the chosen muscle operates closely in phase with two 
different muscles within a step cycle of locomotion.  
 
 This can be attributed to the effect of modulation introduced by the underlying 
spinal circuitries. It could also be explained by the limitation of the peak detection 
algorithm in taking care of double bursts which could affect the formation of 
cluster groupings. The algorithm can be improved using Fuzzy c-means clustering as 
indicated in the ‘Future work’ section. 
 
2) Summary of the distribution of data from Animal #1: In files #1 and #5 a 
skewed symmetric distribution of phase and peak onset shift values is seen in 
Externus abdominis right recordings. The peak value of distribution occurs at -0.1 
phase units. This indicates that the channel mostly leads in phase w.r.t the 
activation of onsets in Illiopsoas right.   
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Figure 4.1 : Figures #1 and #2 are the bimodal phase distributions of Channel#1 (Internus 
Abdominis  Left) in Files #2 and #4 (Animal#2). Figure #3 and #4 are the skewed symmetric 
distributions of Channel #9 (Internus Abdominis right) in Files #1 and #5 (Animal #1).   
  
The above results indicate that the pattern of recruitment of trunk muscles is 
specific to a particular animal, but may not be specific across animals . 
 
3) Limitations in the information revealed by the distribution of phase data: The 
distribution of the phase data (for all 5 files) using the histogram plots has been 
summarized in the Appendix section. The technique used in the current project for 
peak onset and onset shift detection does not capture complete information regarding 
the sequence of activation of the trunk muscles chosen. The fact that only the closest 
peak onset (to an event in the reference channel) is chosen as the counterpart (in all 
other channels) may lead to the exclusion of events occurring in the other channels. 
These events may bear significance in explaining trunk muscle co-ordination in 
locomotion. So an analysis of the peak onset shift distribution and its corresponding 
phase has been limited to the observations in the current section. The summary 
statistics of the distribution in terms of mean, median, mode and standard deviation 
have been included in the Appendix section. 
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4.2.3 Analysis of modularity using Associative clustering 
 
 Associative clustering was performed in order to examine phase data in a two-
dimensional phase plane. This technique incorporated both onset and offset 
information. Application of the elbow criterion to phase data (within 2 standard 
deviations of the centroid) processed using Associative clustering indicated an elbow 
at N=1, i.e., the number of clusters = 1. This implies there were no groupings in the 
chosen trunk muscles. An elbow at N=1 was detected around a standard deviation of 
1. The elbow criterion was applied to phase data within a standard deviation of 1 in 
order to examine clustering. 
 
On examining the phase data within one standard deviation, Associative 
clustering showed a consistency of 0.8067 in clustering. The largest cluster in each 
file was correlated with the reference cluster in order to identify the consistency of 
clustering. The groupings revealed by Associative clustering are not precise in 
explaining the biomechanics of locomotion. As in the case of K-means and 
Hierarchical clustering, grouping of the Hip flexor (Illiopsoas) with at least one of the 
abdominal muscles and contra-lateral coupling of the Latissimus with Illiopsoas were 
observed but w.r.t Illiopsoas left. No clear groupings were seen when Illiopsoas right 
(used as the reference channel) was included in the input data set subjected to 
Associative clustering.  
 
There is a great deal of overlap in the two-dimensional phase information 
revealed by Associative clustering. The groupings revealed by the elbow criterion are 
highly agglomerative. This could imply that the current techniques used for 
investigating the cluster groupings need to be improved. The existing peak detection 
techniques do not take into consideration the existence of a double burst (for a chosen 
muscle) within a step cycle of locomotion, where each burst causes the muscle to 
operate closely in phase with a different muscle. 
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It could also imply  that most of the trunk muscles operate closely in a two-
dimensional phase plane, indicating a very high degree of modularity in two-
dimensional phase space. More information is revealed when the distribution of the 
two-dimensional phase data in each individual channel is observed. 
  
4.2.3.1 Implications of the distribution of phase data ([phase onset, phase offset]) 
in various quadrants: The template for Associative clustering is a scatter plot of the 
onset phase versus offset phase (x-axis - onset phase varying from -1 to +1, y-axis - 
offset phase varying from -1 to +1). A scatter plot of phase largely spans the first, 
second and fourth quadrant (or any of them) in most of the channels in all 5 files.  
 
The two-dimensional phase information gathered from each quadrant has an 
implication on the sequence of activations of a muscle w.r.t the reference channel 
(Illiopsoas).  The phase values occurring in the first quadrant imply that both the 
onset and offset phase values lead in phase w.r.t the onset and offset phase values of 
Illiopsoas.  Phase values in the second quadrant lag in onset phase but lead in offset 
phase w.r.t bursts in Illiopsoas. Phase values in third quadrant lag in phase in both the 
onset and offset. Phase values in the fourth quadrant lead in onset phase and lag in 
offset phase w.r.t the activations in Illiopsoas. Figure 4.2 provides an illustration of 
the distribution observed in the phase data. 
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Figure 4.2 shows the onset versus offset phase data represented as a scatter plot in each 
quadrant. The scatter plot of phase in each quadrant has been represented using a Gaussian 
basis function. The Gaussian basis function of the reference channel is indicated in black. A 
Gaussian basis function has been used to represent data in each quadrant w.r.t reference 
channel . Gaussian basis function representing each quadrant is shown using a different color. 
A relationship between the onset and offset of the data in each quadrant w.r.t the reference 
channel is assessed observing the phase lead/lag in the onset and offset phases.  
 
1)  Implications of the distribution of data in various quadrants in Animal #2: 
On examining the scatter plots for their distribution in the two-dimensional plane, the 
following results were revealed. In Animal #2 (Files #2 and #4) similar distributions 
of phase data were observed in Latissimus left, Longissimus left, Internus Abdominis 
left, Rectus Abdominis left and Longissimus right. They consistently showed a slope 
approximating to -1 and the regression correlation co-efficient ranging from 0.5 to 
0.9. This implies that these muscles are co-active with Illiopsoas right during a 
common segment in the step cycle (phase representation 0 to 1) as represented by 
Figure 4.2. These groupings could explain the contribution of the abdominal muscles 
to postural control and hip flexion (activation of Longissimus in maintaining the 
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spinal cord position to support posture along with abdominal muscles, and Latissimus 
in flexing the contra-lateral fore-limb during a step cycle of locomotion).  
 
 In Animal #2 (Files #2 and #4), Internus Abdominus left consistently showed a 
high density of distribution in the fourth quadrant. This implies that Internus 
Abdominis right fires within a step cycle of Illiopsoas right. Channels Rectus 
Abdominis right and Latissimus right were found to have a higher distribution in the 
first and second quadrant. This could indicate that these muscles enable flexion of the 
fore-limb by suitable co-ordination of the vertebral column and rotation of the 
corresponding shoulder joint. 
 
2) Implications of the distribution of data in various quadrants in Animal #1: In 
Files #1 and #5 recorded from animal #1, a consistent distribution in the phase data 
was seen in channels Illiopsoas left (IlL), Latissimus right(LaR) and Internus 
Abdominis right (IAR). A correlation co-efficient of 0.01 and a slope of linear 
regression of -0.155 were observed. These groupings reveal that the muscles most 
likely group together during the step phase of locomotion (LaR and IlL contra-
laterally coupled during the step phase, IAR active in order to enable abdominal press 
and hence flexion). Rectus Abdominis right and Longissimus left can be seen to 
indicate similar distribution in the two-dimensional phase plane. Latissimus left and 
Internus Abdominis right indicate the activation of the left fore-limb and right 
abdominal muscle which is also an indication of the step phase (instigated by hip 
flexion). They indicate a consistent value of the slope of linear regression of about 
 -0.4 and a correlation co-efficient of about 0.1. 
 
File #3 consists of a very short (4 minutes) recording from animal #1 and the best 
cluster included all channels considered for study and did not yield significant results.    
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Muscle recordings from the same animal (both animal #1 and #2) retained 
consistent phase data distributions across different recording sessions. This implies 
that the strategy for recruitment of trunk muscles during the co-ordination of 
locomotion is consistent across different recording sessions for the same animal. 
An illustration of the same is provided in Figure 4.3: 
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Figures 4.3 on left and right indicate similar phase data distributions in the two dimensional 
phase plane of channel #1 (Latissimus left) for the same animal across recording sessions. The 
phase data are procured from Animal #2 (Files #2 and #4) in different recording sessions and 
represents the muscle recordings from Latissimus dorsi left in both files.[Plots generated using 
Microsoft Excel]. X-axis and Y-axis indicate phase units. The existence of a double burst 
indicates that Latissimus left is co-active with more than one muscle within a given step cycle 
for the entire range of the  recording.  
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Figure 4.4 on left and right indicate similar phase data distributions in the two dimensional 
phase plane of Channel #8 (Longissimus right) for the same animal across recording sessions. 
The phase data are procured from Animal #1 (Files #1 and #5) in different recording sessions 
and represents the muscle recordings from Latissimus dorsi left in both files.[Plots generated 
using Microsoft Excel]. X-axis and Y-axis indicate phase units. 
 
Associative clustering includes both the onset and offset information. Even 
though it does not incorporate information about the chronological occurrence of a 
burst (which is chosen as the counterpart of a burst in Illiopsoas), it reveals phase 
information in two dimensions.  
 
In summary, Associative clustering also (as in K-means and Hierarchical 
clustering) clearly reveals groupings of muscles involved during the step phase of 
locomotion. Contra-lateral coupling of Latissimus right and Illiopsoas is clearly 
revealed in Animal #1. The distribution of phase information for the same animal is 
robust across recording sessions. So the pattern of recruitment of trunk muscles is 
specific to a particular animal (as indicated by two-dimensional phase data). 
 
4.2.4 Direct Component analysis 
  Direct components were created for the clusters obtained from all 12 muscle 
recordings and their independent component activations. The purpose of creating 
direct components was to examine the consistency of muscle groupings indicated by 
Independent component analysis and Associative clustering. Independent component 
  
115 
analysis did not indicate any modularity. Besides, Associative clustering also 
indicated an elbow at N=1, (N=number of clusters) after application of the elbow 
criterion to determine the optimum number of clusters. This implies there were no 
consistent groupings in the data when the entire data set was considered for study.   
 
Cluster groupings were visible only when the range of data was reduced to obtain 
optimum clusters using the elbow criterion. In spite of this, File #3 showed no sub-
groupings in the 12 muscle recordings (for data within 1 standard deviation), neither 
did Files #2 (Animal #2) and #5 (Animal #1). The independent component activations 
did not indicate clustering in data within a range of one standard deviation.  
 
An analysis of the direct components obtained from the trunk EMG recordings 
and their independent components was not carried out in detail. This would be 
appropriate in comparing the cluster groupings indicated by other dimension 
reduction techniques such as NNMF, PCA, ICAPCA, pICA, etc.  
 
4.2.5 Symmetry issues: Trunk muscle groupings using Illiopsoas right and left as the 
reference channels were processed in two different streams and the results were 
compared. This provides a good insight into issues regarding symmetry and enables 
us to understand the strategies used by the spinal cord in co-ordinating the right and 
left counterparts of the same muscle during quadripedal locomotion.  
 
In order to examine symmetry, cluster analysis was carried out using K-means, 
Hierarchical and Associative clustering algorithms. Illiopsoas left was used as the 
reference channel. The groupings obtained using Illiopsoas right (IlR) and Illiopsoas 
left as the references were compared. 
 
An analysis of symmetry using Associative clustering (IlL as reference) did not 
yield any sub-groupings with the techniques used in the current analysis. It indicated 
that all the chosen trunk muscles operate closely in phase. Both K-means and 
Hierarchical clustering showed the following results.  
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1) Grouping of Illiopsoas (Left/Right) with abdominal muscles and contra-
lateral shoulder muscle:  
 
1a) Observations in Animal #1: In Files #1 and #5 with Illiopsoas left (IlL) as the 
reference, consistent grouping was seen between IlL and the ipsi-lateral abdominal 
muscles viz., Internus Abdominis left (IAL) and Externus Abdominis left (EAL). 
Similarly with IlR as the reference, coupling of Internus Abdominis right (IAR) and 
IlR was seen throughout. 
 
Latissimus left (LaL) was seen to be grouped with IAL. This coupling signifies 
the role of these muscles in postural control, essentially in the movement of the 
vertebral column during locomotion. 
 
In Animal #1, the contra-lateral coupling of IlR with LaL was clearly and 
consistently seen with IlR as the reference. But there was no clear evidence of the 
contra-lateral coupling of the hip flexor on the left with the shoulder muscle on the 
right (LaR). This could be attributed to the high level of noise in the recordings of IlL. 
Besides, it could be a characteristic of the animal that it does not adopt symmetry in 
its strategies for generating movements comprising the step and stance phase of 
quadrupedal locomotion.  
 
1b) Observations in Animal #2:  In Animal #2 (Files #2 and #4 ), a coupling of LaL 
and IAL was seen with data processed using both IlL and IlR as the reference. This 
coupling signifies the role of these muscles in postural control, largely in the 
movement of the vertebral column during locomotion.  
 
With IlL as the reference, a consistent coupling of IlL and IAL was found. With 
IlR as the reference, a consistent coupling of IlR with IAR was seen. A consistent 
grouping was seen between the hip flexor with atleast one ipsi-lateral abdominal 
muscle. The coupling of Illiopsoas Left or Right with an ipsi-lateral Internus 
Abdominis muscle signifies the role of these muscles in the initiation of a step cycle 
by enabling hip flexion. 
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In Files #2 and #4, contra-lateral coupling of LaL with IlR was found (IlR being 
the reference). But a coupling of LaR and IlL was not observed. It could be a 
characteristic of the animal that it does not adopt symmetry in its strategies for 
generating movements comprising the step and stance phase of quadripedal 
locomotion.  
 
Both in Animal #1 and #2, each of the hip flexors groups with the ipsi-lateral 
abdominal muscle, mostly Iternus Abdominis and randomly with Externus and 
Rectus Abdominis. This could be attributed to the flexibility of the spinal cord in the 
recruitment of muscles to generate the same motor task. 
 
Contra-lateral coupling of the hip flexor with the shoulder muscle of the  fore-
limb is clearly visible only on one side in each animal. This could be attributed to 
asymmetric recruitment strategies adopted by the animal to produce locomotion. 
After suitable filtering strategies, contra-lateral couplings have been detected with an 
originally noisy reference channel as well. So most certainly these results are not due 
to the noise present in the original data. 
 
A coupling of Latissimus with Internus Abdominis (irrespective of the choice of 
reference muscle) seen in both animals suggests that the peak onset activations may 
correspond to the involvement of the muscle in postural control tasks to enable the 
step phase of locomotion.  
 
4.2.6 A comment on the trunk muscles chosen for study 
 The trunk muscles chosen for analysis in the current study are Latissimus dorsi, 
Longissimus, Internus, Externus and Rectus Abdominis, and the Illiopsoas. Internus 
abdominis, Externus abdominis and Rectus abdominis are abdominal muscles. 
Illiopsoas and the abdominal muscles form the superficial muscles of the back and 
assist the epaxial muscle i.e., Longissimus in co-ordinating the muscles of the head 
and in the movement of the vertebral column. Abdominal muscles assist in holding 
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the internal organs within the abdominal cavity as well as providing support for the 
trunk during quadripedal locomotion. Illiopsoas acts as the hip flexor and is critical to 
the activation of the muscles in the hind limb to enable locomotion. Latissimus dorsi 
flexes the arm or fore limb backwards during locomotion.  
 
4.2.6.1 Functionality of trunk muscles: The functionality of each of the trunk 
muscles (considered for study) is not totally independent of the other. For instance, 
Latissimus dorsi plays a major role in flexion of the fore arm in the backward 
direction. But it cannot function efficiently without the co-operation of the 
Longissimus muscle (which contributes to the extension of the spinal column). Rectus 
abdmoinis enables flexion of the trunk or lumbar vertebrae in addition to supporting 
the organs in the abdominal cavity. This implies that Rectus abdominis co-ordinates 
with the muscles involved in the movement of the vertebral column as well. The 
hypaxial muscles (Illiopsoas, abdominal muscles) also support the epaxial muscles 
(Longissimus) in executing their functions. [Comparative Anatomy, Kent and 
Vertebrate Body, Romer]. This inter-dependence has not been effectively captured 
using the current computational techniques. Hence a complete understanding of the 
existence of modularity in trunk muscles (in phase) needs further investigation. 
 
4.2.6.2 Issues concerning determination of modularity in leg muscles as opposed 
to trunk muscles: The application of ICA to leg muscles in the rat ascertained the 
existence of modularity in motor behavior. Leg muscles indicate modularity because 
a specific set of muscles is active during a chosen phase of locomotion [Drew and 
Krouchev, 2006]. ICA indicates modularity in leg muscles because it captures 
modularity using covariation of amplitude. DCA also captures modularity in phase 
because of the phasic activation of specific sets of leg muscles during locomotion. 
This enables a clearer location and grouping of these muscles in the phase domain, as 
well as grouping of muscles using information separation as the criterion.  
 
In the case of trunk muscles, there is a great deal of  inter-dependence in the 
execution of their functionalities. This explains the close grouping of a greater 
percentage of the chosen trunk muscles in the phase domain, especially using 
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Associative clustering. ICA fails to capture modularity using covariation in amplitude 
but a modular behavior of trunk muscles in phase is captured by the various clustering 
techniques used (K-means, Hierarchical and Associative clustering). Even though the 
trunk muscles appear to be highly modular in phase, the covariation in amplitude as 
captured by ICA does not indicate modularity using information separation. This 
implies that ICA fails to examine modularity across a change in the state of 
trunk muscles in the animal. This change in state may result in the motor 
behavior being modular in a nonlinear manner.  
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5. CONCLUSION 
 
 The existence of modularity in trunk EMG data was examined using 
computational tools like ICA and cluster analysis. The application of ICA to trunk 
EMG data did not support the existence of modularity. This could imply that all trunk 
muscles chosen for study are controlled by distinct spinal modules or that the number 
of these spinal (control) circuitries exceeds the number of channels chosen for study. 
ICA fails to capture nonlinearities introduced by a change of state in the animal that 
are evident from observations of modularity through phase analysis. 
 
 The trunk EMG recordings reflect the activation of trunk muscles as an effect of 
the descending control signals from supra-spinal structures, as well as control signals 
from the spinal cord. The contribution of the descending control signals from the 
supra-spinal structures has not been considered specifically in the current study.  But 
the results of the analysis of modularity do not exclude the influence of the supra-
spinal structures. 
 
 Hierarchical and K-means clustering used to analyze the onset information in an 
N-dimensional phase plane (N>2) revealed significant and consistent grouping of 
certain trunk muscles in all files recorded from the same animal. Consistent 
groupings were seen between the hip flexor and the ipsi-lateral abdominal 
muscle. Contra-lateral coupling between the hip flexor and the shoulder muscle, 
which enables flexion of the fore-limb, was visible only on one side for each 
animal (for a chosen reference IlL or IlR). This could be due to asymmetric 
recruitment strategies of the spinal cord during quadripedal locomotion. These 
groupings clearly indicate the modularity in phase seen in the trunk muscles while 
executing the step phase of quadripedal locomotion.  
   
        In both animals, a coupling of IAL and LaL indicates that the flexion of the 
fore limb is coupled with the activation of the abdominal muscle, contributing 
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mostly to postural control during the step phase. This result was independent of 
the choice of the reference channel (IlL or IlR). 
  
 Associative clustering (two-dimensional phase data [onset, offset]) showed 
grouping of the hip flexor with the ipsi-lateral abdominal muscle. It also indicated 
contra-lateral coupling of the IlL and LaR. Also significant was the consistency in 
distributions of two-dimensional phase data across various recording sessions 
for the same animal (seen in at least 9 out of 12 channels).  
 
 The histogram distributions indicated unimodal, bimodal and skewed symmetric 
distributions of the peak onset shift and the corresponding phase data. Most of the 
channels retained the nature of distribution across various recording sessions for 
the same animal. This shows that the strategy of recruitment of trunk muscles is 
specific to a particular animal. 
 
 The findings from ICA may also indicate that all trunk muscles are 
controlled in parallel by functionally specific spinal modules. Results of cluster 
analyses indicate that some of these circuitries operate closely in a multi-dimensional 
phase plane. The sequence of activation or co-activation of these circuitries is specific 
to each animal and may not be symmetric even though they accomplish symmetric 
movements during quadripedal locomotion.   
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6. FUTURE WORK 
 
 In the current investigation, the EMG procured from trunk muscles in intact rats 
during treadmill locomotion has been examined for modularity. The EMG recordings 
reflect the activation of trunk muscles as an effect of the descending control signals 
from supra-spinal structures, as well as control signals from the spinal cord. The 
contribution of  the spinal and the supra spinal structures to motor behaviors 
can be understood if a specific motor behavior is examined with or without the 
contribution of the supra spinal structures. A similar study of motor behaviors was 
undertaken in spinal and brain stem frogs [Hart and Giszter, 2004]. The contribution 
of the brain stem in modulating communication between spinal segments to increase 
the efficiency of motor patterns was demonstrated by using animals with and without 
the brain stem. A brain stem or spinal preparation in the rat followed by the analysis 
of EMG recordings (for chosen sets of motor behaviors) may provide a better 
understanding of the integration of information at various levels in the CNS for the 
co-ordination of trunk muscles during locomotion. 
  
 The K-means algorithm performs clustering based on local features in the data but 
does not take into account an organizational scheme for the same. Hierarchical 
clustering does provide an organized grouping of muscles but in the current scenario 
did not indicate well separated clusters. Both these clustering techniques need a 
criterion which defines the number of clusters i.e., assignment of a threshold, seeding 
and a criterion for detecting the elbow (to ascertain the number of clusters).   
Associative clustering technique also requires supervision for determining optimum 
cluster groupings. In other words, we have dealt with supervised clustering 
techniques in the current approach 
 
 Supervised inputs to clustering algorithms can bias the final results based on the 
parameters chosen for initialization, so unsupervised clustering techniques can be 
used for an improved analysis of modularity. The Self-organized Feature Map is 
an unsupervised learning algorithm which can be used for dimension reduction and 
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visualization of multi-dimensional data. It has been widely used to perform feature 
extraction in multi-channel Electroencephalogram recordings. It enables dimension 
reduction and effective visualization of the topology of multi-dimensional data in a 
two-dimensional space. Thus it acts as an effective tool for both clustering and feature 
extraction [Kaski. S, 1997]. 
 
In the analysis of onset phase (Figure 4.1) as well as onset and offset phase 
(Figure 4.3), a bimodal distribution and agglomeration of phase points in two 
different regions respectively, are observed in the two-dimensional phase space. This 
could imply that the same muscle could be coordinating in phase with more than one 
muscle. In other words, it is an illustration of the membership of a single muscle in 
more than one cluster.  Fuzzy C-means clustering performs grouping in multi-
dimensional data and allows for a given element to be included in more than one 
cluster [MATLAB tutorial on cluster analysis].  This may offer a better 
explanation of the model used by the spinal cord in controlling trunk muscles. This 
technique requires the number of clusters to be pre-defined. Even though Associative 
clustering accounts for the overlap between clusters (which is highly evident in trunk 
muscles), it does not take care of the membership of a single element in more than 
one cluster.   
 
In Associative clustering, the phase onset and phase offset data has been 
examined for different ranges of SD of the data from the centroid. Varying the SD of 
data in steps of 0.2 forms the basis for the ‘Elbow criterion’. This basis for the elbow 
criterion could also be defined by varying the threshold for proximity between 
clusters in steps of 0.1.  
 
 Variance-based techniques like Principal Component Analysis and suitable 
factorization techniques viz., Non-negative Matrix Factorization, pICA, ICAPCA, 
etc., can also be used to examine modularity in trunk muscles. These techniques 
assume different criteria for examining groupings in trunk EMG recordings. As a 
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result, they may reveal different aspects of the governance of the spinal cord in co-
ordination of  trunk muscles. 
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8. APPENDIX 
       FILE #1 (ANIMAL #1) 
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Figure 7.1 shows distribution of phase data in File #1 (Animal #1) 
 
        Table 7.1 Summary statistics for distribution of phase data in File #1 (Animal #1) 
 
Muscle name  Mean Median  Mode Standard 
deviation 
Latissimus Left (LaL) -4.2689e-
004 
0.0320 0.0792 0.3628 
Longissimus Left (LnL)  0.0418 0.0083 0.2263 0.2864 
Externus Abdominis Left 
(EAL) 
-0.0073 0.0918 0.1280 0.3603 
Internus Abdominis Left (IAL)  0.0531 0.0255 0.0081 0.3310 
Rectus Abdmonis Left (RAL)  0.0463 0.0551 0.1060 0.3787 
Illiopsoas Left  0.0766 0.0664 0.1987 0.3532 
Latissimus Right (LaR)  0.0637 0.0270 0.0670 0.3822 
Longissimus Right (LnR)  0.0409 0.0153 0.1975 0.2803 
Externus Abdominis Right 
(EAR) 
 0.0165 -0.0346 -0.4163 0.2540 
Internus Abdominis Right 
(IAR) 
 0.0295  0.0431 0.0543 0.3001 
Rectus Abdmonis Right (RAR) -0.0317 -0.0105 0.1440 0.1841 
Illiopsoas Right (IlR)  0.0000  0.0000  0.0000  0.0000 
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       FILE #2 (ANIMAL #2) 
 
-1 0 1
0
50
100
File #2 LaL Ch1
Phase
-1 0 1
0
50
100
File #2 LnL Ch2
Phase
-1 0 1
0
100
200
File #2 EAL Ch3
Phase
-1 0 1
0
50
100
File #2 IAL Ch4
Phase
-1 0 1
0
50
100
File #2 RAL Ch5
Phase
-1 0 1
0
100
200
File #2 IlL Ch6
Phase
-1 0 1
0
200
400
File #2 LaR Ch7
Phase
-1 0 1
0
50
100
File #2 LnR Ch8
Phase
-1 0 1
0
100
200
File #2 EAR Ch9
Phase
-1 0 1
0
100
200
File #2 IAR Ch10
Phase
-1 0 1
0
100
200
File #2 RAR Ch11
Phase
-5-4-3-2-101234
0
200
400
File #2 IlR Ch12
Phase
 
Figure 7.2  shows distribution of phase data in File #2 (Animal #2) 
 
 
      Table 7.2 Summary statistics for distribution of phase data in File #2 (Animal #2) 
 
 
Muscle name  Mean Median  Mode Standard 
deviation 
Latissimus Left (LaL) -0.0075 -0.1316 0.0495 0.4182 
Longissimus Left (LnL) 0.0321  0.0820 0.0117 0.3826 
Externus Abdominis Left (EAL) 0.0379  0.0164 0.0000 0.3279 
Internus Abdominis Left (IAL) 7.9189e-
004 
-0.0785 0.0811 0.4089 
Rectus Abdmonis Left (RAL) 0.0391 0.1459 0.0476 0.4129 
Illiopsoas Left (IlL) 0.0664 0.0394 0.0172 0.3469 
Latissimus Right (LaR) 0.0164 -0.0451 0.0777 0.2913 
Longissimus Right (LnR) 0.0265 0.0423 0.0000 0.4419 
Externus Abdominis Right 
(EAR) 
-0.0623 -0.1132 0.0939 0.2420 
Internus Abdominis Right (IAR) -0.1417 -0.1986 0.2128 0.2938 
Rectus Abdmonis Right (RAR) 0.0738 -0.0638 0.0794 0.4109 
Illiopsoas Right (IlR) 0.0000 0.0000 0.0000 0.0000 
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FILE #3 (ANIMAL #1) 
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Figure 7.3 shows distribution of phase data in File #3 (Animal #1) 
 
 
       Table 7.3 Summary statistics for distribution of phase data in File #3 (Animal #1) 
 
 
Muscle name  Mean Median  Standard 
deviation 
Latissimus Left (LaL)  0.1248  0.1015 0.1333 
Longissimus Left (LnL) -0.1136 -0.1018 0.1467 
Externus Abdominis Left (EAL) -0.1011 -0.0269 0.2696 
Internus Abdominis Left (IAL)  0.1083  0.0866 0.1142 
Rectus Abdmonis Left (RAL)  -0.1100 -0.2268 0.2168 
Illiopsoas Left  0.0074  -0.0366 0.0968 
Latissimus Right (LaR)  0.1529  -0.0438 0.3428 
Longissimus Right (LnR)  0.0222   0.0209 0.0423 
Externus Abdominis Right (EAR)  0.0223   0.0000 0.0577 
Internus Abdominis Right (IAR)  0.1420    0.0149 0.2320 
Rectus Abdmonis Right (RAR)  0.0257  -0.0012 0.1795 
Illiopsoas Right (IlR)   0.0000   0.0000   0.0000 
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FILE #4 (ANIMAL #2) 
 
-1 0 1
0
20
40
File #4 LaL Ch1
Phase
-1 0 1
0
20
40
File #4 LnL Ch2
Phase
-1 0 1
0
50
File #4 EAL Ch3
Phase
-1 0 1
0
20
40
File #4 IAL Ch4
Phase
-1 0 1
0
20
40
File #4 RAL Ch5
Phase
-1 0 1
0
20
40
File #4 IlL Ch6
Phase
-1 0 1
0
50
100
File #4 LaR Ch7
Phase
-1 0 1
0
20
40
File #4 LnR Ch8
Phase
-1 0 1
0
50
100
File #4 EAR Ch9
Phase
-1 0 1
0
20
40
File #4 IAR Ch10
Phase
-1 0 1
0
50
100
File #4 RAR Ch11
Phase
-5-4-3-2-101234
0
100
200
File #4 IlR Ch12
Phase
 
Figure 7.4 shows distribution of phase data in File #4 (Animal #2) 
 
       Table 7.4 Summary statistics for distribution of phase data in File #4 (Animal #2) 
 
Muscle name  Mean Median  Mode Standard 
deviation 
Latissimus Left (LaL) 0.0604 0.0867 0.3108 0.3770 
Longissimus Left (LnL) 0.0418 0.0296 0.0325 0.4003 
Externus Abdominis Left (EAL) 0.1755 -0.0244 0.0325 0.4648 
Internus Abdominis Left (IAL) -0.0371 -0.0929 0.2437 0.3813 
Rectus Abdmonis Left (RAL) -0.0309 -0.1156 0.0068 0.3727 
Illiopsoas Left  0.0731  0.0379 0.1376 0.3071 
Latissimus Right (LaR)  0.0544  0.0102 0.1212 0.2506 
Longissimus Right (LnR) -0.0785 -0.1305 0.1678 0.3852 
Externus Abdominis Right (EAR)  0.0646  0.0117 0.0543 0.3284 
Internus Abdominis Right (IAR)  0.0053 -0.1256 0.0325 0.3712 
Rectus Abdmonis Right (RAR) -0.0116 -0.0133 0.2195 0.2629 
Illiopsoas Right (IlR) 0.0000 0.0000 0.0000 0.0000 
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FILE #5 (ANIMAL #1) 
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Figure 7.5 shows distribution of phase data in File #5 (Animal #1) 
 
 
           Table 7.5 Summary statistics for distribution of phase data in File #5 (Animal #1) 
 
 
Muscle name  Mean Media
n  
Mode Standard 
deviation 
Latissimus Left (LaL) 0.0812 0.0331 -0.2576 0.2489 
Longissimus Left (LnL) -0.0271 -0.0091  0.2470 0.2078 
Externus Abdominis Left (EAL) 0.0998 0.1109  0.5438 0.2917 
Internus Abdominis Left (IAL) 0.0653 -0.0087  0.2300 0.3682 
Rectus Abdmonis Left (RAL) -0.0100 0.0160  0.1634 0.3507 
Illiopsoas Left 0.0663 0.0306  0.4926 0.3192 
Latissimus Right (LaR) 0.0589 0.0437  0.3734 0.2913 
Longissimus Right LnR) -0.0125 -0.0376 -0.3119 0.2089 
Externus Abdominis Right 
(EAR) 
0.0797 -0.0085 -0.2778 0.2804 
Internus Abdominis Right (IAR) 0.0430 0.0046  0.1453 0.2768 
Rectus Abdmonis Right (RAR) 0.0297 0.0087  0.1561 0.3256 
Illiopsoas Right (IlR)   0.0000   0.0000    0.0000 
 
