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Abstract
Future advanced driver assistance systems (ADAS) as well as autonomous
driving functions will extend their applicability to more complex highway
scenarios and inner-city traffic. For these systems it is a prerequisite to
know how an encountered traffic scene is most likely going to evolve. Sit-
uation recognition aims to predict the high level behavior patterns traffic
participants pursue. Thus, it provides valuable information that helps to
predict the next few seconds of a traffic scene. The extension of ADAS and
autonomous driving functions to more complex scenarios poses a problem
to state-of-the-art situation recognition systems due to the variability of
the encountered scene layouts, the presence of multiple interacting traf-
fic participants and the concomitant large number of possible situation
classes. This thesis proposes and discusses approaches that tackle these
challenges.
A novel discriminative maneuver estimation framework provides the pos-
sibility to assess traffic scenes with varying layout. It is based on reusable,
partial classifiers that are combined online using a technique called pair-
wise probability coupling. The real-world evaluations indicate that the
assembled probabilistic maneuver estimation is able to provide superior
classification results.
A novel interaction-aware situation recognition framework constructs a
probabilistic situation assessment over multiple traffic participants with-
out relying on independence assumptions. It allows to assess each traffic
participant individually by using maneuver estimation systems that deter-
mine complete conditional distributions. A real-world evaluation outlines
its applicability and shows its benefits.
The challenges associated with the increasing number of possible situ-
ation classes are addressed in two ways. Both frameworks allow to reuse
classifiers in different contexts. This reduces the number of models re-
quired to cope with a large variety of traffic scenes. Moreover, a situation
hypotheses selection scheme provides an efficient way for reducing the
number of situation hypotheses. This lowers the computational demands
and eases the load on subsequent systems.
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Kurzfassung
Zuku¨nftige intelligente Fahrerassistenzsysteme (FAS) und autonome
Fahrfunktionen werden darauf abzielen, auch mit komplexen Autobahn-
szenarien und innersta¨dtischen Verkehr umgehen zu ko¨nnen. Fu¨r solche
Systeme ist es eine Grundvoraussetzung einscha¨tzen zu ko¨nnen, wie
sich eine vorgefundene Szene wahrscheinlich entwickeln wird. Die Situ-
ationserkennung bescha¨ftigt sich damit abstrakte Verhaltensmuster der
beteiligten Verkehrsteilnehmer vorherzusagen und ist damit ein entschei-
dender Teil der Szenenvorhersage. Die Ausweitung des Anwendungs-
bereiches zuku¨nftiger FAS und autonomer Fahrfunktionen stellt ein Prob-
lem aufgrund der Variabilita¨t der vorgefundenen Szenen, der Anwesenheit
von mehreren, interagierenden Verkehrsteilnehmern und die damit ein-
hergehende große Anzahl von mo¨glichen Situationen fu¨r aktuell verfu¨gbare
Situationserkennungstechniken dar. Die vorgelegte Arbeit befasst sich mit
Ansa¨tzen, diese Probleme zu lo¨sen.
Ein neuartiger, diskriminativer Mano¨vererkennungsansatz bietet die
Mo¨glichkeit, auf unterschiedliche Verkehrsszenen angewendet zu wer-
den. Die Idee des Ansatzes basiert darauf, wiederverwendbare Teile des
Klassifikationssystems online zu kombinieren. Evaluationen auf realen
Verkehrsszenarien zeigen die Vorteile des vorgeschlagenen Ansatzes.
Ein neuartiger, Situationserkennungsansatz bietet die Mo¨glichkeit, fu¨r
eine Szene mit mehreren, interagierenden Verkehrsteilnehmern eine prob-
abilistische Situationsscha¨tzung vorzunehmen. Dabei ist der Ansatz auf
keinerlei Unabha¨ngigkeitsannahme angewiesen und erlaubt es trotzdem,
mo¨gliche Mano¨ver jedes Verkehrsteilnehmers einzeln zu scha¨tzen. Die
Idee dieses Ansatzes basiert darauf, die kompletten bedingten Wahrschein-
lichkeitsverteilungen u¨ber die Mano¨ver jedes Verkehrsteilnehmers zu
scha¨tzen. Evaluationen auf realen Verkehrsszenarien besta¨tigen die An-
wendbarkeit des vorgestellten Ansatzes.
Die Probleme, die mit der hohen Anzahl von mo¨glichen Situationen
einhergehen, werden auf zwei Arten in dieser Arbeit angegangen. Beide
vorgestellten Ansa¨tze erlauben es bereits parametrisierte Situationsklas-
sifikatoren wiederzuverwenden und in neuen Kontexten zu kombinieren.
Das reduziert die Anzahl an beno¨tigten Klassifkationsmodellen, da nicht
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jede vorgefundene Szene ein spezialisiertes Klassifikationsmodell beno¨tigt.
Daru¨ber hinaus bietet eine Situationshypothesenselektion die Mo¨glichkeit,
effizient den aufgespannten Situationsraum zu verkleinern. Diese Maß-
nahme reduziert den rechnerischen Aufwand, und die verringerte Anzahl
von Situationshypothesen entlastet nachfolgende Systeme.
11 Introduction
In the last decade the capabilities of technical systems have been contin-
uously improved. They constantly expand further into humans’ everyday
life and their development progressively heads into the direction of inde-
pendence and autonomy. These developments do not exclude the automo-
tive industry.
An increased interest by academia, automotive manufacturers as well as
the general public in Advanced Driver Assistance Systems (ADAS), par-
tially automated vehicles and fully autonomous vehicles can currently be
observed. Representative for these observations are already available -
like assistance systems for lane keeping, parking, velocity adaptation or
front collision avoidance [118] as well as the media-effective presentation
of several self-driving car projects from universities, IT -companies and car
manufacturers. Fig. 1.1 illustrates the accompanied interest of the general
public using Google Trends. It reveals an almost exponentially increase in
search requests like “self-driving car”, “driverless car” or “autonomous ve-
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Figure 1.1: Google Trends for “self-driving car” [2]. The figure depicts relative
numbers in relation to the maximum number of received search request per
month.
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hicle” in the last seven years. The visible peaks correlate to media-effective
presentations:
• October 2010: Professor Alberto Broggi and his team at the Univer-
sity of Parma complete a 13000 kilometer long test run from Parma
to the Shanghai Expo in China with four autonomous vehicles [15],
• May 2012: Google officially introduces its self-driving car project by
administering a driving test by the Nevada motor vehicle examiners
[47],
• May 2014: Google announces 100 self-designed autonomous test ve-
hicles [112],
• March 2015: Tesla announces that its Autopilot will be available in
mid 2015 per software update in their cars equipped with the needed
hardware setup [60].
There are two main reasons for the great interest in such systems:
First, future ADAS and automated driving promise to increase the safety
of general traffic. The vast majority of accidents can be traced back to hu-
man error. E.g. in 2012, 86% of the traffic accidents registered in Germany
can be assigned to human error [101]. Therefore, technical systems assist-
ing the driver or completely overtaking the driving task will be crucial for
reducing traffic accidents. As an example, comprehensively available lane
changing assistants could reduce lane change-associated accidents by up
to 25% according to studies of the Deutscher Verkehrsicherheitsrat [32].
Second, future ADAS and automated driving promise to increase the com-
fort for passengers. Technical systems that take over more and more
responsibility of the driving task relieve the stress on the driver. Tak-
ing into consideration the time that a significant part of the population
spends commuting every day emphasizes the need for such systems. E.g.
22% of employed persons in Germany need to commute between 30 and
60 kilometers to work on daily basis [103].
1.1 Problem Formulation
Assistance systems that are available today are mainly reactive assistance
systems. An example poses the currently available adaptive cruise con-
trols. Such a system starts reacting to a sudden lane entering event of a
vehicle in front after it passes the lane marking, leaving the ACC little to
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no time to adapt its velocity. Such abrupt velocity adaptations lead to
discomfort for the driver and constitute a hazardous maneuver for follow-
ing vehicles.
Consequently, assistance systems and autonomous functionalities that al-
low for taking responsibility and stress of the driver need to be proactive.
This means that they are able to anticipate the future development of a
traffic scene and provide adequate behavioral reactions or warnings. For
this reason more and more systems are introduced that take the possible
evolution of traffic scenes into account.
Such proactive systems typically share a common structure: Fig. 1.2
illustrates that these systems consist of an environment perception, traffic
scene prediction and a module for realizing the intended target func-
tionality. The environment perception addresses problems like detecting
the drivable area [69], self localization [22] as well as classification and
localization of static and dynamic objects [106].
Based on this information the next few seconds of the traffic scene are
predicted. Predicting the evolution of a traffic scene is a demanding
task as traffic participants’ future trajectories involve many uncertainties.
Because of this, it is common to decompose the prediction task into two
steps:
First, predicting the discrete prototypical situation classes which group
a subset of traffic participants and specify their typical associated
spatio-temporal behavior patterns (maneuvers), e.g. a car decelerating
to give another traffic participant right of way before making a turn at
an intersection. Second, based on the prototypical situation class specific
motion prediction models estimate future kinematic states.
With the information on likely future developments of the scene the
system can provide safe and comfortable reactions.
The thesis at hand focuses on the recognition of discrete situation
Environment
Perception
Situation
Recognition
Motion
Prediction
Target
Functionality
traffic scene prediction
Figure 1.2: Typical structure of ADAS and automated driving functions.
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classes. Current situation recognition approaches are designed for fixed
scenes with a limited number of traffic participants. However, especially
complex scenes like inner-city intersections with high variability or highway
enterings result in the most discomfort and accidents [28, 102]. Hence, fu-
ture situation recognition systems need to be able to tackle complex scenes.
This leads to three main research questions that are tackled in this thesis.
1. How can situation recognition systems be adapted to the cur-
rently encountered scene?
General traffic undergoes a high variability and situation recognition
systems need to deal with this variability. For example, inner-city traffic
scenes differ strongly in available turning options or the number of possibly
affecting traffic participants like pedestrians, bicyclists or other vehicles.
The presence of other acting traffic participants leads to the second re-
search question.
2. How can situation recognition systems be designed so that they
are able to deal with multiple interacting traffic participants?
In traffic situations with more than one traffic participant interactions
can play an important role and influence the future development of traffic
scenes. Thus, situation recognition systems need to deal with interacting
traffic participants. Moreover, the presence of several traffic participants
has another major impact on situation recognition systems which leads to
the third research question.
3. How can situation recognition systems deal with a large number
of possible situation classes?
Considering several traffic participants simoultaneously leads to an com-
binatorial increase of possible situation hypotheses. This circumstance in-
duces computational challenges to the situation recognition system itself
as well as to subsequent systems in the processing chain responsible for
motion prediction or criticality assessment.
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1.2 Contribution
The main contributions of this thesis tackle the above stated research
questions and summarize as follows:
• Novel discriminative as well as generative approaches for estimating
the maneuver of single traffic participants [31, 35, 66, 67].
• A novel framework for adapting state-of-the-art discriminative ma-
neuver estimation approaches to generic traffic scenes by decompos-
ing the classification task into binary subproblems [67].
• A novel interaction-aware situation recognition framework that de-
composes the situation recognition with multiple traffic participants
into single-entity maneuver predictions without the need for inde-
pendence assumptions [64].
• Two novel analytic methods for solving discrete sampling problems
where the probability distribution are preexisting in their functional
form, e.g. the interaction-aware situation recognition framework [64].
• A novel situation hypotheses reduction technique that tackles the
combinatorial increasing number of situation hypotheses associated
with multiple traffic participants.
The contributions have been tested and evaluated on real-world data sets
ranging from simple turn predictions to complex intersection scenes with
several traffic participants as well as challenging highway enterings.
1.3 Thesis Outline
The flowchart in Fig. 1.3 depicts the structure of the remainder of this the-
sis. Chapters containing novel contributions, developed during the PhD
project, are highlighted in blue.
Chapter 2 explains the terms maneuver and situation. It also gives a short
description of the data sets used for the conducted evaluations. Addition-
ally, it introduces the required probability theoretical concepts and their
notation.
Chapter 3 discusses related works in the field of maneuver estimation
and outlines their problems associated with variable traffic scenes. Sub-
sequently, it introduces the variable discriminative maneuver estimation
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Figure 1.3: Thesis structure. Chapters with contributions are highlighted in
blue.
framework and outlines its applicability with various tests on real-world
traffic. Maneuver estimation systems form the basis of situation recogni-
tion.
Chapter 4 starts with discussing related work of situation recognition that
considers multiple traffic participants, simoultaneously. Moreover, it states
the need for a general interaction-aware situation recognition approach
that does not rely on independence assumptions. For this purpose, an
interaction-aware situation recognition framework is proposed that decom-
poses the problem into assessing each traffic participant individually while
taking the influence of other vehicles’ maneuvers explicitly into account.
Either probabilistic sampling techniques or one of the novel analytic recon-
struction schemes of Chapter 5 restore the holistic situation recognition
overall traffic participants. Tests on real-world traffic scenarios outline the
applicability of the approach. Chapter 6 introduces an approach for re-
ducing the number of situation hypotheses that are investigated in detail.
These reduction techniques allow for better scalability of situation recog-
nition systems targeted at multiple traffic participants.
Finally, Chapter 7 concludes the thesis and outlines possible future re-
search directions.
72 Elementary Terms, Notation
and Data Sets
This chapter formally recapitulates elementary terms, introduces their no-
tation, and describes the data sets, as well as evaluation metrics used for
quantifying the performance of the approaches proposed throughout this
thesis.
2.1 Probability Notation
Probability is a measure describing how likely an event is going to happen.
Events are either continuous, for example a velocity value, or discrete, for
example the state of a traffic light. A probability distribution comprises
the probability values of all possible events in functional or tabular form.
Fig. 2.1 shows two exemplary probability distributions for (a) a continuous
case and (b) a discrete case.
There are many misconceptions regarding the notation and usage of
terms related to probability theory. Therefore, this section provides a
formal introduction for terms regularly occurring throughout this thesis.
(a)
−5 0 5 10
0
0.1
0.2
0.3 (b)
1 2 3 4 5
0
0.2
0.4
0.6
0.8
1
Figure 2.1: Probability distribution examples.
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2.1.1 Probability Mass and Density Functions
An upper case notation, e.g. Y , denotes a discrete random variable. The
lower case notation y marks possible events of random variable Y . All
possible events form a set Ω = {y1, y2, . . . , y|Ω|} called the sample space.
A single event is denoted by, e.g. y1 where the superscript distinguishes
specific events. Furthermore, the notation |Ω| corresponds to the cardi-
nality of the sample space depicting the number of events in Ω.
The probability mass function (pmf ) for random variable Y is given by
p({y ∈ Ω : Y = y}), (2.1)
containing probability values for each event y ∈ Ω.
A concrete probability value is denoted by
p(Y = yk). (2.2)
In the further course of this thesis, the formal notations of (2.1) and (2.2)
are abbreviated with the common lower case notations p(y) and p(yk),
respectively. Similarly to these simplified notations,∑
y′∈Ω
p(Y = y′) =
∑
y′∈Ω
p(y′)
denotes the summation over the events of a random variable.
For the continuous case, a random variable Z’s events z take on values
from an infinite set. Thus, the sample space corresponds to a range of
continuous values, typically Ω = R. The probability density function (pdf )
for random variable Z is given by
p({z ∈ Ω, Z = z}) (2.3)
and is the equivalent of a pmf for the continuous case. Concrete density
values indicated by p(Z = z) are not to be confused with concrete event
probabilities like defined in (2.2) for the discrete case. The probability
of a continuous random variable exactly taking on a specific value z is
necessarily 0.
The same lower case abbreviation as for discrete random variables is used,
thus the notation of the pdf in (2.3) simplifies to p(z).
The general term distribution describes either a probability mass func-
tions or probability density functions in theoretical considerations regard-
ing both discrete or continuous variables, as well as in cases where discrete
and continuous variables are mixed within one distribution.
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2.1.2 Multiple Random Variables
In many cases probability values over n random variables are of interest.
Different random variables are denoted in two ways. The first option
is to use different letters for different random variables, e.g. Y or Z.
This option is chosen if the random variables represent different types of
random variables, e.g. discrete behavior options of a traffic participant
and continuous measurements. In addition to that, a subscript index i
distinguishes between different random variables of the same type, e.g.
Y1, . . . , Yn.
Stochastic independency between random variables is constituted by Y1 ⊥
Y2, whereas dependency between variables is depicted by Y1 6⊥ Y2.
Joint Distribution
A joint pmf or pdf represents the probability , respectively density value,
over several random variables taking on specific events at the same time.
It is denoted by the lower case notation of (2.1) for a pmf or (2.3) for a
pdf where random variables are separated by commas, e.g.
p(y, z).
Conditional Distribution
A conditional pmf or pdf represents the distribution of a random variable,
given the values of another random variable as evidence. It is denoted by
separating the target random variable y from its conditional z by a vertical
bar, e.g.
p(y|z).
It is also possible that a conditional distribution’s target space or condi-
tional consists of several random variables. An example is given by
p(y1, y2|y3, . . . , yn).
Combined Random Variables
With an increasing number n of random variables the notation of proba-
bility distributions suffers from decreasing clarity. Therefore, this section
introduces a notation for combining random variables to improve readabil-
ity.
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The bold lower case notation for the set yi:j summarizes successive ran-
dom variables i to j, e.g.
p(y1, . . . , yn) = p(y1:n),
or
p(y2|y1, y3 . . . , yn) = p(y2|y1,y3:n).
Moreover, the sample spaces of such successive random variables are com-
bined by applying the Cartesian product
Ωi:j = Ωi × . . .× Ωj ,
leading to the sample space Ωi:j .
It should be noted that the bold lower case notation for the combination
of random variables in a set yi:j can be interpreted as a new multivariate
random variable on the sample space Ωi:j .
Multi-Index Notation
Furthermore, this section introduces a convenient way for dealing with in-
dexing several events simultaneously. This notation is restricted to discrete
random variables since an indexation of continuous events is not reason-
able.
The combined sample space of all discrete random variables i = 1, . . . , n
contains all |Ω1:n| event combinations. Thus, Ω1:n of y1:n is composed of
the events
y11:n →{y
1
1, y
1
2, . . . , y
1
n}
y21:n →{y
1
1, y
1
2, . . . , y
2
n}
y31:n →{y
1
1, y
1
2, . . . , y
3
n}
...
y
|Ω1:n|
1:n →{y
|Ω1|
1 , y
|Ω2|
2 , . . . , y
|Ωn|
n },
where the bold multi-index k = 1, . . . , |Ω1:n| indexes concrete event com-
binations in lexicographical order. Hence, it addresses a distribution’s
concrete event combinations on its combined sample space, e.g.
p(y21:n) = p(y
1
1, y
1
2, . . . , y
2
n).
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Furthermore, it is used in cases where the joined notation of the corre-
sponding random variables is not possible, e.g. for conditional distribu-
tions. Hence, also subsets yi:j ⊂ y1:n or single random variables yi ∈ y1:n
are indexed with the bold multi-index. By doing so, the subsets or single
random variables take on the events that are specified by the multi-index
(of the complete sample space Ω1:n) for the respective random variables,
e.g.
p(y21 |y
2
2:n) = p(y
1
1|y
1
2, y
1
3, . . . , y
2
n).
2.2 Scene, Scenario, Maneuver and Situation
This section describes frequently recurring terms associated with situation
assessment. Related literature often uses these terms in varying context
and with different meanings. Thus, the following description provides
definitions and clarifies their usage throughout this thesis.
2.2.1 Scene & Scenario
A commonly occurring term in conjunction with advanced driver assis-
tance systems and automated driving is scene. A scene is a snapshot
based on the current environment perception at a concrete point in time
[111]. The origin of this environment perception might be the result of
sensory setups of one or more test vehicles or from an objective observer,
e.g. rooftop mounted sensors or simulation environments. It contains
information about present dynamic entities (e.g. vehicles, pedestrians),
their kinematic information and relations to each other, as well as static
entities, such as the road layout (e.g. crossing type, lane options) or the
currently applying traffic rules (e.g. yield signs). Digital map data, like
OpenStreetMap, typically forms the basis for the road layout information.
A scene is an objective description of the currently present circumstances.
Objective means that it is free of interpretation of its future development
or intentions of its acting entities. Its description, however, is a subjective
result in terms of non-comprehensive perception and imperfect sensory
measurements.
A scenario describes a sequence of scenes over a certain time interval
[111]. It contains information on the temporal evolution of dynamic scene
entities’ states as well as information of entering and leaving dynamic
scene entities. A trajectory comprises the evolution of traffic participants’
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kinematic states (e.g. position, velocity, heading). Thus, trajectories form
a large portion of the information in a scenario .
2.2.2 Maneuver
Future advanced driver assistance systems and automated driving func-
tions rely on future trajectories of surrounding traffic participants. The
evaluation of all future state evolutions is hardly feasible for complex traffic
scenarios due to their continuous target space and different characteristics.
For this reason it is common to categorize similar trajectories into proto-
typical spatio-temporal behavior patterns, i.e. maneuvers.
The spatial road layout strongly constrains the motion of a vehicle lateral
to the driving direction. Fig. 2.2 (a) shows an example of a 3-way crossing.
The intersection paths determine the typical spatial behavior patterns, in
the case of Fig. 2.2 (a) either a left turn or a straight intersection crossing.
The temporal aspect addresses the circumstance that different maneuvers
are not only characterized by different path alternatives but also by their
temporal execution. Traffic rules, driving comfort and the presence of
other traffic participants typically influence the temporal and longitudinal
driving behavior. Taking a closer look at a variety of recorded trajectories
reveals that they can usually be clustered into typical temporal behavior
patterns. Fig. 2.2 (b) shows the same recorded trajectories as in (a) with
additional temporal information. The left turning trajectories clearly di-
vide into two groups, where one group of shows significantly slowed down
trajectories due to an oncoming vehicle with priority (red). The other
group performed an undisturbed left turn (blue). Thus, a maneuver de-
scribes typical spatial as well as temporal behavior patterns.
Predicting a traffic participant’s (human or machine) future maneuver
is a challenging task since its intention is typically a hidden state. Thus,
prediction systems rely on the observable information for predicting a traf-
fic participant’s maneuver. Ambiguous behavior patterns and imperfect
sensor measurements lead to additional uncertainties during the predic-
tion process. Hence, making discrete predictions probably leads to many
false maneuver estimations. This problem is reinforced in conjunction with
longer prediction horizons and increasing numbers of possible maneuver
alternatives. Therefore, a probabilistic treatment, quantifying the involved
uncertainties, is reasonable.
A discrete random variable B models the future spatio-temporal behavior
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Figure 2.2: (a) Illustration of spatial clustering for recorded trajectories on a
3-way intersection crossing. Blue and red trajectories correspond to a left turn,
the green trajectories to a straight intersection crossing. Part (b) highlights the
temporal aspect and clusters of these trajectories, where the red trajectories are
effected by oncoming traffic with priority.
pattern, i.e. maneuver, of a traffic participant. All possible maneuvers
(events) form the sample space Ω = {b1, b2, . . . , bn}. The distribution
p({b ∈ Ω : B = b}|x),
quantifies the uncertainty regarding the maneuver estimation conditioned
on the currently observable scene evidence x. The scene evidence x is a
multivariate random variable, see Section 2.1.2, comprising information of
the scene in the form of continuous (e.g. velocities, relative distances) and
discrete (e.g. traffic light state, right of way information) evidence.
2.2.3 Situation
A situation is the generalization over maneuvers of several traffic par-
ticipants. Hence, different situation hypotheses correspond to different
maneuver combinations of relevant traffic participants. A discrete random
variable Bi represents each traffic participant’s possible maneuvers. The
sample space Ωi comprises the maneuver alternatives for one of n regarded
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traffic participants. The Cartesian product of all n sample spaces
Ω1:n = Ω1 × Ω2 × . . .× Ωn,
determines the set of possible situation hypotheses. The distribution
p(b1, b2, . . . , bn|x), (2.4)
quantifies the uncertainty regarding the situation recognition. It is con-
ditioned on the currently observable scene evidence x. The combined
random variables notation of Section 2.1.2 offers the alternative notation
p(b1:n|x) for (2.4).
2.3 Data Sets
This section introduces the data sets that are used throughout this the-
sis. The data sets play a key role for developing the approaches revolving
around statistical learning methods as well as for evaluating their perfor-
mance. To emphasize the applicability of the proposed approaches the
evaluations in this thesis exclusively use real-world data.
2.3.1 NGSIM, Interstate-80
The NGSIM data sets have been recorded with the goal of supporting
the development of next generation driver behavior algorithms. They are
publicly available at [40] and consist of recordings of the Interstate-80, the
US Highway 101 and the Lankershim Boulevard. The evaluations focus
on the Interstate-80 data set, which has been recorded in 2005. The 7
digital video cameras, mounted on a 30-story high building, recorded about
500 meters of the Interstate-80 near Emeryville, California. In total, 45
minutes of dense traffic, split into 3 streams, are available:
• 4:00pm to 4:15pm,
• 5:00pm to 5:15pm,
• 5:15pm to 5:30pm.
The data consists of tracked vehicle trajectories with a discrete sampling
rate. Besides the available kinematic information, like detailed position,
velocities and accelerations, additional information reaching from lane as-
signments to vehicle dimension are available for each tracked vehicle. The
sampling rate of the vehicle trajectories is 10Hz Fig. 2.3 shows an image
extracted from the raw video streams.
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Figure 2.3: Extracted image from the NGSIM video stream recorded by cam-
era 2 from the 4:00 pm to 4:15 pm stream.
2.3.2 IVSS, Sa¨vena¨s
The data set originates from the IVSS projects, [76]. These projects were
instantiated by the Swedish Road Administration to drive the develop-
ment for future road safety. A part from the gathered data has been
used in [25] and consists of recordings of an intersection at Sa¨va¨nas near
Gothenburg (WGS84; Lat: 57.7327, Long: 12.0543). It is a non-signalized
3-way intersection in a part rural, part industrial area with a speed limit
of 50km/h. The vehicles coming from the northern street have to yield to
traffic on the main road due to a yield sign. Fig. 2.4 depicts the layout
of the intersection. The intersection is technically a 4-way intersection,
however, the southern road immediately terminates in a private parking
lot.
The data set has been recorded in 2007 by two cameras operating at 20Hz
mounted on a building at the southwest corner of the intersection. Vehi-
cle trajectories from approximately 18 hours of video recordings were ex-
tracted with a Kalman filter approach in [56]. The available data consists
of absolute vehicle positions, velocities, acceleration and orientation.
2.3.3 Intersection Variability
During the PhD project a data set consisting of a large variety of different,
unsignalized intersection approaches in a residential area was created. In
total the data set consists of 112 intersection approaches at 85 different
intersections. In contrast to the previous two data sets, recorded from
an observer’s point of view, this data set is composed of recordings from
the test drive’s ego perspective. The data is composed of two different
recording setups. The first part of the data set has been recorded at the
Honda Research Institute Europe GmbH in Offenbach am Main. The
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(a) (b)
Figure 2.4: (a) Satellite image from the Sa¨vena¨s crossing. (b) Point of view
from the private parking lot. Source: [1]
second part is extracted from the raw data provided by KITTI Vision
Benchmark [42].
Recordings Offenbach
The test car at the Honda Research Institute is equipped with a forward-
facing laser scanner and a stereo-camera. A consumer-grade GPS is used
to determine the ego-vehicle’s global position and the vehicle’s velocity is
obtained by tapping the CAN-Bus. A smoothing moving average filter is
applied on the derived longitudinal acceleration information. The resulting
ego-vehicle’s trajectory information is resampled at 10Hz. Furthermore,
it is enriched by context information indicating whether the vehicle has
right of way or possibly needs to yield to another vehicle. The annotation
of the context information is the result of a subsequent inspection of the
video recording footage.
KITTI
The KITTI Vision Benchmark [42] was originally developed to provide
benchmarks on the field of odometry/SLAM and 3D object detection. The
test car is equipped with a velodyne, as well as a localization unit that
combines GPS, GLONASS and an IMU. Additionally, front facing stereo
cameras are installed. This test car setup allows the same data to be
extracted as the recordings conducted at the Honda Research Institute.
Thus, the available raw data streams from the residential category are
used to extract unsignalized intersection approaches to expand the data
set. Fig. 2.5 shows an extracted unsignalized intersection approach.
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Figure 2.5: Exemplary intersection approach from the KITTI Vision Bench-
mark [42].
2.4 Evaluation Metrics
The task of predicting the development of a scene in terms of either maneu-
ver or situation estimation corresponds to a classification problem. The
performance of such prediction systems depends on many factors such as
the chosen classification algorithm and/or feature design. Thus, a vari-
ety of metrics exist to objectively compare the impact of different design
decisions. The calculation of these metrics commonly assume a two-class
classification problem (labels: positive and negative) and are based upon
the categorization of predicted class labels into the four groups of Tab.
2.1. These categorizations form the basis for calculating the majority of
evaluation metrics.
In case of probabilistic classification, the decision whether a newly pre-
dicted case corresponds to a positive or negative is based on the predicted
class membership exceeding a threshold θ, i.e.
positive → p(b = positive) ≥ θ,
negative → p(b = positive) < θ. (2.5)
true condition →
prediction ↓
positive negative
positive true positive (TP) false positive (FP)
negative false negative (FN ) true negative (TN )
Table 2.1: Confusion matrix of a two-class classification problem.
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Receiver Operating Characteristic (ROC )
In automobile context, maneuver and situation estimation systems form
the foundation of subsequent warning or automated driving functions.
Thus, it is important to correctly classify the future scenario to provide
appropriate warnings or reactions. However, too many false warnings or
reactions to events that do not occur easily annoy occupants. These two
requirements are quantified by the true positive rate (TPR) and the false
positive rate (FPR). The TPR relates the correctly predicted positive
outcomes (TP) and the overall number of positive test examples n+ by
TPR =
TP
TP + FN
=
TP
n+
,
whereas the FPR is setting the falsely predicted positives (FP) into rela-
tion to the overall number of negative test examples n− using
FPR =
FP
FP + TN
=
FP
n−
.
Hence, the trade-off between correctly classifying positive instances and
unnecessary classified instances is expressed by tuples (FPR, TPR), i.e.
the receiver operating characteristic (ROC ).
This characteristic depends on the chosen value for the threshold θ in
(2.5). Varying this threshold leads to unique tuples of FPR and TPR. To
obtain a classifier’s detailed characteristics, the threshold θ is increasingly
varied in the interval [0, 1]. Fig. 2.6 illustrates an exemplary resulting
ROC curve for 5 different thresholds θ in the interval [0, 1].
Besides the capabilities to vividly illustrate the trade-off between FPR
and TPR they have the advantage of being insensitive to uneven class
distributions in the test set (n+ > n− or n+ < n−).
A meta-metric to compare the ROC curves of several classifiers with a
single number is given by the area under the curve (AUC ). The AUC
quantifies the area between the ROC curve of a classifier and its x-axis.
The light blue area in Fig. 2.6 shows an example for the AUC of the
displayed ROC curve. The AUC takes on values between 0 and 1, where
values close to 1 are desirable and a value of 0.5 reflects the performance
of a classifier operating at chance level.
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Figure 2.6: Exemplary ROC for five thresholds θ.
Multiclass Problems
The previous explanations addressed the evaluation of two class classifica-
tion problems. However, the sample space of a maneuver and especially
situation prediction problem is concerned with discriminating a large num-
ber of different outcomes of a scene. In general, classification problems
with more than two classes are referred to as multiclass problems. In this
case the 2-by-2 table of Tab. 2.1 extends to |Ω|1:n-by-|Ω|1:n making its
categorizations into TP and FP ambiguous [38].
For this reason, defining a TP for the case that the probability of an event
bk is greater or equal than the current θ and actually corresponds to the
observed event b˜
TP : (p(bk1:n|x) > θ) ∧ (b
k
1:n = b˜),
and FPs as all events which probabilities equal or exceed θ and do not
occur
FP : (p(bk1:n|x) > θ) ∧ (b
k
1:n 6= b˜),
reduces the multiclass problem into a binary evaluation problem. This
definition makes it possible that each of the n˜ tested cases possibly has
several FPs (maximum |Ω1:n| − 1).
With these definitions the TPR is calculated as
TPR =
TP
n+
=
TP
n˜
,
and the FPR by
FPR =
FP
n−
=
FP
N(|Ω1:n| − 1)
,
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for the multiclass case. This conversion leads to
n+,− = n˜+ n˜(|Ω1:n| − 1)
evaluated predictions.
21
3 Variable Discriminative
Maneuver Estimation
Future ADAS and autonomous driving functions aim to reduce the
number of accidents and relief the stress on the driver. To ensure a
safe and comfortable system behavior they need to predict the next few
seconds of a traffic scene. This includes estimating a traffic participant’s
future executed maneuver. Of particular importance are traffic scenes
that form a high cognitive load on the drivers, since these scenes lead to an
increased number of human errors. An example for traffic scenarios with
a high variability is inner-city traffic. E.g. in the year of 2014, 69,3% of all
registered accidents in Germany took place in urban environments [102].
Therefore, there is a strong demand for flexible, adaptable maneuver
estimation systems that can deal with scenarios affected by a large
variability like generic inner-city traffic. However, the applicability of
maneuver estimation systems in variable environments has hardly been
investigated.
Hence, this chapter introduces a novel and fully adaptable maneuver
estimation framework that relies on discriminative classification tech-
niques. The approach focuses on dividing the multiclass maneuver
estimation problem into several binary classification tasks. To cover the
possible maneuver alternatives of a currently encountered scene these
binary classifiers are combined online. Thereby, the resulting maneuver
estimation system is adaptable like generative approaches while providing
the performance of discriminative classification techniques.
The remainder of this chapter is organized as follows. Section 3.1 dis-
cusses general problems arising in the context of probabilistic maneuver
estimation for generic traffic scenes, reviews the current state of the art,
and outlines the contribution of this chapter. Section 3.2 introduces the
theoretical background of the proposed approach. Its applicability to the
problem of adaptable maneuver estimation is shown in Section 3.3. The
chapter concludes by presenting experimental results on two real-world
data sets, showing the benefits of the proposed approach in Section 3.4.
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The main results of this chapter have been published in [67].
3.1 Problem Statement
The difficulty regarding maneuver estimation for generic traffic scenes
is that the sample space Ω generally contains different events for each
encountered scene. This is due to the reason that different possibly present
traffic participants and road-layouts lead to different possible events, i.e.
maneuvers. The examples in Fig. 3.1 illustrate this circumstance. For
each of the presented four scenes, the blue subject vehicle has different
maneuver alternatives, hence varying sample spaces Ω. In Fig. 3.1 (a) Ω
is mainly composed of the three path alternatives (left, right or straight)
for an undisturbed, free drive, since no other traffic participant is present
that could affect the execution of the subject vehicle’s maneuver. In b),
the left turn can be considerably influenced by the green car, e.g. it
slows down to yield, stops completely or it makes a fast left turn in front
of the green vehicle. Likewise, a slower preceding vehicle, as in c), can
influence every possible maneuver significantly. A maneuver can even be
completely missing, e.g. the right turn option in d). Many more possible
maneuvers can occur when considering additional traffic participants (e.g.
pedestrians or cyclists), varying infrastructure (e.g. traffic lights or yield
sign) or different road-layouts (e.g. roundabouts). This problem also
affects highway and rural road maneuver estimation systems and is not
just limited to inner-city scenarios.
This section starts by reviewing related work regarding the topic of
maneuver estimation. Afterwards, it addresses the probability theoretical
problems that maneuver estimation systems are confronted with when
applied to general traffic scenes and it states the main contribution.
3.1.1 Related Work
Recently, a variety of approaches addressing the problem of maneuver
estimations have been presented. The following literature review focuses
on approaches that estimate the maneuver of one traffic participant at
a time in a probabilistic manner. Besides, a variety of approaches have
been proposed that either use rule/case-based reasoning (e.g. [86], [45])
or acquire different types of logic(e.g. [5], [51]). Furthermore, approaches
assessing several traffic participants simultaneously and potentially
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(a) (b)
(c) (d)
Figure 3.1: Four different scenarios, leading to four different sample spaces Ω.
incorporating interactions between them are discussed in Chapter 4.
Very few of the presented approaches directly discuss the implications of
a differing number of maneuver alternatives to their proposed approaches.
In order to review the capabilities of the related approaches in terms of
their flexibility they are divided into two categories. This categorization
follows two well-known concepts from pattern recognition which are
utilized to solve the task of probabilistic maneuver estimation. These
differences in tackling the maneuver estimation task are crucial for their
applicability to generic traffic scenes. A detailed discussion concerning
these differences is provided in Section 3.1.2. For a more general discussion
of maneuver estimation systems the reader is referred to the exhaustive
survey collated in [75].
In the field of pattern recognition it is typically differentiated between
two types of models for solving such classification tasks: discriminative
models and generative models ([11], [16], [54]). Discriminative approaches
are optimized to model the desired posterior probability distribution p(b|x)
directly. The generative approaches model the joint probability distribu-
tion over the classes and the observed data, i.e. p(b,x). The desired poste-
rior conditional distribution can be obtained using probability theoretical
calculations and/or inference algorithms. In the simplest case generative
approaches model the joint distribution p(b,x) directly. Thus, the desired
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conditional distribution can be obtained using
p(b|x) =
p(b,x)
p(x)
, (3.1)
where p(x) represents the prior distribution over the observations x and
can be obtained by marginalization, i.e. p(x) =
∑
b p(x, b).
However, directly modeling high dimensional joint probabilities is affected
by the “curse of dimensionality”, especially in combination with discrete
sample spaces. This is due to the combinatorial “explosion” of possi-
ble states of such high dimensional joint distributions. For this reason,
the majority of generative approaches model their joint distribution by a
factorization into partial conditional distributions while not infrequently
incorporating helper and/or unobservable latent variables. For instance
this is done by Bayesian networks or hidden Markov models. The down-
side of these factorizations is that it typically is a challenging task to infer
conditional distribution, like p(b|x). Therefore, specialized inference algo-
rithms like belief propagation [83] or the forward algorithm [94] have been
introduced. Nevertheless, a popular and easily inferable type of genera-
tive models arises from applying Bayes’ rule to (3.1). The inference task
is reduced to the calculation of
p(b|x) =
p(x|b)p(b)
p(x)
, (3.2)
where the core of such models is the generative distribution p(x|b) that
directly models the relationship between a certain class b (maneuver) and
the observed data x. p(b) represents the prior probability distribution
over the investigated classes (maneuvers).
These differences in tackling probabilistic classification problems and
therefore the maneuver estimation problem are the reasons why this
section divides the related work into discriminative and generative ap-
proaches. The probability theoretical differences are an important fac-
tor when considering the flexible applicability of maneuver estimation ap-
proaches in generic traffic scenes, and thus form the basis for the following
literature discussion.
We contributed tow approaches, one targeted at discriminative and on
targeted at generative maneuver estimation, that are discussed in this lit-
erature review as related work. However, their detailed description and
discussion are beyond the scope of this thesis due to differing thematic
focuses.
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Discriminative Maneuver Estimation Approaches
The approaches categorized as discriminative adapted models are based on
building one model in a discriminative manner in order to distinguish be-
tween a fixed and predefined set of maneuver hypotheses. This model can
be used to directly asses the current maneuver based on its inherent dis-
crimination function. Fig 3.2 shows the general structure of these models,
where the conditional maneuver estimates are obtained by a not further
specified classification model M that takes the current scene information
x as input. Discriminative models are typically created using statistical
machine learning methods in order to determine the free parameters of the
underlying discrimination function.
classifier
M
Scene
information
x
p(b1|x)
p(b2|x)
...
p(b|Ω||x)
Figure 3.2: General structure of discriminative maneuver estimation ap-
proaches. One model directly discriminating between m maneuver hypotheses.
The approaches presented in this section differ from each other mainly
in their underlying classification algorithms, target scenario and incorpo-
rated scene information.
Discriminative maneuver estimation systems for highway scenarios have
been proposed in several works. An early work investigating the applica-
bility of discriminative models for detecting upcoming lane change events
is presented in [79]. They used a support vector machine (SVM) and came
to the conclusion that they are well suited for the task and offer superior
detection classification1. The authors of [82] presented a real-time capa-
ble approach based on a Bayesian extension of the SVM, the relevance
vector machine (RVM). They additionally discern between lane changes
to the right and left. The incorporation of head position was identified
as the most expressive feature in order to make reliable predictions up to
3 seconds before the maneuver was actually performed. However, driver
1Though support vector machines do not naturally output class probabilities they can
be easily extended to do so, e.g. using Platt scaling [93].
26 3 Variable Discriminative Maneuver Estimation
monitoring is rarely existent and even if available, the features cannot be
used to predict other traffic participants maneuvers.
Hence, approaches incorporating more and more context features in
order to boost classification performance have been presented. The au-
thors of [97] present a combined approach for predicting a vehicle’s future
lateral and longitudinal motion based on a prior probabilistic maneuver
estimation. They discriminate between three different maneuvers: lane
change to the left, lane change to the right, and lane following. In addition
to the subject vehicle’s kinematic states they take up to eight surrounding
vehicles into account to reliably estimate the maneuver alternatives.
Random decision forests are used to assign probabilities to the individual
maneuver alternatives.
Another popular area of application for maneuver estimation systems
is inner-city traffic. Inner-city scenes’ maneuvers are mainly composed of
different turning options and thereby occurring disturbances from road in-
frastructure (e.g. traffic lights) and/or other affecting traffic participants
(e.g. yielding). The authors of [41] used multilayer perceptrons (MLP)
in order to discern between different reoccurring maneuver primitives in
inner-city traffic. Their trained multilayer perceptron is able to reliably
differentiate between the investigated maneuver hypotheses stopped, brak-
ing and other with a prediction horizon of 3 seconds. Although it is
important to recognize deceleration patterns reliably, inner-city traffic is
also dominated by turning maneuvers. Hence, the authors of [108] used a
combination of log-linear model and conditional random fields (CRF) to
classify turning maneuvers at intersections. Fig 3.3 illustrates the devel-
oped CRF. Their discriminative approach differentiates between a right
or respectively left turn, and a straight going maneuver at a time without
considering the presence of other traffic participants. However, other dy-
namic traffic participants can drastically influence the dynamic execution
of maneuvers, e.g. following and yielding scenarios and are therefore cru-
cial for maneuver estimation systems in inner cities.
Hence, the author of this thesis and his colleagues have presented an
approach in [66] where they used a combination of Bayesian networks and
a discriminatively learned logistic regression in order to reliably estimate
stopping at traffic light, right turn, going straight and car following ma-
neuvers. Fig. 3.4 shows the structure of the Bayesian network. A slow
driving vehicle in front of the subject vehicle can drastically influence the
temporal execution of maneuvers, e.g. a vehicle in front that is currently
preparing a right turn maneuver significantly slows down the preceding
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CRF
X1
H
y
X2
Figure 3.3: Overview of the system the author proposed in [108]. The blue
rectangle indicates die conditional random field for modeling the temporal de-
pendencies. It consists of the hidden states H and the input sequence X1. The
hidden states from the CRF and the features from the current time step X2 form
the input of the log-linear model y.
vehicle. Hence, the kinematic states of the preceding vehicle have to be
incorporated explicitly. This approach is able to reliably estimate the
currently pursued maneuver several seconds before entering the intersec-
tion. Another approach directly incorporating other traffic participants
kinematic states has been presented in [114]. They investigated the classi-
fication performance of several discriminative classification algorithms in
yielding scenarios and differentiated between 4 frequently occurring tem-
poral behavior patterns (go, creep, stop and no action) while performing
a right turn. The possibly affecting traffic participants with priority have
been explicitly incorporated into the feature vector of the classification
algorithms.
The presented approaches offer reliable estimations in the scenarios they
were designed for due to their discriminative adopted models. However,
they are in general highly specialized for a given scenario and cannot
straightforwardly be reused in different contexts, e.g. missing or addi-
tional possible maneuver alternatives. This is a problem since designing
specialized models for all possible scenes is unfeasible.
A hierarchical approach addressing the mentioned problems is proposed
in the successive publications of [20], [18], and [19]. The hierarchical struc-
ture is based on the idea of having different models with varying degree of
scenario-specific specialization. Based on the current context these special-
ized models can either be turned on or off. Either way the general nodes
make maneuver predictions that have to eventually compete with the pre-
dictions obtained by the specialized nodes. One example they discussed
and evaluated investigates lane change maneuvers. They differentiate be-
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InfluencedByLeadingVehicle
True 4.9
False 95.1
CarAheadTTCCarAheadRelativSpeed CarAheadNetTimeGap
Velocity Acceleration CarAheadDistance
StoppedByTrafficLight
True 10.6
False 89.4
TrafficLightTrafficLightDistance
Behaviors
Go straight 41
Turn right 42.6
Stop at red Traffic Light 16.4
Intentions
Go straight 41
Turn right 37.7
Stop at red traffic light 16.4
Car following 4.9
Figure 3.4: Bayesian network architecture used in [66] in order to discern
between 4 different maneuvers. It is based on a discriminatively learned Behavior
node and so called configurations which model the influence of a preceding vehicle
and a present traffic light.
tween lane following and lane change to the left. The node-specific maneu-
ver predictions are based on single-layer perceptrons. Figure 3.5 illustrates
the general idea of the proposed framework. While this approach is the
only discriminative maneuver estimation system considering changing en-
vironments, it suffers from the number of specialized systems required to
deal with a wide variety of scenarios, since the specialized systems cannot
cope with variability.
Generative Maneuver Estimation Approaches
Generative maneuver estimation approaches focus on modeling the joint
distribution p(b,x) either directly or by one arbitrary possible factorization
of the joint distribution. The target conditional maneuver probabilities
p(b|x) can be obtained by inference algorithms specific to the underly-
ing model. Fig. 3.6 shows the general procedure for using this type of
generative models for probabilistic maneuver estimation.
Bayesian networks are popular for modeling complicated joint distri-
butions. They use a possible factorization to tackle the complexity of the
underlying joint distribution. Hence, Bayesian networks are used in several
maneuver estimation systems, e.g. [59], [73], [99], [100], and [115]. In [73],
a comprehensible Bayesian network structure is presented for inferring on
which lane a vehicle will exit an intersection. Bayesian networks offer the
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city
...
exit ...entrance
intersection ...
pedestrian
crossing
Figure 3.5: Schematic drawing of the hierarchical framework the authors pro-
posed in [20]. Each node, with exception of the root node, represents a scenario-
specific maneuver classifier. Digital map data is used to determine the active
nodes on each level.
factorization
M : p(b,x) inference
p(b = 1|x)
p(b = 2|x)
...
p(b = n|x)
x
Figure 3.6: General structure of generative maneuver estimation systems ap-
proaches. An inference algorithm is needed to determine the target conditional
distribution p(b|x) based on the model for the joint distribution p(b,x) and the
observed scene evidence x.
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possibility to deal with uncertain evidence. This feature is used to in-
corporate uncertain information regarding the intersection entrance of the
subject vehicle. However, in context of a greater variety of maneuvers and
additional scene evidences Bayesian networks suffer from their increasing
complexity and can therefore not be designed in the same straightforward
manner as proposed in [73].
For this reason, the authors of [99] and [100] used a hand-designed
Bayesian network with a variety of helper nodes, from now on referred
to as h, to parametrize the complicated target distribution. As a result
the Bayesian networks describing the joint distribution are dependent on
conditional distributions of the form
p(b,x) ∝ p(h|x),
or
p(b,x) ∝ p(x|h),
or a combination for both.
Another option for dealing with the complex structure sophisticated
Bayesian networks suffer from is presented by the authors of [59]. They
introduced the “object-oriented Bayesian networks”, which allow for a
hierarchical modeling of subproblems within the maneuver estimation, e.g.
detecting a lane marking crossing before actually modeling the lane change
detection. In a subsequent publication ([115]) the authors address the real-
time applicability of such systems.
The authors of [117] present an alternative method for modeling the
joint distribution p(b,x). It is based on their previously published trajec-
tory prediction framework [116]. The target joint distribution is modeled
using a Bernoulli-Gaussian mixture model covering the discrete maneuver
alternatives b and the feature vector x consisting of the current kinematic
states of the subject vehicle, a possibly present leading vehicle and the
traffic light state.
The discussed approaches modeling the joint distributions using
Bayesian networks or Gaussian mixture-models suffer from their compli-
cated structure and their costly inference algorithms. Furthermore, due
to their arbitrary factorizations and the usage of helper nodes it cannot
be expected that these systems can be straightforwardly adapted to
additional or missing maneuver alternatives. This is due to the fact that
the conditional distributions, accomplishing the complexity reduction, are
highly dependent on a predefined maneuver set. Section 3.1.2 discusses
the probability theoretical problems occurring when using such models
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for variable traffic scenes.
A popular sub-category of generative models use a maneuver-specific
factorization of the joint probability distribution based on conditional like-
lihoods p(x|b) to determine p(b|x) according to (3.2). Fig. 3.7 shows
the common structure of this type of approaches. The maneuver-specific
models investigate to which degree the currently observed scene evidence
fits the scene evidence that can be expected by a specific maneuver hy-
potheses. The presented approaches differ mainly in their determina-
tion/specification which x can be expected by certain maneuver hypothe-
ses and the utilized similarity measure.
One possibility to tackle this problem is to use models from the field of
pattern recognition that directly output p(x|b). The authors of [57], [104],
and [105] build separate hidden Markov models for each maneuver in order
to determine p(x|b). A similar approach is proposed in [13], where a linear
discriminant analysis is used to model p(x|b).
Another possibility to obtain an estimate of the conditional likelihood
is to perform a detailed prediction for a subset of the kinematic states
xˆ⊂ and to compare it with the actual measured scene evidence x⊂. This
maneuver-specific
model
maneuver-specific
model
maneuver-specific
model
b = 1
b = 2
...
b = n
x
x
x
normalization
func.
p(x|b = 1)
p(x|b = 2)
p(x|b = n)
p(b = 1|x)
p(b = 2|x)
...
p(b = 3|x)
Figure 3.7: Typical system structure of generative models relying on the de-
termination of the conditional likelihood p(x|b). Each maneuver is investigated
individually, either by direct probabilistic models (e.g. hidden Markov mod-
els), maneuver-specific motion predictions (e.g. Gaussian processes or driver
models), indicator functions or trajectory similarity measures. The subsequent
normalization yields the target distribution p(b|x).
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results in a distribution of the form p(x⊂|x\⊂, b) for which
p(x|b) ∝ p(x⊂|x\⊂, b)
is assumed. Such an approach is pursued by the authors in [109], [110],
and [4]. They use maneuver-specific Gaussian process regression models
for predicting the mean and variance of the expected velocity for that
maneuver hypotheses. The resulting normal distribution determines the
conditional likelihood p(x|b) for each maneuver hypotheses. Gaussian pro-
cesses are powerful nonlinear non-parametric regression methods, how-
ever, they suffer from high computational costs and their assumption of
a homoscedastic variance. The authors of [4] specifically address the ho-
moscedasticity and propose to use a heteroscedastic extension for Gaussian
processes, which in turn further facilitate the high computational demands.
The same idea is pursued by the authors of [77]. Instead of using nonlin-
ear regression models for predicting maneuver-specific velocities they use a
parametric driver model for predicting maneuver-specific velocities. They
use an extension of the intelligent driver model that incorporates the influ-
ence of road curvature, and thus, is able to discriminate between turning
maneuvers. The velocity estimates for different maneuver hypotheses form
the mean of a normal distribution with fixed variance for inferring p(x|b).
In a subsequent publication [78] they incorporate more elaborate features
like gaze direction. However, such features are rarely available, especially
in the case where maneuvers of other traffic participants are estimated.
Another approach based on their work is presented by [89]. The authors
coupled the velocity estimates with an extended Kalman Filter.
These approaches rely on splitting the available scene evidence into two
parts. The first part is used to predict the states of the second part (e.g.
velocity) for the subsequent comparison. As a consequence, potential is
being lost since only a part of the available scene evidence is used to de-
termine the conditional likelihood p(x|b).
Nevertheless, instead of dynamically predicting expected kinematic
states based on a subset of the available scene evidence, they can be di-
rectly compared with maneuver-specific static indicator functions. These
indicator functions are designed in a way that they return a value between
0 and 1, where a 1 stands for perfect compliance between the observed
evidence and the respective indicator function2. The authors of [26] and
[27] discriminate between turn alternatives at intersections using indicator
2It should be noted that this is not an inherent way of modeling probabilities but can
be interpreted as such.
3.1 Problem Statement 33
functions including, among other things, the steering wheel angle, gaze di-
rection and velocities. A similar approach is presented in [98] , where the
authors propose the usage of indicator functions for detecting lane change
maneuvers. The indicator functions’ parameters are optimized using evo-
lutionary algorithms.
A remaining option for determining p(x|b) is to use trajectory com-
parison techniques. The idea behind these type of approaches is to
compare previously encountered and/or predicted trajectories of a certain
type of maneuver with the currently observed trajectory. The authors
of [58] propose a motion matching technique based on the longest
common subsequence. Additionally, they choose a quaternion-based
trajectory representation so that their approach becomes rotational
invariant. Trajectory comparison techniques, such as the longest common
subsequence typically suffer from high computational costs. Moreover,
two circumstances strongly influence the shape of a trajectory in traffic
scenes that need to be taken into account. The highly structured
environment and the holonomic constraints of vehicles typically allow
less lateral than longitudinal movements. However, a slight lateral offset
that is rather uncritical for trajectory similarity, e.g. not driving at
the exact center of a lane, accumulates to a large overall difference.
Therefore, the author of this thesis and his colleagues proposed a novel
trajectory similarity measure in [31, 63]. It explicitly differentiates
between lateral and longitudinal errors for the comparison. Hence,
the approach properly asses the similarity of trajectories that have
a slightly lateral offset. Instead of relying on a motion database
for acquiring maneuver-specific prototypical trajectories, the approach
uses a general driver model developed in [36]: the foresighted driver model.
Comparison and Discussion
The presented discriminative approaches promise to offer reliable maneu-
ver estimations in the scenarios they were designed for. Additionally, as
discriminative models model the target distribution p(b|x) directly, the
calculation during runtime is typically short, e.g. logistic regression, neu-
ral networks or support vector machines. This is an important factor when
considering the application for automotive purposes due to their compar-
atively low computational requirements. However, these discriminative
approaches are typically designed for one scenario and cannot be straight-
forwardly adapted to changing environments.
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Generative approaches on the other side, model the target conditional
distribution indirectly and solve a more general problem, which might be
unnecessary for the task at hand [113]. Nevertheless, this extra knowledge
makes them generally more flexibly applicable to changes of the underlying
probability distribution, e.g. missing or additional maneuver alternatives.
However, building such general models comes at a price since they are
not adapted to optimally solve the maneuver estimation task at hand and
therefore often do not reach the same amount of generalization capability
and performance compared to models adapted in a discriminative manner
([17], [84]). This hypothesis is strengthened by the domain-specific work
of [3], [53], [79] and [107]. The authors of [107] compare different gener-
ative and discriminative maneuver estimation systems for turning scenar-
ios. Their evaluation showed that the system based on maneuver specific
hidden Markov models is outperformed by the systems based on one dis-
criminative model. In [3] a comparison of support vector machines and
hidden Markov models is performed for classifying the driver behavior as
violating or compliant with similar results. Another work showing the ben-
efits of using discriminative approaches has been presented in [53], where a
LSTM recurrent neural network based maneuver estimation outperforms
several variants of hidden Markov models while discerning between “left
lane change”, “right lane change”, “left turn”, “right turn” and “driving
straight” maneuvers.
At this point it is important to mention that contrary results have
been presented in [52], where support vector machines and random forest
classifier based maneuver estimation systems have been outperformed
by hidden Markov models. However, a closer look reveals that this
can primarily be explained by the inferior temporal modeling used for
the discriminative algorithms compared to the generative approaches.
Time-series data of 5 seconds is concatenated in a brute force manner
into one feature vector resulting in an input space dimensionality of 3840
for the SVM approach. As stated in [33], such excessive input space
dimensionality needs a tremendous amount of training data in order to
achieve acceptable generalization capabilities, however, the authors use a
training data set consisting of a few hundred examples.
The addressed general performance differences between generative and
discriminative approaches are a simplified depiction. Generative ap-
proaches can in fact reach the same performance levels when adapted with
the objective of optimizing the classification task of determining p(b|x).
This means that the distributions required in order to obtain p(b|x) from
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general models (e.g. p(x|b) or p(b,x)) are optimized in a discriminative
manner to yield the best possible p(b|x) ([17], [21]). A variety of discrim-
inative adaptation of generative models have been proposed, e.g. naive
Bayes [50], hidden Markov model (HMM) [29], linear discriminant anal-
ysis (LDA) [23] and Gaussian mixture models [62]. As an example a
Bayesian network [46] can be adapted in a discriminative manner, i.e.
the conditional probability tables are optimized in order to yield the best
performance for target distribution p(b|x) on the training data instead of
focusing on modeling the joint distribution p(x, b) or p(x|b) as accurate
as possible. As a result, these distribution do not capture the underlying
probability distribution and thus cannot be used in the same generative
manner and suffer from the same problems discriminative approaches are
confronted with in context of differing maneuver alternatives, as discussed
in the following.
3.1.2 Probability Theoretical Considerations
The literature review reveals that the related works hardly take the vari-
ability of traffic scenes into account. Therefore, the following reviews the
general capabilities of presented discriminative and generative maneuver
estimation systems to be adapted to a currently encountered scene and
the concomitant scene-specific sample space Ω.
The set Ω˜ is the union of all maneuvers of each possibly encountered
scene. This union comprises maneuvers from inner-city scenes as well as
from highway and rural road scenes. Consequently, the sample space for
a current scene is given by
Ω = Ω˜ \ Ω⊂,
with Ω⊂ containing all events which are incompatible with that scene
(e.g. right turn for Fig. 3.1 d)). As a result the sample space Ω is a
unique combination of discrete maneuver alternatives for each encountered
scene, and thus models for obtaining the discrete target distribution p(b ∈
Ω|x), b ∈ Ω need to be adapted for each scenario. If this is not the
case, constant models do either assign probabilities to maneuvers that are
not possible given the current context or do not assess context-specific
additional maneuvers at all.
The discriminative approaches discussed in Section 3.1.1 directly esti-
mate the desired conditional probability p(b|x) using one discrimination
function. While these approaches promise to deliver superior classification
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results, they can hardly be adapted to generic traffic scenes since their dis-
crimination function is bound to its predefined maneuver set. Nevertheless,
two naive approaches come to mind for using discriminate approaches for
generic traffic.
Normalization
One model can be adapted, discriminating between all theoretically possi-
ble maneuvers Ω˜. This approach suffers from two major drawbacks: First,
the complexity of the required classification algorithm rapidly increases
with increasing |Ω˜|. Second, models trained for estimating p(b|x), b ∈ Ω˜
make also probability estimates for not possible maneuvers b¯ ∈ Ω⊂. These
additional and unnecessary probability values can be removed from the
resulting posterior conditional distribution by normalization
pnorm(b|x) =
p(b|x)∑
b′∈Ω p(b
′|x)
. (3.3)
However, it is not guaranteed that the internal discrimination function of a
model estimating p(b|x), b ∈ Ω˜ also yields valid predictions for the reduced
sample space Ω. The example in Fig. 3.8 clarifies this circumstance. This
example assumes that the comprehensive sample space of all ever possible
maneuvers is given by Ω˜ = {right, straight, left}. A discriminative model
discerning between these |Ω˜| = 3 maneuvers is applied to a scenario with
no possible right turn option, due to the road-layout. However, the model
outputs probability values for each maneuver alternatives, regardless of
(a) (b)
left straight right
0
0.2
0.4
0.6
0.8
1
p
(b
|x
)
(c)
left straight right
0
0.2
0.4
0.6
0.8
1
p
(b
|x
)
Figure 3.8: Illustration of the problems associated with normalization. (a)
general maneuver estimations system is applied to a special scenario. (b) shows
the probability mass functions obtained for a straightforward normalization. (c)
indicates a probability mass function that is more likely to occur given a slow
intersection approach and the information that only one turn option is possible.
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the context. Tab. 3.1 shows the exemplary maneuver probabilities for a
typical intersection approach with moderate velocity.
(a)
bj p(b = bj |x)
left 0.4
straight 0.2
right 0.4 (b)
bj p(b = bj |x)
left 2/3
straight 1/3
right 0
Table 3.1: Exemplary conditional probability table for a vehicle slowly ap-
proaching a T-Crossing. (a) shows the full conditional probability table for a
general systems assuming that right and left turns as well as a straight going
maneuver is possible. (b) shows the normalized distribution, excluding the prob-
ability value for the right turn maneuver.
Such a posterior conditional probability table suggests that the system
is uncertain whether the vehicle is conducting a right or left turn. Taking
a closer look at the conditional probability of Tab. 3.1 reveals that the
maneuver estimation system is rather confident that a turning maneuver
is going to be performed in contrast to a straight going maneuver. Ig-
noring the right turn maneuver and normalizing the remaining maneuver
hypotheses according to (3.3) retains the original ratio between the right
turn and straight going maneuver ( 0.40.2 = 2 =
2/3
1/3 ). Despite, a straightfor-
ward exclusion and normalization does not take advantage of the original
assessment that a turn maneuver is most likely to happen. A special-
ized system, targeted at discerning between left turns and straight going
maneuvers, and thus indirectly taking advantage of the knowledge that
another turn option is not possible, would drastically increase the prob-
ability of a left turn occurring compared to the general system making
maneuver predictions also for a right turn.
Additionally, special care has to be taken with regard to the evidence
vector x as not all values might be existing in the current scene (e.g.
the curve radii of a non-existing right turn or a relative velocity to a not
existing preceding vehicle). Missing values pose problems for the majority
of classification algorithms, and thus need to be treated carefully.
Specialization
For each possibly encountered scenario a specialized model can be created.
Such an approach suffers from two major drawback: First, in order to have
38 3 Variable Discriminative Maneuver Estimation
an appropriate model for each theoretically occurring scene
nspec = 2
|Ω˜|, (3.4)
models would be needed for the maneuver estimation of a single traf-
fic participant3. With an increasing number of possibly ever considered
maneuvers such an approach becomes quickly infeasible due to the expo-
nentially growing number of needed models.
Second, such specialized models are targeted at one concrete scene and
are therefore trained with examples of that exact scenario. However, it is
questionable whether these models reach the same degree of generalization
capabilities when considering training data sets of finite size. This means
that such models cannot benefit from regularities present in slightly differ-
ent scenes to improve a model’s generalization capabilities. For example,
a specialized model targeted at discerning right turns from straight go-
ing maneuvers cannot utilize regularities from other observed right turns
observed at crossings with additional possible left turn option.
Generative Models and Generic Traffic
The generative approaches, discussed in Section 3.1.1 create a general
model for the joint probability directly or explicitly use a factorization
of p(b,x) conditioned on the likelihood p(x|b). This design decision does
affect the applicability of generative models to generic traffic scenes. The
crucial point for their applicability is whether their factorizations include
distributions of the form
p(b,x) ∝ p(b|h),
where h represents a set of helper nodes, i.e. additional random variables
that are added to model the underlying joint distribution or
p(b,x) ∝ p(b|x⊂),
where x⊂ is a subset of the evidence feature. The generative maneuver
estimation systems presented in [100], [115] rely on these type of factor-
izations. In both cases neglecting an event/maneuver of b is not possible
and leads to the same problems discussed while addressing the normaliza-
tion problem of discriminative approaches. This is due to the reason that
3The number of specialized systems reduces to nspec = 2|Ω˜| − |Ω˜| − 1, assuming that
at least two maneuvers are possible at at time.
3.1 Problem Statement 39
those missing maneuvers are potentially in the target space of the helper
factorizations like p(b|x⊂) or p(b|h).
The group of generative approaches based on estimating the likelihood
functions p(x|b) investigates which maneuver b explains the observed evi-
dence x best. Probabilistic maneuver estimates can then be obtained using
the Bayes’ Rule
p(b|x) =
p(x|b)p(b)
p(x)
∝ p(x|b)p(b). (3.5)
The prior distribution p(x) is most often used to ensure that the condi-
tional probability estimates obtained from likelihood functions guarantee∑
b∈Ω p(b|x) = 1 and is thus rarely modeled explicitly. The distribution
p(b) represents the prior probability of a certain maneuver but is usually
assumed to be uniform to not bias the maneuver estimation. Hence, (3.5)
simplifies to
p(b|x) ∝ p(x|b).
Under these circumstances, not making likelihood predictions for b¯ ∈ Ω⊂
achieves the adaptation to the currently possible sample space. Using a
generative approach for the example in Fig. 3.8 (a) illustrates the adap-
tation possibilities compared to the discriminative classifier that discerns
between right, left and straight turn maneuvers. The scene does not allow
for a right turn maneuver and thus solely the models that estimate the
likelihood p(x|b = left) and p(x|b = straight) are selected. The exclusion
of b = right does not have an influence on these probability values since b is
on the right side of the conditional and the models are not conditioned on
a predefined set of maneuvers. This is not the case for generative models
that are learned in a discriminative manner.
In cases where approaches do not assume a uniform prior, like [13], such
a naive approach is not possible due the fact that the prior p(b) is specified
for a fixed maneuver set.
3.1.3 Contribution
Universally applicable future advanced driver assistance systems and au-
tomated driving functions cope with highly variable and complex traffic
scenes. Hence, there is a need for flexible maneuver estimation systems
that can be adapted to the currently encountered scene online. However,
flexible maneuver estimation systems have been hardly investigated so far.
40 3 Variable Discriminative Maneuver Estimation
The probability theoretical discussion in Section 3.1.2 outlined that gen-
erative maneuver estimation approaches, especially those modeling p(x|b)
can be adapted to different possible maneuver hypotheses, i.e. different
sample spaces Ω 6= Ω˜. However, the literature reveals that generative
models do often not achieve the same recognition performance compared
to discriminative models.
Therefore, this chapter addresses the question of how a flexible maneu-
ver estimation system can be created while simultaneously maintaining the
performance levels of systems specially targeted at restricted traffic scenes
(i.e. discriminative adapted models). The proposed framework is based
on learning discriminative models while maintaining the possibility to be
easily adapted to generic traffic scenes online. It is based on learning a
pool of discriminative, probabilistic binary classifiers. Given the currently
entered scene, the corresponding binary classifiers are selected capturing
only the currently possible maneuver alternatives. The obtained proba-
bilistic, binary predictions are combined online using a technique called
pairwise probability coupling. This approach enables the maneuver predic-
tion to benefit from discriminative models while it simultaneously offers
the ability to be adaptable to generic traffic scenes. The advantages of the
proposed approach are evaluated on a real-world data set.
3.2 Pairwise Probability Coupling
The idea of decomposing the overall classification task into smaller sub-
problems that are combined online forms the basis for the proposed adapt-
able discriminative maneuver estimation system.
Assembling complicated multiclass classification problems from partial,
simpler classifiers has been widely discussed in pattern recognition litera-
ture. The need for such techniques arises since many classification algo-
rithms are restricted to binary problems. Thus, the question of how these
can be used for multiclass problems arises. Typically, binary classification
results, covering all possible class combinations, are used to determine the
most likely class by a voting scheme. However, probability estimates of
class memberships pose a problem since straightforward voting schemes
can no longer be applied. The problem formulation of assembling prob-
ability distributions over more than two classes with binary classifiers is
identical to the challenges encountered when decomposing complicated,
variable maneuver predictions into smaller, reusable sub-problems.
Therefore, this section starts with introducing the probability theoretical
3.2 Pairwise Probability Coupling 41
formalism describing binary one vs. one (OvO) predictions and discussing
the possibility to obtain multiclass probability estimates from binary pre-
dictions by formulating the underlying optimization problem and subse-
quently addressing its general solvability.
3.2.1 Binary One vs. One Predictions
This section starts by stating additional probability theoretical formalisms
to describe the probability distributions obtained from binary classifiers.
In order to make binary, OvO predictions for multi-class classification
problems, all
(
|Ω|
2
)
binary subsets Ωk,l ⊂ Ω are extracted. For each of the
Ωk,l subsets a binary classifier, trained to discriminate between events bk
and bl, determines the binomial distribution
p({b ∈ Ωk,l : Bk,l = b}|x) = pk,l(b|x), (3.6)
with Bk,l being a discrete random variable that can take on the respective
events Bk,l ∈ Ωk,l = {bk, bl}. Note that the set Ωk,l and Ωl,k are identical.
This means that the distributions pk,l(b|x) and pl,k(b|x) are identical,
too. As a consequence, both distributions originate from the same binary
classifier.
The concrete probabilities of
pk,l(Bk,l = bk|x) = pk,l(bk|x), , (3.7)
pk,l(Bk,l = bl|x) = pk,l(bl|x), (3.8)
denote the chance of the events in Ωk,l happening. Additionally, in
(3.6), (3.7), and (3.8) the same lower case abbreviation, as introduced in
Section 2.1 is applied. These estimates form the basis for the subsequent
probability coupling.
3.2.2 Optimization Problem
An approach for obtaining probabilistic multiclass estimates has been pre-
sented in [119]. The idea of their proposed pairwise probability coupling is
based on optimizing the approximated conditional probability distribution
pˆ(b|x) ≈ p(b|x) of the desired target distribution with the objective
pk,l(bk|x)
pk,l(bk|x) + pk,l(bl|x)
=
pˆ(bk|x)
pˆ(bk|x) + pˆ(bl|x)
. (3.9)
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This objective is based on the idea that the probabilities obtained from
the binary distributions should keep the same ratio as the estimated target
probabilities pˆ(b|x). A closer look at (3.9) reveals that the denominator
pk,l(bk|x)+pk,l(bl|x) sums up to 1, since it is equal to the complete output
of the binary classifiers.
Thus, (3.9) simplifies to
pk,l(bk|x) =
pˆ(bk|x)
pˆ(bk|x) + pˆ(bl|x)
, (3.10)
where another interpretation of the optimization objective shows, namely
that the probabilities pk,l(bk|x) should take on the same value as pˆ(bk|x)
normalized to the binary subset Ωk,l. Rearranging (3.10) leads to
pˆ(bk|x) = pk,l(bk|x)(pˆ(bk|x) + pˆ(bl|x)).
This equation can be instantiated for each event bl ∈ Ω, where l 6= k,
resulting in m − 1 equations that all describe pˆ(bk|x) with its different
partner events bl. Adding up these m− 1 equations leads to
(m− 1)pˆ(bk|x) =
|Ω|∑
l=1,l 6=k
(pˆ(bk|x) + pˆ(bl|x))pk,l(bk|x). (3.11)
A factorization of (3.11), with regard to the unknown probability pˆ(bk|x)
yields
pˆ(bk|x) = pˆ(bk|x)
(∑|Ω|
l=1,l 6=k p
k,l(bk|x)
m− 1
)
+
|Ω|∑
l=1,l 6=k
pˆ(bl|x)
pk,l(bk|x)
m− 1
.
This equation is instantiated for each k ∈ 1, . . . , m. The problem of finding
appropriate probability values for pˆ(b|x) based on all k equations can be
reformulated as a linear equation system of the form
p = Qp, (3.12)
with
qk,l =
{∑|Ω|
s=1,s6=k p
k,s(bk|x)/(m− 1) if k = l,
pk,l(bk|x)/(m− 1) if k 6= l .
(3.13)
The (m× 1) vector p contains the m probability values of pˆ(b|x).
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Equation (3.13) contains |Ω| equations with |Ω| unknown probabilities
p that can be rewritten as a homogeneous linear equation system
0 = (Q− I)p. (3.14)
As a consequence, the desired probability distribution pˆ(b|x) can be de-
termined directly. However, since the coefficient matrix Q differs in its
dimension and values due to the varying cardinality of the sample space
and the binomial distributions from the OvO classifiers this is not imme-
diately obvious. Thus, the following provides a proof that it is in general
possible to determine pˆ(b|x) using the coefficient matrix Q.
3.2.3 Analogy to Discrete Markov Chains
The linear matrix equation of (3.12) has the same functional form as dis-
crete Markov chains defined on a finite state space. A Markov chain de-
scribes a specific kind of stochastic model, i.e. a sequence of possible
events. The special characteristic of a Markov chain is that the probabil-
ity of an event occurring only depends on the state of the model in the
previous step [16].
The analogy of (3.12) to discrete Markov chains allows for a profound
discussion regarding its general solvability and approaches for determin-
ing p. Hence, the following formally examines the prerequisites for the
existence of a unique stationary distribution as well as providing three
alternatives for determining the stationary distribution.
Finite State Space and Stochastic Matrices
In order to guarantee that (3.12) in fact describes a discrete Markov chain
the states’ spaces need to be fixed and finite as well as Q needs to be
a stochastic matrix. The state space of that discrete Markov chain cor-
responds to the possible maneuver alternatives Ω. The set of possible
maneuvers is fixed and finite for a given scene.
Two properties determine whether a matrix is stochastic or not. The
first property states that the elements of Q need to be in the range
0 ≤ qk,l ≤ 1, ∀k, ∀l ∈ 1, . . . , m. (3.15)
Equation (3.13) specifies two possible construction rules for the elements
qk,l. The elements for k 6= l are necessarily in the range 0 ≤ qk,l ≤ 1
since the probabilities pk,l(bk|x) are in the range [0, 1] by definition and
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the division by a positive integer (m− 1) does not alter this circumstance.
For the elements where l = k applies the nominator consists of a sum of
probability values and therefore guarantees that 0 ≤ qk,l. Moreover, the
characteristic of the nominator being a sum of probability values assures
|Ω|∑
s=1,s6=k
pk,s(bk|x) ≤ m− 1. (3.16)
Thus, 0 ≤ qk,l ≤ 1 is also guaranteed since the cardinality of the index set
s ∈ 1, . . . , |Ω| : s 6= k is equal to m − 1 and the maximum values of each
probability in (3.16) are limited to 1.
The second property of a stochastic matrix requires that Q is either
row stochastic
|Ω|∑
k=1
qk,l = 1,
or column stochastic
|Ω|∑
l=1
qk,l = 1,
or both.
The sum of an arbitrary column l of Q consists of
|Ω|∑
s=1,s6=l
pl,s(bl|x)
m− 1
+
|Ω|∑
k=1,k 6=l
pk,l(bk|x)
m− 1
, (3.17)
based on (3.13) where the first addend represents the case k = l. The two
addends are independent from each other due to their differing summation
indices. Nevertheless, the set for each index of summation is identical and
the summation indices are unified. Thus,
|Ω|∑
s=1,s6=l
pl,s(bl|x) + ps,l(bs|x)
m− 1
, (3.18)
is an equivalent representation of (3.17). The two binary distributions
pl,s(b|x) and ps,l(b|x) are identical since they originate from the same OvO
classifier, determining the class probabilities of the binary subset Ωl,s. For
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the investigated column, l takes on a fixed value and the summation index
s is never identical to l. Hence, for the nominator of (3.18)
pl,s(bl|x) + ps,l(bs|x) = 1,
applies.
Combining this observation with (3.18) results in
|Ω|∑
s=1,s6=l
1
m− 1
, (3.19)
for a column sum of Q. The set s ∈ 1, . . . , |Ω| : s 6= l has a cardinality of
m− 1. Thus, (3.19) is identical to 1 for arbitrary columns l.
Existence of the Stationary Distribution
After proving that Q is a stochastic matrix, the following investigates the
property indicating whether p converges to a stationary value, i.e. that
the stationary distribution of (3.12) exists. For this purpose Q needs to be
irreducible and aperiodic. The term irreducibility implies that all states
can be reached by a Markov chain, independently of its starting point p∗(0)
([80]). An aperiodic Markov chain does not oscillate in a regular periodic
movement between different subsets of the state space [95].
This is guaranteed if
0 < qk,l < 1, ∀k, ∀l ∈ 1, . . . , m.
This is a stricter form of the proved property in (3.15). However, this
property is also met if the range of the binary probability values is limited
to the interval (0, 1). For practical implementations this restriction does
not pose a problem since many classification algorithms, e.g. logistic
regressions, are naturally bound to the interval (0, 1). If the binary
probability distributions are obtained from classification algorithms where
this is not the case, e.g. random forest classifiers, slightly altering the
distributions without changing their implication can be applied. Table
3.2 shows an example of such a modification, where the extreme values
0 and 1 are removed without notably changing the underlying distribution.
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(a)
b pk,l(b|x)
bk 1
bl 0 (b)
b pk,l(b|x)
bk .999
bl .001
Table 3.2: Example for adapting conditional probability tables in order to
guarantee a stationary solution to (3.12) without changing the implication of
the probability distributions.
Determining the Stationary Distribution
After proving the existence of a unique stationary distribution for the
discrete Markov chain, the following illustrates ways to determine the sta-
tionary distribution. In general there are three ways for obtaining the
stationary distribution p, based on the stochastic matrix Q.
First, the most obvious way to determine p is to actually calculate the
discrete Markov chain, starting from an arbitrary initial distribution p∗(0).
For a sufficient large number of iterations
p = lim
α→∞
Qαp∗(0), (3.20)
can be obtained, where α corresponds to the exponent of Q.
Second, the stationary distribution can be obtained by calculating the
corresponding eigenvector v of the eigenvalue λ = 1. This circumstance is
a consequence of the definition of eigenvectors and eigenvalues λ given by
Qv = λv, (3.21)
as (3.21) is equivalent to (3.12) for the eigenvalue λ = 1. Note that
each irreducible, stochastic matrix has the eigenvalue 1 with eigenspace
dimension of 1. Thus the stationary distribution can be calculated based
on the eigenvector v. It is identical to the normalized eigenvector
p =
v
||v||1
.
Third, the linear equation system, formulated in (3.12), can be used
to determine p. As stated in [39], the rank of an irreducible, aperiodic,
stochastic matrix is exactly m − 1. Thus, in order to find a unique solu-
tion of the linear equation system (3.12), an arbitrary row of Q can be
discarded due to its redundancy. However, adding the information that p
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corresponds to a valid probability distribution with ||p||1, e.g.


0
...
0
1

 =


(q1)T
...
(q|Ω|−1)T
1 1 1 . . . 1︸ ︷︷ ︸
|Ω|−times

p = Q˜p, (3.22)
where (q1)T , . . . , (q|Ω|−1)T correspond to the |Ω| − 1 first rows of Q˜,
results in an inhomogeneous linear equation system with full rank. Note
that discarding the |Ω|-th row of Q˜ is just one example. In general each
of the |Ω| rows could have been discarded.
All of the three discussed solution procedures yield the unique stationary
distribution. However, no general recommendations can be given, which
of these procedures should be used, as the time required for determining
p is strongly dependent of the efficiency of the underlying implemented
algorithm as well as the size |Ω| of p.
3.2.4 Distinction to One vs. All Strategies
The discussed pairwise probability coupling is based on OvO predictions.
Alternative techniques for obtaining multiclass predictions from binary
classifiers are based on one vs. all predictions. One vs. all (OvA) strate-
gies have the advantage of needing fewer binary classifiers compared to
OvO strategies [81]. Nevertheless, this strategy is not further pursued due
to the following reason. The objective of the proposed approach is to make
flexible maneuver prediction that can be adapted to the currently encoun-
tered scene. This means that the sample space Ω only contains maneuvers
that are actually possible in the current scene. However, a OvA strategy
implicitly incorporates impossible maneuver alternatives Ω⊂, since these
maneuvers are used as “all” examples during the training process. Hence,
the binomial probability distribution of each binary OvA classifier k actu-
ally represents that b either corresponds to the associated behavior pattern
bk or that it corresponds to a behavior pattern of the set Ω˜\k without k.
Thus, an OvA approach considers all maneuver hypotheses, regardless of
the current scene, and is therefore not further investigated. Fig. 3.9 il-
lustrates the differences in using the data for training a classifier right vs.
straight (a) in comparison to right vs. all (straight and left) (b). In cases
where no left turn option is possible, a classifier trained on the data of Fig.
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Figure 3.9: Shows the velocity profiles extracted from the data set consisting
of right and left turns as well as straight going maneuvers, described in Section
2.3.3. The left part (a) shows training velocity profiles for right turn (blue)
and straight going maneuvers (red). Such a data set can be used to train a
OvO classifier for differentiating between those two maneuvers. The right part
(b) shows training velocities profiles for right turn (blue) and left turn/straight
going maneuvers (red). Such a data set can be used to train a OvA classifier,
determining the likelihood of a right turn maneuver.
3.9 (b) would not capture the underlying probability distribution regard-
ing right turns and straight going maneuvers, since it is heavily influenced
by the additional training examples that do not pose valid maneuvers for
the encountered scene. Additionally, the recorded left turn data affects
the discrimination capabilities of such a classifier, since a right and left
turn options are hard to discriminate solely based on kinematic data, [14].
For these reasons the proposed approach focuses on an OvO approach.
3.3 Application to Maneuver Estimation
This section illustrates the complete approach of discriminative maneuver
estimation in generic traffic scenes. The idea is to assemble the conditional
probability distribution p(b|x) for the sample space Ω of a currently en-
countered scene from partial, reusable classifiers online. For this purpose
a binary, probabilistic maneuver estimation for each combination of two
events in Ω is performed. The separately estimated class probabilities for
each combination are then combined online using the pairwise probability
coupling presented in Section 3.2, resulting in the desired posterior condi-
tional distribution p(b|x).
The underlying binary classifiers of the proposed approach only discrimi-
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nate between two maneuvers bk, bl at a time. Therefore, they are reusable
in different scenes, where the overall number and types of maneuvers might
vary, but the two maneuvers bk and bl are still possible events.
A prerequisite for such an approach is a pool of trained binary classifiers
covering all possible pairs of two in Ω˜, leading to
nbin =
(
|Ω˜|
2
)
,
overall prototypical classifiers. This number scales much more favorably
compared to that of specialized recognition systems, in (3.4).
Fig. 3.10 illustrates the complete process of probabilistic maneuver es-
timates using binary classifiers. A step-by-step explanation is given in the
following:
First, the information on the currently encountered scene needs to be col-
lected. This includes identifying dynamic objects, abstract context infor-
mation and gathering information on the road layout using digital maps.
Second, based on the acquired scene information the |Ω| possible prototyp-
ical maneuvers are identified and selected. These form the sample space
Ω with bj , j = 1, . . . , |Ω|. This rule-based selection process is based on
structural information like digital map data, e.g. drivable path alterna-
tives and different temporal execution patterns provoked by other scene
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Figure 3.10: Detailed system overview, see Section 3.3 for more details.
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entities. Subsequently, all
(
|Ω|
2
)
binary combinations Ωk,l are instantiated.
Third, for each combination, the corresponding binary classifier is selected.
The relevant scene information, extracted in the first step, forms the fea-
ture vector x. The class probabilities pk,l(b|x) for each combination are
estimated using their respective classifier, separately.
Fourth, the individual binomial distributions are combined using the pre-
sented pairwise probability coupling. This results in the entire probability
distribution p(b|x) over the currently possible maneuvers b ∈ Ω.
3.4 Experimental Results
Due to differing numbers of present traffic participants and road layouts
intersection scenes are particularly variable. Thus, intersection scenes are
used to evaluate the proposed approach. Two different evaluations for
two different data sets are performed. The first evaluation focuses on
investigating the reusability of the partial, binary classifiers in changing
environments. The second evaluation focuses on investigating the perfor-
mance on a complex intersection with several dynamic traffic participants
resulting in a larger number of possible maneuver alternatives. First, the
used evaluation metrics are explained.
Evaluation Metrics
Maneuver estimation is affected by many uncertainties. Hence, it is also
reasonable to evaluate the probabilistic output of the evaluated models.
This can be done using ROC curves introduced in Section 2.4. These pro-
vide an objective metric for comparing the performances over the complete
spectrum of FPR and TPR.
The AUC values are determined for different estimated time to inter-
sections (TTI ). This means that the maneuver estimation for a TTI = 2s
is triggered when the estimated TTI first fell below 2 seconds. In [66], we
showed that assuming a constant velocity for the TTI calculation leads
to conservative estimations for intersection approaching scenes. Fig. 3.11
confirms this finding for the data used herein and is thus used for the
following evaluations.
3.4.1 Reusability of Binary Classifiers
In order to validate the reusability of the underlying binary classifiers,
intersection approaches from the data set described in Section 2.3.3 are
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Figure 3.11: Histograms of the actual measured TTI s at a specific predicted
TTI , respectively.
used. The data set consists of 112 3-way (three arms) and 4-way (4 arms)
intersection approaches in an urban environment. 3 No other dynamic
scene entities which could possibly interfere with the intended maneuver
were present. The four different types of possible intersection approaches
are illustrated in Fig. 3.12.
Evaluated Models
The binary classifiers are trained on 4-way intersection approaches for
their reusability on 3-way intersections. The proposed pairwise probability
coupling approach needs
(
|IΩ|
2
)
= 3 binary classifiers for handling 4-way
intersections. For the three possible maneuver alternatives of IΩ (right
turn, left turn and straight crossing), the resulting binary subsets are
identical to the sample spaces of the 3-way intersection crossings with
sample spaces IIΩ, IIIΩ and IVΩ. Tab. 3.3 clarifies this circumstance
by showing the needed binary classifiers for each the four intersections in
Fig. 3.12. Hence, each 3-way intersection approach can be assessed using
the respective binary classifier, originally created for 4-way intersection
approaches.
The subsequent evaluation compares three models. The first model
Mspec serves as reference. It is based on specialized classifiers for each
possible 3-way intersection (b), (c), (d) in Fig. 3.12. These are trained
using a 4-fold cross validation on the 3-way intersection approaches of the
extracted data.
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Figure 3.12: 4- and 3-way intersection types present in the data set of [65]
with the according possible maneuver alternatives (r = right turn, l = left turn,
s = straight crossing). In total 112 cases (a): → 36 cases, (b): → 20 cases, (c):
→ 29 and (d) → 27 cases are examined.
IΩ IIΩ IIIΩ IVΩ
straight vs. right straight vs. right
straight vs. left straight vs. left
right vs. left right vs.left
Table 3.3: Needed binary classifiers for the particular sample spaces of the
four intersection types in Fig. 3.12 depicts.
The second model M4-way is based on the proposed pairwise probability
coupling approach. It is trained only on the 4-way intersection approaches.
Hence, the underlying binary classifiers of this model have not been con-
fronted with any 3-way intersection.
The third modelM4/3-way is, again, based on the proposed pairwise prob-
ability coupling approach. Additionally, training data from the 4-fold
cross validation of the 3-way intersection data is used. As a result, model
M4/3-way is trained on data from 3-way and 4-way crossing, which not
only adapts the binary classifiers to 3-way intersection but additionally
increases the size of the training data set.
For such turning scenarios in free drive, logistic regression is successfully
applied in [66] and [63]. Therefore, it is also the basis for all classifiers
needed to determine the conditional distribution p(b|x) in this evaluation.
Expressive information for distinguishing turning maneuvers are mainly
composed of the distance to the intersection ∆d and the velocity v of the
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subject vehicle, both indicated in Fig. 3.12. Additionally, whether the
subject vehicle has right of way strongly influences the temporal behavior
pattern of the intended maneuver. The priority information is encoded in
a binary variable w. The scene evidence contains the following features
x = [v,∆d, w]T .
Results
Fig. 3.13 shows the resulting AUC curves for a TTI range from 0s to
2.5s. ModelM4-way, never confronted with a 3-way intersection approach
during training, almost reaches the performance of the specialized model
Mspec. This result emphasizes the possibility of reusing the same binary,
partial classifiers in different scenarios, even if they never encountered that
exact scenario during training. Furthermore, the results for M4-way indi-
cate that the generalization capabilities of reusable partial classifiers can
exceed the performance of specialized systems. This is due to the fact
that more training data from different scenarios can be acquired, which
in turn strengthens the generalization capabilities of the underlying classi-
fiers. E.g. in this evaluation the binary classifiers can be trained with data
from 3-and 4-way intersection approaches. Tab. 3.4 shows the detailed
number of training examples for each evaluated model and its underlying
binary respectively specialized classifier. The table depicts that the num-
ber of training examples for the individual binary classifiers of M4/3-way
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Figure 3.13: AUC for different TTI s.
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exceeds those of the competing models. This explains the superior perfor-
mance of model M4/3-way due to its increased generalization capabilities.
Ω Mspec M4-way M4/3-way
s vs. r 15 26 41
s vs. l 21 28 49
r vs. l 20 18 38
Table 3.4: Mspec has 75% of the actual present data (see Fig. 3.12) available
for training due to 4-fold cross validation. The data of the 36 available 4-way
intersection approaches split into 18 straight going, 8 right and 10 left turning
maneuvers and lead to the number of training examples depicted in column
M4−way. This additional training data leads to an increased number of training
examples for M3/4−way.
3.4.2 Intersection with Varying Number of Affecting
Traffic Participants
The second evaluation focuses on comparing the pairwise probability cou-
pling approach on a more complicated scene with the discussed alternatives
in Section 3.1.2 for making maneuver estimations in generic traffic scenes.
The used data set was recorded by rooftop mounted cameras, filming
a three-way-crossing near Gothenburg, Sweden. Section 2.3.2 gives a de-
tailed introduction to the data set.
Scenarios are extracted for a subject vehicle approaching the intersec-
tion, as illustrated by the blue vehicle in Fig. 3.14 (b). The blue vehicle’s
spatial path alternatives, a left turn and a straight crossing path form
the basis for the possible maneuvers Ω˜. However, the temporal execution
might be influenced by a preceding vehicle, represented by the vehicle in
red, or an oncoming vehicle with priority, represented by the vehicle in
green. Hence, the scene layout results in several distinct maneuver alter-
natives per path alternative, based on the affecting vehicles.
Tab. 3.5 shows the |Ω˜| = 7 investigated prototypical spatio-temporal
behavior patterns (maneuvers). The “left - free drive“ maneuver char-
acterizes intersection crossings where the blue vehicle is not influenced
by the preceding. This means that its velocity profile resembles the
velocity profile of left turns where no preceding vehicle was present at
all. In contrast, the maneuver ”left - influenced by preceding vehicle”
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Figure 3.14: (a) The unfolding of the maneuver alternatives, starting from the
spatial paths to the concrete prototypical temporal execution. (b) The spatial-
layout and the abstract position of the three possibly present traffic participants
as well as the used features.
Ω˜ maneuver
b1 left - free drive
b2 left - influenced by preceding vehicle
b3 left - approach slowly and yield to an oncoming vehicle
b4 left - full stop and yield to an oncoming vehicle
b5 left - turn shortly in front of an oncoming vehicle
b6 straight - free drive
b7 straight - influenced by preceding vehicle
Table 3.5: Different possible events/maneuvers for the subject vehicle.
characterizes a crossing with a significant deviation from the free drive
velocity profile. The calculation of a prototypical free drive velocity helps
to heuristically distinguish between these two maneuver alternatives
during the creation the training and test data set. Fig. 3.15 (a) shows
the prototypical velocity profile for left turns in free drive. A prototypical
velocity profile consists of mean and variance of the velocity at each
distance to intersection. Due to this probabilistic modeling, an unlabeled
velocity profile’s probability of belonging to a free drive maneuver can be
calculated. Appendix A.1.1 explains the detailed calculation. For example
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Figure 3.15: Prototypical velocity profiles in blue for (a) left turn maneuvers
and (b) going straight maneuvers in free drive. The green velocity profile cor-
responds to a negative example, i.e. an influenced by preceding vehicle, in each
case.
Fig. 3.15 (a) additionally shows a velocity profile which corresponds to
a ”left - influenced by preceding vehicle” maneuver, since it strongly
deviates from the prototypical free drive velocity profile.
In the same manner, labels “straight - free drive” and “straight - influ-
enced by preceding vehicle” maneuvers are obtained. Fig. 3.15 (b) shows
a corresponding example for a “straight - influenced by preceding vehicle”
compared to the prototypical velocity profile for a straight free drive.
The maneuver “left - turn shortly in front of an oncoming vehicle” is
present if the subject vehicle passes the intersection slightly in front of the
oncoming vehicle. This time frame is set to 3s. The distinction between
“approach slowly and yield to an oncoming vehicle” and “left - full stop
and yield to an oncoming vehicle” rests upon the velocity of the subject
vehicle dropping under a defined threshold of 2ms .
Fig. 3.14 (a) visualizes the spatial path based diversification of the
possible maneuver alternatives.
The majority of defined possible maneuvers depend on the presence of
either a preceding vehicle or an oncoming vehicle. Hence, they can obvi-
ously not be possible if one or both of the vehicles are not present in a
current scene. This leads to a varying sample space of possible maneu-
vers. Therefore, the presented scenarios are well suited for evaluating the
proposed approach as not all encountered scenes lead to Ω = Ω˜. Fig. 3.16
the different possible sample spaces.
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(d) IVΩ = {b3, b4, b5, b6}
Figure 3.16: Different possible scene layouts dependent on currently present
traffic participants.
Evaluated Models
In order to obtain the desired probability distribution p(b|x) using the
proposed approach
(
|Ω˜|
2
)
prototypical binary classifiers are needed. The
model based on pairwise probability coupling is from now on referred to
as Mcoup.
This evaluation compares the proposed Mcoup. The following evalua-
tion compares the proposed method with three other models for estimating
p(b|x).
The first comparison model is based on having specialized classifiers for
all possibly occurring settings in Fig. 3.16. While this quickly becomes
infeasible, it is still manageable for the restricted investigated test scenar-
ios. The individual classifiers are summarized as model Mspec.
The second comparison model is based on creating one classifier for the
complete sample space Ω˜ and normalizing over the possible events b′ ∈ Ω,
as shown in (3.3). This model is referred to as Mnorm.
Additionally, a third model is created pursuing a generative approach.
It is based on probabilistic state predictions and a subsequent compari-
son with the actual measured states, as discussed in the related work in
Section 3.1.1. These approaches are truly flexible since they do not rely
on factorizations of the generative joint probability distribution which are
targeted at a fixed set of maneuvers, like e.g. Bayesian networks. There
are two types of state of the art approaches for making probabilistic state
predictions, learning based and model-based approaches, like discussed
in Section 3.1.1. Since the currently available model based approaches
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cannot cope with such complicated scenes, a learning based approach for
making the needed probabilistic state predictions is chosen. For this pur-
pose, nonlinear regression models for each maneuver based on commonly
used Gaussian Processes ([110], [4]), with radial basis function kernels, are
created. The likelihood p(x|b) of the observed subject vehicle’s velocity
v1 belonging to maneuver b, given the remaining scene evidence x\v1 is
determined by
p(x|b) ∝ p(v1|x\v1 , b).
Subsequently, the desired conditional probability distribution can be
acquired using (3.2), assuming a uniform prior. This system is referred to
as Mgen.
The classifiers used to determine p(b|x) of models Mnorm and Mspec,
as well as the binary classifiers for determining the distributions pk,l(b|x)
are based on probabilistic support vector machines with radial basis
function kernels. The support vector machine is a discriminative kernel
method. This makes it a suitable candidate for comparison with Gaussian
processes, used for Mgen. The kernels’ length scales γ for the support
vector machines as well as the Gaussian processes are set to the same
value of 0.1 in order to improve comparability. Moreover, a neutral
penalty parameter C = 1 is chosen for the support vector machines.
For the investigated, scenarios the distances to the intersection and ve-
locities, depicted in Fig. 3.14 are expressive information. Hence, the
information for each traffic participant is given by
x1 = [v1,∆d1]
T ,x2 = [v2,∆d2]
T ,x3 = [v3,∆d3]
T .
The feature vector for each model is a result of the maneuver(s) and
the associated present traffic participants it is targeted at. E.g. the
feature vector of Mcoup’s binary classifier discriminating between “left -
free drive” and “left - influenced/preceding” is composed of x1 and x2.
Another example is the regression model of Mgen estimating the velocity
expected with maneuver “left - slow down/yield”. Its feature vector is
composed of x1 and x3. An exception is constituted by Mnorm. Its
feature vector is the union of all possible features x1, x2 and x3. Missing
values as a consequence of absent traffic participants are substituted by
default values.
3.4 Experimental Results 59
Results
On average, 486 cases could be extracted for each investigated TTI. Ap-
pendix A.1.2 depicts the occurrence distributions of the data set for all
evaluated TTI s in detail4. The extracted data is split into training and
test data using a 4-fold stratified cross validation.
Fig. 3.17 shows the resulting AUC curves for a TTI range from 0s
to 2.5s. The model based on the proposed pairwise probability coupling
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Figure 3.17: Area under the curve (AUC) for different TTI s.
Mcoup shows the overall best performance. ModelMnorm shows compara-
ble performance in some areas but nevertheless does not reach the overall
performance of Mcoup. It is expected that the performance deteriorates
further for increasing Ω˜ due to the increasing classifier complexity and the
more prominent becoming normalization problem. The performance of
Mspec does not reach the performance levels of the pairwise probability
coupling approach. This observation strengthens the hypotheses stated in
Section 3.4.1 that such highly specialized systems suffer from the there-
with associated decreased number of training examples. In contrast, the
proposed pairwise coupling approach acquires more training data and can
benefit from utilizing the synergies between different, but partially similar
scenes.
Fig. 3.18 illustrates this circumstance by showing exemplary learning
4Due to faulty traces or miss detections not every approach is usable for each investi-
gated TTI ; resulting in a slightly varying number of usable cases.
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curves for a TTI = 1.5s and the 4-fold cross validation of the evaluation in
Fig. 3.17. Learning curves illustrate the performance of classification sys-
tems dependent on the number of training examples and thus are a good
way of evaluating the adaptation of a classifier. The learning curve for
Mcoup converges to a stationary AUC which most likely corresponds to
its optimum classification performance considering the classifier complex-
ity and the available training data. ModelMspec still shows am increasing
trend for the AUC for the maximum number of available training exam-
ples, indicating that the errors should further decrease for more training
data. This emphasizes that specialized systems should generally perform
at least on a similar level as the proposed coupling approach if a large
enough training data set is available. However, this is rarely the case as
collecting training data is associated with great effort and expenses.
Fig. 3.18 additionally indicates the Mnorm model does also have a
significant slope of its error compared to the coupling approach. This is
reasonable, considering the demands on a classifier discriminating between
a large number of possible classes.
The generative approach shows the poorest performance compared to
the competing models adapted in a discriminative manner. This is a result
of the individual Gaussian processes being trained to deliver accurate ve-
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Figure 3.18: Learning curves for TTI = 1.5s. The systems specific points
correspond to the inverse accuracy for a certain number of training examples
and folds. In order to outline the general trends more clearly a polynomial
regression line is fitted.
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locity predictions instead of discriminating between the maneuvers as good
as possible. Furthermore, the evaluation confirms the findings reported in
[53], [79] and [107], that discriminative maneuver estimation systems offer
more reliable results compared to generative approaches.
3.5 Summary
This chapter stated the need for flexible estimation systems due to the
extending application area of future advanced driver assistance systems
and automated driving. Especially inner-city scenarios pose a challenge
for these systems since they typically exhibit high variability. This high
variability is the result of varying road layouts and constellations of traffic
participants.
The literature review revealed that the majority of approaches does not
tackle such problems. However, they can be categorized into either dis-
criminative or generative approaches. Generative approaches tend to deal
with the variability easier while comparative studies reveal that discrimi-
native approaches tend to deliver superior performance on fixed problems.
For this reason the chapter proposed a novel system architecture that is
easily adaptable to changing environments, while providing the classifica-
tion performance of purely discriminative approaches. The idea is based
on partial, reusable classifiers combined in varying contexts using a proba-
bilistic technique called pairwise probability coupling that is not dependent
on a predefined set of maneuvers.
The experimental section included two evaluations. The first evaluation
showed the reusability of the binary classifiers in varying contexts. The
second evaluation showed that the proposed classification architecture is
able to compete with specialized maneuver estimation systems on a com-
plex intersection scenario with varying sets of possible maneuvers. In fact,
it outperforms specialized systems due to its ability to use the available
training data more efficiently and benefits from synergies between similar
scenarios.
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4 Interaction-aware Situation
Recognition
Knowing how a scene evolves in the next couple of seconds is a prerequisite
for future advanced driver assistance systems and autonomous vehicles.
The previous chapter proposed a flexible framework for estimating the
maneuvers of single vehicles. However, in complex scenarios the behavior
of an intelligent vehicle might not just be influenced by one affecting traffic
participant at a time but rather be influenced by several simultaneously.
Fig. 4.1 shows a simple example clarifying this circumstance. The possi-
ble future behavior of the green vehicle, e.g. where and when it will safely
merge onto the highway, strongly depends on which maneuvers the three
gray cars in front are going to perform. Thus, possible combinations of
their maneuvers and their occurrence probabilities are of great interest for
the green vehicle. Possible maneuver combinations for example could be:
the two cars on the most right lane making room for the entering vehicle or
the two vehicles already on the highway are driving with constant velocity
forcing the entering vehicle to stay on its. The exemplary maneuver com-
binations indicate that each traffic participant’s maneuvers can in general
not be assessed separately since their behaviors are strongly coupled with
each other, i.e. the vehicles interact with each other. Interacting means
that traffic participants take the maneuver alternatives of other vehicles
and their likelihood explicitly into account. For the entering example in
Fig. 4.1 this corresponds to the entering vehicles taking possible maneu-
Figure 4.1: Interaction dominated highway scenario.
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vers of the vehicles already on the highway into account. Vice versa, the
vehicles on the highway take into account that vehicles on the entering will
perform a merge at the same point. Respecting these interactions while
performing situation assessment is referred to as interaction-aware.
Moreover, the problem of interaction-aware situation assessment does
not only occur when confronted with more than two other dynamic traffic
participants. It also arises in cases where the subject vehicle is part of
an interaction and the prediction system does not know what the subject
vehicle itself is planning to do, e.g. in warning systems where the vehicle is
driven by a human. Examples for such systems are assistants for left turns
in oncoming traffic or zebra crossing approaches, where there is typically
an interaction between the driver and the pedestrian. For these reasons it
is crucial for future ADAS and autonomous vehicles to assess scenes in a
holistic and interaction-aware manner.
Thus, this chapter proposes a situation recognition framework for
multiple, interacting traffic scenes. It is able to reconstruct a fully
interaction-respecting probabilistic situation recognition, while relying on
state-of-the-art single-entity-based maneuver estimations. The decompo-
sition into single-entity-based maneuver estimations allows for tackling
the combinatorics resulting from the possible maneuver combinations of
involved traffic participants.
The remainder of this chapter is organized as follows. Section 4.1 reviews
the current state-of-the-art and discusses general problems arising in the
context of probabilistic situation assessment in generic traffic scenes with
multiple, interacting traffic participants followed by an outline of the main
contribution. Section 4.2 introduces an extension for state-of-the-art single
traffic participant maneuver estimation, including the approach proposed
in Chapter 3, enabling them to explicitly model interactions. These form
the basis for the proposed interaction-aware situation assessment frame-
work. Section 4.3 addresses the challenges arising when combining these
interaction-aware maneuver predictions to assess situations with multiple
traffic participants simultaneously. Section 5 propose a novel, general ap-
plicable, technique to overcome the addressed challenges. Furthermore, it
gives an illustration on how to use it for situation assessment and evalua-
tions on a real-world data set showing the benefits of the approach.
The main results of this chapter and Chapter 5 have been published in
[64].
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4.1 Problem Statement
The difficulties regarding probabilistic situation assessment with multiple
dynamic traffic participants arise from the combinatorics regarding the
sample space combinations of each traffic participants’ possible maneu-
vers, [14]. This combinatorial increase of possible situation hypotheses
leads to a high complexity of situation recognition systems. Furthermore,
modeling the dependencies and interaction patterns between traffic
participants is a challenging task. Both problems mutually reinforce each
other, especially when considering the variability of traffic scenes. As
stated in Chapter 3 traffic scenes undergo a high variability which results
in varying sample spaces, i.e. varying possible maneuvers, for each traffic
participant. Since each single maneuver sample space Ωi is variable, the
combined sample space Ω1:n undergoes even stronger variations. Sim-
ilarly, the number and characteristics of possible interaction patterns vary.
This section starts by reviewing related work, regarding assessing the
maneuvers of several traffic participants simultaneously. Thereafter,
the probability theoretical problems arising of systems confronted with
interaction-aware situation recognition are discussed and the contribution
is stated.
4.1.1 Related Work
The literature review in Section 3.1.1 focused on single-entity maneuver
estimation systems. These approaches incorporate possible effecting dy-
namic scene entities by using relational features, e.g. relative velocities
and distances. However, such features do not model possible interactions
between traffic participants, i.e. the influence one vehicle’s maneuver can
have on another vehicle. The already discussed approach of [20] poses an
exception. They incorporate the previously estimated lane change inten-
tion of a neighbouring vehicle into the maneuver estimation of the vehicle
subject of maneuver estimation. However, the mutual influences between
these vehicles are not considered.
This literature review focuses on approaches that model interactions
between traffic participants and/or assess multiple traffic participants si-
multaneously.
The authors of the subsequent publications [91], [90], and [92] focus on
modeling influences of other traffic participants by recognizing interre-
lated road users by so called configurations. While this approach is able
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to find the cause for a certain vehicle’s observed behavior it is limited to
assessing each traffic participant individually. Moreover, they assume that
dependencies between different traffic participants are strictly regulated
and decomposable which might not always be the case when considering
scenes where negotiation is an important factor, e.g. merging scenarios on
highways.
Very few approaches have actually been proposed for predicting behav-
iors of multiple, possibly interacting traffic participants simultaneously.
The situation recognition systems presented in [59], [72], [100], [43], [44],
and [58] predict maneuvers of several traffic participants but do assume
complete stochastic independence between the maneuvers of these traffic
participants. They predict the maneuver of each traffic participant using
systems like those discussed in Chapter 3 and simply multiply the obtained
probabilities, justified by assuming stochastic independence. This repre-
sents a very strong assumption that does not hold in general traffic since
it does not take any interactions into account at all.
Hence, to weaken these strong independence assumptions the authors of
[58] and [72] propose to model interactions subsequently based on pos-
sible conflicting maneuvers. The idea is based on the assumption that
drivers try to avoid risky situations. Thus, the occurrence probabilities
of situations associated with a high collision probability are manually de-
creased. Decreasing these probability values artificially does not allow for
sophisticated conclusions about which situations might appear instead.
Moreover, such an approach can only capture the interactive character of
scenes where a collision is inevitably going to happen.
The authors of [9] present an approach directly incorporating possible
interactions between several traffic participants to estimate lane changes
on highways. They use a game-theoretic approach to determine the
most likely future motion of each traffic participant while taking the
possible future evolution of other traffic participants’ kinematic states
into account. This calculated future motion is used as a predictive feature
within a Bayesian network which estimates each vehicle’s maneuver.
Besides this interaction-aware predictive feature the maneuver prediction
takes primarily lateral distances to lane markings into account. These
features do only incorporate meaningful information if a lane change
maneuver is already physically initialized and are therefore limited to
short prediction horizons. Lateral features, e.g. intra-lane positioning,
do not contain discriminative information for prediction horizons of more
than three seconds. Moreover, while the predictive motion feature is cal-
culated respecting possible interactions, the overall maneuver estimation
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is performed separately for each vehicle without considering interactions.
It is questionable if the full extent of interactions can be captured using
one predictive feature. The authors pursue a similar strategy in their
approach presented in [10].
The work presented in [74] indirectly incorporates interdependencies on
behavior level via helper nodes. This means that each vehicle is repre-
sented by a dynamic Bayesian network where the individual behaviors
do not influence each other directly. However, the individual dynamic
Bayesian networks are coupled through an expected behavior for each ve-
hicle, indirectly.
Fig. 4.2 shows an exemplary structure with two vehicles. It also reveals
that the influence of the interaction-aware expected behavior takes effect
in the subsequent timestep. While this approach incorporates interactions,
the calculation of the expected behavior depends on vehicles with priority.
The question remains how such an expected behavior can be determined if
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Figure 4.2: Shows a two vehicle example of the approach presented in [74].
Each vehicle is represented as one dynamic Bayesian network. The node bi corre-
sponds to possible behavior, oi to the observations/measurements and ei models
the expected behavior variable. The dashed arrows correspond to connections
between the individual timestemps, the red arrows incorporate the interaction
between the vehicles.
4.1 Problem Statement 67
the dependencies cannot be uniquely decomposed with priority rules (e.g.
highway entering scenarios).
Therefore, it is not applicable universally. The authors of [71] pro-
pose a similar approach. They instantiate Bayesian networks dynamically
based on an Object-Oriented Probabilistic Relational Modeling Language
(OPRML) combined with their previously developed Unified Traffic Situ-
ation Estimation Model in [70]. The Unified Traffic Situation Estimation
Model describes probabilistic dependencies reaching from low level mea-
sured states to trajectories up to drivable routes, represented by a separate
Bayesian network for each present traffic participant. These individual net-
works are coupled using the OPRML for establishing connections between
the individual networks and thus incorporating interactions. Fig. 4.3
shows the coupling of separate Bayesian networks for two vehicles. Due to
the interdependent character of general interactions the coupled Bayesian
networks develop cycles. The authors need to tackle these cycles since
Bayesian networks cannot handle these types of interdependencies. Thus,
they introduce helper nodes modeling how the state of a vehicle should
be given a certain interaction. This is similar to the idea of expected be-
havior proposed in [74]. Again, it is unclear how such measures can be
determined if an interaction is not beforehand regulated by traffic rules.
Vehicle 1 Vehicle 2
routestreet
route interaction
behavior
states
measurements
route street
route interaction
behavior
states
measurements
Figure 4.3: Outline of the approach proposed in [71]. Bayesian networks for
two vehicles consisting of high level behavior abstractions down to low level
sensory measurements are instantiated. The networks are coupled using the
proposed OPRML to model possible interactions, indicated by the red arrows.
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As a consequence, the system loses its ability to handle general interac-
tions. Moreover, the approach is currently limited to model interactions
of two vehicles at a time.
Discussion
In addition, a significant part of the approaches considering multiple traffic
participants assumes stochastic independence. The few approaches that
explicitly consider interactions between traffic participants do either rely
on strong assumptions regarding the scope of these interactions or are
dependent on decomposability of encountered scenes based on regulating
traffic rules, e.g. priorities. Thus, an approach that generally tackles
interaction-aware situation recognition, not relying on independence as-
sumptions or distinct decomposable scenes, will be of great benefit. More-
over, the flexible applicability in generic traffic is not addressed by any of
these approaches.
4.1.2 Probability Theoretical Considerations
The preceding literature review reveals that all presented approaches,
without exception, rely on methods for decomposing the problem into
smaller subparts. Therefore, the following discusses these decompositions
from a probability theoretical point of view and outline their general ben-
efits as well as their limitations.
Estimating the joint distribution p(b1, . . . , bn|x) directly is the most in-
tuitive way of tackling multiple traffic participants situation recognition.
However, it is striking that none of the discussed related works pursues
such an approach. This is due to some some major limitations of modeling
p(b1, . . . , bn|x). The following addresses these limitations.
Direct Approximation of p(b1, . . . , bn|x)
Chapter 3 argued that making probabilistic maneuver estimations, i.e. es-
timating the posterior distribution p(b|x), can be understood as probabilis-
tic multiclass classification problem. In the same way making probabilistic
situation recognition could be understood as a probabilistic classification
problem, where each possible situation hypothesis, i.e. distinct maneu-
ver combination, corresponds to one class of the classification algorithm.
Accordingly, the posterior class probabilities correspond to the desired
probability distribution p(b1, . . . , bn|x). However, for scenes with multiple
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possibly interacting traffic participants, the number of possible situation
hypotheses |Ω1:n| increases combinatorially. Thus, the dimensionality of
the classifier’s target space increases, which in turn drastically increases
the complexity of the classification algorithm. Moreover, the classifier
needs to internally model the interdependencies between individual ran-
dom variables. To overcome these two major issues large amounts of train-
ing data need to be available. However, recording data with the needed
degree of detail is currently still expensive and annotating recorded scenes
by human experts requires great efforts. Furthermore, complex classifi-
cation algorithms pose higher computational requirements which in turn
increases manufacturing costs.
For these reasons, directly estimating p(b1, . . . , bn|x) is hardly feasible and
approaches tackling multi-entity traffic situations rely on different decom-
positions of the joint distribution p(b1, . . . , bn|x).
The addressed problems become even more prominent when the vari-
ability of traffic scenes is taken into account. In general, each encountered
traffic scene leads to a different set of possible situation hypotheses (e.g.
different number of traffic participants with different possible behavior
patterns). A classifier that is designed for one specific set of hypotheses
(scenario) cannot be used for another set of situation hypotheses. There-
fore, specialized systems for each possibly encountered scenario would be
needed.
Decomposition of p(b1, . . . , bn|x) into Conditional Distributions
As stated above directly estimating p(b1, . . . , bn|x) is hardly feasible for
complex traffic scenarios. Hence, decomposing the target joint distribution
into conditional distributions is the current state of the art.
Assuming stochastic independence or conditional independence given x
between traffic participants leads to the most trivial decomposition
p(b1, . . . , bn|x) = p(b1|x)p(b2|x) . . . p(bn|x),
where the individual conditionals correspond to single-entity maneuver
estimations, e.g. those obtained from systems presented in Chapter
3. While this a preferable decomposition in terms of complexity, its
applicability is limited to a small portion of traffic scenes due to its
independence assumptions.
An interaction-respecting decomposition of the joint probability distri-
bution can be obtained by recursively applying the chain rule of probabil-
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ity, e.g.
p(b1, b2, . . . , bn|x) =p(b1|x, b2, . . . , bn)p(b2|x, b3, . . . , bn)
. . . p(bn−1|x, bn)p(bn|x). (4.1)
The obtained decomposition is characterized by the decreasing number of
regarded dependent entities for the conditional probability distributions
p(b2|x, b3, . . . bn), . . . , p(bn−1|x, bn), p(bn|x).
In interdependent cases, such as the entering scene of Fig. 4.1, decom-
positions of the chain rule of probability are still valid despite the lack of
representing the dependencies between random variables in all conditional
probability distributions, apparently. This is due to the reason that these
conditionals are in fact marginal distributions, e.g. pointed out by
p(b2|x,b3, . . . , bn) =
∑
b1
p(b2, b1|x,b3, . . . , bn),
for b1 6⊥ b2. This is necessarily the case, since the chain rule of proba-
bility dictates an increasing reduction of represented random variables in
contrast to the general underlying dependencies. The dependencies are
incorporated through the marginal distributions overall random variables,
nonetheless. Thus, these marginal conditionals cannot be obtained by
single-entity maneuver prediction focusing on estimating the maneuver of
one traffic participant at a time. At this point, it should be noted that the
first factor in (4.1) forms an exception since all random variables are rep-
resented in this conditional but the distribution nevertheless corresponds
to a single-entity maneuver estimation. These type of conditional distri-
butions are referred to as complete conditional distribution. They have
advantageous characteristics which the following sections will take advan-
tage of throughout this chapter.
In contrast, the question of how to determine marginal conditional dis-
tributions leads to the same problems as already discussed for estimating
p(b1, b2, . . . , bn|x) directly. This is the case since the underlying target
space of the marginal distributions (random variables left of the condi-
tional) increases with each factor of (4.1) until the last marginal p(bn|x)
needs to model the complete underlying sample space Ω1:n. Accordingly,
the problems aggregate when confronted with varying sample spaces. For
example, models for marginal probability distributions might in fact be
marginals over not possible events or even not present traffic participants,
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given a slightly altered layout of a scene. Therefore, they represent a com-
pletely different marginal distribution and can not be reused in different
scene layouts.
4.1.3 Contribution
Future advanced driver assistance systems and autonomous vehicles need
to be able to assess complex scenes consisting of several, possibly in-
teracting traffic participants. This section pointed out that extending
well-studied and numerously existing single-entity maneuver predictions
to multi-maneuver estimations systems, i.e. predicting joint probabilities
is hardly feasible. Moreover, the literature review reveals that current ap-
proaches focusing on several traffic participants simultaneously either rely
on unique dependencies or neglect interactions completely. Hence, there is
a strong demand for a general approach applicable in generic traffic that
does not rely on any independence assumptions at all.
Therefore, this chapter proposes an approach that decomposes the problem
by making fully interaction-respecting maneuver predictions for each traf-
fic participant separately. Subsequently, these are used for reconstructing
the fully interaction-aware joint probability p(b1, . . . , bn|x). The decom-
position is advantageous, as the high target space dimensionality is parti-
tioned into several partial classifiers with reduced complexity. The partial
classifiers are easily reusable in other scenarios since each of them relies on
fewer assumptions which tackles the variability of traffic scenes. Addition-
ally, there are no special requirements for the individual interaction-aware
maneuver predictions and thus well-studied approaches discussed in Sec-
tion 3.1.1 as well as the flexible maneuver prediction framework proposed
in Chapter 3 are applicable. Evaluations on a real-world data set show the
benefits of the proposed approach.
4.2 Interaction-respecting Maneuver
Predictions
The probabilistic single-entity-based approaches, discussed in Section
3.1.1, are estimating conditional probability distributions of the form
p(bi|x), (4.2)
where the behavior bi is conditioned on the currently observed scene evi-
dence x. This scene evidence includes relational features, which is a direct
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way to reflect the influence of other potentially present traffic participants
on participant i’s behavior.
In general, the behavior of subject i will not only depend on the current
states of effecting traffic participants but also on their possible future be-
haviors. In these cases, the posterior distribution p(bi|x) in fact models a
marginal distribution along with its associated disadvantages, as outlined
in Section 4.1.2. Another possibility is to add the behavioral alternatives
of all affecting traffic participants explicitly to the conditional of (4.2),
leading to
p(bi|x, b1, . . . , bi−1, bi+1, . . . bn). (4.3)
These fully interaction-respecting conditional probability distributions are
called complete conditionals. They include all random variables the target
joint distribution includes. However, the target space dimensionality is
reduced to |Ωi|, as n−1 random variables are shifted to the input space of
the classification algorithm. This is an important difference compared to
marginal distributions modeling the complete joint distribution internally.
In fact the concrete behavior information of all effecting traffic partici-
pants leads to a better discriminability of the behavioral options of traffic
participant i. This is due to the reason that the knowledge of other traf-
fic participants’ behaviors, incorporated as evidence in the conditional of
(4.3), allows for drawing conclusion on a subject i’s behavior. Fig. 4.4
shows a simple example where the knowledge of traffic participant 2’s be-
havior helps with correctly estimating vehicle 1’s (blue) behavior. E.g.
knowing that red vehicle 2 is going to perform a left turn increases the
probability of the blue vehicle being influenced by a preceding vehicle sig-
nificantly.
The following investigation of a scene setting similar to the one evaluated
in Section 3.4.2 further highlights this circumstance. The modified data
set excludes cases with an oncoming vehicle or cases where no additional
vehicle at all is present. This leads to cases with the same setting as in
Fig. 4.4. Tab. 4.1 lists the remaining maneuver alternatives for vehicle 1
and vehicle 2. The red vehicle has only two possible maneuvers consisting
of two path options in free drive due to missing impairments since only
scenes with no other additional vehicles are investigated.
To show the benefits of explicitly representing other traffic participants’
behaviors in complete conditionals, two models for estimating the maneu-
ver of vehicle 1 are trained. Expressive information for discriminating the
different maneuver alternatives of such settings consist of distances to the
intersection and the current velocities as pointed out in Section 3.4.2.
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Figure 4.4: shows the investigated setting. Two vehicles on the same lane
approaching an intersection. The preceding red vehicle possibly influences the
blue vehicle due to slow turning maneuvers.
Hence, for this scenario the relevant scene information consists of the ve-
locities of vehicles 1 and 2, as well as their distances to the intersection
x = [v1, d1, v2, d2]
T . (4.4)
The first model estimates the conditional distribution
M1,⊥ : p(b1|x),
without adding the behavior information of vehicle 2, i.e. it is a marginal
over vehicle’s events. The second model estimates the complete conditional
distribution
M1, 6⊥ : p(b1|x, b2), (4.5)
incorporating knowledge of the maneuver vehicle 2 performs as a cat-
egorical variable into the feature space of the model estimating (4.5).
Both models are based on a logistic regression as underlying classification
algorithm.
Ω1 maneuver
b11 left - free drive
b21 left - influenced/prec. vehicle
b31 straight - free drive
b41 straight - influenced/prec. vehicle
(a) sample space of vehicle 1
Ω2 maneuver
b12 left - free drive
b22 straight - free drive
(b) sample space of vehicle 2
Table 4.1: Different possible events/maneuvers for the subject vehicle.
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Figure 4.5: Shows the two ROC curves for M1,⊥ and M1, 6⊥ for TTI ’s each
obtainded from a stratified 4-fold cross-validation. Appendix A.2 shows the
detailed situation occurrences in the data set.
Fig. 4.5 shows the ROC curves for two different predicted TTI s. Adding
the information b2 into the conditional results in an immediate perfor-
mance gain for the longer prediction horizon of TTI = 3s, without any
changes to the underlying classification algorithm. These results are ex-
pectable considering the obvious influence b2 onto b1.
For short prediction horizons, TTI = 0.5s, the ROC curves show that the
performance differences vanish. This indicates that for short prediction
horizons the importance of interactions are negligible due to the reactive
character of short term predictions.
The following evaluation shows that also the estimation of vehicle 2’s
behavior benefits from the knowledge which maneuver vehicle 1 is going
to perform. Two models for estimating the maneuvers of vehicle 2 are
created. The first estimates the conditional distribution
M2,⊥ : p(b2|x),
while the second model explicitly takes the possible influence of vehicle 1
into account by estimating the complete conditional distribution
M2, 6⊥ : p(b2|x, b1).
Both models are build upon a logistic regression with the same feature
vector (4.4) The model estimating complete conditional has an additional
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Figure 4.6: Shows the two ROC curves for M2,⊥ and M2, 6⊥ for TTI ’s each
obtainded from a stratified 4-fold cross-validation. Appendix A.3 shows the
detailed situation occurrences in the data set.
categorical variable for incorporating b1.
Fig. 4.6 shows the ROC curves for two different predicted TTI s. Again,
a clear performance increase can be seen for the complete conditional
for the longer prediction horizon of TTI = 3s. This is a remarkable
result considering that a maneuver of b1 can hardly influence the pursued
path of the preceding vehicle 2. However, knowing for example that
vehicle 1 performs a b41: “straight - influenced by preceding vehicle”
maneuvers allows for inferring that vehicle b2 will most likely perform
a left turn. This is due to the symmetry of stochastic dependencies.
Section 5.4 discusses this in more detail. For the short prediction horizon
of TTI = 0.5s, the performance increase vanishes.
To sum it up, complete conditional distributions do in fact increase
discriminability while being completely interaction-aware. Moreover, the
target space dimensionality is decreased drastically compared to modeling
joint distributions. Evidences expressing which maneuver the vehicles,
represented in the particular conditionals, are going to perform are not
available during run-time and need to be predicted at the same time1.
1Although such information might be available in the case Vehicle-To-X communica-
tion is comprehensively introduced.
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However, generally the maneuvers of several traffic participants are of
interest, and thus they need to be predicted either way. During the training
phases of models that estimate the complete conditional distributions, this
information is in fact available, since the maneuvers have already been
observed.
4.2.1 Complete Conditional Distributions and
Generic Traffic
This section addresses the possibilities to adapt and reuse models that
determine the needed complete conditional distributions for interaction-
aware situation recognition to variable traffic scenes.
Sections 3.1.2 and 4.1 stated that having specialized models for each pos-
sibly encountered traffic scene is not feasible. Thus, the ability to adapt
complete conditional distribution models to varying traffic scenes is cru-
cial. In fact, the design of these models allows for an easy adaption.
Fig. 4.7 (a) illustrates a scene that clarifies this circumstance. Assuming
that the maneuver alternatives consist of the three path alternatives, with-
out considering any further typical temporal behavior patterns, the sample
spaces for both vehicles are identical aΩ1 =
aΩ2 = {right, straight, left}.
Like outlined in the example of Section 4.2, probabilistic classification
methods that incorporate the maneuver information of other vehicles as
categorical feature can be used to obtain the needed complete conditional
distributions p(b1|x, b2) and p(b2|x, b1). Thus, a probabilistic modelM1, 6⊥
determines p(b1|x, b2) and second probabilistic model M2, 6⊥ determines
p(b2|x, b1).
Fig. 4.7 (b) depicts a slightly different scene. The green vehicle can-
not perform a straight going maneuver due to a one way street. Hence,
for this second scene the sample space of the green vehicle 2 is re-
(a)
1
2
(b)
1
2
Figure 4.7: two slightly different scenes leading to different sample spaces.
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duced to bΩ2 = {right, left} while the sample space of the blue vehi-
cle 1 remains the same bΩ1 =
aΩ1 = {right, straight, left}. These al-
tered sample spaces do affect the conditional distributions p(b1|x, b2) and
p({b2 ∈ bΩ2 : B2 = b2|x, b1) (from now on abbreviated as p(b¯2|x, b1)) de-
scribe the outcome of the scene. Nevertheless, the same modelsM1, 6⊥ and
M2, 6⊥ can be used to determine the second scene’s complete conditional
distributions. The changed sample space bΩ2 only affects the conditional
of p(b1|x, b2). The information of the conditional is part of the feature
vector for model M1, 6⊥ and the complete conditional p(b1|x, b2) for the
reduced sample space can be obtained by simply not making predictions
for b2 = straight.
This circumstance does not apply for the complete conditional of
p(b¯2|x, b1) since the changed sample does affect the target variable b¯2.
However, varying sample spaces have been in the focus of Chapter 3.
Hence, choosing the variable discriminative maneuver estimation frame-
work for building model M2, 6⊥ allows for adapting its target space to the
reduced sample space of bΩ2. In this example it becomes possible since
M2, 6⊥ consists of three binary classifiers, each of them discerning between
one of the possible pairs of aΩ2. Hence, M2, 6⊥ includes a binary OvO
classifier targeted at exactly the reduced sample space of bΩ2. This par-
ticular classifier is able to determine the complete conditional distribution
of p(bˆ2|x, b1).
Thus, changed sample spaces for random variables in the conditional of
complete conditional distributions do not pose a problem for the reusabil-
ity of maneuver estimation systems. Moreover, the flexible discrimina-
tive maneuver estimation framework of Chapter 3 solves the problem of
changing sample spaces regarding random variables in the target space of
complete conditional distributions. For these reasons complete conditional
distributions are adaptable to variable traffic scenes.
4.3 Reconstructing Joint Probabilities
The question remains of how the proposed complete conditionals along
with their associate benefits can be used to construct a joint probability
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distribution remains since a straightforward multiplication
p(b1, b2, ..., bn|x) 6=p(b1|x, b2, . . . , bn)
p(b2|x, b1, b3, . . . , bn)
. . .
p(bn|x, b1, . . . , bn−1),
does not provide a valid decomposition.
For many practical problems, to infer a probability distribution of inter-
est exactly is not directly possible or intractable. A common method for
obtaining information about complicated distributions is to use sampling
methods [16, 48]. However, due to the complexity of many target distri-
butions drawing samples from such distributions directly is not possible.
A popular sampling method, the Gibbs sampling, overcomes this
problem by successively drawing samples from complete conditional
distributions. The theoretical background of Gibbs sampling is based on
the Hammersley-Clifford Theorem, which states under which conditions
a joint distribution is completely characterized by its conditional distri-
butions [55]. Chapter 5 will discuss the formal prerequisites in more detail.
Gibbs sampling starts with a randomly initialized value for each random
variable bi
p(b
(0)
1 , b
(0)
1 , . . . , b
(0)
n |x).
Starting from this initial, random state of the joint distribution a complete
cycle of samples for each random variable is drawn for τ = 1, ..., nτ overall
samples:
b
(τ+1)
1 ∼ p(b1|x, b
(τ)
2 , ..., b
(τ)
n )
b
(τ+1)
2 ∼ p(b2|x, b
(τ+1)
1 , b
(τ)
3 ..., b
(τ)
n )
...
b
(τ+1)
n−1 ∼ p(bn−1|x, b
(τ+1)
1 , b
(τ+1)
2 ..., b
(τ+1)
n−2 , b
(τ)
n )
b(τ+1)n ∼ p(bn|x, b
(τ+1)
1 , b
(τ+1)
2 ..., b
(τ+1)
n−1 ),
(4.6)
resulting in a new sample
p(b
(τ+1)
1 , b
(τ+1)
2 , . . . , b
(τ+1)
n |x),
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as stated in [16], where the upper index notation b
(τ)
i depicts a concrete
event drawn at iteration τ . The successively drawn samples result in a
Markov chain. This chain can be used to obtain the sufficient statistics of
the joint probability distribution p(b1, . . . , bn|x), e.g. the mode over situa-
tion hypotheses samples. However, an approximation of the joint distribu-
tion p(b1, b2, . . . , bn|x) is of interest for probabilistic situation recognition.
The following metric
pˆ(bi1:n|x) =
|{p(b
(τ)
1:n|x) ∀ τ ∈ 1, . . . , nτ | b
(τ)
1:n = b
i
1:n}|
nτ
,
∀i = 1, . . . |Ω1:n| (4.7)
approximates the target joint distribution using the resultant Markov
chain. It determines the distribution of the successive situation hypotheses
samples generated by the Gibbs sampler. For a sufficient large number of
drawn samples, the sample distribution pˆ(b1:n|x) converges towards the
underlying joint distribution p(b1:n|x). An estimate about what a suffi-
cient large number nτ is is hard to determine and represents a major issue
for the application in automotive situation recognition systems. Available
convergence diagnostics show only restricted reliability [30] or rely on sev-
eral parallel instances of generate Markov chains which do further boost
the already high computational demands.
Another issue arises since the complete conditionals are given in analyt-
ical form, i.e. as probability mass function outputted by the underlying
classification algorithms. Thus, in an interim step multinomial distribu-
tions based on the probability values of the complete conditionals need to
draw the needed samples for the Gibbs sampling.
Summing up, using a Gibbs sampler for reconstructing joint distribution
from complete conditional distributions, obtained from maneuver predic-
tion systems, is associated with several issues. For this reason, Chapter 5
proposes a new analytical solution for determining the joint distribution
directly, while taking advantage of the functional form (pmf ) of the com-
plete conditional distributions determined by probabilistic classification
algorithms.
4.4 Application to Situation Recognition
This section gives an overview on how to perform a probabilistic situa-
tion assessment in generic traffic scenes using the complete conditional
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1. Scene 2. Combinations 3. Binary Predictions
p(b1|b2:n)
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...
p(bn|b1:n−1)
p(b1|b
0
2:n)
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0
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Figure 4.8: Overview of the proposed framework, detailed in Section 4.4.
distribution-based interaction-aware joint probability reconstruction. Fig.
4.8 illustrates the entire procedure. First, the set of possible situation hy-
potheses is instantiated based on the n present traffic participants and their
possible maneuver options Ωi. The complete sample space Ω1:n is the re-
sult of a Cartesian product of all individual sample spaces Ωi, i = 1, . . . , n.
Second, each dynamic scene entity i is assessed separately. A single-
entity-based prediction model is selected for obtaining the respective com-
plete conditionals p(bi|x,b1:i−1,b1:i+1). One distribution for all possible
event combinations
∏
j∈{1,...,n|j 6=i}Ωj in the conditional of the correspond-
ing complete conditional distribution is predicted. The corresponding clas-
sifiers treat the event combinations of the conditionals as input features
along the scene evidence x. Third, based on the obtained complete con-
ditionals the desired joint probability distribution is reconstructed either
by using the discussed sampling technique of Section 4.3 or one of the ana-
lytic solutions Chapter 5 presents. The result is the fully interaction-aware
joint probability distribution over all situation hypotheses.
4.5 Summary
This chapter stated that there is a strong demand for a general situation
recognition approach that is able to deal with multiple, interacting traf-
fic participants. The literature review revealed that the few approaches
that tackle the problem of assessing several traffic participants simulta-
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neously either rely on unique dependencies like priority rules or neglect
interactions completely. The probability theoretical discussion regarding
situation recognition of multiple traffic participants concluded that there
is a need for decomposing the problem into smaller subproblems due to
the combinatorial increase of situation hypotheses. Subsequently, Section
4.2 outlined that state-of-the-art single-entity maneuver predictions can
be extended to obtain complete conditional distributions. These are com-
pletely interaction-aware and form the basis for reconstructing a full joint
distribution by applying discrete sampling techniques as outlined in Sec-
tion 4.3. Section 4.4 summarized the complete process of interaction-aware
situation recognition with multiple traffic participants. However, sampling
techniques are problematic in terms of computational costs and the reli-
ability of their results. Hence, the next chapter outlines procedures for
reconstructing the target joint distribution analytically. Moreover, it con-
ducts experiments on a complex highway scenario that outline the benefits
of the proposed framework.
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5 Analytic Reconstruction of
Discrete Joint Probabilities
This chapter outlines how complete conditional distributions, obtained
from probabilistic maneuver predictions for single-entities based on all
other affecting traffic participants, can be used to reconstruct the interde-
pendent joint probability distribution over all random variables without
relying on costly sampling techniques.
Starting point is a possible factorization of the joint probability distribu-
tion, e.g.
p(b1, . . . , bn) = p(b1|b2, . . . , bn)p(b2|b3, . . . , bn) . . . p(bn).
The underlying idea is to make use of every complete conditional prob-
ability distribution by restoring every factor to containing all random
variables. These remarginalized distributions are the starting point for a
substitution containing only the respective complete conditional and the
desired joint distribution.
This chapter starts by discussing general considerations for reconstruct-
ing joint distributions from complete conditional distributions in Section
5.1. Section 5.2 outlines the basis for the developed reconstruction meth-
ods on a two random variable example while Section 5.3 generalizes the
method to n random variables. Subsequently, Section 5.4 addresses the
incorporation of stochastic independencies into the reconstruction process.
and concludes by presenting experimental results on a complex, interactive
highway entering that outlines the benefits of the interaction-aware situa-
tion recognition framework of Chapter 4 and the theoretical reconstruction
methods developed in this chapter.
5.1 Compatibility of Complete Conditionals
Reconstructing joint probabilities from complete conditional distributions
is a challenging task. In general, there exists no factorization of the joint
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distribution, i.e.
p(b1, . . . , bn) 6=
n∏
i=1
p(bi|b1:i−1,bi+1:n),
such that all complete conditionals directly specify the target joint distri-
bution without any other partial joint or marginal probability occurring.
By applying the chain rule of probability, factorizations of the joint distri-
bution can be obtained that contain one complete conditional respectively,
e.g.
p(b1, . . . , bn) = p(bi|b1:i−1,bi+1:n)p(b1:i−1,bi+1:n). (5.1)
If it is possible to express the unknown marginal probability
p(b1:i−1,bi+1:n) through all n − 1 remaining complete conditional dis-
tributions, the desired joint distribution (p(b1, . . . , bn)) can be calculated
directly. Despite, n − 1 other starting factorizations of (5.1) can be cho-
sen to calculate the target joint distribution that must all yield the same
result. As a consequence, it is quite obvious that there must be strong
restrictions to the functional form of the complete conditionals in order to
yield the same joint distribution, regardless of the chosen factorization.
In other words, a reconstructed joint distribution from an arbitrary start-
ing factorization (p˜(b1, . . . , bn)) must yield all complete conditionals it has
been reconstructed from, i.e.
p(bi|b1:i−1,bi+1:n)
!
=
p˜(b1, . . . , bn)∑
bi
p˜(b1, . . . , bn)
, ∀i ∈ 1, . . . , n. (5.2)
Complete conditional distributions specifying a unique joint distribution
that satisfy (5.2), regardless of the chosen starting factorization, are said
to be compatible.
Deciding whether a set of complete conditionals is compatible is not
straightforwardly possible. In [7], necessary and sufficient conditions for
compatibility are discussed. The authors focus on problems with finite,
discrete sample spaces and two random variables. Compatibility for two
dimensional distributions means that
p(b1, b2) = p(b1|b2)p(b2)
!
= p(b2|b1)p(b1), (5.3)
applies. The authors propose the construction of a |Ω1| × |Ω2| matrix C
consisting of the elements
ck,l =
p(bk1 |b
l
2)
p(bl2|b
k
1)
.
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The complete conditionals are compatible if
ck,l
∑
k,l
ck,l =
∑
l
ck,l
∑
k
ck,l, ∀k, l.
In [6, 7], the authors prove that compatibility for strictly positive complete
conditional distributions p(b1|b2) and p(b2|b1) is also guaranteed if C is of
rank 1.
Compatibility and Sampling Techniques
The problem of determining whether complete conditionals are compati-
ble is not just a problem of reconstructing joint probabilities analytically;
this also effects sampling based methods, e.g. Gibbs sampling. Applying
a Gibbs sampler to a set of incompatibile distributions yields different re-
sults for different ordering of drawn samples [48].
However, for the following reason this circumstance is rarely addressed in
literature focusing on sampling techniques. Sampling techniques, as the
name suggests, are based on drawing samples of distributions in order to
obtain the desired target distributions. Thereby, it is unlikely that the dis-
tributions the samples are drawn from are present in their functional form
but rather a population result of experiments representing the underlying
target distribution. Hence, it is assumed that the target joint distribution
exists, and thus specifies complete conditionals in the form of (5.2).
This is in contrast to the idea of having functional models for complete
conditional distributions and reconstructing a possible joint distribution.
5.2 Two Random Variables
The following considers two random variables b1 and b2 with their sample
spaces Ω1 and Ω2. Starting point is one of two possible factorizations from
the chain rule of probability
p(b1, b2) = p(b1|b2)p(b2). (5.4)
Taking a closer look at (5.4) reveals that it already contains a complete
conditional p(b1|b2). Remarginalizing p(b2) over b1 results in
p(b1, b2) = p(b1|b2)
∑
b′1∈Ω1
p(b′1, b2),
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and offers the possibility to incorporate the remaining complete conditional
probability.
This is achieved by using the other possible factorization of the joint
probability distribution which leads to
p(b1, b2) = p(b1|b2)
∑
b′1∈Ω1
p(b2|b
′
1)p(b
′
1),
where the second complete conditional distribution p(b2|b′1) is incorpo-
rated, while introducing p(b′1). Remarginalizing over b2 results in
p(b1, b2) = p(b1|b2)
∑
b′1∈Ω1
p(b2|b
′
1)
∑
b′2∈Ω2
p(b′1, b
′
2), (5.5)
containing only the complete conditional distributions p(b1|b2) and p(b2|b1)
as well as all unknown concrete probability values of p(b1, b2). Equating
(5.4) with (5.5) reveals the substitution for the incomplete marginal p(b2)
p(b2) =
∑
b′1∈Ω1
p(b2|b
′
1)
∑
b′2∈Ω2
p(b′1, b
′
2).
Coefficient Matrix
Applying a concrete event combination bf1 ∈ Ω1, b
h
2 ∈ Ω2 of random vari-
ables b1, b2 for (5.5) leads to
p(bf1 , b
h
2) =p(b
f
1 |b
h
2 )
∑
b′1∈Ω1
p(bh2 |b
′
1)
∑
b′2∈Ω2
p(b′1, b
′
2).
Writing the sums out in full yields a better understanding of the underlying
regularities of the derived equation
p(bf1 , b
h
2 ) =p(b
f
1 |b
h
2 )
(
p(bh2 |b
1
1)
(
p(b11, b
1
2) + . . . p(b
1
1, b
|Ω2|
2 )
)
+ . . .+ p(bh2 |b
|Ω1|
1 )
(
p(b
|Ω1|
1 , b
1
2) + . . . p(b
|Ω1|
1 , b
|Ω2|
2
))
. (5.6)
It is composed of products of the two complete conditionals values,
respectively for b1 and b2 multiplied with the sum of a subset of the
unknown joint probabilities.
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The column vector p summarizes all joint probabilities p(b1, b2), thus p
is of size (m = |Ω1:2|, 1). The order of the singular elements are given by
the Cartesian product Ω1 × Ω2
p =[p(b11, b
1
2), . . . , p(b
1
1, b
|Ω2|
2 ),
p(b21, b
1
2), . . . p(b
2
1, b
|Ω2|
2 ),
. . . ,
p(b
|Ω1|
1 , b
1
2), . . . p(b
|Ω1|
1 , b
|Ω2|
2 )].
This allows for writing (5.6) in a vector form
p(bf1 , b
h
2 ) = (a
f,h)Tp, (5.7)
using the dot product with
(af,h)T = [
|Ω2|−times︷ ︸︸ ︷
p(bf1 |b
h
2 )p(b
h
2 |b
1
1), . . . , p(b
f
1 |b
h
2 )p(b
h
2 |b
1
1),
. . . ,
p(bf1 |b
h
2 )p(b
h
2 |b
|Ω1|
1 ), . . . , p(b
f
1 |b
h
2 )p(b
h
2 |b
|Ω1|
1 )︸ ︷︷ ︸
|Ω2|−times
]T .
It should be noted that (af,h)T is composed of |Ω1| blocks, where
each block is composed of |Ω2|-times repeated, identical elements
p(bf1 |b
h
2 )p(b
h
2 |b
k
1). k is fixed for each block and increases with each block,
i.e. k ∈ 1, . . . , |Ω1| in the same succession as the events in b1 in p.
A linear equation system can be created using (5.7) for all Ω1:2 combi-
nations
p =


(a1,1)T
...
(a1,|Ω2|)T
(a2,1
...
(a2,|Ω2|)T
...
(a|Ω1|,|Ω2|)T


p = Ap (5.8)
where A is a (|Ω1:2| × |Ω1:2|) coefficient matrix with elements ao,u. The
index o indicates the corresponding row and u the respective column.
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5.2.1 Analogy to Discrete Markov Chains
Revisiting equation (5.8) reveals the similarity of determining p to finding
the stationary distribution of a discrete Markov chain on a finite state
space. Section 3.2.3 discussed the problem of verifying the existence and
finding the stationary distribution of discrete Markov chains. Hence, the
following shows that determining the joint distribution can as well be
transferred to finding the stationary distribution of a discrete Markov
chain.
Finite State Space and Stochastic Matrices
For the purpose of interpreting (5.8) as a discrete, homogeneous Markov
chain, its state space needs to be finite and A needs to be a stochastic
matrix. Each possible state of the Markov chain corresponds to one event
combination of the sample space. Hence, the Markov chain’s state space
is identical to the sample space Ω1:2 and is thus finite and fixed.
In order for the coefficient matrixA to be a stochastic matrix, the following
two properties have to be satisfied. The first property
0 ≤ ao,u ≤ 1, ∀o, ∀u ∈ 1, . . . , |Ω1:2|, (5.9)
is satisfied as each element ao,u is the product of two conditional proba-
bilities values. The second property
|Ω1:2|∑
o=1
ao,u = 1,
states that all elements of each column of A must sum up to 1. The
column sum of an arbitrary column u, corresponding to an event bk of A
is given by
|Ω1:2|∑
o=1
ao,u =
|Ω1|∑
f=1
|Ω2|∑
h=1
p(bf2 |b
h
2 )p(b
h
2 |b
k
1).
The event bk is fixed for all rows and determined by the column u, thus
p(bh2 |b
k
1) is independent of the running index f and is rearranged to
|Ω1:2|∑
o=1
ao,u =
|Ω2|∑
h=1
p(bh2 |b
k
1)
|Ω1|∑
f=1
p(bf2 |b
h
2 )︸ ︷︷ ︸
=1
,
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where the sum over Ω1 for a fixed h is identical to 1. The remaining sum
of
|Ω1:2|∑
o=1
ao,u =
|Ω2|∑
h=1
p(bh2 |b
k
1)︸ ︷︷ ︸
=1
,
does also sum up to one for arbitrary u. Therefore, it is guaranteed that
each column of A sums up to 1, which in turn proofs that A is a stochastic
matrix.
Hence, the equivalent Markov chain is given by
pˆ(τ+1) = Apˆ(τ),
at each iteration step τ .
Existence of the Stationary Distribution
In order for
lim
τ→∞
pˆ(τ) = p
to actually converge to the stationary distribution and for (5.8) to hold
true, A needs to be irreducible and aperiodic, as Section 3.2.3 outlined.
Both requirements are satisfied by strengthening (5.9) to
0 < ao,u < 1, ∀o, ∀u ∈ 1, . . . , |Ω1:2|.
The requirement (5.9) is fulfilled since the elements of the coefficient matrix
A are products of two concrete conditional probability values. Demanding
strict positivity for all elements of A is equivalent to demanding strict
positivity for all complete conditional distributions
p(bi|b1:i−1,i+1:n) > 0. (5.10)
This constraint can easily be fulfilled in practical implementations by
slightly adjusting the complete conditional distributions, violating (5.10),
without significantly altering the target distribution p.
Determining the Stationary Distribution
After proving the existence of a unique stationary distribution for p = Ap,
the actual distribution needs to be calculated. Section 3.2.3 introduced
5.3 n Random Variable 89
three ways for doing this. Either the Markov chain is calculated directly
(3.20), an eigenvector problem is formulated (3.21), or an inhomogeneous
linear equation system (3.22) is solved.
A fourth option, apart from methods directly related to Markov chains,
arises in the context of formal comparability in Section 5.1. This option
for calculating the stationary distribution is based on the definition for
compatibility given in (5.3) allowing for a direct calculation of the desired
joint target distribution by rearranging (5.3) to
p(b1|b2)
p(b2|b1)
=
p(b1)
p(b2)
.
Marginalizing over b1 leads to∑
b′1∈Ω1
p(b′1|b2)
p(b2|b′1)
=
∑
b′1∈Ω1
p(b′1)
p(b2)
, (5.11)
∑
b′1∈Ω1
p(b′1|b2)
p(b2|b′1)
=
1
p(b2)
,
yielding a direct way to calculate the marginal p(b2) with
p(b2) =
1∑
b′1∈Ω1
p(b′1|b2)
p(b2|b′1)
. (5.12)
Based on this the target joint distribution can be directly calculated
p(b1, b2) = p(b1|b2)p(b2) =
p(b1|b2)∑
b′1∈Ω1
p(b′1|b2)
p(b2|b′1)
.
Similarly, the target joint distribution can be calculated with the decom-
position p(b1, b2) = p(b2|b1)p(b1) while determining the marginal p(b1) by
marginalizing (5.11) with respect to b2.
5.3 n Random Variable
After outlining the general idea of reconstructing joint distributions from
complete conditional distributions on two random variables this section
introduces two novel methods for reconstructing joint distributions over
more than two random variables.
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5.3.1 Linear Equation System
The discussed two random variable example can be straightforwardly ex-
tended to the general n random variable case. The same procedure of
successively incorporating all bi’s complete conditionals can be applied
n− 1 times, e.g.
p(b1, . . . , bn) = p(b1|b2:n)p(b2:n)
= p(b1|b2:n)
∑
b′1
p(b2|b
′
1,b3:n)p(b
′
1,b3:n)
= p(b1|b2:n)
∑
b′1
p(b2|b
′
1,b3:n)
∑
b′2
p(b3|b
′
1:2,b4:n)p(b
′
1:2,b4:n)
= . . . ,
ultimately leading to the general analytic reconstruction formula
p(b1, . . . , bn) = p(b1|b2:n)
∑
b′1
p(b2|b
′
1,b3:n)
∑
b′2
p(b3|b
′
1:2,b4:n)
. . .
∑
b′
n−2
p(bn−1|b
′
1:n−2, bn)
∑
b′
n−1
p(bn|b
′
1:n−1)
∑
bn
p(b′1, . . . , b
′
n). (5.13)
It can be seen that (5.13) only contains the known complete conditional
distributions and the target joint distribution itself, exactly like the two
random variable case in Section 5.2. Thus, an equation system can be set
up in order to determine the target joint distribution. For this purpose a
concrete event combination for p(bk) is applied, leading to
p(bk1:n) =p(b
k
1 |b
k
2:n)
∑
b′1
p(bk2 |b
′
1,b
k
2:n)
. . .
∑
b′
n−1
p(bkn|b
′
1:n−1)
∑
bn
p(b′1, . . . , b
′
n) (5.14)
which can again be condensed to a dot product of
p(bk1:n) = (a
k)Tp, (5.15)
of a coefficient row vector (ak)T for each event combination k. The multi-
index notation, introduced in Section 2.1, for k = 1, . . . , |Ω1:n| represents
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all |Ω1:n| possible event combinations. Accordingly, the joint probability
vector p contains discrete probability values for these m event combina-
tions.
Taking a closer look at (5.14) reveals that all discrete probability values of
p(bk1:n) that only differ in the last event b
k
n are multiplied with the same
coefficient. This is due to the fact that the summation over the complete
conditionals in (5.14) is not influenced by the marginalization of b′n, as
only the last factor, i.e the target joint distribution itself, is subject to the
marginalization over bn. The coefficient vector for event combination k is
given by
(ak)T =[
|Ωn|−times︷ ︸︸ ︷
p(bk1 |b
k
2:n)p(b
k
2 |b
1
1 ,b
k
2:n) . . . p(b
k
n|b
1
1:n−1),
. . . ,
p(bk1 |b
k
2:n)p(b
k
2 |b
|Ω1:n|)
1 ,b
k
2:n) . . . p(b
k
n|b
|Ω1:n|)
1:n−1︸ ︷︷ ︸
|Ωn|−times
]. (5.16)
The complete reconstruction matrix for p(b1, . . . , bn) can be obtained by
setting up all m equations (5.15) for each possible event combination k,
leading to
p =


(a1)T
...
(a|Ω1:n|)T

p = Ap, (5.17)
where each element of A is given by
ak,l = p(bk1 |b
k
2:n)p(b
k
2 |b
l
1,b
k
2:n) . . . p(b
k
n|b
l
1:n−1),
where the multi-indices k, l index the row corresponding to the event
combination given by k and the column corresponding to the event com-
bination given by l.
Equation (5.17) has the same structure, i.e being equivalent to a discrete
Markov chain, as the equation system obtained for the two random variable
case in Section 5.2. Hence, the same requirements as stated in Section 5.2
hold for A to specify a unique stationary distribution.
Stochastic Matrix & Stationary Distribution
A prerequisite for (5.17) to yield a stationary distribution is that A needs
to be a stochastic matrix. As a reminder, this can be guaranteed if the
A’s column and/or row sum is identical to 1.
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In the following a proof for the columns of A summing up to 1, i.e∑
k
ak,l = 1, ∀l ∈ 1, . . . , |Ω1:n|,
is provided. For an arbitrary column l the column sum over all k rows
based on (5.16) is given by∑
b1,...,bn
p(b1|b2:n)p(b2|b
l
1,b3:n) . . . p(bn|b
l
1:n−1).
For convenience of the subsequent steps, the order of the factors is reversed
resulting in ∑
b1,...,bn
p(bn|b
l
1:n−1) . . . p(b2|b
l
1,b3:n)p(b1|b2:n). (5.18)
It can be seen that only the last factor of (5.18) is affected by the sum-
mation over the sample space of b1, since all other occurrences of b1 are
specified by the particular column l for the remaining factors. Thus, (5.18)
can be rewritten as∑
b2,...,bn
p(bn|b
l
1:n−1) . . . p(b2|b
l
1,b3:n)
∑
b1
p(b1|b2:n)
︸ ︷︷ ︸
=1
,
where it is obvious that the summation over the complete conditional
p(b1|b2:n) is identical to 1, regardless of possible event combinations of
b2:n. Having removed the factor of p(b1|b2:n) offers the possibility to apply
the same permutation of sums with regard to to the complete conditional
p(b2|b11,b3:n) yielding∑
b3,...,bn
p(bn|b
l
1:n−1) . . .
∑
b2
p(b2|b
l
1,b3:n)︸ ︷︷ ︸
=1
.
This procedure can be repeated until only the summation of the first factor
of (5.18) is left, ∑
bn
p(bn|b
l
1:n−1) = 1,
which is again identical to one, and thus proofs that all columns of A sum
up to one.
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Besides of A being stochastic, all its elements need to be in the range
0 < ak,l < 1, ∀k, ∀l ∈ 1, . . . |Ω1:n|
in order to have a unique, stationary distribution as stated in Section
3.2.3. This requirement is satisfied while demanding strict positivity of
the complete conditional distributions since each element ak,l is a product
of discrete probability values of complete conditional distributions.
Thus, the equation system of (5.17) satisfies all prerequisites for obtain-
ing a stationary distribution p. It can be calculated using one of the three
presented methods for determining the stationary distribution of discrete
Markov chains, presented in Section 3.2.3.
5.3.2 Recursive Backwards Reconstruction
This section proposes a general procedure to break down the n random
variable case into a successive solution of linear equation systems based on
two random variables at a time.
The derivation starts with the same strategy as discussed in Section 5.2
p(b1, b2, . . . , bn) =p(b1|b2, . . . bn)p(b2, . . . bn)
=p(b1|b2, . . . bn)
∑
b′1
p(b′1, b2, . . . bn),
where one possible factorization of the joint probability distribution is
chosen in order to incorporate the first complete conditional distribution.
Afterwards the introduced incomplete marginal is restored to all n ran-
dom variables. However, instead of using a factorization to directly incor-
porating a second complete conditional, e.g. p(b′2, |b1, b3, . . . bn), another
decomposition is chosen yielding
p(b1, b2, . . . , bn) = p(b1|b2, . . . bn)
∑
b′1
p(b2, . . . , bn|b
′
1)p(b
′
1),
and remarginalizing the introduced p(b′1) results in
p(b1, b2, . . . , bn) =p(b1|b2, . . . bn)
∑
b′1
p(b2, . . . , bn|b
′
1)︸ ︷︷ ︸
unknown joint∑
b′2,...,b
′
n
p(b′1, b
′
2, . . . , b
′
n). (5.19)
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Thus, (5.19) has the same structure as the two random variable case, de-
rived in (5.5). Hence, the formal proof of Section 3.2.3 can be applied
guaranteeing that the stationary distribution p(b1, . . . , bn) exists. More-
over, the presented methods for determining the stationary distribution
can also be applied. This presupposes that the partial joint p(b2, . . . , bn|b′1)
is known. Nevertheless, as Section 4.1.2 stresses, a large number of random
variables in the distribution’s target space increases the required complex-
ity of the underlying classification algorithm. Additionally, the number of
needed models to cope with variable traffic scenes rapidly increases.
However, the same strategy as in (5.19) can be used to express
p(b2, . . . , bn|b′1) for a fixed event b
′
1 in the conditional
p(b2, . . . , bn|b
′
1) =p(b2|b3, . . . , bn, b
′
1)p(b3, . . . bn|b
′
1)
=p(b2|b3, . . . , bn, b
′
1)
∑
b′2
p(b3, . . . , bn|b
′
1, b
′
2)p(b
′
2|b
′
1)
=p(b2|b3, . . . , bn, b
′
1)
∑
b′2
p(b3, . . . , bn|b
′
1, b
′
2)︸ ︷︷ ︸
unknown joint∑
b′3,...,b
′
n
p(b′2, b
′
3, . . . , b
′
n|b
′
1), (5.20)
leading again to a structure identical to the linear case. It should be noted
that (5.20) needs to be calculated for each b′1 ∈ Ω1 to have all of the needed
partial joints in (5.19). Though, (5.20) makes use of another unknown par-
tial joint p(b3, . . . , bn|b′1, b
′
2), which needs to be determined for all |Ω1||Ω2|
possible event combinations. Compared to the first linear equation sys-
tem, the number of random variables on the left of the conditional has
further decreased by one for this partial joint.
Consequently, repeating this procedure of formulating linear equation
systems for unknown partial joint probabilities leads to a point where
only two random variables bn−1 and bn remain on the left side of the
conditional, i.e. p(bn−1, bn|b′1, . . . b
′
n−2). The fixed event combinations for
random variables 1, . . . , n−2 on the right of the conditional are abbreviated
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by the multivariate b1:n−2 = [b
′
1, . . . , b
′
n−2], leading to
p(bn−1, bn|b1:n−2) =p(bn−1|bn,b1:n−2)p(bn|b1:n−2)
=p(bn−1|bn,b1:n−2)
∑
b′
n−1
p(bn|b
′
n−1,b1:n−2)
p(b′n−1|b1:n−2)
=p(bn−1|bn,b1:n−2)
∑
b′
n−1
p(bn|b
′
n−1,b1:n−2)
∑
b′n
p(b′n, b
′
n−1|b1:n−2),
only containing complete conditionals and the partial joint probability
distribution p(bn, b
′
n−1|b1:n−2) itself. Hence, p(bn−1, bn|b1:n−2) can
be directly determined for all event combinations of b1:n−2 with the
methods discussed in Section 3.2.3. Subsequently, this determined
partial joint distribution is used to solve the linear equation system
for determining p(bn−2, bn−1, bn|b1:n−3) which again is used to de-
termine p(bn−3, bn−2, bn−1, bn|b1:n−4), etc. This recursive procedure is
repeated until the target joint distribution can be determined using (5.19).
After this exemplary outline of how a recursive strategy is able to de-
termine the target joint distribution, the following formally outlines the
approach. For the general n random variable case r = 1, . . . , n− 1 recur-
sion steps are necessary, where each recursion step r determines the partial
joint distribution
p(br:n|b1:r−1). (5.21)
This is possible by calculating (5.21) for each event combination b1:r−1 ∈
Ω1:r−1, separately, by determining the stationary distribution of
psr =

 p(b
1
r:n|b
s
1:r−1)
...
p(bΩr:nr:n |b
s
1:r−1),


where the multi-index s = 1, . . . , |Ω1:r−1| indexes all event combinations
of Ω1:r−1, with
psr = A
s
rp
s
r.
Asr denotes the coefficient matrix and is identically constructed like out-
lined in Section 5.2 for the two random variable case using the complete
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conditional
p(br|br+1:n,b
s
1:r−1)
and the partial joint
p(br+1:n|br,b
s
1:r−1), (5.22)
resulting from the preceding recursion step r + 1. In the deepest possible
case of r = n − 1 the partial joint of (5.22) is identical to a complete
conditional distribution. Fig. 5.1 outlines the recursive approach.
p1 = A1p1p(b1:n) p(b2:n|b1)
p(b1|b2:n)
psn−1 = A
s
n−1p
s
n−1,
∀s ∈ 1, . . . |Ω1:n−2|
p(bn−1, bn|b1:n−2) p(bn|b1:n−1)
p(bn−1|bn,b1:n−2)
. . .
Decomposition into Partial Joint Distributions
Determination of Partial Joint Distributions
Figure 5.1: Outline of the recursive approach for reconstructing the target
joint distributions. At each recursion depth r, |Ωr:n| linear equation systems
determine the partial joint distributions until the target distribution p(b1:n) =
p1 is obtained.
Stochastic Matrices and Stationary Distributions
The following transfers the requirements assuring the existence of a unique
stationary distribution from the two random variable case to the proposed
recursive procedure. Section 3.2.3 discussed requirements for the existence
of a unique stationary distribution although they can only be used directly
for the deepest recursion step (r = n−1). That is because all remaining re-
cursion depths’ coefficient matrices are based on one complete conditional
and one partial joint, i.e. the stationary distribution from the previous
recursion step, e.g. (5.19) and (5.20).
The existence as well as the possibility to calculate a unique stationary
distribution for the linear case is based on the following two requirements,
already stated in Section 3.2.3. First, the coefficient matrix Asr needs
to be a stochastic matrix, i.e. its columns or rows (or both) sum up to
1. Second, all elements of Asr of need to satisfy 0 < a
o,u < 1, ∀o, u ∈
1, . . . , |Ωr:n|. As a consequence, to guarantee the existence of p(b1, . . . , bn)
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calculated by the proposed recursive procedure, these requirements need
to be satisfied each recursion step.
Section 3.2.3 conducted the general proof that the column sum of A
sums always up to one, and thus A is a stochastic matrix. Taking a closer
look at how the coefficient matrix is constructed, e.g. (5.20), it becomes
obvious that each coefficient is the product of a complete conditional and
a partial joint distribution instead of the product of two complete condi-
tionals. However, this difference does not alter with the columns summing
up to 1 as the following shows. The sum of an arbitrary column o of Asr
with its fixed characteristic bkr is given by∑
b′r∈Ω1
∑
b′
r+1:n∈Ωr+1:n
p(b′r|b
′
r+1:n,b
s
1:r−1)p(b
′
r+1:n|b
k
r ,b
s
1:r−1),
which is identical to 1 as∑
b′
r+1:n∈Ωr+1:n
p(b′r+1:n|b
k
r ,b
s
1:r−1)
∑
b′r∈Ω1
p(b′r|b
′
r+1:n,b
s
1:r−1)
︸ ︷︷ ︸
=1
=
∑
b′
r+1:n∈Ωr+1:n
p(b′r+1:n|b
k
r ,b
s
1:r−1) = 1
yields. Hence, the first requirement for an arbitrary recursion depth r is
met.
Additionally, the second requirement demanding that all elements of
Asr of need to satisfy 0 < a
o,u < 1, ∀o, u ∈ 1, . . . , |Ωr:n|, ∀r. Each coeffi-
cient in Asr, ∀r < n−1 is a product of a complete conditional and a partial
joint distribution, obtained from the previous recursion depth. The strict
positivity of complete conditionals has already been guaranteed in Section
3.2.3. Hence, showing that the partial joints p(br+1:n|br,bs1:r−1) obtained
by each recursion step are also strictly positive fulfills the second require-
ment.
Equation (3.20) states the possibility of obtaining the stationary distribu-
tion through actually calculating the discrete Markov chain
psr = limα→∞
(Asr)
αpˆs
(0)
r ,
for large exponents α. Since the stationary distribution psr is independent
of the starting distribution pˆs
(0)
r the columns of (A
s
r)
α, for a sufficient large
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exponent α, are identical to the actually desired stationary distribution psr,
i.e.
(Asr)
α = (psr, . . . ,p
s
r).
Since the deepest recursion step r = n − 1 is identical to the two ran-
dom variable case of Section 3.2.3, it satisfies 0 < ao,u < 1, ∀o, u ∈
1, . . . , |Ωn−1:n|. Consequently, psn−1 is also strictly positive since multi-
plying strictly positive matrices ((Asn−1)
α) results in a strictly positive
matrix itself. Furthermore, ps is a probability distribution (
∑
ps = 1)
and thus each element ps is truly smaller than 1.
Hence, the elements of Asn−2 are also in the range (0, 1) since its coeffi-
cients are products of a complete conditional distribution and psn−1, which
in turn results in psn−2 being in the range (0, 1), for r = n−2. This proce-
dure can be applied to all recursion steps r. For this reason, the coefficient
matrix and its corresponding stationary distribution of each recursion step
are always strictly positive smaller 1.
Consequently, both stated requirements are satisfied in each recursion
step and a unique stationary distribution, identical to the desired target
joint distribution p(b1, . . . , bn), exists and can be calculated.
Total Linear Equation Systems
The recursive reconstruction of joint probabilities with more than two
random variables only based on complete conditionals can be performed
by r = 1, . . . , n− 1 recursion steps. The previous section indicated that in
each recursion step a certain number of linear equation systems needs to
be solved. This number corresponds to the cardinality of possible event
combinations of the random variables in the conditional of the partial
joints, e.g. for p(bn−1, bn|b1:n−2) for each of |Ω1| . . . |Ωn−2| possible event
combinations one linear equation system needs to be solved. This results
in the following succession of number of equation systems to be solved per
recursive depth r:
r = 1→ 1,
r = 2→ |Ω1|,
r = 3→ |Ω1||Ω2|,
...
r = n− 1→ |Ω1||Ω2| . . . |Ωn−2|.
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As a result in order to reconstruct p(b1, . . . , bn) completely
1 +
n−1∑
r=2
|Ω1:r−1| (5.23)
linear equation systems need to be solved in total.
While this number quickly increases with large sample spaces and ran-
dom variables n, the solution of each linear equation system is in general
based on highly optimized algorithms, as discussed in Section 3.2.3 and
can therefore still be applied for large overall sample spaces Ω1:n.
5.3.3 Recursive Forward Reconstruction
The newly developed method for recursively calculating the joint distri-
bution is characterized by first determining the partial joint distributions
on the deepest recursion depth r = n− 1. Starting from there, the degree
of the partial joints is successively increased by conducting the recursion
steps in reversed order r = n− 2, . . . , 2, 1. Hence, the joint distribution is
reconstructed backwards.
The authors of [12] presented an alternative approach that determines the
missing incomplete conditionals of a general factorization. Their approach
makes use of the possibility to directly calculate incomplete distributions
from their corresponding complete conditionals. The basic concept is re-
lated to the direct marginal determination, discussed in Section 3.2.3. The
following illustrates the application of the forward recursion presented in
[12] on a n = 3 random variable example. Starting with the factorization
given in lexicographical order
p(b1, b2, b3) = p(b1|b2, b3)︸ ︷︷ ︸
r=1
p(b2|b3)︸ ︷︷ ︸
r=2
p(b3)︸ ︷︷ ︸
r=3
. (5.24)
It consists of r = 1, . . . , 3 factors that correspond to the needed recursion
steps. The factor p(b1|b2, b3) for recursion step r = 1 is equivalent to the
first of the three given complete conditional distributions. The incomplete
conditional p(b1|b2) can be calculated directly, starting with two possible
factorizations of p(b1, b2|b3)
p(b1, b2|b3) = p(b1|b2, b3)p(b2|b3) = p(b2|b1, b3)p(b1|b3). (5.25)
Subsequently, marginalizing b1 yields∑
b′1∈Ω1
p(b2|b3)
p(b′1|b2, b3)
p(b2|b′1, b3)
= 1, (5.26)
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where the unknown incomplete can be directly determined by
p(b2|b3) =
1∑
b′1∈Ω1
p(b′1|b2,b3)
p(b2|b′1,b3)
. (5.27)
The unknown incomplete of r = 3 can be calculated in the same way with
p(b3) = (
∑
b′2∈Ω2
p(b′2|b3)
p(b3|b′2)
)−1.
However, it is based on the unknown conditional p(b3|b2) distribution.
It can be determined in the same way as done for p(b2|b3), outlined in
equations (5.25), (5.26) and (5.27). Thus, the missing distribution can be
determined using
p(b3|b2) = (
∑
b′1∈Ω1
p(b′1|b2, b3)
p(b3|b′1, b2)
)−1.
Finally, all needed unknown conditional distributions are determined and
the joint distribution is calculated according to (5.24).
The authors of [12] generalized this procedure for n random variables.
Assuming that the factorization is given in a lexicographical order, i.e.
each incomplete conditional’s random variable with the smallest super-
script is given by the current recursion depth r, the missing incomplete
conditional distributions can be calculated according to
p(bi|br:i−1,bi+1:n) = (
∑
b′
r−1∈Ωr−1
p(b′r−1|br:n)
p(bi|b′r−1,br:i−1,bi+1:n)
)−1, ∀i = q, . . . , n.
(5.28)
As indicated before, the factor for recursion step r = 1 is already given by
a complete conditional distribution.
Equation (5.28) emphasizes the forward character of the recursion scheme.
The dimension of the conditional distributions on the right hand side of
(5.28) surpasses the dimension of the target distribution on the left-hand
side by one. Thus, the missing incompletes need to be calculated in the
order of r = 2, . . . , n.
In general, at each recursion step r > 2, all combinations of remaining
random variables br:n need to be determined. This corresponds to deter-
mining n− r + 1 distributions at each recursion step, and thus overall
1 +
n∑
r=2
(n− r + 1), (5.29)
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distributions need to be calculated.
Comparison of Backward and Forward Recursion
Taking a closer look at the overall number of unknown distributions that
need to be determined in (5.23) and (5.29) for both discussed methods
suggests that the forward recursion of [12] scales more favorably, although
these two numbers do not take the size and the effort for determining these
distributions into account. Moreover, the proposed backwards recursion
can be calculated using the same principals of the marginalization cal-
culation (5.28) or (5.12) to omit solving linear equation systems at each
recursion step.
The following models the needed computational effort for both methods
explicitly. For the comparison of the computational effort of both methods
the cardinality of sample spaces is assumed to be identical, hence, |Ω|i =
|Ω|, ∀i ∈ 1, . . . , n.
Section 5.3.3 stated that the forward recursion needs to determine
1 +
n∑
r=2
(n− r + 1),
marginal distributions where each marginal distribution has |Ω|n−r+1 ele-
ments that need to be determined. Taking a closer look at (5.28) reveals
that each determination of a marginal distribution needs |Ω| − 1 sum-
mations and |Ω| divisions in the denominator as well as one additional
operation to divide nominator and denominator. Thus, one marginal cal-
culation according to (5.28) needs 2|Ω| operations.
The overall effort for determining all needed distributions for the forward
recursion sums up to
n∑
r=2
2|Ω|(n− r + 1)|Ω|n−r+1 =
n∑
r=2
2(n− r + 1)|Ω|n−r+2. (5.30)
For the proposed backward algorithm one marginal distribution with
|Ω|n−1 elements at each recursion depth r > 1 needs to be calculated.
The effort for the determining marginal distributions is the same as for
the determining marginal distributions for the forward recursion and is
given by 2|Ω|. Thus, the overall effort for determining all needed marginal
distributions for the backward recursion sums up to
n∑
r=2
2|Ω||Ω|n−1 =
n∑
r=2
2|Ω|n. (5.31)
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Figure 5.2: Detailed differences of the computational effort for the forward
and the proposed backward recursion.
Taking a closer look at the computational efforts (5.30) and (5.31) shows
that both scale in the same order O(|Ω|n). Fig. 5.2 shows the detailed
differences in computational effort for exemplary samples space sizes |Ω|
and different number of random variables n. The comparison points out
that the proposed backward recursions effort for determining the missing
marginal distributions scales more favorably than the forward recursion.
The newly proposed recursion is an alternative to the forward recursion
presented in [12] that scales with same order of magnitude. Moreover,
the partial joint probability of its interim results pose interesting distribu-
tions that can be subject of further investigations. Section 6 introduces a
hypotheses selection scheme based on these partial joint distributions.
5.3.4 Robustness of Reconstruction Methods
This section compares the robustness of the discussed methods for an-
alytically reconstructing joint distributions to errors in the conditional
distributions. These errors can be a result of imperfectly learned or de-
rived heuristic models that determine the conditional distributions. They
potentially affect the reconstruction process.
The following evaluations compare four different ways to reconstruct
joint distributions from erroneous conditional distributions. All of them
do not rely on any independence assumptions. The first model uses one
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decomposition based on the chain rule of probability
Mdecomp =
n∏
i=1
p(yi|yi+1:n),
and serves as reference. It depends on marginal distributions. The other
three models reconstruct the target joint distribution using only complete
conditional distributions. They only differ in their reconstruction method.
Model MLGS directly solves the linear equation system based on the
derived reconstruction matrix in (5.17). As an alternative, model
MBWD, LGS uses the proposed recursive method of Section 5.2.1, solving
smaller linear equation systems at each recursion depth r. Both methods
iteratively incorporate all !n possible factorizations of the joint distribu-
tion.
The last evaluated model Mmarg makes use of the same recursive decom-
position as MBWD, LGS but calculates the interim distributions according
to (5.12).
Randomly instantiated joint distributions p(y1:n) with a sample space
sizes |Ωi|n provide the basis of the comparative evaluation. The required
conditionals can be determined using the chain-rule of probability. The
resultant conditional distributions form the basis for the reconstruction
methods. However, to simulate errors in the conditional distributions,
they are superimposed with a random process according to
pˇ(yli|y1:i−1,yi+1:n) = p(y
l
i|y1:i−1,yi+1:n) + ǫ, ∀l ∈ 1, . . . , |Ωi|, (5.32)
where ǫ represents a random number in the interval [0, 0.05] drawn from
a uniform density.
The same random process is used to affect the marginal distributions
pˇ(yi|yi+1:n) with errors in the same magnitude of ǫ. The addition of a pos-
itive error term preserves the non-negativity of the distributions. However,
they will no longer sum up to one. To restore this property the altered
distributions are normalized afterwards.
The four models reconstruct a joint distribution pˆ(y1:n) that approximates
the starting distribution p(y1:n).
A popular measure for quantifying the dissimilarity of probability distri-
butions is the Kullback-Leibler divergence, [16]. It is therefore well suited
to quantify the difference between the concise starting joint distribution
p(y1:n) and the reconstructed joint distribution pˆ(y1:n), based on the er-
roneous conditional distributions.
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The Kullback-Leibler divergence for discrete distributions is given by
KL(p|pˆ) =
∑
y1:n∈Ω1:n
p(y1:n) ln
(
p(y1:n)
pˆ(y1:n)
)
.
The process of randomly initiating joint distributions, calculating their
conditionals, artificially adding noise to them, reconstruct the joint dis-
tribution and determine the resultant Kullback-Leibler divergence is re-
peated for different numbers of random variables i and sample space sizes
|Ωi|. For each distinct combination (i, |Ωi|) 4000 randomly chosen joint
distributions are reconstructed.
Fig. 5.3 (a) shows the development of the KL(p|pˆ) for increasing sample
space sizes |Ωi| while the number of random variables i = 2 remains con-
stant. The curves show that the reconstruction method based on solving
linear equation systems (MLGS,MBWD, LGS) cope better with erroneous
conditional distributions than models Mdecomp and Mmarg. Moreover,
the evaluation outlines that there is no significant difference between re-
constructing the joint distribution with one equation systems (MLGS) or
several smaller equation systems (MBWD, LGS). Fig. 5.3 (b) shows similar
results for an increasing number of random variables i while leaving the
sample space size |Ωi| = 2 constant. Moreover, the comparison of both
figures outlines that the increase in sample space size has a more severe
impact than an increase in the number of random variables. E.g. the
overall sample space size |Ω|1:n is identical for |Ωi| = 8 in (a) and i = 6 in
(b), while the dissimilarity for the larger sample space size in (a) is larger.
This observation can be explained by the stronger relative influence of
the error term ǫ for larger sample space sizes. The error term is added for
each event of yi in (5.32). However, for increasing sample space sizes the
probability values tend to take on smaller values while ǫ remains constant.
This leads to an increasing distortion of the conditional distributions. In-
creasing the number of random variables while leaving the sample space
size constant is not subject to this effect and the overall error remains
on a significantly lower overall level. In fact the reconstruction methods
based on solving linear equation systems are almost not effected by the
increasing number of random variables.
The reason for them to perform better than Mdecomp when confronted
with erroneous conditional distributions is due their averaging character-
istic. Taking a closer look at the coefficient matrices A of (5.8) and (5.17)
reveals each reconstructed probability value is a sum over all probability
values where all !n possible decompositions of the factorization of p(y1:n)
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Figure 5.3: (a) Shows the mean Kullback-Leiber divergence for an increasing
sample space sizes |Ωi| and for a constant i = 2 for 4000 runs. (b) Shows the
mean Kullback-Leiber divergence for an increasing number of random variables
i and a constant |Ωi| = 2 for 4000 runs. The curves of models MLGS and
MBWD, LGS are overlapping
are incorporated. This leads to a beneficial averaging effect. In contrast,
model Mmarg suffers from equating different factorizations ((5.11)), since
for erroneous conditional distributions this equation does not hold true.
This distorts the resultant distribution. Moreover, it does not necessarily
sum up to one. Not taking into account this possibility has an drastic
effect on the KL(p|pˆ). Therefore, in the above evaluations this has already
been compensated.
These results demonstrate that the proposed reconstruction methods,
based on solving linear equation systems are beneficial when confronted
with erroneous conditional distributions. However, directly calculating
the missing marginal distributions as being done for Mmarg scales more
favorably. Hence, the different reconstruction methods offer advantages
either in robustness or computational complexity.
5.4 Stochastic Independencies
The presented methods for reconstructing joint probabilities from complete
conditional distributions are based on completely interdependent random
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variables. While it is the most general assumption it is nevertheless possi-
ble and quite likely that settings are encountered where distinct stochastic
independencies exist. This means that the complete conditional distri-
butions do not have all remaining random variables b1:i−1 and bi+1:n in
their conditional, but a subset of it. Therefore, this section discusses pos-
sibilities to incorporate such a priori knowledge into the reconstruction
process. This can be achieved by replacing each of the random variables
in the Markov blanket of random variable i. By doing that, each present
complete conditional p(bi|b1:i−1,bi+1:n), in any of the presented methods
for reconstruction joint probability distributions, can be replaced by a con-
ditional only depending on its Markov blanket MB(bi). This can be done,
since
p(bi|b1:i−1,bi+1:n) = p(bi|MB(bi)).
The set of random variables of b1:i−1,bi+1:n that specify the Markov blan-
ket of bi depends on the presence and type of dependencies between bi and
all remaining elements b1:i−1,bi+1:n.
A convenient way of finding a random variable’s Markov blanket is to de-
rive it from the causal graph of random variables 1, . . . , n. A causal graph
illustrates the causal dependencies between random variables [87]. Fig.
5.4 shows two different scene layouts with different causal dependencies.
The authors of [96] state the relationship of casual graph structures
and resultant probabilistic independencies, i.e. how to determine Markov
blankets. All random variables that have bidirectional dependencies with
random variable bi belong to the Markov blanket MB(bi). In the case of
unidirectional dependencies two types of connections between two random
variables are possible. If bi is causally dependent on some variable b\i,
b\i is said to be its parent. The other way around, if some variable b\i is
(a)
2
1
3
(b)
1
2 3
Figure 5.4: (a) Example where the causal dependencies are distinctly decom-
posable. The green car’s behavior depends on the two vehicles on the road with
priority. The blue vehicle depends on the behavior of the preceding vehicle,
while the red car is independent from the two other vehicles. Part (b) shows a
highway entering scene an example for an interdependent case.
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causally dependent on bi, b\i is said to be its child. The Markov blanket
of MB(bi) is composed of bi’s parents, its children and its children’s
parents in the case of directed dependencies [16]. At first glance, it is
surprising that the conditional of complete conditional cannot simply be
replaced by its parents. This is due to the fact that even though bi is not
causally dependent on its children, the knowledge of their state allows
for conclusion on the distribution of bi, i.e. the symmetry of stochastic
dependencies. However, this is only possible if also the state of bi’s
children’s parents is considered, since the state of bi’s children is equally
dependent on their other parents. This phenomenon is also referred to as
explaining away, [88].
Fig. 5.5 shows two artificially created causal dependencies graphs.
The example emphasizes the influence of different causal dependencies
(a)
b1
b2
b3
b4
b5
(b)
b1
b2
b3
b4
b5
Figure 5.5: Two different set of dependencies displayed by a probabilistic
graphical model.
between random variables on their corresponding Markov blanket. The
models only differ in the type of connection between b1 and b3. For model
(a) the MB(b1) = {b2, b3, b4}, whereas the Markov blanket of b1 for model
(b) is composed of MB(b1) = {b3, b4}. This is a quite remarkable result as
an additional dependency actually reduces the cardinality of the variables
b1 is conditioned on.
Regardless of the dependencies, the proposed reconstruction methods
can be straightforwardly used by simply replacing the complete condition-
als with the conditionals only dependent on the corresponding Markov
blanket. The proposed framework uses learned models for determining
the complete conditional distribution of random variable bi. Hence, these
models can directly be based on MB(bi) during the design process.
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5.5 Experimental Results
Lane changes are cooperative maneuvers that mainly occur on highways.
This cooperative character gets reinforced on highway entering scenarios,
where the vehicles are forced to perform a lane change before the on-
ramp ends. Thus, the following evaluation compares the performance of
the proposed fully interaction-respecting approach compared to a set of
different possibilities to model joint distributions on these scenarios.
The used data is extracted from the NGSIM real-world data set introduced
in detail in Section 2.3.1. 1070 lane change scenarios are extracted.
5.5.1 Complex Highway Scenario
Entering scenarios involving three traffic participants are extracted: one
vehicle on the on-ramp and two nearby vehicles on the most right lane,
as illustrated in Fig. 5.6 by the three gray cars. These scenes pose an
interesting scenario where three dynamic scene entities are forced to in-
teract with each other. How these vehicles interact as a group might be
interesting for several traffic participants behind or beside this group as
well as for assistance systems in vehicles which are part of the group.
According to Section 4, three possible situation hypotheses are defined
based on the combination of typically expected behavior patterns of each
scene entity.
For each vehicle on the rightmost lane (2, 3) one random variable b2
respectively b3 is defined. The scene allows for three expressive longitu-
dinal behavior patterns in relation to the expected longitudinal position
obtained by a kinematic extrapolation for a prediction horizon of ∆t
lxpcd(t,∆t) =
1
2
a(t)∆t∆t+ v(t)∆t,
1v1
2v2 3v3
∆d1−2,∆v1−2 ∆d1−3,∆v1−3
∆d2−3,∆v2−3
Figure 5.6: Investigated scenario consistent of three scene entities. Addition-
ally, the extracted relative features are shown.
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where a(t) and v(t) correspond to the currently measured acceleration and
velocity at prediction time t. The typical behavior patterns are defined
by comparing lxpcd(t,∆t) with the actual observed longitudinal position
l(t+∆t) at the end of the prediction horizon. If l(t+∆t) is not within a
typical car length (∼ 4m) around lxpcd(t,∆t) it is either a decelerated (−−)
or accelerated (++) behavior pattern compared to the otherwise expected
behavior pattern (xpcd). The sample spaces Ω2 and Ω3 are identically
composed of the events
Ω2 = Ω3 = {−−, xpcd,++},
are illustrated in 5.7 (a).
Regarding vehicle 1, it is of interest in front of which vehicle (2 or 3)
it is going to merge or if no merge is performed during the observed time
horizon ∆t. Thus, the sample space Ω1 is composed of
Ω1 = {betw, front, no},
and is illustrated in Fig. 5.7 (b). Merging scenarios where vehicle 1 enters
the highway behind vehicle 3 are not considered, i.e. took not place during
the time horizon of ∆t = 5s The set of possible hypotheses Ω1:3 is instan-
tiated by all possible event combinations Ω1:3 = Ω1×Ω2×Ω3 resulting in
|Ω1:3| = 27 situation hypotheses.
Cases are extracted for vehicles on the on-ramp of the Interstate-80 data
for a prediction horizon of ∆t before a lane change (tch) or no lane change
(tno,ch). The point in time where vehicle 1 has completely entered the
rightmost lane specifies tch. Additionally, examples for no lane change
maneuvers are extracted. For these cases tno,ch is specified by a randomly
chosen time assuring at least tch −∆t > tno,ch. The states at t = tch −∆t
(respectively t = tno,ch − ∆t) are extracted for vehicle 1 as well as the
two nearest vehicles on the rightmost lane at t. The extracted cases are
categorized according to the hypotheses Ω1:3. Appendix A.4 shows the
detailed distribution over the situation occurrences.
Evaluated Models
This evaluation benchmarks the proposed approach for reconstructing the
joint probability distribution p(b1, b2, b3|x). It uses the backwards recur-
sion discussed in Section 5.3.2 and is referred to as Mrecons. The con-
ditional distributions (p(b1|x, b2, b3), p(b2|x, b1, b3), p(b3|x, b1, b2)) are the
base for the reconstruction process and are learned from the extracted
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data. Section 5.5.1 discusses the learning process. The joint probabil-
ity distribution is obtained by calculating the partial joint distribution
p(b2, b3|x, b1)∀b1 ∈ Ω1, based on the complete conditionals p(b2|x, b1, b3)
and p(b3|x, b1, b2). Afterwards the target joint distribution results from
combining p(b1|x, b2, b3) and the calculated partial joints p(b2, b3|x, b1) in
the previous step.
In order to benchmark the proposed framework, a model directly ap-
proximating p(b1, b2, b3|x)
Mdirect : p(b1, b2, b3|x), (5.33)
is trained. This model serves as reference. However, it should be noted
that it is especially targeted at only the exact scenario that is investigated
here. In general, it suffers from the problems discussed in Section 4.1.2.
Additionally, two models are created for reconstructing p(b1, b2, b3|x)
from single-entity-based conditional distributions. They rely on modeling
only subsets of the present dependencies between the three vehicles.
First, a model is created that uses a decomposition obtained by the chain
rule of probability:
Mdecomp : p(b1|x, b2, b3)p(b3|x, b2)p(b2|x). (5.34)
(a)
1/2
lxpcd(t,∆t)
b2/3 = −−b2/3 = xpcdb2/3 = ++
(b)
1
b1 = no
b1 = front b1 = betw
2 3
Figure 5.7: (a) the three possible behavior patterns/events for vehicle 2 and
3. The kinematic extrapolated position lxpcd(t,∆t) is indicated by the square.
Possible behavior patterns/events based on the actual observed l(t + ∆t) are
indicated by the transparent blue vehicles. (b) the three possible events of ve-
hicle 1. The transparent blue vehicles indicate each possibly occurring behavior
pattern/event at time t+∆t.
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The chosen decomposition focuses on explicitly modeling the most promi-
nent dependencies. Thus, the dependency of vehicle 1 on vehicles 2 and 3
on the on-ramp, as well as the dependency of vehicle 3 of its direct prede-
cessor, i.e. vehicle 2. Thus, p(b3|x, b2) and p(b2|x) correspond to marginal
distributions rather than single-entity maneuver predictions.
Second, a model making the assumption that the scene entities behave
completely stochastic independent (b1 ⊥ b2 ⊥ b3) from each other is eval-
uated
Mindep : p(b1|x)p(b2|x)p(b3|x), (5.35)
where no direct dependencies between the vehicles are respected. This
represents a strong assumption, since it can not be assumed that vehicles
do not take possible future maneuvers of their surrounding vehicles into
account in such a scenario.
Learning (Conditional) Probability Distributions
For each of the conditional probability distributions present in models
Mrecons, (5.34) and (5.35), a probabilistic multiclass classifier, where each
possible class corresponds to a possible event of the particular sample space
Ωi, is trained. As |Ωi| = 3 for i = 1, . . . , 3, each classifier has 3 possible
classes. The classifier for directly approximating p(b1, b2, b3|x), given by
model (5.33), consists of |Ω1:3| = 27 classes.
A logistic regression is a suitable candidate for determining each of the
needed conditional probability distributions, as well as for the classifier
directly approximating p(b1, b2, b3|x). The logistic regression is particular
suitable since the obtained posterior probability distributions over the pos-
sible classes are in general well calibrated [85]. This is beneficial in terms
of the actual interpretability of the probabilities as well as for the quality
of the reconstruction. Besides this, it has other advantages like its train-
ing and run-time speed as well as the natural extensibility to multinomial
classification problems.
The used feature vectors correspond to the information present in the
conditional of the approximated probability distributions. They consist
of a common part x representing the observable scene information. This
information is identical for each trained logistic regression, ensuring the
comparability of the evaluated models, regardless of the underlying inde-
pendence assumptions. This means that e.g. the logistic regression for
determining p(b2|x), assuming b2 ⊥ b1 ⊥ b3, nevertheless uses relative
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kinematic features dependent on scene entities 1 and 3. The common
scene information is given by
x = [v1, v2, v3,∆d1−2,∆d1−3,∆d2−3,∆v1−2,∆v1−3,∆v2−3]
T (5.36)
where ∆d1−2,∆d1−3,∆d2−3 correspond to the relative longitudinal dis-
tances (i.e. the distance if they where in fact on the same lane). These
can be obtained by a perpendicular projection of the vehicles’ position on
the rightmost lane. ∆v1−2,∆v1−3,∆v2−3 correspond to relative longitudi-
nal velocities between scene entities. Fig. 5.6 illustrates the construction
of the used features.1 Acceleration information did not result in higher
prediction accuracies for the investigated scenarios and was therefore not
being used.
Additionally to the common present scene information x, a categorical
variable for each entity in the conditional (if present) is added represent-
ing the different behavioral options of that entity and expressing their
interdependence.
In order to take the unevenly distributed situation observations from
Fig. A.4 into account, all models are trained weighting the importance
of each case with the inverse of its overall situation hypothesis prototype
occurrence.
Evaluation
The evaluation is performed using a 4-fold stratified cross validation ex-
tracted observations. The ROC curve is a suitable metric to compare the
different models, as it allows for comparing the quality of the obtained
joint probability distributions. Moreover, it also takes the false positives
into account. The false positive rate plays an important role for intel-
ligent vehicle applications, as users typically get easily annoyed by false
warnings. For this general evaluation no specific application is assumed
and hence no minimum reliability (TPR) or maximum number of false
warnings (FPR) specified. Thus, the ROC curve and its respective AUC
provide the most objective metrics. Section 2.4 introduced these metrics
in detail.
The ROC performance for a prediction horizon ∆t = 5s is evaluated.
Fig. 5.8 shows the corresponding ROC curves and Tab. 5.1 contains
detailed information regarding the AUC s for all investigated models.
1The used features are not specific to the sensory setup of the NGSIM data set. The
same information could also be abstracted from more traditional setups, e. g. IMU
and radar/laser detectors).
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Figure 5.8: ROC for the different investigated models for estimating
p(b1, b2, b3|x)
The gap between the performance of the proposed model Mrecons and
Mdirect is a result of the high complexity of its target space.The classifier
for determining p(b1, b2, b3|x) needs to directly discriminate between 27
classes (situation hypotheses). This is a drastic increase in target space
dimensionality compared to the models for obtaining the complete con-
ditionals (3 classes each) of Mrecons and explains the performance dif-
ferences. In theory, these systems should perform on similar levels for
sufficiently large data sets and a more complex classification algorithm for
model Mdirect. However, models directly estimating p(b1, b2, b3|x) are not
suited for variable traffic.
Fig. 5.8 shows a clear performance advantage of model Mrecons com-
pared to the modelMindep assuming stochastic independence. This result
underlines that it is beneficial to explicitly model interactions in traffic sce-
narios with more than one vehicle and that the assumption of stochastic
independence needs to be verified beforehand.
Moreover, the ROC performance of the proposed model Mrecons and
Mdecomp are difficult to separate based on the curves in Fig. 5.8. This
is not unexpected considering that both models respect interactions and
decompose the determination of the joint probability distribution into
smaller subproblems. Moreover, the probability decomposition of directly
Mdecomp models the most prominent interaction patterns of the scene.
This means that for most scenarios the vehicle on the on-ramp is influ-
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Ω1:3 Ω
6⊥
1:3
AUC rel. increase AUC rel. increase
Mrecons 82.7 - 84.0 -
Mdirect 78.4 5.36 81.5 3.07
Mdecomp 82.7 0.00 82.3 1.32
Mindep 80.1 3.12 81.5 3.07
Table 5.1: Relative performance increase of model Mrecons compared to the
three benchmark models in %.
enced by the vehicles on the entering lane and the vehicle in the rear is
influenced mostly be the vehicle in front. However, it is expected that
the proposed model performs better in more complex scenarios with more
situation hypotheses where it is more challenging to learn the marginal
distributions of model Mdecomp and interactions have no preferred direc-
tion.
For this reason, Tab. 5.1 additionally shows the results on a subset of the
situation hypotheses Ω 6⊥1:3 that show interactions patterns that are not di-
rectly modeled by Mdecomp. The subset Ω
6⊥
1:3 consists of the 6 hypotheses
{2, 3, 6, 9, 11, 20}. Hypotheses {2, 11, 20} are characterized by the vehicle
on the on-ramp performing a lane change in front of vehicle 2, which in
turn performs a deceleration maneuver. Hence, the direction of this in-
teraction is not directly modeled by the marginal distribution p(b2) the
maneuver of vehicle 2’. Likewise, hypotheses {3, 6, 9} are characterized by
a merging maneuver in front of vehicle 3, which in turn needs to perform a
deceleration maneuver. This interaction is only modeled indirectly in the
marginal of p(b3|x, b2). Consequently, the comparison of Tab. 5.1 for the
subset Ω 6⊥1:3 shows that the performance ofMdecomp decreases compared to
the proposed Mrecons that models interactions directly in both directions
in its complete conditional distributions.
Thus, the evaluation on the complex highway scenario shows that it
is beneficial to model interactions and to decompose the recognition task
into smaller sub problems. Moreover, the proposed universally applicable
reconstruction method performs at least on the same or a higher level
compared to dedicated joint probability decompositions while having the
advantage to be adaptable to variable traffic scenes.
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5.5.2 Comparison to Gibbs Sampling
Section 4.3 stated that the reconstruction of joint probabilities using sam-
pling techniques is associated with several issues, the most prominent being
the high computational demands and the difficulty to estimate convergence
progress. The following evaluation concentrates on the concrete perfor-
mance differences and compares the computational effort of the proposed
analytic reconstruction methods to Gibbs sampling with different sample
sizes. The evaluated setting, learning algorithms, and cross-validations are
identical to those in the evaluation of Section 5.5.1.
The implemented Gibbs sampler follows the procedure of (4.6). Its
resulting AUC is calculated for a prediction horizon of ∆t = 5s with an
increasing number performed iterations T . In each iteration τ one sample
for each of the 3 random variables is drawn. The statistics of the resulting
Markov chain are calculated according to (4.7). 50 runs are conducted
for each sample size to obtain statistically reliable results on the 1070
investigated scenarios.
Fig. 5.9 shows the AUC histograms for different sample sizes with
50 runs each. For small sample sizes the resultant AUC s do not reach
the baseline performance of the analytic reconstruction schemes and are
comparable to models that assume stochastic independence (see Tab. 5.1
for details). Moreover, they show a large deviations over 50 performed
runs.
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Figure 5.9: Histograms regarding resultant AUC for the conducted 50 runs
for each investigated sample size.
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Tab. 5.3 shows detailed mean and standard deviation of the AUC s for
successive sample sizes. Starting with 30000 drawn samples the results
of Gibbs sampling and the analytic reconstruction become comparable.
However, drawing 30000 samples is time consuming and nevertheless no
guarantee to obtain reliable results.
samples 300 900 3000 30000 base line
AUC 80.3± 0.22 81.8± 0.17 82.3± 0.09 82.6± 0.03 82.6
Table 5.2: Mean and standard deviations regarding resultant AUC for 50 runs
for each investigated sample size.
Tab. 5.3 compares calculation times of the reconstruction based on one
linear equation systems (Section 5.3.1), the recursive backward calculation
(Section 5.3.2) as well as Gibbs sampling for different sample sizes. All
implementations and calculations are done in python on one core (Intel
Xeon @3.7Ghz) of a consumer grade PC.
Tab. 5.3 reveals that Gibbs sampling takes significantly more time com-
pared to both of the proposed reconstruction methods. For a sample size
of 30000, most likely resulting in a competitive performance, the calcula-
tion time increases by over 544 times. Summing up, sampling techniques
Analytic Gibbs sampler
one recursive 300 900 3000 30000
time 1.21ms 1.53ms 7.89ms 20.7ms 65.3ms 659ms
relative increase 1 1.264 6.52 17.10 53.96 544.62
Table 5.3: Average calculation times for 100 repeated calculations for one joint
probability reconstruction of the evaluation in Section 5.5.1 in ms. The second
row shows the increase in calculation time in relation to the reconstruction based
on one linear equation system.
for reconstruction joint probabilities can yield comparable results, how-
ever, the computational effort is much higher. Thus, the proposed ana-
lytic reconstruction schemes are preferable over sampling techniques for
the application in situation recognition systems.
5.5 Experimental Results 117
5.5.3 Combination with Pairwise Probability
Coupling
This evaluation investigates the combination of the variable discriminative
maneuver estimation framework of Chapter 3 with the interaction-aware
situation reconstruction of this chapter.
Section 4.2.1 stated that decomposing the joint probability distribution
p(b1, . . . , bn), i.e. the target interaction-aware situation recognition, into
complete conditional distributions offers the advantage of being easily
adaptable to changing traffic scenes if the underlying probabilistic classi-
fication models use the pairwise probability coupling approach of Chapter
3. For this reason, the following conducts mostly the identical evaluation
as in Section 5.5.1, but instead of training a multiclass logistic regression
that directly estimates the maneuvers of each vehicle a set of binary OvO
classifiers are trained and combined using pairwise probability coupling.
This model is referred to as Mpair
The three possible maneuvers Ω1 = {betw, front, no} of vehicle 1 on
the entering lane lead to three possible binary maneuver combinations
Ω1,21 = {betw, front}, Ω
1,3
1 = {betw, no} and Ω
2,3
1 = {front, no}. Thus,
a logistic regression for each binary combination is trained that esti-
mates the binomial distributions p1,2(b1|b2, b3,x), p
1,3(b1|b2, b3,x) and
p2,3(b1|b2, b3,x). The feature vector x is identical to (5.36) and the in-
corporation of other vehicles’ behaviors via categorical variables is the
same as in Section 5.5.1.
In the same way, models for the maneuver combinations Ω1,22 = Ω
1,2
3 =
{−−, xpcd}, Ω1,32 = Ω
1,3
3 = {−−,++} and Ω
1,2
2 = Ω
1,2
3 = {xpcd,++} of
vehicles 2 and 3 are trained.
Hence, there are three binary classifiers for each traffic participant that are
trained completely separately without incorporating knowledge on what
situation hypotheses are possible in the overall scene.
During run-time, two subsequent calculations determine the target joint
probability distribution p(b1, b2, b3|x). Fig. 5.10 shows the architecture of
the recognition framework. First, based on each traffic participants’ pos-
sible maneuver alternatives and their pairwise combinations, the corre-
sponding binary classifiers predict the binomial distributions that form
the basis for applying pairwise probability coupling. The results are
the complete conditional distributions p(b1|b2, b3,x), p(b2|b1, b3,x) and
p(b3|b1, b2,x) of each traffic participant. Subsequently, these are used to
reconstruct the target joint probability distribution p(b1, b2, b3|x) using the
analytic reconstruction.
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The model Mpair based on the interaction-aware reconstruction frame-
work and the variable discriminative maneuver estimation framework per-
forms with an AUC = 82.6% in the same evaluations of the experiment
conducted in Section 5.5.1. Thus, it shows nearly the identical perfor-
mance as Mrecons (AUC = 82.7%), only neglectable differences occur.
This is a remarkable result considering that Mpair reconstructs the tar-
get distribution p(b1, b2, b3|x) starting with separate maneuver predictions
discerning between two possible maneuver alternatives at a time. Conse-
quently, the performance of Mpair surpasses the performance of models
Mindep and Mdirect due to reduced model complexities and the absence
of independence assumptions.
These results demonstrate the possibility to combine both frameworks
to obtain a completely adaptable situation recognition framework without
the need for any independence assumptions.
5.6 Summary
This chapter introduced two novel analytic methods for reconstructing
interaction-aware joint probabilities based on complete conditional dis-
tributions. The first method is based on solving linear equation systems
while the second method is based on solving subproblems in a recursive
manner. The analogy to discrete Markov chains provided the foundation
1
2
3
b12 = −−
b22 = xpcd
b32 = ++
p1,2(b2|b1, b3,x)
p1,3(b2|b1, b3,x)
p2,3(b2|b1, b3,x)
p(b2|b1, b3,x)
Pairwise Coup.
b11 = betw
b21 = front
b31 = no
p1,2(b1|b2, b3,x)
p1,3(b1|b2, b3,x)
p2,3(b1|b2, b3,x)
p(b1|b2, b3,x)
Pairwise Coup.
b13 = −−
b23 = xpcd
b33 = ++
p1,2(b3|b1, b2,x)
p1,3(b3|b1, b2,x)
p2,3(b3|b1, b2,x)
p(b3|b1, b2,x)
Pairwise Coup.
p(b1, b2, b3|x)
Prob. Recons.
Figure 5.10: Procedure for using the variable discriminative maneuver esti-
mation framework with the interaction-aware joint probability reconstruction
framework on the complex highway entering scene.
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for proving the existence of the stationary distribution for both methods.
Additionally, the chapter discussed strategies for incorporating actually
present stochastic independencies in the analytic reconstruction process
and outlined that the novelly proposed reconstruction methods are
superior in terms of robustness.
The complete framework for recognizing situations with multiple, in-
teracting traffic participants was tested on a complex highway scene.
The evaluation showed the benefits of the reduced model complexities
of the entity based recognition system compared to learning a direct fully-
interaction-respecting situation recognition system and that ignoring in-
teractions leads to decreased recognition performance. Moreover, a com-
parative experiment benchmarked the proposed analytic reconstruction
methods with state of the art sampling techniques showing that sam-
pling techniques suffer from the needed sample sizes and the associated
computational effort. A final evaluation investigated the impact of using
the variable discriminative maneuver estimation framework of Chapter 3
to determine the needed complete conditionals. The results were almost
identical compared to learning these complete conditional distributions
directly using multiclass classifiers, and thus demonstrate the possibility
to combine both frameworks to obtain a completely adaptable situation
recognition framework.
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6 Situation Hypotheses
Reduction
This chapter addresses the combinatorial aspect of situation assessment.
Due to the large variability of traffic scenes, especially inner-city traffic,
the number of situation hypotheses increases quickly. This drastic increase
challenges the situation assessment itself as well as subsequent systems that
depend on the results of the situation assessment. For this reason, there is
a strong need for reducing the number of explicitly investigated situation
hypotheses.
The remainder of this chapter is organized as follows. Section 6.1 dis-
cusses the problems of situation assessment for large sample spaces and
states the contribution of this chapter. Section 6.2 proposes the approach
for reducing the number of situation hypotheses by making use of the joint
probability reconstruction methods of Chapter 5. Subsequently, Section
6.3 discusses a detailed qualitative example for applying the hypotheses
pooling technique and addresses its computational complexity. The chap-
ter closes with an evaluation investigating possibilities to apply the pro-
posed hypotheses pooling to the complex entering scenario in Section 6.4.
6.1 Problem Statement
Chapters 3 and 5 outlined problems occurring in generic traffic due to
the large variability of possible encountered scenes. The associated large
number of specialized models and the combinatorial increasing classifiers’
target spaces was tackled by decomposing the recognition task into adapt-
able single-entity maneuver predictions with a subsequent reconstruction
of the full joint probability distribution. This approach drastically reduced
both the number of needed classifiers as well as their complexity.
However, even a fixed but complex scene can easily lead to several hun-
dred situation hypotheses. Fig. 6.1 shows a scene with three traffic par-
ticipants approaching a 4-way intersection. Assuming that each traffic
participant has 3 path alternatives, with 2 characteristic temporal be-
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Figure 6.1: Traffic scene consisting of 3 vehicles at a 4-way intersection cross-
ing. Each vehicle has 3 path alternatives, assuming 2 typical longitudinal be-
havior patterns leads to 6 possible maneuvers for each vehicle. All possible
maneuver combinations result 63 = 216 situation hypotheses.
havior patterns each, already leads to 216 different situation hypotheses
(maneuver combinations). Considering that the scene of Fig. 6.1 is still
rather manageable compared to possibly encountered constellations in a
crowded inner-city scene with additional traffic participants, like pedestri-
ans or cyclists, highlights the problem.
The large sample spaces of complex scenes lead to two main challenges.
First, while the methods presented in the previous chapters break down the
complexity to small subproblems, the large sample space needs to be dealt
with at some point during the situation recognition, e.g. the coefficient
matrix of Section 5.3.1 or Section 5.3.2. This becomes computationally
demanding for large |Ω1:n|. The second problem arises in combination
with subsequent systems that rely on the results of the situation assess-
ment step, e.g. warning systems, automated braking or fully autonomous
functions. A large number of situation hypotheses pose an immense flood
of information that needs to be dealt with by those systems.
6.1.1 Contribution
The literature reviews in Section 3.1.1 and Section 4.1.1 revealed that exist-
ing approaches do not tackle general complex traffic scenarios with several
interdependent traffic participants. Thus, to the author’s knowledge there
is no previous work that explicitly addresses the problems arising from
the large number of investigated situation hypotheses in complex traffic
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scenes.
For this reason, this work proposes an approach that tackles the combina-
torics associated with situation recognition with several traffic participants
based on the reconstruction process of Section 5. A key aspect of the ap-
proach is that it does not change the underlying probability distribution.
This is important since it is theoretically possible to exclude uninteresting
maneuvers from a traffic participant’s sample space directly, e.g. using the
variable discriminative maneuver estimation framework of Chapter 3, to
tackle the combinatorics. However, such an approach completely changes
the resulting probability distribution. This is due to the reason that the
excluded maneuvers might in fact be very likely but are not represented
in the resulting probability distribution anymore. Hence, excluding them
completely results in a probability distribution that contains the relative
occurrence probabilities of the remaining hypotheses, not their absolute
occurrence probabilities.
The next section proposes an approach that summarizes several maneu-
ver into groups and performs the joint probability reconstruction on these
groups instead. This ensures that probability values of maneuvers that are
not grouped remain unchanged while the number of investigated situation
hypotheses is efficiently reduced as a real-world evaluation shows.
6.2 Hypotheses Pooling
The proposed approach for reducing the size of the sample space bases on
pooling several maneuvers (events) of one traffic participant into a new
dummy maneuver (event), e.g.
{b2i , b
3
i , b
5
i } = Ii.
Such a dummy event comprises several maneuvers, where each individual
maneuver’s probability of occurrence is not of interest but rather that
of the group as a whole. Section 6.2.1 discusses reasonable criteria for
deciding when it is appropriate to apply hypotheses pooling.
The conditional distributions the joint probability reconstruction rests
upon need to represent the distributions regarding these artificially created
events I, i.e
p(Bi = Ii|b1:i−1,b1:i+1,x)
and
p(b1:i−1,b1:i+1|Bi = Ii,x).
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Section 6.2.2 explains the details on how to calculate these distribution
based on the original complete conditional distributions.
6.2.1 Pooling Criteria
The reasons for pooling different maneuvers can be manifold and depend
on the area of application of the situation assessment.
This section gives two examples for meaningful and universally usable
pooling techniques.
Minimum Likelihood Pooling
One possibility is to group very unlikely maneuver alternatives into dummy
events based on the single-entity maneuver estimations’ results. This
means that several unlikely maneuvers are combined, each of them be-
ing almost irrelevant, e.g. being lower than chance level
p(bi|b\i,x) <
1
|Ωi|
, ∀bi ∈ Ωi.
Simply neglecting these unlikely maneuvers would lead to two main prob-
lems.
First, completely discarding the probabilities associated with the ma-
neuvers in Ii leads to unnormalized complete conditional distributions.
i.e ∑
bi∈Ωi\Ii
p(bi|b1:i−1,b1:i+1) 6= 1. (6.1)
This property plays an essential role in proving the existence of a unique
reconstructed joint probability of Section 3.2.3. Thus, the successful re-
constructing of the target joint probability is no longer guaranteed.
Second, even if it is made possible to approximate the target joint
distribution despite of (6.1) either by renormalizing (6.1) or formulat-
ing an optimization problem based on (5.17), the resulting joint distri-
bution is distorted and does not represent the same distribution than
without the hypotheses reduction. This is due to the reason that the
individual events in Ii may be unlikely but their cumulated probability∑
bi∈Ωi
p(bi|b1:i−1,b1:i+1) may represent a considerable part of their dis-
tribution p(bi|b1:i−1,b1:i+1). Hence, the individual probability values ac-
tually represent relative rather than absolute occurrence probabilities.
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Equivalent Impact Pooling
It is also possible to group maneuvers together which lead to similar
implications for the situations assessment’s overlying advanced driver
assistance system or automated driving function. These are typically
maneuvers associated with a low empirical risk that do not have any
or only minor implications on a vehicle’s behavior at all, e.g. turning
maneuvers at an intersection that do not overlap the paths of other
vehicles.
The complex highway entering scene of Section 5.5.1 displays another
possible application of equivalent impact pooling. For a safety system
assisting the entering of vehicle 1, it is important to know whether
vehicle 3 is going to perform an unexpected acceleration maneuver (event:
b3 = ++) to detect conflicting merging trajectories. In contrast, the
detailed assessment of vehicle 3 performing an expected (b3 = xpcd)
or decelerated (b3 = −−) maneuver is not crucial for the safety of the
entering maneuver since these maneuvers do not reduce the anticipated
gap in front of vehicle 3. Thus, they are pooled to one dummy event
I3 = {xpcd,−−}
These two examples for pooling strategies are not mutually exclusive.
They can be combined by introducing several dummy events Ici for dif-
ferent categories c, e.g. different associated risk categories or likelihood
levels.
6.2.2 Complete Conditional Recalculation
The pooling of several events of a random variable bi changes its sam-
ple space Ωi which affects the complete conditional distributions in two
different ways
p(bi|bj ,b\{i,j}), (6.2)
and
p(bj |bi,b\{i,j}), (6.3)
where b\{i,j} are all remaining n− 2 random variables for convenient no-
tation. Additionally, for this formal outline of the procedure, the scene
evidence x is omitted to improve readability. The concrete probability
values of these two distributions do not change for all event combinations
regarding bi 6∈ Ii. The probability value of (6.2) for an event pooled by the
dummy event Ii occurring is identical to the summation of the individual
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event probabilities
p(Bi = Ii|bj ,b\{i,j}) =
∑
b′
i
∈Ii
p(b′i|bj ,b\{i,j}). (6.4)
The calculation of (6.3), where the pooled dummy event is part of the con-
ditional, is based on the calculation of cumulative conditional distribution
p(bj |Bi = Ii,b\{i,j}) =
∑
b′
i
∈Ii
p(bj , b
′
i|b\{i,j})∑
b′
i
∈Ii
p(b′i|b\{i,j})
,
as given in [61]. Neither the partial joint p(bi, bj |b\{i,j}) nor the marginal
p(bi|b\{i,j}) are known during the reconstruction approach based on com-
plete conditional distributions.
However, decomposing the partial joint distribution of the nominator with
the chain rule of probability yields
p(bj |Bi = Ii,b\{i,j}) =
∑
bi∈Ii
p(bj |b′i,b\{i,j})p(b
′
i|b\{i,j})∑
bi∈Ii
p(b′i|b\{i,j})
. (6.5)
A closer look at (6.5) reveals that denominator is equal for all events of
bj and thus corresponds to a normalization constant for the distribution
p(bj |Bi = Ii,b\{i,j}). Hence, (6.5) is proportional to
p(bj |Bi = Ii,b\{i,j}) ∝
∑
bi∈Ii
p(bj |b
′
i,b\{i,j})p(b
′
i|b\{i,j}).
The complete conditional p(bj |bi,b\{i,j}) is a direct result from the single-
entity maneuver prediction. However, this does not apply for the marginal
distribution p(bi|b\{i,j}) but it can be determined by
p(bi|b\{i,j}) =
( ∑
b′
j
∈Ωj
p(bi|b′j ,b\{i,j})
p(b′j |bi,b\{i,j})
)−1
, (6.6)
using the principle from (5.12) to only rely on the available complete con-
ditional distribution itself. Accordingly, applying equation (6.6) leads to
p(bj |Bi = Ii,b\{i,j}) ∝
∑
bi∈Ii
p(bj |b
′
i,b\{i,j})
( ∑
b′
j
∈Ωj
p(b′i|b
′
j ,b\{i,j})
p(b′j |b
′
i,b\{i,j})
)−1
(6.7)
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for calculating the second complete conditional distribution over the re-
duced sample space Ωi. Thus, all needed cumulative distributions are
entirely specified by available complete conditional distributions.
Dependent on the pooling criteria for reducing the sample space the
calculation of (6.7) can be simplified by neglecting the influence of the
marginal p(bi|b\{i,j}) without noticeably affecting the reconstructed joint
distribution. This is a valid approximation assuming that probabilities of
p(bi|b\{i,j}), ∀bi ∈ Ii are in a similar range, e.g. as for the case ofminimum
likelihood pooling. Applying this approximation simplifies (6.7) to
p(bj |Bi = Ii,b\{i,j}) ∝
∑
b′
i
∈Ii
p(bj |b
′
i,b\{i,j}). (6.8)
6.2.3 Recursive Hypotheses Pooling
Section (5.3.2) proposed a recursive algorithm for reconstructing joint
probabilities from complete conditional distributions. The reconstruction
bases on calculating interim partial joint probability distributions. These
partial joints offer additional possibilities to apply hypotheses pooling for
reducing the sample space even further. Applying the hypotheses pool-
ing in combination with the backward recursion allows to not only pool
single maneuvers but also pool maneuver combinations over several traffic
participants. By considering maneuver combinations, the minimum likeli-
hood pooling criterion extends to combining maneuver combinations that
are unlikely given the reconstructed partial joint distributions at each re-
cursion step. This allows to reduce the number of hypotheses drastically
Fig. 6.2 shows the simplified procedure and highlights that the hypotheses
pooling is applicable at any interim step. The procedure is as follows. At
each recursion step, the complete conditionals (or partial joint distribu-
tions at later recursion steps) are checked whether certain maneuver (or
maneuver combinations from partial joint distributions over several traffic
participants) should be pooled. If pooling is a applied the complete condi-
tionals/partial joint distributions are recalculated. The following example
further clarifies the procedure.
The suggested maneuver pooling for the complex highway entering scene
can be extended to pooling maneuver combinations for interim partial
joints during the reconstruction process. Assuming the reconstruction pro-
cess starts with calculating p(b1, b3|b2,x) from combining p(b1|b2, b3,x) and
p(b3|b1, b2,x). The example in Section 6.2.1 suggested to reduce the sam-
ple space for traffic participant 3 to Ω3 = {++, I3} with I3 = {xpcd,−−}
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p(bn−1|bn,b1:n−2)
pool ?
pool ?
recalculate
recalculate
recalculate
recalculate
. . .
Figure 6.2: Procedure for applying recursive hypotheses pooling based on the
recursive backwards calculation.
when the goal of the situation assessment is to assist a save entering of
vehicle 1. This reduces the combined sample space Ω1×3 from a car-
dinality of 9 to 6. The obtained partial joint distribution p(b1, b3|b2,x)
allows for further application of the equivalent impact pooling. For ex-
ample combining all hypotheses associated where no change maneuver
occurs at all leads to Ino1×3 = {(no, I3), (no,++)}. Moreover, an additional
dummy category can be introduced summarizing maneuver combinations
where vehicle 1 is going to merge in front of vehicle 2 which makes the
detailed maneuver of vehicle 3 irrelevant for the safety of vehicle 1, i.e.
I front1×3 = {(front, I3), (front,++)}. This reduction leads to a sample space
cardinality of |Ω1×3| = 4 instead of 9, originally. Hence, the full recon-
structed joint probability distribution contains only Ω1×3 × |Ω2| = 12
hypotheses instead of 27. These capture all relevant information for the
safe highway entering of vehicle 1.
6.2.4 Partial Joints Recalculation
The conditional distributions’ recalculation for pooling partial joint events
is analogous to that for one dimensional target spaces of Section 6.2.2.
For a convenient notation of the recalculation equations it is assumed
that the random variables are numerated according to their backwards
reconstruction ordering. In the multivariate case of random variable bm:n
the dummy event Im:n contains several event combinations bjm:n.
The calculation of the partial joint distribution, having the random vari-
ables affected by the pooling in the target space, is analogously to (6.4)
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and results in a summation of
p(bm:n = Im:n|bm−1,b1:m−2) =
∑
b′m:n∈Im:n
p(b′m:n|bm−1,b1:m−2). (6.9)
The cumulative complete conditional distributions, having the multivari-
ate random variable Bm:n in their conditionals, are determined by
p(bm−1|bm:n =Im:n,b1:m−2) ∝
∑
b′m:n∈Im:n
p(bm−1|b
′
m:n,b1:m−2)
( ∑
b′
m−1∈Ωm−1
p(b′m:n|b
′
m−1,b1:m−2)
p(b′m−1|b
′
m:n,b1:m−2)
)−1
, (6.10)
or
p(bm−1|bm:n = Im:n,b1:m−2) ∝
∑
b′m:n∈Im:n
p(bm−1|b
′
m:n,b1:m−2), (6.11)
in case of assuming nearly uniform distributed values
p(bm:n,b1:m−2), ∀bm:n ∈ Im:n.
6.3 Qualitative Calculation Example
This section illustrates the details of using the recursive hypotheses pooling
on an artificial 3 random variable example. The backward recursion for
three random variables has two depths. At first, recursion depth r = 2, the
partial joint p(b2, b3|b1) conditioned on b1 is calculated while the final step
(r = 1) determines the full joint by combining p(b2, b3|b1) with p(b1|b2, b3).
The hypotheses pooling is performed for maneuver probabilities that do
not exceed the chance level.
Fig. 6.3 shows the complete conditional distributions for reconstructing
the joint probability p(b1, b2, b3). Without using any situation hypotheses
reduction technique the majority of occurrence probabilities are close to
zero. Fig. 6.4 shows the detailed joint probability distribution p(b1, b2, b3).
The first step of the recursive hypotheses pooling is to select maneuvers
of the complete conditional distributions that are used to reconstruct the
partial joint p(b2, b3|b1). This example pools maneuvers, on the basis of
the likelihood pooling, that are below chance level
I2 = {p(b2|b1, b3) <
1
|Ω2|
, ∀b1 ∈ Ω1 ∧ ∀b3 ∈ Ω3},
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Figure 6.3: Complete conditional distributions for each event combination in
their conditional. (a) p(b1|b2, b3), (b) p(b2|b1, b3) and (c) p(b3|b2, b3)
which results in I2 = {1, 2} for pooling. Pooling maneuvers of b3 is not
possible since a sample space cardinality of two events does not allow
for reasonable maneuver pooling. Thus, I3 = ∅. Hence, the complete
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Figure 6.4: Reconstructed joint probability p(b1, b2, b3) from the complete con-
ditional distributions of Fig. 6.3.
conditionals of p(b2|b1, b3) and p(b3|b2, b1) need to be recalculated on the
reduced sample space of Ω¯2 = {1, I2} while Ω3 remains unchanged. The
cumulative complete conditional p(b¯2 = I2|b1, b3) is determined using (6.4)
as well as p(b3|b¯2 = I2, b1) using (6.8). Fig. 6.5 shows the recalculated
cumulative complete conditional distributions.
With the calculation of the partial joint p(b¯2,b3|b1), based on the newly
obtained p(b¯2|b1, b3) and p(b3|b¯2, b1) the first reconstruction step is final-
ized. Fig. 6.6 displays the resultant partial joint distribution.
The last reconstruction step combines the partial joint distribution
p(b¯2, b3|b1) with the up to now considered complete conditional distribu-
tion of p(b1|b¯2, b3). The calculation starts with identifying possible ma-
neuver (or maneuver combinations in the case for p(b¯2, b3|b1)) for pooling.
The distribution of p(b1|b2, b3) does not offer the possibility to combine
maneuver alternatives on the condition of being under chance level for all
b2 ∈ Ω2 and b3 ∈ Ω3. However, the partial joint distribution p(b¯2, b3|b1)
allows for combining the event combinations I2:3 = {(I2, 1), (I2, 2), (3, 1)}.
Hence, the complete conditionals of p(b1|b¯2:3) and p(b¯2:3|b1) need to be
recalculated on the reduced sample space of Ω¯2:3 = {(3, 2), I2:3} while the
sample space Ω1 remains unchanged. The cumulative complete conditional
p(b¯2:3|b1) is determined using (6.9) as well as p(b1|b¯2:3) using (6.11).
Fig. 6.7 shows the resulting cumulative conditional distributions.
With the calculation of the target joint distribution p(b1, b¯2:3), based on
the newly obtained p(b¯2:3|b1) and p(b1|b¯2:3) the second reconstruction
step is finalized.
Fig. 6.8 shows the resulting target joint distribution while using a chance
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Figure 6.5: Recalculated conditional distributions for the pooled events I2 =
{1, 3}. (a) p(b¯2|b1, b3) and (b) p(b3|b1, b¯2).
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Figure 6.6: Reconstructed partial joint distributions p(b¯2, b3|b1) for all event
combinations of b1 ∈ Ω1.
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Figure 6.7: Recalculated conditional and partial joint distributions for pooled
event combinations I2:3 = {(I2, 1), (I2, 2), (3, 1)}. (a) p(b1|b¯2:3) and (b)
p(b¯2:3|b1).
level based hypotheses pooling during the reconstruction process. The
sample space of |Ω1:3| = 12 has been reduced to a pooled sample space of
cardinality |Ω¯1:3| = 4 without changing the probability values of the most
likely events (b¯1:3 = (1, 3, 2) and b¯1:3 = (2, 3, 2)) of the reconstructed
joint distribution of Fig. 6.4.
The event probability values effected by the reduction can be uniformly
spread over the original sample space leading to an approximated full joint
distribution. Fig. 6.9 shows the resulting distribution and illustrates that
the probability values of the two most likely events ((1, 3, 2), (2, 3, 2)) in the
fully reconstructed distribution of Fig. 6.4 remain unchanged. Thus, the
sample space has been drastically reduced from a cardinality of |Ω1:3| = 12
to |Ω¯1:3| = 4 while not changing the relevant characteristics of the prob-
ability distribution. A smaller pooling threshold would have summarized
fewer events and event combinations, preserving more of the original prob-
ability values but also concomitantly increasing the resultant sample space
size.
Computational efficiency
Each reconstruction step leads to solving a linear equation systems of type
(3.14). Using a Gaussian elimination algorithm corresponds to a compu-
tational complexity of O(m3), where m corresponds to the sample space
size. The detailed number of operations (multiplication, addition, divi-
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Figure 6.8: Final reconstructed joint probability distribution p(b1, b¯2:3) on the
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Figure 6.9: Restored joint probability distribution by uniformly distributing
the pooled situation hypotheses probability values of distribution p(b1, b¯2:3).
sion, subtraction) approximate to 2m
3
3 according to [37]. Thus, solving
the complete sample space (|Ω1:3| = 12) without any reduction leads to
1152 operations.
The recalculation of conditional distributions, either (6.2) or (6.8), needs
|Ii||Ω\i| operations. In the first recursion step |Ω1| linear equation systems
with 2|Ω¯2×3|
3
3 ≈ 42 operations to solve each linear equation system and 16
operations to setup the linear equation systems. Additionally, recalculat-
ing the complete conditionals takes 12 operations. The complete effort
for the first recursion step amounts to 128 operations. The second recur-
sion step consists of solving a linear equation system with 2|Ω¯1:3|
3
3 ≈ 42
operations required with 16 additional multiplications to set up the linear
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equation systems. Additionally, the overhead for recalculating the par-
tial joint p(b¯2, b3|b1) and complete conditional p(b1|b¯2, b3) is 16 operations.
Hence, the complete effort for the backwards recursion amounts to 202
overall operations. This is significantly lower than the 1152 operations
without any hypotheses pooling techniques and corresponds to a reduc-
tion of the computational effort of 82%.
The reduction in computational effort when relying on the more efficient,
yet also more incompatibility-sensitive, direct solution of the reconstruc-
tion problem (see Section 5.2.1) still accounts to 15% compared to the
1152 operations needed when not using any reduction technique.
Thus, the proposed hypotheses pooling techniques yield a significant
reduction in target sample space cardinality and a concomitant reduction
of computational effort. The potential for reducing the computational
complexity decreases further with increasing number of random variables
n and sample space cardinality.
6.4 Experimental Results
This section investigates the impact of applying recursive reconstruction
process with a minimum likelihood pooling criteria to the complex
entering scene evaluated in Section 5.5.1. The objective is to investigate
the performance differences when applying hypotheses pooling to unlikely
situations with varying minimum likelihood thresholds. The thresholds
for pooling hypotheses result from multiplying the particular chance level
at each recursion step 1|Ω| with a factor β in the range (0, 1).
To calculate the AUC on the complete original sample space of |Ω|1:3, the
pooled situation hypotheses are uniformly distributed in the same way
as in Fig. 6.9 of the qualitative example. By doing so, the probability
values of the pooled situation hypotheses do represent approximations
of those resultant from a full reconstruction over the complete sample
space. However, it is expected that this has only a minor impact on the
overall quality of the reconstructed joint distribution since the individual
probability values of the not pooled situation hypotheses are unaffected.
Tab. 6.1 shows the performance results for applying the hypotheses
pooling with different prefactors β. The table depicts different βs
associated with their AUC , their mean sample space cardinality |Ω1:3|,
as well as their standard deviation σ. The standard deviation quantifies
how much the uniformly distributed pooled probability values differ from
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Eq. (6.11) (approx.) Eq. (6.10)
β AUC σ |Ω¯1:3| AUC σ |Ω¯1:3|
0 82.6 ±0.00 27.0 82.6 ±0.00 27.0
0.2 82.4 ±0.05 23.3 82.4 ±0.05 23.3
0.4 82.0 ±0.22 20.4 82.1 ±0.23 20.4
0.6 81.4 ±0.50 17.2 81.6 ±0.52 17.3
0.8 79.9 ±0.95 13.2 80.2 ±0.98 13.2
1 77.2 ±1.52 9.6 77.1 ±1.62 9.6
Table 6.1: Table showing the impact of different prefactors β on the AUC
performance, the standard deviation σ and the mean sample space size |Ω¯1:3|.
Additionally, the table opposes the performance differences in using the approx-
imation of (6.11) and the full recalculation of (6.10).
those calculated by the full reconstruction process. Moreover, Tab. 6.1
shows the differences of using the approximation of (6.8) compared to the
formal recalculation of (6.7).
These results support the hypothesis that the approximation errors
made by recalculating the pooled conditional distributions according to
(6.8) do not significantly influence the quality of the reconstructed joint
probability distribution. Additionally, the AUC decreases as well as the
standard deviation σ increases for larger pooling thresholds. The reason
for this is as follows. Larger pooling thresholds promote the pooling of
comparitively likely situation hypotheses (almost at chance level). Thus,
if the situation assessment is slightly off and the actual occurring situa-
tion hypotheses gets pooled, its probability value is underestimated as a
consequence of distributing the probability values over all pooled situa-
tion hypotheses, uniformly. In similar way, hypotheses’ probability values
that would have been actually below the level of the uniform distributed
values are overrated and can lead to false positives. However, the AUC
decreases only for larger thresholds (β > 0.6) to levels comparable to those
of the alternative models evaluated in Section 5.5.1. Thus, the hypotheses
pooling provides noticeable reduction on computational complexity while
still outperforming competing approaches. For example β = 0.2 leads to a
AUC decrease of 0.2% while at the same time reduces the sample space on
average from 27 to 23.33. This corresponds to a reduction of the needed
operations for solving the linear equations systems by at least 35%, only
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taking the effort for solving the linear equation system at the last recursion
step r = 1 into account.
6.5 Summary
This chapter stated the need for approaches that are able to tackle the
combinatorics associated with recognizing situations consisting of several
traffic participants. The method suggests to combine maneuvers that are
probably not interesting for the overall situation assessment by calculating
the cumulative distribution of these events. By doing so, no maneuvers
are neglected completely and the characteristic of the resulting probability
distribution is preserved. This is achieved by recalculating the complete
conditional distributions for the combined maneuver events and recon-
structing the joint distribution afterwards. This leads to a reconstructed
joint probability distribution where the probability values for the hypothe-
ses that are not affected by the hypotheses reduction are not altered. The
potential for decreasing the computational effort can be further increased
when applying the recursive reconstruction scheme of Chapter 5.
After the formal outline of the procedure, the chapter provided a detailed
qualitative example on how to apply the hypotheses pooling followed by a
evaluation that highlighted the potential for complexity reduction on the
complex real-world highway-entering scenario.
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7 Conclusion
The main purpose of this thesis was to tackle challenges regarding complex
situation recognition for the application in next generation ADAS and
automated driving functions. This chapter summarizes the main results
of the thesis and outlines possible directions for future research activities.
7.1 Summary
Future ADAS and automated driving promise to increase safety while
simultaneously relieving stress on the driver. This work stated that to
fulfill these promises, situation recognition systems need to be applicable
to a large variety of complex traffic scenes. This lead to the three research
questions that have been investigated throughout this work:
1. How can situation recognition systems be adapted to the currently
encountered scene?
2. How can situation recognition systems be designed so that they are
able to deal with several interacting traffic participants?
3. How can situation recognition systems scale to large number of pos-
sible situation classes?
Before the thesis at hand investigated these questions in detail, Chap-
ter 2 gave an introduction to elementary terms and their notation. The
usage and notation of probability theoretical concepts is generally affected
by many misconceptions. For this reason Chapter 2 provided a common
starting point. Similarly, the terms maneuver and situation are used with
a variety of different meanings in the ITS community. In this work a ma-
neuver is as a typical saptio-temporal behavior pattern of traffic partici-
pants and a situation is a combination of these typical behavior patterns
over several traffic participants. After clarifying the usage and notation
of these terms the chapter gave a brief description of the real-world data
sets used to evaluate the approaches of the following chapters.
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The question of how situation recognition systems can be adapted to a
currently encountered scene was addressed in detail in Chapter 3. The lit-
erature review revealed that the majority of current maneuver estimations
system can be categorized into two groups, generative and discriminative
approaches. Moreover, it was found that generative approaches tend to
deal easier with varying traffic scenes due to their probability theoreti-
cal foundation while discriminative approaches tend to provide superior
recognition performances. Thus, Chapter 3 investigated possibilities to
combine the advantageous of both categories and proposed a discrimi-
native maneuver estimation framework that is fully adaptable to varying
traffic scenes. The approach is based on a concept called pairwise probabil-
ity coupling that allows to combine binary classifiers online. Experimental
results showed that the proposed approach is not only able to construct a
potent maneuver estimation for completely unseen scenes, it also outper-
forms specialized maneuver estimation systems on complex traffic scenes
undergoing a large variability due to its efficient usage of available training
data.
The following two chapters addressed the question of how situation
recognition systems can be designed to deal with several interacting traffic
participants without losing the ability to adapt to varying scene layouts.
Chapter 4 started by revealing that very few approaches have been pre-
sented that actually consider situations consisting of several traffic partic-
ipants. Furthermore, the majority of these approaches rely on the decom-
posability of the encountered scene into concrete independence assump-
tions or are restricted to specific scenes. For this reason, the chapter pro-
posed to decompose the situation recognition into assessing each present
traffic participant individually while taking possible future maneuvers of
the other traffic participants into account without relying in any indepen-
dence or infrastructure assumptions at all. These individual maneuver
estimations can be easily adapted to changing traffic scenes, especially if
the maneuver prediction framework of Chapter 3 is utilized. The resultant
complete conditional distributions formed the basis for restoring the joint
probability distribution of the holistic situation recognition when com-
bined with probabilistic sampling techniques. However, in general these
pose problems for the application in intelligent vehicles since they are time
consuming and not deterministic.
Hence, Chapter 5 proposed two analytic reconstruction methods for restor-
ing the joint probability distribution over all traffic participants. The
methods centered around solving linear equation systems either directly
or in recursive manner. They can be applied to a variety of general discrete
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probabilistic sampling problems apart from the automotive area. More-
over, the chapter proved the existence of a stationary distribution for both
methods. The proposed interaction-aware situation recognition framework
showed its benefits on a complex highway scene with multiple interacting
traffic participants in comparison with a system that does not decompose
the scene into single maneuver predictions and a system assuming stochas-
tic independence. Additionally, a comparison of Gibbs sampling with the
proposed analytic reconstruction methods outlined their benefits in terms
of computational effort and reliability of the results. A final evaluation
outlined that the variable maneuver estimation framework of Chapter 3
can be used as basis for the interaction-aware situation recognition frame-
work enabling it to deal with varying scene layouts.
Chapter 6 addressed the question of how to deal with the rapidly
increasing number of situation hypotheses in the presence of several
traffic participants and proposed a method for reducing it. The approach
centered around calculating the cumulative distribution of uninteresting
or similar maneuver combinations before restoring the joint probability
distribution. The procedure can either be applied directly or in a recursive
manner which extends the potential for reducing situation hypotheses
even further. A real-world evaluation showed that the presented approach
has great potential for reducing the number of investigated situation
hypotheses while having only minor implications on the reconstruction
quality.
Altogether, possible solutions to the stated research questions have
been outlined in the main chapters. This thesis provides options for
adapting situation recognition systems to changing environments, pro-
posed a framework to deal with multiple interacting traffic participants,
and investigated possibilities for scaling the proposed methods to large
number of situation hypotheses. The conducted real-world evaluations
encourage the feasibility of the proposed approaches.
7.2 Future Research
Situation recognition in generic traffic is a challenging task. Despite the
promising solutions that were developed throughout this thesis there are
still opportunities for improvement that are beyond the scope of this work.
The incorporation of temporal dependencies has not been investi-
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gated as the scope of this thesis was not to push a specific application to
its absolute performance maximum. Instead it provides universally ap-
plicable approaches to tackle general problems associated with situation
recognition. Nevertheless, it can be expected that the incorporation of
temporal dependencies, i.e. the recent history regarding vehicle states, if
available, can improve situation recognition systems. These can be incor-
porated in two ways. The first possibility is to use classification methods
that can deal with time-series data like long-short term memories [49]. A
second possibility is to concatenate the reconstructed joint probabilities
of successive time steps with recursive Bayesian filters [8]. Both options
seem promising and need further investigation.
Rating the importance of interactions will be of great benefit. This
work provided a framework that does not rely on any independence as-
sumptions at all, however, there will be definitely scenes encountered where
dependencies between traffic participants’ behaviors are less important (or
completely neglectable) compared to others. Recognizing these indepen-
dencies and incorporating them into the reconstruction of joint probabil-
ities within the situation recognition considerably reduces the inference
task.
An important part for developing situation recognition systems as well
as testing them is data acquisition. The acquisition of sufficiently large
data sets for designing and testing situation recognition systems consumes
a considerable amount of time and requires a comprehensive sensory set
up. For this reason, possibilities need to be investigated that use artificially
created data, e.g. from realistic simulation environments like SUMO [68].
This includes testing the generalization capabilities of systems trained on
artificial data sets to their application in real-world scenarios. The author
and his colleagues pursued such an approach in [63] with promising results.
Another possibility is to take advantage of increasingly naturalistic driving
studies like UDRIVE [34] or SHRP2 [24]. However, when considering such
data sources the question of how to make use of these large amounts of data
arises. The majority of related work and the classification algorithms used
throughout this thesis are based on supervised learning techniques. Label-
ing large data sets takes great effort for human experts. Thus, developing
automatic label generators or using unsupervised learning algorithms pose
interesting future research fields.
In any case, this work provides a solid foundation to tackle remaining
challenges and to thrive the development of situation recognition systems
that are able to deal with generic traffic scenes while providing reliable
estimation results.
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A.1 Maneuver Estimation
A.1.1 Prototypical Velocity Profile Calculation
Labeling intersection approaches with possibly affecting traffic participants
as a “straight - free drive” and “left - free drive” relies on the similarity
to velocity profiles that were observed in completely undisturbed intersec-
tion approaches. To determine this similarity a probabilistic, prototypical
velocity profile for the “free“ intersection approaches is calculated for left
and straight going paths.
To accomplish this, all nT recorded velocity profiles, for one path al-
ternative in free drive, are resampled for equidistant distances. These
distances are chosen from −10m before and 15m after the intersection in
1m steps and are indicated by dˆ = −10m,−9m, . . . , 14m, 15m. The resam-
pling is accomplished by using linear interpolation and yields g = 1, . . . , nT
velocity profiles of the form Tg = {(vˆ1,dˆ)dˆ=−10m,...,15m}. For each dis-
cretized distance the mean
µdˆ =
1
ng
nT∑
g=1
vˆ1,dˆ,g, ∀dˆ = −10m, . . . , 15m,
and the variance
σ2
dˆ
=
1
nT
nT∑
g=1
(vˆ1,dˆ,g − µdˆ)
2, ∀dˆ = −10m, . . . , 15m,
are calculated. These two values describe a prototypical velocity for a
certain distance dˆ in free drive.
For a new trajectory’s velocity profile with velocity vˆ1,dˆ,i that needs to
be labeled, the probability of being an approach in free drive is calculated
according to
p(B1 = “free drive”|vˆ1,dˆ, µdˆ, σ
2
dˆ
) =
1
25
15m∑
dˆ=−10m
N (vˆ1,dˆ|µdˆ, σ
2
dˆ
)
N (µdˆ|µdˆ, σ
2
dˆ
)
,
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bar key/ maneuver
0 left - turn/ in front
1 left - slow down/yield
2 left - full stop/yield
3 left - influenced/preceding
4 left - free drive
5 straight - free drive
6 straight - influenced/preceding
Table A.1: Shows the mapping between maneuvers and the bars present in
Fig. A.1
where N refers to a Gaussian distribution. The intersection approach is
labeled as a free drive if the probability exceeds
p(B1 = “free drive”|vˆ1,dˆ,g, µdˆ, σ
2
dˆ
) ≥ 0.5.
A.1.2 Detailed Situation Distribution
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(f) TTI = 2.5s, 473 cases extracted
Figure A.1: Number of occurrences according to the 7 investigated maneuvers
for different Time To Intersections (TTI ). Tab. A.1 shows the bars’ membership
to their maneuvers.
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A.2 Interaction-aware Maneuver Predictions
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Figure A.2: Number of occurrences according to the 4 investigated maneuvers
of vehicle 1 for different Time To Intersections (TTI ). the bars’ membership to
their maneuvers are listed in Tab. A.1.
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Figure A.3: Number of occurrences according to the 2 investigated maneuvers
of vehicle 2 for different Time To Intersections (TTI ).
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