INTRODUCTION
Broadband content and applications such as VoIP, are small, but currently the fastest growing elements of the broadband market. VoIP could become a real threat and/or chance to incumbent fixed and mobile operators in the next few years. It has a major impact on the traditional circuit-switched telephony, initially fixed-line followed by mobile, driving telephony prices and margins down and forcing incumbent providers to consider new sources of revenue in order to compensate the continuous decline. Market players have also been focusing on triple play, or the bundling of broadband Internet access, voice and video, as a way to reduce churn with a focus on future profitability. Broadband can provide a new attractive distribution channel for content
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owners on one hand and possibility for access providers, such as telecom and cable operators, to compensate in future for decreasing revenues and eroding margins in their core business on the other. Multimedia broadband services rely heavily on content provision [1] . Today's network use the traditional architectural segmentation of the network types in core, access and user equipment domains, whereby the core is responsible for managing user requirements in terms of switching/routing, bandwidth/QoS reservations, authentication and accounting, and the access network infrastructure is typically limited to allowing connectivity of the user equipment to the core. Within service management admission control (AC) has been recognized as a convenient mechanism to provide high-quality communication by ensuring resources availability [2, 3] . Since network resources (such as buffer and link capacity) are finite and are commonly shared by connections, the role of an admission control algorithm is to determine proper resource allocation for a new flow (if it is admitted) such that service commitments made by the network to existing flows will not be violated and the QoS requirement of the new flow will be satisfied. As it requires knowledge of both the state of the network and the potential impact on existing flows upon admission of a new flow, admission control provides a mean in fulfilling the contracted service level agreement (SLA) between the user and the network provider. Its functions are also useful for network capacity planning and accounting issues.
ACCESS NODE ARCHITECTURE
In a wide area network (WAN) it is usually distinguished between core and access networks, but an end-to-end admission control scheme must be able to operate across both environments. Figure 1 illustrates a typical access network architecture where a wide range of the service mix has to be supported, whereas the service may be groomed onto different infrastructures in the core. User traffic from the subscriber passes through a residential gateway (RG) at the customer premises through a DSL line to the digital subscriber line access module (DSLAM). The DSLAM node in turn aggregates traffic from multiple subscribers into an Ethernet or ATM network. The aggregation switch aggregates further the traffic from multiple DSLAM nodes into a broadband remote access server (BRAS). The BRAS node contains an access list with the user profile. Based on this information (traffic matrix) admission control can be performed and the compliance of the service level agreement (SLA) can be verified. 
CHARACTERISTICS OF ADMISSION CONTROL MECHANISMS
The following are important high-level characteristics, which distinguish admission control approaches [4] :
The underlying network paradigm: The network model under which AC operates ranges from single-service (best effort) to multiservice architectures, following flow-or classbased paradigms. Their scope in targeting an intradomain, interdomain, and/or end-to-end solution is also different. The service type: The type of service usually depends on the characteristic of a particular application, whether they are rigid or adaptive, and whether they have quantitative or qualitative QoS targets that determine the service level guarantees to be provided. Common and similar terminology includes guaranteed vs. predictive, guaranteed vs. controlled load, and hard vs. soft real-time services. The signaling supported: The ability of the applications to explicitly inform the network about particular requirements is commonly expressed in terms of traffic profile and/or QoS requirements. This is done by using soft or hard state signaling. Signaling may occur at a higher level, for e.g., between specific nodes in distinct network domains or directly between end systems. The location of the AC decision: This aspect is related to the centralized or distributed nature of admission control. This can be further detailed depending on which nodes (e.g., all nodes or specific nodes) are involved and how they participate in the AC process. For instance, a node can make an AC decision or only collect information for some other control entity. Other important factors include the amount and type (per flow or per class) of state information kept in those nodes, and the need for coordination among them.
The characteristics of admission decision criteria: Can be determined by the nature of the algorithm i.e., whether it is link or network based, and further whether it is parameterbased, measurement-based or kind of budget based algorithm); the information used for AC, which can be based on keeping track of resource usage (usually bandwidth) or congestion indicators (e.g., explicit congestion notification [ECN] marks); and concrete AC equations, which can be based on more or less intricate theoretical concepts involving distinct control parameters, whose tuning will, in turn, influence the conservative nature of AC decisions. The overall performance of an AC approach can be further characterized by several related aspects, e.g. the ability to fulfill the QoS commitments, the efficiency of resource utilization for the service levels provided, the overhead introduced in the network data and control planes that influence scalability and the latency regarding the time it takes to make an AC decision. The ease of migration and implementation in real environments is another key point as it provided a practical perspective of the real usefulness of the AC approach.
ADMISSION CONTROL IN STANDARDISATION BODIES
Numerous approaches for realization of admission control for different technologies are available in the literature, several algorithms as well. Different standardisation bodies, institutions as well numerous large international projects deal with the problematic of admission control in IP/NGN networks. Hence, standardization bodies have rather defined some general functions of admission control or a proper framework than particularly standardized a concrete algorithm for performing admission control decision. IETF has defined a policy for admission control in [5] . This document is concerned with specifying a framework for providing policy-based control over admission control decisions. In particular, it focuses on policy-based control over admission control using RSVP as an example of the QoS signaling mechanism. Even though the focus of the work is on RSVP-based admission control, the document outlines a framework that can provide policy-based admission control in other QoS contexts. Beside general specifications on next generation network (NGN), in [6] ITU-T has defined the resource and admission control functions (RACF concept), which act as the arbitrator between service control functions and transport functions for QoS related transport resource control within access and core networks. The RACF executes policy-based transport resource control upon the request of the service control functions, determines transport resource availability, makes admission decisions, and applies controls to transport functions for enforcing the policy decisions. The policy decisions made by the RACF are based on transport subscription information, SLAs, network policy rules, service priority, and transport resource status and utilization information. For more, three admission control priority levels are recommended for telecommunications services seeking entry into NGN in [7] . In [8] , ETSI defines the functional architecture of the resource admission control sub-system (RACS). RACS is defined as a NGN subsystem responsible for elements of pol-icy control, resource reservation and admission control. In general, RACF and RACS are very similar, since the two accordant standardization bodies closely interacted in developing their architecture. RACS implements admission control to the access and aggregation segment of the network. One can imagine various types of admission control going from a strict admission control where any overbooking is to be prevented, to admission control that allows for a certain degree of over subscription or even a trivial admission control (where the authorization step is considered sufficient to grant access to the service).
CLASSIFICATION OF ADMISSION CONTROL APPROACHES
In order to identify different techniques for realizing admission control in IP networks, their main criteria and characteristics we have analyzed several classification approaches.
There is no standardized taxonomy, so there are several classification approaches in the literature. These mainly differ based on underlying technology or the location of the admission control decision. Some authors classify the approaches based on their centralized or distributed nature [4, 9] , others on the underlying technology [10] . In Figure 2 we present a taxonomy of admission control schemes, which is partially based on [11, 12] . The AC schemes are mainly classified into link and network based admission control. This is mainly a parallel to the centralized and distributed classification approach. Link admission control (LAC) takes the queuing characteristics of the traffic into account and determines the required bandwidth to carry flows over a single link without violations. This includes two different aspects. First, bursty traffic requires more bandwidth for transmission than its mean rate to keep the queuing delay low, which can be predicted by queuing formulae. Secondly, flows usually indicate a larger mean rate than required just to make sure that there is enough bandwidth available when needed. These mechanisms limit the traffic load primarily on a single link, so they are called link admission control. Parameter-based AC has been used in ATM and packet switching networks. When the user requests a connection establishment, this method performs the AC function based on the requested traffic parameters (e.g. peak rate, mean rate) of signalling messages. However, it needs a huge amount of storage for the traffic parameters and status of all the setup connections in each node through the connection. If this method is deployed in a large IP network, there are fundamental limits to the scalability of such an AC algorithm because the amount of state information and traffic parameters increases proportionally with the number of connections. To solve the scalability problem, measurement-based AC (MBAC) has been investigated. There are two types of MBAC: data packet MBAC and probing packet MBAC. These mechanisms can solve the scalability problem of the parameter-based AC since the network does not need to maintain information on the network state for all traffic connections in each node along the path. Data packet MBAC (also referred to as passive MBAC) measures the actual traffic load at every time window and performs the AC function using the estimation value based on the current measured traffic volume. The probing packet MBAC (also referred to as active MBAC) performs the AC using the probing packet and measures the network status to determine whether there are enough resources in the network to accept a new connection. This implies that the probing packet rate may be as large as the generated packet rate of the new connection. The role of the probing packet is to make a stress to the network as much as the packet transmission rate, which the new connection will generate in its session packet transmission phase. At the end of the probing time, the receiver estimates whether there are enough resources available along the path to meet the user's QoS requirements by calculating the received probing packets. This measurement report is sent to the sender at a high priority transmission rate. Based on the measurement report, the sender accepts the requested connection if the calculated probing packet loss probability is below the threshold of the target loss probability and starts the session packet transmission rate.
Network admission control (NAC)
is the mechanism that admits a flow through an entire network and not only on a single link. Therefore, NAC takes the paths of the flows into account, i.e., it requires information about the routing and load balancing in the network. In addition, flows enter the network independently of each other at different ingress routers. This makes NAC a distributed problem. Feedbackbased NAC methods use distributed instant measurements to decide whether a new flow can be accepted. For this purpose, the sender issues one or several probe messages to the destination and they are discarded intentionally by intermediate routers of the network is overloaded. The overload is diagnosed by local traffic measurements. If a certain proportion of the probes returns, the flow is admitted, otherwise it is rejected. This approach can be viewed as a network active MBAC method. [12] .
The border-to-border budget-based (BBB) NAC takes both the ingress and the egress border router of a flow into account for the AC procedure, i.e. a border-to-border budget manages the capacity of a virtual tunnel between v and w. A new flow passes only the AC procedure of BBB(v,w). It is admitted if this request is successful. This approach also avoids states inside the network. The capacity of a tunnel is bound by the BBB to one specific border-to-border aggregate and can not be used for other traffic with different source or destination. Typical examples of this approach may be a label switched path (LSP) in MPLS, a virtual path connection (VPC) in , or the aggregation concept of RSVP for IPv4 and IPv6 reservations, which sets up a virtual pipe of fixed bandwidth over several hops through which many RSVP protected flows can be tunnelled. This method generally provides no flexibility for resource utilization.
MEASUREMENT-BASED ADMISSION CONTROL
Data packet measurement-based admission control usually measures the actual traffic load and performs the AC function using the estimation value based on the current measured traffic volume. For this purpose the authors of [13, 14] have evaluated different AC algorithms and compared their performance. Further, [15] describes an adaptive admission control algorithm based on measurements, which is the base for our observations. In order to identify a particular algorithm on which we base our observations, four admission control algorithms are compared for different traffic situations with ns-2: measured sum (MS), hoeffding bounds (HB), acceptance region-tangent at origin (ACTO), and acceptance region-tangent at peak (ACTP).
The measured sum algorithm uses measurement to estimate the load of existing traffic. Let µ be the link bandwidth, α the new flow requesting admission, and r α the rate requested by flow α. The new flow is admitted if the following test succeeds:ν
where c is a user-defined utilization target and 0 < c < 1.
The measured load of existing traffic is denoted withν. Upon admission of a new flow, the load estimate is increased using:
A measurement-based approach is doomed to fail when delay violations are exceedingly large, which will occur at very high utilization. It is thus necessary to identify a utilization target and require that the admission control algorithm strives to keep link utilization below this level.
The acceptance region algorithms compute an acceptance region that maximizes the reward of utilization against the penalty of packet loss [16] . Given link bandwidth, switch buffer space, a flow's token bucket filter parameters, the flow's burstiness, and desired probability of actual load exceeding bound, one can compute an acceptance region for a specific set of flow types, beyond which no more flow of those particular types should be accepted. The acceptance region scheme provides a very simple algorithm for choosing whether to accept a new flow. However, this simplicity comes as a direct result of simplifications of the network model, which results in limitations of the algorithm. The Hoeffding bounds are in fact the computation base for the equivalent bandwidth algorithm [17, 18] . The equivalent bandwidth determines the bandwidth allocation levels on network links. It provides a unified metric for link loads, which can then be used by network control functions such as routing and congestion control. In addition to these four algorithms, the estimator estimates the used bandwidth based on three different estimation algorithms in play, which are: time window (to be used with MS), exponential average (to be used with HB), and point sample (to be used with ACTO, ACTP). As shown in Figure 3 an average load is computed every S sampling period with the time window estimator, where S is an integer number of packet transmission times, and the result is stored. At the end of a measurement window T, which is an integer number of samples S, the highest average from the just ended T is used as the load estimate for next T window. Additionally, whenever a new flow is admitted to the network, the estimate is increased according to the advertised flow information (e.g., peak rate of the requesting flow), and the window is restarted. The estimate is also increased immediately if a newly measured average is higher than the current estimate. A smaller S gives higher maximal averages, resulting in a more conservative admission control algorithm. A larger T keeps a longer measurement history, again resulting in a more conservative algorithm. The point samples measurement mechanism used with the acceptance region algorithm takes an average load sample every S' periods. For exponential averaging an estimate of the average arrival rate can be used instead of instantaneous bandwidth to compute admission decision with the Hoeffding bounds approach. The overall average arrival rateν S is measured once every S sampling periods. The average arrival rate in then computed using an infinite impulse response function with weight w (e.g., 0.002):
Performance comparison
The source model used is an exponential on/off source with peak rate of 64kbit/s. The flow arrival distibution is exponential with an average of 400ms. The flow lifetime also has an exponential distribution with an average of 300s. The simulations have been performed on a simple two node topology connected by a link-bandwidth 10M bit/s and propagation delay 1ms. The simulation runs for 3000s. The performance for each of the admission control algorithms described above is calculated by measuring the actual link utilization and the drop rate. These parameters are measured starting after an initial warmup period of 1500s and printed at the end of the simulation. Figures 4 and 5 illustrate a snapshot of actual and estimated bandwidth utilized in the period [2500, 2600] seconds. Table 1 shows the relationship between the transmitted and dropped packets for all four evaluated algorithms. The relationship between the estimated and actual output utilization as well as the relationships between the number of transmitted packets and the dropped ones, prove the measurement sum (MS) algorithm to reveal the best performance at least cost. The conclusion on least cost is based on the simplicity of this algorithm in comparison to the other three evaluated ones. This algorithm is used together with the timewindow estimator. Table 1 . Transmitted and dropped packets
An adaptive time-window algorithm
It is exactly the adjustment of the window size on which our algorithm is based. The main principle of this algorithm is based on the attempt of avoiding the use fixed-length measurement windows, as traffic characteristics are usually unknown or can vary. By means of enlarging or shrinking the measurement window, the adaptation to the changing traffic conditions can be provided, so as to obtain a more or less conservative admission process [19, 20] .
In the measurement procedure, the length of the measurement window is continually shrunk (the smallest allowed size of T is 1s), resulting in admission control decisions that work towards increasing link utilization, until the amount of traffic generated by accepted calls reaches a trigger value. This trig- ger value is a rate value, smaller than the output link capacity. As a reaction, the algorithm enlarges the measurement window until the measured rate drops below the trigger, at which point the window can be shrunk again. This process changes according to the variable traffic conditions. For evaluation purposes network simulations are performed, using different source models. The EXP1 model uses homogeneous ON/OFF sources with transmission peak rate of 64kbit/s and average rate 32kbit/s. The tocken rate and bucket depth are set to 64kbit/s and 1kbit (1packet), respectively.
The EXP2 model uses homogeneous ON/OFF sources with a peak rate of 1024kbit/s. The ratio of its average to peak rate is five times smaller than the ratio for the EXP1 model. The third EXP3 model is an exponential ON/OFF source, with a peak of 640kbit/s (10 times greater as EXP1), and constant average of 32kbit/s. This leads consequently to a burstier source model.
Simulation results
Beside the above described traffic models, we also introduced a video traffic obtained from empirical traces. This traffic differs from a common On/Off model in that it has a higher average rate of 350kbit/s, which results in a lower degree of multiplexing. Additional to the video traces, a constant bit rate (CBR) is applied in the same proportion (50%). The CBR traffic has a rate of 800kbit/s and token bucket depth of 1.6kbit/s. Figure 6 illustrates the achieved output utilization as a function of input utilization as a performance target, for two different window sizes. Note that a lower window size results in a more conservative behavior of the algorithm. For an input utilization target of about 0.95 there is almost no loss with a smaller value of T. Figure 7 shows a performance comparison of the adaptive algorithm to the fixed-window one. First, a loss-load curve of the fixed window scheme is obtained by varying the window size. The figure illustrates the ability of the scheme to automatically locate a point near the curve given an input target loss probability, without repeating the procedure for every window size. It is to be noted that the achieved output utilization is lower with the adaptive win-dow scheme than with the fixed-window approach under the same loss constraint. This tradeoff between satisfaction of the utilization and automation is the point of the algorithm. Another example with video traffic is depicted in Figure 8 , where additionally to the EXP1 model an input video traffic is applied with a proportion of 40%. Comparing the last two figures we can note that the fixed-window algorithm yields substantially different values of loss rate and utilization for the same window length under different traffic conditions. In order to achieve a target loss rate of 1e −4 , a greater value of window size is required. 
CONCLUSIONS
Admission control for multiservice IP networks can be realized in several ways based on different criteria. This work provides classification taxonomy of admission control approaches, which currently is not a standardized issue. Further, it gives a comparison on four different measurementbased admission control approaches by means of performance analysis, and than it presents an adaptive time window admission control algorithm, which is based on load measurements and adjustment of the time window size. In general, a smaller measurement window T yields a higher utilization at higher loss rate and a larger T keeps more reliable loss rates at the expense of utilization level. Additionally, the burstiness of the source gives differences in this context. So, artificially low utilizations are achieved with a burstier source model at high values of the window T. This is due to the fact that the scheme is not able to respond quickly to load changes, thus compromising the link utilization. Extreme traffic fluctuation is more difficult to handle under tight guarantees, so the tradeoff between accuracy and automate configuration is a relevant factor when deciding upon the implemented approach.
