A system combining a portable gamma-ray spectrometer with a neural network is discussed. In this system, the neural network is used to automatically identify radioactive isotopes in real-time from their gamma-ray spectra. Two neural network paradigms are examined: the linear perceptron and the optimal linear associative memory (OLAM). A comparison of the two paradigms shows that OLAM is superior to linear perceptron for this application. Both networks have a linear response and are useful in determining the composition of an unknown sample when the spectrum of the unknown is a linear superposition of known spectra. One feature of this technique is that it uses the whole spectrum in the identification process instead of only the individual photo-peaks. For this reason, it is potentially more useful for processing data from lower resolution gamma-ray spectrometers. This approach has been successfully tested with data generated by Monte Carlo simulations and with field data from both sodium iodide and germanium detectors. With the neural network approach, the intense computation takes place during the training process. Once the network is trained, normal operation consists of propagating the data through the network, which results in rapid identification of samples in the field. This approach is useful in situations that require fast response but where precise quantification is less important.
of contaminants. In this paper, artificial neural networks (ANNs) that can be used with a portable gamma-ray spectrometer are presented.
ARTIFICIAL NEURAL NETWORKS
ANNs are used in a wide variety of data processing applications where real-time data analysis and information extraction are required. One advantage of the neural network approach is that most of the intense computation takes place during the training process. Once the ANN is trained for a particular task, operation is relatively fast and unknown samples can be rapidly identified in the field. An ANN coupled to a sensing system, such as a spectrometer, can be used as a portable, automated system for identifying contaminants.
The traditional approach to gamma-ray spectral analysis can be categorized as finding peaks and fitting curves. This approach involves an iterative process of spectrum decomposition and regeneration until a mathematically synthesized spectrum closely matching the true spectrum can be generated. This is both time consuming and often requires manual intervention. The ANN approach employs pattern recognition on the entire spectrum. This recognition is performed by a single vector-matrix multiplication that results in rapid, real-time identification of analytes and can be used in automated systems.
For a sample composed of a combination of isotopes, the spectrum of the sample, S, is approximately a linear superposition of the spectra of each individual isotope, si. This is illustrated by Equation 1 where a, is the relative concentration of each isotope in the sample.
i Therefore, the classification system should have a linear response with respect to the input. This deviates from the majority of ANNs which implement a nonlinear response. However, even with a linear response, the ANN approach has advantages in speed and simplicity over traditional approaches and is useful in automated systems since isotopes can be identified without human intervention. An ANN designed to have a linear response employs linear activation functions. A feedforward ANN that implements linear activation functions can be reduced to a network with a single input layer and single output layer. Therefore, the ANN used in this application has a single input and single output layer as illustrated in Figure 1 . Two ANN paradigms were studied for implementing the linear response: the linear perceptron and the optimal linear associative memory. Both approaches to gamma-ray spectral analysis have been applied 
A. Linear Perceptron
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Linear perceptron is one of the oldest ANN paradigms. It originally sparked interest in the pattern recognition community in the late 1950s and early 1960s [6] . However, it was unable to solve pattern recognition problems that were not linearly separable. The original perceptron implemented a hardlimited threshold as the activation function. For the gammaray spectral analysis application, a modified linear activation function (linear for positive input and zero for negative input) known as a perceptron function is used. The delta rule is used to train the perceptron in an iterative process, which is detailed in Table I . With linear activation functions, this training algorithm is mathematically identical to the backpropagation algorithm [7] since the derivative terms in backpropagation would be unity in this case.
Table I Perceptron Learning Rule
Step 1. Initialize weights with random values.
Step 2. Pick a labeled pattern (spectrum, s p , and known composition, $) from the training set and present the spectrum to the network.
Step 3. Propagate data forward and generate the output classification. P = w x P Y =-Step 4. Calculate mean-square error between target classi fication and actual classification.
Step 5. Adapt the synaptic weights by using a delta rule tc reduce output error.
A Y -= q ( f -yP)xP (q = learning rate)
Step 6. If there are more spectra in the training set, loop back to step 2.
Step 7. If the output error is high or the maximum numbe of iterations have not been met, then loop back to step 2.
B. Optimal Linear Associative Memory ( O M )
The optimal linear associative memory (OLAM) approach is based on a simple matrix associative memory model [8, 9] . It was developed in the early 1970s as a content addressable memory and is useful in situations where the input consists of a linear combination of known patterns (e.g., gamma-ray spectra). It is an improvement over the original matrix memory approach in that it projects an input pattern onto a set of orthogonal vectors where each orthogonal vector represents a unique pattern (exemplar). With linear activation functions, the training is a straight forward matrix orthogonalization process where each pattern from the training set is made to project onto a separate, unique orthogonal axis in the output space. This process is described in Table 11 . Table I1 OLAM Weight Specification
Step 1. Form matrices of spectra and isotopic concentrations. Arrange spectra, xp, as columns in an nxp dimensional matrix 3 and target concentrations, ip, as columns in an mxp dimensional matrixr.
Step 2. Generate inverse of the spectral matrixz. Since -X is generally not a square matrix, a pseudoinverse technique is used to generatest.
( t indicates pseudo-inverse)
Step 3. Form the synaptic weight matrix.
-W ==t -_
HI. PROTOTYPE SYSTEM LAYOUT
Figure 2 illustrates a prototype system that combines a portable gamma-ray spectrometer with an ANN. Figure 1 illustrates the ANN that is connected to the gamma-ray spectrometer. In this prototype, a sodium iodide (NaI) detector is used, and 512 channels of data are produced by the spectrometer. All channels are fed into the ANN so that there is one input for every channel. There is a single processing layer (output layer) in the ANN where the number of output neurons is equal to the number of isotopes being identified (8 in this case). One feature of this approach to gamma-ray spectral analysis is that the whole spectrum is used in the identification process instead of individual peaks in the spectrum. For this reason, it is potentially more useful for processing data from lower resolution gamma-ray spectrometers like those employing NaI detectors.
Each isotope presented to the spectrometer produces a spectrum that is characteristic of that isotope. By presenting many different isotopes to the system, a database of spectra is constructed. From this database, training sets and test sets are generated. These sets are collections of labeled patterns (spectra of isotopes with known concentrations) representative of the desired identification mapping. The training sets are used to configure the ANN. The goal of this training is to learn an association between the spectra and the labels representing the spectra. ANNs were developed with both the linear perceptron learning rule and with the OLAM weight specification. The training process for the OLAM in a noniterative process, while the linear perceptron training process requires thousands of iterations. For this reason, it took only 200 milliseconds on a SPARCstation 10 to generate the OLAM ANN, while it took a couple of hours to generate the linear perceptron ANN. Training times on an Intel i486 based personal computer are only a few times greater than this.
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IV. RESULTS
I
The prototype system illustrated in Figure 2 was tested with both Monte Carlo simulated spectra and field data collected from a gamma spectrometer equipped with a sodium iodide detector. Figure 1 illustrates the ANN configured to identify 8 radioactive isotopes (Na22, M d 4 , C O~~, Co6'), Cs137, Eu152-154, Ra226, and Th232) from their gamma-ray spectra. Field operation consists of presenting an unknown sample to the system, generating a gamma-ray spectrum, passing the spectrum through the ANN, and generating a classification of the unknown sample. The values on the output 
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neurons are proportional to the quantities of each radioactive isotope found in the sample. Figure 3 illustrates the classification of a sample composed of equal amounts of Co60 and Cs137 (sample 4). In this case, the OLAh4 correctly identified the composition of the samples while the linear perceptron incorrectly identified a significant amount of Co57. Figure 4 illustrates the classification of a sample composed of equal amounts of Na22, C O~~, Co60, C S *~~, and (sample 5). In this case the OLAM correctly identifies all the isotopes present in the sample though the ratios between identified isotopes are not uniform. Sample 1 (~0 6 0 ) Actual 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 LP 0.01 0.08 0.00 1.00 0.00 0.00 0.00 0.07 0.038 OLAM 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 o.oO0
Sample 2 ) Actual 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 LP 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 o.oO0 OLAM 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 o.oO0
Sample 3 (Ra226) Actual 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 LP 0.00 0.00 0.00 0.01 0.00 0.00 1.00 0.00 0.004 OLAM 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.000 Sample 7 (Mixture of Na22, Co60, Cs137, and EulSx) Actual 1.00 0.00 0.00 1.00 1.00 1.00 0.00 0.00 LP 0.96 0.00 0.32 0.00 1.05 1.12 0.02 0.00 0.374 OLAM 0.86 0.18 0.00 1.32 1.04 1.09 0.00 0.00 0.143 of a sample composed of equal amounts of Na22, Co60, Cs137 and Eu152-154 (sample 7). In this case, the OLAM incorrectly identified a small amount of Mn54 while the linear perceptron did not identify the presence of Co6O and misidentified a small a Mn54. The linear perceptron had a hard time identifying Co60 and often identified Co57 when it was not present. In several cases, the OLAM indicated a small amount of M d 4 when it was not present. However, the errors with the OLAM were always smaller than the linear perceptron. Similar results were found with other samples which can be found in Table  III . Additional studies that were performed with a Germanium detector yielded similar results. Table IV lists results from Monte Carlo simulated spectra. The linear perceptron and OLAM were tested on spectra of mixtures and on modified spectra. Spectra of mixtures were generated by combining the simulated spectra of the different isotopes. Modified spectra were produced by reducing the peak height of some spectra and by removing everything but Each column represents a different isotope. RMS Error is listed in the right-hand column.
Na22 Mn54C057 Corn Cs137Eu15xRa22h232 Error
Sample 1 (Mixture of Co60 and Cs 137) Actual 0.00 0.00 0.00 1.00 1.00 0.00 0.00 0.00 LP 0.00 0.00 0.00 0.89 0.72 0.00 0.00 0.00 0.106 OLAM 0.00 0.00 0.00 1.00 1.00 0.00 0.00 0.00 o.oO0
Sample 2 (Mixture of Na22, Mn54, C O~~, Com and Cs137) Actual 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 LP 0.00 0.41 0.70 0.66 0.00 0.00 0.00 0.00 0.441 OLAM 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.000 Sample 5 (Mn54 with only peak) Actual 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 LP 0.00 1.01 0.00 0.00 0.00 0.00 0.00 0.00 0.004 OLAM 0.00 0.98 0.00 0.00 0.00 0.00 0.00 0.00 0.006 the peak of other spectra. Since both the spectrum of the mixtures and the OLAM were generated from ideal spectra, the OLAM perfectly identified all the isotopes in the different mixtures. The linear perceptron did not fair well. For the modified spectra, the linear perceptron performed slightly better than the OLAM. These results indicate that the linear perceptron uses the peak information more than the OLAM does. The time to identify an isotope from a 512 channel spectrum with 8 possible isotopes is 20 milliseconds on a 33 MHz Intel i486DX based personal computer. Therefore, the classification process is limited not by the ANN but by the time it takes to acquire and generate a spectrum. In applications that can acquire and deliver data much faster, the ANN can be implemented in specialized hardware. In such a case, three orders of magnitude increase in classification speed can be achieved.
V. DISCUSSION
The initial results of our research have demonstrated the pattern recognition capabilities of the neural network paradigm in analyzing gamma-ray spectra. This study has shown the superior performance of the OLAM approach over the linear perceptron for gamma-ray spectral analysis in both classification accuracy and training speed. The classification performance can be attributed to the orthogonalization process used by the OLAM during training. Since this training process is non-iterative, the OLAM offers a substantially shorter training time than the linear perceptron.
One of the disadvantages of the OLAM, is that nearly ideal spectra are needed in the training process. However, if needed the OLAM can be provided with Monte Carlo generated spectra. The linear perceptron can be trained with noisy data or data with defects as long as a large training set is available.
This paper also illustrates some advantages of the ANN approach over conventional analytical techniques. These advantages include simplicity, real-time analysis, and automation. All of these are important in building compact and portable systems for automated contaminant identification. With this approach, the isotopes in a contaminant can be identified in a fraction of a second once the spectrum is sent to the
ANN.
Further work could involve comparison of the ANN approach to more conventional techniques, exploration of other ANN paradigms, examination of techniques for combining ANN models, and development of field prototype systems. A field deployable system should work with different source geometries and should compensate for pile-up and gain shifting. An ANN that handles gain-shifting was recently reported by Olmos et. al. [lo] .
Information on ANN developments at Pacific Northwest Laboratory is available in the World Wide Web (WWW) pages of the Environmental Molecular Science Laboratory which is accessible through such WWW clients as NCSA Mosaic.
URL: http://www .emsl.pnl .gov:2080/docs/cie/neural/ VI. ACKNOWLEDGMENTS
