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Path integral has been found to be useful as a way to study stochastic processes such as filtering
and control. However, it is not clear how to directly define the path integral itself as a probability
density for the stochastic processes in the perspective of physics. This paper proposes weighted
distribution in discrete-time stochastic quantization to describe nonlinear stochastic processes on
filtering and control. Although the weighted distribution has been considered in fields on statistics,
we explain that the weighted distribution gives the path integral additional potentials while preserv-
ing as a role of probability density for the path integral. We construct explicit models on Extended
Kalman filter, Extended Kalman filter with a constraint and a nonlinear stochastic control model
for the suitable weighted distributions. It is typical in nonlinear filtering that observations assume
the existence of the corresponding probability density. In our model, we point out that the potential
involves the observations as external sources which do not require the probability density. While
backward equations are used for typical control models, the nonlinear control model is described by
forward difference equations in our model. A control variable is naturally given as a force induced
from the potentials. The numerical simulations show that Langevin equation can be controlled
towards a target value given by a local minimum of the potential.
I. INTRODUCTION
Nonlinear stochastic processes appear not only in physics but also in a wide variety of fields such as
engineering, economics, biology, etc. because the world is full of noise and consists of nonlinear systems.
While deeply understanding the nonlinear stochastic processes has been required, it is known that the
various nonlinear stochastic models is quite difficult to solve, in general. For example, if we consider a
feedback control model in which a nonlinear stochastic process is controlled to a target point, we have
to solve the Hamilton-Jacobi-Bellman (HJB) equation [1] which is a nonlinear and backward equation.
A conditional probability density of the state on the nonlinear filtering is also described by a forward
nonlinear partial differential equation called the Kushner equation [2]. It is not easy to solve HJB or
Kushner equation because of the nonlinearities.
One of nontrivial proposals for handling these problems is to apply the path integral. It has been shown
that Kushner equation for a nonlinear filtering can be expressed by a linear partial differential equation
called by Zakai equation [3]. Mitter in his lecture [4] indicated that the solution of the Zakai equation
can be represented by path integral after a scaling transformation of the solution. In the path integral,
observation process specifying the nonlinear filtering is involved in the path integral as a potential term.
In [4–8], it was indicated that a logarithmic transformation for the linear partial differential equation
derives the HJB-type equation with inverse time. This fact implies that HJB equation of optimal control
can also be represented by a linear partial differential equation. In [9, 10], Kappen investigated HJB
equation of a nonlinear feedback control model with a linear control input and derived the linear partial
differential equation from HJB equation by specifying required assumption. The investigation indicated
that the solution of the linear partial differential equation is easily derived by the path integral as in
the case of the nonlinear filtering and the control variable is also given by the path integral. It was also
checked that the Pontryagin Maximum Principle is recovered as the semi-classical approximation up to
2first order of the stochastic fluctuations. The numerical simulations like Monte Carlo sampling pointed
out that the path integral solution controls objects well. The Kappen’s model has been widely applied
to multi-agent model and reinforcement learning [11–15]. These results imply that the path integral is
powerful tool for various applications to nonlinear stochastic processes like not only control models but
also filtering models [16–18].
In spite of various applications of the path integral to the nonlinear stochastic processes, it is still not
clear how to directly define the path integral as the probability density for the nonlinear filtering from
the perspective of physics. A key to approach this problem is Kushner equation with no observation pro-
cess. Kushner equation without the observation reduces to Fokker-Planck equation (forward Kolmogorov
equation). This fact implies that the stochastic quantization [19–24] is essential to describe the nonlinear
filtering by physics manner, because the stochastic quantization is able to gives a probability density on
Langevin equations. A difficulty on the application of the stochastic quantization is caused by facts in
which the path integral for the nonlinear filtering has external potentials involving observations [4]. We
can not freely involve the potentials since general potentials does not guarantee the normalization of the
path integral itself in the stochastic quantization. Therefore, it is required to incorporate the potentials
into stochastic quantization in order to investigate the nonlinear filtering or related nonlinear stochastic
processes from the perspective of physics.
In this paper, we would like to introduce weighted distribution [25–27] to overcome this problem.
Although the weighted distribution was considered in a context of purely statistical analysis and has
not been considered in physics, it will be found that the weighted distribution naturally gives rise to
additional potentials, preserving the path integral as the probability density.
To explicitly apply the weighted distribution for filtering and control, we would like to discuss the
stochastic quantization with the weighted distribution in discrete time. We will derive an online algorithm
on the evolution of expectation values of the stochastic variavles, using the state-space representation
[1, 16–18] which is a mathematical representation of a system as a set of stochastic variables in control
engineering. By a suitable choice of the potentials, the online algorithm can derive Extended Kalman
filter (EKF) [16–18], EKF with constraints [28–31] and a nonlinear stochastic control. The numerical
simulations of the nonlinear stochastic control model show that our online algorithm can control Langevin
equation towards a target point given by the local minimum of the potentials. We will find that the
induced potentials do not necessarily require the probability density for the observations and the online
algorithm is written by only the forward equations. This is quite different point from typical EKF and
feedback control.
This paper is organized as follows. In section II, stochastic quantization with weighted distribution in
discrete time is discussed. In section III, state-space representation of an online algorithm is derived. In
section IV, we apply the online algorithm to EKF, EKF with constraints and the nonlinear stochastic
control model. The section V will be devoted to the conclusions. The section VI will be given for the
discussions.
II. STOCHASTIC QUANTIZATION OF LANGEVIN EQUATION WITH WEIGHTED
DISTRIBUTION
We will consider stochastic quantization [19–24] in discrete time, to derive a path integral formula
on the nonlinear stochastic processes. It is known that the stochastic quantization of only Langevin
equation gives the path integral as the probability density. However, the stochastic quantization does
not necessarily accept additional potentials characterizing a nonlinear filtering as in [4] because the
3given path integral in the stochastic quantization has to preserve the role as the probability density. To
overcome this difficulty, we will introduce the weighted distribution [25–27] in the stochastic quantization,
although the weighted distribution was introduced in a context of purely statistical analysis and is not
well known in physics. We will shown that the weighted distribution gives rise to nontrivial potentials,
preserving a role of the path integral as probability density. It is also pointed out that the weighted
distribution can be defined without the probability density of observations involved in the potentials.
The observations is treated just external sources. This is a different point from the potential treated in
[4]. We also intuitively discuss that the potentials induce forces which control Langevin dynamics at each
different time. These properties are foundations for applications of the path integral to the nonlinear
stochastic models on filtering and control in this paper.
We will start to consider the stochastic quantization of Langevin equation defined by Ito process in
discrete time. We assume a m-dimensional stochastic variable ηat (a = 1, 2, · · · ,m) which obeys the
normal (Gaussian) distribution with 〈ηat 〉 = 0 and 〈ηat ηbt 〉 = δab. The probability distribution is given by
1 =
∫ +∞
−∞
dmηt
(∆t
2pi
)m/2
exp−1
2
δabη
a
t η
b
t∆t. (1)
Using the random variable ηat , we consider Langevin equation as a discrete-time Ito process:
xµt+∆t − xµt
∆t
− fµt (xt) = Eµt,aηat (2)
where (µ = 1, 2, · · · ,m). We do not assume that the drift term fµt (xt) is defined by a partial derivative
of a scalar function W (xt) depending only on xt , i.e.
fµt (xt) 6= ∂µW (xt). (3)
We assume that Eµt,a ≡ Eµa(t) has the inverse matrix satisfying Eµt,aE bt,µ = δba and gt,µν = δabEat,µEbt,ν ≥
0. In this paper, we do not take the mid-point prescription (Stratonovich process [32]) fµt ((xt+xt+∆t)/2)
which gives rise to the physical Hamiltonian [33] because we focus on filtering and control models where
the stochastic behavior is mainly described by Ito process. An advantage for taking the Ito process is that
the random variable xµt+∆t is linear on η
a
t in Langevin equation (2). If we take the mid-point prescription,
Langevin equation (2) does not necessarily exist when fµt ((xt + xt+∆t)/2) is an even function, because
the region of integration of ηat is from −∞ to +∞ for the normal distribution (1). However, realistic
models of filtering and control require various fµt which is even or odd function. For these properties,
we would like to consider the Ito process.
We will consider the following equation to derive a transition probability on xµt , applying the methods
of stochastic quantization [19–24]:
1 =
∫ +∞
−∞
dmxt+∆t
√
gt
(∆t)m
δ
(
Eat,µ
(xµt+∆t − xµt
∆t
− fµt (xt)
)
− ηat
)
(4)
where
√
gt = detE
a
t,µ. We insert (4) to (1) and then we obtain the path integral representation of the
transition probability:
1 =
∫ +∞
−∞
dmxt+∆t
√
gt
(2pi∆t)m/2
e−Tt∆t (5)
where
Tt =
1
2
gt,µν
(xµt+∆t − xµt
∆t
− fµt (xt)
)(xνt+∆t − xνt
∆t
− fµt (xt)
)
. (6)
4In order to describe the initial state of xµt , we will introduce a positive function P (xt, t) ≥ 0 as an initial
probability density which satisfies
1 =
∫ +∞
−∞
dmxtP (xt, t). (7)
As discussed later, a solution of Fokker-Planck equation can be derived by (5) and (7) and describes the
stochastic dynamics of the Langevin equation (2). However, it is difficult to construct the models like
control or filtering by only Langevin equation as shown in [4].
To extend the typical stochastic quantization in order to describe the control and filtering models, we
would like to introduce weighted distribution [25–27]. Using a positive weight function e−Ut(xt)∆t and
(7), the weighted distribution is defined by
1 =
∫ +∞
−∞
dmxte
−Ut(xt)∆tP (xt, t). (8)
The weight function was introduced as a factor changing a initial probability density through an accident
or a damage. For example, if an investigator perform a statistical investigation, there will be a case in
which a part of observed data is not observed by an accident or a damage. The effect on the accident
or the damage is represented by the weight function. This is quite similar to an interaction picture in
quantum physics. It is natural to treat Ut(xt) as a potential function. To explicitly understand the role
of Ut(xt) in the stochastic quantization, we are going to inserting (8) for (5), the evolution of P (xt, t)
can be defined as follows
p(xt+∆t, t+∆t) ≡
∫ +∞
−∞
dmxt
√
gt
(2pi∆t)m/2
e−(Tt+Ut(xt))∆tP (xt, t) (9)
where in general p(xt+∆t, t+∆t) 6= P (xt+∆t, t+∆t) and we have assumed the interchange of the order
of integration between t and t+∆t is possible. p(xt+∆t, t+∆t) satisfies
1 =
∫ +∞
−∞
dmxt+∆tp(xt+∆t, t+∆t) (10)
and then p(xt+∆t, t + ∆t) is a probability density. The path integral (9) indicates that the initial
probability density P (xt, t) evolves to p(xt+∆t, t+∆t) through the interactions with the potentials at time
t. This is natural intuition from the perspective of physics. To define the closed equation of time evolution
of P (xt, t), we are going to consider an expectation value of a positive function Φ˜(xt+∆t, t + ∆t) ≡
exp(−U˜t+∆t(xt+∆t)∆t) as follows:
〈Φ˜(xt+∆t, t+∆t)〉 ≡
∫ +∞
−∞
dmxt+∆t exp(−U˜t+∆t(xt+∆t)∆t)p(xt+∆t, t+∆t) (11)
We focus on a special case as follows:
〈Φ˜(xt+∆t, t+∆t)〉 = 1. (12)
This case implies that we are able to treat e−U˜t+∆t(xt+∆t)∆tp(xt+∆t, t + ∆t) as a probability density.
Therefore, we would like to define P (xt+∆t, t+∆t) by the following equation:
P (xt+∆t, t+∆t) ≡ exp(−U˜t+∆t(xt+∆t)∆t)p(xt+∆t, t+∆t) (13)
=
∫ +∞
−∞
dmxt
√
gt
(2pi∆t)m/2
e−(Tt+Ut(xt)+U˜t+∆t(xt+∆t))∆tP (xt, t) (14)
5where
1 =
∫ +∞
−∞
dmxt+∆tP (xt+∆t, t+∆t). (15)
(13) and (15) indicate that e−U˜t+∆t(xt+∆t) is also a weight function at t + ∆t. The path integral (14)
describe the time evolution of P (xt, t) in the discrete-time. (14) becomes a central role in this paper.
According to [20], it is well known that the typical stochastic quantization can have an additional
potential by a scaling of probability density. This property depends on a fact that a cross term x˙µt f
µ
t (xt)
vanishes in the path integral, if the drift term is described by a partial derivative of a scalar function
as fµ = ∂µW (xt). The scaled probability density is not normalized, although the scaled probability
satisfies a partial differential equation with the additional potential. These points are not our cases. We
have imposed (3) and then the cross term can not vanish, generally. The probability with the additional
potentials is conserved at any discrete time, because of (7), (8), (10) and (15). Therefore, the stochastic
quantization with weighted distribution is different from the typical stochastic quantization.
We will discuss properties of (14) because the path integral includes the nontrivial weight functions.
If we take U˜t+∆t(xt+∆t) = Ut(xt) = 0, (14) satisfies Fokker-Planck equation [23]. To understand
the role of the weight functions, we consider a case in which gt,µν = mδµν (m > 0), f
µ
t (xt) = 0,
U˜t+∆t(xt+∆t) = U(xt+∆)/2 and Ut(xt) = U(xt)/2. Applying these conditions to (14), we can obtain the
path integral which is mathematically equivalent to one for the euclidean quantum mechanics with the
potential U(xt+∆)/2+U(xt)/2 ≃ U((xt+xt+∆t)/2), except that the path integral itself treated as prob-
ability density. This similarity implies that Ut(xt) and U˜t+∆t(xt+∆t) can be interpreted as the potentials
which constrain a dynamics of Langevin equation at t and at t+∆t, respectively. In addition to this in-
terpretation, we are able to consider the potentials involving external sources like Ut(xt) = Ut(xt, Yy) and
U˜t+∆t(xt+∆t) = U˜t+∆t(xt+∆t, Yt+∆t) while satisfying (15). Therefore, it is expected that the stochastic
quantization with the weighted distribution is applicable to models on filtering or control, for taking the
suitable potentials, if we identify the external sources with the observations. To confirm this expectation
more explicitly, we will derive an online algorithm on the path integral (14), in the following section.
III. STATE-SPACE REPRESENTATION OF PATH INTEGRAL AND ONLINE
ALGORITHM
We have discussed the stochastic quantization with the weighted distributions in the previous section.
The weighted distribution has given rise to the additional potentials, while the path integral preserves
the role as the probability density. It has been expected that the path integral with a suitable potential
can derive models on filtering or control, because the induced potentials can involve external sources. To
confirm this expectation through the explicit models in the following section, we would like to prepare
an online algorithm derived from the path integral (13), applying state-space representation [16–18].
This section consists of three parts. First, we will summarize the online algorithm derived in the
second part. It will be also discussed how the potentials affect to the dynamics of the state variables.
The second will explain the detailed derivation of the online algorithm, applying a perturbation method
for the path integral [34]. We will consider the potentials up to the second order expansion on stochastic
fluctuations. The required assumptions for a stable numerical evaluation will be explained. The reason
for explaining the derivation here is that we would like to emphasize the method of physics on the
perturbation, although the typical derivation of such online algorithm on the state-space uses Bayes’
theorem [18]. In the third part, we will briefly comment on a relation between the weight function and
6a potential minimum. It will be shown that the stochastic dynamics goes to the minimum in our online
algorithm.
A. Summary of online algorithm
We will summarize the online algorithm for an expectation value and a covariance matrix of state
variables in below. The state-space representation of a stochastic process is described by the vector-
matrix notation [16–18]. For example, in our case, the stochastic process (2) is represented as follows:
xt+∆t − xt
∆t
− ft(xt) = E−1t ηt (16)
where (E−1t )
µ
a = E
µ
t,a and gt = E
T
t Et. In physics, the state variable xt is considered as the coordinates
of a particle, however any variable can be used as long as it satisfies (16) in our case. The expectation
value and the covariance matrix of the state variables are defined by a variable with a hat. We also define
the potential functions and required conditions by (25), (29)-(33), (35)-(36) and those tilde version for
t→ t+∆t and I → I ′. We assume (37)-(38) and its tilde version for t→ t+∆t and I → I ′. Based on
the above definitions, the online algorithm is given by the following steps.
The first step set an initial value of the expectation value xˆ
(0)
t|t−∆t and the covariance matrix Σˆ
(0)
t|t−∆t >
0. The initial values are defined by xt ∼ N (xˆ(0)t|t−∆t, Σˆ(0)t|t−∆t) where N (·) is normal distribution. The
second step is to recursively evaluate the following filtering process from I = 0 to I = N at t,
xˆ
(I+1)
t|t−∆t = xˆ
(I)
t|t−∆t + Σˆ
(I)
t|t−∆t(H
(I)
t )
T (Σ(I)νt /∆t+H
(I)
t Σˆ
(I)
t|t−∆t(H
(I)
t )
T )−1Σ(I)νt ∇lˆ(I)t
V
(I)
t , (17)
Σˆ
(I+1)
t|t−∆t = Σˆ
(I)
t|t−∆t − Σˆ(I)t|t−∆t(H(I)t )T (Σ(I)νt /∆t+H(I)t Σˆ(I)t|t−∆t(H(I)t )T )−1H(I)t Σˆ(I)t|t−∆t, (18)
The third step is the forward process:
ˆ˜x
(0)
t+∆t|t = xˆ
(N+1)
t|t−∆t + ft(xˆ
(N+1)
t|t−∆t)∆t, (19)
ˆ˜Σ
(0)
t+∆t|t = FtΣˆ
(N+1)
t|t−∆tF
T
t + g
−1
t ∆t, (Ft)
ν
µ ≡ δ νµ + ∂µfν(xˆ(N+1)t )∆t, (20)
The forth step is filtering process which is recursively evaluated from I ′ = 0 to I ′ = N ′ at t+∆t,
ˆ˜x
(I′+1)
t+∆t|t =
ˆ˜x
(I′)
t+∆t|t +
ˆ˜Σ
(I′)
t+∆t|t(H˜
(I′)
t+∆t)
T (Σ˜(I
′)
νt+∆t/∆t+ H˜
(I′)
t+∆t
ˆ˜Σ
(I′)
t+∆t|t(H˜
(I′)
t+∆t)
T )−1Σ˜(I
′)
νt+∆t∇ˆ˜
l
(I′)
t+∆t
V˜
(I′)
t+∆t,
(21)
ˆ˜Σ
(I′+1)
t+∆t|t =
ˆ˜Σ
(I′)
t+∆t|t − ˆ˜Σ(I
′)
t+∆t|t(H˜
(I′)
t+∆t)
T (Σ˜(I
′)
νt+∆t/∆t+ H˜
(I′)
t+∆t
ˆ˜Σ
(I′)
t+∆t|t(H˜
(I′)
t+∆t)
T )−1H˜
(I′)
t+∆t
ˆ˜Σ
(I′)
t+∆t|t, (22)
The final step is as follows:
xˆ
(0)
t+∆t|t =
ˆ˜x
(N ′+1)
t+∆t|t , (23)
Σˆ
(0)
t+∆t|t =
ˆ˜Σ
(N ′+1)
t+∆t|t . (24)
After taking t+∆t→ t, repeat the second step through the final step. This is our online algorithm.
The role of the potentials V
(I)
t and V˜
(I′)
t+∆t are clear from the above online algorithm. If (17) and (21)
are rewritten as (B3), we find that the variables xˆ
(I)
t|t−∆t and
ˆ˜x
(I′)
t+∆t|t are affected by a force proportional
to −∂µV (I)t and −∂µV˜ (I
′)
t+∆t, respectively. For a case in which the potential has a local minimum, the
7forces try to push the variables to the local minimum because we find that the inverse matrix in (B3) is a
positive definite matrix by Appendix C. This is consistent with physical intuition. It also turns out that
the intuition becomes essential for the applications to filtering and control. For example, if we consider an
observation yt+∆t or a target d˜t+∆t, the potential V˜
(0)
t+∆t ∝ (yt+∆t−xt+∆t)2 or V˜ (0)t+∆t ∝ (d˜t+∆t−xt+∆t)2
will constrain the dynamics of the state variable to the observation or the target. It will be found that
this property is essential to describe the models of filtering or control in the following section.
B. Derivation by the second order expansion on stochastic fluctuations
Before the explicit applications are considered, we would like to explain the derivation of the online
algorithm. We will specify the potential functions and expand the potentials up to second order on
the stochastic fluctuations under some assumptions required to the stable numerical simulations. After
the gaussian integration on the fluctuations, it will be found that the state variables involves stochastic
effects like the semi-classical evaluation of the path integral [34]. This is different viewpoint from the
derivations of typical state-space models of Filtering or Control. Finally, we obtain the online algorithm.
In order to derive the online algorithm through the state-space representations of (14), we will start
to consider exp(−Ut∆t)P (xt, t) in (9). We assume that the weight function Ut is defined by N +1 kinds
of potentials as follows:
Ut =
N∑
I=0
{
V
(I)
t (l
(I)
t (xt, Yt)) + δcV
(I)
t −
1
∆t
lnN
(I)
t
}
(25)
where δcV
(I)
t is a counter term which is decided in later discussion and N
(I)
t is a normalization. In
quantum mechanics, it is known that path integrals take in the quantum fluctuations around the classical
paths by performing the integral on the fluctuations [34]. To apply this method for evaluating (14), we
define the stochastic fluctuation δx
(I)
t around the classical path xˆ
(I)
t|t−∆t:
xt = xˆ
(I)
t|t−∆t + δx
(I)
t , δx
(I)
t = xt − xˆ(I)t|t−∆t. (26)
In [10], the potential is expended up to first order in the stochastic fluctuation and it is required that the
coefficients of the first order vanishes for the semi-classical approximation (also known as the Laplace ap-
proximation in the Machine learning community). In this paper, we are interested in the non-equilibrium
state of the state variables and will expand V
(I)
t up to the second order terms on δx
(I)
t . In general, the
first order derivative of the potential does not vanish through the evolution of the state variables and we
have to contain the first order derivative. Then, we obtain the following equations;
V
(I)
t ≃ v(I)t +
1
2
(δx
(I)
t )
TΣ′
(I)−1
νt δx
(I)
t , (27)
v
(I)
t ≡ V (I)t (lˆ(I)t )− (δx(I)t )T (H(I)t )T∇lˆ(I)t V
(I)
t +
1
2
(δx
(I)
t )
T (H
(I)
t )
TΣ(I)−1νt H
(I)
t δx
(I)
t (28)
8where we have defined the following equations,
lˆ
(I)
t ≡ l(I)t (xˆ(I)t|t−∆t, Yt), (29)
∇
lˆ
(I)
t
V
(I)
t ≡∇l(I)t V
(I)
t |xt=xˆ(I)t|t−∆t , (30)
((H
(I)
t )
T ) mµ ≡ −∂µl(I),mt |xt=xˆ(I)t|t−∆t ≡ −(∇lˆ
(I)
t )
m
µ , (31)
(Σ(I)−1νt )mn ≡ ∂l(I),mt ∂l(I),nt V
(I)
t |xt=xˆ(I)t|t−∆t , (32)
(Σ′
(I)−1
νt )µν ≡ ∂µ∂ν l(I),mt ∂l(I),mt V
(I)
t |xt=xˆ(I)t|t−∆t . (33)
We will take a initial state (7) as the gaussian distribution:
P (xt, t ; xˆ
(0)
t|t−∆t, Σˆ
(0)
t|t−∆t) =
1
(2pi)m/2|Σˆ(0)t|t−∆t|1/2
e−
1
2 (δx
(0)
t )
T Σˆ
(0)−1
t|t−∆t
δx
(0)
t (34)
where P (xt, t ; xˆ
(0)
t|t−∆t, Σˆ
(0)
t|t−∆t) ≡ P (xt, t). We also take the normalizations N (I)t as follows:
N
(I)
t ≡ |Σ(I)νt /∆t+H(I)t Σˆ(I)t|t−∆t(H(I)t )T |1/2|Σ(I)νt |−1/2(∆t)m/2 × exp(N (I)t ∆t), (35)
N (I)t ≡ V (I)t (lˆ(I)t )−
1
2
(∇
lˆ
(I)
t
V
(I)
t )
TH
(I)
t (Σˆ
(I)−1
t|t−∆t + (H
(I)
t )
TΣ(I)−1νt H
(I)
t ∆t)
−1(H
(I)
t )
T
∇
lˆ
(I)
t
V
(I)
t . (36)
We will assume
Σ(I)−1νt > 0, (37)
δcV
(I)
t ≡ −
1
2
(δx
(I)
t )
TΣ′
(I)−1
νt δx
(I)
t . (38)
Using (35) , (36), (37), (38) and (B1), it is found that the weighted distribution is given by
e−Ut∆tP (xt, t ; xˆ
(0)
t|t−∆t, Σˆ
(0)
t|t−∆t) = P (xt, t ; xˆ
(N+1)
t|t−∆t, Σˆ
(N+1)
t|t−∆t) (39)
where the right hand side is also the gaussian distribution and (8) is satisfied. Note that (39) is derived
without the integration. This fact indicates that the filtering procedure is done in classical level. In
the calculation of (39), (17) and (18) are cascadingly derived by using (B4) and (B6), respectively.
If we does not assume (37) and (38), the inverse matrix in (B2) and (B5) is replaced by (Σˆ
(I)−1
t|t−∆t +
(H
(I)
t )
TΣ
(I)−1
νt H
(I)
t ∆t + Σ
′(I)−1
νt ∆t)
−1. Although we are able to ignore the second and the third term
of the inverse matrix in the continuous limit ∆t → 0, for the discrete-time, this inverse matrix has a
possibility of the divergence or of the negative value because there is a case where Σ
(I)−1
νt and Σ
′(I)−1
νt are
singular or negative, in general. For example, we will consider V
(I)
t =
1
2 (l
(I))2 and then Σ
(I)−1
νt = 1 > 0
and Σ′
(I)−1
νt = (∂µ∂ν l
(I))l(I)|
xt=xˆ
(I)
t|t−1
which can be negative or singular. Therefore only (37) can not
remove the instability, completely. This is problem for the numerical simulations. In order to remove
the numerical instability, we have assumed (37) and (38).
To perform the integration in (9) we will expand xt + ft(xt)∆t
xt + ft(xt)∆t ≃ xˆ(N+1)t|t−∆t + ft(xˆ(N+1)t|t−∆t)∆t+ Ftδx(N+1)t . (40)
9By the integration on δx
(N+1)
t (dδx
(N+1)
t = dxt), we obtain the state-space representation of (9) as
follows:
p(xt+∆t, t+∆ ; ˆ˜x
(0)
t+∆t|t,
ˆ˜Σ
(0)
t+∆t|t) =
1
(2pi)m/2| ˆ˜Σ(0)t+∆t|t|1/2
× e− 12 (δx˜(0)t+∆t)T ˆ˜Σ(0)−1t+∆t|tδx˜(0)t+∆t (41)
where p(xt+∆t, t+∆ ; ˆ˜x
(0)
t+∆t|t,
ˆ˜Σ
(0)
t+∆t|t) ≡ p(xt+∆t, t+∆t), we have defined
xt+∆t = ˆ˜x
(I′)
t|t+∆t + δx˜
(I′)
t+∆t, δx˜
(I′)
t+∆t = xt+∆t − ˆ˜x
(I′)
t+∆t|t (42)
and ˆ˜x
(0)
t+∆t|t and
ˆ˜Σ
(0)
t+∆t|t are defined by (19) and (20), respectively. By (40), (19) can be derived without
the integration and then we find that FtΣˆ
(N+1)
t|t−∆tF
T
t in (20) represents the stochastic effect because the
path integration on the second order fluctuations is equivalent to quantum effect [34].
To calculate (14), we will define the weight function U˜t+∆t which consists of N
′+1 kinds of potentials
by the following equation:
U˜t+∆t ≡
N ′∑
I′=0
{
V˜
(I′)
t+∆t(l˜
(I′)
t+∆t(xt+∆t)) + δcV˜
(I′)
t+∆t −
1
∆t
ln N˜
(I′)
t+∆t
}
(43)
where δcV˜
(I′)
t+∆t is a counter term, N˜
(I′)
t+∆t is a normalization. We will expand V˜
(I′)
t+∆t up to the second order
terms on δx˜
(I′)
t+∆t. If we replace t with t+∆t and we give the tilde to all variables in (29)-(33), (35)-(36)
and (37)-(38), we can derive
e−U˜t+∆t∆tp(xt+∆t, t+∆t ; ˆ˜x
(0)
t+∆t|t,
ˆ˜Σ
(0)
t+∆t|t) = P (xt+∆t, t+∆t ;
ˆ˜x
(N ′+1)
t+∆t|t ,
ˆ˜Σ
(N ′+1)
t+∆t|t ). (44)
Introducing the identification as (23) and (24), we finally obtain
P (xt+∆t, t+∆t ; xˆ
(0)
t+∆t|t, Σˆ
(0)
t+∆t|t) =
1
(2pi)m/2|Σˆ(0)t+∆t|t|1/2
× e− 12 (δx(0)t+∆t)T Σˆ(0)−1t+∆t|tδx(0)t+∆t (45)
where the above equation is the gaussian distribution and (15) is satisfied. It is found that this equation
gives the closed form of the the evolution of P (xt, t) under the state-space representations (17)-(24).
C. Comments on potential minimum
Finally, we would like to comment on a relation between a potential minimum of Vt and a minimum of
the corresponding weight function Ut. For simplicity, we consider a case where only Ut for I = 0 exists
and assume that V
(0)
t has at least a minimum. We also assume ft(xt) = 0. The condition of the local
minimum ∂µUt = 0 becomes as follows:
−(H(0)t )T∇lˆ(0)t V
(0)
t + (H
(0)
t )
TΣ(0)−1νt H
(0)
t δx
(0)
t = 0 (46)
where we have used (27)-(28) and (37)-(38). If the state variables is equilibrium at the minimum,
δx
(0)
t = 0 should be satisfied. For this condition, the second term of the left hand side of (46) vanishes
and then we find that ∂µUt = 0 is correspondent to (H
(0)
t )
T
∇
lˆ
(0)
t
V
(0)
t = ∇V
(0)
t |xt=xˆ(0)t|t−∆t = 0 at the
local minimum. Therefore, if V
(0)
t has the minimum, the stochastic dynamics goes to the minimum
and the weight function Ut also has the minimum. The similar properties can be also applied to U˜t+∆t
without the condition ft(xt) = 0. It is found that the above properties are consistent with the comments
in the subsection IIIA.
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IV. APPLICATIONS TO EKF, EKF WITH CONSTRAINTS AND NONLINEAR
STOCHASTIC CONTROL
In the previous section, we have derived the first order difference equations as the discrete-time online
algorithm for the state variables. It has been found that the potentials induce forces constraining the
dynamics of the state variables. If the potentials have a local minimum at a point where a desired state
values are realized, we can expect that the state variables are dynamically constrained to the desired value.
In this section, we will check the expectation by explicitly constructing EKF, EKF with a constraint and
a nonlinear stochastic control model from the online algorithm. A difference from the typical EKF is
that observations is introduced as an external sources without the corresponding probability distribution.
Due to this property, EKF with a soft constraint can be derived by an additional potential. We will
point out that the soft constraint can be considered as an optimization problem for a state variable at
t+∆t. Based on the fact, a nonlinear stochastic control model is considered. The numerical simulations
for the nonlinear stochastic control model indicate that the nonlinear dynamics is controlled well. We
take ∆t = 1 in this section.
To construct explicit the discrete-time models on filtering and control, we would like to clear which of
V
(I)
t or V˜
(I′)
t+1 should we use because the state variables have to be filtered or constrained for the typical
filter or control models at time t + 1. If we consider only the potential V
(I)
t , initial state variables are
affected from V
(I)
t and then the state variables will be trapped into a local minimum of V
(I)
t at time
t. However, the state variables generally escape from the local minimum by the Langevin equation (2)
because we can not preserve the state xt+1 = xt for the non-vanishing ft(xt). In general, wide variety
models of filtering and control have non-vanishing ft(xt) for the state-space representation. Therefore,
only the potential V
(I)
t is not enough to preserve the state variables into the local minimum at time
t+ 1. If we consider only the V˜
(I′)
t+1 , the initial values of the state variables evolve through the Langevin
equation and the potential V˜
(I′)
t+1 is going to constrain the state variables into the local minimum at time
t + 1. We can expect that V˜
(I′)
t+1 controls the dynamics of the Langevin equation. Taking into account
above discussion on the potentials, in this section, we would like to focus on the quadratic potentials on
a function l˜
(I′)
t+1 at time t+ 1 as follows:
V˜
(I′)
t+1 =
1
2
(l˜
(I′)
t+1)
T Σ˜(I
′)−1
νt+1 l˜
(I′)
t+1, (47)
where Σ˜
(I′)
νt+1 is a positive definite and constant matrix. If we consider a general case where
ˆ˜
H
(I′)
t+1 6= 0,
the condition of the local minimum is given by
∇V˜
(I′)
t+1 |xt+1=xˆ(I′)t+1|t = 0 =⇒
ˆ˜
l
(I′)
t+1 = 0. (48)
The condition ˆ˜l
(I′)
t+1 = 0 is interpreted as a constraint for the state variables at time t+ 1. We will give
the explicit representation of l˜
(I′)
t+1 for filtering and control in below.
A. EKF and EKF with constraints
To construct EKF [16–18] by our online algorithm, we consider V
(I)
t = 0 and only the following
potential:
V˜
(0)
t+1 =
1
2
(l˜
(0)
t+1)
T Σ˜(0)−1νt+1 l˜
(0)
t+1, l˜
(0)
t+1 = yt+1 − h˜t+1(xt+1). (49)
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We would like to treat the observation yt+1 as an external source and does not assume the probability
distribution. Σ˜
(0)
νt+1 > 0 is a constant matrix which is not directly related with yt+1 as the covariance
matrix. This is quite different point from typical EKF in which yt is treated as an observation given by
yt = ht(xt) + ξt for ξt ∼ N (0, Σ(0)νt ). These conditions give rise to xˆ(1)t|t−1 = xˆ(0)t|t−1 and Σˆ(1)t|t−1 = Σˆ(0)t|t−1.
Then, EKF is derived by (19)-(20), (23)-(24) and the following equations
ˆ˜x
(1)
t+1|t =
ˆ˜x
(0)
t+1|t +
ˆ˜Σ
(0)
t+1|t(H˜
(0)
t+1)
T (Σ˜(0)νt+1 + H˜
(0)
t+1
ˆ˜Σ
(0)
t+1|t(H˜
(0)
t+1)
T )−1(yt+1 − h˜t+1(ˆ˜x(0)t+1|t)), (50)
ˆ˜Σ
(1)
t+1|t =
ˆ˜Σ
(0)
t+1|t − ˆ˜Σ(0)t+1|t(H˜(0)t+1)T (Σ˜(0)νt+1 + H˜(0)t+1 ˆ˜Σ(0)t+1|t(H˜(0)t+1)T )−1H˜(0)t+1 ˆ˜Σ(0)t+1|t. (51)
In Appendix D, we also show the original type of Kalman Filter in which there is a time delay of one
time step between the measurement yt and the calculated state estimate xˆ
(0)
t+1|t.
For the above system, we can involve an additional potential function as follows:
V˜
(1)
t+1 =
1
2
(l˜
(1)
t+1)
T Σ˜(1)−1νt+1 l˜
(1)
t+1 (52)
where Σ˜
(1)
νt+1 > 0 is a constant matrix. This gives EKF with soft constraints [28, 29]:
ˆ˜x
(2)
t+1|t =
ˆ˜x
(1)
t+1|t +
ˆ˜Σ
(1)
t+1|t(H˜
(1)
t+1)
T (Σ˜(1)νt+1 + H˜
(1)
t+1
ˆ˜Σ
(1)
t+1|t(H˜
(1)
t+1)
T )−1ˆl˜
(1)
t+1, (53)
ˆ˜Σ
(2)
t+1|t =
ˆ˜Σ
(1)
t+1|t − ˆ˜Σ(1)t+1|t(H˜(1)t+1)T (Σ˜(1)νt+1 + H˜(1)t+1 ˆ˜Σ(1)t+1|t(H˜(1)t+1)T )−1H˜(1)t+1 ˆ˜Σ(1)t+1|t. (54)
If we take a limit Σ˜
(1)
νt+1 → 0, EKF with hard constraints (l˜(1)t+1 → 0) is realized [30, 31].
In the above discussions, we have not required the existence of the probability density on yt+1 for the
derivation of EKF. For EKF with constraints, we have not also used the Pseudo-observation method
[30, 31] in which an observation from a system is always treated as a stochastic variable like l˜
(1)
t+1 =
y
(1)
t+1 = 0 with the zero variance. These facts indicate that we can take the potentials without the
probability density of the observations in our models. This is different point from typical EKF and EKF
with constraints. For example, we are able to recover the stochastic interpretation of yt+1 as a special
case. By taking an approximation like l˜
(0)
t+1 ≃ ˆ˜l
(0)
t+1 − H˜(0)t+1(xt+1 − ˆ˜x
(0)
t+1|t) for (49), the weight function
can be reduced to
e−U˜t+1(xt) =
Ω(yt+1|xt+1)
Ω(yt+1|Yt) , (55)
Ω(yt+1|xt+1) = αt+1
(2pi)m/2|Σ˜(0)νt+1 |1/2
e
− 12 (yt+1−h˜t+1(xt+1))
T Σ˜(0)−1νt+1
(yt+1−h˜t+1(xt+1)), (56)
Ω(yt+1|Yt) = αt+1
(2pi)m/2
|Σ˜(0)νt+1 + H˜(0)t+1 ˆ˜Σ(0)t+1|t(H˜(0)t+1)T |−1/2e
− 12 (
ˆ˜
l
(0)
t+1)
T (Σ˜(0)νt+1
+H˜
(0)
t+1
ˆ˜Σ
(0)
t+1|t
(H˜
(0)
t+1)
T )−1ˆ˜l
(0)
t+1 ,
(57)
where αt+1 is an arbitrary function. We are able to ignore δcV˜
(I′)
t+∆t in U˜t+1 (43), because only the first
order fluctuation is considered for l˜
(0)
t+1 in our approximation. If we take αt+1 = 1, we can interpret (56)
and (57) as the probability densities, Ω(yt+1|xt+1) = P (yt+1|xt+1) and Ω(yt+1|Yt) = P (yt+1|Yt). Then,
yt+1 obeys the Gaussian distribution. This is the standard interpretation on yt+1 in EKF. However, in
general, αt+1 is not one and then (56) and (57) do not have an interpretation as a probability density.
It is found that our model is able to design the potentials more flexibly without the assumption of the
probability distribution for the external sources.
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Another point to note is that (53) can be derived from the following the optimization problem [29]:
ˆ˜x
(2)
t+1|t = argmin
x
{
(x− ˆ˜x(1)t+1|t)T ˆ˜Σ(1)−1t+1|t (x− ˆ˜x
(1)
t+1|t) + (l˜
(1)
t+1(x))
T Σ˜(1)−1νt+1 l˜
(1)
t+1(x)
}
(58)
by using l˜
(1)
t+1 ≃ ˆ˜l
(1)
t+1−H˜(1)t+1(x− ˆ˜x
(1)
t+1|t) and Appendix A. (58) shows that ˆ˜x
(2)
t+1|t = ˆ˜x
(0)
t+1|t moves towards
l˜
(1)
t+1 → 0 as minimizing the right-hand side of (58). If Σ˜(1)νt+1 is enough small, the second term of (58)
becomes dominant and then ˆ˜x
(0)
t+1|t is strongly constrained in a point satisfying l˜
(1)
t+1 → 0. This can be
also interpreted as minimizing the potential V˜
(1)
t+1, because the second term of (58) is correspondent to
the potential. (58) is in good agreement with the physical intuition.
Taking into account the above two results, it is expected that we can design the potential as to control
Langevin dynamics towards a desired point. Based on this expectation, we will construct a nonlinear
stochastic control model in the following discussion.
B. Nonlinear Stochastic Control
We have derived EKF and EKF with a constraint in the previous subsection. The constrained dynamics
of the state variables has been understood as the optimization problem defined by (58). Taking these
points into consideration, we can expect that a directly use of the quadratic potential (52) as to control
the state variables without the filtering potentials (49). However, the state-space model (17)-(24) is
constructed only forward equations, although typical control model is described by backward equations
[1]. It is not trivial to show that the control model is realized by our model.
To check this expectation through numerical simulations, we will consider controlling Langevin equa-
tion (16) with ∆t = 1 towards a target point d˜
(0)
t+1. Taking into account (58), we will take the potential
functions as follows:
V˜
(0)
t+1 =
1
2
(l˜
(0)
t+1)
T Σ˜(0)−1νt+1 l˜
(0)
t+1, l˜
(0)
t+1 = x
(0)
t+1 − d˜(0)t+1, H˜(0)t+1 =

−1 0
0 −1

 . (59)
From physical intuition, we expect that xt+1 is constrained to the local minimum of V˜
(0)
t+1 at t + 1 by
the induced force. This expectation is supported by the minimizing the soft constraint problem (58).
To compare with a control model as xt+1 = xt + ft(xt) + Btut [1] where ut is the control variable, we
represent (21) as follows:
xˆ
(0)
t+1|t = xˆ
(0)
t|t−1 + ft(xˆ
(0)
t|t−1) +Btut, (60)
ut ≡ R−1t BTt (BtR−1t BTt )−1 ˆ˜Σ(0)t+1|t(H˜(0)t+1)T (Σ˜(0)νt+1 + H˜(0)t+1 ˆ˜Σ(0)t+1|t(H˜(0)t+1)T )−1ˆ˜l
(0)
t+1, (61)
where Bt and Rt are m× l and l× l matrix. we have assumed Rt and BtR−1t BTt are regular and positive.
A difference from the typical optimal control models is that the Langevin equation (16) does not have
the input variable in advance. The control input is introduced as a force induced from a derivative of
the potential function. If we know the dependence of the control input and the coefficient of the control
variable in advance, we can identify ut and Bt as the control input and the coefficient.
We will investigate a nonlinear stochastic control model by the numerical simulation with the conditions
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FIG. 1. Sample paths of Langevin equation with the condition (65)-(66).
m = l and Bt = Rt = 1m×m. Langevin equation is defined by
xt =

 x1t
x2t

 , (62)
ft(xt) =

 0.005x2t
0.005{(1− (x1t )2 − (x2t )2)x2t − x1t + 3.0x2t sin(0.005t)}

 , (63)
Ft =

 1 0.005
0.005(−2x1tx2t − 1) 1 + 0.005{(−2(x2t )2 + (1− (x1t )2 − (x2t )2) + 3 sin(0.005t))}

 (64)
where Ft is given by (20). We also take the initial values as follows:
xˆ
(0)
0|−1 =
(
0.5
0.5
)
, Σˆ
(0)
0|−1 =
(
1 0
0 1
)
, (65)
d˜
(0)
t+1 =
(
0.2
−0.1
)
, g−1t =
(
0.001 0
0 0.001
)
, Σ˜(0)νt+1 =
(
0.0015 0
0 0.0015
)
. (66)
Fig.1 indicates sample paths of Langevin equatiotn. Fig.2 and Fig.3 show sample paths of xt and ut.
These sample paths are given by the following steps. The initial control u0 is decided by substituting
the initial conditions (65)-(66) for (61). x1 is sampled by the probability distribution (45) in which the
mean value is given by (60) for the initial conditions. By repeating similar steps, we can obtain the
sample paths. Fig.2 and Fig.3 indicate that the dynamics of xt is controlled to the local minimum of
V˜
(0)
t+1. Fig.3 indicates that the Langevin dynamics is more constrained to the target for smaller Σ˜
(0)
νt+1 .
Therefore, it has been numerically shown that the Langevin dynamics can be controlled in the sense of
the optimization problem (58).
V. CONCLUSION
We have considered stochastic quantization with weighted distribution in discrete time. It has been
shown that the weighted distribution induces additional potentials characterizing nonlinear stochastic
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FIG. 2. Sample paths of (60) with the condition (65)-(66).
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FIG. 3. Sample paths of (60) with the condition (65)-(66) in which Σ˜
(0)
νt+1 is replaced by diag(0.0001, 0.0001).
processes while preserving a role as probability density for path integral. For applying this property to
various nonlinear stochastic models, the online algorithm has been derived by a state-space representation
of the path integral formula. The online algorithm has been described by the first order difference
equations and has indicated that the potentials gives rise to the forces which can control Langevin
dynamics. We have discussed the applications of the models to filtering and control. EKF and EKF with
a constraint have been explicitly constructed by using the suitable potentials without the probability
density of the observations. This is a quite different point from the typical definition of EKF and EKF
with a constraint. The constrained dynamics of the state variables has also been represented by an
optimization problem where a potential minimum is realized at a target value. According to the nature
of the optimization, the nonlinear stochastic control has been constructed by only the forward equations
with the potentials constraining the motion to the potential minimum as the target. The numerically
simulations have been investigated and we have found that the stochastic dynamics of the Langevin
equation can be controlled toward the target value.
VI. DISCUSSIONS
The weighted distribution is a key ingredient for introducing additional interactions in the stochastic
quantization with preserving a role as the probability density of the path integral. The potentials derived
from the weighted distribution does not necessarily require the probability density for the external sources
included in the potentials. The weighted distribution can also involve multiple potentials by simple and
recursive procedures. Therefore, we are able to apply the weighted distribution to various nonlinear
stochastic processes not only for filtering and control but also for physics or many other fields. An
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intuition based on physics will become quite useful to investigate nonlinear stochastic dynamics in areas
other than physics as shown in this paper.
In this paper, we have decided a hyperparameter like Σ
(I)
νt by hand as just a constant matrix, for
simplicity. How to decide the optimal hyperparameter is a remaining problem because an optimality
of a nonlinear stochastic model depends on a choice of the hyperparameter. We have not considered
constraints for the control variables. How to incorporate such constraints is an interesting problem in
order to apply our model to more realistic control models.
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Appendix A: Matrix inversion lemma and product rules for determinant
A and D are invertible square matrices, and B and C matrices may or may not be square. The matrix
inversion lemma and the product rules for determinant are given as follows [17]:
(A+BD−1C)−1 = A−1 −A−1B(D + CA−1B)−1CA−1, (A1)
∣∣∣∣∣ A BC D
∣∣∣∣∣ = |A− BD−1C||D| = |A||D − CA−1B|. (A2)
Appendix B
Applying the matrix inversion lemma in Appendix A, we can show the following equations:
e−v
(I)
t ∆t+lnN
(I)
t P (xt, t ; xˆ
(I)
t|t−∆t, Σˆ
(I)
t|t−∆t)
=
N
(I)
t
(2pi)m/2|Σˆ(I)t|t−∆t|1/2
e−
1
2 (xt−xˆ
(I)
t|t−∆t
)T Σˆ
(I)−1
t|t−∆t
(xt−xˆ
(I)
t|t−∆t
)−v
(I)
t ∆t
=
N
(I)
t e
−N
(I)
t ∆t|Σˆ(I+1)t|t−∆t|1/2
|Σˆ(I)t|t−∆t|1/2
1
(2pi)m/2|Σˆ(I+1)t|t−∆t|1/2
e
− 12 (xt−xˆ
(I+1)
t|t−∆t
)T Σˆ
(I+1)−1
t|t−∆t
(xt−xˆ
(I+1)
t|t−∆t
)
= P (xt, t ; xˆ
(I+1)
t|t−∆t, Σˆ
(I+1)
t|t−∆t) (B1)
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xˆ
(I+1)
t|t−∆t = xˆ
(I)
t|t−∆t + (Σˆ
(I)−1
t|t−∆t + (H
(I)
t )
TΣ(I)−1νt H
(I)
t ∆t)
−1(H
(I)
t )
T
∇
lˆ
(I)
t
V
(I)
t ∆t (B2)
= xˆ
(I)
t|t−∆t − (Σˆ(I)−1t|t−∆t + (H(I)t )TΣ(I)−1νt H(I)t ∆t)−1∇V (I)t ∆t (B3)
= xˆ
(I)
t|t−∆t + Σˆ
(I)
t|t−∆t(H
(I)
t )
T (Σ(I)νt /∆t+H
(I)
t Σˆ
(I)
t|t−∆t(H
(I)
t )
T )−1Σ(I)νt ∇lˆ(I)t
V
(I)
t , (B4)
Σˆ
(I+1)
t|t−∆t = (Σˆ
(I)−1
t|t−∆t + (H
(I)
t )
TΣ(I)−1νt H
(I)
t ∆t)
−1 (B5)
= Σˆ
(I)
t|t−∆t − Σˆ(I)t|t−∆t(H(I)t )T (Σ(I)νt /∆t+H(I)t Σˆ(I)t|t−∆t(H(I)t )T )−1H(I)t Σˆ(I)t|t−∆t, (B6)
|Σ(I)νt /∆t+H(I)t Σˆ(I)t|t−∆t(H(I)t )T |1/2|Σ(I)νt /∆t|−1/2|Σˆ(I)t|t−∆t|−1/2
= |Σˆ(I)−1t|t−∆t + (H(I)t )TΣ(I)−1νt H(I)t ∆t|1/2. (B7)
Appendix C
We will explain that Σˆ
(I)−1
t|t−∆t and
ˆ˜Σ
(I′)
t+∆t|t are positive definite, according to the definition of the
positive definite matrix [17]. The definition is as follows; a symmetric n×n matrix A is positive definite,
if vTAv > 0 (A > 0) for all nonzero vectors v. This is equivalent to saying that all of the eigenvalues of
A are positive real numbers. If A is positive definite, then A−1 is also positive definite. For an arbitrary
vector v, we consider the following equation:
vT Σˆ
(I+1)−1
t|t−∆t v = v
T Σˆ
(I)−1
t|t−∆tv + v
′TΣ(I)−1νt v
′∆t (C1)
where we have defined v′ = H
(I)
t v. By Σ
(I)−1
νt > 0 and the initial condition Σˆ
(0)
t|t−∆t > 0, we find
vT Σˆ
(1)−1
t|t−∆tv > 0. Then, (C1) is positive definite matrix: Σˆ
(I+1)−1
t|t−∆t > 0 for (I = 0, 1, 2, · · · , N − 1). For
an arbitrary vector V , we also consider the following equation:
V T
ˆ˜Σ
(0)
t+∆t|tV = V
′T Σˆ
(N)−1
t|t−∆tV
′ + V Tg−1t V ∆t (C2)
where we have defined V ′ = F Tt V . From above discussion, Σˆ
(N)−1
t|t−∆t > 0 and we have taken as g
−1
t > 0
and then ˆ˜Σ
(0)
t+∆t|t > 0. Applying the same discussion in (C1), we are able to show
ˆ˜Σ
(I′+1)−1
t|t−∆t > 0 for
(I ′ = 0, 1, 2, · · · , N − 1).
Appendix D
It is known that the original Kalman Filter [35] has a time delay of one time step between the
measurement yt and the calculated state estimate xˆ
(0)
t+1|t. To derive this version of the EKF from our
online algorithm, we will consider V˜
(I′)
t+1 = 0, and only the following potential:
V
(0)
t =
1
2
(l
(0)
t )
TΣ(0)−1νt l
(0)
t , l
(0)
t = yt − ht(xt), (D1)
where yt is an observation introduced as an external variable. Applying (D1) to (17)-(18), we obtain the
following filtering equations:
xˆ
(1)
t|t−1 = xˆ
(0)
t|t−1 + Σˆ
(0)
t|t−1(H
(0)
t )
T (Σ(0)νt +H
(0)
t Σˆ
(0)
t|t−1(H
(0)
t )
T )−1(yt − ht(xˆ(0)t|t−1)), (D2)
Σˆ
(1)
t|t−1 = Σˆ
(0)
t|t−1 − Σˆ(0)t|t−1(H(0)t )T (Σ(0)νt +H(0)t Σˆ(0)t|t−1(H(0)t )T )−1H(0)t Σˆ(0)t|t−1 (D3)
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where ((H
(0)
t )
T ) mµ = ∂µ(ht(xˆ
(0)
t|t−1))
m. For V˜
(I′)
t+1 = 0, xˆ
(0)
t+1|t =
ˆ˜x
(0)
t+1|t and Σˆ
(0)
t+1|t =
ˆ˜Σ
(0)
t+1|t are satisfied
for (23)-(24). We find that the above equations and (19)-(20) correspond with EKF for the original
Kalman Filter.
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