Pakdel A, Fialkov J, Whyne CM. High resolution bone material property assignment yields robust subject specific finite element models of complex thin bone structures. J Biomech. 2016 Jun 14;49 (9) 
Dear Author, Please, note that changes made to the HTML content will be added to the article before publication, but are not reflected in this PDF.
Note also that this file should not be used for submitting corrections.
Introduction
The most basic skeletal finite Q4 element (FE) models use homogeneous or limited heterogeneous segmentations to define bone material properties (Zannoni et al., 1998) . Validated subjectspecific state-of-the-art FE studies have established that accurate skeletal models require both high resolution in meshing and heterogeneous material property mapping (Helgason et al., 2008b; Taddei et al., 2006; Schileo et al., 2007) . Hounsfield units in a density calibrated computed tomography (CT) scanner can be correlated to bone mineral density values, followed by transformation to empirically derived elastic modulus values (Zannoni et al., 1998; Morgan et al., 2003; Keller, 1994; Dalstra et al., 1993; Carter and Hayes, 1977; Helgason et al., 2008a; Zioupos et al., 2008) . The specific mathematical relationship between density and modulus has been shown to be dependent on anatomical site and the density regime (cortical versus trabecular), however investigators have arrived at very different results even for bones of a single site and species (Schileo et al., 2007) . This may be due to non-standard methods of measuring density and variable definitions of bone density, compounded by correlations used to convert from one definition to the other. Care must be taken in using extrapolations of phantom based measurements that relate trabecular intensity to density via linear interpolation and experimentally measured density to modulus correlations outside of experimentally validated bone density ranges. For density to modulus conversions specific to the craniomaxillo-facial skeleton (CMFS), Peterson et al. (Peterson and Dechow, 2003; Peterson et al., 2006) mapped the outer cortical table of the CMFS reporting regional anisotropic elastic properties, but the data set is too sparse to permit anisotropic mapping of elastic properties for a continuum CMFS mesh.
In long-bone skeletal biomechanics, the BONEMAT method has been most widely adopted and validated for subject-specific FE modeling (Viceconti et al., 2004; Poelert et al., 2012) . This algorithm interpolates the intensity of the voxels mapped from the CT image to the volume of the elements of the FE mesh, assigning an elastic modulus to each individual element. Alternatively, voxels mapped to the vicinity of the nodes of each element can be assigned individual values (Helgason et al., 2008b) . However, both surface nodes and elements may lie within regions which are corrupted by partial-volume (PV) effects. PV effects result in "blurring" of intensity values at boundaries with sharp intensity transitions, where the imaging system's resolution is unable to resolve the outline of thin, high-intensity structures (Ionescu et al., 2011) . As shown in Fig. 1 , materials of heterogenous intensities (from air to cortical bone) may be enclosed by a single element. The element's density, if calculated by averaging the enclosed voxels, results in a value equivalent to soft-tissue or low apparent density trabecular bone. To overcome this issue, some authors employ shell elements at the surface (Fig. 1, right) , however, this simplification does not address the inability to sample and map the regional cortical bone density values on the FE mesh surfaces (Szwedowski et al., 2011; Anderson et al., 2005; Gupta et al., 2004) .
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s with the voxels on the CT images (middle) and the shell element approach for modeling of thin-bone structures (right). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 2 . The process flow for the NMAP PV correction of segmented CT images, with specific measures for enforcing non-PV interpolation in thin compact bone regions.
A. Pakdel et al. / Journal of Biomechanics ∎ (∎∎∎∎) ∎∎∎-∎∎∎ 2 both geometry and intensity data for thin bone structures. While this deblurring approach can yield improved imaging data, loss of these benefits can occur through averaging of assigned material properties during FE meshing, as described above.
This study introduces a new methodology, Node-based elastic Modulus Assignment with Partial-volume correction (NMAP), for FE material property assignment which overcomes scaling and resolution limitations associated with existing element-based or node-based approaches. This paper applies the NMAP approach to the specific challenges of modeling the complex anatomy of the CMFS with its extensive network of thin bones, but the method constitutes a systematic process for ensuring the creation of models with high fidelity which can be applied to any skeletal anatomy. It was hypothesized that combining deblurring, nodebased elastic modulus assignment and partial volume correction will yield robust CMFS FE models able to predict experimental strains measured under in vitro muscle loading.
Methods

Imaging
Clinical CT scans were obtained from six male cadaveric CMFS specimens previously tested in vitro (Szwedowski et al., 2011; Maloul et al., 2012) . One specimen was imaged at a voxel size of 0.523 mm Â 0.523 mm Â 0.8 mm (Philips Brilliance Big Bore, Philips, Amsterdam, Netherlands) with the other 5 imaged at a voxel size of 0.488 mm Â 0.488 mm Â 0.6 mm (GE LightSpeed VCT, GE Medical Systems, Waukesha, WI). The scans were acquired at 120 kVp with an exposure of 215 mA s and reconstructed using filtered back projection algorithms. The following methodology utilized these CT data sets to produce the subject-specific FE models.
FE model generation with node-based elastic modulus assignment with partialvolume correction (NMAP)
A sequential step-wise process for specimen specific FE model generation was employed using anisotropic Node-based elastic Modulus Assignment with Partialvolume correction (NMAP). The sequential steps of the NMAP procedure are summarized in Fig. 2 and described below.
Deblurring of CT images with point-spread function (PSF)-estimation and deconvolution
The 3D PSF were determined for each of the CT data sets and utilized within an iterative deconvolution algorithm to deblur the images in order to restore the geometrical details and intensity of high-contrast structures (bone) (Pakdel et al., 2012 (Pakdel et al., , 2014 . This process has been demonstrated to improve both geometry and CT intensity in the CMFS. In this study, the MRNSD deconvolution algorithm (Bardsley and Nagy, 2006; Nagy and Strakos, 2000) was applied for 100 iterations for each sample prior to segmentation.
Partial-volume correction of CT image voxel intensities
The CT DICOM images and associated segmentation masks were loaded into MATLAB (MathWorks Inc., Natick, MA) as numerical matrices and the thickness of the partial-volume layer (PVL) to be corrected was determined. PVL refers to the number of voxel layers on the segmentation surface that are suspected to be corrupted by blurring. The main criterion to determine the PVL was the thickness of the smallest feature size that could be determined by thresholding (a minimum of 2 layers in this case). A 3-D implementation of the binary Euclidian Distance Transform (EDT) was performed on the segmentation mask to produce a distance map. The binary morphological operations of erosion, followed by dilation using a 3 Â 3 binary kernel, were then applied on the segmentation mask to remove a 3-D boundary layer on the segmentation with a width equivalent to the PVL thickness. The subsequent dilation recovers all features except the thin cortical shells equal to or thinner than the PVL. This facilitates the selection of the thin cortical shells, which are stored in a separate segmentation mask. Based on the EDT   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  66   67  68  69  70  71  72  73  74  75  76  77  78  79  80  81  82  83  84  85  86  87  88  89  90  91  92  93  94  95  96  97  98  99  100  101  102  103  104  105  106  107  108  109  110  111  112  113  114  115  116  117  118  119  120  121  122  123  124  125  126  127  128  129  130  131 132 Bottom row: close up of the annotated regions. The vectors r i represent the ith closest voxel to the node n. This illustration is shown in 2D for simplicity; however, the actual implementation is 3D, and therefore the nodes' nearest voxels are not restricted to any slice plane. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 4 . A select number of empirical curves for conversion from apparent density to elastic modulus. The curves are plotted as solid lines and dashed lines, with the former representing the density range of the bone samples tested in the corresponding studies, and the latter indicating the extrapolation beyond these regions (Helgason et al., 2008a) . The conversion applied on the Peterson et al. data is as described in the text. The best fit apparent density-modulus power relationship is included for this data. The Keller curve uses the conversion ρ app (apparent density in g/cm 3 )¼ ρ ash (ash density in g/cm 3 )/0.55. The upper limit of cortical bone's apparent density is $ 1:8 g/cm 3 (Carter and Hayes, 1977) .
image, all voxels whose distance from the surface were equal to or less than the PVL were removed. The PVL can then be reconstructed based on statistical characteristics of the inner voxels which are presumed to be sufficiently far from the diffused boundaries as to not be PV-corrupted. The algorithm to "re-grow" (or re-grid) the voxels of the PVL is based on Sheppard's interpolation (Shepard, 1968) . This procedure progresses layer by layer, beginning with the innermost of the removed layers. For each CT voxel in this initial layer, N number of the closest voxels to it are found using k-nearest neighbors (kNN algorithm) (Friedman et al., 1977) , and their distance and intensity values stored. The search is anisotropic by strict limitation of the search domain to all those voxels contained only within the segmentation mask, but not in the PVL that are not yet re-gridded. The value of that specific voxel is reassigned by Shepard's method given by
where the denominator term is the distance for each of the N nearby voxels, and p is the interpolation coefficient which controls the degree to which the radial distance is weighted in the interpolation. High values of p demote the influence of faraway points, while p values towards one effectively assign equal weight to all nearby voxels (N ¼ 25 and p ¼ 2 were used in this study). Once an interpolated value is assigned, it is checked against its original value. If the value of the interpolation is lower than the original value, then the new interpolation is averaged with the previous value, and the average is assigned as the new value of the voxel. This process continues for all voxels in the layer. If the PVL variable value was greater than one, all the previous steps were repeated for the next layer(s). Note that the voxels that were interpolated in the inner layers are included in the kNN search space for the subsequent superficial layers. This is to ensure smoothness of the transition between all layers. Once all the PVL layers are completed, the procedure performs one final iteration for the thin-bone voxels (stored in the separate segmentation mask).
Anisotropic interpolation and mapping of CT intensity assignment on FE mesh nodes
This step assigns an interpolation value to each node of the FE mesh based on the PVcorrected image. Similar to the voxel re-gridding process, an interpolated Hounsfield units (HU) value is assigned to each node. First, the closest voxels to each node were found using the kNN search and limiting its search field to the domain of the segmentation mask. Subsequently, the interpolated HU value to be assigned to the node was calculated based on the distance of the closest voxels (Eq. (1), p¼ 5, N¼6). For comparison, the node-based material property assignment method described by Helgason et al. (2008b) was also applied on one of the mo Q6 dels (Fig. 3) .
Conversion of CT intensity to elastic modulus
The HU to apparent density relationship was determined using bone-mineral phantoms in the clinical CT images (Wagner et al., 2011; Hangartner and Short, 2007; Schweizer et al., 2007) .
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However, there is an absence of reliable and validated empirical density to modulus conversions for the CMFS. The landmark contributions by Peterson et al. provide a mapping of the outer cortical table of the CMFS (Peterson and Dechow, 2003; Peterson et al., 2006) . While their data is reported as sparse regional anisotropic elastic properties, and the sampling field is too sparse to be translated on a continuum for FE modeling, apparent density values were reported. In the current study, a CMFS-specific density-isotropic elastic modulus relationship was established based on the Peterson et al. data. The Voigt-ReussHill approach for estimating isotropic properties of bulk polycrystalline material by means of volumetric-average integration of the single crystal properties (Toonder et al., 1999) was used to adapt the Peterson et al. data to an estimated equivalent isotropic modulus. The derived apparent density to elastic modulus empirical conversion is shown in Fig. 4 . The result most closely agrees with the densitymodulus relationship derived by Morgan et al. (2003) whose experimental data were based on femoral neck samples although at the given density range (1.6 oρo 2 g/cm 3 ) this relationship is largely extrapolated. The density in turn was converted to elastic modulus using the power relationship E¼ 2.97ρ 2.72 as determined by the fit for the Peterson and Chow data. The material property for each node was assigned using the temperature-dependent auxiliary material model as described in Helgason et al. (2008b) via a custom APDL macro. The use of the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 Fig. 5. The FE volume mesh and the constructed geometry representing the muscles on which loads were applied (masseter and temporalis, shown in red). These were modeled as tension-only link elements, originating from a digitized connective boundary to the digitized locations of the loading plates in the experiments. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Fig. 6 . Surface volumes of the subject-specific anatomies used for the validation studies, along with the digitized location of the strain gauges (spherical landmarks).
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temperature-dependency feature in ANSYS is applied solely to enable node based non-uniform elastic modulus assignment through a 1:1 correspondence between temperature and modulus. With the node-based approach utilized, elastic modulus within each volume is not constant, but rather linearly interpolated based on the value assigned to each of its nodes yielding a continuum of assigned elastic modulus values (rather than modulus confined to discrete bins as is the case with element based assignments).
Load/boundary conditions and analysis
Each FE mesh (quadratic 10-noded tetrahedral elements) was imported into and analyzed in ANSYS APDL (ANSYS Inc., Canonsburg, PA, USA). The boundary conditions were imposed to reflect the in vitro experimental conditions. Loading was applied independently through the masseter and temporalis muscles as specified by digitized coordinates and directionality of the experimental testing. For this, 3D spar elements (LINK 10) were used that are capable of representing uniaxial tension-only (Fig. 5) . The isotropic tensile elements were assigned a modulus of 2 kPa (Chen et al., 1996) and a Poisson's ratio of 0.35. There was no "adhesion"/ coupling between adjacent elements, except where the elements shared nodes. The nodes at the loading plate were constrained to the plane of translation as digitized, with the final displacement screened to ensure the linear force vector as applied experimentally was followed. Full displacement degree-of-freedom constraints were applied to the outer surfaces of the teeth. The computational solution time was approximately eight hours for each multiple load case.
Experimental in vitro strain data
Surface strain data from the in vitro experiments previously conducted on the six cadaveric heads were used to validate the subject-specific FE models (Szwedowski et al. 2010 (Szwedowski et al. , 2011 Maluoul et al., 2012) .
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Briefly, the samples were fixed at the maxillary occlusion to an over-hang platform. An MTS Bionix 858 (MTS, Eden Prairie, Minnesota) servo-hydraulic loading system was used to apply controlled force vectors of 50, 75, and 100 N to the left masseter and temporalis muscles independently under displacement control at a rate of 1 cm/min. The strains generated for each test case were recorded on 14 strain gauges applied to the facial skeleton (Fig. 6) . The coordinates of the strain gauges were digitized using a Microscribe digitizer (Immersion Corp., San Jose, California).
FE post-processing and statistical validation
The material properties and load/boundary conditions were applied in a consistent manner; no training algorithms were used for model optimization. Postanalysis, a custom APDL macro extracted the strain values on the mesh surface using landmark registrations and digitization coordinates with sub-mm precision.
The strain values were calculated by interpolating the strain results within the elements which lay on a rectangular region equivalent to the bonded bounds of the strain gauges. This was done with respect to a transform coordinate that matched the strain's longitudinal axis. With most strain gauges the surface of interpolation had to be registered against the bony curvature. The strain interpolation was thus iterated and averaged 5 times, where each iteration penetrated the surface in 0.1 mm increments. The strain correlation results comparing the FE and experimental data were analyzed with standard bivariate models using JMP (4.0, SAS Institute, Cary, NC).
Results
The six FE models of the CMFS were successfully generated using the described methodology. The range of the assigned apparent densities and elastic modulus values compared positively to directly measured values reported by Peterson (Peterson and Dechow, 2003; Peterson et al., 2006) . The output of the NMAP processing for one FE mesh is shown in Fig. 7 (top and middle) . Fig. 7 (bottom) illustrates the nodal mapping results using the algorithm outlined by Helgason et al. (2008b) . The material properties assigned to the surface elements are greatly impacted by PV effects, resulting in low modulus values not representative of cortical bone with standard node-based assignment. In contrast, the NMAP results yield surface HU and modulus values characteristic of cortical bone.
The experimental strain data from the in vitro testing of these six heads were previously published Szwedowski et al., 2010 Szwedowski et al., , 2011 . After reviewing the trajectory of the screw fixations that were used to stabilize the maxillary occlusion of one edentulous sample, it was discovered that screws penetrated intricate internal structures. An appropriate FE boundary condition could not be produced to represent this damage. As such, this model was excluded, leaving a sample size of five for further analysis.
The orthogonal regression analysis, shown in Fig. 8 , summarizes the data from all specimens and loading conditions. Overall, a correlation coefficient of 0.93 was found comparing the FE model strains and the experimental data, (r 2 ¼0.87, slope¼ 1.01, intercept ¼ À8.57, power ¼0.81, α¼0.05) (Cohen, 2013) . The high correlation coefficient and slope close to unity, confirm the   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65  66   67  68  69  70  71  72  73  74  75  76  77  78  79  80  81  82  83  84  85  86  87  88  89  90  91  92  93  94  95  96  97  98  99  100  101  102  103  104  105  106  107  108  109  110  111  112  113  114  115  116  117  118  119  120  121  122  123  124  125  126  127  128  129  130  131 132 hypothesis that the FE models generated using the NMAP procedure can accurately predict CMFS strains under in vitro conditions with applied simulated muscle loading.
Discussion
Robust geometrical models were derived from accurate secondary reconstruction of clinical CT images, which along with a higher resolution heterogeneous mapping of material properties of the CMFS yielded strong a correlation between the strain predicted from the subject-specific FE models to in vitro experimentally measured strains. The developed methodology offers a systematic process-flow to address the once intractable complexity of the CMFS, towards a robust biomechanical framework for understanding its structure and function. The strength of the correlations and the confidence intervals reported in this study represent the most robust validation results reported for CMFS FE modeling to date.
A previous FE validation and sensitivity study exists for the data from one CMFS used in this analysis. This FE model utilized differentially segmented cortical and trabecular regions of the CMFS, and assignment of a constant cortical bone value to the outer surface defined by a variable thickness shell element layer (Szwedowski et al., 2011) . CT based material properties for the trabecular centrum were applied using BONEMAT. The optimized model configuration based on the sensitivity study yielded a good correlation to the experimental data (r 2 ¼0.71, slope ¼ 0.82). In this, the lowest correlation regions were found within the vicinity of thin bones that could not be accurately segmented and meshed. The current model using the developed approach, yielded a significantly better correlation to the experimental data (r 2 ¼0.85, slope ¼1) without differentiation of the cortical and trabecular bone or the use of shell elements (transformed z-test for comparing the inequality of two dependent Pearson r's, α¼0.01 (Steiger, 1980; Dunn and clark, 1969) . The shell-based approach is more complex than assigning volumetrically distributed material properties to a continuum mesh, and does not address the inherent issues of degraded bone intensity signal in very thin bones. The shell-element approach also demands segmentation of cortical regions, which is particularly challenging in the context of the complex CMFS morphology. The generation of CMFS models from specimens that include soft tissue structures have challenges not found in defleshed or dried anatomic specimens. PV degradation and low tissue contrast is less pronounced, creating sharp boundaries for straightforward segmentation from surrounding air. In contrast, muscle-fat-thinbone ambiguity pervades in full head cadaveric CT imaging. This may explain the unsuccessful application of previous nodal based material property assignment methods to CMFS cadavers, as demonstrated in Fig. 7 . In contrast, the resolution of material properties achieved by the NMAP process is even able to capture the fine variation of densities near the sutures in the FE mesh (top row of Fig. 7) . While material properties mapped onto the FE mesh of larger load bearing bones are not immune from suppression of surface CT intensity values, the total ratio of the PV degraded region relative to the overall cortical bone mass is small, limiting its impact (Austman et al., 2008) . In contrast, even the thickest cranial bones can have up to 20% of their cortical region degraded by PV effects.
The NMAP procedure can be applied without deblurring, but in clinical CT reconstructions the presence of large holes in thin bone structures and the low moduli of blurred edges cannot be rectified with PV correction alone. NMAP may be successfully applied to higher resolution (i.e. mCT) data sets or thicker cortical structures without deblurring.
While no intra-subject segmentation sensitivity analyses were conducted, consistently robust results were achieved for the multiple specimens using this methodological approach. The results of the PVL depend on the variables chosen for Sheppard's algorithm. The weighting of the proximal voxels (p) and the number of voxels (N) were chosen as a best-fit to yield a balance of correction without over-smoothing. Future work may investigate the impact of optimization on these parameters with final validation on an independent set of samples.
The experimental approach in this study was designed for validation, rather than reflecting a physiologic scenario. The loading, while applied through individual muscles directly pulled in a controlled vector, does not reflect the complexity of masseter and temporalis function in vivo. Physiologic loading includes changes in the overall length, shape, and activation patterns in multiple masticatory muscles acting in concert (Goto et al., 2001 ). The non-pathological masticatory system also activates the muscles on both sides of the face for all masticatory functions at equivalent levels (regardless of ipsilateral, contralateral, or any other mode of chewing) and engages multiple muscle groups simultaneously, including neck muscles for stabilization during jaw activity (Van Eijden et al., 1990; Hellmann et al., 2012) . The maxillary occlusion boundary condition represented in this validation work was also not physiological, but rather represented an experimentally feasible testing method.
In conclusion, the contribution of this study is a fully developed and validated subject-specific computational framework for deployment towards "in silico" investigation of CMFS biomechanics (Westwood, 2007) and a set of validated CMFS FE models. Future work may utilize these validated models under more physiologic load and boundary conditions to better understand load transmission patterns in the CMFS and employ this approach to the modeling of other thin bone skeletal structures.
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