We explore the behavior of power-law shot noise, for which the associated impulse response functions assume a decaying power-law form. We obtain expressions for the moments, moment generating functions, amplitude probability density functions, autocorrelation functions, and power spectral densities for a variety of parameters of the process. For certain parameters the power spectral density exhibits 1=f-type behavior over a substantial range of frequencies, so that the process serves as a source of 1=f shot noise for in the range 0 < < 2. For other parameters the amplitude probability density function is a L evy-stable random variable with dimension less than unity. This process then behaves as a fractal shot noise that does not converge to a Gaussian amplitude distribution as the driving rate increases without limit. Fractal shot noise is a stationary continuous-time process that is fundamentally di erent from fractional Brownian motion. We consider several physical processes that are well described by power-law shot noise in certain domains: 1=f shot noise, Cherenkov radiation from a random stream of charged particles, di usion of randomly injected concentration packets, the electric eld at the growing edge of a quantum wire, and the mass distribution of solid-particle aggregates.
I. INTRODUCTION
In 1918 Schottky de ned and extensively studied the shot-noise process and named it the shot e ect 1]. In fact, certain aspects of this process had been studied since the beginning of the century; Campbell obtained values for the mean and variance of the process in 1909 2, 3] . As schematically indicated in Fig. 1 , shot noise results from the excitation of a memoryless, linear lter by a train of impulses derived from a homogeneous Poisson point process 4 -7] . The former is characterized by its impulse response function h(t), while the latter is characterized by its constant rate of production of events, . The shot e ect is particularly visible in electrical devices at low currents, or indeed in any system where events occur with an average spacing greater than the characteristic time duration of each event. Under certain weak conditions, the central limit theorem shows that the amplitude distribution of shot noise approaches a Gaussian distribution as the rate of the driving Poisson process increases 4, 8] . Generally, if the rate is substantially greater than the reciprocal of the characteristic time duration of the impulse response function 1= p , then the amplitude distribution will closely approximate a Gaussian form. The characteristic time, p , is often de ned as the square of the integral of the impulse response function divided by the integral of its square. Most common impulse response functions, such as triangles, rectangles, and decaying exponentials, are well behaved, having a nite, nonzero characteristic time. Shot noises constructed from these impulse response functions will indeed approach a Gaussian distribution as the driving rate increases.
When the impulse response function is a decaying power law, however, its characteristic time can become arbitrarily large or small. Power-law shot noise can therefore violate the conditions of the central limit theorem, and yield an amplitude distribution that does not approach the Gaussian distribution for any value of the Poisson driving rate. Many physical situations exist in which power-law shot noise arises. A representative power-law impulse response function is shown in Fig. 2 . For this particular illustration the onset time A of the impulse response function is unity, the termination time B = 100, the power-law exponent is 1=2, and the amplitude K 0 is unity.
We proceed to derive the statistical properties of power-law shot noise, including its moments, moment generating functions, amplitude probability density functions, autocorrelation functions, and power spectral densities. Power-law shot noise in the regime 0 < < 1 9] di ers markedly from power-law shot noise for > 1 10] , and thus two types of novel behavior emerge.
For linear-lter parameters in the range 0 < < 1 and B < 1, the resulting power spectral density varies as 1=f over a substantial range of frequencies f. The exponent = 2(1 ? ) can assume values between 0 and 2 11, 12] , so that the process behaves as a source of 1=f-type shot noise. For = 1, the power spectral density varies precisely as 1=f (see Table 1 ).
For linear-lter parameters in the range > 1 and A = 0, the resulting shot-noise amplitude distribution assumes the form of a L evy-stable random variable 8, 13, 14] of extreme asymmetry and dimension D < 1 (see Table 1 ). In this case, the amplitude distribution does not converge to a Gaussian form, and in particular the associated mean and variance are in nite. This fractal shot-noise process should be contrasted with fractional Brownian motion (FBM), developed by Mandelbrot and Van Ness 15, 16] . Fractional Brownian motion usually has a Gaussian amplitude distribution, but the times between zero crossings have a L evy-stable time-interval distribution. Our L evy-stable process, in contrast, has a L evy-stable amplitude distribution and no zero crossings. In addition, the fractal nature of our L evy-stable shot-noise process di ers from that of FBM, which is self-a ne and non-stationary; our L evy-stable process is strict-sense stationary.
We refer to the process as power-law shot noise because, aside from the impulse response function itself, three of its properties can be characterized by power-law functions: the amplitude probability density, the autocorrelation function, and the power spectral density. Furthermore, the autocorrelation function and the impulse response function share the same exponent. Power-law dependencies indicate the presence of all time scales, and therefore fractal behavior.
In the nal section of the paper, we consider several applications of power-law shot noise, illustrating its widespread applicability. Power-law behavior is common in nature: electromagnetic forces vary as the inverse square of the distance, di usion processes often exhibit power-law tails, and 1=f noise is power law by de nition. Our applications are chosen from among these naturally occurring power-law dependencies.
II. SHOT NOISE A. General Shot Noise
Shot noise may be expressed as an in nite sum of impulse response functions, which may be either stochastic or deterministic (see Fig. 1 (1)
The times t j are random events from a homogeneous Poisson point process of rate , and the impulse response function h( ) is xed and deterministic (the linear system is timeinvariant). If the impulse response functions are stochastic, then the de nition of the shot noise becomes I(t)
Here the times t j are as before, and fK j g is a random sequence over which the impulse response functions h(K; t) are indexed. The elements of the random sequence fK j g are taken to be identically distributed, and independent of each other and of the Poisson process. The impulse response function h( ; ) is itself deterministic. The properties of shot noise become more di cult to obtain if the component impulse response functions are stochastic rather than deterministic. However, it is possible to nd an equivalent impulse response function which is indeed deterministic. This equivalent function will not necessarily lead to correct results when it is used in calculating secondor higher-order statistics, such as the autocorrelation function or the power spectral density, but for rst-order properties of the shot-noise process, this function is truly equivalent to the ensemble of stochastic impulse response functions. Gilbert and Pollak 17] have shown that such an ensemble of stochastic impulse response functions fh(K; t)g has an equivalent deterministic impulse response function satisfying hLft : h(K; t) > xgi = Lft : h(t) > xg; (3) for all x, where L denotes the Lebesgue set measure, and h i represents expectation taken over the distribution of K. In particular, any impulse response function of the form h(K; t) = h(t=K) is equivalent to an impulse response function of the form h(t=hjKji). An equivalent impulse response function may always be found for any ensemble of stochastic impulse response functions, but in general the equivalent impulse response function will not resemble the component impulse response functions of the ensemble. Finally, we reiterate that equivalent impulse response functions are only equivalent for the rst-order statistics of the shot-noise process; equivalent deterministic impulse response functions may not be used for higher-order statistics.
All properties are valid after the shot-noise process has reached steady-state, when the time t is nite. For completeness we note that for the impulse response functions considered in section IV C, the resulting shot-noise process never reaches steady-state.
For these degenerate processes, the results derived in this paper do not apply for any time t.
B. Power-Law Shot Noise
The general form of the power-law impulse response function that we choose is h(K; t) ( Kt ? ; A t < B; 0; otherwise,
an example of which is shown in Fig. 2 . The parameters A, B, and , are deterministic and xed. In general, the range of the function may extend down to A = 0 or up to B = 1, and may range between 0 and 1 exclusive. The amplitude parameter may be either random (denoted by K) or deterministic (denoted by K 0 ). All parameters are assumed to be nonnegative. Thus power-law impulse response functions as de ned above are either deterministic, in which case all component impulse response functions are identical, or have random amplitudes, in which case the component impulse response functions have the same shape and duration, di ering only in their amplitudes K.
Although we choose to consider power-law impulse response functions such that those from the same shot-noise process can di er only in their amplitudes, our results may be extended in some cases to generalized power-law impulse response functions. As shown in section I A above, an equivalent, deterministic impulse response function may be found for any ensemble of stochastic impulse response functions of the form h(K; t) 17] . If the resulting equivalent impulse response function is of the form shown in (4), then the equivalent impulse response function may be substituted for calculations of rst-order amplitude statistics of the original, stochastic shot-noise process. Substituting (4) into (3) we show that any impulse response function satisfying hLft : h(K; t) > xgi = 
for some , A, B, and K 0 , is equivalent to the deterministic impulse response function h(t) = ( K 0 t ? ; A t < B; 0; otherwise.
Thus rst-order amplitude results derived for a shot-noise process constructed from the deterministic impulse response function in (6) will also apply to a process constructed from the generalized stochastic form in (5) . In general, it is di cult to nd a non-trivial ensemble of impulse response functions for which the equivalent impulse response function is of the form in (6) . However, returning to (4) and considering the particular case A = 0 and B = 1 we nd hLft : h(K; t) > xgi = hLft : Kt ? > xgi = hLft : t < K 1= x ?1= gi = hK 1= ix ?1= ; (7) for all amplitudes x. For the deterministic power-law impulse response function Lft : h(K; t) > xg = Lft : K 0 t ? > xg = Lft : t < K 1= 0 x ?1= g = K 1= 0 x ?1= ; (8) again for all amplitudes x. Thus the stochastic ensemble of impulse response functions in (7) is equivalent to the deterministic impulse response function in (8) for all rst-order amplitude statistics with hK 1= i = K 1= 0 ; (9) so that K 0 hK 1= i : (10) For A > 0 or B < 1, (7) and (8) no longer agree for all x, and therefore the equivalent impulse response function does not have the form of (8) . In that case, the stochastic amplitudes must be accounted for explicitly.
III. MOMENTS AND CUMULANTS
We consider the case of power-law shot noise when K is stochastic. The nth cumulant (semi-invariant) C n of I(t) is given by 18] C n (?1) n d n ds n ln Q I (s) s=0 =
A t ?n dt; (11) so that C n = hK n i Var(I) = C 2 ; (13) where E ] denotes expectation taken over the distribution of I.
IV. MOMENT GENERATING FUNCTIONS
A. Deterministic K 0
We rst consider the case for deterministic and xed K 0 ; therefore all impulse response functions are identical. The rst-order moment generating function Q I (s) of the shot-noise process I is given by 4, 7, 19, 20] (22) where c is a constant, so that for all the shot noise I is a L evy-stable random variable 8, 13, 14, 21] with extreme asymmetry of dimension D : 0 < D < 1. The L evy-stable and Gaussian distributions share the property that two random variables taken from the same distribution and added together will result in a new random variable whose distribution di ers from the original one only by a scaling constant. Thus, by de nition, increasing , which is equivalent to adding two such processes together, will not change the L evy-stable form of the resulting distribution. Therefore an in nite area impulse response function may be used to construct a shot-noise process which is non-trivial and non-Gaussian for all driving rates , even in the limits ! 0 and ! 1. The conditions of the Gaussian central limit theorem are violated, and in particular all moments of the shot-noise process are in nite.
C. Other In nite-Area Impulse Response Functions
However, for other in nite-area impulse response functions the resulting shot noise can have trivial amplitude properties. For 0 < 1 and B = 1, the shot-noise process I will be in nite with probability one (see Appendix A). To show this, we derive the moment generating function Q I (s) for this case Q I (s) = 1; s = 0, 0; s 6 = 0; (23) so that PrfI < xg = 0 for all x < 1: (24) This may be appreciated intuitively by examining the time evolution of the shot-noise process. Consider the system at time t = ?1, when I(t) = 0, before any events from the driving Poisson process have occurred, and therefore before any of the component impulse response functions have begun. Since each impulse response function contains in nite area in its tail, the power-law shot-noise process I(t) will tend to increase with time. In particular, PrfI(t) < xg is an monotone decreasing function of t for any xed amplitude x. Thus for 1 and B = 1, I(t) is nonstationary, never reaching steady-state, and for nite times t will be in nite with probability one.
The di erence between trivial and non-trivial amplitude properties appears to lie in the nature of the in nity in the impulse response function. For > 1, the in nite area is contained in the in nitesimal neighborhood of t = 0, and therefore only manifests itself at the times t = t j , corresponding to the events of the driving homogeneous Poisson process. The remainder of the time the process is nite. However, for 1, the tail, which lasts for in nite time, contains in nite area. Since the tails of previous impulse response functions are always present, the process is always in nite. The case = 1 is particularly unrewarding, since both the in nitesimal neighborhood of t = 0 and the tail contain in nite area.
D. Moment Generating Functions with Finite Moments
If the cumulants of I(t) obey C n < 1 for all n, and for either stochastic K or deterministic K 0 , the moment generating function Q I (s) may be expressed in terms of the cumulants of the random variable I. By de nition,
(?1) n C n s n n! (25) so that
For the particular case 6 = 1=n for all integers n, we obtain
(?1) n n! hK n i A 1?n ? B 1?n n ? 1 s n # : (27) Equations (17) and (19) admit A = 0, B = 1, and arbitrary , whereas (26) does not allow B = 1 for 1, nor A = 0 for any . In addition, (27) is not valid for = 1=n. However, (26) and (27) are valid for stochastic K as well as deterministic K 0 .
V. AMPLITUDE PROBABILITY DENSITY FUNCTIONS
A. L evy-Stable Forms ( > 1)
Values of the amplitude probability density function P(I) may be obtained from the moment generating function by several methods. If A = 0 and B = 1, for > 1, and for either deterministic or stochastic K, the amplitude probability density function is L evy stable with dimension D 1= . P(I) may be calculated either by the Fourier integral 8, 14, 18] P(I) = 1 Re (28) or the in nite sum 8, 
Figure 3 displays L evy-stable amplitude probability density functions for three values of the dimension D.
Furthermore, if A = 0 and > 1, but B < 1, then the amplitude probability density function will approach a L evy-stable form as ! 1. This is readily understood since the resulting impulse response function is the same as in the B = 1 case except for the missing tail. Since the missing area is nite, and the total area is in nite, the di erence is negligible for large (see Appendix B). The limiting distribution will therefore be a L evy-stable random variable with extreme asymmetry, associated dimension D 1= , and scaling factor ?(1 ? D)] 1=D K 0 , as for B = 1 as shown above. Finally, if A > 0 and > 1, P(I) converges to the Gaussian density for arbitrary B since the area under the impulse response function and under its square are both nite.
The L evy-stable shot-noise process developed here is fundamentally di erent from fractional Brownian motion (FBM), developed by Mandelbrot and Van Ness 15, 16] . FBM has an amplitude distribution determined by the increments in its de nition, and may have any amplitude distribution, although FBM is usually Gaussian. For Gaussian FBM the times between level crossings exhibit a L evy-stable time distribution with dimension between 0 and 1. Our L evy-stable shot-noise process, however, has a L evy-stable amplitude distribution. The L evy-stable quality derives from the shape of the impulse response functions and the nature of the shot-noise process itself, and is not dependent on a L evystable process in its de nition. The level crossings for our L evy-stable shot-noise process are nonexistent for levels 0, whereas for su ciently high levels they approach the driving Poisson process, yielding exponential times between crossings. The distribution of times between the level crossings of our L evy-stable shot-noise process is never L evy-stable; only the amplitude of the process is.
Furthermore, the fractal nature of our L evy-stable shot-noise process di ers from that of FBM, which is self-a ne and nonstationary. Scaling both the time and amplitude axes of a FBM process by related amounts yields a new FBM process that is statistically identical to the original one, so that c ?D B D (ct) B D (t), where B D ( ) is a FBM with dimension D, and c is some constant 15]. However, our L evy-stable process has identical rst-order statistics for all time, so I(ct) I(t). Thus FBM is nonstationary, having moments that increase with time, while our L evy-stable process is strict-sense stationary for all nite times t.
B. Power-Law Tails
All of the L evy-stable probability densities have long power-law tails (see Fig. 3 ).
Indeed, for A = 0, B = 1, > 1, and D 1= , P(I) approaches a simple asymptotic form in the limit I ! 1. Examining (29) it is clear that all terms are of the form a n I ?(1+nD) , so that for I ! 1 the n = 1 term dominates
Using well-known properties of the gamma function 24], we obtain
This is indeed expected, since the tail of a L evy-stable density function of dimension D is known to be power-law with exponent ?(1 + D).
C. General Expressions
In all cases with deterministic h(t), that is, for any > 0, the amplitude probability density function of power-law shot noise may be found by evaluating the Fourier integral 8, 18] P(I) = 1 Re
which is, unfortunately, often di cult. However, the amplitude probability density function may alternatively be obtained for positive I from an integral equation 17] (see Appendix C). We note that if B < 1, then PrfI = 0g = e ? (B?A) > 0; so the density will have a delta function at I = 0. The amplitude probability density function is given by (35) and the integral-equation solution must be multiplied by a scaling constant, determined by requiring R 1 0 P(I) dI = 1. The results obtained from the integral equation for > 1 are then identical to those given for the L evy-stable case for small values of I, except for a scaling constant to normalize the amplitude probability density function to unit area. In that case, the values for the L evy-stable amplitude probability density function, which are more easily calculated, may be used for values of I between zero and K 0 A ? . Figure 4 shows the amplitude probability density functions approaching a L evy-stable form as the starting time A decreases towards zero.
D. Convergence to Gaussian Form
If C n < 1 for all n, then the amplitude probability density function P(I) satis es the conditions of the central limit theorem, and therefore approaches a Gaussian density N( )] as ! 1. This is always the case for A > 0 and B < 1 see (12) ], as shown in the right-most column of Table 1 . The mean and variance of the resulting amplitude density will be given by the rst and second cumulants, respectively see (13)], so the limiting form will be
For nite , and for values of I close to the mean of the process (C 1 ), the amplitude probability density function may be expanded as an in nite sum of polynomials in I multiplied by the limiting amplitude density 18] P(I) N(I : C 1 ; C 2 ) ? C 3 6 N (3) (I : C 1 ; C 2 ) + C 4 24 N (4) (I : C 1 ; C 2 ) ? C 2 3 72 N (6) (I : C 1 ; C 2 ) + ; (37) where N (0) (I : C 1 ; C 2 ) N(I : C 1 ; C 2 ); (38) and N (n) (I : C 1 ; C 2 ) @ n @I n N(I : C 1 ; C 2 ); n > 0: (39) The rst term on the right-hand side of (37) (40) Figure 5 illustrates the approach of the amplitude probability density functions to Gaussian form as the driving rate increases. To make comparison easier, the amplitude probability density is given in terms of the standardized amplitude z, de ned by z 
VI. AUTOCORRELATION FUNCTIONS
The autocorrelation function is given by
where the autocorrelation function of h(K; t) itself is R h ( ) 
whereas in the limit f ! 1, the incomplete gamma function in (50) approaches zero, so S I (f) ! hK 2 i? 2 ( =2)(2 f) ? ; f ! 1: (52) If B were increased, we would obtain the same behavior for high frequencies, but di erent and non-trivial behavior for low frequencies. In the limit B ! 1, with A = 0 and 0 < < 2, mechanical calculation of the power spectral density provides S I (f) = E I] 2 (f) + hK 2 i? 2 ( =2)(2 f) ? ; (53) indicating 1=f behavior for all frequencies. In this limit, however, the process never reaches a steady state, as shown in section IV C. In power-law shot noise, as in other processes, stationarity and 1=f behavior over all frequencies are mutually exclusive. Indeed, for 1 and B = 1, the process is degenerate, being in nite with probability one as shown in Appendix A, so the concept of power spectral density has limited applicability. Because the impulse response functions have Fourier transforms, a power spectral density can be constructed by the blind application of Carson's theorem. However, this is not the Fourier transform of an autocorrelation function since the autocorrelation function and all the moments, including the mean, are in nite.
As summarized in Table 1 , novel 1=f-type behavior of the power spectral density is observed in the regime 0 < < 1. In contrast, novel (L evy-stable) behavior of the amplitude probability density function is observed only in the regime > 1.
VIII. APPLICATIONS
Power-law shot noise has widespread applicability in engineering and physics since both Poisson events and power-law behavior are ubiquitous. We consider several applications: 1=f shot noise, Cherenkov radiation for a random stream of charged particles, di usion of randomly injected concentration packets, quantum-wire electric elds, and the mass distribution of solid-particle aggregates.
A. 1=f SHOT NOISE Noise which has a power spectral density inversely proportional to frequency is called 1=f noise 12, 25 -28] . This noise appears in many diverse environments, including resistors and semiconductors 29 -31] More generally, power-law shot noise provides a useful model for 1=f noise, when 0 < < 2 (0 < < 1). As shown in Section VII, when A ! 0 and B ! 1 the power spectral density varies over all frequencies as f ? ; it is precisely 1=f for = 1 ( = 1 2 ) 11].
In this limit however, the power spectral density has in nite energy. This poses a problem that can be solved in one of three ways. First, the outer cuto of the impulse response function, B, may be decreased from in nity to a nite value 12], in which case (50) provides S I (f) = E I] 2 (f) + hK 2 i ?( =2) ? ?( =2; j2 fB) 2 (2 f) ? : (54) For low frequencies f, the second gamma function will approximately cancel with the rst, thereby reducing the energy to a nite value. For high frequencies, the second gamma function will vanish, yielding the same result as for B ! 1. The second method is to make the area of the impulse response function nite by multiplying it by an exponentially decaying function 25, 26] h (K; t) Kt ? e ?! 0 t ; (55) which yields S I (f) = E I] 2 (f) + hK 2 i? 2 ( =2) ! 2 0 + (2 f) 2 ? =2 : (56) Again the power spectral density has nite energy in the neighborhood of f = 0 and behaves as 1=f for high frequencies. Finally the physical limitations of any real experiment used to measure the power spectral density may be imposed on the system. Since the experiment must be conducted in nite time, those components of the power spectral density with frequencies lower than the reciprocal of the duration of the experiment will be excluded. Similarly, since any measuring apparatus has a nite frequency response, those components of the power spectral density at high frequencies will also be excluded. Since the power spectral density is e ectively truncated at both low and high frequency limits, the total energy will be nite for any value of in the range 0 < < 2 and any possible experimental measurement 12, 25] . Figure 7 shows the shot-noise power spectral densities obtained with = 1 ( = 1 2 ) for two types of power-law impulse response functions as given in (4): no cuto (A = 0 and B = 1), and abrupt cuto (A = 0 and B = 1000). Also shown is the exponential decay result obtained by using (55) and (56) with ! 0 = =4000. The power spectral densities all take the form 1=f with = 1 for high frequencies. Note that the abrupt cuto in the time domain gives rise to oscillations in the frequency domain.
B. Cherenkov Radiation from a Random Stream of Charged Particles
Charged particles traveling faster than the group velocity of light c=n in a transparent medium will radiate electromagnetic elds, often in the visible range. This phenomenon was rst examined systematically in a series of experiments by Cherenkov beginning in 1934. In this section we use classical electromagnetic theory to show that the elds produced by Cherenkov radiation arising from a random stream of charged particles may be modeled by the power-law shot-noise process.
Consider a charged particle traveling along the positive x-axis through a transparent, non-ferromagnetic medium of refractive index n, at a speed v > c=n (see Fig. 8 
The foregoing is valid for times when the quantity in the square brackets in (59) and (60) is positive, namely for t > 0; for t < 0, the shock wave generated by the particle has not yet reached the detector and all elds are zero. All components of the electric and magnetic elds show power-law decay with a power-law exponent that increases at the crossover time t = t 1 . No real system will pass frequency components of arbitrarily high frequency, and indeed all systems have practical limits to the frequency components which may be observed at the output. The di erence between the upper and lower frequency limits is called the system bandwidth, . Similarly, the onset time of the light pulse will be limited to a value roughly equal to the inverse of the bandwidth; we de ne t 0 = 1= . In addition, the non-zero size of the charged particle imposes a limit on the onset time 41], although this limit will be relatively unimportant since we assume that the particle is smaller than the wavelength of the generated electromagnetic radiation. For times larger than the onset time t 0 but still less than t 1 , the elds will decay approximately as a simple power law with exponent 3=2: Even for relatively narrow bandwidths, the onset time t 0 will often be several orders of magnitude smaller than t 1 , ensuring a large range of times for which t ?3=2 behavior is observed. In the wavelength range 536 to 556 nm as studied by Cherenkov in 1938, for example, the onset time is calculated to be t 0 50 fs. Particles traveling close to the speed of light through materials with a refractive index as low as 1:2, with d as small as 1 cm to the detector yield a crossover time t 1 22 ps. For such particles we can make the approximation that h(t) = 0 for t < t 0 , and similarly h(t) = 0 for t > t 1 , since the power-law decay exponent increases at t = t 1 . The electric and magnetic eld time response functions due to a single charged particle emitting Cherenkov radiation may then be closely approximated by h(t) = K 0 t ?3=2 ; A < t < B; 0; otherwise,
where we identify A = t 0 and B = t 1 .
In media whose index of refraction di ers only slightly from unity, the power-law crossover time t 1 of the impulse response function h(t) will be very small, often smaller that the onset time t 0 . In that case the eld time response functions will lack the t ?3=2 portions. However, since the eld strength is proportional to J 2 , if the index of refraction di ers only slightly from unity, then J will be small, and the eld strength will be small.
Thus a single particle gives rise to electric and magnetic elds whose strength follows a decaying power-law time function. If a number of particles travel along the x-axis, they will stimulate independent elds. Radioactive sources, such as alpha-and beta-emitters, and particle accelerators operated at low current levels generate Poisson time sequences of energetic charged particles with essentially identical positions and velocities. When these particles pass through a transparent medium under the conditions speci ed above, the superposition elds emanating from the medium will obey the power-law shot-noise process.
C. Di usion of Randomly Injected Concentration Packets
Di usion provides a broad area of applicability for the power-law shot noise model. In classical di usion, particle concentrations decrease in a power-law fashion. Consider a concentration of in nitesimal particles U 0 , all initially at some point x = x 0 of a ddimensional space (d < 4), at starting time t = 0. Then the concentration at x = 0 at some later time t will be represented by a Gaussian density with a variance that increases with time in a power-law fashion 42] U(t) = U 0 (4 
Finally, if new packets of concentration are deposited at x 0 at Poisson times, the overall concentration will be accurately modeled by the power-law shot-noise process. In general, the packets may arrive at points x 6 = x 0 for some processes, and they need not all have the same initial concentration U 0 . The power-law shot-noise model is readily applied to this general case by using the equivalent impulse response function determined by the method of Gilbert and Pollak 17] . Thus di usion yields a rich area of applicability for power-law shot noise, particularly with exponents = 1=2, 1, and 3=2, corresponding to di usion in one, two, and three dimensions, respectively. In particular, for the case = 1=2, the power spectral density will be precisely 1=f; thus di usion in one dimension can give rise to a 1=f-type spectrum. Other values of may also be applicable if the particles are constrained to remain on a fractal set, or are of two species which combine in pairs of opposite type.
Synaptic Vesicles
The communication of information between cells in biological systems involves di usion and provides an important application for power-law shot noise. One cell communicates with another by releasing packets of neurotransmitter (for example, acetylcholine) into the spaces (synaptic clefts) between itself and neighboring cells 43]. Each packet contains many neurotransmitter molecules concentrated into a small volume, which diffuse across the synaptic cleft when released into it. The cells on either side of the cleft are typically close to each other compared to the square root of the active surface areas presented to the cleft, and the cell receiving the neurotransmitter (postsynaptic cell) effectively integrates the concentration of neurotransmitter over its surface as an indication of the strength of the signal. Thus the process may be represented by one-dimensional di usion. After an e ective lifetime t 1 , the neurotransmitter molecules are removed by an enzyme (for example, acetylcholinesterase). Thus each packet will result in a concentration over the area of the receiving cell of the form of (65), with d = 1. We again identify A = t 0 = x 2 0 = and B = t 1 , and set K (or K 0 ) equal to the random (or deterministic) number of neurotransmitter molecules per packet. For a cell under constant stimulation, neurotransmitter packets will often be released into the synaptic cleft in Poisson fashion 43] , and the total concentration will therefore be well modeled by power-law shot noise. Finally, we reiterate that since the impulse response functions have a power-law exponent = 1=2, the corresponding power spectral density of the process will vary as 1=f 1 . Thus di usion of neurotransmitter represents a possible source of 1=f-noise in biological systems.
Semiconductor High-Energy Particle Detectors
Di usion and power-law shot noise are also important in describing the behavior of semiconductor high-energy particle detectors. A typical detector consists of a lightly doped p-n junction across which a large reverse bias is applied 44]. Energetic charged particles enter the detector, usually along the p-n axis, and create electron-hole pairs within a large part of the semiconductor depletion region. The higher the energy of the particle, the greater the number of electron-hole pairs produced. These carriers are then swept out of the depletion region of the diode by the high reverse bias eld, electrons towards the n region and holes towards the p region. This occurs before many of the electrons and holes recombine. However, some of the carriers do recombine, reducing the detected charge created by the original energetic charged particle, so a description of the recombination process is useful. Consider a single energetic particle entering the detector at a time t = 0. We assume that the electron-hole pairs are created instantaneously throughout the semiconductor depletion region, distributed in a three-dimensional Poisson fashion, and that they begin di using as soon as they are created. Whenever an electron and a hole approach within some critical radius, the two carriers either annihilate each other immediately or rst form an exciton and later recombine. In either case they no longer carry current and may be considered to be annihilated. For now we ignore the drift current; later we will consider the case where drift current is important.
The solution to this semiconductor recombination problem may be adapted from a similar problem that has already been solved: molecular reactions involving two species which combine in pairs 45, 46] . A cursory analysis for a di usion process would suggest that the concentration of electrons and holes would decay in time as t ?d=2 , and indeed if the distributions of the two types of carriers were highly correlated, then the concentration would follow this form with d = 3 for three-dimensional di usion. However, often the carrier distributions are independent, at least over short distances. Consider a sub-volume of the depletion region which, due to the variance of the Poisson distribution, has an excess of electrons at t = 0. The holes in this section will be annihilated at some later time, but the remaining excess electrons will have to di use out of this region before encountering any additional holes, which will require more time, slowing the annihilation process. This e ect is seen on all time and length scales, and results in a concentration that decays as t ?d=4 rather than t ?d=2 . If the particle concentrations are dependent over distances longer than some dependence length l d , then the concentration will decay as t ?d=2 for time t > t 1 = l 2 d = 47, 48] . When electron-hole pairs are created, the electron and hole are initially displaced by a nite length, so the concentrations of electrons and holes will be highly correlated over regions larger than that average length.
Including the e ects of drift yields still other exponents. Here the distance traveled by a carrier along the direction of drift increases from t 1=2 (di usion alone) to t 1 (with drift). Since there are d dimensions, the total volume swept out increases as t d=2 with di usion alone; with drift there are d ? 1 dimensions varying as t 1=2 each, and one varying as t 1 , for a total volume increasing as t (d+1)=2 . Since the particle concentration decays as the inverse square root of the volume encountered, it varies as as t ?(d+1)=4 for independent electron and hole distributions, and as t ?(d+1)=2 for dependent distributions 49]. In the presence of drift and di usion, the concentration of particles is therefore given by h(t) = ( 0; t < A; Kt ?(d+1)=4 ; A < t < B; Kt ?(d+1)=2 ; t > B;
where we identify A = x 2 0 = and B = x 2 c = , x 0 being a minimum separation for created electron-hole pairs, x c being the maximum separation corresponding to a correlation length, and being a combined e ective di usion constant. If energetic particles impinge on the detector at discrete times corresponding to a one-dimensional Poisson time process, then the resulting electron and hole concentrations will be well described by the power-law shot-noise process. Thus power-law shot noise should prove important in understanding the statistics of carrier recombination within the depletion region of the semiconductor.
Di usion on Fractals
Finally we turn to di usion on fractals and percolation structures. In this case, the power-law exponent is given by = d s =2, where d s is the spectral dimension of the fractal set, de ned by
where d f is the standard (Hausdorf) fractal dimension, and d d is the exponent describing the power-law variation of the di usion constant with distance 50, 51]. For percolation clusters at threshold, the spectral dimension lies between 1 and 2, and approaches a limit of 4=3 for an in nite-dimensional embedding space 51].
D. Quantum-Wire Electric Fields
The magnitude of the electric eld at the growing edge of a doped semiconductor whisker or quantum wire is precisely described by the power-law shot-noise process developed here. As growth proceeds, dopant atoms are introduced into the growing edge of the wire in a Poisson fashion. Each ionized donor (or acceptor) atom produces an inversesquare electric eld that decays as x ?2 , where x is the distance from the ionized donor to the edge of the quantum wire. The mobile carriers are uniformly distributed throughout the material so that they do not contribute a spatially varying eld. Thus the variation of the electric eld at the growing edge of the quantum wire is isomorphic to the power-law shot-noise process with h(t) = ( K 0 t ? ; A t;
where A represents some intrinsic cuto distance associated with the non-zero size of the impurity atoms. Our approach is readily generalized by considering stochastic impulse response functions h(K; t). Although our general results apply for random processes, for some problems it is su cient to consider the resulting distributions associated with this process. At the edge of a quantum wire of xed length 52], for example, the rst-order electric-eld statistics arising from the ionized impurity atoms (ignoring the constant eld contributed by the free carriers) are given by (35) . This is plotted in Fig. 9 for a Te-doped n-type GaAs quantum wire, for which A = :211 nm as provided by the ionic radius of tellurium; B ! 1 for a su ciently long wire; the Coulomb constant K 0 = q=4 = 1:32 10 6 V/cm-nm 2 , where q is the electronic charge and the permittivity of GaAs is 9:65 10 ?13 F/cm; = 2; and = aN D = 0:004 nm ?1 for a wire of cross-sectional area a = 400 nm 2 and dopant concentration N D = 10 16 cm ?3 . This density is proportional to, and essentially coincident with, the L evy-stable density given in (30) for elds as high as 2:97 10 7 V/cm. An analogous application is the magnitude of the gravitational eld provided by a random distribution of masses 53] . An in nite number of these corresponds to a non-causal powerlaw form for h(t) and leads to a symmetric L evy-stable probability density of dimension D = 1=2.
E. Mass Distribution of Solid-Particle Aggregates
A useful example of our analysis lies in the domain of solid-particle aggregates, including di usion-limited aggregates, cluster-cluster aggregates, and aerosols. The mass distribution of the aggregated particles often obeys a power law over some range of masses m in these systems, such that 54 -56] PrfM mg = cm ?D ;
where c is a normalizing constant and the power-law exponent D typically falls in the range 0 < D < 1. The probability distribution for the individual masses is isomorphic to sampling the time function M(t) = Kt ? uniformly over some range of times, where again = 1=D. The total mass enclosed within a speci ed region is then isomorphic to the fractal shot-noise amplitude distribution. In particular the enclosed mass has a moment generating function given by (17) and (19) , and in the limit by (21) .
IX. CONCLUSION
In this paper we examined the properties of power-law shot noise, which has a number of unique characteristics. We derived some of its statistical properties, including its moments, moment generating functions, amplitude probability density functions, autocorrelation functions, and power spectral densities. Some of these results are summarized in Table 1 . We showed that for an impulse response function of the form of (4), with > 1, A = 0, B = 1, and stochastic or deterministic K, the resulting shot-noise amplitude distribution is a L evy-stable random variable with extreme asymmetry and associated dimension D 1= for all values of the driving Poisson process. If B < 1, then the shot-noise amplitude distribution converges to such a L evy-stable random variable in the limit ! 1. We also showed that for 0 < < 1 the resulting power spectral density varies as f ? , where the exponent is de ned by 2(1 ? ) and varies between 0 and 2. For the particular case = 1, the power spectral density varies precisely as 1=f, so that power-law shot noise can serve as a form of 1=f-shot noise. We note that in power-law shot noise the amplitude probability density, autocorrelation function, and power spectral density, as well as the impulse response function itself, all assume power-law behavior, indicating its fractal nature. A number of physical processes which power-law shot noise may describe were considered. Finally, we note that it may be useful to construct a fractal doubly stochastic Poisson point process (DSPP) from power-law shot noise, just as an ordinary DSPP can be constructed from ordinary shot noise 7]. 
Thus, as ! 1, the moment generating function Q I (s) approaches the L evy-stable form in (21) , and therefore the amplitude probability density function converges in distribution to L evy-stable form as ! 1.
APPENDIX C INTEGRAL EQUATION FOR THE AMPLITUDE PROBABILITY DENSITY FUNCTION
For nite area impulse response functions and arbitrary , the amplitude probability density function may be obtained for positive I from an integral equation 17] IP(I) = 
which is nite if A > 0. The value at = 0 may also be determined by taking the limit of the expression for 6 = 0, and using l'Hôpital's rule twice. 
Thus jS I (f)j < 1 for all frequencies f 6 = 0, and the power spectral density is therefore well de ned for 0 < < 1 and B < 1. Figure 8: A charged particle moving faster than the speed of light in a medium emits Cherenkov radiation. A detector placed at f?Jd; 0; dg will measure electric and magnetic elds that decay as inverse power-law functions of time. Wavefronts are shown for a particle traveling along the x-axis at t < 0, t = 0, and t > 0. 2) jH(f)j 2 not 1=f : The impulse response function has a well-de ned Fourier transform, but the square of its magnitude does not vary as an inverse power of the frequency. The power spectral density does not exist.
3) jH(f)j 2 1=f : The impulse response function has a well-de ned Fourier transform, and the square of its magnitude varies as 1=f over a range of frequencies f. If A > 0, then 1=f-type behavior is exhibited only for f << 1=A; if B < 1, then only for f >> 1=B. The power spectral density does not exist. 4) S I (f) not 1=f : The shot-noise process I(t) has a well-de ned power spectral density, but it does not vary as an inverse power of the frequency. 5) S I (f) 1=f : The shot-noise process I(t) has a well-de ned power spectral density, which varies as 1=f over a range of frequencies f. If A > 0, then 1=f-type behavior is exhibited only for f << 1=A; if B < 1, then only for f >> 1=B.
