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ABSTRACT 
 
Study of Flow Regimes in Multiply -Fractured Horizontal Wells in Tight Gas and 
 
Shale Gas Reservoir Systems. (May 2010) 
 
Craig Matthew Freeman,  
 
B.S., Texas A&M University 
 
 Co-Chairs of Advisory Committee, Dr. Thomas A. Blasingame  
 Dr. George J. Moridis  
 
 
 
Various analytical, semi-analytical, and empirical models have been proposed to characterize rate  and 
pressure behavior as a function of time in tight/shale gas systems featuring a horizontal well with multip le 
hydraulic fractures.  Despite a small number of analytical models and published numerical studies there is 
currently little consensus regarding the large-scale flow behavior over time in such systems. 
 
The purpose of this work is to construct a fit-for-purpose numerical simulator which will account for a 
variety of production features pertinent to these systems , and to use this model to study the effects of 
various parameters on flow behavior.  Specific features examined in this work include hydraulically 
fractured horizontal wells, multip le porosity and permeability fields, desorption, and micro -scale flow 
effects.  The theoretical basis of the model is described in Chapter I, along with a validation of the model.  
  
We employ the numerical simulator to examine various tight gas and shale gas systems and to illustrate 
and define the various flow regimes which progressively occur over time.  We visualize the flow regimes 
using both specialized plots of rate and pressure functions, as well as high-resolution maps of pressure 
distributions.  The results of this study are described in Chapter II. 
 
We use pressure maps to illustrate the initial linear flow into the hydraulic fractures  in a tight gas system, 
transitioning to compound formation linear flow, and then into elliptical flow.  We show that flow 
behavior is dominated by the fracture configuration due to the extremely low permeability of shale. 
 
We also explore the possible effect of microscale flow effects on gas effectiv e permeability and 
subsequent gas species fractionation.  We examine the interaction of sorptive diffusion and Knudsen 
diffusion.  We show that microscale porous media can result in a compositional shift in produced gas 
concentration without the presence of adsorbed gas.  The development and implementation of the micro-
flow model is documented in Chapter III. 
 
This work expands our understanding of flow behavior in tight gas and shale gas systems, where such an 
understanding may ultimately be used to estimate reservoir properties and reserves in these types of 
reservoirs. 
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CHAPTER I 
 
INTRODUCTION 
1.1 Statement of the Problem 
 
Various analytical models have been proposed to characterize rate/pressure behavior as a function of time 
in tight/shale gas systems featuring a horizontal well with mult iple hydraulic fractures  Mattar et al. (2008).  
Despite a few analytical models as well as a small number of published numerical studies there is 
currently little consensus regarding the large-scale flow behavior over time in such systems, particularly 
regarding the dominant flow reg imes and whether or not reservoir properties  or volume can be estimated 
from well performance data.  Tight gas and shale gas reservoirs are complex and generally poorly 
understood. 
 
1.2 Objectives 
 
Through modeling, we seek to represent the physical processes underlying these phenomena to 
demonstrate their effects on pressure and rate behavior in tight  gas and shale gas systems, specifically 
those with complex fracture stimulat ion treatments.  We hope to find a more rigorous method for 
understanding production characteristics, including estimation of reserves and evaluations of stimulation 
effectiveness. 
 
1.3 Basis of Model Design 
 
Once again, our primary objective is to characterize well performance in horizontal wells with multip le 
hydraulic fractures in tight gas/shale gas reservoir systems, incorporating all of the physics of these 
systems pertaining to transport and storage.  To this end, we modified the TOUGH+ (TOUGH+ 2009) 
reservoir simulat ion code to incorporate those features. 
 
The TOUGH family of simulat ion tools for mult iphase flow and transport processes in permeable media 
was developed at and is maintained by researchers in the Earth Sciences division of Lawrence Berkeley 
National Laboratory.  The specific branch of code which served as the starting point for this work is 
TOUGH+, which is the TOUGH code rewritten in Fortran 1995 in order to take advantage of modern 
amenities afforded by the development of that language.  The current stewards of the TOUGH+ 
(TOUGH+ 2009) code base are Dr. George Moridis and Dr. Matt Reagan.  
 
Fortran is a p rogramming language particularly suited for numeric computation and scientific applicat ions.  
The language was specifically developed for fast and efficient mathematical computations.  The 
mathematical operators in Fort ran (such as addition, mult iplication, etc.)  are intrinsic precompiled b inaries   
_________________________ 
This thesis follows the style and format of the SPE Journal. 
  
 
2 
rather than invoked classes, making Fortran faster than other popular languages such as C++ (Chapman 
2008).  
 
Fortran is thus particularly well-suited to reservoir simulation —  as an example, the popular reservoir 
simulator Eclipse (Eclipse 2008) is coded in Fortran. 
 
The fundamentals of petroleum engineering reservoir simulation are well -established in the literature.  In 
lieu of a detailed discourse on reservoir simulation basics, we will here describe the specific 
implementations included in our model. 
 
As received, the TOUGH+
 
(TOUGH+ 2009) code was capable of isothermal black-oil flow.  The code 
used in this work has been extended to include the features relevant to flow in shale gas/tight gas reservoir 
systems.  Two-phase flow of aqueous and gas phases is modeled.  Both phases are treated 
compositionally, where the properties of methane, ethane, water, carbon dioxide, etc. are treated 
independently, as opposed to the simplified "black oil" model.  
 
Discretization of the time and space solution domains  is performed using dynamic time -step adjustment 
and extremely fine spatial gridding in three dimensions.  The equations describing mass flux and mass 
accumulat ion are solved simultaneously for all grid blocks via the Jacobian matrix.  We are now ab le to 
discuss the manner in which the terms of these equations are computed in a g iven internal iteration.  
 
The density of the gas phase is computed by the Peng-Robinson (Peng and Robinson 1976) equation of 
state as a function of the pressure, composition, and temperature value of the grid element.  The viscosity 
of the gas phase is computed by the Chung et al. (1988) model.  The saturated dissolution concentration of 
the gas species in the aqueous phase is computed by use of Henry's parameter.  Multiple options a re 
included for the modeling of two-phase flow dependent properties.  Primarily, the van Genuchten
 
(1980) 
model is used for capillary pressure determination, and the Corey  (1957) model is used for relative 
permeability determination. 
 
In the case of two-phase flow and single-phase gas flow, the primary variables of simulation are pressure 
and mole fractions of the individual gas species in the gaseous phase.  Where only one gas component is 
present (typically a pure methane simulation) then the only primary  variable is pressure.  In cases where 
thermal considerations are considered to be important, there is the potential for temperature to be included 
as the final primary variable.  However, the thermal consideration is neglected in this work, as the gas 
flowrates are typically very slow, and Joule-Thompson cooling can be assumed to be min imal.  
 
The most substantial alterations to the model concerned the area of appropriate simulation grid creation for 
modeling of horizontal wells with mult iple transverse hydraulic fractures, as well as various assumptions 
of complex-fractured volumetric grids.  It was determined that extremely fine discretization of the grids 
near the tips, junctions, and interfaces of reservoir features (such as near the wellbore, near the fracture 
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face, and at the tips of the fractures and the wellbore) would be required in order to adequately model the 
early-t ime well performance where pressure gradients are extremely sharp in this region.  This rationale 
ultimately led to the use of grids having up to one million grid cells for a volumetric reg ion no larger than 
several meters on a side. 
 
A second area of substantial improvement concerned the dynamic permeability alterat ion as a function of 
pressure and composition via the microflow model.  The mathematical development and validation of this 
method is described in Chapter III.  The purpose of this method was to adequately capture the transport 
effects of micro-scale porous media. 
 
1.4 Validation 
 
There exist no current exact solutions for the complex problems being studied in this work.  However, 
there are ample solutions to simpler problems which may be used to verify the various parts of the model 
individually.  In this section, we verify the functionality of our reservoir model by comparison to an 
analytical solution, a commercial reservoir simulat ion package (Eclipse 2008) and a field case of a 
Haynesville shale gas well.  
 
1.4.1 Case 1: Analytic Solution Match 
 
This case considers flow of a slightly compressible flu id into a vertical well at a constant production rate.  
The model of th is work (TAMSIM) is compared against the analytic solution for pressure in an infinite-
acting radial system having slightly compressible fluid,  
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The reservoir parameters used in this model match are contained in Table 1.1. Fig. 1.1 depicts the 
parameters in Table 1.1 employed in both the TAMSIM model and the analytic solution expressed in Eq. 
1.2. 
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We observe a close match between the two cases.  The most significant deviation occurs near the 
wellbore.  Due to the manner in which the analytic solution treats the nonlinearity of the fluid 
compressibility, it is likely the case that TAMSIM is more physically correct than the analytic solution. 
 
 
 
Table 1.1 — Model parameters for the analytic solution match, slightly compressible fluid, 
radial reservoir. 
 
Model Parameters 
k = 100 md 
 = 
h = 10 m 
re = 10,000 m 
pi = 300 bar 
Ti = 30 C 
q = 1 kg/s 
B = 1 
ct = 210
-9
 1/Pa 
 
 
 
 
 
Figure 1.1 — Numerical model of this work (TAMSIM) matched against infin ite-acting 
radial analyt ic solution described in Eq. 1.2 with properties contained in 
Table 1.1. 
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1.4.2 Case 2: ECLIPS E Solution Match 
 
This case considers flow of a gas into a vertical well at a constant bottomhole flowing pressure.  The 
simulation parameters are contained in Table 1.2.  The TAMSIM case is compared against the reservoir 
simulator ECLIPSE given the same input parameters. This well is effect ively infin ite-acting. 
 
Fig. 1.2 depicts the parameters in Table 1.2 employed in both the TAMSIM model and the ECLIPSE 
reservoir simulator. 
 
 
 
Table 1.2 — Model parameters fo r the ECLIPSE model match, gas properties, radial reservoir. 
 
Model Parameters 
k = 0.01 md 
 = 
h = 30 ft  
re = 50,000 ft  
rw = 3.6 in 
pi = 5000 psia  
q = 50 mscf/d 
cf = 110
-9
 1/psi 
 
 
 
Figure 1.2 — Numerical model of this work (TAMSIM) compared against commercial 
reservoir simulator ECLIPSE using properties contained in Table 1.2. 
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We observe an excellent match for the entire p roblem domain.  It should be noted that ECLIPSE uses a 
user-specified lookup table for computing fluid  properties as a function of pressure.  In order to achieve 
this match, Eclipse (Eclipse 2008) was provided with a lookup table generated by the Peng-Robinson 
(Peng and Robinson 1976) equation of state internal to TAMSIM. 
 
1.4.3 Case 3: Haynes ville Shale Gas Well Match 
 
This case considers a real horizontal well with ten transverse fractures in the Haynesville shale.  A mo del 
match was performed on the available pressure/rate data using the TOPAZ module of the Ecrin  software 
package by Kappa (Ecrin 2009).  The model parameters of best fit were used as inputs for TAMSIM to 
achieve this match.  The strategy of matching was to  simulate one repetitive element and to multip ly that 
rate by a factor of 80 to match the production from the entire horizontal well system.  The effective 
fracture conductivity of the repetitive element was adjusted slightly to improve this match.  The mo del 
match parameters are g iven in Table 1.3. 
 
 
 
Table 1.3 — Model match parameters for Haynesville shale gas well acquired using 
TOPAZ software package, used as inputs for TAMSIM model.  Results 
plotted in Fig. 1.5. 
 
Model Parameters 
k = 0.0028 md  
xf = 225 ft 
CfD = 1.0510
5
  
df = 114.9 ft 
 = 
h = 100 ft 
Lw = 4150 ft  
rw = 3.6 in 
pi = 11005 psia 
pwf = 3000 psia  
cf = 310
-6
 1/psi 
 
 
 
The match parameters obtained in Table 1.3 are from a TOPAZ model fit and are used to generate the 
simulated data shown in Fig. 1.3 (Ecrin 2009). 
 
The gas flowrate match appears to be excellent.  It would be an exaggeration to claim that TAMSIM 
correctly history-matched this well without including flowing water and variable bottomhole pressure 
production.  However, TAMSIM did very accurately replicate the TOPAZ model match result, which led 
to the replication of the rate behavior (Ecrin 2009). 
 
  
 
7 
 
 
 
Figure 1.3 — Numerical model of this work used to match a model fit for a Haynesville 
shale gas well.  Note that while the rate match is excellent, the auxiliary  
matches are inferior.  This is because the model of this work operates at 
constant bottomhole pressure. 
 
 
 
1.5 Summary and Conclusions  
We have successfully developed and validated the single-phase gas functionality of the numerical 
simulator for horizontal wells with transverse hydraulic fractures .  In the course of this work, we employ 
this model to study the flow regimes present in this configuration.  Specifically, we have examined the 
interactions between reservoir parameters (permeability, sorptivity, porosity, and pressure), completion 
parameters (fracture spacing, fracture conductivity) and the flow reg ime effects in order to characterize 
those effects. 
 
In this work we characterize the influence of various reservoir and completion parameters on performance 
of mult iply-fractured horizontal wells in u ltra-low permeability reservoir systems.   
 
1. Contrary to intuition, the effect of desorption can be accounted for by a time-scaling constant.  
The presence of desorption appears to shift fracture interference forward in time.  
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2. We have developed a formulation for numerical computation of microscale flow phenomena in 
porous media and implemented and verified its veracity.  
 
3. While a dual porosity model may appear to fit field performance data, such a model will not 
correctly represent the effects of fracture interference.  Fracture interference is an inescapably 
transient effect which appears to mimic boundary-dominated flow but, this is not the correct 
interpretation of this behavior.   
 
None of these three features/observations is a true reservoir boundary.  Due to the relat ively s mall volumes 
of investigation of these well systems, it is unlikely that reservoir compartmentalizat ion is the true cause of 
"boundary-dominated flow" effects as interpreted from rate data.  
 
The features of higher permeability, higher fracture conductivity, higher induced fracture complexity, and 
more highly fractured reservoir will all lead to a higher initial rate and initial d imensionles s rate, yet late 
time dimensionless rates will merge with lower permeability/conductivity/complexity cases sometime 
during the compound linear flow period.  The effect of desorption, on the other hand, is more apparent at 
late time than early time, tending to prolong all flow periods and extend production. 
 
1.6 Recommendations for Future Work 
 
This work will be continued as follows: 
 
1. Inertial (Forchheimer) flow in propped fractures is known to impact production in high -rate wells.  
This should be modeled and its effect studied. 
2. The presence of water should be included in a rigorous study of the flow regime behavior.  
3. The mechanism of formation damage caused by fracturing fluid is a likely culprit in the relative 
success or failure of stimulation treatments.  Modeling of the behavior of this damage zone and the 
flowback of fracturing flu ids should be performed for a complete p icture of near-wellbore t ransport. 
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CHAPTER II 
 
LITERATURE REVIEW 
 
Our approach has been to determine the proper theoretical foundation  for creating a tight gas/shale gas 
simulator via an intensive literature search, and to implement the relevant concepts into the purpose-built 
numerical simulator TAMSIM, which is based on the TOUGH+ (TOUGH+ 2009) numerical simulators.  
The literature search focused on the physics and simulat ion of coalbed methane, tight gas, and shale gas 
reservoirs.  Specific storage and transport mechanisms were investigated, including flow in fractured 
porous media; microscale flow; surface sorption; two-phase non-linear flow models; and geomechanics of 
shale. 
 
2.1 Planar Hydraulic Fracture Model  
 
In order to hydraulically fracture a well, a flu id is pumped at a h igh rate and pressure into the wellbore, 
usually followed by some volume of proppant (Mattar et al. 2008).  The high pressure of the fluid will 
induce a high stress deep underground, and the rock will tend to fracture at the point of perforation.  A 
typical proppant is well-sorted sand or synthetic material, which will move into the crack created by the 
injected fluid.  After the pumping of fracturing flu id ceases, natural tectonic stress will force the fracture 
closed; however, the proppant pack in the fracture is designed to prevent total closure, providing a high-
conductivity flow path from the well deep into the format ion.   
 
This view of hydraulic fracturing treats the fracture as an essentially planar crack in the rock which 
propagates away from the wellbore in a direction perpendicular to the least principal tectonic stress  
(Mattar et al. 2008).  In the example of a horizontal well drilled in the direction of least principal stress, at 
sufficient depth that the greatest principal stress is vertical, the crack will orient itself perpendicularly to 
the wellbore.  A well of this type may be fractured multiple t imes along its length in an attempt to expose 
more surface area to a greater volume of the reservoir.  This is called a horizontal well with multip le 
transverse fractures, or a mult iply-fractured horizontal well. 
 
2.2 Flow Concept of van Kruys dijk and Dullaert 
 
Various attempts have been made in the literature to characterize the progressive flow regimes in 
reservoirs with horizontal wells with mult iple fractures.  The flow concept of Dullaert and van Kruysdijk  
(1989) postulate that the flow into horizontal wells with mult iple fractures can be divided into relat ively 
discrete periods.  First, fluid flows straight into the fractures in a linear manner, called "formation linear 
flow" (Fig. 2.1).  As the pressure transient propagates away from the fractures, these linear impulses 
interfere.  There fo llows a period of transition where the region between the fractures is depleted and the 
outer edge of the pressure transient gradually shifts its orientation such that the bulk flow is now linear 
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toward the collection of fractures.  Thus the format ion linear period culminates in a second linear period 
called "compound format ion linear" flow.  According to these authors, pseudo-radial flow toward the well-
fracture system does not manifest until an order of magnitude later in time.  The shape of this transient is 
shown to be elliptical. 
 
The existence of these flow regimes, in any case involving interference between fractures, introduces 
severe complexity into any attempt to model or predict well performance (Mattar et al. 2008).  The early 
signature of fracture interference in pressure and rate data is indistinguishable from the signature of no -
flow reservoir boundaries.  Consequently, fracture interference, or, the beginnings of compound -linear 
flow, is commonly misinterpreted as boundary-dominated flow.  As we will show in this work, the time 
until fracture interference is not trivial to predict, and depends on many factors including sorptive storage, 
fracture spacing and complexity, fracture treatment effectiveness, ultra-low permeability, and pressure 
dependencies on permeability.  
 
 
 
 
Figure 2.1 — Demonstration of Van Kruysdijk and Dullaert (1989) flow regime progression 
on rate and normalized rate derivative behavior.  
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The presence of multip le distinct "unconventional" characteristics in shale gas/tight gas reservoirs render a 
unique diagnosis of reservoir and completion parameters from rate/pressure data very difficu lt or 
impossible.  Whatever properties may have been diagnosed in simple well completion models are 
confounded by the progressing flow regimes caused by horizontal wells with multip le hydraulic fractures.  
The approach of this work is to systematically vary these important reservoir and completion parameters 
within typical engineering ranges to characterize the impact of each parameter on well performance, with a 
particular attention paid to the interaction of rate/time behavior with the flow regime progression.  
 
 
 
 
 
Figure 2.2 — Possible in situ fracture configurations.  The vertical axis ("fracture extent") 
denotes how far into the reservoir the secondary fracturing has reached.  The 
horizontal axis ("fracture type") differentiates between single planar fractures 
(I), fractures intersecting horizontal high-conductivity layers (II), complex-
fractured zones (III), and a combination of all features (IV).  
 
 
 
Many models exist for inflow into single vertical fractures.  Raghavan et al. (1997) p rovide a 
mathematical description of inflow into the late-time compound-linear flow regime.  Medeiros, Ozkan and 
Kazemi (2006) introduced a semi-analytical solution capable of modeling the range of flow regimes 
surrounding a multip ly-fractured horizontal well system.  Mede iros, Ozkan and Kazemi (2007) extended 
this idea beyond the assumption of planar hydraulic fractures to include dual permeability zones near the 
fracture faces.  The basis of these dual permeability zones is  to represent a complex-fractured region 
surrounding the primary hydraulic fracture.  The existence of such a complex fracture network has been 
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corroborated by real-time microseismic observation of fracture treatments and has come to be referred to 
as the so-called "stimulated reservoir volume" (SRV) concept.  We suggest a "continuum" of possible 
complex fracture layouts in the near-wellbore reservoir, ranging from the planar fracture case to a dual 
porosity fractured reservoir case, illustrated in Fig. 2.2. 
 
These semi-analytical models are robust, but do not account for desorption or a change of permeability as 
a function of reservoir pressure over time.  Desorption can be a significant source of produced gas, and no 
analytic models exist which include desorption.  Permeability change in shales as a function of reservoir 
pressure may occur either due to matrix shrinkage or Knudsen flow effects . 
 
Current models for rate-decline prediction and reserves estimation/production forecast from early time 
data in ultra-tight reservoir systems fail to account for fracture interference, and consequently yield 
extremely optimistic predictions  (Currie, Ilk, and Blasingame 2010).  A primary goal of this paper is to 
address this confusion. 
 
2.3. Petrophysics and Geology 
 
Tight gas and shale gas reservoirs present numerous challenges to modeling and understanding.  These 
reservoirs typically require fracture stimulation, which creates complex systems of fractures and thus 
complex flow profiles.  Additionally, according to Hill and Nelson (2000), between 20 and 85 percent of 
total storage in shales may be in the form of adsorbed gas .  The majority of this gas may never be 
produced due to the steepness of the sorption isotherm at lower pressures .  Production from desorption 
follows a nonlinear response to pressure and results in an unintuitive pressure profile behavior.  Closed or 
open natural fracture networks in ultra -tight reservoirs introduce further complexity through connection 
with the induced hydraulic fractures. 
 
Gas desorption from kerogenic media has been studied extensively in coalbed methane reservoirs , where 
adsorption can be the primary mode of gas storage.  Many analytic and semi-analytic  models have been 
developed from the study of gas desorption from coalbed methane reservoirs, including transient responses 
and multicomponent interactions (Clarkson and Bustin 1999).  However, the sorptive and transport 
properties of shale are not necessarily analogous to coal (Schettler and Parmely 1991).  Complex coal-
based desorption models provide no additional insight over the commonly used empirical models for 
single-component surface sorption, the Langmuir  (1916) isotherm (given by Eq. 2.1): 
 
L
L
pp
pV

  ......................................................................................................................................................(2.1) 
 
The desorption isotherms as proposed by Langmuir are typified by the VL term which expresses the total 
storage at infinite pressure and the pressure at which half of this volume is stored  (pL).  Further, the 
Langmuir model assumes instantaneous equilibrium of the sorptive surface and the storage in the pore 
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space.  From a modeling perspective, this means there is no transient lag between pressure drop and 
desorption response.  Due to the very low permeability of shales, flow through the kerogenic media is 
extremely slow, so instantaneous equilibrium is a good assumption (Gao et al. 1994). 
 
The presence and state of natural fractures varies on a reservoir-by-reservoir (or even well-by-well) basis.  
In some cases, it is believed that fracture stimulat ion effectively re-opens an existing, yet dormant or 
sealed natural fracture network through alteration of near -wellbore stresses (Medeiros, Ozkan, and Kazemi 
2007).  In other cases, a true planar vert ical fracture is believed to be formed  (Mattar et al. 2008). 
 
Many models have been proposed to model pressure- and stress-dependent properties of porous media.  
There are a number of complex models which relate permeability, total stress, effective stress, and vario us 
rock properties such as by pore compressibility, Young's modulus, and other parameters, as described by 
Davies and Davies (2001) and Reyes and Osisanya (2002).  A typical application of the theory of stress-
dependent petrophysical properties is the prediction of in situ porosity and permeability from core analysis 
results. 
 
Stress regimes may change in the near-fracture region during depletion.  Whether or not dynamic 
interactions between local stress and pressure are important to production characterist ics may be the 
subject of future work.  In this work we make the assumption that the stress regimes do not significantly 
change after the initial fracture treatment has taken place.  Where total stress is assumed to be constant, we 
are able to model changes in porosity and permeability purely as functions of a deviation from init ial 
pressure.  The assumption that in situ stress is constant and independent from reservoir pressure obviates 
the need for a fully coupled geomechanical model.  We therefore assume a relatively straightforward 
model for pressure-dependent porosity described by McKee, Bumb and Koenig (1988) , 
 
)]([exp ppc ipo   ................................................................................................................................(2.2) 
 
and likewise, a simple relation fo r pressure-dependent permeability: 
 
])( [exp ppckk ipo  ................................................................................................................................(2.3) 
 
The values for cp (i.e., the pore compressibility), is treated as a constant value in this work, although 
models exist which treat cp as a function of pressure. 
 
Water Saturation Dependent Properties 
 
The presence of water in shale reservoirs introduces several issues; including capillary pressure effects, 
relative permeability effects, and phase change.  So-called "clay swelling" may be important, and can be 
viewed as a special case of capillary pressure with different governing equations. 
 
Ward and Morrow (1987) demonstrate the suitability of the Corey model as modified by Sampath and 
Keighin (1982) in tight sands (see Eq.2.4 below).  Due to a lack of published data regarding relative 
permeability models for shales, we assume that the mineralological and petrophysica l similarities between 
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shale and tight gas are sufficient that the tight gas relative permeability model can also be used for shale 
gas for our purposes in this work. 
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In Eq. 8,  
 
32.1
 kkw  ..........................................................................................................................................................(2.5) 
 
Likewise, capillary pressure models for shale are unavailable.  Additionally, the theoretical d istinction 
between physical adsorption of water molecules and capillary absorption of water is unclear in porous 
media with extreme small scale pores found in tight gas and shale gas reservoirs.  In other words, there is 
no functional difference between adsorption and capillary wetting in nanoporous media. 
 
2.4 Forchheimer Flow 
 
Forchheimer (1901) in itially proposed a model to compensate for the nonlinear deviation from Darcy’s  
law in high velocity flow.  Th is model relates the pressure gradient to a quadratic function of flow 
velocity.  Typically, flow tests must be performed on to calculate the Forchheimer -parameter 
(Forchheimer 1901) representing the nonlinearity, but several models have been proposed to predict the 
Forchheimer -parameter without first performing variable pressure tests on the formation of interest  (Li 
and Engle 2001).  Such a prediction is of particular interest where reservoir simulat ion is concerned.  Due 
to the complex geometries of tight gas and shale gas wells created by stimulation treatments, it may be 
impossible to uniquely assess a -parameter through testing.  This is because the propped fractures, the 
secondary fractures, and the matrix may each have separate effective -parameter. 
 
2vv
k
p 

  ..........................................................................................................................................(2.6) 
 
Models for prediction of the Forchheimer -parameter are specific to single-phase flow versus two-phase 
flow, or consolidated versus unconsolidated porous media.   In this work we are part icularly interested in 
models for two-phase flow.  The presence of water in the porous media significantly impacts the effective 
tortuosity, porosity, and permeability to the gas phase, all of which are correlated with the -parameter.  A 
relation determined by Kutasov (1993) (Eq. 2.7), based on experiment results, computes the -parameter 
as a function of effective permeability to gas as well as water saturation, making it ideal for simulation 
purposes:  
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The -parameter is given in 1/cm, kg (effective permeability to gas) is in  Darcy, and Sw [water saturation] is 
in fraction.  Frederick and Graves (1994) also develop two empirical correlat ions for the -parameter when 
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two-phase flow exists.  These two forms (Eq. 2.8 and Eq. 2.9) are almost identical in character but 
different in fo rm and computational simplicity.  These correlations are given as:  
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The -parameter is given in 1/ft, kg [effective permeability to gas] is in md, and Sw [water saturation] is in 
fraction. 
 
For purposes of comparison, the -parameters computed in Eq. 2.8 and Eq. 2.9, are relatively consistent; 
however, in comparison to the trend in Eq. 2.7, they vary by many orders of magnitude at lower intrinsic 
permeabilities.  Flow through low-permeability rock will tend to have a low velocity, and is therefore 
unlikely to significantly exhib it inertial flow, so deviations in the models at low permeability may be 
unimportant. 
 
Many models include a dependence on tortuosity; however, tortuosity is itself a function of porosity and 
water saturation (Li and Engler 2001), and is not independently known.  To avoid confusing the physics 
we avoid the models which rely on tortuosity as an input parameter. 
 
The proppant grains in a propped fracture are unconsolidated , so we are interested primarily in models for 
unconsolidated porous media.  Cooke (1973) has correlated -parameter coefficients to various proppant 
types by the relation in Eq. 4:  
 
abk .........................................................................................................................................................(2.10) 
 
where b and a are empirical constants for the proppant type.  In Cooke 's (1973) work, the unit of the -
parameter is given in atm-sec2/g.  Table 2.1 contains the proppant parameters from Cooke  (1973).  
 
 
 
Table 2.1 — Cooke et al. (1973) parameters for determination of Forchheimer -coefficient for 
various proppants. 
 
Sand Size 
(mm) 
 a 
(dimensionless)  
b 
(atm-sec
2
/g-md)  
8-12  1.24  3.32  
10-20  1.34  2.63  
20-40  1.54  2.65  
40-60  1.60  1.10  
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Since we have assumed that the -parameter can be computed from state properties, we can implement this 
computed -parameter into our numerical implementation.  Darcy's law modified with the Forchheimer 
velocity-dependent term is given in Eq. 2.7  
 
2.5 Thermal Effects 
 
The primary driver of temperature change in a tight gas or shale gas reservoir would be the Joule-
Thompson cooling inside the fractures  due to gas rapid expansion.  Nonisothermal conditions will also 
result in more correct pressure gradients due to thermodynamically correct gas expansion. 
 
2.6 Molecular Flow Effects  
 
Klinkenberg (1941) first observe that apparent permeability to gas will be a function of pressure in 
reservoirs with ext remely low permeability to liquid.  Florence et al. (2007) propose a theoretically 
derived model for predict ing the apparent permeability as a function of the dimensionless Knudsen 
number of the gas flow, which depends on the mean pore throat radius and the gas species.  The Florence 
microflow equation expresses the apparent permeability as:  
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The function  is a rarefact ion coefficient parameter,  which is a d imensionless adjustment parameter of the 
form 
 
][tan
2
)( 21
1
0
c
KncKn 

 ......................................................................................................................(2.12) 
 
Where c1 is a constant valued at 4.0, c2 is a constant valued at 0.4, and α0 is a constant valued at 64/(15π).  
If the species-dependent Knudsen number is used, then the microflow formula, Eq. 11, will vary the 
apparent or effective permeability experienced by each individual gas species, due to the fact that each gas 
species in the mixture will have a d ifferent mean free path (as computed by Eq. 11) and thus a different 
Knudsen number.  In this work, we extend the Florence et al. (2007)
 
model to characterize 
multicomponent flow.  The development and implementation of this method is given in Chapter IV. 
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CHAPTER III 
 
NUMERICAL STUDY OF TRANSPORT AND FLOW REGIME EFFECTS 
 
This chapter presents a study of the effects of various transport and storage parameters on flow well 
performance in a numerical model possessing simulation parameters and grids designed to represent tight 
gas/shale gas reservoir and completion systems.  These effects include desorption via the Langmuir 
isotherm model, the behavior of which is depicted in Fig. 3.1. 
 
 
 
 
 
Figure 3.1 — Langmuir (1916) isotherm storage behavior as a function of pressure. 
 
 
 
The goal of this work specifically is to characterize the interaction of parameters such as desorption with 
the van Kruysdijk and Dullaert (1989) flow reg imes, the development and behavior of which are depicted 
in Fig. 1.2. 
 
3.1 Description of Numerical Model Parameters 
 
Several distinct gridding schemes were applied in this work.  In the first set of simulation models, a fully 
three-dimensional, extremely finely discretized grid is used to accurately model the near-fracture region at 
very early times.  The layout of this model and the manner in which these repeating well-system elements 
connect is illustrated in Fig. 3.2.  Several grids of the same general design were created by varying the 
effective fracture spacing, df.  For example, in the base case, the distance between the fracture and the no-
flow barrier is 5 m (16.40 ft ) corresponding to an df of 10 m (32.81 ft), and in the sensitivity cases, df 
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values of 5 m (16.40 ft) and effective df is 20 m (65.62 ft ) are used.  It is worth mentioning that in all 
cases, gravity is neglected due to the reasonably thin reservoir intervals concerned.  
 
 
 
 
 
 
a. Well system, full schemat ic.  b. Well system, symmetry argument.  
 
 
c. Well system, repetitive element represented. 
 
 
Figure 3.2 — Schemat ic diagram of horizontal well/transverse fracture system in a 
rectangular reservoir (note that the "repetitive element" concept permits 
placement of evenly-spaced transverse (vertical) fractures). 
 
 
 
The third set examines the effects of laterally continuous thin high permeability  layers connected to the 
primary fracture, with and without microfractures in the shale.  
 
The fourth set employs a fully transient highly fractured gridding scheme, utilizing a dual-porosity 
assumption.  The purpose of this grid type is to approximate the "stimulated reservoir volume" (SRV) 
concept, that there are no true highly conductive planar fractures, instead there is a fractured region 
surrounding the well. 
 
  
 
19 
The fifth set represents both the features of the third and fourth sets, possessing both thin  conductive 
horizontal layers and dual-porosity shale matrix. 
 
The sixth and final grid scheme utilizes less finely discretized gridding and qualitatively demonstrates the 
large-scale late-t ime flow behavior of the system.  We perform sensitivity analyses on these systems 
varying Langmuir volume and fracture width. 
 
We treat the fracture as possessing a fixed d imensionless conductivity as proposed by Cinco-Ley, 
Samaniego, and Domingues (1978) in order to compare the conductivity with values obtained using other 
models.  Consequently, we do not examine Forchheimer (1901) (inert ial) flow, because this would conflict 
with the finite-conductivity fracture implementation.  In this work, we use a range of fracture 
permeabilities corresponding to a wide range of d imensionless fracture conductivities, defined by Eq. 3.1: 
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C   (3.1) 
 
For example, a fracture with width of 0.1mm, possessing a dimensionless conductivity of 1.05, will 
possess a k f  equal to 10.6 md where the matrix permeability is 1.0×10
-4
 md.  The fracture permeabilities 
(and consequently the fracture conductivities) used in the simulat ion cases are computed in Table 3.1 
below. The fracture permeabilities (and consequently the fracture conductivities) used in the simulation 
cases are shown in Table 3.1 below.
 
 
 
 
Table 3.1 — Fracture permeabilit ies and equivalent dimensionless conductivities used in 
the simulat ion runs. 
 
Fracture 
Permeability 
(md)  
Reservoir 
Permeability 
(md)  
Fracture 
Conductivity
31
 
(dimensionless) 
10,555  1.0×10
-4 
 1.05×10
4  
10.6  1.0×10
-4
  1.05 
0.0106  1.0×10
-4
  1.05×10
-4
 
10,555  1.0×10
-5
  1.05×10
5
 
10.6  1.0×10
-5
  10.5 
0.0106  1.0×10
-5
  1.05×10
-3
 
10,555  1.0×10
-3
  1.05×10
3
 
10.6  1.0×10
-3
  0.105 
0.0106  1.0×10
-3
  1.05×10
-5
 
 
 
 
The Langmuir (1916) isotherm curve models desorption as a function of pressure.  The Langmuir 
parameters are tuned to provide storage in a similar range found in known shale reservoirs .  The Langmuir 
volume parameter (VL in Eq. 1.1) is varied as shown in Table 3.2 while the Langmuir pressure parameter 
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(pL in Eq. 1.1) is held at initial reservoir pressure for all cases .  The real properties of pure methane are 
computed as a function of pressure at isothermal conditions using the Peng -Robinson equation of state.  
Water flow is not modeled, as its interaction with the shale is poorly understood and would merely add a 
confounding influence to the results.  Additionally, this would only hinder analytical comparison.   The 
other pertinent simulation case parameters for Set A are presented in  Table 3.2. 
 
 
 
Table 3.2 — Description of the simulation runs and sensitivity analyses varying fracture 
conductivity. 
 
Case  
Fracture 
Spacing 
(m)  
Permeability 
(nd)  CfD
 
 
Langmuir 
Volume 
(scf/ton) 
A1  10  10  1.05 x 10
4 
 0 
A2  10  10  1.05 x 10
4
  200 
A3  10  10  1.05  0 
A4  10  10  1.05  200 
A5  10  10  1.05 x 10
-4
  0 
A6  10  10  1.05 x 10
-4
  200 
 
 
 
Table 3.3 — Description of the simulat ion runs and sensitivity analyses using highly 
refined gridding scheme. 
 
Case  
Fracture 
Spacing 
(ft)  
Permeability 
(nd)  
Perforat ions 
Per 
Fracture  
 
Drawdown 
(psi)  
Langmuir 
Volume 
(scf/ton) 
B1  32.8  100  3  1000  100 
B2  32.8  100  1  1000  100 
B3  32.8  100  5  1000  100 
B4  32.8  10  1  1000  100 
B5  32.8  1000  1  1000  100 
B6  32.8  100  1  1000  0 
B7  32.8  100  1  1000  200 
B8  16.4  100  1  1000  100 
B9  65.6  100  1  1000  100 
B10  32.8  100  1  1400  100 
B11  32.8  100  1  4500  100 
B12  32.8  100  1  1000  2000 
 
 
 
We note that for all the cases in Set A, a matrix permeability of 10 nd was assumed.  In a ll the cases in Set 
B, described in Table 3.3, a matrix permeability of 100 nd is assumed, except for the sensitivity cases 
where 10 nd and 1000 nd are shown.  The full gridding scheme also uses 100 nd permeability.  
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3.2 Results and Analysis 
 
We will first discuss the base case results.  Then the effects of various completion parameters will be 
analyzed.  Next we will discuss the effects of desorption.  Finally we will discuss other parameters related 
to the reservoir and the porous medium.   
 
All results are presented in dimensionless form.  The conventions for dimensionless time and 
dimensionless rate used in this work are 
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This convention is adopted to better enable the identificat ion of those variations in performance which are 
a consequence of fracture interference, which is the focus of this work.  
 
We also provide rate integral and rate integral-derivative auxiliary functions to illustrate characteristic 
behaviors (Ilk et al. 2007).  The rate integral function is defined in Eq . 3.4 as:  
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and the rate integral-derivative function defined in Eq. 3.5: 
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These functions possess many useful properties when used for diagnosis of produ ction behavior.  In this 
work, we are specifically interested in the property that the rate integral and rate integral-derivative 
functions for a given system will approach one another when flow boundaries are encountered by the 
pressure transient, and the functions will merge upon boundary dominated flow.  
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Figure 3.3 — Horizontal gas well with mult iple (transverse) fractures: Base case parameters 
and results. 
 
 
 
3.2.1 Base Case Results 
 
The base case simulat ion parameters were chosen to best represent a typical shale gas reservoir and 
complet ion.  There exist a broad range of shale plays and a variety of workable completion schemes, but 
these parameters should provide an acceptable starting point of comparison for any given play.  We 
observe in Fig. 3.3 the evolution of format ion linear flow starting at early times.  As the dimensionless 
time approaches 1, fracture interference comes into effect, and the transition toward compound linear flow 
is marked by the approach of the rate integral and rate integral derivative functions.  However, we note 
that these two auxiliary functions never actually merge or cross, because no true reservoir boundary exists.   
 
3.2.2 Effect of Complex Fractures  
 
While in some cases there may exist perfectly linear, p lanar induced fractures, it is possible that a complex 
yet narrow reg ion of fractured reservoir is created in a fracture treatment.  We model this as the occurrence 
of several parallel planar fractures over a small interval of horizontal wellbore.  We observe in Fig. 3.4 
that the presence of a more extensive group of planar fractures results in an increase in early time rate, but 
that the rates merge at the start of transition from format ion linear flow to compound linear flow.  The rate 
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Figure 3.4 — Horizontal gas well with multip le (transverse) fractures: Effect of complex 
fractures, sensitivity analysis, rates and auxiliary functions. 
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data for all three cases has clearly merged completely by a dimensionless time of 0.1, which is equivalent 
to 90 days.  In Fig. 3.4 we are able to see that all the auxiliary functions have the same merging behavior.  
We can conclude from this observation that that late time behavior of a hydraulic fracture which is 
complex or branching will not be any different from the behavior of a single planar hydraulic fracture.  
However, the extent of complexity of the fractures will strongly affect early time behavior, in the case of 
these results increasing early time rate by a factor of 4 or more.  
 
3.2.3 Effect of Fracture Spacing  
 
We observe the boundary-like effect of fracture interference by comparing runs which vary only in 
fracture spacing.  The data is normalized on a per-fracture basis, and does not reflect the fact that a given 
horizontal well with tighter fracture spacing will possess a larger number of fractures. 
 
The signature of fracture interference is identified by a substantial drop in flowrate and a corresponding 
positive slope on the normalized rate-derivative curve.  This marks the effective end of linear flow and the 
beginning of the transition toward compound linear flow, seen very clearly by comparison in Fig. 3.5.  We 
can also observe that the rate function and rate integral derivative function appear to cross over during the 
transition compound linear flow.  This effect is clearly illustrated in Fig. 3.5, where the normalized rate 
derivative functions for simulated cases of varying fracture density — approaching the limiting case of 
stimulated reservoir volume gridding.  This auxiliary p lot can be used to help id entify the onset of 
"compound-linear" flow.  This behavior can easily be mistaken as a reservoir boundary.  
 
A further demonstration of this effect is emphasized in Fig. 2.1 where we present a comparison of two 
simulations; the first is the case of a finite reservoir (rectangular boundary), while the other case is an 
effectively infinite reservoir (no boundary effects are observed).  In this figure we observe similar trends 
for the bounded and unbounded reservoir cases, until boundary effects dominate the response.  Wee have 
imposed a half-slope power-law straight line (representing formation linear flow) — where we note that 
this trend would (obviously) overestimate future rates after fracture interference begins. 
 
We illustrate the typical system responses  that could occur during the production of a horizontal well with 
multip le fractures in Fig. 2.1 — at early t imes, only flow from fractures is observed corresponding to 
formation linear flow, this flow regime is identified by the half-slope.  Then fracture interference effects 
are being felt which corresponds to a transitional flow regime.  Next , we observe the "compound linear 
flow regime" and finally flow regime becomes elliptical.  The small icons in this figure visually depict the 
flow reg imes of linear, compound linear, and beginning elliptic flow.  
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Figure 3.5—  Horizontal gas well with multip le (t ransverse) fractures: Effect of fracture 
spacing, sensitivity analysis, rates and auxiliary functions. 
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3.2.4 Effect of Fracture Conductivity 
 
The clearest indication of change to the performance behavior is seen in the very early time.  The four 
cases shown in Fig. 3.6 correspond to different equivalent fracture widths, and directly to different fracture 
conductivities, ranging from ext remely low to extremely high.  We see from these figures that the 
contribution from the fracture is greater at earlier t ime, and the steepness of decline is less severe in the 
cases with less fracture conductivity.  In middle-time ranges it is observed that the rates  of the higher-
conductivity stems begin to merge.  The higher-conductivity fracture aggressively evacuates the near-
fracture region but production soon becomes dominated by the low permeability of the matrix.  Rate 
becomes dominated by fracture surface area rather than fracture conductivity.   
 
We see from Fig. 3.7 that the pressure depletion near the fracture face is very severe as indicated by the 
steepness of the pressure profile.  With the very low-conductivity, thinner fracture, the wellbore inflow 
effect is more dominant in the production data signature.  In these low-conductivity cases it is difficult to 
identify a clear half-slope linear flow period.  Real wells with ineffective fracture treatments will display 
more dominant signature horizontal well flow effects and less distinct linear flow effects.  No fracture 
interference effects are observed through this time interval.  
 
Note that the general observations regarding the effect of complex fractures and the effect of fracture 
conductivity are similar.  A fracture which possesses a higher conductivity or a greater complexity will 
exhibit  a higher in itial rate, while ult imately  the rate behavior will merge with cases with lower fracture 
conductivity or fracture complexity.  It is doubtful whether the relative effects of fracture complexity and 
fracture conductivity will be ext ricable or identifiable.  
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Figure 3.6 — Horizontal gas well with multip le (t ransverse) fractures: Effect of fracture 
conductivity, sensitivity analysis, rates and auxiliary functions. 
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Figure 3.7 — Pressure map showing pressure depletion at 100 days into production, aerial 
view. 
 
 
 
3.2.5 Effect of Desorption 
 
The next observation concerns the apparent effect of varying desorptive contribution.  Fig. 3.8 clearly 
shows the increase in rate and the lengthening of the rate forward in  time that accompanies higher 
desorptive contribution, effectively changing the energy of the system.  The first apparent effect is that 
greater sorptive storage yields higher rates; the second effect is that the pressure profile is steeper as it 
propagates away from the fracture, as visually depicted in the pressure map, Fig. 3.7.  Pressure does not 
correspond linearly to mass storage, since the sorption isotherm is highly nonlinear.  As such, we visualize 
in Fig. 3.9 the dimensionless mass of gas found at various distance intervals from the hydraulic fracture.   
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Figure 3.8 — Horizontal gas well with mult iple (transverse) fractures: Effect of Langmuir 
storage, sensitivity analysis, rates and auxiliary functions. 
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Figure 3.9 — Sorption map showing steepness of sorption gradient at 100 days into 
production, aerial v iew. 
 
 
 
The purpose of this figure is twofold – one, to show how slowly the pressure transient moves outward and 
how thoroughly it depletes a region of gas before advancing, and two, to show how much residual gas 
remains even after the pressure is drawn down to near wellbore flowing pressure.  Further, Fig. 3.9 lets us 
examine the steepness and near-fracture localization of the depletion from surface sorption.  This 
emphasizes the steepness of the pressure front due to the ultra-low permeability. 
 
There currently exists no method by which to account for desorption in the nondimensionalization since 
there is no satisfactory general analytical solution featuring desorption.  Since desorption responds to 
pressure in a nonlinear fashion, and desorption is more properly characterized by at least two parameters 
(Langmuir volume and Langmuir pressure,) it is not strictly appropriate to scale the results by any 
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constant.  However, we obtain interesting results by altering the dimensionless time definit ion to include 
an arbitrary variable characterizing sorptive energy. 
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The Langmuir volume term is frequently treated as being dimensionless in mathematical developments of 
desorption.  The constant 0.00525 may hold a physical significance (i.e. it may correspond to a unit 
conversion factor and/or another reservoir parameter) but determination of its meaning  will be the goal of 
future work.  Using the adjustment in Eq. 3.6, we show in Fig. 3.10 that scaling the dimensionless time by 
a constant factor appears to completely normalize for the effect of desorption.  Observing Fig. 3.10 and 
comparing it with Fig. 3.8, it can be verified that desorption delays the effect of fracture interference when 
we compare the normalized desorption signatures with the true effect of fracture interference caused by 
varying fracture spacing. 
 
 
 
 
 
Figure 3.10 — Horizontal gas well with multip le (transverse) fractures: Effect of desorption, 
redefined dimensionless time parameter normalizing for Langmuir volume.  
 
 
 
3.2.6 Effect of Matrix Permeability 
 
The next observation concerns the apparent effect of varying the matrix permeability.  Fig. 3.11 shows the 
effect of vary ing matrix permeability from a very small value of 10nd to a value of 1 md.   
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Figure 3.11 — Horizontal gas well with multip le (transverse) fractures: Effect of matrix 
permeability, sensitivity analysis, all rates. 
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Matrix permeability appears to affect early time behavior in particular.  Convergence of the rate profiles is 
observed at late times, in particu lar during compound linear flow.  Again, it is noteworthy that varying 
permeability appears to strongly affect early time rate data while the rate behavior merges at late times.  
However, it must be emphasized that permeability is a term in the nondimensionalizat ion of both rate and 
time.  Consequently, this behavior would not appear in rate-time data prior to nondimensionalization.  The 
outstanding result is that nondimensionalization with respect to permeability does not cause the three rate 
curves to overlie one another.  This is due to the complex evolut ion of the pressure profiles over time 
through the asymmetric near-wellbore reservoir geometry. 
 
 
 
 
 
Figure 3.12 — Induced fracture system: Effect of natural fractures with various fracture 
system permeabilit ies, sensitivity analysis, rates only. 
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3.2.7 Effect of Natural Fractures  
 
The presence and influence of natural fractures in tight gas and shale gas reservoir systems is a matter of 
debate.  Likewise, the role of complex induced fracture networks is not fully understood and its 
characterizat ion remains a matter of conjecture.  We illustrate possible configurations of in situ fracture 
orientations in Fig. 2.1.  We model the effect of a natural or complex induced fracture network by using a 
dual porosity model with various shale fracture network permeabilities.  As shown in Fig. 3.12, the 
presence of conductive natural or induced fractures leads to a higher initial rate but overall a much shorter 
or nonexistent linear flow period, and faster depletion. 
 
We attempt to capture the possibility that the fracture treatment creates or re-activates a region around the 
induced planar hydraulic fracture.  We model this by treating the region near the induced fracture by a 
dual porosity model with conductive natural fractures, while the region more d istant from the induced 
fracture is unstimulated shale of 100nd permeability.   
 
 
 
 
 
Figure 3.13 — Induced fracture system: Effect of discontinuous fracture networks, sensitivity 
analysis, rates only. 
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In Fig. 3.13 we demonstrate that Case IIIb (corresponding to a near-fracture stimulated region) exhib its 
flow features from both the base case of a single planar fracture (Case I) and the limiting case, Case IIIa, 
representing a fully fractured reservoir.  In fact, an in flection point in the rate behavior of Case III occurs 
at the exact point of intersection of Case I and Case IIIa. 
 
3.2.8 Effect of High-Conductivi ty Layers  
 
Core samples of shale gas reservoirs reveal a large degree of stratification and the likely presence of 
higher-conductivity layers.  A possible layout of this system is illustrated in Case IIa and Case IIb in Fig. 
2.1.  Fracture stimulation may further fracture already brittle layers, such as microlayers of carbonate 
sediment.   
 
 
 
 
 
Figure 3.14 — Induced fracture system: Effect of laterally continuous high conductivity 
layers and interaction with natural fracture system, sensitivity analysis, rates 
only. 
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Microseismic monitoring of fracture treatments indicates that microseismic events occur in a ‘cloud’ 
around the perforations.  The distribution and extent of the cloud vary depending on the geology and the 
stimulat ion treatment design. 
 
In Fig. 3.14 we compare the behavior of reservoirs with high-conductivity layers (Case IIa) against a 
naturally-fractured or complex-fractured reservoir (Case IIIa) and finally a reservoir possessing both 
natural fractures and laterally continuous high conductivity layers (Case IVa.)  All these results are 
compared, once again, against the base case (Case Ia) possessing only a single vertical fracture.  We 
observe that late time behavior shows the same character, regard less of the fracture configuration, 
indicating that at late times, the signature of laterally continuous layers may be indistinguishable from a 
natural fracture signature.  However, at early times, systems possessing natural fractures show a strong 
fracture-depletion signature which does not occur in the case with laterally continuous layers. 
 
3.3 Conclusions 
 
In this work we make an attempt to characterize the influence of various reservoir and completion 
parameters on performance of multip ly-fractured horizontal wells in ultra-low permeability reservoir 
systems.   
 
Contrary to intuition, the effect of desorption can be accounted for by a time scaling constant.  The 
presence of desorption appears to shift fracture interference forward in time.  
 
Ultra-low permeability systems with large fractures will possess extremely sharp pressure gradients.  
The steepness of these gradients will be exacerbated where desorption is present.  The onset of fracture 
interference is gradual and flow regimes in these systems are constantly evolving.  The use of coarse 
gridding schemes will fail to capture the nuance of this evolution and will lead to inaccurate 
characterizat ion of fracture interference behavior, as well as inaccurate interpretation of production data.  
 
While a dual porosity model may appear to fit real data, such a model will not correctly capture the 
effect of fracture interference.  Fracture interference is an inescapably transient effect which appears to 
approach boundary-dominated flow but never reaches it.  None of these three features/observations is a 
true reservoir boundary.  Due to the relatively small volumes of investigation of these well systems, it is 
unlikely that reservoir compartmentalization is the true cause of "boundary -dominated flow" effects  as 
interpreted from rate data. 
 
The features of higher permeability, higher fracture conductivity, higher induced fracture complexity, and 
more highly fractured reservoir will all lead to a higher initial rate and initial d imensionless rate, yet late 
time dimensionless rates will merge with lower permeability/conductivity/complexity cases sometime 
during the compound linear flow period.  The effect of desorption, on the other hand, is more apparent at 
late time than early time, tending to prolong all flow periods and extend production. 
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CHAPTER IV 
 
DEVELOPMENT AND VALIDATION OF MICROSCALE FLOW 
 
This appendix presents the derivation and validation of the method for computing diffusive and mean free 
path parameters in this work.  These parameters are used to  compute molecu lar diffusion and apparent 
permeability in the numerical model as a function of pressure and composition.   
 
Section 4.1 describes the Florence et al. (2007) equation for computation of apparent permeability to gas 
accounting for microflow effects.  Section 4.2 develops the multicomponent mean free path computation.  
Section 4.3 d iscusses the development of an average velocity for a species in a gas mixture.  Section 4.4 
develops a method for estimation of d iffusivity using the mean free path  and microflow parameters, and 
verifies the method against measured data and against other established methodologies. 
 
4.1 Florence Microflow Equation 
 
Klinkenberg (1941) demonstrated the approximately linear relationship between measured permeability 
and inverse pressure: 
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where ka is the apparent or measured permeability to gas in m
2
 while k∞ is the calculated permeability at 
infinite pressure in m
2
.  The constant bK is an empirically measured term called the Klinkenberg constant, 
in units of Pa (Klinkenberg 1941).  The gas slippage factor is regarded as constant in the flow regime 
where the Klinkenberg approximation is valid, and is related to the mean free path  
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where c is a constant approximately equal to 1 and rpore is an effective pore radius.  This gas slippage 
factor is related to the beta term via  
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where the  term serves as another parameter to be used in correlating Klinkenberg constant with porosity 
and permeability in units of Pa, and  is the measured sample porosity (Civan 2008).  While this beta-form 
of the Klinkenberg approximation is simple and convenient for the purposes of numerical simulat ion due 
to its computational simplicity, it is not valid for very small pores, it treats the gas as a bulk phase with no 
dependence on species, and it requires two empirical, measured constants.  A  more robust, rigorously 
developed "microflow" model has been proposed by Florence, et al. (2007), which is valid for all flow 
regimes in porous media, from free-molecular flow through continuum flow, though not verified and 
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probably invalid in high-rate inertial (Forchheimer) flow regimes.  The basis of this model is to adjust the 
theoretical permeability to an 'effect ive' permeability through use of only the Knudsen number and the 
permeability at in fin ite pressure. 
 
 
 
  
 
Figure 4.1 — The Florence model (Eq. 3.4) is used to compute apparent permeabilities.  For 
low pressures, apparent permeability to gas is enhanced by several orders of 
magnitude compared to the permeability to liquid (k∞) while for higher 
pressures, which typical t ight gas and shale gas reservoirs might be assumed 
to occupy, still exh ibit significant permeability enhancement.  The 
permeability enhancement is strongly dependent on the gas species .
 
 
 
 
The Florence, et al. (2007). microflow equation expresses the apparent permeability as:  
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The function  is a rarefaction coefficient parameter, a d imensionless adjustment parameter of the form 
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where c1 is a constant valued at 4.0, c2 is a constant valued at 0.4, and α0 is a constant valued at 64/(15π).  
If the species-dependent Knudsen number is used then the microflow formula, Eq. 4.4, will vary the 
apparent or effective permeability experienced by each individual gas species, due to the fact that each gas 
species in the mixture will have a different mean free path (as computed by Eq. 4.11) and thus a different 
Knudsen number.  Implementation of this theory enables modeling of the fractionating effect of reservoirs 
with ext remely small pores, wherein s maller molecu les flow preferentially faster than larger ones.  Fig. 4.1 
shows the impact of various pore throat dimensions on adjusted permeability for various gases. 
 
The Knudsen number is a dimensionless parameter which characterizes the degree to which flow will be 
affected by the medium through which it passes, typically either porous media or capillary tubes, and is 
defined by Eq. 3.6: 
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Where  is the mean free path defined in Section 3.2.  The value of lchar, the characteristic feature scale, 
corresponds to capillary tube radius (Karniadakis and Beskok 2001) and is analogous to an average 
effective pore throat radius in porous media.  The relation in Eq. 4.7 estimates the average effective pore 
throat radius, 
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where rpore corresponds to the average pore throat radius in cm, lchar is the characteristic length of the 
medium in cm, k∞ is the permeability to liquid or alternatively the permeability at infinite pressure in md, 
and  is the porosity in fraction. 
 
This effective pore throat radius value serves as a characterizat ion of the porous media .  It may or may not 
necessarily correspond to a literal average pore throat radius.  It simply provides a parameterizat ion we 
can use to compute the Knudsen number.  
 
Due to each species having a different apparent permeability, porous media with ext remely fine pores will 
have a tendency to fractionate the gas into its components.  It is important to simultaneously implement 
concentration gradient-driven diffusion as developed in Section 3.4.  This honors the natural tendency of 
gases to intermix and diffuse due to Brownian  motion.  Correctly accounting for concentration gradient-
driven diffusion will tend to blur the concentration gradient and reduce the degree of the microflow effect.  
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In situations with very low pressure drawdown, Brownian diffusion such as this may be a more significant 
facilitator of transport than convective flow. 
 
4.2 Development of Mean Free Path 
 
In order to compute the apparent permeability to individual gas species in a gas mixture using Eq. 3.4, it is 
first necessary to compute an individual Knudsen number fo r each s pecies and therefore an indiv idual 
mean free path for each species. 
 
The flow regime of Knudsen flow, similar to the idea of gas slippage, occurs when the mean free path of 
the gas molecules is on the order of the average pore throat radii.  The mean free path of a molecule in a 
single-component gas can be computed by  
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where, on the left hand side, p is the average pore pressure in Pa and T is temperature in Kelvin.  On the 
right hand side, μ is the gas viscosity in Pa-s, R  is the ideal gas constant in m3-Pa/K-mol, and M is the 
molecular mass of the gas species in g/mol.   
 
The mean free path of a molecule in a single-component gas is conceptually the ratio of the distance 
traveled divided by the volume of interaction,  
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where v is the mean velocity in m/s, d is the molecular kinetic diameter (measured in laboratory 
experiments) in m, nv is a term related to density indicating number of moles of gas per unit volume 
measured in mol/m
3
, and t is a t ime-of-flight parameter in s which cancels out. 
 
There exists some contradiction in the literature regarding appropriate values for molecular diameter.  For 
determination of Kn in porous media, kinetic diameter is used.  Study of transport of zeolites (Chen, 
Degnan and Smith 1994) reveals that the empirically determined kinetic d iameter will depend to some 
degree on the chemical and physical nature of the porous media used in the testing.  In other words, 
effective molecular d iameter may be a function of the in situ geochemistry, not only a function of the 
molecular species.  No current method exists to calibrate for this effect, so we use the molecular constants 
in Table 4.1 in this work.  We leave open the potential for ref inement of these constants for given 
reservoir systems. 
 
Eq. 4.8 can only be applied for a single-component gas or by assuming average gas properties.  Eq. 4.8 
must be altered for use in a mult icomponent gas scenario.  First, the formula for average velocity of a 
species in a multicomponent mixture reduces to simply  
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where v1 and v2 are the average velocities of species (1) and (2), and vrel is the effective relat ive velocity 
between the two species.  The development of Eq. 4.10 is treated in Section 4.3. 
 
 
 
Table 4.1 — Kinetic molecular diameters were obtained from the sources listed.  These 
kinetic diameters were used in mean free path calculations. 
 
Gas 
Molar 
Mass 
Kinetic 
Diameter 
Resource for Kinetic Diameter  
 M dk   
 (g/mol) (nm)   
Methane 16.043 0.38 (Gupta 1994) 
Ethane 30.07 0.4 (Sadakane 2008) 
Propane 34.082 0.43 (Collins 1996) 
Carbon Dioxide 44.01 0.33 (Sadakane 2008) 
Water 18.015 0.265 (Ivanova 2007) 
Nitrogen 28.014 0.364 (Collins 1996) 
 
 
 
For one gas species in a multicomponent gas  mixture , the "volume of interaction" term (the denominator) 
of the expression is modified, changing the expression to 
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where the subscript n connotes the total number of species present in the gas phas e and λ1.indicates the 
mean free path of species (1) only.  The terms in this equation representing molecular diameter are the 
measured kinetic diameters of those gases.  The nvi term is a molar density, representing the number of 
molecules of species i per unit volume, and can be modified by a perfect gas law approximation such that 
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where NA is Avogadro’s number and pi is the partial pressure of species i.  Rather than relying on a perfect 
gas assumption, we can use the more accurate computation for density of a gas mixture as a function of 
pressure, temperature, and composition using the Peng-Robinson equation of state already intrinsic to our 
numerical implementation.  Thus we substitute this computed density into Eq. 4.12 to y ield : 
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where ρ is our correct (Peng-Robinson5) density of the gas phase accounting for nonlinearities in gas 
mixing and Xi is the dimensionless mass fraction of species i in the gas phase.   
 
We now have a method by which to characterize the mean free path length of any indiv idual gas species in 
the multicomponent gas within our system.  Thus we can now examine the ramifications of different mean 
free paths on gas flow in  porous media with microscale features.  The dimensionless  Knudsen number will 
determine the severity of the non-Darcy 'microflow' effect.   
 
 
 
 
 
Figure 4.2 — Mean free path decreases with increasing pressure.  Lighter gas species 
possess longer mean free path for a given pressure, barring nonlinearities.  
Deviation from a straight-line trend is due to the computation of mean free 
path by means of Eq. 3.13, incorporating the density computed by the Peng-
Robinson equation of state. 
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There exists insufficient available data on measured mean free path values in gas mixtures to validate Eq. 
4.13 exp licit ly, Sect ion 4.4 we attempt to validate the accuracy of 4.11 through indirect computation of the 
diffusivity coefficient for gases. Fig. 4.2 demonstrates the effect of pressure on mean free path for various 
gases. 
 
4.3 Development of Molecular Velocity in a Gas Mixture  
 
Eq. 4.6 can only be applied for a single-component gas, and thus must be altered for use in a 
multicomponent gas scenario.  We rewrite the mean free path to account for multiple gas species, first 
accounting for average velocity.  The average velocity of a molecule in a single component gas
35
 is  
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The use of a single average velocity is inappropriate for a gas mixture, where each species in the gas 
possesses a different average velocity as a function of molar mass.  Therefore, we must compute the 
average velocity of a gas molecule in a gas mixture.  
 
The relative velocity, vrel, between two gas particles is expressed as 
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where the relative velocity vector between two molecules of different species can be expressed as 
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So, taking the magnitude of the relative velocity vector, 
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Rearranging Eq. 3.17, we obtain: 
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Since we are not truly examin ing indiv idual molecules but rather the average properties of the statistical 
ensemble of the gas, we take the averages of the terms  
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Since 
1v

 and 
2v

 (the average velocity vectors for two different gas particles) are random and 
uncorrelated, their dot product equals zero.  Thus the formula for average velocity reduces to  simply 
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where the average velocities  of the species (1) and (2) are different, each having been computed from Eq. 
4.14 independently. 
 
4.4 Development and Validation of Diffusion and Mean Free Path Methodology  
 
Because we now are dealing with concentration gradients as well as pressure gradients, it is not 
appropriate to neglect molecular diffusion.  In diffusive flow, the driving force is the concentration 
gradient.  Using the microflow permeability correction without accounting for the gradient -blurring effect 
of molecular diffusion would y ield incorrect results.  The mass flux due to molecular diffusion
2
 is 
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where the vector Ji is the molar flux, SG is the gas saturation is fraction, τG is the tortuosity computed by 
the Millington and Quirk (1961) in  fract ion, δ is the constrictivity in fract ion, which is a function of the 
ratio of the molecu lar rad ius to the average pore radius, DG,i is the diffusion coefficient of species i in the 
gas phase in m
2
/s, ρG is the density of the gas phase computed by the Peng-Robinson equation of state, and 
the gradient of XG,i is the mass fraction of species i in the gas phase. 
 
Tortuosity is computed by the Millington and Quirk (1961) model, 
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The diffusivity can be estimated from kinetic theory of gases.  When possible, empirical data should be 
used for diffusivit ies; however, due to the expectation of complex gas mixtures for which data is 
unavailable, a derived kinetic theory approximation must suffice.  The expression for approximating the 
diffusivity of a pure gas (self-diffusion) from kinetic theory principles  (Bird, Stewart and Lightfoot 2007) 
is 
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where kB is Boltzmann's constant of 1.3806503x10
-23
 in units of m
2
-kg/(s
2
-K).  Clearly this method 
assumes ideal gas kinetics.  This is identical to  
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For a multicomponent gas, we extend our derivation of the mean free path for a mult icomponent gas , 
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In the case where the pore throat dimensions are smaller than the mean free path s of a given species, the 
pore throat radius can be used in lieu of the mean free path.  Recall our computation for the mean free path 
of a species in a gas mixture, Eq. 3.13.  Substituting Eq. 3.13 into Eq. 3.25, 
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Note that Eq. 3.26 for the diffusivity constant is only valid for the case where the molecule can be 
expected to traverse the mean free path without encountering an obstacle.  It is not valid for Knudsen flow 
or any other flow regime where the molecu les are expected to encounter the pore walls.  Thus the 
parameters of the porous media  are used to scale the diffusivity coefficient, via  
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where δ is the constrictivity, which accounts for the interactions of the molecules with the pore walls when 
the molecu lar d iameter is on the same order as the pore throat diameter.  
 
Constrictivity is typically treated as a purely empirical descriptive parameter, so no robust formulation for 
its estimation exists.  Lacking any superior functional definit ion of constrictivity, we have developed Eq. 
3.28 to approximate the character of its effects: 
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In Table 4.2 we examine the results of this formulation in predicting the self-diffusion coefficient of 
methane in comparison to experimentally measured values and the Chapman-Enskog (Chapman and 
Cowling 1991) equation, 
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where AB, the collision integral, is a function which requires several input values which will not be 
known for any given scenario that may be present during simulation.  
 
The results in Table 4.2 show that the diffusivity estimat ion computed from Chapman-Enskog (Eq. 4.29) 
method more closely matches the measured self-diffusivity data for methane (Chapman and Cowling 
1991).  However, Chapman-Enskog is valid only for estimation of binary diffusion (two component) or 
self-diffusion (single component) coefficients, and is not extensible to an arbitrary number of components.  
Additionally, Eq. 4.26 of this work pred icts the diffusion coefficients of ethane more accurately than the 
Chapman-Enskog equation (Eq. 4.29).   
 
Other methods exist for estimat ion of diffusivity for mult icomponent mixtures, but these methods require 
binary interaction parameters for the gases as inputs, which defeats the purpose of a flexible formulation 
for use in simulation.  While our method appears to underestimate diffusivit ies, it is adequate for our 
purposes, lacking a more flexib le method. 
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Table 4.2 — Measured results for diffusivity are compared against estimated values from 
Chapman-Enskog theory, ideal gas assumption, and Eq. 3.26 of this work for 
the purposes of implicit validation of the Eq. 3.13 for mean free path and 
diffusivity estimation (Chapman and Cowling 1991). 
 
    Measured 
Chapman-
Enskog 
Eq. 3.26 of 
this Work 
Ideal Gas  
Gas T p  D 
 K MPa  109 m2/s 
Methane 303.3 30  62 7.58E+01 4.29E+01 1.44E+02 
  40  49 5.68E+01 3.63E+01 1.08E+02 
  50  43 4.55E+01 3.26E+01 8.65E+01 
 333.1 30  75 9.00E+01 5.11E+01 1.51E+02 
  40  60 6.75E+01 4.22E+01 1.13E+02 
  50  51 5.40E+01 3.72E+01 9.07E+01 
Ethane 303.3 30  18.6 3.46E+01 2.44E+01 4.28E+01 
  40  16.7 2.59E+01 2.41E+01 3.21E+01 
  50  15.2 2.08E+01 2.32E+01 2.57E+01 
 333.1 30  25 4.14E+01 2.88E+01 4.93E+01 
  40  21 3.11E+01 2.69E+01 3.69E+01 
  50  19.2 2.49E+01 2.57E+01 2.96E+01 
 
 
 
 
4.5 Desorption from Kerogen 
 
In shale gas reservoir systems, more than half of the total gas in place can be stored via surface adsorption.  
Hydrocarbon gases, as well as carbon dioxide, will physically bond to the surface of the kerogenic media 
present in the rock, due to the high surface area and high chemical affinity of the hydrocarbon -like 
kerogen for the hydrocarbon gases. 
 
Desorption of gases from kerogenic media has been extensively studied in coalbed methane reservoir 
systems.  Based on the study of desorption from coalbed methane reservoirs, many models have been 
proposed to accurately characterize these desorption isotherms, accounting for multicomponent 
interactions and transient effects.  However, the sorptive properties of coal and shale are very different.  
The Langmuir isotherm (Clarkson and Bustin 1999) for multip le components is believed to be suitably 
accurate for use in shale gas reservoir systems: 
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where Vi is the Langmuir storage density of component i in scf/ton, VL,i is the Langmuir volume constant 
of component i in scf/ton, Bi is the Langmuir constant of component i in 1/Pa, and yi is the dimensionless 
mole fraction.  The Langmuir isotherm assumes there is no transient lag between pressure drop and 
desorption, i.e., instantaneous equilibrium, which is a reasonable assumption due to the very low flow rate 
within  shale.  The multicomponent Langmuir model is known to be thermodynamically incorrect when the 
values of VL,i are significantly d ifferent between gas species, which may result in erro rs.  
 
A consequence of the simultaneous desorption of multiple gas species each having different Langmuir 
constants and Langmuir volumes is that the species will desorb at different rates.  For example, the 
sorptivity of carbon dioxide is higher than that of any light hydrocarbon, and carbon dioxide will displace 
hydrocarbon gases from sorption sites.  There exists little published data regarding multicomponent 
Langmuir parameters for shale gas reservoirs.  However, a larger body of work concerning coalbed 
methane reservoirs exists.  For the sake of completeness, we use the Billi coal sorptivity parameters listed 
in Table 4.3 in our work (Pan and Connel 2008). 
 
 
 
Table 4.3 — Desorption parameters for the Billi coalbed methane reservoir correspond to 
within an acceptable range with those of the Barnett shale.  For the initial 
reservoir pressure used in this study (1500 psi) these values correspond to an 
initial methane storage of 344 scf/ton, which compares favorably with the 
Barnett shale range of 300-350 scf/ton (Pan and Connel 2008). 
 
 
Langmuir 
Volume 
Langmuir 
Parameter 
 VL B 
Gas (scf/ton) (1/Pa) 
CH4 646.26 9.41E-07 
CO2 983.16 2.11E-06 
H2O 0 0 
 
 
 
While the Langmuir storage values in most shale reservoirs will typically be less than the Langmuir 
storage value in a given coalbed methane reservoir, the relative sorptivity of carbon dioxide versus 
methane will be similar in both play types. 
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Table 4.4 — Relative permeability parameters for model.  The physical and geochemical 
interactions of shale with water are complex and no adequate models have 
been proposed to characterize them.  Lacking more accurate tools, we employ  
Corey’s model for relat ive permeability and van Genuchten’s model for 
capillary pressure are in the numerical model to correctly account for the 
effect of the presence of water on gas flow.  
 
Corey (1957) Relative 
Permeability Parameters 
 
van Genuchten (1980) Capillary 
Pressure Parameters 
Sairr 0.2 (fraction)  p0 2 kPa 
Sgirr 0.02 (fraction)  Sairr 0.2 (fraction) 
    λ 0.45  
    Pcmax 5000 kPa 
    SmxA 1 (fraction) 
 
 
 
The vast majority of shale gas and tight gas wells are stimulated via hydraulic fracturing.  Typical 
complet ion strategies for these reservoirs involve either a vertical well with a vertical bi-wing hydraulic 
fracture or a horizontal well with multip le transverse hydraulic fractures.  The dominant flow regime for 
the early life of these wells is linear.  In order to avoid confounding the effect of interest with complex 
flow reg ime effects, we examine only one-dimensional flow. 
 
A Peng-Robinson equation of state is used to model the gas density as a function of pressure (Peng and 
Robinson 1976).  Gas viscosity is modeled by the Chung et al. (1988) method.  Isothermal conditions are 
assumed because with a very low flow rate of gas, the effect of Jou le-Thompson cooling will be minimal.  
 
Because both gas and water are present, capillary pressure and relative permeability effects must be taken 
into consideration.  We employ the van Genuchten (1980) model of capillary pressure and the Corey 
(1957) model for relative permeability with the constants found in Table 4.4.  
 
For all cases, flow is simulated using the permeability adjustment method of Florence et al. (2007) in the 
model of this work, in this case in the mode of a finite-d ifference two-phase numerical model.  The system 
is solved via the Jacobian matrix method.  Flow is simulated in this model for a period of 100 days, and 
the concentration and pressure profiles shown below have all evolved after 100 day s of flow.  A total of 22 
simulation cases are studied in Table 4.5.  
 
The logic of the design of the cases in Table 4.5 is to begin by examin ing the effect of microflow on the 
simplest possible case – single-phase gas without desorption – and gradually adding transport and storage 
mechanis ms until the presence of water and the presence of desorption are modeled. 
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Table 4.5 — Microflow parameters used for sensitivity cases.  Where 'Microflow Activity' 
is designated 'No,' base permeability to gas is identical to k∞, and not 
enhanced in any way.  Where 'Desorption Activity' is designated 'No,' zero  
desorption effect is indicated; where 'Desorption Activity' is designated 'Yes,' 
Table 4.3 sorptivity parameters are employed.  In cases 1 through 14 and 19 
through 22, Eq. 4.7 is used to estimate rpore from k∞ and in cases 15 through 18 
Eq. 4.7 is employed with =0.14 rather than 0.05. 
 
Case 
Number 
Permeability 
to Liquid 
Effective 
Hydraulic 
Radius 
Presence 
of Water 
Mircoflow 
Activity 
Desorption 
Activity 
 k∞ rpore    
 (nd) (nm)    
1 10 1.25 No No No 
2 100 3.96 No No No 
3 10 1.25 No Yes  No 
4 100 3.96 No Yes  No 
5 10 1.25 Yes  No No 
6 100 3.96 Yes  No No 
7 10 1.25 Yes  Yes  No 
8 100 3.96 Yes  Yes  No 
9 10 1.25 Yes  No Yes  
10 100 3.96 Yes  No Yes  
11 10 1.25 Yes  Yes  Yes  
12 100 3.96 Yes  Yes  Yes  
13 1000 12.5 Yes  Yes  Yes  
14 10000 39.6 Yes  Yes  Yes  
15 10 0.748 Yes  Yes  Yes  
16 100 2.37 Yes  Yes  Yes  
17 1000 7.48 Yes  Yes  Yes  
18 10000 23.7 Yes  Yes  Yes  
19 10 1.25 Yes  Yes  No 
20 100 3.96 Yes  Yes  No 
21 1000 12.5 Yes  Yes  No 
22 10000 39.6 Yes  Yes  No 
 
 
 
We attempt to capture a range of possible scenarios.  Cases 1 through 4 use the reservoir parameters 
contained in Table 4.6.  The justification for these properties is to provide cases where no water and no 
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desorption are present, in order to examine the microflow effect in isolation from any effects of relative 
permeability or sorption-induced compositional shift.  
 
 
 
Table 4.6 — Parameters employed in simulation cases 1 through 4. 
 
Parameter Initial State 
Porosity  0.05 Fraction 
Initial Methane Concentration in Gas Phase yG,CH4,i 0.9 Mole fraction 
Initial Carbon Dioxide Concentration  yCO2,i 0.05 Mole fraction 
Initial Water Concentration yH2O,i 0.05 Mole fraction 
Initial Gas Saturation Sgas,i 1.0 Fraction 
Temperature T 300 C 
Simulation Time t 100 days 
Initial Reservoir Pressure p 1500 psi 
Constant Fracture Pressure pwf 100 psi 
 
 
 
The next scenario we attempt to capture is analogous to a more realistic tight gas or shale gas case, having 
a high liquid water content, as well as the potential for significant desorption.  In this scenario, describing 
Cases 5 through 18, properties from Table 4.7 are used, with Table 4.4 properties characterizing the 
relative permeability and capillary pressure effects, and Table 4.3 containing the sorptive parameters.  
 
 
 
Table 4.7 — Parameters employed in cases 5 through 18.  Gaseous methane concentration 
is fixed, while gas phase water and carbon dioxide concentrations is 
determined by the equation of state. 
 
Parameter Initial State 
Porosity  0.05 Fraction 
Initial Methane Concentration in Gas Phase yG,CH4,i 0.75 Mole fraction 
Initial Gas Saturation Sgas,i 0.5 Fraction 
Temperature T 60 C 
Simulation Time t 100 days 
Initial Reservoir Pressure p 1500 psi 
Constant Fracture Pressure pwf 100 psi 
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The final scenario is intentionally representative of Barnett Shale reservoir parameters, and is shown in 
Table 4.8 and used for Cases 19 through 22.  The primary difference between these cases and the true 
Barnett Shale is that desorption is not accounted for in these cases.   
 
 
 
Table 4.8 — Parameters employed in simulat ion cases 19 through 22.  Gas phase methane 
and ethane concentrations are fixed, while gas phase water and propane 
concentrations is determined by the equation of state.  These values match 
reported Barnett Shale reservoir parameters . 
 
Parameter Initial State 
Porosity  0.05 Fraction 
Initial Methane Concentration in Gas Phase yG,CH4,i 0.95 Mole fraction 
Initial Ethane Concentration in Gas Phase yG,CH4,i 0.03 Mole fraction 
Temperature T 95 C 
Simulation Time t 100 days 
Initial Reservoir Pressure p 3000 psi 
Constant Fracture Pressure pwf 1000 psi 
 
 
 
Desorption is neglected here because the intent of the study of the microflow effect is to show what degree 
of compositional shift may be caused solely by fractionation in the nanoporosity.  Desorption is already 
known to be a driver of compositional shift, while the role of microflow is unexplored.  
 
4.6 Results 
 
The goal of performing a numerical sensitivity study is first to demonstrate the identifiable effects of the 
microflow behavior on rate and composition in porous media, and also to capture the range of potential 
physically real scenarios which may occur in tight gas and shale gas reservoirs.  We begin by specifically 
examining the effect of microflow where other considerations of transport and storage in porous media 
such as the presence of water and the presence of sorbed gas are either present or absent.  
 
As a starting point, in Fig. 4.3 we see the pressure of the gas in the reservoir with respect to distance from 
the fracture face with various considerations of transport and storage.  The obvious consequence of the 
effective permeability enhancement is that the pressure transient moves further into the reservoir in cases 
with microflow active. 
 
Additionally, due to the fact that permeability increases even more where pressure has been depleted, the 
pressure transient forms the characteristic bow shape seen in Case 3, Case 7 and Case 11 of Fig. 4.3.  This 
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behavior is expected, and in fact could likely be modeled equally well by the Klinkenberg correction, since 
the behavior of the pressure transient is not significantly species -dependent. 
 
The sole difference between Cases 1 and 5 in Fig. 4.3 is that water is present in Case 5 at an initial 
saturation of 50% while in Case 1 no water is present.  This makes almost no difference in the behavior of 
the pressure transient. 
 
We also observe in Fig. 4.3 that the general consequence of desorption is to add energy to the system and 
delay the progression of the pressure transient.  This slowing of the pressure transient is a function of the 
extra energy present in the system due to adsorbed gas, not a consequence of decreased effective 
permeability. 
 
 
 
 
 
Figure. 4.3 — The gradient of pressure in the reservoir after 100 days varies depending on 
many parameters, including the presence of water, the presence of desorption, 
and the assumption of microflow.  Case 1 is the simplest possible case, while 
Case 11 accounts for all the relevant physical phenomena.  This case assumes 
two phases (water and gas) with desorption active.  Only odd-numbered cases 
are shown so that all cases shown will have the same permeability to liquid  
and the same pore throat radius . 
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As shown in Fig. 4.4, the uneven desorption of the different gases into the pore space results in a 
significantly different concentration profile.  The most striking feature of Fig. 4.4 is the significantly 
different methane concentrations at the fracture face for each case, despite the fact that each case possesses 
identical 75% methane initial gas molar composition.  Clearly, the interaction of desorption with 
microflow is complex. 
 
Examining the difference between Case 7 and Case 11 in Fig. 4.4 suggests that a model which matches 
reservoir parameters accounting for desorption but fails to account for microflow-related parameters will 
yield an incorrect estimate of the contribution of desorption.  At the very least, the nonuniqueness of such 
a match will result in one of the model parameters being significantly wrong.  Any assumption of a 
constant permeability value where microflow is significant is guaranteed to be wrong. 
 
 
 
 
 
Figure 4.4 — The methane concentration in the gas phase in the reservoir after 100 days 
varies depending on many factors including desorption, the presence of water, 
and the assumption of microflow.  Desorption appears to reduce the nonlinear 
steepness of the concentration profile where microflow is present . 
 
The profile of methane concentration in the produced gas over time is a characteristic decline, as shown in 
Fig. 4.5.  Where microflow is not considered, the influence of desorption can be seen by comparing Case 5 
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with Case 9.  In either case, the initial gas composition is slightly higher than the initial compos ition, and 
dimin ishes by 2% over the 100 day production period. 
 
Where desorption and microflow are both present (Cases 11 and 12 of Fig. 4.5), the concentration of the 
produced gas changes over the course of 100 days by over 3%.   Where microflow is present without 
desorption, the concentration changes over 5% over 100 days.  Where neither desorption nor microflow 
are present, the change in composition is 2% with most of the change due to evaporation of water.   
 
 
 
 
 
Figure 4.5 — The methane concentration in the produced gas stream varies depending on 
many factors including desorption, the presence of water, and the assumption 
of microflow.   
 
 
 
An important observation is that in all cases including microflow, the most significant change in 
concentration occurs within the first ten days; in Case 7 and Case 8 in Fig. 4.5, the change occurs within 
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the first day.  In the cases not including microflow and only including desorption, (Cases 9 and 10 in Fig. 
4.5) the concentration change is much more gradual over t ime.  A signature of microflow thus appears to 
be a change in concentration of several percent within early production times, coupled with an 
unexpectedly high in itial methane composition.  
 
We see an indication that the remain ing gas storage in sorption after 100 days must remain relatively high.  
Due to the nonlinearity of the desorption isotherm, the majority of the gas stored in sorption will only 
desorb at lower pressures.  Furthermore, the profile of gas desorption in Cases 11 and 12 exh ibits the same 
S-shaped character and increased steepness seen in the pressure profile.  
 
We observe in Fig. 4.5 that the base case, Case 5, possesses no microflow effect and thus indicates the in 
situ methane concentration in the hydrocarbon component of the gas, adjusted for the change in water 
composition in the gas phase due to evaporation.   
 
 
 
 
 
Figure 4.6 — For several cases including all relevant flow physics (water, desorption, and 
microflow) with various assumptions of rpore given k∞ the change in methane 
concentration in the produced gas over time is shown.  Higher permeability  
cases result in lower compositional change. 
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Fig. 4.6 shows that where all relevant flow physics (water, desorption, and microflow) are present, the 
produced gas composition will vary significantly with effective pore radius alone.  With various 
assumptions of rpore given k∞ the change in methane concentration in the produced gas over time is shown 
to vary by a maximum of 4% in Case 11 over 100 days.  Higher permeability result s in less compositional 
shift. 
 
For the lowest permeability case (with the smallest rpore) the initial concentration is 55.5% compared with 
the initial concentration of the highest permeability case (with the highest rpore) which is 52%, a significant 
difference.  Again, note that all other parameters including pressure and desorption are identical between 
these cases.Finally, we wish to examine the effect of flow boundaries on the fractionation effect.  Flow 
boundaries may occur in the form of actual reservoir seals such as faults, but are more likely to occur in 
the form of pseudo-boundaries in tight gas and shale gas reservoirs, where the production envelopes of 
nearby fractures begin to interfere.  The signature of fracture interference in production data is difficu lt to 
distinguish from a boundary effect (Mattar et al. 2008).  In order to study this boundary effect, we employ 
the reservoir parameters listed in Table 4.8 which fall within the range of the properties of the Barnett 
Shale, the most significant shale gas play to date.  We show the change in the composition of the produced 
gas over time in Fig. 4.7. 
 
As expected, the lighter, s maller molecules, having larger mean free paths, are more affected by the porous 
media, and their effective permeability is consequently enhanced more strongly.  As a result, the produced 
gas composition also changes over time, as seen in Fig. 4.7.  We observe that produced methane 
composition increases initially and then appears to stabilize after a short period of time, in these cases less 
than one day.  The value at which the composition stabilizes is a function of the degree of the microflow 
effect.  Comparing Case 21 versus Case 19, the produced gas contains 0.05% more methane by mass, 
which is measurable but not extreme.  
 
As a secondary consequence, the presence of liquid water will cause the gas composition profile to change 
more significantly with pressure as liquid water vaporizes.  Because liquid effective permeability is not 
enhanced by the microflow effect, the flow of water is far less than the flow of gas, and most depletion of 
water is due to evaporation into the gas phase followed by convection of the water vapor.   
 
It should also be observed that the concentration of methane in the aqueous phase decreases via exsolution 
as the pressure drops, though this is largely masked and confounded by the effect of microflow on the 
produced gas rates.  The contribution of exsolution of hydrocarbon gases to total compositional change is 
extremely minor. 
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Also we observe that the starting composition of the produced gas will vary significantly from this in situ 
value as a function of the pore throat radius.  A characteristic early-time drop in methane concentration 
occurs in the cases with the most significant microflow effect.  This effect lasts no longer than an hour 
even in the most severe case.  However, the steady-state gas composition is still richer in methane than the 
in situ composition would indicate.  Case 5 in Fig. 4.7 indicates the in situ methane composition, and 
clearly the produced gas composition in all other cases is much higher.  If a difference in composition can 
be measured between produced gas composition and composition determined from core analysis, then 
microflow effects may be the culprit.  
 
 
 
 
 
 
Figure 4.7 — The change in methane composition in the hydrocarbon component of the 
produced gas phase is shown for cases with similar reservoir properties to the 
Barnett Shale (listed in Table 3.8) with some cases having flow boundaries 
1m from the fracture face. 
 
This is where the potential utility of the microflow concept comes into play.  If the in situ gas composition 
is known, which is typically the case, and the produced gas concentration deviates from this value by a 
significant margin, then the effect of microscale flow can potentially be characterized by using the 
Florence relation in Eq. 4.13 and calculat ing an effective pore throat rad ius using Eq. 4.7. 
In the cases listed in Fig. 4.7 as being finite -acting, the flow boundary is placed 1m away from the fracture 
face.  This is a short interval compared to a typical fracturing treatment, but it can  be assumed that larger 
fracture spacing would result in the same production signature, except delayed in time.  
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When the flow boundary is felt by the pressure transient, the concentration of methane in the hydrocarbon 
gas component drops severely.  Analogously, we can say that the relative composition of ethane and 
propane in the produced gas increase when this reservoir boundary is felt.  This effect is the observed 
"richening" of the produced gas in tight gas and shale gas wells.  Where the reservoir is highly fractured, 
either due to induced or natural fracturing, the behavior of a given block of matrix may be conceptually 
approximated as an internal flow boundary, and the same effect would likely be observed. 
 
 
4.7 Conclusions 
 
The fractionating effect of nanoscale pores on mixed gases has been studied in context of zeolite 
separation media and has been observed empirically in tight gas reservoirs.  This work examines existent 
methods by which to characterize this phenomenon, and proposes a means by which to model and predict 
its effects. 
 
Implementation of the microflow permeability adjustment model into a robust fluid flow modeling tool 
demonstrates the capability to predict the change of produced gas composition with time in ultratight 
reservoirs and potential utility in sampling changes in gas composition with time in these reservoirs in 
order to better characterize the rock properties.  This work also attempts to reconcile the mystery of 
unexpectedly high rates of gas produced from shale gas and tight  gas plays. 
 
Where canister desorption data from shale gas reservoirs is available, it should possible to determine 
Langmuir parameters for desorption.  Performing core analysis using the Florence  et al. (2007) method 
(similarly to how the Klinkenberg (1941) method is commonly used) will provide characterization of the 
microflow effect.  If both desorption and microflow are correctly measured, modeling of flow and 
composition change becomes possible.  Furthermore, there is a potentially for core analyses in volving 
flow-through of gases of known composition with the composition of the effluent gas measured to 
determine the microflow properties of the rock.  
 
The identificat ion of boundary dominated flow in these reservoir types becomes verifiable through 
measurement of a sharp compositional shift ("richening") where boundaries or fracture interference effects 
come into play. 
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CHAPTER V 
 
SUMMARY AND CONCLUSIONS 
 
The purpose of this work is to provide a superior understanding of tight gas and shale gas reservoir 
systems using a precise forward-modeling study of possible physical configurations of these systems.  The 
approach to achieve this goal has been to build a numerical model capable of capturing all geometric and 
petrophysical aspects of these reservoirs, and to study the effects of varying the model parameters on flow 
behavior. 
 
Chapter I illustrates the basic design of the model and the validation process of the tool.  This validation 
included a comparison against an analytical solution, a commercial package (Eclipse 2008) and a 
Haynesville shale gas well with model match parameters from (Ecrin  2009).  The model performed well in 
all cases.  The model has advanced to the point that no other technologies exist against which it can be 
verified.  Thus, we ensure that the basic functionality is correct by checking against commercial and 
analytical schemes, and then proceed from that point.  We note that the model match of the Haynesville 
shale gas well should not necessarily be interpreted as an indicator that the model contains all relevant 
flow physics; on the contrary, it is possible to match early t ime data from shale gas reservoirs with a 
variety of incorrect or inapplicab le models.  An accurate model match does not imply a correct physical 
representation. 
 
Chapter II describes the current literature pertaining to tight gas and shale gas geology and petrology and 
details the models appropriate for use in studying all facets of these reservoir systems.  A literature search 
of this nature is never truly complete, because new insights reveal unexpected opportunities for application 
of existing models, and new models are continually being proposed.  The models described in this section 
include closed-form relations for Forchheimer (1901) flow parameter estimat ion for single and two-phase 
flow, various types of pressure-dependent porosity and permeability relat ions to approximate the effects of 
pore compressibility, the Klinkenberg (1941) and Florence et al. (2007) models for permeability 
correction due to microscale flow effects, wettability and relative permeability effects in the Corey  (1957) 
and van Genuchten (1980) models, and a simple but acceptable Langmuir (1916) model for gas desorption 
(Li and Engler 2001; Kutasov 1993; Frederick and Graves 1994) .  These models are all programmed into 
the reservoir simulator. 
 
Chapter III showcases a forward-modeling sensitivity study of the effects of various reservoir parameters 
on tight gas and shale gas reservoir systems.  The features varied in this study included adsorbed gas, 
fracture conductivity, fracture spacing, matrix permeability, and various altered configurations of the 
fracture system.  The study showed that the effect of desorption can be normalized by a time -scaling 
factor, indicat ing possible diagnostic utility.  If fracture configurations can be assessed through joint 
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production data analysis and microseismic interpretation, then the time to fracture interference can be 
estimated.  If the measured time to fracture interference deviates from the predicted time, the culprit may 
be the time-scaling effect of desorption.  Another important conclusion of the forward -modeling study was 
that the extent and distribution of the secondary fracture network strongly controls early time rate.   Even a 
system of low conductivity fractures will tend to significantly enhance rate compared with a single planar 
fracture through solid tight sandstone or shale. 
 
While Chapter III examines transient macro-scale flow effects, Chapter IV focuses on micro-scale flow in 
the nanoporosity of the shale kerogen and the authigenic clay of the tight gas reservoirs.  In Chapter III, a 
multi-component formulat ion of the mean free path (Eq. 3.13) is suggested, as well as a new method for 
estimation of diffusivity factors in mult icomponent gas mixtures (Eq. 3.26).  These equations are shown to 
be accurate to within a similar order as widely accepted equations such as the Chapman -Enskog equation 
(Chapman and Cowling 1991).  Through the implementation of this model we show that compositional 
shift of produced gas in tight gas and shale gas reservoirs is a real possibility even at moderately high 
pressures.  We show that this compositional shift will appear as a constant altered composition in transient 
flow and a constantly changing composition in boundary-dominated flow. 
 
This study has provided several novel observations and conclusions which may be used for advancing the 
technology of production data analysis and interpretation in tight gas and shale gas reservoir systems. 
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NOMENCLATURE 
Variables: 
 
a = Empirical constant of Cooke (1973) model (d imensionless) 
 
b = Empirical constant of Cooke (1973) model (d imensionless) 
 
B = Formation volume factor, bbl/stb 
 
Bi = Multicomponent Langmuir parameter, 1/Pa  
 
bK = Klinkenberg constant (Pa) 
 
c = Constant of Klinkenberg approximat ion, approximately 1 (dimensionless) 
 
c1 = Constant of rarefact ion equation, 4.0 (d imensionless) 
 
c2 = Constant of rarefact ion equation, 0.4 (d imensionless) 
 
cf = Formation compressibility, 1/psi 
 
CfD = Dimensionless fracture conductivity (dimensionless) 
 
cp = Pore compressibility, 1/psi 
 
ct = Total compressibility, 1/psi 
 
df = Fracture spacing, ft 
 
DG,i = Diffusion coefficient of species i in the gas phase, m
2
/s 
 
dk = molecular kinetic d iameter, m 
 
E1 = Error function (operator) 
 
h = Reservoir thickness, ft 
 
J = Diffusive molar flux, mol/m
2
 
 
k = Matrix permeability, md  
 
k0 = Initial matrix permeability, md  
 
ka = Apparent permeability to gas phase, md  
 
kB = Boltzmann's constant,1.3806503x10
-23
 m
2
-kg/(s
2
-K) 
 
kf = Fracture permeability, md  
 
kg = Permeability to gas phase, md 
 
km = Matrix permeability, md  
 
Kn = Knudsen number (d imensionless) 
 
krw = Relative permeability to aqueous phase (dimensionless) 
 
kw = Intrinsic permeability to aqueous phase, md 
 
k∞ = Intrinsic permeability or permeability at in fin ite pressure, md  
 
lchar = Characteristic feature length (pore or cap illary radius), cm 
 
Lw = Horizontal well length, ft  
 
M = Molecular mass, g/mol 
 
NA = Avogadro’s number, 6.02×10
23
 molecules 
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nv = Moles of gas per unit volume, mol/m
3
 
 
p = Pressure, psi  
 
Pcmax = Maximum capillary pressure of van Genuchten, kPa  
 
pD = Dimensionless pressure (dimensionless) 
 
p0 = Pressure parameter of van Genuchten, kPa  
 
pi = Initial reservoir pressure, psi 
 
pr = Pressure at point r in reservoir, psi 
 
pwf = Wellbore flowing pressure, psi 
 
pL = Langmuir pressure, psi 
 
q = Rate, bbl/day or mscf/day 
 
qDd = Dimensionless rate derivative (dimensionless) 
 
qDdi = Dimensionless rate integral (dimensionless) 
 
qDdid = Dimensionless rate integral derivative (d imensionless) 
 
r = Radius, ft  
 
rD = Dimensionless radius (dimensionless) 
 
rpore = Pore throat radius (cm) 
 
rw = Wellbore rad ius, ft 
 
R = Ideal gas constant, 8.314 J/K-mol 
 
Sw = Water phase saturation, fraction  
 
SG = Gas phase saturation, fraction  
 
Sairr = Irreducib le aqueous saturation of Corey et al.
8
, fraction 
 
Sgirr = Gas phase saturation, fraction  
 
Swi = Initial water saturation, fract ion 
 
t = Time, days or seconds 
 
T = Temperature, K 
 
tD = Dimensionless time (d imensionless) 
 
tDd = Dimensionless time derivative (dimensionless) 
 
v = Flow velocity, m/s  
 
  = Average velocity, m/s 
 
relv  = Relative molecular velocity, m/s  
 
v

 = Molecular velocity vector, m/s  
 
relv

 = Relative molecular velocity vector, m/s  
 
VL = Langmuir volume, scf/ton 
 
w = Fracture width, ft  
 
x = Distance from production source, m 
 
xf = Fracture half-length, ft 
 
XG,i = Mass fraction of species i in the gas phase, fraction  
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y = Mole fract ion, fraction 


Greek Symbols: 

 = Rarefaction parameter
34
 (dimensionless) 
 
 = Constant of rarefact ion equation
34
, 64/15π (d imensionless) 
 
 = Forchheimer nonlinear flow parameter, 1/ft, 1/cm or 1/m 
 
 = Porosity, fraction  
 
 = Variable of integration (d imensionless) 
 
τG = Tortuosity (dimensionless) 
 
  = Initial porosity, fract ion 
 
 = Density, kg/m
3

 
G = Gas phase density, kg/m
3
 
 
 = Constrictivity (d imensionless)
 
  = Mean free path, m 
 
 = Parameter o f van Genuchten
7
 (dimensionless) 
 
 = Viscosity, cP 
 
 = Langmuir storage, scf/ton 
 
AB = Collision integral of Chapman-Enskog (d imensionless) 
 
 
Subscripts: 
 
i = Index of the i-th component. 
 
j = Index of the i-th component. 
 
a = Component of interest in a binary mixture  
 
b = Second component in a binary mixture  
 
G = Gas phase 
 
CH4 = Methane component. 
 
CO2 = Carbon dioxide component. 
 
H2O = Water component. 
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