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Namen diplomske naloge je bil pregled trenutnega stanja transportnih omrežij in prihodnjih 
trendov v prihodnosti. Čeprav je protokol IP že dobro uveljavljen v internetnih omrežjih, je 
slika v transportnih omrežjih drugačna. Veliko omrežij še vedno temelji na TDM prenosu, 
ampak zaradi eksponentne rasti prometa niso več sposobna zagotavljati uspešnega prenosa. 
Vizija je, da se transportna omrežja posodobi na paketno tehnologijo, ki bi omogočala uspešen 
prenos in visoko kvaliteto storitve. V jedrnih omrežjih je že dobro uveljavljena tehnologija 
MPLS, ki pa v transportnih omrežjih ne zagotavlja enake kvalitete prenosa, kot jo omogočajo 
TDM omrežja. Zato sta ITU-T in IETF razvila tehnologijo MPLS-TP, ki temelji na tehnologiji 
MPLS in ima vgrajene mehanizme za nadzor omrežja in zagotavljanje prenosa, kot jih 
poznamo iz tradicionalnih omrežij. V diplomski nalogi je predstavljen prehod s tehnologije 
TDM na paketno tehnologijo. Opisana je tehnika prenosa MPLS/MPLS-TP in primerjava z 
tehnologijo Ethernet.  
Za MPLS-TP so značilne funkcije OAM; te sem pojasnil in nato opisal stroškovno primerjavo 
opreme za TDM in paketni prenos ter videnje operaterjev o tehnologij MPLS-TP.  
V transportnih omrežjih je pomemben nadzor in upravljanje. Zato poznamo različne nadzorne 
sisteme, ki nam omogočajo enostavnejše upravljanje in nadzor omrežja. V zadnjih letih se 
veliko govori o tehnologiji SDN, ki omogoča programsko definiranje omrežja. Predstavljen je 








The purpose of the thesis was to review the current state of transport networks and future 
trends in this field. Although the IP protocol is already well established in internet networks, 
the picture is different for transport networks. Many networks still rely on TDM transmission, 
but due to exponential traffic growth, transport networks are no longer able to ensure 
successful transfer. Our vision is to modernize transport networks to packet technology, which 
would allow successful transfer and high quality of services. In core networks, MPLS 
technology is already well established, but in transport networks it does not provide the same 
quality of transmission as TDM networks. Therefore, the ITU-T and the IETF developed the 
MPLS-TP technology based on MPLS technology. It has the same built-in mechanisms for the 
control and management of transmissions as are known from traditional networks. The thesis 
presents the transition from TDM to packet technology and describes a comparison of 
transmission techniques MPLS/MPLS-TP with Ethernet technology. 
OAM functions are fundamental for MPLS-TP technology so they are reviewed and explained 
in this thesis; a cost comparison for TDM and packet-based equipment is also described, as 
well as the vision of operators about the MPLS-TP technology. 
Control and management are important for transport networks. Therefore, there are various 
control systems that enable us to simplify the management and control of networks. In recent 
years, there has been much talk about the SDN technology, which enables us to define 
networks using software. I presented the basic concept of this technology and the solutions of 








V današnjem času, ko je razcvet modernih tehnologij v polnem zagonu, beležimo, da prenos 
IP podatkovnega prometa v omrežjih presega desetkratnik prenosa govornega prometa. 
Analize kažejo, da bo v prihodnosti 90 % vsega prometa predstavljal IP podatkovni promet 
[1]. Zaradi hitrih sprememb so postali trenutni koncepti tokokrogovnih telefonskih omrežij 
neučinkoviti pri prenosu večjih količin podatkovnega prometa. 
 Prav tako pa so tokokrogovna omrežja stroškovno neučinkovita za zagotavljanje internetnih 
storitev, kjer se hkrati potrebuje več storitev, kot na primer govorni in podatkovni promet. 
Znano je, da pri tokokrogovnih omrežjih storitev, ki se trenutno prenaša, zasede celotno 
prenosno pot, čeprav ne dosega celotne pasovne širine. Naslednja storitev se lahko izvede 
šele, ko se trenutni prenos izvede do konca.  
Zato je treba preiti na koncept nepovezavnih podatkovnih omrežij, ki so zmožna uspešno 
zagotoviti prenos podatkov več storitev hkrati. V telekomunikacijah se je za prenos začela 
uporabljati tehnologija IP. Ta tehnologija je uspešno zagotovila hkraten prenos različnih 
storitev po komunikacijskem kanalu. Vendar pa zasnova te tehnologije ne zagotavlja 
zanesljivega prenosa podatkov, temveč deluje po najboljšem učinku (angl. Best Effort). V 
tokokrogovnih omrežjih, kot sta sinhrona digitalna hierarhija (angl. Synchronous digital 
hierarchy – SDH) in sinhrono optično omrežje (angl. Synchronous optical network – 
SONET), je zagotovljen prenos fiksnih pasovnih širin, kot so 64 kbps, 1,5 Mbps, 2 Mbps in 
150 Mbps, po katerih lahko poteka promet [2]. Prenos je zanesljiv, poleg tega pa natančno 
vemo, po kateri poti promet poteka.  
Ker je zanesljivost v omrežjih ključnega pomena, se je razvila tehnologija MPLS. Uvršča se 
med 2. in 3. plast OSI modela. Je povezano usmerjena tehnologija in deluje na osnovi label, ki 
se uporabljajo za usmerjanje prometa. Za potrebe v transportnih podatkovnih omrežjih pa je 
bila iz tehnologije MPLS (angl. Multiprotocol label switching) izpeljana različica MPLS-TP 
(angl. Multiprotocol label switching transport profile – MPLS-TP), ki vsebuje sorodne 
mehanizme delovanja, administracije in vzdrževanja (angl. Operation, Administration and 
Maintenance – OAM), kot jih imajo tradicionalna SDH/Sonet omrežja, ki zagotavljajo visoko 
kvaliteto storitve (angl. Quality of service – QoS). 
Za lažji nadzor in upravljanje so bili razviti različni nadzorni sistemi, ki bedijo nad omrežjem. 
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Operaterjem je s tem močno olajšano delo, prav tako pa ni več potrebno pisati terminalnih 
ukazov za pridobitev zahtevanih podatkov in statistik, saj je vse prikazano na grafičnem 
vmesniku. Tudi pri nadzoru in upravljanju omrežja se na trgu pojavljajo novosti, ki slišijo na 
ime SDN ali programirljiva omrežja (angl. Software-defined network), pri katerih naj bi bila 
vsa kontrolna ravnina centralizirana, omrežje pa naj bi nadzorovali preko kontrolerja. 
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2 Migracija TDM omrežij v paketna transportna omrežja 
Znano je, da imajo operaterji po svetu še veliko transportnih omrežij, zasnovanih za 
zagotavljanje časovno multipleksiranih (angl. Time division multiplex – TDM) storitev, 
vendar se zaradi eksponentne rasti podatkovnih storitev, ki smo ji priča v zadnjih letih, 
soočajo z migracijo na paketno tehnologijo. TDM storitve in SDH/SONET tehnologijiso bile 
v osnovi razvite za zagotavljanje prenosa govora. Ta zahteva določeno kvaliteto prenosa, ki 
zagotavlja, da med pogovorom ne prihaja do prevelikih zakasnitev in napak. Ker pa govor ne 
porabi veliko kapacitete omrežja, v večini primerov manj kot 10 %, se presežne kapacitete 
omrežja oddaja podjetjem za povezavo oddaljenih lokacij. S tem si podjetja zagotovijo 
zanesljivo in varno povezavo. Kot primer povezave lahko navedemo tehnologijo STM-1, ki 
omogoča prenos 155 Mbit/s in jo operaterji najpogosteje tržijo. Podrobnejši vpogled v 
omrežje nam razkrije, da se te povezave pravzaprav uporabljajo za prenos Ethernet storitev 
(angl. Ethernet over SDH). Ker pa prenos paketnih storitev neumorno raste, se operaterji 
soočajo s posodobitvijo omrežja na Ethernet tehnologijo [3]. 
Spodnji graf prikazuje, kako se spreminja razmerje med tokokrogovnim in paketnim 
prenosom. Jasno je viden trend čedalje večje prevlade Ethernet prenosa.  
 
 
Slika 1: Razmerje med TDM in Ethernet prenosom [3] 
 
Medtem ko je dolgoročni trend glede razmerja med Etherneta in TDM prenosom jasna, pa na 
izvedbo vpliva veliko dejavnikov, kot so trenutna arhitektura omrežja, naročniki, konkurenca, 
predpisi, stroški in znanje o tehnologiji. V nekaterih primerih TDM promet še vedno raste. 
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Zato prihaja do vprašanj, kako hkrati zagotavljati TDM in Ethernet promet. V primerih, ko se 
bo TDM opremo odstranilo, pa se poraja vprašanje, kako uporabiti obstoječe optične 
povezave v Ethernet prenosu. Zato je treba sprejeti dobro strateško odločitev o hkratnem 
obstoju TDM in paketnih storitev v transportnih omrežjih nove generacije.  
 
Slika 2: Prikaz spreminjanja kapacitete prometa skozi čas [3] 
 
2.2 Pristopi k migraciji omrežja 
Ko se odločamo za nadgradnjo telekomunikacijskega omrežja, se soočamo z različnimi 
pristopi migracije. Glede na trenutno zasnovo omrežja in vizijo omrežja za prihodnost lahko 
pristope razdelimo v štiri skupine. To so ortogonalni pristop, Ethernet preko TDM, 
konvergenčni MSPP/POTS pristop in migracijski pristop z emulacijo TDM. Kot vedno veliko 
vlogo igrajo stroški, ki največkrat narekujejo, s katerim pristopom se bomo lotili nadgradnje 
omrežja [3]. 
2.2.1 Ortogonalni pristop 
Ortogonalni pristop temelji na dveh omrežjih, ki delujeta vzporedno. Trenutnim TDM 
omrežjem se vzporedno doda še eno omrežje, ki bazira na paketnem prenosu. Čeprav je 
pristop intuitiven in enostaven, ni učinkovit v smislu naložb v osnovna sredstva (angl. Capital 
Expenditure – Capex) in stroških delovanja omrežja (angl. Operational Expenditure – Opex).  
5 
 
2.2.2 Ethernet preko TDM 
Ta pristop vpeljuje Ethernet storitve preko obstoječega TDM omrežja. To je izhodiščna točka 
v omrežjih, ki temeljijo na TDM prenosu in vpeljujejo Ethernet storitve. Ta alternativa je 
draga in ni primerna za veliko količino Ethernet storitev, saj ne omogoča statističnega 
multipleksiranja. 
2.2.3 Konvergenčni MSPP/POTS pristop  
Gre za omrežne naprave, ki vsebujejo konvergenco tako TDM kot paketnih storitev. Tipično 
MSPP/P-OTS naprave omogočajo širok nabor tehnologij, kot so DWDM, SDH, IP, Ethernet 
in MPLS.  
2.2.4 Migracijski pristop z emulacijo TDM 
Pri tem pristopu se uporabi standardna paketna stikala, ki so bila razvita za zagotavljanje 
velike kapacitete paketnih storitev, z emulacijo pa se skozi paketno omrežje spelje še TDM 
storitve. Paketizirane TDM storitve so enakovredne tistim, ki so bile zagotovljene preko 
SDH/SONET omrežja. S tem pristopom omogočimo mehak prehod iz TDM omrežja v 
paketno in pogostost njegove uporabe narašča, odkar lahko hitro dodajamo in odstranjujemo 




Slika 3: Grafični prikaz pristopov migracije omrežja [3] 
 
Konvergenčni in migracijski pristop sta dve ključni alternativi za implementacijo omrežij 
naslednje generacije. Migracijski pristop je premik iz točke »A« (TDM) v točko »B« 
(paketno), konvergenčni pristop pa je premik iz točke »A« (TDM) v točko »B« 
(TDM+paketno). Za migracijski pristop so tipična paketna (angl. Packet transport network – 
PTN) stikala, ki omogočajo emulacijsko tehnologijo, medtem ko so za konvergenčni pristop 
tipične MSPP/P-OTS naprave, ki imajo možnost tako TDM kot paketnega prenosa [3]. 
 
Grafični prikaz migracijskega in konvergenčnega pristopa je prikazan na spodnjih slikah. 
Migracijski pristop temelji na MPLS in MPLS-TP tehnologiji. Tu imamo samo paketno 
procesiranje, zato je treba TDM storitve emulirati preko MPLS tunela [3]. 
 
 
Slika 4: Elementi migracijskega pristopa [3] 
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Konvergenčni pristop temelji na MSPP/P-OTS tehnologiji. To je  hibridna zasnova v omrežju, 
kjer imamo na eni napravi dve različni tehniki prenosa. Na eni platformi torej deluje tako 
TDM prenos kot paketni prenos. Zato te naprave dobro delujejo v obstoječem omrežju, poleg 
tega pa omogočajo vzporedno dodajanje paketnega prenosa. Vendar te naprave dolgoročno ne 
bodo dovolj konkurenčne pri zagotavljanju paketnih storitev, kakršno omogočajo samo 
paketne naprave [3]. 
 
 
Slika 5: Elementi konvergenčnega pristopa [3] 
 
2.3 Koraki migracije iz TDM v paketno transportno omrežje 
Ko gradimo novo generacijo omrežja, je treba natančno preučiti in definirati postopke 
prehoda. S tem se želimo izogniti izpadom prenosa v omrežju in narediti čim mehkejši 
prehod, ki ga končni uporabniki ne bi občutili.  
Po navadi TDM omrežje temelji na SDH tehnologiji prenosa, ki omogoča TDM storitve, kot 
so E1 in STM-1/4/16, kot tudi Ethernet storitve.  
Prvi korak je vzporedno zgraditi paketno transportno omrežje, ki bo uporabljeno za 
združevanje (angl. Aggregation). To omrežje temelji na MPLS/MPLS-TP tehnologiji z 
dodano emulacijo TDM tehnologije. Sedaj se lahko preko paketnega z emulacijo prenaša 
TDM promet, ki je na dostopu (angl. Access). Skozi to fazo migracije se operater lahko nauči, 
kako prenašati preko novega omrežja in se seznani z novo tehnologijo, saj ima še vedno 




Slika 6: Prikaz omrežja po prvem koraku [3] 
 
Ko je novo povezovalno omrežje zanesljivo in robustno, se lahko na dostopu doda nove 
storitve, tako TDM kot Ethernet. Sedaj imamo omrežje, ki temelji na paketnem prenosu in je 
skalabilno ter stroškovno učinkovito. Obstoječe stranke lahko preklopimo na novo omrežje in 
jim zagotovimo enako kakovost storitve (angl. Service-level agreement – SLA), kot je bila 
določena v starem omrežju [3]. 
 
 
Slika 7: Prikaz omrežja po drugem koraku [3] 
 
Ko je večina TDM prometa preseljena na paketno transportno omrežje in so zato stroški 
vzdrževanja starega omrežja višji kot prihodki, je čas za odstranitev TDM agregacijskega 
omrežja. Posledično se sprostijo optična vlakna, ki jih bomo uporabili v paketnem omrežju. 
Na dostopu se zaradi počasnejše migracije določenih TDM storitev še vedno ohrani TDM 




Slika 8: Prikaz omrežja po tretjem koraku [3] 
 
Migracija je dokončna, ko iz dostopovnega omrežja izključimo še preostale TDM naprave. 
Sedaj imamo samo paketno transportno omrežje, ki je visoko skalabilno in zmogljivo. V 
omrežju se implementira tehnologija MPLS/MPLS-TP, ki operaterjem zagotavlja povezavno 
usmerjenost, prometni inženiring, QoS, OAM in zaščitne mehanizme. Tako smo po korakih 
omrežje posodobili, se izognili ozkim grlom in omogočili prenos naraščajoče količine 
prometa [3]. 
 





V omrežjih, ki delujejo na osnovi protokola IP, potujejo paketi med usmerjevalniki 
nepovezavno. Ko paket prispe do usmerjevalnika, ta preveri glavo paket in glede na 
usmerjevalno tabelo določi, kam se bo določen paket usmeril. Zaradi takšne zasnove sta za IP 
protokol značilna nezanesljivost in delovanje po sistemu najboljšega prenosa (angl. Best 
effort). Ker usmerjevalniki sproti odločajo, kam bodo poslali določen paket, prihaja med 
prenosom do izgub paketov, zakasnitev in podvajanja. Poleg tega lahko paketi do končne 
naprave potujejo po različnih poteh. Brez sledljivosti paketov ne moremo zagotavljati 
kakovosti storitev (QoS), izpolniti sporazuma o dogovorjeni kakovosti storitev (SLA) in 
izvajati nadzora na prenosni poti [4]. 
Zaradi potrebe po povezavnem prenosu in zagotavljanju QoS je bil razvit protokol MPLS. 
MPLS je večprotokolna komutacija z zamenjavo label. Večprotokolna je zato, ker uspešno 
deluje s protokoli, kot so IP, ATM, Ethernet in Frame relay. Uvršča se med drugi in tretji sloj 
OSI modela. Zaradi posredovanja paketov na osnovi label se izognemo vpogledu v glavo IP 
paketa, zato se posredovanje paketov pospeši, prav tako pa se prihrani na procesorski moči, 
saj je operacija vpogleda v labelo enostavnejša.   
 
  
Slika 10: Prikaz umestitve MPLS tehnologije v OSI modelu [10] 
  
Ta protokol omogoča hitro določanje in usmerjanje poti IP paketov. Paketom se doda labela in 
glede na njo se posreduje pakete namesto vpogleda v glavo IP paketa. Tako med 
usmerjevalniki s komutacijo label (angl. Label switching router – LSR) poteka posredovanje 
paketov na osnovi label. Ko pride podatkovna enota do LSR usmerjevalnika, se ji pripne 
labela. Od tod naprej se podatkovne enote med LSR usmerjevalniki posreduje le na osnovi 
label po vnaprej določeni poti s komutacijo label LSP (angl. Label-switched paths – LSP). Na 
vmesnih LSR usmerjevalnikih prihaja do zamenjave labele (angl. Swap) in s tem 
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posredovanje na določeno LSP pot. Ko pride ta podatkovna enota do izhodnega LSR 
usmerjevalnika, se labela odstrani in usmerjanje se nadaljuje po protokolu, ki mu je bila 
dodana labela [5,6].  
Za zagotavljanje kvalitete in prometnega inženiringa v MPLS tehnologiji poznamo: 
- RSVP-TE (Resource Reservation Procotol – Traffic Engineering), ki srbi za prometni 
inženiring in rezervacijo virov; 
- MPLS Fast Reroute, ki zagotavlja hitro preusmeritev na rezervno pot LSP ob napaki; 
- Point-to-multipoint LSP, ki zagotavlja prenos multicast prometa. 
 
Spodnja slika prikazuje prehod MPLS label preko omrežja.  
 
Slika 11: Prikaz prehoda MPLS label preko omrežja [9] 
 
3.1 Zakaj MPLS in ne povezavno orientiran Ethernet 
V zadnjih letih so operaterji razmišljali o povezavno orientiranem Ethernetu, ki vključuje 
tehnologiji PBB-TE in Ethernet Tag Switching za uporabo v transportnih omrežjih. Obe 
rešitvi se osredotočata predvsem na povezave točka-točka in se nanašata na Ethernet naslovne 
sheme, ki pa niso primerne za široko uporabo v transportnih omrežjih. V Ethernetu smo 
omejeni na 4096 virtualnih lokalnih omrežij (angl. Virtual local area network  – VLAN), kar 
prinaša operativne težave pri rasti omrežja. Poleg tega je težavno upravljati omrežje z VLAN-
i, saj imamo v jedru omrežja že implementirano MPLS omrežje, ki otežuje sodelovanje s 
povezavnim Ethernetom. Prav tako so zaradi že implementiranega MPLS omrežja operaterji z 
njim že dobro seznanjeni in jim je razširjanje MPLS tehnologije v omrežju lažje.  
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V spodnji tabeli je predstavljena primerjava tehnologij MPLS in Ethernet. Vidimo, da je 
MPLS v vseh pogledih boljši od tehnologije Ethernet. Ethernet se lahko MPLS tehnologiji 
približa s tehnologijo PBB-TE. Vendar to podpira zelo malo proizvajalcev mrežne opreme, saj 
je MPLS veliko bolj razširjena in zastopana tehnologija [7]. 
 
 MPLS Ethernet 
Razširljivost Odlična Slaba (omejitve z VLAN-i) 
Transportni tip Povezavno usmerjen Nepovezavno usmerjen  
(Povezavno usmerjenost je 
mogoče v mali meri doseči z 
PBB-TE.) 
Prometni inženiring Prometni inženiring je bil 
standardiziran 
Brez (Podprt s pomočjo 
PBB-TE) 
QoS Da Podpira CoS 
Rezervacija pasovne širine Da Ne (Da z PBB-TE) 
CES Da Ne (Da z PBB-TE) 
Odzivni čas Srednji (hiter z MPLS-TP) Počasen (hiter z PBB-TE) 
 





MLPS-TP je nova paketna transportna tehnologija, ki izhaja iz tehnologije MPLS in se 
uporablja za gradnjo zanesljivih transportnih omrežij. Uporablja MPLS posredovalni 
mehanizem z dodatnimi izboljšavami iz tehnologij Ethernet in tokokrogovnih transportnih 
omrežij.  
 
Slika 12: Umestitev tehnologije MPLS-TP 
 
Tehnologija se je začela rojevati v letu 2005, ko je organizacija ITU-T začela z standardizacijo 
tehnologije T-MPLS (Transport-MPLS). Organizacija ITU-T ima veliko izkušenj iz 
tradicionalnih transportnih omrežij, zato so točno vedeli, kaj je treba vpeljati v paketni prenos 
transportnih omrežij. V tehnologijo MPLS so želeli vpeljati OAM in zaščitne funkcije za 
zagotovitev zahtev v paketnem transportnem omrežju. Ker za tehnologijo MPLS skrbi 
organizacija IETF, so se z njo združili in začeli razvijati transportno tehnologijo, ki bi 
temeljila na MPLS. Prvotno začeto razvijanje tehnologije T-MPLS so preimenovali v MPLS-
TP in pod to oznako se razvija še zdaj. Proizvajalci so jo podprli leta 2008. MPLS-TP prinaša 
dve poglavitni stvari: funkcije OAM in zaščitno preklapljanje (angl. Protection switching) [8].  
 
Pričakovati je, da bo tehnologija MPLS-TP množično uporabljena v prenosnih omrežjih, saj 
omogoča grajenje visoko zmogljivih, fleksibilnih in varnih transportnih omrežij. Povzema 
funkcionalnosti, ki so že dobro uveljavljene v TDM transportnih omrežjih, kot je na primer 
SDH. Tri glavne funkcionalnosti, ki so dodane, so upravljanje OAM, enostaven nadzor 




Glavna naloga MPLS-TP je zagotavljati povezavno orientiran paketni transport in TDM 
storitve preko optičnih omrežij. Bistvene značilnosti, ki jih definirata IETF in ITU-T, so: 
- Zmožnost prenosa preko Ethernet, OTN in SDH/Sonet omrežij; 
- Zagotavlja zanesljive OAM funkcije, ki jih poznamo že iz tradicionalnih omrežij; 
OAM funkcije so del MPLS-TP podatkovne plasti in so neodvisne od kontrolne plasti; 
- Zaščitne sheme v podatkovni plasti, ki jih že poznamo iz tradicionalnih omrežij; 
- Uporablja Pseudo Wire Emulation Edge to Edge (PWE3) arhitekturo; 
- Uporablja Generic Associated Channel (G-ACh) za zagotavljanje FCAPS funkcij 
(angl. Fault, Configuration, Accounting, Performance in Security); 
- Kontrolna plast je lahko statična ali dinamična; 
- Je strogo povezavno orientirana tehnologija; 
- Zmožnost prenosa Layer1, Layer2 in Layer3 storitev [10]. 
Iz MPLS-TP tehnologije so odstranjene funkcije, ki obstajajo v MPLS tehnologiji. 
- Penultimate hop popping (PHP); 
- Equal cost multi-path (ECMP); 
- Label merging; 
- IP address forwarding. 
 
 
Slika 13: Primerjava tehnologij IP/MPLS in MPLS- TP [9] 
 
Funkcionalnosti, ki so odstranjene, sicer uspešno delujejo v MPLS omrežju, vendar zaradi 
izgube sledljivosti paketov prekinjajo nadzor povezavno orientirane poti med dvema točkama. 
OAM paketi morajo za natančen nadzor in upravljanje poti v transportnem omrežju prehajati 
enako pot kot signalni paketi. 
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PHP funkcija je odstranjena, ker odstrani labelo že pred LER robnim usmerjevalnikom, kar 
omogoči, da se od LER usmerjevalnika promet posreduje po protokolu IP. V MPLS-TP 
posredovanja po protokolu IP ni, zato mora labela ostati pripeta.  
ECMP omogoča usmerjanje prometa po različnih enakovrednih poteh zaradi zagotavljanja 
uravnoteženega prehoda prometa in izogibanja ozkim grlom v omrežju. Zaradi tega v MPLS-
TP izgubimo nadzor nad prometom in sledljivost, zato je ta iz MPLS-TP tehnologije 
izključena.  
Funkcija Label merging združuje labele, ki pridejo do usmerjevalnika in se usmerjajo na 
enako pot. Zaradi takšnega združevanja, ki promet z različnih poti združi v skupno, izgubimo 
možnost nadzora in zagotavljanja kvalitete storitev [9]. 
 
4.1 Pristop k tehnologiji MPLS-TP 
V omrežjih ločimo dve različni skupini, ki upravljata z omrežji. Prva upravlja transportna, 
druga pa paketna omrežja. Za upravljanje s tradicionalnimi transportnimi omrežji je značilno, 
da poteka s centralnim nadzorom, kjer za omrežje skrbimo preko grafičnih vmesnikov. 
Upravljanje paketnih omrežij pa je večinoma preko ukazne vrstice (angl. Command line 
Interface – CLI). Tehnologija MPLS-TP povzema dobre lastnosti tako transportnih kot 
paketnih omrežij. S tem je postala uporabna pri obeh skupinah. Čeprav obe skupini 
uporabljata skupno tehnologijo, pa se razlikujeta pri upravljanju omrežja. Zaradi enotnosti in 
večje kompleksnosti omrežja v primerjavi z transportnimi se v paketnih omrežjih ohrani 
upravljanje od dostopovnega do jedrnega omrežja preko CLI,  v transportnih pa se upravljanje 




4.2 MPLS-TP arhitektura 
 
Slika 14: Arhitektura MPLS-TP omrežja [24] 
 
Na sliki lahko vidimo osnovno zasnovo arhitekture tehnologije MPLS-TP. Izhaja iz 
tehnologije MPLS, zato promet poteka po labelno komutiranih LSP poteh. LSP in Pseudowire 
poti so v transportnih omrežjih statično upravljane iz NMS nadzornega sistema.  
Za prenos storitev, kot so Ethernet, IP, MPLS in TDM, se uporablja mehanizem, imenovan 
Pseudowire. S postopkom emulacije se omogoči prenos različnih storitev preko paketnega 
omrežja. 
Za MPLS-TP omrežje je značilno, da imamo primarno in zaščitno povezavo, zato je treba 
preko omrežja definirati dve različni LSP poti.  
Za zagotavljanje in-band prenosa OAM funkcij vsaka LSP pot vsebuje še G-ACh kanal. S tem 
se zagotovi, da OAM nadzorni paketi prehajajo skozi omrežje po isti poti kot koristen promet. 





Slika 15: Prikaz kanalov znotraj MPLS-TP tunela [12] 
 
Na sliki 16 je prikazana glava paketa, prenesenih z emulacijo preko Pseudowire. Vsebuje LSP 
labelo, PW labelo in Pseudowire kontrolno besedo. Slednja se uporablja za ločevanje koristne 
vsebine (angl. Payload), ki se prenaša preko Pseudowire emulacije [12].  
 
 
Slika 16: Glava paketa, prenesenega z emulacijo preko Pseudowire [12] 
 
Prenos OAM paketov preko Pseudowira zajema LSP labelo, Pseudowire labelo in Associated 
Channel Header. Ta kanal se uporablja za enkapsulacijo OAM paketov v Pseudowire [12]. 
 
 




Prenos OAM paketov preko LSP poti zajema LSP labelo, G-ACh labelo z oznako 13 in 
Generičen ACh kanal [12].  
 
 
Slika 18: Glava OAM paketa, prenesenega preko LSP [12] 
 
4.3 MPLS-TP kontrolna plast 
V MPLS omrežjih se poti nadzirajo preko kontrolne ravnine (angl. Control plane). Kadar 
pride v kontrolni ravnini do napake, to večinoma povzroči prekinitev prenosa podatkov v 
podatkovni ravnini, četudi podatkovna ravnina deluje nemoteno. V transportnih omrežjih si 
tega ne moremo privoščiti, zato je podatkovna ravnina v MPLS-TP izboljšana in vpeljano je 
centralno nadziranje omrežja. S tem ko se podatkovna in kontrolna ravnina ločita, omrežje 
nemoteno deluje tudi, če kontrolna ravnina odpove [9].  
 
MPLS-TP uporablja kontrolno plast za generiranje LSP in PW. Zagotavlja signalizacijo, 
usmerjanje in prometni inženiring (angl. Traffic Engineering). Dinamična kontrolna ravnina v 
MPLS-TP ni potrebna, ker so vse procedure narejene preko nadzorne ravnine (ang. 
Management plane). Nekatere zahteve za kontrolno ravnino so: 
- MPLS-TP kontrolna ravnina mora delovati neodvisno od kontrolne ravnine klientov 
ali strežnikov; 
- MPLS-TP kontrolna ravnina mora zagotavljani neodvisnost med kontrolno in 
podatkovno ravnino; v primeru napake v kontrolni ravnini ne sme biti vpliva na 
podatkovno ravnino; 
- Zagotavljati mora konfiguracijo in modifikacijo OAM točk; 
19 
 
- Podpirati mora veliko število transportnih poti; 
- Podpirati mora vzpostavljanje vseh vrst povezljivosti za MPLS-TP podatkovno 
ravnino (enosmerna in dvosmerna povezava točka-točka ter enosmerna povezava  
točka-več točk) [10]. 
MPLS-TP kontrolna ravnina za LSP in PW je lahko uporabljena v štirih različnih scenarijih: 
1.) Kontrolna ravnina se uporablja za LSP in PW. 
2.) Kontrolna ravnina se ne uporablja, ker je v uporabi nadzorna ravnina. 
3.) Kontrolna ravnina se uporablja za LSP, ne pa za PW. 
4.) Kontrolna ravnina se uporablja za PW, ne pa za LSP [10]. 
 
V spodnji sliki so podane funkcije, ki jih je mogoče nadzorovati iz nadzorne, kontrolne in 
OAM ravnine [10].  
 
 





OAM funkcije so bile bistveni razlog za vpeljavo MPLS-TP. Te funkcije so zelo dobro 
podprte v tradicionalnih omrežjih in nudijo vse funkcionalnosti, ki so potrebne za nemoteno 
delovanje. V paketnih omrežjih pa jih ni bilo, zato ni bilo mogoče zagotoviti enake kvalitete 
prenosa kot v tradicionalnih omrežjih. To je bila velika slabost, ki so jo želeli popraviti, saj 
imajo paketna omrežja veliko drugih prednosti glede na tradicionalna. Zato sta organizaciji 
ITU-T in IETF začeli z razvojem teh funkcij. Vendar pa se nista mogli dogovoriti glede 
enotnega standarda in nastali sta dve rešitvi, ki se lahko uporabljata. Tudi proizvajalci se sami 
odločijo, kateremu standardu bodo sledili.  
ITU-T podpira standard OAM, ki bazira na Y.1732, IETF pa podpira OAM, ki bazira na BFD. 
Oba standarda pa sta standardizirana s strani ITU-T, in sicer pod G.8113.1 in G.8113.2. Kateri 
standard torej izbrati? Oba zadostita potrebam transportnih omrežij. Za Y.1732 lahko rečemo, 
da izhaja iz že dobro uveljavljenega in zrelega standarda za Ethernet OAM. BFD pa je 
novejši, vendar omogoča lažje medsebojno sobivanje MPLS-TP in IP/MPLS tehnologij. Tako 
da, v kolikor imamo v načrtu implementirati MPLS-TP v povezavi z IP/MPLS, izberemo 
različico BFD, ker Y.1731 ni namenjena ta takšno delovanje. Enako izberemo, če nismo 
prepričani o prihodnjih načrtih ali smeri [9]. 
 
5.1 OAM funkcije 
OAM funkcije omogočajo odkrivanje napak, potrjevanje, lokalizacijo in obveščanje o 
različnih stanjih omrežja. Izvajajo se lahko samodejno ali na zahtevo. V spodnji tabeli lahko 








Aplikacija OAM Funkcija 
Nadzor napak  
Proaktivna   
Continuity check (CC ) and Connectivity verification (CV)  
Remote defect indication (RDI)  
Alarm indication signal (AIS) or Alarm report (AR)  
Client signal fail (CSF) or Client failure indication (CFI)  
Na zahtevo   
Connectivity verification (CV)  
Diagnostic test (DT)  
Locked signal (LCK) or Lock reporting (LR)  
Performančni nadzor  
Proaktivna 
Loss measurement (LM)  
Delay measurement (DM)  
Na zahtevo  
Loss measurement (LM)  
Delay measurement (DM)  
Ostale aplikacije  
Automatic protection switching (APS)  
Management communication channel/ Signaling communication channel (MCC/SCC)  
Vendor-specific (VS)  
Experimental (EXP)  
 
Tabela 2: Prikaz OAM funkcij [9] 
 
Funkcija Continuity check (CC) skrbi za nadzor napak in performančni pregled ter sodeluje z 
fukcijami za zaščitno preklapljanje. Lahko zazna izgubo zveze med dvema nadzornima 
točkama. 
Connectivity verification (CV) zaznava nenamerno povezljivost znotraj MEG skupine in 
nenamerne povezljivosti MEG z MIP.  
Sporočilo Remote defect indication (RDI) je poslano končni točki, ko začetna točka zazna 
napako v povezavi.  
Funkcija Alarm indication se uporablja za posredovanje alarmov ob odkritju napake. 
Funkcija Diagnostic test (DT) se uporablja za diagnostične teste, kot so merjenje pasovne 
širine, izgube paketov in stopnje bitnih napak (angl. Bit error rate – BER). 
Funkcija Loss measurement (LM) je uporabljena za potrjevanje zmogljivosti povezave za 
zagotavljanje SLA in merjenja napak v prenosu. Rezultati so uporabljeni v diagnozah in 
analizah omrežja. 
Funkcije Delay measurement (DM) se uporablja za merjenje zakasnitev paketov. 
22 
 
Funkcija Automatic protection switching (APS) omogoča, da si vozlišča izmenjajo podatke o 
zaščiti [9]. 
 
5.2 MIP in MEP točke 
MPLS-TP OAM mehanizmi se uporabljajo v LSP in PW in podpirajo vse enosmerne in 
dvosmerne poti točka-točka (angl. Point-to-point), kot tudi dvosmerne poti točka-več točk 
(angl. point-to-multipoint). Delujejo v obliki Maintenance Entities (ME), ki določajo zvezo 
med točkami v transportni poti, na kateri se izvaja nadzor in vzdrževanje. Te ME entitete 
spadajo v skupino vzdrževanja (Maintenance entity group - MEG). Točke Maintenance entity 
point (MEP) označujejo končne točke, med katerimi potekajo OAM paketi. Med temi točkami 
pa se nahajajo še vmesne točke Maintenance Intermediate Points (MIP). MEP točke so 
zadolžene za generacijo kontrolnih sporočil, ki nato potujejo po poti, na vmesnih odseki pa so 
točke MIP, ki kontrolna sporočila pregledujejo in po potrebi nanje odgovorijo. S pomočjo teh 




Slika 20: Grafični prikaz OAM točk 
 
MIP/MEP se lahko uporablja na vozlišče (angl. Node) ali pa na posamezni vmesnik (angl. 
Interface). Če se uporablja metoda na vozlišče, se lahko MIP/MEP uporabi samo enkrat v 
vozlišču in ne omogoča dodatnih točk. Ta metoda je za implementacijo in delovanje zelo 
enostavna, vendar so deli poti nenadzorovani, zato s to metodo ne dobimo dovolj podatkov za 





Slika 21: Prikaz uporabe MIP/MEP točk [9] 
 
Metoda MIP/MEP točk na vmesnik pa omogoča, da se uporabi več točk v vozlišču. Tako 
imamo lahko MIP ali MEP točko na vhodnem in izhodnem vmesniku vozlišča. S tem v 
omrežje, ki ga nadzorujemo in upravljamo, vnesemo večjo zanesljivost določitve napake, saj s 
tem pot razdelimo na več delov in tako lažje določimo mesto napake. Natančna določitev 
napake je v transportnih omrežjih bistvenega pomena. Hitra intervencija v omrežju prinese 
velik prihranek, saj nedosegljivo omrežje pomeni neizpolnjevanje pogojev, za kar se plačujejo 
pogodbene kazni. Taka metoda je uveljavljena v tokokrogovnih omrežjih, kot so SDH in 
OTN, in zagotavlja zanesljivost in vzdrževanje.  
 
Na spodnji sliki vidimo pot omrežja, ki je razdeljena na točke. Med končnima napravama 
imamo točke MEP, med njima pa vmesne točke MIP. V razpredelnici vidimo, da so z metodo 
MIP/MEP na vmesniku zajeti vsi deli poti, saj imamo točko MIP na vhodnem in izhodnem 
vmesniku. Zato lahko ločimo med alarmom naprave in alarmom v komunikaciji. V koliko pa 
je uporabljena metoda MIP/MEP samo na vozlišču, teh alarmov ne moremo ločiti, zato 
nekateri deli na poti ostanejo nenadzorovani. Največji problem pa je na meji med operaterjem 
in stranko, ker tedaj ne moremo določiti, na kateri strani je prišlo do napake. To je v 
transportnih omrežjih nedopustno, zato je uporaba metode MIP/MEP na vmesniku ključna za 








6 Zaščitno preklapljanje 
Zaščitno preklapljanje je zaščitni mehanizem, ki zagotavlja hiter preklop (v manj kot 50 ms) 
prometa na zaščitno povezavo. V kolikor pride na trenutni poti do prekinitve ali pa prenos 
pade pod sprejemljivo raven, se promet hitro preusmeri na rezervno pot. Preklop se lahko 
naredi samodejno ali pa ga izvede operater v nadzornem centru. Ščiti se lahko vozlišče, odsek 
poti ali cela pot. Zaščitno preklapljanje temelji na OAM funkcijah, ki potekajo med dvema 
končnima točkama. Čeprav imamo v MPLS-TP dva OAM standarda dveh organizacij, so pri 
zaščitnem preklapljanju našli skupen jezik in je rešitev samo ena [9,13]. 
OAM funkcije, ki skrbijo za uspešno zaščitno preklapljanje, najdemo v spodnji tabeli: 
 
Opis Prioriteta 










Signal fail for protection (SF-P)  
Forced switch (FS)  
Signal fail for working (SF)  
Signal degrade (SD)   
Manual switch (MS)  
Wait-to-restore (WTR)  
Exercise (EXER)   
Reverse request (RR)   
Do not revert (DNR)  
No request (NR)  
 
Tabela 3: Prioritete OAM funkcij [9] 
 
Zaščitne mehanizme razdelimo glede na: 
1. Topologijo 
Elementi omrežja so razporejeni na različne načine, čemur se prilagaja tudi zaščitna 





2. Zaščitni vir  
V omrežju imajo zaščitne poti lahko različne vloge. Zaščitna pot je lahko namenjena 
ščitenju samo določene poti (angl. Dedicated), kar zagotavlja zelo dobro zaščito. Lahko pa 
imamo eno zaščitno pot, namenjeno za ščitenje več poti (angl. Shared). Vendar se v 




Poznamo enosmerne (angl. Unidirectional) in dvosmerne (angl. Bidirectional) zaščitne 
poti. V primeru enosmerne zaščite se preklopi samo ena smer. Pri dvosmerni pa se 
preklopita obe smeri, četudi je bila napaka samo na eni.  
 
Slika 23: Prikaz preklopa glede na smer [13] 
 
4. Odziv po ponovni vzpostavitvi prenosne poti 
Po ponovni vzpostaviti primarne poti se lahko promet samodejno vrne z zaščitne na 
primarno pot (angl. Revertive). V kolikor pa je zaščitna pot enakovredna primarni, lahko 







7 MPLS-TP predvidena realizacija v omrežju 
Ko pride na trg neka nova tehnologija, se vedno pojavi vprašanje, kdaj jo uporabiti v svojem 
omrežju. Podjetje Heavy Reading je leta 2011 na seminarju, kjer so se zbrali vodilni 
operaterji, proizvajalci in ostali profesionalci na trgu mrežnih tehnologij, izvedla 
povpraševanje o MPLS-TP tehnologiji. Vprašanje je bilo, kdaj pričakujejo, da bo ta 
tehnologija dobila pomen v njihovem omrežju. Dobili so 183 odgovorov. Odziv v prid MPLS-
TP tehnologiji je bil zelo dober in želja po čimprejšnji implementaciji je bila zelo velika. Prva 
tretjina je odgovorila, da pričakujejo implementacijo že pred koncem leta 2012, druga tretjina 
jo je pričakovala v letu 2013, ostali pa v letu 2014 in kasneje [14].  
 
 
Slika 24: Prikaz časovne uvedbe MPLS-TP tehnologije [14] 
 
Drugo vprašanje, ki so ga zastavili občinstvu na seminarju je bilo, v katerem delu omrežja 
vidijo največji pomen za migracijo na MPLS-TP. Dobili so 271 odgovorov. Iz grafa je 
razvidno, da udeleženci vidijo koristi te tehnologije vse od dostopovnega, preko mestnega do 
jedrnega omrežja. S tem so potrdili hipotezo, da je MPLS-TP dobro sprejeta rešitev za 
zagotavljanje prenosa v omrežju [14].  
 
 
Slika 25: Prikaz uvedbe MPLS-TP v različna omrežja [14] 
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8 Stroškovna primerjava MPLS-TP in IP/MPLS 
Operaterji postopoma prehajajo iz tradicionalnih tokokrogovnih omrežij na paketna omrežja. 
Nove širokopasovne storitve temeljijo na IP tehnologiji. Razvoj pametnih telefonov in tablic 
pa je povzročil tudi velik napredek v mobilnih omrežjih in razvoj novih prenosnih tehnik. 
Vendar je kljub hitri rasti paketnih rešitev v omrežjih še veliko naprav, ki temeljijo na 
tokokrogovnih tehnologijah. Ta bodo v taki obliki ostala še nekaj časa in bodo počasi prešla 
na paketno tehnologijo. Operaterji se morajo torej soočati z obema oblikama in zagotavljati 
prenose ter vzdrževanje mrežnih naprav [15].  
Seveda pa so cene naprav, vzdrževanje in zagotavljanje kakovosti storitve višje na jedrnih 
omrežjih kot na dostopovnih. Zato se pri načrtovanju omrežij operaterji soočajo z različnimi 
vprašanji, kako uspešno in učinkovito zagotoviti prenos prometa [15].  
Pomemben dejavnik so začetni stroški pri nakupu naprav (angl. Capex) in stroški obratovanja 
naprav (angl. Opex). Vsakodnevne dejavnosti, nadzor storitev in upravljanje omrežja so 
ključni pri višini Opex stroškov. Kompleksnejše ko je omrežje, bolj usposobljen mora biti 
kader. Zaposlene je treba na novo ali dodatno izobraziti za uporabo novih tehnologij. Stroške 
obratovanja zviša tudi nadzor nad vzporedno delujočimi sistemi v času prehoda na novo 
tehnologijo, ko je stara tehnologija še v uporabi [15].  
V nadaljevanju bom predstavil dve analizi, ki ju je naredilo podjetje ACG Research, in sicer: 
1. Primerjava stroškov izgradnje paketnega omrežja z tehnologijo MPLS-TP ter 
IP/MPLS.  
2. Primerjava stroškov izgradnje paketnega omrežja z tehnologijo MPLS-TP ter 
IP/MPLS z dodanim prenosom tokokrogovnega prometa preko paketnega omrežja. 
 
Topologija omrežja, na kateri se je izvedla raziskava, je prikazana na spodnji sliki. Omrežje je 
hierarhično razdeljeno na tri ravni. To je dostopovno omrežje (angl. Access), povezovalno 





Slika 26: Omrežje raziskave [15] 
 
V tabeli je predstavljeno število in tipi vmesnikov, ki so bili uporabljeni v testnem omrežju. 
Sestavljajo ga vmesniki FE, GE in 10 GE. 
 
 
Slika 27: Prikaz uporabljenih vmesnikov [15] 
 
Analiza obsega petletno obdobje delovanja omrežja. Vendar so Capex stroški nastopili le prvo 
leto, saj ti stroški zajemajo začetne stroške pri nakupu opreme, zato se upoštevajo samo 
enkratno. Opex stroški pa predstavljajo vse operativne stroške pri delovanju omrežja, zato so 




8.1 Primerjava stroškov pri čistem paketnem prenosu 
Rešitev z uporabo MPLS-TP 
Rešitev je narejena z opremo NPT proizvajalca ECI. Omogoča paketno MPLS-TP tehnologijo 
ter tokokrogovni prenos. Ima pa tudi možnost tokokrogovnega prometa preko tehnologije 
emulacije vodov (angl. Circuit emulation service – CES) z uporabo Pseudowire. V prvi 
analizi je uporabljen samo del za paketni promet. 
 
Rešitev z uporabo IP/MPLS 
Rešitev je narejena z elementi konkurenčnih proizvajalcev, ki omogočajo IP/MPLS protokol. 
Omogoča tudi prenos tokokrogovnega prometa preko tehnologije CES z uporabo Pseudowire. 
V prvi analizi je uporabljen samo čisti paketni prenos.  
 
 
Slika 28: Prikaz primerjave stroškov med MPLS-TP in IP/MPLS [15] 
 
Iz grafa, ki prikazuje primerjavo petletnih stroškov tehnologij MPLS-TP in IP/MPLS (slika 
28), je razvidno, da so stroški za izgradnjo in petletno obratovanje pri uporabi tehnologije 
MPLS-TP za 55 % nižji, kot če bi uporabili tehnologijo IP/MPLS. Glavni razlog za to je 
manjša kompleksnost MPLS-TP tehnologije, zaradi katere so stroški implementacije, 
upravljanja in nadzora manjši. Velik pomen ima centralizirana kontrolna ravnina, ki omogoča 




Slika 29: Razčlenjeni petletni Opex stroški [15] 
 
Vidimo, da je razlika v višini stroškov v prid MPLS-TP tehnologiji največja pri naročilu 
storitev. To zajema letno plačilo za 24/7 podporo uporabnikom, kot tudi za nadgradnje 
programske opreme. Stroški za naročilo storitev so neposredno vezani na ceno mrežnih 
elementov. Posledično so tu prihranki enaki kot pri Capex prihrankih.  
Drugi največji prihranek je pri skrbi za omrežje. MPLS-TP je ugodnejši, ker je potrebno v 
omrežje vložiti manj ur za dejavnosti, kot so izolacija omrežja, zagotavljanje storitev in 
nadzor. Poleg tega lahko zaradi manjše kompleksnosti tehnologije upravlja z omrežjem manj 
izkušeno in posledično manj plačano osebje.  
Zmanjšan je tudi strošek najema prostorov, v katerem se naprave nahajajo, saj so elementi 
enostavnejši in s tem tudi manjši, ker je kontrolna ravnina odstranjena. Enostavnejši elementi 
porabijo tudi manj električne energije, ker ni potrebnega veliko procesiranja in usmerjanja 
prometa, s tem pa je manjše tudi segrevanje elementov in prihranek pri hlajenju naprav.  
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8.2 Primerjava stroškov pri kombiniranem paketnem in tokokrogovnem 
prenosu 
V prejšnji analizi smo primerjali samo paketni prenos podatkov, sedaj pa sledi še analiza s 
kombiniranim prenosom. Analiza temelji na enaki topologiji omrežja. Dodani so le še 
vmesniki za tokokrogovni prenos podatkov, kot je značilno za mobilna omrežja, kjer bo še 
nekaj let potreben prenos mobilne tehnologije 2G in 3G. 
Primerjava je bila izvedena med opremo NPT proizvajalca ECI, ki omogoča tako paketni kot 
tokokrogovni prenos, ter tehnologijo IP/MPLS konkurenčnih proizvajalcev z  uporabo CES 
tehnologije za prenos tokokrogovnega prometa čez paketno omrežje [15].  
 
 
Slika 30: Prikaz uporabljenih vmesnikov [15] 
 
 
Slika 31: Prikaz primerjave petletnih Capex stroškov [15] 
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Analiza je pokazala da so se Capex stroški, ko smo dodali tokokrogovni prenos NPT rešitvi, 
zvišali za 5 %, pri prenosu tokokrogovnega prometa preko omrežja IP/MPLS s pomočjo 
tehnologije CES pa za 37 %. Vidimo, da ima NPT veliko ekonomsko prednost pred CES, ker 
ima bolj optimiziran prenos tokokrogovnega prometa in ni treba emulirati prometa preko 
paketnega omrežja. CES zaradi emulacije doda tudi veliko dodatnega prometa, ki je potreben, 
da se prenos uspešno izvede (angl. Overhead). Zaradi teh dejavnikov je NPT rešitev, ki 
omogoča prenos tako tokokrogovnega kot paketnega prometa, občutno cenejša.  
 
 
Slika 32: Prikaz primerjave petletnih Opex stroškov [15] 
 
Opex stroški pri rešitvi NPT narastejo za 3 %, ko dodamo tokokrogovni prenos. Ko pa 
dodamo tokokrogovni prenos s pomočjo tehnologije CES, Opex stroški narastejo za 29 %. 






Slika 33: Prikaz petletnih Opex stroškov po kategorijah [15] 
 
Vidimo, da je največji prihranek pri kategoriji naročila storitev v prid NPT rešitvi. To so letne 
naročnine, ki jih proizvajalci zaračunavajo strankam za 24/7 podporo in nadgradnje 
programske opreme. To je tesno povezano z nabavno ceno opreme, saj višja nabavna cena 
opreme pomeni tudi višje stroške za podporo delovanju. In ker je nabavna cena 
usmerjevalnikov, ki se jih se uporabi za CES rešitev, veliko višja kot nabavna cena NPT 
opreme, je višja tudi naročnina za podporo.  
Kategorija stroškov za skrb omrežja (angl. Network Care) je višja pri rešitvi CES, ker ta 
zahteva veliko dodatnega konfiguriranja naprav za vzpostavitev tokokrogovnega prometa 
preko CES tehnologije. Višje stroške prinese tudi nadaljnje upravljanje omrežja, saj preko 
paketnega omrežja vodimo TDM promet, kar zahteva bolj usposobljen kader, ki bo znal 





Zaključimo lahko, da je uporaba NPT rešitve podjetja ECI Telecom v vseh pogledih veliko 
cenejša od konkurenčnih rešitev. V grafih je nazorno prikazano, kolikšen prihranek dobimo z 
rešitvijo NPT, kar pri operaterjih vedno igra ključno vlogo, saj so lahko konkurenčni le, če je 






9 SDN v transportnih omrežjih 
Telekomunikacijska omrežja neprestano rastejo, prav tako pa se spreminjajo poti prenosa. Vse 
to povečuje kompleksnost in stroške upravljanja omrežja, zato je prišlo do potrebe po novem 
konceptu nadzora in upravljanja omrežja. Ta sistem bi moral uspešno zagotavljati upravljanje 
in nadzor omrežja, prav tako pa enostavno implementacijo novih funkcij v omrežju. Prišlo je 
do ideje SDN (angl. Software-defined networking) ali programsko definiranih omrežij, ki bi 
omogočala hitro prilagajanje na spremembe in dodajanje novih funkcij v omrežje [22].  
V tradicionalnem mreženju se nadzorna in podatkovna ravnina nahajata v isti strojni opremi. 
To pomeni, da je krmilnik (programska oprema, ki omogoča odločitev o tem, kako bo 
potekala komunikacija med mrežnimi napravami) na isti strojni opremi, ki komunikacijo 
izvaja.  
V SDN pa je kontrolna ravnina ločena od strojne opreme in se nahaja na centraliziranem 
strežniku. Od tod se lahko sedaj opravljata nadzor in upravljanje vseh naprav. Vsi podatki o 
omrežju so zbrani na centralnem strežniku, zato s tem konceptom pridobimo celovito sliko 
omrežja, za razliko od tradicionalnih omrežij, kjer je kontrolna logika zbrana v posameznem 
mrežnem elementu. V tradicionalnem mreženju elementi komunicirajo le s sosednjimi 
elementi in pri tem nimamo celovitega pogleda na omrežja. Ko pride v omrežju do sprememb, 
se je treba povezati na posamezen element in tam spremeniti željeno konfiguracijo. Zaradi 
človeškega faktorja, ki mora poseči v konfiguracijo omrežja, lahko hitro pride do napak in 
neželenega obnašanja omrežja, kar pomeni določanje in iskanje napake v množici mrežnih 
elementov. V kolikor bi bili ti procesi avtomatizirani s pomočjo kontrolerja, bi bila možnost 
vnosa napak manjša.   
Bistvo SDN arhitekture je, da lahko z aplikacijami določimo in sprogramiramo željeno 
delovanje omrežja. S tem se izognemo ročnemu spreminjanju nastavitev vseh omrežnih 
naprav in tako zmanjšamo možnost napak. Pomembna lastnost SDN pa še je odprt 
programirljiv vmesnik na vrhu kontrolerja, ki nam omogoča, da sami razvijemo nove 
aplikacijske storitve. S tem se lahko oblikuje bolj prilagodljive omrežne aplikacije, prav tako 
pa se omogoči razvijanje novih storitev. Tako smo dobili avtomatizacijo in omrežni nadzor, 
kar nam omogoča uspešno upravljanje in nadzor omrežja, poleg tega pa se hitro prilagajamo 




9.1 Arhitektura SDN omrežja 
Arhitektura SDN omrežja je sestavljena iz aplikacijske ravnine, kontrolne ravnine in 
infrastrukturne ravnine. Komunikacija med SDN kontrolerjem, ki se nahaja v kontrolni 
ravnini, in elementom poteka preko Openflow protokola. Openflow protokol je prvi 
standardizirani protokol za komunikacijo med kontrolerjem in elementi omrežja. Z Openflow 
protokolom se želi poenotiti upravljanje omrežnih elementov različnih proizvajalcev. Zaradi 
enotnega upravljanja vseh elementov tako nismo več primorani kupovati omrežnih naprav 
samo določenega proizvajalca, temveč lahko celotno omrežje upravljamo preko enotnega 
nadzornega sistema.  
Na vrhu SDN kontrolerja leži severni vmesnik (angl. Northbound), ki povezuje aplikacijsko 
in kontrolno ravnino. Aplikacijska ravnina določi željeno delovanje omrežja. Nato se ti 
podatki posredujejo v kontrolno ravnino do SDN kontrolerja, ki nato zakrmili omrežje.  
 
 





Ko omenjamo SDN, ne smemo pozabiti na virtualizacijo funkcij mrežnih naprav (angl. 
Network function virtualization – NFV), ki omogoča virtualizacijo specifične mrežne naprave 
na strežniku. To pomeni, da ne potrebujemo več fizične naprave, kot je recimo stikalo, 
usmerjevalnik ali požarni zid, saj je programsko virtualiziran na strežniku in ko je potrebna 
nova funkcionalnost, se jo enostavno programsko implementira. Virtualizacija v omrežje 
prinaša velike prihranke, tako pri nakupu omrežnih naprav kot v samem delovanju omrežja. 
Zaradi hitre odzivnosti na novosti pa omrežje deluje po zadnjih standardih in omogoča 
operaterjem hitro sledenje razvoju.  
 
9.2 Kaj želijo doseči operaterji z SDN 
Na spodnjem grafu so prikazani rezultati raziskave, ki jo je leta 2013 izvedla agencija 
Infonetics. Prikazuje, katere SDN storitve se operaterjem zdijo najuporabnejše in bi jih imeli 
implementirane v nadzorni sistem. Operaterji si želijo predvsem hitro integracijo novih 
storitev, optimizacijo v realnem času, hitro kreiranje povezav in upravljanje naprav različnih 
proizvajalcev iz enega nadzornega sistema. S tem lahko hitro sledijo zahtevam trga in omrežje 




Slika 35: Prikaz rezultatov raziskave [17] 
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9.3 Razvoj SDN rešitev in vstop na trg 
V času, ko se veliko govori o SDN tehnologiji, proizvajalci vlagajo ogromno sredstev v 
razvoj programske opreme. Zaradi velikih potreb po hitrem razvoju SDN kontrolerja in 
aplikacij se na trgu pojavlja ogromno podjetij, ki ponujajo svoje rešitve. Pojavilo se je veliko 
inovativnih start-up podjetij, ki ponujajo napredne rešitve. Obstajajo pa tudi odprtokodne 
rešitve, kot sta Opendaylight in ONOS, ki se jih lahko uporabi in na njih gradi lasten SDN 
kontrler. Proizvajalec mrežne opreme Brocade ima svoj kontroler, ki je prvi komercialni 
kontroler, zgrajen na Opendaylight rešitvi. S tem kontrolerjem se lahko preko protokola 
Openflow krmili naprave različnih proizvajalcev in uporabi vse aplikacije, ki se jih lahko 
poveže z Opendaylight platformo [25]. Na tej platformi je zgrajen tudi kontroler podjetja 
Cisco [26]. Da bi bil preskok na tehnologijo SDN čim hitrejši, se proizvajalci med seboj 
povezujejo in razvijajo skupne rešitve. Tak primer sta podjetji Ciena in Ericsson, ki sta 
združila svoje znanje, poznavanje tehnologij in odnose z globalnimi operaterji ter si olajšala 
in pospešila vstop v SDN svet. Veliki proizvajalci pa si privoščijo kar nakup manjših 
inovativnih podjetij. Za tak korak se je odločilo podjetje Brocade, ki je z nakupom podjetja 
Vyatta pridobilo že zgoraj omenjeni kontroler in si s tem med prvimi zagotovilo preboj na trg. 
Nakupa manjših podjetij sta izvedli tudi podjetji Cisco in VMware. Podjetje Cisco je za 141 
milijonov dolarjev kupilo podjetje Cariden, ki se specializira na SDN rešitve za uporabo v 
jedrnih omrežjih, VMware pa je za 1,26 milijarde dolarjev opravilo nakup podjetja Nicira, 
katerega ustanovitelji so razvili protokol Openflow. S tem je VMware pokazal, da igra močno 
vlogo na trgu SDN rešitev. Podjetje VMware ponuja integracijo SDN sistemov v podatkovnih 
centrih. Ti so zaradi izredno velikih količin podatkov, ki se hranijo v oblaku, močno 
obremenjeni, zato SDN rešitve zelo olajšajo upravljanje z njimi. Tudi podjetje Hewlett 
Packard je zelo dejavno na SDN področju. Imajo svoj SDN kontroler in stikala, ki podpirajo 
Openflow protokol. Njihov načrt je, da bi omogočili uporabnikom izdelavo lastnih zasebnih 




9.4 SDN rešitve podjetja ECI Telecom 
SDN rešitve podjetja ECI temeljijo na SmartLight okolju. SmartLight je vsestransko okolje za 
razvoj SDN in NFV storitev. Omogoča mehak prehod trenutnega NMS sistema, ki se imenuje 
LightSoft, v tehnologijo SDN, ki se imenuje OpenNet. Okolje nam omogoča, da že na 
sedanjem nadzornem sistemu izvajamo SDN aplikacije in tako dobimo nek hibriden sistem 
SDN. Tako lahko uspešno upravljamo z mrežno arhitekturo od nivoja L0 do L3 in izvajamo 
nadzor. Prav tako ima odprt vmesnik API za implementacijo lastnih aplikacij in OSS/BSS 
storitev.  
V prihodnosti bo nadzorni sistem prešel na SDN kontroler, ki bo funkcije aplikacij zakrmilil 
in implementiral v omrežje samodejno. Zaradi odprtosti in protokola OpenFlow bo mogoče 
upravljati opremo različnih proizvajalcev, prav tako pa bo mogoče uporabljati LightApps 
aplikacije v povezavi z kontrolerji drugih proizvajalcev [18].  
 





9.4.1 Trenutni nadzorni sistem Lightsoft NMS 
V obdobju prenosa po tehnologiji SDH, ki sega v leto 1990, je bilo med industrijo in 
operaterji sprejeto soglasje glede razvoja centralnega nadzornega sistema. Vizija je bila 
ustvariti dober nadzorni sistem, ki bi z osrednje lokacije omogočal spreminjanje in nadzor 
omrežja. Kratica FCAPS (angl. Fault, Configuration, Accounting, Performance and Security) 
označuje področja, ki jih je treba zagotoviti v nadzornem sistemu. Tako so proizvajalci razvili 
grafični nadzorni sistem, ki prikazuje jasen pogled na celotno omrežje in omogoča enostavno 
konfiguracijo in upravljanje omrežja s klikom miške. Tako ni več potrebe po konfiguriranju 
preko CLI terminala. Tak nadzorni sistem je možen zaradi povezavne usmerjenosti in 
podatkov v SDH glavi, ki vsebuje parametre stanja omrežja [19]. 
Z razvojem paketnih tehnologij in zasnovo teh protokolov je bilo treba preiti na konfiguracijo 
preko CLI terminala, saj nadzorni sistem v IP/MPLS tehnologiji ni možen. Zaradi rasti 
prometa omrežja prehajajo na paketno tehnologijo. Da bi tudi v paketni tehnologiji imeli 
centraliziran nadzorni sistem, kakršnega poznamo v SDH, je bila razvita tehnologija MPLS-
TP. 
Z nadzornim sistemom Lightsoft lahko centralizirano upravljamo tako SDH povezave kot 
MPLS-TP. Kontrolna ravnina je torej ločena od podatkovne in centralizirana na osrednjem 
strežniku. 
Ta sistem je v osnovi zelo podoben konceptu SDN. Ima ločeno kontrolno in podatkovno 
ravnino in omogoča grafični nadzor. Torej je v transportnih omrežjih SDN koncept že dokaj 
dobro zasnovan. Preko Northbound odprtih vmesnikov pa je možno dodati še SDN aplikacije, 




9.4.2 Časovnica razvoja SDN aplikacij   
O SDN se zadnja leta govori na vsakem koraku. Da je prišlo do neki začetnih standardov in 
konceptov, je preteklo mnogo let. Leto 2014 je bilo ključno za začetek aplikacij LightApps, ki 
temeljijo na obstoječem LightSoft nadzornemu sistemu. Leta 2015 so te aplikacije že 
pripravljene za implementacijo v povezavi z LightSoft nadzornim sistemom.   
Predstavljen je bil demo sistema OpenNet ki bo temeljil na SDN tehnologiji. Razvit bo 
kontroler, ki bo z mrežnimi napravami komuniciral preko OpenFlow protokola.  
V letih 2016-17 pa bo ta sistem dodobra zaživel in deloval preko okolja OpenNet in 
kontrolerja LightControl.  
S tem bomo v transportnih sistemih dobili popolno podporo SDN tehnologiji. 
9.4.3 SDN aplikacije podjetja ECI Telecom 
Na spodnjem grafu je prikazana raziskava, ki jo je agencija Infonetics izvedla med operaterji. 
Prikazuje SDN aplikacije, ki bi operaterjem prinesle največje prihodke, v kolikor bi se 
odločili za implementacijo SDN aplikacij. Vidimo, da največje prihodke prinese aplikacija, ki 
omogoča določanje pasovne širine na zahtevo. S to aplikacijo lahko operaterji ob določenih 
trenutkih strankam zagotovijo povečano pasovno širino, ki jo uporabijo na primer za prenos 
velikih količin podatkov med podatkovnimi centri. Sledijo aplikacije za dinamično 




Slika 37: Rezultati raziskave o SDN storitvah [21] 
 
V nadaljevanju bom predstavil SDN aplikacije podjetja ECI Telecom, ki so že razvite in 
pripravljene za vključitev v nadzorni sistem omrežja. Te aplikacije so: LightTime, 
LightConnect, LightInsight, LightAction, LightSaver, LightWays. Aplikacije so enostavne za 
uporabo, saj omogočajo preprosto konfiguracijo storitev s klikom miške. Vse skupaj tvorijo 




Aplikacija LightConnect skrbi za pasovno širino na zahtevo (angl. Bandwidth on demand). Z 
njo določimo, koliko pasovne širine potrebujemo na dani povezavi. Zelo je uporabna, kadar 
potrebujemo povečanje pasovne širine na določeni poti, recimo pri prenašanju velike količine 
podatkov ali ob kakšnih izrednih razmerah. Močno nam olajša upravljanje omrežja, saj 
zahteva le vnos časovnih terminov in željene pasovne širine v poseben obrazec,  kontroler pa 









Za uspešno zagotavljanje pasovne širine uporabnikom operaterji pogosto preračunavajo, kdaj 
so v omrežju prometne konice in morajo uspešno zagotavljati in prerazporejati vire. Ker se 
vzorci pogosto ponavljajo, se lahko promet razporeja glede na uro in dan v tednu. Podnevi je 
večina prometa v poslovnih okoljih, zato je tu potrebno zagotoviti več pasovne širine. V 
popoldanskih in večernih urah pa večino prometa ustvarijo uporabniki doma. Z aplikacijo 
LightTime lahko operater določi točno uro in dan, storitve in pasovno širino, ki se uporabijo v 
danem času. Prav tako lahko določi, ali gre za enkraten dogodek ali so dogodki ponavljajoči, 




Aplikacija LightInsight prikazuje mrežne vire in analitičen pregled uporabe in zmogljivosti 
omrežja. Za vsako kartico izpiše, katera je v uporabi ter kateri vmesniki so prosti in kateri 
zasedeni. Pomaga nam učinkovito sestaviti načrt za rast omrežja. Z njo brez težav izdelamo 
poročila o omrežju o vseh karticah, alarmih, napakah. Lahko se prikaže v obliki seznamov, 
tabel, grafov. Vse podatke je možno izvoziti v  različnih formatih in jih uporabiti v nadaljnjih 




Slika 39: Aplikacija LightInsight [23] 
 
 LightSaver 
Kot vemo, je veliko povezav v omrežju odvečnih, saj večino časa po njih ne poteka noben 
promet. LightSaver samodejno izklopi povezave, na katerih ni prometa ali pa ta pade pod 





Aplikacija LightWays glede na trenutno dogajanje v omrežju zbira podatke in samodejno 
predvideva, v kakšnem stanju je omrežje. Recimo, da se prenos na določeni povezavi 
povečuje. Aplikacija zna sama predvideti, da bo kmalu prišlo do ozkega grla in javi napoved 
ter po možnosti samodejno aktivira dodatne poti za prenos. Ob povečanju napak v prenosu 










S to aplikacijo ustvarimo makre in avtomatiziramo nadzorna opravila. Deluje podobno kot 
sistem plug&play. Ko dodamo nov element v omrežje, ga samodejno zazna in ustvari 
potrebne tunele in storitve tako, da ni treba operaterju storiti ničesar, da se element doda v 
nadzor.  Enako stori tudi, ko obstoječi element premaknemo na drugo lokacijo. V kolikor 
pride v omrežju do napake, samodejno preusmeri promet po drugi poti. Določi pa se lahko 
tudi sporočanje preko SMS in e-mail sporočil o dogodkih.  
 
 








9.4.4 Opis testiranja aplikacije LightTime 
Uporabo aplikacije LightTime smo izvedeli v testnem okolju v laboratoriju. Preizkusil sem 
samodejno izvajanje storitev med dvema mrežnima elementoma proizvajalca ECI. 
Nadzorna plošča aplikacije nam prikazuje različne statusne podatke o izvajajočih se storitvah 
ter razmerje med tipi časovnega določanja storitev. Storitve lahko časovno opredelimo kot 
enkratne, ponavljajoče ali stalne. V kolikor pride pri samodejni vzpostavitvi storitve do 
napake, se v nadzorni plošči pojavijo opozorila. Aplikacija nam omogoča prikaz vseh trenutno 
izvajajočih se storitev, vsebuje pa tudi arhiv vseh že izvedenih storitev. Za dodajanje nove 
storitve se klikne na gumb »New service«.  
 
 
Slika 41: Nadzorna plošča LightTime [23] 
 
Nato se nam odpre novo okno, kamor vpišemo vse potrebne podatke. Treba je določiti 
začetno in končno točko poti, ki bo časovno upravljana. Določi se tudi pasovna širina, ki jo 




Slika 42: Dodajanje storitev LightTime [23] 
 
Uspešno vnesena storitev se pojavi v nadzorni plošči za lažji pregled nad izvajajočimi se 
storitvami. Preko menija je mogoče to storitev odstraniti ali pa ji spremeniti določene 
parametre.  
 
Slika 43: Pregled storitev [23] 
 
S to aplikacijo sem preizkusil časovno spreminjanje pasovne širine. Zgeneriral sem storitev 
prenosa med dvema mrežnima elementoma. Nastavil sem, da se samodejno vzpostavi storitev 
prenosa za obdobje 5 minut.  
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Med elementoma sem prenašal podatke ter čakal, da se storitev samodejno zaključi. Po 5 
minutah se je prenos med elementoma ustavil. S tem sem dokazal, da aplikacija resnično 
vpliva na samodejno vzpostavljanje in rušenje storitev.  
S tem poizkusom lahko potrdim uspešno delovanje med dvema napravama. Vprašanje pa se 
pojavi, ko imamo opravka z več elementi. Tedaj mora aplikacija uspešno vzpostaviti storitev 
preko več elementov in jih uspešno krmiliti. Zaradi pomanjkanja testnih elementov tega testa 






Cilj diplomske naloge je bil preučiti trend evolucije transportnih omrežij. Pri tem se je bilo 
treba seznaniti z lastnostmi obstoječih tradicionalnih TDM omrežij ter preučiti njihove 
prednosti in slabosti. Ker TDM transportna omrežja slovijo po zanesljivem in kakovostnem 
prenosu prometa, se je treba tem lastnostim približati tudi v paketnih omrežjih. V diplomski 
nalogi sem se osredotočil na tehnologijo MPLS-TP, ki izhaja iz tehnologije MPLS in je 
namenjena uporabi v transportnih omrežjih. Tehnologiji MPLS so dodali funkcije za 
zagotavljanje uspešnega prenosa prometa, kakršne obstajajo v TDM omrežjih. Podrobno sem 
se seznanil z konceptom te tehnologije in razdelal načela, ki so bila razvita za uporabo v 
transportnih omrežij. Prišel sem do ugotovitve, da je ta tehnologija dober naslednik TDM 
omrežij, saj vsebuje vsa orodja, s katerimi lahko zagotavljamo visoko kvaliteto storitve. 
Zaradi ločene podatkovne in kontrolne ravnine pa lahko omrežje upravljamo iz nadzornega 
centra, kar je v transportnih omrežjih bistvenega pomena, saj ostale paketne tehnologije 
nimajo ločene podatkovne in kontrolne ravnine, zato centralno upravljanje ni možno. 
Podrobneje sem se seznanil tudi z funkcijami OAM, ki v omrežju skrbijo za obveščanje in 
ugotavljanje napak.  
 
Ker se v zadnjih časih vedno več govori o tehnologiji SDN, sem se odločil, da si jo ogledam 
pobliže. Spoznal sem se z osnovnim konceptom te tehnologije in namenom njenega razvoja. 
Ugotovil sem, da sta si koncepta MPLS-TP in SDN zelo sorodna, saj je za oba značilna 
ločitev kontrolne in podatkovne ravnine ter centralno upravljanje. Na trgu so se začele 
pojavljati prve naprave in programska oprema, ki omogočajo koncept SDN. V času 
študentskega dela v podjetju Masterline International, ki je v Sloveniji distributer za 
telekomunikacijsko opremo proizvajalca ECI Telecom, sem imel možnost na testnem omrežju 
preveriti prve aplikacije. Prvi vtis je bil zelo dober, saj te aplikacije močno poenostavijo 
upravljanje omrežja, vendar sem mnenja, da bo treba na tem področju narediti še veliko, da 
bomo prišli do popolne avtomatizacije transportnega omrežja, kar je v SDN tehnologiji tudi 
končni cilj.  
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