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The question of controlling both linear and nonlinear retarded functional 
differential equations from an initial function in a Sobolev space IV:‘) to zero in 
W$” is considered when the controls are square integrable with values in a compact 
subset U of m-dimensional Euclidean space with zero in its interior. Sufftcient 
computable criteria for null controllability are given. 
1. INTR~OUCTI~N 
The main object of our study is the establishment of sufficient conditions 
for the null controllability of linear and nonlinear functional differential 
equations with limited control. Our interest in this question stems primarily 
from the fundamental role it plays in the solutions of the time optimal 
problem of retarded systems when the initial functions belong to the Sobolev 
space WY’ and the target is zero in pZ ‘) Though the importance of this . 
problem of optimization of systems with control constraints has long been 
recognized most researchers have worked on controllability of systems on 
function space with unlimited control. The contributions of Weiss [9] Banks, 
Jacobs, and Langenhop [4], and recently of Underwood and Young [S] deal 
exclusively with controllability where the controls are unlimited and are only 
required to be square summable on finite intervals. 
For delay systems with limited power the current author reported on the 
Euclidean null-controllability of linear systems in [6] and of nonlinear 
systems in [7]. It is shown in these results that if the free system (i.e., the 
system with 0 control) is uniformly asymptotically stable and if the linear 
part of the control equation is controllable with controls assumed only 
square integrable in finite intervals then the delay system is Euclidean null 
controllable. This was the basic insight [ 10, p. 3661 and of [5, p. 78-79) for 
ordinary differential systems. 
Theorem 3.2 extends this result to linear delay system of the form 
i(t) = qt, XJ + B(C) u(t), (l-1) 
198 
0022-247x/84 $3.00 
Copyright 0 1984 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
NONLINEARRETARDED SYSTEMS 199 
in Hale’s notation [ 11, and to the equation, 
w  = qt, x,) + B(l) u(t) +f(t, XI, u(t)> (14 
when the target is the zero point of IV!“. Here, with h > 0, if 
x: [a-h, t,] -+ E” and tE [u, ti] the symbol x, denotes the function on 
[-h, 0] with x1(s) = x(t + s), s E [-h, 01. Basic to the investigation is the 
assumption that (1.1) is complete, that is, that 0 is in the interior of the 
function space reachable set. This condition is guaranteed if (1.1) is 
controllable with square integrable controls. We observe that for ordinary 
autonomous differential linear equations 
i=Ax+Bu (1.3) 
controllability is equivalent to null controllability: and we note in [8] that 
under certain conditions on the systems structure local null controllability of 
(1.2) is implied by null controllability of the linear approximation (1.1). The 
question which our research raises is whether the weaker condition of null 
controllability of (1.1) implies the null controllability of (1.2) under the 
prevailing assumption of uniform asymptotic stability and the constraints of 
our controls. Theorem 4.1 tells us that if we assume controllability of (1.1) 
then one obtains local null controllability with constraints of (1.2). The 
present author has not been able to prove local null-controllability of (1.2) 
from the null-controllability of (1.1). The work of Underwood and Young 
[8] would be helpful in this regard. But it has to be recognized that the work 
of Underwood and Young [8] is not a definitive answer to this question. The 
linear part 
of the system 
4 (t> = X*(f), i,(t) = u(t) 
i*(t) =x*(c) + x*(t - I)* + x*(t - l)‘, 
x*(t) = w  
which counters the result in [9] is not strictly retarded. A definitive answer 
of this interesting question is still being investigated. It is hoped that this 
research will go a long way in the resolution of the time optimal problem of 
retarded systems. 
2. BASIC NOTATION AND DEFINITION 
Let n and m be positive integers and J any interval of the real line E. 
Denote by E” the space of real n-tuples with the usual Euclidean norm, 
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denoted by ]. (. The symbol L,, will be used for the space of all n X m 
matrices with a suitable matrix norm. The usual Lebesgue space of square- 
integrable (equivalence classes of) functions from .Z to E” will be denoted by 
L,(J, E”). In all statements where measures are needed, Lebesgue measure is 
understood. We use Wy’( [-LO], E”) to denote the Sobolev space consisting 
of all absolutely continuous functions x: [-A, 0] + E” with the property that 
the function t --f a(t) = (dx/dt) belongs to L2( [-h, 01, E”). 
Throughout what follows the controls u of special interest to us are square 
integrable functions with values in a unit m-dimensional cube, Cm = {u E Em: 
lUjl < 1 j= l,..., m} the set of admissible controls is denoted by ZU. It is 
assumed closed and bounded with non empty interior. Here uj is the jth 
component of the vector u E E”. We shall consider nonlinear functional 
differential equations of retarded type having the form 
i(t) = L(f, xt) + B(l) u(t) +f(t, XI, u(t)>, t >, 0, 
x, = 4 in [A, 01, 
P-1) 
where B(t) E L,,, t + B(t) is continuous and for each t E E the linear 
operator 4 + L(t, @), 0 E W$“([-h, 01, E”) has the form 
(2.2) 
In (2.2) the integral is in the Lebesgue-Stieltjes sense, and (t, 0) + r(t, 0) 
(t, 0) E E x E is a mapping with values in L,, . It is assumed that t + q(t, e), 
t E E is continuous for each fixed 6 E [-A, 0] and 6+ q(t, 0) is of bounded 
variation on [A, 0] for each fixed t E E. Moreover, 
r/q, 8) = 0 8 > 0, 
Ir(t, 4 = r(4 -h), 0 < h and 0 -+ ?(4 6) 
is left continuous on (A, 0). We shall further assume that the variational 
function satisfies the inequality 
var,,, r(t, s) < p(09 tEE, 
where p(t) is locally integrable. Here varsEE q(t, s) denotes the total variation 
of q(t, s) with respect to s E E. See [2, p. 1611. The function 
j-z [a,co)x W~“xE”‘+E” 
is continuous and uniformly Lipschitzian in the two last arguments. 
The above conditions on L, B, andfensure that for each initial data (a, 4) 
a unique solution of (2.1) exists through (c, 4) [l, pp. 41-551, which is 
continuous on (a, #). 
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We shall also consider the associated linear system, 
i(t) = qt, x,) + B(t) u(t), t> CJ, 
x, = fj E w$“( [-h, 01, E”), (2.3) 
as well as the linear free system, 
i(t) = qt, x,). (2.4) 
Let X(t, s) be the fundamental solution of (2.4) which satisfies the equation 
$ w, s) = qt, X,( .? s)), t > s a.e. in t, s 
X(t, s) = 0, s - h < t < s 
= I (identity matrix) t = s, 
where 
X,( * 7 s)(e) = -w + 0, s), -h<t’<O. 
Then the solution of (2.3) and (2.1) are given by 
xt( ‘~,!A u) = x1( * , u,#, 0) + 1’ X,( * ) s) B(s) u(s) ds, t 2 0, 
r7 
X,=#E Iv:“, (2.5) 
and 
Xf( * 7 0,4, u) = xt( * 3 %9,0) + (’ X,( * ) s) B(s) u(s) ds Q 
+ I’ Xf( - 9 s) f@, x,, u(s)) ds, (I 
respectively. 
DEFINITION 2.1. The system (1.1) is controllable on [a, tl] if for each 9, 
v/ E W$” E [-h, 01, E”) there is controller u E L2( [u, tr], Em) such that 
xt,(. , 6, 4, U) = v, x0(. , 0, (, U) = 4. The system (1.1) is null-controllable on 
[a, tl] if the conditions of the preceding definition can be met with y E 0. 
The system (1.1) is Euclidean controllable on the interval [a, tr] if for each 
Q E W$“([-h, O],E”) and {E E” there is a controller u E L,([a, t,],Em) 
such that x(t,, 6, $, U) = r and x,,( . , 0, #, U) = 4. The system is Euclidean 
null-controllable on [u, tl] if the preceding definition of Euclidean 
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controllability can be met with r = 0 E E”. We shall drop the qualifying 
phrase “on the interval [Q, ti] in the definition of controllability and null 
controllability if they are true on every interval [o, tr] with t, > h + o. Also 
in the two types of Euclidean controllability we drop the qualifying phrase 
“on the interval [a, ti]” if the conditions hold on every interval [a, ti], t, > c. 
The above definitions can be made with controllers in IU. In that case we 
say that (1.1) is controllable on [u, t,] with restraints or constraints, etc. For 
example (1.1) is null-controllable on [a, ti] with constraints if for each 
4 E WY’ there exist a u E IU= &([a, t,], Cm) such that the solution 
x( . , u, 4,~) of (1.1) satisfies xJ* , u, #, u) = 4, x1,( a , u, 4,~) = 0. 
DEFINITION 2.2. The reachable set of (2.3) is a subset of IV:” = 
W~“( [ -h, 01, Em) given by 
d(f,U)= j’ *f(.,s)B(s)u(s)ds:uEL,([u,l,],E”)I. I (I 
If the controls are in ZU, we define the reachable set as 
9(t, 0) = ) jf X,(. , 
CT 
s) B(s) u(s) ds: u E IU. ( , 
where IU = L,( [a, t], Cm) E Cm G E”. Note that &(t, a) is a subspace of 
W’,“([4, 01, E”). Note that ,R(t, a) is symmetric about 0. 
DEFINITION 2.3. The system (2.3) is said to be complete on [a, t] if, and 
only if 
0 E Int &(t, u), t>u+h. 
Here Int S? denotes the interior of & relative to W$“. The system (2.3) is 
complete if it is complete on each interval [a, t], t > u + h. It is complete 
with restraints if 0 E Int 9(t, a), t > u + h. 
3. COMPLETE LINEAR SYSTEMS 
In this section we give a computational criterion for the linear system to 
be complete. It will then be used in subsequent sections. 
THEOREM 3.1. The system (2.3) is complete on [u, t], t > u + h, if and 
only if (2.3) is controllable on [a, t], t > u + h. 
ProoJ Assume (2.3) is controllable on [u, t]. Then 
d(t, a) = wp, t>u+h, 
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so that 0 E Int &‘(t, u) for each t > u + h. Conversely assume that (2.3) is 
complete on [a, t], t > u + h. Then 
0 E Int d(t, u), t>u+h. 
Since d(t, u) is a subspace this implies that d(t, u) = IV:“, t > u + h. This 
observation completes the proof. 
COROLLARY 3.1. Suppose (2.3) is controllable on [a, t], t > u + h, then 
(2.3) is complete on [a, t] with restraints. 
Proof. Since (2.3) is controllable on [u, t], t > u + h, 
d(t, a) = wy. 
Hence the map 
given by 
T:L,([u, t],Ey-+ wq” 
Tu = x,( . , u, 0, u) 
is onto. Also 
T(ZU) = S’(t, u) 
and T(IB) c T(Zv) = S(t, a), where ZZ? is an open ball containing zero with 
ZB E ZU. Because T is a continuous linear transformation from a Banach 
space L, onto the Banach space IVY), [ 1, p. 1431, T is an open map [2, p. 
991 so that T(ZB) is open and contains zero. This proves that 
0 E Int 9(t, a). 
COROLLARY 3.1. Let B+(t) denote the Moore-Penrose generalized 
inverse [3] of B(t), t E E. Suppose the map t + B+(t), t E E, is essentially 
bounded on each interval [t - h, t] and 
rank B(t) = n on each interval [t-h, t]. 
Then (2.3) is complete on each interval [u, t], t > u + h. 
ProoJ: By Theorem 3.1 of [4] (2.3) is controllable on each interval [u, t] 
with t > u + h if and only if rank B(t) = n on each interval [t-h, t]. By 
Theorem 3.1 the system (2.3) is complete on [a, t], t > u + h, if and only if 
(2.3) is controllable on [u, t], t > u + h. 
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Remark 3.1. As a consequence of Corollary 3.1., (2.3) is complete if 
and only if rank B = n when B is constant. This follows at once from [4] 
where it is shown that when B is constant, a necessary and sufficient 
condition for controllability is the full rank of B. 
THEOREM 3.2. Suppose (2.3) is controllable and (2.4) is uniformly 
asymptotically stable. Then (2.3) is null controllable with constraints. 
To prove this, we need 
LEMMA 3.2. Assume that 0 E Int S(t, a), t > o + h. Then the domain Q 
of null-controllability (consisting of all initial functions 4 such that the 
solution x( . , o, 0, u) of (2.3) f or some u E L,(a, t), Cm), some t < 00 satisfies 
x,(. , o, 0, u) = Q and x,(. , o, 4, u) = 0) contains zero in its interior, i.e., 
0 E Int 9. 
Proof. Suppose 0 & Int @. Then there is a sequence {#,} y of continuous 
functions #m: [-h, 0] + E” such that 4, + 0 as m + co (the convergence is in 
the sup norm of C[-h, 01, E”)) and no 4, is the @ so $, # 0). From the 
variation of constant formula, 
for any t > c + h and any u E L2( [a, t], Cm). Hence xI( m, u, 4,) 0) = ym is 
not in 9(t, a) for any t > u + h. We have therefore obtained a sequence 
IYmlED= Ixt(~~~~hn~o)~?~C 
Y, @ R(t, 0) for any t > u + h, 
Y, + 0 such that y, --f 0 as m -+ co 
(from the continuity of xI( -, u, #,, 0) in 0,). We conclude that 0 is not in 
the interior of S(t, a) for any t > u + h a contraction. 
Proof. By Corollary 3.1, (2.3) is complete with restraints, so that 
0 E Int .9(t, a) for each t > u + h. By Lemma 3.2, there is a ball IB around 
0 such that 0 E ZB E G8. Since (2.4) is uniformly asymptotically stable very 
solution x( -, u, d, 0) of (2.3) with u = 0 E ZU, i.e., every solution of (2.4) 
satsfies 
xt(.,u,#,O)+O as t+ co. 
Hence at some t, < co 
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The solution x(. , t,, w, u) of (2.3) for some u E IU satisfies 
so that the control 
v=o in [a, toI 
=U in [to, ti], u E ZU 
steers 0 to 0 in time t, . 
Theorem 3.2 is a distant function space extension of Theorem 17.6 in [S, 
p. 791. Its Euclidean analogue is contained in [6]. 
4. MAIN RESULTS 
In this section we state the two main contributions of this paper. The first 
is comparable to the result of Underwood and Young [7]. The second is a 
function space analogue of a recent result of the author [6]. 
DEFINITION 4.1. The domain C of null-controllability of (2.1) with 
constraints consists of all initial functions ql for which there exists a 
controller u E IU = L,( [cr, ti], C”), Cm E Em, such that the solution 
x( . , 6, 4, u) of (2.1) satisfies 
THEOREM 4.1. Suppose that in (2.1) 
(i) f(t, 0, 0) = 0, f > 0, 
(ii) the system (2.3) is controllable on [a, tl], t, > u + h. Then the 
domain @ of null controllability of (2.1) with constraints contains zero in its 
interior; that is (2.1) is locally null controllable with constraints on [a, t,]. 
ProoJ Because of (ii) 
0 E Int L?(tl, a) for t, >u+h. (4.1) 
In order to motivate the definition of certain sets needed for our proof, we 
note that if there exists a u E IU such that the solution x(. , u, $, u) of (2.1) 
satisfies 
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cP(u, tJ = 1 -If’ X,,( -, s) B(s) u(s) ds 
(I 
Clearly the first summand is the reachable set 
-m, ,o) = qt1, Q), 
since ZlJ is symmetric about zero. Denoting the second term by 
qt, 10) so that X(f,, a) = 9(tl, u) + ST(tl, u), (4.2) 
we observe that the domain of null-controllability C of (2.1) is a subset of 
IV(‘) such that 2 
c s W2’), q,( *, 0, c, 0) s X@l, a)9 
where 
x(*,u,GO)- {x(‘,Q,/,o)+IECl. 
Note carefully that 0 E .F(tl, u) since x(t, 0,O) = 0, t > u. Because of (4.1) 
there is an open ball P around zero in V2” such that 
0 E P G sqt 1) u), t>u+h. 
This in turn implies that 
P+F(t,,u)ESr(t,,u)+.F(t,,u)=GY. 
But then P + .F(tl , a) is a ball around T, so that 
oE~(t,,u)EP+~(t,,u)~~(u,fl) 
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and 
0 E Int Z(o, tJ. (4.3) 
Because of (4.3), we claim that 0 E Int C. 
Indeed, suppose not. Then since 0 E Cc, there is a sequence {4,} F E WI” 
such that #,,, --t 0 as m + 00, no 4, is in Cc (so #,,, # 0). Let v,(t,) = 
xtl(. , u, 4,, 0). Then xt,(u, d,, u) # 0 for any t, and any u E IU. Hence we 
have a sequence {y,}? such that no y, is in Z(t,, o) for any t,. Also 
y, -+ 0 as m + ao. See [ 1, p. 411. Therefore 0 is no interior of S(t,, a) for 
any t,, a contradiction. Therefore 0 E Int Cc. That is if II3 is an open ball 
around the origin so that IB G C, there exists a u such that for each 4 E ZB 
there exists a u E IU= L,([u, tl], Cm), C” c E”, 0 E Cm such that the 
solution x(. , u, /, u) of (2.1) satisfies x0(. , u, 4, u) = Qx,,( . , u, 4, u) = 0. 
In [8] Underwood and Young used the following example to counter the 
result in [9] 
&(t) =x*(t) + x,(t - 1)2 + x,(t - l)‘, 
i2(t) = U(f). (4.4) 
They claim that in (2.1) if D,S(t, 0,O) = 0, D3f(f, 0,O) = 0, where 
D,f(t, (, u) is the partial derivative with respect to the ith variable the null 
controllability of 
i(t) = Aqt, Xt) + B(t) u(t) (4.5) 
does not in general imply the local null controllability of (2.1). To see this 
they note that 
iz(t) = x2@), 
i.20) = U(t), (4.6) 
is null-controllable, whereas (4.4) is not null-controllable to the zero 
function. They use the null controllability result of [lo] and not Corollary 
3.3 of Banks et al. [4] see [8, p. 7541. Theorem 4.1 claims that the 
controllability of (4.5) on [a, t] implies the local null controllability on [u, t] 
with constraints of (2.1). 
EXAMPLE 4.1. Consider the system, 
i(t) = Ax(t) + Bx(t - h) + ad(t), +f(t, x(t), x(t - A), u(t)), 
where 
(4.7) 
409/103/l-14 
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Since f(t, 0, 0,O) = 0 and rank C = 2 (4.7) is controllable for each t > h 
locally u E IU. (4.7) 
THEOREM 4.2. Consider (2.3) with a compact constraint set 
IUc LyC([a, co], Cm), C” E Em, 0 E Int IU. Let the initial state 0 E W:‘) = 
W,“([-h, 01, E”) and let the target be the origin in pz’). Assume that 
(i) The system (2.3) is complete. 
(ii) The free system (2.4) is uniformly asymptotically stable so that 
there exist some constant k > 1, a > 0 such that every solution of (2.3) 
satisfies 
11x,( . ,o, #III < k II 4 II e-a(‘-o), t 2 0, 
(iii) f(t, 0, 0) = 0, 
(iv> fk ho> =f,(G 4) +.f& 41, 
with 
n= -O” 
1 rr(t)dt < 00, 0 
E = a/2k, t > u, 4 E wp. 
Then the system (2.1) is null controllable. 
Remark. The conditions (iv) of Theorem 4.2 are not too severe. See [ 12, 
p. 86, 13, pp. 203-2051. They are natural generalization of conditions given 
in the famous theorem of Liapunov on stability with respect to the first 
approximation. 
Proof. By (i) and (ii) the domain of null controllability Cc of (2.1) has 
zero in its interior. Let IB be a ball of small radius contained in C. Because 
of (ii), (iii), and (iv) the free nonlinear system 
i(f) = L(C Xl> +f(f, x,9 O), 
i.e., (2.1) with u = 0, satisfies 
(4.8) 
x0(. 3 0, $3 0) = 4, 
Ilx,( -, ~,hO)ll < M 11411 e-a’2(r-o), t 2 0, (4.9) 
so that 
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(see Theorem 3.1 of [7, p. 2881. Hence there exists a t, < 00 such that 
XtJ * ,a,#,O)=yEIB. 
There is some u E ZU and some t, > t, such that the solution x( . , t,, w, u) of 
(2.1) with xtO(. , t,, w, U) = ly satisfies 
xt,(-‘fO,W4)=0’ 
Hence the control u E ZU = L2( [u, r,], Cm), Cm E Em defined by 
u=O on Ia, 4lL u=u on [&,t,] 
transfers 4 to 0 in time t, . 
EXAMPLE 4.2. Consider 
i(t) = Ax(t) + Bx(t - h) + Cu(t) +f(t, x(r), x(t - h) u(t)), (4.10) 
i(t) = Ax(t) + Bx(t - h) + Cu(r), (4.11) 
where 
f@, x(t), XC - h), 40) 
[ 
0 
= 
e+ sin(x(t) + x(t - h)) cos u(t)) x(t - h) 1 ’ b>qh>O,b>Ok>O. 
Driver has noted [ 11, p. 3271 that the characteristic roots of the 
homogeneous equation 
i(t) = Ax(t) + Bx(r - h) (4.12) 
are given by 
12+bA+qle-ah+k=0 (4.13) 
and every root of (4.13) has negative real part of b > q. Hence by Hale [ 1, p. 
231, (4.12) is uniformly asymptotically stable. Since rank C = 2, the system 
(4.11) is complete. Note that 
If@, x(t), x(t - h), O)( < $4 1 x(t - h)l, n(t) = e -’ 
n= m,-t&=-e-’ 
I 
lx 
=--e-” +e-O=l<co. 
0 0 
and f(t, 0, 0,O) = 0. We use Theorem 4.2 to show that (4.10) is null- 
controllable. 
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