Algoritmia de procesamiento espacio-temporal en secuencias de imágenes para alineación y reconocimiento automático de movimientos by Gomez Conde, Ivan
  
sta tesis doctoral presenta varios algoritmos 
de visión por computador que analizan el 
campo de movimiento en secuencias de imá-
genes. Estos algoritmos se aplican a dos campos de 
naturaleza muy diversa, el reconocimiento de movi-
mientos humanos y la biología. En el primero, el 
campo espacio-temporal definido por el movimiento 
del cuerpo humano, se codifica mediante trayecto-
rias únicas, que sirven como una huella dactilar de 
ese movimiento para futuras comparativas con otros 
movimientos y/o personas. En el segundo, se apli-
can métodos específicos de visión por computador 
para estabilizar datos in-vivo de microscopía multifo-
tón intravital, los cuales contienen movimientos no-
lineales, debido a movimientos nerviosos y respirato-
rios del animal, y artefactos de submuestreo. En es-
tos dos contextos, la tesis explora como los ordena-
dores pueden representar y procesar campos de 
movimiento en un espacio de información espacio-
temporal para una posterior recuperación de infor-
mación con un bajo coste computacional. 
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Resumen
Esta tesis presenta varios algoritmos de visión por computador que analizan el campo
de movimiento en secuencias de imágenes. Estos algoritmos se aplican a dos campos de
naturaleza muy diversa, el reconocimiento de movimientos humanos y la biología, lo que
demuestra la relevancia y conexión espacio-temporal de estos métodos. En el primero, el
campo espacio-temporal definido por el movimiento del cuerpo humano, se codifica me-
diante trayectorias únicas, que sirven como una huella dáctilar de ese movimiento para
futuras comparativas con otros movimientos y/o personas. En el segundo, se aplican méto-
dos específicos de visión por computador para estabilizar datos in-vivo de microscopía
multifotón intravital, los cuales contienen movimientos no-lineales, debido a movimien-
tos nerviosos y respiratorios del animal, y artefactos de submuestreo; sin estas correcciones
del movimiento del tejido, cualquier análisis de conducta celular resultaría casi imposible.
En estos dos contextos, la tesis explora como los ordenadores pueden representar y procesar
campos de movimiento en un espacio de información espacio-temporal para una posterior
recuperación de información con un bajo coste computacional, permitiendo así su ejecución
en tiempo real.

Abstract (English)
This thesis proposes several computer vision algorithms for dealing with motion fields
in image sequences. The algorithms are applied to problems in two unrelated fields, hu-
man motion recognition and biology, thereby underscoring the methods’ wide reaching
connexion and relevance to spatio-temporal phenomena. In the former, the spatio-temporal
fields, manifest from human body motion, are encoded into unique trajectories, serving
as fingerprints for later comparison with other motions and/or subjects. In the later, spe-
cialized spatio-temporal computer vision methods are applied to stabilize in vivo intravital
microscopy datasets, which contain endogenous motion and undersampling artefacts that
would otherwise preclude quantitative analysis of cellular behavior. In these two contexts,
the thesis explores how machines can represent and process transient motion fields on a
spatio-temporal information manifold for subsequent information retrieval, while adhering
to constraints of minimal computational cost.
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Capítulo 1
Summary (English)
This thesis "Spatio-temporal processing algorithms of image sequences for automatic
recognition and registration of motion" provides novel algorithms for analyzing time se-
quenced data (e.g. images frames of a video) that possess spatial structure. By combining
machine learning and computer vision with the concept of motion fields, dimensionality
reduction methods can be used to extract unique and distinguishing information from time
sequenced data. This information defines a spatio-temporal manifold, whose geometric
properties encode much of the richness of the original motion. This thesis explores both the
theoretical and practical implementation of such abstractions with a set of new algorithms.
In particular, this thesis explores these spatio-temporal information manifolds with two
very different practical problems: human motion recognition and nonlinear correction of
5-dimensional intravital microscopy image sequences. In the former, distinct human move-
ment give rise to a unique information manifold derived directly from properties of obser-
vable quantities, the velocity- (or optical-) flow field. By comparing such manifolds, the
movement and the different human actors performing the movement, may be classified for
recognition tasks, or the quality of the movement may be indexed for subsequent valuations.
In the latter, the spatio-temporal information manifold, obtained from the complex motion
field of intravital microscopy, provides an objective function that constrains the global align-
ment and stabilization of the image dataset.
1.1 Specific Contributions to Human Motion Recognition
The general problem of detecting and recognizing human actions in stored/streaming
videos (via a camera) remains an elusively challenging problem, despite many years of ac-
tive research. Application areas include: video surveillance, automatic control by cameras,
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content based video retrieval, and human-machine interaction. Thus, this thesis provided
original contributions to the following problems.
Problem 1: Traditional spatio-temporal approaches to human motion sought to cla-
ssify classes of motion by capturing large scale attributes of the movement. Such methods
relied upon motion templates that did not attempt to capture all the fine details of the motion
field, thus information was unnecessarily discarded.
Solution/Contribution: Here, this problem is remedied with a new motion template,
called the Motion Vector Flow Instance MVFI, which encodes the velocity directions and
magnitudes of the motion field. By using the standard dimensionality reduction with a
principal component analysis and linear discriminant analysis PCA+LDA step, the reduced
space provides a more sensitive discriminator for different human movements. Because the
direction of the velocity vectors are encoded as well, the spatial resolution of the method is
also improved over existing methods. Further details of the optical flow and MVFI template
methodology are described in Chapter 4.
Problem 2: Because of the application of general classification algorithms employed
in traditional spatio-temporal template methods, the multi-class recognition performance for
similar motions are stymied. This decrease in performance is because traditional PCA+LDA
(or other manifold methods) do not retain the temporal connection of the dataset for classi-
fication.
Solution/Contribution: Here, the concept of a spatio-temporal trajectory is introdu-
ced as a necessary information discriminator, using the local differential geometry of these
curves when comparing with other curves. Thus, even when trajectories intersect, no two
spatio-temporal trajectories will exactly coincide and they will still be distinguishable. This
method provides a direct measure of the relative quality of a motion with respect to an-
other. A detailed discussion of this method and results are provided in Chapters 5 y 6 for
the specific problems of assigning automatic scores to gymnastics routines (Chapter 5), and
content based video retrieval from a video repository (Chapter 6). Also, a new fuzzy KNN
classification algorithm has been developed that classifies a new spatio-temporal trajectory
by comparing the nearest neighbor vector directions along with proximity.
1.2 Specific Contributions to IVM Imaging Analysis 3
1.2 Specific Contributions to IVM Imaging Analysis
In vivo intravital microscopy, which is capable of resolving cells within living tissue,
has been made possible with new laser technology (i.e. two photon microscopy). However,
with such high resolution, endogenous motions of the surrounding tissue, together with the
finite sampling of the microscope contribute to deleterious displacements and errors in the
final time sequenced images.
Thus, this thesis has made contributions to these bioImaging efforts by using spatio-
temporal information in the following three problem areas. Each of the following are dis-
cussed in detail in Chapter 7.
Problem 3: Post-processing bioImaging algorithms attempt to stabilize (i.e., remove
the background motion) images so that quantitative information, such as cell motility, may
be obtained. In most stabilization problems, parts of the image act as well defined land-
marks. In 2pIVM images, the landmarks are not well defined. Moreover, the tissue under
study can undergo both nonlinear deformations as well as rotations, further complicating
attempts at providing a true linear alignment.
Solution/Contribution: Here, a new algorithm is proposed and implemented to address
this stabilization problem, namely a contour weighted cross correlation with a background
movement model obtained by a Monte Carlo resampling iterative procedure.
Problem 4: A natural way to stabilize image frames in a video is to align frames
pairwise in time, thus obtaining a locally stabilized solution. However, such a technique
cannot avoid drift or penalize long time scale variations.
Solution/Contribution: In order to penalize long time scale variations, the stabiliza-
tion solution is constrained globally, so as to minimize a global loss function defined by
a spatio-temporal information manifold. For this a Monte Carlo optimization procedure is
used.
Problem 5: Intravital imaging obtains images in 3-dimensions by cycling over a finite
focal length, thereby obtaining images of a tissue volume with a series of z-image slices.
Several factors limit the ability to obtain images at deeper tissue volume while simulta-
neously capture fast time phenomena. In practice, the trade-off is balanced by determining
what is to be measured. Becuase of finite acquisition times, the resulting image data can be
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undersampled with respect to some phenomena, such as fast moving background motion.
The undersampling can cause double exposures and/or destroy the correlation between cell
images on different stacks.
Solution/Contribution: An algorithm was developed for removing spurious under-
sampling artefacts.
1.3 Hypothesis and Underlying theme
The underlying question proposed here is: to what extent can a transient motion field
be captured, represented, and encoded for some subsequent information retrieval step
and with a minimal computational cost?
Based upon this question, the motivating hypothesis adopted in this work is that there
exists a fundamental spatio-temporal structure which must be preserved in process of ma-
chine encoding by capturing the motion phase space. This phase space is multi-dimensional,
sparse, and its constituent points are highly correlated. As a result, a judicious election
of encoding, based upon domain knowledge, together with a dimensionality reduction un-
covers an eigenspace that can maintain the salient discriminatory features of the original
representation.
The different chapters (4, 5, 6, 7) present arguments and a series of work which seek to
demonstrate this hypothesis.
1.4 Conclusions and discussion
We started this work with the question of how best to represent the salient features of
movement in an image sequence so as to uniquely recognize and retrieve information at a
later time. This question, of course, is central to the field of Pattern Recognition (and when
applied specifically to images/videos, it describes the field of Computer Vision). Indeed, the
advances within these fields over the past decade have been the result of an epistemologi-
cal shift towards representations best suited for machines, as opposed to a human-centered
reductionist approach to defining discriminative features in data. Perhaps, one of the best
examples of this shift in mindset was the Viola-Jones algorithm (applied to the problem
of face detection, [Viola & Jones, 2004], where an ensemble method with weak classifier
(actually based upon Haar coefficients) was used to find the best feature set. The important
point is that it was the machine that decided which were the best set of features to represent
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a face. Although this seems mundane now (nearly 15 years later), this was in fact a radical
departure from previous approaches for the recognition task, that sought to impose the set
of geometric features which a human deemed important, which were heuristically built-in
to the pattern recognition algorithms (e.g., eye/nose/mouth separation distances, etc.).
This thesis has embraced this machine-centric approach towards spatio-temporal phe-
nomena, particularly focused upon two specific, yet distinct problems: human movement
recognition and global motion stabilization (in microscopy image sequences). As the phrase
spatio-temporal implies, motion fields contain critical information content in both space and
time. This connection or mapping between time points in space (ie., spatial field points at
one time are mapped into different spatial points at the subsequent times) contains essential
information of the underlying motion. This mapping is encoded into the MVFI and the co-
nnection in time is contained in the trajectories. The contribution of this thesis has been to
explore the implications of this by application to practical problems. While these problems
are different, the unifying principle between them is the way of treating the spatio-temporal
fields.
Recalling the hypothesis stated at the start of the thesis:
Given that different motions are uniquely recognizable, then the most salient aspects of
that motion are fully contained in the spatio-temporal phase space. As such, a successful
set of algorithms for uniquely distinguishing movement for the purpose of recognition or
correction, should encode the details of this phase space structure. Thus, the pattern recog-
nition task is tantamount to storing, recalling, and comparing the phase space trajectory or
fields.
This hypothesis has served as a beacon for developing practical algorithms for two diffe-
rent application areas (ie. human motion and motion stabilization). The results of applying
these algorithms show how explicit spatio-temporal information content of the motion fields
is essential for either recognition or stabilization. Thus, for the task of recognizing human
movement, the velocity field at each point defines a multi-dimensional phase-space curve,
whose local geometric properties capture the subtle differences between motions. In the
case of stabilization image sequences, as in the IVM image sets, the motion field encodes
details of the underlying anchors which can be used, as well as the nonlinear background
movements.
6 Summary (English)
1.4.1 Future extensions of this work
The automatic detection and recognition of human actions is an active scientific field
and many challenges remain. This thesis has contributed novel algorithms for a subset of
challenges in the fields of human motion recognition: detection and recognition of normal
human actions, automatic scores for gymnastic routines and content based video retrieval
(chapters (4, 5 and 6). As is often the case, each new question addressed has spawned a
larger set of new questions and areas which could be further explored. Thus, there is fertile
ground for extending and improving each of the algorithms presented throughout the thesis.
The following subsections are a few possible extensions of the work here, and could result
in important contributions within their own right.
Future work related to Human Movement Recognition
Multiscale Integration. For each of these applications, we used the spatio-temporal
encoding of the motion field, which gives rise to eigenspace trajectories, in order to perform
the recognition task. In this representation, both short and long time scale behavior can
be compared, allowing for a multi-scale analysis of the movement; in the former, the local
curvature of the trajectory contains the relevant information about instantaneous changing
velocities, while in the later the large scale variations of the trajectories can be compared
study the global qualities and character of the movement. When studying small time scale
phenomena, we needed comparisons of the local curvature and a metric such as introduced
in the fuzzy cloud classifier (Chapter 6). Large scale time differences between movements
can be discerned by comparing the clustering of an entire trajectory with another. Nonethe-
less, future work can explore better ways to take advantage of this multiscale nature of the
data (i.e., the inherent short and long time scale behaviors) in order to extract more useful in-
formation. A concrete example where multiscale analysis is important is with the automatic
characterization of Actions in Daily Life (ADL).
Multiscale and Multimodal ADL. ADLs are the set of movements, actions, and tem-
poral activities that a person carries out during the course of their daily routine. The purpose
of recognizing/characterizing Actions in Daily Life (ADL) is often for the purpose of moni-
toring or detecting anomalous events. ADLs occur on several timescales. Short movements,
such as raising ones arms to drink are low-level, short time scale behavior, while the act
of drinking coffee during breakfast, must be determined over a longer timescale and with
some contextual domain knowledge. The work presented in this thesis has been applied
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to a subset of such tasks, however this problem could be further extended and explored.
The practical motivations for developing a system are numerous; characterizing ADLs for
the elderly or impaired, could result in large cost savings for in over-burdened health care
programs.
Relative Quality of Movement. Measuring the relative quality of movement, as for
example assignment gymnastic scores to movements, requires acquiring detailed nuances
of the motion. For this, it would be important to capture as much of the motion field as
possible. An obvious extension to the work presented here would be to incorporate multiple
cameras. In this way, additional cameras that capture different angles would provide further
information content to the spatio-temporal trajectories. While the analysis of the trajecto-
ries would be the same as that described (Chapters 3,4,5), the preparation of data requires
careful and judicious considerations. The first complication concerns the time parameter
for each camera. Because of finite time sampling and relatively small frame rates (typically
30-75 fps), multiple cameras are not synchronized in time, so that a point on the phase space
curve would need to be obtained by interpolation across all cameras. The next issue con-
cerns space and scale. Because the distance to the subject changes during a movement, the
scale of the motion field will also change between cameras during this movement. For a sin-
gle camera this was not a serious factor, since sample points did not need to be reconciled.
However, for multiple cameras, some amount of scaling is necessary in each direction, but
it is not clear how much. This problem would constitute an interesting direction to pursue,
despite its challenges, for the work related to gymnastic scoring, where the goal is to achieve
precise quality differences between movements.
Extensions for CBVR. Despite general progress in content based video retrieval (CBVR)
and annotation of multimedia search engines, detailed human recognition largely remains
an open problem because of the inherent challenges. For detecting human movements in
multimedia repositories, the method described in this thesis has some success in a limited
domain. Further work could extend the methods developed to a wider set of situations and
different film types. To do this, there are two fundamental problems to overcome which were
not addressed in this thesis: (1) moving background and zoom need to be treated effectively
with the MVFI, (2) the coherence between shots as well as camera angle in longer films
would need comprehensive attention.
For short video clips, such as those on youtube like repositories, the acquisition context
varies considerably between different clips. Some use moving cameras that follow the sub-
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ject but have rapidly changing backgrounds, some have fixed cameras, some have rapidly
moving scenes, while others are fixed cameras. Another factor is camera aperture and angle,
where only parts of the human subject is within view. Yet another large problem is dealing
with multiple subjects within the same scene. All these different options, must be detected
and dealt with using the recognition method of choice. For the motion field methods des-
cribed in this thesis, there are approaches that can be used to treat each complication. For
example, the moving camera problem can be detected by observing large divergent patches
in the motion field in either direction, or if zoom, then towards a fixed point. A general so-
lution to this problem would require machine learning, where the background motion field
can be removed.
Apart from the same inherent challenges posed by the short video clips, longer videos
have a large variation of camera angles between scenes, often switching back and forth bet-
ween subjects. This poses an interesting machine learning problem for connecting disjoint
scenes of the same actor. Yet an entirely different problem is the fact that many scenes may
not have any motion at all. To avoid large gaps in the annotation, a hybrid approach would
perhaps be more appropriate.
Future directions for IVM corrections/stabilization
As described in thesis, in-vivo two-photon intravital microscopy has made it possible
visualize cellular and subcelluar structures that are aiding in the study of malaria and can-
cer. The resulting image dataset, however, suffers from motion artifacts, such as rotations,
displacements and nonlinear distortions that would preclude a meaningful analysis without
software corrections. This has been the backdrop for applying spatio-temporal analysis to
the image datasets.
The anchor-free and global alignment/stabilization methods developed for two-photon
intravital microscopy have provided a marked improvement over existing methods, since
the algorithms were specifically tailored for these specialized datasets. Nonetheless, the
algorithms are more general and could be applied to other microscopy problems or in other
video applications.
Nonlinear Background: Diffeomorphic Maps. A key feature (and novel aspect) of
the stabilization method presented in this thesis is the consideration of pixel weighting only
in linearly stable tissue regions. Thus, the pixels in tissue regions that undergo nonlinear dis-
tortions are removed from the weighting set, which are used to perform a phase correlation
alignment. We argued that this is a poor man’s diffeomorphic map, because it essentially
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determines that nonlinear map through an efficient re-sampling iterative procedure in order
to avoid large distortions. For cases, such as this, where the large dataset is far too large to
store in-core, this iterative Monte Carlo resampling method for obtaining a diffeomorphic
map is advantageous.
Thus, an obvious extension of the present work would be to use the method developed
to produce the full diffeomorphic map, and compare this to present inverse integral methods
for such a task. It could be expected that from the alignment of a single set of 2D images,
the inverse integral methods would be computationally faster. However, when the dataset is
much larger, as in the case of full 3D MRI scans (for example for cranial scans) the Monte
Carlo resampling method developed here would be computationally efficient. Therefore, a
future study could explore the use of the method for large datasets, as found in application
of Computer Graphics, where nonlinear diffeomorphic maps are required.
Global Stabilization. Stabilization of image datasets over long timescales is a cha-
llenging constrained optimization problem. For the thesis, a simple Simulated Annealing
(SA), which is a specific algorithm of the Markov Chain Monte Carlo (MCMC) method,
was applied used to obtain the optimal set of contour thresholds for achieving globally
stabilization. Nonetheless, in the process, an interesting question emerged concerning the
mathematical properties this constrained optimization problem. The question lies in how to
set up a globally constrained optimization problem. In this case, we could allow intuition to
guide the problem construction.
Formally, the optimal solution space for the threshold parameter defines a manifold
through time, where the solution at one time point is mapped to the next time point, etc (see
Figure 7.11). Intuitively, this manifold is akin to an elastic membrane. Thus, we would
expect that the globally stable solution is when this membrane is not allowed to bend in
any appreciable manner. In this way, we obtain a condition on the object function which
restricts the elastic bending energy. Since the binding energy of an elastic membrane can
be described by a Hamiltonian, this entire problem could be recast into a very efficient
Hamiltonian Monte Carlo optimization. In this way, the update step of the MCMC is spe-
cially designed to the constraints of the membrane, and far more efficient than the SA step
presently used. Apart from the practical use, the theoretical underpinnings are interesting
and worth pursuing as a constrained optimization method.
Parameter extraction of biological importance. As described in the thesis, some
amount of software corrections are necessary for IVM even if other physical stabilizations
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are employed. With increasing microscope resolution, this need and the associated cha-
llenges will only increase. For example, new generation microscopes are able to utilize
second and third harmonics for improving the signal to noise ratios and thereby increase
present resolutions significantly. Thus, software algorithms must keep pace with this rapid
technologic improvement in microscopy. The relevance and interest in such algorithm and
correction software for IVM can be witnessed in the additional modules that are becoming
available in commercial software platforms such as Leica and Imaris.
Apart from stabilization and other motion artifacts correction, software systems should
also extract parameters of biological interest, useful for gaining a deeper understanding
about mechanistic processes. One example is in the systems modelling of the metastasis
process and tumor formation of cancer within different organs. Accurate input model pa-
rameters can be obtained by extracting detailed cellular behavior (e.g., motility, interactions,
etc.) during the evolution of tumor growth from IVM images. Ultimately, such studies may
provide a deeper understanding of the underlying tumor growth process. Other examples
abound where extracting parameters of interest from the image dataset improve the under-
lying understanding of the biological systems. As a further example, some of the results
of this thesis have been used to gain a better understanding of the interaction of B and T
lymphocytes in malaria infections.
1.4.2 Final Remarks
This thesis has sought to show that spatio-temporal features in a video stream can be en-
coded so as to preserve the underlying information content. Instead of a theoretical treatise,
the methodology has been through practical problems. Nonetheless, these problems have
lead to theoretical and broader questions which have touched upon several fields within
machine learning, information theory, theory of computation, differential geometry, and
physics. Perhaps it is testimony to the fact that all descriptions of physical reality are ulti-
mately connected and intertwined.
Capítulo 2
Introducción
Esta tesis propone algoritmos novedosos para analizar secuencias de datos en tiempo
(por ejemplo, fotogramas de un vídeo) que poseen una estructura espacial. Combinando
aprendizaje automático (machine learning en inglés) y visión por computador, con el con-
cepto de los campos de movimiento y técnicas de reducción de la dimensionalidad, se puede
extraer información relevante a partir de esa secuencia temporal de datos. Esta información
define un espacio propio espacio-temporal, cuyas propiedades geométricas codifican, en
gran medida, la riqueza del movimiento original. La contribución de esta tesis es explorar
tanto la parte teórica como la implementación práctica de tales abstracciones desarrollando
nuevos algoritmos. Para investigar estos conceptos, esta tesis explora estos espacios pro-
pios de información espacio-temporal en dos problemas muy diferentes: reconocimiento de
movimiento humano y corrección no-lineal de secuencias de imágenes de microscopía in-
travital de 5-dimensiones. En el primero, los distintos movimientos humanos proporcionan
un único espacio propio de información que deriva principalmente de la cantidad de flujo
de velocidad (u óptico) que se produce a lo largo del tiempo. Comparando esos espacios,
se puede distinguir un movimiento de otro y/o diferentes personas realizando el mismo mo-
vimiento. Por lo tanto esta técnica puede utilizarse para tareas de reconocimiento o para
medir la calidad del movimiento indexado para futuras evaluaciones. En el segundo pro-
blema, el espacio propio de información espacio-temporal, obtenido a partir del campo de
movimiento complejo de microscopía intravital, proporciona una función objetivo que se
utilizará para realizar una alineación global y la estabilización del conjunto de datos.
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2.1 Contribuciones específicas en el reconocimiento de accio-
nes humanas
La detección y reconocimiento automático de acciones humanas en vídeos almacenados
o en tiempo real (a través de una cámara) sigue siendo actualmente un desafío para los
científicos, a pesar de ser un área de investigación bastante madura. Las áreas de aplicación
incluyen: videovigilancia, control automático mediante cámaras, recuperación de vídeos
basada en contenido o interacción hombre-máquina. Esta tesis trata de responder a los
siguientes problemas.
Problema 1: Los enfoques espacio-temporales tradicionales basados en plantillas de
movimiento, como es el caso de la silueta, definida a partir de la diferencia entre cada
par de fotogramas, o el historial de flujo de movimiento, basado en la diferencia entre un
determinado conjunto de fotogramas anteriores, no tienen la sensibilidad suficiente para
detectar determinados matices de movimiento. En otras palabras, parte de la información se
descarta innecesariamente.
Solución/Contribución: Este problema se remedia con una nueva plantilla de movi-
miento, que denominamos Instancia del vector de flujo de movimiento (Motion Vector Flow
Instance (MVFI) en inglés), que codifica la magnitud de la velocidad y la dirección del
campo de movimiento. Mediante una técnica estándar de reducción de la dimensionalidad,
combinada con un análisis de componentes principales y un análisis lineal discriminante
(PCA+LDA), se provee un espacio reducido que permite discriminar con más sensibilidad
los diferentes movimientos humanos. Debido a que la dirección de los vectores de velocidad
está también codificada, se mejora la resolución espacial del método, en comparación con
las técnicas ya existentes. En el capítulo 4 se muestran más detalles sobre el flujo óptico, la
plantilla MVFI y el resto de características del algoritmo.
Problema 2: Las tasas de reconocimiento utilizando plantillas de movimiento espacio-
temporales comparando movimientos similares, o movimientos con un perfil similar, pro-
porcionan malos resultados. La razón se debe a que estas clases están separadas por una
pequeña distancia entre los puntos que constituyen esos movimientos en el nuevo espacio.
Sin embargo, no se tiene en cuenta la conexión temporal entre esos puntos. Por ejemplo,
si dos clases (movimientos humanos) se solapan, la distancia entre esos dos conjuntos de
puntos no será la métrica más adecuada para discriminar esas clases.
Solución/Contribución: Se introduce el concepto de trayectorias espacio-temporales
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formadas por los puntos en ese nuevo espacio, como un discriminador de información nece-
sario, mediante el uso de la geometría diferencial local de esas curvas cuando se comparan
con otras curvas. Por lo tanto, incluso cuando las trayectorias se intersectan, dos trayectorias
espacio-temporales nunca coincidirán exactamente y se podrán distinguir. Este método pro-
porciona una medida directa de la calidad relativa de un movimiento con respecto a otro.
En los capítulos 5 y 6 se describe detalladamente este método y sus resultados aplicados
a problemas específicos de asignación automática de puntuaciones en rutinas de gimnasia
rítmica (capítulo 5) y para recuperación de vídeos de un respositorio bas´andose en el con-
tenido visual (capítulo 6). Además, se desarrolló un nuevo algoritmo KNN difuso que per-
mite clasificar una trayectoria espacio-temporal comparándola con el vector de direcciones
más cercano junto con su proximidad.
2.2 Contribuciones específicas en análisis de imagen IVM
La microscopía intravital (intravital microscopy (IVM) en inglés), que permite visualizar
a nivel celular tejido vivo (in-vivo), es posible hoy en día gracias a la nueva tecnología láser
(por ejemplo: la microscopía de dos fotones). Sin embargo, debido a la alta resolución,
existen problemas con el movimiento del tejido de fondo (causado por movimientos respira-
torios, bombeo del corazón y/o movimientos peristálticos del animal) así como el muestreo
finito del microscopio, que contribuyen a desplazamientos y errores en las secuencias de
imágenes finales.
Esta tesis hace contribuciones a estos problemas en el campo de imágenes biológicas
(bioImaging) usando la información espacio-temporal en tres áreas. Cada una de ellas está
descrita en detalle en el (capítulo 7)
Problema 3: Los algoritmos de post-procesamiento en imágenes biológicas (bioIma-
ging en inglés) intentan estabilizar (por ejemplo, eliminando el movimiento de fondo) este
tipo de imágenes para poder realizar estudios posteriores, tales como la motilidad celular,
sin errores. En la mayoría de los problemas de estabilización, partes de la imagen actúan
como marcas o puntos de referencia más o menos rígidos que se pueden detectar. En imá-
genes intravitales con microscopios de 2 fotones, esos puntos de referencia son objetivos
que también se están moviendo. Además, el tejido bajo estudio puede estar sometido a
deformaciones no-lineales así como rotaciones que complicarán aún más los intentos de
búsqueda de la alineación lineal óptima.
Solución/Contribución: Se implementó un nuevo algoritmo para resolver este pro-
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blema de estabilización, correlación cruzada con ponderación de contornos mediante un
modelo del movimiento de fondo, a través de un proceso Monte Carlo iterativo de re-
muestreo.
Problema 4: Una manera natural de estabilizar fotogramas en un vídeo, es alinear
cada par de fotogramas consecutivos en tiempo, y obtener así la solución local de estabi-
lización óptima. Sin embargo, esta técnica presenta dos problemas princiaples: la deriva en
tiempo, que consiste en la pérdida de referencia con respecto a la primera imagen y por lo
tanto se puede ir acumulando un pequeño error en cada comparativa a lo largo del tiempo, y
la penalización de grandes variaciones, que hace referencia a grandes cambios entre un par
de fotogramas consecutivos a veces provocados por algún tipo de error en la obtención de
imágenes por ejemplo.
Solución/Contribución: Para penalizar grandes variaciones de movimiento, la solución
de estabilización es restringida globalmente, minimizando una función de pérdida global
definida por un espacio propio de información espacio-temporal. Para esto, se utilizó un
prodecimiento de minimización Monte Carlo.
Problema 5: Las imágenes intravitales en 3-dimensiones se obtienen adquiriendo imá-
genes a diferentes distancias focales formando una pila de imágenes y a su vez, repitiendo
este proceso en varios ciclos de tiempo obteniendo así varias pilas de imágenes. Sin em-
bargo, varios factores limitan la posibilidad para obtener imágenes en un volumen de tejido
más profundo mientras se están capturando simultáneamente fenómenos a mayor veloci-
dad. Normalmente, la compensación está equilibrada en función de lo que se quiere medir,
y del límite tanto espacial como temporal. Como resultado de estos tiempos de adquisición
finitos, los datos finales pueden tener submuestreos con respecto a algún fenómeno como el
movimiento rápido del tejido de fondo. El submuestreo puede causar dobles exposiciones
y/o destruir la correlación entre las células en diferentes pilas de imágenes.
Solución/Contribución: Se desarrolló un algoritmo que permite eliminar los errores de
submuestreo basándose en una combinación de técnicas.
2.3 Hipótesis y temática asociada
La pregunta que esta tesis se propone es: ¿Se puede capturar, representar y codificar
el campo de movimiento transitorio en un conjunto de datos, para un paso posterior de
recuperación de información a más alto nivel con un coste computacional bajo?
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Basándose en esta pregunta, la hipótesis de motivación de este trabajo es que existe
una estructura espacio-temporal fundamental que debe ser preservada en el proceso de co-
dificación, capaz de capturar el espacio de fase del movimiento. Este espacio de fase es
multidimensional, disperso y con los puntos que lo constituyen altamente correlacionados.
Como resultado, una elección óptima de la codificación, basándose en el conocimiento del
dominio, junto con una reducción de la dimensionalidad, permite descubrir un espacio pro-
pio que puede mantener las características discriminatorias de la representación original.
Los siguientes capítulos presentan argumentos y una serie de trabajos que tratan de
demostrar esta hipótesis.

Capítulo 3
Estado del arte
3.1 Detección y reconocimiento de movimientos humanos
a través de vídeo
La caracterización del movimiento humano sin marcadores es un problema complicado
de visión artificial que concentró en las últimas décadas mucho esfuerzo. Las investiga-
ciones realizadas en este campo cubren una amplia gama de técnicas, desde el seguimiento
de todo el cuerpo humano en 3D a través de múltiples cámaras [Rius et al., 2009] a modelos
de inferencia Bayesiana [Meeds et al., 2008]. [Poppe, 2010] presenta una revisión reciente
de las técnicas más novedosas y [Szeliski, 2011] es un libro que resume los algoritmos más
potentes para caracterizar el movimiento humano. Los métodos también varían conside-
rablemente en lo que a requerimientos computacionales se refiere, dado que los que son
capaces de proporcionar una solución muy precisa pueden ser prácticamente inviables para
aplicaciones en tiempo real, como por ejemplo para búsquedas basadas en contenido visual
(content based video retrieval (CBVR) en inglés) [Hosseini & Eftekhari-Moghadam, 2013;
Hu et al., 2011].
3.1.1 Métodos con elevado coste computacional
La mayoría de las soluciones que demandan un elevado coste computacional se sue-
len caracterizar por capturar el movimiento de todo el cuerpo humano, como el trabajo
que propone [Rius et al., 2009], donde se realiza un seguimiento en 3D mediante filtros de
partículas o [Samy Sadek & Michaelis, 2013], que utiliza características invariantes afines
derivadas de la forma espacio-temporal en 3D de las acciones. Otro ejemplo es el trabajo
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de [Ugolotti et al., 2013] que utiliza un modelo de enjambre de partículas para detectar
personas y realizar una reconstrucción en 3D. [Meeds et al., 2008] propone inferir el movi-
miento del cuerpo a través de un modelo gráfico probabilístico que determina las personas
mediante figuras simples construidas a base de segmentos rectos conectados (sticks en in-
glés). De forma similar, [Felzenszwalb et al., 2010] describe un modelo multiescala de
partes deformables que se basa en la segmentación del cuerpo humano en partes a partir
de cada fotograma del vídeo. La ventaja de estos métodos es su capacidad para capturar
detalles muy finos del movimiento humano pero su desventaja es el elevado coste com-
putacional que requieren, lo cual implica que se tengan que descartar para aplicaciones que
necesitan trabajar en tiempo real. También hay que destacar que la información de bajo
nivel requiere a su vez un procesamiento posterior para distinguir las acciones. Un ejemplo
de ello, es el trabajo de [Ikizler & Forsyth, 2008] donde la información de movimiento de
bajo nivel se convierte en información de alto nivel a través del uso de cadenas ocultas de
Markov (Hidden Markov Models (HMMs) en inglés) para inferir las acciones humanas.
3.1.2 Métodos espacio-temporales en tiempo real
Para el reconocimiento de acciones humanas en tiempo real los métodos espacio-temporales
son capaces de proporcionar un elevado rendimiento. Estos métodos sacrifican los detalles
más finos del movimiento para ser más eficaces desde el punto de vista del coste computa-
cional. Hay muchos métodos espacio-temporales, y es un término que abarca un amplio
rango de aplicaciones. Sin embargo, todos esos métodos comparten la característica de que
capturan las características espacio-temporales globales a partir del flujo óptico, que es el
patrón de movimiento de un objeto con respecto a la escena de fondo, entre un par de imá-
genes. Hasta el momento, se han publicado multitud de enfoques que tratan el problema
específico del reconocimiento de movimientos humanos mediante esta técnica. Algunos
autores comparan las superficies que trazan los movimientos en tiempo [Blank et al., 2005],
mientras que otros buscan representaciones basadas en momentos, [Achard et al., 2008] o
[Bobick & Davis, 2001].
La idea básica es distinguir acciones diferentes mediante sus correspondientes campos
de flujo espacio-temporal. Partiendo de la información contenida en estos campos de flujo,
se pueden construir los vectores de características discriminatorios a lo largo del vídeo.
Estos métodos permiten realizar comparativas muy eficaces entre diferentes movimientos
humanos, lo que hace que sean métodos muy usados para anotación y consulta multimedia
[Ren et al., 2009]. Los vectores de características se pueden insertar directamente como
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metadatos en cada fotograma dentro de la toma de vídeo, y/o como información en la base
de datos para ser usada en futuras consultas. De esta manera, se podría realizar una búsqueda
de vídeo basada en contenido y no solamente con palabras clave. Por lo tanto, una compar-
ativa entre acciones humanas en dos tomas de vídeo, consistiría en comparar el conjunto de
vectores espacio-temporales, cada uno de los cuales representa uno o varios segmentos del
vídeo a lo largo del tiempo.
Una manera elegante de capturar las características espacio-temporales de algunos mo-
vimientos en un vídeo es transformando la secuencia de imágenes originales en un conjunto
simplificado de imágenes, que se denominan plantillas de movimiento. Estas plantillas pro-
porcionan una representación cuantizada de los fotogramas originales que vendrá determi-
nada por la técnica de segmentación fondo/primer plano escogida. Por ejemplo, dada una
toma de vídeo de un movimiento humano, un conjunto de plantillas de movimiento podrían
ser las siluetas humanas binarias (imágenes en blanco y negro) que se obtienen mediante
la diferencia entre cada par de fotogramas durante la acción. [Bobick & Davis, 1996] ex-
pone el primer trabajo que usa plantillas espacio-temporales. En este trabajo, los autores
desarrollaron plantillas de movimiento basadas en información de diferencia de fotogra-
mas. En concreto, introducen el concepto de instancia de historial de movimiento (motion
history instance (MHI) en inglés) e instancia de energía de movimiento (motion energy ins-
tance (MEI) en inglés) y demuestran el potencial de estas técnicas para distinguir personas
en función de su manera de andar. Más tarde, [Venkatesh Babu & Ramakrishnan, 2004] us-
aron plantillas de movimiento similares para distinguir diferentes tipos de acciones humanas
en secuencias de vídeo.
Las plantillas de movimiento basadas en diferencia de fotogramas requieren de algo-
ritmos muy robustos para eliminar el ruido de fondo. Existen técnicas como SIFT [Lowe,
2004] que buscan características en la imagen invariantes a escala, reduciendo el problema
con aquellos patrones no correlacionados entre las imágenes que se están comparando. Los
vectores de movimiento, resultantes de la diferencia entre dos imágenes, se representan en
una rejilla sobre la imagen que se denomina densidad de flujo óptico. [Farnebäck, 2003] es
un algoritmo que usa una técnica polinomial para optimizar los parámetros de entrada obte-
niendo el mejor flujo óptico de primer plano para situaciones con escenas complejas. Este al-
goritmo, que trabaja adecuadamente aunque existan movimientos de fondo, está disponible
en la popular librería de visión por computador OpenCV [Bradski, 2000]. También está
implementado en dicha librería otro útil algoritmo piramidal multiescala, Lucas-Kanade
[Lucas & Kanade, 1981], que permite trabajar en múltiples escalas obteniendo buenos re-
sultados de densidad de flujo óptico.
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En esta tesis se describe una nueva plantilla espacio-temporal, Motion Vector Flow Ins-
tance (MVFI) [Díaz-Pereira et al., 2014; Olivieri et al., 2012] que utiliza la densidad de flujo
óptico para codificar la magnitud y la dirección del movimiento de primer plano. Este
esquema de codificación mejora los resultados de discriminación de los movimientos hu-
manos de las plantillas de movimiento previas, dado que está utilizando la primera y se-
gunda derivada del campo de velocidad. Posteriormente, se aplica una transformación de
reducción de la dimensionalidad a las imágenes después de restar el movimiento medio. La
idea de este paso surge del campo de reconocimiento facial basándose en los conceptos de
eigenfaces [Etemad & Chellappa, 1997], donde la mejor discriminación y separabilidad de
diferentes tipos de caras se consigue proyectando a lo largo de los principales componentes
que derivan de las diferencias de todas las imágenes con respecto a la media, lo que se
denomina matriz de covarianza. Por lo tanto, de la misma manera que las características
esenciales de una cara son las mismas, lo importante es distinguir las ligeras diferencias que
permiten discriminar esas caras o lo que es lo mismo, la covarianza. Y esto a su vez, es
aplicable directamente al movimiento humano.
[Huang et al., 1999b] describió por primera vez la transformación en el espacio propio
de la covarianza para movimientos humanos, permitiendo distinguir diferentes personas por
su forma de andar. Mediante el uso de aprendizaje supervisado con análisis de componentes
principales (Principal Component Analysis (PCA) en inglés) y análisis lineal discriminante
(Linear Discriminant Analysis (LDA) en inglés), fueron capaces de distinguir varias per-
sonas a partir de las proyecciones de las imágenes del vídeo en el espacio propio creado
en el entrenamiento. El análisis LDA permite minimizar simultáneamente la varianza entre
los puntos pertenecientes a la misma clase y maximizar la varianza entre clases, es decir,
entre los puntos pertenecientes a diferentes tipos de movimientos. Otros estudios, como
[Lam et al., 2007], aplicaron esta técnica para identificar acciones humanas genéricas en
diferentes entornos. Más recientemetne, [Cho et al., 2009] usó esta técnica de PCA+LDA
para analizar la forma de andar de diferentes enfermos de Parkinson y cuantificar el grado
de Parkinson en función de sus formas de andar.
El método PCA busca la transformación lineal del espacio propio, dado un conjunto de
datos, que tiene la máxima proyección de los datos a lo largo de los nuevos vectores que
constituyen la base. Sin embargo, PCA es una transformación lineal, lo que significa que
el espacio ortogonal se obtiene a través de una combinación de traslaciones y rotaciones
del espacio original. El núcleo-PCA o más comúnmente llamado con el término en inglés
kernel-PCA (KPCA) (razón por la que en esta tesis se utilizará el término en inglés) per-
mite extender esta idea incluyendo transformaciones no-lineales con el uso del truco del
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kernel (kernel trick) [Bishop, 2006; Mohri et al., 2012]. La elección de la función de kernel
permite optimizar el espacio resultante en función de los datos de entrada. Como era de
esperar, la solución PCA lineal se puede obtener a través del método KPCA escogiendo una
función kernel constante. Recientemente, [Ekinci & Aykut, 2007] usó un enfoque KPCA
para reconocimiento de la forma de andar, y otros autores aplicaron esta técnica para re-
conocimiento facial [Luh & Lin, 2011; Xie & Lam, 2006].
Recuperación de vídeos basada en contenido visual: Existen varios artículos que hacen
una revisión de las técnicas para recuperación e indexación de contenido visual [Beecks et al.,
2010; Bhatt & Kankanhalli, 2011; Hu et al., 2011]. Hay CBVRs específicos para recuperar
tomas de vídeo a partir de un vídeo de consulta en el que se realiza una acción humana
como es el caso del trabajo de [Jones & Shao, 2013] o el de [Laptev et al., 2008] que usan
un repositorio de toda la película. A su vez, también existen trabajos que, desde una perspec-
tiva a más alto nivel, usan métodos de minería de datos para realizar agrupamientos (clus-
tering en inglés) no supervisados de acciones humanas [Liao et al., 2013] o el trabajo de
[Nga & Yanai, 2014] que podría tratar más de 100 acciones humanas y que extrae automáti-
camente tomas de vídeo a partir de consultas semánticas usando los vídeos de ejemplo que
previamente se etiquetaron. Existen estudios que se centran en un campo más delimitado
como el caso de [Küçük & Yazici, 2011] que describe un sistema centrado exclusivamente
en la indexación de nuevos vídeos. Sin embargo, todos los métodos CBVR tienen que
utilizar informaicón espacio-temporal, mientras que hasta el momento las búsquedas tradi-
cionales se basaban únicamente en etiquetas de texto. Además, otro tema común en todos
estos estudios es la necesidad de los sistemas CBVR de tratar una gran cantidad de posibles
acciones que pueden variar considerablemente en los vídeos. Por esta razón, los sistemas
CBVR se encuentran actualmente todavía en un estado muy prematuro.
En esta tesis se aborda este problema de CBVR en tiempo real mediante las plantillas
MVFI creadas junto con una transformación en el espacio KPCA donde hemos desarrollado
nuevos métodos para estudiar la geometría (desde un punto de vista local a cada punto y
desde un punto de vista global) de las trayectorias de las diferentes acciones.
Sistemas software para calificación de pruebas deportivas: Hoy en día muchas de estas
técnicas para estudiar el movimiento humano, se están aplicando en deportes para evaluar
automáticamente la calidad del movimiento del cuerpo durante la ejecución de un ejercicio.
Un ejemplo es el trabajo de [Pers et al., 2002], donde se describe una técnica para estudiar
el movimiento de un atleta durante una prueba entera. En otro ejemplo, [Figueiredo et al.,
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2012] analizaron datos de vídeo de nadadores con 21 marcadores en su cuerpo, localizados
en puntos anatómicos críticos, que utilizaron para obtener la posición absoluta de todas las
partes del cuerpo en 3-dimensiones. En gimnasia, como cualquier otro deporte basado en el
juicio de los ejercicios, existe un interés creciente en nuevos métodos computacionales que
puedan puntuar a los atletas automáticamente basándose en sus movimientos. En un trabajo
reciente, [Sevrez et al., 2009] analizó a gimnastas realizando giros hacia atrás en barra alta
bajo diferentes condiciones de carga. En este estudio, usaron el software de movimiento
SIMI1 y marcadores adheridos al cuerpo del atleta para obtener los patrones de movimiento
detallados asociados con esos ejercicios.
Sin embargo estos métodos basados en marcadores para analizar el movimiento hu-
mano en deportes presentan dos importantes desventajas: (1) los marcadores en el cuerpo
del atleta introducen cambios e interfieren en la libertad de movimientos del atleta, y (2)
este tipo de marcadores no se pueden usar durante las competiciones. Por lo tanto, existe la
necesidad de tener un método eficiente capaz de asignar puntuaciones automáticamente sin
necesidad de marcadores. El objetivo es poder analizar los movimientos de los deportistas
así como proporcionar una retroalimentación objetiva a los atletas y entrenadores durante
un entrenamiento. En esta tesis se ha elaborado un método y un sistema software que re-
presenta un importante paso hacia el objetivo de puntuar ejercicios deportivos en tiempo
real sin marcadores. Para ello, se hizo uso de la técnica que hemos creado (MVFI) utili-
zando un paradigma espacio-temporal. Se demuestra que este sistema es capaz de asignar
puntuaciones objetivas a rutinas de gimnasia artística basándose en las diferencias de las
trayectorias de velocidad.
3.2 Estabilización y reconocimiento de patrones en imá-
genes intravitales
La microscopía intravital (intravital microscopy (IVM) en inglés) se ha convertido en los
últimos años en una tecnología fundamental en campos como la biología o la inmunología
para estudiar el comportamiento celular. La combinación de modelos de ratones que son
capaces de desarrollar diferentes tipos de tumores o enfermedades junto con técnicas de
imágenes intravitales, permiten estudiar aspectos como la localización espacial, motili-
dad (movimiento celular espontáneo e independiente), adhesión o la interacción celular
en su entorno natural. El comportamiento de una céluna in-vitro en comparación con su
1Software de movimiento SIMI: www.simi.com
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comportamiento in-vivo en su entorno o nicho natural es muy diferente, lo que hace im-
prescindible el uso de esta nueva tecnología. El uso generalizado de IVM, hace que los
avances en este campo sean constantes, y existen varios artículos recientes que resumen los
principales desarrollos en microscopía multifotón intravital como [Niesner & Hauser, 2011;
Pittet & Weissleder, 2011], al igual que las técnicas de microscopía intravital de alta resolu-
ción [Andresen et al., 2012]. También existen estudios sobre el uso de imágenes intravitales
en sistemas biológicos dinámicos como es el caso del trabajo de [Kikuta & Ishii, 2012].
El campo de la inmunología se benefició de la microscopía intravital [Bajénoff & Germain,
2007], permitiendo en la actualidad estudiar muchos procesos del sistema adaptativo in-
mune. Todo ello abre una nueva etapa para intentar modelar y estudiar esos comportamien-
tos en los que existen numerosas dudas sobre la interacción entre los diferentes tipos de
linfocitos y otras células del sistema inmune. IVM es posible gracias al descubrimiento y la
implementación de los microscopios de dos fotones [Denk et al., 1990; Helmchen & Denk,
2005], que tuvieron algunas de sus primeras aplicaciones en inmunología en los trabajos
de [Germain et al., 2006; Huang et al., 2004]. Con el descubrimiento de los métodos de
dos fotones que permiten una proyección de imagen fluoerescente hasta una profundidad
mayor de tejido, IVM mejoró considerablemente la capacidad de observar el tejido en com-
paración con el uso de la tecnología confocal [Helmchen & Denk, 2005]. La razón se debe
a que los dos fotones producen menos distorsión (backscatter en inglés) y menos foto-
blanqueo (photobleaching en inglés) y por lo tanto, no se daña tanto el tejido porque usa
una frecuencia/energía inferior. Además, para tener suficientes interacciones fotón-fotón, es
necesario tener una alta densidad, la cual se puede alcanzar a través de láseres con pulsos
de femtosegundos. En los últimos años se han publicado trabajos que combinan técni-
cas de imagen intravital con microscopios de dos fotones para investigación inmunológica
[Phan & Bullen, 2010], al igual que las técnicas más nuevas en el proceso de obtención
de imágenes inmunológicas [Tang et al., 2013] aplicadas por ejemplo en modelos de ra-
tones capaces de desarrollar diferentes tipos de cáncer [Ellenbroek & van Rheenen, 2014;
Ritsma et al., 2013b].
Gracias a los numerosos estudios que usan microscopios de dos fotones se ha conseguido
entender la función de los linfocitos en el sistema adaptativo inmune. Por ejemplo, se ha
estudiado ampliamente la localización y motilidad en la migración de las células B en cen-
tros germinales para entender detalles concretos del proceso de maduración, dado que están
posiblemente involucrados en el proceso de reciclaje en dos regiones espacialmente distin-
tas, la zona clara y la zona oscura: [Allen et al., 2007; Beltman et al., 2011; Cyster, 2010;
Hauser et al., 2007; Victora & Nussenzweig, 2012; Wang et al., 2010a]. Otro ejemplo del
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uso de microscopía de 2 fotones es el estudio que nosotros mismos hemos realizado para
estudiar las interacciones de los linfocitos en presencia de malaria [de Moraes et al., 2013].
En otro trabajo, se usó IVM para revelar el complejo comportamiento de las células
T reguladoras (Tregs) y los contactos de células dendríticas/linfocitos en el útero y la pla-
centa [Zenclussen et al., 2012, 2013] para descubrir el papel de los Tregs en la protección
del feto de antígenos foráneos. Las interacciones entre diferentes células y los linfoci-
tos se estudiaron para entender el proceso básico de activación de linfocitos a través de lo
que se denomina sinapsis inmunológica [Dustin, 2011]. Una artículo reciente hace una re-
visión de las técnicas de visualización de contacto célula-célula en la interfase materno-fetal,
[Olivieri et al., 2013; Olivieri & Tadokoro, 2013].
El uso de imagen intravital con microscopía de dos fotones también se aplicó con éxito
a usos clínicos. [Wang et al., 2010a,b] describió el uso de esta tecnología en investigación
clínica intravital en tejidos profundos. Además, se destaca la importancia de las técni-
cas de imagen intravital para analizar la evolución de un cáncer y poder analizar el pro-
ceso de metástasis como se detalla en los trabajos de [Beerling et al., 2011; Ritsma et al.,
2013b], quiénes son capaces de analizar la evolución de un tumor en el tiempo gracias al uso
de diferentes ventanas implantadas en el propio animal [Ellenbroek & van Rheenen, 2014;
Ritsma et al., 2013a]. A su vez también se utiliza esta tecnología en aplicaciones de neuro-
ciencia [Svoboda & Yasuda, 2006], en las que se requieren altas resoluciones [Sumen et al.,
2004].
3.2.1 Problemas de estabilización asociados a IVM
Un problema técnico que afecta a la calidad de las imágenes de IVM es el movimiento
del tejido de fondo debido a que el animal está vivo y por lo tanto presenta movimien-
tos que no se pueden eliminar: respiración del animal, latidos del corazón o movimientos
peristálticos del órgano bajo estudio. Existen dispositivos físicos que varios investigadores
implementaron para reducir el origen del movimiento en el momento de realizar las imá-
genes. [Lee et al., 2012] mostró que midiendo la respiración del animal con un dispositivo
piezoeléctrico, el movimiento de respiración de fondo podía ser restado en la adquisición de
las imágenes finales. Otros sin embargo, desarrollaron estructuras especiales para el estudio
de las cavidades abdominales [Cao et al., 2012] y pulmones [Looney et al., 2011], donde el
movimiento de fondo era bastante pronunciado. Existen varios autores que describen otros
métodos capaces de compensar el movimiento físico, como es el caso de [Vinegoni et al.,
2012] que realiza una estabilización mediante aspiración o [Laffray et al., 2011] que realiza
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una estabilización con un movimiento adaptativo o [Chen et al., 2010, 2012] que realiza una
corrección de movimiento usando modelos ocultos de Markov con sistemas de retroalimen-
tación para mejorar la resolución a nivel de la dinámica celular en presencia de un elevado
movimiento de fondo.
3.2.2 Algoritmos para alineación de imágenes
Además de estos métodos experimentales para reducir el movimiento, las secuencias de
imágenes pueden beneficiarse de una alineación a través de software de post-procesamiento.
Este proceso es lo que comúnmente se llama registro de imágenes (image registration en in-
glés) y hace referencia al proceso de mapeado entre dos imágenes, pudiendo ser un desplaza-
miento lineal o una transformación no-lineal, usando para ello las características comunes
entre las imágenes como referencia. Tales características pueden ser marcas elementales
en la imagen (por ejemplo: aristas, contornos o líneas) que constituyen puntos de control
distinguibles (por ejemplo con un algoritmo SIFT [Lowe, 2004] o SURF [Bay et al., 2008])
para realizar comparativas de similaridad (con métricas de correlación o probabilísticas) en-
tre las imágenes. El mapeado espacial entre el conjunto de imágenes puede ser lineal (por
ejemplo: una traslación, rotación o un cambio de escala) o puede ser no-lineal, utilizando un
mapeado de distorsión no-lineal entre los puntos, como es el caso de la librería de software
elastix [Klein et al., 2010].
La elección de la técnica de registro de imágenes que se va a utilizar está determinada por
el conocimiento del dominio y no existe un método universal que pueda ser aplicado en to-
dos los casos con excelentes resultados. Por ejemplo, la elección de características y el em-
parejamiento de ellas en las imágenes, dependerá si esos datos presentan marcas lo suficien-
temente rígidas para que la alineación sea correcta. Hay que tener en cuenta que no sólo hay
que buscar un emparejamiento entre pares de imágenes, sino que es necesario tener siem-
pre la referencia de todo el conjunto de datos. Existen varios artículos [Zitová & Flusser,
2003] y [Salvi et al., 2007] que revisan las técnicas más utlizadas en registro de imágenes.
También se han publicado dos libros [Szeliski, 2011] y [Modersitzki, 2009] que realizan un
análisis completo del registro de imágenes junto con otros problemas de visión por computa-
dor. En la implementación realizada en esta tesis se usa una combinación de técnicas que
se basan fundamentalmente en las transformadas de Fourier [De Castro & Morandi, 1987;
Reddy & Chatterji, 1996; Stone, 2001], junto con la ponderación de píxeles [Szeliski, 2011]
para corregir los desplazamientos en XYZ y la transformada log-polar [Wolberg & Zokai,
2000] para realizar las correcciones de rotación y escala.
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Como se puede ver en estas referencias, el campo del registro de imágenes se encuen-
tra actualmente muy maduro para imágenes que presentan características o marcas bien
definidas y por lo tanto se pueden mapear correctamente de una imagen a otra. Algunos
de estos sofisticados algoritmos se desarrollaron especialmente para aplicaciones médicas y
son capaces de afrontar problemas como una alineación consistente globalmente con dife-
rentes niveles de exposición. También son capaces de eliminar ese movimiento y determinar
el mapeado no-lineal entre las imágenes.
Capítulo 4
Plantilla espacio-temporal MVFI y
transformación PCA en el espacio de la
covarianza de velocidad
4.1 Introducción
En las últimas décadas la detección y reconocimiento de acciones y gestos humanos a
través de vídeo ha sido un tópico de investigación que tuvo y tiene un especial interés no
sólo desde el punto de vista académico sino también en aplicaciones comerciales. Una de las
aplicaciones que presenta un gran interés es la de los sistemas inteligentes de videovigilan-
cia para el cuidado de la salud. Estos sistemas suponen una mejora de la calidad del cuidado
de las personas mayores que viven solas, dado que no es necesario tener personal médico las
24 horas del día en el domicilio y por lo tanto reducen considerablemente los gastos de las
administraciones públicas. Además, teniendo en cuenta el incremento de personas mayores
comparado con la población que está en activo, los sistemas y aplicaciones de videovigilan-
cia jugarán un papel muy importante en los futuros sistemas del cuidado personalizado. La
monitorización basada en vídeo puede proporcionar un sistema automático de detección de
acciones humanas anómalas como podría ser una caída o un excesivo período de tiempo de
inactividad.
En general, detectar y reconocer movimientos humanos son problemas difíciles en visión
por computador, y existen múltiples enfoques que incluyen desde el seguimiento del mo-
vimiento del cuerpo humano en 3D con múltiples cámaras, a un seguimiento basado en
inferencias Bayesianas. Existen artículos recientes que resumen las técnicas más novedosas
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para reconocimiento de acciones humanas [Ji & Liu, 2010; Moeslund et al., 2006; Poppe,
2010]. En el capítulo 3 se proporcionan más referencias sobre este tema.
Para obtener información sobre un número limitado de movimientos humanos, tales
como actividades anómalas y caídas, un seguimiento en 3D produce una cantidad de infor-
mación muy elevada que supone evidentemente un alto coste computacional. Un enfoque
más simple y viable computacionalmente es el trabajo realizado por [Huang et al., 1999b]
que se centró en caracterizar mediante una plantilla espacio-temporal, el modo de andar
de los humanos. Estás técnicas, combinadas con transformaciones de reducción de la di-
mensionalidad de la secuencia de imágenes en un conjunto de puntos dentro de un espacio
canónico, se han utilizado para distinguir modos de andar [Huang et al., 1999b] y también
para diagnosticar enfermedades como la determinación de diferentes grados de Parkison
basándose en la manera de andar [Cho et al., 2009].
En este capítulo de la tesis se presenta un nuevo algoritmo para la detección de activida-
des humanas mediante una transformación en el espacio propio canónico que hace uso de
una nueva plantilla espacio-temporal de movimiento. Combinado con diferentes algoritmos
de aprendizaje automático, se logra distinguir con una alta precisión seis acciones humanas:
andar, andar exagerado, hacer footing, agacharse, acostarse y caerse. Se muestra como este
sistema es capaz de detectar caídas con precisión sin el uso de ningún tipo de sensor, excepto
la cámara, y sin la necesidad de hacer una reconstrucción en 3D del movimiento humano.
Se trata de una algoritmia efectiva y económica que puede ser implementada en un sistema
de monitorización en tiempo real.
La nueva plantilla espacio-temporal denominada instancia del vector de flujo de movi-
miento (Motion Vector Flow Instance MVFI en inglés), junto con los métodos de reducción
de la dimensionalidad, proporcionan un método robusto para la detección de una gran canti-
dad de movimientos humanos en interiores. Esta plantilla codifica la magnitud y la dirección
del vector de flujo óptico (patrón de movimiento de un objeto con respecto a la escena) a
partir de cada fotograma de una secuencia de movimiento, representando cada una de las ca-
jas correspondientes a un vector de flujo óptico de manera independiente. Esto nos permite
distinguir cambios bruscos de movimientos como sucede en el caso de una caída. Una vez
transformado cada vídeo con la plantilla MVFI, esta secuencia de fotogramas es proyectada
en el espacio propio canónico.
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4.2 Platillas de movimiento espacio-temporales
Una plantilla de movimiento espacio-temporal es una representación simplificada en
forma de imagen capaz de captar la información de movimiento de un objeto con respecto a
la escena de fondo. En esta tesis se ha trabajado con dos plantillas de movimiento espacio-
temporal y a su vez se ha creado una nueva (MVFI) para caracterizar movimientos con
cambios bruscos de velocidad. Las dos plantillas ya existentes que se analizaron son: (1)
silueta o plantilla basada en la diferencia de fotogramas y (2) plantilla de historial de movi-
miento (Motion History Image MHI en inglés).
Silueta. Se implementó un algoritmo capaz de obtener las siluetas, es decir, el mo-
vimiento de los objetos en primer plano con respecto a la escena de fondo, mediante un
modelo de mezcla de Gaussianas [Kaewtrakulpong & Bowden, 2001], que más tarde fue
mejorado por [Li et al., 2003], para detectar objetos de primer plano en escenas más com-
plejas, y finalmente por [Leone & Distante, 2007] que utilizó un análisis de texturas para
mejorar su rendimiento principalmente con el problema de sombras en la escena. En esta
tesis se hizo uso de esta algoritmia a través de la conocida libería de visión por computador
OpenCV [Bradski, 2000] con la cual se obtuvo unos muy buenos resultados una vez que
se optimizaron los parámetros de entrada para el tipo de escena. Además, se aplicaron um-
brales y operaciones morfológicas de bajo nivel para reducir aún más el ruido en segundo
plano.
Plantilla de historial de movimiento MHI. Este tipo de plantillas se basan en el algo-
ritmo descrito por [Davis & Bobick, 1997], y [Bobick & Davis, 2001]. Se caracterizan por
capturar el historial medio acumulativo de las siluetas obtenidas en un determinado número
n de fotogramas, es decir, se calcula la diferencia de movimiento entre cada par de fotogra-
mas de los n anteriores y esa información se acumula en una imagen final que es la plantilla
MHI. Para las pruebas presentadas en esta tesis se utilizó el algoritmo de siluetas comentado
anteriormente y se usó una ventana móvil para obtener el gradiente de la silueta dentro de
un intervalo específico. Se comprobó experimentalmente que para movimientos humanos,
5 fotogramas serían suficientes para crear una plantilla MHI significativa. Otro parámetro
esencial es el parámetro de persistencia, el cual representa la memoria de movimientos pre-
vios. Evidentemente, tiene un efecto muy relevante sobre el rendimiento de la plantilla
para poder discriminar, y se necesita un ajuste manual de parámetros para maximizar el
rendimiento con este tipo de plantilla.
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Plantilla del vector de flujo de movimiento MVFI. Aunque los dos algoritmos an-
teriores capturan información espacio-temporal de una acción humana, no son capaces de
resaltar los cambios bruscos de movimiento y por lo tanto de velocidad, sentido y dirección
del movimiento. Esa fue la razón por la que se desarrolló una nueva plantilla espacio-
temporal plantilla del vector de flujo de movimiento que usa la densidad de flujo óptico para
caracterizar expresamente la información referente a la magnitud de la velocidad así como
la dirección. Como aclaración, se define la densidad de flujo óptimo como el patrón de
movimiento de un objeto con respecto a la escena de fondo en una imagen representada me-
diante un conjunto de vectores que están determinados por la dirección, sentido y magnitud
de ese movimiento. Existen estudios como el de [Wu, 2000] que muestran que una caída se
caracteriza por el incremento brusco de velocidad en el sentido vertical y horizontal. Esta
velocidad llega a ser el triple con respecto a la media de las actividades realizadas por una
persona en su vida diaria en una casa. La forma en que se codifica la información de ve-
locidad y dirección, hace que MVFI se pueda convertir en una excelente plantilla candidata
para caracterizar movimientos humanos, especialmente si son movimientos que suponen
cambios bruscos de velocidad.
Algoritmo 1 MVFI
1: InitVidV (w,h,Nk); ⊲ Inicializar vídeo V , dimensiones (w,h) y nº de fotogramas Nk
2: zt=0 = O(w,h) ⊲ Inicializar vídeo de salida O(w,h)
3: while t < N f do ⊲ Bucle principal sobre todos los fotogramas
4: vt ←V (w,h); ⊲ Obtener fotograma v en t
5: if t = 0 then Q =FlowParams() ⊲ Inicializar los parámetros del modelo de flujo Q
6: else if t > 0 then
7: s = EmptyList() ⊲ Inicializar la lista que contendrá las cajas MVFI s
8: f = CalOptialFlow() ← Q
9: for x,y ∈ w,h do ⊲ Bucle sobre la rejilla x,y en el fotograma f
10: fx, fy = f(x,y) ⊲ Obtener los componentes de flujo
11: s← ObtainMVFIboxes( fx , fy) ⊲ Colocar en la lista s
12: Sort(s,maxx,y(||f||)) ⊲ Poner el valor más alto en la cima
13: end for
14: zt ← Write(s) ⊲ Escribir las cajas MVFI s en el fotograma zt
15: end if
16: t ← t +1 ⊲ Obtener siguiente fotograma de entrada
17: end while
18: return O(w,h) ⊲ Obtener vídeo MVFI resultante
Los principales detalles del algoritmo para construir la plantilla MVFI se describen en el
algoritmo 1. Partiendo de un vídeo de entrada (o un flujo de vídeo) V (w,h,Nk), caracterizado
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(a) Vectores MVFI y densidad de flujo óptico.
(b) Fotograma de ejemplo con el flujo óptico y la plantilla MVFI.
Figura 4.1: (a) Plantilla MVFI a partir de la densidad de flujo óptico. (b) Fotograma con
el flujo óptico (izquierda), con las correspondientes cajas MVFI formadas a partir de los
vectores de flujo óptico (medio), y el fotograma MVFI con colores más amarillos para las
mayores magnitudes de vectores (derecha).
por su ancho w, altura h, y número de fotogramas Nk, se crea un nuevo vídeo de salida con
las mismas dimensiones O(w,h), que será el que contenga los resultados de la plantilla
MVFI para cada tiempo t. La plantilla MVFI para cada par de fotogramas formarán la
imagen que definimos por zt . Para cada instante de tiempo t, la densidad del campo de flujo
óptico f se representa en la imagen mediante una serie de vectores definidos en rejillas del
mismo tamaño en toda la imagen centradas en los puntos (x,y), como se observa en la figura
4.1(a), donde se evalúan los vectores de movimiento a través del algoritmo piramidal dado
por [Farnebäck, 2003]. El hecho de trabajar en forma piramidal en diferentes resoluciones
lo hace más robusto a la hora de detectar los movimientos.
Por otra parte se utiliza una lista de objetos s, que se usa como un contenedor temporal
para los vectores f en el instante de tiempo t. Para cada punto de la rejilla (x,y) en el flujo
óptico, los componentes del vector ( fx, fy), junto con la magnitud ||f|| se usan para formar
una caja contenedora (ver figura 4.1(b)(medio) ) y se almacenan en la lista s. Progresiva-
mente, los vectores de s se ordenan por la magnitud ||f||, colocando los vectores más grandes
al principio de la lista. Finalmente, se escribe el fotograma resultante en el vídeo de salida,
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codificando cada vector de flujo en s, desde el menor al mayor, favoreciendo por lo tanto las
velocidades más altas, y asegurando que los vectores de mayor peso no son sobreescritos
por otros vectores de menor magnitud. A medida que se van leyendo las cajas, se eliminan
de la lista s, y finalmente se escribe la representación en escala de grises en el vídeo final en
lugar de escala de color para procesar un menor número de datos(ver figura 4.1(b)(derecha)
donde está representada en escala de color).
Las diferencias más notables de MVFI con respecto al historial de flujo de movimiento
propuesto por [Bobick & Davis, 2001] son principalmente dos: (1) no se mantiene historial
con información de los fotogramas anteriores, pero se usa una instantánea de los vectores
obtenidos entre ese par de fotogramas, codificando por lo tanto los cambios bruscos de ve-
locidad y (2) el tamaño de los vectores se codifica a través del tamaño de las cajas, ordenadas
en listas donde las velocidades más altas son almacenadas en la cabeza de la lista para tener
prioridad en la representación de la imagen final como se indica en el pseudocódigo del
algoritmo 1.
Figura 4.2: Secuencia de imágenes para una acción de andar exagerado (A) con las dife-
rentes plantillas de movimiento: (B) siluetas obtenidas mediante la substracción del primer
plano, (C) secuencia de plantilla MHI, y (D) secuencia MVFI.
La figura 4.2 muestra una comparativa entre las plantillas de movimiento que se analizaron
en esta tesis. Se muestran varios ejemplos con una toma de vídeo en la que la persona rea-
liza la acción de “andar exagerado”. Como se puede observar, la información instantánea
de movimientos rápidos se representa directamente en la plantilla MVFI, aunque también
pueden inferirse a partir de la plantilla MHI, pero no podría inferirse en absoluto utilizando
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la silueta. Esta información espacio-temporal será la que se utilizará a posteriori en una
transformación en el espacio canónico para distinguir las acciones humanas.
4.3 Transformación en el espacio de covarianza de veloci-
dad
Una vez que cada fotograma ha sido reemplazado por su correspondiente representación
MVFI, se realiza una transformación de reducción de la dimensionalidad para reducir el ele-
vado número de dimensiones que viene determinado por la resolución de las imágenes, y
se crea el espacio de covarianza de velocidad. En [Huang et al., 1999a] se detalla una re-
ducción de la dimensionalidad aplicada a una plantilla espacio-temporal basada únicamente
en la diferencia de fotogramas. En nuestro caso, la reducción de la dimensionalidad lineal
se aplica a los resultados obtenidos con nuestra plantilla MVFI. A continuación, se dan los
detalles de toda la matemática asociada a este proceso de creación del espacio de covarianza
de velocidad.
En primer lugar se considera un conjunto m de diferentes movimientos humanos, o
clases, de tal manera que todas las clases son definidas por C =
{
c1,c2, · · · ,cm
}
. Dentro de
cada clase k, existe un conjunto de tomas de vídeo. La cardinalidad o tamaño ck define el
número total de tomas de vídeo: ηk ≡ card(ck) donde cada toma de vídeo se representa por:{
s
(ck)
i
}
i=1,··· ,ηk Por lo tanto, la colección de todos los vídeos analizados será el conjunto:
S =
{
{s
(c1)
1 ,s
(c1)
2 , · · · ,s
(c1)
η1 },{s
(c2)
η1+1, · · · ,s
(c2)
η1+η2},s
(c3)
(η1+η2)+1, · · · ,s
(cm)
m
∑
τ=1
ητ
}
donde las tomas de vídeo que pertenecen a la misma clase se han agrupado en llaves por
legibilidad. El número total de vídeos considerando todas las clases viene dado por la
cardinalidad de S: Ns ≡ card(S) =
m
∑
τ=1
ητ .
Cada toma de vídeo contiene un conjunto de fotogramas de w×h píxeles. El fotograma
j correspondiente a la toma de vídeo i (si) de la clase k, se escribe como xki, j. El número
total de fotogramas del vídeo si viene dado por n(si) ≡ card(si) y como es evidente puede
ser diferente para cada toma de vídeo si.
Con estas definiciones se puede escribir el conjunto de imágenes para cada toma de
vídeo. Es decir, para el vídeo s1, que pertenece a la clase c1, el conjunto de fotogramas aso-
ciados se pueden definir como: s(c1)1 = {x11,1, · · · ,x11,n(s1)}. Si hacemos una generalización a
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la toma de vídeo i perteneciente a la clase k, el conjunto de fotogramas es escrito como:
s
(ck)
i = [x
ck
(η1+···+ηi−1)+1,1, · · · ,x
ck
(η1+···+ηi−1)+1,n(si)]
Finalmente se forma un vector columna a partir de la colección de todas las tomas de
vídeo S con sus correspondientes fotogramas xki, j:
X = [ s(c1)1 , · · ·, s
(c j)
γ j−1 , · · · , s
(cm)
F
]
= [
︷ ︸︸ ︷
x11,1, · · · ,x
1
1,n(s1) , · · · ,
︷ ︸︸ ︷
x
j
1,n(sγ j−1 )
, · · · ,x
j
γ j−1,n(sγ j−1 )
, · · · ,
︷ ︸︸ ︷
xm1,n(sF ), · · · ,x
m
F,n(sF)
]
donde el índice γ j−1 = η1 + · · ·+η j−1 =
j−1
∑
τ=1
ητ es la suma parcial hasta el término j− 1,
mientras el índice F = Ns (o equivalentemente, card(S)) indica la última toma de vídeo
como se definió previamente.
Teniendo en cuenta que se compararán diferentes tomas de vídeos de varias acciones,
se puede calcular el componente de velocidad media de movimiento humano para el vector
X, de tal manera que: mx = 1NT
Ns
∑
i=1
n(si)
∑
j=1
x
(c)
i, j , donde la suma exterior se realiza sobre todas
las tomas de vídeos, mientras que la suma interior es sobre todos los fotogramas de cada
toma de vídeo; NT es el número total de fotogramas de todas las tomas de vídeos, de la
forma NT = ∑Nsi=1 n(si). Una vez que se ha calculado la velocidad media común, se puede
definir ¯X = (X−mx). La diferencia de velocidad entre un fotograma con respecto al resto
de fotogramas de todo el conjunto se define mediante la matriz de covarianza Cx = 1N ¯X ¯XT .
Cualquier elemento no cero de la matriz de covarianza, indica la diferencia del componente
de velocidad entre el fotograma x¯ki, j y x¯k
′
i′, j′ . Por lo tanto, podemos intuír a primera vista
que esta transformación contiene mucha información temporal detallada para distinguir un
movimiento de otro.
Sin embargo, la matriz de covarianza Cx tiene unas dimensiones muy grandes que supo-
nen un problema intratable desde el punto de vista computacional para obtener los valores
propios así como la diagonalización de la matriz. Una aproximación, que se basa en la
transformación de la descomposición del valor singular [Fukunaga, 1990] realiza la diago-
nalización de una matriz alternativa C˜x = 1NT X
T X permitiendo que no se tenga que realizar
el costoso cálculo de la matriz original de covarianza Cx. En esta aproximación, los vec-
tores y valores propios, (u˜i, ˜λi) diagonalizan la matrix aproximada C˜x donde los ˜λi miden
la cantidad de varianza capturada, es decir, la cantidad de información capturada por cada
u˜i. Estos pasos son los que definen la transformación de análisis de componentes princi-
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pales (PCA). En la práctica, las dimensiones del nuevo espacio pueden ser truncadas a un
espacio propio K−dimensional donde se conservan los k ≤ K valores propios más largos
|λ1| ≥ λ2| ≥ · · · |λk|; lo cual se justifica porque λ j ≈ 0 para j > k, es decir, la cantidad de
información que captura cada componente principal va disminuyendo según están ordena-
dos. El conjunto parcial de vectores propios abarcan el espacio y = [y1,1 · · ·yF,n(sF)], y se
calculan a partir del conjunto de imágenes originales, a través de la diagonalización de la
matriz de covarianza aproximada, E, que define el espacio propio:
y(ck)i, j = [u1 · · ·uk]
T xi, j = Ex
(ck)
i, j
Debido a que los datos se dividen en diferentes clases de movimiento, se puede aplicar
una operación adicional que permite maximizar la separación entre diferentes clases, el
análisis lineal discriminante (LDA). Esta técnica se aplica para maximizar la varianza entre
varias clases, al mismo tiempo que se minimiza la varianza dentro de la clase. En términos
de los fotogramas originales, la transformación PCA + LDA produce un nuevo vector zi j:
zi, j = [v1, · · · ,vc−1]T yi, j = Vyi, j = VExi, j
El espacio generado por este conjunto de vectores propios es lo que denominamos espa-
cio propio de covarianza de velocidad, que se basa en la codificación de los componentes
de velocidad del movimiento. El conjunto de imágenes xi, j de una toma de vídeo si, proyec-
tadas en este espacio, constituye una trayectoria en el espacio de covarianza de velocidad.
La figura 4.3 muestra las transformaciones PCA y LDA de dos secuencias de acciones
diferentes representadas en el espacio a través de los tres primeros vectores propios más
largos. A partir del ejemplo dado en la figura, la transformación LDA es capaz de separar
satisfactoriamente los dos tipos de acciones a pesar de usar el espacio limitado a tres dimen-
siones. En todas las implementaciones realizadas en esta tesis, nosotros constatamos que
con un valor de k ≤ 10 es suficiente para obtener excelentes resultados de clasificación.
La clasificación de un nuevo vídeo con una acción humana desconocida se realiza me-
diante una métrica de distancia que compara el conjunto de puntos a lo largo de la trayectoria
con respecto a los diferentes grupos de entrenamiento; la técnica utilizada fue el algoritmo
de los K-vecinos más cercanos (k-nearest neighbor KNN en inglés). Este método determina
la pertenencia de una trayectoria a una determinada clase sumando las distancias de cada
uno de los puntos proyectados a todos los puntos encontrados en los diferentes conjuntos.
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(a) Transformación PCA y = Ex (b) Transformación LDA z = Vy
Figura 4.3: Ejemplos de transformaciones PCA y LDA de dos secuencias de vídeo de di-
ferentes acciones, andar (verde) y hacer footing (rojo), representadas por los tres vectores
propios de mayor información.
4.4 Método de validación: entrenamiento y test
A pesar de existir varios repositorios de vídeos públicos con acciones humanas, en el
marco de esta tesis se creó uno para contar con un conjunto de acciones determinadas y
disponer de toda la información referente a la captura de los vídeos y a la configuración de
la cámara. Esta base de datos de vídeos con 420 tomas diferentes realizadas por 12 personas
se encuentra detallada en el anexo A. Sobre esta nueva colección se realizó una validación
cruzada para el proceso de entrenamiento, construyendo todas las posibles combinaciones
binarias y multiclase entre los vídeos existentes.
Para el proceso de validación, la base de datos de vídeos se estructuró de la siguiente
manera: acción:persona:secuencia:plantilla de movimiento, donde acción representa las
diferentes clases de movimiento entrenadas; persona, se refiere a la persona que realiza esa
acción; secuencia es cada una de las tomas de vídeo que fueron procesadas para esa acción
con esa persona y plantilla de movimiento hace referencia a una de las tres plantillas con las
que se ha trabajado. Esta estructura forma 4 conjuntos:
A = {ai}i=1,···6Conjunto de acciones con un total de NA = 6
P = {pi}i=1,···8Conjunto de personas con un total de NP = 8 por acción
S = {si}i=1,···6Secuencias con un número total de NS = 6 por persona
M = {mi}i=1,···3Plantillas de movimiento con un total de NM = 3 por secuencia
4.4 Método de validación: entrenamiento y test 37
Mediante esta organización, se realiza un entrenamiento multiclase con parte de las posi-
bles combinaciones de las secuencias de vídeo a partir de A , P , S y M , y los conjuntos
de test se realizan con la secuencias de vídeo complementarias. Para analizar la tasa de ren-
dimiento de nuestra nueva algoritmia se realizaron todas la posibles combinaciones a través
del producto cartesiano n-ario:
X1⊗·· ·Yn = {(x1, · · ·xn,y1, · · ·ym)|xi ∈ X y y j ∈ Y}
A partir de estos conjuntos, se puede obtener una enumeración de todas las posibles combi-
naciones de entrenamiento:
T = A ⊗P⊗S ⊗M
donde por simplicidad, de ahora en adelante se suprime el operador ⊗ en referencia al
producto cartesiano. El software de entrenamiento que se creó toma los valores de T , en la
forma T = (N(ai),N(p j),N(sk),N(ml)) y construye el conjunto de entrenamiento de todas
las posibles combinaciones. Por ejemplo, un entrenamiento de 2-clases podría consistir en
todas las combinaciones de 6 acciones diferentes, pero con la posibilidad de una o varias
personas P , y una o múltiples secuencias S , y se puede representar como: T = [2][6][2][1].
Por lo tanto, nosotros podemos describir clasificadores binarios específicos entre acciones
diferentes, [ai a j], donde por ejemplo, [a1 a6] es la clasificación binaria entre la acción a1
y la acción a6. En este caso, podríamos considerar todas las combinaciones de P⊗S ⊗M .
El conjunto de test se construye considerando el mismo conjunto de acciones, A , y la
combinación de las plantillas de movimiento M , pero usando el complementario de las
secuencias de entrenamiento. Por lo tanto, el conjunto complementario, o conjunto de test,
(T˜), se puede definir como:
T˜ = A P˜S M ∪ A P˜S˜ M ∪ A PS˜ M
donde P˜ , y S˜ son el complementario a P y S respectivamente.
En una primera métrica para realizar la clasificación, que a lo largo de la tesis se ha
ido perfeccionando como se analizará en capítulos posteriores, se utilizó el algoritmo de los
k-vecinos más cercanos (KNN) para clasificar la nueva acción humana desconocida en el
vídeo de test. Por lo tanto, cada una de las imágenes, ri=1,··· ,Nv , de una secuencia de test
R, representando una acción desconocida, se proyecta en el espacio propio canónico z(T )
(de tamaño k), construido a partir de las secuencias de entrenamiento T = A PS M , con
Nc clases diferentes. La clasificación de la secuencia de test R se encuentra calculando
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la distancia euclídea mínima entre la secuencia de puntos de test transformada z(R) y las
secuencias de puntos de las clases entrenadas z(T ).
4.5 Pruebas experimentales
Para comprobar los resultados de nuestro algoritmo se construyeron todas las posibles
combinaciones de las acciones humanas para NA = 2,3,4,5,6. Además, para cada com-
binación multiclase de entrenamiento y plantilla de movimiento, se realizó una validación
cruzada de 10 iteraciones con todo el conjunto de tomas de vídeos grabadas. A partir de
estas pruebas, se obtiene una media de la tasa de reconocimiento de nuestro algoritmo. El
objetivo de este elevado número de combinaciones entre las secuencias de vídeo fue analizar
cuestiones que pueden afectar a esa tasa de reconocimiento final; por ejemplo diferentes
tipos de ropa (colores, ropa ceñida o floja), altura de la persona, si la persona es delgada o
no, o finalmente las diversas condiciones de luz que pueden afectar a la plantilla espacio-
temporal MVFI. A través del entrenamiento y el test con todas las posibles combinaciones
de nuestra base de datos, somos capaces de analizar las tendencias observadas que sin un
estudio tan exhaustivo sería imposible. A continuación vamos a analizar estos resultados de
reconocimiento usando las tres plantillas de movimiento planteadas.
Con el fin de mostrar el tamaño de los conjuntos de entrenamientos típicos que se rea-
lizaron, se muestra la tabla 4.1 con un resumen de la ejecución de algunas de las com-
binaciones del proceso de entrenamiento. La primera columna, muestra la combinación
T = (N(ai),N(p j),N(sk),N(ml)). Por ejemplo, T = (2,6,1,1) representa todas las com-
binaciones de una clasificación de acciones binarias, usando seis personas, una secuencia de
cada persona y para todas las plantillas de movimiento. La segunda columna de la tabla 4.1
es el número total de combinaciones obtenidas mediante el producto cartesiano. Por ejem-
plo (2,6,1,1) tiene un total de 1723 combinaciones diferentes. Las columnas tres, cuatro y
cinco muestran la media del número de imágenes (fotogramas) para cada caso (dado que el
número de fotogramas en cada secuencia suele ser diferente), el tiempo de entrenamiento
medio para cada combinación, y el tiempo total de entrenamiento, respectivamente. To-
dos los entrenamientos se realizaron en el mismo ordenador, un PC de sobremesa (Intel
Quad3.2GHz), con las mismas características de ejecución.
Como se puede observar, el número medio de imágenes para entrenamientos bina-
rios (NA = 2) va desde ∼ 50 a ∼ 200, con unos tiempos de entrenamiento medios desde
tentr ∼ 2seg a tentr & 20seg. Para entrenamientos multiclase (NA = 3,4,5,6) el número de
fotogramas para cada vector de entrenamiento es considerablemente mayor. Por ejemplo
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para cada caso de NA = 5, el número medio de imágenes para (5,1,1,1) es ∼ 130, mientras
que el número medio para (5,6,1,1) es & 650 imágenes, lo cual evidentemente incrementa
el coste computacional. En estos casos, y con un número mayor de posibles combinaciones
(como en NA = 3), el proceso de entrenamiento tomará varios días de ejecución.
Tabla 4.1: Resumen de algunas de las estadísticas más representativas del entrenamiento
(número medio de fotogramas, tiempo medio de entrenamiento, y tiempo total de ejecución.
Número Media Total Media Entrenamiento Total Entrenamiento
T Combinaciones Fotogramas Tiempo (seg) Tiempo (seg)
2,1,1,1 360 51.3 2.1 790.2
2,6,1,1 1723 196.9 19.1 33043.5
3,1,1,1 480 77.0 3.7 1795.8
3,6,1,1 1319 400.2 63.6 84006.3
5,1,1,1 288 128.3 7.6 2201.6
5,6,1,1 339 659.2 139.5 47318.4
El tiempo de ejecución para una secuencia de test es mucho menor que los tiempos
de entrenamientos mostrados en la tabla 4.1, dado que una secuencia típica contiene entre
∼ 50 y ∼ 70 fotogramas. Por lo tanto, el tiempo medio de ejecución para los tests es
de ttest ∼ 0.25seg, haciendo que esta algoritmia sea muy adecuada para aplicaciones de
reconocimiento en tiempo real.
4.5.1 Comparativas multiclase
Para obtener los resultados de reconocimiento multiclase se calculó primero el conjunto
de todas las tomas de vídeo complementarias T˜ a todas las combinaciones de entrenamiento
T , como se describió anteriormente. Para una secuencia de test individual se utilizó la dis-
tancia mínima euclídea como métrica para determinar la pertenencia a una clase. Por lo
tanto, para determinar si una secuencia s pertenece a una clase particular, se consideran
todos los puntos de su trayectoria (entendiendo por trayectoria el conjunto de puntos conec-
tados ordenadamente en tiempo) en el espacio z. En nuestro sistema, s pertenece a la clase
C si al menos el 50% de los puntos en la trayectoria z(s) están más cercanos a C. En
ese caso, la secuencia completa se clasifica como ese tipo de acción. Por lo tanto, la tasa
de reconocimiento que se muestra en esta sección se refiere a la fracción del conjunto de
secuencias de prueba que se clasifica correctamente.
La figura 4.4 muestra una comparativa de los histogramas (normalizados) más repre-
sentativos de todas las posibles combinaciones de tres clases (NA = 3) como función de
las tasas de reconocimiento obtenidas a partir de los correspondientes test complementarios
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Figura 4.4: Histogramas normalizados de las tasas de reconocimiento obtenidas a par-
tir de las tres plantillas espacio-temporales de movimiento usadas en el estudio: silueta
(izquierda), MHI (medio) y MVFI (derecha), a partir de todas las combinaciones de 3 accio-
nes, 1 persona, y 1 secuencia (T = (3,1,1,1)).
para las tres plantillas de movimiento (Silueta, MHI y MVFI). Para el resto de todas las
posibles combinaciones T con nuestra base de datos se obtuvieron histogramas muy sim-
ilares. De cada histograma, se extraen las medias y las desviaciones estándar para futuras
comparativas.
Los histogramas de ejemplo de la figura 4.4 demuestran el rendimiento general de las
diferentes plantillas de movimiento. En primer lugar, la tasas de reconocimiento son más
altas con MVFI y la silueta y en segundo lugar y más importante, la desviación estándar
es más pequeña para nuestro método MVFI, rondando una tasa de reconocimiento entre el
90% y el 98%.
4.5.2 Comparativas entre las plantillas espacio-temporales
Dado que se han realizado un elevado número de combinaciones para entrenamiento/test
multiclase, se han podido estudiar diferentes aspectos basándose en combinaciones especí-
ficas de personas y secuencias o entre tipos específicos de acciones humanas. A modo de
ejemplo, se obtuvo primero una comparativa de las tasas de reconocimiento para cada plan-
tilla de movimiento a partir de diferentes clases de acciones NA como función del número de
personas NP incluidas en el entrenamiento. Usando las medidas extraídas de los histogra-
mas normalizados, la figura 4.5 muestra una comparativa de las tasas de reconocimiento
obtenidas con diferentes plantillas de movimiento para varios entrenamientos multiclase
(NA) en las que se observa que la tasa de reconocimiento aumenta en función del número
de personas incluidas en el entrenamiento Np. En todos los casos, la plantilla MVFI obtuvo
mejores resultados que las otras plantillas. El caso de NA = 5 (entrenamiento con 5 acciones
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humanas diferentes simultáneamente) es de particular interés porque MVFI obtiene mucho
mejor rendimiento que las otras plantillas espacio-temporales.
Figura 4.5: Comparativa de las tasas de reconocimiento para diferentes entrenamientos
multiclase NA como función del número de personas diferentes NP incluidas en el entre-
namiento.
Con la finalidad de determinar con que exactitud cada plantilla de movimiento realiza
el reconocimiento multiclase, la figura 4.6 muestra una comparativa directa para cada plan-
tilla en función del número de secuencias de diferentes personas Np que se incluyen en el
entrenamiento. Una vez más, la plantilla MVFI obtiene resultados superiores al resto de
plantillas desde NA = 2 hasta NA = 5.
4.5.3 Detección multiclase y binaria
Uno de los objetivos iniciales que se propuso para la detección y reconocimiento de
acciones humanas, fue el de caracterizar la vida diaria de una persona que vive sola en su
casa. El objetivo era detectar acciones anómalas como la caída de una persona. Por ello,
en este subcapítulo tenemos en cuenta especialmente la clasificación binaria entre caídas
y otro tipo de acciones. El objetivo es entender como se codifica en la plantilla MVFI, la
información de velocidad asociada a una caída y por lo tanto averiguar la capacidad de dis-
criminación de esta acción frente a otras. La figura 4.7 muestra comparativas de plantillas
de movimiento para diferentes clasificaciones binarias de diferentes acciones ai junto con
caídas. La tasa de reconocimiento es la fracción de secuencias de test clasificadas correcta-
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Figura 4.6: Comparativa de las tasas de reconocimiento para las diferentes plantillas de
movimiento (silueta, MHI, MVFI) como función del incremento de personas en el conjunto
de entrenamiento.
mente. Como en gráficos previos, las tasas de reconocimiento se obtuvieron a partir de las
medias y varianzas obtenidas a partir de los histogramas normalizados de las secuencias de
test sin incluir en los conjuntos de entrenamiento.
Como se puede ver en la figura 4.7, la plantilla de movimiento MVFI proporciona
mejores resultados que todas las otras plantillas para detectar caídas. Incluso para casos
donde los valores medios están próximos a los valores obtenidos con las siluetas, las desvia-
ciones estándar son inferiores. En particular, se puede ver que en los movimientos que son
similares en apariencia, tales como acostarse en el suelo o agacharse, MVFI es la plan-
tilla que mejor clasifica obteniendo tasas cercanas al 100% dado que esta plantilla espacio-
temporal es muy sensible a los cambios de velocidad. Una comparativa bastante notable es
el caso de acostarse en comparación con caerse. En este caso, la silueta alcanza una tasa
de reconocimiento de ∼ 92%, pero con una gran desviación estándar, mientras que MVFI
alcanza tasas muy próximas al 100% con una mínima desviación estándar.
Dado que la detección de caídas era uno de los objetivos principales, es necesario que
la algoritmia sea capaz de distinguirla de otras acciones humanas con alta precisión. Para
ilustrar este propósito, la figura 4.8 muestra los espacios PCA y LDA para un caso de en-
trenamiento de 6-clases, con una secuencia por acción para una persona. Se puede observar
que en el espacio PCA, existen varias clases que se solapan, mientras que en la transfor-
mación LDA esas clases se separan considerablemente. En un caso real, existirían más
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Figura 4.7: Comparativa de las plantillas de movimiento para clasificación binaria entre
la acción de caer y las acciones: andar, andar exagerado o andar(2), footing, acostarse y
agacharse.
trayectorias incluídas en el entrenamiento que incluirían a diferentes personas y por lo tanto
existiría una mayor variabilidad de ejecución de las diferentes acciones humanas (clases).
Figura 4.8: Espacio de entrenamiento PCA y LDA con seis acciones humanas diferentes.
La tabla 4.2 muestra las tasas de reconocimiento que se obtienen utilizando las diferen-
tes plantillas de movimiento. Se observa que MVFI supera a las otras plantillas espacio-
temporales. Para obtener estos resultados se hizo una validación cruzada de 10 iteraciones
con todos los vídeos disponibles en nuestro repositorio para todas las seis acciones humanas
y todas las secuencias de entrenamiento de nuestra base de datos.
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Tabla 4.2: Comparativa de las tasas de reconocimiento medias (en %) a partir de las di-
ferentes plantillas de movimeinto usando una validación cruzada de 10 iteraciones con un
entrenamiento multiclase (NA = 6).
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
Plantilla
Acción (%) Andar Andar(2) Acostar Caer Sentar Agachar
Silueta 90.9 93.6 92.1 92.0 89.1 88.7
MHI 87.4 88.5 81.9 85 85.5 81.2
MVFI 99.2 99.2 97.8 99 96.4 98.1
4.6 Discusión y conclusiones
Los algoritmos descritos en este capítulo de la tesis suponen un avance en el reconocimiento
de acciones humanas a través de vídeo. Para los casos considerados, nuestro algoritmo ob-
tiene unas tasas de reconocimiento elevadas que son consistentes con trabajos similares
como el realizado por [Ahmad & Lee, 2010]. No obstante, para comparar nuestros resulta-
dos con los de otros autores de forma más precisa, deberían ejecutarse sus algoritmos con
nuestra base de datos, dado que los resultados son fuertemente dependientes de la calidad y
representación de la base de datos utilizada.
El avance más importante es el desarrollo de una nueva plantilla espacio-temporal,
MVFI, capaz de mejorar los resultados de dos de las plantillas espacio-temporales más
utilizadas como son, la silueta y MHI. Para demostrarlo, se han realizado múltiples com-
parativas que constatan que MVFI supera a los otros métodos cuando se trata de detectar
acciones caracterizadas por velocidades altas. Este trabajo resalta la importancia de cod-
ificar la información de velocidad en cada secuencia de imágenes para discriminar movi-
mientos humanos.
Además, también se ha creado una nueva base de datos con diferentes personas reali-
zando múltiples acciones humanas que está disponible para el uso por parte de la comunidad
científica (los detalles pueden encontrarse en el anexo A). A partir de los estudios realiza-
dos con este repositorio de vídeos se ha comprobado que con diferentes personas y ropa
diversa, la plantilla MVFI obtiene mejores resultados de reconocimiento que otras técnicas
habituales.
No obstante, esta técnica para detección y reconocimiento de acciones humanas supone
un primer paso para lo que sería un sistema de reconocimiento en tiempo real. Hay que
destacar que en este caso todas las acciones de nuestro repositorio están grabadas con la
cámara en la misma posición estática. Por lo tanto, sería necesario analizar los movimientos
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desde más ángulos para tener una mayor generalidad. Además, la técnica de clasificación
mediante un KNN no es la más adecuada para distinguir varias clases de movimientos en
el nuevo espacio canónico. En los siguientes capítulos se avanza en una nueva métrica de
distancia basándose en la información geométrica de la trayectoria que supone un avance
cualitativo en la técnica global de reconocimiento de acciones humanas.

Capítulo 5
Reconocimiento y puntuación
automática de rutinas de gimnasia
5.1 Objetivo
Se han presentado diferentes algoritmos en la literatura científica para analizar automáti-
camente el movimiento humano sobre vídeo. Este campo ha avanzado lo suficiente como
para que existan ya varios artículos que revisan las técnicas más importantes. En el capítulo
3 de esta tesis se hace un resumen de los más destacados.
En este capítulo pretendemos avanzar en un tipo concreto de movimientos, los de-
portivos. En el caso de detección y reconocimiento de movimientos deportivos es necesaria
la extracción de información aún más precisa, lo suficiente como para poder después asignar
una puntuación a ese ejercicio. Esta exigencia, hace que el uso de marcadores corporales
y múltiples cámaras sea lo más extendido. Son varios los trabajos que presentan diferentes
métodos para evaluar automáticamente la calidad de los movimientos del cuerpo humano en
diferentes deportes haciendo uso de marcadores [Figueiredo et al., 2012; Pers et al., 2002].
Un trabajo aplicado a gimnasia rítmica es el de [Sevrez et al., 2009], en el que analizaron
gimnastas realizando giros hacia atrás en barra fija bajo diferentes condiciones de carga
haciendo uso de diferentes marcadores que el atleta llevaba adosados a su cuerpo.
La metodología descrita en este capítulo pretende alcanzar el mismo objetivo de pun-
tuación de ejercicios deportivos pero sin el uso de marcadores debido a que estos introducen
limitaciones en la libertad de movimientos del deportista. Haciendo uso del algoritmo para
el análisis del movimiento humano desarrollado anteriormente (descrito en el capítulo 4) se
calcula la diferencia entre las trayectorias espacio-temporales de diferentes rutinas o ejerci-
cios de gimnasia y se comparan con los ejercicios que previamente puntuaron los jueces.
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5.2 Metodología
Para la evaluación de los movimientos de gimnasia se grabaron múltiples vídeos de al-
gunos de los movimientos más representativos de gimnasia rítmica con ocho atletas. Las
gimnastas eran del ’Club de gimnasia Pabellón’ de Ourense (España) con edades compren-
didas entre los 12 y 14 años y se grabaron 560 tomas de vídeo con diferentes ejercicios
gimnásticos. Todos estos vídeos fueron recogidos en un repositorio de gimnasia rítmica que
se encuentra detallado en el anexo A.
El código de puntuación [de Gymnastique, 2013] proporciona una especificación deta-
llada del sistema de puntuación en cada nivel de competición en gimnasia. No es único,
por lo tanto cada Federación de gimnasia puede utilizar diferentes códigos de puntuación.
Teniendo en cuenta este código, los diferentes ejercicios de gimnasia se pueden clasificar
en tres grandes grupos: saltos, giros o rotaciones y equilibrios. Los saltos son movimientos
en los que el cuerpo queda proyectado en el aire a través del impulso de uno o los dos pies;
el movimiento debería ser lo suficientemente alto y bien definido para demostrar la corres-
pondiente forma durante toda la proyección. Las rotaciones se definen por giros simétricos
alrededor del eje longitudinal. Para ser consideradas bien ejecutadas, una rotación debe
constar de un mínimo de 360º de desplazamiento angular, y debe estar bien definida y
establecida durante la ejecución. Un equilibrio se define mediante el mantenimiento del
cuerpo en una posición fija durante toda la ejecución. Se pueden utilizar diferentes posi-
ciones del cuerpo. Otro grupo de movimientos son los pre-acrobáticos, los cuales no tienen
una importancia fundamental como rutina individual, pero proporcionan calidad y origina-
lidad al ejercicio en su conjunto. Los elementos pre-acrobáticos incluyen movimientos que
consisten en rotaciones del cuerpo sobre el eje transversal o anteroposterior ( lo que permite
conectar la parte delantera del cuerpo con la espalda), haciendo uso de diferente tipo de
soportes como las manos o el pecho y finalizando con el cuerpo en posición longitudinal.
El estudio que aquí se presenta hace uso de tres movimientos representativos de los
grupos principales de movimientos: para la rotación se ha seleccionado un giro Passé en
360º (Fig. 5.1 (A)), para el grupo de elementos pre-acrobáticos seleccionamos la paloma
hacia adelante con apoyo de manos (Fig. 5.1 (B)), y para el salto, se utilizó una corza en
anillo (Fig. 5.1 (C)).
5.2.1 Descripción general del algoritmo
Nuestro algoritmo utiliza una combinación de técnicas de visión por computador [Szeliski,
2011] y algoritmos de aprendizaje automático [Bishop, 2006]. Se utiliza la visión artifi-
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Figura 5.1: Los diferentes movimientos analizados: (A) la rotación Passé en 360º, (B)
paloma hacia adelante con apoyo en manos y (C) corza en anillo.
cial, para extraer la información espacio-temporal a través del vídeo mediante la plantilla
MVFI. Con aprendizaje supervisado, se seleccionan los modelos y parámetros apropiados
para adaptarse al máximo a un conjunto de datos dado, de modo que para futuras consul-
tas sobre datos desconocidos, se puede realizar una clasificación correcta. En el contexto
de este tipo de aprendizajes, el refinamiento de los parámetros del modelo para adaptarse
al conjunto de datos inicial se conoce como entrenamiento, mientras que la asignación de
la puntuación/clasificación de un nuevo dato desconocido es lo que se conoce como predi-
cción. En este sistema se utiliza aprendizaje automático para clasificar un vídeo de entrada
con una rutina de gimnasia desconocida, en su correspondiente grupo de movimiento, así
como calibrar los modelos para asignar una puntuación a esa rutina que sea consistente con
las puntuaciones que los jueces expertos han puesto a una serie de rutinas “modelo”.
La figura 5.2 muestra una visión general y simplificada del flujo de trabajo de todo el sis-
tema en el que se diferencian los bloques de entrenamiento y de predicción. Durante la fase
de entrenamiento, cada fotograma del vídeo es transformado utilizando la plantilla del vec-
tor de flujo de movimiento MVFI, la cual codifica la información de velocidad en la imagen.
El siguiente paso es reducir la alta dimensionalidad de los datos mediante dos transforma-
ciones: análisis de componentes principales (PCA) y análisis lineal discriminante (LDA).
Tras estas transformaciones, las plantillas MVFI aparecerán representadas como puntos a
lo largo de una trayectoria en este nuevo espacio de dimensiones mucho más reducidas.
Las trayectorias correspondientes al mismo tipo de rutina gimnástica formarán grupos bien
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Figura 5.2: Flujo de trabajo del sistema. El bloque de entrenamiento (caja superior) recoge
varias secuencias de vídeo, las convierte haciendo uso de las plantilla MVFI y construye
el espacio propio PCA+LDA. A partir de dicho espacio, se analiza un nuevo vídeo para
puntuar su ejercicio (caja inferior).
definidos en este nuevo espacio.
La predicción de un nuevo vídeo con una rutina de gimnasia desconocida se realizará
siguiendo las mismas operaciones: proyección del vector de las plantillas MVFI de ese
nuevo vídeo en el espacio construído en la fase de entrenamiento y determinación de la
clase de movimiento más probable, basándose en la proximidad a cada uno de los grupos
existentes.
5.2.2 Creación de la plantilla MVFI y la transformación al espacio de
covarianza de velocidad
En el capítulo 4 ya se ha explicado cómo se obtiene la plantilla MVFI para cada fo-
tograma de una toma de vídeo. La principal ventaja de esta plantilla espacio-temporal es
que codifica el campo de velocidades del movimiento humano en cada fotograma, captando
las características más discriminativas de cada rutina de gimnasia rítmica. La figura 5.3
muestra el campo de flujo óptico y la plantilla MVFI para un fotograma de un vídeo que
contiene un movimiento de gimnasia rítmica, concretamente un salto.
Una vez que se obtuvieron todas las plantillas MVFI de cada fotograma del vídeo, se
utilizó un algoritmo de reducción de dimensionalidad lineal (PCA) para crear un nuevo es-
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Figura 5.3: Flujo óptico y plantilla MVFI para un fotograma de una toma de vídeo que
contiene una rutina de gimnasia rítmica (un salto).
pacio que llamamos espacio de covarianza de velocidad. Para los estudios analizados en
este capítulo con rutinas de gimnasia rítmica se utilizó PCA en combinación con análisis li-
neal discriminante (LDA) que permite minimizar la distancia entre elementos de una misma
clase y maximizar la distancia entre elementos de diferentes clases.
5.2.3 Interpretación conceptual de las trayectorias
La figura 5.4 ilustra desde un punto de vista más interpretativo, diferentes fotogramas
correspondientes a una toma de vídeo de una rutina de gimnasia junto con sus correspon-
dientes plantillas MVFI relacionándolas con los puntos concretos en el espacio de cova-
rianza de velocidad, formando así una trayectoria en dicho espacio. Cada punto es una
n-tupla de coordenadas del vector de covarianza de velocidad en el instante tn. Esas n-tuplas
de coordenadas son las que a partir de ahora renombraremos en el texto como proyecciones
en el espacio propio PCA.
En la figura 5.4 se muestra un pequeño segmento, donde las proyecciones trazan un
bucle en el nuevo espacio de covarianza. La conexión entre un punto y el siguiente se
corresponde directamente con la posición en tiempo en el vídeo real. Cada punto de la
trayectoria se corresponde con la covarianza de las velocidades por lo tanto se espera que las
velocidades que se alejen mucho de la velocidad media de todo el movimiento, produzcan
curvas más amplias en el espacio propio. Este es el caso del ejemplo, donde las partes de
la trayectoria lejos del origen representan movimientos que están más lejos del campo de
velocidad medio. En el ejemplo se puede observar que la desviacion máxima en la curva
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Figura 5.4: Trayectoria de la covarianza de la velocidad con cada punto de la curva asociada
al correspondiente fotograma y plantilla MVFI.
es cuando el cuerpo se está proyectando en el aire (cuando la velocidad es máxima en todo
ese ejercicio gimnástico) y está más alejado de la posición estática. De esta manera, los
movimientos periódicos, como correr o caminar crearán trayectorias circulares de forma
similar al espacio de fase dinámica que trazaría un péndulo periódico.
Se observa que las trayectorias de covarianza se comportan de una manera predecible,
dado que cuando se proyecta en el aire teniendo en ese momento la velocidad máxima se
representa por el bucle más amplio en el espacio de covarianza. Esto era esperado, dado
que MVFI codifica tanto la posición como la velocidad a través del campo de flujo óptico.
Por lo tanto, se puede predecir que movimientos similares, ejecutados de forma similar
tendrán trayectorias muy similares en este nuevo espacio. Si el movimiento es el mismo,
pero ejecutado de manera diferente, podemos deducir que dicha desviación estará reflejada
en las trayectorias en el espacio propio de covarianza.
La figura 5.5 ilustra esos conceptos. Se muestran varios fotogramas y las proyecciones
en el espacio de covarianza de 3 vídeos de una rutina de gimnasia rítmica (paloma hacia ade-
lante con apoyo de manos) que fueron ejecutados por tres atletas diferentes que recibieron
tres puntuaciones por los jueces expertos. Las tomas de vídeo se representan por v1, v2 y v3.
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Tanto v1 como v2 son tomas de vídeo que se corresponden con dos ejercicios realizados por
dos gimnastas que obtuvieron una elevada puntuación por parte del juez experto, mientras
que la toma de vídeo v3, se corresponde con una gimnasta que realizó un ejercicio con una
puntación inferior. Confirmando la hipótesis presentada anteriormente, los dos ejercicios de
alta puntuación tienen trayectoras similares mientras que el ejercicio de baja puntuación v3,
tiene una trayectoria radicalmente diferente. Se observa que los tres movimientos crean un
bucle circular, pero en el caso de v3 es mucho más cerrado, indicativo de que hay menos
velocidad y por lo tanto no se aleja tanto de la velocidad media del movimiento total, como
era de esperar después de una inspección visual del movimiento en la toma del vídeo.
Figura 5.5: Comparativa entre tres trayectorias de covarianza, correspondientes a tres tomas
de vídeo de tres gimnastas ejecutando una paloma hacia adelante con soporte en manos.
Dos de ellas obtuvieron altas puntuaciones (V1,V2) y la otra gimnasta una baja puntuación
(V3).
Además, se podría cuantificar la diferencia entre los dos ejercicios de mejor puntuación
(v1 y v2). Para ello, sólo necesitamos medir la diferencia entre ambos en ese espacio me-
diante alguna métrica de distancia. Se puede observar que si nuestra métrica consistiese en
la suma de las diferencias punto a punto, la distancia total entre v1 y v2 es más pequeña que
entre v1 y v3 por ejemplo. Mediante una calibración, el algoritmo podría transformar esa
métrica en otra que sea consistente con las puntuaciones realizadas por los jueces exper-
tos. Dicha calibración se realizará mediante un modelo lineal que se detallará en sucesivas
secciones.
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5.2.4 Implementación
Para este trabajo, se ha desarrollado un conjunto de herramientas software, que permiten
cubrir todos los pasos necesarios para la clasificación de diferentes rutinas de gimnasia y
su posterior puntuación; partiendo del análisis de imágenes a bajo nivel y las técnicas de
aprendizaje automático, hasta la visualización de las proyecciones en el espacio ortogonal
de la varianza de velocidad de cada fotograma.
El software está escrito en Python y utiliza varias librerías de código abierto. Para el
análisis de las imágenes a bajo nivel y la manipulación de los vídeos se ha utilizado OpenCV
[Bradski, 2000], una librería multiplataforma para tareas de visión por computador. Para la
obtención de la densidad de flujo óptico, campo que define la diferencia de vectores de mo-
vimiento entre dos pares de fotogramas, se utilizó el algoritmo de [Farnebäck, 2003]. Los
parámetros de entrada de este algoritmo, implementado en la librería OpenCV, fueron opti-
mizados para nuestro problema. Este método permite determinar con precisión movimientos
de primer plano con respecto a la escena de fondo, sin verse muy afectado negativamente
por factores de ruido en la imagen. Además de los algoritmos de visión por computador, se
desarrolló una interfaz gráfica de usuario, escrita en PyQt1, que permite una visualización
en tres dimensiones mediante el uso de las librerías de visualización VTK2 para poder re-
presentar las trayectorias MVFI. Python fue el lenguaje de programación utilizado para todo
el software de alto nivel y ha permitido demostrar que se puede realizar el análisis completo
en tiempo real, incluso utilizando un ordenador portátil de prestaciones normales.
5.2.5 Puntuación automática en rutinas de gimnasia rítmica
Con el fin de obtener una puntuación numérica de una toma de vídeo con una rutina de
gimnasia rítmica, primero se dividieron los datos en tres categorías (baja, media y alta) en
base a la valoración de los jueces expertos. Para ello, los expertos seleccionaron una toma de
vídeo representativa de cada categoría, que se transformó con la plantilla espacio-temporal
MVFI, y se obtuvo el espacio de la transformación PCA+LDA (espacio de covarianza de
velocidad). Para obtener la puntuación de un nuevo ejercicio, el sistema proyecta el nuevo
vídeo transformado con la plantilla MVFI en el espacio creado. El último paso, es obtener
una puntuación que pueda ser comparada con la del juez para lo que se usa una métrica de
distancia KNN que determina lo próxima o alejada que está esa nueva rutina de gimnasia
con respecto a las curvas/trayectorias representativas de cada clase.
1PyQt: http://sourceforge.net/projects/pyqt/
2VTK: http://www.vtk.org/
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Concretamente, nuestra función KNN produce un vector de 3 elementos cuyos compo-
nentes son las probabilidades de que ese ejercicio pertenezca a cada una de las categorías.
Está definido por k = [kbaj,kmed,kalt]. El vector k se utilizar para calcular la puntuación
absoluta a partir de una ecuación lineal que aún no es comparable con las puntuaciones de
los jueces. Para ello, se define el valor central de las puntuaciones asignadas por los jueces
en cada categoría de la forma: C = {c¯baj, c¯med, c¯alt}. Para una toma de vídeo de entrada si,
la suma absoluta sería:
wi = kbaji c¯baj + k
med
i c¯med + kalti c¯alt
Esta puntuación absoluta, wi , no está calibrada con las puntuaciones que fueron asig-
nadas por los jueces expertos. Por ello, se establece una relación entre wi y la puntuación
calibrada a través de un proceso de entrenamiento, mediante un modelo de ajuste lineal
de mínimos cuadrados. Se definen tres categorías baja, media y alta (α = {baj,med,alt})
a partir de varias de las puntuaciones que los expertos utilizaron en los vídeos de entre-
namiento, {Dα}ν=1,···n, donde ν representa los diferentes vídeos usados en cada categoría.
De esta manera, el modelo lineal para la categoría α es:
Fα(p,wi) = min
∣∣∣∣D(α)i −(p˜(α)0 wi + p˜(α)1 )
∣∣∣∣2
donde p˜α son los mejores coeficientes encontrados para minimizar el modelo lineal de
ajuste dentro de cada categoría α . Utilizando estos coeficientes se define la puntuación
calibrada consistente con las puntuaciones de los jueces expertos vendrá dada por:
Y ∗i (p˜(α),wi) = p˜
(α)
0 wi + p˜
(α)
1
En resumen, el procedimiento para obtener la puntuación calibrada de una nueva toma de
vídeo es el siguiente: (1) la toma de vídeo si es transformada en la trayectoria de covarianza
de velocidad, (2) se calcula la distancia KNN, para obtener el vector K, que representará
la probabilidad de pertenencia a cada una de las categorías C, (3) se asigna esa toma de
vídeo a una de las categorías basándose en sus valores y en los intervalos de puntuación
en cada umbral asociado a la categoría, y (4) se calcula la puntuación calibrada a partir
del correspondiente modelo lineal Y ∗i . Estos pasos se resumen en el algoritmo 2 con las
funciones más importantes.
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Algoritmo 2 Funciones principales: creación espacio propio y calibración de puntuaciones.
1: function TRANSFORMATION(Inputs: S) ⊲ S, conjunto de vídeos
2: for i→ NT do ⊲ NT , número total de tomas
3: s′i =MVFI(si) ⊲ Crear MVFI
4: end for
5: for i, j = 1→ NT ,n(s′i) do ⊲ n(s′i), número de fotogramas de la toma s′i
6: zi, j =VExi, j ⊲ transformación PCA+LDA
7: end for
8: return Z,V,E ⊲ Z, zi, j valores. V,E, matriz PCA y LDA
9: end function
10: function SCOREPREDICTOR(Entradas: Z,V,E,s) ⊲ s, nueva toma para puntuar
11: s′ =MVFI(s) ⊲ Crear MVFI
12: for j = 1→ n(s′) do ⊲ n(s′), número de fotogramas
13: z j =VEx j ⊲ Proyección en el espacio
14: [kba jj ,kmedj ,kaltj ] = KNN(z j ,Z) ⊲ KNN para determinar la categoría α
15: end for
16: w = kba j c¯ba j + kmed c¯med + kalt c¯alt ⊲ La suma absoluta
17: Y ∗ = p˜(α)0 w+ p˜
(α)
1 ⊲ Puntuación calibrada
18: return Y ∗
19: end function
5.3 Resultados
Tras realizar el procedimento descrito en la sección anterior, se obtiene la correspon-
diente trayectoria con todas las covarianzas de la velocidad de cada fotograma.
Figura 5.6: Proyecciones de diferentes acciones en el nuevo espacio. Las secuencias de
acciones se muestran con sus correspondientes plantillas MVFI (izquierda). Se muestra la
proyección de nuevas tomas de vídeo en el espacio propio con dos o tres acciones (derecha).
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Para analizar la precisión de esta algoritmia, se utilizaron tres rutinas de gimnasia (A1,
A2, A3) como se muestra en la figura 5.6, junto con sus proyecciones en el espacio propio.
Todos los espacios propios de covarianza, excepto el de la parte inferior derecha, se crearon
con dos tipos de acciones diferentes, mientras que el último espacio (abajo a la derecha)
se construyó con tres acciones diferentes. En la figura 5.6 se puede observar que todos
los grupos de acciones se distribuyen en zonas separadas y distinguibles dentro del espacio
propio.
Para comparar los movimientos humanos de dos tomas de vídeo diferentes, es nece-
sario hacer una primera sincronización para indicar el inicio del movimiento deseado. Para
ello, se realizó esta sincronización manualmente determinando el inicio de todos los vídeos.
Además, se dividió cada rutina de gimnasia en tomas de vídeo más pequeñas que permi-
tieron segmentar cada ejercicio en movimientos más atómicos capaces de capturar las partes
esenciales del movimiento en su conjunto.
Figura 5.7: Demostración de varias trayectorias de prueba: (a) una toma de vídeo con una
baja puntuación P1 and (b) una toma con una alta puntuación P2, las cuales son proyectadas
en el espacio propio y mapeadas a su respectiva categoría (baja (L), media (M), y alta (H)).
La figura 5.7 muestra un ejemplo de varios segmentos sincronizados pertenecientes a
diferentes tomas de vídeo y gimnastas. Una vez proyectados cada uno de esos segmentos de
vídeo en el espacio propio podemos determinar el movimiento con una simple clasificación
de los n vecinos más cercanos (KNN). La figura 5.7 muestra las proyecciones del conjunto
de entrenamiento (tomas de vídeo representativas de ejercicios con puntuaciones alta, me-
dia y baja). Además, se muestra la proyección de dos nuevas tomas de vídeo con ejercicios
realizados con una puntuación baja y alta. La figura 5.7 (a) muestra la proyección de un
movimiento con puntuación baja (anotado como P1) demostrando que su trayectoria es muy
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Video
Evaluación Juez Evaluación sistema
Global Específica valores KNN CalificaciónFluidez Forma Recuperación Alt Med Baj
A
lt v1 9 7 7 7 1 0 0 Alt (8.9)
v3 7,5 7 6 7 0.64 0.30 0.06 Alt (7.6)
v6 8 7 5 6 0.42 0.36 0.22 Alt (7.7)
M
ed
v2 6 6 5 6 0.42 0.52 0.06 Med (6.9)
v4 5 5 4 4 0 1 0 Med (5.7)
v5 6 6 5 4 0.62 0.35 0.03 Alt (7.6)
v7 7 6 5 6 0.32 0.5 0.18 Med (6.2)
v8 6 6 4 4 0.38 0.54 0.08 Med (6.7)
B
aj v9 3 2 1 1 0.05 0.20 0.75 Baj (3.4)
v10 2 1 1 0 0 0 1 Baj (2.4)
Tabla 5.1: Resultados de varias ejecuciones de la paloma hacia adelante con apoyo de
manos. Se muestra una comparativa entre la puntuación de los jueces y las de nuestro
sistema.
similar a la rutina de entrenamiento puntuada como baja (anotada como L). De la misma
forma, la figura 5.7 (b) muestra otro ejemplo de una nueva rutina de alta puntación proyec-
tada en el espacio (anotada como P2) con una trayectoria muy similar a la del movimiento
de alta puntuación del entrenamiento (anotada como H).
Una vez que una nueva toma de vídeo con algún movimiento gimnástico (rotaciones,
saltos o pre-acrobacias) es proyectada en el espacio, se le aplica el procedimiento descrito
en la subsección anterior para anotar una puntuación calibrada. En este estudio se utilizaron
puntuaciones de jueces expertos en un rango entre 1 y 10 y limitadas a valores enteros.
La tabla 5.1 muestra un subconjunto de los resultados obtenidos con la rutina de una
paloma hacia adelante con apoyo en manos. Se puede observar la puntuación media de los
jueces expertos, al igual que las puntuaciones por categoría (fluidez, forma y recuperación)
que son utilizadas para obtener la puntuación final del ejercicio. Además, también se mues-
tran los valores de la tupla obtenida con el KNN, que indican la fracción de puntos que
clasifica dentro de cada categoría. Estos valores son utilizados en el modelo lineal descrito
anteriormente para obtener la puntuación final calibrada. Como se puede observar, nuestros
resultados predichos son muy similares a las puntuaciones globales que realizó el juez ex-
perto. Sólo una rutina de las 10 presentadas en esa tabla fue erróneamente clasificada por
nuestro sistema. En la figura 5.8 se muestra unos resultados de ejemplo de calibración entre
las puntuaciones de los jueces expertos y los resultados obtenidos con el KNN. Este proce-
dimiento de ajuste para cada categoría (baja, media y alta) en la parte superior de la figura
se complementa con una comparativa entre las puntuaciones reales de los jueces y las que
fueron obtenidas por nuestro sistema (gráfico inferior).
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Figura 5.8: Resultados de las puntuaciones obtenidas para la rutina de paloma hacia ade-
lante con apoyo de manos: (imagen superior) ajuste de las puntuaciones absolutas de KNN
a las de cada categoría definidas por los jueces, (imagen inferior) comparación estadística
de las puntuaciones del juez con las calibradas obtenidas.
Para validar la precisión de nuestra algoritmia realizamos una validación cruzada de 10
iteraciones con los vídeos de nuestro repositorio (anexo A) que contenían estas 3 acciones.
Para calcular la sensibilidad y la sensitividad se utilizaron todas las posibles combinaciones
binarias (por ejemplo: vídeos puntuados como de calidad alta/media y los que son puntua-
dos como baja), analizando los siguientes parámetros: VPexperto número de tomas de vídeo
de gimnastas que fueron clasificados por los jueces expertos como medias/altas, V Nexperto
número de tomas de vídeo puntuadas por los expertos como bajas, V Psistema número de
tomas de vídeo que fueron clasificadas correctamente como medias/altas coincidiendo con
la valoración del juez experto, VNsistema vídeos puntuados como bajos por el sistema coinci-
diendo también con la puntuación del juez experto. Por lo tanto, los valores FP es el número
de tomas de vídeo que son consideradas medias/altas por el sistema pero el juez las valoró
con puntuación baja, y FN son los vídeos clasificados con puntuación baja por el sistema
pero el experto los puntuó como medios/altos.
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Action VPexperto VNexperto VPsistema VNsistema FP FN S R
Salto 18 12 17 10 1 2 0.91 0.89
Giro 18 12 16 7 5 2 0.58 0.89
Paloma 20 10 18 9 1 2 0.9 0.9
Tabla 5.2: Comparativas entre la evaluación de nuestro sistema y la de los jueces exper-
tos. Las puntuaciones de los jueces expertos proporcionan una primera aproximación para
testear las puntuaciones obtenidas con nuestro sistema mediante: los falsos positivos (FP),
falsos negativos (FN), la especificidad (S), y la sensibilidad (R).
Partiendo de estas definiciones se puede calcular la sensibilidad R y la especificidad S. El
primer parámetro para medir la exactitud de nuesto sistema R se corresponde con la propor-
ción de verdaderos positivos reconocidos por nuestro algoritmo R = V Psistema/(TPsistema +
FN). La especificidad S es el otro parámetro utilizado y sirve para medir la tasa de ver-
daderos negativos normalizados por el número total de acciones puntuadas como bajas por
el experto. S = V Nsistema/(VNsistema +FP). Estos parámetros nos sirven para cuantificar
los resultados de nuestros algoritmos en comparación con las puntuaciones puestas por los
jueces expertos. La especificidad de nuestro sistema es ≈ 90% a excepción de la rutina de
gimnasia de giros, que está justificada en parte porque los ejercicios de las gimnastas esta-
ban en ocasiones muy ajustados a los límites de los umbrales de las tres categorías. Además
se puede ver que la sensibilidad es también ≈ 90% para todas las acciones contempladas
(Tabla 5.2).
5.4 Discusión y conclusiones
Son varias las investigaciones que han descrito la importancia de tener sistemas capaces
de evaluar automáticamente aspectos biomecánicos en movimientos de gimnasia. La cali-
dad técnica de una rutina de gimnasia es un ejemplo de ello. Un sistema capaz de realizar esa
tarea permitiría al juez liberarse de la evaluación de esos aspectos y concentrar su atención
en aspectos más artísticos y estéticos tales como la maestría, expresividad o la originalidad
de la coreografía presentada. Actualmente, el proceso de evaluación presenta una excesiva
complejidad que pueden suponer múltiples errores a la hora de evaluar el ejercicio, debido
principalmente a la dificultad de memorizar todo el catálogo de puntuación de ejercicios
gimnásticos [de Gymnastique, 2013; Ste-Marie & Bottamini, 2003; Ste-Marie et al., 2001].
En este capítulo, se presenta un conjunto de algoritmos capaces de clasificar y puntuar au-
tomáticamente la calidad de diferentes movimientos de gimnasia rítmica.
5.4 Discusión y conclusiones 61
Los resultados obtenidos, suponen una contribución significativa de cara a un futuro
sistema totalmente automatizado que permitiría ayudar a los jueces en tiempo real en una
competición. Nuestro software es capaz mediante algoritmos de aprendizaje automático de
reconocer diferentes movimientos y automáticamente asignar puntuaciones asociadas a la
calidad de esos movimientos. El estudio presentado en esta tesis abre la puerta a una posible
anotación automática de todas las acciones del catálgo de la CoP que presenta un total de
150 movimientos.
El sistema ha sido validado con tres categorías de movimiento de gimnasia rítmica
(saltos, rotaciones y pre-acrobacias). Estos movimientos se caracterizan porque presen-
tan una estructura espacio-temporal muy diferente. Por ejemplo, en el salto existe una fase
de vuelo en el que el cuerpo del atleta se encuentra en suspensión en el aire sin contacto con
el suelo. La rotación Passé en 360º tiene como característica principal la rotación del cuerpo
sobre el eje longitudinal. Y por último, en los movimientos pre-acrobáticos el cuerpo utiliza
el eje transversal o anteroposterior para realizar rotaciones con apoyo en las manos, espalda
o pecho.
Las diferencias entre este tipo de movimientos son discernibles en las trayectorias de su
covarianza de velocidad. El trabajo demuestra que los movimientos similares tienen trayec-
torias similares en el nuevo espacio. Además, se muestra que las diferencias de calidad entre
los ejercicios se pueden inferir de la distancia relativa entre las distintas trayectorias, y por lo
tanto, se les puede asignar automáticamente la puntuación correspondiente. Esto es posible
porque las trayectorias codifican de manera única tanto la información temporal como es-
pacial de ese movimiento. Por ejemplo, durante la rotación Passé 360º, la posición espacial
del gimnasta no varía, mientras que en la paloma hacia adelante, el cuerpo inicia y finaliza el
ejercicio en posiciones espaciales totalmente diferentes (aproximadamente un metro de dis-
tancia). Estas características son muy importantes en el movimiento y quedan codificadas
en la trayectoria. A su vez, también el desarrollo temporal y fluidez del ejercicio es diferente
en los tres tipos de movimientos que han sido comparados. Por ejemplo, la duración de un
salto es muy diferente a la de una rotación o a la de un elemento pre-acrobático. Además, el
desarrollo temporal de una rotación o una pre-acrobacia es más suave y continuo, mientras
que el salto requiere más fuerza física con cambios más bruscos de intensidad en el movi-
miento. Todos estos factores se manifiestan en la distancia y distribución de los puntos a lo
largo de las trayectorias proyectadas en el nuevo espacio.
El método que hemos presentado pemite obtener automáticamente puntuaciones de ruti-
nas atómicas de gimnasia rítmica con una precisión aproximada del 85%. No obstante,
como se ha descrito anteriormente, la puntuación final del ejercicio de un gimnasta se basa
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en la suma de todas las puntuaciones de las rutinas individuales. Los algoritmos presentados
permiten distinguir entre movimientos del mismo tipo, categorizándolos en diferentes nive-
les de calidad de ejecución (alta, media y baja), para posteriormente asignar una puntuación
con un alto nivel de consistencia con las evaluaciones emitidas por los jueces expertos en
ejercicios de referencia. Para el uso de esta algoritmia en una competición en tiempo real,
sería necesario realizar una alineación automática de los movimientos de tal manera que en
un flujo de vídeo, fuese capaz de determinar el inicio de cada rutina de gimnasia. Una vez
realizada esa alineación automática, se podría obtener la puntuacion automática calibrada
de cada ejercicio atómico. Además, nuestro método puede ser extendido al uso de múltiples
cámaras, que permitirían obtener más información desde diferentes ángulos y por lo tanto
mejoraría la tasa de acierto de nuesto sistema.
Finalmente, destacar la importancia del uso de las técnicas espacio temporales a través
del espacio de covarianza de velocidad porque contienen suficiente información para dife-
renciar la calidad entre diferentes ejercicios deportivos. Todas las trayectorias que forman
los vídeos en este espacio son diferentes, y por lo tanto se puede comparar la similiaradid
de un ejercicio respecto a otro mediante algún tipo de métrica de distancia entre ellas. Esta
algoritmia supone un pequeño avance en la puntuación automática de ejercicios de gimnasia
rítmica de una manera objetiva.
Capítulo 6
Búsqueda e indexación de vídeos basada
en contenido visual
6.1 Introducción
En los últimos años uno de los desafíos que atrae mucha atención en visión por com-
putador es el reconocimiento de acciones humanas para realizar búsquedas en tiempo real
en repositorios de vídeo. Un algoritmo capaz de realizar una búsqueda basada en contenido
visual y no en base a etiquetas, daría mucha mayor robustez a dichas búsquedas. El uso de
etiquetas para clasificar un vídeo, no proporciona información suficiente para que se pueda
indexar y buscar correctamente un vídeo. Una muestra la tenemos cuando hacemos uso de
repositorios tan conocidos como youtube.
Por todo ello, un paradigma de recuperación de vídeos basada en contenido visual (Con-
tent based video retrieval (CBVR) en inglés), donde las consultas se realizan mediante la
comparativa del contenido multimedia, supondría un método mucho más rico en informa-
ción y por lo tanto en resultados. Dentro de este paradigma, los algoritmos de visión por
computador juegan un papel fundamental para buscar y analizar la información espacio-
temporal asociada. Estos métodos son capaces de extraer de cada vídeo un vector de pa-
trones y características que serán los que permitirán realizar las comparaciones. Algunos de
los aspectos fundamentales para desarrollar buenos algoritmos son: rapidez, es necesario
que se ejecute en tiempo real; robustez, que sea capaz de admitir todo tipo de vídeos y análi-
sis; y precisión, los algoritmos de visión por computador deben ser capaces de captar los
vectores de características de las acciones humanas.
En este capítulo de la tesis se presenta un sistema CBVR haciendo uso de los algoritmos
de reconocimiento de acciones humanas que fueron presentados en los capítulos anteriores
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pero añadiendo mejoras significativas en cuanto a la discriminación de las diferentes accio-
nes. El objetivo planteado es la indexación y búsqueda automática de vídeos grabados o
proporcionados por un flujo de vídeo en tiempo real. La transformación espacio-temporal
de segmentos del vídeo, permite obtener trayectorias en el nuevo espacio PCA o kernel-PCA
de covarianza de velocidad que son las que permitirán indexar los vídeos en el respositorio.
El ambicioso objetivo de llevar a cabo CBVR ha permitido avanzar en la parte de la
comparativa de las trayectorias como pieza clave en el paradigma completo. Para ello se
propone un esquema de clasificación basado en la geometría diferencial local de las trayec-
torias en el espacio de covarianza de velocidad. En este método que definimos como nube
de trayectorias de puntos, cada punto n-dimensional contiene información sobre el entorno
local de la trayectoria, y la información de todo el conjunto de puntos constituye la nube. De
esta forma, el algoritmo trabaja a dos escalas para determinar la distancia entre diferentes
trayectorias (acciones). En el caso de que las trayectorias estén muy separadas en el espacio,
la métrica de distancia entre ambas estará dominada por los centroides de esas trayectorias.
En el caso de trayectorias que se solapan parcialmente, es el hiperplano medio el que de-
fine la orientación única de las trayectorias y en el caso de que exista una superposición
significativa, es la información local la que domina la métrica de distancia.
Este nuevo planteamiento proporciona un método más robusto para diferenciar trayec-
torias en este nuevo espacio, que es válido para el caso de acciones muy diferentes y para
acciones parecidas que se encuentran en el mismo plano o similares. A pequeña escala, son
los puntos individuales los que proporcionan información local de esa trayectoria en base a
las propiedades geométricas de la curva y por lo tanto permiten inferir la pertenencia de esa
nueva acción a un tipo de movimiento u otro. A lo largo de este capítulo se demuestra que
esta métrica de distancia es más eficaz que los clasificadores tradiciones basados en méto-
dos como KNN debido principalmente a que esos métodos no poseen información sobre
la conexión entre los puntos de la trayectoria. La eficacia de este nuevo método reside en
que analiza los movimientos desde una perspectiva local y global permitiendo direrenciar
cualquier tipo de movimiento a pesar de que tengan pequeñas diferencias.
La figura 6.1 muestra un diagrama de bloques del paradigma completo del sistema
CBVR que consiste en dos etapas bien diferenciadas pero a su vez interconectadas: la
indexación y la búsqueda o consulta. En la parte de indexación, se procesa un conjunto
de vídeos haciendo uso de los algoritmos de visión por computador y se anotan con su
correspondiente acción humana (caminar, correr, saltar, agacharse, etc) en tiempo. La al-
goritmia de visión por computador es la explicada en capítulos anteriores para extraer la
información espacio-temporal y realizar una transformación PCA o kernel-PCA al espacio
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Figura 6.1: Clasificador de la nube de las trayectorias de puntos: Las dos fases principales
del sistema CBVR para indexar y recuperar vídeos de acciones humanas de un reposito-
rio: indexación produce las trayectorias espacio temporales que codifican la covarianza
de velocidad en tiempo y consulta que realiza los mismo pasos de procesamiento, pero
además realiza la comparativa de los hiperplanos y los vectores de características espacio-
temporales.
de covarianza de la velocidad. La diferencia radica en el nuevo método para distinguir las
diferentes trayectorias que anteriormente eran analizadas como un todo. Ahora, cada punto
tiene información local de la geometría de la curva y el conjunto de todos los puntos deter-
minan un hiperplano osculador medio único para cada trayectoria. Esta meta-información
asociada a un determinado vídeo es la que se almacena en la base de datos. En la fase de
búsqueda o consulta, se procesa cada nuevo vídeo siguiendo los mismos métodos anteriores
y una vez proyectado en el espacio creado se realizan las comparativas necesarias entre la
meta-información de la consulta y la meta-información almacenada en la base de datos.
6.2 Curvatura diferencial local para distinguir acciones hu-
manas
Uno de los principales problemas en algoritmos de clasificación como KNN es la difi-
cultad para distinguir diferentes trayectorias de varios tipos de acciones en las que muchos
de sus puntos se cruzan entre ellas, especialmente cerca del origen, cuando la covarianza de
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la velocidad es próxima a cero. Esos puntos próximos a cero hacen referencia a fotogramas
del vídeo que tienen poco aporte de velocidad con respecto a la media en el espacio de cova-
rianza. Teniendo en cuenta que todas las acciones tienen en algún momento, algunas partes
del movimiento con muy poca velocidad, la superposición entre diferentes clases en esta
área del espacio es un problema común. Esa es la razón por la que una métrica de distancia
basada en el conjunto de puntos sin tener en cuenta información referente a la amplitud de
la curva, orientación espacial y conexión entre los puntos, parece no ser la mejor opción
como métrica de distancia.
En su lugar, se define el nuevo concepto de nube de las trayectorias de puntos que
permite definir una nueva métrica de distancia basada en las diferencias geométricas locales
de la curva. Se trata de un método que usa diferentes escalas para analizar las trayectorias
de las acciones. En una escala superior, las curvas espacio-temporales se definen mediante
el plano osculador medio único que las define. En una escala inferior, cada punto de la
trayectoria contiene características geométricas locales, tales como la curvatura y la torsión,
que proporcionan información sobre la forma en que esa curva está conectada en tiempo.
Con esa información combinada en ambas escalas, podemos discriminar mejor las acciones
y es lo que denominamos clasificador de la nube de trayectorias de puntos.
Una descripción cualitativa del método es la que se muestra a continuación. La trayec-
toria espacio-temporal se parametriza a través de una constante de velocidad y distancia
(longitud de arco), simplificando la geometría diferencial. La trayectoria se divide en var-
ios segmentos secuenciales, γi (donde i = 1, · · · ts), que se solapan de manera similar a una
ventana móvil con solapamiento. Esos segmentos sirven para determinar las propiedades
locales de la curva: la curvatura, torsión y el movimiento ortogonal a lo largo de la longi-
tud de arco, partiendo de las ecuaciones n-dimensionales de Frenet-Serret (FS) [Gray et al.,
2006; Zucker, 2006] que permiten describir las curvas en el espacio de n dimensiones. Por
cada segmento γi, obtenemos su vector binormal bi, que define el plano osculador definido
por esa curva. En base a la contribución ponderada de todos los vectores binormales bi, se
obtiene el hiperplano osculador medio para la trayectoria completa. Cada vector binormal
se pondera proporcionalmente al radio de la curvatura. La curvatura es una medida de cómo
la curva se desvía de una línea recta, mientras que la torsión permite cuantificar cuando la
curva se mueve fuera del plano. Por lo tanto, los segmentos con grandes radios de curvatura
van a contribuír en mayor medida para definir el hiperplano medio, mientras que los que
poseen menos radio, contribuyen menos. Este hiperplano único puede ser utilizado en una
métrica de distancia para distinguir diferentes trayectorias basadas en los ángulos entre los
diferentes hiperplanos.
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La nube de trayectorias de puntos C es una manera de describir las diferentes escalas
asocidadas con esa trayectoria. Localmente, cada punto contienen no solamente informa-
ción espacial, sino que también proporciona información sobre cómo está conectado a otros
puntos. En una escala superior, la trayectoria entera se trata como una nube de puntos,
basándose en el centroide Ccm y el radio medio. Esta información multi-escala permite dis-
tinguir trayectorias en tres situaciones en función de la separación de los centroides de la
nube de puntos, (a) aproximadamente cero (nubes superpuestas), (b) aproximadamente el
mismo radio de la nube de puntos pero con una distancia superior a cero, o (c) centroides
muy separados. El segundo y tercer caso, pueden clasificarse bien mediante algoritmos de
agrupación (clustering) como es el caso del común KNN. Pero en el caso de que las trayec-
torias se solapan, el nuevo método permite usar información adicional de las propiedades
geométricas locales para distinguir puntos.
6.2.1 La nube de trayectorias de puntos
Para ilustrar las definiciones y conceptos asocidados, la figura 6.2(A) muestra las trayec-
torias de dos acciones humanas con sus respectivas nubes de puntos de la trayectoria en el
espacio de covarianza (C1, y C2). Los puntos a lo largo de las trayectorias representan
las plantillas MVFI de cada fotograma transformados en el espacio kernel-PCA. Mediante
una simple inspección visual se pueden observar dos características importantes: las curvas
parecen situarse en planos separados, y esas curvas están parcialmente superpuestas. La
figura muestra la superficie de la nube y el radio medio de la nube RC que se utilizarán para
la métrica de distancia. Los vectores bi son los vectores normales ponderados para construir
el hiperplano osculador medio.
La figura 6.2(B) muestra dos regiones aisladas a lo largo de la trayectoria, eliminando
el resto de detalles para una mejor visualización, donde se seleccionaron varios segmentos
de la curva γi. Estos segmentos se encuentran parcialmente solapados y forman un conjunto
{γi} como se describió anteriormente. La figura muestra como cada segmento de la curva,
γi, puede utilizarse para calcular la información local, la curvatura y la torsión. Hay que
tener en cuenta que cada segmento define planos y curvaturas diferentes; es el plano medio
ponderado en base a todos estos planos parciales el que define la trayectoria en su conjunto.
En la figura 6.2, γ1(s) es el segmento en verde, con el vector binormal b1, que está ligera-
mente fuera del plano definido por γ3(s). El segmento de curva descrito por γ2 está también
fuera del plano y tiene el vector binormal b2. Podemos ver que la curvatura de γ2 es más
alta que γ1 o γ3, y por lo tanto contribuirá menos al vector resultante, dado que ese vector es
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Figura 6.2: A. Ilustración de diferentes hiperplanos formados a partir de la media espacio-
temporal de la nube de trayectorias de puntos. B. Vista detallada de tres segmentos se-
cuenciales de la curva superpuestos, γi, mostrando los vectores binormales de sus planos
propios.
calculado mediante los vectores parciales ponderados por el radio de su curvatura.
6.2.2 Propiedades diferenciales locales
La trayectoria: En esta sección se formalizan las ideas previamente descritas desde un
punto de vista más conceptual. La curva de una trayectoria, r, se parametriza por su longi-
tud de arco s a través del mapeado de s 7→ r(s). En la práctica, la trayectoria se representa
en términos de B-splines [Catmull & Clark, 1978; Wahba, 1990]. Las B-splines son fun-
ciones de suavizado que están parametrizadas en términos de la longitud de arco a través de
polinomios. De esta manera, pueden utilizarse para calcular las propiedades diferenciales
locales de las trayectorias de una manera eficiente.
Formalmente, podemos definir el grado k de una B-spline como Sk,t(x) y su primera
derivada como:
Sk,t(x) = ∑
i
αiBi,k,t(x) (6.1)
S′k,t =
d
dx ∑i αiBi,k = ∑i (k−1)
αi−αi−1
ti+k−1− ti
Bi,k−1 (6.2)
donde Bi,k,t(s) son las funciones de base polinomial que se corresponden con las funciones
de la longitud de arco s. Los k puntos son llamados k-nodos y son los puntos de control
para la longitud de arco de la curva. Las derivadas de mayor orden pueden obtenerse de
manera similar. Estas ecuaciones se utilizarán para obtener expresiones polinomiales para
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la curvatura κ(s), la torsión τ(s), y los vectores Frenet-Serret (FS).
Longitud de arco y marco local: Definimos la longitud de arco de diferentes segmentos
discretos de la trayectoria k, rk(s) como γki de longitud σi = ∆s. La trayectoria consiste de
una colección de segmentos de arco: rk(s) = {γi(σi)}, para i = 1,2, · · · ,n. En la práctica,
tomamos longitudes de arco que sean iguales σi = σ para todos los i.
Por cada segmento γi(σ), se calcula la curvatura media κi(σ) y torsión τi(σ) centrada
dentro del intervalo σ para si, para realizar la integral de cada segmento de la curva. Las
ecuaciones de la curvatura κ(s) y de la torsión τ(s) en términos de la trayectoria r(s) a lo
largo de toda la curva, y los valores medios para cada segmento γi vienen dados por:
κ(s) =
|r′(s)× r′′(s)|
|r′(s)|3
, 〈κ(si)〉=
1
σ
∫
γi
κ(s′)ds′
τ(s) =
(r′(s)× r′′(s)) · r′′′(s)
|r′(s)× r′′(s)|2
, 〈τ(si)〉=
1
σ
∫
γi
τ(s′)ds′
Con estas magnitudes, podemos obtener las ecuaciones generales n-dimensionales de
Frenet-Serret (FS), dadas en términos de los vectores (t,n,b). El vector tangencial (t) es
la derivada de la trayectoria con respecto a la longitud de arco s, t = dr/ds = r′ (Figura
6.3 (A)), t1 es tangente a la curva γ1 ). El vector normal (n) se determina tomando la
derivada de la trayectoria con respecto al t e inversamente proporcional a la curvatura. Por
lo tanto, n = t′/||t′|| = t′/κ(s). El vector binormal (b) se calcula con el producto vectorial
entre el vector normal y tangencial y también relacionado con la torsión: b = t×n. Ahora,
disponemos de la ecuación exacta del vector binormal que se utiliza para definir el plano de
la curva, el hiperplano osculador.
Dada una trayectoria r(s)= {γi}, se puede encontrar el tiedro de FS: la curvatura media y
torsión media para cada segmento γi,k, de tal forma que ξi = (ti,ni,bi,〈κi〉,〈τi〉)k, y el plano
osculador medio puede obtenerse mediante la suma ponderada bi de todos los segmentos de
arco de tal forma que el vector resultante 〈bk〉 definirá el plano de la trayectoria. La figura
6.3(A) muestra cómo las contribuciones ponderadas de cada bi dependen de la curvatura.
Los pequeños bucles que están fuertemente curvados (valor alto de κ), en el caso de γ2,
deberían contribuír menos en la definición del plano medio que los segmentos con un radio
de curvatura amplio (como γ1 en la figura).
Haciendo la conexión de la dependencia temporal de la trayectoria como punto en una
secuencia de vídeo, el vector binormal resultante es realmente un plano osculador medio en
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tiempo. La ecuación viene dada por:
〈b〉= β ∑
i
( β
κ2i
)
bi
donde β es una constante de normalización.
Figura 6.3: A. Resultado de la suma ponderada de los vectores binormales. El FS para cada
curva proporciona la dirección ponderada en base al radio medio de la curvatura y la torsión.
B. Comparativa que muestra como el vector FS binormal usa la trayectoria para determinar
el plano correcto a diferencia de un método de descomposición en valores singulares SVD
(líneas rojas) o una simple triangulación geométrica (líneas verdes).
Descripciones alternativas para crear planos: Existen muchas técnicas alternativas para
obtener el hiperplano medio que corta un conjunto de puntos, que no dependen de las pro-
piedades diferenciales de las curvas. Sin embargo, el método que se presenta en esta tesis
tiene la ventaja de que proporciona información local geométrica que puede ser usada en
varias escalas. La figura 6.3(B) ilustra dos alternativas para obtener el plano medio de
un conjunto de puntos en 3-dimensiones. Si no existe conocimiento de cómo están los
puntos conectados, una descomposición en valores singulares (Singular Value Decomposi-
tion (SVD) en inglés) proporciona un procedimiento simple de proyección para encontrar
el mejor plano que se ajusta a ese conjunto de puntos en términos de mínimos cuadrados.
Este método fallará frecuentmente al coincidir con planos definidos por puntos conectados,
como se muestra en la figura 6.3(B) (indicado por el plano p2). Otro método para cons-
truir el plano medio a partir de los puntos conectados consiste en construir los polígonos
sucesivos de los correspondientes segmentos, también mostrados en la figura 6.3(B)
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6.2.3 Pasos en el algoritmo de clasificacion de la nube de trayectorias
de puntos
En la figura 6.4 se muestran los pasos para obtener el clasificador de la nube de trayecto-
rias de puntos. En las secciones previas, se decribieron los pasos 1 y 2, donde se definieron
los conceptos generales de la nube de trayectorias de puntos con el conjunto de segmentos,
γi, y el plano osculador medio en tiempo a partir del vector resultante binormal 〈b〉. Esta
información se utilizará para desarrollar una métrica de distancia que clasifique cada nueva
acción desconocida de un vídeo como una de las clases de acciones que fueron previamente
entrenadas.
Figura 6.4: Pasos en el algoritmo para inferir la acción humana que se realiza en un nuevo
vídeo basándose en el concepto de la nube de las trayectorias de puntos.
En el paso 3 de la figura 6.4, se usa cada trayectoria rk para calcular las medidas
macroscópicas: el centroide de la nube definido por la trayectoria C(k)CM, así como el ra-
dio medio de la nube RCk . A partir de estas definiciones, podemos expresar cada nube de
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trayectorias de puntos C k como la tupla:
ψk ≡ ψ(C k) = ({ξi}k,〈bk〉,C(k)CM,RCk)
donde el conjunto {ξi} = (ti,ni,bi,〈κi〉,〈τi〉)k, contiene las propiedades locales de cada
trayectoria de puntos en esa nube.
La pregunta que nos planteamos ahora es: ¿Cómo puede ayudarnos esa información de
las trayectorias a distinguir entre acciones de diferentes clases? La figura 6.5 demuestra
diferentes escenarios posibles que pueden ocurrir entre diferentes acciones humanas desde
el punto de vista de las nubes de sus trayectorias. Los ejemplos definen tres casos en los
cuales la métrica de distancia definida anteriormente nos permitirá distinguir esas acciones
humanas:
• Caso 1 (arriba a la izquierda): las trayectorias se solapan. Este es el caso en el que
las trayectorias se corresponden con la misma acción. Para esta situación, nosotros
queremos que la distancia solamente esté guiada por el centroide, (r(k)CM), la cual será
próxima a cero. Por lo tanto, en este caso queremos eliminar las contribuciones de
la métrica de distancia que corresponden a la orientación de los hiperplanos medios.
Si lo que queremos es distinguir detalles concretos entre estas acciones de la misma
clase, se usará un KNN especial, que nosotros hemos llamado KNN difuso para la
nube de puntos, que se describirá a continuación.
• Caso 2 (abajo a la izquierda): las trayectorias están separadas por una distancia menor
al radio medio de la nube de puntos, RC . En este caso, las trayectorias pueden estar
parcialmente solapadas. Este es el caso que puede suponer más ambigüedades con
otro tipo de métricas. Es aquí, donde tiene mayor aplicación el método de cálculo del
hiperplano medio. En esta situación, queremos que la métrica de distancia tenga su
mayor contribución a partir de los vectores normales del hiperplano 〈bk〉, para que de
esta forma la distancia sea máxima.
• Caso 3 (arriba a la derecha): es el último caso, en el que las trayectorias están se-
paradas por una distancia mayor a la de los radios de las nubes de puntos. En esta
situación, el centroide de la nube es suficiente para distinguir satisfactoriamente las
clases. Por lo tanto, aquí la contribución de la orientación del hiperplano debería ser
menor que la contribución del centroide para maximizar así la distancia.
Todos estos casos se reflejan en el parámero α (abajo a la derecha en la figura 6.5) para
lograr la óptima separación de las nubes de trayectorias de puntos ∆Ccm(ψ,ψ ′). La función
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responde bien a los tres casos descritos previamente: (a) es cero cuando la separación es
aproximadamente cero α(∆Ccm ≈ 0)→ 0, (b) es máxima cuando la separación es próxima
al radio medio , α(∆Ccm(ψ,ψ ′) ≈ R) = αmax , y (c) decrementa exponencialmente para
separaciones superiores al radio medio, α(∆Ccm(ψ,ψ ′)≫ R)∼ exp(−λ∆Ccm(ψ,ψ ′))
La función α que modulará la orientación del hiperplano en la métrica de distancia entre
las trayectorias de nubes de puntos se puede observar en la figura 6.5(abajo a la derecha) y
viene dado por:
α = β exp[−λ1∆Ccm(ψ,ψ ′)]
(
1− exp(−λ2∆Ccm(ψ,ψ ′))
∆Ccm(ψ,ψ ′)
)
(6.3)
donde ψ y ψ ′ son las dos tuplas de las nubes de trayectorias definidas previamente; los
parámetros libres β , λ1, y λ2 se escogen como una función del radio de la nube; β es
una constante de escala, λ1 controla como de inclinada está la función si es próxima al
origen, que es cuando la función se corta rápidamente, mientras que λ2 controla la larga
cola exponencial, que tendrá valores más grandes cuanto más lejos esté de cero. La figura
6.5 muestra diferentes valores de estos parámetros para ilustrar el efecto de los parámetros
libres. En la sección posterior de resultados, se analizan los valores de estos parámetros
para trayectorias reales.
6.2.4 El KNN difuso para las nubes de trayectorias
Nuestro clasificador de la nube de trayectorias de puntos está diseñado para que cuando
las trayectorias se solapan, la orientación del hiperplano pueda utilizarse para distinguir
varias acciones. Sin embargo, en algunas situaciones, dos acciones diferentes pueden tener
hiperplanos similares. Además, pueden existir casos en los que sea interesante distinguir
entre dos ejecuciones de la misma acción, como era el caso del capítulo anterior en el que
era necesario medir la calidad de los movimimientos de gimnasia rítmica. Para estos casos,
se puede usar el conjunto de segmentos locales de las trayectorias para obtener una métrica
de distancia. Para ello, se ha desarrollado un simple KNN especializado para clasificar una
trayectoria nueva como alguna del conjunto de clases que tenemos, es lo que llamamos KNN
difuso para la nube de puntos, utilizando la información local de la trayectoria.
La figura 6.6(A y B) muestra la idea general del algoritmo con las diferentes configu-
raciones posibles de solapamiento. Los puntos de cada trayectoria están representados en
colores diferentes y con su correspondiente tupla, ξp y ξq, respectivamente. Las diferen-
tes situaciones que se muestran en la figura indican la lógica de asignación de las reglas
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Figura 6.5: (Abajo a la derecha) La función de modulación, α , para la orientación del
hiperplano en la métrica de distancia entre los tres casos de nubes de trayectorias de puntos.
(Arriba a la derecha e izquierda; abajo a la izquierda).
de pertenencia. En las configuraciones de tipo A cuando las nubes están solapadas con un
cierto ángulo, las orientaciones del vector normal son opuestas y sus curvaturas son grandes
y pequeñas, respectivamente. En la configuración B cuando las nubes son casi coincidentes,
los puntos de la trayectoria tendrán vectores y curvaturas medias que coincidirán.
La figura 6.6(C) ilustra la idea del KNN difuso para la nube usando puntos de la trayec-
toria, representados como cometas para acentuar su orientación ξi. En el ejemplo, un punto
de prueba (representado en azul en el centro) debe clasificarse como uno de los dos grupos
(indicados por rojo y verde). De manera análoga al algoritmo clásico de KNN, se escoge un
valor K que determina los vecinos más próximos para la clasificación del punto de prueba.
Como en el caso del algoritmo originial del KNN-difuso descrito por [Keller et al., 1985],
estos puntos vecinos se ponderan por un conjunto de funciones de pertenencia difusas que
son inversamente proporcionales a la separación. En nuestro algoritmo, dichas funciones es-
tán parametrizadas por las diferencias relativas, ∆ξp,q = ξp−ξq, entre el punto de prueba y el
punto vecino (perteneciente a una de las clases) y se escribe como µ j(∆ξ ), con j = 1, . . .m.
En lugar de asignar la pertenencia directa de un punto de prueba a una clase, este proce-
dimiento produce un conjunto de vectores cuyos componentes son los valores de µ j(p,q),
entre ξp y ξq. Estos vectores se utilizan en una función agregada F(ξ ,ξ ′), que define un
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Figura 6.6: A. Las diferentes posibles configuraciones y las funciones de pertenencia basa-
das en los diferentes ángulos que el marco FS puede tomar así como la curvatura local.
conjunto de reglas para inferir el tipo de acción.
6.2.5 La métrica de distancia
Partiendo de las definiciones que se desarrollaron en las secciones anteriores, podemos
definir ahora la métrica de distancia completa entre las nubes de trayectorias de puntos. Esta
métrica posee tres términos: uno que depende de la distancia del centroide de cada nube,
otro que se basa en la orientación del hiperplano y el KNN difuso para proporcionar detalles
mucho más concretos.
D(ψ,ψ ′) =
distancia CM︷ ︸︸ ︷
|∆Ccm(ψ,ψ ′)|+α cos−1
(
〈bk〉 · 〈bk′〉
)
︸ ︷︷ ︸
orientación hiperplano
+
KNN difuso︷ ︸︸ ︷
ρF(ψ,ψ ′) (6.4)
donde ∆CCM = C (k)CM − C
(k′)
CM calcula la distancia entre los centroides de las nubes. El
parámetro α permite modular la relevania que puede tener en la métrica final, la orientación
del hiperplano (como se muestra en la Figura 6.5), y ρ permite penalizar el uso del KNN
difuso de la nube de puntos F(ψ,ψ ′), así como contribuir en mayor medida si las nubes es-
tán parcial o completamente solapadas. Dado que la función F(ψ,ψ ′) produce soluciones
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que dependen del tipo de clase, esta función contribuye de forma diferente a D(ψ,ψ ′) por
cada clase.
6.2.6 Implementación del clasificador de la nube de puntos
El clasificador de la nube de trayectorias de puntos se implementó en el lenguaje de pro-
gramación Python haciendo uso de las librerías Numpy/Scipy/Matplotlib para operaciones
numéricas y de gráficos. Se utilizó la rutina B-spline sipy.interpolate para representar
las curvas y las derivadas de orden superior. Todas las demás funciones fueron implemen-
tadas siguiendo los detalles que se han dado en las secciones previas.
Figura 6.7: Resultados del cálculo de los vectores binormales bi a lo largo de la trayectoria
y el vector binormal resultante 〈b〉.
La figura 6.7 muestra los resultados del cálculo del vector binormal para una trayectoria
espacio-temporal particular. La figura 6.7(A) (izquierda) muestra un plano obtenido con los
vectores binormales bi para cada segmento individual γi y su correspondencia con el plano
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del polígono para el mismo segmento. La figura 6.7(A) (derecha) muestra la misma trayec-
toria con otros segmentos γi y los correspondientes planos definidos por bi. Los valores
medios de la longitud de arco de los radios de curvatura, el vector normal al polígono (dado
por z) y los vectores FS (b,n, t) se muestran en la tabla incrustada. Como se puede ver,
los vectores binormales son coincidentes con los vectores normales del polígono. La figura
6.7(B), muestra las sucesivas soluciones del plano osculador medio sumando cada bi a lo
largo de la trayectoria. El plano del vector binormal resultante 〈b〉 es el que se indica en la
figura con las flechas y con un color más oscuro. La figura 6.7(C) muestra la convergencia
de 〈b〉 con las sumas sucesivas de cada segmento γi para valores diferentes de la longitud
del segmento ∆s.
La figura 6.8(A), muestra los planos correspondientes a las trayectorias de dos acciones.
Para realizar una comparativa, los planos fueron calculados con el método SVD y nuestro
método del vector binormal resultante que describimos anteriormente. Para el caso de la
trayectoria r1 (derecha), ambos métodos proporcionan resultados similares. Sin embargo,
en el caso de la trayectoria r2, el SVD falla al calcular el plano más próximo a la curva
conectada, mientras que el resultado del plano medio binormal es el correcto.
Figura 6.8: A. Comparativa de los planos medios de dos trayectorias calculados mediante
dos métodos diferentes, SVD y el vector binormal resultante. B. Resultados representativos
que muestran los dos términos que permiten el cálculo de la métrica de distancia. El ángulo
θ = cos−1(b ·b′) es el ángulo entre los planos.
La figura 6.8(B) muestra las comparativas para separar dos acciones que podrían suponer
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una ambigüedad con el clásico KNN: (arriba) hacer footing/caminar, y (abajo) caer/andar-
rápido. Partiendo de que el espacio de covarianza es diferente dependiendo de las acciones
entrenadas, todas las cantidades son normalizadas con respecto a la separación máxima
existente entre las dos nubes 〈R1 +R2〉. En la función de modulación α (Ecuación 6.3), es-
tablecemos empíricamente λ1 = 2.5 y λ2 = 25.0, para alcanzar el punto máximo próximo a
∆Ccm ≈ 0.2 y tener así una cola larga, garantizando una contribución mediante el término de
la orientación del hiperplano para trayectorias que están relativamente próximas, mientras
que no contribuirá tanto en el caso de trayectorias alejadas. Como se puede ver en los valo-
res, la métrica de distancia para el caso de hacer footing/caminar (arriba) está dominada por
el primer término de la ecuación 6.4 (teniendo un valor de ∆C = 8.79, mientras el segundo
término es αθ = 1.1), mientras que en el caso de caer/andar-rápido (abajo) está dominada
por el segundo término de la ecuación 6.4 (∆C es menor que αθ ) que depende del ángulo
entre hiperplanos.
6.3 Análisis experimental del espacio de covarianza de ve-
locidad mediante PCA y kernel-PCA combinado con
la nube de trayectorias de puntos
Partiendo del análisis espacio-temporal con PCA y kernel-PCA y nuestro clasificador
de nube de trayectorias de puntos, se ha validado la tasa de reconocimiento del sistema de
CBVR creado, haciendo uso de dos respositorios públicos de vídeo (respositorio de vídeos
MILE que se describe en el anexo 1) y (respositorio de vídeos KTH [Schuldt et al., 2004]).
Además, se demuestra que la selección correcta de los parámetros en el kernel-PCA, puede
mejorar las tasas de reconocimiento de un método lineal como podría ser PCA, manteniendo
un bajo coste computacional. Para ello, se realiza una optimización de la función polinomial
de kernel para maximizar la separación entre las clases de las diferentes acciones humanas
incluidas.
6.3.1 Reducción de la dimensionalidad con PCA, PCA+LDA y kernel-
PCA en el repositorio MILE
Las especificaciones de nuestro repositorio MILE están detalladas en el anexo 1. Para
este estudio se han utilizado 4 acciones humanas (boxear, saludar, jugar al tenis y hacer
footing) grabadas con 8 personas diferentes bajo condiciones normales de iluminación. La
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figura 6.9 muestra un ejemplo de diferentes plantillas MVFI en escala de colores (azul-
verder-rojo BGR) (b), que son el resultado de aplicarlas sobre las acciones humanas mostra-
das en (a). Finalmente, esos fotogramas son convertidos a escala de grises para ser utilizados
en el proceso de reducción de dimensionalidad obteniendo el espacio correspondiente (c).
Una vez creado el espacio de entrenamiento, cualquier nuevo vídeo que queremos consultar
será transformado con MVFI y proyectado en ese espacio propio como se puede observar
en el ejemplo de (d).
Figura 6.9: (a) Acciones humanas analizadas: boxear, saludar, hacer footing y jugar al tenis.
(b) Plantilla MVFI en color aplicada a un fotograma (c) creación del espacio de covarianza
de la velocidad con un kernel-PCA y (d) proyección de una nueva toma de vídeo de una
persona saludando que es proyectada en el espacio creado anteriormente.
Para las pruebas se utilizó un conjunto de 64 tomas de vídeo (8 personas , 4 acciones
humanas y 2 tomas de vídeo por cada persona): boxear (c1), saludar (c2) , hacer footing
(c3) y jugar al tenis (c4). En nuestro análisis también se tuvo en cuenta dos casos excep-
cionales: (1) una acción nula, que se define como una escena en la que no se realiza ninguna
acción humana, y (2) una acción no definida, que hace referencia a acciones que no están
consideradas en el conjunto de entrenamiento. En el caso de acciones nulas, las trayectorias
resultantes en el espacio propio se concentran próximas al origen.
La figura 6.10 muestra una comparativa entre el PCA lineal y el kernel polinomial PCA
que fue aplicado a una de las cuatro clases de entrenamiento. El ejemplo muestra los espa-
cios formados con dos, tres y cuatro clases de acciones humanas, cada una representada por
la trayectoria correspondiente a una toma de vídeo con una persona realizando esa acción.
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Los resultados demuestran que se puede alcanzar una mejor separación entre las diferentes
clases a partir del kernel-PCA que a partir del PCA lineal. Por lo tanto, optimizando la se-
lección de los parámetros de la función de kernel se puede controlar la separación que será
la clave para calcular la tasa de reconocimiento final de nuestro algoritmo.
Figura 6.10: Comparativa de los espacios PCA, PCA+LDA y kernel-PCA polinomial para
casos con 2-clases, 3-clases y 4-clases de entrenamiento.
El kernel polinomial se define de la siguiente manera:
k(x,y) = (xT y)d
donde el valor de d se selecciona para maximizar la separación entre clases. La dependencia
de este parámetro en la separación de clases se puede observar en la figura 6.11 que muestra
los resultados de clasificación para diferentes valores de d. Al igual que en el criterio de
Fischer, la función objetivo busca la solución que maximice la distancia media entre los
puntos que pertenecen a diferentes trayectorias en el espacio (out-class) mientras que se
minimizan las distancias entre puntos pertenecientes a la misma clase (in-class). En la
figura 6.11 se pueden observar estas relaciones visualizando la proporción out-class e in-
6.3 Análisis del espacio PCA y kernel-PCA con la nube de trayectorias de puntos 81
class, correspondientes a los datos de entrenamiento previamente mostrados en la figura
6.10. Estos estudios indican que el valor óptimo de d es independiente del tipo de acción
humana al igual que del número total de clases en el conjunto de entrenamiento.
Figura 6.11: Selección del parámetro d de un kernel polinomial para maximizar la sepa-
ración entre clases diferentes y minimizar la separación entre puntos pertenencientes a la
misma clase. Se muestra la división entre out-class e in-class.
6.3.2 Resultados con el clasificador de la nube de trayectorias de pun-
tos
La figura 6.12 visualiza los resultados que se obtuvieron con el clasificador de la nube de
puntos. Para cuantificar la distancia entre clases, se utilizó una simple métrica de distancia
euclidiana. Por lo tanto, dados dos puntos pi y q j, en clases separadas, i y j respectivamente,
dentro del espacio n-dimensional, la distancia di, j = (pi,q j) = |pi−q j|. Una métrica para
la distancia total entre clases i y j se consigue a través de la suma de todas las distancias por
pares D = ∑i 6= j di, j.
Se compararon los métodos PCA y kernel-PCA tras normalizar los vectores de distancia
obtenidos en sus respectivos espacios, dividiéndolos por la distancia más larga: max{DiKPCA}
o max{DiPCA}, a lo largo de los ejes principales, e j. A partir de esos valores máximos, se
definió la proporción r = max{DiKernel/max{DiPCA} y el factor de normalización F , tal que:
F =

r max{D
i
KPCA}> max{D
i
PCA}
1/r max{DiKPCA}< max{DiPCA},
.
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Figura 6.12: Resultados del clasificador de la nube de trayectorias de puntos en comparación
con un KNN.
En la figura 6.12 se puede observar el resultado de este procedimiento de normalización
con una serie de ejemplos. En todos los casos, el kernel-PCA polinomial proporcionó una
mejor separación entre clases y unas tasas más elevadas de reconocimiento, incluso cuando
el método PCA lineal se combina con análisis lineal discriminante (LDA).
6.3.3 Experimentos con el repositorio de KTH
El respositorio de vídeos de KTH [Schuldt et al., 2004] es de los más utilizados entre
los repositorios públicos para comparar algoritmos de reconocimiento de movimientos hu-
manos. Esta base de datos contiene seis acciones (boxear, aplaudir, agitar las manos, hacer
footing, correr y caminar) que fueron grabadas con 25 personas en cuatro escenarios dife-
rentes (figura 6.13-a): s1 exteriores, la cámara es paralela a las trayectorias de movimiento,
s2 exteriores, existe un ángulo entre la cámara y las trayectorias del objeto en movimiento,
o hay cambios de escala, s3 exteriores, las personas tienen ropas diferentes o llevan algo a
la espalda, y s4 interiores, existen sombras en las imágenes desde diferentes ángulos. La
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Figura 6.13: (a) Acciones humanas usadas en la base de datos KTH: boxear, aplaudir, ag-
itar las manos, hacer footing, correr y caminar. (b) Plantillas MVFI aplicadas a un par de
fotogramas de un vídeo de prueba por cada acción.
figura 6.13 muestra algunos ejemplos de fotogramas de esa base de datos (a) y sus corres-
pondientes plantillas MVFI (b).
El repositorio de vídeos KTH fue dividido en un conjunto de entrenamiento que consis-
tió en seis acciones humanas realizadas por ocho personas diferentes y un conjunto de test o
consulta que estaba formado por el resto de vídeos del repositorio. Los resultados de la tasa
de reconocimiento están expresados en la matriz de confusión que se muestra en la Tabla
6.1. La matriz de confusión proporciona una comparativa entre los resultados obtenidos con
el PCA lineal y el kernel-PCA. Las tasas de reconocimiento más bajas se corresponden con
las acciones de correr, debido a la similaridad que tienen con la acción de hacer footing en
la base de datos. Como en análisis previos, se puede observar que el kernel-PCA polino-
mial permite una mejor discriminación entre las diferentes acciones comparado con el PCA
lineal.
La tasa de reconocimiento media es una métrica muy útil para comparar el rendimiento
de los diferentes clasificadores de acciones humanas. La tabla 6.2 muestra la tasa de re-
conocimiento media obtenida a partir de los resultados sobre KTH, comparada con los re-
sultados alcanzados por otros investigadores. Nuestro método da muy buenos resultados
usando las plantillas MVFI con PCA o kernel-PCA, superando otras novedosas técnicas de
reconocimiento. Nuestro sistema alcanza tasas de reconocimiento en tiempo real superiores
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Tabla 6.1: Matriz de confusión de los resultados obtenidos usando el repositorio KTH. Las
tasas de reconocimiento se obtuvieron con el clasificador de los hiperplanos de la nube de
las trayectorias de puntos (resultados mostrados sin paréntesis) y con el clasificador KNN
(en paréntesis).
PC
A
boxear aplaudir saludar footing correr caminar
boxear 91.2 (89.5) 6.9 (7.6) 1.9 (2.9) 0 0 0
aplaudir 9.6 (12.3) 84.3 (79.8) 6.1 (7.9) 0 0 0
saludar 4.3 (5.2) 10.1 (11.3) 85.6 (83.5) 0 0 0
footing 0 0 0 91.8 (89.6) 6.7 (8.8) 1.5 (1.6)
correr 0 0 0 14.1 (17.9) 83.8 (77.3) 2.1 (4.8)
caminar 0 0 0 5.2 (4.7) 1.2 (2.1) 93.6 (93.2)
PC
A
+
LD
A
boxear aplaudir saludar footing correr caminar
boxear 93.7 (90.2) 5.4 (8.3) 0.9 (1.5) 0 0 0
aplaudir 6.4 (9.6) 91.1 (87.3) 2.5 (3.1) 0 0 0
saludar 3.9 (3.6) 5.7 (5.8) 90.4 (90.6) 0 0 0
footing 0 0 0 93.6 (91.4) 5.0 (6.5) 1.4 (2.1)
correr 0 0 0 8.4 (9.5) 89.7 (85.2) 1.9 (2.1)
caminar 0 0 0 7.8 (7.6) 0.2 (0.3) 92 (92.1)
Po
l.
K
PC
A
boxear aplaudir saludar footing correr caminar
boxear 94.6 (92.4) 3.8 (5.1) 1.6 (2.5) 0 0 0
aplaudir 5.7 (7.8) 93.1 (89.2) 1.2 (3.0) 0 0 0
saludar 1.1 (2.4) 5.2 (6.8) 93.7 (90.8) 0 0 0
footing 0 0 0 94.8 (92.6) 3.7 (5.1) 1.5 (2.3)
correr 0 0 0 6.4 (8.7) 92.3 (88.8) 1.3 (2.5)
caminar 0 0 0 3.9 (5.1) 1.0 (0.8) 95.1 (94.1)
al 93%. La comparativa con los trabajos de los otros autores se realizó en base a las tasas de
reconocimiento dadas por ellos mismos en sus artículos junto con las obtenidas por nuestro
software. En dichos artículos no se especifica si trabajan en tiempo real o no, lo que nos
impide realizar también una comparativa en ese aspecto.
6.4 Experimentos como CBVR: indexación y anotación de
vídeos
Una vez que hemos conseguido etiquetar cada acción, podríamos anotar una secuencia
de vídeo completa marcando aquellas partes del vídeo que contienen acciones humanas rele-
vantes y almacenando esa información como metadatos. Nuestro algoritmo analiza el vídeo
y decide si alguna de las acciones entrenadas está presente o no. Realmente el sistema tiene
un proceso de identificación que consta de tres estados: (1) está presente una de las acciones
del conjunto de entrenamiento, (2) no hay ninguna acción y (3) existe una acción que no se
corresponde con ninguna de las entrenadas. El algoritmo procesa m fotogramas consecuti-
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Tabla 6.2: Comparativa de los dos métodos aplicados a la base de datos KTH: (1) clasifi-
cador de hiperplanos de la nube de las trayectorias de puntos (sin paréntesis) y (2) clasifi-
cador KNN (entre paréntesis).
Métodos Tasa de
reconocimiento (%)
Pol.KPCA+MVFI (nuestro método) 93.9 (91.3)
PCA+LDA+MVFI (nuestro método) 91.8 (89.5)
PCA+MVFI (nuestro método) 88.4 (85.5)
[Liu & Shah, 2008] 94.2
[Mikolajczyk & Uemura, 2008] 93.2
[Schindler & Van Gool, 2008] 92.7
[Laptev et al., 2008] 91.8
[Jhuang et al., 2007] 91.7
vos de un vídeo, realiza la transformación kernel-PCA sobre las plantillas MVFI, y calcula
la distancia a las clases entrenadas. Se trata de un procesamiento similar al ampliamente
utilizado de una ventana móvil que en nuestro sistema tiene n fotogramas de solapamiento
entre dos ventanas consecutivas.
El sistema es capaz de anotar secciones de vídeos y devolver los intervalos de tiempo
en los que tienen lugar las acciones humanas. El algoritmo fue testeado con varias películas
para intentar identificar 5 acciones humanas: cogiendo una llamada por teléfono, bebiendo,
sentándose, paseando y corriendo. Se contempló el caso nulo para clasificar cualquier otro
tipo de acción como por ejemplo “un coche moviéndose” o “un perro jugando”. La figura
6.14 muestra los resultados de indexación en la línea de tiempo de la película con la nube de
las trayectorias de puntos y las tuplas de características asociadas ξ . Esos vectores son los
que se utilizarán para realizar las comparaciones con una nueva toma de vídeo de consulta.
Figura 6.14: Tupla de características. Ilustración esquemática de como la nube de las trayec-
torias de puntos y sus correspondientes características son almacenadas a lo largo de la línea
de tiempo del vídeo para indexación y consulta.
Se realizaron pruebas de validación del algoritmo aplicándolo sobre dos películas ano-
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tadas manualmente para comprobar los resultados. A partir de este test con vídeos reales, se
pudo obtener una tasa de reconocimiento de nuestro algoritmo para detectar la localización
de acciones similares a aquellas que se habían incluído en el conjunto de entrenamiento.
La figura 6.15 muestra los resultados para detectar dos acciones, “pasear” y “beber” en
las películas de código abierto (’Route 66 - an american bad dream’ y ’Valkaama’). Para
determinar la localización de los fotogramas que contienen algún tipo de acción humana,
se utilizó una ventana móvil con un tamaño de m = 250 fotogramas y un solapamiento de
n = 50 fotogramas. El conjunto de entrenamiento se creó con acciones de nuestra base de
datos MILE realizadas por ocho personas diferentes. La figura 6.15 muestra los falsos po-
sitivos (FP) y falsos negativos (FN) para las clasificaciones binarias (andar/otras acciones
y beber/otras acciones). Muchos de los FPs fueron debidos a los diferentes ángulos de la
cámara y al hecho de que en ciertas ocasiones el cuerpo se encontraba cortado, por lo tanto
muchas de esas situaciones no fueron contempladas en las tomas de vídeo del conjunto de
entrenamiento. La solución sería incluir más restricciones en el algoritmo a la hora de cons-
truir las trayectorias e incrementar el conjunto de entrenamiento con nuevas tomas de vídeo
contemplando más ángulos de cámara y escenas donde una parte considerable del cuerpo
está oculto a la cámara.
Figura 6.15: Resultados de anotación de seis acciones humanas en 2 películas (’Route-66’
y ’Valkaama’). Se muestran los falsos negativos (FN) y falsos positivos (FP) para clasifica-
ciones binarias entre "andar" y otras acciones para la película ’Route-66’ y entre "beber" y
otras acciones para la película ’Valkaama’.
Los resultados obtenidos con nuestro algoritmo se compararon con la anotación ma-
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Tabla 6.3: Resultados CBVR de 5 acciones humanas diferentes en 2 películas (’Route-66’
y ’Valkaama’).
Acciones Videos reales Resultados CBVR
VP VN FP FN R S
Caminar 42 29 54 13 8 0.78 0.81
Correr 28 21 67 8 7 0.75 0.89
Coger el teléfono 4 3 90 9 1 0.75 0.91
Beber 18 13 73 12 5 0.72 0.86
Sentarse 11 9 78 14 2 0.82 0.85
nual para obtener información cuantiativa del rendimiento de nuestro sistema, así como la
sensibilidad y especificidad. Para cada una de las películas en la figura 6.15 se muestra
la anotación manual de 5 tipos de acciones humanas incluidas en el entrenamiento y en
la parte superior se muestra el resultado de la anotación automática producida por nues-
tro sistema. En el caso de la primera película ’Route-66’, la figura muestra una escena
de la película que nuestro sistema clasificó correctamente como "andar", mientras que en
la película ’Valkaama’, se muestran los resultados de las acciones de “beber” y “coger el
teléfono”. Se puede comprobar que tanto la sensibilidad R dada por V P/(VP+FN) y la es-
pecificidad S dada por V N/(VN+FP) para todas las acciones, están entre el 75% y el 90%
aproximadamente (tabla 6.3). Los análisis se obtuvieron dividiendo las acciones en grupos,
de la misma manera que para los experimentos realizados previamente con los respositorios
de MILE/KTH: (grupo 1) la acción en cuestión y (grupo 2) cualquier otra acción.
6.5 Discusión y conclusiones
La algoritmia aquí presentada permite detectar, reconocer y clasificar acciones humanas
complejas en tiempo real. Se muestra que el uso de transformaciones kernel-PCA, mejo-
ran la separación entre clases de diferentes movimientos, optimizando la selección de los
parámetros del kernel utilizado. Como se detalla en las secciones anteriores, el kernel-PCA
permite una mayor flexibilidad al realizar una transformación no lineal en comparación con
el PCA lineal.
Sin embargo, existe una limitación al intentar distinguir un número elevado de acciones
humanas a pesar de realizar una buena optimización de los parámetros del kernel. Esto
es claro desde el punto de vista de que el aumento del número de clases supone mayor
dificultad en el análisis para la clasificación multi-clase. El mayor número de clases va
acompañado de un mayor solapamiento entre los límites de las diferentes acciones humanas.
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Cuando esos límites entre clases son cada vez más difusos, los clasificadores tradicionales
como KNN o SVM son incapaces de distinguir nítidamente la pertenencia de ciertos puntos
a lo largo de la trayectoria, y por lo tanto, la tasa de reconocimiento se verá claramente
afectada.
La contribución que se realiza en este capítulo es un nuevo clasificador para trayecto-
rias espacio-temporales, que denominamos clasificador de la nube de las trayectorias de
puntos. Como se analizó anteriormente, este clasificador permite tratar casos complica-
dos en los que las trayectorias están parcialmente solapadas, se trata de diferentes acciones
pero que no tienen límites de separación muy nítidos. Nuestro algoritmo considera las pro-
piedades geométricas diferenciales locales de las trayectorias para identificar el hiperplano
osculador medio donde están esas trayectorias. Las acciones diferentes se distinguirán por
los planos, que están orientados en ángulos diferentes, y por el centro de masas de las nubes
de las trayectorias de puntos. Estas propiedades nos permitirán controlar el grado en que
esa información afectará a la métrica de distancia final entre las diferentes nubes. Por lo
tanto, la métrica de distancia para nuestro clasificador es dependiente de la orientación, y
la dirección está determinada por el vector binormal ponderado para el hiperplano oscu-
lador medio que se obtiene a partir de las contribuciones independientes de la colección de
segmentos consecutivos de la curva solapados a lo largo de la trayectoria.
Este método es capaz de resolver la problemática de trayectorias solapadas que es el
problema más común que surge en el análisis multi-clase en presencia de un número ele-
vado de acciones humanas. Este clasificador proporciona un nuevo enfoque en contraste a
los métodos tradicionales como son el clásico KNN, donde la trayectoria es tratada como
un conjunto de puntos independientes, e ignorando la información de la trayectoria como
conjunto y como esos puntos están conectados entre sí. Se ha demostrado que este nuevo
clasificador de la nube de trayectorias de puntos es superior al KNN (o otros métodos cen-
trados únicamente en la clasificación de puntos) para detectar acciones humanas mediante
una metodología espacio-temporal. Además, este técnica aunque se ha descrito para el
contexto de reconocimiento de acciones humanas, podría ser fácilmente extendida a otros
casos, en los que los puntos están correlacionados, como los casos que aquí tratamos donde
los fotogramas están relacionados en tiempo.
Finalmente, se han mostrado los excelentes resultados que nuestro sistema completo
proporciona para indexación y búsqueda de acciones humanas en una aplicación de CBVR.
Un enfoque espacio-temporal combinado con nuestro nuevo método de clasificación es ca-
paz de obtener elevadas tasas de reconocimiento. No obstante, para poder abarcar un mayor
número de acciones humanas que se puedan clasificar y mejorar la capacidad de detección y
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reconocimiento de nuevas acciones sería necesario combinar el aprendizaje progresivo com-
binado con inferencia probabilística para poder abarcar un mayor rango de situaciones. Este
tipo de aprendizaje permitiría ir incorporando nueva información relacionada por ejemplo
con nuevos ángulos de cámara u ocultación de parte del cuerpo humano a la hora de realizar
una acción humana.

Capítulo 7
Estabilización de imágenes de
microscopía intravital en 3D mediante
un proceso de optimización Monte Carlo
y transformadas de Fourier y log-polar
7.1 Introducción
Las imágenes de microscopía intravital (IVM) se utilizan para extraer información celu-
lar cualitativa y cuantitativa que en estudios in vitro no se podría visualizar debido a que
el comportamiento celular es mucho más limitado que in vivo. Aspectos como su localiza-
ción, motilidad, adhesión e interacciones [Pittet & Weissleder, 2011] pueden ser estudiados
in vivo permitiendo a los biólogos e inmunólogos analizar las células en su entorno natu-
ral [Olivieri & Tadokoro, 2013]. El volumen de datos en 3D se obtiene mediante un mi-
croscopio multifotón (Prairie Ultima Multiphoton), adquiriendo un conjunto de imágenes
cambiando la longitud z-focal y obteniendo así una pila; este mismo proceso se repite suce-
sivamente en tiempo. Por lo tanto, se trabaja con un conjunto de datos en 5 dimensiones
(5D) que se pueden representar como I(x,y,z,c, t), donde (x,y,z) hace referencia a la imagen
en 2D en el nivel z, c representa el canal que se está adquiriendo y t el tiempo. Los tiempos
de adquisición no atómicos o instantáneos de toda la pila de imágenes en un instante de
tiempo y el movimiento de fondo del tejido son factores importantes que pueden provocar
una baja calidad del conjunto de imágenes y a su vez causar errores de muestreo. Actual-
mente, los esfuerzos se centran en aplicaciones capaces de realizar un post-procesamiento
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específico para este tipo de datos para corregir dichos errores.
En esta tesis, se ha desarrollado un software basado en la combinación de un conjunto
de algoritmos para realizar esta estabilización que permiten analizar las imágenes en 5D
y eliminar todos los artefactos de movimiento inherentes al movimiento del tejido en su
conjunto. Estos algoritmos están disponibles en la herramienta llamada StabiTissue, que
puede descargarse libremente1.
Contiene varios algoritmos que fueron desarrollados para eliminar diferentes artefactos
de movimiento: (1) un método de ponderación de píxeles para el registro de imágenes
(image registration en inglés), (2) una técnica novedosa para medir el grado de alineación
entre imágenes basándose en la comparativa aleatoria de muestras en regiones coincidentes
en ambas imágenes, (3) una optimización mediante una cadena de Markov Monte Carlo
(Markov Chain Monte Carlo (MCMC) en inglés) [Andrieu et al., 2003] que provee una
estabilización global en tiempo, (4) una corrección de deformaciones no-lineales en tejidos
con movimientos de contracción y dilatación mediante un proceso de alineado que se basa
en un método de muestreo secuencial Monte Carlo, y (5) un algoritmo que detecta y elimina
errores de submuestreo.
La figura 7.1 muestra un resumen de los principales componentes del software creado.
El objetivo de esta algoritmia es conseguir una optimización global de todo el conjunto de
datos, eliminando a su vez los errores debidos a una exposición múltiple.
Figura 7.1: Flujo general para eliminar el movimiento del tejido y arterfactos de sub-
muestreo en imágenes IVM in-vivo.
A continuación se detallan brevemente estas metas:
Registro global: Los conjuntos de datos de microscopía multifotón carecen de marcas
bien definidas para realizar una alineación precisa de imágenes en espacio y tiempo. De-
1Stabi Tissue: http://sourceforge.net/projects/stabitissue/
7.2 Metodología 93
bido a esta razón, se utiliza un método modificado de registro basado en la ponderación de
píxeles que presentan el mismo tipo de contornos en ambas imágenes. Estos contornos se
obtienen a partir de un canal en el que se pueden visualizar estructuras físicas más o menos
precisas, que normalmente se corresponde con el canal donde se visualiza el colágeno. Los
parámetros de umbral de intensidad de píxeles son libres y se utilizan en una optimización
MCMC que se actualiza en cada punto de tiempo para obtener la mejor estabilización a lo
largo del conjunto de datos. Esta optimización se basa en escoger el conjunto óptimo de
parámetros libres minimizando la varianza del desplazamiento entre cada par de imágenes
en tiempo.
Eliminación de deformaciones mediante un método de muestreo secuencial Monte
Carlo: La microscopía intravital permite visualizar las células en su entorno natural. Por
lo tanto, estas células están sujetas al movimiento del tejido en su conjunto y a las posi-
bles deformaciones que este tejido puede sufrir. Los análisis de información cuantitativa
de motilidad celular deben eliminar este movimiento de fondo para poder extraer datos
concluyentes. En este capítulo se describe un esquema de muestreo y reponderación que
permite realizar una alineación minimizando las contribuciones de píxeles que proceden de
partes de la imagen que contienen deformaciones no-lineales. Esta técnica permite reali-
zar un registro de imágenes con deformaciones no-lineales sin el coste computacional que
supondría calcular toda la integral de la transformación de movimiento no-lineal.
Corrección automática a la exposición múltiple: Los errores de submuestreo en la
presencia de movimiento de fondo del tejido pueden provocar exposición múltiple, donde
por ejemplo, una célula podría aparecer en diferentes planos z de una pila de imágenes.
Esta exposición múltiple de objetos, o fantasmas, podría distorsionar posibles análisis como
seguimiento de células. Aquí se propone un método para identificar y eliminar imágenes
fantasma del conjunto de datos.
7.2 Metodología
El tipo de imágenes con el que se trabaja en este capítulo se caracterizan por no presentar
estructuras rígidas fijas que pudiesen ser utilizadas como anclajes o referencias, y además
presentan mucho ruido, lo que hace difícil encontrar características para poder llevar a cabo
una buena alineación de imágenes. Las imágenes intravitales de microscopios multifotones
presentan estas malas propiedades y por lo tanto nuestro algoritmo debe ser capaz de: (1)
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tratar un conjunto de imágenes donde no se conocen previamente marcas o anclajes exis-
tentes, (2) trabajar con imágenes que presentan gran cantidad de ruido en forma de motas o
puntos en la imagen, (3) realizar una alineación global y adaptativa para corregir los efectos
de largas exposiciones en tiempo a cambios en el contraste de las imágenes debidos a efec-
tos de fotoblanqueo (más conocido por su nombre en inglés photobleaching), y (4) corregir
las imágenes fantasma que resultan de errores de submuestreo.
La información intravital en 3D se construye obteniendo sucesivas imágenes a diferentes
profundidades focales {z1 · · ·zn} (refiriéndose al conjunto como el z-stack en inglés), y en
diferentes canales de color. Cada imagen en esta pila se puede representar como I(x,y,c, t).
La cuestión principal es que transcurre un tiempo finito ∆t para la adquisición de una imagen
en una pila. Este tiempo, (con valores típicos de 3s para imágenes con una resolución de
512×512) puede variar en función de la resolución de la imagen que se desea, intensidad de
fluorescencia deseada y tasa mecánica de escaneo x-y del microscopio en cuestión. Todos
estos factores deben ser tenidos en cuenta a la hora de adquirir las imágenes, para obtener
así la mejor relación entre resolución espacial y tiempo con respecto a la velocidad media
de las células que se analizan.
7.2.1 Definiciones básicas
En una reconstrucción en 3-dimensiones de las imágenes en tiempo, es común entre
los profesionales, pero erróneo, considerar que cada pila de imágenes es adquirida por el
microscopio en un punto de tiempo instantáneo o atómico t j. Sin embargo, hay realmente
dos tiempos: (1) ∆tinter, tiempo necesario para adquirir una imagen en la pila, y (2) ∆tintra,
tiempo necesario para la adquisión de una nueva pila de imágenes. Para poder reconstruir
este conjunto de pilas estabilizadas, ambos tiempos tienen que ser considerados y las alinea-
ciones deben ser realizadas dentro de cada pila y a su vez entre pilas de dos ciclos de tiempo
consecutivos.
Dada una pila m compuesta por múltiples imágenes en 2D en cada plano n, se puede
representar ese volumen en 3D como I(x,y)n,m. Para cada I(x,y)n,m, se usa el umbral de
intensidad media de píxel θn,m, para extraer un conjunto de contornos, γ j(θ)n,m para cada
plano (véase la figura 7.2). Dichos contornos se utilizan para convertir la imagen original
en una imagen binaria, Iγ . Un valor diferente de umbral θ ′n,m, cambiará el contorno, como
se puede observar en la figura. Dado que pueden existir varios contornos, para simplificar la
discusión, la figura 7.2, muestra el contorno más largo superpuesto en la imagen del plano
n en el instante de tiempo tn.
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Figura 7.2: Definiciones de los contornos para diferentes θ y las secuencias de imágenes en
el plano n en diferentes puntos de tiempo tn con el contorno más grande superpuesto.
Partiendo de que cada adquisición I(x,y)n,m puede tener una intensidad media de píxe-
les y contrastes diferentes, cada θn,m tendrá un efecto diferente produciendo un contorno
diferente γ j en cada (n,m) (incluso dentro de la misma pila). Cada contorno dependerá
del valor de θ ; un pequeño cambio en θn,m producirá un cambio en el contorno dado
por (∂γ j/∂θ)(n,m). En general, la intensidad media de píxeles se incrementará durante la
adquisición, resultando en un imagen más brillante. La razón es que en la fluorescencia IVM
la intensidad media de píxel se desplaza a valores más altos de brillo durante la adquisición
de imágenes debido a que hay un fracción de átomos fluorescentes más grande en el tejido
que son excitados, y dado que la tasa de excitación es constante, la luz total emitida en fun-
ción del tiempo es mayor. En post-procesamiento de imágenes se puede aplicar un proceso
de ecualización de histogramas y hacer así que la derivada de la intensidad media de píxel
en tiempo sea aproximadamente cero.
La figura 7.3 muestra la dependencia del tamaño (área) del contorno γ como función de
diferentes umbrales θ para un amplio conjunto de imágenes en diferentes planos. Las imá-
genes fueron normalizadas y procesadas mediante sus histogramas normalizados, I′(x,y)n,m.
Como se puede observar, incluso partiendo de diferentes conjuntos de datos, el área norma-
lizada como función de θ es aproximadamente la misma y es una línea recta, simplificán-
donos así el procedimiento de optimización que selecciona los parámetros libres θn,m.
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Figura 7.3: (A) La dependencia del tamaño del contorno como función del umbral para
una amplia colección de imágenes y (B) la distribución del área del contorno en tiempo
utilizando el mismo conjunto de datos ecualizados (I′1 y I′2) o sin ecualizar (I1 y I2).
7.2.2 Alineación, cambios de rotación y escala en el espacio de Fourier
Para alinear las imágenes, se usa una ponderización por píxel, dada por la función w(x,y)
[Szeliski, 2011]. El desplazamiento lineal relativo, u(∆ux,∆uy), entre dos imágenes sucesi-
vas, I y I′, puede ser calculado minimizando la función de correlación cruzada E :
min
(
E [u]
)
= min
[
∑w(x,y)I(x,y)−w(x−ux,y−uy)I′(x−ux,y−uy)
]
Los pesos de los píxeles se corresponden con los píxeles encerrados por los contornos, γ j(θ)
en n,m que es equivalente prácticamente a obtener la imagen binaria donde los contornos
tienen un relleno de color sólido. Por lo tanto, se reemplaza la imagen original por su versión
binaria Iγ = G (ρ(x,y)I(x,y)), donde ρ es la variable que vendrá dada por el modelo del tipo
de tejido de fondo (lineal o no-lineal) que será analizada en sucesivas secciones. De esta
manera, la función de correlación cruzada de los píxeles ponderados viene dada por:
˜E [u] = ∑Iγ(x,y)− I′γ(x−ux,y−uy)
El desplazamiento óptimo u(∆ux,∆uy)∗, es el que minimiza la función objetivo.
Esta convolución se realiza de una manera efectiva computacionalmente haciendo uso
del espacio de Fourier (figura 7.4). Se usa una transformada de Fourier, F , para observar
la correlación de fase entre dos imágenes consecutivas. La propiedad principal se basa en
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Figura 7.4: Ilustración de los vectores de desplazamiento lineal en 2D combinando las
transformadas de Fourier con la correlación de fase.
que dos imágenes que se diferencian por un único desplazamiento en 2D se caracterizan por
tener la misma magnitud de Fourier pero varían en su fase. De esta forma, la transformada
de Fourier de la nueva imagen I′γ con un desplazamiento u(ux,uy) respecto a otra imagen
Iγ se puede expresar como:
F (I′γ(x−ux,y−uy)) = eϕxux+ϕyuyF (Iγ(x,y))
Ambas imágenes Iγ e I′γ se diferencian únicamente en su fase que a su vez está rela-
cionada directamente con el desplazamiento. Esta diferencia de fase es equivalente a la fase
del espectro de potencia cruzada (cross power spectrum en inglés) [Szeliski, 2011].
eϕxux+ϕyuy =
F (I′γ(x−ux,y−uy)F ∗(Iγ(x,y))∣∣F (Iγ(x,y))F ∗(I′γ(x−ux,y−uy))∣∣
Donde ∗ es el complejo conjugado.
Además, puede haber otro tipo de artefactos de movimiento que es necesario corregir,
como cambios debidos a rotación θ o cambios de escala σ . Para corregirlos se hace uso
de la transformación log-polar [Wolberg & Zokai, 2000] que presenta la propiedad de que
un cambio de rotación en la imagen original se corresponde con un movimiento en el eje
vertical en el espacio log-polar, y un cambio en escala en la imagen original se corresponde
con un movimiento en el eje horizontal en el nuevo espacio. Esta transformación se realiza
desde los puntos (x,y) en el espacio cartesiano que es el espacio original de la imagen, a
puntos en el plano log-polar (log(σ),θ). Considerado el espacio polar, donde σ es la dis-
tancia radial desde el centro de la imagen (xc,yc) y donde θ determina el ángulo, cualquier
punto (x,y) puede ser representado como coordenadas polares por:
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(σ ,θ) =
(√
(x− xc)2− (y− yc)2, tan−1
y− yc
x− xc
)
Combinando el uso de las transformaciones log-polares en el espacio de Fourier y utili-
zando un filtro paso alto, este conjunto de algoritmos es capaz de corregir los tres artefactos
de movimiento más comunes (desplazamiento en XY, cambios de rotación y cambios de
escala) con un muy reducido coste computacional.
7.2.3 Métrica de ensamblaje de píxeles solapados
Una vez que hemos corregido el desplazamiento óptimo, ∆u∗, y sus correspondientes
cambios en rotación y escala (σ ,θ), se necesita una medida cuantitativa para valorar la ali-
neación entre las imágenes. Una alternativa posible sería midiendo el área de superposición
mediante pequeñas regiones de interés (Region of interest (ROI) en inglés) centradas en pun-
tos aleatorios sobre la imagen. Sumando la contribución de estas ROIs, se puede obtener
una medida cuantitativa de rendimiento de nuestro algoritmo de alineación.
Se parte de una distribución aleatoria de ROIs, r j(x,y), con una dimensión (h,w) y
centradas en el punto (x,y) sobre las imágenes I e I′, como se muestran en la figura 7.5.
La similaridad de dos ROIs coincidentes, en I e I′, se puede calcular contando los píxeles
similares con una función Gaussiana de pertenencia para la ROI k, rk(x,x′) = exp[(x−x′)2],
donde x pertenece a la imagen I y x′ pertenece a la imagen I′. Si rk(x,x′) ≥ tp (donde tp es
el umbral de similitud de píxeles), entonces la ROI se considera alineada, en caso contrario
esa ROI se considera no alineada. Finalmente se cuantifica la alineación de una pareja de
imágenes a través de la siguiente expresión representada por R:
R = ∑
x′,x
∑
k
rk(x
′,x)
de tal forma que solamente las ROIs alineadas (rk(x′,x)≥ tp) contribuyen en la suma.
Debido a que este valor R depende de la distribución aleatoria de muestras ROIs, nos
referimos a R como la métrica de ensamblaje de píxeles solapados, y es normalizada a la
unidad en el caso de que ambas imágenes sean idénticas. La distribución espacial de las
ROIs alineadas y no-alineadas definen la distribución de solapamiento de píxeles Q(x,y).
7.2 Metodología 99
Figura 7.5: Métrica de ensamblaje de píxeles solapados. Las ROIs son muestreadas en am-
bas imágenes centradas en (x,y) y se determina su similaridad con una función Gaussiana.
El último gráfico muestra la relación entre el error en la estabilización (1−R) y los cambios
en θ para dos ejemplos.
7.2.4 Modelo no-lineal para el registro de imágenes
Como se describió en apartados anteriores, para cada imagen s correspondiente a una
pila y a un punto de tiempo t, se selecciona un umbral que determinará los contornos γ , de
tal forma que:
{
θt,s
}
→ γt,s. Tal y como se describió, para cada contorno, se construye una
imagen binaria Iγ que se usará para dar pesos w a los diferentes píxeles en el algoritmo de
registro de imágenes. Lo cual se puede definir como:
I(x,y)t,s−→Iγ(x,y|θ)t,s
Una vez obtenida esta transformación, se define el modelo de tejido, ρ , que se usará para
modelar la imagen binaria Iγ y permitirá eliminar aquellos píxeles no deseados tomando
como referencia los pesos de la alineación. De esta manera, se calcula la nueva cantidad:
˜I(x,y|θ)t,s = ρIγ(x,y|θ)t,s (7.1)
donde ρ se calcula para cada imagen en cada pila. En la siguiente sección se describen los
detalles para obtener ρ mediante un algoritmo de refinado. Una vez que tenemos las nuevas
imágenes ponderadas, podemos aplicar los algoritmos descritos anteriormente para corregir
los cambios en rotación, escalado y desplazamiento mediante las transformadas de Fourier
y las transformaciones log-polar.
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7.2.5 Proceso de refinado del modelo del tejido
Como se ha descrito anteriormente, si el tejido presenta distorsiones (contracciones y
dilataciones) el proceso de alineación lineal no proporcionará el resultado más óptimo. Un
ejemplo de datos con este tipo de distorsiones suelen ser las imágenes intravitales en las que
los algoritmos de traslación y rotación no proporcionan una correcta alineación. Dado que
nuestro algoritmo se fundamenta en los pesos individuales de cada píxel, nos permite hacer
un sesgo de aquellas regiones con un elevado grado de distorsión. El objetivo es determinar
este tipo de regiones con distorsiones no lineales y excluír sus píxeles del cálculo de la
alineación, mejorando así el rendimiento general del registro de imágenes.
Una manera de determinar las regiones deformadas entre dos imágenes puede ser cal-
culando la transformada de distorsión. En este caso, se calcula el mapeado preciso para
deformar una de las imágenes y obtener exactamente la otra. El principal problema que
supone, es su elevado coste computacional, sobre todo si tenemos un elevado número de
combinaciones de imágenes que deseamos procesar. En lugar de este método, hemos desa-
rrollado un método Monte Carlo que denominamos mapeado no-lineal con pocos recursos
(poor man diffeomorphic map (PMDM) en inglés), que tiene la ventaja de que es computa-
cionalmente más eficiente, fácil de implementar y a su vez preciso. El método utiliza la
métrica de ensamblaje de píxeles solapados, desarrollada en la sección anterior, para pro-
bar el registro entre pares de imágenes y determinar las regiones que están mal alineadas.
Mediante nuevos re-muestreos sucesivos, se irán refinando las regiones de la imagen que
presentan distorsiones no lineales y por lo tanto no se utilizarán posteriormente para la ali-
neación. En la siguiente sección se demuestra la eficacia de este método aplicándolo a dos
de las deformaciones de tejido más comunes.
Los pasos del algoritmo PMDM se muestran en la figura 7.6. Se busca el valor asin-
tótico de ρ(k), donde (k) es el índice del re-muestreo, hasta que en iteraciones posteriores
el cambio de área de ρ(k) es menor que un umbral ε . Para una iteración (k), se encuentra
el vector de desplazamiento u(∆x,∆y) usando el modelo ρ(k−1) y se realiza el alineado de
las imágenes. A continuación, se escoge un conjunto de puntos aleatorios y se calcula la
métrica de ensamblaje de píxeles solapados para encontrar el nuevo modelo actualizado en
el paso k. Formalmente, esto puede ser expresado por una integral estocástica:
ρ(k) =
∫
R(u(k−1);x,y;x′,y′)t,s dx′dy′
donde el núcleo R expresa la comparación entre (x,y) y (x′,y′), dado un desplazamiento
u(∆x,∆y) a partir de los valores del modelo (k− 1). Con el valor de ρ(k) calculado, se
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obtienen las regiones contorneadas que se muestran en la figura 7.6. Se suma el área de las
regiones sin distorsiones no lineales entre la solución de ρ en (k) y (k− 1), formando la
cantidad:
G(ρ) = ∑ |A(k)ρ −A(k−1)ρ |2
La condición de parada es cuando esta área no cambia más que ε , lo cual es equivalente a la
condición asintótica de ρ(k).
Figura 7.6: Re-muestreo iterativo Monte Carlo para obtener el modelo del tejido ρ .
La figura 7.7 muestra un ejemplo de la aplicación del algoritmo PMDM. En particular,
la figura 7.7A, muestra una imagen I(x,y)t,s en una pila en la posición s en el tiempo t.
Aplicando el umbral, θt,s, la imagen original se convierte en la imagen binaria, Iγ(x,y)t,s
(Figura 7.7B). El algoritmo de re-muestreo nos permite determinar el valor asintótico del
modelo del tejido de fondo ρt,s (Figura 7.7C), que se utiliza para eliminar los píxeles co-
rrespondientes en la imagen binaria Iγ(x,y)t,s. Los pesos de los píxeles finales se usarán en
el registro de imágenes de la forma: ˜I(x,y)t,s = ρt,sI(x,y)(t,s)γ (Figura 7.7D).
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Figura 7.7: El algoritmo PMDM. (A) imagen original I, (B) contornos γ dados por un
determinado umbral, (C) resultado del ensamblaje de ROIs, ρ , (D) pesos resultantes de los
píxeles con las contribuciones no-lineales eliminadas ˜Iγ .
7.2.6 Modelado del grado de no-linealidad
El método Monte Carlo de re-muestreo descrito en las secciones anteriores produce
regiones que se corresponden con deformaciones no-lineales. Para comprobar este hecho,
en este apartado se describen dos tipos de movimientos de tejido no-lineales: compresión y
estiramiento. Ambos tipos dan lugar a distribuciones erróneas en la métrica de ensamblaje
de píxeles solapados, que a su vez se utiliza para describir el grado de no-linealidad del
tejido. Partiendo de estos dos casos, se han desarrollado dos modelos diferentes para medir
el grado de no-linealidad, que pueden ser usados para determinar si nuestra algoritmia de
corrección mejora los resultados cuando existen deformaciones en el tejido.
La figura 7.8 muestra un ejemplo donde el tejido se comprime. Este hecho se puede
visualizar en la imagen como una especie de pellizco donde se visualiza una nueva región
creada en la distribución de píxeles alineados solapados, Q(x,y). Como resultado de este
movimiento, la distribución de ρ(x,y) es aproximadamente bimodal. En estos casos, cuando
el tejido se relaja a su estado previo a la compresión, existe menos no-linealidad o casi nada,
y la distribución en ρ(x,y) pasa a ser aleatoria sin un modo definido.
Una situación muy diferente se puede ver en la figura 7.9, donde el tejido sufre un
estiramiento. En este caso, la distribución de ρ(x,y) oscila entre regiones muy amplias
de no-linealidad, a un estado sin estiramientos donde la distribución de ρ(x,y) pasa a ser
aleatoria.
La figura 7.10 ilustra estas ideas desde diferentes planos de corte de las distribuciones
φ(x,y) a partir de diferentes imágenes que proceden de los conjuntos de datos estudiados
anteriormente. Se desarrolló una métrica cuantitativa de grado de deformación no-lineal, φ ,
a partir de los momentos de la distribución τ(x,y)t . La no-linealidad se encuentra tratando
τ(x,y) como una distribución multivariante y aplicando tests de normalidad, tales como
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Figura 7.8: Movimiento de tejido no-lineal mostrando una compresión.
Figura 7.9: Movimiento del tejido no-lineal mostrando un estiramiento.
los tests Anderson-Darling [Anderson & Darling, 1954] y Shapiro-Wilks [Shapiro & Wilk,
1965]. También se estudiaron otros test de normalidad como el de [Friedman & Rafsky,
1979] y el de [Smith & Jain, 1988]. Para distinguir entre los dos tipos de distribuciones
(unimodal y bimodal), podemos usar el test de bimodalidad de [Hartigan & Hartigan, 1985;
Hartigan, 1985]. Este test permite cuantificar la desviación de una distribución respecto a
una distribución unimodal.
El algoritmo para obtener el grado de deformación no-lineal se puede expresar como:
(1) para cada instante de tiempo t y cada imagen en la pila, se realiza un test multivariante
de normalidad de la distribución τ(x,y)t , (2) si la distribución es unimodal, se selecciona el
tiempo t∗ cuando τ es máximo y (3) finalmente, se integra la distribución para obtener el
área y normalizar por el área total en la imagen: φ(t∗) = ∫ τ(x′,y′; t∗)dx′dy′.
104 Estabilización de imágenes de microscopía intravital en 3D
Figura 7.10: Modos de las distribuciones, (A) bimodal y (B) unimodal, a partir de los planos
de corte del modelo de fondo τ .
7.2.7 Actualización Monte Carlo y estabilización global
Una solución estable globalmente es aquella que tenga el error cuadrático medio mínimo
sobre todo el vídeo en cada una de las capas de la pila. El mejor algoritmo será capaz de
encontrar una alineación global acorde a todas las imágenes en tiempo en su conjunto y no
de forma aislada entre cada par de imágenes consecutivas.
En nuestro algoritmo basado en los contornos, la solución es modificable a través de los
umbrales de intensidad de los píxeles {θt,s}, los cuales finalmente controlan el tamaño de
las regiones contorneadas. Si todos los umbrales fuesen parámetros libres, estaríamos ante
un gran problema de optimización y cualquier algoritmo de fuerza bruta sería intratable
computacionalmente. Por ejemplo, si tenemos 60 ciclos de tiempo y se varía solamente
los parámetros de umbral entre 6 valores discretos, el número de combinaciones a testear
serán 660 ≈ 1046. Por lo tanto, para seleccionar un elevado número de parámetros, hemos
aplicado una optimización de Monte Carlo limitada basándose en el paso de actualización
de un algoritmo de enfriamiento simulado (Simulated Annealing (SA) en inglés) [Szeliski,
2011].
La interpretación del algoritmo de optimización se muestra en la Figura 7.11. La opti-
mización busca soluciones para los umbrales en cada paso de iteración n; θ → θn. Este paso
de actualización vendrá dado en términos de n−1:
θ (t,s)n = G(θ (t,s)n−1 )
para determinar la función G en términos de los parámetros conocidos del problema.
Para obtener la expresión para G nos basamos en la intuición de que un conjunto di-
ferente de umbrales dará lugar a contornos diferentes {θ} → {Iγ}. Por lo tanto, dado un
conjunto de umbrales que constituyen una solución alineada, una solución estable global-
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Figura 7.11: La estabilización global intenta mantener los contornos de las estructuras de la
imagen γt y aproximadamente el mismo tamaño (con un área media ¯A), para cada conjunto
de capas s. El paso de actualización Monte Carlo se basa en esta teoría.
mente tendría idealmente el mismo tamaño en todas las regiones γ (independientemente del
modelo del tejido de fondo) para todas las imágenes en tiempo con respecto a un nivel de
capa particular en las pilas. Esta algoritmia es consistente con la idea de una estabilización
global que implique mantener la estructura de los contornos en todas las imágenes.
Se puede definir el área media de todos los contornos para cada capa s en la iteración n
de nuestro algoritmo de optimización:
¯A(n)γ (s) =
1
M
M
∑
t=0
Aγ(t,s)(n)
donde se evita escribir de nuevo la capa s, y donde el número total de capas es M.
Para cada ciclo de tiempo, se busca un valor de actualización de θt que sea el más
próximo al área media, respetando el resto de restricciones. Como se muestra en la figura
7.12:
∆Aγ = Aγt − ¯Aγ =
dAγ
dθt
∆θ
donde las derivadas dAγdθt , fueron representadas en la figura 7.3 y expresan como los cambios
en θ pueden afectar al tamaño del área del contorno. A su vez, ∆θ = θ t(n+1)− θ
t
n. Por lo
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tanto, se puede obtener un paso de actualización resolviendo la siguiente ecuación:
θ tn =−
(
αdθ/dγ
T (n)
∆Aγ
)
+θ tn−1
donde se introduce T (n) para controlar la convergencia del algoritmo en una manera similar
a cómo se realiza en un algoritmo de enfriamiento simulado (simulated annealing) [Szeliski,
2011].
Figura 7.12: Pasos del algoritmo completo con el proceso de optimización.
7.2.8 Tiempos de adquisición finitos y errores de submuestreo.
El movimiento del tejido, ya sea causado por órganos adyacentes o el propio tejido
bajo estudio, impide medidas fiables con resolución celular. Dicho movimiento, unido a
la mobilidad celular y el submuestreo, pueden llevar a múltiples exposiciones de la misma
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célula en diferentes planos focales (o en raras ocasiones en el mismo plano focal). Esto se
debe a la incorrecta interpretación de que el microscopio obtiene una pila de imágenes en
un tiempo atómico o instantáneo cuando realmente entre pila y pila puedan pasar minutos.
Para una reconstrucción en 3 dimensiones o para el análisis de procesos celulares, de-
berían eliminarse manualmente múltiples exposiciones de células en diferentes planos para
que los análisis posteriores sobre esos datos tuviesen validez.
Figura 7.13: Ilustración de un posible error de submuestreo en imágenes in-vivo entre la
capa 1 y capa 2 debido al movimiento del tejido.
Para llevar a cabo una estabilización correcta es necesario eliminar estos errores de sub-
muestreo (fantasma o ghosts en inglés) partiendo de la hipótesis de que ∆tintra es conocido
en base a los parámetros definidos de resolución de imágenes, y tiempo de adquisición por
parte del microscopio. La estabilización en este contexto es el proceso de alinear todas y
cada una de las imágenes de todas las pilas, verticalmente (en todos los planos focales z)
y horizontalmente (en tiempo). Este proceso de alineación se realiza usando las marcas
o puntos de referencia en las imágenes obtenidas. La microscopía fluorescente usa varios
canales de color, algunos de ellos son capaces de mostrar las diferentes células y el tejido de
interés, y otros son capaces de visualizar la estructura anatómica del tejido de fondo como
es el caso del canal en el que se puede visualizar la capa de colágeno. Una vez que se aplica
la alineación a este canal, los resultados se aplican directamente a los otros canales con las
mismas correcciones obtenidas.
En nuestros datos, adquirir una imagen con una resolución de (512x512) supone un
tiempo de aproximadamente 0.3 segundos. Para una pila de 10-16 capas, esto supondrá
varios segundos. En este tiempo el tejido puede estar moviéndose debido a la respiración del
animal o el movimiento causado por los latidos del corazón. Esta situación podría provocar
que el microscopio capture la misma información en varias capas, como se puede observar
en la representación de la figura 7.13, o una doble exposición, a la que denominamos como
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fantasma.
Para eliminar este tipo de problemas, se ha implementado un método capaz de reconocer
y eliminar aquellas capas que contienen fantasmas permitiendo realizar posteriores análi-
sis biológicos que de otra manera estarían distorsionados. La métrica para comparar dos
imágenes es la misma que fue usada en el software de estabilización en 3D (sección 7.2.3).
El porcentaje de similaridad es el nuevo umbral que clasifica una nueva imagen como fan-
tasma o no. Si el porcentaje es más alto que el umbral definido, esa imagen se considerará
un fantasma. Los principales detalles se pueden visualizar en el algoritmo 3.
Algoritmo 3 Fantasmas
1: function IMGFANTASMA(stt )
2: th = xx ⊲ Umbral para seleccionar fantasmas
3: stt ′ = [ ]
4: for i = 1→ nsl − 1 do ⊲ Bucle sobre las capas
5: im1 = stt(i)
6: im2 = stt(i+ 1)
7: tmp = metxy(im1, im2) ⊲ Métrica de similaridad
8: if tmp < th then ⊲ El porcentaje es más bajo que el umbral
9: stt ′ = stt ′+ im1 + im2
10: else
11: stt ′ = stt ′+ im1
12: end if
13: end for
14: return stt ′
15: end function
7.3 Implementación y resultados
En esta sección, se describe la herramienta software que se creó para estabilizar datos in-
travitales obtenidos con microscopios multifotones. Además, se muestran los resultados de
alineación, medidos mediante la métrica de ensamblaje de píxeles solapados R en función
del grado de no-linealidad para dos casos diferentes: con y sin corrección del movimiento
del tejido de fondo. También se muestra una comparativa de los resultados en función de
los cambios en tiempo en la secuencia de imágenes.
7.3.1 Software
Se implementó una herramienta software, StabiTissue, como código abierto escrita en el
lenguaje de programación Python y disponible a través de un repositorio público. Incorpora
todos los algoritmos descritos en las secciones previas y presenta una interfaz gráfica que
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está escrita en PyQt. Las operaciones de bajo nivel de tratamiento de imágenes se realizaron
haciendo uso de la libería de visión por computador OpenCV [Bradski, 2000], mientras que
los formatos de imágenes específicos de los microscopios fueron manipulados a través de la
librería Bio-Formats [Swedlow et al., 2009]. Un conjunto de scritps proporcionan a su vez
la funcionalidad de estabilización sin necesidad de hacer uso de la interfaz gráfica. Además,
su distribución en clases permite tener perfectamente aislados los diferentes algoritmos para
su comprobación o sustitución por otros. En la figura 7.14 se muestra una captura de pantalla
de la aplicación en funcionamiento.
Figura 7.14: Captura de pantalla de la aplicación StabiTissue.
7.3.2 Resultados en la estabilización
Los ratones transgénicos que expresan proteínas fluorescentes han abierto un amplio
rango de posibilidades, en términos por ejemplo de análisis celular en cuanto a motilidad o
comportamiento. Sin embargo, las imágenes in-vivo pueden tener bastante ruido de fondo
debido a que el tejido/órganos pueden estar moviéndose en el momento de adquisición de las
imágenes. Esto hace que se deban aplicar las correcciones de estabilización de las imágenes
para poder extraer medidas reales en cuanto a movimiento celular se refiere.
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Figura 7.15: Comparativa de los resultados de estabilización como función del tiempo, con
y sin corrección no-lineal para los datos analizados en este capítulo (A) Ejemplo con un
grado de no-linealidad medio y (B) Ejemplo con un grado de no-linealidad alto.
Para un tejido con movimientos no-lineales, se aplica el algoritmo PMDM en diferentes
situaciones. La figura 7.15 muestra los resultados del algoritmo de estabilización con los
dos ejemplos que se mostraron en la sección 7.2.6 y que presentan diferentes grados de
no-linealidad. Como se puede observar, aplicando la corrección no-lineal los resultados
mejoran cualitativa y cuantitatitvamente.
La figura 7.16 muestra las comparativas normalizadas de la alineación acumulativa de
píxeles ∑R para tres ejemplos con diferentes grados de no-linealidad, para la estabilización
con y sin correción no-lineal PMDM. Como se puede observar, para valores pequeños de
no-linealidad, la corrección no afecta a los resultados, mientras que con imágenes con un
elevado movimiento no-lineal del tejido de fondo la corrección es capaz de mejorar la esta-
bilización, incluso hasta el 25% dependiendo del tipo de distorsión no-lineal.
7.3.3 Aplicación práctica: Seguimiento de células con imágenes intrav-
itales estabilizadas
Para demostrar el uso y el rendimiento de nuestros algoritmos incluídos en una herra-
mienta software, se han procesado los datos intravitales obtenidos con un microscopio de
dos fotones para detectar linfocitos T reguladores (Tregs) en el útero de ratones. Estos
análisis permiten extraer importante información biológica a través de la motilidad de los
Tregs, partiendo de la premisa que fue demostrada de que la velocidad de los Tregs es
diferente durante la activación y supresión del sistema inmune [da Silva et al., 2012]. En
nuestro ejemplo, la estabilización del tejido se puede usar para extraer un seguimiento real
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Figura 7.16: Resultados de estabilización en función del grado de no-linealidad: φ1 grado
bajo, φ2 grado medio y φ3 grado alto de no-linealidad.
de los Tregs fotograma a fotograma, sin estar distorsionados por el movimiento del tejido.
La razón se debe a que los datos intravitales de placenta obtenidos contienen importantes
movimientos endógenos causados por el movimiento global del tejido que son difíciles de
eliminar en el experimento real. Una estabilización precisa es necesaria para contrarrestar
esos movimientos de fondo sin afectar el movimiento independiente que presentan las célu-
las. Se puede observar un ejemplo en la figura 7.17 con el resultado obtenido de la motilidad
celular después de realizar una estabilización con los algoritmos descritos en este capítulo.
7.4 Discusión y conclusiones
En este capítulo se presenta un conjunto de algoritmos y una herramienta software para
estabilizar conjuntos de imágenes intravitales que presentan movimientos en el tejido de
fondo. Estos movimientos que introducen ruido en los datos son debidos a múltiples causas,
por ejemplo la propia respiración del animal, los latidos del corazón, movimientos peristálti-
cos en el intestino... En esta tesis se han introducido una combinación de novedosas técnicas
capaces de alinear el conjunto de datos incluyendo: (1) un esquema de pesado de píxeles en
base a los contornos obtenidos con las estructuras más o menos fijas previamente conocidas
y que pueden ser observadas en por lo menos uno de los canales obtenidos por el microsco-
pio, (2) un método capaz de evaluar la precisión de la alineación usando una comparativa
con un conjunto de muestras aleatorias sobre la imagen, (3) un modelo de alineación de
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Figura 7.17: Ejemplo real con imágenes intravitales en las que se muestran las diferen-
cias entre los vectores de seguimiento de células (antes y después de la estabilización del
movimiento del tejido de fondo).
píxeles para distorsiones de tejido no-lineales y (4) el uso de un proceso de optimización
MCMC que permite seleccionar todos los umbrales presentes en el problema para alcanzar
la mejor alineación global.
Los resultados de nuestro conjunto de algoritmos y la metodología propuesta se puede
usar para extraer información cuantitativa de células y estructuras biológicas, información
de un evidente interés científico. Estos algoritmos y esta herramienta software está presente
en un paquete libremente disponible y accesible con licencia de código abierto.
Capítulo 8
Conclusiones y discusión
Este trabajo se inició buscando la mejor representación de las características de un mo-
vimiento en una secuencia de imágenes para reconocer y recuperar información que pudiese
ser utilizada posteriormente a más alto nivel. Esta pregunta está relacionada fundamental-
mente con el campo de reconocimiento de patrones (pattern recognition en inglés) y, cuando
se aplica específicamente a imágenes/vídeos, con el campo de visión por computador (com-
puter vision en inglés). Los avances en estos campos en la pasada década supusieron im-
portantes cambios en las representaciones utilizadas hasta ese momento que se basaban en
enfoques centrados en la perspectiva humana para definir características discriminatorias
entre los datos. Uno de los mejores ejemplos en este cambio de mentalidad fue el algoritmo
de Viola-Jones (aplicado al problema de la detección facial [Viola & Jones, 2004], donde
se utiliza un método de ensamblaje de clasificadores débiles (que se basa en coeficientes
Haar) para encontrar el mejor conjunto de características/patrones. La clave de este trabajo
es que es la máquina la que decide cual es el mejor conjunto de características para repre-
sentar una cara. Aunque esto parece trivial hoy en día (10 años más tarde), este enfoque
fue un cambio radical con respecto a los algoritmos que existían haste ese momento donde
los métodos de reconocimiento estaban basados en conjuntos de características geométricas
que el ser humano especificaba, y que eran heurísticamente incorporadas a los algoritmos
de reconocimiento de patrones (por ejemplo: distancias entre ojos/nariz/boca).
Esta tesis adopta el mismo enfoque centrado en la máquina para tratar la información
espacio-temporal en dos campos muy específicos y a su vez diferentes: reconocimiento de
movimientos humanos y estabilización de movimiento global (en secuencias de imágenes
de microscopía intravital). Como el propio término espacio-temporal indica, los campos de
movimiento contienen información crítica en tiempo, en datos con una estructura espacial.
Esta conexión o mapeado entre puntos en tiempo y espacio permite obtener información
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del movimiento subyacente. Este mapeado se codifica con MVFI y la información de la
conexión en tiempo se encuentra contenida en esas trayectorias de puntos. La contribución
de esta tesis fue explorar las implicaciones de este enfoque en problemas prácticos. Aunque
los dos problemas planteados son muy diferentes, el enfoque es único en lo referente al
tratamiento de los campos espacio-temporales. La hipótesis que sirvió como guía durante
todo el desarrollo del trabajo fue:
Dado un conjunto de movimientos que presentan diferencias para poder ser reconoci-
dos independientemente, el espacio de información espacio-temporal contiene los detalles
más relevantes de cada movimiento. Esto implica, que un conjunto de algoritmos enfoca-
dos a reconocer y corregir movimientos con precisión, deben ser capaces de codificar esa
información temporal en una estructura espacial. Lo cual quiere decir, que la tarea de re-
conocimiento de patrones es equivalente a almacenar, recupear y comparar los campos o
trayectorias espacio-temporales en este espacio.
Los algoritmos desarrollados en esta tesis y sus aplicaciones prácticas (movimiento hu-
mano y estabilización de movimiento) proporcionan las evidencias a esta hipótesis, mos-
trando cómo el contenido de los campos de movimiento espacio-temporal pueden mejorar
el rendimiento y la precisión, tanto en tareas de reconocimiento como de estabilización.
En la tarea de reconocimiento de movimiento humano, el campo de velocidad de un movi-
miento define una curva en un espacio multi-dimensional, cuyas propiedades geométricas
locales captan hasta las diferencias más mínimas entre esos movimientos. En el caso de
la estabilización de secuencias de imágenes intravitales de microscopios de dos fotones, el
campo de movimiento codifica los detalles de los anclajes/patrones que servirán como guía,
incluso en conjuntos de datos con imágenes que presentan movimientos no-lineales.
8.1 Extensiones futuras de este trabajo
La detección y reconocimiento automático de acciones humanas es todavía un campo
científico muy activo donde quedan muchos retos abiertos. Esta tesis ha contribuído con
novedosos algoritmos aplicados a un pequeño subconjunto de desafíos existentes en los
campos de reconocimiento de movimientos: detección y reconocimiento de acciones hu-
manas habituales (capítulo 4), puntuación automática de rutinas de gimnasia artística (capítulo
5), recuperación de vídeos basándose en su contenido visual (capítulo 6) y estabilización de
imágenes intravitales (capítulo 7). Como suele ser frecuente, cada nueva pregunta que se
planteó en la tesis dio lugar a otras preguntas que nos llevaron a explorar nuevas áreas que se
podrían analizar más profundamente. Existe un terreno fértil para extender y mejorar cada
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uno de los algoritmos presentados en esta tesis. Las siguientes subsecciones son sólo un pe-
queño ejemplo de esas posibles extensiones que representarían importantes contribuciones.
8.1.1 Trabajo futuro relacionado con el reconocimiento de movimiento
humano
Integración multiescala. Para cada una de estas aplicaciones, usamos una codifica-
ción espacio-temporal del campo de movimiento, que permite obtener las trayectorias en el
espacio propio para realizar la tarea de reconocimiento. En esa representación se pueden
comparar los movimientos en una escala de tiempo pequeña o más amplia, permitiendo rea-
lizar análisis multiescalar. En el primero (pequeña escala temporal), la curvatura local de la
trayectoria contiene información relevante sobre cambios instantáneos de velocidad, mien-
tras que en el segundo (escala temporal amplia) las variaciones de las trayectorias se pueden
comparar estudiando las cualidades globales del movimiento en su conjunto. Cuando se
estudian fenómenos a pequeña escala de tiempo, se utilizan las comparativas de la curvatura
local y una métrica especial que denominamos KNN difuso para las nubes de trayecto-
rias (capítulo 6). Las diferencias entre movimientos en una escala temporal más amplia se
pueden discernir agrupando una trayectoria completa con otra. Sin embargo, el trabajo fu-
turo puede centrarse en explorar nuevos caminos para extraer información más útil tomando
ventaja de esa información en ambas escalas temporales. Un ejemplo concreto donde un
análisis multiescala es importante es en la caracterización automática de acciones en la vida
diaria (Actions in Daily Life (ADL) en inglés) donde es interesante obtener información
de las acciones atómicas y de las actividades que se forman mediante un conjunto de esas
acciones atómicas.
ADL multiescalar y multimodal. ADLs son conjuntos de movimientos, acciones y
actividades temporales que una persona realiza en su vida diaria. El propósito de recono-
cer/caracterizar acciones en la vida diaria es normalmente monitorizar y detectar acciones
anómalas. Hay que tener en cuenta que los ADLs suceden en varias escalas temporales: pe-
queños movimientos, como levantar un brazo para beber, representan una conducta en una
pequeña escala temporal, mientras que el acto de estar bebiendo café durante el desayuno,
se determina a través de una escala temporal más amplia y para ello es necesario tener
cierto conocimiento del dominio contextual. El trabajo presentado en esta tesis se aplicó a
un subconjunto de esas tareas que se podrían extender y explorar más con trabajo futuro.
La motivación práctica para desarrollar un sistema de este tipo es normalmente caracterizar
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ADLs para personas mayores o con problemas, que podrían de esta forma incrementar su
calidad de vida a la vez que suponer un ahorro considerable en los programas de atención a
la salud.
Calidad relativa de movimientos. Medir la calidad relativa de un movimiento, por
ejemplo para asignar puntuaciones a ejercicios de gimnasia, requiere adquirir matices muy
detallados del movimiento. Una extensión obvia del trabajo presentado aquí sería incor-
porar múltiples cámaras. De esta manera, las cámaras adicionales pueden capturar dife-
rentes ángulos proporcionando mayor contenido de información a las trayectorias espacio-
temporales. El análisis de las trayectorias sería el mismo que se describió en los capítulos 4,
5 y 6, pero la preparación de los datos requiere ciertas consideraciones estrictas. La primera
complicación es el parámetro de tiempo para cada cámara. Debido al muestreo en tiempo
y a la tasa de fotogramas por segundo (típicamente entre 30-75 fps), las distintas cámaras
no están sincronizadas en tiempo, y cada punto en el espacio de covarianza del movimiento
deberá obtenerse mediante la interpolación de la información de todas las cámaras. La si-
guiente cuestión es el espacio y la escala. La distancia de la persona con la cámara varía du-
rante un movimiento, por lo tanto la escala del campo de movimiento también deberá variar
entre las cámaras durante el movimiento. Para una cámara sola esto no supone un problema,
pero con múltiples cámaras, es necesario realizar ciertas modificiacones de escala en cada
dirección, pero no es fácil determinar la cantidad de variación. Este problema constituye
una línea de investigación muy interesante, con múltiples desafíos, como el planteado aquí
para la puntuación de ejercicios gimnásticos donde es necesario adquirir información muy
precisa.
Ampliaciones en el campo de CBVR. A pesar de los progresos en la recuperación de
vídeos basada en contenido visual (Content Based Video Retrieval (CBVR) en inglés) y mo-
tores de búsqueda para anotación multimedia, el reconocimiento de movimientos humanos
de manera detallada es un problema abierto debido a que existen aún desafíos inherentes
sin resolver. Para detectar movimientos humanos en repositorios multimedia, el método
descrito en esta tesis tuvo éxito en un dominio limitado. El trabajo futuro podría centrarse
en extender los métodos desarrollados a un conjunto más amplio de situaciones y diferentes
tipos de películas. Para lograr esto, hay dos problemas fundamentales que es necesario re-
solver y que no fueron objetivo de esta tesis: (1) movimiento de fondo y cambios de zoom
para ser tratados de forma efectiva con MVFI y (2) coherencia entre las tomas de vídeo así
como el ángulo de la cámara, que requieren un mayor control al trabajar con películas.
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Para tomas de vídeo pequeñas, como las que se pueden encontrar en repositorios como
youtube, el contexto de adquisición varía considerablemente entre los diferentes vídeos.
Algunos de esos vídeos son grabados con cámaras en movimiento que siguen a la persona en
movimiento presentando problemas de cambios bruscos de fondo, otros tienen cámaras en
posiciones fijas y otros tienen escenas que cambian rápidamente. Otro factor es la apertura
de la cámara y el ángulo, donde solamente cierta parte del cuerpo humano es visible en la
imagen. Además, otro problema que sigue abierto es el tratamiento de múltiples personas
en la misma escena. Todas estas opciones diferentes, deben ser detectadas y tratadas para
la elección del método de reconocimiento. Para los métodos del campo de movimiento
descritos en esta tesis, hay enfoques que pueden ser usados para tratar cada complicación.
Por ejemplo, el problema de la cámara en movimiento se puede detectar observando grandes
áreas divergentes en el campo de movimiento en cualquier dirección, o en el caso de zoom,
si los vectores se dirigen a un punto fijo. Una solución general a este problema requeriría
aprendizaje automático para eliminar el campo de movimiento de fondo.
Los mismos desafíos inherentes en tomas de vídeo pequeñas, se puden encontrar en
vídeos más largos con grandes variaciones de ángulos de cámara entre escenas, con cambios
entre enfoques de primer y segundo plano de las personas. Esto supone un interesante
problema en aprendizaje automático para conectar escenas inconexas donde está la misma
persona. Además, existe un problema añadido totalmente diferente, que hace referencia
a las escenas que no tienen ningún tipo de movimiento. Para evitar largos huecos en el
proceso de anotación, un enfoque híbrido podría ser lo más apropiado.
8.1.2 Direcciones futuras para correcciones/estabilización en IVM
Como se describió en la tesis, la microscopía intravital (IVM) de dos fotones ha permi-
tido visualizar estructuras celulares y subcelulares in-vivo que juegan un papel fundamental
en el estudio de malaria y cáncer. Sin embargo, el conjunto resultante de imágenes sufren de
artefactos de movimiento, tales como rotaciones, desplazamientos y distorsiones no-lineales
que impiden obtener resultados biológicos concluyentes. Este motivo es el telón de fondo
para realizar un análisis espacio-temporal de esos conjuntos de datos.
Los anclajes libres y los métodos globales de alineación/estabilización desarrollados
para microscopía intravital de dos fotones proporcionan una mejora con respecto a los méto-
dos existentes, ya que los algoritmos fueron diseñados específicamente para estos conjuntos
de datos. A pesar de ello, los algoritmos son lo suficientemente generales para poder apli-
carse en otros problemas de microscopía o en otros campos de aplicación diferentes.
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Movimientos no-lineales: mapeados difeomórficos. Una característica clave (y nove-
dosa) del método de estabilización presentado en esta tesis es la consideración de una pon-
deración de píxeles basada en las áreas de la imagen donde el movimiento del tejido se
mantiene estable linealmente. De esta forma, los píxeles que pertenecen a regiones que
presentan distorsiones no-lineales se eliminan del conjunto de ponderación, el cual se uti-
lizará en el proceso de alineación global. Esta técnica permite determinar el mapeamiento
no-lineal mediante un bajo coste computacional a través de un procedimiento iterativo de re-
muestreo que evita grandes distorsiones. Para casos como este, donde existe un conjunto de
datos demasiado grande para almacenar, este método de remuestreo iterativo Monte Carlo
presenta mayores ventajas a la hora de obtener un mapeado difeomórfico.
Una extensión obvia de este trabajo sería usar el mismo método para producir un ma-
peamiento difeomórfico completo y compararlo con los métodos de integral inversa enfoca-
dos a dichas tareas. Se puede esperar que para la alineación de un conjunto de imágenes en
2D, estos métodos específicos serán computacionalmente más rápidos. Sin embargo, si el
conjunto de datos es mayor, como en el caso del escaneo mediante imágenes de resonacia
magnética en 3D (por ejemplo en escaneos craneales), el método de remuestreo Monte Carlo
desarrollado aquí será más eficiente computacionalmente. Un interesante estudio sería ex-
plorar el uso del método en grandes conjuntos de datos, como es el caso de su aplicación en
el campo de gráficos de computador, donde se requieren mapeados no-lineales.
Estabilización global. La estabilización de conjuntos de imágenes durante un largo
período de tiempo es un desafiante problema de optimización. Para la tesis, se utilizó
un simple enfriamiento simulado (simulated annealing (SA) en inglés), que es un algo-
ritmo específico del método de la cadena de Markov Monte Carlo (Markov Chain Monte
Carlo (MCMC) en inglés), para obtener el conjunto óptimo de umbrales de los contornos
para alcanzar una estabilización global. En este proceso, surgió una interesante pregunta
en relación con las propiedades matemáticas en esta optimización con restricciones. La
cuestión radica en cómo plantear un problema de optimización con restricciones global-
mente que en este caso se pudo basar en la intuición para guiar la construcción del problema.
Formalmente, el espacio de solución óptimo para los parámetros de umbral define un
espacio propio a través de tiempo, donde la solución en un instante de tiempo se mapea al
siguiente punto en tiempo, etc (como se observa en la figura 7.11 del capítulo 7). Intuitiva-
mente, este espacio propio es similar a una membrana elástica y se espera que una solución
estable globalmente sea aquella en la que la membrana no varíe bruscamente. De esta
manera, nosotros obtenemos una condición en la función objetivo la cual restringe la flexi-
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bilidad elástica. Dado que la energía de flexibilidad de una membrana elástica se describe
por un hamiltoniano, todo este problema se puede reformular en una eficiente optimización
Monte Carlo hamiltoniana. De esa forma, el paso de actualización del MCMC está especí-
ficamente diseñado para las reglas de la membrana, y sería más eficiente que el presentado
en esta tesis mediante un SA. Aparte del uso práctico, los fundamentos teóricos son intere-
santes y merece la pena su estudio como método de optimización con restricciones.
Extracción de parámetros de importancia biológica. Como se describió en esta
tesis, es necesario software de corrección para IVM incluso aunque se utilicen otras estabi-
lizaciones mediante dispositivos físicos. Con el incrementeo de la resolución de la micros-
copía han aumentado los desafíos asocidados y la necesidad de este tipo de software. Por
ejemplo, nuevas generaciones de microscopios son capaces de utilizar segundos y terceros
armónicos para mejorar la señal frente a ruidos y por lo tanto incrementar significativamente
las resoluciones presentes. De ahí, que los algoritmos de software deban seguir el ritmo de
estas rápidas mejoras tecnológicas en microscopía. La relevancia e interés en tales algorit-
mos y software de corrección para IVM se muestra en las plataformas software comerciales
disponibles en la actualizad tales como el software asociado a Leica y el potente Imaris.
Además de la estabilizacion y corrección de otros artefactos de movimiento, los sistemas
software deberían también extraer parámetros de interés biológico, útiles para obtener un
conocimiento más profundo sobre los procesos reales. Un ejemplo lo podemos encontrar en
los sistemas de modelado del proceso de metástasis por el cuál células tumorales se separan
del tumor principal y producen tumores en otros órganos. Los parámetros precisos del
modelo de entrada se pueden obtener extrayendo información detallada sobre la conducta
celular (por ejemplo: motilidad, interacciones, etc.) durante la evolución del crecimiento
de un tumor a partir de imágenes IVM. Finalmente, tales estudios podrían proporcionar
un conocimiento más profundo del proceso de crecimiento del tumor subyacente. Otros
ejemplos abundan cuando los parámetros de interés que se necesitan extraer del conjunto
de datos mejoran al entender el sistema biológico subyacente. Como ejemplo adicional,
algunos de los resultados de esta tesis se usaron para lograr un mejor conocimiento de la
interacción de linfocitos B y T en infecciones de malaria.
8.2 Consideraciones finales
Esta tesis ha mostrado que las características espacio-temporales en una secuencia de
vídeo se pueden codificar preservando el contenido de la información subyacente. En lugar
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de un tratado teórico, la metodología de desarrollo se realizó a través de problemas prác-
ticos. Han sido estos problemas los que han guiado las preguntas teóricas que permitieron
tocar varios campos dentro del aprendizaje automático, teoría de la información, teoría de
la computación, geometría diferencial y física. Tal vez, este hecho es testimonio de que
todos los problemas planteados tenían un significado subyacente y estaban conectados y
entrelazados entre sí.
Anexos

Anexo A
Creación de dos repositorios de vídeos
Base de datos de vídeos de acciones humanas
En esta tesis, se creó un nuevo repositorio con diversas acciones humanas (figura A.1)
que sirvieron como base para los estudios de las nuevas técnicas desarrolladas para re-
conocimiento de accciones humanas. A pesar de que existen múltiples repositorios públicos,
se tomó la decisión de crear uno nuevo para incluir diferentes acciones que no están en otras
bases de datos y además, para poder tener de esta manera toda la información controlada
en cuanto a cuestiones de iluminación y cámara se refiere. Este repositorio está enfocado
a la detección y reconocimiento de acciones humanas en interiores e incluye 7 acciones:
andar normal, andar exagerado, footing, agacharse, acostarse, caerse y sentarse, ejecutadas
por 12 personas. Por cada persona y acción existen 5 secuencias de vídeo. Por lo tanto,
este repositorio está formado por 420 secuencias de vídeo representando esas 7 acciones
humanas. La cámara que se usó para realizar las grabacciones fue una Sony (HDR-HC15)
MiniDV con resolución dígital, y una tasa de muestreo de 25 fotogramas por segundo. To-
das las acciones fueron grabadas utilizando la misma distancia focal y sin ningún tipo de
preparación especial en cuestiones de iluminación. Por lo tanto, los movimientos presen-
tan sombras como en cualquier actividad normal sin excesiva iluminación. Las personas
realizaron todas las acciones a la misma velocidad aproximadamente desde que entran en
escena y terminan su acción. Los vídeos están guardados en formato AVI MPEG, y están
recortados haciendo uso del programa FFMPEG para producir fotogramas con una resolu-
ción de 600x400. Este repositorio está disponible para que la comunidad científica lo pueda
utilizar en futuros estudios de reconocimiento de acciones humanas. Parte de la base de
datos se puede descargar desde el enlace (http://www.ivangconde.es/index.php/demos/mvfi.
html), donde se pueden observar diferentes vídeos de las acciones junto con las técnicas
124 Creación de dos repositorios de vídeos
desarrollas para reconocimiento de movimientos humanos.
Base de datos de vídeos de rutinas de gimnasia rítmica
Para poder analizar y puntuar rutinas de gimnasia rítmica, se grabaron diferentes ejer-
cicios representativos en este deporte con ocho atletas (figura A.2). Las gimnastas eran
del Club Gimnasia Pabellón en Ourense (España) y tenían edades comprendidas entre los
12 y los 14 años. Se grabaron 10 acciones diferentes que incluyen diferentes variedades
de saltos, rotaciones, equilibros y elementos pre-acrobáticos. Las tomas de vídeo fueron
grabadas con una Sony Handycam DCR-SR78 en una habitación con iluminación normal.
Para cada atleta y cada acción, se realizaron entre 5 y 7 ejecuciones. En total, son aproxi-
madamente 8x7x10=560 tomas de vídeo que fueron cortadas del vídeo original con el uso
del programa FFMPEG. El repositorio con estos vídeos está disponible para la comunidad
investigadora con el objetivo de poder comparar software para reconocimiento y puntuación
de ejercicios en este deporte. Se puede encontrar más información en el enlace (http://www.
milegroup.net/apps/gymdb/).
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Figura A.1: Ejemplo de tres acciones humanas en el repositorio: (A) sentarse, (B) agacharse
y (C) caerse, realizadas por diferentes personas.
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Figura A.2: Ejemplo de tres rutinas de gimnasia rítmica en el repositorio: (A) giro, (B)
paloma y (C) salto, ejecutadas por diferentes gimnastas.
Anexo B
Trabajos realizados en el desarrollo de la
tesis
Artículos publicados
Estos años que abarcan el transcurso de mi tesis doctoral desde 2009-2010, en el que
cursé el Máster de Sistemas Software Inteligentes y Adaptables, me han permitido realizar
diversos trabajos que han sido publicados en varias revistas y congresos internacionales.
Dos de ellos que suponen una parte fundamental en mi tesis se encuentran en proceso de
revisión en la fecha en la que se está finalizando esta documentación (Septiembre de 2014).
Artículos en revista
Autores: I. Gómez-Conde and DN. Olivieri
Título: KPCA Spatio-temporal trajectory point cloud classifier for recognizing human actions in a CBVR
system
Revista: Enviado a Expert Systems With Applications, 2014. (En proceso de revisión)
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Autores: I. Gómez-Conde and DN. Olivieri
Título: Soft-tissue stabilization of in vivo 3D intravital microscopy images with a Sequential Monte Carlo
sampling method
Revista: Enviado a Applied Soft Computing, 2014. (En proceso de revisión)
Autores: Flávia A. Lima, Iván Gómez-Conde, Paula A. Videira, Cláudio R.F. Marinho, David N. Olivieri,
Carlos E. Tadokoro.
Título: Intravital microscopy technique to study parasite dynamics in the labyrinth layer of the mouse
placenta
Revista: Parasitology International, 63(1):254-259, 2014. doi:10.1016/j.parint.2013.06.012
129
Autores: M. Pino Díaz-Pereira, Iván Gómez-Conde, Merly Escalona, David N. Olivieri.
Título: Automatic recognition and scoring of olympic rhythmic gymnastic movements
Revista: Human Movement Science, 34:63-80, 2014. doi:10.1016/j.humov.2014.01.001
Autores: Luciana Vieira de Moraes, Carlos Eduardo Tadokoro, Iván Gómez-Conde, David N. Olivieri,
Carlos Penha-Gonçalves.
Título: Intravital Placenta Imaging Reveals Microcirculatory Dynamics Impact on Sequestration and
Phagocytosis of Plasmodium-Infected Erythrocytes
Revista: PLoS Pathogens, 2013. doi:10.1371/journal.ppat.1003154
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Autores: da Silva HB, Caetano SS, Monteiro I, Gómez-Conde I, Hanson K, Penha-Gonçalves C, Olivieri
DN, Mota MM, Marinho CR, D’Imperio Lima MR, Tadokoro CE
Título: Early skin immunological disturbance after Plasmodium-infected mosquito bites
Revista: Cellular Immunology, 277(1-2):22-32, 2012. doi: 10.1016/j.cellimm.2012.06.003
Autores: D.N. Olivieri, I. Gómez-Conde, X.A. Vila Sobrino
Título: Eigenspace-based Fall detection and activity recognition from motion templates and machine learn-
ing
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Autores: I. Gómez-Conde, D.N. Olivieri and X.A. Vila Sobrino
Título: Método espacio-temporal para el reconocimiento de acciones humanas
Revista: RISTI (Revista Ibérica de Sistemas y Tecnologías de la Información), 8, 2011. doi:
10.4304/risti.8.1-14
Artículos presentados en congresos internacionales
Autores: Olivieri D, Gómez-Conde I, Vila-Sobrino, XA
Título: AR-based virtual musical instruments using SMC tracking
Conferencia: 6th Iberian Conference on Information Systems and Technologies (CISTI 2011), 1:1-7, 2011,
Chaves (Portugal). ISBN: 978-1-4577-1487-0
Autores: Olivieri D, Gómez-Conde I, Faro, J
Título: Tracking B cells from two-photon microscopy images using Sequential Monte Carlo
Conferencia: 5th International Conference on Practical Applications of Computational Biology & Bioin-
formatics (PACBB 2011), 93:71-78, 2011, Salamanca (España). ISBN: 978-3-642-19913-4
Autores: Gómez-Conde, I, Olivieri D, Vila XA, Orosa-Rodríguez A
Título: Intelligent video monitoring for anomalous event detection
Conferencia: International Symposium on Ambient Intelligence (ISAMI 2011), 92:101-108, 2011, Sala-
manca (España). ISBN: 978-3-642-19936-3
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Autores: Gómez-Conde, I, Olivieri DN, Vila XA, Rodríguez-Liñares, L
Título: Smart telecare video monitoring for anomalous event detection
Conferencia: 5h Iberian Conference on Information Systems and Technologies (CISTI 2010), 1:384-389,
2010. Santiago de Compostela (España). ISBN: 978-989-96247-3-3
Autores: Gómez-Conde, I, Olivieri DN, Vila XA, Rodríguez-Liñares, L
Título: Monitorización inteligente en el hogar utilizando videocámaras
Conferencia: 5h Iberian Conference on Information Systems and Technologies (CISTI 2010), 2:454-457,
2010. Santiago de Compostela (España). ISBN: 978-989-96247-3-3
Estancias predoctorales en el extranjero
El trabajo realizado en España pudo a su vez ser complementado con diversas estancias
internacionales, dos de ellas en el Instituto Gulbenkian de Ciência en Oeiras (Portugal) tra-
bajando en el grupo Immune Regulation con Dr. Carlos Tadokoro como investigador prin-
cipal y con la colaboración de Dr. Jorge Carneiro. Este grupo se centra en el estudio de las
células reguladoras T (Tregs) involucradas en la supresión de la activación del sistema in-
mune. Estas estancias de 1 mes y una semana en 2012 y de 3 meses en 2013 me permitieron
trabajar en un grupo multidisciplinar con biólogos e inmunólogos y aprender técnicas de
adquisición, tratamiento y post-procesamiento de imágenes intravitales mediante microsco-
pios de dos fotones. Estas estancias fueron muy productivas y representaron la culminación
de un trabajo iniciado anteriormente en España en el campo de bio-imaging y que se pudo
ver plasmado en varios artículos publicados como se observa en el apartado anterior.
En el trascurso de este año 2014, la Fundación Barrié me ofreció la oportunidad de
hacer otra estancia de 3 meses con el grupo de investigación del Dr. Jacco van Rheenen. Un
grupo líder a nivel mundial en la investigación de metástasis, proceso por el cual las células
tumorales se desprenden del tumor primario y forman nuevos tumores en otras zonas. Para
ello combinan modelos de ratones, capaces de desarrollar tumores humanos, con técnicas
de imagen intravital. Esta estancia fue fundamental para avanzar en mis conocimientos de
imágenes intravitales obtenidas con microscopios multifotones y a su vez avanzar en un
nuevo software para conseguir eliminar los artefactos de movimiento presentes en los datos
debido a los movimientos respiratorios y/o cardíacos de los animales.
1. Estancia en Hubrecht Institute (Utrecht, Países Bajos) en el grupo Cancer Bio-
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physics con Dr. Jacco van Rheenen como investigador principal desde el 31 de Marzo
de 2014 hasta el 1 de Julio de 2014 (3 meses).
2. Estancia en Instituto Gulbenkian de Ciência (Oeiras, Portugal) en el grupo Im-
mune Regulation con Dr. Carlos Tadokoro como investigador principal desde el 1 de
Enero de 2013 hasta el 31 de Marzo de 2013 (3 meses).
3. Estancia en Instituto Gulbenkian de Ciência (Oeiras, Portugal) en el grupo Im-
mune Regulation con Dr. Carlos Tadokoro como investigador principal desde el 24 de
Agosto de 2012 hasta el 30 de Septiembre de 2012 (1 mes y 1 semana).
Proyectos como investigador principal
En el año 2013, fue concedido un proyecto de investigación de ámbito local en el que
yo fui principal investigador. Este proyecto titulado "Vigilancia contraincendios en la
provincia de Ourense mediante visión artificial con el uso de drones" hizo uso de la
última parte de la algoritmia presentada en esta tesis en el capítulo 7, el modelo de estabi-
lización aplicado a datos intravitales. Estos métodos presentados en el capítulo 7 pudieron
ser utilizados directamente sobre las imágenes capturadas con el drone, y suponen la primera
fase de post-procesamiento que posteriormente es combinada con otras técnicas de análisis
de imagen para la detección de humo a través de vídeo desarrolladas en el proyecto.
Premios de investigación recibidos
En el desarrollo de esta tesis se obtuvieron dos premios de investigación en los años 2010
y 2012 como consecuencia del trabajo de la nueva plantilla espacio-temporal MVFI para
detectar caídas de personas en interiores y por el software de corrección de movimientos
aplicados a datos de diferente naturaleza.
• 1º Premio Marine Inova 2012 por su innovación tecnológica (22 de Noviembre de
2012) promovido por las empresas Marine Instruments e Inova Consultores en cola-
boración con el Campus do Mar.
• 3º Premio en el 10º Concurso de Proyectos Tecnológicos (2 de Diciembre de 2010)
organizado por Expourense y Universidade de Vigo, patrocinado por Xunta de Galicia
y con las colaboraciones de Universidade de Santiago de Compostela y Universidade
da Coruña.
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