This paper examines the relationship between corruption and infrastructure at both the country and regional level using the World Bank's Enterprise Surveys data. A statistically significant and considerable relationship is established between the measure of corruption in the macro data and the measures of transportation and electricity infrastructure. Countries with more corruption tend to have worse infrastructure in the eyes of their firms. This link is shown to remain when one uses other measures of corruption and after controlling for GDP per capita, institutional quality and land area. At the regional level, the key result is unchanged. The magnitude and significance of this result is shown to vary by global region. Two stage least squares results, using distance from the equator as an instrument at the macro level support the simple OLS results and allow us to have some confidence that the causality runs from corruption to infrastructure. Finally, it is shown that within country variation in corruption has a significant effect on regional infrastructure.
Introduction
When asked to name some of the key problems facing developing countries, many people, experts and layman alike, will answer corruption and infrastructure. The importance of these factors is borne out by those on the ground. For example, nearly 84% of firms in Niger feel that corruption is a major constraint to their operations according to the World Bank's Enterprise Surveys (ES).
1 It is important to note that this is not just a Sub-Saharan African problem. On average, the problem is worst in the Middle East and North Africa region (57%) though even in the high-income OECD sample the data show that some firms consider corruption to be a hindrance (14%). Dissatisfaction with infrastructure is also widespread. In terms of transportation (electricity) infrastructure, 50% (63%) of respondents in Niger identified it as an obstacle. These problems are worst in Sub-Saharan Africa (27% and 49%) but again are still an issue in the high-income OECD sample (11% and 16%). The phenomena of corruption and unsatisfactory infrastructure thus seem to be a particular problem in developing and transition countries but are still to be found in richer economies. Tanzi and Davoodi (1997) was an early exposition of the link between corruption and infrastructural quality. Amongst other findings, they show that corruption is associated with a lower quality of infrastructure across a range of indicators. Del Monte and Papagni (2001) find that corruption has a negative effect on the efficiency (in terms of economic growth) of expenditures on public investment in a sample of Italian regions. Bose, Capasso and Murshid (2008) present a model in which corruption is only detrimental to infrastructural quality once it passes a threshold and supports this argument with empirical evidence. Using an early version of the ES data in conjunction with other data, Kenny (2009) finds a correlation between measures of corruption and some measures of infrastructural quality, though as Kenny himself emphasises, the sample size available to him is very small. The first contribution of this paper is to revisit this question with a new dataset that arguably contains more satisfactory measures of both variables. Corruption emerges as a significant correlate of infrastructural quality in line with many existing papers in this literature.
These papers for the most part do not address issues of endogeneity, though many of them are not attempts to establish a causal relationship. Endogeneity is a concern in two regards when investigating the link between corruption and infrastructure. Firstly, the possibility of common and unobservable causes for both the level of corruption and quality of infrastructure cannot be discounted. Secondly, it is conceivable that countries or regions with worse infrastructure will tend to have more corruption. The second contribution made here is to address this endogeneity. Corruption is shown to be an important factor in determining infrastructure.
1 The statistics quoted are taken from the most recent data available for each country which is not necessarily the same year for each country.
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The final and most important contribution of this paper is to extend the analysis to the regional level. The link between regional, or local, infrastructure and regional corruption
has not yet been studied widely and the ES data allows one to do so. Two important results emerge from this exercise. Firstly, a higher level of corruption in a region is associated with poorer infrastructure. Secondly, the variation from the national average in corruption is associated with both a lower level of infrastructure both in general and in relation to the national average.
These results have important policy implications. If, as is evidenced by the data, more corrupt countries have infrastructure that is not acceptable in the eyes of business, then any policy that sees infrastructure as the path to development needs to recognise this. In terms of regional development, the results suggest that regional development and infrastructural policies need to take account of both the local degree of corruption and of the within country variation. Corruption has been shown to have negative relationships with important factors such as growth (e.g. Mauro (1995) ), foreign direct investment (e.g. Wei (2000)), inequality and poverty (e.g. Gupta, Davoodi and Alonso-Terme (2002) ), individual well-being (e.g.
Gillanders (2011)), environmental policy (e.g. Fredriksson and Svensson (2003) ), inflation (e.g. Al-Marhubi (2000)), attitudes to the political system (e.g. Anderson and Tverdova (2003) ) and the quality of regulation (e.g. Breen and Gillanders (2012) ). The potential importance of infrastructure for growth has been examined by theorists such as Agénor (2010) while Esfahani and Ramırez (2003) present a structural model and conclude that infrastructure is a considerable boon in terms of GDP. Wang (2003) finds that electricity matters for child mortality and Fernald (1999) finds that transport infrastructure is good for the productivity of firms in vehicle intensive industries. Thus, there is a large body of evidence that both corruption and infrastructure are important factors in an economy.
The remainder of this paper proceeds as follows. Section 2 describes the data, sections 3 and 4 present the country level and regional level results respectively, and the final section concludes.
Data
The main source of data on the variables of interest for this paper is the World Bank's En- Kaufmann, Kraay and Mastruzzi (2010) . As CC is highly correlated with the World Bank's Rule of Law (RL) measure of institutional quality and other such variables, it is difficult for one to separate and identify the effects of corruption and general institutional quality when they are included simultaneously.
3 Both of these alternative measures of corruption will be used in checks of the robustness of the main result. These variables cannot be used when we turn to examine regional level results as they are only computed at the national level.
The infrastructure variables used here measure how much firms perceive each type of infrastructure to be an obstacle whereas the infrastructure variables used by Tanzi and Davoodi (1997) , Bose, Capasso and Murshid (2008) and others are intended as measures of the quality of infrastructure. It is well known that these quality measures are far from perfect. For example, Bose et al. point out that taking the length of paved roads as a measure of transportation infrastructure ignores the issue of width and measures based on the proportion of roads that are paved lead to large countries being penalised [Bose, Capasso and Murshid (2008) ; pp1178]. Like the ES corruption variable, the infrastructure measures I shall use here are based on how much of an obstacle firms find the type of infrastructure. Holding countries with different levels of development and different types of economy and production to the same external standards of infrastructure, even if they are perfectly objective, would be an inferior choice in the context of the current question. The specific infrastructure questions used relate to transportation infrastructure and electricity infrastructure at the country level, and to these two plus telecommunications infrastructure at the regional level.
The variables of interest are the percentage of firms in a country or region who responded that the factor in question was a major or very severe obstacle to their operations. Figures  1 and 2 plot the macro relationships between infrastructure and corruption using the pooled data. Both figures show a relationship between the two with it being particularly strong in the case of transportation infrastructure. The data on distance from the equator were obtained from Parker (1997) . All other variables were obtained from the World Development Indicators (WDI) and the TI and ES datasets. 
Country Level Results
The general form of the model used in estimating the relationship between corruption and infrastructure quality is of the form:
where IN F it is either the ES country level measure of transport or of electricity infrastructure, COR it a measure of corruption, GDP P C it is the natural logarithm of GDP per capita,
AREA it is the natural logarithm of land area in square kilometres, and ǫ it is an error term of the standard type.
The model is estimated using pooled OLS due to the fact that, as mentioned in Section 2 above, the ES data does not (as of yet) form a panel of sufficient dimension. As unobserved heterogeneity is always a concern, it will be important to check that the main results are robust to the inclusion of country specific dummy variables. The additional controls are included to capture the potential deep determinants of a country's infrastructure. The first is GDP per capita as a control for the level of economic development and prosperity. This data comes from the WDI. The second is institutional quality as measured by the World Bank's Rule of Law variable. I include this variable as there is a long standing literature that has explored the relationship between institutional quality and aspects of infrastructural quality.
Henisz (2002) provides an overview of this literature. Finally, land area is controlled for as it seems sensible to allow for countries of different sizes to have different levels of infrastructure, regardless of other considerations. proportion of the variance in infrastructural quality across countries can be accounted for by corruption alone. These large R 2 statistics are not present in columns 2 and 3 where alternative measures of corruption are used, though corruption remains highly significant (though the signs differ from Column 1 as these variables give bigger numbers to countries with less corruption). This association remains in the face of country fixed effects, as can be seen in Column 4.
More importantly, the magnitude of the association is economically meaningful. The results of the first column indicate that a one standard deviation -approximately 20% -increase in the corruption variable is associated with an increase of roughly 7% and 10% in the transportation and electricity infrastructure variables respectively. In both cases this is about 0.4 of a standard deviation. This is about half of the difference between the Europe Notes: Robust standard errors in parentheses. * , * * and * * * indicate significance at the 10%, 5% and 1% levels respectively.
and Central Asia sample and the Africa sample in terms of transport infrastructure and one third of the difference between the two in terms of electricity infrastructure.
The final column includes the other potential determinants of infrastructural quality outlined above. GDP per capita is significantly correlated with both measures with richer countries tending to have better infrastructure as one would expect. Firms in countries with better institutions tend to be less satisfied with infrastructure, though this relationship is only significant in Panel A. This is perhaps contrary to what one would expect a priori. One explanation is that in countries with good institutions, there is a higher expectation of, say, good roads and that this effect is greater than any tendency for good institutions to provide better infrastructure. Another plausible explanation is that the institutional quality is endogenous in much the same way that corruption may be. Finally, there is no strong evidence that the size of a country plays a role.
Having established that there is a relationship in general, it is good practice to see if this relationship varies by geographical region. For example, Asiedu (2002) and Blonigen and Wang (2005) have demonstrated this to be an worthwhile exercise in the FDI literature.
This is particularly important if one wishes to offer even broad policy advice to developing countries. Panel A shows that in most groups the relationship between corruption and transport infrastructure is significant and sizeable. Only in Column 8 is the corruption variable insignificant.
This is the RoW sample with the additional controls. It should be borne in mind that the RoW sample is a rather small and heterogeneous sample. Thus the RoW results should be treated with extra caution. The coefficient is largest in Africa and it is also worth noting that the size of the country plays a significant role in this sample with larger countries tending to have better transport infrastructure in the eyes of firms. The story seems to be very different when it comes to electricity infrastructure, as can be seen in Panel B. In this case corruption only has a significant association with infrastructure in the ECA sample. Once again, country size is inversely related to firms' perceptions of infrastructure in Africa though not in either the ECA or LAC samples. A general point that emerges from these tables is that there is a relationship between corruption and infrastructure but that the efficacy of any policy based on this relationship will be dependent on where the policy is to be carried out and on the type of infrastructure.
Of course, to be able to offer credible policy advice one must provide at least a certain degree of evidence that the relationship is free of endogeneity bias. As outlined above, there are convincing arguments that the prevalence of corruption and the degree of infrastructural quality are endogenous. Distance from the equator (DE) is used as an instrumental variable Notes: Robust standard errors in parentheses. * , * * and * * * indicate significance at the 10%, 5% and 1% levels respectively. The instrument used for the corruption variable is distance from the equator.
in an attempt to obtain estimates which are clean of this endogeneity. DE has been used as an instrument for general institutional quality in a range of papers such as Hall and Jones (1999) and Rodrik, Subramanian and Trebbi (2004) . Treisman (2007) captures the intuition behind using DE as an instrument for corruption well (when arguing that DE would not make a good instrument for looking at the effect of economic development on corruption): "If settler mortality led European colonists to create more exploitative, unaccountable governments in countries with more tropical climates, closeness to the Equator might slow economic development by encouraging corruption" (p226). 4 Put at its most simple, the argument can be represented as: tropical climate → more exploitative colonial government → more corrupt post-colonial government.
The results of this 2SLS exercise are presented in Table 3 . For both of the infrastructure variables, corruption is a statistically significant factor. All specifications have first stage F statistics that are satisfactory by the standard of the Staiger and Stock (1997) rule of thumb. The IV strategy will be invalid if the above relationship is not strong enough or if DE is a determinant of infrastructural quality outside of the instrument's effect on corruption. The former can be tested for using the standard weak instrument rule of thumb while the later could be looked at using tests of over-identifying restrictions if there were more instruments. 
Regional Level Results
The previous section established that the data points to a strong relationship between the level of corruption in a country and its infrastructure and provided some evidence of an effect running from corruption to infrastructure. The ES data provide a unique opportunity to take the analysis to the regional level. Corruption is more often than not spoken of as if there were no within country variation, perhaps because the most widely used measures exist only at the country level. This is also somewhat true of discussions of infrastructure in this literature. However, there are strong reasons to think that such variation may be large. Certain regions may be more corrupt for cultural, historical or general economic reasons while infrastructure may vary by region for similar reasons, in addition to geographical considerations and perhaps due to variation in corruption. Figures 3 and 4 show that such variation exists in the data. The upper and lower points on the bars show the maximum and minimum regional values for each country while the points show the country average (where the data are pooled over time). It is worth noting that this variation does not seem correlate with the level i.e. the length of the bars does not tend to increase or decrease in any obvious (linear) way as we move along the horizontal axes.
It must be noted that these regions are not always necessarily real administrative or geographical divisions. In addition to the two infrastructure variables available in the macro data, the firm level dataset contains a question that asks how much of an obstacle telecommunications is to the firm's current operations. Telecommunication infrastructure is obviously an important element in the modern world. The ES measure has an advantage over the often used number of telephone mainlines variable in that, as Wallsten (2001) points out, people can have more than one line and some lines may be used by multiple people (p6). There is no regional GDP variable in the dataset so, as a (somewhat crude) proxy, I use the average total cost of labour to control for income. In addition, I control for the percentage of sales that are national. It seems plausible that regions which produce more for the domestic market than the foreign market could require different types of infrastructure and to different degrees. Table 4 presents the results from estimating OLS regressions using this regional data. In the case of each of the infrastructure variables, corruption is a sizeable and significant correlate.
Corruption can only explain a small proportion of the variation in infrastructure on its own as can be seen from the R 2 statistics in columns 1, 4 and 7. Given the wide range of plausible determinants of regional infrastructure this is not surprising. The inclusion of country fixed effects does not cause the corruption variable to lose its significance nor does the inclusion of the additional controls. These controls are interesting in their own right. Regions with a higher average total cost of labour tend to have better reported Notes: Robust standard errors in parentheses. * , * * and * * * indicate significance at the 10%, 5% and 1% levels respectively.
electricity infrastructure and worse telecommunications infrastructure on average. Regions that produce more for the domestic market tend to have firms that are more satisfied with the state of telecommunications infrastructure. Table 5 splits the sample in the same way as was done above. Once again, the motivation for this is that it is reasonable to expect that the relationship under study will vary across the globe. Briefly, we can see that this is indeed the case. In Africa, for example, there is no significant relationship between corruption and electricity infrastructure (Panel B) but there is with the other infrastructure measures. The magnitude of the relationship also varies by global region. In some cases, corruption alone can explain a large proportion of the variation in infrastructure (e.g. Column 1 of Panel C). Thus the results of this region level analysis support those of the country level analysis above.
There are no variables that can serve as instruments in the region level data -certainly none that are fully satisfactory. This is unfortunate as the same arguments for endogeneity made at the country level can be made at the regional level. The fact that the IV results at the country level were in line with the OLS results does not necessarily mean that the same would be true at the regional level. Two somewhat convincing instruments are firms' perceptions of how much of a constraint the courts system and customs and regulation procedures are to their operations. These instruments have acceptable first stage F statistics and give results in line with the OLS results presented in Table 4 and are available on request. The issue with these exercises is that it is hard to argue that whatever factors may determine both corruption and infrastructure do not also determine these instruments.
The region level data allows one to look at within country variation. We have seen that Notes: Robust standard errors in parentheses. * , * * and * * * indicate significance at the 10%, 5% and 1% levels respectively.
there is considerable variation in both infrastructure and corruption within countries. An obvious next step is to see if the within country variation in infrastructure could be explained by the within country variation in corruption. Some decisions regarding infrastructure, be they decisions regarding the initial provision of infrastructure or the maintenance of existing stocks, are likely to be made at a regional level. In the first column of Table 6 , it can be seen that regions with more corruption than the national average tend to have a lower level of infrastructure in general, while the second and third columns show that regions with more corruption than the national average also tend to have worse infrastructure than the national average. The remaining columns show that this is not the case in all of our sub-sample and infrastructure pairs.
Conclusions
The results of this paper demonstrate the link between corruption and infrastructure. This link is robust to changes in the measures of both corruption and infrastructure. Another contribution was some evidence that the relationship is one in which corruption determines infrastructure. We also saw that this relationship can vary in both significance and magnitude depending on the type of infrastructure and the part of the world under consideration.
Extending the analysis to the regional level, it was shown that the relationship between corruption and infrastructure is also evident. As was the case with the country level analysis, the results vary by pairs defined by global region and type of infrastructure. It was also shown that within country variation matters. Regions with more corruption than their national average tend to have worse infrastructure in general and relative to the national average.
As the Enterprise Surveys continue, it may be become possible to create a panel data set (at least at the country level) and examine some interesting temporal effects such as the effect of lagged corruption on current infrastructure. Another very appealing line of inquiry would be to examine spatial relationships between corruption and infrastructure both within and across countries.
The implications of the results of this paper for policy can only reach the level of generalisation but may be informative for policy makers, in particular for those formulating policy in a development context. A policy that sought development via investment in infrastructure should take note of the setting and type of infrastructure. Further, given the large magnitude of the association and the IV evidence that the relationship runs from corruption to infrastructure, curbing corruption may be a route worth considering if policy makers wish to push for such development. Notes: Robust standard errors in parentheses. * , * * and * * * indicate significance at the 10%, 5% and 1% levels respectively.
