Various effective temperature scales have been proposed over the years. Despite much work and the high internal precision usually achieved, systematic differences of order 100 K (or more) among various scales are still present. We present an investigation based on the Infrared Flux Method aimed at assessing the source of such discrepancies and pin down their origin. We break the impasse among different scales by using a large set of solar twins, stars which are spectroscopically and photometrically identical to the Sun, to set the absolute zero point of the effective temperature scale to within few degrees. Our newly calibrated, accurate and precise temperature scale applies to dwarfs and subgiants, from super-solar metallicities to the most metal-poor stars currently known. At solar metallicities our results validate spectroscopic effective temperature scales, whereas for [Fe/H] −2.5 our temperatures are roughly 100 K hotter than those determined from model fits to the Balmer lines and 200 K hotter than those obtained from the excitation equilibrium of Fe lines. Empirical bolometric corrections and useful relations linking photometric indices to effective temperatures and angular diameters have been derived. Our results take full advantage of the high accuracy reached in absolute calibration in recent years and are further validated by interferometric angular diameters and space based spectrophotometry over a wide range of effective temperatures and metallicities.
Introduction
The determination of effective temperatures (T eff ) in F, G and K type stars has a long and notable history. Because of their long lifetimes these stars retain in their atmospheres a fossil record of the chemical elements in the interstellar medium at the time of their formation. The stellar effective temperature is of paramount importance for reliable abundance analyses and thus for improving our understanding of Galactic chemical evolution.
Stellar abundances are now routinely derived from high resolution spectra, model atmospheres, and spectrum synthesis. While each of these ingredients have their own issues regarding systematic uncertainties, the dominant source of error is in many cases the adopted T eff of the star. Several indirect methods of T eff determination have been devised to avoid the complications introduced by the measurement of stellar angular diameters, which are necessary to derive T eff from basic principles (e.g. Hanbury Brown et al. 1974; van Belle & von Braun 2009) . Thus, most published values of T eff are model-dependent or based on empirical calibrations that are not free from systematics themselves.
It is therefore not surprising to find discrepancies among published T eff values. The ionization and excitation balance of iron lines in a 1D LTE analysis is routinely used to derive effective temperatures as well as log g and [Fe/H] . While for a sample of stars with similar properties this method can yield highly precise relative physical parameters (Meléndez et al. 2009a; Ramírez et al. 2009 , see Section 3 for its use on solar twins), non-LTE effects and departures from homogeneity can seriously undermine effective temperature determinations, especially in metal-poor stars (e.g. Asplund 2005) . Similarly, the line-depth ratio technique has high internal precision, claiming to resolve temperature differences of order 10 K (e.g. Gray & Johanson 1991; Gray 1994; Kovtyukh et al. 2003 ) but it is not entirely model independent (e.g. Caccin et al. 2002; Biazzo et al. 2007 ) and the uncertainty on its zero point can be considerably large. Another popular method for deriving T eff in late-type stars is provided by the study of the hydrogen Balmer lines, in particular Hα and Hβ (e.g. Nissen et al. 2007; Fuhrmann 2008) . For H lines uncertainties related to observations and line broadening (Barklem et al. 2002) , non-LTE (Barklem 2007) and granulation effects (Asplund 2005; Ludwig et al. 2009; Pereira et al. 2009 ) all influence the estimation of effective temperatures.
In such a scenario, an almost model independent and elegant technique for determining effective temperatures was introduced in the late 70's by D. E. Blackwell and collaborators (Blackwell & Shallis 1977; Blackwell et al. 1979 Blackwell et al. , 1980 under the name of InfraRed Flux Method (hereafter IRFM). Since then, a number of authors have applied the IRFM to determine effective temperatures in stars with different spectral types and metallicities (e.g. Bell & Gustafsson 1989; Alonso et al. 1996a; Ramírez & Meléndez 2005a; Casagrande et al. 2006; González Hernández & Bonifacio 2009 ). The main ingredient of the IRFM is infrared photometry, with the homogeneous and all-sky coverage provided by 2MASS being the de facto choice nowadays. As such, the IRFM can now be readily applied to many stars, making it ideal to determine colour-temperaturemetallicity relations spanning a wide range of parameters. The effective temperatures determined via IRFM are often regarded as a standard benchmark for other techniques. Whilst they have high internal accuracy and are essentially free from non-LTE and granulation effects (Asplund & García Pérez 2001; Casagrande 2009, Ramirez et al. in prep.) , the reddening and absolute flux calibration adopted in such a technique can easily introduce a systematic error as large as 100 K (Casagrande et al. 2006) .
The effective temperatures of dwarfs and subgiants are still heavily debated with various T eff scales behaving very differently depending on colours and metallicities. One of the most critical discrepancies occur at the metal-poor end, for [Fe/H] −2.5. In their work on the determination of effective temperatures via IRFM, Ramírez & Meléndez (2005a) found temperatures significantly hotter than those previously published, in particular those determined using the excitation equilibrium method. Differences up to 500 K for the hottest (T eff ≃ 6500 K) most metal-poor ([Fe/H] −3.0) stars were reported (e.g., Meléndez & Ramírez 2004; Meléndez et al. 2006b ). In this regime, the recent IRFM investigation by González Hernández & Bonifacio (2009) still supports a temperature scale significantly hotter than excitation equilibrium and Balmer lines, but ∼ 90 K cooler than Ramírez & Meléndez (2005a) .
The abundance pattern measured in metal-poor stars is important for our quest to understand Galactic chemical evolution and Big Bang nucleosynthesis: two notable examples are the oxygen abundance and the lithium trend with metallicity, both of which crucially depend on the adopted T eff scale. For example, a change of +100 K in T eff would decrease the [O/Fe] ratio in turn-off metal-poor stars by ∼0.08 dex when using the OI triplet and FeII lines (Meléndez et al. 2006a) , while the same change in T eff would increase the Li abundance by ∼ 0.07 dex (e.g. Meléndez & Ramírez 2004; Meléndez et al. 2009c,b) .
At higher metallicities, which encompass most of the stars in the solar neighbourhood, the situation is also uncertain, with spectroscopic effective temperatures in rough agreement with the IRFM scale of Casagrande et al. (2006) . The latter is then about 100 K hotter than the IRFM temperatures of Ramírez & Meléndez (2005b) whilst the recent implementation of González Hernández & Bonifacio (2009) falls in between these two extremes. These differences are somewhat puzzling considering that all recent works on the IRFM have used 2MASS photometry. Effective temperature calibrations are also crucial in the context of deriving reliable colours for theoretical stellar models, which apart from few notable exceptions (e.g. VandenBerg & Clem 2003) have to resort entirely to theoretical flux libraries.
The aim of this work is to uncover the reason(s) behind such a confusing scenario and provide a solution to different IRFM effective temperature scales currently available in literature. As we discuss throughout the paper, this ambitious task is accomplished by using solar twins which allow us to set the absolute zero point of the T eff scale. This result is further validated using interferometric angular diameters and space-based spectrophotometry.
The paper is organized as follows. In Section 2 we compare the results obtained from different authors, focusing in particular on two independent implementations of the IRFM (Ramírez & Meléndez 2005a; Casagrande et al. 2006 ) when the same input data are used. This approach allows us to precisely identify where different T eff scales originate from. A cure to such an impasse is then provided in Section 3. The validation of our results, together with the new both precise and accurate effective temperature scale are presented in Section 4 to 6. We finally conclude in Section 7.
Comparing different versions
In this paper we use an updated version the IRFM implementation described in Casagrande et al. (2006) to nail down the reasons behind different T eff scales. Our implementation works in the 2MASS system and fully exploits its high internal consistency thus making it well suited to the purpose of the present investigation. The core of the present study is to carry out a detailed comparison with the Ramírez & Meléndez (2005a) implementation when the same input data are used. For the sake of precision, notice that hereafter, when we refer to a T eff determined by Ramírez & Meléndez (2005a) we are referring to the effective temperatures determined using that implementation and not the original values given in that paper. This is because of the updated (and more consistent) input data used here and also because some of the stars presented in this work do not have IRFM T eff values published yet. In fact, in order to reveal trends with metallicity and/or effective temperature, our sample is specifically built to cover as wide a range as possible in those parameters ( Figure 1 ).
Input sample
The main ingredient of the IRFM is optical and infrared photometry. The technique depends very mildly on other stellar parameters, such as metallicity and surface gravity, which are needed to interpolate on a grid of model atmospheres (see Section 2.2). Below we present the papers from which we gathered [Fe/H] and log g for all our stars and we also give references to the photometric sources.
The metal-rich dwarfs come from Casagrande et al. (2006) who also provide homogeneous and accurate BV(RI) C photometry while additional metal-rich dwarfs and subgiants are from Ramírez & Meléndez (2005a) . We complement the sample with a number of moderately metal-poor stars from the study of Fabbian et al. (2009) and metal-poor turn off stars from Hosford et al. (2009) . To investigate the metal-poor end of the T eff scale in more detail, stars with reliable input data from Ramírez & Meléndez (2005a) , Bonifacio et al. (2007) and Aoki et al. (2009) Aoki et al. 2006; Frebel et al. 2008; Korn et al. 2009 ) were included.
New U BV(RI) C photometric observations for some of the metal-poor stars in the aforementioned papers were conducted by Shobbrook & Bessell (1999; private communication) and are given in Table 1 . For the remaining stars, optical JohnsonCousins photometry was taken either from Beers et al. (2007) or the General Catalogue of Photometric Data (Mermilliod et al. 1997 ).
Infrared JHK S photometry for the entire sample is available from the 2MASS catalogue (Skrutskie et al. 2006 ) which also includes the uncertainty for each observed magnitude ("j ", "h " and "k msigcom"). The infrared median total photometric error of our sample is 0.07 mag. (i.e. "j "+"h "+"k msigcom"= 0.07) and never exceeds 0.14 mag. Such an accuracy in the infrared photometry implies a mean (maximum) internal error in T eff of 25 K (50 K). Notice that the effective internal accuracy is slightly worse because of additional uncertainties stemming from the optical photometry, [Fe/H] and log g. Altogether our final sample Leroy 1993; Lallement et al. 2003 ) and so we have adopted E(B − V) = 0 for all stars having Hipparcos parallaxes (van Leeuwen 2007) and satisfying this requirement on the distance. For the remaining stars we updated the reddening corrections in Ramírez & Meléndez (2005a) based on various extinction maps and, in particular for metal-poor stars when archive high resolution spectra were available, using interstellar NaD absorption lines Meléndez et al. (2009b) . In broad-band photometry the definition of the effective wavelength of a filter (λ eff ) shifts with the colour of the star (e.g. Bessell et al. 1998; Casagrande et al. 2006) . Therefore a given E(B−V) colour excess must be scaled according to the intrinsic colour of the source under investigation. From the reddening E(B − V), we computed the extinction in each band adopting the reddening law of O'Donnell (1994) for the optical and Cardelli et al. (1989) for the infrared, using the improved estimation of the stellar intrinsic flux obtained at each iteration to bootstrap the computation of the correct λ eff in our IRFM code.
The IRFM: pros and cons
The basic idea of the IRFM is to compare the ratio between the bolometric flux F Bol (Earth) and the infrared monochromatic flux F λ IR (Earth), both measured at the top of Earth's atmosphere (the so-called observational R obs factor) to the ratio between the surface bolometric flux (σT 4 eff ) and the surface infrared monochromatic flux F λ IR (T eff , [Fe/H], log g) determined theoretically for any given set of stellar parameters. The latter is called the theoretical R theo factor. For stars hotter than about 4200 K, infrared photometry longward of ∼ 1.2 µm ensures we are working in the Rayleigh-Jeans part of a stellar spectral energy distribution, a region largely dominated by the continuum which linearly depends on T eff and thus only mildly on model atmospheres ( Figure  2 ). An extension of the technique to cooler effective temperatures using near-infrared photometry is possible, as shown by For the sake of comparison all curves have been normalized to unit. Bottom panel: difference in effective temperatures with − without using (RI) C magnitudes to recover the bolometric flux. Casagrande et al. (2008) , but this is outside the purpose of the present paper.
R obs and R theo can be immediately rearranged to determine T eff , effectively reducing the entire problem to properly recover F Bol (Earth) and F λ IR (Earth). Both quantities are determined from photometric observations, but an iterative procedure is adopted to cope with the mildly model dependent nature of the bolometric correction. In our case we use the fluxes predicted by the Castelli & Kurucz (2004) grid of model atmospheres starting with an initial estimate of the effective temperature and interpolating at the appropriate [Fe/H] and log g until convergence in T eff is reached within 1 K. By doing so, we also obtain a synthetic spectrum tailored to the effective temperature empirically determined via IRFM.
Though we interpolate at the proper [Fe/H] and log g of each star, the dependence of the technique on such parameters is minor (e.g. Ramírez & Meléndez 2005a; Casagrande et al. 2006) . This feature makes the IRFM superior to any spectroscopic methods to determine T eff -provided the reddening is accurately known-since in the latter the effects of T eff , log g and [Fe/H] are usually strongly coupled and the model dependence is much more important.
The errors are estimated using realistic observational uncertainties in a Monte Carlo simulation plus the systematics arising from the adopted absolute calibration, as described in Casagrande et al. (2006) . With the improved absolute calibration used in this paper, systematics amount to 15 K in T eff and 0.3% in bolometric flux (Section 3.2). For stars approximately cooler than 5000 K, (RI) C photometry is crucial to properly compute the bolometric flux. This can be appreciated in the lower panel of Figure 2 : below this temperature a trend appears using BV JHK S magnitudes only. Missing the peak of the energy distribution clearly leads one to underestimate the bolometric flux thus returning cooler effective temperatures. We have linearly fitted the trend below 5000 K to remove such differences in both T eff and F Bol when (RI) C photometry was not available. For T eff > 5000 K no obvious trend appears: constant offsets of merely 7 K in T eff and 0.15% in bolometric flux have been found, consistent with the effect that the absolute calibration in (RI) C can introduce. For the sake of homogenizing the stellar parameters derived in this work, also these small offsets have been corrected for stars with no (RI) C photometry.
The effective temperature can be determined from any infrared photometric band, in our case JHK S from 2MASS. Ideally all bands should return the same T eff , but photometric errors and zero point uncertainties in the absolute calibration of each band introduce random plus systematic differences. In the case of 2MASS, those amount to few tens of K as we show later.
The magnitude in a given band ζ is converted into a physical flux (i.e. erg cm
which depends on the zero point (m std ζ ) and the absolute flux calibration (F std ζ ) of the standard star defining the photometric system under use 2 . Most of the photometric systems, including JohnsonCousins and 2MASS, use Vega as the zero point standard. Vega's flux and magnitudes in different bands have been notoriously difficult to measure with sufficient accuracy (e.g. Gray 2007 , and references therein). The problem is only apparently resolved when resorting to R obs : in the ideal case of a unique template spectrum for Vega the choice of its absolute calibration would cancel out in the ratio. In practice, the situation is far from this since the pole-on and rapidly rotating nature of this star imposes the use of a composite absolute calibrated spectrum for different wavelength regions (e.g. Casagrande et al. 2006 , and references therein). Such complication does not disqualify Vega as a spectrophotometric standard, but it makes its use more problematic. From Eq. (1) it can be immediately noticed that a change of 0.01 mag. corresponds to a change of about 1% in flux. Since it is possible to interchangeably operate on both zero points and fluxes, for the sake of our discussion it is their composite effect that must be considered, though in the following we shall usually refer to fluxes.
Recently, HST spectrophotometry for Vega has provided a unique calibrated spectrum extending from 3200 to 10000 Å with 1 − 2% accuracy (Bohlin 2007) . In the infrared, once the zero points newly determined from Maíz-Apellániz (2007) are used, this result is also in broad agreement with the 2MASS absolute calibration provided by Cohen et al. (2003) . Rieke et al. (2008) have also recently reviewed the absolute physical calibration in the infrared, substantially validating the accuracy of 2MASS: their recommended 2% increase of flux in K S band is in fact compensated by their newly determined zero point for Vega, thus implying an effective change in the overall K S calibration of only 0.2%. We have tested all these different possibilities; with respect to the HST and 2MASS calibration adopted in Casagrande et al. (2006) the derived T eff are affected at most by 20 K. Such difference is thus within the aforementioned global 2% uncertainty which allows for systematics in T eff of order 5 40 K. Our zero points and absolute fluxes are essentially identical to those adopted in Casagrande et al. (2006) except for a small fine-tuning which will be further discussed in Section 3.
Despite the recent increasing concordance in establishing absolute fluxes, the uncertainties which have historically plagued Vega are crucial in the context of understanding the effective temperatures determined via IRFM by various authors. We have tested that uncorrelated changes of a few percent in the absolute calibration of optical bands (needed to recover the bolometric flux) can introduce spurious trends with T eff and [Fe/H] up to few tens of K. Similar changes in the absolute calibration of infrared bands have only minor impact on the bolometric flux, but as already mentioned, T eff is very sensitive to them since they enter explicitly in the definition of R obs : increasing all of them by 2% translates into a decrease of approximately 40 K in T eff . Considering that differences of few percent in the adopted zero points and fluxes are commonly present among various IRFM implementations, it can be immediately realized that they are responsible for systematic differences among various authors.
2.3. Alonso et al. (1996) scale One of the most extensive applications of the IRFM to Pop I and II dwarfs is that of Alonso et al. (1996a) , which was based on the infrared photometry collected at the TCS (Telescopio Carlos Sanchez, Alonso et al. 1994b ) and absolutely calibrated using a semi-empirical approach relying on (mostly) giant stars with measured angular diameters to determine the reference absolute fluxes (Alonso et al. 1994a) . The comparison between our T eff and those by Alonso et al. (1996a) is shown in Figure 3 . Despite the scatter arising from the different input data we used, there is a clear offset with our scale being systematically hotter. No obvious trends in T eff and [Fe/H] appear. This offset is easily explained in terms of the absolute calibration underlying the two different photometric systems adopted. This involves the transformation from TCS to 2MASS system (see also the discussion in Casagrande et al. 2006) , which could in principle introduce additional noise (see Section 2.4). A more detailed description of the absolute calibration (and angular diameters) employed by Alonso and a comparison with our own is presented in Appendix A.
An area of particular interest is the determination of effective temperatures in very metal-poor, turn-off stars. We have tested the effect of using the new Castelli & Kurucz (2004) model atmospheres in the IRFM instead of the Kurucz (1993) adopted by Alonso et al. (1996a) . The IRFM is known to be little model dependent (e.g. Asplund & García Pérez 2001; Casagrande 2009 ) and in fact there are no big differences except at the lowest metallicities, where Castelli & Kurucz (2004) support effective temperatures hotter by ∼ 40 K. The reason for such a discrepancy stems from the new models returning higher flux below ∼ 4000 Å, a region where the most metal-poor, turn-off stars commence emitting non negligible amounts of energy. Since we do not have UV photometry (and its standardization would be uncertain), we must rely on model atmospheres to determine the flux over this region (Figure 4 ). The latest model atmosphere calculations show excellent agreement as we checked that nearly identical T eff are obtained when the new MARCS models (Gustafsson et al. 2008 ) are used instead of those by Castelli & Kurucz (2004) (also Section 5.3.1), but see Edvardsson (2008) for a discussion of the performance of model atmospheres in the blue and ultraviolet. 
Ramírez & Meléndez (2005) scale
A revision of the Alonso et al. (1996a) implementation of the IRFM was carried out by Ramírez & Meléndez (2005a) based on the TCS (for the computation of R theo ) and Johnson's (for the computation of the bolometric fluxes) JHK photometric systems (Alonso et al. 1994b; Bessell & Brett 1988 ). Here we replicate the T eff determination by Ramírez & Meléndez (2005a) for comparison purposes. When running their implementation, we transformed the 2MASS photometry into TCS using their equations. However, when comparing the transformed and original JHK values for these stars we found zero point differences at the level of 0.01 magnitudes: these offsets are within the photometric uncertainties and smaller than the scatter in the fits leading to the transformation equations, but they introduce changes in the derived T eff values up to few tens of K (see Section 2.2). Therefore we took those into account to precisely transform 2MASS data into the TCS system.
The Ramírez & Meléndez (2005a) bolometric fluxes were determined using the K-band bolometric correction calibration by Alonso et al. (1995) , which depends only on the Johnson (V − K) colour index and the stellar metallicity.
3 This calibration is internally accurate within its ranges of applicability and one would expect that extrapolations slightly outside these ranges would still provide reliable results at low metallicities. This approach was followed by Ramírez & Meléndez (2005a) . With regards to the absolute flux calibration in the infrared, Ramírez & Meléndez (2005a) adopted that of Alonso et al. (1994a) , which is valid for TCS JHK photometry while we use Kurucz (1993) (thick line) and Castelli & Kurucz (2004) (thin line) synthetic spectra at different metallicities for an assumed log g = 4.0. Shaded area is the wavelength region covered by our multiband photometry. The difference in the UV flux gets more prominent when going to more metal-poor stars, but for the sake of the IRFM is entirely negligible at solar metallicity. an update of Cohen et al. (2003) for the JHK S 2MASS system (see also Section 3).
The difference between our results and Ramírez & Meléndez (2005a) when the same input data and reddening values are adopted is illustrated in the top panels of Fig. 5 . Some of the scatter arise from transforming 2MASS magnitudes into TCS, but clear trends with both with T eff and [Fe/H] are present. For the bulk of the stars with [Fe/H] > −2.0 and 4800 < T eff < 6200 K a roughly constant offset of about 100 K is observed, our stars being hotter. In the metal-rich regime such an offset is present also for hotter stars (T eff > 6200 K), but reduces somewhat for the coolest metal-rich dwarfs, reaching a minimum of about 50 K at T eff ≃ 4500 K. A steep trend is seen for moderately metalpoor dwarfs (−2.0 < [Fe/H] < −1.0) below 4800 K, a region with few or no calibrating stars in Alonso et al. (1995) . For the warmer, most metal-poor stars in the sample, the differences decrease sharply with increasing T eff and decreasing [Fe/H], quickly becoming negative i.e., Ramírez & Meléndez (2005a) temperatures become warmer, reaching a maximum value of about −100 K at T eff ≃ 6500 K and [Fe/H] ≃ −3.5.
To investigate the source of these differences, we recalculated the IRFM temperatures of Ramírez & Meléndez (2005a) using our bolometric fluxes instead of the calibration formulae adopted by Ramírez & Meléndez (2005a) . This choice is perfectly legitimate, since what is crucial in the IRFM are the infrared fluxes which appear explicitly in the definition of R obs , while T eff depends only mildly on the bolometric flux (Section 2.2). Therefore, adopting our bolometric fluxes is substantially independent of the underlying temperature scale, i.e. the Ramírez & Meléndez (2005a) scale is still recovered despite now using the new bolometric fluxes determined in the present work. The result of this exercise is shown in the bottom panels of Fig. 5 . The major trends caused from extrapolating the Alonso et al. (1995) bolometric formulae now disappear with a constant offset ∆T eff = 85 ± 13 K above 5000 K. The small trend that remains below this temperature corresponds to the threshold where Ramírez & Meléndez (2005a) stop using the J band to determine T eff , which in the TCS system usually returns slightly cooler T eff than H and K bands.
From this comparison it is clear that Ramírez & Meléndez (2005a) temperatures for the metal-poor turn-off stars are warmer due to the use of a photometric calibration to derive the bolometric fluxes. In fact, we realize that the Alonso et al. (1995) formula is robust down to [Fe/H] ≃ −2.5 and up to T eff ≃ 6500 K but only a few calibrating stars more metal-poor or warmer exist in their sample. Ramírez & Meléndez (2005a) use of this formula in regions where the calibration is uncertain (and in some cases outside of the ranges of applicability) has resulted in the very high temperatures of the more metal-poor turn-off stars. The extrapolation is, of course, not a valid procedure, even though one might expect the [Fe/H] dependence of the calibration not to be so important at low metallicity. However, as can be seen from Fig. 4 in Alonso et al. (1995) , at these relatively high temperatures, the effect of [Fe/H] is very important and such extrapolations should not be performed.
The difference that remains after adopting consistent bolometric fluxes between this work and Ramírez & Meléndez (2005a) (lower panels of Fig. 5 ) is mostly due to the use of different infrared absolute flux calibrations. In fact, by lowering the absolute fluxes adopted by Ramírez & Meléndez (2005a) by about 4%, the mean difference reduces to almost zero. We thus conclude that our and Ramírez & Meléndez (2005a) IRFM implementations can be made perfectly compatible if the same input parameters and flux calibration are used. 
González Hernández & Bonifacio (2009) scale
The most recent work on the IRFM is that by González Hernández & Bonifacio (2009) , which is also based on 2MASS photometry. The main difference between theirs and our implementation is the different absolute calibration and zero points adopted for Vega. They based their work on the Kurucz (1994) model and McCall (2004) magnitudes instead of the HST (Bohlin & Gilliland 2004; Bohlin 2007) and 2MASS (Cohen et al. 2003 ) values that we use. Although such differences are within the current observational errors, in the infrared the combined effect of their fluxes and zero points is on average 1.5 − 2.0% higher than ours, implying effective temperatures cooler by 30 − 40 K (see Appendix A). This can be immediately appreciated in Figure 6 , which indeed shows a constant offset of this magnitude for stars in common, thus confirming the offset noticed by González Hernández & Bonifacio (2009) for stars in common with Casagrande et al. (2006) .
The very steep trend at the lowest metallicities is due to the different reddening corrections we adopt with respect to theirs. When the same E(B − V) values are adopted (bottom panels in Figure 6 ), the offset remains constant throughout the entire [Fe/H] and T eff range, except for few outliers due to the different input data (mostly optical photometry) adopted. This clearly stresses the importance of proper reddening correction for determining effective temperatures via IRFM in stars outside of the local bubble. For the most metal-poor stars in the sample, we use interstellar NaD lines to achieve higher precision (Section 2.1) while González Hernández & Bonifacio (2009) resorted to reddening maps scaled by the distance and the galactic latitude of the star and scale height of the dust layer. The trend towards cooler effective temperatures that we obtain in this regime thus stem entirely from better reddening corrections. Finally, we suspect that the trend for T eff < 5000 K is due to the absence of (RI) C colours in González Hernández & Bonifacio (2009) 
Resolving different versions
It is clear from the discussion above that we now understand where different T eff scales originate from and the crucial role played by the absolute calibration. Our approach has been to adopt the latest calibration available for each photometric system: currently those are accurate at the 2% level, implying possible systematic uncertainties of order 40 K. Here we want to improve upon this uncertainty using an independent verification of the absolute calibration adopted.
Solar twins
The use of solar-type stars to calibrate photometric systems has a long and noble history, which relies on taking absolutely calibrated measurements of the Sun and computing synthetic colours to compare with other solar-type stars (e.g. Johnson 1965; Campins et al. 1985; Rieke et al. 2008 ). This rationale can be extended to other physical properties, namely using the solar effective temperature T eff,⊙ = 5777 K as the average value for solar-type stars (e.g. Masana et al. 2006 ). This technique is well established and goes under the name of solar analogs method, but there is some sort of petitio principii in the underlying T eff scale adopted and/or the solar colours assumed to select solar analogs in first instance.
A way to break such a degeneracy is provided by solar twins, i.e. stars with spectra indistinguishable from the Sun (Cayrel de Strobel & Bentolila 1989; Porto de Mello & da Silva 1997). Our twins were drawn from an initial sample of about 100 stars broadly selected to be solar like: the identification of the best ones was based on a strictly differential analysis of highresolution (R ∼ 60000) and high signal-to-noise (S /N 150) spectra with respect to the solar one reflected from an asteroid and observed with the same instrument. Within this initial sample, the selection criterion adopted to identify the best twins did not assume any a priori effective temperature or colour, but was based on the measured relative difference in equivalent widths and equivalent widths vs. excitation potential relations with respect to the observed solar reference spectrum and thus entirely model independent (Meléndez et al. 2006a; Meléndez & Ramírez 2007) . Since the spectra of the solar twins match so closely the solar one, exceedingly accurate differential spectroscopic analysis with respect to T eff,⊙ , [Fe/H] ⊙ and log g ⊙ is possible (Meléndez et al. 2009a; Ramírez et al. 2009 ).
Ten stars were identified as most closely resembling the Sun and are given in Table 2 , including HIP56948, the best solar twin currently known (Meléndez & Ramírez 2007; Takeda & Tajitsu 2009) . A crucial requirement for these stars is to have accurate and homogeneous photometry in order to derive reliable T eff via IRFM. While this is possible in the infrared because of 2MASS 4 , optical photometry is also important to properly recover the bolometric flux where these stars emit most of their energy. Johnson-Cousins photometry would be the ideal choice, but unfortunately is not available for all these targets. To overcome this limitation, in the optical we used the Tycho2 B T V T system which uniformly and precisely covers the entire sky in the magnitude range of our interest (Høg et al. 2000) . Notice that we did not transform B T V T into BV but instead implemented our IRFM code to work directly on the Tycho2 system. Also, as discussed in Section 2.2 the absence of (RI) C photometry is not relevant for stars hotter than 5000 K. All twins are closer than 72 pc, where reddening is expected to be zero or negligible: nearly all of them have Strömgren photometry (Meléndez et al. in prep.) and the Schuster & Nissen (1989) reddening calibration confirms indeed such a conclusion.
A finely tuned absolute calibration
As for the Johnson-Cousins system, we based the absolute calibration of the Tycho2 system on Vega (Bohlin & Gilliland 2004; Bohlin 2007) , adopting the B T V T zero points of Maíz-Apellániz (2007) and the corresponding filter transmission curves of Bessell (2000) .
The first instance, we determined T eff via IRFM for each of the twins in Table 2 : their average effective temperature turned out to be 5782 K, remarkably close to T eff,⊙ , thus confirming the high accuracy achieved using the HST and 2MASS absolute calibration. Based on Monte Carlo simulations with the photometric errors in Table 2 , the uncertainty in T eff determined via IRFM is of order 30 K for single stars. Imposing the mean effective temperature of all solar twins to equal T eff,⊙ we estimate the uncertainty on the zero point of our temperature scale to be 15 K based on a bootstrap procedure with one million re-samples. At the same time, for HIP56948 we also recover T eff,⊙ within 1σ.
Though the solar twins test confirms the global reliability of the adopted absolute calibration, for all stars in Section 2.1 having Tycho2 photometry and T eff > 5000 K we further required each infrared band to return on average the same T eff as the others (Figure 7) . By imposing such a consistency we improve upon small systematic trends which could arise when determining effective temperatures in stars with T eff and [Fe/H] very different from our solar twins. This led to a decrease of the absolute calibration by 1.6% in the J band and an increase by 1.5 and 0.3% in the H and K S bands, respectively (see also Appendix A). In terms of synthetic magnitudes these differences make H and K S redder by 0.016 and 0.003 and J bluer by 0.017, thus removing almost entirely the infrared colour offsets found by Casagrande et al. (2006) when comparing observed and synthetic photometry. We cannot entirely rule out whether these systematic differences arise from the adopted synthetic library or the absolute calibration, but since the IRFM depends only marginally on model atmospheres and the infrared spectral region is relatively easy to model, we are strongly in favour of the second possibility. From a pragmatic point of view, this improves the consistency in determining T eff . Also, such changes are within the 2MASS quoted errors and for the K S band we remark the agreement with the 0.2% increase found by Rieke et al. (2008) and discussed in Section 2.2. As expected, stars with the best 2MASS pedigree also return better agreement in all bands (full circles in Figure 7 ). We have also checked that the increasing scatter in Figure 7 is primarily due to photometric errors. We recall that Rieke et al. (2008) found a 2% offset between Read 1 and Read 2 mode in 2MASS 5 , though they were not able to derive a universal correction for this effect. All our solar twins have Read 1 mode and the absence of a universal correction suggests that while Read mode 2 can decrease the precision of T eff the overall accuracy of our calibration remains valid.
With the fine-tuning discussed above, the median (mean) effective temperature of our solar twins is 5777 (5779) K. Restricting only to the twins having T eff,⊙ within the observational errors, still confirm such conclusion. As a further independent test, we applied our IRFM to the list of solar analogs used by Rieke et al. (2008) and determined their median (mean) T eff to be 5791 (5786) K, thus confirming the reliability of the zero point of our temperature scale, which has an uncertainty of 15 K. Such a value implies possible systematics in the absolute calibration at the 1% level. The systematic error in recovering the bolometric luminosity is however smaller since infrared fluxes enter twice in R obs , thus partly compensating their uncertainty.
The corrections in the infrared absolute calibration discussed here have been used also in determining T eff for stars in Section 2.1. Since for those stars we are using Johnson-Cousins photometry, there could still be small differences arising from the absolute calibration in the optical: for stars in common a mean systematic of 8 K in T eff and 0.15% in bolometric flux was found and corrected.
Validating the proposed temperature scale
The IRFM determines T eff in an almost model independent way, primarily recovering the bolometric flux F Bol (Earth) of the star under investigation. From the basic definition linking those two quantities the stellar angular diameter θ IRFM can be obtained selfconsistently and this was actually one of the driving reasons for developing the technique (Blackwell & Shallis 1977) . In what follows, we use this information to further validate our results.
Interferometric angular diameters
An independent test of accuracy for the zero point of our effective temperature scale involves the comparison with the angular diameters measured using interferometric techniques (corrected for limb-darkening, hereafter denoted by θ LD ). In our case, angular diameters are a natural consequence of the T eff determination procedure and for each star the T eff , F Bol , θ IRFM values are selfconsistent, i.e., they represent a unique solution for a given set of input data. We also prefer to compare angular diameters directly (i.e. θ IRFM vs. θ LD ) since the effective temperatures reported in various interferometric works would be more heterogeneous because of the adopted bolometric corrections.
Given the difficulties involved in the measurement of the small angular diameters of dwarfs and subgiants (even the nearest ones have angular diameters below 10 milli-arcseconds), only a relatively small group of such stars has been observed to date for that purpose (see also Appendix A for a discussion of the angular diameters used by Alonso et al. 1994a ). We performed a literature search for interferometrically determined angular diameters with precision better than 5 % (which corresponds to an accuracy of 2.5% in effective temperatures, roughly 150 K at solar temperature, assuming no error in the bolometric flux) and found data for 28 stars, 16 of which have θ LD measured to better than 2 % (Table 3 ). The efforts made by the interferometry community in the last few years are commendable given that the number of stars with reliable θ LD has nearly doubled since 2005 (cf. Ramírez & Meléndez 2005a) .
Unfortunately, all dwarfs and subgiants with reliable θ LD are brighter than V ≃ 6, implying infrared magnitudes 5 where 2MASS photometry has large observational errors and starts to saturate 6 . Therefore we cannot apply our IRFM directly on them to get θ IRFM . Instead, we adopt an indirect approach using the photometric T eff :colour and F Bol :colour relations presented in Section 6. Using the photometry of our sample stars (i.e. those used in the construction of the calibrations and therefore with T eff directly determined via IRFM), we checked that the zero Table 2 . Tycho2 and 2MASS photometry for our solar twins sample, together with the spectroscopic parameters and the effective temperatures determined via IRFM. For the latter, the errors are those arising from the photometry alone, not including the 15 K uncertainty in the zero point of our temperature scale. All twins have "A" quality flag and Read 1 mode in all 2MASS bands. point of our T eff and F Bol scales is correctly reproduced by the calibration formulae presented in Section 6, independently of the apparent magnitudes of the stars. Also, for the two stars having HST spectrophotometry (next Section) we checked that our calibration formulae reproduce nearly the same results as directly applying the IRFM. We were careful about propagating all possible sources of random error such as uncertainties in the input photometry, metallicity, and the reliability of the colour calibrations, as quantified by the standard deviation of each polynomial fit (Tables 4 and 5 ). For most of the stars with reliable θ LD (i.e. better than 2%), only BV photometry was available, while for the remaining BV(RI) C was used. Metallicities were adopted from the updated version of the Cayrel de Strobel et al. (2001) [Fe/H] catalog by Meléndez (in prep.) , which nearly triples the number of entries in the original catalog.
The comparison of the angular diameters measured interferometrically with those derived using our IRFM colour calibrations is shown in Fig. 8 (see also Table 3 ). Stars that have θ LD determined with accuracy better than 2 % are shown with full symbols. Using only the latter, the average difference in angular diameter (IRFM-LD) is −0.62 ± 1.70 % which corresponds to a zero point difference in the effective temperature scale of only +18 ± 50 K at solar temperature. This is also in agreement with the uncertainty on the zero point of our temperature scale discussed in Section 3.2. No obvious trends are seen with [Fe/H] (from about −0.8 to +0.3) or T eff (from 4400 to 6600 K). Note, however, that if we exclude the two coolest stars (from the group of those having errors smaller than 2 %), a small trend is seen with T eff . The trend -if real-appears more clearly for early type stars, with θ IRFM being underestimated (and therefore the IRFM effective temperatures overestimated) with respect to the interferometric measurements. Interferometry resorts on 1D model atmospheres to correct from the measured uniform-disk angular diameter to the physical limb-darkened disk to which we compare with. Interestingly, 3D models predict less center-to-limb variation than 1D models as moving from K to F type stars (Allende Bigot et al. 2006) . Reduced limb-darkening corrections imply smaller θ LD : the trend discussed above qualitatively fit into this picture. How well our result agrees quantitatively with this picture we leave to future studies.
Interestingly, Ramírez & Meléndez (2005a) made a similar comparison of angular diameters and also found good agreement with their IRFM T eff scale, which is, however, systematically cooler (by ≃ 100 K) than the present one for [Fe/H] −2 (see also . We compared the stars with angular diameters in common between table 4 of Ramírez & Meléndez (2005a, RM05) and the present study (C09 , Table 3 ) and found an average difference (C09-RM05) of 0.1 ± 2.2 % in angular diameters, 3.0 ± 3.0 % in bolometric fluxes and 40 ± 37 K in T eff . Given the large scatter, these numbers are still consistent with the mean differences in T eff and F Bol from these two studies (Section 2.4), however, we would expect our diameters to be roughly smaller by 3 %, our fluxes brighter by 1 % and our T eff hotter by 100 K (see also Casagrande et al. 2006) . While F Bol and T eff compensate to give almost exactly the same angular diameters, the 40 K offset might be more representative of the difference with the TCS magnitudes used in Ramírez & Meléndez (2005a) (see the discussion on the small zero point differences to convert 2MASS into TCS presented in Section 2.4). To gauge further insights, we redetermined the temperatures used by Ramírez & Meléndez (2005a) using their colour calibrations for the same BV(RI) C input data we adopted in this section and found ∆T eff = 72 ± 52 K. In addition, we adopted our bolometric fluxes lowered by 1 %, which corresponds to the average difference we find for our complete sample. In this case the difference in angular diameters sets to −2.4 ± 2.1 %, much closer to the expected −3 %, offsetting the Ramírez & Meléndez (2005a) scale with respect to interferometric measurements. Since the present work represents an improvement over Ramírez & Meléndez (2005a) , in particular the fact that the T eff , F Bol , θ IRFM values are a self-consistent and unique solution to each problem star, and given that the number of comparison stars has doubled since 2005 (note also that the θ LD values of some stars have been re-determined), it is likely that the good agreement found by Ramírez & Meléndez (2005a) was due to a conspiracy of photometric errors which propagated to both T eff and F Bol determinations and low number statistics. More measurements of stellar angular diameters via interferometry are clearly necessary, and therefore highly encouraged, to better constrain indirectly determined effective temperature scales. However, as this exercise has shown, many critical ingredients enter in the comparison with angular diameters. In particular bolometric corrections and effective temperatures should be determined as self-consistently as possible, also avoiding transformation between photometric systems. It gives us confidence that the zero point uncertainty from solar twins, angular diameters and HST spectrophotometry (next Section) returns in all cases independent and very consistent results.
While the angular diameter comparison does not extend below [Fe/H] ≃ −1.0, leaving our results for halo stars "un-tested" in this context, in the next Section we use HST spectrophotometry to gauge further insight on the topic.
HST spectrophotometry
For each star, we obtain a synthetic spectrum tailored at the effective temperature determined via IRFM (Section 2.2). Since the angular diameter is determined, each synthetic spectrum is absolutely calibrated (i.e. in units of erg cm −2 s −1 Å −1 ), and can be used to further test our results. In fact, from F-to early K-type stars, all continuum characteristics approximately longward of the Paschen discontinuity depend almost exclusively on the effective temperature, relatively unaffected by spectral lines and NLTE effects as well as from the treatment of convection.
The CALSPEC 7 library contains composite stellar spectra measured by the STIS (0.3−1.0 µm) and NICMOS (1.0−2.5 µm) instruments on board of the HST and used as fundamental flux standard. Free of any atmospheric contamination the HST thus provides the best possible spectrophotometry to date, with 1−2% accuracy, extending from the far-UV to the near infrared. The absolute flux calibration is tied to the three hot, pure hydrogen white dwarfs, which constitute the HST primary calibrators, normalized to the absolute flux of Vega at 5556 Å (Bohlin 2007) . Thus, except for the normalization at 5556 Å the absolute fluxes measured by STIS and NICMOS are entirely independent on possible issues regarding Vega's absolute calibration in the infrared and offer an alternative approach to the 2MASS calibration underlying our temperature scale. Fig. 9 . Left upper panel: comparison between the observed HD209458 CALSPEC spectrum (black line) and the synthetic spectra derived for two different T eff , using our preferred absolute calibration (blue line) and increasing the infrared absolute calibration by 5% (red line). Left lower panel: ratio of synthetic to observed spectra. Full circles are the ratio between the fluxes obtained once the Vega calibration is used with the observed magnitudes and the fluxes obtained directly from the convolution of the CALSPEC spectrum with the appropriate filter transmission curve. Error bars take into account uncertainty in the Vega calibration and zero points, as well as in the observed magnitudes. Right panel: reduced χ 2 for various T eff solutions corresponding to different adopted absolute calibrations. Our choice (Section 3.2) always lies very close to the minima obtained fitting a parabola to the data (lines of different style). Different symbols correspond to cut longward of 0.66 µm (diamonds), 0.82 µm (squares) and 1.46 µm (triangles) as explained in the text. The sigma levels have been computed using the incomplete gamma function for the number of degrees of freedom longward of our cuts. Two of the CALSPEC targets are late-type main-sequence dwarfs for which accurate photometry, log g and [Fe/H] are available: the exoplanet host star HD209458 (e.g. Charbonneau et al. 2000) and the fundamental SDSS standard BD +17 4708 (e.g. Fukugita et al. 1996; Smith et al. 2002) . For each of these targets we computed T eff and derived the corresponding physical flux using the absolute calibration presented in Section 3.2. For comparison, we also determined the effective temperatures and the corresponding fluxes when changing our adopted infrared absolute calibration by different amounts up to ±5%, which roughly correspond to ∓100 K in T eff . The agreement was quantified using χ 2 statistics between the observed (F ) and synthetic (F ) spectra at various T eff
where σ 2 λ is the squared sum of the CALSPEC and our random errors, arising primarily from the photometry and to minor extent [Fe/H] and log g. Angular diameters are needed to scale synthetic spectra into physical units: typical 1% internal accuracy in θ IRFM implies 2% errors in the derived flux. We decided to use random errors only because the purpose of the test is exactly to verify the range of values allowed once the zero point of the temperature scale is assumed.
Also, the tuning of the absolute calibration in the infrared affects the final T eff but it does not modify in any manner the shape of the synthetic spectrum, which entirely depends on the Castelli & Kurucz (2004) grid interpolated at the proper T eff , log g and [Fe/H]. Notice that we are not searching for the synthetic spectrum which best matches the observation, rather we want to test the effective temperature we derive: while adjustments to [Fe/H] and log g could improve the agreement in the blue and visible part, the continuum characteristics are more sensitive to T eff . Fig. 10 . Same as in figure 9 for BD +17 4708. The synthetic spectra have been reddened by E(B−V) = 0.01. Different symbols in the right panel correspond to cut longward of 0.50 µm (asterisks) 0.66 µm (diamonds), 0.82 µm (squares) and 1.46 µm (triangles). The maximum wavelength used for computing the reduced χ 2 has been 2 µm to avoid possible contribution from the cool companion.
HD209458
For this target we adopted the spectroscopic [Fe/H] = 0.03±0.02 and log g = 4.50 ± 0.04 measured from the high precision HARPS GTO sample (Sousa et al. 2008 ) and used Tycho2 and 2MASS photometry. We obtain T eff = 6113 ± 49 K, F Bol = (2.335±0.025)×10 −8 erg cm −2 s −1 and θ = 0.224±0.004 mas including both random and systematic errors. The latter result is in good agreement with the angular diameters 0.215 ± 0.009 mas obtained using the new Hipparcos parallaxes (van Leeuwen 2007) to convert the linear radius measured from exoplanet transit photometry with HST (Brown et al. 2001) . Notice that ∼ 100 K cooler effective temperatures would imply values of θ larger by ∼ 3.5% in the IRFM.
The comparison between the observed and synthetic spectra at two different T eff is shown in Figure 9 : while they both succeed to capture the main observed features, the continuum of the cooler model is clearly off from the observation. We quantify the agreement between the HST spectrophotometry and the models at various T eff applying χ 2 statistics longward of the Hα line (0.66 µm), the Paschen (0.82 µm) and the Brackett (1.46 µm) discontinuity. These cuts define the beginning of the continuum in a somewhat arbitrary manner, but they all return consistent results thus ensuring that our conclusion is not affected by their choice. The reduced χ 2 is lower than 1 in a roughly ±40 K interval effectively centered on our preferred solution. While reduced χ 2 < 1 tells that the size of the errors is still too large to clearly favour a solution within that range, the large number of points used in the test sets low 1σ and 3σ levels, clearly ruling out solutions different by ±100 K.
BD +17 4708
This star is the only subdwarf with well measured absolute flux, thus making it an important benchmark for testing the temperature scale in the metal-poor regime. We adopt the spectroscopic parameters [Fe/H] = −1.74 ± 0.09, [α/Fe] = 0.4 and log g = 3.87 ± 0.08 from Ramírez et al. (2006) who also derived T eff = 6141 ± 50 K, F Bol = (4.89 ± 0.10) × 10 −9 erg cm −2 s −1 and θ = 0.1016±0.0023 mas. We corrected for reddening E(B−V) = 0.01 the optical (Table 1 ) and infrared (2MASS) magnitudes, obtaining T eff = 6120 ± 112 K, F Bol = (4.80 ± 0.04) × 10 −9 erg cm −2 s −1
and θ = 0.101 ± 0.003 all in excellent agreement with the aforementioned analysis. Radial velocities show modulation consistent with the presence of a low mass companion which could influence infrared photometry (Latham et al. 1988 ). The flags associated with 2MASS indicate excellent quality and no artifact nor contamination in any band, pointing toward a negligible effect, if any. Nonetheless, since the percent contribution of a cool companion increases with increasing wavelength, as safety rule we decided not to use K S in the IRFM though it would change the resulting T eff by only 12 K. For our preferred T eff = 6120 K, shortward of 2 µm there is an outstanding agreement with the CALSPEC observed spectrum, meaning that the solution found represents well the observation at all wavelengths. A moderate increase in the observed with respect to the synthetic flux seems to appear longward of 2 µm, which could be the signature of the cooler companion. On the contrary, cooler solutions overestimate the flux throughout the entire continuum. Because of the metal-poor nature of this star, the continuum shows up already at bluer wavelengths. We compute the reduced χ 2 in different intervals, starting longward of 0.50 µm: as for the previous star, our solution substantially correspond to the minima of all parabolae, independently of the cut adopted. The random errors associated with this star are larger than in the case of HD209458, giving shallower minima and thus making it more difficult to discriminate between different solutions. However, differences up to ±100 K are clearly disfavoured (Figure 10) . Summarizing, CALSPEC data support our temperature scale which provide the best match to the observed spectrophotometry, in both metal-rich and -poor regimes. While differences larger than ±40 K are ruled out for HD209458, the observational errors for the metal-poor star allow bigger uncertainties. Nonetheless, we have determined the fundamental parameters of both stars with the same procedure and in both cases our solutions are located at the minimum χ 2 : we regard such a result as a further indication that our T eff scale is well calibrated over a wide metallicity range.
The new effective temperature scale
Our results should be compared with effective temperatures determined employing different methods. First, we focus on large studies which have targeted solar neighbourhood stars, where the vast number of objects imposes the use of fast and efficient techniques, relying on fitting the observed photometry or spectra to their synthetic counterpart. An extensive comparison between the effective temperatures determined from high resolution spectroscopy of solar neighbourhood stars and a version of the IRFM similar to that adopted here has been already carried out in Sousa et al. (2008) . For metal-poor stars we restrict the comparison to purely spectroscopic effective temperatures; their validation will be crucial for ongoing and future studies of halo stars which are strongly affected by reddening and often lacking photometry.
Solar Neighbourhood stars

Valenti & Fischer sample
Valenti & Fischer (2005) have presented a uniform catalogue of stellar properties for 1040 nearby F,G and K stars which have been observed by the Keck, Lick and AAT planet search programs. Fitting the observed spectra with synthetic ones, they have obtained effective temperatures, surface gravities and abundances for every star. For 84 objects in common, there is no obvious dependence as a function of T eff , except for a drift appearing below 5000 K. However, when ∆T eff is plotted as function of metallicity the trend becomes clear, with very significant discrepancies at the lowest metallicities (Figure 11 ).
Masana et al. sample
Masana et al. (2006) have derived stellar effective temperatures and bolometric corrections by fitting V and 2MASS IR photometry. They calibrate their scale by requiring a set of 50 solar analogs drawn from Cayrel de Strobel (1996) to have on average the same temperature as the Sun.
We have 176 stars in common: there is no obvious trend with effective temperatures, and for metallicities around solar there is an overall good agreement. This is not entirely unexpected considering that both studies have been calibrated to the Sun (though with different approaches): considering [Fe/H] > −1 the mean difference (IRFM − Masana) is ∆T eff = −21 ± 6 K (σ = 71 K). However, when focusing on metal-poor stars [Fe/H] < −1 there is a significantly increasing scatter and a trend resulting in our T eff being cooler up to ∼ 200 K at the lowest metallicities and with a mean difference of −95 ± 22 K (σ = 157 K).
Metal-poor, halo stars
Temperatures from fits to hydrogen line profiles
The wings of hydrogen lines are strongly sensitive to the effective temperature of the star and only mildly dependent on the other stellar parameters, other than being unaffected by reddening. Such approach is particularly effective with metal-poor stars, given the lack of severe line blending affecting the hydrogen lines. Thus, provided a proper continuum normalization is applied, which can be non-trivial in some cases (e.g. Barklem et al. 2002) , these lines can be used to determine T eff . Although significant progress has been made in the last few years, the modeling of hydrogen lines (e.g., the Balmer line profiles) is still quite uncertain (Barklem et al. 2000; Barklem 2007) . Nonetheless, the relative T eff values derived in this manner can be very precise (e.g. Nissen et al. 2007 ).
We remark that there is no such thing as one Balmer line T eff scale, but instead each study depends upon the adopted prescriptions: LTE vs. NLTE, broadening recipes, mixing-length parameter and even the details on how lines are fitted. Also, the thermal structure of the model atmosphere is crucial for the Balmer temperatures: as concerns 1D models, studies relying on OS-instead of ODF-model atmosphere determine hotter T eff (Grupp 2004) .
Aware of the complexity of the picture, in the upper panels of Figure 12 our IRFM effective temperatures are compared with those derived from fits to the Balmer lines in two different studies, which we regard as representative of the LTE and NLTE approach, respectively. Circles refer to the comparison with Fabbian et al. (2009) who used the Hβ lines. There is an obvious offset, the IRFM returning T eff hotter by 84 ± 13 K (σ = 66 K), but the small scatter between these two sets further strengthen the conclusion that both techniques have high internal precision. A similar conclusion holds also from the comparison with the effective temperatures reported in Bergemann (2008, ,and references therein) who used both Hα and Hβ line profiles. In this case the difference (IRFM − H lines) is 21 ± 23 K (σ = 72 K) with a possible trend suggesting excellent agreement roughly below 6000 K (one star, HD25329 with T eff = 4785 K and ∆T eff = −15 K is not shown in the upper left panel of Figure  12 ).
Excitation equilibrium temperatures
An important number of iron lines are present in the spectra of cool dwarfs, even the metal-poor ones. In an ideal case, the iron abundances determined from each of those lines should be consistent with each other. In practice, however, given an initial set of stellar parameters, the line-by-line abundances show trends with excitation potential (EP) and/or reduced equivalent width. By tuning the stellar parameters, these trends can be eliminated. The EP trend is particularly sensitive to T eff , given the strong dependence of the atomic level populations on temperature, and therefore T eff determined by removing the abundance vs. EP trend are often referred to as "excitation equilibrium" temperatures. Because of its nature, this method of T eff determination is highly model-dependent. Not only it does require realistic model atmospheres and spectrum synthesis, but also accurate atomic data and, ideally, a non-LTE treatment of the line formation. The advantage of such method is that it is independent of interstellar reddening and can be applied to stars with uncertain or unavailable photometry.
Recently, Hosford et al. (2009) have determined LTE excitation equilibrium temperatures for a sample of metal-poor stars. The difference found between their temperatures and ours is illustrated in Figure 12 (HD140283 with E(B − V) = 0.000, T eff = 5777 K and ∆T eff = 8 K is not shown in the lower left panel). Because the excitation temperatures are somewhat sensitive to log g and surface gravities of metal-poor stars are difficult to determine due to uncertain/unavailable parallaxes, they provide two sets of T eff values, one assuming the star to be on the main-sequence (MS) and another one assuming the star to be on the subgiant branch (SGB). We remark that for HD140283 parallax and Balmer jump rule out the main-sequence stage; our fit (Mike Bessell) of the MILES fluxes using Munari et al. (2005) spectral library provide T eff = 5812/5875 K and log g = 3.75 for E(B − V) = 0.000/0.017, respectively.
The IRFM temperatures are significantly hotter than the excitation temperatures by 177 ± 33 K (σ = 122 K) (for their MS temperatures) and 240 ± 32 K (σ = 116 K) (SGB). In particular, the large scatter suggests a decreased relative precision when applying excitation equilibrium to very metal-poor stars, so that the further investigation of non-LTE effects will be highly desirable (Hosford et al. in prep.) .
The most metal-poor stars in the Galaxy
Despite theoretical uncertainties on the exact mass range under which the first stars formed, it is likely that the most metal-poor objects currently observed in the Milky Way halo are second generation stars. In case of dwarfs/subgiants, their abundance patterns carry direct information on the first stars ever formed in the Galaxy (e.g. Frebel et al. 2005 ) and/or on still poorly known long time-scale processes which might take place below the surface or deep into stellar interior (e.g. Venn & Lambert 2008; Korn et al. 2009 ).
Determining their effective temperature and evolutionary status (i.e. log g) is crucial to derive reliable abundances and constrain different scenarios. At the same time, such a quest is in stark contrast with the many practical limitations associated with hyper-metal-poor stars: parallaxes are not available to help constrain their surface gravities and even when spectra with sufficient resolution and S/N are obtained, the model atmospheres used for the analysis are not yet fully tested at such low metallicities. Rigorous analyses should also take into account 3D (Frebel et al. 2008 ) and NLTE (Aoki et al. 2006 ) effects, which are expected to be considerable in this regime. Determining T eff in a way mostly unaffected by the above limitations is not only desirable, but also necessary to put spectroscopic analyses on firmer grounds.
HE1327-2326
For this star the IRFM returns T eff = 6250 ± 60 K in agreement within the errors with the spectroscopic value of 6120 ± 150 K obtained from the NLTE analysis of the Balmer lines (Korn et al. 2009 ), roughly with an offset of the same order of that discussed in Section 5.2.1. As we already pointed out, the IRFM depends only weakly on the adopted surface gravity: changing it by ±0.5 dex affects T eff by approximately ±25 K. In our case, we used log g = 3.7 as recently determined by Korn et al. (2009) . The exact metallicity of HE1327-2326 is also uncertain: although it is well established that its [Fe/H] < −5.0, estimates range from −5.9 to −5.4 depending on the adopted stellar parameters and 1D/3D LTE/NLTE analysis performed (Aoki et al. 2006; Frebel et al. 2008 ). The IRFM is known to depend very little on the metallicity and we verified this being particularly true (at least in this T eff regime) for the featureless spectra of this hyper-metal-poor star: increasing [Fe/H] by 1 dex in the IRFM affects the derived T eff by less then 10 K. This conclusion supports the suggestion that for hyper-metal-poor stars colourtemperature calibration of normal very-metal-poor stars can be used instead (see discussion in Section 6).
When running the IRFM for this star we used the new grid of MARCS model atmosphere (Gustafsson et al. 2008 ) which extend down to [Fe/H] = −5.0 and this value was used in our implementation. Because of the weak metallicity dependence discussed above, very similar results are obtained if the Castelli & Kurucz (2004) grid (which stops to [M/H] = −4.0) is used instead. For the sake of ensuring our results do not depend too much on the adopted spectra library, we also checked that for stars with higher metallicities MARCS or ATLAS9 models return very similar results, with differences usually well within 10 K and at most of order 20 K (see also Casagrande et al. 2006 ).
We feel the major source of possible systematic error stems from reddening, which is very high for this star. We used E(B − V) = 0.076 based on both extinction maps and interstellar absorption lines (Aoki et al. 2006; Beers et al. 2007 ) but it should be kept in mind that a change of ±0.01mag. in E(B − V) affects T eff by ±50 K.
HE0233-0343
Though the exact metallicity of this star is still uncertain, it seems well secured as having [Fe/H] that changing them even considerably affects T eff by an amount similar to that discussed for HE1327-2326. We adopt [Fe/H] = −4.0 and log g = 4.0 from which we derive T eff = 6270 ± 80 K, without accounting for possible systematics arising from E(B − V) = 0.025 (Beers et al. 2007 ). As we point out in Section 6 there might be some issue with the R C photometry for this star. Were we to exclude this band when running the IRFM, T eff would increase by 25 − 35 K depending on the surface gravity assumed. Spectroscopic T eff estimates for this star are still uncertain, primarily because of its uncertain log g. Were its subgiant status to be confirmed, our effective temperature would be in good agreement with the spectroscopic one (García Pérez et al. 2008) .
Empirical calibrations
The effective temperatures and the bolometric luminosities derived via IRFM for our sample allow us to build calibrations relating those quantities to the measured colours and metallicities. As discussed in Section 2, to correctly account for reddening is crucial though fortunately, for the sake of deriving colour relations, reddening affects both the observed photometry and the derived fundamental stellar parameters, thus making such relations -built using dereddened colours-independent on the adopted E(B − V) in first approximation.
In the following we give the functional form of these calibrations, together with the number of stars used, the standard deviation obtained in the fitting process and the range of applicability. The results presented here usually match Casagrande et al. (2006) within the limits of those calibrations, but extend over a wider range now and thus supersede the previous work. Though our sample has been assembled explicitly to cover a parameter space as large as possible in effective temperature and metallicity, the detection and observation of stars with [Fe/H] −2.5 is still strongly biased around T eff ∼ 6500 K. Even if the formal range of applicability of the calibrations extend well below [Fe/H] < −3, the number of known metal-poor stars considerably decreases as one moves away from the aforementioned T eff (see Figure 13 ). In particular, for metallicities below −4, only two stars are currently known, a number clearly inadequate to give fits. Fortunately, at these temperatures calibrations at about −3.5 seem adequate for even more metal-poor stars, as we discuss further in Section 6.1 and 6.2. Nonetheless, we advocate particular caution when using these calibrations in poorly sampled regions of Figure 13 . On the contrary for [Fe/H] −2, typical for most of the stellar population observed in the solar neighbourhood and Galactic star clusters, our calibrations are robust and can be readily used for a number of purposes.
The core of the present work is to accurately define the zero point of the temperature scale in many standard photometric systems; we caution however that in some cases real systems might not exactly reproduce standard systems, especially in the case of the faintest sources (Bessell 2005) . Users of our calibrations should always keep this in mind: although the zero point of the T eff scale is now well defined, in gathering photometry from heterogeneous sources there might be small zero point issues between different authors, and this observational uncertainty -if present-will introduce small systematic errors to our accurate empirical calibrations.
Colour-Temperature-Metallicity
To reproduce the observed T eff versus colour relation and take into account the effects of metallicity, the usual fitting formula has been adopted (e.g. Alonso et al. 1996b; Ramírez & Meléndez 2005b; Casagrande et al. 2006; González Hernández & Bonifacio 2009) 
where θ eff = 5040/T eff , X represents the colour and a i (i = 0, . . . , 5) are the coefficients of the fit obtained iteratively, discarding points departing more than 3σ. The IRFM depends only very mildly on the adopted log g (Section 2.2) but certain colours could be more affected: for all indices we have checked the residual of our calibration and did not find any obvious trend with log g. Nevertheless, a dependence on the gravity could be built into the calibrations, since log g decreases as one moves from cool dwarfs to hotter turn-off stars ( Figure 13) .
The coefficients for various colour indices are given with their range of applicability in Table 4 and a comparison between the polynomial fits and our sample of stars is shown in Figure  14 . We remark that the functional form of Eq. (3) may return non-physical values when extrapolated to very low metallicities, as extensively discussed by Ryan et al. (1999) for the calibration of Alonso et al. (1996b) below [Fe/H] ∼ −2.5. We have considerably increased the number of very metal-poor (turnoff) stars and our calibration behaves as one would expect, i.e. it shows a decreasing sensitivity on [Fe/H] when moving from −2 to −3, where the metallicity sensitivity vanishes in all bands ( Figure 13 ). Moving to [Fe/H] = −4 (or lower), the diverging behaviour in Figure 13 reflects the form of the fitting function and the values of the coefficients rather than the characteristics of metal-poor turnoff stars. In Figure 14 the two hyper metalpoor stars (represented by open squares) clearly follow the same trend of other iron deficient stars with similar effective temperatures. Using Eq. (3) at a fixed [Fe/H] = −3.5 recovers their IRFM T eff within the typical accuracy of the calibration. This is always true for HE1327-2326, and also for HE0233-0343 except when using the R C index, possibly indicating a photometric issue in this band for the latter star. This comparison thus warrants the applicability of our calibrations for hyper-metal-poor stars if [Fe/H] = −3.5 is assumed and a typical T eff ∼ 6200 K is obtained. How well this holds at other effective temperatures is still unknown.
The calibration presented here applies till late K-type dwarfs. Those interested in M dwarfs, can instead refer to Casagrande et al. (2008) : though in that work the zero point has not been constrained using solar twins, the absolute calibration adopted was similar to that used here, resulting in effective temperatures approximately on the same scale. Nonetheless, if a link between the two scales is needed, we advise users to a careful case-by-case study, also considering that the calibration for M dwarfs has a different functional form and does not include any metallicity term.
Strömgren calibration
The Strömgren index b − y deserves a separate discussion. It is often used as a T eff indicator, but because of its very nature has a strong sensitivity on the metallicity and a proper functional form is not trivial. Alonso et al. (1996b) excluded the coolest dwarfs, where the dependence of b − y upon T eff possibly flattens out. Yet, for the most metal poor stars that calibration diverges to unphysical values, as discussed in Ryan et al. (1999) .
For b − y we have verified that a calibration of the form of Eq. (3) has strong residuals as function of both colour and metallicity and used polynomial fits to correct such trends, i.e. T eff = 5040/θ eff + P( [Fe/H] , b − y). To this purpose, we have increased the sample with more than 1000 stars from the GCS catalogue (Nordström et al. 2004 ) all having Strömgren photometry, spectroscopic metallicities from an updated version of the Cayrel catalogue (Meléndez, in prep.) and for which the IRFM could be applied directly using Tycho2 and 2MASS (Casagrande et al. in prep.) .
We checked that a third order polynomial in both colour and metallicity was enough; the calibration before and after adopting such a correction is shown in Figure 15 and the coefficients, given in the form P( [Fe/H] 
Notice that the form of these corrections can lead to unphysical values if extrapolated and should never be applied outside of the colour and [Fe/H] ranges of Figure 15 .
Colour-Flux-Metallicity
We adopt the same definition of Casagrande et al. (2006) to define the bolometric correction in a given ζ band, where
and the zero point of the m bol scale is fixed by choosing M Bol,⊙ = 4.74. Empirical bolometric corrections in various bands can thus be readily computed using Eq. (4) and dereddening the observed magnitudes given in Table 8 . A complementary way of deriving stellar integrated flux via photometric indices is given in the form of Casagrande et al. (2006) N is the number of stars employed for the fit after the 3σ clipping and σ(T eff ) is the standard deviation (in Kelvin) of the proposed calibrations.
Notice that the standard deviation does not account for the uncertainty in the zero point of the temperature scale, which is of order 15 − 20 K (Section 3.2 and 4.1). As for the temperature calibrations, also in this case the fluxes of the two hyper metal-poor stars can be recovered adopting [Fe/H] = −3.5 in Eq. (5), though we caution that the license of this approach for considerably bluer or redder indices is still unknown.
Colour-Angular diameters
Limb-darkened angular diameters can be readily derived from the basic definition involving effective temperatures and bolometric fluxes, using the calibrations given in Sections 6.1 and 6.2. Nonetheless, very tight and simple relations exist in the J band and in Table 6 we give them in the form of Casagrande et al. (2006) 
where
for a given colour index X. These relations show remarkably small scatter and no metallicity dependence, thus proving ideal to build a network of small calibrators for interferometric measurements, for characterizing extrasolar planet transits or microlensing events.
The colours of the Sun
The interpolation of Eq. (3) at T eff = 5777 K and [Fe/H] = 0 returns the colours of the Sun, which are given in Table 7 . For the Tycho2 and 2MASS system, those can be readily compared with the averaged ones from the twins of Section 3.1: not unexpectedly there is good agreement, all but one within few millimag, which usually (at maximum) correspond to few (20) K in T eff . We have also checked that fitting our twins as function of T eff and [Fe/H] returns colours almost identical to their average, further confirming that our sample of twins is homogeneously distributed in temperature and metallicity around the colours of the Sun inferred from our scale. In recent years, there has been considerable work in order to determine the colours of the Sun (e.g. Sekiguchi & Fukugita 2000; Ramírez & Meléndez 2005b; Holmberg et al. 2006; Pasquini et al. 2008) . One of the most extensive analysis is that of Holmberg et al. (2006) : the remarkably good agreement we have in the optical colours can be understood from the dependence of these indices on both T eff and [Fe/H]. The approximately 100 K cooler effective temperature scale adopted by Holmberg et al. (2006) favours bluer colours, which are grossly compensated to the red by the underestimation of ∼ 0.1 dex in the GCS photometric metallicities with respect to spectroscopic ones selected to be consistent with our temperature scale (Holmberg et al. 2009 ). Our B − V = 0.641 is also in very good agreement with the B − V = 0.649 ± 0.016 found studying solar twins in M67 (Pasquini et al. 2008) . For this cluster, using our colour-temperature relation to compare V − K S photometry with theoretical isochrones shows remarkably good agreement (Vandenberg, private communication) .
Infrared indices derived inverting Eq. (3) depend almost exclusively on the adopted T eff scale, which is responsible for our much redder colours than those of Holmberg et al. (2006) . Our V− J, H and K S are in good agreement with those reported in Rieke et al. (2008) and obtained from solar-type stars or computed convolving various solar spectra with the appropriate filter curves and using their revised absolute physical calibration.
The empirical colours in Table 7 are also in agreement with the synthetic ones, computed using the same zero points and absolute calibration for Vega used in the IRFM to derive our T eff scale. Therefore, the uncertainty in the zero points used to generate synthetic colours is at the smallest level possible, yet of the order of 0.01 mag. (Section 3.2), allowing us to address the reliability of the models at this level of precision. While using a theoretical spectra of Vega may (partly) compensate model inaccuracies in the process of setting the zero points, the approach adopted here allows us to focus on the quality of the solar synthetic spectra. The agreement is remarkable, on the order of 0.01 mag. and never exceeding 0.02, which is also of the same size of the difference between those synthetic models.
Conclusions
The primary goal of this work has been to provide a new absolute effective temperature scale. An unprecedented accuracy of few tens of Kelvin in the zero point of our scale has been achieved using a sample of solar twins. For these stars the high degree of resemblance to the Sun has been determined entirely model independently, without any prior assumption on their physical parameters, most importantly T eff . Notice that by calibrating our results via solar twins we are entirely unaffected from possible issues and uncertainties related to Vega. Nonetheless, we regard as comforting that our findings are in close agreement with the latest absolute fluxes (Cohen et al. 2003; Bohlin 2007; Rieke et al. 2008) . We further took advantage of such a promising situation by fine-tuning the adopted fluxes so as to improve the consistency of the effective temperatures determined from each band used in the IRFM. This methodology gives us confidence that the stellar parameters we determined are well calibrated not only around the solar value, but over a wide range in T eff and [Fe/H] . Notice that the IRFM is little model dependent and certainly not at the solar value because of our calibration procedure. Small spurious trends arising from the adopted library at different temperatures and metallicities can not be entirely ruled out, but should be small. Though the zero point of our new T eff scale is entirely set by solar twins, it agrees within few degrees with independent verifications conducted via interferometric angular diameters and HST spectrophotometry in the metal-poor and -rich regimes.
In the process of establishing the zero point of the effective temperature scale via IRFM, we nailed down the differences with respect to other implementations of the same technique. We have used two independent IRFM versions to study the dis-crepancies among various temperature scales that appeared in literature over the years and proved that the absolute calibration of the photometric systems used was responsible for explaining most of the differences. At solar temperatures and metallicities the long-standing dichotomy between photometric and spectroscopic T eff is easily explained once it is understood that the IRFM can in principle accommodate any temperature scale since its zero point depends on the absolute calibration of the photometry adopted. The main goal of the present paper has been exactly to tackle this issue using the best constraint available to date.
The improved bolometric fluxes determined for metal-poor stars have also been used to put on firmer ground the temperature scale in this rather unexplored regime. For metallicities typical of halo stars our T eff scale is roughly 100 K hotter than those determined from the Balmer lines and 200 K hotter than those obtained from the excitation equilibrium. While spectroscopic effective temperature determinations have considerable model dependence and are degenerate with other stellar parameters (namely log g and [Fe/H]), the IRFM offers a powerful alternative, free from any of the above limitations. However, relying on the photometry, the IRFM is influenced by reddening, which becomes a considerable source of uncertainty when targeting objects outside of the local bubble. For our sample of metal-poor stars we have been cautious in determining reddening as best we could. Our improved determination of E(B − V) also explain the remaining discrepancies with other T eff scales. We think the effective temperatures determined for our sample of stars will serve to better calibrate spectroscopic T eff determinations. This will be particularly relevant when large spectroscopic surveys targeting different stellar populations in the Galaxy start operating: support from the existing or forthcoming photometric surveys will be possible only if reddening will be determined on a star-by-star basis. We feel this will not be possible in many cases and stellar parameters will have to rely on spectroscopy only.
Based on our sample of dwarfs and subgiants, a set of homogeneously calibrated colours versus temperatures, bolometric fluxes and angular diameters have also been determined. A number of problems of interest to stellar and Galactic Chemical evolution depend on the assumption made in these relations and our results will permit those problems to be tackled with greater confidence. N is the number of stars employed for the fit after the 3σ clipping and σ(%) is the standard deviation of the calibrations. Table 7 . The colours of the Sun. For the indices obtained inverting our T eff scale, random errors are from the dispersion of the fits in Table 4 . The uncertainty on the zero point of our T eff scale is of order 15 K (Section 3.2), which usually implies systematic errors considerably smaller than the random ones. The only exception is for optical-infrared indices which are very sensitive to T eff and show small intrinsic scatter, of the order of the aforementioned zero point uncertainty. Also shown for comparison are the averaged colours and standard deviation of the solar twins, as well as the synthetic colours computed from the ATLAS9 (Castelli & Kurucz 2004) and MARCS (Gustafsson et al. 2008 ) models. 
Appendix A: Comparing the TCS and 2MASS absolute calibration
The absolute calibration of Alonso et al. (1994a) was obtained applying the IRFM to a sample of stars for which direct measurements of angular diameters were available. Because of the difficulties involved in achieving milliarcsecond resolution, that sample was almost entirely composed of giants with angular diameters measured via Lunar Occultations and Michelson Interferometry (T eff < 5000 K) or Intensity Interferometry (T eff > 6000 K). One of the intriguing results of that analysis was the impossibility of setting the same zero point of the absolute calibration using angular diameters measured by Lunar Occultations (White & Feierman 1987; Ridgway et al. 1980 ) and Michelson Interferometry (Hutter et al. 1989; di Benedetto & Rabbia 1987; Mozurkewich et al. 1991 ) with those measured by Intensity Interferometry (Hanbury Brown et al. 1974 ). The absolute calibration (in the Johnson system) proposed by Alonso et al. (1994a) is a weighted average from their table 10 and it is interesting to notice that the one derived from Intensity Interferometry alone is 4.8 (J) 1.3 (H) and 4.0 (K) percent lower than the averaged, proposed one. As we have discuss throughout the paper 8 , lower infrared fluxes support higher T eff (in this case, the average difference in Johnson system would be 3.4% supporting T eff approximately hotter by 70 K), so it is not surprising our effective temperature scale provides good agreement with interferometric measurements despite being considerably hotter than most of the previous IRFM analyses.
To gauge a further insight into the problem, here we directly compare the TCS (given in Alonso et al. 1994b ) and 2MASS absolute calibration. Such an exercise, however is not straightforward since the absolute calibration in different photometric system is obtained using different filter transmission curves and therefore is associated to different effective wavelengths. In addition, for the sake of the IRFM, in any given band ζ, it is the composite effect of Vega's magnitudes and fluxes which matters, i.e. F ζ 10 0.4m ζ . Therefore, for a meaningful comparison we need to refer everything to a common wavelength, the 2MASS one being the natural choice in this case. This is done in Table  A .1 by computing F eff i.e the composite effect of magnitudes and fluxes shifted to the 2MASS λ eff in the case of TCS ( Figure  A.1) .
The 2MASS absolute calibration is on the average lower than the TCS by 4.6% (a value qualitatively in agreement with the difference in the Johnson system discussed above), thus returning T eff on average hotter by ∼ 90 K, and explaining the bulk of the differences discussed in Section 2.3 when comparing the sample stars directly. Similar conclusions can be drawn when comparing with the absolute fluxes and magnitudes of Vega used in table 1 of González Hernández & Bonifacio (2009) . In this case the photometric system is the same (2MASS) and one can directly compare F eff : the difference is −3.3% (J), +1.3% (H) and −2.8% (K S ) thus giving an average of −1.6% which correspond to ∼ 30 K, again in line with the differences discussed in Section 2.5. 2MASS effective wavelengths (λ eff ), magnitudes and fluxes are from Casagrande et al. (2006) , where the latter has been modified by −1.6, +1.5 and +0.3 percent in J, H and K S band respectively as described in Section 3.2. The TCS values are from Alonso et al. (1994b) . For the TCS system F eff has been computed by shifting the value at the 2MASS effective wavelength ( Casagrande et al. (2006) , where the absolute bolometric magnitude of the Sun M Bol,⊙ = 4.74. For each star m Bol is obtained using its bolometric flux and effective temperature and therefore it is already corrected for reddening, if present. Notice however that the observed magnitudes given here are not: before computing bolometric corrections, the observed magnitudes should be corrected using the corresponding E(B − V) given here. Errors have been computed as described in the text, without accounting for the uncertainty in E(B − V): changing it by ±0.01 would affect T eff by approximately ±50 K.
