We propose approximate ray-tracing equations for qP-waves propagating in smooth, inhomogeneous, weakly anisotropic media. For their derivation, we use perturbation theory, in which deviations of anisotropy from isotropy are considered to be the first-order quantities. The proposed ray-tracing equations and corresponding traveltimes are of the first order. Accuracy of the traveltimes can be increased by calculating a secondorder correction along first-order rays.
INTRODUCTION
Ray-tracing procedures represent the basis of many seismic processing techniques, such as prestack Kirchhoff depth migration or amplitude versus offset (AVO). Since studied media are often anisotropic and specifically weakly anisotropic, development of ray-tracing procedures for such kinds of media is desirable (see, e.g., Daley et al., 1999) . The most natural specification of weakly anisotropic media is by the weakanisotropy parameters, which represent a generalization of Thomsen's (1986) parameters for transversely isotropic media to weakly anisotropic media of arbitrary symmetry [see, e.g., Farra and Pšenčík (2003) ]. Individual seismic waves depend only on selected subsets of these parameters. Specifically, qPwave propagation is controlled by 15 weak-anisotropy parameters, which include all 21 elastic moduli but with some of them in combination with others. Standard ray-tracing equations for anisotropic media do not reflect this fact. Standard ray-tracing equations are the same for all three waves propagating in anisotropic media. The wave type must be specified by the initial (at the source or at an interface) conditions. Although notation can act as a mask, the right-hand sides of the standard ray-tracing equations are quite complicated. They contain up to 81 terms consisting of individual elastic parameters. Very often, however, many of these terms are zero or are mutually dependent. Thus, calculating the right-hand sides of ray-tracing equations requires many unnecessary operations, which may increase numerical errors.
We use perturbation theory, in which deviations of anisotropy from isotropy are considered to be of the first order, and we derive approximate ray-tracing equations for qPwaves, which depend on the above-mentioned 15 qP-wave weak-anisotropy parameters and which can be used for tracing qP-wave rays only. Similar approximate ray-tracing equations can be derived for qS-waves (see Farra, 2005) . The derivation of ray-tracing equations for qP-waves is, of course, simpler because it is not complicated by the possibility of encountering singularities. The approximate ray-tracing equations are derived from the exact ones, in which the exact eigenvalue of the Christoffel matrix is substituted by its first-order approximation. We therefore speak about first-order ray tracing (FORT). FORT differs from other perturbation approaches for tracing rays [see, e.g., Farra (1989) and Nowack and Pšenčík (1991) ] because it does not require calculation of reference rays in a reference medium. FORT provides directly the first-order rays and the first-order traveltimes along them. To increase accuracy of traveltimes, a simple second-order traveltime correction based on numerical quadratures along the FORT ray can be used.
The FORT method is very simple and transparent. It represents a generalization of isotropic ray tracing to which it reduces for isotropic media. It can thus be used as a substitute for isotropic ray tracers in routine applications such as Kirchhoff depth migration (Portugal et al., 2003) , based on ray tracing or wavefront construction (see Vinje et al., 1993) .
After a brief review of standard (exact) ray-tracing equations in the following section, we devote a section to the derivation of the FORT equations and present specifications for most common types of anisotropic media of higher symmetry in the section that follows. Afterward, the second-order traveltime correction, which can be evaluated by a simple integration along a first-order ray, is derived. The following section contains a brief description of how to derive the first-order dynamic ray-tracing (FODRT) equations. The final sections are devoted to numerical examples illustrating the accuracy of the proposed approach and to our conclusions. Appendix A contains definitions of the weak-anisotropy parameters and explicit expressions for the elements B 13 , B 23 , and B 33 of the weak-anisotropy matrix B mn .
In the following, component notation is used. Einstein summation convention is used for the repeated subscripts. Subscripts behind a comma denote differentiation with respect to the corresponding spatial coordinates.
FORMULAS FOR EXACT RAY TRACING
We start from the formulas for exact ray tracing in inhomogeneous anisotropic media: , e.g.,Červený, 2001.) Here, x i denote coordinates of the trajectory of the ray and p i denote components of the slowness vector at corresponding points of the ray, p i = n i /c. The vector n i is the unit normal to the wavefront (the unit vector parallel to the slowness vector p i ), and c = c(x m , n m ) is the phase velocity. Note that equation 1a represents the ray-velocity vector. The variable τ in equation 1a and b, which has the physical meaning of propagation time, is a parameter along the ray. The symbol G = G(x m , p m ) denotes one of the three eigenvalues of the generalized Christoffel matrix:
The matrix ik (x m , p m ) is called the generalized Christoffel matrix, in contrast to the standard Christoffel matrix ik (x m , n m ) = a ij kl (x m )n j n l , in which the slowness vector p m is substituted by the wave normal n m . Here, a ij kl is a tensor of density-normalized elastic moduli. At each point of a ray, the slowness vector determined from equation 1a,b must satisfy the eikonal equation
The unit vectors g m represent polarization vectors. They are identical to the eigenvectors of the generalized Christoffel matrix 2.
Using equations 2 and 3, we can rewrite ray-tracing system 1 as
This ray-tracing system looks very simple, but in fact, the right-hand side of equation 4a consists of 27 terms and the right-hand side of equation 4b consists of 81 terms containing individual elastic moduli. In practical applications, many of these terms are zero or are mutually dependent. Thus, evaluation of the right-hand sides of equations 4 typically requires more operations than are needed. Because the eigenvalue G(x m , p m ) of the generalized Christoffel matrix is a homogeneous function of the second degree in p m (see, e.g.,Červený, 2001, 22) , and p m = p n m = c −1 n m , we can write
Here, p is the slowness, 
The initial conditions for the ray-tracing system 4 for τ = 0 have the form 
FIRST-ORDER RAY-TRACING FORMULAS FOR qP-WAVES
For the first set of FORT equations, we could use the expressions for the first-order ray-velocity vector derived by Pšenčík and Vavryčuk (2002) and Farra (2004) . Here, however, we start from the ray-tracing equations 1, in which we substitute the exact eigenvalue by its first-order approximation for qP-waves. Farra (2001) and Farra and Pšenčík (2003) show that the first-order approximations G
(1) and c 
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m denotes zero-order approximation of the polarization vector. Because G 
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Comparing equations 8 and 9, and remembering that g 
m n i n k = 1.
By comparing equations 6 and 8, we can see that c (1) is a good approximation of c if the wave normal n i is a good approximation of the polarization vector g i . Because along longitudinal directions (directions in which the qP-wave polarization is strictly longitudinal) c = c
(1) and g i = n i (see Farra and Pšenčík, 2003) , we can expect that in these directions and close to them, the first-order formulas will work especially well.
We now substitute G (1) as defined in equations 9 and 11 for the exact eigenvalue G in ray-tracing equations 1. Because we are going to deal with first-order quantities only, we omit subscripts indicating that the quantities are of the first order, returning to the original notation only when confusion could arise. Under this specification, the FORT system has formally exactly the same form as the ray-tracing system in equation 1. The FORT equations, however, generate only approximate (first-order) values of coordinates x i and of slowness vectors p i , different from the exact values generated by ray-tracing equations 1 with the exact eigenvalue G.
Because G(x m , p m ) is related to G(x m , n m ) (see equation 9), we concentrate first on the quantity G(x m , n m ). Combining equation 15 of Farra and Pšenčík (2003) and the last equation of set A4 in the same paper yields an explicit expression for G(x m , n m ):
The quantity α in equation 12 is a reference velocity used to define weak-anisotropy parameters (see equation A-1). We can easily show that equation 12 is independent of α (see equation A-5). The reference velocity α can thus be chosen as an arbitrary nonzero constant (α = 0).
We can now insert equations 9 and 12 into equation 1 and derive explicit formulas. When doing so, we must carefully distinguish which quantities depend on spatial coordinates x i and which depend on the components p i of the slowness vector. In equation 9, the only spatially dependent quantities are the elastic moduli a ij kl . All remaining quantities are functions of p m . In the following derivations, we also use the relation n k = p −1 p k . The resulting FORT equations read
and dp i dτ
The symbols η x , η y , and η z are defined in equation 13. Equations 14 represent the FORT equations for 3D inhomogeneous, weakly anisotropic media of arbitrary symmetry in the explicit form. The right-hand sides contain a maximum 16 terms in contrast to 27 and 81 in the case of exact ray tracing. Moreover, in the FORT equations 14, we can see immediately how each of the 15 weak-anisotropy parameters specifying the medium affects the ray. At each point of the ray, the slowness vector p i determined from equation 14d satisfies the first-order eikonal equation 11.
The initial conditions at the source for τ = 0 have formally the same form as in equation 7:
Here , 
FORT EQUATIONS FOR qP-WAVES IN ANISOTROPIC MEDIA OF HIGHER SYMMETRY
The FORT equations 14 simplify considerably in media with higher symmetry anisotropy. We present FORT equations for some of the most common types of anisotropic media.
FORT equations for orthorhombic media
For an orthorhombic medium that has planes of symmetry coinciding with the coordinate planes,
Taking this into account in equations 14, we arrive at the FORT equations for 3D inhomogeneous orthorhombic media:
The initial conditions are given again by equation 15. The formula 12 for the square of the first-order phase velocity reduces in this case to
FORT equations for HTI media
In the case of transverse isotropy with a horizontal axis of symmetry (HTI) oriented along the x 1 -axis, we have, in addition to conditions 16,
Inserting this into equations 17, we get the FORT equations for 3D inhomogeneous HTI media, which have the form:
and dp i dτ 
FORT equations for VTI media
In the case of transverse isotropy with a vertical axis of symmetry (VTI) oriented along the x 3 -axis, we have, in addition to conditions 16,
Inserting this into equations 17, we get the FORT equations for 3D inhomogeneous VTI media, which have the following simple form:
The initial conditions are given by equation 15. The square of the phase velocity is given by
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If density-normalized elastic moduli in Voigt notation A αβ are used instead of weak-anisotropy parameters, the FORT equations 23 can be rewritten in the following form:
When specifying equations 25, relations 22 are taken into account. In equations 25, E x = E y = 2A 13 + 4A 55 − A 11 − A 33 (see equation A-6). Note that FORT equations 25 do not contain the reference velocity α used for the definition of the weak-anisotropy parameters.
FORT equations for isotropic media
In isotropic media we have, in addition to conditions 16,
The FORT equations then have the following form:
Using the expression for x from equation A-1, we find that equations 27 represent exact ray-tracing equations for a 3D inhomogeneous isotropic medium with a velocity √ A 11 . The FORT method can thus be used universally for isotropic as well as weakly anisotropic media. In isotropic media it yields exact rays; in anisotropic media, their first-order approximation. Farra and Le Bégat (1995) andČervený (2001) show that an approximate traveltime τ calculated along an approximate ray 0 , specified by an approximate eigenvalue G(x m , p m ) of the generalized Christoffel matrix can be improved to the first order by using the correction τ :
SECOND-ORDER TRAVELTIME PERTURBATION
Equation 28 follows, for example, from equations 3.9.6 and 3.9.11 ofČervený (2001). Here, 0 denotes the approximate reference ray and x m and p m are coordinates and components of the slowness vector along it. The symbol G denotes the difference between the exact eigenvalue and its approximation along 0 . We can apply equation 28 to the FORT method by taking a FORT ray to be the ray 0 . From now to the end of this section, we use superscripts over the eigenvalue G, traveltime τ , and phase velocity c to indicate their approximation order. The coordinates x m and slowness vectors p m along 0 , which are first-order quantities, are left without superscripts. In the FORT method, the above-mentioned approximate traveltime τ is the first-order traveltime τ (1) calculated along a FORT ray specified by G (1) (x m , p m ). Note that the traveltime τ (1) is obtained automatically by solving any of the FORT systems presented in this paper. For τ (1) calculated between two points of the ray 0 , we can write
In equation 29, we take into account that G (1) (x m , p m ) = 1 along 0 (see equation 11). For the evaluation of G, we need an estimate of exact G. 
Because G
(1) (x m , n m ) and G (2) (x m , n m ) are homogeneous functions of the second degree with respect to n m , we can rewrite equation 30 in the following form:
where we again take equation 11 into account. In equation 31, V P and V S are P-and S-wave velocities of a reference isotropic medium closely approximating the studied weakly anisotropic medium. The velocity V P has nothing to do with the velocity α used for the definition of the weak-anisotropy parameters (see equations A-1). Thus, V P can be chosen as different from α. The quantities B 13 and B 23 are elements of the matrix
(see Farra and Pšenčík, 2003 
This is the second-order correction of the first-order traveltime τ (1) . It can be easily evaluated by numerical quadratures along the FORT ray; c
(1) can be evaluated using equation 10. It is easy to see that correction equation 33 is always negative or zero. Also note that the integrand of correction 33 is proportional to the factor used in the first-order approximation of the polarization vector (see equation 13 of Farra and Pšenčík, 2003) . Thus, the second-order traveltime correction is related to the first-order corrections of the polarization vectors along a FORT ray.
FIRST-ORDER DYNAMIC RAY-TRACING FORMULAS
First-order dynamic ray tracing (FODRT) can be developed in the same way as exact dynamic ray tracing [see, e.g., Gajewski and Pšenčík (1990) andČervený (2001)]. If we denote a parameter specifying the FORT ray (e.g., one of its initial angles) by γ , we can introduce the following important quantities:
The quantities X j and Y j describe variations along the wavefront of coordinates x i and of the components p i of the slowness vector, which result from variations of the parameter γ . The values of X j and Y j can be found from a system of linear differential equations obtained by the differentiation of the FORT equations with respect to γ :
The second derivatives of the first-order eigenvalue G(x m , p m ) of the Christoffel matrix in equations 35 can be obtained in the same way as the first derivatives necessary for evaluating the right-hand sides of the FORT equations were obtained. The FODRT solution has equally broad potential applications as its exact counterpart, dynamic ray tracing (see, e.g.,Červený 2001).
NUMERICAL EXAMPLES
We now show some examples to illustrate the accuracy of the FORT method. We consider a vertical seismic profiling (VSP) configuration in which the source and the borehole are situated in a vertical plane (x, z). The borehole lies along the z-axis and the source is located on the surface (z = 0 km) at a distance of 1 km from the borehole. There are 24 receivers in the borehole separated by 40 m; the first receiver is at a depth of 40 m. We consider two types of models: one transversely isotropic (TI model) and one orthorhombic (ORTHO model). If we use a common measure of qP-wave anisotropy (maximum of | | × 100%, where stands for x , y , or z ), the anisotropy of the qP-wave in the model TI is about 8%; in the ORTHO model it is about 20%. The anisotropy in the OR-THO model cannot be considered weak. Although the FORT method can accommodate arbitrary lateral variation of elastic moduli, the two models exhibit only vertical variation. Even in such models, calculated rays may exhibit 3D character. We specify the stiffness matrices at the top of the model (at z = 0 km) and at a certain depth z max ; then we interpolate the values of their elements linearly between the two levels. By varying z max , we can vary the strength of the vertical gradient.
In the following, we measure the accuracy of the FORT method in the two types of models with varying gradients by plotting the relative time differences:
The times t F ORT are obtained by the approach described in the preceding sections, i.e., by solving the FORT equations. The times t exact are computed by a standard ray tracer for anisotropic media -a modified program package called ANRAY (Gajewski and Pšenčík, 1990) . Two sets of relative time differences are shown in the following plots. One corresponds to the traveltimes provided directly by the FORT algorithm with first-order traveltimes; they are denoted by circles in the plots. The other is for the traveltimes corrected by the second-order term 33; they are denoted by crosses. To evaluate the second-order traveltime correction 33, it is necessary to specify the reference isotropic medium whose P-and Swave velocities appear in equation 33. We use
, where p k are the components of the slowness vector obtained during the integration of the FORT system. The values of V P and V S determined in this way are used in all of the following computations because they are the specifications of V P and V S that yield the best results. Dependence of the results on the V P /V S ratio is negligible.
TI models
The density-normalized stiffness matrices of TI models with elements, measured in (kilometers/second 2 ), are 
for the bottom of the models. We use Voigt notation in matrices 37. The variation of the qP-wave phase velocities in a vertical plane from a horizontal (0 • ) to a vertical (90 • ) direction of the wave normal are shown in Figure 1 for the top and the bottom of the model. Numerical experiments were performed for three specific models: HTI, ISO, and HTI-ROT, described below. The depth z max of model 37 was 3 km. Figure 2 shows the behavior of rays and traveltimes. Specifically, it shows projections of the exact 3D rays into the vertical plane containing the source and the borehole (bottom) into the horizontal plane (middle) and the traveltime curve (top) for the HTI-ROT model, The ray diagrams and traveltime curves are similar for the other considered models. Only the extent of deviation of rays from the vertical plane varies; therefore, we do not show them. Neither do we show the cor- In Figure 3 , the relative traveltime differences corresponding to the first-and second-order traveltimes are plotted for the HTI model. It is obtained from the model specified in equation 37 by rotating the axes of symmetry at the top and the bottom of the model so they are parallel to the x-axis, i.e., to the line connecting the source and the top of the borehole. Because the depth of the bottom of the model is considered to be at z = 3 km, the velocity gradient is rather strongapproximately 0.7 s −1 . In this case, the rays are confined to the (x, z) plane. We can see from Figure 3 that for rays terminating at shallow receivers, the accuracy of the first-order traveltimes is rather high -around 0.01%. This is numerical proof that the accuracy of the first-order phase velocity increases with decreasing deviation of the polarization vectors from the wave normal. For shallow receivers, the wave propagates close to the axis of symmetry, which is a longitudinal direction, along which the qP-wave normal and polarization vector are parallel and B 13 = B 23 = 0. A similar phenomenon can be observed for the VTI model, i.e., for the unrotated model (not presented here) specified in equation 37, because any direction perpendicular to the axis of symmetry of a TI medium is also a longitudinal direction for which If second-order traveltime correction 33 is used, the relative traveltime difference drops below approximately 0.03% for all considered receivers.
In Figure 4 , the results for the ISO model are shown. The Iso model is obtained from the model given in equation 37 by orienting the axes of symmetry at the top and the bottom of the model perpendicularly to the vertical (x, z) plane containing the source and the borehole. The rays are again confined to the (x, z) plane, which now coincides with the plane of isotropy. We can see that the first-order traveltimes are obtained with high accuracy for all receivers. The differences are less than approximately 0.02%. The second-order correction is zero in this case because all directions in the (x, z) plane are longitudinal, for which B 13 and B 23 in equation 33 vanish. Figure 5 shows relative traveltime differences for the HTI-ROT model. In this model, on the surface (z = 0 km) the axis of symmetry deviates by 45
• from the x-axis in a horizontal plane. At the bottom of the model at a depth of z = 3 km, it is oriented along the x-axis. In between, as depth varies, the axis of symmetry smoothly rotates in a horizontal plane. Exact rays corresponding to this model are shown in Figure 2 . We can see that they deviate slightly from the vertical plane. The first-order traveltime differences are practically the same for all receivers -slightly larger than 0.1%. Use of the secondorder correction (equation 33) significantly reduces the error of the first-order traveltimes. The resulting difference does not exceed 0.05%. The errors increase slightly with depth.
ORTHO models
Let us now consider models based on the model of Schoenberg and Helbig (1997) , which has anisotropy substantially larger than for the TI models previously considered (anisotropy is about 20%). The density-normalized stiffness matrices of the ORTHO models with elements measured in (kilometers/second) are In Figure 7 , relative differences of the traveltime in the first-and second-order approximation are shown for the (x, y) plane of the ORT model. Varying the vertical gradient in the model has negligible effects on the results. The traveltime differences may only increase in weakly inhomogeneous or homogeneous media in which rays are nearly straight. If such a straight ray is oriented in a direction in which the first-order approximation G (1) does not approximate well the eigenvalue G, the traveltime differences accumulate. In inhomogeneous media, rays curve and thus map onto varying directions; the traveltime errors associated with specific directions do not have a chance to accumulate. Traveltimes should thus be more accurate for inhomogeneous media.
Because of the stronger anisotropy, the maximum first-order traveltime difference slightly exceeds 1.5%. Application of the second-order correction (equation 33) substantially decreases the error. Except at several shallow receivers, the second-order corrected errors do not exceed 0.2%.
The character of curves in Figure 7 changes if we rotate differentially the stiffness matrices in equation 38. This is shown in Figure 8 , which corresponds to the ORT-ROT model. In this model, the upper matrix of model 38 is first rotated by 45 o around the z-axis; then the z-axis is rotated by 45 o around the new y-axis. The bottom matrix of the model ORT-ROT, corresponding to a depth of z = 3 km, is not rotated. The first-order differences are always less than 1% in this 
CONCLUSIONS
The FORT and FODRT equations for qP-waves propagating in inhomogeneous weakly anisotropic media have several important and interesting properties. They are expressed in terms of the weak-anisotropy parameters, which represent a more natural description of a weakly anisotropic medium than standard elastic moduli. The qP-wave FORT equations have a simpler and more transparent form than the exact ray-tracing equations. In the most general case, they depend only on the 15 qP-wave weak-anisotropy parameters. The FORT equations allow qP-waves to be treated independently from qSwaves, just as in isotropic media. The FORT equations can thus substitute for traditional isotropic ray tracers in many routine applications such as prestack Kirchhoff depth migration. They can be used both in ray tracing and in wavefront construction codes. Because of the simplicity of FORT equations, they are computationally more effective than standard ray-tracing equations. FORT equations are universal for inhomogeneous isotropic and anisotropic media. In isotropic media they yield exact rays; in anisotropic media, their first-order approximations.
In contrast to other perturbation techniques used to trace rays in weakly anisotropic media, our approach does not require calculation of reference rays in a reference isotropic medium. The FORT-method rays are obtained directly. A reference medium is required only for calculating the secondorder traveltime correction. As mentioned earlier, the best results are obtained if the qP-wave reference velocities are determined from the relevant slowness vectors obtained from the FORT method.
The use of the FORT method with second-order traveltime corrections results in traveltime errors that are effectively negligible even for media with anisotropy of 20%. Our tests indicate only a very weak dependence of the effectiveness of the FORT method on the strength of the inhomogeneity of the medium. As expected, the accuracy depends mostly on the strength of the anisotropy being considered instead of on its type. The decisive factor for accuracy of the first-order (second-order) traveltime computations is the accuracy of approximating the exact polarization vectors by their zero-order (first-order) approximations.
First-order dynamic ray tracing offers the same broad variety of applications as its exact counterpart. Because FODRT represents a system of linear differential equations, it can be solved using propagator techniques just as for traditional dynamic ray tracing.
The next planned steps in this study are to use the FODRT method to solve for geometrical spreading and to generalize the approach to layered media. This will allow calculation of synthetic seismograms using the FORT and FODRT equations in laterally varying layered isotropic and anisotropic media. Further extensions are directed toward qS-waves.
