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DIMENSION-FREE ESTIMATES FOR SEMIGROUP BMO AND Ap
LEONID SLAVIN AND PAVEL ZATITSKII
Abstract. Let Kt be either the heat or the Poisson kernel on R
n. Let A stand either
for BMO equipped with the quadratic seminorm or for Ap, 1 < p ≤ ∞. We establish the
following transference between the class A on an interval I ⊂ R and its K -version, AK , on
Rn : If a given integral functional admits an estimate on A(I), then the same estimate holds
for AK(Rn), with all Lebesgue averages replaced by K -averages. In particular, all such
estimates are dimension-free. As an application, via the heat kernel, we obtain a weakly-
dimensional theory for BMO(Rn) on balls. In particular, we show that the John–Nirenberg
constant of this space decays with dimension no faster than n−1/2.
1. Preliminaries
For a ball B ⊂ Rn and ϕ ∈ L1loc(Rn), write 〈ϕ〉B = 1|B|
∫
B ϕ. The space BMO(R
n) is the
set of all locally integrable, real-valued functions ϕ on Rn for which
‖ϕ‖∗ := sup
ball B
〈|ϕ − 〈ϕ〉
B
|2〉
1
2
B = sup
ball B
(〈ϕ2〉
B
− 〈ϕ〉2
B
) 1
2 <∞.
If n = 1 and all balls B are subintervals of a given interval I, we write BMO(I) instead of
BMO(R) and ‖ϕ‖∗,I instead of ‖ϕ‖∗.
For 1 < p < ∞, the class Ap(Rn) is the set of all locally integrable, almost everywhere
positive functions w (called weights) such that
[w]p := sup
ball B
〈w〉
B
〈w− 1p−1 〉p−1
B
<∞.
The class A∞(Rn) is the set of all weights w such that
[w]∞ := sup
ball B
〈w〉
B
e−〈logw〉B <∞.
For all p, the quantity [w]p is referred to as the Ap -characteristic of the weight w. As in the
case of BMO, we will write Ap(I) and [w]p,I when n = 1 and all balls B are subintervals of
a given finite interval I.
For y ∈ Rn and t > 0, the Poisson kernel and the heat kernel are given, respectively, by:
(1.1) Pt(y) =
Γ
(
n+1
2
)
pi
n+1
2
t
(t2 + |y|2)n+12
, Ht(y) =
1
(4pit)
n
2
e−
|y|2
4t .
We will write Kt, or simply K, for both Pt and Ht in statements that apply to both kernels.
For any sufficiently integrable function g on Rn, y ∈ Rn, and t > 0, let
gK(y, t) = (Kt ∗ g)(y)
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be the K -extension of g into Rn+1+ . (This convolution gives an operator semigroup.) We will
often write z = (y, t) and use the shorthand g(z) for gK(z) when K can be taken to be either
P or H or when it is clear which one is meant.
If ϕ ∈ BMO(Rn), then ϕ(z) and ϕ2(z) := (ϕ2)K(z) are defined for all z ∈ Rn+1+ . In fact,
it is well known that each of the following is an equivalent norm on BMO(Rn):
‖ϕ‖P := sup
z∈Rn+1+
(
ϕ2P (z) − ϕP (z)2
) 1
2 , ‖ϕ‖H := sup
z∈Rn+1+
(
ϕ2H(z)− ϕH (z)2
) 1
2 .
(One of the constants of equivalence will come into play in Section 4.) To emphasize the choice
of the norm, we will sometimes refer to BMO as BMO∗ or BMOK , as appropriate.
By analogy with BMO, we define the class AKp (R
n), 1 < p <∞, to be the set of all weights
w for which the following inequality holds:
[w]Kp := sup
z∈Rn+1+
w(z)
[
w−
1
p−1 (z)
]p−1
<∞,
while the class AK∞(Rn) is the set of all weights w such that
[w]K∞ := sup
z∈Rn+1+
w(z)e− logw(z) <∞.
It is easy to show that AHp (R
n) = Ap(R
n) for all n ≥ 1 and all p, and that the corresponding
characteristics are equivalent, in the sense of two-sided inequalities. However, if p < n + 1,
then APp (R
n) ( Ap(R
n). (To wit, wa(x) := |x|−an ∈ Ap(Rn) for a ∈ [0, 1), but wa /∈ APp (Rn)
unless p ≥ n+ 1.)
Our main result is a transference between integral estimates on BMO(I) and BMOK(R
n),
and, separately, between estimates on Ap(I) and A
K
p (R
n). To elaborate, if f is a non-negative
function on R such that the integral functional 〈f ◦η〉
I
is bounded on BMO∗(I), then exactly
the same bound holds for (f ◦ϕ)(z) on BMOK(Rn) with all averages over I replaced with K -
averages, and similarly for Ap. This result follows from a subordination relationship between
the corresponding Bellman functions. We do not actually compute any Bellman functions in
this paper; instead, they are defined in the abstract, as solutions of extremal problems. The
transference we prove is intuitive – indeed, Bellman functions in model settings have long been
used to obtain estimates in related problems. As is often the case, it amounts to a Jensen-
type inequality for the model function. Such inequalities are straightforward when one has a
convex or concave function defined on a convex domain. In our situation, however, there are
two distinct challenges: the non-convexity of the Bellman domains for BMO and Ap and the
apparent lack of information about the structure of abstract Bellman functions. The former
is handled with a probabilistic argument dependent on the semigroup nature of the kernel K.
The latter is resolved by a recent result from [10] which establishes a priori local concavity of
Bellman functions for general averaging classes on an interval, including BMO and Ap.
Our main application is a dimensional strengthening of known integral estimates for BMO
on balls. It relies on a further transference, from BMOH(R
n) to BMO∗(Rn). Specifically,
we show that ‖ϕ‖H ≤ C
√
n‖ϕ‖∗, which means that an estimate on BMO∗(I) automatically
produces a “
√
n”-estimate for BMO∗(Rn). We have the following schematic:
BMO∗(I)
dimension-free
=========⇒ BMOH(Rn)
√
n
==⇒ BMO∗(Rn).
In particular, we show that the John–Nirenberg constant of BMO∗(Rn) decays no faster than
1√
n
. This is a notable improvement from what is currently available, as the usual methods for
DIMENSION-FREE ESTIMATES 3
proving estimates for BMO on balls involve dyadic decompositions, which produce exponential
dependence on dimension (thus, exponential decay for the John–Nirenberg constant).
We have chosen here to focus on two classical semigroup kernels, Pt and Ht, and two of
the best known averaging classes, BMO and Ap . The proofs of our main theorems given in
Section 5 depend on the probabilistic representation of the kernel Kt, which is particularly
simple when K = P or K = H. However, the argument would also work for a more general
Markovian semigroup, with appropriate adjustments to the probabilistic formalism. Likewise,
our results also hold for much more general averaging classes – specifically, the classes AΩ
defined in [10]. However, unlike a general AΩ domain, the Bellman domains for BMO and
Ap possess homogeneity (additive for BMO, multiplicative for Ap ), and that allows for simple
mollification procedures; see Section 5. Absent such homogeneity, the mollification would be
quite a bit more involved. Going further still, our arguments will work for averaging classes
on domains in Rn or even in general metric spaces, as long as one can define, say, the heat
kernel. Of course, in such settings one would not have explicit formulas for the kernels such
as (1.1), making it harder to express the estimates obtained through the classical norms or
characteristics, which is something we do in Section 4 below. We intend to consider general
semigroups K, general classes AΩ, and, possibly, general domains elsewhere.
The rest of the paper is organized as follows. Section 2 contains the necessary Bellman
definitions. In Section 3, we state the main inequalities for Bellman functions, Theorems 3.1
and 3.2, and their implications for integral estimates, Corollaries 3.3 and 3.4. In Section 4,
we obtain general estimates for BMO∗(Rn) (Corollary 4.3); Theorem 4.4 then gives the new
bound on the John–Nirenberg constant of BMO∗(Rn). Finally, in Section 5, we prove the
theorems from Section 3.
2. Bellman function definitions
In what follows, f is a measurable non-negative function on R; the numbers µ > 0, δ > 1,
and p > 1 are fixed; I is a finite interval; and z = (y, t) is a point in Rn × R+.
We first define Bellman functions for BMO:
(2.1) B∗(x;µ, f) = sup
{〈f ◦ η〉
I
: ‖η‖∗,I ≤ µ, 〈η〉I = x1, 〈η2〉I = x2
}
,
(2.2) BK(x;µ, f, n) = sup
{
(f ◦ ϕ)(z) : ‖ϕ‖K ≤ µ, ϕ(z) = x1, ϕ2(z) = x2
}
.
An easy rescaling argument shows that B∗ does not depend on I and BK does not depend
on z. Both B∗ and BK are defined, as functions of x, on the parabolic domain
(2.3) Ωµ := {x = (x1, x2) ∈ R2 : x21 ≤ x2 ≤ x21 + µ2}.
They also satisfy the following boundary condition:
B∗(x1, x21;µ, f) = BK(x1, x
2
1;µ, f, n) = f(x1), x1 ∈ R.
This is because the only functions η on I such that 〈η〉2
I
= 〈η2〉
I
are constants; the same is
true for functions ϕ on Rn such that ϕ(z)2 = ϕ2(z).
The analogs of definitions (2.1) and (2.2) for Ap, 1 < p <∞, are as follows:
(2.4) Dp(x; δ, f) = sup
{〈f ◦ v〉
I
: [v]p,I ≤ δ, 〈v〉I = x1, 〈v
− 1
p−1 〉
I
= x2
}
,
(2.5) Dp,K(x; δ, f, n) = sup
{
(f ◦ w)(z) : [w]Kp ≤ δ, w(z) = x1, w−
1
p−1 (z) = x2
}
.
For p =∞, we define
(2.6) D∞(x; δ, f) = sup
{〈f ◦ v〉
I
: [v]∞,I ≤ δ, 〈v〉I = x1, 〈log v〉I = x2
}
,
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(2.7) D∞,K(x; δ, f, n) = sup
{
(f ◦ w)(z) : [w]K∞ ≤ δ, w(z) = x1, logw(z) = x2
}
.
Again, we see that Dp and Dp,K do not depend on I and z, respectively. For p < ∞, the
domain of definition for Dp and Dp,K is
(2.8) Ωp,δ := {x = (x1, x2) ∈ R2 : x1 > 0, x2 > 0, 1 ≤ x1xp−12 ≤ δ},
and the natural boundary condition is
Dp
(
x1, x
−1/(p−1)
1 ; δ, f
)
= Dp,K
(
x1, x
−1/(p−1)
1 ; δ, f, n
)
= f(x1), x1 > 0.
For p =∞, the domain is
(2.9) Ω∞,δ := {x = (x1, x2) ∈ R2 : x1 > 0, 1 ≤ x1e−x2 ≤ δ},
and the boundary condition is
D∞
(
x1, log x1; δ, f
)
= D∞,K
(
x1, log x1; δ, f, n
)
= f(x1), x1 > 0.
The study of Bellman functions of the form (2.1) for BMO on an interval started with [8],
where the first such function was computed for f(t) = et. It was continued in [9], where the
case f(t) = |t|p, p > 0, was dealt with and the beginnings of a general PDE- and geometry-
based theory for a general f were laid out. That theory was fully developed in [4] and [5].
As a result, one can now compute B∗( · ;µ, f) for any f satisfying mild regularity conditions.
Moreover, the techniques developed in these papers for BMO have been extended in [6] to
other averaging classes, such as Ap; thus, one can now compute the function Dp under similar
assumptions on f. However, nothing has been known about the functions BK and Dp,K.
3. The main results
Here are our main theorems connecting the Bellman functions for the classical BMO and
Ap with their K -analogs.
Theorem 3.1. For any non-negative measurable function f on R and any numbers µ and
µ˜, such that 0 < µ˜ < µ, we have
(3.1) BK(x; µ˜, f, n) ≤ B∗(x;µ, f), x ∈ Ωµ˜.
Theorem 3.2. For any non-negative measurable function f on (0,∞) and any numbers
δ, δ˜, p such that 1 < δ˜ < δ and 1 < p ≤ ∞, we have
(3.2) Dp,K(x; δ˜, f, n) ≤Dp(x; δ, f), x ∈ Ωp,δ˜.
The proofs of these theorems are given in Section 5. Their practical importance is captured
by the following immediate corollaries, of which we prove the first one; the proof of the second
one is completely analogous.
Corollary 3.3. If for some function Cf : [0,∞)→ [0,∞] the estimate
(3.3) 〈f(η − 〈η〉
I
)〉
I
≤ Cf (µ)
holds for any interval I and any η ∈ BMO(I) with ‖η‖∗,I ≤ µ, then the estimate
(3.4) f
(
ϕ− ϕ(z))(z) ≤ Cf (µ)
holds for all ϕ ∈ BMO(Rn) with ‖ϕ‖K < µ and all z ∈ Rn+1+ . Thus, all estimates (3.4) are
dimension-free.
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Proof. Inequality (3.3) is equivalent to the inequality B∗(0, x2; µ, f) ≤ Cf (µ) for any 0 ≤
x2 ≤ µ2, thus, by (3.1) we have
f
(
ϕ− ϕ(z))(z) ≤ BK(0, ϕ2(z)− ϕ(z)2; ‖ϕ‖K , f, n)
≤ B∗
(
0, ϕ2(z) − ϕ(z)2; µ, f) ≤ Cf (µ). 
Corollary 3.4. If for some function Ef : [1,∞)→ [0,∞] the estimate
(3.5)
〈
f
( v
〈v〉
I
)〉
I
≤ Ef (δ)
holds for any interval I and any v ∈ Ap(I) with [v]p,I ≤ δ, then the estimate
(3.6) f
( w
w(z)
)
(z) ≤ Ef (δ)
holds for all w ∈ AKp (Rn) with [w]Kp < δ and all z ∈ Rn+1+ . Thus, all such estimates are
dimension-free.
4. Estimates for BMO∗(Rn) and the John–Nirenberg constant
In this section, we will use . and & in inequalities that hold up to an absolute, dimension-
free multiplicative constant. We first establish an explicit dimensional bound on ‖ϕ‖
H
in terms
of ‖ϕ‖∗ and a pair of simple inequalities relating heat averages to Lebesgue averages over balls.
The general result for BMO∗(Rn) is Corollary 4.3, while a new dimensional bound for the
John–Nirenberg constant of BMO∗(Rn) is given in Theorem 4.4. A note about notation: in
Propositions 4.1 and 4.2, as well as in Corollary 4.3, all extensions of the form ϕ(z) are heat
extensions. In the rest of the section, K can be taken to be either H or P, unless expressly
specified.
Proposition 4.1. If ϕ ∈ BMO(Rn), then
‖ϕ‖
H
.
√
n ‖ϕ‖∗.
Proof. Let z0 = (0,
1
4), where 0 is the origin in R
n. Due to scale invariance, it suffices to prove
the inequality
∆ := ϕ2(z0)− ϕ(z0)2 . n ‖ϕ‖2∗.
Let h(x) = H1/4(x) =
1
pin/2
e−|x|
2
. Then
∆ =
∫
Rn
∫
Rn
h(x)h(y)
(
ϕ(x) − ϕ(y))2 dx dy.
Integration by parts gives
∆ =
4
pin
∫ ∞
0
∫ ∞
0
r1r2e
−r21−r22
[ ∫
Br1
∫
Br2
(
ϕ(x) − ϕ(y))2 dx dy] dr1 dr2,
where Br denotes the ball of radius r centered at 0. Now,∫
Br1
∫
Br2
(
ϕ(x)− ϕ(y))2 dx dy = |Br1 ||Br2 |(〈ϕ2〉Br1 + 〈ϕ2〉Br2 − 2〈ϕ〉Br1 〈ϕ〉Br2
)
≤ (Vn)2rn1 rn2
(
2‖ϕ‖2∗ + (〈ϕ〉Br1 − 〈ϕ〉Br2 )
2
)
. ‖ϕ‖2∗(Vn)2rn1 rn2
(
1 + n2 log2
(r1
r2
))
,
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where Vn :=
pin/2
Γ(n
2
+1) is the volume of the unit ball in R
n and on the last step we used the
elementary estimate
|〈ϕ〉
Br1
− 〈ϕ〉
Br2
| . n
∣∣∣ log (r1
r2
)∣∣∣ ‖ϕ‖∗.
Putting everything together, we have
∆ .
n2‖ϕ‖2∗(
Γ(n2 + 1)
)2
∫ ∞
0
∫ ∞
0
rn+11 r
n+1
2 e
−r21−r22 log2
(r1
r2
)
dr1 dr2.
The last integral can be seen to equal 18 (Γ(
n
2 +1))
2Ψ1(
n
2 +1), where Ψ1(z) :=
d2
dz2
log Γ(z) is
the first polygamma function. Since Ψ1(
n
2 +1) = O(
1
n) as n→∞, the proof is complete. 
Proposition 4.2. If B = B(x, r) is the ball with radius r centered at a point x ∈ Rn, then
there exists a point zB ∈ R+n+1 such that for any non-negative function g on Rn we have
(4.1) 〈g〉
B
.
√
n g(zB).
Furthermore, if ϕ ∈ BMO(Rn), then
(4.2) |ϕ(zB)− 〈ϕ〉B | . (log n+ 1) ‖ϕ‖H .
Proof. Let tB =
r2
2n and zB = (x, tB). Then, for y ∈ B,
HtB (x− y) ≥
1
rn
( n
2pie
)n/2
=
Vn
|B|
( n
2pie
)n/2
=
1
|B|
1
Γ(n2 + 1)
( n
2e
)n/2
&
1√
n
1
|B| ,
where the last inequality follows from Stirling’s formula. This proves (4.1).
The proof of (4.2) is more interesting. It was shown in [9] (cf. Th. 2.5 of that paper) that
for any interval I and any function η ∈ BMO(I) with ‖η‖∗,I < 1 one has
〈e|η−〈η〉I |〉
I
≤ 1
1− ‖η‖∗,I .
By Corollary 3.3 with f(s) = e|s| and Cf (s) = 11−s , if ψ ∈ BMO(Rn) and ‖ψ‖H = 12 , then
(4.3) e|ψ−ψ(zB)|(zB) ≤ 1
1− ‖ψ‖H = 2.
Hence, for some absolute constant C,
|ψ(zB)− 〈ψ〉B | ≤ 〈|ψ − ψ(zB)|〉B ≤ log
(
〈e|ψ−ψ(zB)|〉
B
)
≤ C + log
(√
n e|ψ−ψ(zB)|(zB)
)
≤ C + log (2√n) . log n+ 1,
where we first used the triangle inequality, then Jensen’s inequality, then (4.1), and, fi-
nally, (4.3). Replacing ψ with 12
ϕ
‖ϕ‖H , we obtain (4.2) 
We now give two general inequalities for integral functionals on BMO∗(Rn) in the spirit
of Corollary 3.3. The first one is more transparent, but it involves the difference ϕ − ϕ(zB)
instead of the usual ϕ−〈ϕ〉
B
. The second inequality does give estimates in terms of ϕ−〈ϕ〉
B
,
but it requires partial knowledge of the one-dimensional Bellman function B∗ defined by (2.1).
Fortunately, such functions can now be computed for any functional 〈f ◦ η〉
I
under mild
regularity assumptions on f ; see [4, 5].
DIMENSION-FREE ESTIMATES 7
Corollary 4.3. If for some function Cf : [0,∞)→ [0,∞] the estimate
(4.4) 〈f(η − 〈η〉
I
)〉
I
≤ Cf (µ)
holds for any interval I and any η ∈ BMO(I) with ‖η‖∗,I ≤ µ, then the estimate
(4.5) 〈f(ϕ− ϕ(zB))〉B .
√
nCf (µ)
holds for all ϕ ∈ BMO(Rn) with ‖ϕ‖∗ ≤ c µ√n , where c is an absolute constant, and all balls
B, with zB given by Proposition 4.2. Furthermore, for such ϕ,
(4.6) 〈f(ϕ− 〈ϕ〉
B
)〉
B
.
√
n sup
x∈ωµ
B∗(x;µ, f),
where the Bellman function B∗ is defined by (2.1) and
ωµ := {(x1, x2) : |x1| ≤ (log n+ 1)µ, x21 ≤ x2 ≤ x21 + µ2}.
Proof. If c is chosen so that ‖ϕ‖H < µ (such a c exists by Proposition 4.1), then (4.5) is
immediate from (3.4) with K = H and (4.1) with g = f ◦ ϕ.
To prove (4.6), observe that
〈f(ϕ− 〈ϕ〉
B
)〉
B
.
√
nf(ϕ− 〈ϕ〉
B
)(zB) ≤
√
nBH
(
x; ‖ϕ‖H , f, n
) ≤ √nB∗(x;µ, f),
where x = (x1, x2) := (ϕ(zB) − 〈ϕ〉B , ϕ2(zB) − 2ϕ(zB)〈ϕ〉B + 〈ϕ〉2B ). By Proposition 4.2,
|x1| ≤ c˜(log n + 1)‖ϕ‖H for some constant c˜. By adjusting c in the assumption ‖ϕ‖∗ ≤ c µ√n
we can ensure that c˜‖ϕ‖H ≤ µ and, thus, that |x1| ≤ (log n+ 1)µ. In addition,
x21 ≤ x2 = x21 + ϕ2(zB)− ϕ(zB)2 ≤ x21 + ‖ϕ‖2H < x21 + µ2.
Therefore, x ∈ ωµ and (4.6) follows. 
We come to the main result of this section. The John–Nirenberg inequality [7] says that
there exist constants ε∗ > 0 and C∗ > 0 such that for any ϕ ∈ BMO(Rn), any ball B ⊂ Rn,
and any number λ ≥ 0,
(4.7)
1
|B| | {t ∈ B : |ϕ(t)− 〈ϕ〉J | > λ}| ≤ C∗e
− ε∗λ
‖ϕ‖∗ .
The analog of (4.7) for BMOK is this: there exist constants εK > 0 and CK > 0 such that
(4.8) χ{|ϕ−ϕ(z)|>λ}(z) ≤ CKe
− εKλ
‖ϕ‖K , for all z ∈ Rn+1+ .
All constants above depend on dimension. Let
εJN∗ (n) = sup{ε∗ > 0: ∃C∗ > 0: (4.7) holds},
εJNK (n) = sup{εK > 0: ∃CK > 0: (4.8) holds}.
We call εJN∗ and εJNK the John–Nirenberg constant of BMO∗ and BMOK , respectively. This
constant can be similarly defined for any other choice of BMO norm, including BMO on all
cubes. In all cases, the size of the constant – and, specifically, its dimensional behavior – are of
interest; see [1, 2]. The classical proof of (4.7) yields exponential decay of εJN∗ (n) in n; see [7].
In [12], Wik showed that the analog of εJN∗ (n) for BMO on cubes decays no faster than n−1/2.
His beautiful proof relied heavily on the product structure of the cube. To our knowledge,
until now no results better than exponential have been known for BMO∗ or BMOK.
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Theorem 4.4.
(4.9) εJNK (n) ≥ 1.
Consequently,
(4.10) εJN∗ (n) & n
−1/2.
Proof. It was shown in [11] that for an interval I and η ∈ BMO(I),
1
|I| | {t ∈ I : |η(t)− 〈η〉I | > λ}| ≤ e
1− λ
‖η‖∗,I ,
which is statement (3.3) with f(s) = χ{|s|>λ}(s) and Cf (s) = e
1−λ
s . Therefore, by Corol-
lary 3.3, (4.8) holds with CK = e and εK = 1. This proves (4.9).
Now, take K = H. Fix a ball B ⊂ Rn and let zB be given by Proposition 4.2. Then for
any ϕ ∈ BMO(Rn), |ϕ(zB)− 〈ϕ〉B | . (log n+ 1) ‖ϕ‖H . Thus, for some dimensional constant
c(n) and for λ ≥ c(n)‖ϕ‖H ,
1
|B| |{t ∈ B : |ϕ(t)− 〈ϕ〉B | > λ}| ≤
1
|B| |{t ∈ B : |ϕ(t)− ϕ(zB)| > λ− c(n)‖ϕ‖H}|
.
√
nχ{|ϕ−ϕ(zB)|>λ−c(n)‖ϕ‖H}(zB)
.
√
n e
−λ−c(n)‖ϕ‖H
‖ϕ‖H = C(n) e
− λ
‖ϕ‖H ,
where C(n) is another dimensional constant. By adjusting C(n) we can assume that λ ≥ 0.
By Proposition 4.1, ‖ϕ‖H .
√
n‖ϕ‖∗, and the proof is thus complete. 
Remark 4.5. The constant C(n) in the proof above can be optimized, but it is not important
for our purposes. We do not know if the constant
√
n in Proposition 4.1 is sharp, though
we suspect that it is. The analogous statement for the Poisson kernel is ‖ϕ‖P . n‖ϕ‖∗, thus
using K = P in the proof would yield the estimate εJN∗ (n) & n−1, which is worse than (4.10).
5. Proofs of the main theorems
Here we first prove Theorem 3.1, and then describe what changes are necessary in the proof
of Theorem 3.2, which is largely the same. The key ingredient in the proof is the following
result, which is a special case of a general theorem from [10] (cf. the theorem on p. 230 of
that paper).
Theorem 5.1 ([10]). The function B∗( · ; µ, f) is the minimal locally concave function U on
Ωµ satisfying the boundary condition U(x1, x
2
1) = f(x1), x1 ∈ R.
By “locally concave” we mean a function that is concave on any convex subset of Ωµ.
Theorem 3.1 is an immediate corollary of Theorem 5.1 and the following lemma.
Lemma 5.2. Let U be a non-negative, locally concave function on Ωµ, ϕ ∈ BMO(Rn) with
‖ϕ‖K < µ, and z0 ∈ Rn+1+ . Then
(5.1) U(ϕ(z0), ϕ
2(z0)) ≥ U(ϕ,ϕ2)(z0).
Proof of Theorem 3.1. By Theorem 5.1, B∗( · ; µ, f) can be used as U in Lemma 5.2. Fix a
point z0 ∈ Rn+1+ and take any point x ∈ Ωµ˜. It is easy to show that the set
Fx,µ˜,z0 := {ϕ ∈ BMO(Rn) : ‖ϕ‖K ≤ µ˜; (ϕ(z0), ϕ2(z0)) = x}
is non-empty. Now, take supremum of the right-hand side of (5.1) over all elements of Fx,µ˜,z0 .
That supremum is precisely BK(x; µ˜, f, n). 
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Proof of Lemma 5.2. We first prove the lemma under an additional assumption that U is C2,
then for continuous U, and, finally, for general U.
Let µ˜ = ‖ϕ‖K . First, assume that U is non-negative and C2 in a neighborhood of Ωµ˜ and
that its Hessian d2U is non-positive definite. Let
L+ = {(y, t) ∈ Rn+1 : y ∈ Rn, t > 0}, L0 = {(y, 0) ∈ Rn+1 : y ∈ Rn}.
We will use the following probabilistic representation of the kernel Kt (see, e.g. [3]): there is
an Itoˆ process Zt starting at z0 = (y0, t0), arriving almost surely at L0 in finite time, and
such that for any non-negative function g on Rn,
(5.2) g(z0) = E g(Z∞).
For K = P, Zt = Z
P
t is the (n + 1)-dimensional Brownian motion starting at z0 and
stopped at L0 (when its last component is 0): Z
P
t = (x0 + B
n
min(t,τ), t0 + B
1
min(t,τ)), where
τ = min{s : B1s + t0 = 0} is the stopping time. For K = H, Zt = ZHt is given by the
n-dimensional Brownian motion starting at y0 for the first n components and the variable
t0 − 12t for the last component, also stopped at L0 (at the non-random time t = 2t0 ): ZHt =
(x0 +B
n
min(t,2t0)
, t0 − 12 min(t, 2t0)).
Now, Φt := (ϕ(Zt), ϕ
2(Zt)) is an Itoˆ martingale:
dΦt = σt dB
2
t
for an appropriate diffusion matrix σt . In addition, since ‖ϕ‖K = µ˜, Φt takes values in
Ωµ˜. Itoˆ’s formula and the non-positivity of d
2U imply that the expectation EU
(
Φt
)
is non-
increasing in t :
d
dt
EU(Φt) =
1
2
ETr [σTt d
2U(Φt)σt] ≤ 0.
Therefore,
U(ϕ(z0), ϕ
2(z0)) = EU
(
Φ0
) ≥ EU(Φ∞) = U(ϕ,ϕ2)(z0),
where we have used (5.2) and the fact that Z∞ ∈ L0 a.s. and, thus, ϕ2(Z∞) = ϕ(Z∞)2.
We have proved the lemma for smooth U. Now, suppose that U is continuous on Ωµ. We
construct a sequence of non-negative, smooth, locally concave functions Uj on a neighborhood
of Ωµ˜ that converges to U pointwise on Ωµ˜. For each such function Uj inequality (5.1) is
already proved, and one can take the limit on the right using Fatou’s lemma.
In order to construct Uj , we employ a convolution-like mollifier using the additive homo-
geneity of the domain. Fix some parameters ρj > 0 and rj > 0 to be chosen later. Take
a function ψj in C
∞(R2) with support in the ball of radius rj centered at the origin and
satisfying ψj ≥ 0 and
∫
ψj = 1. We define
(5.3) Uj(x1, x2) =
∫∫
R2
U(x1 − t1, x2 + ρj − 2x1t1 + t21 − t2)ψj(t1, t2) dt1 dt2.
This function is obviously smooth; it is also locally concave because for each fixed (t1, t2) the
function
(x1, x2) 7→ U(x1 − t1, x2 + ρj − 2x1t1 + t21 − t2)
is locally concave. Uj is correctly defined whenever
(5.4) rj − ρj ≤ x2 − x21 ≤ µ2 − rj − ρj,
because in this case we have (x1 − t1, x2 + ρj − 2x1t1 + t21 − t2) ∈ Ωµ for (t1, t2) ∈ supp(ψj).
We may choose the sequences {rj} and {ρj} so that rj → 0, ρj → 0, rj − ρj < 0, and
rj + ρj < µ
2 − µ˜2. The function Uj is now defined on some neighborhood of Ωµ˜, and by the
continuity of U we have Uj → U on Ωµ˜. This completes the proof for the continuous case.
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It remains to prove (5.1) for any locally concave function U on Ωµ. If ϕ
2(z0) = ϕ(z0)
2,
(5.1) holds with equality, so let us assume that ϕ2(z0) > ϕ(z0)
2. Define a new sequence of
functions, {Vj}, by
(5.5) Vj(x1, x2) = U
(
x1, x2 +
µ2−µ˜2
j
)
.
Then each Vj is defined on Ωµ¯ where µ¯
2 := µ
2+µ˜2
2 . Furthermore, each Vj is continuous, locally
concave, and non-negative on Ωµ¯. By the continuous case shown above,
Vj(ϕ(z0), ϕ
2(z0)) ≥ Vj(ϕ,ϕ2)(z0).
The left-hand side converges to U(ϕ(z0), ϕ
2(z0)) as j →∞ since (ϕ(z0), ϕ2(z0)) is an interior
point of Ωµ, which means that U is continuous at that point. As for the right-hand side, we
have a pointwise inequality
lim inf Vj(ϕ,ϕ
2) = lim inf U
(
ϕ,ϕ2 + µ
2−µ˜2
j
) ≥ U(ϕ,ϕ2),
since U(x1, · ) is concave on the interval [x21, x21+µ2]. An application of Fatou’s lemma finishes
the proof. 
The proof of Theorem 3.2 is exactly the same as that of Theorem 3.1, except Theorem 5.1
and Lemma 5.2 are replaced with the following two analogs.
Theorem 5.3 ([10]). For 1 < p <∞, the function Dp( · ; δ, f) is the minimal locally concave
function U on Ωp,δ satisfying the boundary condition U(x1, x
−1/(p−1)
1 ) = f(x1), x1 > 0.
The function D∞( · ; δ, f) is the minimal locally concave function U on Ω∞,δ satisfying the
boundary condition U(x1, log x1) = f(x1), x1 > 0.
Lemma 5.4. Let U be a non-negative, locally concave function on Ωp,δ, w ∈ AKp (Rn) with
[w]Kp < δ, and z0 ∈ Rn+1+ .
If 1 < p <∞, then
(5.6) U(w(z0), w
− 1
p−1 (z0)) ≥ U(w,w−
1
p−1 )(z0).
If p =∞, then
(5.7) U(w(z0), logw(z0)) ≥ U(w, logw)(z0).
Theorem 5.3 is again a special case of the same general theorem from [10]. To prove
Lemma 5.4, we let δ˜ = [w]Kp and modify formulas (5.3) and (5.5) as follows. For 1 < p < ∞
we let
Uj(x1, x2) =
∫∫
R2
U
(
eρj−t1x1, e−t2x2
)
ψj(t1, t2) dt1 dt2,
where the non-negative sequences {rj} (the radius of the support of ψj ) and {ρj} are chosen
so that rj → 0, ρj → 0, ρj > prj, and ρj + prj < log(δ/δ˜).
Formula (5.5) is replaced with
Vj(x1, x2) = V
(
λjx1, λ
1
p−1
j x2
)
for a sequence λj → 1+.
For p =∞, (5.3) is replaced with
Uj(x1, x2) =
∫∫
R2
U
(
eρj−t1x1, x2 − t2
)
ψj(t1, t2) dt1 dt2
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with {rj} and {ρj} chosen so that rj → 0, ρj → 0, ρj > 2rj , and ρj + 2rj < log(δ/δ˜).
Instead of (5.5) we have
Vj(x1, x2) = U(λjx1, x2 − log λj)
for a sequence λj → 1+.
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