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ON THE MODIFIED AFFINE HECKE ALGEBRAS AND
QUIVER HECKE ALGEBRAS OF TYPE A
JUN HU AND FANG LI
Abstract. We introduce some modified forms for the degenerate and non-
degenerate affine Hecke algebras of type A. These are certain subalgebras liv-
ing inside the inverse limit of cyclotomic Hecke algebras. We construct faithful
representations and standard bases for these algebras and give some explicit
description of their centers. We show that there are algebra isomorphisms
between some generalized Ore localizations of these modified affine Hecke al-
gebras and of the quiver Hecke algebras of type A. As an application, we show
that the center conjecture for the cyclotomic quiver Hecke algebra of type A
holds if and only if the center conjecture for the cyclotomic Hecke algebra of
type A holds.
1. Introduction
Let Z be the set of integers and N the set of non-negative integers. Let e ∈
{0, 2, 3, 4, · · · } be a fixed integer and I := Z/eZ. Let Γe be the quiver with vertex
set I = Z/eZ and edges i −→ i + 1, for all i ∈ I. Following [10, Chapter 1],
attach to Γe the standard Lie theoretic data of a Cartan matrix (aij)i,j∈I , simple
roots {αi | i ∈ I }, fundamental weights {Λi | i ∈ I } and positive root lattice Q+ =⊕
i∈I Nαi. For each β =
∑
i∈I kiαi ∈ Q
+ we define ht(β) :=
∑
i∈I ki. We set
Q+n := {β ∈ Q
+| ht(β) = n} for each n ∈ N.
Let P+ =
⊕
i∈I NΛi be the dominant weight lattice, ℓ ∈ N and κ1, · · · , κℓ ∈
Z/eZ. We define
(1.1) Λ := Λκ1 + · · ·+ Λκℓ ∈ P
+
and call ℓ the level of Λ. In this paper we shall consider both the non-degenerate
and the degenerate settings as follows.
In the non-degenerate setting, we assume K is a field, 1 6= q ∈ K× such that
either e is the minimal positive integer k which satisfies that 1+q+q2+· · ·+qk−1 = 0;
or e = 0 when there is no such positive integer k. In this case, let H Λn (q) be the non-
degenerate cyclotomic Hecke algebra of type A over K with Hecke parameter
q and cyclotomic parameters qκ1 , · · · , qκℓ (cf. [1], [4]). By definition, H Λn (q) is
generated by T0, T1, . . . , Tn−1 which satisfy the following relations:
(T0 − qκ1) · · · (T0 − qκℓ) = 0,
T0T1T0T1 = T1T0T1T0,
(Ti − q)(Ti + 1) = 0, TiTk = TkTi, 1 ≤ i < n, 0 ≤ k < n, |i− k| > 1,
TiTi+1Ti = Ti+1TiTi+1, 1 ≤ i ≤ n− 2.
Let L1 := T0 and Li+1 = q
−1TiLiTi for 1 ≤ i < n. The elements L1, L2, · · · , Ln
are called the Jucys–Murphy operators of H Λn (q).
In the degenerate setting, we assume that e = 0 or e is a prime number and
K is field with charK = e. In this case, let HΛn be the degenerate cyclotomic
Hecke algebra of type A over K with cyclotomic parameters κ1 · 1K , · · · , κℓ · 1K
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(cf. [7], [13]), where 1K is the identity element of K. By definition, H
Λ
n is generated
by s1, . . . , sn−1, L1, · · · , Ln which satisfy the following relations:
(L1 − κ1 · 1K) · · · (L1 − κℓ · 1K) = 0,
s2i = 1, sisk = sksi, for 1 ≤ i, k < n, |i− k| > 1,
sisi+1si = si+1sisi+1, for 1 ≤ i ≤ n− 2,
LiLk = LkLi, siLl = Llsi, for 1 ≤ i < n, 1 ≤ k, l ≤ n, l 6= i, i+ 1,
Li+1 = siLisi + si, for 1 ≤ i < n.
The elements L1, L2, · · · , Ln are called the Jucys–Murphy operators of HΛn .
Note that in general L1s1L1s1 6= s1L1s1L1 in HΛn .
For any β ∈ Q+n , we define
Iβ := {i = (i1, · · · , in) ∈ I
n|αi1 + · · ·+ αin = β}.
For each i ∈ In, Brundan and Kleshchev have introduced in [3, §3.1, §4.1] an
idempotent in H Λn (q) and an idempotent in H
Λ
n which (by abuse of notations) are
both denoted by e(i). Let β ∈ Q+n and define e(β) :=
∑
i∈Iβ e(i). Then e(β) is
either 0 or a block idempotent of H Λn (q) (resp., of H
Λ
n ).
By [19] and [2], both the blocks of H Λn (q) and of H
Λ
n are parameterized by
{β ∈ In|e(β) 6= 0}. For any block idempotents e(β) of H Λn (q) and of H
Λ
n , we define
(1.2) H Λβ (q) := e(β)H
Λ
n (q), H
Λ
β := e(β)H
Λ
n ,
which are the block subalgebras corresponding to β of H Λn (q) and of H
Λ
n respec-
tively.
Let Rβ := Rβ(Γe) be the quiver Hecke algebra associated to Γe and β ∈ Q+n
introduced by Khovanov and Lauda [12], and by Rouquier [27]. This algebra has
been a hot topic in recent years and plays an important role in the theory of
categorification of quantum groups. By definition, Rβ is generated by the elements
{ψ1, . . . , ψn−1} ∪ {y1, . . . , yn} ∪ { e(i) | i ∈ Iβ } which satisfy certain relations. We
refer the readers to Section 2 for the list of all the relations. Let RΛβ := R
Λ
β (Γe) be
the quotient of Rβ by the two-sided ideal generated by
(1.3) y
〈Λ,α∨i1〉
1 e(i), i ∈ I
β .
We call the algebra RΛβ the cyclotomic quiver Hecke algebra of type A associ-
ated to β and Λ. When the context is clear, we use the same letters to denote both
the KLR generators of RΛβ and the KLR generators of Rβ, and use the same letter
e(i) to denote both the idempotents of H Λn (q) and of H
Λ
n and the KLR idempotent
of RΛβ .
1.4. Theorem (Brundan-Kleshchev [3, Theorem 1.1]). Let β ∈ Q+n and H
Λ
β ∈
{H Λβ (q), H
Λ
β }. Then there is an isomorphism of K-algebras θ
Λ : RΛβ
∼= H Λβ that
sends e(i) 7→ e(i), for all i ∈ Iβ and
yre(i) 7→

(1− q−irLr)e(i), if H Λβ = H
Λ
β (q),
(Lr − ir)e(i), if H
Λ
β = H
Λ
β .
ψke(i) 7→
{
(Tk + Pk(i))Qk(i)
−1e(i), if H Λβ = H
Λ
β (q),
(sk + Pk(i))Qk(i)
−1e(i), if H Λβ = H
Λ
β ,
where 1 ≤ r ≤ n, 1 ≤ k < n, Pk(i), Qk(i) ∈ K[yk, yk+1] are certain polynomials
introduced in [3, (3.22),(3.27–3.29),(4.27),(4.33–4.35)]. In particular, RΛβ 6= 0 if
and only if
∑
i∈Iβ e(i) 6= 0 in R
Λ
β , and H
Λ
β 6= 0 if and only if e(β) 6= 0 in H
Λ
β .
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Let Hn(q) and Hn be the non-degenerate and the degenerate type A affine
Hecke algebras respectively. Then H Λn (q) and H
Λ
n are isomorphic to the quotients
of Hn(q) and Hn by the two-sided ideals generated by (X1 − qκ1) · · · (X1 − qκℓ)
and (x1 − κ1 · 1K) · · · (x1 − κℓ · 1K) respectively. We refer the readers to Section
2 for more details and unexplained notations. There are many similarities on the
structure and representation theory between the algebras H Λβ ∈ {H
Λ
β (q), H
Λ
β } and
RΛβ , and between the algebras Hn ∈ {Hn(q), Hn} and Rn := ⊕β∈Q+nRβ. Both of
the algebras Rn and R
Λ
β are Z-graded and many results on the representations of
Hn and H
Λ
β have found their Z-graded versions for the algebras Rn and R
Λ
β , see
[7], [13], [14], [17], [23] and the references therein. In view of Brundan–Kleshchev’s
isomorphism Theorem 1.4, one can think of RΛβ as a Z-graded lift H
Λ
β .
It is natural to ask if there is a similar isomorphism directly on the level of the
affine Hecke algebra Hn and the quiver Hecke algebra Rn. In this paper, for each
β ∈ Q+n , we introduce some modified forms Ĥβ ∈ {Ĥβ(q), Ĥβ} for both the non-
degenerate and the degenerate type A affine Hecke algebras. We construct explicit
K-algebra isomorphisms θ : R˜β ∼= H˜β(q), θ′ : R˜′β
∼= H˜β between certain generalized
Ore localizations H˜β(q), H˜β , R˜β (or R˜
′
β) of Ĥβ(q), Ĥβ and Rβ respectively, gener-
alizing Brundan–Kleshchev’s isomorphism between H Λβ and R
Λ
β . These modified
affine Hecke algebras Ĥβ and their generalized Ore localizations are both subal-
gebras of the inverse limit of the cyclotomic Hecke algebras H Λβ . One of the key
ingredients in our argument is a lift of the KLR idempotent e(i) in the inverse
limits of the cyclotomic Hecke algebras H Λβ . The algebras Ĥβ can be regarded as
certain idempotent completions of the “blocks” of the type A affine Hecke algebra
Hn, which reminiscent the readers of Lusztig’s definition of modified forms of quan-
tized enveloping algebras [21, Chapter 23]. They are closely related to the original
type A affine Hecke algebra Hn in that every finite dimensional module over Hn
which belongs to the block labelled by β naturally becomes a module over Ĥβ and
this correspondence gives rise to a category equivalence. Many classical results
(including faithful representations, standard bases and description of the centers)
for the original affine Hecke algebras are generalized to these modified affine Hecke
algebras, see Proposition 3.43, Theorem 3.46 and Theorem 3.62.
There is a famous conjecture for Hn which asserts every center element of Hn can
be written as a symmetric polynomial in its Jucys-Murphy operators L1, · · · , Ln.
Another more recent conjecture for RΛβ asserts that every center element of R
Λ
β can
be written as a symmetric element in its KLR y generators y1, · · · , yn and KLR
idempotents e(i), i ∈ Iβ. As one of the main application of our result, we show that
the center conjecture for Hn holds if and only if the center conjecture for R
Λ
β holds
for each β ∈ Q+n . Using the isomorphisms θ, θ
′ one can identify the convolution
products in the category of finite dimensional modules over affine Hecke algebras
with the convolution product in the category of finite dimensional modules over
quiver Hecke algebras. As further applications of our main results, we derive an
equivalence of categories for quiver Hecke algebras and tensor products of its non-
unital quiver Hecke subalgebras under certain conditions as well as a simplicity
result for the convolution products of simple modules over quiver Hecke algebras.
We note that Rouquier has presented a similar isomorphism (without proof)
between certain different localized from of Hn and Rn in the preprint [28, 3.15,
3.18]. Our isomorphism θ, θ′ are different with Rouquier’s isomorphisms and the
algebra Ĥβ we introduced in this paper does not appear in [28].
The content of this paper is organised as follows. In Section 2, we recall some
preliminary knowledge about the type A affine Hecke algebras, the type A quiver
Hecke algebras, and their cyclotomic quotients. In Section 3, we introduce the
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modified forms of the affine Hecke algebras of type A. We construct faithful repre-
sentations, standard bases and describe the centers for these modified affine Hecke
algebras. We also introduce some generalized Ore localization for these modified
affine Hecke algebras and quiver Hecke algebras. The general definition of the so-
called generalized Ore localization is given in the appendix of this paper. The main
results (Theorem 4.1 and 4.2) are given in Section 4, where we set up isomorphisms
between these generalized Ore localization for modified affine Hecke algebras and
the generalized Ore localization for quiver Hecke algebras. The main idea in our
approach is to construct a nice lift of the KLR idempotent e(i) in the inverse limits
of the cyclotomic Hecke algebras H Λβ and to embed the generalized Ore localiza-
tions for these modified affine Hecke algebras (resp., for the quiver Hecke algebras)
into the inverse limits of cyclotomic Hecke algebras (resp., of the cyclotomic quiver
Hecke algebras), see Lemma 3.7 and Corollary 4.8. In Section 5 we give some appli-
cations of Theorem 4.1 and 4.2. We show (Theorem 5.6) that the center conjecture
for Hn holds if and only if the center conjecture for R
Λ
β holds. We also obtain
(Corollary 5.13) an equivalence of categories for quiver Hecke algebras and tensor
products of its non-unital quiver Hecke subalgebras under certain conditions and
a simplicity result (Corollary 5.15) for the convolution products of simple modules
over quiver Hecke algebras.
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2. Preliminary
In this section, we shall recall some preliminary results on the non-degenerate
and the degenerate affine Hecke algebras of type A, and the quiver Hecke algebras
associated to Γe and β ∈ Q+ and their cyclotomic quotients. In particular, we shall
fix some choices of the polynomials Pk(i), Qk(i) ∈ K[yk, yk+1] in the construction
of Brundan–Kleshchev’s isomorphism Theorem 1.4.
Recall that ℓ, n ∈ N, e ∈ {0, 2, 3, · · · } and κ1, · · · , κℓ ∈ I := Z/eZ. Let K be a
field. In the non-degenerate setting, we assume that 1 6= q ∈ K× such that e is the
minimal positive integer k satisfying 1+q+q2+ · · ·+qk−1 = 0; or e = 0 when there
is no such positive integer k. Let Hn(q) be the non-degenerate type A affine
Hecke algebra over K. By definition, Hn(q) is the unital associative K-algebra
with generators T1, . . . , Tn−1, X
±1
1 , . . . , X
±1
n and relations:
(Ti − q)(Ti + 1) = 0, 1 ≤ i < n,(2.1)
TiTi+1Ti = Ti+1TiTi+1, 1 ≤ i ≤ n− 2,(2.2)
TiTk = TkTi, |i− k| > 1,(2.3)
X±1i X
±1
k = X
±1
k X
±1
i , 1 ≤ i, k ≤ n,(2.4)
XkX
−1
k = 1 = X
−1
k Xk, 1 ≤ k ≤ n,(2.5)
TiXk = XkTi, k 6= i, i+ 1,(2.6)
Xi+1 = q
−1TiXiTi, 1 ≤ i < n.(2.7)
Note that one can also replace the last relation above with the following:
Xi+1Ti = TiXi + (q − 1)Xi+1, 1 ≤ i < n.(2.8)
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The non-degenerate type A cyclotomic Hecke algebra H Λn (q) introduced in Sec-
tion 1 is isomorphic to the quotient of Hn(q) by the two-sided ideal generated
by
(2.9)
(
X1 − q
κ1
)(
X1 − q
κ2
)
· · ·
(
X1 − q
κℓ
)
.
Under this isomorphism, T0 is identified with the image of X1 in H
Λ
n (q), and each
Li is identified with the image of Xi in H
Λ
n (q) for 1 ≤ i ≤ n. For each 1 ≤ j < n,
we still use Tj to denote the image of Tj in H
Λ
n (q).
In the degenerate setting, we assume that either e = 0 or e is a prime number and
charK = e. Let Hn be the degenerate type A affine Hecke algebra over K.
By definition, Hn is the unital associative K-algebra with generators s1, . . . , sn−1,
x1, . . . , xn and relations:
s2i = 1, 1 ≤ i < n,(2.10)
sisi+1si = si+1sisi+1, 1 ≤ i ≤ n− 2,(2.11)
sisk = sksi, |i− k| > 1,(2.12)
xixk = xkxi, 1 ≤ i, k ≤ n,(2.13)
sixk = xksi, k 6= i, i+ 1,(2.14)
xi+1 = sixisi + si, 1 ≤ i < n, .(2.15)
Note that one can also replace the last relation above with the following:
xi+1si = sixi + 1, 1 ≤ i < n.(2.16)
Then the degenerate type A cyclotomic Hecke algebra HΛn introduced in Section
1 is isomorphic to the quotient of Hn by the two-sided ideal generated by
(2.17)
(
x1 − κ1 · 1K
)(
x1 − κ2 · 1K
)
· · ·
(
x1 − κℓ · 1K
)
.
Under this isomorphism, each Li is identified with the image of xi in H
Λ
n for 1 ≤
i ≤ n. For each 1 ≤ j < n, we still use sj to denote the image of sj in HΛn . Inside
both Hn and H
Λ
n , the subalgebra generated by s1, · · · , sn−1 is isomorphic to the
symmetric group algebra associated to the symmetric group Sn on n letters (with
sr being identified with the basic permutation (r, r + 1) for each r). Similarly, the
subalgebra of Hn(q) (resp., of H
Λ
n (q)) generated by T1, · · · , Tn−1 is isomorphic to
the Iwahori–Hecke algebra associated to the symmetric group Sn.
Let {tk|1 ≤ k ≤ n} be a set of n algebraically independent indeterminates over
K. Let Pn := K[t
±1
1 , · · · , t
±1
n ] and Pn := K[t1, · · · , tn]. Clearly there is a natural
left action of Sn on I
n, Pn and Pn respectively.
For any f ∈ Pn, g ∈ Pn, 1 ≤ r < n and 1 ≤ k ≤ n, we define
(2.18)

X±1k ∗ f : = t
±1
k f,
Tr ∗ f : =
(
tr+1 − qtr
)sr(f)− f
tr+1 − tr
+ qf,
and
(2.19)

xk ∗ g : = tkg,
sr ∗ g : = −
sr(g)− g
tr+1 − tr
+ sr(g),
If w ∈ Sn then the length of w is
ℓ(w) := min{k ∈ N|w = si1 · · · sik for some 1 ≤ i1, · · · , ik < n}.
If w = si1 · · · sik with k = ℓ(w) then si1 · · · sik is a reduced expression for w. In
this case, we define Tw := Ti1 · · ·Tik . The braid relations (2.2), (2.3) ensure that
Tw does not depend on the choice of the reduced expression of w. The following
results are well known, see [22].
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2.20. Lemma. Let w ∈ Sn and 1 ≤ r ≤ n. Then
TwXr = Xw(r)Tw +
∑
w>u∈Sn
gu(X1, · · · , Xn)Tu,
where gu(X1, · · · , Xn) ∈ K[X1, · · · , Xn] for each u, “>” is the Bruhat partial order
on Sn. A similar statement also holds if we replace Tw, Xr by w, xr respectively.
Proof. This follows from an induction on ℓ(w). 
2.21. Lemma. The above rules extend uniquely to a faithful representation ρq of
Hn(q) on Pn as well as a faithful representation ρ1 of Hn on Pn.
2.22. Lemma. The elements in the following set{
Xa11 · · ·X
an
n Tw
∣∣ w ∈ Sn, a1, · · · , an ∈ Z}
are K-linearly independent and form a K-basis of Hn(q). Similarly, the elements
in the following set {
xa11 · · ·x
an
n w
∣∣ w ∈ Sn, a1, · · · , an ∈ N}
are K-linearly independent and form a K-basis of Hn.
Let ∗ be theK-algebra anti-isomorphism of Hn(q) which is defined on generators
by T ∗i := Ti, X
∗
k := Xk for 1 ≤ i < n, 1 ≤ k ≤ n. By abuse of notations, we also use
∗ to denote the K-algebra anti-isomorphism of Hn which is defined on generators
by s∗i := si, x
∗
k := xk for 1 ≤ i < n, 1 ≤ k ≤ n. Applying the anti-isomorphism
∗, we see that the elements in the set
{
TwX
a1
1 · · ·X
an
n
∣∣ w ∈ Sn, a1, · · · , an ∈ Z}
are K-linearly independent and form another K-basis of Hn(q); and the elements
in the set
{
wxa11 · · ·x
an
n
∣∣ w ∈ Sn, a1, · · · , an ∈ N} are K-linearly independent and
form another K-basis of Hn.
Note that the subalgebra of Hn(q) generated by X
±1
1 , · · · , X
±1
n is canonically
isomorphic to the Laurent polynomial K-algebra Pn, while the subalgebra of Hn
generated by x1, · · · , xn is canonically isomorphic to the polynomial K-algebra Pn.
2.23. Lemma (Bernstein). The center of Hn(q) is equal to the set of symmetric
Laurent polynomials in X±11 , · · · , X
±1
n , while the center of Hn is equal to the set of
symmetric polynomials in x1, · · · , xn.
LetH +n (q) be theK-subalgebra ofHn(q) generated by T1, · · · , Tn−1, X1, · · · , Xn.
Then the elements in the following set
(2.24)
{
Xa11 X
a2
2 · · ·X
an
n Tw
∣∣∣ w ∈ Sn, a1, · · · , an ∈ N}
form a K-basis of H +n (q). Furthermore, for any (i1, · · · , in) ∈ I
n, the elements in
the following set
(2.25)
{
(X1 − q
i1)a1(X2 − q
i2)a2 · · · (Xn − q
in)anTw
∣∣∣ w ∈ Sn, a1, · · · , an ∈ N}
form a K-basis of H +n (q) too.
2.26. Lemma. The K-algebra H +n (q) is isomorphic to the abstract K-algebra de-
fined by generators T1, · · · , Tn−1, X1, · · · , Xn and relations (2.1), (2.2), (2.3), (2.6),
(2.7) together with the relations XiXk = XkXi, ∀ 1 ≤ i, k ≤ n.
Proof. Let H + be the abstractK-algebra which is defined by generators T1, · · · , Tn−1,
X1, · · · , Xn and relations (2.1), (2.2), (2.3), (2.6), (2.7) together with the relations
XiXk = XkXi, ∀ 1 ≤ i, k ≤ n. To prove that H
+ ∼= H +n (q), it suffices to show
that the elements in H + which are of the form (2.24) form a K-basis of H +.
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It is easy to see that the elements in H + which are of the form (2.24) generates
H + as a K-linear space. Moreover, the following formulae
Xk · f := tkf, Tr · f :=
(
tr+1 − qtr
)sr(f)− f
tr+1 − tr
+ qf,
also defines a representation ρ+q of H
+ on Pn. Using this representation ρ
+
q it is
easy to check that the elements in H + which are of the form (2.24) are K-linearly
independent and hence form a K-basis of H + and ρ+q is a faithful polynomial
representation of H + ∼= H +n (q). 
2.27. Corollary. The center Z(H +n (q)) of H
+
n (q) is equal to the set of symmetric
polynomials in X1, · · · , Xn.
2.28. Definition. Suppose that β ∈ Q+n . Define the quiver Hecke algebra Rβ to
be the unital associative K-algebra with generators
{ψ1, . . . , ψn−1} ∪ {y1, . . . , yn} ∪ { e(i) | i ∈ I
β }
and relations
e(i)e(j) = δije(i),
∑
i∈Iβ
e(i) = 1,
yre(i) = e(i)yr, ψre(i) = e(sri)ψr, yrys = ysyr,
ψryr+1e(i) = (yrψr + δirir+1)e(i), yr+1ψre(i) = (ψryr + δirir+1)e(i),
ψrys = ysψr, if s 6= r, r + 1,
ψrψs = ψsψr, if |r − s| > 1,
ψ2re(i) =

0, if ir = ir+1,
(yr+1 − yr)e(i), if ir → ir+1,
(yr − yr+1)e(i), if ir ← ir+1,
(yr+1 − yr)(yr − yr+1)e(i), if ir ⇄ ir+1
e(i), otherwise,
ψrψr+1ψre(i) =

(ψr+1ψrψr+1 + 1)e(i), if ir = ir+2 → ir+1,
(ψr+1ψrψr+1 − 1)e(i), if ir = ir+2 ← ir+1,(
ψr+1ψrψr+1 + yr − 2yr+1 + yr+2
)
e(i),
if ir = ir+2 ⇄ ir+1,
ψr+1ψrψr+1e(i), otherwise.
for i, j ∈ Iβ and all admissible r and s.
Let RΛβ be the quotient of Rβ by the two-sided ideal generated by
(2.29) y
〈Λ,α∨i1〉
1 e(i), i ∈ I
β .
The algebraRΛβ is called the type A cyclotomic quiver Hecke algebra associated
to β and Λ.
Let i ∈ In and r be an integer with 1 ≤ r < n. Recall the definition of Pr(i)
given in [3, (3.22), (4.27)]: if ir = ir+1 then Pr(i) = 1; if ir 6= ir+1 and in the
non-degenerate setting, then
(2.30)
Pr(i) :=
1− q
1− qir−ir+1
{
1 +
yr − yr+1
1− qir+1−ir
+
∑
k≥1
yr − yr+1
1− qir+1−ir
(qir+1yr+1 − qiryr
qir+1 − qir
)k}
;
while if ir 6= ir+1 and in the degenerate setting, then
(2.31) Pr(i) :=
1
ir − ir+1
{
1 +
∑
k≥1
(yr − yr+1
ir+1 − ir
)k}
.
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Since each yk is nilpotent (cf. [3, Lemma 2.1]), it follows that the above sums are
actually both finite sums. The Brundan–Kleshchev’s isomorphism in Theorem 1.4
between H Λβ and R
Λ
β depends on the choice of certain polynomials Qr(i) for 1 ≤
r < n. see [3, (3.27–3.29),(4.33-4.35)]. Instead of following Brundan–Kleshchev’s
choice given in [3, (3.30), (4.36)], we make a different choice for our purpose. In
the degenerate setting, we set
(2.32) Qr(i) :=

1 + yr+1 − yr, if ir+1 = ir;
1 +
∑
k≥1(yr+1 − yr)
k, if ir = ir+1 + 1;
Pr(i)− 1, if ir 6= ir+1, ir+1 + 1.
.
In the non-degenerate setting, following Stroppel–Webster [30, (27)], we set
(2.33) Qr(i) :=

1− q + qyr+1 − yr, if ir+1 = ir;
1
1−q−1
(
1 +
∑
k≥1(
yr+1−qyr
1−q )
k
)
, if ir = ir+1 + 1;
Pr(i)− 1, if ir 6= ir+1, ir+1 + 1.
.
Note that in both (2.32) and (2.33),
(2.34) Qr(i) =
Pr(i)− 1
yr − yr+1
whenever ir = ir+1 + 1.
Since y1, · · · , yn are nilpotent elements in H Λβ (cf. [3, Lemma 2.1]), the sums in
(2.30), (2.31), (2.32) and (2.33) are always finite sums. One can verify that the defini-
tions in both (2.32) and (2.33) satisfy the requirement in [3, (3.27–3.29),(4.33-4.35)].
Thus they can be used to define Brundan–Kleshchev’s isomorphism in Theorem 1.4.
Henceforth, we shall use these particular choices of Brundan–Kleshchev’s isomor-
phisms to identify H Λβ (q) and R
Λ
β in the non-degenerate setting and to identify
HΛβ and R
Λ
β in the degenerate setting.
3. The modified forms of affine Hecke algebras and their
generalized Ore localization
The purpose of this section is to introduce the modified forms for both the non-
degenerate and the degenerate affine Hecke algebras of type A and to construct
their standard bases and faithful representations. The construction will make use of
inverse limit of cyclotomic Hecke algebras and certain generalized Ore localizations
with respect to some multiplicative closed subsets (cf. Appendix A).
Let m ∈ N. A partition of m is a weakly decreasing sequence λ = (λ1 ≥ λ2 ≥
. . . ) of non-negative integers such that |λ| =
∑
i λi = m. A multipartition, or
ℓ-partition, of n is an ordered ℓ-tuple λ = (λ(1), . . . , λ(ℓ)) of partitions such that
|λ| = |λ(1)|+ · · ·+ |λ(ℓ)| = n. In this case, we write λ ⊢ n. The diagram of λ is the
set
[λ] = { (k, r, c) | r ≥ 1, 1 ≤ c ≤ λ(k)r and 1 ≤ k ≤ ℓ } .
A standard λ-tableau is a map t : [λ]−→{1, 2, . . . , n} such that for s = 1, . . . , ℓ
the entries in each row of t(s) increase from left to right and the entries in each
column of t(s) increase from top to bottom. Let Std(λ) be the set of standard
λ-tableaux. Let tλ be the standard λ-tableau such that the numbers 1, 2, · · · , n are
entered in order from left to right along the rows of tλ
(1)
, and then tλ
(2)
, · · · , tλ
(ℓ)
.
Let λ be a multipartition of n. For any 1 ≤ k ≤ n and t ∈ Std(λ), we define
rest(k) := res(γ) := κl + c− r ∈ Z/eZ,
whenever the node occupied by the integer k in t is γ := (l, r, c) ∈ [λ]. For
any t ∈ Std(λ), we define the residue sequence it of t to be the ordered n-tuple
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(rest(1), · · · , rest(n)) ∈ In. For simplicity, we denote by iλ the residue sequence of
t
λ.
Henceforth, we shall fix β :=
∑
i∈I kiαi ∈ Q
+
n and i = (i1, · · · , in) ∈ I
β. We
define
(3.1) I(β) := Supp(β) :=
{
i ∈ I
∣∣ ki 6= 0}.
It is clear that I(β) is a finite subset of I.
Let Hn ∈ {Hn(q), Hn}. For any Λ ∈ P+ with level ℓ, let H Λn ∈ {H
Λ
n (q), H
Λ
n }.
Let πΛ : Hn ։ H
Λ
n be the canonical surjection. Following [18, §3.1], for any
1 ≤ r ≤ n and any j ∈ I(β) with j 6= ir, we choose N > dimH Λn = ℓ
nn!, and
define
LΛir,j,N :=
1−
(
qir−L′r
qir−qj
)N
, if q 6= 1;
1−
(
ir−Lr
ir−j
)N
, if q = 1.
, Xir,j,N :=
1−
(
qir−Xr
qir−qj
)N
, if q 6= 1;
1−
(
ir−xr
ir−j
)N
, if q = 1.
and
(3.2) LΛr,N(i) :=
∏
ir 6=j∈I(β)
LΛir ,j,N ∈ H
Λ
n , Xr,N (i) :=
∏
ir 6=j∈I(β)
Xir ,j,N ∈ Hn.
The key point in the above definition lies in that Xr,N(i) depends only on r, i and
N > ℓnn! but not on Λ.
For any Λ,Λ′ ∈ P+, we define Λ′ > Λ whenever Λ′ − Λ ∈ P+. Then (P+, >)
becomes a directed poset. If Λ′ > Λ in P+, then there is a canonical surjective
homomorphism
πΛ
′,Λ : H Λ
′
n ։H
Λ
n
such that πΛ = πΛ
′,Λ ◦ πΛ
′
. Let πΛ : lim←−
Λ
H Λn → H
Λ
n be the canonical map and
πˇ : Hn → lim←−
Λ
H Λn be the induced map. Then π
Λ = πΛ ◦ πˇ.
3.3. Definition. We define Hˇn := Im(πˇ) to be the image of Hn (under πˇ) in
lim←−
Λ
H Λn . For each 1 ≤ k < n, 1 ≤ r ≤ n, we set
Tˆk := πˇ(Tk), Xˆr := πˇ(Xr), sˆk := πˇ(sk), xˆr := πˇ(xr).
Note that for any z ∈ lim←−
Λ
H Λn ,
z = 0 in lim←−
Λ
H
Λ
n if and only if πΛ(z) = 0 in H
Λ
n for any Λ ∈ P
+.(3.4)
3.5. Lemma. Let Z ∈ Hn. Then
1) Z = 0 if and only if πΛ(Z) = 0 for any Λ ∈ P+.
2) The canonical map πˇ : Hn → lim←−
Λ
H Λn is injective.
Proof. It is clear that 2) follows from 1). It suffices to prove 1). We only consider
the non-degenerate case as the degenerate case is similar. For 1), the “only if” part
is clear. It remains to consider the “if” part. Suppose that Z 6= 0 and πΛ(Z) = 0
for any Λ ∈ P+. Without loss of generality, we can assume that Z ∈ H +n (q). We
can choose a sufficiently large integer m > n! such that
(3.6) Z ∈ K-Span
{
(X1 − 1)
a1 · · · (Xn − 1)
anTu
∣∣∣∣∣ u ∈ Sn, a1, · · · , an ∈ N,∑ni=1 ai < m− n!.
}
.
10 JUN HU AND FANG LI
Now we take Λ = mΛ0. Since π
Λ(Z) = 0, it follows that Z ∈ 〈(X1 − 1)m〉. Using
the commutator relations (2.6), (2.8) and (2.25), we can deduce that
Z ∈ K-Span
{
(X1 − 1)
b1 · · · (Xn − 1)
bnTu
∣∣∣∣∣ u ∈ Sn, b1, · · · , bn ∈ N,∑ni=1 bi ≥ m− n!.
}
.
We get a contradiction. This proves 1). 
3.7. Lemma. Let β ∈ Q+n , i ∈ I
β and Λ ∈ P+ with level ℓ. Then for any N > ℓnn!,
we have that
e(i) =
n∏
r=1
(LΛr,N(i))
N ∈ H Λn .
Moreover, if we set
(3.8) EN (i) :=
n∏
r=1
(Xr,N(i))
N ∈ Hn,
then πΛ(EN (i)) = e(i). Furthermore, for any sufficiently large N ≫ ℓnn!, we have
that
(3.9) EN (i) =
{
c
∏n
r=1
∏
qir 6=z∈K0
(Xr − z)br,z , if q 6= 1;
c
∏n
r=1
∏
ir 6=z∈K0
(xr − z)br,z , if q = 1,
where c ∈ K×, K0 is a finite subset of the algebraic closure K of K and br,z ∈ N
for each pair (r, z).
Proof. The proof of the first part of the lemma is essentially the same as the proof
of [18, Corollary 3.9]. Note that Ge Li [18, Corollary 3.9] use the set I instead of
the finite subset I(β) in the definition of Lr(i) and he consider only the case when
e > 0 (so that |I| is finite). However, by [8, Lemma 4.1, Theorem 5.8], we know that
e(i) 6= 0 in H Λn if and only if i = i
t for some t ∈ Std(λ) and λ = (λ(1), · · · , λ(ℓ)) ⊢ n.
Therefore, the same argument used in the proof of [18, Corollary 3.9] apply equally
well to the proof of the current lemma for any e and with I replaced by I(β), and
we can replace the sufficiently large integers Nj , Nr(i) in the proof of [18, Corollary
3.9] by any N > ℓnn!. This proves the first part of the lemma.
It remains to the prove the second part of the lemma. Recall that for any
Λ′ ∈ P+ with level ℓ′, if Λ′ ≥ Λi1 + · · · + Λin then i = i
t for some t ∈ Std(λ) and
λ = (λ(1), · · · , λ(ℓ
′)) ⊢ n. In fact, one can take for example t to be a standard λ-
tableau such that each component t(j) of t is equal to either ∅ or (1). In particular,
by [8, Lemma 4.1, Lemma 5.2, Theorem 5.8], e(i) 6= 0 in H Λ
′
n . Now we take
Λ′ ∈ P+ with level ℓ′ such that Λ < Λ′ ≥ Λi1 + · · ·+ Λin . Note that the canonical
map πΛ
′,Λ sends the idempotent e(i) ∈ H Λ
′
n to the idempotent e(i) ∈ H
Λ
n . For
any N > (ℓ′)nn!, we consider the nonzero idempotent e(i) = πΛ
′
(EN (i)) ∈ H
Λ′
n .
We have that for any k > 0,
0 6= e(i) = e(i)2 = πΛ
′
(EN (i))
ke(i) ∈ H Λ
′
n = π
Λ′ (EN (i)
k)e(i) ∈ H Λ
′
n .
Note that (Lr−qir )ke(i) = 0 and (Lr−ir)ke(i) = 0 holds in H Λ
′
n for any k > (ℓ
′)nn!.
It follows that for any N > (ℓ′)nn! > lnn!, EN (i) can not contain (Lr − qir ) or
(Lr− ir) as a factor so that it must have the desired decomposition as in (3.9). This
proves the second part of the lemma. 
Now for any Λ˜ ∈ P+ with Λ˜ > Λ, the dominant weight Λ˜ has level ℓ˜ > ℓ. To
avoid confusion, we put a tilde on the notation of every generator of the algebra
H Λ˜n . We take an integer N˜ such that N˜ > ℓ˜
nn!. Then N˜ > ℓnn!. Since
πΛ˜,Λ(L˜Λ˜
r,N˜
(i)N˜ ) = LΛ
r,N˜
(i)N˜ ,
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it follows from Lemma 3.7 that πΛ,Λ˜ sends the idempotent e˜(i) of H Λ˜n to the
idempotent e(i) of H Λn . As a result, we can make the following definition.
3.10. Definition. For each i ∈ Iβ , let eˆ(i) be the unique idempotent in lim←−
Λ
H Λn
such that πΛ(eˆ(i)) = e(i) ∈ H Λn for any Λ ∈ P
+.
As we remarked in the proof of Lemma 3.7, for any Λ ∈ P+ with level ℓ, if
Λ ≥ Λi1 + · · ·+Λin then i = i
t for some t ∈ Std(λ) and λ = (λ(1), · · · , λ(ℓ)) ⊢ n. In
particular, e(i) 6= 0 in H Λn .
3.11. Lemma. Let i ∈ Iβ. Then eˆ(i) 6= 0. Moreover, for any z ∈ Hˇn, if eˆ(i)z = 0
or zeˆ(i) = 0 in lim←−
Λ
H Λn , then z = 0 in Hˇn.
Proof. The first part of the lemma follows from the discussion in the paragraph
above this lemma. It remains to prove the second part of this lemma. We only
prove the statement for the non-degenerate case as the degenerate case is similar.
Suppose that eˆ(i)z = 0. Without loss of generality we can assume that z ∈
πˇ
(
H +n (q)
)
. We fix an Z ∈ H +n (q) such that πˇ(Z) = z. Suppose that z 6= 0. Then
it is clear that Z 6= 0.
Since Z is prefixed, we can choose a sufficiently large integer m ∈ Z>n! such that
(3.12) Z ∈ K-Span
{
(X1 − q
i1)a1 · · · (Xn − q
in)anTu
∣∣∣∣∣ u ∈ Sn, a1, · · · , an ∈ N,∑ni=1 ai < m− n!.
}
.
We now take Λ := mΛi1 + · · ·+mΛin ∈ P
+ with level ℓ := mn. By construction,
for any N ≫ ℓnn!, we have that
(3.13) EN (i) = c
n∏
r=1
∏
qir 6=z∈K0
(Xr − z)
br,z ,
where c ∈ K×, K0 is a finite subset of the algebraic closure K of K and br,z ∈ N for
each pair (r, z). Therefore, we can deduce that there exists some c1, · · · , cn ∈ N sat-
isfying
∑n
i=1 ci < m−n! and some w ∈ Sn such that the term (X1−q
i1)c1 · · · (Xn−
qin)cnTw occurs with nonzero coefficient in EN (i)Z when it is expressed as a K-
linear combination of the basis elements in (2.25).
On the other hand, by assumption, eˆ(i)z = 0 in lim←−H
Λ
n , which implies that
πΛ(EN (i)Z) = e(i)π
Λ(Z) = 0 in H Λn by Lemma 3.7. Thus EN (i)Z ∈ Kerπ
Λ and
hence
(3.14) EN (i)Z ∈ 〈(X1 − q
i1)m(X1 − q
i2)m · · · (X1 − q
in)m〉.
Using the commutator relations (2.6), (2.8) and (2.25), we can see from (3.14)
that EN (i)Z lives inside the following K-subspace:
K-Span
{
(X1 − q
i1)b1 · · · (Xn − q
in)bnTu
∣∣∣∣∣ u ∈ Sn, b1, · · · , bn ∈ N,∑ni=1 bi ≥ m− n!.
}
.
We get a contradiction. This proves that z = 0 in Hˇn.
Finally, if zeˆ(i) = 0, the lemma follows from a similar argument. 
3.15. Definition. Let β ∈ Q+n . In the non-degenerate setting, we define Hˇβ(q) to
be the K-subalgebra of lim←−
Λ
H Λn (q) generated by the following elements:
Tˆkeˆ(i), Xˆ
±1
r eˆ(i), eˆ(i), i ∈ I
β , 1 ≤ k < n, 1 ≤ r ≤ n.
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In the degenerate setting, we define Hˇβ to be the K-subalgebra of lim←−
Λ
HΛn generated
by the following elements:
sˆkeˆ(i), xˆr eˆ(i), eˆ(i), i ∈ I
β , 1 ≤ k < n, 1 ≤ r ≤ n.
Let Hˇβ ∈ {Hˇβ(q), Hˇβ}. We set eˆ(β) :=
∑
i∈Iβ eˆ(i) ∈ Hˇβ . Then eˆ(β) is the
identity element of Hˇβ . By the definition of inverse limit, it is clear that
eˆ(β)eˆ(γ) = δβ,γ eˆ(β), for any β, γ ∈ Q
+
n .
In the rest of the paper, we shall always fix β ∈ Q+n . To simplify notations, we
shall abbreviate Xˆkeˆ(β), xˆk eˆ(β), Tˆr eˆ(β), sˆr eˆ(β) as Xˆk, xˆk, Tˆr, sˆr when it causes no
confusion.
3.16. Lemma (Non-degenerate cases). In the non-degenerate case, the following
relations hold:
Xˆ±1k eˆ(i) = eˆ(i)Xˆ
±1
k , eˆ(i)eˆ(j) = δijeˆ(i), if 1 ≤ k ≤ n, i, j ∈ I
β,(3.17)
eˆ(i)Tˆr(Xˆr+1 − Xˆr)eˆ(i) = (q − 1)eˆ(i)Xˆr+1eˆ(i),
eˆ(i)TˆrXˆr eˆ(i) = eˆ(i)XˆrTˆr eˆ(i),
eˆ(i)TˆrXˆr+1eˆ(i) = eˆ(i)Xˆr+1Tˆr eˆ(i),
 if i ∈ Iβ , ir 6= ir+1,(3.18)
eˆ(i)f eˆ(j) = 0, if i, j ∈ Iβ , i 6= j, f ∈ K[Xˆ±11 , · · · , Xˆ
±1
n ],(3.19)
eˆ(i)Tˆr eˆ(j) = 0, if i, j ∈ I
β , i /∈ {j, srj},(3.20)
eˆ(i)(Tˆr − q)(Tˆr + 1)eˆ(j) = 0,
eˆ(i)TˆiTˆi+1Tˆieˆ(j) = eˆ(i)Tˆi+1TˆiTˆi+1eˆ(j),
eˆ(i)Xˆ±1r Xˆ
±1
k eˆ(j) = eˆ(i)Xˆ
±1
k Xˆ
±1
r eˆ(j),
eˆ(i)XˆkXˆ
−1
k eˆ(i) = eˆ(i) = eˆ(i)Xˆ
−1
k Xˆkeˆ(i),
eˆ(i)Xˆr+1Tˆreˆ(j) = eˆ(i)
(
TˆrXˆr + (q − 1)Xˆr+1
)
eˆ(j),

if i, j ∈ Iβ ,(3.21)
eˆ(i)TˆaTˆkeˆ(j) = eˆ(i)TˆkTˆaeˆ(j), if |a− k| > 1 and i, j ∈ I
β,,(3.22)
eˆ(i)TˆbXˆkeˆ(j) = eˆ(i)XˆkTˆbeˆ(j), if k 6= b, b+ 1 and i, j ∈ I
β,(3.23)
where 1 ≤ k ≤ n, 1 ≤ r, a, b < n, 1 ≤ i < n− 1.
Proof. The relations (3.21), (3.22) and (3.23) follow directly from (2.1)–(2.7), (2.8).
The remaining relations follows from (2.30), (2.33), (2.34) and Theorem 1.4. For
example, assume that ir 6= ir+1 and in the non-degenerate setting, in order to show
that eˆ(i)Tˆr(Xˆr+1− Xˆr)eˆ(i) = (q−1)eˆ(i)Xˆr+1eˆ(i), it suffices (by (3.4)) to show that
for any Λ ∈ P+, e(i)Tr(Lr+1 − Lr)e(i) = (q − 1)e(i)Lr+1e(i).
In fact, we have that
e(i)Tr(Lr+1 − Lr)e(i)
= e(i)
(
ψrQr(i)e(i)− Pr(i)e(i)
)
(Lr+1 − Lr) = −e(i)Pr(i)e(i)(Lr+1 − Lr)
=
1− q
1− qir−ir+1
{
1 +
yr − yr+1
1− qir+1−ir
+
∑
k≥1
yr − yr+1
1− qir+1−ir
(qir+1yr+1 − qiryr
qir+1 − qir
)k}
× (Lr+1 − Lr)e(i)
=
(q − 1)qir+1(1 − yr+1)
qir+1(1− yr+1)− qir (1− yr)
(Lr+1 − Lr)e(i) = (q − 1)Lr+1e(i),
as required. The other equalities can be verified in a similar way. 
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3.24. Lemma (Degenerate cases). In the degenerate case, the following relations
hold:
xˆkeˆ(i) = eˆ(i)xˆk, eˆ(i)eˆ(j) = δijeˆ(i), if 1 ≤ k ≤ n, i, j ∈ I
β,(3.25)
eˆ(i)sˆr(xˆr+1 − xˆr)eˆ(i) = eˆ(i),
eˆ(i)sˆrxˆr eˆ(i) = eˆ(i)xˆr sˆr eˆ(i),
eˆ(i)sˆrxˆr+1eˆ(i) = eˆ(i)xˆr+1sˆr eˆ(i),
 if i ∈ Iβ , ir 6= ir+1,(3.26)
eˆ(i)f eˆ(j) = 0, if i, j ∈ Iβ , i 6= j, f ∈ K[xˆ1, · · · , xˆn],(3.27)
eˆ(i)sˆr eˆ(j) = 0, if i, j ∈ I
β, i /∈ {j, srj},(3.28)
eˆ(i)sˆ2r eˆ(j) = δijeˆ(j),
eˆ(i)sˆisˆi+1sˆieˆ(j) = eˆ(i)sˆi+1sˆisˆi+1eˆ(j),
eˆ(i)xˆr xˆkeˆ(j) = eˆ(i)xˆkxˆr eˆ(j),
eˆ(i)xˆr+1sˆr eˆ(j) = eˆ(i)sˆrxˆr eˆ(j) + δijeˆ(j),
 if i, j ∈ Iβ ,(3.29)
eˆ(i)sˆasˆkeˆ(j) = eˆ(i)sˆksˆaeˆ(j), if |a− k| > 1 and i, j ∈ I
β ,,(3.30)
eˆ(i)sˆbxˆkeˆ(j) = eˆ(i)xˆksˆbeˆ(j), if k 6= b, b+ 1 and i, j ∈ I
β,(3.31)
where 1 ≤ k ≤ n, 1 ≤ r, a, b < n, 1 ≤ i < n− 1.
Proof. The relations (3.29), (3.30) and (3.31) follow directly from (2.10)–(2.15),
(2.16). The remaining relations follows from (2.31), (2.32), (2.34) and Theorem
1.4. 
For each Λ ∈ P+, if ir 6= ir+1, then in the non-degenerate setting,
(Lr − Ls)e(i) = q
ir (1− yr)− q
is(1− ys) =
(
(qir − qis)− (qiryr − q
isys)
)
e(i),
which is invertible in e(i)H Λn (q)e(i) because (q
iryr − qisys)e(i) is nilpotent. More-
over, its inverse can be expressed as a power series on (qiryr − q
isys)e(i). It follows
that (Xˆr − Xˆs)eˆ(i) is actually an invertible element in eˆ(i)
(
lim←−
Λ
H Λn (q)
)
eˆ(i) (re-
garded as an algebra with the identity element eˆ(i)). We denote its inverse by
(Xˆr − Xˆs)−1eˆ(i). Similarly, the element (xˆr − xˆs)eˆ(i) is an invertible element in
lim←−
Λ
HΛβ . We denote its inverse by (xˆr − xˆs)
−1eˆ(i).
3.32. Definition. In the non-degenerate setting, we define the modified non-
degenerate affine Hecke algebra Ĥβ(q) of type A to be the K-subalgebra of
lim←−
Λ
H Λβ (q) generated by Hˇβ(q) and all the elements of the form
(Xˆr − Xˆs)
−1eˆ(i), where 1 ≤ r < s ≤ n, i ∈ Iβ and ir 6= is.
In the degenerate setting, we define the modified degenerate affine Hecke
algebra Ĥβ(q) of type A to be the K-subalgebra of lim←−
Λ
HΛβ generated by Hˇβ and
all the elements of the form
(xˆr − xˆs)
−1eˆ(i), where 1 ≤ r < s ≤ n, i ∈ Iβ and ir 6= is.
3.33. Remark. 1) Replacing Hn(q) by H
+
n (q) in the definition of Hˇβ(q) and
X±11 , · · ·X
±1
n by X1, · · · , Xn, we can get an algebra which will be denoted by
Ĥ
+
β (q). It is clear that Ĥ
+
β (q) is a K-subalgebra of Ĥβ(q).
2) Inside the algebra Hˇβ(q), we can rewrite the first relation in (3.18) as
(3.34) eˆ(i)Tˆr eˆ(i) = (q − 1)eˆ(i)Xˆr+1(Xˆr+1 − Xˆr)
−1eˆ(i), if ir 6= ir+1.
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Similarly, inside the algebra Hˇβ, we can rewrite the first relation in (3.26) as
(3.35) eˆ(i)sˆr eˆ(i) = eˆ(i)(xˆr+1 − xˆr)
−1eˆ(i), if ir 6= ir+1.
Let Ĥβ ∈ {Ĥβ(q), Ĥβ}. It is easy to see that inside Ĥβ ,
eˆ(i)Tˆr(Xˆr+1 − Xˆr)eˆ(i) = (q − 1)eˆ(i)Xˆr+1eˆ(i) = eˆ(i)(Xˆr+1 − Xˆr)Tˆr eˆ(i),
eˆ(i)sˆr(xˆr+1 − xˆr)eˆ(i) = eˆ(i) = eˆ(i)(xˆr+1 − xˆr)sˆr eˆ(i).
Let ∗ be the K-algebra anti-isomorphism of Ĥβ which is uniquely determined
by
eˆ(i)∗ := eˆ(i),
(
eˆ(i)f eˆ(j)
)∗
:= eˆ(j)f∗eˆ(i), ∀ i, j ∈ Iβ , f ∈ Hn.(
(Xˆr − Xˆs)
−1eˆ(i)
)∗
= (Xˆr − Xˆs)
−1eˆ(i),
(
(xˆr − xˆs)
−1eˆ(i)
)∗
= (xˆr − xˆs)
−1eˆ(i).
Let β ∈ Q+n . For each i ∈ I
β , let {tk(i)|1 ≤ k ≤ n} be a set of n algebraically
independent indeterminates over K. We define
(3.36) Polβ =
⊕
i∈Iβ
Poln(i),
where
(3.37) Poln(i) :=
{
K[t1(i)
±1, · · · , tn(i)±1], if Ĥβ = Ĥβ(q);
K[t1(i), · · · , tn(i)], if Ĥβ = Ĥβ .
Let P˜oln(i) be the localisation of Poln(i) with respect to the following multiplica-
tive closed subset
(3.38)
{
(tr(i)− ts(i))
k
∣∣ 1 ≤ r 6= s ≤ n, k ∈ Z≥0}.
We set
(3.39) P˜olβ :=
⊕
i∈Iβ
P˜oln(i).
The symmetric group Sn acts on P˜olβ by taking tk(i) to tw(k)(wi), and (tr(i)−
ts(i))
k to (tw(r)(wi) − tw(s)(wi))
k, where w ∈ Sn, k ∈ Z. In particular, the trans-
position sk maps ta(i) to ta(ski) if a 6= k, k + 1; tk(i) to tk+1(ski), and tk+1(i) to
tk(ski).
Recall that {tk|1 ≤ k ≤ n} is a set of n algebraically independent indeterminates
over K. Let P˜n be the localisation of K[t
±1
1 , · · · , t
±1
n ] if Ĥβ = Ĥβ(q), or the
localisation ofK[t1, · · · , tn] if Ĥβ = Ĥβ, with respect to the following multiplicative
closed subset {
(tr − ts)
k
∣∣ 1 ≤ r 6= s ≤ n, k ∈ Z≥0}.
Let
θi : P˜n ∼= P˜oln(i)
be the canonical isomorphism induced by the map t±1k 7→ tk(i)
±1 for each 1 ≤ k ≤ n.
For each f ∈ P˜n, we set
(3.40) fi := θi(f) ∈ P˜oln(i).
The symmetric group Sn acts on P˜n by taking tk to tw(k), and (tr− ts)
k to (tw(r)−
tw(s))
k, where w ∈ Sn, k ∈ Z. For any f ∈ P˜n, we have that w(fi) =
(
w(f)
)
wi
for
any w ∈ Sn, i ∈ Iβ .
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For any i, j ∈ Iβ , f ∈ P˜n, 1 ≤ r < n and 1 ≤ k ≤ n, we define
(3.41)

Xˆ±1k eˆ(i) · fi : = tk(i)
±1fi,
eˆ(j) · fi : = δijfi, if i, j ∈ I
β ,
Tˆr eˆ(i) · fi : =
( tr+1 − qtr
tr+1 − tr
sr(f)
)
sri
+ (q − 1)
tr+1(i)
tr+1(i)− tr(i)
fi,
and
(3.42)

xˆkeˆ(i) · fi : = tk(i)fi,
eˆ(j) · fi : = δijfi, if i, j ∈ I
β,
sˆr eˆ(i) · fi : =
( tr+1 − tr − 1
tr+1 − tr
sr(f)
)
sri
+
1
tr+1(i)− tr(i)
fi.
3.43. Proposition. Let Ĥβ ∈ {Ĥβ(q), Ĥβ}. The above rules extend uniquely to a
faithful representation ρ̂β of Ĥβ on P˜olβ.
Proof. We only consider the non-degenerate case as the degenerate case is similar.
We divide the proof into three steps:
Step 1. For any i ∈ Iβ , f ∈ P˜n, 1 ≤ r < n and 1 ≤ k ≤ n, we define
(3.44)

X±1k • fi : = δijtk(i)
±1fi,
Tr • fi : =
( tr+1 − qtr
tr+1 − tr
sr(f)
)
sri
+ (q − 1)
tr+1(i)
tr+1(i)− tr(i)
fi,
We claim that the formulae (3.44) extends to a well-defined representation ρ˜n of
Hn(q) on P˜olβ.
We need to verify the defining relations for Hn(q). The only non-trivial relation
that need to be checked is the braid relations and the quadratic relations. In other
words, we need to prove (Ts − q)(Ts + 1) • fi = 0 for any 1 ≤ s < n, and
(3.45) Tr+1TrTr+1 • fi = TrTr+1Tr • fi, ∀ 1 ≤ r < n− 1.
The first equality follows from a direct and easy verification. For the second one,
it can be proved by a brutal force calculation via comparing the coefficients of
fi, (sr(f))sri, (sr+1(f))sr+1i, (srsr+1(f))srsr+1i,
(sr+1sr(f))sr+1sri, (srsr+1sr(f))srsr+1sri.
on both sides of (3.45). Most of the check is an easy job except for the coefficient
of fi. In fact, we can get the following coefficient C1 of fi appearing in the LHS of
(3.45):
C1 = (q − 1)
3 tr+2(i)
2tr+1(i)
(tr+2(i)− tr+1(i))2(tr+1(i)− tr(i))
+
tr+2(i)− qtr+1(i)
tr+2(i)− tr+1(i)
×
tr+1(i)− qtr+2(i)
tr+1(i)− tr+2(i)
×
(q − 1)tr+2(i)
tr+2(i)− tr(i)
,
while the coefficient C2 of fi appearing in the RHS of (3.45) is as follows:
C2 = (q − 1)
3 tr+1(i)
2tr+2(i)
(tr+1(i)− tr(i))2(tr+2(i)− tr+1(i))
+
tr+1(i)− qtr(i)
tr+1(i)− tr(i)
×
tr(i)− qtr+1(i)
tr(i)− tr+1(i)
×
(q − 1)tr+2(i)
tr+2(i)− tr(i)
.
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We want to prove that C1 = C2. It suffices to show that
(q − 1)2tr+1(i)tr+2(i)(tr+2(i)− tr(i))(tr+1(i)− tr(i))−
(tr+2(i)− qtr+1(i))(tr+1(i)− qtr+2(i))(tr+1(i)− tr(i))
2
= (q − 1)2(tr+1(i))
2(tr+2(i)− tr+1(i))(tr+2(i)− tr(i))−
(tr+1(i)− qtr(i))(tr(i)− qtr+1(i))(tr+2(i)− tr+1(i))
2.
We regard the above equality as an equation on the indeterminate tr+1(i) with
degree ≤ 2. Set tr+1(i) = tr(i), tr+1(i), 0, we always get an identity. This implies
that it must be an identity forever. This proves that C1 = C2 as required. This
completes the proof of our claim.
Step 2. We claim that representation ρ˜n constructed in Step 1 is faithful.
In fact, comparing the formulae (3.44) and (2.18), we see that for any i ∈ Iβ and
f ∈ P˜n, ∑
j∈Iβ
θ−1j (z • fi) = z ∗ f,
where by convention we understand that θ−1j (x) := 0 whenever x ∈ P˜oln(i) with
j 6= i. As a result, the faithfulness of ρ˜n follows from the faithfulness of ρq.
Step 3. By Lemma 3.5, we know that πˇ is injective which induces a K-algebra
isomorphism Hn(q) ∼= Hˇn(q). Therefore, the faithful representation ρ˜n gives rise
to a faithful representation ρˇn of Hˇn(q) on P˜olβ.
Now every elements of Hˇβ(q) can be written uniquely as
∑
i∈Iβ zieˆ(i), where
zi ∈ Hˇn for each i. We define
ρˇβ
(∑
i∈Iβ
zieˆ(i)
)
(fj) := ρˇn
(
zj
)
fj, ∀ j ∈ I
β , f ∈ K[t±11 , · · · , t
±1
n ].
Now applying Lemma 3.11, we see that ρˇβ is a well-defined representation of Hˇβ(q)
on P˜olβ. The faithfulness of ρˇβ follows from the faithfulness of ρˇn.
Finally, for any 1 ≤ r < n, tr(j)− tr+1(j) is invertible in P˜oln(j). It follows from
Lemma 3.56 and Lemma A1 that the representation ρˇβ of Hˇβ(q) on P˜olβ can be
extended uniquely to the representation ρ̂β of Ĥβ(q) on P˜olβ which is given exactly
by the formula (3.41). The faithfulness of ρ̂β follows from the faithfulness of ρˇβ . 
Let i ∈ Iβ . For each w ∈ Sn, we fix a reduced expression sj1sj2 · · · sjk of w, and
we define
ŵi :=
(
eˆ(wi)sˆj1 eˆ(sj1wi)
)(
eˆ(sj1wi)sˆj2 eˆ(sj2sj1wi)
)
· · ·
(
eˆ(sjk i)sˆjk eˆ(i)
)
,
T̂w,i :=
(
eˆ(wi)Tˆj1 eˆ(sj1wi)
)(
eˆ(sj1wi)Tˆj2 eˆ(sj2sj1wi)
)
· · ·
(
eˆ(sjk i)Tˆjk eˆ(i)
)
.
3.46. Theorem. The elements in the following set
(3.47){
T̂w,iXˆ
a1
1 · · · Xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(Xˆr−Xˆs)
−br,s eˆ(i)
∣∣∣∣ w ∈ Sn, i ∈ I
β, br,s ∈ N,
a1, · · · , an ∈ Z, br,s > 0 only if either
ar = 0 ≥ as or ar > 0 = as
}
form a K-basis of Ĥβ(q), and the elements in the following set
(3.48){
ŵixˆ
a1
1 · · · xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(xˆr − xˆs)
−br,s eˆ(i)
∣∣∣∣ w ∈ Sn, i ∈ Iβ, br,s, a1, · · · , an ∈ N,br,s > 0 only if as = 0
}
form a K-basis of Ĥβ.
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Proof. We only prove (3.47) as (3.48) can be proved in a similar way. We only
consider the non-degenerate case as the degenerate case is similar and easier. For
any 1 ≤ r < s ≤ n, i ∈ Iβ, we have that
eˆ(i)(Xˆr − Xˆs)
−1Tˆkeˆ(i)− eˆ(i)Tˆk(Xˆsk(r) − Xˆsk(s))
−1eˆ(i)
=

2(q − 1)Xˆr+1(Xˆr − Xˆs)−1(Xˆsk(r) − Xˆsk(s))
−1eˆ(i), if s = r + 1 and k = r,
(q − 1)Xˆk+1(Xˆr − Xˆs)−1(Xˆsk(r) − Xˆsk(s))
−1eˆ(i), if s− 1 > k = r or s = k + 1 > r + 1,
−(q − 1)Xˆk+1(Xˆr − Xˆs)−1(Xˆsk(r) − Xˆsk(s))
−1eˆ(i), if k = r − 1 or k = s,
0, otherwise.
As a result, using Lemma 2.22 and the relation (3.34) we can see that the elements
in the set (3.47) is a K-linear generators of Ĥβ(q). It remains to prove that they
are K-linearly independent. To this end, by Proposition 3.43, it suffices to show
that their images under ρ̂β are K-linearly independent.
By Lemma 3.11 and Lemma 3.16, {eˆ(i)|i ∈ Iβ} is a set of pairwise nonzero
orthogonal idempotents. Suppose that the elements in (3.47) are K-linearly depen-
dent. Then we can find i, j ∈ Iβ and a nonempty subset J ⊆ Sn, such that wi = j
for any w ∈ J , and
(3.49)
∑
w∈J,a,b
cw,a,beˆ(j)T̂w,iXˆ
a1
1 · · · Xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)
−br,s eˆ(i) = 0,
where a = (a1, · · · , an) ∈ Zn,b = (br,s)r,s, and br,s > 0 only if ar = 0 ≥ as or
ar > 0 = as for any 1 ≤ r < s < n with ir 6= is, and 0 6= cw,a,b ∈ K for any 3-tuple
(w, a,b). Furthermore, we assume that (3.49) is chosen such that
(3.50) #{(w, a,b)|w ∈ J, cw,a,b 6= 0} is minimal.
For each w ∈ J , we set
J(w) := {(a,b)|cw,a,b 6= 0}.
By assumption J 6= ∅. Then∑
w∈J
eˆ(j)T̂w,ieˆ(i)
( ∑
(a,b)∈J(w)
cw,a,bXˆ
a1
1 · · · Xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)
−br,s
)
eˆ(i) = 0.
We divide the remaining proof into two steps:
Step 1. We claim that if
0 6= f ∈ K[Xˆ±1i , (Xˆr − Xˆs)
−1|1 ≤ i ≤ n, 1 ≤ r < s ≤ n, ir 6= is],
then
∑
w∈J eˆ(j)Tˆw eˆ(i)f 6= 0.
In fact, multiplying some monomial of the form Xˆ
a′1
1 Xˆ
a′2
2 · · · Xˆ
a′n
n
∏
1≤r<s≤n(Xˆr−
Xˆs)
a′rs on the RHS of (3.49) if necessary, we can assume without loss of generality
that 0 6= f ∈ K[Xˆ1, · · · , Xˆn] and f is a K-linear combination of some monomials
of the form Xˆc11 · · · Xˆ
cn
n with c1 ≫ c2 ≫ · · · ≫ cn > 0. Here, ≫ means that for
each 1 ≤ r < s ≤ n, cr − cs is sufficiently large with respect to n.
For any c = (c1, · · · , cn), c′ := (c′1, · · · , c
′
n) ∈ N
n, we define
c < c′ if and only if
there exists some 1 ≤ i ≤ n such that
ci ≫ c
′
i and cj = c
′
j for any j < i.
Let c = (c1, · · · , cn) ∈ Nn be the unique minimal element (under “<”) such
that Xˆc11 · · · Xˆ
cn
n appears with nonzero coefficient in f . Let wJ be a maximal
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element in Sn under the Bruhat partial order “<” in the subset J . We consider
the representation ρ̂β, it follows from (3.44) that(∑
w∈J
eˆ(j)Tˆw eˆ(i)f
)
(1) = AtwJ (1)(j)
c1 · · · twJ (n)(j)
cn +
∑
c′
Bc′(t1(j))
c′1 · · · (tn(j))
c′n ,
where both A and Bc′ are certain rational functions on t1(j), · · · , tn(j) such that
the degrees of their denominators and numerators (with respect to each variable
t1(j), · · · , tn(j)) depend only on n and not on f , and the summation runs over some
c′ ∈ Nn such that (c′
wJ (1)
, · · · , c′
wJ (n)
) > c.
Note that if c 6= d = (d1, · · · , dn) ∈ Nn such that Xˆ
d1
1 · · · Xˆ
dn
n appear with
nonzero coefficient in f , then the coefficient Ac of twJ (1)(j)
c1 · · · twJ (n)(j)
cn in
∑
w∈J eˆ(j)Tˆw eˆ(i)f
is a nonzero scalar multiple of the coefficient Ad of twJ (1)(j)
d1 · · · twJ (n)(j)
dn in∑
w∈J eˆ(j)Tˆw eˆ(i)f . Now we multiply all the denominators on both sides, our as-
sumption that cr − cs is sufficiently large with respect to n for each 1 ≤ r < s ≤ n
implies that the term which has twJ (1)(j)
c1 · · · twJ (n)(j)
cn as a factor can never be
cancelled. This proves that
∑
w∈J eˆ(j)Tˆw eˆ(i)f 6= 0.
Step 2. In view of the result we proved in Step 1, we can get that for each w ∈ J ,∑
(a,b)∈J(w)
cw,a,bXˆ
a1
1 · · · Xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)
−br,s eˆ(i) = 0.
Applying Lemma 3.11 and use the representation ρˇn, we get that
(3.51)
∑
(a,b)∈J(w)
cw,a,bt1(i)
a1 · · · tn(i)
an
∏
1≤r<s≤n
ir 6=is
(tr(i)− ts(i))
−br,s = 0.
If br,s = 0 for any 1 ≤ r < s ≤ n, then it is clear that we will get a contradiction.
Otherwise, we set
s0 := max{s|br,s > 0, 1 ≤ r < s ≤ n, ir 6= is, (a,b) ∈ J(w)},
N0 := max{br,s0 |br,s0 > 0, 1 ≤ r < s0, (a,b) ∈ J(w)}.
We fix 1 ≤ r0 < s0 ≤ n such that br0,s0 = N0. We multiply (tr0(i)− ts0(i))
N0 on
both sides of (3.51) and then specialize ts0(i) := tr0(i). Then by our construction,
the fact that ar0 = 0 ≥ as0 or ar0 > 0 = as0 and (3.50), we can deduce from (3.51)
the following equality:
(3.52)
∑
(a,b)∈J1(w)
c′w,a,bz0
∏
1≤k≤n
k 6=r0,s0
tk(i)
ak
∏
1≤r<s≤s0,
(r,s) 6=(r0,s0)
(tr(i)− ts(i))
−br,s = 0,
where ∅ 6= J1(w) ⊆ J(w), 0 6= c′w,a,b for each 3-tuple (w, a,b),
z0 :=

tr0(i)
ar0 , if ar0 > 0 = as0 ;
tr0(i)
as0 , if ar0 = 0 > as0 ;
1, otherwise.
Next we define
s1 := max{s|br,s > 0, 1 ≤ r < s ≤ s0, (r, s) 6= (r0, s0), (a,b) ∈ J1(w)},
N1 := max{br,s1 |br,s1 > 0, 1 ≤ r < s1, (a,b) ∈ J1(w)}.
We fix 1 ≤ r1 < s1 ≤ n such that br1,s1 = N1. Then we repeat the previous
argument. After a finite step, we shall get a nonzero linear combination of some
monomials on t1(i)
±1, · · · , tn(i)
±1 which is equal to zero. This is again a contradic-
tion. This completes the proof of the Theorem. 
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Applying the anti-isomorphism ∗, we see that the elements in the following set{
eˆ(wi)Xˆa11 · · · Xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(Xˆr−Xˆs)
−br,s T̂w,ieˆ(i)
∣∣∣∣ w ∈ Sn, i ∈ I
β, br,s ∈ N,
a1, · · · , an ∈ Z, br,s > 0 only if either
ar = 0 ≥ as or ar > 0 = as
}
form a K-basis of Ĥβ(q), and the elements in the following set{
eˆ(wi)xˆa11 · · · xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(xˆr−xˆs)
−br,sŵieˆ(i)
∣∣∣∣ w ∈ Sn, i ∈ Iβ , br,s, a1, · · · , an ∈ N,br,s > 0 only if as = 0
}
form a K-basis of Ĥβ .
3.53. Corollary. For any i ∈ Iβ, 0 6= f ∈ Ĥβ(q)eˆ(i), 0 6= g ∈ eˆ(i)Ĥβ(q), 0 6=
h ∈ K[Xˆ±11 , · · · , Xˆ
±1
n ], we have that f eˆ(i)h 6= 0 6= heˆ(i)g. The same is true if we
replace Ĥβ(q) and K[Xˆ
±1
1 , · · · , Xˆ
±1
n ] by Ĥβ and K[xˆ1, · · · , xˆn] respectively.
Proof. This follows directly from Lemma 3.46. 
Recall the definition of the subalgebra Ĥ +β (q) of Ĥβ(q) in Remark 3.33. By
a natural restriction of (3.41) to the subalgebra Ĥ +β (q), we can also get a faith-
ful representation ρ+q of Ĥ
+
β (q) on ⊕i∈Iβ P˜n(i), where P˜n(i) is the localization of
K[t1(i), · · · , tn(i)] with respect to (3.38) for each i. In a similar way one can prove
that the elements in the following set
(3.54){
eˆ(w(i))T̂w,iXˆ
a1
1 · · · Xˆ
an
n
∏
1≤r<s≤n
ir 6=is
(Xˆr−Xˆs)
−br,s eˆ(i)
∣∣∣∣ w ∈ Sn, i ∈ Iβ, br,s, a1, · · · , an ∈ N,br,s > 0 only if as = 0
}
form a K-basis of Ĥ +β (q).
3.55. Definition. Let i ∈ Iβ . If Ĥβ = Ĥβ(q), then we define
M̂(i) :=
{
eˆ(i)
}⋃{
(Xˆr − Xˆs)eˆ(i)
∣∣∣∣ 1 ≤ r < s ≤ n, ir 6= is}.
If Ĥβ = Ĥβ , then we define
M̂(i) :=
{
eˆ(i)
}⋃{
(xˆr − xˆs)eˆ(i)
∣∣∣∣ 1 ≤ r < s ≤ n, ir 6= is
}
.
Let Σ̂(i) be the multiplicative closed subset generated by the elements in M̂(i).
3.56. Lemma. All the assumptions and conditions in Lemma A1 are satisfied if we
take
A = Hˇβ(q), {ei}
m
i=1 := {eˆ(i)|i ∈ I
β}, A0 := K[Xˆ
±1
k eˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β],
{Si}
m
i=1 := {Σ̂(i)|i ∈ I
β}.
In particular, we can construct the generalized Ore localization of Hˇβ(q) with re-
spect to (A0, {ei}mi=1, {Sj}
m
j=1). Moreover the resulting generalized Ore localiza-
tion is canonically isomorphic to Ĥβ(q). A similar statement holds if we replace
Hˇβ(q), Xˆ
±1
k and Ĥβ(q) by Hˇβ , xˆk and Ĥβ respectively.
Proof. We only consider the non-degenerate case as the degenerate case is similar.
In view of Lemma A1, it suffices to verify the assumptions (O1) and (O2) in Lemma
A1. Let 1 ≤ r < s ≤ n. Since Hˇβ(q) ⊆ lim←−
Λ
H Λn (q) and if ir 6= is then (Xˆr− Xˆs)eˆ(i)
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is invertible in eˆ(i)
(
lim←−
Λ
H Λn (q)
)
eˆ(i) (by the discussion in the paragraph above
Definition 3.32), it follows that the assumption (O1) is satisfied.
It remains to verify the assumption (O2). Let 1 ≤ r < k ≤ n and i ∈ Iβ with
ir 6= ik. First, it is clear that (Xˆr − Xˆk)eˆ(i) commutes with any Xˆseˆ(j). It remains
to consider the following seven cases:
Let w ∈ Sn, i ∈ Iβ and eˆ(i) 6= zeˆ(i) ∈ Σ̂(i), where 1 6= z is a product of some
elements in the following set:
{Xˆr − Xˆs|1 ≤ r < s ≤ n, ir 6= is}.
We define
S(i) := {σ ∈ Sn|σi = i}, H(i) :=
∏
σ∈S(i)
σ(w−1z)eˆ(i).
We claim that 0 6= eˆ(wi)Tˆw,ieˆ(i)H(i) ∈ zeˆ(wi)Hˇβ eˆ(i).
First, using the basis Theorem 3.46, we can see that eˆ(wi)Tˆw,ieˆ(i)H(i) 6= 0.
Recall that
T̂w,i :=
(
eˆ(wi)Tˆj1 eˆ(sj1wi)
)(
eˆ(sj1wi)Tˆj2 eˆ(sj2sj1wi)
)
· · ·
(
eˆ(sjk i)Tˆjk eˆ(i)
)
,
where sj1 · · · sjk is a prefixed reduced expression of w. If ijk 6= ijk+1, then by the
defining relations in (3.21) we can get that
eˆ(sjk i)Tˆjk eˆ(i)H(i) = eˆ(sjk i)(sjkH(i))Tˆjk eˆ(i).
If ijk = ijk+1, i.e., sjk i = i and hence sjk ∈ S(i). Then we know that H(i) is
symmetric in Xˆjk , Xˆjk+1. It follows from the defining relations (3.21) again that
eˆ(sjk i)Tˆjk eˆ(i)H(i) = eˆ(sjk i)H(i)Tˆjk eˆ(i) = eˆ(sjk i)
∏
σ∈S(i)
σ(w−1z)eˆ(sjk i)Tˆjke(i).
Note that in this case sjkS(i) = S(i), so we can write the above equality as
eˆ(sjk i)Tˆjk eˆ(i)H(i) = eˆ(sjk i)(sjkH(i))eˆ(sjk i)Tˆjk eˆ(i). In other words, this equality
holds for both cases.
By an easy induction on ℓ(w), we see that
eˆ(wi)Tˆw,ieˆ(i)H(i) = eˆ(wi)(wH(i))eˆ(wi)Tˆw,ieˆ(i).
Note that eˆ(wi)(wH(i)) = eˆ(wi)
∏
σ∈S(i)(wσw
−1)(z)eˆ(wi) which has zeˆ(wi) as a
left factor. This proves our claim. Finally, applying the anti-involution ∗ of Ĥβ(q)
to the above seven cases, we see that the assumption (O2) is satisfied. Therefore,
this lemma is a direct consequence of Lemma A1. 
3.57. Corollary. Suppose that i ∈ Iβ , ir = ir+1. Then in the non-degenerate case,
inside Ĥβ(q), we have that
(3.58) eˆ(i)Tˆr eˆ(i)Tˆ
−1
r eˆ(i) = eˆ(i) = eˆ(i)Tˆ
−1
r eˆ(i)Tˆreˆ(i),
while in the degenerate case, inside Ĥβ, we have that
(3.59) eˆ(i)sˆr eˆ(i)sˆr eˆ(i) = eˆ(i).
Proof. This follows from Proposition 3.43, the formulae given in (3.41) and (3.42)
and some direct verifications. Equivalently, one can also deduce the corollary from
the first relation in (3.21) and the first relation in (3.29). 
For any 1 ≤ k ≤ n, i ∈ Iβ and w ∈ Sn, we define w(Xˆ
±1
k eˆ(i)) := Xˆ
±1
w(k)eˆ(wi),
w(xˆk eˆ(i)) := xˆw(k)eˆ(wi). By Lemma 3.11, this is well-defined and extends uniquely
to an action of Sn on the set of polynomials in {Xˆ
±1
k eˆ(i)|1 ≤ k ≤ n, i ∈ I
β} and
on the set of polynomials in {xˆkeˆ(i)|1 ≤ k ≤ n, i ∈ Iβ} respectively.
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3.60. Definition. An element f in K[Xˆ±1k eˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] (respectively,
in K[xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ Iβ ]) is said to be symmetric in {Xˆ
±1
k eˆ(i), eˆ(i)|1 ≤
k ≤ n, i ∈ Iβ} (respectively, in {xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β}) if σ(f) = f for any
f ∈ Sn.
3.61. Lemma. Any symmetric element in K[Xˆ±1k eˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] is in
the center of Z(Ĥβ(q)). Any symmetric element in K[xˆ
±1
k eˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈
Iβ ] is in the center of Z(Ĥβ(q)).
Proof. We only prove the non-degenerate case as the degenerate case is similar. By
the relations (3.20) and (3.21), it is easy to see that if ir = ir+1, then
eˆ(i)Tˆr eˆ(β) = Tˆreˆ(β)eˆ(i), XˆrXˆr+1eˆ(i)Tˆr eˆ(β) = Tˆreˆ(β)XˆrXˆr+1eˆ(i),
(Xˆr + Xˆr+1)eˆ(i)Tˆreˆ(β) = Tˆreˆ(β)(Xˆr + Xˆr+1)eˆ(i);
while if ir 6= ir+1, then
(eˆ(i) + eˆ(sri))
)
Tˆreˆ(β) = Tˆreˆ(β)
(
eˆ(i) + eˆ(sri)
)
,(
XˆrXˆr+1(eˆ(i) + eˆ(sri))
)
Tˆreˆ(β) = Tˆreˆ(β)
(
(eˆ(i) + eˆ(sri))XˆrXˆr+1eˆ(β)
)
.
In view of the relations (3.17), (3.19), (3.20), (3.21), (3.22), (3.23), it suffices to
show that for any 1 ≤ r < n and any i ∈ Iβ with ir 6= ir+1,(
Xˆreˆ(i) + Xˆr+1eˆ(sri)
)
Tˆreˆ(β) = Tˆreˆ(β)
(
Xˆr eˆ(i) + Xˆr+1eˆ(sri)
)
,
In fact, the left handside of the above equality is equal to(
Xˆreˆ(i) + Xˆr+1eˆ(sri)
)
Tˆr(eˆ(i) + eˆ(sri))
= eˆ(i)XˆrTˆreˆ(i) + eˆ(sri)Xˆr+1Tˆreˆ(sri) + eˆ(i)XˆrTˆreˆ(sri) + eˆ(sri)Xˆr+1Tˆreˆ(i)
= eˆ(i)TˆrXˆr eˆ(i) + eˆ(sri)TˆrXˆr+1eˆ(sri) + eˆ(i)(TˆrXˆr+1 − (q − 1)Xˆr+1)eˆ(sri)
+ eˆ(sri)(TˆrXˆr + (q − 1)Xˆr+1)eˆ(i)
= eˆ(i)TˆrXˆr eˆ(i) + eˆ(sri)TˆrXˆr+1eˆ(sri) + eˆ(i)TˆrXˆr+1eˆ(sri) + eˆ(sri)TˆrXˆreˆ(i)
= Tˆr eˆ(β)
(
Xˆr eˆ(i) + Xˆr+1eˆ(sri)
)
,
as required, where we have used the fact eˆ(i)Xˆr+1eˆ(sri) = 0 = eˆ(sri)Xˆr+1eˆ(i)
(because ir 6= ir+1) in the third equality. 
The next result describe the center for the modified affine Hecke algebras Ĥβ(q)
and Ĥβ .
3.62. Theorem. Let β ∈ Q+n . The center Z(Ĥβ(q)) of Ĥβ(q) is equal to{∑
i∈Iβ
f(i)g(i)−1eˆ(i)
∣∣∣∣∣
f(i) ∈ K[Xˆ±1k eˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ I
β ]
g(i) =
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)dr,s,i , dr,s,i ∈ N,
σ(f(i))σ(g(i))−1 = f(σi)g(σi)−1, ∀σ ∈ Sn.
}
,
and Z(Ĥβ(q))∩K[Xˆ
±1
k eˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ I
β] is the set of symmetric elements
in K[Xˆ±1k eˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ I
β ]. Similarly, the center Z(Ĥβ) of Ĥβ is equal
to {∑
i∈Iβ
f(i)g(i)−1eˆ(i)
∣∣∣∣∣
f(i) ∈ K[xˆkeˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ Iβ]
g(i) =
∏
1≤r<s≤n
ir 6=is
(xˆr − xˆs)dr,s,i , dr,s,i ∈ N,
σ(f(i))σ(g(i))−1 = f(σi)g(σi)−1, ∀σ ∈ Sn.
}
,
and Z(Ĥβ(q)) ∩K[xˆkeˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ I
β] is the set of symmetric elements
in K[xˆkeˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ Iβ ].
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Proof. We only prove the theorem in the non-degenerate case, while the degenerate
case is similar.
Suppose that z =
∑
i∈Iβ f(i)g(i)
−1eˆ(i), where f(i) ∈ K[Xˆ±1k eˆ(j), eˆ(j)|1 ≤ k ≤
n, j ∈ Iβ], g(i) =
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)dr,s,i , dr,s,i ∈ N for each pair (r, s), and
σ(f(i))σ(g(i))−1 = f(σi)g(σi)−1, ∀σ ∈ Sn.
By the relations (2.6), (2.7), it is easy to see that for any 1 ≤ r < n,
(3.63)
eˆ(i)f(i)Tˆreˆ(sri)− eˆ(i)Tˆrsr(f(i))eˆ(sri) = (q − 1)e(i)Xˆr+1
f(i)− sr(f(i))
Xˆr+1 − Xˆr
eˆ(sri),
and
(3.64)
eˆ(i)g(i)Tˆreˆ(sri)− eˆ(i)Tˆrsr(g(i))eˆ(sri) = (q − 1)e(i)Xˆr+1
g(i)− sr(g(i))
Xˆr+1 − Xˆr
eˆ(sri).
Now, we have that
eˆ(i)f(i)g(i)−1eˆ(i)Tˆreˆ(sri)− eˆ(i)Tˆr eˆ(sri)f(sri)g(sri)
−1eˆ(sri)
= g(i)−1eˆ(i)
(
f(i)eˆ(i)Tˆrg(sri)eˆ(sri)− eˆ(i)g(i)Tˆreˆ(sri)f(sri)
)
g(sri)
−1eˆ(sri)
= g(i)−1eˆ(i)
(
eˆ(i)Tˆrsr(f(i))g(sri)eˆ(sri)− eˆ(i)Tˆrsr(g(i))eˆ(sri)f(sri)
)
g(sri)
−1eˆ(sri)
+ (q − 1)e(i)Xˆr+1
(f(i)− sr(f(i)))g(sri)− (g(i)− sr(g(i)))f(sri)
Xˆr+1 − Xˆr
eˆ(sri)
= (q − 1)e(i)Xˆr+1
( (f(i)g(sri)− g(i)f(sri))− (sr(f(i))g(sri)− sr(g(i)))f(sri)
Xˆr+1 − Xˆr
)
eˆ(sri),
where we have used the assumption that sr(f(i))σ(g(i))
−1 = f(σi)g(σi)−1 (∀ 1 ≤
r < n) in the last equality.
If jr 6= jr+1, then the last term is zero because e(i)he(sri) = 0 for any f ∈
K[Xˆ±1k eˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ I
β ], which implies that eˆ(i)f(i)g(i)−1eˆ(i)Tˆr eˆ(sri)−
eˆ(i)Tˆreˆ(sri)f(sri)g(sri)
−1eˆ(sri) = 0 .
If jr = jr+1, then the term in the big bracket is zero by the condition that
f(i)g(i)−1 = f(sri)g(sri)
−1 = srf(i)sr(g(i))
−1.
Therefore, eˆ(i)f(i)g(i)−1eˆ(i)Tˆreˆ(sri) − eˆ(i)Tˆreˆ(sri)f(sri)g(sri)−1eˆ(sri) = 0 al-
ways holds, which implies that zeˆ(i)Tr eˆ(sri) = eˆ(i)Tr eˆ(sri)z and hence z ∈ Z(Ĥβ(q))
as required.
Conversely, suppose that z =
∑
i,w eˆ(wi)T̂w,ifw ∈ Z(Ĥβ(q)), where
fw ∈ K[Xˆ
±1
1 eˆ(i), · · · , Xˆ
±1
n eˆ(i), (Xˆr − Xˆs)
−1eˆ(i)|i ∈ Iβ, 1 ≤ r < s ≤ n, ir 6= is].
Since eˆ(i)z = zeˆ(i), we can rewrite z as
z =
∑
i∈Iβ ,w∈Sn
w(i)=i
eˆ(i)T̂w,ifweˆ(i) ∈ Z(Ĥβ(q)).
Suppose that z /∈ K[Xˆ±11 e(i), · · · , Xˆ
±1
n e(i), (Xˆr − Xˆs)
−1eˆ(i)|i ∈ Iβ , 1 ≤ r < s ≤
n, , ir 6= is]. Let u be maximal with respect to the Bruhat partial order “<” such
that fu 6= 0, u(i) = i and u 6= 1. Then u(r) 6= r for some 1 ≤ r ≤ n. By definition
of center, we have that Xˆreˆ(β)z = zXˆreˆ(β). However, by an easy induction based
on Lemma 2.20, we can get that
Xˆreˆ(i)T̂u,ieˆ(i) = eˆ(i)XˆrT̂u,ieˆ(i) = e(i)
(
T̂u,iXˆu−1r +
∑
w′<u
T̂w′,igw′
)
eˆ(i),
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where gw′ ∈ K[Xˆ1, · · · , Xˆn]eˆ(β). It follows that the coefficient of eˆ(i)T̂u,iXˆu−1rfueˆ(i)
is different in Xˆrz and zXˆr, a contradiction. Therefore,
z ∈ K[Xˆ±11 eˆ(i), · · · , Xˆ
±1
n eˆ(i), (Xˆr − Xˆs)
−1eˆ(i)|i ∈ Iβ, 1 ≤ r < s ≤ n, ir 6= is].
We can write z =
∑
i∈Iβ f(i)g(i)
−1eˆ(i), where f(i) ∈ K[Xˆ±1k eˆ(j), eˆ(j)|1 ≤ k ≤
n, j ∈ Iβ], g(i) =
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)
dr,s,i , dr,s,i ∈ N for each pair (r, s), and
σ(f(i))σ(g(i))−1 = f(σi)g(σi)−1, ∀σ ∈ Sn.
For each 1 ≤ r < n, zeˆ(i)Tˆr eˆ(sri) = eˆ(i)Tˆr eˆ(sri)z, which implies (by the previous
proof) that
(q − 1)e(i)Xˆr+1
((f(i)g(sri)− g(i)f(sri))− (sr(f(i))g(sri)− sr(g(i)))f(sri)
Xˆr+1 − Xˆr
)
eˆ(sri)
= eˆ(i)f(i)g(i)−1eˆ(i)Tˆr eˆ(sri)− eˆ(i)Tˆr eˆ(sri)f(sri)g(sri)
−1eˆ(sri) = 0.
If ir = ir+1 then sr(i) = i and by the basis Theorem 3.46, we can deduce that
sr(f(i)g(i)
−1) = f(i)g(i)−1 = f(sri)g(sri)
−1.
if ir 6= ir+1, then by the previous proof and the fact that e(i)he(sri) = 0 for any
f ∈ K[Xˆ±1k eˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ I
β ], we have that
0 = eˆ(i)f(i)g(i)−1eˆ(i)Tˆreˆ(sri)− eˆ(i)Tˆreˆ(sri)f(sri)g(sri)
−1eˆ(sri)
= g(i)−1eˆ(i)
(
f(i)eˆ(i)Tˆrg(sri)eˆ(sri)− eˆ(i)g(i)Tˆreˆ(sri)f(sri)
)
g(sri)
−1eˆ(sri)
= g(i)−1eˆ(i)
(
eˆ(i)Tˆrsr(f(i))g(sri)eˆ(sri)− eˆ(i)Tˆrsr(g(i))eˆ(sri)f(sri)
)
g(sri)
−1eˆ(sri),
which (by the basis Theorem 3.46 again) implies that
f(srj)g(sri)
−1 = sr(f(i))sr(g(i))
−1,
as required. This completes the proof of the first statement of the theorem in the
non-degenerate case. The second statement follows from the first statement and
the basis Theorem 3.46. 
3.65. Remark. It would be interesting to construct an explicit K-linear basis for
the center Z(Ĥβ) (respectively, for the center Z(Ĥβ)).
3.66. Corollary. Let β ∈ Q+n . The center Z(Ĥ
+
β ) of Ĥ
+
β is{∑
i∈Iβ
f(i)g(i)−1eˆ(i)
∣∣∣∣∣
f(i) ∈ K[Xˆkeˆ(j), eˆ(j)|1 ≤ k ≤ n, j ∈ Iβ ]
g(i) =
∏
1≤r<s≤n
ir 6=is
(Xˆr − Xˆs)dr,s,i , dr,s,i ∈ N,
σ(f(i))σ(g(i))−1 = f(σi)g(σi)−1, ∀σ ∈ Sn.
}
,
Proof. This follows from (3.54) and a similar argument used in the proof Theorem
3.62. 
3.67. Corollary. Let β ∈ Q+n . Then
K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] ∩ Z(Ĥβ(q)) =
K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] ∩ Z(Ĥ +β (q))
is equal to the set of symmetric elements in {Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ Iβ}.
Proof. This follows from Corollary 3.66 and (3.54). 
In the rest of this section, we are going to enlarge the rings Ĥβ(q), Ĥβ and R̂β so
that certain elements become locally invertible in the bigger rings. To this end, we
will use again the generalized Ore localization which is introduced in the appendix
of this paper.
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3.68. Definition. Let j ∈ Iβ. If Ĥβ = Ĥβ(q), then we define
Mn(j) :=
{
eˆ(j)
}
∪
{
(Xˆr − qXˆs)eˆ(j)
∣∣∣∣∣ 1 ≤ r 6= s ≤ n, j ∈ Iβ, jr 6= 1 + js
}
.
If Ĥβ = Ĥβ , then we define
M ′n(j) :=
{
eˆ(j)
}
∪
{
(xˆr − xˆs − 1)eˆ(j)
∣∣∣∣ 1 ≤ r 6= s ≤ n, j ∈ Iβ, jr 6= 1 + js}.
Let Σn(j) and Σ
′
n(j) be the multiplicative closed subset generated by the elements
in Mn(j) and M
′
n(j) respectively.
3.69. Definition and Theorem. All the assumptions and conditions in Lemma
A1 of the Appendix are satisfied if we take
A = Ĥβ(q), {ei}
m
i=1 := {eˆ(i)|i ∈ I
β}, {Sj}
m
j=1 := {Σn(j)|j ∈ I
β},
A0 := K[Xˆ
±1
k eˆ(j), eˆ(j), (Xˆa − Xˆb)
−1eˆ(i)|1 ≤ k ≤ n, 1 ≤ a < b ≤ n, i, j ∈ Iβ , ia 6= ib].
Moreover, the resulting generalized Ore localization H˜β(q) is canonically isomor-
phic to the subalgebra of lim←−
Λ
H Λn (q) generated by Ĥβ(q) and the elements in the
following subset
(3.70)
{
(Xˆr − qXˆs)
−1eˆ(j)
∣∣∣∣ 1 ≤ r 6= s ≤ n, j ∈ Iβ , jr 6= 1 + js}.
A similar statement holds if we replace Σn(j), Ĥβ(q) and H˜β(q) by Σ
′
n(j), Ĥβ and
H˜β respectively. In particular, the generalized Ore localization H˜β is canonically
isomorphic to the subalgebra of lim←−
Λ
HΛn generated by Ĥβ and the elements in the
following subset
(3.71)
{
(xˆr − xˆs − 1)
−1eˆ(j)
∣∣∣∣ 1 ≤ r 6= s ≤ n, j ∈ Iβ , jr 6= 1 + js}.
Proof. This follows from a similar argument in the proof of Lemma 3.56. 
3.72. Definition. Let j ∈ Iβ. In the non-degenerate setting, we define
Mˆn(j) :=
{(
(1− yr)− qjs−jr+1(1− ys)
)
e(j), (1− yk)e(j),(
(1− ya)− qib−ia(1− yb)
)
e(i)
∣∣∣∣∣ 1 ≤ k, r, s ≤ n, r 6= s, 1 ≤ a 6= b ≤ n,i, j ∈ Iβ , jr 6= 1 + js, ia 6= ib };
while in the degenerate setting, we define
Mˆ ′n(j) :=
{
(jr − js − 1− ys + yr)e(j),(
ia − ib + ya − yb
)
e(i)
∣∣∣∣∣ 1 ≤ r 6= s ≤ n, 1 ≤ a 6= b ≤ n,i, j ∈ Iβ , jr 6= 1 + js, ia 6= ib }.
Let Σˆn(j) and Σˆ
′
n(j) be the multiplicative closed subsets generated by the elements
in Mˆn(j) and in Mˆ
′
n(j) respectively.
In a similar way as Theorem 3.69, we are going to use Lemma A1 to construct,
in the non-degenerate setting, a bigger ring which contains Rβ and the elements in
following subset
(3.73){(
(1− yr)− qjs−jr+1(1− ys)
)−1
e(j), (1− yk)−1e(j),(
(1− ya)− qib−ia(1− yb)
)−1
e(i)
∣∣∣∣∣ 1 ≤ k, r, s ≤ n, r 6= s, 1 ≤ a 6= b ≤ n,i, j ∈ Iβ , jr 6= 1 + js, ia 6= ib
}
;
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and in the degenerate setting, a bigger ring which contains Rβ and the elements in
following subset
(3.74)
{
(jr − js − 1− ys + yr)−1e(j),(
ia − ib + ya − yb
)−1
e(i)
∣∣∣∣∣ 1 ≤ r 6= s ≤ n, 1 ≤ a 6= b ≤ n,i, j ∈ Iβ, jr 6= 1 + js, ia 6= ib
}
.
For each w ∈ Sn, we fix a reduced expression sj1 · · · sjk of w and define
ψw := ψj1 · · ·ψjk .
3.75. Lemma. (cf. [12]) The elements in the following set{
ψwy
a1
1 · · · y
an
n e(i)
∣∣ w ∈ Sn, i ∈ Iβ , a1, · · · , an ∈ N}
form a K-basis of Rβ.
3.76. Definition and Theorem. All the assumptions and conditions in Lemma
A1 are satisfied if we take
A = Rβ, {ei}
m
i=1 := {e(i)|i ∈ I
β}, A0 := K[yke(i), e(i)|1 ≤ k ≤ n, i ∈ I
β ],
{Sj}
m
j=1 := {Σˆn(j)|j ∈ I
β}.
In particular, we can embedded Rβ into R˜β := A[S1, · · · , Sm] which is generated
by elements in Rβ together with the elements in the subset (3.73). A similar
statement holds if we replace Σˆn(j),Rβ , R˜β and (3.73) by Σˆ
′
n(j),Rβ , R˜
′
β and (3.74)
respectively.
Proof. It suffices to show that for any w ∈ Sn, i ∈ Iβ , e(wi) 6= ze(wi) ∈ Σˆn(wi),
e(wi)ψwe(i)Σˆn(i)
⋂
ze(wi)Rβe(i) 6= ∅,(3.77)
where z is a product of some elements in the following set{(
(1− yr)− qjs−jr+1(1− ys)
)−1
, (1− yk)−1,(
(1− ya)− qib−ia(1 − yb)
)−1
∣∣∣∣∣ 1 ≤ k, r, s ≤ n, r 6= s, 1 ≤ a 6= b ≤ n,ir 6= 1 + is, ia 6= ib
}
.
We define
S(i) := {σ ∈ Sn|σi = i}, G(i) :=
∏
σ∈S(i)
σ(w−1z)e(i).
We claim that 0 6= e(wi)ψwe(i)G(i) ∈ ze(wi)Rβe(i).
First, by Lemma 3.75, it is clear that e(wi)ψwe(i)G(i) 6= 0. Recall that ψw :=
ψj1 · · ·ψjk , where sj1 · · · sjk is a prefixed reduced expression of w. If ijk 6= ijk + 1,
then by the defining relations for the quiver Hecke algebra Rβ, we can get that
ψjke(i)G(i) =
∏
σ∈S(i)
ψjkσ(w
−1z)e(i) =
( ∏
σ∈S(i)
(sjkσ)(w
−1z)e(sjk i)
)
ψjke(i).
If ijk = ijk + 1, i.e., sjk i = i and hence sjk ∈ S(i). Then we know that G(i) is
symmetric in yjk , yjk+1. It follows from the defining relations for the quiver Hecke
algebra Rβ again that
ψjke(i)G(i) = e(sjk i)G(i)e(sjk i)ψjke(i) = e(sjk i)
∏
σ∈S(i)
σ(w−1z)e(sjk i)ψjke(i).
Note that in this case sjkS(i) = S(i), so we can write the above equality as
ψjke(i)G(i) = e(sjk i)(sjkG(i))e(sjk i)ψjke(i). In other words, this equality holds for
both cases.
By an easy induction on ℓ(w), we see that
e(wi)ψwe(i)G(i) = e(wi)(wG(i))e(wi)ψwe(i).
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Note that e(wi)(wG(i)) = e(wi)
∏
σ∈S(i)(wσw
−1)(z)e(wi) which has ze(wi) as a
left factor. This proves (3.77), Hence we prove the first half of the theorem. The
second half of the theorem can be proved in a similar way. 
4. The isomorphisms between R˜β, R˜
′
β and H˜β(q), H˜β
Let β ∈ Q+n . The purpose of this section is to construct the K-algebra isomor-
phisms: R˜β ∼= H˜β(q), R˜′β
∼= H˜β (Theorem 4.1 and 4.2), which will lift Brundan-
Kleshchev’s isomorphism.
By abuse of notations, we write e(β) :=
∑
i∈Iβ e(i) ∈ H
Λ
β . Recall that e(β) 6= 0
if and only if H Λβ 6= 0 and if and only if R
Λ
β 6= 0. Assume that e(β) 6= 0. Let
pΛ : Rβ ։ R
Λ
β be the canonical surjective algebra homomorphism.
Let i ∈ Iβ . It is easy to see that every element in Mˆn(i) (respectively, in
Mˆ ′n(i)) is sent to an invertible element in R
Λ
β because each yr, ys are commuting
nilpotent elements in RΛβ . It follows that the map p
Λ naturally induces a surjective
algebra homomorphism p1(Λ) : R˜β ։ R
Λ
β and a surjective algebra homomorphism
p2(Λ) : R˜
′
β ։ R
Λ
β .
4.1. Theorem. In the non-degenerate case, there is a K-algebra isomorphism θ :
R˜β
∼= H˜β(q), such that e(i) 7→ eˆ(i), yse(i) 7→ eˆ(i)(1− q−isXˆs)eˆ(i) and
ψre(i) 7→

qir (Tˆr + 1)(Xˆr − qXˆr+1)−1eˆ(i), if ir = ir+1;
q−ir
(
Tˆr(Xˆr − Xˆr+1) + (q − 1)Xˆr+1
)
eˆ(i), if ir = ir+1 + 1;(
Tˆr(Xˆr+1 − Xˆr) + (1 − q)Xˆr+1
)
×(Xˆr − qXˆr+1)−1eˆ(i),
otherwise.
,
for any i ∈ Iβ, 1 ≤ s ≤ n and 1 ≤ r < n.
The inverse map η is given by:
η(eˆ(i)) = e(i), η(Xˆseˆ(i)) = q
is(1− ys)e(i), η(Xˆ
−1
s eˆ(i)) = q
−is(1− ys)
−1e(i),
and η(Tˆr eˆ(i)) is equal to ψr(1− q + qyr+1 − yr)e(i)− e(i) if ir = ir+1; or(
qψre(i)− (q − 1)(1− yr+1)e(i)
)(
q(1 − yr)− (1− yr+1)
)−1
e(i),
if ir = ir+1 + 1; or otherwise
ψr(q
ir − qir+1+1 − qiryr + q
ir+1+1yr+1)(q
ir+1 − qir + qiryr − q
ir+1yr+1)
−1e(i)
− (1− q)qir+1 (1− yr+1)(q
ir+1 − qir + qiryr − q
ir+1yr+1)
−1e(i).
4.2. Theorem. In the degenerate case, there is a K-algebra isomorphism θ′ : R˜′β
∼=
H˜β, such that e(i) 7→ eˆ(i), yse(i) 7→ eˆ(i)(xˆs − is)eˆ(i) and
ψre(i) 7→

(sˆr + 1)(1 + xˆr+1 − xˆr)
−1eˆ(i), if ir = ir+1;(
sˆr(xˆr − xˆr+1) + 1
)
eˆ(i), if ir = ir+1 + 1;(
sˆr(xˆr − xˆr+1) + 1
)
×(1 + xˆr+1 − xˆr)−1eˆ(i),
otherwise.
,
for any i ∈ Iβ, 1 ≤ s ≤ n and 1 ≤ r < n.
The inverse map η′ is given by:
η′(eˆ(i)) = e(i), η′(xˆseˆ(i)) = (ys + is)e(i),
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and η′(sˆr eˆ(i)) is equal to ψr(1 + yr+1 − yr)e(i)− e(i) if ir = ir+1; or(
ψre(i)− e(i)
)(
1− yr+1 + yr)
)−1
e(i),
if ir = ir+1 + 1; or otherwise
ψr
(
1− ir + ir+1 + yr+1 − yr
)(
ir − ir+1 − yr+1 + yr
)−1
e(i)
− (ir − ir+1 − yr+1 + yr)
−1e(i).
By a natural restriction of the canonical map πΛ : lim←−
Λ
H Λβ (q) → H
Λ
β (q) to the
subalgebra Ĥβ(q), we get a surjective algebra homomorphism π
Λ
1 : Ĥβ(q)։H
Λ
β (q)
such that for any i ∈ Iβ , 1 ≤ r < n, 1 ≤ k ≤ n,
πΛ1 (eˆ(i)) = e(i), π
Λ
1 (Tˆreˆ(i)) = Tre(i), π
Λ
1 (Xˆkeˆ(i)) = Lke(i),
in the non-degenerate case. Similarly, we have a well-defined surjective algebra
homomorphism πΛ2 : Ĥβ ։ H
Λ
β such that for any i ∈ I
β , 1 ≤ r < n, 1 ≤ k ≤ n,
πΛ2 (eˆ(i)) = e(i), π
Λ
2 (sˆr eˆ(i)) = sre(i), π
Λ
2 (xˆk eˆ(i)) = Lke(i),
in the degenerate case.
By a natural restriction of the canonical map πΛ : lim←−
Λ
H Λβ (q) → H
Λ
β (q) to the
subalgebra H˜β(q), we get a surjective algebra homomorphism π1(Λ) : H˜β(q) ։
H Λβ (q) in the non-degenerate case. Similarly, we have a well-defined surjective
algebra homomorphism π2(Λ) : H˜β ։ H
Λ
β in the degenerate case.
Recall the definition of Ĥ +β (q) in Remark 3.33. By a natural restriction of the
canonical map πΛ : lim←−
Λ
H Λβ (q) → H
Λ
β (q) to the subalgebra H˜
+
β (q), we get a
surjective homomorphism π+(Λ) : Ĥ
+
β (q) ։ H
Λ
β from Ĥ
+
β (q) onto H
Λ
β . This
surjection coincides with the composition of the natural surjective homomorphism
πΛ1 from Ĥβ(q) onto H
Λ
β with the natural injection ι from Ĥ
+
β (q) into Ĥβ(q).
4.3. Corollary. With the notations as above, we have that
Kerπ+(Λ) = Kerπ
Λ
1
⋂
Ĥ
+
β (q).
Recall that the elements y1e(β), · · · , yne(β) ∈ Rβ generate aK-subalgebra which
is isomorphic to the polynomial K-algebra K[t1, · · · , tn]. Let
em(y1, · · · , yn) :=
∑
1≤i1<i2<···<im≤n
yi1 · · · yim ∈ K[y1, · · · , yn]
Sn
be the m-th elementary symmetric polynomial. It is well-known that for each
1 ≤ k ≤ n,
(4.4) ynk =
n−1∑
i=0
(−1)n+i−1yiken−i(y1, · · · , yn).
Let mn be the maximal ideal of K[y1, · · · , yn] generated by y1, · · · , yn. Let nn :=
(mn)
Sn . Applying (4.4), we get that
(4.5)
for any k ∈ N, there exists some N(k) ∈ N, such that y
N(k)
1 lives inside the
two-sided ideal of K[y1, · · · , yn] generated by (nn)k.
4.6. Lemma. For each Λ ∈ P+, let I(Λ) be the two-sided ideal of Rβ generated by
{y
〈Λ,α∨i1〉
1 e(i)|i ∈ I
β}. Then ⋂
Λ
I(Λ) = {0},
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where the subscript runs through all Λ ∈ P+.
Proof. Suppose that
⋂
Λ I(Λ) 6= 0. Let 0 6= z ∈
⋂
Λ I(Λ). Then there exists an
integer k ∈ Z>0, such that for any j ∈ Iβ , we can write
(4.7) ze(j) =
s∑
i=1
ψwifie(j),
where w1, · · · , ws ∈ Sn are pairwise distinct, and fi ∈ K[y1, · · · , yn] such that
deg(fi) < k for any 1 ≤ i ≤ s.
Now we pick an integer N := N(k) as in (4.5). We take a special Λ ∈ P+ such
that 〈Λ, α∨j1〉 = N for any j ∈ I
β. By assumption, z ∈ I(Λ), which implies that
ze(β) lives inside the two-sided ideal of Rβ generated by y
N
1 e(β). Hence by (4.5)
ze(β) lives inside the two-sided ideal of Rβ generated by (nn)
ke(β). However, this
is a contradiction to (4.7) by Lemma 3.75 and the fact that nne(β) is central in
Rβ. 
The following corollary says that all these modified affine Hecke algebras, quiver
Hecke algebras as well as their generalized Ore localizations are embedded in the
the inverse limits of cyclotomic Hecke algebras or cyclotomic quiver Hecke algebras.
4.8. Corollary. We have the following natural injections:
Rβ →֒ R˜β →֒ lim←−
Λ
R
Λ
β , Ĥβ(q) →֒ H˜β(q) →֒ lim←−
Λ
H
Λ
β (q), Ĥβ →֒ H˜β →֒ lim←−
Λ
HΛβ .
Proof. The first injection follows from Lemma 4.6, while the other two injections
follows directly from their definitions. 
Proof of Theorem 4.1 and 4.2: By our choices of Qr(i) in (2.32) and (2.33), it
is easy to see that Brundan–Kleshchev’s isomorphisms θΛ induces an isomorphism:
θ0 : lim←−
Λ
R
Λ
β
∼= lim←−
Λ
H
Λ
β (q),
in the non-degenerate case. We have the following diagrams:
R˜β H˜β(q)
lim←−
Λ
RΛβ lim←−
Λ
H Λβ (q)∼
θ0
θ
,
H˜β(q) R˜β
lim←−
Λ
H
Λ
β (q) lim←−
Λ
R
Λ
β
∼
θ−10
η
where the vertical maps are the injections given in Corollary 4.8, and for the moment
both θ and η are only defined on a set of K-algebra generators. Note that the
bottom maps are both K-algebra isomorphisms. In order to show that θ and η can
be extended to a pair of well-defined K-algebra homomorphisms, it is enough to
check that the above diagrams commutes on a set of K-algebra generators of R˜β
and H˜β(q) respectively.
To show the first diagram commutes on a set of K-algebra generators of R˜β , it
is suffices to show that
π1(Λ)
(
θ
(
ψre(i)
))
= θΛ
(
p1(Λ)
(
ψre(i)
))
,
π1(Λ)
(
θ
(
yse(i)
))
= θΛ
(
p1(Λ)
(
yse(i)
))
,
π1(Λ)
(
θ
(
e(i)
))
= θΛ
(
p1(Λ)
(
e(i)
))
,
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where i ∈ Iβ , 1 ≤ r < n, 1 ≤ s ≤ n. The last two equalities are obvious true. It
remains to verify the first equality. There are three cases:
Case 1. ir = ir+1. In this case,
π1(Λ)
(
θ
(
ψre(i)
))
= qir (Tr + 1)(Lr − qLr+1)
−1e(i)
= (Tr + 1)(q
−irLr − q
1−irLr+1)
−1e(i)
= (Tr + 1)(1− yr − q + qyr+1)
−1e(i)
= (Tr + Pr(i))Qr(i)
−1e(i) = θΛ
(
p1(Λ)
(
ψre(i)
))
,
as required.
Case 2. ir = ir+1 + 1. In this case,
π1(Λ)
(
θ
(
ψre(i)
))
= q−ir
(
Tr(Lr − Lr+1) + (q − 1)Lr+1
)
e(i)
=
(
Tr(1− q
−1 − yr + q
−1yr+1) + (1− q
−1)(1 − yr+1)
)
e(i).
By definition, in the non-degenerate case,
Pr(i) = 1 +
yr − yr+1
1− q−1
1
1− yr+1−qyr1−q
= 1 +
q(yr+1 − yr)
1− q − yr+1 + qyr
,
Qr(i) =
1
1− q−1
1
1− yr+1−qyr1−q
=
−q
1− q + qyr − yr+1
.
Therefore,
θΛ
(
p1(Λ)
(
ψre(i)
))
=
(
Tr + Pr(i)
)
Qr(i)
−1e(i)
=
(
Tr(1− q
−1 − yr + q
−1yr+1) + (1− q
−1)(1− yr+1)
)
e(i)
= π1(Λ)
(
θ
(
ψre(i)
))
.
Case 3. ir /∈ {ir+1, ir+1 + 1}. In the non-degenerate case, we have that
Pr(i) =
1− q
1− qir−ir+1
{
1 +
yr − yr+1
1− qir+1−ir
1
1− q
ir+1yr+1−qir yr
q
ir+1−qir
}
=
1− q
1− qir−ir+1
{
1 +
qir (yr+1 − yr)
qir+1 − qir − qir+1yr+1 + qiryr
}
,
=
(1− q)qir+1 (1− yr+1)
qir+1 − qir − qir+1yr+1 + qiryr
,
Qr(i)
−1 = (Pr(i)− 1)
−1
=
(
(1− q)qir+1(1 − yr+1)
qir+1 − qir − qir+1yr+1 + qiryr
− 1
)−1
=
qir+1 − qir − qir+1yr+1 + qiryr
qir − qiryr − qir+1+1 + qir+1+1yr+1
.
By definition,
π1(Λ)
(
θ
(
ψre(i)
))
=
(
Tr(Lr+1 − Lr) + (1 − q)Lr+1
)
(Lr − qLr+1)
−1e(i)
= (Tr + Pr(i))Qr(i)
−1e(i)
= θΛ
(
p1(Λ)
(
ψre(i)
))
.
30 JUN HU AND FANG LI
This proves the claim for the first diagram. In a similar way, we can prove that the
second diagram commutes on a set of K-algebra generators of H˜β(q). Therefore, θ
and η can be extended to a pair of well-defined K-algebra homomorphisms.
Finally, they are mutually inverse maps because it is easy to check that θη and
ηθ are both equal to the identity map on a set of generators. This completes the
proof of Theorem 4.1, while Theorem 4.2 can be proved in a similar way.
5. Some applications
The purpose of this section is to give some applications of Theorem 4.1 and 4.2.
Let Hn ∈ {Hn(q), Hn}. Let Λ ∈ P+ and H Λn ∈ {Hn(q)
Λ, HΛn }. Recall that
πΛ : Hn ։ H
Λ
n is the canonical surjective homomorphism. Note that the Jucys-
Murphy operators L1, · · · , Ln ∈ H
Λ
n are in general algebraically dependent.
5.1. Definition. An element z ∈ H Λn is said to be a symmetric polynomial in
L1, · · · , Ln if z = f(L1, · · · , Ln) for some symmetric polynomial f(t1, · · · , tn) ∈
K[t1, · · · , tn].
Since πΛ maps any center element of Hn to a center element of H
Λ
n , it is clear
that any symmetric polynomial in L1, · · · , Ln lives in the center of H λn . The
following center conjecture is well-known.
5.2. Conjecture. (cf. [22, 3.1]) Let n ∈ N and Λ ∈ P+. Then πΛ maps the center
Z(Hn) of Hn surjectively onto the center Z(H
Λ
n ) of H
Λ
n . Moreover, the center
Z(H Λn ) of H
Λ
n is the set of symmetric polynomials in L1, · · · , Ln.
Some special cases of Conjecture 5.2 are known to be true.
a) If q = 1, then Conjecture 5.2 was proved by Murphy [25] in the case when
ℓ = 1 and by Brundan [2] for general ℓ;
b) If q 6= 1 and ℓ = 1, then Conjecture 5.2 was proved by Dipper and James [5]
in the semisimple case and by Francis and Graham [6] in general case.
c) If q 6= 1, ℓ > 1 and e = 0, then Conjecture 5.2 was proved by Mcgerty [24].
Recall that pΛ : Rβ ։ R
Λ
β be the canonical surjective algebra homomorphism.
Inside the quiver Hecke algebra Rβ, e(i) 6= 0 for each i ∈ Iβ ; and e(i) = e(j) if
and only if i = j. As a result, we have a natural left action of Sn on the set
{e(i) ∈ Rβ|i ∈ I
β} via w · e(i) := e(wi). On the other hand, we also have a natural
left action of Sn on the subalgebra K[y1, · · · , yn] generated by y1, · · · , yn defined
by
w(
∑
i
λiy
c1i
1 · · · y
cni
n ) :=
∑
i
λiy
c1i
w(1) · · · y
cni
w(n), where w ∈ Sn, λi ∈ K, c1i, · · · , cni ∈ N.
Therefore, we get a natural action of Sn on the subalgebra of Rβ generated by
{y1, · · · , yn, e(i)|i ∈ Iβ}. We set
(5.3)
K[y1, · · · , yn, e(i)|i ∈ I
β ]Sn :=
{
f ∈ K[y1, · · · , yn, e(i)|i ∈ I
β ]
∣∣ σ(f) = f, ∀σ ∈ Sn}.
However, in contrast to the quiver Hecke algebra Rβ case, inside the cyclotomic
quiver Hecke algebra RΛβ , it is possible that e(i) = 0 for some i ∈ I
β. Therefore,
it is not clear at all whether one can define a natural action of Sn on the set
{e(i) ∈ RΛβ |i ∈ I
β} via w · e(i) := e(wi) or not, because it could happen that
e(i) = e(j) = 0 while e(wi) 6= e(wj).
5.4. Definition. An element f ∈ K[y1, · · · , yn, e(i)|i ∈ Iβ] ⊆ Rβ is said to be
symmetric if f ∈ K[y1, · · · , yn, e(i)|i ∈ Iβ ]Sn . An element z ∈ K[y1, · · · , yn, e(i)|i ∈
Iβ ] ⊆ RΛβ is said to be symmetric if z = p
λ(f) for some symmetric element f in
Rβ.
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By [12, Theorem 2.9], the center Z(Rβ) of Rβ is the set of symmetric elements
in K[yk, e(i)|1 ≤ k ≤ n, i ∈ Iβ ] ⊆ RΛβ . The following is a similar center conjecture
for the cyclotomic quiver Hecke algebras RΛβ of type A, which has been a folklore
for some time. In fact, it is even expected to be true for the cyclotomic quiver
Hecke algebras associated to any simply laced quiver.
5.5. Conjecture. Let β ∈ Q+n . Then p
Λ maps the center Z(Rβ) of Rβ surjectively
onto the center Z(RΛβ ) of R
Λ
β . In other words, the center Z(R
Λ
β ) of R
Λ
β is the set
of symmetric elements in K[y1, · · · , yn, e(i)|i ∈ Iβ ] ⊆ RΛβ .
The following theorem is the first application of the main result of this paper.
5.6. Theorem. Let K be any field and Λ ∈ P+. Then Conjecture (5.2) holds if
and only if Conjecture 5.5 holds for any β ∈ Q+n .
Before we give the proof of Theorem 5.6, we need the following lemma.
5.7. Lemma. Let β ∈ Q+n . For each i ∈ I
β, we can associate with a polynomial
fi(t1, · · · , tn) ∈ K[t1, · · · , tn] which depends only on i, such that for any j ∈ Iβ,
a) e(j) = fj(L1, · · · , Ln) holds in H Λn ; and
b) fsrj(t1, · · · , tn) = sr(fj(t1, · · · , tn)) for any 1 ≤ r < n.
In particular, the idempotent e(β) in H Λn is a symmetric polynomial in L1, · · · , Ln.
Proof. We fix an integer N > ℓnn!. Recall that the elements X1, · · · , Xn (respec-
tively, x1, · · · , xn) are algebraically independent in Hn(q) (respectively, in Hn). By
Lemma 3.7, we see that if we define
fi(t1, · · · , tn) := EN (i) ↓X1:=t1,··· ,Xn:=tn ,
when q 6= 1; or
fi(t1, · · · , tn) := EN (i) ↓x1:=t1,··· ,xn:=tn ,
when q = 1; then by the definition of EN (i) we can deduce that for any 1 ≤ r < n,
fsri(t1, · · · , tn) = sr(fi(t1, · · · , tn)).
As a consequence, since e(β) =
∑
j∈Iβ e(j), it is clear that e(β) ∈ H
Λ
n is a
symmetric polynomial in L1, · · · , Ln. This proves the lemma. 
We have the following surjective algebra homomorphisms:
π1(Λ) : H˜β(q)։H
Λ
β (q), π2(Λ) : H˜β ։ H
Λ
β ,
p1(Λ) : R˜β ։ R
Λ
β , p2(Λ) : R˜
′
β ։ R
Λ
β .
Proof of the Theorem 5.6: We only prove Theorem 5.6 in the non-degenerate
case (i.e., q 6= 1), as the degenerate case (i.e., q = 1) is the same.
Suppose that Conjecture 5.5 holds for any β ∈ Q+n . We define
Q(Λ) := {β ∈ Q+n |e(β) 6= 0 in H
Λ
n },
which is a finite subset of Q+n . We have the following commutative diagram:
⊕β∈Q(Λ)R˜β ⊕β∈Q(Λ)H˜β(q)
RΛn = ⊕β∈Q(Λ)R
Λ
β H
Λ
n (q) = ⊕β∈Q(Λ)H
Λ
β (q)
π1(Λ)p1(Λ)
∼
θΛ
θ
∼
,
where the two vertical maps are both surjective.
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By assumption, the map pλ sends the center Z(Rβ) of Rβ surjectively onto the
center Z(RΛβ ) of R
Λ
β for each β. Since Rβ ⊆ R˜β and hence Z(Rβ) ⊆ Z(R˜β), we
can deduce that θ
(
Z(Rβ)
)
was mapped by the right vertical map in the above
commutative diagram surjectively onto the center Z(H Λβ (q)) of H
Λ
β (q). On the
other hand, by the definition of θ in Theorem 4.1 and the explicit description of
the center Z(Rβ) in [12, Theorem 2.9], we know that
θ
(
Z(Rβ)
)
⊆ Z(H˜β(q)) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ]
⊆ Z(Ĥ +β (q)) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ].
It follows that the subspace Z(Ĥ +β (q))∩K[Xˆk eˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ] of Ĥ +β (q)
was mapped surjectively onto the center Z(H Λβ )(q) of H
Λ
β (q). On the other hand,
by Corollary 3.67, we know that Z(Ĥ +β (q)) ∩ K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ]
is equal to the set of symmetric elements in {Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ Iβ}. It
follows that the center Z(H Λβ (q)) of H
Λ
β (q) is the set of symmetric elements in
L1e(i), · · · , Lne(i), e(i), i ∈ Iβ . Now combining this with Lemma 5.7 and noting
that Z(H Λn (q)) = ⊕β∈Q(Λ)Z(H
Λ
β (q)), we can deduce that Z(H
Λ
n (q)) is the set of
symmetric polynomials in L1, · · · , Ln, as required.
Conversely, suppose that Conjecture (5.2) holds. That says, Z(H Λn (q)) is the
set of symmetric polynomials in L1, · · · , Ln. Let β ∈ Q+n . Then Z(H
Λ
β (q)) is the
set of symmetric polynomials in L1e(β), · · · , Lne(β). It follows that Z(H Λβ (q)) ∩
K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ Iβ ] was mapped surjectively onto the center Z(H Λβ (q))
of H Λβ (q). By the above commutative diagram, we can deduce that the preimage
θ−1
(
Z(H Λβ (q)) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ]
)
was mapped surjectively by p1(Λ) onto the center Z(R
Λ
β ). On the other hand, by
the definition of θ in Theorem 4.1 we know that
θ−1
(
Z(H Λβ (q)) ∩K[Xˆkeˆ(i), eˆ(i)|1 ≤ k ≤ n, i ∈ I
β ]
)
⊆ Z(R˜β) ∩Rβ = Z(Rβ).
It follows that p1(Λ) must map the center Z(Rβ) of Rβ surjectively onto the center
Z(RΛβ ) of R
Λ
β as required. This completes the proof of the theorem.
Henceforth, for simplicity, we assume that K is an algebraically closed field.
For any K-algebra A, we use A-mod to denote the category of finite dimensional
left A-modules. Recall that I = Z/eZ. Let Hn(q)-modI be the full subcategory
of Hn(q)-mod such that all the eigenvalues of X1 are in q
I , Ĥβ(q)-modI (resp.,
H˜β(q)-modI) be the full subcategory of Ĥβ(q)-mod (resp., H˜β(q)-mod) such that
all the eigenvalues of Xˆ1eˆ(β) are in q
I . Let Hn-modI be the full subcategory of
Hn-mod such that all the eigenvalues of x1 are in I, and we define H˜β-modI and
Ĥβ-modI in a similar way. Then we have the following natural inclusions:
H
Λ
β (q)-mod ⊆ Ĥβ(q)-modI = H˜β(q)-modI , H
Λ
β -mod ⊆ Ĥβ-modI = H˜β-modI ,
R
Λ
β -mod ⊆ R˜β-mod, R
Λ
β -mod ⊆ R˜
′
β-mod.
For any i = (i1, · · · , in), j = (j1, · · · , jn) ∈ In, we define i ∼ j whenever there
exists some w ∈ Sn such that wi = j. The central characters of Hn(q) are in
bijection with the elements in the set In/∼ of Sn-orbits, and hence are in bijection
with the elements β ∈ Q+n . For any β ∈ Q
+
n , let (Hn(q)-mod)[β] be the subcategory
of Hn-mod which is determined by the central character χβ of Hn(q) corresponding
to β (cf. [13]). In a similar way, we have the subcategory (Hn-mod)[β] of Hn-mod.
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5.8. Lemma. We have that
Hn(q)-modI = ⊕β∈Q+n (Hn(q)-mod)[β], Hn-modI = ⊕β∈Q+n (Hn-mod)[β],
H˜β(q)-modI = Ĥβ(q)-modI = (Hn(q)-mod)[β], R˜β-mod = Rβ-mod,
H˜β-modI = Ĥβ-modI = (Hn-mod)[β], R˜
′
β-mod = Rβ-mod.
5.9. Lemma. We have that
H˜β(q)-modI = lim−→
Λ
(
H
Λ
β (q)-mod
)
, H˜β-modI = lim−→
Λ
(
HΛβ -mod
)
,
Rβ-mod = lim−→
Λ
(
R
Λ
β -mod
)
.
Proof. We only prove the first and the third equalities as the second one can be
proved in a similar way. For any V ∈ H˜β(q)-modI , we can find ℓ ∈ N, κ1, · · · , κℓ ∈
Z/eZ, such that
(Xˆ1eˆ(β) − q
κ1) · · · (Xˆ1eˆ(β)− q
κℓ)(v) = 0, ∀ v ∈ V,
because K is algebraically closed. Set Λ :=
∑ℓ
i=1 Λκi . Note that there is surjective
homomorphism π1(Λ) : H˜β(q)։H
Λ
β (q) such that
π1(Λ)(eˆ(i)) = e(i), π1(Λ)(Xˆkeˆ(i)) = Lke(i), π1(Λ)(Tˆr eˆ(i)) = Tre(i),
for any 1 ≤ k ≤ n, 1 ≤ r < n, i ∈ Iβ. It follows that V ∈ H Λβ (q)-mod as required.
For any finite dimensional module V over Rβ, since deg y1 = 2 > 0 and dimV <
∞, we can find N ∈ N, such that
yN1 e(β)(v) = 0, ∀ v ∈ V,
because y1 is a homogeneous element of degree 2. We can take a special Λ ∈ P
+
such that 〈Λ, α∨i1〉 = N for any i ∈ I
β . Then V ∈ RΛβ -mod as required. 
Therefore, we can use Lemma 5.9 to identify these categories. Let m,n ∈ N. If
we shift the subscripts of each generator of Hn(q) upward by m position, then we
get an algebra H
(m)
n (q) which is isomorphic to Hn(q) and with standard generators
Tm+1, · · · , Tm+n−1, X
±1
m+1, · · · , X
±1
m+n. For each g ∈ Hn(q), let g
(m) be its canonical
image in H
(m)
n (q). For any α ∈ Q+m, β ∈ Q
+
n and i = (i1, · · · , im) ∈ I
α, j =
(j1, · · · , jn) ∈ Iβ , we define the concatenation i∨j := (i1, · · · , im, j1, · · · , jn) ∈ Iα+β .
Then the map
fe(i)⊗ ge(j) 7→ fg(m)e(i ∨ j), ∀ f ∈ Hm(q), g ∈ Hn(q)
can be naturally extended to a well-defined injective non-unital algebra homomor-
phism Ĥα(q) ⊠ Ĥβ(q) →֒ Ĥα+β(q). By definition, this injection also induces a
natural injection
ια,β : H˜α(q)⊠ H˜β(q) →֒ H˜α+β(q).
In a similar way, the well-known non-unital injection Rα ⊠Rβ →֒ Rα+β naturally
induces an injection
R˜α ⊠ R˜β →֒ R˜α+β.
which will still be denoted by ια,β . We have the following commutative diagram of
morphisms:
H˜α(q)⊠ H˜β(q) H˜α+β(q)
R˜α ⊠ R˜β R˜α+β
≀≀
ια,β
ια,β
,
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where vertical maps are isomorphisms induced from θ.
For any V ∈ H˜α(q)-mod, let V θ ∈ R˜α-mod such that V θ = V as aK-linear space
and R˜α acts on V
θ through the isomorphism θ. For any V ∈ H˜α(q)-mod,W ∈
H˜β(q)-mod, we have the following convolution products:
V ◦W := Indα+βα,β V ⊠W = H˜α+β(q)⊗H˜α(q)⊠H˜β(q)
(
V ⊗W
)
∈ H˜α+β(q)-mod,
V θ ◦W θ := Indα+βα,β V
θ
⊠W θ = R˜α+β ⊗R˜α⊠R˜β
(
V θ ⊗W θ
)
∈ R˜α+β-mod,
Then the commutative diagram in the previous paragraph implies that
(5.10)
(
V ◦W
)θ
∼= V θ ◦W θ.
Similar statements apply to the categories H˜α-mod, R˜
′
α-mod. With these results in
mind, one can translate verbatim most of the results in the representation theory
of Hn (say, in [7], [31]) into the results in the representation theory of Rn (say,
in [17]) and vice versa.
Let Hn ∈ {Hn(q), Hn}. For any (a1, · · · , an) ∈ In, following [7], [13] and [17],
we define L(a1, · · · , an) := f˜an · · · f˜a11, where 1 denotes the trivial irreducible mod-
ule over H0 ∼= K, and f˜k is defined as in [7]. Then L(a1, · · · , an) is an irreducible
module over Hn. Two irreducible Hn-modules L(a1, · · · , an), L(b1, · · · , bn) lie in
the same block if and only if (a1, · · · , an) ∼ (b1, · · · , bn), i.e., they differ by a per-
mutation. Note that in general a given irreducible module L may be parameterized
by several different tuples (a1, · · · , an). By a similar procedure [17], one can define
the irreducible module L˜(a1, · · · , an) := f˜an · · · f˜a11 for the quiver Hecke algebra
Rβ for each n-tuple (a1, · · · , an) ∈ I
β , where β ∈ Q+n .
5.11. Definition. Let α =
∑
i∈I liαi, β =
∑
i∈I kiαi ∈ Q
+
n . We say that α, β are
weakly separated if for any 1 ≤ i, j ≤ n with j − i ∈ {1,−1}, either li = 0 or
ki = 0. We say that α, β are separated if for any 1 ≤ i, j ≤ n with j−i ∈ {0, 1,−1},
either li = 0 or ki = 0.
The following result was mentioned in [13, 6.1.3] as a remark in the degenerate
setting. The full details of the proof are included in [9].
5.12. Lemma. (cf. [13, 6.1.3], [9]) Let k ∈ N and n1, · · · , nk ∈ N such that∑k
i=1 ni = n. Let βi ∈ Q
+
ni
for each 1 ≤ i ≤ k. Set β :=
∑k
i=1 βi. Suppose
that β1, · · · , βk are pairwise separated, then there is an equivalence of categories:
(Hn-mod)[β] ∼
(
Hn1 ⊠ · · ·⊠Hnk
)
-mod [β1, · · · , βk].
As a second application of Theorem 4.1, 4.2, we get that
5.13. Corollary. Let k ∈ N and n1, · · · , nk ∈ N such that
∑k
i=1 ni = n. Let
βi ∈ Q+ni for each 1 ≤ i ≤ k. Set β :=
∑k
i=1 βi. Suppose that β1, · · · , βk are
pairwise separated, then there is an equivalence of categories:
Rβ-mod ∼
(
Rβ1 ⊠ · · ·⊠Rβk
)
-mod.
Proof. This follows from Lemma 5.12, Theorem 4.1, 4.2 and (5.10). 
We remark the proof of Lemma 5.12 used certain intertwining elements of affine
Hecke algebras introduced in [26, Sect. 2] and [20, Sect. 5.1]. Note that Kang,
Kashiwara and Kim have introduced in [11, (1.3.1)] certain intertwiners inside the
quiver Hecke algebras. However, it seems that one can not mimic the proof of
Lemma 5.12 directly to get a proof of Corollary 5.13 inside the theory of quiver
Hecke algebras because of the equality [11, Lemma 1.3.1(i)] (which only make a
difference for νa = νa+1 or νa 6= νa+1).
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The degenerate case of the following result follows from [13, 6.1.4] and an in-
ductive argument. The non-degenerate case is similar. In both cases the argument
used the categorical equivalence in Lemma 5.12.
5.14. Lemma. Let k ∈ N and n1, · · · , nk ∈ N such that
∑k
i=1 ni = n. For each
1 ≤ i ≤ k, let βi ∈ Q
+
ni
and L(a(i)) be an irreducible module over Hni , where
a(i) = (a
(i)
1 , · · · , a
(i)
ni ) ∈ I
βi . If for any 1 ≤ i 6= j ≤ k, a(i), a(j) are weakly separated,
then L(a(1)) ◦ · · · ◦ L(a(k)) is an irreducible module over Hn.
The following result is a third application of Theorem 4.1, 4.2.
5.15. Corollary. Let k ∈ N and n1, · · · , nk ∈ N such that
∑k
i=1 ni = n. For each
1 ≤ i ≤ k, let βi ∈ Q+ni and L(a
(i)) be an irreducible module over Rβi , where
a(i) = (a
(i)
1 , · · · , a
(i)
ni ) ∈ I
βi . Set β :=
∑k
i=1 βi. If for any 1 ≤ i 6= j ≤ k, a
(i), a(j)
are weakly separated, then L˜(a(1)) ◦ · · · ◦ L˜(a(k)) is an irreducible module over Rβ.
Proof. This follows from Lemma 5.14 and (5.10). 
In particular, the above corollary gives a partial answer in type A to the question
raised in [15, Problem 7.6(ii)]. It would be interesting to know whether the sufficient
condition given in the above corollary is also necessary or not.
Appendix A. The generalized Ore localization
In this appendix, we want to generalize the classical construction of Ore localiza-
tion with respect to a right denominator set to a more general situation as follows.
Let A be a (non-commutative) ring with identity 1, A0 be a commutative subring of
A. Let e1, · · · , em be a complete set of pairwise orthogonal idempotents of A. That
says,
∑m
i=1 ei = 1 and eiej = δijei for any i, j. We assume further that fei = eif
for any f ∈ A0 and 1 ≤ i ≤ m. For each 1 ≤ i ≤ m, let Si be a multiplicative
closed subset in eiA0ei with ei ∈ Si. We want to investigate certain generalized
Ore conditions on Si under which the ring A can be embedded into a larger ring A˜
such that
(G1) for any 1 ≤ i ≤ m and any s ∈ Si, s is an invertible element in the unital
ring eiA˜ei (with identity element ei); and
(G2) each element in eiA˜ej has the form∑
1≤i,j≤m
k
eiai,j,kf
−1
i,j,kej ,
where ai,j,k, bi,j,k ∈ A, fi,j,k ∈ Sj .
A1. Lemma. With the notations and assumptions as above, and assume further
that the subsets {Si}mi=1 satisfy the following two conditions:
(O1) for any g, h ∈ A, s ∈ Si,
seig = 0 =⇒ eig = 0, heis = 0 =⇒ hei = 0.
In particular, 0 /∈ Si; and
(O2) for any 1 ≤ i, j ≤ m and any a ∈ ejAei, s ∈ Si and t ∈ Sj, there exist some
b, c ∈ ejAei, u ∈ Sj and v ∈ Si, such that ua = bs, av = tc.
then there exists a ring A[S1, · · · , Sm] together with an injective ring homomorphism
ϕ : A →֒ A˜ := A[S1, · · · , Sm] such that both (G1) and (G2) hold, and for any
ring homomorphism ψ : A → B such that ψ(s) is invertible in ψ(ei)Bψ(ei) for
every s ∈ Si and 1 ≤ i ≤ m, then there is a unique ring homomorphism σ :
A[S1, · · · , Sm] → B such that σϕ = ψ. Moreover, if ψ is injective then σ is
injective too.
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Proof. We define
A[S1, · · · , Sm] :=
⊕
1≤i,j≤m
(
ejAei × Si
)
/∼ij ,
where ‘∼ij” is an equivalence relation in ejAei × Si defined as (a, s) ∼ij (b, t) if
at = bs, where a, b ∈ ejAei, s, t ∈ Si. Denote by [(a, s)] the equivalence class
containing (a, s).
We define the addition and multiplication in an obvious way: for any a ∈ ejAei,
b ∈ ekAel, s ∈ Si, t ∈ Sl:
1) In the case i = k, j = l, [(a, s)] + [(b, t)] := [(at + bs, st)]; in the case i 6= k or
j 6= l, [(a, s)] + [(b, t)] means a formal sum;
2)
[(a, s)][(b, t)] :=
{
[(ac, tu)], if i = k where bu = sc, u ∈ Sl, c ∈ eiAel;
0, if i 6= k.
It is routine to check that the above definition is independent of the choice of
the representing couples and A[S1, · · · , Sm] is a well-defined ring. The universal
property of A[S1, · · · , Sm] follows from a similar (and more easy) argument as in
the classical Ore localization (cf. [16, Corollary 10.11], [29, Proposition 1.4]). Finally,
assume that ψ is injective. Suppose that σ(z) = 0, where
z =
∑
1≤i,j≤m
k
ai,j,kϕ(fi,j,k)
−1 ∈ A[S1, · · · , Sm], ai,j,k ∈ eiAej , fi,j,k ∈ Sj , ∀ i, j, k.
Then for any i, j,
σ
(∑
k
ai,j,kϕ(fi,j,k)
−1
)
= σ(eizej) = σ(ei)σ(z)σ(ej) = 0.
It follows that
ψ
(∑
k
ai,j,k
∏
l 6=k
fi,j,l
)
= σ
(∑
k
ai,j,k
∏
l 6=k
ϕ(fi,j,l)
)
= 0.
Since ψ is injective, we can see that
∑
k ai,j,k
∏
l 6=k fi,j,l = 0 and hence∑
k
ai,j,kϕ(fi,j,k)
−1 = 0,
for each i, j, which implies that z = 0 and hence σ is injective. This completes the
proof of the lemma. 
A2. Definition. With the notations and assumptions as in Lemma A1, we shall
call the ring A[S1, · · · , Sm] the generalized Ore localization of A with respect to
the datum (A0, {ei}mi=1, {Sj}
m
j=1).
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