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We provide formulation techniques for obtaining sharp (i.e., convex hull) mixed integer pro- 
gramming (MIP) formulations for different classes of lot-sizing problems, including various 
backlogging models, and with the possibility of fixed charges on the production, backlogging, 
and inventory variables. 
We also explore approximation results for MIP formulations of generalized shop loading 
problems. 
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1. Introduction 
In recent years, there has been a growing awareness of the importance of model 
formulation and knowledge representation in mixed integer programming (MIP). 
While the theoretical frameworks for algorithms have become fairly standardized, 
including branch-and-bound techniques, Lagrangean relaxation approaches, decom- 
position methods and cutting-plane methods, theoretical work in MIP problem for- 
mulation is more recent. New discoveries continue to emerge which have significant 
practical importance. 
One of the active areas of research, which finds application to problems occurring 
in production and in operations management, concerns networks with fixed charges 
on arcs (e.g., [5-7,12-14,25,27,36-38,40,47]). The dynamic lot-sizing problem 
[44,45,48,49] is one which can be cast in this framework, and advances have been 
obtained with dramatic consequences for computation [ 14,371. 
I have been working, jointly and individually, on a general approach to MIP 
representability [l&22] derived from Meyers’ ideas [3 l-331, Ibaraki [ 161, and the 
disjunctive methods [2-4,9, 10, 171. From this perspective, it is desirable to include 
the seemingly ad hoc reformulation devices for lot-sizing problems in such a frame- 
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work. Martin’s “variable redefinition” method represents a very novel departure 
with potential for a broad range of applications. In [21, Lecture 41 we provided a 
result which generalized Martin’s variable redefinition method together with our 
earlier methods. 
In this paper, we present a stronger result (Theorem 3.1) and show that it can be 
used to obtain a sharp (tight) formulation for one version of lot sizing extended to 
allow backlogging, as explored recently in [37]. As demonstrated in an example 
below, our approach also allows other treatments of backlogging, and other kinds 
of fixed charges than only those associated with production activities. 
In Section 2, we summarize the requisite background from our general approach 
to MIP representability. In Section 3, we establish a broad principle (Theorem 3.1) 
which unifies this approach with “variable redefinition”, and then we proceed to 
apply it in the setting of networks. We also provide a corollary which is a different 
kind of application (Corollary 3.4). 
As it develops, the broad principle we cite has to do with compact, sharp formula- 
tions of unions of sums of sets, in which the union may be over an exponential (or 
even infinite) index set. In Section 4, we complement our main results with a result 
(Theorem 4.2) on sums of unions of sets. It is an approximate result in the spirit 
of the Shapley-Folkman-Starr theorem [l] and similar ideas have been used else- 
where (e.g., [8,11,27]). It also has application in the production area. 
We conclude this section with some comments on mathematical notation. 
For a set S c RP, we used conv(S) respectively cl conv(S) to denote the convex 
span respectively the closure of the convex span of S. For other notation and results 
on convexity we use [39] or [42] as general references. 
2. Preliminaries 
A set SC RP is called b-A41P.r (for “bounded-MIP-representable”) if there is a 
linear transformation g(x; U) =Ax+ Bu (compactly represented as g(x; u)), possibly 
in auxiliary variables U, a vector b, and an index set K (possibly K = 0) of the set 
of indices of U, such that: 
XES H there exists u with uk E (0, l> for kE K, and 
g(x; u) I 6. (2.1) 
The right-hand side of (2.1) is called a representation of S. 
The relaxation of the representation of S in (2.1) of S, is defined by: 
Rel(_S)={xlfor some u with Oluk<l for kEK, g(x;u)<b}. (2.2) 
Generally, Rel@) depends on the representation S for S. (Typically, the linear in- 
equalities “01 uk< 1 for ke K” are taken to be already included in g(x; U)I b.) 
The starred recession cone rec*(_S) is defined by: 
ret*(s) = {x 1 for some u with uk = 0 for k E K, g(x; u) 5 O}. (2.3) 
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Clearly ret*(S) is a polyhedral cone; in particular, a ret*(S) = res*(S) for cw> 0. 
For future reference, we recall this definition of ret(S) from [39,42]: 
rec(S)={xI for some X’ES and all AzO, x’+AxES}. (2.4) 
We also recall that, if S# 0 is closed and convex: 
rec(S)={xI for all X’ES and all 110, x’+AxES}. (2.5) 
Theorem 2,l [20]. Zf Sf0, then 
ret*(S) = ret(S). (2.6) 
In particular, ret*(S) depends only on S, and not on S, if S#0. Let RL(S) denote 
the representation for Rel(S) as in the bracketed definition in (2.2). By combining 
(2.2) and (2.3), one easily proves that: 
rec*(RL(S)) = ret*(S). 
Thus rec*(RL(S)) = ret(S), if S# 0. 
The following result characterizes b-M1P.r sets S. 
(2.7) 
Theorem 2.2 [22]. A set S is b-MZP.r exactly if S is a finite union of polyhedra 
S= PI U ... U P, with the same recession cone (i.e., rec(Pi) is independent of i, 
Ililt). 
In [20] the equivalence of (2.4) and (2.5) was shown for any b-M1P.r set S. 
A representation (2.1) is called sharp if 
Rel(S) = conv(S). (2.8) 
We always have Rel(S) 2 conv(S). In [22] we showed that every b-M1P.r set has a 
sharp representation. In this paper, we focus on the size of sharp representations. 
3. Results on unions of sums 
For the main result of this section (Theorem 3.1), we will need the following 
notation. 
A set SC RP is given with a representation 
XES e there exists u with uk E (0, l} for k E K, and 
g(x; u)<b. (3.1) 
Similarly, sets 7;: c R q are given for i = 1, . . . , p with representations: 
V~Ti ~ there exists w(j) with wf’ E (0, l} for ke Ki, and 
J(i(u. ,(‘))<d(‘). 9 (3.2); 
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We define the set VC Rq by: 
V= IJ i x,t(‘) t(‘)E 7; for i= 1, . . ..p , 
XGS i I i=l 1 
(3.3) 
i.e., V= UXGs CixiTj. In (3.3), we observe the nonstandard convention that 
O.T,+-.. + 0. TP = rec(T,) (needed to treat the case 0 ES; see below). 
Our main result states sufficient conditions under which a possibly very large (and 
possibly even infinite) union of representable sets has a relatively succint sharp 
representation. An earlier (but weaker) result of this type was announced in [21]. 
Theorem 3.1. Suppose that these hypotheses hold: 
(1) SC R$ S#0; 
(2) each c#0, and rec(T,) is independent of i= 1, . . . , p; 
(3) whenever K, # 0, then x, E { 0, 1 } for all x E S; 
(4) the representations (3.1) and (3.2), for i = 1, . . . , p are sharp. 
Then the following is a sharp representation of V: 
UEV e there are U, w(l), . . . , w@),x, u(‘), . . . . II(~) with USE 
{O,l} for keK, w~‘~{O,l} for keK,, i= l,..., p, 
and g(x; u)lb, fi(u”‘; ~(~))zzd(~)x, for i= 1, . . . , p, 
O<w”‘<x-for keK. and i=l 
k 1 , 
)..., p, fJ=C~=‘=, II(;). (3.4) 
Proof. First, we show that (3.4) is a representation of V (this part does not require 
the hypotheses (4) on sharpness). 
Clearly, if DE V, then either: (a) ~=C~=~x;t(‘) with XES, x#O, and t(‘)e 7; for 
i=l ,...,p; or (b) OES and uErec(T,). 
For the case (a), note that u exists satisfying (3.1) and that w$’ exists satisfying 
(3.2) with u = t(j), whenever xi > 0. For x, = 0, let w$’ be such that f;(O, w$‘) I 0 and 
w$i=O for kEK;. Since OErec*(7;), w$) exists. (Note that xi<0 is impossible 
since SC Rf by hypothesis.) 
Put u@‘=X;t(‘) for Xi>0 and u ri) = 0 for Xi = 0. Put w(‘) =Xi w:’ for X, > 0 and 
,(i) = wt’ for x;=O. From fi(t('); w$)) Ed and homogeneity, we have f;(u(‘); w(‘)) I
d”‘x, if x,>O. Moreover, for xi=0 we have fi(u”); w(j)) =fi(O; wt))<O=d(‘)x, by 
construction. If xi > 0 and K;# 0, then by hypothesis x, = 1, and hence wi’<x; for 
k E Kj by construction. Thus 0 5 wt’<Xi for k E Kj and i = 1, . . . , p. Moreover, 
u= 5 x;t(‘) 
i= 1 
= F {u”‘~xj>o}+ c {u”‘~X;=o}. 
i 
Thus, the r.h.s. of (3.4) holds. 
For case (b), put x= 0, u(l) = u, u(j) = 0 for i>2; and let w(j) be such that 
~(u(i); w@)) IO with wf’ = 0 for k E K,. Again, u exists with g(0; U) 5 b and uk E { 0, l} 
for k E K. Clearly W~‘SX; for k E K, and i = 1,. . . , p. Again, the r.h.s. of (3.4) 
holds. 
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For the converse, suppose the r.h.s. of (3.4) holds. Then either: (c) x+0; or (d) 
x=0. 
For case (c), assume without loss of generality that x1 >O. If xi >O, 
~j(U”‘/Xi; W”“/Xi) 5 8) by homogeneity, and hence t(‘) = uci)/xl E q (note that Xi = 1 
if K,#Q SO w!~'/x.= WE (0, l} for kEKi). If Xi=09 then w~'=O for k~Ki, SO 
v(‘)Lrec;T,) (lrec(‘T,)),‘sincef,(v(‘); w(‘))<O. Thus o’= C,=. o(‘)~rec(T,) and also 
v=c x,>o~it(i)+v'. We have v=x,(t,+o’/~~)+C~+,,,,>~X~t(~)~ Vsincef,+v’/~,ET~ 
(as u’/xl E rec(T,)). 
For case (d), clearly 0 E S and also wf’ = 0 for k E Ki and i = 1, . . . , p. Then as 
fi(V(‘); W”‘)SO, o(‘)Erec(T,) for i= 1, . . . ,p so v=Cio(‘)Erec(T,)C V (using the 
nonstandard convention regarding 0. T, + ... + 0.7”). 
We have thus established that (3.4) represents I/. We now show that (3.4) is a 
sharp representation. Toward that end, it suffices to show that, in the relaxation of 
the r.h.s. of (3.4), we necessarily have v~conv(V). 
As in the proof (just completed) of the converse implication, we will have (by 
hypothesis (4)) XE conv(S) and also t(‘) E conv(q) when x, > 0, while v@) E rec(T,) 
if Xi=O. Write X=C,AkXCk) with each xtk) E S, all Ak LO, Ck Ak = 1. Then v = 
c x,,o~jt(‘)+ v’ where o’= C,,zo u(~)E rec(T1) by hypotheses. We have 
“=& &xqr”l+v’=; I,(~;oxV))+“/ 
c ,lx,,(i)+d). 
x,>o 
If xCk) #O we show that 1 
we show thit 
x,,o~i(k)t(i)+ v’~conv(~) as in case (c). If xCk)=O, then 
C x,>o~/k)t(‘)+ v’= v’~conv(V) as in case (d). Thus v~conv(P’), as 
desired. 0 
In the applications found for Theorem 3.1 to date, typically the sets T are poly- 
hedral or (as in variable redefinition) even singleton sets, for which the sharpness 
hypotheses and recession hypotheses of Theorem 3.1 are trivially verified. From this 
perspective, the content of Theorem 3.1 is that the crucial hypothesis is sharpness 
of the given representation for the set S. Typically, S is the set of incidence vectors 
of a “hidden index set”, as e.g. the incidence vectors of the set of paths in a graph. 
The presence of such an indexing set is usually not at all obvious from standard 
representations for V. 
Corollary 3.2. With the hypotheses of Theorem 3.1, define 7;’ by 
T,‘= {v / f,(v; wCi))sdCi), wf)=O for keKi}. (3.5) 
(3.6) 
Then if each T,‘+O, 
rec( T, ) = rec( T’), 
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and moreover 
ret(V)= U C x,7;,’ . 
( 1 XErK(S) I 
(3.7) 
Proof. Note that T: L T is a polyhedron with a representation (3.5) having no 
binary-constrained variables, so that hypothesis (3) of Theorem 3.1 trivially holds 
for the T’ in place of the 7;. Hypothesis (1) holds for ret(S) in place of S, since 
S C_ R,P and 0 E ret(S). We verify (3.6) using (2.3), (3.4) and (3.5), so that rec(ir;‘) is 
independent of i. Since all T’#0, this verifies hypothesis (2) for the 7;’ in place of 
the 7;:. Finally, polyhedral representations are always sharp, which verifies hypo- 
thesis (4) for ret(S) and the c in place of S and the q. 
We have just verified the hypothesis of Theorem 3.1 for ret(S) and the 7;’ in 
place of S and the 7;;. Therefore, by Theorem 3.1, if the r.h.s. of (3.4) has b 
replaced by the zero vector and the constraints “uk=O for kEK w(‘)=O for kEK. 
k 
andi=l,..., p” are appended, this r.h.s. describes the r.h.s. of i3.7). However, b; 
(2.3) this r.h.s. also represents rec*(l/) = rec( V). 0 
We remark that the additional hypothesis in Corollary 3.2, that all c#0, is not 
restrictive. Given that T;#0, by complementing binary variables, as necessary 
(possibly changing d”)), it will always hold. 
See [19] for a corollary of Theorem 3.1 which is of a different nature than the 
lot-sizing applications we emphasize here. 
We next turn to applications of Theorem 3.1 in lot-sizing problems. 
Suppose now that a linear system is given which describes a polytope (i.e., bounded 
polyhedron) 
f(.Y)~6, YZO, (3.8) 
and that it is desired to add binary variables zq for each y, with the property that 
y,>O implies z,=l. (3.9) 
For example, (3.9) is often required in order to assess a “fixed charge” f420 for 
having y, 2 0 (i.e., “+fqzq” will be added to the cost-minimizing criterion function). 
Our next result provides a basic principle for helping to obtain a sharp description 
of the set T of points (y,z) defined by (3.8) and (3.9) (including the requirement of 
binary z). It states that the relaxation of a sharp description of the (y,z) vectors 
associated with the extreme points of (3.8) is conv(T), and that to obtain a represen- 
tation of Tone need only add the binary requirement on z to this relaxation. This 
principle will be sufficient for our needs in this paper, although it can be extended 
by consideration of general extreme subsets of (3.8). The principle reduces our work 
to that of finding a compact, sharp description of T restricted to extreme points of 
(3.8). 
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Lemma 3.3. Suppose that (3.8) describes a boundedpolyhedron with extremepoints 
Y(l) y (‘) )...) . Define the points z (1) , . . . , z Q’ and the sets W,, . . . , W, by the conditions: 
2:)~ (0, l} and z:)= 1 exactly ifyy)>O, j= 1, . . . . s, (3.10) 
Wj={(y,Z) ly=yCJ), ZLZ(‘), z binary}. (3.11) 
Finally, let a sharp representation of W= uj WCJ) be given by 
h(y,z; u)<d, QE{O, l} for keK. (3.12) 
Then a sharp representation of the set T defined by (3.8) and (3.9) is 
h(y,z; u)ld, O<u,< 1 for kEK, z binary. (3.13) 
Proof. The linear relaxations of (3.13) and (3.12) are the same. Hence an extreme 
point of the projection onto (y,z) of the linear relaxation of (3.13) lies in some 
W(j), and W(j) C T. Thus if we prove that (3.13) represents T, we are done. 
If (_Y,z) E T, then for some 1j?O, CjAJ= 1, we have Y= CjAjYri). For each 
j=l , . . . , s if S > 0, then (Y(j), 
so z = 1 and thus zzz 
We see that (y z) = i’ 
Z) E Wj. In fact, if Aj > 0 and Yf’> 0, then also Y, > 0, 
. 
h >o Aj(Y(j)% z) ~conv( W), and hence there is u with 01 
uk 5 1, for k E K and h(y, i, u) 5 d. Since also z, E { 0, 1 } for all g, (3.13) is satisfied. 
Conversely, if (3.13) is satisfied, by the sharpness hypothesis on (3.12) we have 
(y,z)~conv(W). Thus y~conv({y(‘), . . . . y’“‘}) so f(y)<b. Also, since (y,z)~ 
conv(W), if y,>O, then z, ~0. However, as z, E (0, l} also, (3.12) holds and 
(Y,z) E T. 0 
Since the number of extreme points of (3.8) often can be very large, we are not 
a priori guaranteed of a compact description of Win (3.12). In order to obtain a 
compact description, several other structural features can be useful, which will allow 
us to use Theorem 3.1. In some directed network problems, for example, the set W 
of Lemma 3.3 can be constructed as having the additive form C ;xi 7; of (3.3), for 
a suitable set S, as we shall see in the examples below. 
Our next result is well known (e.g. [49]). We provide a proof of it for the sake 
of completeness. For backlogging treated as negative inventory, Zangwill [49] used 
this result as a basis for a dynamic programming algorithm. This is also the version 
of backlogging treated by Pochet and Wolsey [37]. For network flows, (3.8) consists 
of node equations for flow conservation. However, since total demand is known, 
every arc can be viewed as having (an implicit) capacity bound. 
Lemma 3.4. Suppose that (3.8) describes a directed, single-commodity network in 
which certain variables among y are sources, and all constraints are either flow con- 
servations at nodes or outflows of given amounts at sinks. (In particular, while in- 
flow variables occur at sources, their values are not specified.) 
Then in an extreme point J of (3.18), positive variables y,>O occur on a set of 
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arcs which forms a union of node-disjoint directed trees, with each tree rooted at 
a unique source node with positive flow, having a set of sink nodes as leaves and 
with any sink node occurring in some tree. 
Proof. We claim that no undirected loop can occur in the positive arcs of an extreme 
point solution. In fact, if such a loop were to occur, an orientation can be chosen 
as can a positive amount 6 > 0 (6 = minimum flow in any arc of the loop), such that 
if all positive arcs (i.e., arcs with the given orientation) have flow increased by 6, 
and all negative arcs have flow decreased by 6, as feasible flow results. Moreover, 
a feasible flow results by decreasing positive flows by 6 and increasing negative 
flows by 6. However, the given flow is the average of the two distinct feasible flows 
just described, so it would be an extreme solution. 
We also claim that, in the positive arcs of an extreme point solution, one cannot 
find an undirected path between two source nodes which both have positive flow. 
The argument for this claim is similar to that of the last paragraph, involving a 
choice of orientation of the supposed path, and increases and decreases of source 
variables as well as arc variables; we leave the details to the reader. 
From the two claims, the positive variables of an extreme point solution do form 
a union of undirected node-disjoint trees, with at most one source node having 
positive flow in each tree. Moreover, each tree is also a directed tree. Indeed, if two 
incoming arcs to a node existed, as both derive flow from the same source node, 
an undirected loop would occur, which cannot be the case. 0 
We conclude this section with two examples. In each case, we first describe the 
lot-sizing situation, and the kind of network involved in each. We then apply 
Lemma 3.4 to obtain a description of the extreme points of the set of feasible flows, 
and use Lemma 3.3 as the principle by which we shall obtain a sharp description 
of the flows plus fixed charges. In order to make this sharp description compact, 
Theorem 3.1 will be used. 
Example 3.5. In our first example, we shall augment the simple lot-sizing model of 
[45] by backlogging, and we shall treat backlogging as negative inventory (with a 
generally different unit cost and fixed charge for negative as opposed to positive in- 
ventory). 
In this setting, a single product is manufactured to meet known positive demands 
in each of r time periods. Excess manufacture may be inventoried into later periods. 
By the end of the planning horizon, all demands must be satisfied. However, in a 
given period demand may fail to be met from previous and current manufacture, 
and may be backlogged to be filled by manufacture in later periods. 
The activities (variables) of this model are manufactured in period j, denoted Uj; 
inventory carried forward from period j to (j+ l), denoted 4; demand backlogged 
from period (j+ 1) to period j (which may in turn be backlogged again), denoted 
sj. We also use variables Wj= dj (dj= demand in period j) which are not essential 
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in this setting, but which will have a use in Example 3.6 below. All variables incur 
both per unit flow costs and fixed charges. The network involved for r periods is 
depicted in Fig. l(a) and the equations (flow conservation at nodes) for this network 
are as follows (with all variables nonnegative): 
ur+sr=wr+z,, 
Uj+Zj_l+Sj’WjfZj+Sj_,, j=2,...,r-1, (3.14) 
ur+zr-r=w,+s,_r. 
The variables in (3.14) form the vector y of (3.8) to which fixed charge variables are 
added as in (3.9). 
The directed trees mentioned in Lemma 3.4 are as follows in Fig. 1. There will 
be a pair of indices 1 cj<j’< r (possibly j =j’) and an index Jo ir j’ such that all 
demands for periods j through j’ are met by production in period i. Demands for 
periodsj,j+ 1, . . . . i- 1 are met by backlogging from period i; demand for period i 
is met directly from manufacture in period i; and demands for periods i + 1, . . . , j’ are 
met by inventory carried forward from period i. In such a tree, flows Sj, Sj+ 1, . . . , 
S;_,,Ui,Z;,Z;+1,...,Zj'~* are all positive as are Wj, . . . , Wj,; all other arcs entering or 
leaving the tree have zero flow. Unique values for the positive flows can easily be 
computed by starting at the leaves of the tree and working toward its root. More- 
over, any demand arc is part of exactly one such directed tree, so that extreme point 
solutions are a union of such trees, as described in Lemma 3.4. 
a 
1R 
d, dz d,l d, 
. . . . . 
Ul u2 F3 “I.1 u, 
2R 3R (r-l)R rR (r+l)R 
tc*.. . . etcs. f etc. etc. 
tcs.. . . etcs.\ w- etc. \ b 
1-w 2W 3w (r-1-)W rW 
Fig. 1. 
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We view that an extreme point solution is determined by a series of decisions, 
beginning with the choice of the first tree j, = 1 I ii ~j;, followed by the choice of 
the second tree j, =j; + 1 I iZ ~j;, the choice of the third tree j, =j; + 1 I i3 sj;, . . . , 
etc., on to the choice of the last tree j, = jl_, + 1 pi, I j;= r. However, for each tree 
with j, < ik it is expedient to view the choice j, I ik 4 j; as taken in two steps: First 
a choice of j, and ik, followed by a choice of j;. This latter conceptualization will 
allow us a reduction in the number of auxiliary variables to quadratic order in r, 
as opposed to cubic order in r. 
The sequence of decisions involved in an extreme point solution can be formalized 
as a path in a suitable graph, which we now describe. To each time period f E { 1, . . . , r} 
there will be two nodes C(R) and t(W) (“red” and “white”). We shall also need a 
node (r-t l)(R). An arc from j(R) to i(W), j< i, will symbolize the choice to backlog 
demand from periods j, j+ 1, . . . , i- 1 from manufacture in period i. The arcs from 
j(R) to j(W) have only a formal role to allow return to “white” nodes, and are used 
when the next actual choice does not involve backlogging. An arc from i(W) to 
(j’+ l)(R), is j’, will symbolize the choice to meet demand in periods i, i+ 1, . . . , j’ 
from manufacture in period i, thus incurring inventory carried into periods 
i+ 1 , . . . , j’. These are the only kinds of arcs which occur in the network. Clearly, 
a path through this network from sole source node l(R) to sole sink node (r+ l)(R) 
corresponds to an extreme point solution. See Fig. l(b). 
To formalize this construction in a polyhedral manner, a binary variable x~~,~) = 
x(g, h) is associated with every arc (g, h) of the network described, and the set S of 
all incidence vectors of paths from source to sink is the “hidden index set” we men- 
tioned previously. In order to apply Theorem 3.1, we shall associate a b-M1P.r 
T cR,hjEf T(g, h) with each arc (g, h), in a manner we describe next. This polytope 
describes that portion of a tree associated with the arc (g,h). 
All T(g, h) shall contain vectors with components for all of the flow variables Uj, 
Wj, Sj, Ij for all j= 1, . . . , r, as well as for their associated fixed charge variables 
Z(Uj), Z(Wj), Z(Sj), Z(Ij> for j= 1, ... ,r. 
If g = j(R) and h = i(W), the equations describing T(g, h) are: 
q=o, 
u,=o, 
z(u,)=O, for k=l,..., j-l,i+l,..., r, 
l>z(uk)?O, for k=j )...) i-l, 
z(4) = 0, 
w,=o, 
w,=d,, 
sk=o, 
Sk= c dp, 
jspsk 
Ik=o, 
z(w,)=O, for k=l,..., j-1,i ,..., r, 
z(wk)‘l, for k=j ,...) i-l, (3.15) 
z(s,) = 0, for k= 1 ,..., j-1,i ,..., r, 
z&)=1, for k=j, . . ..i- 1, 
1 LZ(lk)=O, for k=j,...,i- 1, 
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Ik=o, z(4)=0, for k=l,..., j-1,i ,..., r, 
all z variables binary. (Note that (3.15) is the zero vector when j= i.) 
If g = i(W) and h = (j’+ l)(R), the equations describing T(g, h) are: 
u,=o, z(u,)=O, for k=l,..., i-l,j’+l,..., r, 
u,=o, 1 2z(uk)10, for k=i+ 1, . . . . j’, 
ui= C dp9 z(Ui) = 1, 
ispsj’ 
wk=o, z(w,)=O, for k= 1, . . . . i- 1, j’+ 1, . . . . r, 
w,=dk, z(wk)= 1, for k=i, . . . . j’, (3.16) 
Sk = 0, Z(Q) =O, for k= 1 ,..., i-l,j’+l,..., r, 
s,=o, 1 rz(s,)20, for k=i,..., j’, 
&=O, ZUk) = 0, for k=l,..., i-l,j’,..., r-l, 
Ik= c dp, z(Ik) = l, for k= 1 ,...,j’-1, 
k<psj’ 
all z variables binary. 
As we next see, the liberal use of zero settings for variables not associated with 
the decision that the arc (g, h) represents, allows the actual value of those variables 
to be filled in by addition along the arc associated with a decision affecting those 
variables. 
The sets T(g, h) are all sharp descriptions and have zero as recession cone. More- 
over, T(j(R), i(W)) + T(i(W); j’(R)) is a representation of the tree corresponding to 
a choice of production in period i to supply periods j through j’, j 5 i 5 j’. Finally, 
if x is the indicator vector of a path from source to sink, C x(g, h)T(g, h) is IV(j) in 
the sense of Lemma 3.3. Thus, a compact sharp description (3.12) of IV= Uj IV”’ 
is one for I/= UXEs (C;x;T) of (3.3), and we may use the representation in (3.4) of 
Lemma 3.1. 
Significant simplifications occur in (3.4) due to the fact that all inequalities in 
(3.15) and (3.16) are equations, with the exception of those inequalities for fixed 
charge variables which potentially could have been set to unity by some decision 
leaving from node g, but were not along arc (g, h); these latter variables alone are 
permitted to be zero or one. Allowing for the fact that even these latter variables 
have a setting (of zero) at an optimal solution for nonnegative fixed charges, one 
can entirely substitute out for r(g, h) in (3.4), so that the inequalities f;(u(‘); w”‘)I 
d”‘x; for i=(g, h) in (3.4) do not explicitly occur. Moreover, by use of these zero 
settings, the auxiliary variables wk (‘) of 7;, i=(g,h), are set to zero, and so the in- 
equalities 01 W~)SX; in (3.4) also need not occur. Finally, the equation u = EYE I ui 
of (3.4) can be used to substitute out for all of the variables u (i.e., uj, .sj, wj, Zj, 
z(u,), Z(Sj), Z(Wj), Z(Zj)) in terms of the variables uCi) = d”‘x,, i = (g, h), where d(‘) is 
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the singleton set described in either (3.15) or (3.16) for i= (g, h) with binary variables 
set to zero which are not otherwise set. 
The resulting expressions for variables u may be used where those variables occur 
in the objective function and (except for fixed charge variables) in any additional 
constraints of the MIP other than those from the lot-sizing constraints. Thus, out 
of (3.4), only the constraints g(x, u) 5 b remain. As these constraints are simply those 
for a sharp formulation of the incidence vectors of paths from source to sink, these 
can be obtained by putting a unit flow into the source and requiring a unit flow out 
of the sink, and writing the node conservation equations. The unimodularity pro- 
perty of network flows then assures sharpness [15]. In particular, no auxiliary 
variables u are needed, and also explicit unit upper bounds on arc flows are not 
necessary due to the unit total inflow. 
The resulting inequalities g(x; u) I b thus involve 2r+ 1 node conservation equa- 
tions in the r(r+ 1) variables x(g, h). A sharp formulation with T+ 1 constraints but 
0(r3) auxiliary variables can also be obtained; we omit details. 
For example, with r= 3 time periods, using a unit flow in and out of the network 
of Fig. l(b), we see that the constraints g(x; u) 5 b are nonnegativities plus the node 
conservation equations, as follows: 
x(lR, lW)+x(lR,2W)+x(lR,3W)= 1 (node lR), 
-x(lR,1W)+x(lW,2R)+x(lW,3R)+x(lW,4R)=O (node lW), 
-x( 1 W, 2R) + x(2R, 2W) + x(2R, 3 W) = 0 (node 2R), 
-x(lR,2W)-x(2R,2W)+x(2W, 3R)+x(2W,4R)=O (node 2W), (3.17) 
-x( 1 W, 3R) -x(2W, 3R) + x(3R, 3W) = 0 (node 3R), 
-x(lR,3W)-x(2R,3W)-x(~R,~W)+X(~W,~R)=O (node 3W), 
-x(1 W, 4R) - x(2W, 4R) - x(3W, 4R) = - 1 (node 4R). 
Using the substitutions described above to simplify (3.4), we obtain the following 
vector equations for the twelve flow variables in terms of the twelve arc variables: 
Ul 
Sl 
Wl 
11 
u2 
s2 
w2 
12 
u3 
s3 
w3 
13 
=O. x(lR, lW)+ 
0 
4 
4 
0 
dl 
0 
0 
x(lR,2W)+ 
0 
d, 
4 
0 
0 
dl+4 
4 
0 
4 + 4 
0 
0 
0 
x(lR, 3W) 
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r(lW,2R)+ 
dl + d2 + d3 
0 
dl 
dz + dj 
0 
0 
d2 
d3 
0 
0 
d3 
0 
4 + 4 
0 
dl 
4 
0 
0 
dz 
x(lW,4R)+etc. 
x(lW,3R) 
(3.18) 
The equations for the twelve fixed charge variables in terms of arc variables are 
quite similar, and begin in this manner: 
=O. x(lR, lW)+ x( 1 R, 2W) + 
0. 
1 
1 
0 
0 
1 
1 
0 
0 
0 
0 
0 
x(lR, 3W) 
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(3.19) 
To write (3.19), we assumed positive demands (all d, > 0) and place a unit wherever 
a symbolic nonzero quantity occurred in the corresponding vector in (3.18), with 
one exception: A production fixed charge is assessed only on an arc from a “white” 
to “red” node, following (3.15) and (3.16). Moreover, a zero quantity in (3.18) 
always gives a corresponding zero in (3.19). 
When some of the demands dj are zero, they can be replaced by zero, and (3.18) 
simplifies. Then the same rules apply to obtain expressions for fixed charges. 
As (3.17)-(3.19) shows, even for r= 3 periods, the substitutions, which give the 
original flow and fixed charge variables in terms of the arc variables, are complex. 
The equations (3.18) and (3.19) need not be actually part of the constraints, but used 
only to substitute out for original variables in any remaining constraints which in- 
volve original flow variables only (i.e., the remaining constraints cannot involve 
original fixed charge variables). 
Example 3.6. In our second example, we shall augment the simple lot-sizing model 
by a different form of backlogging. We consider a setting in which delaying a 
customer order due in period i by two periods, until period (i-t 2), is significantly 
more costly than delaying a customer order from period i to (i + 1) plus delaying the 
customer order from period (i + 1) to (i + 2), either in terms of per unit charges or 
fixed charges, or possibly both charges. Furthermore, it is not possible in this 
scenario to delay a customer order by more than two periods. This scenario is 
designed for cases where customers become increasingly impatient with additional 
delays, beyond simply additive effects, to the point of possibly cancelling their 
orders. 
It is important to realize that there is more than one product flow network for 
this problem. 
One such network is given in Fig. 2. In terms of extreme points, the individual 
trees involved are more complex than those for Fig. 1, due to the possibility of non- 
consecutiveness in the time periods supplied out of manufacture in a given period. 
For example, in an extreme point solution it is possible for period 3 to supply 
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Fig. 2. 
demand for periods 1, 3, 4 and 6; with period 2 supplied by period 1 manufacture; 
and period 7 supplying demand for period 5 as well as for itself and possibly other 
periods. 
A second, and different, product flow network matching exactly the same informal 
verbal description is shown in Fig. 3. It retains all the flow options as in Fig. 2, but 
since product backlogged two periods from period j to (j- 2) now passes through 
the demand arc in period (j- l), additional flows are now possible. Specifically, 
product made in period (j - 2) can be inventoried into period (j - l), and then used 
as backlog to satisfy demand in period (j- 2), should that ever be worthwhile. Of 
course, the backlogging arc, from the intersection with the arc in period (j - 1) to 
the demand point in period (j- 2), will have on it very high costs in an actual 
application, since that arc is intended for use by twice-backlogged demand. Thus 
such a convoluted flow would not be worthwhile. We also assume a cost structure 
in which once-backlogged demand from period (j- 1) to (j - 2) is cheaper than the 
second backlog cost, of twice backlogging from period j to (j- 2). 
Interestingly enough, the extreme points of the network with more options (Fig. 3) 
are easier to describe and involve consecutivity, which will allow us a more econo- 
mical sharp MIP formulation. For instance, due to the additional point of intersec- 
tion in period 2 (indicated by an arrow in Fig. 3), if period 3 supplies period 1 via 
backlogging, it must also supply period 2 in an extreme point solution. Indeed, if 
4 d, 
Fig. 3 
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flow from either manufacture in periods 1 or 2 were to supply demand in period 2, 
these flows would cross the new intersection point (unless they went on to period 3, 
which is not possible in a tree). By doing so, the property that only one positive 
source is possible in a tree (Lemma 3.4) would be violated, so this possibility is ruled 
out. 
In terms of viewing the extreme points as built up from consecutive decisions, 
with each decision corresponding to an arc in some network and the sequence of 
decisions corresponding to a path, the path network of Example 3.1 can be used 
with the stipulation that isj+ 2. Thus fewer arcs occur than before, but again 2r+ 1 
node conservation equations. We leave the detailed implementation as an exercise, 
together with its extension to nonadditive backlogging costs for any number of 
periods. 
This completes our two examples for the specific principles developed in this sec- 
tion. Many extensions of these ideas are possible, and we mention one. 
In place of a single polytope (3.8), a finite union of such polytopes can be treated 
similarly, again using Theorem 3.1 to obtain compact sharp formulations. Such 
unions arise, for example, when logical conditions are imposed on the variables of 
a polytope. 
4. Results on sums of unions 
In this section, we provide results regarding programs of the form: 
min cx+ dy, 
t (4.1) 
s.t. AX?-b-h, XES= c Sk, XER~, 
where, for each k, 
k=l 
Sk= u Wkh, 
h E lk 
(4.2) 
and each Wkh is a polyhedron. Our purpose is to generalize some well-known 
results to a broader representability setting (as e.g. in [S]). 
Let the number of rows of A be m. As regards the representation of S,, we first 
consider the case that it is given by 
x(k)E& + xck)= zhx(kh), 1 = ch Akh, all &, E (0, 1}, 
Ackh)xckh) + Bckh)yckh)> bckh)akh for h E I,, (4.3)k 
where in (4.3)k any polyhedral representation of wj& may be used. By Corollary 
3.4 for kl = k2 = 1, (4.3)k is a sharp representation of Sk. 
In (4. I), the constraints “Axrt, -Du” are intended to represent the case of 
“soft” constraints “AxZb”, in which the qth constraint can be relaxed at a cost 
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of dq per unit of relaxation. However, the constraints “XE S” are not to be relaxed. 
An instance of (4.1) occurs in the shop loading problem in which job k can be 
done on machine i in time ski, and each job is to be uniquely assigned to exactly 
one machine. Here S, represents the alternative assignments of job k, so that 
zk={l,... , p} for all k (recall x= (xi, . . . , x,)) and W,; = {okiei} is a singleton set, 
where ei denotes the ith unit vector. In this context, Xi will represent the total 
amount of work (in terms of time required) assigned to machine i, not allowing for 
set-ups or precedence requirements, etc., if any. If we have u consists of a single 
variable Ui , with dl = 1, and the matrix D consists of the single vector 
eT=(l, 1, . . . . 1) with all entries unity, A = -I, and b = 0, then (4.1) is the problem 
of minimizing the makespan (i.e., latest completion time) of completing all jobs. 
Indeed, with these settings Ax2 b - Du is equivalent to Xi5 u1 for all i, so (4.1) is 
the problem of minimizing maxixi. 
Several generalizations of the shop loading problem are accomodated by (4.10). 
These include: (1) Charges for machine utilization (i.e., nonzero ci); (2) time utiliza- 
tion on machine i is significant only after a given period (nonzero bi); (3) there are 
multiple alternatives for distributing job k among the machines, and these do not 
necessarily involve “proportionality factors” of the machines (more general sets 
wkh)* 
Lemma 4.1. Suppose that there is a constant K?O such that, for all k and all 
XCk) Econv(Sk), xCk) E Sk, there is uCk) with 
A(xCk’ _ $k)) > -Du (k) duck’ + c(xck’ - ~(~1) 5 K. (4.4) 
Let the linear relaxation of (4.1) be solved (i.e., “Akhe (0, 1}” is replaced by 
“Akh?O” in (4.3)k) for an extreme point solution, obtaining quantities ,?‘, xCk), 
$kh), $W lkh. Let Xck) be chosen from among those Wckh’ =.fckh’/xkh with ;l;th > 0 
(but otherlvise arbitrarily). 
Then for x= CkxCk) we have XE S, and u can be chosen so that cx+ du does not 
exceed the value of the linear relaxation by more than K min{m, p). 
Proof. First, note that, since wckh)~ k& we have xck)~Sk. Thus XES iS clear. 
We claim that not more than t +p of the quantities xkh are positive. 
Once this claim is proven; then for at least t-p of the t sets Sk we have exactly 
one index h*EI, with x,&*>O (hence xkh*= l), SO that x(~)=%(~)=$~~*). Denote by 
Ad the index set of these sets, and by E the index set of the remaining at most p 
“exceptional” sets. We have (since X-K= CkEE(~(k) -R(~))): 
Ax=An+A(x-n) 
=Ax+ c A(x(~)-~-(~)) 
kEE 
rb-Dii- c Duck). 
keE 
(4.5) 
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In (4.9, we used (4.4) and the facts that XCk)~conv(Sk), xCk)eSk. Similarly, 
~x+~(li+~~u(c’j=cx’+n’17+xrz(du’x’+~(x(~)-,(~))) 
IcZ+dii+pK (as lEl5p). 
We now prove the claim. 
Put Zk+ = (h E Zk ) Lk;ih > 0} and recall that wCkh) =zCkh)/Xkh for h E Ik+. The linear 
system 
)+i, (,F,XCkh))~ (4.6) 
1 = c hkh, for all k, 
h E I; 
Akh>O, for all hElk, all k 
in p + t constraints is solved by the Ikh (see (4. l), (4.2), (4.3),). If more than p + t of 
the xk,? were positive, there would exist a nontrivial set of multipliers ok,, , such that 
_ 
both (&f&h, heI,, k=l,..., t) solve (4.6). Both these modifications extend to 
entire solutions to (4.1), (4.2), and (4.3)k by putting xCkh) =xCkh) for h elk+, and by 
setting, for h Elk+, xCkh) = (Lkh k dt&)wCkh), yCkh’ = (xk-,, f ekh)jCkh)/xr&, dk) = ch xckh). 
However, these two distinct solutions have the given solution as their average, con- 
tradicting the extremality of the latter. This contradiction proves the claim. 
We also claim that not more than t + m of the quantities ,ikh are positive. Just as 
the previous claim implies a value not exceeding that of the linear relaxation by more 
thanpK, this claim implies an excess of not more than mK. The two claims, there- 
fore, imply the desired result. 
The latter claim is established by considering the linear system 
(4.7) 
1= c Akh, for all k, 
h E I,’ 
A,,?& for all hELk, all k 
in m + t constraints. We leave the details to the reader. q 
Theorem 4.2. Suppose that these hypotheses hold: 
(1) The diameter of Sk is bounded by A 10, independently of k; 
(2) for any vector v, there exists u with Du L v. 
Then there is a constant K (depending only on A, A, D, c and d) such that the 
difference in value between the program (4. l), (4.2), (4.3)k and that of its linear 
relaxation does not exceed K min(m, p], and moreover the procedure of Lemma 3.1 
finds a solution to this program with value within this bound of the optimum. 
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Proof. By hypothesis (l), if x @) E Sk and .@) E conv(Sk), no coordinate of xCk) -x(~) 
has absolute value exceeding 24. From this, a bound can be found on that of any 
coordinate of A(xCk’ -x@‘), independent of k. From hypothesis (2), a vector u can 
be found with A(xCk’ -,i?‘)r -Du, independent of k. It is then easy to verify the 
existence of K such that (4.4) holds. This result then follows from Lemma 3.1. 0 
In the shop loading example, hypothesis (2) of Theorem 4.2 is immediate. Hypo- 
thesis (1) requires that all akjrA for some A ~0, i.e., that jobs do not arrive with 
time needs on the machine which is least efficient for them, which increases without 
any bound. In this context, if also there exists 6> 0 with 6 5 okj for all k, i, then 
the gap result of Theorem 4.2 also yields an approximation result. Indeed, since 
the optimal value of the linear relaxation is at least G/p, the fraction error is 
pKmin{mp}/td-+O as t+ fw, i.e., it is 0(1/t). See [24] for an analysis of shop 
loading with a probability distribution on job requirements, where the fraction error 
is shown to be stochastically 0(l/t2). 
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