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DDVV-TYPE INEQUALITY FOR SKEW-SYMMETRIC MATRICES
AND SIMONS-TYPE INEQUALITY FOR RIEMANNIAN
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Dedicated to my advisor Professor Zizhou Tang.
Abstract. In this paper, we will first derive a DDVV-type optimal inequality for
real skew-symmetric matrices, then we apply it to establish a Simons-type integral
inequality for Riemannian submersions with totally geodesic fibres and Yang-Mills
horizontal distributions. In this way, we show phenomenons of duality between Sub-
manifold geometry and Riemannnian submersion, particularly between second funda-
mental form of a submanifold and integrability tensor of a Riemannian submersion.
1. Introduction
Let Mn be an immersed submanifold of a real space form Nn+m(c) of constant
sectional curvature c. Given an orthonormal basis {e1, · · · , en} (resp. {ξ1, · · · , ξm}) of
TpM (resp. T
⊥
p M), the normalized scalar curvature ρ and the normal scalar curvature
ρ⊥ of Mn at p are defined by
ρ =
2
n(n− 1)
n∑
1=i<j
〈R(ei, ej)ej , ei〉,
ρ⊥ =
2
n(n− 1)
( n∑
1=i<j
m∑
1=r<s
〈R⊥(ei, ej)ξr, ξs〉2
) 1
2
=
2
n(n− 1) |R
⊥|,
where R and R⊥ are curvature tensors of the tangent and normal bundles of M respec-
tively. Denote by h the second fundamental form and H = 1nTr(h) =
1
n
∑n
i=1 h(ei, ei)
the mean curvature vector field. The DDVV conjecture raised by [8] says that there is
a pointwise inequality among ρ, ρ⊥ and |H|2 as the following:
(1.1) ρ+ ρ⊥ ≤ |H|2 + c.
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Due to the Gauss and Ricci equations, this conjecture can be translated into the fol-
lowing algebraic inequality (cf. [9]):
(1.2)
m∑
r,s=1
‖[Br, Bs]‖2 ≤
( m∑
r=1
‖Br‖2
)2
,
where {B1, · · · , Bm} are arbitrary real symmetric (n × n)-matrices, [·, ·] is the com-
mutator operator and ‖ · ‖ is the standard norm of matrix. In fact, putting Br =
Sξr − 〈H, ξr〉id, where Sξr is the shape operator in direction ξr, we have
(1.3) |H|2 − ρ+ c = 1
n(n− 1)
m∑
r=1
‖Br‖2, ρ⊥ = 1
n(n− 1)

 m∑
r,s=1
‖[Br, Bs]‖2


1
2
.
The inequality (1.2) (and thus the DDVV conjecture (1.1)) has been proved in-
dependently and differently by [13, 19]. In particular, the equality condition given in
[13] shows that the inequality (1.2) is an optimal inequality. As for the classification
problem of submanifolds attaining the equality of (1.1) everywhere, we refer to [7] for a
big advance. In this paper, we obtain the following DDVV-type optimal inequality for
real skew-symmetric matrices which has been included as a part of the author’s thesis
and previously reviewed in the survey paper [14].
Throughout this paper, a K := O(n)×O(m) action on (B1, · · · , Bm) means that
(P,R) · (B1, · · · , Bm) := (PB1P t, · · · , PBmP t) ·R, for (P,R) ∈ K.
Theorem 1.1. Let B1, · · · , Bm be (n× n) real skew-symmetric matrices.
(i) If n = 3, then we have
m∑
r,s=1
‖[Br, Bs]‖2 ≤ 1
3
( m∑
r=1
‖Br‖2
)2
,
where the equality holds if and only if under some K action all Br’s are zero except for
3 matrices which can be written as
C1 :=

 0 λ 0−λ 0 0
0 0 0

 , C2 :=

 0 0 λ0 0 0
−λ 0 0

 , C3 :=

 0 0 00 0 λ
0 −λ 0

 .
(ii) If n ≥ 4, then we have
m∑
r,s=1
‖[Br, Bs]‖2 ≤ 2
3
( m∑
r=1
‖Br‖2
)2
,
where the equality holds if and only if under some K action all Br’s are zero except
for 3 matrices which can be written as diag(D1, 0), diag(D2, 0), diag(D3, 0), where
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0 ∈M(n− 4) is the zero matrix of order n− 4 and
D1 :=


0 λ 0 0
−λ 0 0 0
0 0 0 λ
0 0 −λ 0

 ,D2 :=


0 0 λ 0
0 0 0 −λ
−λ 0 0 0
0 λ 0 0

 ,D3 :=


0 0 0 λ
0 0 λ 0
0 −λ 0 0
−λ 0 0 0

 .
In sight of the geometric origin of the inequality (1.2), i.e., the DDVV pointwise
inequality (1.1) in submanifold geometry, we get interested in applications to geometry
of this “dual” algebraic inequality. In contrast to symmetric matrices, skew-symmetric
matrices have little geometric background, and much less for their commutators. Fi-
nally, we focus on the geometry of Riemannian submersions which in some sense is also
a “dual” theory of submanifold geometry. It turns out rather inspiring that, in analogy
with symmetric matrices representing the second fundamental form of a submanifold,
skew-symmetric matrices can represent the integrability tensor of a Riemannian sub-
mersion. Therefore, one can trivially get an analogous DDVV-type pointwise inequality
for Riemannian submersions once some similar “normal scalar curvature” would be de-
fined from commutators of these skew-symmetric matrices as in (1.3). Fortunately,
motivated by the works of [4, 19, 26] where the symmetric matrix inequality (1.2) takes
an important role in the proof of the well-known Simons integral inequality for closed
minimal submanifolds in spheres, we find so for the skew-symmetric matrix inequality
in deducing a Simons-type integral inequality for Riemannian submersions with totally
geodesic fibres and Yang-Mills horizontal distributions. In order to state the result we
first recall some notions about Riemannian submersions. The notions in Chapter 9 of
the book [2] will be used throughout this paper.
Let Mn+m and Bn be (connected) Riemannian manifolds. A smooth map pi :
M → B is called a Riemannian submersion if pi is of maximal rank and pi∗ preserves
the lengths of horizontal vectors, i.e., vectors orthogonal to the fibre pi−1(b) for b ∈ B.
Let V denote the vertical distribution consisting of vertical vectors (tangent to the
fibres) and H denote the horizontal distribution consisting of horizontal vectors on
M . The corresponding projections from TM to V and H are denoted by the same
symbols. For Riemannian submersions there are two fundamental tensors T and A on
M defined by O’Neill [21] as follows. For vector fields E1 and E2 on M ,
(1.4)
TE1E2 := H DV E1V E2 + V DV E1H E2,
AE1E2 := H DH E1V E2 + V DH E1H E2,
where D is the Levi-Civita connection onM . In fact, T is the second fundamental form
along each fibre if it is restricted to vertical vectors, while A measures the obstruction
to integrability of the horizontal distribution H and hence it is called the integrability
tensor of pi. Moreover, some analogues of the Gauss-Codazzi equations for a Riemann-
ian submersion obtained by O’Neill [21] are expressed in terms of T and A as well as
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their covariant derivatives. These equations will be recovered in Section 3 by moving
frame method, which is an effective method rarely used to the study of Riemannian
submersions (cf. [6, 25]) though widely adopted in submanifold geometry. More details
about T and A can be found in [2, 21].
Next we introduce the notion of Yang-Mills which has been intensely studied both
in physics and in mathematics and also found important for Einstein Riemannian sub-
mersions (see for example [1, 2, 11, 27] and references therein). Here we use the pre-
sentation given in [2]. Let X1, · · · ,Xn be a local orthonormal basis of the horizontal
distribution H . Define a co-differential operator δˇ over tensor fields on M by
δˇE := −
n∑
i=1
(DXiE)Xi .
Then we say that H satisfies the Yang-Mills condition if, for any vertical vector U and
any horizontal vector X, we have
〈δˇA(X), U〉 − 〈AX , TU 〉 = 0,
where the bracket 〈·, ·〉 denotes the metric of M and also its induced metric on tensors.
As pointed out in [2], this condition depends only on H and the metric of B and not
on the family of metrics on the fibres. When the fibres are totally geodesic, i.e., T = 0,
this condition is equivalent to
δˇA = 0.
And in this case, it is one of the three sufficient and necessary conditions for M to
be Einstein (see (3.21)). Furthermore, motivated by the equation (3.22), we can also
regard this condition as a dual of the minimality condition, or its first derivative, for
a submanifold in a sphere. A natural interaction between Yang-Mills connections and
minimal submanifolds has been investigated by Tian [27].
To be coherent with that in [2], we define the square norm of A by
(1.5) |A|2 :=
n∑
i,j=1
〈AXiXj , AXiXj〉 =
n∑
i=1
m∑
r=1
〈AXiUr, AXiUr〉,
where {U1, · · · , Um} is a local orthonormal basis of the vertical distribution V . This
invariant is just our target in the integrand of the Simons-type integral inequality cor-
responding to the square norm of the second fundamental form in the original Simons
inequality in submanifold geometry. Besides several references cited in [2], it is note-
worthy that this invariant has been also studied by Chen ([3], etc.) who denoted it by
A˘pi and obtained its sharp upper bound for an arbitrary isometric immersion from M
(with totally geodesic fibres) into a unit sphere in terms of square norm of the mean
curvature of the immersion.
Now we are ready to state the Simons-type integral inequality and some equality
characterizations as follows. For x ∈M , we denote by κˇ(x) the largest eigenvalue of the
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curvature operator Rˇ :
∧2 TB → ∧2 TB of B at pi(x) ∈ B, λˇ(x) the lowest eigenvalue
of the Ricci curvature rˇ of B at pi(x) ∈ B (thus κˇ, λˇ are constant along any fibre), and
µˆ(x) the largest eigenvalue of the Ricci curvature rˆ of the fibre at x.
Theorem 1.2. Let pi :Mn+m → Bn be a Riemannian submersion with totally geodesic
fibres and Yang-Mills horizontal distribution, i.e., T = 0 and δˇA = 0. Suppose that M
is closed. Then the following cases hold:
(i) If n = 2, then we have ∫
M
|A|2µˆ dVM ≥ 0;
(ii) If m = 1, then we have∫
M
|A|2(κˇ− λˇ) dVM ≥ 0;
(iii) If m ≥ 2 and n = 3, then we have∫
M
|A|2(1
6
|A|2 + 2µˆ + κˇ− λˇ) dVM ≥ 0;
(iv) If m ≥ 2 and n ≥ 4, then we have∫
M
|A|2(1
3
|A|2 + 2µˆ + κˇ− λˇ) dVM ≥ 0.
Moreover, if A 6= 0, or equivalently, M is not locally a Riemannian product B × F ,
then we have the following conclusions about the equality conditions:
(a) In each case, if the equality holds, then each fibre has flat normal bundle in M
and |A|2 ≡ Const =: C > 0, which implies further the following:
(a1) In case (i), µˆ ≡ 0;
(a2) In case (ii), κˇ− λˇ ≡ 0;
(a3) In case (iii), µˆ ≡ 112C, κˇ− λˇ ≡ −13 C;
(a4) In case (iv), µˆ ≡ 16C, κˇ− λˇ ≡ −23 C.
(b) If the equality in (iii) or (iv) holds, then m ≥ 3 and at each point of M
there exist an orthonormal vertical basis {U1, · · · , Um} and an orthonormal
horizontal basis {X1, · · · ,Xn} such that the (n× n) skew-symmetric matrices
Ar :=
(
〈AXiUr,Xj〉
)
n×n
, r = 1, · · · ,m,
are in the forms of the matrices in the equality conditions of (i) or (ii) of
Theorem 1.1 respectively. Furthermore, under these basis, the following de-
compositions hold
rˆ = µˆI3 ⊕ rˆ′,
Rˇ ≡ κˇI3, rˇ ≡ 2κˇI3, in case (iii),
Rˇ = κˇI6 ⊕ Rˇ′, rˇ ≡ λˇI4 ⊕ rˇ′, in case (iv),
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where rˆ′ = rˆ|span{U4,··· ,Um}, Rˇ′ = Rˇ|span{Xi∧Xj |1≤i≤n, 5≤j≤n}, and rˇ′ = rˇ|span{X5,··· ,Xn}.
In particular, when m = 3, the fibres have constant sectional curvature. Simi-
larly, when 3 ≤ n ≤ 5, the base manifold Bn has constant sectional curvature.
More precisely and specifically, we have the following (c-d).
(c) When m = 3, if the equality in (iii) holds, then there exist some a > 0 such
that
(c1) all fibres are isometric to a manifold F 3 of constant sectional curvature
a;
(c2) the base manifold B3 has constant sectional curvature 8a;
(c3) the following identities hold:
|A|2 ≡ 24a,
Krs ≡ a, Kij ≡ −4a, Kir =
{ 0 for (i, r) = (1, 3), (2, 2), (3, 1)
4a otherwise,
Rrs ≡ 10aδrs, Rij ≡ 0, Rir ≡ 0,
where Krs, Kij, Kir (resp. Rrs, Rij, Rir) are sectional curvatures (resp.
Ricci curcatures) of M on the 2-planes spanned by {Ur, Us}, {Xi,Xj},
{Xi, Ur}, respectively, under the basis {Ur} and {Xi} given in case (b).
(d) When m = 3, if the equality in (iv) holds, then there exist some a > 0 such
that all fibres are isometric to a manifold F 3 of constant sectional curvature
a. In addition,
(d1) if n = 4, then the submersion pi is covered by the Hopf fibration pi0 :
S7( 1√
a
) → S4( 1
2
√
a
), i.e., there are two covering maps pi1 : S
7( 1√
a
) → M7
and pi2 : S
4( 1
2
√
a
)→ B4 such that pi2 ◦ pi0 = pi ◦ pi1;
(d2) if n = 5, then the base manifold B5 has constant sectional curvature 83a,
and the following identities hold (with the same notations as in (c3)):
|A|2 ≡ 12a,
Krs ≡ a, Kij =
{ −1
3 a for 1 ≤ i < j ≤ 4
8
3a for 1 ≤ i < j = 5,
Kir =
{ a for 1 ≤ i ≤ 4
0 for i = 5,
Rrs ≡ 6aδrs, Rij =
{ 14
3 aδij for 1 ≤ i, j ≤ 4
32
3 aδij for 1 ≤ i ≤ j = 5,
Rir ≡ 0.
Remark 1.1. As we mentioned previously, the Yang-Mills condition is implied by the
Einstein condition of M when the fibres are totally geodesic. Therefore, examples
satisfying our assumptions of the theorem are plentiful (cf. [2]). Note that the corre-
sponding pointwise inequalities with the same equality conclusions also hold when M
is not closed, provided that |A|2 is constant on M , which is also a condition implied by
the Einstein condition of M .
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Remark 1.2. Besides the classification problem, searching examples of Riemannian sub-
mersions in (c) and (d2) of the theorem might make sense to itself. For instance, if
M6 is simply connected with connected fibres in case (c), then B3 and F 3 are round
spheres and M6 = B3 × F 3 is a topological product but not Riemannian, nor warped
product (cf. Remark 9.57 in [2], and [17, 20]).
To conclude the introduction, we remark that as the Chern problem, the Peng-
Terng gap theorem and the classification problem of its equality case, all based on the
Simons inequality in submanifold geometry (cf. [4, 5, 10, 15, 18, 19, 22, 23, 28], etc.),
one can now ask the “dual” versions for Riemannian submersions with square norm of
the integrability tensor A instead of square norm of the second fundamental form h.
2. DDVV-type skew-symmetric matrix inequality
2.1. Notations and preparing lemmas. Throughout this section, we denote by
M(m,n) the space of m× n real matrices, M(n) the space of n × n real matrices and
o(n) the N := n(n−1)2 dimensional subspace of skew-symmetric matrices in M(n).
For every (i, j) with 1 ≤ i < j ≤ n, let E˜ij := 1√2(Eij − Eji), where Eij ∈ M(n)
is the matrix with (i, j) entry 1 and all others 0. Clearly {E˜ij}i<j is an orthonormal
basis of o(n). Let us take an order of the indices set S := {(i, j)|1 ≤ i < j ≤ n} by
(2.1) (i, j) < (k, l) if and only if i < k or i = k < j < l.
In this way we can identify S with {1, · · · , N} and write elements of S in Greek, i.e.
for α = (i, j) ∈ S, we can say 1 ≤ α ≤ N .
For α = (i, j) < (k, l) = β in S, direct calculations show that
(2.2) ‖[E˜α, E˜β ]‖2 =


1
2 , i < j = k < l or i = k < j < l or i < k < j = l;
0, otherwise,
and for any α, β ∈ S,
(2.3)
∑
γ∈S
〈 [E˜α, E˜γ ], [E˜β, E˜γ ] 〉 = (n− 2)δαβ ,
where δαβ = δikδjl, and 〈·, ·〉 is the standard inner product of M(n).
Let {Q˜α}α∈S be any orthonormal basis of o(n). There exists a unique orthogonal
matrix Q ∈ O(N) such that (Q˜1, · · · , Q˜N ) = (E˜1, · · · , E˜N )Q, i.e. Q˜α =
∑
β qβαE˜β for
Q = (qαβ)N×N . If we set Q˜α = (q˜αij)n×n, then q˜
α
ij = −q˜αji = 1√2qβα for β = (i, j) ∈ S.
Henceforth, this correspondence between an orthonormal basis {Q˜α}α∈S of o(n) and
an orthogonal matrix Q ∈ O(N) is regarded known.
Let λ1, · · · , λ[n
2
] be [
n
2 ] real numbers satisfying
∑
i λ
2
i =
1
2 and λ1 ≥ · · · ≥ λ[n2 ] ≥ 0.
Denote by I := {(i, j) ∈ S|(λi + λj)2 > 23} and n0 the number of elements of I. It is
easily seen that n0 = 0 when n = 3. Moreover, we have
8 J.Q. GE
Lemma 2.1. If I is not empty, i.e. n0 ≥ 1, then
I = {1} × {2, · · · , n0 + 1}, n0 + 1 ≤ [n
2
].
Proof. Obviously, by the assumptions of λi’s, (1, 2) ∈ I if I is not empty. It suffices to
prove that (2, 3) is not in I. Otherwise, we have
(λ1 + λ2)
2 ≥ (λ1 + λ3)2 ≥ (λ2 + λ3)2 > 2
3
,
and thus
4(λ21 + λ
2
2 + λ
2
3) ≥ (λ1 + λ2)2 + (λ1 + λ3)2 + (λ2 + λ3)2 > 2,
which contradicts with λ21 + λ
2
2 + λ
2
3 ≤
∑
i λ
2
i =
1
2 . 
Lemma 2.2. We have ∑
(i,j)∈I
(
(λi + λj)
2 − 2
3
)
≤ 1
3
,
where the equality holds if and only if n0 = 1, λ1 = λ2 =
1
2 and all other λj ’s 0.
Proof. By Lemma 2.1,
∑
(i,j)∈I
[(λi + λj)
2 − 2
3
] =
n0+1∑
j=2
(λ21 + λ
2
j + 2λ1λj)−
2
3
n0
= n0λ
2
1 +
n0+1∑
j=2
λ2j + 2λ1
n0+1∑
j=2
λj − 2
3
n0
≤ (n0 + 1)λ21 +
n0+1∑
j=2
λ2j +
( n0+1∑
j=2
λj
)2 − 2
3
n0
≤ (n0 + 1)
(
λ21 +
n0+1∑
j=2
λ2j
)
− 2
3
n0
≤ (n0 + 1)
∑
i
λ2i −
2
3
n0 =
n0 + 1
2
− 2
3
n0 ≤ 1
3
,
where the equality condition is easily seen from the proof. 
Lemma 2.3. For any Q ∈ O(N), α ∈ S and any subset Jα ⊂ S, we have∑
β∈Jα
(
‖[Q˜α, Q˜β ]‖2 − 2
3
)
≤ 2
3
.
Proof. Given α ∈ S, under some O(n) ⊂ K action, without loss of generality, we can
assume
Q˜α = diag
((
0 λ1
−λ1 0
)
, · · · ,
(
0 λ[n
2
]
−λ[n
2
] 0
)
, 0
)
,
where λ1 ≥ · · · ≥ λ[n
2
] ≥ 0,
∑
i λ
2
i =
1
2 and the last 0 exists only if n is odd.
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Put
(2.4) U := diag
((
1√
2
√−1√
2√−1√
2
1√
2
)
, · · · ,
(
1√
2
√−1√
2√−1√
2
1√
2
)
, 1
)
,
where the last 1 exists only if n is odd. Set Qˇγ := U
√−1Q˜γU∗ := (qˇγij) for γ ∈ S,
where U∗ denotes the conjugate transpose. Then the following identities can be easily
verified for k, l = 1, · · · , [n2 ] and k < l:
qˇγ2k−1,2k−1 = −qˇγ2k,2k = q˜γ2k−1,2k, qˇγn,n = 0 if n is odd;
qˇγ2k−1,2k = qˇ
γ
2k,2k−1 = 0;
qˇγ2k−1,2l−1 = −qˇγ2k,2l =
1
2
{(q˜γ2k−1,2l − q˜γ2k,2l−1) +
√−1(q˜γ2k−1,2l−1 + q˜γ2k,2l)};
qˇγ2k−1,2l = −qˇγ2k,2l−1 =
1
2
{(q˜γ2k−1,2l−1 − q˜γ2k,2l) +
√−1(q˜γ2k,2l−1 + q˜γ2k−1,2l)};
qˇγ2k−1,n =
√−1qˇγ2k,n = qˇγn,2k−1 = −
√−1qˇγn,2k =
1√
2
(−q˜γ2k,n +
√−1q˜γ2k−1,n) if n is odd.
In particular,
Qˇα = diag(λ1,−λ1, · · · , λ[n
2
],−λ[n
2
], 0) =: diag(u1, u2, · · · , un).
For any (i, j) ∈ S´ := {(i, j) ∈ S|(i, j) 6= (2k − 1, 2k), 1 ≤ k ≤ [n2 ]}, it follows from the
identities above that ∑
γ∈S
|qˇγij |2 =
1
2
.
As for the proof, we take (2k − 1, 2l − 1) ∈ S´ for example:
∑
γ∈S
|qˇγ2k−1,2l−1|2 =
∑
γ∈S
1
4
(
(q˜γ2k−1,2l)
2 + (q˜γ2k,2l−1)
2 + (q˜γ2k−1,2l−1)
2 + (q˜γ2k,2l)
2
−2q˜γ2k−1,2lq˜γ2k,2l−1 + 2q˜γ2k−1,2l−1q˜γ2k,2l
)
=
∑
γ∈S
1
8
(
(q(2k−1,2l)γ)2 + (q(2k,2l−1)γ)2 + (q(2k−1,2l−1)γ)2 + (q(2k,2l)γ)2
−2q(2k−1,2l)γq(2k,2l−1)γ + 2q(2k−1,2l−1)γq(2k,2l)γ
)
=
1
8
(1 + 1 + 1 + 1 + 0 + 0) =
1
2
.
Denote by Sˇ := {(i, j) ∈ S´|(ui − uj)2 > 23}. Since
∑
i λ
2
i =
1
2 , we find that uiuj < 0 for
(i, j) ∈ Sˇ and hence (ui, uj) = (λk,−λl) or (−λk, λl) for some (k, l) ∈ I. Then by the
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preceding identities and Lemma 2.2, we complete the proof of the lemma as follows:∑
β∈Jα
(
‖[Q˜α, Q˜β ]‖2 − 2
3
)
=
∑
β∈Jα
(
‖[Qˇα, Qˇβ]‖2 − 2
3
)
=
∑
β∈Jα
n∑
i,j=1
(
(ui − uj)2 − 2
3
)
|qˇβij|2
≤
∑
β∈Jα
2
∑
i<j
(
(ui − uj)2 − 2
3
)
|qˇβij|2
= 2
∑
β∈Jα
∑
(i,j)∈S´
(
(ui − uj)2 − 2
3
)
|qˇβij|2
≤ 2
∑
(i,j)∈Sˇ
(
(ui − uj)2 − 2
3
) ∑
β∈Jα
|qˇβij|2
≤ 2
∑
(i,j)∈Sˇ
(
(ui − uj)2 − 2
3
)∑
β∈S
|qˇβij|2
≤ 4
∑
(k,l)∈I
(
(λk + λl)
2 − 2
3
)1
2
≤ 2
3
.

Lemma 2.4. For any Q ∈ O(N) and α ∈ S, we have∑
β∈S
‖[Q˜α, Q˜β ]‖2 = n− 2.
Proof. It follows from (2.3) that∑
β∈S
‖[Q˜α, Q˜β]‖2 =
∑
βγτξη
qγαqξαqτβqηβ〈 [E˜γ , E˜τ ], [E˜ξ, E˜η ] 〉
=
∑
γτξη
qγαqξαδτη〈 [E˜γ , E˜τ ], [E˜ξ, E˜η ] 〉
=
∑
γξ
qγαqξα
∑
τ
〈 [E˜γ , E˜τ ], [E˜ξ, E˜τ ] 〉
=
∑
γξ
qγαqξα(n− 2)δγξ = (n− 2)
∑
γ
q2γα = n− 2.

Lemma 2.5. Let A,B be (n× n) real skew-symmetric matrices.
(i) If n = 3, then we have
‖[A,B]‖2 ≤ 1
2
‖A‖2‖B‖2,
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where the equality holds if and only if there is a P ∈ O(3) such that
PAP t = C1, PBP
t = aC2 + bC3,
where C1, C2, C3 are the matrices in Theorem 1.1 and a, b are real numbers.
(ii) If n ≥ 4, then we have
‖[A,B]‖2 ≤ ‖A‖2‖B‖2,
where the equality holds if and only if there is a P ∈ O(n) such that
PAP t = diag(D1, 0), PBP
t = a · diag(D2, 0) + b · diag(D3, 0),
where D1,D2,D3 are the matrices in Theorem 1.1 and a, b are real numbers.
Proof. (i) As A is now a (3× 3) real skew-symmetric matrix, there is a P ∈ O(3) such
that
PAP t =

 0 λ 0−λ 0 0
0 0 0

 = C1.
Denote by PBP t := (bij) ∈ o(3). Then direct computation shows that
[PAP t, PBP t] =

 0 0 λb230 0 −λb13
−λb23 λb13 0

 .
Thus
‖[A,B]‖2 = ‖[PAP t, PBP t]‖2 = 2λ2(b223 + b213) ≤
1
2
‖A‖2‖B‖2,
where the equality holds if and only if b12 = 0, i.e., PBP
t lies in Span{C2, C3}.
(ii) As A is now a (n × n) real skew-symmetric matrix, there is a P ∈ O(n) such that
PAP t = diag
((
0 λ1
−λ1 0
)
, · · · ,
(
0 λ[n
2
]
−λ[n
2
] 0
)
, 0
)
,
where λ1 ≥ · · · ≥ λ[n
2
] ≥ 0 and the last 0 exists only if n ≥ 4 is odd.
Let U be the unitary matrix defined in (2.4). Then we have
Aˇ := U
√−1PAP tU∗ = diag(λ1,−λ1, ..., λ[n
2
],−λ[n
2
], 0) := diag(u1, u2, ..., un).
Put
Bˇ := U
√−1PBP tU∗ := (bij), sgn(n) =
{ 1 for n odd,
0 for n even.
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Then it follows from the proof of Lemma 2.3 that b2k−1,2k = 0 and
‖[A,B]‖2 = ‖[Aˇ, Bˇ]‖2 =
n∑
i,j=1
(ui − uj)2|bij|2
= 2
(∑
k<l
[(λk − λl)2(|b2k−1,2l−1|2 + |b2k,2l|2) + (λk + λl)2(|b2k−1,2l|2 + |b2k,2l−1|2)]
)
+2(sgn(n))
∑
k
λ2k(|b2k−1,n|2 + |b2k,n|2)
≤ 2
(∑
k<l
(λ1 + λ2)
2(|b2k−1,2l−1|2 + |b2k,2l|2 + |b2k−1,2l|2 + |b2k,2l−1|2)
)
+2(sgn(n))
∑
k
λ21(|b2k−1,n|2 + |b2k,n|2)
≤ 2‖A‖2
(∑
k<l
(|b2k−1,2l−1|2 + |b2k,2l|2 + |b2k−1,2l|2 + |b2k,2l−1|2)
)
+‖A‖2(sgn(n))
∑
k
(|b2k−1,n|2 + |b2k,n|2)
≤ ‖A‖2‖B‖2.
Analyzing these inequalities, we find that the equality in this case holds if and only if
λ1 = λ2 =
1
2‖A‖, λj = 0 for j > 2, and all bij’s are zero except b14 = b¯41 and b23 = b¯32,
which is equivalent to that PAP t, PBP t are in the forms specified in the lemma. 
Now let ϕ :M(m,n) −→M(C2m, C2n) be the map defined by ϕ(A)(i,j)(k,l) := A(k li j ),
where C2m =
m(m−1)
2 , 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ n and A(k li j ) = aikajl − ailajk is the
determinant of the sub-matrix of A := (aij) with the rows i, j, the columns k, l, arranged
with the same ordering as in (2.1). It is easily seen that ϕ(In) = IC2n (preserving identity
matrices), ϕ(A)t = ϕ(At) and the following
Lemma 2.6. The map ϕ preserves the matrix product, i.e. ϕ(AB) = ϕ(A)ϕ(B) holds
for A ∈M(m,k), B ∈M(k, n).
We will also need the following exercise of linear algebra in the proof of the equality
case of Theorem 1.1.
Lemma 2.7. Let A, B be two matrices in M(m,n). Then AAt = BBt if and only if
A = BR for some R ∈ O(n).
2.2. Proof of Theorem 1.1. Let B1, · · · , Bm be any (n × n) real skew-symmetric
matrices. Their coefficients under the standard basis {E˜α}α∈S of o(n) are determined by
a matrix B ∈ M(N,m) as (B1, · · · , Bm) = (E˜1, · · · , E˜N )B. Taking the same ordering
as in (2.1) for 1 ≤ r < s ≤ m and 1 ≤ α < β ≤ N , we arrange
{
[Br, Bs]
}
r<s
,
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{
[E˜α, E˜β ]
}
α<β
into C2m, C
2
N -dimensional vectors respectively. We first observe that
([B1, B2], · · · , [Bm−1, Bm]) = ([E˜1, E˜2], · · · , [E˜N−1, E˜N ]) · ϕ(B).
Let C(E˜) denote the matrix inM(C2N ) defined by C(E˜)(α,β)(γ,τ) := 〈 [E˜α, E˜β ], [E˜γ , E˜τ ] 〉,
for 1 ≤ α < β ≤ N , 1 ≤ γ < τ ≤ N . Moreover we will use the same notation for {Br}
and {Q˜α}, i.e., C(B) and C(Q) respectively. Then it is obvious that
C(B) = ϕ(Bt)C(E˜)ϕ(B), C(Q) = ϕ(Qt)C(E˜)ϕ(Q).
Since BBt is a (N×N) semi-positive definite matrix, there exists an orthogonal matrix
Q ∈ SO(N) such that BBt = Q diag(x1, · · · , xN ) Qt with xα ≥ 0, 1 ≤ α ≤ N. Thus
m∑
r=1
‖Br‖2 = ‖B‖2 =
N∑
α=1
xα
and hence by Lemma 2.6,
m∑
r,s=1
‖[Br, Bs]‖2 = 2Tr C(B) = 2Tr ϕ(Bt)C(E˜)ϕ(B) = 2Tr ϕ(BBt)C(E˜)
= 2Tr ϕ(diag(x1, · · · , xN ))C(Q) =
N∑
α,β=1
xαxβ‖[Q˜α, Q˜β ]‖2.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Put d(n) := 13 if n = 3 and
2
3 if n ≥ 4. It follows from the
arguments above that the inequalities of the theorem are equivalent to the following
(2.5)
N∑
α,β=1
xαxβ‖[Q˜α, Q˜β ]‖2 ≤ d(n)
( N∑
α=1
xα
)2
, for any x ∈ RN+ , Q ∈ SO(N),
where RN+ := {0 6= x = (x1, ..., xN ) ∈ RN | xα ≥ 0, 1 ≤ α ≤ N}.
For n = 3, N = n(n−1)2 = 3 and by Lemma 2.5, we have ‖[Q˜α, Q˜β]‖2 ≤ 12 and thus∑
β∈S
‖[Q˜α, Q˜β]‖2 ≤ 1
2
× 2 = 1.
On the other hand, it follows from Lemma 2.4 that
∑
β∈S ‖[Q˜α, Q˜β]‖2 = n − 2 = 1.
Therefore, we get
‖[Q˜α, Q˜β]‖2 = 1
2
, for any α 6= β ∈ S.
In fact, this equality just says that the cross product of two orthogonal unit vectors
in R3 is still a unit vector if we identify o(3) with R3 and correspond the commutator
operator to the cross product. So in this case, the inequality (2.5) is equivalent to
x1x2 + x2x3 + x3x1 ≤ 1
3
(x1 + x2 + x3)
2, for any x ∈ R3+,
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which is easily verified by
x1x2+x2x3+x3x1− 1
3
(x1+x2+x3)
2 = −1
6
(
(x1−x2)2+(x2−x3)2+(x3−x1)2
)
≤ 0.
Note that the equality above holds if and only if x1 = x2 = x3 := λ
2, i.e., BBt = λ2I3,
which, by Lemma 2.7, is equivalent to that there is a R ∈ O(m) such that
(B1, · · · , Bm) = (E˜12, E˜13, E˜23) ·
(
λI3, 03×(m−3)
)
R = (C1, C2, C3, 0, · · · , 0)R.
This completes the proof of (i) of Theorem 1.1.
Now we consider the case (ii). Put
fQ(x) = F (x,Q) :=
N∑
α,β=1
xαxβ‖[Q˜α, Q˜β]‖2 − 2
3
( N∑
α=1
xα
)2
.
Then F is a continuous function defined on RN×SO(N) and thus uniformly continuous
on any compact subset of RN × SO(N). Let △ := {x ∈ RN+ |
∑
α xα = 1} and for any
sufficiently small ε > 0, △ε := {x ∈ △ | xα ≥ ε, 1 ≤ α ≤ N}. Also let
G := {Q ∈ SO(N) | fQ(x) ≤ 0, for all x ∈ △},
Gε := {Q ∈ SO(N) | fQ(x) < 0, for all x ∈ △ε}.
We claim that G = limε→0Gε = SO(N). Note that this implies (2.5) and thus proves
the inequality. In fact we can show
(2.6) Gε = SO(N) for any sufficiently small ε > 0.
To prove (2.6), we use the continuity method, in which we must prove the following
three properties:
(a) IN ∈ Gε (and thus Gε 6= ∅);
(b) Gε is open in SO(N);
(c) Gε is closed in SO(N).
Since F is uniformly continuous on △ε × SO(N), (b) is obvious.
Proof of (a). For any x ∈ △ε, fIN (x) =
∑N
α,β=1 xαxβ‖[E˜α, E˜β ]‖2 − 23
(∑N
α=1 xα
)2
.
It follows from (2.2) that
fIN (x) =
∑
i<j<k
(xijxjk + xijxik + xikxjk)− 2
3
(∑
i<j
xij
)2
<
∑
i<j<k
(xijxjk + xijxik + xikxjk)− 2
3
∑
i<j<k
2(xijxjk + xijxik + xikxjk)
< 0,
which means IN ∈ Gε. ✷
Proof of (c). We only need to prove the following a priori estimate: Suppose fQ(x) ≤ 0
for every x ∈ △ε. Then fQ(x) < 0 for every x ∈ △ε.
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The proof of this estimate is as follows: If there is a point y ∈ △ε such that
fQ(y) = 0, we can assume without loss of generality that
y ∈ △γε := {x ∈ △ε | xα > ε for α ≤ γ and xβ = ε for β > γ}
for some 1 ≤ γ ≤ N . Then y is a maximum point of fQ(x) in the cone spanned by △ε
and an interior maximum point in △γε . Hence there exist numbers bγ+1, · · · , bN and a
number a such that
(2.7)
(
∂fQ
∂x1
(y), · · · , ∂fQ∂xγ (y)
)
= 2a(1, · · · , 1),(
∂fQ
∂xγ+1
(y), · · · , ∂fQ∂xN (y)
)
= 2(bγ+1, · · · , bN )
or equivalently
(2.8)
N∑
β=1
yβ(‖[Q˜α, Q˜β]‖2)− 2
3
=
{ a α ≤ γ,
bα α > γ.
Hence
fQ(y) =
( γ∑
α=1
yα
)
a+
( N∑
α=γ+1
bα
)
ε = 0 and
γ∑
α=1
yα + (N − γ)ε = 1.
Meanwhile, we see
∂fQ
∂ν (y) = 2(aγ +
∑N
α=γ+1 bα) ≤ 0, where ν = (1, · · · , 1) is the
vector normal to △ in RN . For any sufficiently small ε (such as ε < 1/N), it follows
from the above three formulas that a ≥ 0. Without loss of generality, we assume
y1 = max{y1, · · · , yγ} > ε. Let J := {β ∈ S | ‖[Q˜1, Q˜β]‖2 ≥ 23}, and let n1 be the
number of elements of J . Now combining Lemma 2.3 , Lemma 2.4 and Equation (2.8)
will give a contradiction as follows:
2
3
≤ 2
3
+ a =
N∑
β=2
yβ‖[Q˜1, Q˜β]‖2
=
∑
β∈J
yβ(‖[Q˜1, Q˜β]‖2 − 2
3
) +
2
3
∑
β∈J
yβ +
∑
β∈S/J
yβ‖[Q˜1, Q˜β]‖2
≤ y1
∑
β∈J
(‖[Q˜1, Q˜β ]‖2 − 2
3
) +
2
3
∑
β∈J
yβ +
∑
β∈S/J
yβ‖[Q˜1, Q˜β]‖2
≤ 2
3
y1 +
2
3
∑
β∈J
yβ +
∑
β∈S/J
yβ‖[Q˜1, Q˜β ]‖2 ≤ 2
3
N∑
β=1
yβ =
2
3
.(2.9)
Thus
(2.10) a = 0 and
∑
β∈J
‖[Q˜1, Q˜β ]‖2 = 2
3
(n1 + 1) ≤ n− 2 < 2
3
N.
Hence S/(J∪{1}) 6= ∅, and the second “≤” in line (2.9) should be “<” by the definition
of J and the positivity of yβ for β ∈ S/(J ∪ {1}). ✷
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Now we consider the equality condition of (ii) of Theorem 1.1 in view of the proof
of the a priori estimate.
If there is an orthogonal matrix Q and a point y ∈ △ such that fQ(y) = 0, we can
assume without loss of generality that
y ∈ △γ := {x ∈ △ | xα > 0 for all α ≤ γ and xβ = 0 for all β > γ}
for some 2 ≤ γ ≤ N . Then y is a maximum point of fQ(x) in RN+ and an interior
maximum point in △γ . Therefore, we have the same conclusions as (2.7, 2.8, 2.9,
2.10) when γ ≤ n1 + 1, and all inequalities in the proof of Lemma 2.3 can be replaced
by equalities. So n0 = 1 by Lemma 2.2, Sˇ = {(1, 4), (2, 3)}, qˇβii = qˇβij = 0 for any
(i, j) ∈ S/Sˇ, β ∈ J , which imply that Q˜β is a linear combination of diag(D2, 0),
diag(D3, 0) for any β ∈ J . Hence, 1 ≤ n1 ≤ 2. But if n1 = 1, it follows from (2.10)
that ‖[Q˜1, Q˜β]‖2 = 43 > 1 for β ∈ J which contradicts with Lemma 2.5. So we have
n1 = 2 and 2 ≤ γ ≤ 3. If γ = 2, then it follows from Lemma 2.5 and (2.9) the following
contradiction:
2
3
= y2‖[Q˜1, Q˜2]‖2 ≤ 1
2
.
So we get γ = 3. By (2.9) again, we have y1 = y2 = y3 =
1
3 and yα = 0 for α > 3, and
‖[Q˜1, Q˜2]‖2 = ‖[Q˜1, Q˜3]‖2 = ‖[Q˜2, Q˜3]‖2 = 1,
from which we can conclude the equality case of (ii) of Theorem 1.1 by Lemmas 2.5
and 2.7. The proof of Theorem 1.1 is now completed. ✷
3. Simons-type inequality for Riemannian submersions
3.1. Moving frame method for Riemannian submersions. In this subsection we
present a treatment of basic materials about Riemannian submersions by moving frame
method.
Let pi : Mn+m → Bn be a Riemannian submersion. We denote by D, R, r
(resp. Dˆ, Rˆ, rˆ; Dˇ, Rˇ, rˇ) the Levi-Civita connection, the curvature operator and the
Ricci curvature on M (resp. on the fibres; on B) respectively. Around each point
x ∈ M , we can choose local orthonormal vertical vector fields {Un+1, · · · , Un+m} and
local orthonormal basic vector fields {X1, · · · ,Xn} which are horizontal and projectable
such that {Xˇ1 := pi∗X1, · · · , Xˇn := pi∗Xn} form a local orthonormal basis around
pi(x) ∈ B. Thus {X1, · · · ,Xn, Un+1, · · · , Un+m} form a local orthonormal basis of TM
around x ∈M and we denote by {ω1, · · · , ωn, ωn+1, · · · , ωn+m} the dual 1-forms on M
with respect to this basis, i.e.,
ωi(Xj) = δij , ωi(Ur) = ωr(Xi) = 0, ωr(Us) = δrs,
where, from now on, we use the convention for indices as follows:
h, i, j, k, l ∈ {1, · · · , n}; r, s, t, u, v ∈ {n+1, · · · , n+m}, α, β, γ, δ ∈ {1, · · · , n+m}.
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Also we denote by {ωˇ1, · · · , ωˇn} the dual 1-forms on B with respect to the basis
{Xˇ1, · · · , Xˇn} and by {ωˆn+1, · · · , ωˆn+m} the dual 1-forms on the fibre(s) with respect
to the basis {Un+1, · · · , Un+m}. Then the connection 1-forms {ωαβ} of D on M , the
connection 1-forms {ωˆrs} of Dˆ on the fibre(s) and the connection 1-forms {ωˇij} of Dˇ
can be defined as follows:
(3.1)
ωij = 〈DXi,Xj〉, ωir = 〈DXi, Ur〉 = −〈DUr,Xi〉 = −ωri, ωrs = 〈DUr, Us〉;
ωˆrs = 〈DˆUr, Us〉, ωˇij = 〈DˇXˇi, Xˇj〉,
where without confusion we denote by bracket simultaneously the metrics on M , B
and the fibres. Let {Ωαβ} (resp. {Ωˆrs}; {Ωˇij}) be the curvature 2-forms on M (resp.
on the fibres; on B ). Then we have the following structure equations:
(3.2)
{ dωα = ωαβ ∧ ωβ, ωαβ = −ωβα,
dωαβ = ωαγ ∧ ωγβ +Ωαβ;
(3.3)
{ dωˆr = ωˆrs ∧ ωˆs, ωˆrs = −ωˆsr,
dωˆrs = ωˆrt ∧ ωˆts + Ωˆrs;
(3.4)
{ dωˇi = ωˇij ∧ ωˇj, ωˇij = −ωˇji,
dωˇij = ωˇik ∧ ωˇkj + Ωˇij,
where, from now on, repeated indices are implicitly summed over, and we will write
the curvature forms as Ωαβ = −12Rαβγδωγ ∧ ωδ and so the Ricci curvature r = (Rαβ)
(resp. rˆ = (Rˆrs); rˇ = (Rˇij)) on M (resp. on the fibre(s); on B) can be expressed as
Rαβ = Rαγβγ (resp. Rˆrs = Rˆrtst; Rˇij = Rˇikjk).
Now since pi∗[Xi, Ur] = [Xˇi, pi∗Ur] = 0 and pi∗[Ur, Us] = [pi∗Ur, pi∗Us] = 0, [Xi, Ur]
and [Ur, Us] are vertical, thereby it follows from (3.1) and the definitions of the tensors
T and A in (1.4) that
(3.5)
T irs := ωri(Us) = 〈TUsUr,Xi〉 = −〈TUsXi, Ur〉 = T isr;
Arij := ωir(Xj) = 〈AXjXi, Ur〉 = −〈AXjUr,Xi〉 = ωij(Ur) = −Arji.
Hence one can see that the tensor T (or its coefficients {T irs}) is just the second funda-
mental form when it is restricted to vertical vector fields along the fibre(s). Meanwhile,
we find that
AXiXj = −AXjXi =
1
2
V [Xi,Xj ]
and thus
AXY =
1
2
V [X,Y ], for X, Y ∈ H ,
which shows that A measures the integrability of the horizontal distribution H and so
it is usually called the integrability tensor of pi. By (1.5) and (3.5), we have
(3.6) |A|2 =
∑
r,i,j
(Arij)
2.
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Moreover, formulas (3.5) imply the following equations:
(3.7)
ωir = A
r
ijωj − T irsωs,
ωij = pi
∗ωˇij +Arijωr.
Define the covariant derivatives of T irs and A
r
ij by
(3.8)
DT irs := dT
i
rs + T
i
tsωtr + T
i
rtωts + T
j
rsωji =: T
i
rsjωj + T
i
rstωt,
DArij := dA
r
ij +A
r
kjωki +A
r
ikωkj +A
s
ijωsr =: A
r
ijkωk +A
r
ijsωs.
Then it is easily seen from (3.5) and (3.8) that
(3.9)
T irsj = 〈(DXjT )UsUr,Xi〉 = T isrj , T irst = 〈(DUtT )UsUr,Xi〉 = T isrt,
Arijk = 〈(DXkA)XjXi, Ur〉 = −Arjik, Arijs = 〈(DUsA)XjXi, Ur〉 = −Arjis,
which are the only components of DT and DA that cannot be recovered from T and
A at a point (cf. [2, 21]). Taking deferential of (3.7) by using (3.8) and the structure
equations (3.2, 3.4) we get
(3.10) (DArij +A
r
ikA
s
jkωs + T
i
rsA
s
jkωk) ∧ ωj = (DT irs − T irtT ktsωk) ∧ ωs +Ωir,
Ωij = pi
∗Ωˇij + (ArijA
r
kl +A
r
ikA
r
jl)ωk ∧ ωl(3.11)
+(Arijk −AsijT ksr +AsjkT isr +AskiT jsr)ωk ∧ ωr
+(Arijs + T
i
tsT
j
tr +A
s
ikA
r
kj)ωs ∧ ωr.
Recall that the O’Neill’s formula {0} in [21] is just the Gauss equation on the fibre(s)
derived from the structure equations (3.2, 3.3) and can be written as
(3.12) Rrstu = Rˆrstu − T irtT isu + T istT iru.
Taking values of (3.10) on Us ∧ Ut, Xj ∧ Us and of (3.11) on Us ∧ Ur, Xk ∧ Ur and
Xk ∧Xl, respectively, we can get the O’Neill’s formulas {1, 2, 2′, 3, 4} in [21] as follows:
Rirst = T
i
rts − T irst,(3.13)
Rirjs = T
i
rsj +A
r
ijs − T irtT jts +ArikAsjk,(3.14)
Rijsr = A
s
ijr −Arijs +ArikAskj −AsikArkj + T itrT jts − T itsT jtr,(3.15)
Rijkr = −Arijk +AsijT ksr −AsjkT isr −AskiT jsr,(3.16)
Rijkl = Rˇijkl ◦ pi − 2ArijArkl −ArikArjl +ArilArjk.(3.17)
Taking value of (3.10) on Xj ∧Xk we get
Rirjk = A
r
ijk −Arikj + 2AsjkT irs,
which by combining with (3.9, 3.16) implies
(3.18) Arijk +A
r
jki +A
r
kij = A
s
jiT
k
sr +A
s
kjT
i
sr +A
s
ikT
j
sr.
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Reversing i and j, r and s in (3.14) and using (3.9) and the symmetry of the curvature
operator, we can get the following (cf. [2, 16]):
(3.19) Arijs +A
s
ijr = T
j
rsi − T irsj.
Let {Kαβ} (resp. {Kˆrs}; {Kˇij}) be the sectional curvatures of M (resp. of the
fibre(s); of B). Then it follows from (3.12-3.17) that
(3.20)
Krs = Kˆrs +
∑
i
(
(T irs)
2 − T irrT iss
)
,
Kir = T
i
rri −
∑
s(T
i
rs)
2 +
∑
j(A
r
ij)
2,
Kij = Kˇij ◦ pi − 3
∑
r(A
r
ij)
2,
where, unusually, repeated indices are not summed over. If the fibres are totally ge-
odesic, i.e., T = 0, then by (3.12-3.17) we have the following identities about Ricci
curvatures:
(3.21)
Rir = A
r
ikk = −〈δˇA(Xi), Ur〉,
Rrs = Rˆrs +A
r
ijA
s
ij ,
Rij = Rˇij ◦ pi − 2ArikArjk.
Hence if M is Einstein with totally geodesic fibres, then we have
(3.22) Rir = A
r
ikk = −〈δˇA(Xi), Ur〉 = 0,
which is equivalent to that the horizontal distribution H is Yang-Mills.
3.2. Laplacians of the integrability tensor. From now on, we assume that the
Riemannian submersion pi : Mn+m → Bn has totally geodesic fibres and Yang-Mills
horizontal distribution, i.e., T = 0 and Arikk = 0 (by (3.22)).
We define the covariant derivatives of Arijk and A
r
ijs by
(3.23)
DArijk := dA
r
ijk +A
r
ljkωli +A
r
ilkωlj +A
r
ijlωlk +A
s
ijkωsr =: A
r
ijklωl +A
r
ijksωs,
DArijs := dA
r
ijs +A
r
kjsωki +A
r
iksωkj +A
r
ijtωts +A
t
ijsωtr =: A
r
ijskωk +A
r
ijstωt.
The horizontal and vertical Laplacians of Arij are defined by
(3.24) △H Arij := Arijkk, △V Arij := Arijss,
while the horizontal and vertical Laplacians of a function f ∈ C∞(M) are defined by
(3.25) △H f := (XiXi −DXiXi)f, △V f := (UsUs −DUsUs)f.
It is easily seen that these Laplacians are well-defined and relate to the Laplace-Beltrami
operator △ of M by
△ = △H +△V .
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Moreover, since the fibres are totally geodesic, △V is just the Laplace-Beltrami oper-
ator, also denoted by △, along any fibre Fb when restricted to actions on functions of
Fb, i.e.,
(△V f)|Fb = △(f |Fb), for any f ∈ C∞(M).
Therefore, if M is closed, then for any function f ∈ C∞(M), we have
(3.26)
∫
M
△H f dVM = 0,
∫
M
△V f dVM = 0.
Taking differential of the second equation of (3.8) by using (3.8, 3.23) and the
structure equations (3.2) we get
DArijk ∧ ωk +DArijs ∧ ωs(3.27)
= −(ArhjAshkAsil +ArihAshkAsjl +ArhlAshkAsij +ArijsAskl)ωk ∧ ωl
−ArijlAslkωk ∧ ωs + (ArhjΩhi +ArihΩhj +AsijΩsr).
Evaluating (3.27) on Xk ∧Xl and Us ∧ Ut, respectively, we obtain
Arijlk −Arijkl(3.28)
= −(ArhjAshkAsil +ArihAshkAsjl +ArhlAshkAsij + 2ArijsAskl)
+(ArhjA
s
hlA
s
ik +A
r
ihA
s
hlA
s
jk +A
r
hkA
s
hlA
s
ij)
−(ArhjRhikl +ArihRhjkl +AsijRsrkl),
Arijts −Arijst = −(ArhjRhist +ArihRhjst +AuijRurst).(3.29)
Now since T = 0 and Arikk = 0, by combining the identities (3.5, 3.9, 3.15, 3.17, 3.18,
3.19, 3.24) with (3.28, 3.29), we can calculate the Laplacians of the integrability tensor
A as follows:
〈A,△H A〉 := Arij(△H Arij) = ArijArijkk(3.30)
= Arij(−Arjkik −Arkijk) = 2ArijArikjk = 2Arij(Arikjk −Arikkj)
= 2Arij
(
− (ArhkAshkAsij + 2AriksAskj) + 2ArhkAshjAsik
−(ArhkRhikj +ArihRhkkj +AsikRsrkj)
)
= 2Arij
(
2ArihA
s
hkA
s
kj + 2A
r
hkA
s
hjA
s
ik
−(ArhkRˇhikj ◦ pi +ArihRˇhkkj ◦ pi)− 2AsikRsrkj
)
= −2‖[Ar, As]‖2 −ArijArhkRˇijhk ◦ pi + 2ArijArihRˇjh ◦ pi − 4ArijAsikRsrkj,
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〈A,△V A〉 := Arij(△V Arij) = ArijArijss(3.31)
= −ArijAsijrs = Arij(Asijsr −Asijrs)
= −Arij(AshjRhirs +AsihRhjrs +AuijRusrs)
= 2ArijA
s
ikRsrkj −ArijAsijRˆrs,
where we denote by Ar := (Arij) the (n × n) skew-symmetric matrix corresponding
to the operator AUr : TM → TM defined by AUr(Xi) := AXiUr = ArijXj , and the
square norm of the Lie bracket in the last line of (3.30) is implicitly summed over all
the indices r and s.
3.3. Simons-type inequality. In this subsection we will derive the Simons-type in-
equality rendered in Theorem 1.2 for Riemannian submersions with totally geodesic
fibres and Yang-Mills horizontal distributions.
We denote by ∇H (resp. ∇V ) the restriction to the horizontal (resp. vertical)
distribution of the covariant derivative D on M , i.e.,
∇H W := (DW )|H , ∇V W := (DW )|V , for any tensor W on M.
From (3.6, 3.24, 3.25) we can derive the following
(3.32)
1
2
△H |A|2 = 〈A,△H A〉+ |∇H A|2, 1
2
△V |A|2 = 〈A,△V A〉+ |∇V A|2.
Combining (3.15, 3.16, 3.19, 3.28, 3.29, 3.32) we obtain
(
1
2
△H + 2△V )|A|2(3.33)
= −2‖[Ar, As]‖2 −ArijArhkRˇijhk ◦ pi + 2ArijArihRˇjh ◦ pi − 4ArijAsijRˆrs
+4ArijA
s
ikRsrkj + |Arijk|2 + 4|Arijs|2
= −‖[Ar, As]‖2 −ArijArhkRˇijhk ◦ pi + 2ArijArihRˇjh ◦ pi − 4ArijAsijRˆrs
+|Rijkr|2 + |Rsrij|2,
where, from now on, the indices within square norms are also implicitly summed over.
If M is closed, then by (3.26, 3.33) we get
(3.34)
∫
M
(
‖[Ar, As]‖2 + 4ArijAsijRˆrs +ArijArhkRˇijhk ◦ pi − 2ArijArihRˇjh ◦ pi
)
dVM ≥ 0.
As defined before Theorem 1.2 in Section 1, for x ∈ M , κˇ(x) is the largest eigen-
value of the curvature operator Rˇ of B at pi(x) ∈ B, λˇ(x) is the lowest eigenvalue of
the Ricci curvature rˇ of B at pi(x) ∈ B and µˆ(x) is the largest eigenvalue of the Ricci
curvature rˆ of the fibre at x. Then the inequality (3.34) induces the following:
(3.35)
∫
M
(
‖[Ar, As]‖2 + 4µˆ|A|2 + 2κˇ|A|2 − 2λˇ|A|2
)
dVM ≥ 0.
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When n = 2, it is obvious that [Ar, As] = 0 and κˇ = λˇ. Thus by (3.35) we have∫
M
|A|2µˆ dVM ≥ 0,
which verifies the first case (i) of Theorem 1.2.
When m = 1, the first two terms of (3.35) vanish and thus∫
M
|A|2(κˇ− λˇ) dVM ≥ 0,
which proves the second case (ii) of Theorem 1.2.
The last two cases (iii, iv) of Theorem 1.2 can be derived immediately by applying
the inequalities (i, ii) of Theorem 1.1 to (3.35) respectively. This interaction originally
occurs between the DDVV inequality (1.2) and the Simons integral inequality as we
mentioned in the introduction.
3.4. Equality conclusions. In this subsection we will complete the proof of Theo-
rem 1.2 by verifying the conclusions (a-d) for equality conditions of the Simons-type
inequality case by case.
Firstly, it is a well-known fact that the total space M of a Riemannian submersion
with vanishing T and A is (at least locally) a Riemannian product B × F , and vice
versa. Henceforth, we assume that A 6= 0. The proof of (a-d) of Theorem 1.2 goes on
as follows:
(a) In each case of (i-iv) of Theorem 1.2, the equality assumption of the integral
inequality compels (3.34) to attain its equality simultaneously, which then by (3.26,
3.33) shows immediately
(3.36) Rijkr ≡ 0, Rsrij ≡ 0.
Now since the fibres are totally geodesic, the Ricci equation on any fibre Fb shows that
the normal curvature Rˆ⊥srij of Fb equals Rsrij and thus vanishes. So each fibre has flat
normal bundle in M . Moreover, it follows from (3.15, 3.16, 3.19, 3.36) that
(3.37) Arijk = 0, A
r
ijs =
1
2
[Ar, As]ij .
Noticing that the covariant derivative of |A|2 can be calculated from (3.37) as
D|A|2 = 2ArijArijkωk + 2ArijArijsωs = 0,
we arrive at the conclusion that |A|2 ≡ Const =: C > 0. Then by (3.30-3.32) and
(3.36, 3.37), we have
1
2
△H |A|2 = −2‖[Ar, As]‖2 −ArijArhkRˇijhk ◦ pi + 2ArijArihRˇjh ◦ pi ≡ 0,(3.38)
1
2
△V |A|2 = −ArijAsijRˆrs +
1
4
‖[Ar, As]‖2 ≡ 0.(3.39)
Now we come to prove the subcases (a1-a4) of (a) as follows.
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(a1) Now n = 2 and [Ar, As] ≡ 0. So by the definition of µˆ and (3.39), we get
|A|2µˆ ≥ ArijAsijRˆrs = 0,
whereas |A|2 ≡ C > 0 and ∫M |A|2µˆdVM = 0 by assumption.
This proves that µˆ ≡ 0.
(a2) Now m = 1 and [Ar, As] ≡ 0. So by the definitions of κˇ, λˇ and (3.38), we get
|A|2(κˇ− λˇ) ≥ 1
2
ArijA
r
hkRˇijhk ◦ pi −ArijArihRˇjh ◦ pi = 0,
whereas |A|2 ≡ C > 0 and ∫M |A|2(κˇ− λˇ)dVM = 0 by assumption.
This proves that κˇ− λˇ ≡ 0.
(a3) Now the equality assumption implies that the inequality in (i) of Theorem 1.1
(with Br = A
r) attains its equality, i.e.,
(3.40)
∑
r,s
‖[Ar, As]‖2 = 1
3
(∑
r
|Ar|2
)2
=
1
3
|A|4 = 1
3
C2.
Then by the definitions of µˆ, κˇ, λˇ and (3.38, 3.39), we have
|A|2µˆ ≥ ArijAsijRˆrs =
1
4
‖[Ar, As]‖2 = 1
12
C2,
|A|2(κˇ− λˇ) ≥ 1
2
ArijA
r
hkRˇijhk ◦ pi −ArijArihRˇjh ◦ pi = −‖[Ar, As]‖2 = −
1
3
C2,
whereas |A|2 ≡ C > 0 and ∫M |A|2(16 |A|2+2µˆ+κˇ−λˇ) dVM = 0 by assumption.
This proves that µˆ ≡ 112C, κˇ− λˇ ≡ −13C.
(a4) The proof is almost the same with that of (a3) except for that the coefficient
1
3 in (3.40) would be substituted by
2
3 . So we omit it here.
(b) If the equality in (iii) (resp. (iv)) holds, as in the proof of (a3), the inequality
in (i) (resp. (ii)) of Theorem 1.1 (with Br = A
r) attains its equality, thereby, under
some K = O(n) × O(m) action which can be realized by a choice of an orthonormal
horizontal basis {X1, · · · ,Xn} and of an orthonormal vertical basis {Un+1, · · · , Un+m},
the matrices Ar’s are all equal to zero except An+1, An+2, An+3, which are in the forms
of C1, C2, C3 (resp. diag(D1, 0), diag(D2 , 0), diag(D3 , 0)). Noticing that now we have
|A|2 = |An+1|2 + |An+2|2 + |An+3|2 ≡ C > 0,
we derive that m ≥ 3. Moreover, we can rewrite An+1, An+2, An+3 as follows:
(3.41)
An+1 =
√
C
6

 0 1 0−1 0 0
0 0 0

 , An+2 =√C6

 0 0 10 0 0
−1 0 0

 ,
An+3 =
√
C
6

 0 0 00 0 1
0 −1 0

 for equality case of (iii);
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(3.42)
An+1 =
√
C
12


0 1 0 0−1 0 0 0
0 0 0 1
0 0 −1 0
0
0 0

 , An+2 =√ C12


0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
0
0 0

 ,
An+3 =
√
C
12


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
0
0 0

 for equality case of (iv),
where 0 in the diagonals of (3.42) is a zero matrix of order (n− 4). As in the proof of
(a3), we have the following equations if the equality in (iii) or (iv) holds:
(3.43) |A|2µˆ = ArijAsijRˆrs, |A|2κˇ =
1
2
ArijA
r
hkRˇijhk ◦ pi, |A|2λˇ = ArijArihRˇjh ◦ pi.
Using the formulas (3.41) for equality case of (iii), the equations (3.43) can be
turned to the following:
µˆ = 13(Rˆn+1 n+1 + Rˆn+2 n+2 + Rˆn+3 n+3),
κˇ = 13(Rˇ1212 ◦ pi + Rˇ1313 ◦ pi + Rˇ2323 ◦ pi),
λˇ = 13 (Rˇ11 ◦ pi + Rˇ22 ◦ pi + Rˇ33 ◦ pi).
Then recalling the definitions of µˆ, κˇ, λˇ, we obtain the following decompositions for
rˆ, Rˇ, rˇ for equality case of (iii):
rˆ = µˆI3 ⊕ rˆ′, Rˇ ≡ κˇI3, rˇ ≡ λˇI3,
where rˆ′ = rˆ|span{U7,··· ,U3+m} if m ≥ 4 and 0 if m = 3, λˇ = 2κˇ because of n = 3 now.
Similarly, using the formulas (3.42) for equality case of (iv) and the first Bianchi
identity, the equations (3.43) can be turned to the following:
µˆ = 13(Rˆn+1 n+1 + Rˆn+2 n+2 + Rˆn+3 n+3),
κˇ = 16(Rˇ1212 ◦ pi + Rˇ1313 ◦ pi + Rˇ1414 ◦ pi + Rˇ2323 ◦ pi + Rˇ2424 ◦ pi + Rˇ3434 ◦ pi),
λˇ = 14 (Rˇ11 ◦ pi + Rˇ22 ◦ pi + Rˇ33 ◦ pi + Rˇ44 ◦ pi).
Then recalling the definitions of µˆ, κˇ, λˇ, we obtain the following decompositions for
rˆ, Rˇ, rˇ for equality case of (iv):
rˆ = µˆI3 ⊕ rˆ′, Rˇ = κˇI6 ⊕ Rˇ′, rˇ ≡ λˇI4 ⊕ rˇ′,
where rˆ′ = rˆ|span{Un+4,··· ,Un+m} ifm ≥ 4 and 0 ifm = 3, Rˇ′ = Rˇ|span{Xi∧Xj |1≤i≤n, 5≤j≤n}
and rˇ′ = rˇ|span{X5,··· ,Xn} if n ≥ 5 and 0 if n = 4.
From the decompositions, if m = 3, then we can see that the 3-dimensional fibres
have constant Ricci curvature and thus have constant sectional curvature; if n = 3 or
4, then the base manifold Bn has constant sectional curvature; if n = 5, then by the
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definitions of κˇ, λˇ we have
λˇ ≤ Rˇ55 = Rˇ1515 + Rˇ2525 + Rˇ3535 + Rˇ4545 ≤ 3κˇ+ Rˇi5i5,
λˇ = Rˇii =
5∑
j=1
Rˇijij = 3κˇ+ Rˇi5i5, for i = 1, 2, 3, 4.
These prove that Rˇi5i5 = κˇ for i = 1, 2, 3, 4, and so the base manifold B
5 has constant
sectional curvature.
(c) Now m = 3, n = 3 and the equality in (iii) holds. In (b) we have proved that
both of the fibres and the base manifold B3 have constant sectional curvature. Due to
a result of Hermann [17] we see that the fibres are all isometric. Reset |A|2 ≡ C =:
24a > 0, then by (a3) and (b) we get
µˆ = 2a, λˇ = 2κˇ = 16a,
which deduce the conclusions of (c1) and (c2).
The identities in (c3) can be calculated from the formulas (3.20, 3.21, 3.41). In
fact, since we have T = 0 and Aikk = 0, the formulas (3.20, 3.21) turn into the following:
(3.44)
Krs = Kˆrs, Kir =
∑
j(A
r
ij)
2, Kij = Kˇij ◦ pi − 3
∑
r(A
r
ij)
2;
Rir = 0, Rrs = Rˆrs +A
r
ijA
s
ij , Rij = Rˇij ◦ pi − 2ArikArjk.
Then using formulas (3.41, 3.44) and the known facts that Kˆrs = a, Kˇij = 8a, we
complete the proof. One should notice that the index range for r in (c3) is {1, 2, 3}
rather than {n+ 1, n + 2, n + 3} (n = 3) here.
(d) Based on results of (b) and formulas (3.42, 3.44), the proof of the assertions for
(d2) and the heading paragraph of (d) are exactly the same with that of (c) despite that
we reset |A|2 ≡ C =: 12a > 0 here in view of (a4). As for (d1), we first calculate the
sectional curvatures of B4 and M7 respectively and find that B has constant sectional
curvature 4a and M has constant sectional curvature a. In fact, by (a4), (b) and (3.42,
3.44) we know that
µˆ = 2a, λˇ = 3κˇ = 12a, Krs = Kir = Kij = a.
Hence, M7 is covered by S7( 1√
a
), B4 is covered by S4( 1
2
√
a
) and we denote by
pi1, pi2 the corresponding covering maps. Thus there is a Riemannian submersion pi0 :
S7( 1√
a
)→ S4( 1
2
√
a
) (lift map of pi◦pi1 through pi2) such that pi2◦pi0 = pi◦pi1. Recall that
Ranjan [24] showed that pi0 : S
7( 1√
a
) → S4( 1
2
√
a
) is equivalent to the Hopf fibration
(see also [12]). Without loss of generality, we can assume that pi0 is just the Hopf
fibration, since otherwise we can alter pi1, pi2 by taking compositions with corresponding
isometries (bundle isometry between pi0 and the Hopf fibration) of S
7( 1√
a
) and S4( 1
2
√
a
)
respectively. The proof of (d1) is now completed.
In conclusion, the proof of Theorem 1.2 is now completed.
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