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Abstract: This is a review of recent developments in the study of perturbative gauge
theory and gravity using action functionals on twistor space. It is intended to provide
a user-friendly introduction to twistor actions, geared towards researchers or graduate
students interested in learning something about the utility, prospects, and shortcomings of
this approach. For those already familiar with the twistor approach, it should provide a
condensed overview of the literature as well as several novel results of potential interest.
This work is based primarily upon the author’s D.Phil. thesis.
We first consider four-dimensional, maximally supersymmetric Yang-Mills theory as
a gauge theory in twistor space. We focus on the perturbation theory associated to this
action, which in an axial gauge leads to the MHV formalism. This allows us to efficiently
compute scattering amplitudes at tree-level (and beyond) in twistor space. Other gauge
theory observables such as local operators and null polygonal Wilson loops can also be
formulated twistorially, leading to proofs for several correspondences between correlation
functions and Wilson loops, as well as a recursive formula for computing mixed Wilson
loop / local operator correlators. We then apply the twistor action approach to general
relativity, using the on-shell equivalence between conformal and Einstein gravity. This
can be extended to N = 4 supersymmetry. The perturbation theory of the twistor action
leads to formulae for the MHV amplitude with and without cosmological constant, yields a
candidate for the Einstein twistor action, and induces a MHV formalism on twistor space.
Appendices include discussion of super-connections and Coulomb branch regularization on
twistor space.
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1 Introduction
Twistor theory, as first outlined by Roger Penrose in the late 1960s [1], is a program which
relates physical objects on (in general, complex) Minkowski space-time to geometrical data
in complex projective spaces called twistor spaces. This general picture of representing
physics by complex geometry is captured by three of the classic results in twistor theory,
each of which is an equivalence: between zero-rest-mass fields on space-time and coho-
mology on twistor space (the Penrose transform) [2]; between Yang-Mills instantons on
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space-time and holomorphic vector bundles over twistor space (the Ward Correspondence)
[3]; and between self-dual four-manifolds and integrable complex structures on twistor space
(the non-linear graviton) [4].
Since its inception, twistor theory has provided proofs for theorems in classical general
relativity [5–7]; informed the study of integrable systems [8–10]; and been of utility in a wide
array of mathematical and physical applications (e.g., [11–13]). Despite these advances,
twistor theory had fallen well short of its initial ambitions, namely: to serve as a unifying
mathematical framework for describing both quantum field theory and gravity. By the
early 2000s, this failure could be captured by two fundamental problems which had proven
insurmountable in the preceding decades: the ‘googly problem’, and the inability to make
meaningful contact with quantum field theory.
The first of these captures the difficulty of dealing with arbitrarily curved space-times
in twistor theory. The non-linear graviton construction indicates that traditional twistor
methods can be applied to any four-manifold whose anti-self-dual Weyl curvature vanishes;
but for real Lorentzian space-times, the only example of such a space-time is Minkowski
space itself. Hence, it seemed impossible for any progress to be made if twistors could not
be adapted to the most basic of situations in general relativity. This issue is also present
at the level of gauge theory: the Ward correspondence treats only self-dual gauge bundles
on space-time. Much effort was dedicated to overcoming this problem starting in the late
1970s, but diminishing returns soon turned this arena of research into a no-man’s land.
The second problem is equally fundamental: in spite of constructs such as the Penrose
transform and Ward correspondence, there was no clear proposal for how twistor theory
could be used to make contact with basic questions in quantum field theory. In particular,
how could twistors be used to compute physical observables like scattering amplitudes or
cross-sections in a gauge theory? Once again, for a theory aiming to provide a mathemat-
ical formalism for both gravity and quantum field theory, this was a rather embarrassing
problem. While Hodges’ twistor diagram formalism did make some progress in this area
[14], twistor theory had by-and-large failed to make an impact on the study of quantum
field theory.
This state of affairs changed dramatically in 2003/4, when Witten discovered that scat-
tering amplitudes in (planar) maximally supersymmetric (N = 4) super-Yang-Mills theory
could be computed, at least at tree-level, via a topological B string theory in twistor space
[15]. This not only provided an answer to the second fundamental question plaguing twistor
theory, but also gave a perturbative solution to the googly problem. In the twistor-string
setting, the anti-self-dual interactions of the theory are accounted for by D1-instantons in
the target space.1
Twistor-string theory has spurred an impressive list of advances in our understanding
of gauge theory in general, and the planar sector of N = 4 super-Yang-Mills in particular.
It has led to the development of efficient techniques for computing scattering amplitudes
which are non-obvious from the space-time Lagrangian (such as the MHV formalism [17]
1Or alternatively, by a sum over worldsheet instantons in a heterotic formulation of twistor-string theory
[16].
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and BCFW recursion [18]), and this in turn has influenced the computation of real processes
in QCD which are measured at particle colliders (e.g., [19]). It has motivated the study of
dual conformal symmetry and the discovery of an infinite dimensional symmetry algebra
associated with the scattering amplitudes of N = 4 super-Yang-Mills [20]. Furthermore, it
is an important influence behind emergent space-time proposals such as the Grassmannian
formalism of Arkani-Hamed and collaborators [21, 22], as well as numerous other insights
and advances.
While Witten’s theory correctly describes planar gauge theory at tree level [23, 24], it
is not without its problems. The most glaring is that the gravitational degrees of freedom in
the string theory correspond to conformal super-gravity, a theory which is widely believed
to be non-physical [25]. Since these conformal gravity modes will run in loops, gauge theory
scattering amplitudes calculated by twistor-string will be contaminated beyond tree-level.
Recently, Skinner proposed a new twistor-string theory which eliminates the modes of
conformal gravity and, in the flat-space limit, correctly produces the tree-level S-matrix
of N = 8 supergravity from the worldsheet theory [26]. The key difference between this
theory and all previous twistor-string theories is the addition of worldsheet supersymmetry;
anomaly cancellation conditions then uniquely restrict to a twistor space which manifests
the maximal N = 8 gravitational supersymmetry. While Skinner’s model undoubtedly
represents an incredible breakthrough for the twistor approach, there are still many facets
of the theory which are not properly understood: it is unclear how- or if- the theory
describes the analogues of scattering amplitudes for non-flat backgrounds (i.e., gauged
supergravity on anti-de Sitter space), and while anomaly-free for any genus worldsheet,
it is not known if the theory correctly computes scattering amplitudes beyond tree level
(even at the level of a loop integrand).
The most successful solution to the puzzle of studying gauge theory without gravity
has been the twistor action proposal of Mason [27]. This approaches gauge theory via an
action functional on twistor space which is the classical generating functional for the gauge
theory degrees of freedom in twistor-string theory, completely eliminating gravity from the
picture! This means that physical observables can be studied to all orders in perturbation
theory using the twistor action. On the gravitational side, Mason also found a twistor
action functional for conformal gravity, and the existence of Skinner’s twistor-string hints
that an action for Einstein gravity itself should also exist.
In this review, we study twistor actions as theories in their own right. That is, we
consider the twistor action as the primary object (rather than the space-time theory) and
attempt to study the basic structures of gauge theory and gravity from an intrinsically
twistorial point of view. As we shall see, asking rather basic questions about the twistor
action (e.g., ‘What are its Feynman rules?’) leads to surprisingly interesting answers (e.g.,
a derivation of the MHV formalism). Furthermore, studying basic physical observables
(such as correlation functions and Wilson loops) in twistor space allows us to prove powerful
statements about space-time physics.
Much of our presentation will focus on results which have already appeared in published
form elsewhere; our aim is to provide a coherent and self-contained explanation of these
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findings which (hopefully) also incorporates a novel presentation. However, there are many
results included here which have not been published before. These range from technical
lemmas which may catch the eye of twistor theorists, to more general findings which may
interest researchers interested in scattering amplitudes and the ways in which they can be
studied using twistor theory.
Section 2 contains review material pertaining to flat-space twistor theory, some basic
calculational tools, and N = 4 super-Yang-Mills. In particular, we discuss the twistor
correspondence between points in (complex) Minkowski space and linearly embedded Rie-
mann spheres in twistor space, and introduce the concepts of Penrose transform and Ward
correspondence. We also set out a calculus of distributional forms which will be used
throughout the paper, and discuss some salient features of N = 4 super-Yang-Mills theory
(SYM). The reader who is already acquainted with these issues could skim this section in
order to progress more quickly.
Section 3 deals with the twistor action of N = 4 SYM (first given in [28]). We discuss
the gauge freedom and perturbation theory of this action, and demonstrate how it can
be used to arrive at a twistorial derivation of the MHV formalism. This also leads to a
natural method for computing the scattering amplitudes of N = 4 SYM on twistor space
itself [29] which manifests superconformal symmetry, and should be contrasted against
the momentum twistor approach of [30], which computes the integrand of a scattering
amplitude divided by a tree-level MHV factor and manifests dual superconformal symme-
try. The twistor action thereby allows us to compute the entire tree-level S-matrix of the
gauge theory, and we also discuss the prospects for computing loop-level amplitudes in this
formalism.
In Section 4, we consider other natural observables in gauge theory from a twistor per-
spective: correlation functions involving local operators and null polygonal Wilson loops.
We show that these operators have an algebro-geometric formulation in twistor space, and
their expectation values can be computed using the Feynman rules of the twistor action
developed in the preceding section. This allows us to provide proofs (at the level of the
loop integrand) for the supersymmetric correlation function / Wilson loop correspondence
[31] as well as several conjectures regarding mixed Wilson loop / local operator correlators
[32]. Additionally, we can build on the BCFW deformation of the Wilson loop in twistor
space [33] to derive novel recursion relations for these mixed operators.
We switch our focus from gauge theory to gravity in Section 5, beginning with a
review of the basic result in twistor theory for curved space-times: the non-linear graviton
construction. We then discuss the embedding of Einstein gravity into conformal gravity on
an asymptotically de Sitter background [34]. Using the Plebanski formalism, we can state
this embedding precisely at the level of generating functionals for the MHV amplitudes of
the two theories. On twistor space, we introduce the twistor action for conformal gravity
and its minimal N = 4 supersymmetric extension, and reduce its degrees of freedom
to those of Einstein gravity. This not only gives a twistorial expression for the MHV
generating functionals, but also produces a candidate twistor action for Einstein gravity
[35]. As an interesting curiosity, we also discuss the possibility of formulating twistor
actions for non-minimal N = 4 conformal supergravity, such as the theory which arises
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from the gravitational degrees of freedom in the Berkovits-Witten twistor-string [25].
Section 6 is dedicated to studying the perturbation theory associated with the confor-
mal gravity twistor action reduced to Einstein states, as well as the Einstein twistor action
itself. We show that the vertices for both of these actions correspond to the MHV ampli-
tudes of Einstein gravity (with cosmological constant); this is accomplished by translating
the iterative solution of an integral equation determining the scattering background into a
diagram calculus on the Riemann sphere. We show that the resulting formulae are gauge
invariant and limit onto Hodges’ formula for the MHV amplitude [36] when the cosmolog-
ical constant is sent to zero. We then discuss the propagator structure on twistor space,
arguing that it induces a MHV formalism for Einstein gravity. We conclude by providing
an additional formula for the MHV amplitude which is based on BCFW recursion.
Section 7 concludes with a discussion of open questions and future directions related
to this work. Appendices A and B provide some results which are useful supplements to
our discussions. Appendix A presents some results concerning superconnections in N = 4
super-Yang-Mills theory, while Appendix B defines a Coulomb branch twistor action and
derives the massive MHV formalism on twistor space.
1.1 Advice for the Reader
This review is adapted from the author’s D.Phil. thesis, and a word of warning may prove
useful to the reader. In particular, the reader may find that the degree of precision varies
substantially throughout the text: some (rather minor) results are proved explicitly while
others are simply outlined or referenced. I hope that this has not been done haphazardly:
my aim has been to include proofs of any results which have not appeared explicitly in
prior literature, while being more concise regarding those results which can easily be looked
up in extant papers. An exception to this heuristic is Section 4, where the proofs of
correspondences between Wilson loops and certain correlation functions are particularly
illustrative.
Additionally, it should be possible to read many of the sections in a self-contained
manner. Section 2 should provide background for all the gauge theory considerations
covered in this review, and all the new machinery needed for gravity is covered in the
beginning of Section 5. So a reader who is only interested in null limits of correlation
functions can skip to Section 4 without missing anything essential in Section 3. The two
appendices on N = 4 superconnections (Appendix A) and the Coulomb branch of N = 4
Yang-Mills (Appendix B) are also largely stand-alone, and composed of mostly unpublished
material. Throughout, I have also tried to assemble a relatively comprehensive list of
references, which the reader should find helpful in filling the many gaps which are sure to
be found in this review.
Finally, I have appropriated terms such as ‘lemma’ or ‘proposition’ in order to highlight
concrete, important results. Some proofs are obviously more rigorous than others, and we
often take for granted such constructs as manipulation inside a path integral, or working
with a loop integrand. I have attempted to foreground any such assumptions, and to be
honest about the degree to which they are essential in any given proof.
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1.2 Summary of Results
For the reader’s convenience, we list here the main results presented in this review:
• (Proposition 3.1) Derivation of the MHV formalism from the twistor action.
• (Section 3.4) The full tree-level S-matrix of N = 4 super-Yang-Mills theory as scat-
tering amplitudes of the twistor action.
• (Proposition 4.1) Proof of the supersymmetric correlation function / Wilson loop
correspondence.
• (Proposition 4.2, 4.3) Proofs of conjectures relating mixed Wilson loop / local oper-
ator correlators to null limits of correlation functions.
• (Proposition 4.4) BCFW-like recursion relations for mixed Wilson loop / local oper-
ator correlators.
• (Proposition 5.2) Equivalence between the MHV generating functionals of conformal
and Einstein gravity on de Sitter space.
• (Section 6.1) Perturbation theory for the conformal gravity twistor action reduced to
Einstein degrees of freedom.
• (Section 6.2) MHV amplitude with cosmological constant on twistor space.
• (Proposition 6.1) BCFW formula for the gravitational MHV amplitude with cosmo-
logical constant in twistor space.
• (Proposition A.1) Derivation of N = 4 super-Yang-Mills superconnections from inte-
grability conditions.
• (Proposition B.1) Twistor action for the Coulomb branch of N = 4 super-Yang-Mills.
• (Appendix B.3) Derivation/proof of the massive MHV formalism from the Coulomb
branch twistor action.
2 Background Material
This section reviews what will be considered as background material for the remainder
of this paper. We begin with an overview of the basics of twistor theory, which is the
primary geometric framework for all our studies, establishing notational conventions and
listing some important facts. Since it was first described by Penrose in 1967 [1], twistor
theory has had a long and varied history. It is not the purpose of this section to serve
as an extensive review of twistor theory and its many facets; the interested reader need
only consult one of the many books or papers reviewing the subject (e.g., [37–40]) for a
more detailed exposition. We then introduce a calculus of distributional forms which will
prove very useful for representing physical and geometric data on twistor space. Finally,
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we provide a brief overview on N = 4 super-symmetric Yang-Mills theory, and some of the
surprising properties of its scattering amplitudes.
The reader who is already familiar with twistor theory may wish to simply skim this
section to familiarize themselves with notation, before moving on to the more interesting
later sections.
2.1 Twistor Theory
2.1.1 Basic formalism
Spinor-helicity formalism
We begin with complexified 4-dimensional Minkowski space-time Mb ∼= C4 in Lorentzian
signature (+,−,−,−), with coordinates xµ (for µ = 0, . . . , 3). The complexified spin group
is SO(4,C), which is isomorphic to SL(2,C)× SL(2,C)/Z2. Two-component Weyl spinors
on Mb are in the (12 , 0) and (0,
1
2) representations of SL(2,C) × SL(2,C), and we denote
spinor indices with a capital Roman letter A, A′ respectively (we work in Penrose’s abstract
index notation [41]). We will refer to the spinor representations (12 , 0) and (0,
1
2) as the
‘negative chirality’ and ‘positive chirality’ spinors, respectively. Since vectors on Mb are in
the (12 ,
1
2) representation, this allows us to associate a vector index µ with a pair of spinor
indices AA′. For instance, given a vector v = vµ∂µ ∈ TMb, we have
vµ ↔ vAA′ = 1√
2
(
v0 + v1 v2 + iv3
v2 − iv3 v0 − v1
)
. (2.1)
We can raise and lower spinor indices using the -spinors:
AB =
(
0 1
−1 0
)
= A′B′
according to the usual conventions:
vA = v
BBA, v
A′ = A
′B′vB′ .
It is easy to see that the Minkowski metric is then given in terms of these -spinors:
η(v, w) = ηµνv
µwν = ABA′B′v
AA′wBB
′
.
Using these rules for lowering spinor indices, we can also see that the spinor decomposition
(2.1) of any vector has a nice formulation in terms of Pauli matrices, with vAA′ = σ
µ
AA′vµ.
An important point about the spinor-helicity formalism is that it is particularly well-
adapted to studying null vectors. Suppose vAA
′
corresponds to a null vector in Mb; then
vAA
′
vAA′ = det(v) = 0. Since v
AA′ is a 2 × 2 matrix, and the rank of a 2 × 2 matrix
is less than two if and only if it’s determinant vanishes, this implies that we can write
vAA
′
null = λ
Aλ˜A
′
for a pair of spinors (one of each chirality). Additionally, the -spinors
provide us with a SL(2,C)-invariant inner product between pairs of spinors of the same
chirality:
〈vw〉 = ABvAwB, [vw] = A′B′vA′wB′ . (2.2)
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X ′
X
Zx
x′
Space-time Twistor Space
Figure 1. Points in space-time correspond to complex lines in twistor space. Two space-time points
are null separated if and only if their corresponding twistor lines intersect.
For much of this review, we will be concerned with N = 4 super-Yang-Mills theory
(this will be introduced properly later in this chapter). The natural setting for this theory
is chiral Minkowski super-space; we denote its complexification as M ∼= C4|8, and chart
it with coordinates (xAA
′
, θAa), where a = 1, . . . , 4 indexes the SU(4) R-symmetry of the
theory, and the θs are anti-commuting/Grassmann/fermionic coordinates. Everything we
have said about the spinor-helicity formalism goes through precisely the same in this setting
for the bosonic coordinates; the only extension necessary is the notion of a ‘null vector’ in
M. For this, we simply extend the observation we just made, and state that the fermionic
component of a vector is null if and only if it can be decomposed as vAa = λAηa, for some
spinor λA and some Grassmann parameter ηa.
Twistor space
Rather than define twistor space for both Mb and it’s super-extension M, we will simply
give all definitions in the super-symmetric language [42]. The analogous statements for the
bosonic category should be perfectly clear from this exposition. For our purposes, twistor
space, PT, will be a suitable open subset of the complex projective super-space P3|4; its
bosonic truncation PTb is then just a suitable open subset of P3. Na¨ıvely, P3|4 is just the
complex projective space P3 with four anti-commuting ‘dimensions’ added to it. More
formally, it can be realized as a ‘super-scheme’ [43]: that is, as the topological space P3
with a modified structure sheaf:
OP3|4 = O
(
4⊕
k=0
∧kOP3(−1)⊕4
)
.
Readers interested in a more formal treatment of super-schemes in the context of twistor
theory may consult [44, 45]; for this review though, the na¨ıve perspective on super-geometry
will suffice.
In this spirit, PT can be charted by homogeneous coordinates
ZI = (Zα, χa) = (λA, µ
A′ , χa), (2.3)
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where λA and µ
A′ are 2-component complex Weyl spinors of opposite chirality, and χa
is an anti-commuting Grassmann coordinate2, with a = 1, . . . , 4 indexing the N = 4 R-
symmetry as before. Being homogeneous coordinates, the ZIs are defined only up to the
re-scalings ZI ∼ rZI for any r ∈ C∗. The space P3|4 is a Calabi-Yau super-manifold, in
the sense that it has trivial first super-Chern class and its Berezinian sheaf has a canonical
global section: BerP3|4
∼= OP3|4 [43, 46, 47]. This means that PT is equipped with a global
holomorphic measure (the canonical section of BerP3|4), which we write as:
D3|4Z = αβγδZαdZβ ∧ dZγ ∧ dZδ ∧ d4χ. (2.4)
The most basic relation in twistor theory is the geometric correspondence between a
point (x, θ) ∈ M and a complex line3 X ⊂ PT. This complex line is the representation in
twistor space of the sphere of null directions uniquely associated to the point in space-time,
so if two points in space-time are null separated they share a common null geodesic and
hence their associated twistor lines intersect, as illustrated in Figure 1. Since the conformal
structure ofM is given by specifying light cones, and this is equivalent to specifying complex
lines in twistor space, we see that giving a complex structure on PT is the same a giving a
conformal structure on M.
This correspondence is captured by the incidence relations, which are just algebraic
equations relating the coordinates of PT to M:
µA
′
= ixAA
′
λA , χ
a = θAaλA, (2.5)
where we can interpret λA as homogeneous coordinates on the Riemann sphere X ∼= P1,
and (x, θ) are the parameters of the linear embedding. These also encode the space-time
interpretation of a point in twistor space: let X and X ′ be lines in twistor space which
intersect at the point Z = (λ, µ, χ). Subtracting the incidence relations for the two points
gives (x−x′)AA′λA = 0 and (θ−θ′)AaλA = 0, so (x−x′)AA′ = λ˜A′λA and (θ−θ′)Aa = ηaλA
for some Weyl spinor λ˜ and some Grassmann parameter η. If we vary the possible choices
of (λ˜, η), the vectors (λ˜λ, ηλ) span a totally null complex 2|4-dimensional plane in M, so
every point Z ∈ PT is assigned such a complex null plane by the incidence relations. These
totally null planes are also known as (super) α-planes (e.g., [38, 39]). Further, since any
two points Z1, Z2 ∈ PT define a line, a point (x, θ) ∈M can be represented on twistor space
by a skew bi-twistor XIJ = Z
[I
1 Z
J ]
2 .
A canonical way of encapsulating the relationship between twistor space and M is via
the ‘double fibration’:
PS
p
}}
q
!!
PT M
Here, PS ∼= M × P1 is the projective un-primed spinor bundle over M with coordinates
(x, θ, λ). The map q : PS→M is just the trivial projection, while p : PS→ PT is specified
2These conventions, first adopted in [15], are essentially dual to the original Penrose conventions [39].
3That is, a linearly embedded Riemann sphere.
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by the incidence relations (2.5). The double fibration provides a heuristic picture for how
geometrical data on twistor space can be pulled back to PS and then pushed down to
physical data on M; later we will explore a few striking examples of this relationship.
A basic fact about twistor space that is that it carries a natural action of the super-
conformal group. The (complexified) superconformal algebra of M is psl(4|4,C), and its
generators can be written in twistor space as [48]:
JIJ = Z
I ∂
∂ZJ
, (2.6)
excluding the Euler homogeneity operator Υ = ZI∂I and the fermionic homogeneity oper-
ator χa ∂∂χa . As we will see, this makes twistor theory an ideal tool for studying physical
theories which have conformal symmetry. Conformal invariance is broken by specifying an
‘infinity twistor’ IIJ which obeys X
IJIJK = 0 when X corresponds to a point at infinity
in M. In terms of the spinor decomposition of a twistor, the bosonic components of I are
given by:
Iαβ =
(
AB 0
0 0
)
, Iαβ =
(
0 0
0 A
′B′
)
. (2.7)
A contraction of the form IIJZ
I
1Z
J
2 thus breaks PSL(4,C) conformal invariance, but main-
tains invariance under space-time translations (which do not ‘shift’ the location of infinity).
Conformally invariant contractions between bosonic twistors take the form:
(Z1, Z2, Z3, Z4) = αβγδZ
α
1 Z
β
2Z
γ
3Z
δ
4 ,
since this quantity is invariant under PSL(4,C) transformations.
2.1.2 Reality structures and space-time signature
Thus far, we have consider space-time to be a complex 4-manifoldM; for many calculations
which take place purely twistorially, this is fine since we can work holomorphically on
PT and perform our computations in the framework of complex analysis and Dolbeault
cohomology. However, on space-time our computations should be taking place on a real
slice MR ⊂ M; while real physics happens on the Lorentzian-real slice of signature (1, 3),
there is no (mathematical) obstruction to choosing other signatures forMR. These different
choices of space-time signature correspond to different reality structures on twistor space.
From time-to-time we will need to make an explicit choice for MR, so we provide a brief
overview of three choices of space time signature and their consequences on twistor space.
Since the distinctions between reality structures are captured entirely at the bosonic level,
we leave the fermionic degrees of freedom out of this discussion.
Lorenztian signature
If we choose MR to be real Minkowski space with its metric of signature (1, 3), then the
natural conjugation on Weyl spinors is the usual complex conjugation of special relativity.
This maps the (12 , 0) and (0,
1
2) spinor representations to one another:
vA = (a, b) 7→ v¯A′ = (a¯, b¯), wA′ = (c, d) 7→ w¯A = (c¯, d¯).
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In the spinor-helicity formalism, this means that a vector vµ is real valued if and only if its
2× 2 spinor decomposition is Hermitian: vAB′ = v¯BA′ . In other words, if xµ is a position
vector in M, then it corresponds to a real point in R1,3 if and only if xAA′ is Hermitian.
On twistor space, this induces corresponding reality conditions. Since complex conju-
gation exchanges spinor chiralities, it acts as an anti-holomorphic map from twistor space
to dual twistor space, PT∨:
Zα = (λA, µ
A′) 7→ Z¯α = (µ¯A, λ¯A′) ∈ PT∨.
This defines a pseudo-Hermitian metric of signature (2, 2) on PT which preserves the
Lorentzian real form of the conformal group, SU(2, 2):
Z · Z¯ ≡ gαβ¯ZαZ¯ β¯ = ZαZ¯α = 〈λµ¯〉+ [λ¯µ].
Since PT is a projective space, the exact value of this SU(2, 2)-inner product is mean-
ingless; its sign is an invariant notion, though. Hence, we can accordingly partition PT
into three sectors [38, 39]:
PT± =
{
Z ∈ PT| ± Z · Z¯ ≥ 0} , PN = {Z ∈ PT|Z · Z¯ = 0} . (2.8)
The sets PT± correspond to the future and past tubes of M respectively; that is, the the
sets on which the imaginary part of xAA
′
is past or future pointing time-like respectively.
This follows from the fact that if we take x = u+ iv, then Z · Z¯ = −vAA′ λ¯A′λA via (2.5).
This has a definite sign, depending on whether v is time-like and future- or past-pointing, as
claimed. This indicates that PT± is the natural choice for the regions of PT corresponding
to positive/negative frequency fields onM. For instance, a field of positive frequency, whose
Fourier transform is supported on the future lightcone in momentum space, automatically
extends over the future tube because eip·x is rapidly decreasing there, bounded by its values
on the real slice.
If a line X lies entirely in PN, then (2.5) tells us that
0 = i(x− x†)AA′λAλ¯A′ for all λ , (2.9)
which is possible if and only if the matrix xAA
′
is Hermitian, so x ∈MR = R1,3. Conversely,
a point Z ∈ PN corresponds to a unique real null ray (the intersection of the complex α-
plane with MR). Hence, the portion of twistor space corresponding to the real slice R1,3 is
the set PN.
Euclidean signature
Now suppose we choose our real slice to have Euclidean signature (+,+,+,+),4 so thatMR
is the real Euclidean 4-space E ∼= R4 or, in the conformal compactification picture, S4. The
Euclidean real form of the spin group is locally isomorphic to SO(4,R) ∼= SU(2)×SU(2)/Z2.
4Actually, the procedure described here results in a negative definite metric. In practice this simply
requires a change of sign at the end of calculations to obtain actual Euclidean results, so we will ignore the
distinction from now on.
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The Euclidean conjugation of Weyl spinors no longer interchanges spinor representations,
and is given by [49, 50]:
vA = (a, b) 7→ vˆA = (b¯,−a¯), wA′ = (c, d) 7→ wˆA′ = (−d¯, c¯).
This means that a position vector xµ corresponds to a real point in E if and only if
xAA
′
= xˆAA
′
. Note that ˆˆvA = −vA, leading to the nomenclature ‘quaternionic conjugation’
for this reality structure.
On twistor space, this induces an anti-holomorphic involution σ : PT→ PT which has
no fixed points and obeys σ2 = −id. This means that there are no points in twistor space
preserved by the reality structure, which is just another way of saying that there are no
real null vectors in E (i.e., the α-plane corresponding to Z ∈ PT does not intersect the
real slice in a null ray). However, it is clear that σ acts as the antipodal map on P1, so
although it has no fixed points, it does have fixed lines, given by Xαβ = Z [αZˆβ]. Hence,
each point in PT corresponds to a unique point in E by this construction, which can be
written explicitly using (2.5):
ρ : PT→ E, Zα = (λA, µA′) 7→ xAA′ = −iµ
A′ λˆA − µˆA′λA
〈λλˆ〉 . (2.10)
So in Euclidean signature, twistor space is just a P1 fibration PT→ E, and there is no need
for the double fibration picture. The conformally compactified version of this picture, with
the P1 fibration PT→ S4 plays an important role in the ADHM construction of Yang-Mills
instantons [51].
This fibration allows us to define a complex structure for PT in terms of coordinates
on E. To do this, we first specify a basis of (0, 1)-forms on twistor space [27, 52]:
eˆ0 =
〈λˆdλˆ〉
〈λλˆ〉2 , eˆ
A′ =
λˆAdx
AA′
〈λλˆ〉 , (2.11)
and a dual basis for T 0,1PTb:
∂¯0 = 〈λλˆ〉λA ∂
∂λˆA
, ∂¯A′ = λ
A∂AA′ . (2.12)
Then the complex structure is given by the anti-holomorphic Dolbeault operator
∂¯ = dZˆα
∂
∂Zˆα
= eˆ0∂¯0 + eˆ
A′ ∂¯A′ .
Additionally, we have Woodhouse’s operator [50]
∂ˆ = dZˆα
∂
∂Zα
, (2.13)
which acts as a holomorphic derivative in the anti-holomorphic directions and obeys ∂ˆ2 = 0,
∂¯∂ˆ = −∂ˆ∂¯.
Note that although Euclidean signature is less realistic than Lorentzian, it also allows
us to be very explicit in relating twistorial quantities to their space-time counterparts. We
will take advantage of this fact at several points later on.
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Split signature
Finally, we discuss the consequences of choosing the real slice MR to have split signature
(+,+,−,−). A priori, this is the least physical choice of real slice: Euclidean signature
is also non-physical, but there is the long-standing Wick-rotation prescription for moving
between the Lorentzian and Euclidean regimes – in the split signature case, there is neither
a notion of ‘time’ or of ‘space.’ However, in split signature, the spin group is locally
isomorphic to SO(2, 2,R) ∼= SL(2,R)× SL(2,R), so the spinor representations are real and
we get a substantial simplification. The real form of the conformal group in this case is
PSL(4,R), so the reality condition on twistor space is simply to take all twistors to be
real-valued; that is, PTR ⊂ RP3|4.
Hence, the benefit of choosing this un-physical signature is in the ability to work en-
tirely with real variables (both with the spinor-helicity formalism and on twistor space).
This allows for a high degree of explicit calculation, for instance, constructing Yang-Mills
instantons using twistor data [53]. Split signature was highly utilized in the early devel-
opments of twistor-string theory, as well. In Witten’s original formulation [15], it allowed
functions of null momenta (e.g., scattering amplitudes) to be written as twistor functions on
RP3|4 using a simple integral transform that would come to be known as the ‘half-Fourier’
transform (c.f., [54]). Berkovits’ subsequent re-formulation of twistor string theory as an
open string theory with world-sheet boundaries ending on RP3|4 also relied on this choice
of signature [55].
In this review, we avoid the split signature perspective, preferring to compute in the
complexified setting. When a choice of space-time signature is necessary, we only ever
use Lorentzian or Euclidean signatures. While this means that we lose access to the real-
analytic methods of the split signature setting, we still have considerable computational
power thanks to holomorphic tools at our disposal. As we shall see, the result is a more
general methodology for performing twistorial calculations and a minimized reliance on an
explicit choice of space-time signature.
2.1.3 Some important facts
We conclude our lightning review of twistor theory by stating some of the fundamental
theorems that have emerged from twistor theory over the past forty years. These results
serve as the primary tools in the remainder of our studies, and are examples of the general
twistor philosophy: physical data on space-time is translated into pure geometry on twistor
space.
The Penrose transform
One of the earliest results in twistor theory is a statement which allows us to represent zero-
rest-mass (z.r.m.) fields on space-time in terms of cohomological data on twistor space.
If φA1···An(x) is a spinor field on Mb (with n symmetric negative chirality spinor indices)
which satisfies the linear partial differential equation
∂A1A
′
φA1···An(x) = 0,
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then we say that it is a z.r.m. field of helicity −n2 . Similarly, we define z.r.m. fields of
helicity n2 and zero (i.e., scalars) by solutions to the equations:
∂AA
′
1φA′1···A′n(x) = 0, 2φ(x) = 0.
The Penrose transform manifests itself in the following manner [2]:
Theorem 1 (Penrose transform) Let PTb ⊂ P3 be a suitably chosen open subset, and
U ′ ⊂ Mb be the corresponding open subset under the twistor double-fibration: U ′ = q ◦
p−1(PTb). Then we have the following isomorphism:
H1(PTb,O(2h− 2)) ∼=
{
On-shell z.r.m. fields on U ′ of helicity h
}
,
where H1 denotes analytic cohomology and O(k) is the sheaf of holomorphic functions
which are homogeneous of degree k.
Proving this isomorphism in detail is actually rather involved (c.f., [40, 56]), so we will
ignore the details of the proof. For our purposes, the choice of open subset PTb can usually
be made to coincide with one of (2.8), or with the exclusion of the ‘point at infinity’ in
M. From now on, we cease to mention this explicitly to avoid cumbersome notation; the
choice of twistor space should always be obvious from the context.
In this paper, we will work with the Dolbeault representation for the cohomology of
twistor space; this should be contrasted against much of the older twistor literature, where
a Cˇech representation is utilized [2, 40, 56]. To distinguish between the two represen-
tations, Dolbeault cohomology will be denoted H0,k, and in this framework cohomology
classes are given by ∂¯-closed (0, k)-forms modulo ∂¯-exact ones. Choosing the Dolbeault
representation is in keeping with our general complex/holomorphic philosophy and will
lead to considerably simpler computations in many cases.
The Penrose transform can be realized quite explicitly thanks to beautiful integral
formulae. First consider a free massless scalar Φ(x) which is a solution to the wave equation
2Φ(x) = 0. Theorem 1 indicates that this field can be constructed from a cohomology class
on (bosonic) twistor space φ(Z) ∈ H0,1(PTb,O(−2)). Take
Φ(x) =
1
2pii
∫
X
Dλ ∧ φ(Z)|X , (2.14)
where the restriction of φ to X ∼= P1 is given by the incidence relations (2.5), and Dλ =
〈λdλ〉 is the weight +2 holomorphic measure on X. The fact that this yields a solution
to the wave equation follows by differentiating under the integral and using the incidence
relations.
If instead we had worked in a Cˇech representation, the transform would have been
given by a representative φ ∈ Hˇ1(PTb,O(−2)) and an integral
Φ(x) =
1
2pii
∮
Γ
Dλφ(Z)|X ,
where the expression is really a contour integral on X with contour Γ specified by the
cohomology class. This demonstrates the advantage working with Dolbeault cohomology:
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no choice of contour is needed and we avoid the combinatorics of Leray covers required in
the Cˇech setup.
For other fields, the transform is realized by the natural extensions:
φA1···Ak(x) =
1
2pii
∫
X
λA1 · · ·λAk Dλ ∧ φ(Z)|X , (2.15)
φA′1···A′k(x) =
1
2pii
∫
X
Dλ ∧ ∂
∂µA
′
1
· · · ∂
∂µA
′
k
φ(Z)|X , (2.16)
for negative and positive helicity respectively. Once again, the fact that the z.r.m. equations
are obeyed follows by differentiating under the integral sign and noting that
∂AA′ = iλA
∂
∂µA′
,
thanks to the incidence relations.
The Penrose transform extends naturally to deal with N = 4 supersymmetry, as we
will discuss shortly.
Momentum eigenstates
The Penrose transform lets us define on-shell physical momentum eigenstates in terms of
twistor cohomology; this will be particularly useful when we want to compare twistorial
calculations to known space-time results. To begin, recall that on the complex plane C the
delta function supported at the origin is naturally interpreted as a (0, 1)-form5:
δ¯1(z) ≡ δ(x)δ(y) dz¯ = 1
2pii
dz¯
∂
∂z¯
1
z
, z = x+ iy.
as a result of the Cauchy kernel for the ∂¯-operator [57].
If λA is chosen to be a homogeneous coordinate on P1, then this extends naturally to
the Riemann sphere by taking into account a scaling integral. This allows us to define a
projective version of δ¯1(z):
δ¯1m(λ, λ
′) ≡
∫
C
ds
s1+m
δ¯2(sλA + λ
′
A) , (2.17)
which is supported only when λ and λ′ coincide projectively. One can check that δ¯1m(λ, λ′)
has homogeneity m in λ and −m− 2 in λ′, so that
f(λ′) =
∫
P1
f(λ) δ¯1m(λ, λ
′) ∧Dλ
for any function f of homogeneity −m− 2 on P1.
Consider a particle of helicity h with on-shell momentum pAA′ = pAp˜A′ ; Theorem 1
tells us that this will be represented by a twistor cohomology class taking values in the
sheaf O(2h− 2). Using (2.17), we define the twistor momentum eigenstate
f2h−2(µ, λ) =
∫
C
ds
s2h−1
δ¯2(sλA + pA) e
s[µ p˜]. (2.18)
5Actually, this is really a (0, 1)-current, but we will not make this distinction here.
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Using the integral formulae (2.15)-(2.16), we see that this evaluates to give the appropriate
z.r.m. fields on space-time
pA1 · · · pA|2h|eip·x, p˜A′1 · · · p˜A′|2h|e
ip·x,
depending on whether h is negative or positive. When we work with N = 4 supersym-
metry, (2.18) is easily modified by taking into account the full on-shell supermomentum
(pAp˜A′ , pAηa):
f(µ, λ, χ) =
∫
C
ds
s
δ¯2(sλA + pA) e
s[[µ p˜]], (2.19)
where [[µp˜]] = [µp˜] + χaηa.
Woodhouse representatives
We have seen that the Penrose transform allows us to construct integral formulae for z.r.m.
fields of arbitrary integer or half-integer helicity on M from cohomology classes on twistor
space. But if we are given the z.r.m. field on space-time, can we construct a twistorial
cohomology class which manifests the space-time degrees of freedom? We saw previously
that when the real slice ofM is chosen to be the Euclidean space E, twistor space is just a P1
bundle PT→ E equipped with a quaternionic conjugation. It turns out that this additional
structure is very useful, and lets us write down explicit cohomological representatives for
negative helicity fields.
Theorem 2 (Woodhouse [50]) Let φA···B(x) be a field on E with 2h symmetric spinor
indices, ∂ˆ : Ω0,k → Ω0,k+1 as in (2.13), and
Fφ ≡ φA···Bλˆ
A · · · λˆB
〈λλˆ〉2h+1 .
Then ∂ˆFφ ∈ H0,1(PT,O(−2h − 2)) if and only if φA···B is a z.r.m. field of helicity −h.
Furthermore, ∂ˆFφ is holomorphic upon restriction to the P1 fibers of PT, and every class
in H0,1(PT,O(−2h− 2)) has a unique representative which is ∂ˆ-exact.
This result shows that by choosing Euclidean signature, we can build representatives for
negative helicity fields which are holomorphic upon restriction to the P1 fibers of twistor
space. Constructing such representatives for fields with a primed spinor index is a bit more
complicated, since there is no longer a potential definition:
Theorem 3 (Woodhouse [50]) Let φA′A···B(x) be a field on E with n symmetric un-
primed spinor indices and define
αφ = −φA
′A···BλA · · ·λB
in〈λλˆ〉 λˆCdx
CA′ .
Then αφ ∈ H0,1(PT,O(n − 1)) if and only if ∂A′(CφA′A)···B = 0. Furthermore, αφ is holo-
morphic upon restriction to the P1 fibers of PT.
For the remainder of this paper, we will refer to the representatives ∂ˆFφ, αφ as Wood-
house representatives. They will be particularly useful in our study of the twistor action
Feynman rules in the following section.
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The Ward correspondence
The final classic result of twistor theory that will be used extensively in our discussion of
gauge theory is the Ward correspondence. Heuristically, this can be thought of as a non-
linear version of the Penrose transform dealing with Yang-Mills instantons (c.f., [40, 58]
for a more detailed review of gauge theory).
Let E → M be a principal G-bundle over space-time, with G some Lie group. The
bundle E encodes the information of the gauge group in the sense that End(E) ∼= gC,
where gC is the complexified Lie algebra of G. On E we can define a connection ∇ which
can be written locally as
∇ = d +A, A ∈ Ω1(M,End(E)).
Since M is a 4-manifold, the curvature of this connection F can be decomposed into its
self-dual (SD) and anti-self-dual (ASD) parts using the Hodge star:
F = dA+A ∧A = F+ + F−, ∗F± = ±F±.
The connection ∇ is said to be a Yang-Mills connection if it is an extremum of the Yang-
Mills action functional and satisfies the Yang-Mills equation:
S[A] =
∫
M
tr (F ∧ ∗F ) , ∇ ∗ F = 0, (2.20)
where the trace is over End(E). We call the connection ∇ a Yang-Mills instanton if its
curvature is purely SD: F = F+ (such a connection is automatically Yang-Mills by the
Bianchi identity).
The Ward correspondence tells us that there is a duality between Yang-Mills instantons
and holomorphic vector bundles over twistor space satisfying certain conditions, and is true
for a wide variety of gauge groups G (e.g., [59]), although it was first formulated by Ward
for GL(N,C) [3]. In this paper, we almost always work with G = SU(N) or U(N), so we
state that version of the theorem here:
Theorem 4 (Ward Correspondence) Let PT be a suitable open subset of P3 and M the
corresponding open subset in space-time. There is a one-to-one correspondence between:
1. SU(N) Yang-Mills instantons on M, and
2. holomorphic rank-N vector bundles V → PT such that (a.) V |X is topologically
trivial for X ∼= P1 corresponding to x ∈ M; (b.) detV is trivial; and (c.) V admits
a positive real form.
Here, the conditions (b.) and (c.) are not terribly important. The condition that detV
be trivial amounts to requiring that V has a nowhere-vanishing holomorphic section, and
a positive real form can be built from a reality structure on PT and the Killing form (this
can even be done uniquely [49]). The important ‘moral’ of the Ward correspondence is
the equivalence between Yang-Mills instantons and holomorphic vector bundles on twistor
– 17 –
space. The proof of this theorem relies heavily upon the integrability of the SD Yang-
Mills equations and illustrates a key trend: that twistors are powerful tools for describing
integrable systems.
The Ward correspondence can be used to build explicit examples of Yang-Mills instan-
tons. This was first explored for G = SU(2) by Atiyah and Ward [60] and later generalized
to the ADHM construction [51]. For our purposes, it will be important to note that the
correspondence continues to hold for supersymmetric Yang-Mills theories [43].
2.2 A Calculus of Distributional Forms
We have just seen that the Penrose transform allows us to write down momentum eigen-
states as (0, 1)-form cohomology classes in twistor space. As we will see in the next chapter,
it is often easier to work with twistor states which are dual to these eigenstates in a partic-
ular way. In this section, we introduce a calculus of distributional forms on twistor space
which will greatly facilitate our later discussions. Here, our presentation will focus on the
N = 4 supersymmetric setting, trusting the reader to understand the generalization to
other amounts of supersymmetry (N = 0, 8 will be the most important other cases). This
builds off earlier work in the real setting [54, 61] and was first set out in the complex setting
by [29].
Distributional forms
Building from our earlier discussions, we begin by defining a Dolbeault delta-function of
C4|4 by
δ¯4|4(Z) =
3∏
α=0
δ¯(Zα)
4∏
a=1
χa =
3∧
α=0
∂¯
(
1
Zα
) 4∏
a=1
χa. (2.21)
This is a (0, 4)-form on C4|4 of weight zero and obeys the delta-function property in the
fermionic coordinates thanks to the usual Berezinian integration rule:
∫
χdχ = 1 [43].
From this, we can define a projective delta-function by:
δ¯3|4(Z1, Z2) =
∫
P1
Dc
c1c2
δ¯4|4(c1Z1 + c2Z2) =
∫
C
ds
s
δ¯4|4(Z1 + sZ2), (2.22)
where Dc = c1dc2 + c2dc1. This is a homogeneous (0, 3)-form on P3|4 ∼= PT which enforces
the projective coincidence of its arguments, is antisymmetric under their interchange, and
obeys the natural identity
f(Z ′) =
∫
PT
f(Z)δ¯3|4(Z,Z ′) ∧D3|4Z.
In other words, δ¯3|4 acts as the anti-holomorphic Dirac current on PT.
By integrating against a further parameter, we can obtain the δ-function
δ¯2|4(Z1, Z2, Z3) =
∫
P2
D2c
c1c2c3
δ¯4|4(c1Z1 + c2Z2 + c3Z3)
=
∫
C2
ds
s
dt
t
δ¯4|4(Z3 + sZ1 + tZ2)
=
∫
C
ds
s
δ¯3|4(Z1, Z2 + sZ3) ,
(2.23)
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where D2c = c1dc2 ∧ dc3+ cyclic permutations. This has support when Z1, Z2 and Z3 are
projectively collinear, and is manifestly superconformally invariant, weightless in each Zi,
and antisymmetric under exchange of any two. Further, this is a homogeneous (0, 2)-form
on PT which has simple poles when any two of its arguments coincide.
Following this pattern, we can similarly define
δ¯1|4(Z1, Z2, Z3, Z4) =
∫
P3
D3c
c1c2c3c4
δ¯4|4(c1Z1 + c2Z2 + c3Z3 + c4Z4)
=
∫
C3
ds
s
dt
t
du
u
δ¯4|4(Z4 + sZ3 + tZ2 + uZ1)
=
∫
C
ds
s
δ¯2|4(Z1, Z2, Z3 + sZ4).
(2.24)
This (0, 1)-form is supported where its arguments lie on the same plane P2 ⊂ PT, and is
singular when any three are collinear. Finally, we have the rational object
δ¯0|4(Z1, Z2, Z3, Z4, Z5) ≡ [1, 2, 3, 4, 5] =
∫
P4
D4c
c1c2c3c4c5
δ¯4|4
(
5∑
i=1
ciZi
)
=
((1234)χ5 + cyclic)
4
(1234)(2345)(3451)(4512)(5123)
,
(2.25)
where the second line is obtained by integration against the delta functions and (1234) ≡
αβγδZ
α
1 Z
β
2Z
γ
3Z
δ
4 [61]. As there are no remaining bosonic delta-functions, this forces its
five arguments to inhabit the same bosonic ‘body’ P3 ⊂ PT of twistor space. The notation
δ¯0|4(Z1, Z2, Z3, Z4, Z5) = [1, 2, 3, 4, 5] indicates that if we were working with momentum
twistors, this would be the standard dual superconformal invariant: the R-invariant of
[20]. On twistor space, this is the standard invariant of the regular superconformal group
PSL(4|4,C).
Some identities
We now briefly state a few properties of these distributional forms. These will prove very
useful later on.
Lemma 2.1 Let ∂¯ be the anti-holomorphic Dolbeault operator with respect to the twistor
coordinates ZI . Then
∂¯δ¯r|4(Z1, . . . , Z5−r) = 2pii
5−r∑
i=1
(−1)i+1δ¯r+1|4(Z1, . . . , Ẑi, . . . , Z5−r),
where Ẑi is omitted, for r = 0, . . . , 3. Further, ∂¯δ¯
3|4(Z,Z ′) = 0.
Proof: The fact that ∂¯δ¯3|4(Z,Z ′) = 0 follows immediately from the fact that the ZIs are
homogeneous coordinates if the general relation holds. Since δ¯4|4 is a top-degree form on
C4|4, it is ∂¯-closed. Thus,
∂¯Tδ¯
4|4
(
5−r∑
i=1
ciZi
)
= 0,
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where ∂¯T = ∂¯ + ∂¯c is the total ∂¯-operator on the space of parameters {ci} together with
the twistors Zi, and ∂¯c is the that on the cis alone. Therefore, we have
∂¯δ¯r|4(Z1, . . . , Z5−r) =
∫
P4−r
D4−rc
c1 · · · c5−r ∂¯δ¯
4|4
(
5−r∑
i=1
ciZi
)
= −
∫
P4−r
D4−rc
c1 · · · c5−r ∂¯cδ¯
4|4
(
5−r∑
i=1
ciZi
)
=
∫
P4−r
∂¯c
(
D4−rc
c1 · · · c5−r
)
δ¯4|4
(
5−r∑
i=1
ciZi
)
=
∫
P4−r
D4−rc
(
5−r∑
i=1
1
c1 · · · ĉi · · · c5−r ∂¯c
1
ci
)
δ¯4|4
(
5−r∑
i=1
ciZi
)
,
where the third line is obtained by integrating by parts.
Now, we use the fact that ∂¯cc
−1
i = 2piiδ¯
1(ci) to obtain:
∂¯δ¯r|4(Z1, . . . , Z5−r)
= 2pii
∫
C3−r
ds1
s1
· · · ds3−r
s3−r
(
δ¯4|4(Z2 + s1Z3 + · · ·+ s3−rZ5−r) + cyclic
)
= 2pii
(
δ¯r+1|4(Z2, . . . , Z5−r) + cyclic
)
,
as required. 2
Additionally, using these distributional forms, many integrals can be performed alge-
braically:
Lemma 2.2
δ¯1|4(Z1, Z2, Z3, Z4) =
∫
PT
δ¯2|4(Z1, Z2, Z)δ¯2|4(Z,Z3, Z4) D3|4Z,
[1, 2, 3, 4, 5] =
∫
PT
δ¯2|4(Z1, Z2, Z)δ¯1|4(Z,Z3, Z4, Z5) D3|4Z.
Proof: By the definitions (2.23), (2.24) we have∫
PT
δ¯2|4(Z1, Z2, Z)δ¯2|4(Z,Z3, Z4) D3|4Z
=
∫
PT×C
ds
s
δ¯3|4(Z1 + sZ2, Z)δ¯2|4(Z,Z3, Z4) D3|4Z
=
∫
C
ds
s
δ¯2|4(Z1 + sZ2, Z3, Z4) = δ¯1|4(Z1, Z2, Z3, Z4).
The other identity follows in a similar fashion. 2
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2.3 N = 4 Super-Yang-Mills Theory
The gauge theory portion of this review focuses on maximally supersymmetric (i.e., N = 4)
super-Yang-Mills (SYM) theory in four space-time dimensions. This theory is special for
a wide variety of reasons which make it the simplest four dimensional gauge theory. It
was originally obtained by dimensional reduction from N = 1 Yang-Mills theory in ten
dimensions [62], is UV finite and superconformal, and its space-time Lagrangian has only
two tunable parameters: the gauge group and the coupling. The AdS/CFT correspondence
has indicated that it has a gravitational dual in the form of a Type IIB string theory on
AdS5×S5 [63–66]. This provides a method for performing strong coupling calculations, and
the widely believed integrability of the theory in the planar limit has enabled remarkable
computational advances for physical observables (see [67] for a review).
While N = 4 SYM is a highly idealized version of the theories we believe to actually
describe the interactions of the electromagnetic, strong, and weak forces (indeed, N = 4
SYM contains no bound states, and therefore cannot describe these forces), it nevertheless
captures many of the essential qualities that underlie actual physical theories such as QED
or QCD. For instance, the computation of 1-loop gluon scattering amplitudes in QCD
can be facilitated by considering the 1-loop N = 4 amplitude, along with N = 1 chiral
and scalar corrections (c.f., [68]). In this section, we provide a brief review of the space-
time formulation of this theory and some of the interesting properties that its scattering
amplitudes exhibit.
2.3.1 Space-time Lagrangian formulation
Let the gauge group be G = SU(N). The field content of N = 4 SYM is encoded in a
single vector multiplet which includes: gluons of helicity ±1 (g±); 4 fermions of each ±12
helicity (Ψ˜a A′ and Ψ
a
A respectively); and 6 complex scalars (which we can write in the 6
vector representation of SU(4)R as Φab). This theory is naturally chiral, since encoding the
multiplet into an on-shell superfield results in
X(η) = g+ + ηaΨ˜a + · · ·+ 1
4!
η4g−, (2.26)
so it is naturally expressed in the chiral Minkowski super-space M.
This motivates adopting a manifestly chiral expression of the theory, known as the
Chalmers-Siegel formulation [69, 70]. This entails introducing an auxiliary ASD 2-form:
G ∈ Ω2 −(M, slN ), G = GABdxAA′ ∧ dxA′B .
The space-time Lagrangian is then written as:
L = N
8pi2
(
L1 + λ
2
L2
)
, (2.27)
where λ is the ’t Hooft coupling
λ =
g2YMN
8pi2
,
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and the two Lagrangian terms are
L1 = tr
(
GABFAB + Ψ
a
AD
AA′Ψ˜a A′ − 1
4
DAA′ΦabD
AA′Φ¯ab + Ψ˜a A′Ψ˜
A′
b Φ¯
ab
)
, (2.28)
L2 = tr
(
1
16
[
Φ¯ab, Φ¯cd
]
[Φab,Φcd] + 2Ψ
a
AΨ
b AΦab −GABGAB
)
. (2.29)
Here, DAA′ = ∂AA′ + AAA′ is the gauge-covariant derivative, FAB is the ASD portion of
the curvature via the decomposition
FAA′BB′ = [DAA′ , DBB′ ] = ABFA′B′ + A′B′FAB,
and Φ¯ab = 12
abcdΦcd.
To see why such a Lagrangian should be equivalent to the usual N = 4 SYM La-
grangian, it suffices to investigate the pure gauge theory sector, where the Chalmers-Siegel
action functional looks like:
S[A,G] =
∫
M
tr (F ∧G)− λ
2
∫
M
tr (G ∧G) .
This gives the field equations
F− = λG, ∇G = 0,
which can be seen to imply the Yang-Mills equations thanks to the Bianchi identity:
∇ ∗ F = ∇(F+ − F−) = ∇(F − 2F−) = 0.
This means that the Chalmers-Siegel formulation agrees with the classical Yang-Mills the-
ory up to a topological term (which is irrelevant for perturbation theory).
The field equations for N = 4 SYM in Chalmers-Siegel form are:
DBA′GAB =
{
Ψ˜a A′ ,Ψ
a
A
}
− 1
2
[
Φab, DAA′Φ¯
ab
]
, (2.30)
DAA
′
Ψ˜a A′ = λ
[
ΨbA,Φab
]
, (2.31)
2Φab =
{
Ψ˜A
′
[b , Ψ˜a] A′
}
+ λabcd {ΨcA,Ψd A}+ λ
[
Φc[a, [Φ¯
cd,Φb]d]
]
, (2.32)
DAA
′
ΨaA =
[
Ψ˜b A′ , Φ¯
ab
]
, (2.33)
FAB = λGAB. (2.34)
Supersymmetry acts on the multiplet of fields {A, Ψ˜,Φ,Ψ, G} via the generators δε, δε˜,
where εaA and ε˜a A′ are spinors. Explicitly, this action is given by:
δε

AAA′
Ψ˜a A′
Φab
ΨaA
GAB
 =

εaAΨ˜a A′
εb ADAA′Φab
1
2ε
A [cΨ
d]
Aabcd
1
2ε
b
A[Φcb, Φ¯
ca]− εa BGAB
εa(A[Ψ
b
B),Φab]
 , (2.35)
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δε˜

AAA′
Ψ˜a A′
Φab
ΨaA
GAB
 =

λε˜a A′Ψ
a
A
ε˜B
′
a FA′B′ +
λ
2 ε˜b A′ [Φ¯
bc,Φca]
ε˜A
′
[a Ψ˜b] A′
ε˜A
′
b DAA′Φ¯
ab
ε˜A
′
a DA′(AΨ
a
B)
 , (2.36)
One can verify that {δε, δε˜} = 0 up to the field equations.
An interesting fact about N = 4 SYM is that the field equations can be encoded
by a system of constraints for a superconnection on a gauge bundle over M [71–73]; this
construction has deep connections with twistor theory (see [74] for a review). Additionally,
the field content of N = 4 SYM is easily encoded using a supersymmetric extension of the
Penrose transform. For an abelian theory, we can take the (0, 1)-form on twistor space:
A(Z, Z¯, χ) = a(Z, Z¯) + χaψ˜a(Z, Z¯) + χ
aχb
2
φab(Z, Z¯)
+
abcd
3!
χaχbχc ψd(Z, Z¯) +
abcd
4!
χaχbχcχd g(Z, Z¯) (2.37)
where a, ψ˜, φ, ψ, and g have homogeneity 0 −1, −2, −3 and −4 respectively, corresponding
on-shell (i.e., ∂¯A = 0) to z.r.m. fields {FA′B′ , Ψ˜a;A′ ,Φab,ΨaA, GAB} on space-time by the-
orem 1. The integral formulae (2.15)-(2.16) can now be used to build on-shell superfields
on space-time encoding the N = 4 multiplet:
FA′B′ =
∫
X
∂2
∂µA′∂µB′
A(ixAA′λA, λA, θAaλA) ∧Dλ
= FA′B′ + θ
Aa∂AA′
[
Ψ˜aB′ + θ
Bb∂BB′
(
Φab
2
+ θCcεabcd
(
ΨdC
3!
+ θDd
GCD
4!
))]
and
Fab =
∫
X
∂2
∂χa∂χb
A(ixAA′λA, λA, θAaλA) ∧Dλ
= Φab + θ
Ccεabcd(Ψ
d
C + θ
DdGCD
2
) ,
(2.38)
and another component FaA′ (which has a formula as above with a mixed µ and χ deriva-
tive). These can be interpreted as the non-zero parts of the curvature 2-form
F = FA′B′εAB dxAA′ ∧ dxBB′ + FaA′εAB dxAA′ ∧ dθBa + FabεAB dθAa ∧ dθBb (2.39)
of the on-shell space-time superconnection
A = ΓAA′(x, θ)dx
AA′ + Γa Adθ
Aa.
In appendix A, we demonstrate how this superconnection can be obtain explicitly for
abelian and SU(N) gauge groups, but it can be understood geometrically by a supersym-
metric extension of the Ward correspondence [43].
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2.3.2 Special properties of scattering amplitudes
One of the fundamental observables that can be calculated in any quantum field theory
are scattering amplitudes. Not only are these realistic observables in the sense that they
are related to quantities measured in experimental particle physics, but they also tell us
a great deal about the underlying mathematical structure of the theory. The data for a
scattering amplitude is usually specified in terms of incoming on-shell states composed of
a momentum and polarization vector; in four-dimensions it is convenient to replace the
polarization information with the helicity data. Hence, a n-particle scattering amplitude
An is a function of on-shell momenta pAA′ = pAp˜A′ and helicity data (for gluon scattering,
this is simply a ±1 label for each particle).
In N = 4 SYM any classical, or tree-level, scattering amplitude can be written in the
form:
A0n = gn−2YM
∑
σ∈Sn/Zn
tr (Taσ(1) · · ·Taσ(n))A0n(σ(1), . . . , σ(n)), (2.40)
where the Tas are the generators of the fundamental representation of the gauge group
(which we take to be SU(N)), and the sum runs over all non-cyclic permutations of the n
particles. The A0n is called a color-stripped amplitude, and clearly enjoys a cyclic symmetry
in its arguments by definition. At higher-order in perturbation theory, amplitudes cannot
be color-stripped so easily; a general l-loop amplitude will contain l+1 color traces over the
gauge group. However, if we consider the planar limit of the gauge theory (i.e., N → ∞)
then a single-trace term dominates (c.f., [75]):
Aln planar limit−−−−−−−→ (8pi2)lgn−2YM λl
∑
σ∈Sn/Zn
tr (Taσ(1) · · ·Taσ(n))Aln(σ(1), . . . , σ(n)). (2.41)
Hence, in the planar limit, all amplitudes are uniquely determined by their color-stripped
subamplitudes. For the remainder of this review, we will exclusively consider the color-
stripped amplitudes Aln in gauge theory.
Even calculating tree-level amplitudes using a space-time Lagrangian such as (2.27)
can be an involved process. Using traditional methods, amplitudes are computed using
the space-time Lagrangian’s Feynman rules, and the number of diagrams required grows
roughly factorially with particle number! However, by organizing amplitudes according to
helicity information, remarkable simplifications occur. In pure gauge theory (i.e., N = 0),
one can show that for n gluon configurations where all the particles have the same helicity
or only one particle has a different helicity, the scattering amplitudes vanish. This result
follows (in a sense) because of the integrability of the Yang-Mills instanton equations.
The truly remarkable result appears when we consider the first non-vanishing tree
amplitude: this occurs when two gluons have a different helicity than the rest, and is
referred to as the Maximal-Helicity-Violating (MHV) case. To standardize conventions, we
consider MHV amplitudes to involve 2 gluons of negative helicity, and the rest of positive
helicity. In this case, the tree-level scattering amplitude takes the famous Parke-Taylor
form [76, 77]:
δ4
(
n∑
i=1
pi
)
〈l m〉4
〈1 2〉 · · · 〈n 1〉 , (2.42)
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where gluons l and m have negative helicity, and 〈i j〉 = ABpAi pBj , etc. This can be
generalized to N = 4 SYM by considering scattering amplitudes as functionals of the on-
shell superfield (2.26), and extracting the portion which is homogeneous of degree 8 in the
Grassmann variables ηi [78]. More generally, an amplitude A
l
n can be expanded as:
Aln = A
l
n,0 +A
l
n,1 + · · ·+Aln,n−4,
where Aln,k has homogeneity 4(k+ 2) in ηi and is referred to as a N
kMHV amplitude. This
is the natural generalization from the N = 0 setting, where a NkMHV amplitude has k+ 2
gluons of negative helicity and n− k − 2 of positive helicity.
This leads to the N = 4 version of the Parke-Taylor formula:
A0n,MHV =
δ4|8 (
∑n
i=1 pi)
〈1 2〉 · · · 〈n 1〉 , (2.43)
where the super-momentum-conserving delta function δ4|8 is given by
δ4|8
(
n∑
i=1
pi
)
= δ4
(
n∑
i=1
pi Ap˜i A′
)
δ0|8
(
n∑
i=1
ηai pi A
)
,
δ0|8
(
n∑
i=1
ηai pi A
)
=
∏
a,A
(
n∑
i=1
ηai pi A
)
.
It is easy to check that (2.43) is superconformally invariant and is homogeneous of degree
8 in each of the ηis as required. Performing a fermionic integral to extract the appropriate
N = 0 component of this expression produces the factor of 〈i j〉4 appearing in (2.42).
The fact that the MHV tree amplitude has such an elegant and simple expression is
completely obscured by the traditional Lagrangian or Feynman diagram formulation of the
gauge theory. Indeed, for n = 6, there are over 200 traditional Feynman diagrams which
would contribute to (2.43). This is a strong indicator that the theory is in fact simpler
than the space-time formulation appears, and this simplification takes the form of a hidden
dual superconformal symmetry [20].
It is widely believed thatN = 4 SYM is integrable in the planar limit; this means that it
possesses an infinite-dimensional symmetry algebra (a Yangian algebra) Y[psl(4|4,C)] [48,
79, 80]. In a loose sense, this Yangian algebra is generated by the standard superconformal
algebra psl(4|4,C) (which acts on space-time) and another copy of this algebra which acts
on a dual space-time: the affine space parametrizing particle momenta. Invariance of
physical observables such as scattering amplitudes under this dual conformal symmetry
has proven an immensely powerful tool.
One well-known example of this is the Bern-Dixon-Smirnov (BDS) ansatz for the all-
loop structure of MHV amplitudes in N = 4 SYM [81], which takes the form:
An,0 = A
0
n,0 exp [Dn(Γcusp, Gcollinear) + Fn,0(p1, . . . , pn λ)] , (2.44)
where Dn captures the IR divergences of the amplitude and is a function of the cusp
anomalous dimension Γcusp and collinear anomalous dimension Gcollinear, while Fn,0 is a
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finite contribution depending on the kinematics and coupling in a specific way. Since Γcusp
can be fixed completely with integrability [82] and Gcollinear has been calculated up to
4-loops [83], the most interesting part of (2.44) is the finite contribution Fn,0, which is
explicitly specified by the details of the BDS ansatz. Although this ansatz turns out to fail
at two-loops and n = 6 in perturbation theory [84, 85] and for large n in the strong coupling
regime [86], it does so in a way that is constrained by dual superconformal invariance.
Twistors have proven a valuable tool for analysing dual superconformal invariance,
thanks to Hodges’ momentum twistors, which assign a twistor space to the dual affine
space of null momenta [87]. In this setting the dual superconformal generators take the
form displayed in (2.6), and can also be expressed in ordinary twistors as [48, 61]:
J
(1) I
J =
∑
i<j
(−1)K
[
ZIi
∂
∂ZKi
ZKj
∂
∂ZJj
− (i↔ j)
]
. (2.45)
In this fashion, the integrability ofN = 4 SYM becomes a powerful method for constraining
physical observables such as scattering amplitudes.
In this review, we will focus primarily on two other simplifying structures for which
emerge as a result of the hidden simplicity of N = 4 SYM: the Britto-Cachazo-Feng-
Witten (BCFW) recursion relations, and the Maximal-Helicity-Violating (MHV) formalism
of Cachazo, Svrcek, and Witten. These and other properties of scattering amplitudes in
various theories are discussed at great length in the comprehensive review of Elvang and
Huang [88].
BCFW recursion
First conjectured in [89] and later proven in [18], the BCFW recursion relations give a
recursive procedure for obtaining any gluon tree amplitude in gauge theory, and are easily
extended to N = 4 SYM [90, 91]. This can be derived by picking two external momenta for
a scattering amplitude and analytically continuing them with a complex variable z while
keeping them on-shell and maintaining overall momentum conservation. The amplitude
then becomes a complex function A0n,k(z): it has simple poles wherever internal propagators
go on-shell, and A0n,k(0) is the original amplitude. These simple poles correspond to the
terms arising in the BCFW recursion, so provided A0n,k(z →∞) vanishes, Cauchy’s theorem
implies that
0 =
1
2pii
∫
dz
z
A0n,k(z) = A
0
n,k(0) + BCFW terms. (2.46)
More specifically, take the incoming particles 1 and n with on-shell supermomenta
(pi Ap˜i A′ , ηi api A), and perform the shift:
p˜n → ˆ˜pn = p˜n + zp˜1, ηn → ηˆn = ηn + zη1, p1 → pˆ1 = p1 − zpn.
At certain values z = zi, internal propagators in the Feynman diagram expansion of A
0
n,k
will go on-shell. Furthermore, one can show that as z →∞, A0n,k(z) ∼ z−1 [18, 92], so by
(2.46) this leads to an expansion of the amplitude
A0n,k =
∑∫
d4ηA0i+1 L(1ˆ, . . . , i, {−pˆ, η})
1
p2
A0n−i+1 R({pˆ, η}, i+ 1, . . . , nˆ). (2.47)
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Here the fermionic integration selects the correct sub-amplitudes AL, AR which are com-
patible with the overall NkMHV degree, the sum is over the the possible partitions of
external states between the sub-amplitudes, and p =
∑
j∈L pj .
Since the reduced sub-amplitudes can themselves be recursively calculated in a sim-
ilar fashion, this gives a simplified way of computing the tree-level S-matrix of N = 4
SYM. Indeed, a recursive formula for all tree-amplitudes has been obtained from BCFW
recursion [93]. A particularly simple example is the MHV tree amplitudes of (2.43); in
this case the entire recursion is composed of ‘homogeneous’ terms where AR is a 3-point
anti-MHV subamplitude. Beyond tree-level, BCFW recursion can be used to compute the
loop integrand of N = 4 SYM to all orders in the planar limit via the all-loop recursion
relations of [94].
Furthermore, the BCFW shift becomes extremely simple when expressed on twistor
space: Zn → Zn − zZ1, and the recursion relation (2.47) can be obtained via half-Fourier
transform [54]
A0n,k(Z1, . . . , Zn) =∑∫
PT×C
D3|4Z
dz
z
A0i+1 L(Z1, . . . , Zi, Z)A
0
n−i+1 R(Z,Zi+1, . . . , Zn − zZ1). (2.48)
The twistorial form of the BCFW recursion will be useful in our later discussion of Wilson
loops and local operators in twistor space, as well as gravity.
The MHV formalism
While BCFW gives a recursive procedure for computing scattering amplitudes, the MHV
rules of [17, 95, 96] provide a Feynman diagram formalism for N = 4 SYM which is dra-
matically more efficient than standard space-time Lagrangian techniques. This formalism
arose by considering the geometry of the instanton moduli space of twistor-string theory
near the boundary [97]. In the twistor-string picture, a n-point NkMHV tree amplitude is
given by an integral over the moduli space of n-pointed, degree d = k + 1 curves in PT;
on the boundary of this moduli space, such a curve can degenerate into k + 1 intersect-
ing lines, each of which corresponds to a MHV vertex. The MHV formalism asserts that
NkMHV tree amplitudes of N = 4 SYM can be constructed entirely from such disconnected
configurations: MHV vertices joined by massless scalar propagators, 1/p2 [17].
The MHV formalism has now been proven to be correct at tree-level (for all Yang-
Mills theories) via a complex analysis argument which uses a BCFW momentum shift
extended to all the external states [98–100]. It can also be extended to loop level, albeit
with some caveats: it can be shown to give the correct 1-loop MHV amplitude in N = 4
SYM [101] and can be expressed in momentum twistor space [30], where it was shown to
produce the correct planar integrand to all loops for supersymmetric theories which are
cut-constructible [102].6 In this case, a l-loop NkMHV amplitude will involve diagrams
containing k + l + 1 MHV vertices.
6Such loop integrands are divergent upon integrating over loop momenta or region variables, and require
regularization. We will discuss this in more detail later.
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A key point of the MHV formalism is that the scalar propagators connecting MHV
vertices in a diagram are off-shell. This means that we cannot decompose pAA′ into a tensor
product of two Weyl spinors of opposite chirality. But given the Parke-Taylor formula
(2.43), we need a spinor pA for the MHV vertices to be well-defined. This is accomplished
by choosing an arbitrary reference spinor ιˆA
′
(which we call the CSW reference spinor),
and defining
pA = pAA′ ιˆ
A′ , (2.49)
for the off-shell propagators. It can be shown that dependence on the choice of CSW spinor
drops out of the final amplitude after all MHV diagrams have been summed over.
Despite its simplicity and utility, the origins of the MHV formalism have remained mys-
terious. There are significant gaps in any explanation coming from twistor-string theory,
and the formalism is non-obvious from the gauge theory’s space-time Lagrangian (although
a transformation which does produce the MHV formalism from the Lagrangian can be en-
gineered [103]). A major goal of Section 3 will be to show that the MHV formalism follows
naturally as the gauge-fixed Feynman rules of the twistor action for N = 4 SYM. Although
prior efforts had indicated that this might be true using momentum eigenstates [104], our
derivation will be based entirely in twistor space and will manifest superconformal invari-
ance.
The second half of this review will investigate how the themes explored in the context of
N = 4 SYM can be extended to gravity. Unlike BCFW recursion, which extends to Einstein
(super)gravity [105–107], the na¨ıve MHV vertex expansion defined by the Risager all-line
shift fails [108, 109] due to the ‘non-holomorphicity’ of graviton scattering amplitudes.
3 Twistor Action for N = 4 Super-Yang-Mills
In this section, we will apply our background knowledge of twistor theory to formulate
maximally supersymmetric gauge theory in four dimensions (i.e., N = 4 SYM) as a gauge
theory on twistor space. Our primary tool will be the twistor action forN = 4 SYM [27, 28],
which can be thought of as an effective action for twistor-string theory which captures only
the gauge theory contributions, eliminating the conformal gravity modes. After recalling
the basic definition and properties of the twistor action, we set out a rigorous derivation
of its Feynman rules in a particular axial gauge. The main result is a proof that these
Feynman rules reproduce the MHV formalism of [17]; this provides a proof of the MHV
formalism (at tree level), indicates its twistorial nature, and allows us to easily compute IR
finite scattering amplitudes on twistor space. We demonstrate how all tree-level scattering
amplitudes can be calculated in this manner, and also discuss the status of loop-level
calculations in perturbation theory. The main advantage of this formalism (besides being
dramatically more efficient than space-time techniques) is that it manifest superconformal
invariance–up to the choice of reference spinor in the MHV formalism.
3.1 Definition and Basic Properties
The setting for this chapter will be N = 4 supersymmetric twistor space PT ⊂ P3|4; we
have a gauge group G = SU(N), bundle E → PT (which can be thought of as the space-
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time gauge bundle pulled back to twistor space) with End(E) ∼= slN . For simplicity, we
will assume that this bundle is topologically trivial: c1(E) = 0, although this assumption
can be relaxed to c1(E|X) = 0 without serious consequences to any of our results. As we
noted earlier, the field content of N = 4 SYM can be encoded in a homogeneous (0, 1)-form
A ∈ Ω0,1(PT,O ⊗ End(E)),
A = a+ χaψ˜a + χ
aχb
2!
φab +
abcd
3!
χaχbχcψd +
χ4
4!
g, (3.1)
which has no components in the anti-holomorphic directions, and each bosonic compo-
nent corresponds to a space-time field via the Penrose transform.7 This acts as a (0, 1)-
connection (or, equivalently, an endomorphism-valued complex structure) on E.
We want an action functional on twistor space which mimics the structure of the
Chalmers-Siegel action (2.27); this requires an instanton term plus an ASD interaction
term. By theorem 4, the bundle E with connection ∂¯ + A is equivalent to a N = 4
Yang-Mills instanton on M provided F 0,2 = ∂¯A + A ∧ A = 0. Since F 0,2 = 0 are the
Euler-Lagrange equations of the holomorphic Chern-Simons functional, we can account for
the SD portion of the theory on twistor space with:
S1[A] = i
2pi
∫
PT
D3|4Z ∧ tr
(
A ∧ ∂¯A+ 2
3
A ∧A ∧A
)
. (3.2)
Beyond the Ward Correspondence, there is substantial motivation for this action capturing
the instanton sector. An early form of this action was derived by Sokatchev for self-dual
N = 4 SYM [110], and the holomorphic Chern-Simons functional can be seen as an artifact
of twistor-string theory, which in Witten’s original formulation is a topological B model
with target PT [15]. Open strings are stretched between D5-branes wrapped on P3|4; hence
the theory of open D5−D5 strings is described by precisely the holomorphic Chern-Simons
functional [111].
Accounting for the ASD interactions of the gauge theory is a more subtle problem,
though. In twistor-string theory, these interactions take the form of D1 − D5 instantons
in Witten’s model, or world-sheet instantons in the heterotic model [16, 112]. At the level
of a generating functional, such a contribution looks like∫
MR
d4|8X det
(
∂¯ +A) |X ,
where d4|8X is the measure over the space of X ∼= P1 in PT corresponding to points in
the chosen real slice MR ⊂ M, and (∂¯ + A)|X is the complex structure induced by A
restricted to the line X. However, under gauge transformations this determinant picks up
exponential anomalies which lead to the conformal gravity modes of the twistor-string, so
such a generating functional is not suitable for a twistor action which contains only the
gauge theory.
7Technically, for G 6= U(1), this requires a non-abelian generalization of the Penrose transform. This
can be defined by finding a holomorphic trivialization of the bundle E|X on the P1 fibers of twistor space;
we will discuss this explicitly in the next chapter.
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The correct non-local term is given by taking the logarithm of the twistor-string gen-
erating functional:
S2[A] =
∫
MR
d4|8X log det
(
∂¯ +A) |X , (3.3)
which essentially amounts to a WZW action, as first noted in [113]. Of course, we are
glossing over some subtleties here, because det(∂¯ + A)|X is not a function, but rather a
section of a determinant line bundle over the space of connections:
det(∂¯ +A)|X ∈ Γ(L), L → Conn(E → PT)|X ∼= Conn(E → P1).
Hence, det(∂¯+A)|X should be understood as a ζ-regularized determinant. The determinant
line bundle comes equipped with a natural connection (the Quillen connection) [114], whose
curvature can be computed using the Bismut-Freed index theorem [115, 116]. In our case,
the data for this is given by the diagram:
L

Conn(E → P1)×M

e // Conn(E → P1)
M
where e is the natural evaluation map. The Bismut-Freed index theorem then states that
F (L) =
∫
Td(M)ch(TM⊕ E|X) = 0,
since E and M are both topologically trivial. In other words, log det(∂¯ +A)|X can safely
be treated as a function on M (at least locally), so (3.3) is well-defined.
We now have the full N = 4 SYM twistor action as originally derived in [28]:
S[A] = S1[A] + λS2[A], (3.4)
which is invariant under gauge transformations on twistor space:8
(∂¯ +A)→ γ(∂¯ +A)γ−1, γ ∈ Γ(E,End(E)), (3.5)
with γ homotopic to the identity, and γ → IN asymptotically. This follows because the
exponential anomalies caused by gauge transformations in the determinant of (3.3) become
additional terms thanks to the logarithm; these terms vanish upon performing the fermionic
integrations in d4|8X (c.f., [28]).
Notice that bosonically, a gauge transformation γ is a function of three complex, or six
real, variables. This means that the twistor action has substantially more gauge freedom
than the space-time N = 4 SYM Lagrangian. This freedom can be fixed or reduced by
imposing gauge conditions; two of these will be particularly important for our purposes.
8In the real category, the normalization of a Chern-Simons action is fixed by requiring that the partition
function is gauge invariant under ‘large’ gauge transformations; this results in the familiar k
4pi
normalization.
A holomorphic Chern-Simons theory on a Calabi-Yau 3-fold M is defined up to periods of H3(M,Z), which
are generically dense in C [117]. However, since H3(P3,Z) = 0 we avoid this ambiguity and our arbitrary
normalization i
2pi
is fine.
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Woodhouse Gauge
The Woodhouse gauge condition [50]:
∂¯∗|XA|X = 0 (3.6)
imposes the condition that A is holomorphic upon restriction to all fibers X ∼= P1 of twistor
space. There are residual gauge transformations preserving this gauge condition
∂¯∗|X ∂¯|Xγ = ∆P1γ = 0,
for each P1 fiber of twistor space. But this is just the homogeneous harmonicity condition,
so γ cannot depend on the fiber coordinate. The remaining gauge freedom is reduced to
precisely that of space-time gauge transformations: γ = γ(x). In addition, recall that with
Euclidean reality conditions explicit cohomological representatives can be constructed in
Woodhouse gauge using theorems 2-3. These facts are crucial in the following theorem,
which establishes that the twistor action indeed provides a full perturbative description of
N = 4 SYM:
Theorem 5 (Boels, Mason, & Skinner [28]) The twistor action S[A] is classically equiv-
alent to the Chalmers-Siegel action (2.27) in the sense that solutions to its Euler-Lagrange
equations are in one-to-one correspondence with solutions to the field equations (2.30)-
(2.34) up to space-time gauge transformations. Additionally, upon fixing Woodhouse gauge
and Euclidean reality conditions, S[A] is equal to the Chalmers-Siegel action.
This theorem confirms that the twistor action describes N = 4 SYM at the Lagrangian
level, and also indicates that any results which we prove using the twistor action will also
be true for the space-time theory (at least perturbatively).
Axial/CSW Gauge
The gauge freedom of the twistor action can also be reduced by choosing an axial gauge
on twistor space. This corresponds to a choice of holomorphic 1-dimensional distribution
D ⊂ T 1,0PT with the requirement that A|D = 0. More concretely, if we take D to be the
span of some holomorphic vector field V , then the axial gauge is the condition that
V yA = 0.
The simplest axial gauge available on twistor space is when V corresponds to a null trans-
lation in space-time. This is known as the CSW gauge after [17], and corresponds to the
choice of a reference twistor Z∗ which induces a foliation of PT by those lines which pass
through Z∗. The CSW gauge is the condition that A vanish when restricted to the leaves
of this foliation:
Z∗ · ∂
∂Z
yA = 0. (3.7)
It was initially argued using momentum eigenstates that the Feynman rules for the twistor
action in the CSW gauge corresponded to the MHV formalism [104] on momentum space.
However, this argument was far from rigorous, and was not self-contained on twistor space.
We now present the rigorous derivation of the CSW gauge-fixed Feynman rules for the
twistor action, and a purely twistorial derivation of the MHV formalism [29].
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3.2 Feynman Rules
We begin by fixing CSW gauge, making the choice of fixed reference twistor to correspond
to the ‘point at infinity’ in M:
Z∗ = (0, ιA
′
, 0) ∈ P3|4.
The gauge condition (3.7) reduces the number of independent components of the (0, 1)-
connection A from three to two; this eliminates the cubic Chern-Simons vertex in S1[A].
Since this cubic vertex corresponds to the anti-MHV three-point amplitude, the choice of
CSW gauge eliminates this vertex; anti-MHV amplitudes will of course still exist, but are
now constructed from the remaining vertices of the theory. The gauged-fixed twistor action
is therefore reduced to:
S[A] = i
2pi
∫
PT
D3|4Z ∧ tr (A ∧ ∂¯A)+ λ ∫
MR
d4|8X log det(∂¯ +A)|X . (3.8)
As usual, the propagator is determined by the quadratic portion of the action. However,
there are two such contributions in (3.8): one from the kinetic Chern-Simons portion and
another from the perturbative expansion of the log det (see below). Since the latter occurs
as part of a generating functional of vertices, we choose to treat it perturbatively at the
expense of including a two-point vertex in our formalism (as we discuss below).
3.2.1 Vertices
In the CSW gauge, all vertices of the twistor action come from the log det, and can be
made explicit by perturbatively expanding [28, 104]:
log det(∂¯ +A)|X = tr
(
log ∂¯|X
)
+
∞∑
n=2
1
n
∫
Xn
tr
(
∂¯−1|XA1∂¯−1|XA2 · · · ∂¯−1|XAn
)
, (3.9)
where Ai is the field inserted at a point Zi ∈ X, and ∂¯−1|X is the Green’s function for
the ∂¯-operator restricted to X. Since the line X can be written as a skew bi-twistor
XIJ = Z
[I
AZ
J ]
B , we can introduce a coordinate σ
A = (σ0, σ1) on X and write
Z(σ) = ZAσ
0 + ZBσ
1.
This allows us to express ∂¯−1|X in terms of the Cauchy kernel in these coordinates:
(∂¯−1|XA)(σi−1) = 1
2pii
∫
X
A(Z(σi)) ∧Dσi
(i− 1 i) ,
with (i− 1 i) = ABσAi−1σBi the SL(2,C)-invariant inner product on the P1 coordinates.
Therefore, the nth term in the perturbative expansion of the log det gives:
1
n
(
1
2pii
)n ∫
MR
d4|8X
∫
Xn
tr
(
n∏
i=1
A(Z(σi)) ∧Dσi
(i− 1 i)
)
. (3.10)
Note that we consider the index i modulo n (i.e., i = i+ n); this corresponds to the cyclic
particle ordering of a color-stripped amplitude. In order to obtain a formula for the vertex
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which manifests conformal invariance, we represent the measure d4|8X as a volume form
on the moduli space of degree one maps Z : P1 → PT:
d4|8X =
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
. (3.11)
The quotient by the volume of GL(2,C) transformations accounts for the redundancy in σ
and ZA,B; this is the SL(2,C) automorphism group of P1 and the C∗ scaling freedom.
This choice allows us to write down the superconformally invariant formula
V (1, . . . , n) =
∫
Mn,1
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
∫
Xn
tr
(
n∏
i=1
A(Z(σi)) ∧Dσi
(i− 1 i)
)
, (3.12)
with Mn,d the space of maps Z : P1 → PT of degree-d and n marked points. This is easily
recognizable as the twistor-string formulation of the MHV amplitude as an integral over the
space of lines in PT [118], and is a Dolbeault analogue of Nair’s original twistor formulation
[78]. Indeed, the Parke-Taylor amplitude can be recovered explicitly by inserting the on-
shell momentum eigenstates:
Ai =
∫
C
ds
s
δ¯2(sλi A − pi A)es[[µip˜i]]. (3.13)
We fix the GL(2,C) freedom by setting σi = λi and quotienting out by the scale of ZA,B.
This gives
∫
Mn,1
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
∫
Xn
n∏
i=1
A(Z(σi)) ∧Dσi
(i− 1 i)
=
∫
MR
d4|8x
∫ n∏
i=1
dsi
si
δ¯2(sλi A − pi A)es[[µip˜i]] Dλi〈i− 1 i〉
=
1∏n
i=1〈i i+ 1〉
∫
MR
d4|8x exp
(
i
n∑
i=1
pi · x+ ηa ipA iθAa
)
=
δ4|8 (
∑n
i=1 pi)
〈1 2〉 · · · 〈n 1〉 = A
0
n,0, (3.14)
as expected. In the final step, we used Nair’s lemma [78] to express the delta-function as
an integral over the real space-time.
Hence, we see that on-shell the vertices of the twistor action are the MHV amplitudes
of N = 4 SYM. Determining the form of the twistor propagator in CSW gauge is a bit
more involved, though.
3.2.2 Propagator
The propagator is fixed by the kinetic part of the holomorphic Chern-Simons action∫
PT
D3|4Z ∧ tr (A ∧ ∂¯A) ,
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to be the inverse of the ∂¯-operator on PT acting on (0, 1)-forms in the CSW gauge:
∂¯∆(Z1, Z2) = δ¯
3|4(Z1, Z2), Z∗ · ∂
∂Z1
y∆ = Z∗ · ∂
∂Z2
y∆ = 0.
In the end, we will see that the correct form of the propagator is given simply by one of
our distributional forms: ∆(Z1, Z2) = δ¯
2|4(Z1, ∗, Z2). However, the steps necessary for a
careful derivation of this using cohomological representatives are rather involved.
We reduce the problem to one on bosonic twistor space PTb by performing the d4χ
fermionic integrals in the kinetic portion of the action to obtain:∫
PTb
D3Z ∧ tr
(
g ∧ ∂¯a+ ψa ∧ ∂¯ψ˜a + 
abcd
4
φab ∧ ∂¯φcd
)
. (3.15)
From this, we see that the propagator must be a sum of terms, each of which is a kernel
for ∂¯ on PTb taking values in the proper homogeneity configurations. More formally, we
have:
∆ = (χ2)
4∆0,−4 + χ1(χ2)3∆−1,−3 + (χ1)2(χ2)2∆−2,−2, (3.16)
where each bosonic propagator obeys:
∆k,l ∈ H0,2((PTb × PTb) \∆,O(k, l)), ∂¯∆k,l = (∂¯1 + ∂¯2)∆k,l = δ¯∆,
for ∆ ⊂ PTb × PTb the diagonal and δ¯∆ the anti-holomorphic Dirac current.
The inverse of the ∂¯-operator on non-projective complex manifolds is given locally by
the Bochner-Martinelli kernel [119]. Most attempts at building kernels for ∂¯ on Pn are
rooted in complex analysis (e.g., [120, 121]), and geometric efforts work with a positive
definite (i.e., Fubini-Study) metric [122]. While these results are impressive in their gen-
erality, they are unwieldy for physical calculations. By using the natural machinery of
twistor theory reviewed in Section 2, we can obtain a simple answer in CSW gauge.
The basic roadmap is to begin with a space-time representative for the propagator
in Feynman gauge, transform it to twistor space using Woodhouse representatives, and
then make a gauge transformation to arrive at CSW gauge. These calculations are rather
involved, so we only outline them here; the interested reader need only consult appendix
D of [29]. Let us consider the propagator component ∆−2,−2 as an example, since this is
when the computations are easiest.
In order to utilize Woodhouse representatives, we need to impose Euclidean reality
conditions, for which the CSW gauge condition reads:
ιˆA
′
λA∂AA′y∆−i,j = Nα
∂
∂Zˆα
y∆i,j = 0, Nα = (0, ιˆA
′
). (3.17)
Now, on space-time, ∆−2,−2 is just the scalar propagator
∆−2,−2(x1, x2) =
1
(x1 − x2)2 ,
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which is a z.r.m. field on E × E away from the diagonal. Hence, we can apply theorem 2
to construct a Woodhouse representative for the propagator:
∆W−2,−2(Z1, Z2) = ∂ˆ1∂ˆ2
(
1
(1, 1ˆ, 2, 2ˆ)
)
= 2
(dZˆ1, 1ˆ, 2, 2ˆ) ∧ (1, 1ˆ,dZˆ2, 2ˆ)
(1, 1ˆ, 2, 2ˆ)3
− (dZˆ1, 1ˆ, dZˆ2, 2ˆ)
(1, 1ˆ, 2, 2ˆ)2
, (3.18)
using the fact that
(x1 − x2)2 = (1, 1ˆ, 2, 2ˆ)〈λ1λˆ1〉〈λ2λˆ2〉
.
The twistor propagator (3.18) is a (0, 2)-form on PTb × PTb, is ∂¯-closed away from the
diagonal, and is in Woodhouse gauge on each factor.
Now, we want to exploit the freedom of adding a ∂¯-exact (0, 1)-form on PTb × PTb in
order to transform (3.18) into CSW gauge:
N · ∂ˆiy(∆W−2,−2 + ∂¯f) = 0,
with i = 1, 2 labelling the factor of twistor space. Such a f can indeed be found, and after
accounting for potential gauge anomalies resulting from delta-functions, we find
∆−2,−2 =
(N, 1ˆ, 2, 2ˆ)(1, 1ˆ, N, 2ˆ)
(1, 1ˆ, 2, 2ˆ)
∂¯1
(
1
(1, N̂ , 2, 2ˆ)
)
∧ ∂¯2
(
1
(1, 1ˆ, 2, N̂)
)
, (3.19)
which is obviously in CSW gauge since the form component is skewed with N .
This procedure can be carried out for ∆−1,−3 and ∆0,−4 (with a few additional sub-
tleties) by again applying theorems 2-3 and finding the appropriate gauge transformation,
resulting in [29]:
∆−1,−3 = i
[(1, 1ˆ, N, 2ˆ)]2
(1, 1ˆ, 2, 2ˆ)
∂¯1
(
1
(1, N̂ , 2, 2ˆ)
)
∧ ∂¯2
(
1
(1, 1ˆ, 2, N̂)
)
, (3.20)
∆0,−4 = 2
〈λˆ2λ1〉[(1, 1ˆ, N, 2ˆ)]2
(1, 1ˆ, 2, 2ˆ)〈λ2λˆ2〉
∂¯1
(
1
(1, N̂ , 2, 2ˆ)
)
∧ ∂¯2
(
1
(1, 1ˆ, 2, N̂)
)
. (3.21)
These bosonic components define the full supersymmetric propagator via (3.16), where the
homogeneity factors appearing at the front of each of (3.19)-(3.21) are balanced by the
fermionic coordinates of twistor space. Furthermore, the reference twistor Z∗ = −N̂ , so
the full propagator in CSW gauge contains an overall factor of
∂¯1
(
1
(1, ∗, 2, 2ˆ)
)
∧ ∂¯2
(
1
(1, 1ˆ, 2, ∗)
)
,
which is supported only on the set (1, ∗, 2, 2ˆ) = (1, 1ˆ, 2, ∗) = 0. This restricts Z1 to lie in the
plan spanned by {Z∗, Z2, Zˆ2}, and Z2 to lie in the plane spanned by {Z∗, Z1, Zˆ1}. In PT,
these two planes must intersect in a line containing the reference twistor: (∗, 2, 2ˆ)∩(∗, 1, 1ˆ) =
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Figure 2. Twistor space support of the propagator
X∗. But this is only possible if Z1 and Z2 are also contained in X∗; in other words: Z1, Z2
and Z∗ are collinear in twistor space (see Figure 2).
Our distributional forms then allow us to represent the twistor space propagator for
N = 4 SYM in CSW gauge by
∆(Z1, Z2) = δ¯
2|4(Z1, ∗, Z2). (3.22)
Note that although our derivation here began in Euclidean signature, the result for the full
propagator is signature-independent and superconformally invariant up to choice of Z∗.
The fact that ∆ is in CSW gauge follows from our derivation, and it is the propagator for
the kinetic operator ∂¯ thanks to lemma 2.1:
∂¯∆ = 2pii
(
δ¯3|4(Z1, Z2) + δ¯3|4(Z1, ∗) + δ¯3|4(Z2, ∗)
)
.
The first term is the anti-holomorphic Dirac current we want, and the other two terms do
not contribute to the physical portion of the propagator. This is because ∆(Z1, Z2) should
be a (0, 1)-form in each variable; the second and third terms in the above expression have
(0, 2)-form components in Z1 and Z2, however. In any case, these contributions correspond
to unphysical poles in momentum space, which are an expected feature of the axial gauge
we are working in. They can be removed entirely by restricting ourselves to the twistor
space PT ⊂ P3|4 that excludes the ‘point at infinity’ (i.e., PT = {Z|λ 6= 0}), where the
error terms do not have support.
Finally, the tensor structure of the propagator is included by accounting for the gauge
group, and writing these gauge indices explicitly gives:
∆(Z1, Z2)
ik
jl = δ¯
2|4(Z1, ∗, Z2)
(
δilδ
k
j −
1
N
δijδ
k
l
)
. (3.23)
We often suppress the color structure of the propagator in our following discussions.
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3.3 The MHV Formalism
Having derived the CSW gauge-fixed Feynman rules of the twistor action, it is natural to
ask what they correspond to on momentum space. Given that we have shown the twistor
vertices to be equivalent to the MHV amplitudes of N = 4 SYM on-shell, a natural guess
would be the MHV formalism of [17]. In this subsection, we will demonstrate that this is,
in fact, true. We choose Z∗ = (0, ιA
′
, 0), and assume (without loss of generality) that ι is
normalised with respect to Euclidean reality conditions: [ιˆι] = 1.
To begin, we pull back the twistor propagator ∆(Z,Z ′) to the primed spinor bundle
using the twistor double fibration:
p : PS→ PT, (xAA′ , θaA, λA) 7→ (λA, ixAA′λA, θaAλA).
This can be accomplished using the definition of δ¯2|4 and the incidence relations which
define the map p:
p∗∆ =
∫
C2
ds
s
dt
t
δ¯2(sιA
′ − ixAA′λA − itx′AA′λ′A)δ¯2|4(λA + tλ′A)
=
∫
C2
ds
s
dt
t
δ¯2(sιA
′ − iyAA′λA)δ¯2|4(λA + tλ′A). (3.24)
where the second line follows from the support of the delta functions and we abuse notation
by writing
δ¯2|4(λA + tλ′A) ≡ δ¯2(λA + tλ′A)δ¯0|4(θaAλA + tθ′aAλ′A).
Since this expression is independent of x + x′, we are free to perform a Fourier transform
in y = x− x′ to obtain the momentum space version of the propagator:
∆˜ =
∫
d4|8y eip·y
ds
s
dt
t
δ¯2(sιA
′ − iyAA′λA)δ¯2|4(λA + tλ′A). (3.25)
Note that this Fourier transform takes into account the super -momentum via
p · y = pAA′(x− x′)AA′ + pAηa(θ − θ′)aA.
Now, δ¯2(sιA
′ − iyAA′λA) is a (0, 2)-form multiplied by four real delta-functions, which
uniquely restrict y to be
yAA
′
= i
sιA
′
λˆA − s¯ιˆA′λA
〈λλˆ〉 .
Taking into account the (0, 2)-form components as well as the resulting Jacobian factor
leaves us with:
∆˜ =
∫
exp
[
−pAA′ sι
A′ λˆA − s¯ιˆA′λA
〈λλˆ〉
]
ds
s
dt
t
sds¯ Dλˆ
〈λλˆ〉2 δ¯
2(sιA
′ − iyAA′λA)δ¯2|4(λA + tλ′A).
The s-integrals can now be performed to give a holomorphic delta-function:
∆˜ =
∫
dt
t
δ¯10(p|ιˆ], λ)
[ι|p|λ〉2 δ¯
2|4(λA + tλ′A) =
δ¯10(p|ιˆ], λ) ∧ δ¯10(p|ιˆ], λ′)
p2
.
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The fermionic dependence is easily re-introduced using the delta function:
∆˜(p, λ, λ′) =
δ¯1([ιˆ|p|λ〉) ∧ δ¯1([ιˆ|p|λ′〉)
p2
δ0|4
(
pAA′ ιˆ
A′(θ − θ′)aA
)
. (3.26)
But this is precisely the propagator for the MHV formalism on momentum space: the scalar
p−2 propagator and the prescription that off-shell momentum spinors are defined using the
CSW reference spinor and the rule pA = pAA′ ιˆ
A′ .9 Additionally, since the proof required
Euclidean reality conditions (i.e., the Fourier transform to momentum space is performed
on the Euclidean-real slice), this definition of the propagator automatically incorporates
the Feynman i-prescription.
To complete a proof that the twistor Feynman rules are equivalent to the momentum
space MHV formalism, we must still show that the vertices can be extended off-shell and
that the 2-point vertex does not enter the formalism. For the first point, it suffices to
demonstrate that off-shell momentum eigenstates reduce to the standard states (3.13) on-
shell. For simplicity, we will prove this for the abelian case, but the proof can be extended
with only notational complications to SU(N).
We begin with the abelian superconnection for N = 4 SYM (derived in appendix A),
A = ΓAA′dx
AA′+Γa Adθ
aA. With Euclidean reality conditions and Woodhouse gauge, the
multiplet of the theory takes the form:
AAA′ = e
ip·xεAA′ , Ψ˜a A′ = eip·xξA′ηa, Φab =
eip·x
2
ηaηb,
ΨaA =
eip·x
3!
pa
abcdηbηcηd, GAB =
eip·x
4!
pApBη
4,
where the polarization spinors are defined in relation to the CSW reference spinor:
pA = pAA′ ιˆ
A′ , ιˆA
′
pAεAA′ = 1, ιˆ
A′ξA′ = 1.
The superconnection components can be written in terms of these Woodhouse represen-
tatives, and then pulled back to PS to give an off-shell momentum eigenstate A in the
Woodhouse gauge.
The transformation to CSW gauge requires finding a function γ such that
ιˆA
′
λA∂AA′y(A+ dγ) = 0.
A short calculation shows that the required gauge transformation is:
γ = i
eip·x
〈pλ〉
[
[ιˆ|ε|λ〉+ (η · χ)
(
1 + i
(η · χ˜)
2
− (η · χ˜)
2
3!
− i(η · χ˜)
3
4!
)]
, (3.27)
where χa = θaAλA and χ˜
a = θaApA. It is then easy to see that the off-shell momentum
eigenstate in CSW gauge takes the form
Aoff−shell = δ¯1(〈pλ〉)eip·x
[
[ιˆ|ε|λ〉+ (η · χ)
(
1 + i
(η · χ˜)
2
− (η · χ˜)
2
3!
− i(η · χ˜)
3
4!
)]
+AAA′dxAA′ +Aa AdθaA. (3.28)
9In (3.26), the prescription is actually that λA for a propagator leg is defined by λA = ιˆ
A′pAA′ . After
inserting momentum eigenstates, this is easily seen to reduce to the CSW prescription.
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The precise form of the remaining components of the eigenstate are not important because
on-shell, they vanish. Additionally, it is easy to see that the first component of (3.28)
reduces to (3.13) on-shell, and it descends from PS to PT as required.
Finally, the 2-point vertex vanishes in momentum space for trivial reasons of mo-
mentum conservation. The most nontrivial case is when the vertex is in the middle of a
Feynman diagram with propagators attached to each leg with supermomenta (p, η) and
(p′, η′). The fermionic part of the momentum conserving delta function then reduces to
〈p p′〉4δ0|4(η)δ0|4(η′) and so the spinor products cancel those in the Parke-Taylor denomi-
nator, yielding an overall 〈p p′〉2 in the numerator. The bosonic delta function then forces
p+ p′ = 0 and the numerator factor forces the vertex to vanish.
In summary, we have proven the following fact:
Proposition 3.1 After the choice of Euclidean reality conditions, the Feynman rules of
the twistor action in CSW gauge are equivalent to the MHV formalism on momentum
space.
Note the importance of Euclidean reality conditions in this proposition. Although the
twistor space vertices and propagator are independent of the choice of space-time signature,
their translation to momentum space is not. This can be seen as a consequence of the
Feynman i-prescription for the propagator, as well as the need to write down explicit
representatives when pulling back to the spinor bundle. We will now see that calculating
amplitudes on twistor space (where signature choices need not be made) avoids many of
the technical issues encountered in this subsection while working with momentum space
representatives.
3.4 Scattering Amplitudes in Twistor Space
3.4.1 Amplitudes and cohomology
Scattering amplitudes are functionals of asymptotic states; via the Penrose transform, we
can represent these using momentum eigenstates which take values in H0,1(PT,O) as given
in (3.13). As we will see, the twistor space MHV formalism provides a natural way to
calculate the kernel for scattering amplitudes. For a n-particle scattering amplitude, such
a kernel will live in the n-fold product of the dual of H0,1(PT,O); in other words, the
amplitude itself is obtained by pairing the kernel with momentum eigenstates. At first,
a natural choice for this pairing seems to be a Hilbert space structure on H1(PT,O(k));
however, this requires a choice of space-time signature and is actually non-local on twistor
space [123].
A much more natural pairing is given by the duality between (0, 1)-forms and distri-
butional (0, 2)-forms with compact support on twistor space. This is given simply by:
Ω0,1(PT,O)× Ω0,2c (PT,O)→ C, (φ, α) 7→
∫
PT
D3|4Z ∧ φ ∧ α.
Hence, on twistor space, we will represent a n-particle amplitude as an element of
A(1, . . . , n) ∈ Ω0,2c
(
n⊕
i=1
PTi,O
)
.
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The region of compact support is determined by ensuring that amplitudes manifest crossing
symmetry: scattering states can be chosen to have both positive and negative frequency.
For instance, if we work in Lorentzian signature, then crossing symmetry dictates that the
compact support of the twistor space kernel be contained in PN = PT+∩PT−. Furthermore,
the amplitude should be independent of the choice of momentum eigenstates within the
same cohomology class of H0,1(PT,O). By taking φ = ∂¯f in the above pairing, this requires
the compactly supported (0, 2)-form to be ∂¯-closed. Hence, we should find that the twistor
space amplitude takes values in H0,2c (⊕ni=1PTi,O).
Now, recall the form of the twistor space MHV vertex from (3.12):
V (1, . . . , n) =
∫
Mn,1
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
∫
Xn
tr
(
n∏
i=1
A(Z(σi)) ∧Dσi
(i− 1 i)
)
To obtain the kernel amplitude on twistor space, we want to insert a (0, 2)-form represen-
tative for A rather than a (0, 1)-form momentum eigenstate. This is accomplished by using
the elemental state:
Ai = δ¯3|4(Zi, Z(σi)), Z(σi) = ZAσ0i + ZBσ1i . (3.29)
This forces the twistor for the ith external state to lie on the line parametrized by σi,
and after integrating with respect to Dσi, reduces to a (0, 2)-form as desired. The external
twistors Zi are then integrated out against the (0, 1)-form wavefunctions to obtain the final
amplitude. Hence, the twistor space vertex can be written as:
V (1, . . . , n) =
∫
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
∫
Xn
n∏
i=1
δ¯3|4(Zi, Z(σi)) ∧Dσi
(i− 1 i) , (3.30)
ignoring the color trace.10
An unfortunate consequence of this choice is that the MHV vertex can no longer be
interpreted as taking values in cohomology, since
∂¯V (1, . . . , n) = 2pii
n∑
i=1
δ¯3|4(i, i+ 1)V (1, . . . , î, . . . n),
meaning that MHV amplitude will not take values in H0,2c (⊕ni=1PTi,O). However, these
anomalies are supported at the collinear limits and are expressing the standard IR singu-
larity structure of the amplitude. This indicates that the collinear IR divergences of an
amplitude lead to anomalies in gauge invariance, since our pairing with external wavefunc-
tions is no longer independent of the choice of cohomological representative. Since we have
already fixed the CSW gauge, this means that a different choice of gauge would lead to
different expressions for the amplitudes. But this is an expected phenomenon in quantum
field theory; for instance, a similar mechanism gives rise to anomalies in superconformal
invariance of N = 4 SYM [124] and can be dealt with by performing suitable deformations
10For the remainder of this section, we take the color trace to be implicit; this is fine as long as we
continue to impose the cyclic symmetry of color-stripped amplitudes.
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of the super-conformal algebra generators. Hence, we treat these IR divergences as a relic
of our choice of gauge, and choose generic external twistors in the same way that one
usually chooses generic (i.e., non-collinear) external momenta for a scattering amplitude.
With (3.30), we can readily verify that the MHV vertices of the twistor action obey
the inverse soft limit [125]:
Lemma 3.1 The MHV vertex (3.30) obeys the inverse soft limit:
V (1, . . . , n+ 1) = V (1, . . . , n)δ¯2|4(n, n+ 1, 1).
Proof: Define a non-projective coordinate s on the n+ 1st copy of X by
s =
(n+ 1 1)
(n n+ 1)
.
Under this change of variables, we have
Z(σn+1) = Z(σn) + sZ(σ1),
ds
s
=
Dσn+1
(n n+ 1)(n+ 1 1)
,
and the vertex becomes:
V (1, . . . , n+ 1) =
∫
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
n∏
i=1
δ¯3|4(Zi, Z(σi)) ∧Dσi
(i− 1 i)
× ds
s
δ¯3|4(Zn+1, Z(σn) + sZ(σ1)).
On the support of the delta functions involved, we can set Z(σn) = Zn and Z(σ1) = Z1 in
the last factor and the proof is complete. 2
This property was first noted in twistor space using split signature reality conditions
[54], and can be applied repeatedly to the vertex. If every such application of the inverse
soft limit is taken with respect to Z1, then one obtains the formula
V (1, . . . , n) = V (1, 2)
n∏
i=2
δ¯2|4(1, i− 1, i), (3.31)
where V (1, 2) is the two-point vertex of the theory. While this minimizes the number
of remaining integrals and manifests superconformal invariance, it no longer exhibits the
explicit cyclic symmetry of the twistor-string version of the vertex. Indeed, there are many
possible reductions of the n-point vertex to formulae like (3.31), depending on how the
inverse soft limits are taken. One can move between these (equivalent) representations by
repeated application of the cyclic identity for the four-point vertex:
V (1, 2, 3)δ¯2|4(1, 3, 4) = V (2, 3, 4)δ¯2|4(2, 4, 1). (3.32)
The two-point vertex is an essential part of the reduced form of the MHV vertex on
twistor space. We have seen that it cannot contribute to the Feynman diagram calculus
of the twistor action due to momentum conservation; however, it would be nice to have a
purely twistorial argument for this.
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The two-point vertex
The fermionic integrals in the twistor expression for V (1, 2) can be performed algebraically,
resulting in a Jacobian factor of (1 2)4 and leaving
V (1, 2) =
∫
MR×(P1)2
d4ZA ∧ d4ZB
vol GL(2,C)
Dσ1Dσ2(1 2)
2δ¯30,−4(Z1, Z(σ1))δ¯
3
0,−4(Z2, Z(σ2)). (3.33)
Here, we define
δ¯3p,−p−4(Z1, Z2) =
∫
C
ds
s1+p
δ¯4(sZ1 + Z2)
where the subscripts denote the homogeneity in the first and second entry respectively.
The vol GL(2,C) quotient can be fixed by setting σ1 = (1, 0) and σ2 = (0, 1) on P1,
and then reducing d4ZAd
4ZB to projective integrals. Removing the appropriate Jacobian
factor we obtain
V (1, 2) =
∮
MR×(P1)2
D3ZA ∧D3ZB δ¯30,−4(Z1, ZA)δ¯30,−4(Z2, ZB), (3.34)
where the contour is now understood as arising from integrating ZA and ZB over the P1
corresponding to x ∈ M and then integrating over the real slice MR. This is an integral
of a 12-form over an 8-dimensional contour so that we are left with a (0, 2)-form in each
factor of Z1 and Z2, as expected for a twistor space vertex. Now, using a simple bosonic
extension of lemma 2.1 we can see that:
∂¯δ¯20,0,−4(Z1, Z2, Z3) = 2pii
(
δ¯30,−4(Z1, Z3) + δ¯
3
0,−4(Z2, Z3)
)
.
Note that there are only two terms here because in
δ¯20,0,−4(Z1, Z2, Z3) =
∫
P2
c33 D
2c
c1c2
δ¯4(c1Z1 + c2Z2 + c3Z3),
there is no pole in c3. This means that we can write the two-point vertex as a ∂¯-exact
form:
V (1, 2) = ∂¯
 1
2pii
∮
MR×(P1)2
D3ZA ∧D3ZB δ¯20,0,−4(Z1, ZB, ZA)δ¯30,−4(Z2, ZB)
 , (3.35)
since D3ZA ∧D3ZB = 0 on the support of δ¯30,−4(ZB, ZA).
This immediately indicates that the two-point vertex cannot enter the Feynman di-
agram calculus when one of its legs is an external particle, since in this case we could
integrate by parts to get a ∂¯-operator acting on an external wavefunction, which lives in
cohomology and therefore gives zero. Unfortunately, it is not so obvious that its contri-
bution vanishes when inserted on an internal leg, since in that case integration by parts
moves the ∂¯-operator onto a propagator rather than a cohomology class. More explicitly,
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if we consider the two-point vertex inserted between two twistor propagators connecting
lines spanned by (i, j) and (k, l), this gives:∫
MR×(P1)2
D3ZAD
3ZB δ¯
1
0,0,0,−4(i, j, ∗, ZA) δ¯10,0,0,−4(k, l, ∗, ZB).
We can re-write these delta functions as
δ¯10,0,0,−4(i, j, ∗, ZA) =
∫
C2
d2t
titj
δ¯1−4,0(λA, tiλi + tjλj) δ¯
2(µA + ι+ tiµi + tjµj),
and break explicit conformal invariance by setting D3ZAD
3ZB = d
4xDλADλB〈A B〉2.
Hence, the internal two-point contribution can be re-written as:∫
d4x DλA DλB〈A B〉2 d
4t
titjtktl
δ¯1−4,0(λA, tiλi + tjλj)δ¯
1
−4,0(λB, tkλk + tlλl)
δ¯2(µA + ι+ tiµi + tjµj)δ¯
2(µB + ι+ tkµk + tlµl).
A lengthy calculation allows us to perform all the parameter and P1 integrations against
the delta functions, and several applications of the Schouten identity leaves the result:∫
MR
[ι|(y − x)|(z − x)|ι]2 〈i j〉〈k l〉
[ι|(y − x)|i〉[ι|(y − x)|j〉[ι|(z − x)|k〉[ι|(z − x)|l〉
d4x
(y − x)2(z − x)2 , (3.36)
where y corresponds to the line (i, j) ⊂ PT and z corresponds to (k, l). The integrand
of (3.36) is exactly the same as that arising in the computation of the so-called ‘Kermit’
diagrams in the momentum twistor MHV formalism [30, 126, 127], where it plays a non-
vanishing role in the 1-loop MHV integrand. If such contributions are to vanish (as we know
they must from our momentum space arguments), the crucial difference must manifest itself
at the level of the real contour MR which is chosen. In other words, we demand that MR
be chosen such that (3.36) vanishes, while in the momentum twistor formalism, a different
real contour must be chosen.
Finally, we present a few additional expressions of the twistor two-point vertex which
are simpler than (3.35), but require an explicit choice of space-time signature. If we choose
Euclidean signature, then twistor space becomes a P1-bundle over M, and we can perform
the D3ZA integral over the whole of twistor space, leaving
V (1, 2) =
∫
X1
D3ZB δ¯
3
0,−4(Z2, ZB), (3.37)
where X1 ∼= P1 is the Euclidean line in PT containing Z1 (i.e., X1 = Z1 ∧ Zˆ1). This means
that we can parametrize ZB = Zˆ1 + tZ1, and integrate
V (1, 2) = (1, 1ˆ, dZˆ1,dZˆ1)
∫
C2
t2 ds dt δ¯4(Z2 + sZ1 + tZˆ1)
= (1, 1ˆ, dZˆ1, dZˆ1)δ¯
2
0,−1,−3(2, 1, 1ˆ). (3.38)
Although we will not use this form of the two-point vertex in our scattering amplitude
calculations, it demonstrates that all residual integrations in the MHV vertices of the theory
can be performed explicitly if one is willing to make a choice of space-time signature.
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Figure 3. Twistor support of a NMHV tree diagram
3.4.2 Tree-level amplitudes
Having determined the CSW gauge-fixed Feynman rules of the twistor action, we will now
compute the full tree-level S-matrix of N = 4 SYM in twistor space. Using the twistor
kernel formulation, we will see that generic diagram contributions to a n-point NkMHV
tree amplitude can be computed algebraically (where generic means n >> k). Non-generic
diagrams will fall into two classes: boundary diagrams and boundary-boundary diagrams.
In all cases, we will see that the twistor MHV formalism provides an efficient calculation
at tree-level.
The classification of Feynman diagrams into generic, boundary, and boundary-boundary
is essentially geometric from the twistor point of view. In twistor space a MHV vertex cor-
responds to a line with the legs of the vertex given by points on this linearly embedded P1.
The twistor propagator forces a marked point on one line to be collinear with the reference
twistor Z∗ and a marked point on another line. For any two lines in general position, there
is a unique line connecting these two marked points which passes through Z∗; hence any
diagram contributing to a NkMHV tree amplitude will contain k + 1 MHV vertices/lines
and k propagators.
Generic diagrams will be those with no adjacent propagator insertions on any of the
vertices. Boundary diagrams are those which have adjacent propagator insertions on at
least one vertex, but have at least two external particles attached to all vertices. This last
condition means that after propagators are integrated out, a line in twistor space can still
be associated to each vertex using the external legs. Boundary-boundary diagrams have
adjacent propagator insertions on a vertex with fewer than two external legs; in this case
not all integrals can be performed algebraically without making some choices.
To illustrate how calculations proceed in the twistor framework, we begin by consid-
ering the NMHV tree amplitude, since there are only generic diagrams which contribute
here.
Example: NMHV tree
For a n-point tree-level NMHV amplitude, the only diagrams which contribute are those
with two vertices joined by a single propagator, as illustrated in Figure 3. Our discussion of
the two-point vertex indicates that every possible diagram in this situation will be generic
(i.e., at least two external particles on each vertex). The twistor space Feynman rules
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∆α
β
γ
κ
[α, β, ∗, γ, κ]
Figure 4. Propagator contributions for generic diagrams
therefore indicate that the contribution from such a diagram is given by:∫
PT2
D3|4Z D3|4Z ′ V (j + 1, . . . , i, Z) δ¯2|4(Z, ∗, Z ′) V (Z ′, i+ 1, . . . , j). (3.39)
We can use the inverse soft limit to write this as
V (j + 1, . . . , i) V (i+ 1, . . . , j)×∫
PT2
D3|4Z D3|4Z ′ δ¯2|4(i, j + 1, Z) δ¯2|4(Z, ∗, Z ′) δ¯2|4(j, i+ 1, Z ′)
= V (j + 1, . . . , i) V (i+ 1, . . . , j) [i, j + 1, ∗, i+ 1, j], (3.40)
with the last line following by lemma 2.2. Hence, these generic diagrams can be evaluated
algebraically against the delta functions on twistor space, and correspond to the two lines
(each remaining vertex factor) together with their unique transversal through the reference
twistor (the R-invariant).
The NMHV tree amplitude on twistor space is then given by a sum over the contribut-
ing diagrams, which is equivalent to
A0n,1 =
∑
i<j
V (j + 1, . . . , i) V (i+ 1, . . . , j) [i, j + 1, ∗, i+ 1, j]. (3.41)
Since each vertex is conformally invariant, and the R-invariant is the standard invariant of
the superconformal group, this twistorial form of the amplitude manifests the superconfor-
mal symmetry of N = 4 SYM, up to the choice of reference twistor Z∗.
Generic diagrams
The NMHV calculation above extends directly to each propagator of a generic NkMHV
diagram, where there are no adjacent propagator insertions, as depicted in Figure 4. Using
the inverse soft limit, we can strip off a δ¯2|4 from each vertex leaving MHV vertices which
no longer depend on the propagator insertion points Z1, Z2. Hence, the propagator leads
to a R-invariant factor:∫
D3|4Z1D3|4Z2 δ¯2|4(α, β, Z1) δ¯2|4(Z1, ∗, Z2) δ¯2|4(γ, κ, Z2) = [α, β, ∗, γ, κ]. (3.42)
Here, α and β are the two nearest particles on the left-hand side of the propagator insertion,
and γ and κ are the nearest particles on the right-hand side of the insertion. When n >> k,
we can see that these sorts of diagrams will dominate the contributions to the tree-level
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Figure 5. NkMHV boundary term with k adjacent propagators
NkMHV amplitude. Proceeding inductively, a tree-level generic NkMHV diagram gives a
product of k R-invariants, one for each propagator depending on Z∗ and each adjacent
external twistor. These are multiplied by the k + 1 MHV vertices depending only on the
external particles.
Boundary diagrams
For boundary terms, there are some vertices which have adjacent propagator insertions.
The resulting formulae are similar to the generic case: we obtain a product of k + 1 MHV
vertices (one for each vertex containing only the external particles at that vertex) and k R-
invariants (one for each propagator). However, because of adjacent propagator insertions,
some of the entries in the R-invariants are now shifted.
The rule for the shifts can be obtained by studying each end of the propagator sep-
arately; to give the most general case, we compute the shifts at a vertex with k adjacent
propagators, as in Figure 5. As in the generic case, we can decompose the central vertex
into
V (i1, . . . , i2) δ¯
2|4(i2, [2k − 1], i1)
k−1∏
j=1
δ¯2|4(i2, [2j − 1], [2j + 1]).
Clearly, we have made a choice by taking this form of the decomposition, both with respect
to the overall orientation of the diagram and to each inverse soft limit. Other choices will
yield equivalent final answers upon utilizing cyclical identities.
The factor of V (i1, . . . , i2) will be left as part of our final answer, but we want to use
the delta functions to integrate out the Z[2j−1] corresponding to propagator insertions. The
relevant integrals are:∫ k∏
j=1
D3|4Z[2j−1] δ¯2|4([2j], ∗, [2j − 1]) δ¯2|4(i2, [2j − 1], [2j + 1]), (3.43)
where Z[2k+1] = Zi1 . We can proceed inductively using the fact that Z[2j] must lie
on the line (cj , dj) in twistor space. Indeed, performing the D
3|4Z[2k−1] integral leaves
δ¯1|4([2k], ∗, i2, i1), which forces its three arguments to be co-planar. But since Z[2k−1] ∈
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(i1, i2) already, this indicates that we must have Z[2k−1] = (i1, i2) ∩ (∗, ck, dk). In this
fashion, we easily deduce that (3.43) is equal to:
k∏
j=1
δ¯1|4([2j], ∗, i2, [2j + 1]), Z[2j−1] = (i1, i2) ∩ (∗, cj , dj). (3.44)
Upon connecting with the propagator legs in the (cj , dj) vertices, we obtain a product of
R-invariants. In other words, the total contribution for the diagram in Figure 5 reads:
V (i1, . . . , i2)
k∏
j=1
V (cj . . . , dj) [[2j − 1], i2, ∗, cj , dj ]. (3.45)
This immediately leads to a general rule for computing R-invariant contributions in
both generic and boundary diagrams.
• Each MHV vertex in a diagram contributes a factor of the MHV tree amplitude that
depends only on the external legs at that vertex.
• Each propagator contributes a factor [̂i1, i2, ∗, ĵ1, j2], where i1, i2 are the external
particles nearest to one side of the propagator insertion and j1, j2 are nearest to the
opposite side, with i1 < i2 and j1 < j2 in the cyclic ordering. Let p be the propagator
insertion point on a vertex; then
Zî1 =

Zi1 if p is adjacent to i1
(i1, i2) ∩ (∗, c, d) if p is adjacent to the propagator
connecting to the line (c, d).
(3.46)
The rule for ĵ1 follows by taking i↔ j.
Boundary-boundary diagrams
The final class of potential MHV diagrams in twistor space are those in which some vertices
have fewer than two external legs. In this case, the prescription of (3.46) breaks down,
as there is no line (i1, i2) to use in the definition of the shifts. See Figure 6 for simple
examples of such diagrams; the worst case is when there are no external legs on the vertex
in question and the simplest example of such a diagram is the N3MHV ‘cartwheel’ diagram.
Using our standard techniques, the cartwheel can be reduced to:
V (j + 1, . . . , i1)V (i1 + 1, . . . , i2)V (i2 + 1, . . . , j)×∫
D3|4Z[3]D3|4Z[5]δ¯1|4(j + 1, i1, ∗, [5]) δ¯1|4(i2 + 1, j, ∗, [3]) V ([3], [5]) [i1 + 1, i2, ∗, [3], [5]] ,
where V (·, ·) is the two-point MHV amplitude given by (3.33). Clearly, we cannot perform
the two remaining twistor integrals without specifying additional constraints. The case
where there is a single external particle leaves one un-resolved integral.
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Figure 6. Boundary-boundary terms at N2MHV and N3MHV
i1
[1] [2]
i1 + 1 i2
[3]
[4]
i2 + 1
j1
...
j1 + 1
· · ·j2j2 + 1
...
· · ·
i1
Z[1]
j2 + 1 j2
Z[2]
i1 + 1
...
i2
Z[3]
j1 + 1
j1
Z[4]
i2 + 1
...
Figure 7. Twistor support of a generic N2MHV tree diagram
Note that although we cannot reduce boundary-boundary terms to a simple expression
in terms of shifted twistors, they are still fully described by the twistorial MHV formalism.
It is possible to reduce these further using the remaining delta functions, but it seems to
be impossible to obtain an expression built only out of R-invariants and MHV vertices.
However, with a choice of real contour these remaining integrals could be performed (and
do not introduce divergences); this would simply entail the introduction of new signature-
dependent machinery such as the form of the two-point vertex presented in (3.38)
A full NkMHV tree amplitude is computed by summing the contributions for all
generic, boundary, and boundary-boundary diagrams for the given specification of external
particles and MHV degree. We conclude our discussion of the tree-level amplitudes with a
more non-trivial example.
Example: N2MHV tree
N2MHV tree amplitudes provide the simplest example where all three classes of diagram
contribute. The twistor space support of the generic diagrams is illustrated in Figure 7.
Applying our usual rules gives a contribution from all generic diagrams of the form:
Agenn,2 =
∑
i1+1<i2<j1−1<j2−2
[i1, j2 + 1, ∗, i1 + 1, j2] [i2, j1 + 1, ∗, i2 + 1, j1]
× V (j2 + 1, . . . , i1) V (i1 + 1, . . . , i2, j1 + 1, . . . , j2) V (j1, . . . , i2 + 1). (3.47)
The R-invariants are obtained by integrating out the internal twistors in the usual algebraic
fashion.
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Figure 8. Twistor support of a boundary N2MHV tree diagram
A boundary diagram, on the other hand, is one in which the propagator insertions
are adjacent on the middle vertex (see Figure 8). In this case we must apply the rules
given above for assigning R-invariants to the propagators, since some of the entries must
be shifted. Performing the inverse soft limit decomposition with respect to Z[3] and then
Z[2], we obtain:
Aboundn,2 =
∑
i+1<j1<j2−1
[i, j2 + 1, ∗, j1 + 1, j2] [ĵ2, j1 + 1, ∗, i+ 1, j1]
× V (j2 + 1, . . . , i) V (j1 + 1, . . . , j2) V (i+ 1, . . . , j1), (3.48)
where
Zĵ2 = (j2, j1 + 1) ∩ (∗, i, j2 + 1) .
An equivalent shifted contribution could be defined by taking the inverse soft limit with
respect to different internal twistors.
Finally, we must account for the boundary-boundary contributions. Our discussion of
the two point vertex narrows such diagrams down to those with a single external particle
on the middle vertex (an example is given by the first diagram of Figure 6). For such a
diagrams, we obtain the contribution
Abbn,2 =
∑
j+1<i<j−2
V (j + 1, . . . , i) V (i+ 2, . . . , j)
×
∫
D3|4Z[2] V ([2], i+ 1) [i+ 2, j, ∗, i+ 1, [2]] δ¯1|4(j + 1, i, ∗, [2]) . (3.49)
As discussed before, the remaining integral could be performed in various ways, for instance
by introducing Euclidean reality conditions.
The full N2MHV amplitude is a sum over generic, boundary and boundary-boundary
diagrams using (3.47), (3.48) and (3.49):
A0n,2 = A
gen
n,2 +A
bound
n,2 +A
bb
n,2.
3.4.3 Loop-level amplitudes
Clearly, the twistor action provides an efficient mechanism for calculating tree-level scat-
tering amplitudes in N = 4 SYM via the MHV formalism. If we truly want to think of the
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Figure 9. Triangular 1-loop NMHV diagram
twistor action as defining a quantum field theory on twistor space, then we must be able
to describe computations at all loop orders in perturbation theory, though. While N = 4
SYM is UV finite, its generic scattering amplitudes have IR divergences at loop-level, which
require regularization.
We begin by illustrating that our twistorial formalism extends directly from the tree-
level setting in the case of those loop diagrams which are IR finite. Then, we will discuss
how IR divergences appear for a generic amplitude and potential regularization strategies
on twistor space.
Finite examples
Using the MHV formalism forN = 4 SYM, one can easily identify loop level diagrams which
are finite. Although such diagrams are certainly not generic, they nevertheless provide an
interesting example of how our twistor methods enable simple calculations. For instance, in
the planar sector at 1-loop NMHV, the triangle diagrams of the form illustrated in Figure
9 are finite. On twistor space, this corresponds to being able to perform all integrals in a
well-defined and algebraic fashion.
The contribution coming from a diagram of this form can be computed by first per-
forming the integrals in Z[2], Z[4], and Z[6] trivially, and then using the boundary diagram
rule to do the remaining integrals in terms of shifted twistors. The result is
V (i+ 1, . . . , j) V (j + 1, . . . , k) V (k + 1, . . . , i)
× [k + 1, i, ∗, î, i+ 1] [i+ 1, j, ∗, ĵ, j + 1] [j + 1, k, ∗, k̂, k + 1], (3.50)
where the shifted twistors are:
Zî = (i+ 1, j) ∩ (j + 1, k, ∗), Zĵ = (j + 1, k) ∩ (k + 1, i, ∗), Zk̂ = (k + 1, i) ∩ (i+ 1, j, ∗).
Unpacking the definition of the R-invariants, it is easy to see that (3.50) is indeed finite.
An even simpler example is available if we allow ourselves to consider the non-planar
sector: a (strictly) non-planar 1-loop MHV diagram is not only finite, but its twistor space
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Figure 10. Strictly non-planar 1-loop MHV diagram in twistor space
support remains planar, as illustrated in Figure 10. In this case, all the integrals can be
performed as in a generic diagram, and we are left with a contribution of the form:
V (i1, j1, . . . , i4, j4, . . .) V (i2, j2, . . . , i3, j3, . . .) [i1, j1, ∗, i2, j2] [i3, j3, ∗, i4, j4]. (3.51)
Although the answer is simple, the geometry of this situation is still quite important. The
twistor propagator forces insertion points on each vertex to lie on the transversal through
the reference point Z∗. Since the transversal between two lines and a point in PT is unique,
this forces the two insertion points on each vertex to be equal. In the strictly non-planar
setting this is finite because the external states separate the propagator insertions in the
color ordering; however, when propagator insertions are adjacent a pole arises from the
Parke-Taylor denominator. As we shall see, in the planar 1-loop MHV this leads to a
double divergence.
Generic loop diagrams
Generic loop diagrams in N = 4 SYM will contain IR divergences coming from when
internal momenta are collinear with the external states. The simplest example of this is
captured at 1-loop by the planar MHV amplitude; see Figure 11 for the twistor support
of a generic diagram contributing to this amplitude. For such a diagram, the geometry
in twistor space forces the propagator insertions on each line to coincide: Z[1] = Z[4] and
Z[2] = Z[3].
We can easily evaluate all the integrals contributing to this diagram; this results in
some shifted twistors due to the adjacent propagator insertions:
V (i+ 1, . . . , j) V (j + 1, . . . , i) [i, j + 1, ∗, ĵ, i+ 1] [j, i+ 1, ∗, î, j + 1], (3.52)
with shifts given by the usual rule
î = (i, j + 1) ∩ (j, i+ 1, ∗), ĵ = (j, i+ 1) ∩ (i, j + 1, ∗).
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Figure 11. Twistor support of the 1-loop MHV amplitude
Recalling the definition of the R-invariant (2.25), we can see a single divergence coming
from each propagator factor since
[j, i+ 1, ∗, î, j + 1] =
δ0|4
(
(j, i+ 1, ∗, î)χj+1 + cyclic
)
(j, i+ 1, ∗, î) · · · (j + 1, j, i+ 1, ∗) .
The shifts indicate that Zî is coplanar with Zj , Zi+1, and Z∗, so (j, i+1, ∗, î) = 0. Similarly,
we get a divergence in the other R-invariant from (i, j + 1, ∗, ĵ) = 0.
However, we also get a numerator factor of zero in (3.52) from the fermionic portions of
the R-invariants. It is easy to see that the two δ0|4s are proportional, so their product must
vanish. This leaves us with a ‘0/0’ type expression for the diagram in Figure 11, which
clearly requires a regularization scheme. Indeed, at 1-loop it is known that the only true
IR divergences should come from those diagrams in which one of the vertices is a 3-point
vertex (i.e., only two external particles) [101, 127, 128]. Hence, the required regularization
on twistor space must first treat the fermionic contributions carefully and then implement
a correct IR regularization mechanism.
It is easy to see that at higher loops and MHV degree, the divergence structure we have
observed here will persist. To say that the twistor action for N = 4 SYM is well-defined
as a quantum field theory, we must be able to give (at least in principle) a regulariza-
tion scheme on twistor space. Of course, the most widely used regularization scheme is
dimensional regularization; this is particularly well-adapted to traditional Feynman inte-
grals which appear in space-time calculations, although it is manifestly unphysical, breaks
dual superconformal symmetry, and obscures the underlying integrability of the theory.
Furthermore, dimensional regularization seems impossible to implement on twistor space,
which is not well-defined for a 4− 2ε-dimensional space-time.
Motivated by the AdS/CFT correspondence, Alday, Henn, Plefka and Schuster pro-
posed a ‘mass regularization’ scheme for scattering amplitudes that preserves dual super-
conformal symmetry [129]. In this scheme, one gives some of the scalars in N = 4 SYM a
vacuum expectation value (VEV) by moving out onto the Coulomb branch in a particular
direction; at loop level this keeps external particles as well as totally internal loop lines
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massless, while particles running around the external edges of the loops acquire masses
(see [130] for a review). These masses then act as a regulator for the theory.
Building off the earlier findings of [131], Kiermaier proposed a massive MHV formalism
which demonstrates that the MHV formalism at the origin of the moduli space extends to
the Coulomb branch of N = 4 SYM [132]. In accordance with the scalar VEV structure
associated to the Coulomb branch, there are three types of vertices which serve the purpose
of the single MHV vertex in the original formalism, and the massless scalar propagator is
replaced by a massive one. This massive MHV formalism has been shown to be correct
using recursive arguments [133].
In Appendix B, we show that the Coulomb branch of N = 4 SYM can be accessed on
twistor space, leading to a twistor action derivation of Kiermaier’s massive MHV formalism.
Combined with the mass regularization scheme, this provides a mechanism for regularizing
IR divergences on twistor space. Unfortunately, the Coulomb branch MHV rules on twistor
space are not as elegant as those at the origin of the moduli space.11 So rather than study
this formalism here, we take the following facts:
• There is a twistor action for the Coulomb branch of N = 4 SYM.
• Its Feynman rules in CSW gauge are equivalent to the massive MHV formalism of
[132].
• This allows us (in principle) to implement the mass regularization scheme on twistor
space.
The interested reader need only consult Appendix B for proofs of these facts. An
alternative option could be provided by the work of Lipstein and Mason [127], which
provides a mechanism for correctly regulating 1-loop Kermit integrals in momentum twistor
space. This formalism incorporates the Feynman i-prescription and correctly regulates the
integral, albeit in a non-trivial way. If one could adopt this methodology to the twistor
space integrals here, it could provide another regularization mechanism (which is related
to both dimensional and mass regularization) for computing loop amplitudes twistorially.
Clearly, the incomplete picture of regulation for loop amplitudes is a shortcoming of the
twistor action approach as presented here. Rather than dwell on this issue, let us instead
consider how the twistor action can be used to study other interesting gauge theoretic
observables.
4 Wilson Loops, Local Operators, and Correlation Functions
In the study of any gauge theory, interesting physical observables include correlation func-
tions of local operators and Wilson loops, and gauge theory on twistor space is no exception.
In the previous section, we demonstrated that scattering amplitudes at tree-level and be-
yond could be computed efficiently using the twistor action for N = 4 SYM; now we further
11In particular, the massive propagator on twistor space takes the form of an infinite series. Upon
translating this to space-time, we see that it can be re-summed to (p2 −m2)−1, but there does not appear
to be an elegant resummation procedure that is self-contained in twistor space.
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explore the utility of the twistor action by studying gauge invariant local operators, null
polygonal Wilson loops, and their expectation values in N = 4 SYM on twistor space.
Recall that in a (bosonic) gauge theory, a Wilson loop is given by computing the trace
of the holonomy of a connection 1-form A around some closed path γ:
WR[γ] = trRHol[A, γ] = trRP exp
(
−
∮
γ
A
)
, (4.1)
where R is the representation of the gauge group in which the trace is taken, and P is
the ‘path-ordering’ symbol. Besides forming a natural class of gauge invariant observables,
Wilson loops arise in a wide variety of applications in both pure mathematics and physics.
In N = 4 SYM, these operators can be extended to compute the holonomy of the full
N = 4 superconnection:
WR[γ] = trRP exp
(
−
∮
γ
A
)
= trRP exp
(
−
∮
γ
ΓAA′dx
AA′ + ΓaAdθ
aA
)
, (4.2)
where γ ⊂M is now understood to be a curve in the full chiral superspace.
Null polygonal Wilson loops (i.e., when the curve γ is a null polygon C ⊂ M) are of
particular interest beyond belonging to this class of important operators. Motivated by the
AdS/CFT correspondence, Alday and Maldacena first conjectured the duality between the
expectation value of a n-cusp null polygonal Wilson loop in the fundamental representation
of the gauge group and n-particle gluon scattering amplitudes by studying these objects in
the strong coupling regime (i.e., using string theory in the AdS5 × S5 geometry near the
boundary) [134]. In this picture, the gluon null momenta of the scattering process become
the edges of the null polygon.
This amplitude / Wilson loop duality can be understood as arising from a non-compact
T-duality which maps the string scattering worldsheet on the AdS-boundary to a minimal
surface with the null polygon as its boundary, and interchanges the superconformal and
dual superconformal groups [135]. From a purely gauge-theoretic point of view, this means
that the Wilson loop lives in a dual affine Minkowski space, on which the dual supercon-
formal group acts. Differences between points in this space correspond to momenta, and
the momentum conservation condition is automatically encoded by the fact that the null
polygon C is closed.
Since the original conjecture of Alday and Maldacena, a wide variety of studies have
been performed at both strong and weak coupling which indicate that the duality should
be true (c.f., [85, 136–140]). For the fully supersymmetric Wilson loop of N = 4 SYM
(4.2), performing explicit computations can be rather complicated due to the form of the
superconnection A (see Appendix A), so proving general statements was difficult.
Translating the supersymmetric Wilson loop to twistor space has provided an efficient
means of checking the amplitude / Wilson loop duality for arbitrary MHV degree and loop
order at the level of the integrand (for both the Wilson loop and scattering amplitudes)
[141]. Furthermore, it has been shown that the twistor Wilson loop has the same singularity
structure as scattering amplitudes; this essentially constitutes a twistor-theoretic proof of
the original conjecture at the level of the integrand [33].
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However, the duality between Wilson loops and other gauge-theoretic objects does not
stop at scattering amplitudes. In this section, we study some conjectured correspondences
between null polygonal Wilson loops and correlation functions of local operators. By
working with these objects on twistor space, we not only obtain analytic proofs, but can
also derive efficient calculational mechanisms, just as in the case of scattering amplitudes.
4.1 Local Operators and Wilson Loops in Twistor Space
Gauge invariant local operators in N = 4 SYM include Konishi, dilaton, or indeed any
chiral primary operators. In this review, we restrict our attention to the ‘1/2-BPS’ opera-
tors; these have a non-anomalous conformal dimension and do not require renormalization
[142]. Later, we will be working at the level of the loop integrand; although the integrand
of a correlation function is simply a rational function for any choice of local operators,
protected operators such as the 1/2-BPS operators allow us to more plausibly extend our
claims to the full loop integral.
These 1/2-BPS operators are built from pairs of scalars:
O(x) = Oabcd(x) = tr(Φab(x)Φcd(x))− abcd
12
tr(Φ2(x)). (4.3)
For an abelian gauge group, it is easy to see how to express O in twistor space using the
Penrose transform:
OU(1)(x) =
∫
X×X
Dλ ∧Dλ′ ∧ φab(λ) ∧ φcd(λ′)
− abcd
12
∫
X×X
Dλ ∧Dλ′ ∧ φef (λ) ∧ φef (λ′),
where φab(λ) denotes the pullback of φab to the line X charted by λ. This can be naturally
generalized to N = 4 supersymmetry by using ∂2A
∂χ2
instead of φab:
OU(1)(x, θ) =
∫
X×X
Dλ ∧Dλ′ ∧ ∂
2A
∂χa∂χb
(λ) ∧ ∂
2A
∂χc∂χd
(λ′)
− abcd
12
∫
X×X
Dλ ∧Dλ′ ∧ ∂
2A
∂χe∂χf
(λ) ∧ ∂
2A
∂χe∂χf
(λ′), (4.4)
where
∂2A
∂χa∂χb
= φab + abcdχ
cψd +
1
2!
abcdχ
cχdg.
Of course, for a non-abelian gauge group, the twistorial operator (4.4) is not well-
defined: we cannot integrate φab over X because it takes values in the the Lie algebra of
the gauge group. What we need is a frame for E → PT which provides a holomorphic triv-
ialization of E|X . Now, E|X is holomorphic (because X has only one complex dimension)
and topologically trivial by assumption (i.e., c1(E) = 0), so all that is required is a gauge
transformation γ which obeys:
γ(∂¯ +A)|Xγ−1 = ∂¯|X .
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φφ
X ∼= CP1
Figure 12. The twistor space form of the local space-time operator trΦ2(x), involving holomorphic
Wilson lines; arrows indicate the flow of the color trace.
As it turns out, such a γ can be found generically. Since X is rational and E|X is topolog-
ically trivial and holomorphic, the Birkhoff-Grothendieck theorem tells us that
E|X ∼=
r⊕
i=1
O(ai),
r∑
i=1
ai = 0,
where r = rankE. When A = 0, all of the ai = 0 and we are just working on the trivial
bundle O⊕r. As we work perturbatively around this trivial background, the holomorphic
trivialization will continue to hold generically provided A is sufficiently small. Since X is
linearly embedded, the holomorphic trivialization given by γ is unique.
If we define
UX(λ, λ
′) = γ(x, λ)γ−1(x, λ′), (4.5)
then UX is formally a Green’s function for (∂¯ +A)|X , and acts as
UX(λ, λ) = I, UX(λ, λ′) : E|λ′ → E|λ.
Thus, it is natural to interpret UX as the twistor space parallel propagator for the gauge
bundle E along X. This allows us to write down an immediate non-abelian generalization
of (4.4) for our 1/2-BPS operators:
O(x, θ) =
∫
X×X
Dλ Dλ′ tr
[
UX(λ, λ
′)
∂2A(λ′)
∂χa∂χb
UX(λ
′, λ)
∂2A(λ)
∂χc∂χd
]
− abcd
12
∫
X×X
Dλ Dλ′ tr
[
UX(λ, λ
′)
∂2A(λ′)
∂χe∂χf
UX(λ
′, λ)
∂2A(λ)
∂χe∂χf
]
. (4.6)
The bosonic portion of this operator is depicted in Figure 12. The following lemma ensures
us that this supersymmetric operator is well-defined.
Lemma 4.1 O(x, θ) is a well-defined, gauge invariant operator on PT, and corresponds
to the chiral half of the 1/2-BPS multiplet of N = 4 SYM.
Proof: By (4.5), UX is the unique solution of
(∂¯ +A)|XUX = 0. (4.7)
Since A depends on θ only through χa = θaAλA, we can differentiate with respect to θ to
get:
(∂¯ +A)|X(λA∂aAUX) = 0.
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This implies that U−1X (λ
A∂aAUX) is globally holomorphic on X ∼= P1; by Liouville’s theo-
rem, we then have
U−1X (λ
A∂aAUX) = λ
AΓaA(x, θ). (4.8)
One can show that ∇aA = ∂aA + ΓaA transforms as a connection and obeys the condition{∇a(A,∇B)b} = 0.
By lemma A.2, this means that ΓaA is the odd superconnection of N = 4 SYM, with
curvature given by Fab. Using the fact that UX(λ, λ) = I, it follows that Fab = ∂A[aΓb]A.
By (4.7), we have that∫
X
〈λ′′λ′〉 Dλ
〈λ′′λ〉〈λλ′〉UX(λ
′′, λ)(∂¯ +A)|XUX(λ, λ′) = 0.
Noting that∫
X
〈λ′′λ′〉 Dλ
〈λ′′λ〉〈λλ′〉UX(λ
′′, λ)∂¯UX(λ, λ′)
= −
∫
X
∂¯
( 〈λ′′λ′〉 Dλ
〈λ′′λ〉〈λλ′〉
)
UX(λ
′′, λ)UX(λ, λ′) = −UX(λ′′, λ′),
we can differentiate with respect to θ to obtain
∂UX(λ
′′, λ′)
∂θAa
=
∫
X
〈λ′′λ′〉 Dλ
〈λ′′λ〉〈λλ′〉UX(λ
′′, λ)λA
∂A(λ)
∂χa
UX(λ, λ
′).
From (4.8), we have
ΓaA =
1
〈λ′′λ′〉U
−1
X (λ
′′, λ′)λ
′′A∂UX(λ
′′, λ′)
∂θAa
=
∫
X
Dλ
〈λλ′〉UX(λ
′, λ)
∂A(λ)
∂χa
UX(λ, λ
′).
This indicates that the fermionic curvature is given by
Fab = ∂A[aΓb]A = −
∫
X
Dλ UX(λ
′, λ)
∂2A(λ)
∂χa∂χb
UX(λ, λ
′),
and hence that
O(x, θ) = tr (FabFcd)− abcd
12
tr
(F2) .
Since Fab is a curvature of the N = 4 superconnection, the operator O(x, θ) is manifestly
gauge invariant on PT.
Finally, we can use the results of Appendix A to expand the operator in powers of θ:
O(x, θ) = O(x) + 3θeAtr (ΦabΨcdeA)− θgA abcd
4
tr
(
Φ¯efΨefgA
)
+O(θ2),
which is equivalent to the 1/2-BPS supermultiplet with θ¯ = 0, as desired. 2.
This procedure can be duplicated for practically any choice of local operator in N = 4
SYM, including those which are not protected (see [31] for the Konishi operator).
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It turns out that UX also provides the definition of a null polygonal Wilson loop in
twistor space [33, 141]. Recall that for N = 4 SYM, the fully supersymmetric Wilson loop
W [C] is given by (4.2): the trace of the holonomy of A around a null polygon C in M
with n cusps labelled by (xi, θi) (fixing R to be the fundamental representation for now).
The basic twistor correspondence tells us that each cusp xi is equivalent to a line Xi ∼= P1
in PT; since these cusps are pairwise null-separated, Xi intersects Xi−1 and Xi+1 in points
Zi−1 and Zi respectively. This translates the space-time null polygon into a nodal elliptic
curve in twistor space. Likewise, the space-time superconnection A is translated into the
(0, 1)-connection A on E → PT. To compute the Wilson loop, we simply need to parallel
transport A around the nodal elliptic curve using UX .
This leads us to the definition:
W [C] = tr HolZn [C] = tr
[
UXn(Zn, Zn−1)UXn−1(Zn−1, Zn−2) · · ·UX1(Z1, Zn)
]
, (4.9)
where we abuse notation by writing C for both the space-time nully polygon and the twistor
nodal elliptic curve. We will also abbreviate coordinates in M by their bosonic part: (x, θ)
will be written x. It has now been confirmed that (4.9) coincides with the supersymmetric
space-time Wilson loop of Caron-Huot [143] up to terms proportional to the equations of
motion [144].
While this is clearly a well-defined and gauge invariant object on twistor space, it can
also be seen to be equivalent to the na¨ıve holomorphic generalization of a real Wilson loop
given by (4.2). Indeed, since the holomorphic frame is a solution to (4.7), we can formally
expand it as a Born series:
UX(Z,Z
′) =
1
1 + ∂¯−1|XA
= I+
∞∑
k=1
(−1)k
∫
Xk
k∧
i=1
ωZ,Z′(Zi) ∧ A(Zi)
≡ P exp
(
−
∫
X
ωZ,Z′ ∧ A
)
, (4.10)
where ωZ,Z′ is a meromorphic 1-form on X with simple poles at Z, Z
′ and
k∧
i=1
ωZ,Z′(Zi) =
〈λλ′〉
〈λλ1〉〈λ1λ2〉 · · · 〈λkλ′〉
Dλ1
2pii
∧ · · · ∧ Dλk
2pii
.
The concatenation of these frames about the nodal curve C then gives the rather aesthet-
ically appealing identification:
W [C] = tr HolZn [C] = tr P exp
(
−
∫
C
ω ∧ A
)
, (4.11)
where ω is now the meromorphic 1-form on C with simple poles at each node Zi.
4.2 Correlation Function / Wilson Loop Correspondence
The duality between scattering amplitudes and supersymmetric null polygonal Wilson
loops received its first analytic proof using the twistor Wilson loop (at the level of the
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loop integrand) [33], and this picture allows the computation of the all-loop integrand
for scattering amplitudes in a remarkably efficient fashion [141] (see [145] for a review
emphasizing the role of the twistor action in these developments). The correspondence
between null polygonal Wilson loops and other physically interesting observables doesn’t
stop here though.
In [142, 146, 147] it was conjectured that, in the limit where the insertion points become
pairwise null separated, the ratio of certain n-point correlation functions in N = 4 SYM is
equal to the expectation value of a null polygonal Wilson loop in the adjoint representation.
More formally, if {O(xi)}i=1,...,n are gauge invariant local operators in N = 4 SYM, then
this conjecture takes the form:
lim
x2i,i+1→0
〈O(x1) . . .O(xn)〉
〈O(x1) . . .O(xn)〉tree = 〈Wadj[C]〉
planar limit−−−−−−−→ 〈W [C]〉2, (4.12)
where x2i,j = (xi−xj)2, C is the resulting null polygon with n cusps, Wadj is the Wilson loop
in the adjoint representation, and W the Wilson loop in the fundamental representation.
Difficult calculations in perturbation theory on space-time have confirmed this conjecture
through examples [148, 149], and it is was also expected to hold at the level of the loop
integrand [147].12
Beyond its intrinsic interest as a conjecture about two interesting classes of observables
in gauge theory, (4.12) also has practical implications. In [144], it was conjectured that
the correlation function / Wilson loop correspondence should actually be more robust
than the amplitudes / Wilson loop duality. Indeed, carefully considering the null limit
on the left-hand side of (4.12) can be thought of as providing a regularization mechanism
for the Wilson loop on the right-hand side [142]. In some sense, this means that the
proper strong-coupling tool for studying scattering amplitudes is actually the null limit of
correlation functions, since these objects are well-behaved (i.e., lack the cusp divergences
of the Wilson loop that is approached in the limit).
We want to evaluate
lim
x2i,i+1→0
〈O(x1) . . .O(xn)〉
〈O(x1) . . .O(xn)〉tree (4.13)
using our twistorial local operators (4.6) with respect to the N = 4 SYM twistor action.
It is well known that the tree level contribution in the denominator goes as
〈O(x1) · · · O(xn)〉tree ∼ 1
x212x
2
23 · · ·x2n1
,
so we can neglect any contribution from the numerator which does not have a counterbal-
ancing divergence in the null limit.
In twistor space, the geometry of the null limit is elegantly manifested (see Figure 13).
As the null polygon is approached in space-time, the n lines {Xi} intersect sequentially
12The loop integrand indicates allowing all possible Feynman diagrams at the given order in perturbation
theory, but we do not perform the integrals over the locations of Lagrangian insertions corresponding to the
loop variables. For the Wilson loop, the integrand is always well-defined, whereas for scattering amplitudes
it is well-defined only in the planar limit [94].
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X2
X1
Xn(x1, θ1)
(x2, θ2)(xn, θn) ⇔
Figure 13. As the n generic points (x, θ) become null separated in M, the corresponding n P1s in
PT intersect to form the nodal elliptic curve C.
to form the nodal elliptic curve C ⊂ PT. To evaluate the numerator of (4.13), we apply
Wick’s theorem to the twistorial path integral∫
[DA]O(x1) · · · O(xn) e−S[A],
under the assumptions of normal ordering and genericity. The normal ordering assumption
means that we can exclude any contractions between fields or frames inserted on the same
lines in twistor space; the genericity assumption means that the MHV vertices generated
by the second term S2[A] in the twistor action (3.3) are not null separated from any of
the operator insertions. The latter condition is simply that the lines appearing in the
perturbative expansion (3.9) do not intersect any of the lines where an operator insertion
lives.
Contractions will occur between insertions of the twistor (0, 1)-connection A. These
appear in operator insertions ∂
2A
∂χ2
, the perturbative expansion of the holomorphic frames
UX , and in the MHV vertex insertions from S2[A]. We will thus have three classes of
contractions to consider:
• Contractions involving a MHV vertex.
• Contractions between non-adjacent Xis.
• Contractions between adjacent Xis (i.e., between fields on Xi and Xi±1).
We are free to choose a gauge on twistor space in which to perform these calculations;
following the lessons of Section 3, let us fix CSW gauge. Then the twistor space propagator
is given by (3.22). Lines in PT can be parametrized by Z(si) = ZAi + siZBi , with si acting
as an inhomogeneous coordinate on Xi. The measure in homogeneous coordinates Dλi is
then written as 〈AiBi〉dsi. Without loss of generality, we can choose ZAi and ZBi to be
the intersection points that Xi develops with Xi−1 and Xi+1 respectively in the null limit
(i.e., as x2i,i+1 → 0, ZBi → ZAi+1). Similarly, we parametrize a line X corresponding to
an arbitrary MHV vertex from the twistor action as Z(t) = ZA + tZB. Without loss of
generality, we assume that the fixed CSW reference twistor Z∗ has no fermionic part (i.e.,
χ∗ = 0).
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Contractions involving an MHV vertex
Consider an arbitrary MHV vertex supported on X and the operators and frames supported
on any of the Xi. The contraction between a field A in a holomorphic frame UXi and a
field A on X is given by〈︷ ︸︸ ︷
A|XiA|X
〉
=
∫
C2
dsi
si
dt
t
∆(Z(si), Z(t)) = [Ai, Bi, ∗, A,B]. (4.14)
Genericity means that (even in the null limit) Xi ∩ X = ∅, so contractions of the type
(4.14) are always finite by the definition of the R-invariant. Additionally, we can have a
contraction between an insertion of ∂
2A
∂χ2
on Xi and a field A on X, which leads to
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|XiA|X
〉
=
∂2
∂χaAi∂χ
b
Bi
[Ai, Bi, ∗, A,B]
=
δ
0|2
ab (χAi(Bi ∗AB) + χBi(∗ABAi) + χA(BAiBi∗) + χB(AiBi ∗A))
(AiBiAB)(BAiBi∗)(AiBi ∗A) . (4.15)
This is also finite thanks to genericity, so we can neglect all contributions to (4.13) due to
contractions between an operator and MHV vertices.
Contractions between non-adjacent Xis
Contractions between non-adjacent operator insertions on Xi and Xj (for j 6= i+ 1, i− 1)
follow in a similar fashion to (4.14) and (4.15). In this class, we have potential contributions
from contractions between frames, between a frame and an insertion of ∂
2A
∂χ2
, or between
two insertions of ∂
2A
∂χ2
. Short calculations show that these are given by:〈︷ ︸︸ ︷
A|XiA|Xj
〉
=
∫
C2
dsi
si
dsj
sj
∆(Z(si), Z(sj)) = [Ai, Bi, ∗, Aj , Bj ], (4.16)
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|XiA|Xj
〉
=
∂2
∂χaAi∂χ
b
Bi
[Ai, Bi, ∗, Aj , Bj ]
=
δ
0|2
ab
(
χAi(Bi ∗AjBj) + χBi(∗AjBjAi) + χAj (BjAiBi∗) + χBj (AiBi ∗Aj)
)
(AiBiAjBj)(BjAiBi∗)(AiBi ∗Aj) , (4.17)
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|Xi
∂2A
∂χc∂χd
|Xj
〉
=
∂4
∂χaAi∂χ
b
Bi
∂χcAj∂χ
d
Bj
[Ai, Bi, ∗, Aj , Bj ]
=
abcd
(AiBiAjBj)
, (4.18)
respectively. Because the Xi only become pairwise null separated in the limit, Xi∩Xj = ∅
and all three of (4.16)-(4.18) are finite. So no contractions from this class contribute to
the ratio (4.13) in the null limit.
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Contractions between adjacent Xis
Finally, we must consider contractions between operator insertions on Xi and Xi+1. In
this case, we need to be careful because the two lines will intersect in the null limit, and a
regularization procedure is needed to isolate the behavior of the Wick contractions as the
limit is approached. The simplest mechanism is given by a framing procedure: take two
copies of the singular configuration in twistor space separated by a small parameter, and
then consider the limit as this parameter is taken to zero. While this is not gauge invariant
on space-time, we work at the level of the loop integrand in twistor space and the framing
regulator is perfectly well-defined at the level of this rational function.
More precisely, as x2i,i+1 → 0, we assume that ZAi+1 = ZBi + εZ for some twistor Z
and ε our small parameter. In this scheme, the numerator of the R-invariant becomes:
δ0|4 (εχAi(Bi ∗ ZBi+1) + cyclic) =
4∏
a=1
[
εχaAi(Bi ∗ ZBi+1) + χaBi(ZBiBi+1Ai)
+εχaBi(∗ZBi+1Ai) + χaBi(Bi+1AiBi∗) + εχaBi+1(AiBi ∗ Z)
]
∼ O(ε4),
while the denominator behaves as:
ε4(Bi+1AiBi∗)(AiBi ∗ Z)(Bi ∗ ZBi+1)(∗ZBi+1Ai)(ZBi+1AiBi)
+ ε3(Bi+1AiBi∗)(AiBi ∗ Z)(Bi ∗ ZBi+1)(∗BiBi+1Ai)(ZBi+1AiBi).
Let us apply this to contractions between the frames UXi and UXi+1 :〈︷ ︸︸ ︷
A|XiA|Xi+1
〉
=
∫
C2
dsi
si
dsi+1
si+1
∆(Z(si), Z(si+1)) = [Ai, Bi, ∗, Ai+1, Bi+1].
The null limit gives
lim
x2i,i+1→0
〈︷ ︸︸ ︷
A|XiA|Xi+1
〉
= lim
ε→0
[Ai, Bi, ∗, (Bi + εZ), Bi+1] ∼ lim
ε→0
ε4
ε4 + ε3
= 0, (4.19)
as a consequence of N = 4 supersymmetry in the numerator of the R-invariant. Similarly,
the contraction between an insertion of ∂
2A
∂χ2
on Xi and a field A in UXi+1 gives
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|XiA|Xi+1
〉
=
∂2
∂χaAi∂χ
b
Bi
[Ai, Bi, ∗, Ai+1, Bi+1] =
δ
0|2
ab
(
χAi(Bi ∗Ai+1Bi+1) + χBi(∗Ai+1Bi+1Ai) + χAi+1(Bi+1AiBi∗) + χBi+1(AiBi ∗Ai+1)
)
(AiBiAi+1Bi+1)(Bi+1AiBi∗)(AiBi ∗Ai+1) ,
which is finite upon passing to the null limit:
lim
x2i,i+1→0
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|XiA|Xi+1
〉
∼ lim
ε→0
ε2
ε2
= 1. (4.20)
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Xi−1
Xi+1
Xi . . .
...
. . .
... Xi
Xi−1 Xi+1
Figure 14. The surviving contributions in the null limit form a doubled trace of the holonomy
around C corresponding to a Wilson loop in the adjoint representation.
Hence, these contributions also contribute nothing to the overall ratio (4.13) in the null
limit.
Finally, we must consider the contraction between insertions of ∂
2A
∂χ2
on each of Xi and
Xi+1. From (4.18), it is easy to see that
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|Xi
∂2A
∂χc∂χd
|Xi+1
〉
=
∂4
∂χaAi∂χ
b
Bi
∂χcAi+1∂χ
d
Bi+1
[Ai, Bi, ∗, Ai+1, Bi+1]
=
abcd
(AiBiAi+1Bi+1)
.
Rather than regulate this contraction, note that its behavior is evident after integrating
the contraction over the respective operator insertion sites:
∫
Xi×Xi+1
Dλi Dλi+1
〈︷ ︸︸ ︷
∂2A
∂χa∂χb
|Xi
∂2A
∂χc∂χd
|Xi+1
〉
= 〈AiBi〉〈Ai+1Bi+1〉 ∂
4
∂χaAi∂χ
b
Bi
∂χcAi+1∂χ
d
Bi+1
∫
C2
dsi
si
dsi+1
si+1
∆(Z(si), Z(si+1))
= abcd
〈AiBi〉〈Ai+1Bi+1〉
(AiBiAi+1Bi+1)
=
abcd
(xi − xi+1)2 . (4.21)
Such a contraction thus diverges as x2i,i+1 → 0 in the null limit, precisely the singular
behavior needed to counterbalance the tree-level denominator of (4.13). Hence, (4.21) are
the only contractions which survive in the null limit.
So in the numerator of (4.13), only those contributions which contract all adjacent in-
sertions of ∂
2A
∂χ2
survive. These cancel the tree-level denominator and leave two holomorphic
frames UX on each of the Xi. In the null limit, the trace around these intersecting lines
yields the integrand of the twistor Wilson loop in the adjoint representation; see Figure 14.
Hence, we have shown
lim
x2i,i+1→0
〈O(x1) . . .O(xn)〉
〈O(x1) . . .O(xn)〉tree = 〈Wadj[C]〉 , (4.22)
at the level of the integrand and for gauge group SU(N) or U(N).
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In the planar limit (i.e., N → ∞), the twistor propagator suppresses any mixing
between fundamental and anti-fundamental representations thanks to the color structure
(3.23):
∆(Z1, Z2)
ik
jl = δ¯
2|4(Z1, ∗, Z2)
(
δilδ
k
j −
1
N
δijδ
k
l
)
.
Hence, we can decompose the adjoint representation into the product of fundamental and
anti-fundamental representations, and at the level of the Wilson loop, we have:
〈Wadj[C]〉 =
〈
W [C] W˜ [C]
〉
= 〈W [C]〉2 .
This means we have proven the supersymmetric correlation function / Wilson loop
correspondence (4.12), as first reported in [31]. More formally, our result is:
Proposition 4.1 Let {O(xi)}i=1,...,n be gauge invariant local operators in N = 4 SYM
and C be the null polygon resulting from the limit where these operators become pairwise
null separated (i.e., x2i,i+1 = 0). Then at the level of the integrand,
lim
x2i,i+1→0
〈O(x1) . . .O(xn)〉
〈O(x1) . . .O(xn)〉tree = 〈Wadj[C]〉
planar limit−−−−−−−→ 〈W [C]〉2, (4.23)
where all expectation values are assumed to be generic and normal ordered, and W [C] is
the Wilson loop in the fundamental representation.
From our basic knowledge of the twistor action, twistor Wilson loop, and the scattering
amplitudes/Wilson loop duality, there are several immediate corollaries of this fact. The
resulting null polygon C ⊂ M defines a set of n null (super-)momenta, which satisfy
momentum conservation and hence define data for a scattering amplitude. This allows us to
relate the supersymmetric correlation function / Wilson loop correspondence to scattering
amplitudes in the planar limit:
Corollary 4.1 Fix the planar limit of N = 4 SYM. The following statements hold at the
level of the loop integrand:
lim
x2i,i+1→0
〈Ob(x1) . . .Ob(xn)〉
〈O(x1) . . .O(xn)〉tree =
( ∞∑
l=0
Aln,0
A0n,0
)2
, (4.24)
lim
x2i,i+1→0
〈O(x1) . . .O(xn)〉SD
〈O(x1) . . .O(xn)〉tree =
(
1 +
A0n,1
A0n,0
+ · · ·+ A
0
n,n−4
A0n,0
)2
, (4.25)
where all expectation values are assumed to be generic and normal ordered, {Ob(xi)}i=1,...,n
are the bosonic version of the local operators, and 〈O(x1) . . .O(xn)〉SD denotes the expec-
tation value with respect to the self-dual portion of the theory.
Proof: (4.24) follows from the fact that for the bosonic operators in the planar limit, we
will recover the square of the bosonic Wilson loop (4.1) about the contour C ⊂ Mb [141].
The most basic form of the scattering amplitude / Wilson loop duality indicates that this
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is the ratio of the all loop MHV amplitude divided by the tree-level MHV amplitude, all
squared. For (4.25), the self-dual truncation indicates taking the expectation value with
respect to S1[A] in twistor space. This eliminates the MHV vertex insertions from S2[A],
which constitute the loop corrections. Hence, the fundamental Wilson loop in the self-
dual theory gives all the n-point tree-level amplitudes, normalized by the tree-level MHV
amplitude. 2
There are several facts worth noting before we move on. Firstly, proposition 4.1 estab-
lishes the correspondence between correlation functions and Wilson loops for finite-rank
gauge group. This immediately confirms that this correspondence is more robust than
the scattering amplitudes / Wilson loop duality, which only holds in the planar limit. Of
course, this is to be expected: scattering amplitudes and Wilson loops are defined in dual
spaces related by a sort of T-duality, whereas our correlation functions are defined on the
same space as the Wilson loops. If one wanted to extend this correspondence to account
for full loop integrals, then this indicates that the same regularization procedure can be
used for both the Wilson loop and the correlation function. Upon passing to the planar
limit, corollary 4.1 tells us that this will define the (square of the) regularized scattering
amplitudes.
4.3 Mixed Wilson Loop / Local Operator Correlators
The supersymmetric correlation function / Wilson loop correspondence can naturally be
generalized by considering null limits of local operator insertions in which some local op-
erators remain in general position (i.e., not null separated). In the planar limit, Alday,
Buchbinder, and Tseytlin conjectured that such a process would lead to mixed Wilson
loop / local operator correlators [150]
lim
x2i,i+1→0
〈O(x1) . . .O(xn)O(y)〉
〈O(x1) . . .O(xn)〉 ∼
〈Wn[C]O(y)〉
〈Wn[C]〉 ≡ C
n
1 (W
n, y). (4.26)
The intuition for this is based upon the case when O(y) = Odil(y), the dilaton operator.
Since Odil is (up to a re-scaling) the N = 4 SYM Lagrangian (c.f., [151]), one can use
proposition 4.1 in conjunction with integration-by-parts inside the path integral to arrive
at the right-hand side of (4.26)–albeit with the position y of the dilaton operator integrated
over.
While this proposal has been confirmed at weak coupling for twist-2 local operators
using dimensional regularization [152], it is hardly obvious that the integral over position
can be omitted or that (4.26) holds for arbitrary local operators. It turns out that the
twistorial point of view once again allows us to prove these claims with relative ease (at
the level of the integrand).
Note that there are many reasons to be interested in the mixed correlators which
are conjectured to appear on the right-hand side of (4.26). These mixed correlators are a
natural candidate for interpolating between Wilson loops and generic correlation functions;
their structure is highly constrained by conformal invariance; and studying Cn1 provides
information about the Wilson loop OPE [153]. Indeed, for n = 4 (where the strong
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coupling solution for the Wilson loop is explicitly known [134]) one can show that C41 is a
function of a single conformal cross-ratio, and hence explicit strong coupling calculations
are possible. In this setting, the functional dependence can be determined precisely in
the strong coupling regime using a semi-classical string theory approximation in the AdS-
geometry [150, 154–159]. This method has also been used to study a similar correlator
involving a circular Wilson loop (i.e., n → ∞) [160], and in this case some progress can
also be made for the inclusion of two local operators in general position [161].
Furthermore, while null polygonal Wilson loops have UV divergences coming from
their cusps, the mixed correlators appear to be UV finite since these divergence should
cancel between the numerator and denominator. This has been checked explicitly to two
loops for the n = 4 Wilson loop and the dilaton operator [162, 163], and is expected to hold
to all orders in perturbation theory. This indicates that studying mixed correlators at the
level of the loop integrand is in fact a mathematically safer endeavour than for scattering
amplitudes or null polygonal Wilson loops on their own.
4.3.1 Null limits in twistor space
We now seek to confirm the conjecture of [150]: that mixed correlators are equivalent to
null limits of ratios of correlation functions. Without loss of generality, let all operators
in question be 1/2-BPS operators given on space-time by (4.3) and twistor space by (4.6).
Recall that we could easily modify our discussion to account for any local operators (such
as Konishi or dilaton); as in the proof of proposition 4.1, the only thing that matters is the
null limit.
Provided all limits exist (as we will show), we can separate the limit of interest as
lim
x2i,i+1→0
〈O(x1) · · · O(xn)O(y)〉
〈O(x1) · · · O(xn)〉tree × limx2i,i+1→0
〈O(x1) · · · O(xn)〉tree
〈O(x1) · · · O(xn)〉 , (4.27)
where the insertion y is in general position (i.e., not null separated from any of the xi).
However, using proposition 4.1, it is easy to see that the limit we are actually interested in
calculating is computed by:
lim
x2i,i+1→0
〈O(x1) · · · O(xn)O(y)〉
〈O(x1) · · · O(xn)〉tree ×
1
〈Wnadj[C]〉
. (4.28)
Once again, the tree level contribution in the denominator goes as
〈O(x1) · · · O(xn)〉tree ∼ 1
x212x
2
23 · · ·x2n1
,
so we are interested in extracting those contributions from the numerator which counter-
balance this classical factor in the null limit.
As before, this situation has a nice formulation in twistor space: we begin with n+ 1
lines X1, . . . , Xn, Y ⊂ PT for each local operator. In the limit, the first n of these intersect
each other sequentially to form the nodal curve corresponding to the resulting null polygon
in M; the final operator in general position, O(y), lies on a line Y which does not intersect
any of the others. This configuration is illustrated in Figure 15.
We can now obtain the desired result, first reported in [32]:
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O(y)
O(x1)
O(x2)
O(x3)
(a.)
Y
X1
X2
X2
X3
(b.)
Figure 15. The geometry of the null limit in (a.) space-time, and (b.) twistor space.
Proposition 4.2 Let {O(xi),O(y)}i=1,...,n be gauge invariant local operators in N = 4
SYM, and C be the null polygon resulting from the limit where the first n of these operators
become pairwise null separated (i.e., x2i,i+1 = 0). Then at the level of the integrand,
lim
x2i,i+1→0
〈O(x1) · · · O(xn)O(y)〉
〈O(x1) · · · O(xn)〉 =
〈Wnadj[C]O(y)〉
〈Wnadj[C]〉
planar limit−−−−−−−→ 2〈W
n[C]O(y)〉
〈Wn[C]〉 , (4.29)
where all expectation values are assumed to be generic and normal ordered, and Wn[C] is
the Wilson loop in the fundamental representation.
Proof: In this setting, we have the same classes of contractions as in proposition 4.1, along
with an additional class involving frames and operator insertions along the line Y . By the
genericity assumption, any contractions involving Y and a MHV vertex will produce a
R-invariant, or a second derivative of a R-invariant, which will be finite in the null limit.
Additionally, since Y does not intersect any of the {Xi}, all other possible contributions
from the local operator in general position will be finite in the null limit (this follows using
methods identical to those for the proof of proposition 4.1). This leaves two holomorphic
frames UX on each of the Xi and the local operator O(y) in general position after the null
limit, so we have
lim
x2i,i+1→0
〈O(x1) · · · O(xn)O(y)〉
〈O(x1) · · · O(xn)〉tree = 〈W
n
adj[C]O(y)〉.
Now, passing to the planar limit of the gauge theory (i.e., N →∞), we can decompose
the adjoint representation into the product of fundamental and anti-fundamental represen-
tations to write:
〈Wnadj[C]O(y)〉 = 〈Wn[C]W˜n[C]O(y)〉.
The tensor structure of the propagator (3.23) suppresses contractions between operators
and frames on Y with the Wilson loops which mix fundamental and anti-fundamental
representations in the planar limit, as depicted in Figure 16. This means that in the large
N limit, we have
〈Wn[C]W˜n[C]O(y)〉 = 2〈Wn[C]〉〈Wn[C]O(y)〉,
as required. 2
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Y(a.) (b.)
Xi−1
Xi
Xi+1
Y
Xi−1
Xi
Xi+1
Figure 16. Contractions which are (a.) leading, and (b.) suppressed in the planar limit. The solid
and dashed lines are meant to distinguish the fundamental and anti-fundamental representations.
Note that the last step in this proof is a rather explicit manifestation of the following
general heuristic for a planar gauge theory: given three operators O1, O2, and O3, their
expectation value should obey
〈O1O2O3〉 = 〈O1〉〈O2O3〉+ 〈O2〉〈O3O1〉+ 〈O3〉〈O1O2〉.
In the case of interest, two of these terms are equal while the third vanishes due to normal
ordering.
Additional operators and null limits
There are natural generalizations of the null limit we have considered here; in particular,
we could leave an arbitrary number of local operators in general position. This extension
was first proposed in [150] and has been investigated at weak [152] and strong coupling
[32, 161]. For instance, consider
lim
x2i,i+1→0
〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉 ,
where the k operators O(y1), . . . ,O(yk) remain in general position relative to the xi and
each other. The proof of proposition 4.2 can easily be adapted to this situation, giving
1
〈Wadj[C]〉
k−2∑
j=0
∑
{i1,...,ij}⊂{1,...,k}
〈Wadj[C]O(yi1) · · · O(yij )〉 〈O(yij+1) · · · O(yik)〉,
with the range of the sum dictated by normal ordering. Taking the planar limit splits the
first factor into two correlators with fundamental Wilson loops as before, and introduces
another sum over partitions of the remaining operators.
Of course, we can generalize this further by also allowing the k additional operators
to become pairwise null separated, forming a second null polygon D. This results in new
divergences which must be balanced by the appropriate denominator; the natural choice
is:
lim
x2i,i+1,y
2
j,j+1→0
〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉〈O(y1) · · · O(yk)〉 . (4.30)
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By proposition 4.1, this is:
lim
x2i,i+1,y
2
j,j+1→0
〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree
1
〈Wadj[C]〉〈Wadj[D]〉 ,
where the tree-level denominator has the expected singularity structure:
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree ∼ 1
x212x
2
23 · · ·x2n1
× 1
y212y
2
23 · · · y2k1
. (4.31)
So once again, we need to extract compensating divergences from the numerator of (4.30).
We can break the numerator into a sum of connected and disconnected components:
1
〈Wadj[C]〉〈Wadj[D]〉 limx2i,i+1,y2j,j+1→0
( 〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉conn
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree
+
〈O(x1) · · · O(xn)〉〈O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree +
{all other disconnected}
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree
)
,
and analyse each term by performing all contractions in twistor space and looking at their
degree of divergence. Because none of the Xi and Yj ever intersect in twistor space (we
assume that the two sets of operators become pairwise null separated independently), the
proof of proposition 4.1 indicates that the only contractions which produce the correct
degree of divergence in the first term are those between ∂
2A
∂χ2
on adjacent Xs and adjacent
Y s. Hence,
lim
x2i,i+1,y
2
j,j+1→0
〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉conn
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree = 〈Wadj[C]Wadj[D]〉
conn.
The second term is easily evaluated by applying proposition 4.1:
lim
x2i,i+1,y
2
j,j+1→0
〈O(x1) · · · O(xn)〉〈O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉tree〈O(y1) · · · O(yk)〉tree = 〈Wadj[C]〉〈Wadj[D]〉.
The remaining terms (composed of all other disconnected components from the correlation
function) involve all the usual contractions which give a vanishing contribution (e.g., con-
tractions between non-adjacent lines, contractions between operators and fields on any line
with a MHV vertex), and additionally contain no connected component with enough lines
in twistor space to form a full Wilson loop in the null limit. So any term in this sum of
disconnected components will contain some divergences of the form x−2i,i+1y
−2
j,j+1, but never
the full array appearing in (4.31). Thus, all remaining disconnected terms vanish in the
null limit.
In both of the generalizations discussed here, we can pass to the planar limit in twistor
space by invoking the twistor propagator with its color structure given by (3.23). More
formally, we have:
Proposition 4.3 Let {O(xi),O(yj)}i=1,...,nj=1,...,k be gauge invariant local operators in N = 4
SYM, C be the null polygon resulting from the limit where the {O(xi)} become pairwise
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null separated (i.e., x2i,i+1 = 0), and D be the null polygon when the {O(yj)} become null
separated (y2j,j+1 = 0). Then at the level of the integrand,
lim
x2i,i+1→0
〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉
=
1
〈Wadj[C]〉
k−2∑
j=0
∑
{i1,...,ij}⊂{1,...,k}
〈
Wadj[C]O(yi1) · · · O(yij )
〉 〈O(yij+1) · · · O(yik)〉
planar limit−−−−−−−→ 1〈W [C]〉2
∑
Pk
〈
W [C]O(yi1) · · · O(yij )
〉 〈W [C]O(yij+1) · · · O(yil)〉
× 〈O(yil+1) · · · O(yik)〉, (4.32)
where all expectation values are assumed to be generic and normal ordered, W [C] is the
Wilson loop in the fundamental representation, and
∑
Pk is the sum over relevant partitions
of {1, . . . , k}. If we allow the remaining k operators to also become null separated, then
lim
x2i,i+1,y
2
j,j+1→0
〈O(x1) · · · O(xn)O(y1) · · · O(yk)〉
〈O(x1) · · · O(xn)〉〈O(y1) · · · O(yk)〉 = 1 +
〈Wadj[C]Wadj[D]〉conn
〈Wadj[C]〉〈Wadj[D]〉
planar limit−−−−−−−→ 1 + 2〈W [C] W [D]〉
conn
〈W [C]〉〈W [D]〉 . (4.33)
4.3.2 Recursion relations
The scattering amplitude / Wilson loop duality follows by showing that both objects obey
the same recursive relations: the BCFW recursions (see Section 2.3.2 for a quick reminder).
Proving this is particularly natural in twistor space, where the BCFW recursion is imple-
mented by performing a one-parameter shift of one of the nodes. Without loss of generality,
this takes the form:
Ẑn(t) = Zn + tZn−1, t ∈ C, (4.34)
which shifts the nth node along the line (n−1, n) ∼= P1 ⊂ PT, as illustrated in Figure 17. It
was shown in [33] that the variation of the expectation value of this deformed Wilson loop
is supported only on self-intersections or intersections with Lagrangian insertions, precisely
reproducing the all-loop BCFW recursion of [94]. This is a holomorphic analogue of the
loop equations [164] and skein relations which arise in the study of real knot theory [165].
Beyond establishing the duality with amplitudes at the level of the loop integrand,
these recursion relations also provide a means for actually computing the Wilson loop
integrand. We will see that a BCFW-like recursion relation for the correlator
〈Wn[C]O(y)〉,
can also be derived, enabling the computation of the integrand for such correlators. Once
again, the key to doing this will be studying the problem in twistor space.
Recall the null polygonal Wilson loop in twistor space is given by:
W [C] ≡W [1, 2, . . . , n] = tr HolZn [C] =
tr [U(Zn, Zn−1)U(Zn−1, Zn−2) · · ·U(Z1, Zn)] , (4.35)
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Z1Zn
Ẑn(t)
Zn−1
Figure 17. The BCFW-like deformation at the level of the twistor Wilson loop.
where HolZ [C] denotes the holonomy about C at base point Z and the Zi are the nodes
of the resulting curve in twistor space. The BCFW shift (4.34) results in a one-parameter
family of nodal curves in twistor space and their corresponding family of Wilson loops:
C(t) = (1, 2) ∪ (2, 3) ∪ · · · ∪ (n− 1, nˆ(t)) ∪ (nˆ(t), 1), W [C(t)] = W [1, . . . n− 1, nˆ(t)],
where we have adopted the shorthand nˆ(t) for Ẑn(t).
Formally, we can think of t ∈ C as a coordinate on the moduli space of maps from
Σ ∼= P1 into PT with two fixed points (the nodes at Zn and Zn−1). We will be interested
in the variation of our correlator with respect to anti-holomorphic dependence on this
coordinate; this requires a ∂¯-operator on the moduli space M0,2(P3|4, 1).13 Formally, this
can be constructed by considering the diagram:
M0,3(P3|4, 1)
ρ

Φ // PT
M0,2(P3|4, 1)
where ρ is the forgetful functor which throws away an extra marked point, and Φ is the
‘universal instanton’ [45]. Since the universal curve is just M0,3(P3|4, 1) ∼= M0,2(P3|4, 1)×Σ,
this map simply takes f ∈ M0,2(P3|4, 1) and z ∈ Σ to f(z) ∈ PT. Hence, we can take the
complex structure on PT given by ∂¯, and define δ¯ on M0,2(P3|4, 1) both formally and
heuristically:
δ¯ = ρ∗Φ∗∂¯, δ¯ = dt¯
∂
∂t¯
.
13These moduli spaces are, strictly speaking, algebraic stacks. However, for the case of a genus zero
Riemann surface and target space PT, they are unobstructed and have a versal family which can be treated
as an algebraic space [45].
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In [33], the twistor action and Wilson loop were used to study δ¯〈W [C(t)]〉; we will
use the same methodology to study the correlator between a Wilson loop and single local
operator. The key relation is the following:
Lemma 4.2 (Bullimore & Skinner [33]) The infinitesimal variation of W [C] with re-
spect to t¯ is given by:
δ¯ W [C] = −
∫
C
ω(Z) ∧ dZ¯α¯ ∧ δ¯Z¯ β¯ tr
(
F 0,2
α¯β¯
HolZ [C]
)
, (4.36)
where ω(Z) is a meromorphic 1-form on C with simple poles at each node Z = Zi, and
F 0,2 = ∂¯A + A ∧ A is the anti-holomorphic curvature of the gauge connection on twistor
space.
By inserting this into the path integral for δ¯〈W [C(t)]〉 with respect to the twistor action
(3.4), a holomorphic analogue of the loop equations [164] was found which lead to the
all-loop BCFW recursion relations of [94]. Since scattering amplitudes are also determined
by BCFW recursion, this proves that the two observables are actually the same.
In our case, we want to consider δ¯〈W [C(t)]O(y)〉 for any U(N) gauge group. Since the
BCFW-like deformation (4.34) only acts on the Wilson loop, we can use (4.36) to consider:
δ¯〈W [C(t)]O(y)〉 = − 1
N
∫
[DA]
[∫
C(t)
ω(Z) ∧ dZ¯α¯ ∧ δ¯Z¯ β¯tr
(
F
(0,2)
α¯β¯
HolZ [C]
)
O(y)
]
e−S[A],
(4.37)
where O(y) is our 1/2-BPS operator (4.6), S[A] is the twistor action (3.4), and we have
included a normalization factor of 1/N . As noted earlier, the twistor action can be de-
composed into a holomorphic Chern-Simons portion accounting for the SD sector of the
theory (or tree-level for the Wilson loop) and a non-local contribution encoding the ASD
interactions (or loop-level for the Wilson loop). These are given by S1 (3.2) and S2 (3.3)
respectively.
Holomorphic linking contribution
We begin by considering the classical piece of (4.37) corresponding to S1[A]. For an abelian
gauge group, this will produce contributions corresponding to holomorphic linking between
the irreducible components of C [166–169]. For a general gauge group, this provides a
formal path-integral definition for holomorphic linking.
Now, note that
δS1[A]
δA(Z) = N F
(0,2)(Z),
so that
δ¯〈W [C(t)]O(y)〉tree = 1
N2
∫
[DA]
[∫
C(t)
ω(Z) ∧ tr
(
HolZ [C(t)]
δ
δA(Z)e
−S1[A]
)
O(y)
]
.
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Figure 18. A holomorphic linking contribution when the curve C(t) intersects itself.
Integrating by parts within the path integral moves the variational derivative onto the
holonomy, yielding [33]:
tr
(
δ
δA(Z)HolZ [C(t)]
)
=
n∑
j=1
∫
Cj(t)
ωj−1,j(Z ′)∧ δ¯3|4(Z,Z ′)tr
[
U(Z,Zn) · · ·U(Zj , Z ′)
]
tr
[
U(Z ′, Zj−1) · · ·U(Z1, Z)
]
,
where Cj(t) = (j− 1, j) is the jth component of the nodal curve C(t), and ωj−1,j(Z) is the
meromorphic 1-form on Cj(t) with poles at Zj−1, Zj .
The δ¯3|4(Z,Z ′) only has support at t ∈ C where the deformed Wilson loop intersects it-
self, and the trace structure results in a factorization of the holonomy into two Wilson loops
around the nodal curves C ′(t) and C ′′(t), obtained by ungluing C(t) at the intersection
point Z = Z ′. This configuration is illustrated in Figure 18.
This leaves us with:
δ¯〈W [C(t)]O(y)〉tree = −
∫
C(t)×C(t)
ω(Z) ∧ ω(Z ′) ∧ δ¯3|4(Z,Z ′) 〈W [C ′(t)] W [C ′′(t)] O(y)〉 ,
(4.38)
where we have absorbed a normalization factor of 1/N into each Wilson loop. This is the
analogue of the holomorphic linking term of the loop equations derived in [33], but now
with a local operator in general position. Note that in the planar limit of the gauge theory,
the correlator can be re-written as〈
W [C ′(t)] W [C ′′(t)] O(y)〉 = 〈W [C ′(t)]O(y)〉 〈W [C ′′(t)]〉+ 〈W [C ′(t)]〉 〈W [C ′′(t)]O(y)〉.
Contributions from MHV vertices and local operator
We still have to account for the contributions to δ¯〈W [C(t)]O(y)〉 from S2[A] and the local
operator O(y). Although the genericity assumption tells us that the nodal curve C(t = 0)
never intersects any line X corresponding to a MHV vertex or the line Y corresponding to
the local operator, as t varies it sweeps out a plane (n− 1, n, 1) which all lines in general
position will intersect.
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The contribution from MHV vertices is given by
− λ
N
∫
[DA]
∫
Γ
d4|8X
[∫
C(t)
ω(Z) ∧ tr (δ log det(∂¯ +A)|XHolZ [C(t)])O(y)] e−S[A],
(4.39)
where the factor of λ comes from S2[A], 1/N is for normalization, and Γ = MR ⊂ M the
real contour. The variation of the logdet can be found by standard methods (c.f., [170]); if
we assume that X is given by the span of ZA and ZB, then
δ log det(∂¯ +A)|X =
∫
X×S1×S1
ωA,B(Z
′) ∧ DλA ∧DλB〈AB〉2 tr
(
U(ZB, Z
′)δA(Z ′)) ,
where ωA,B(Z
′) is the meromorphic differential on X with poles at ZA and ZB, and λA, λB
are the homogeneous coordinates of these points on X. The integral over S1 × S1 is a
contour integral surrounding the poles at ZA = ZB = Z
′.
The integral over the positions of ZA and ZB on X can be combined with the measure
d4|8X to give a conformally invariant measure:
d4|8X ∧ DλA ∧DλB〈AB〉2 = D
3|4ZA ∧D3|4ZB.
Hence, the integrand of our path integral expression (4.39) is:
− λ
N
∮
Γ×S1×S1
D3|4ZA ∧D3|4ZB
∫
C(t)×X
ω(Z) ∧ ωA,B(Z ′) ∧ δ¯3|4(Z,Z ′)
× tr (U(ZB, Z ′)HolZ [C(t)])O(y), (4.40)
with the δ¯3|4(Z,Z ′) ensuring that this is supported only when C(t) intersects X at Z = Z ′.
As shown in [33], this configuration can naturally be interpreted as a forward limit where
the MHV vertex at x ∈M becomes null separated from the point corresponding to the line
(nˆ(t), 1) ⊂ PT. More formally, we can replace C(t) with a new curve C˜(t) which has an
additional component such that:
C˜(t) ∩X = {Z ′, ZB}, lim
ZB→Z′
C˜(t)→ C(t),
C˜(t) ∪X = (1, 2) ∪ · · · ∪ (n− 1, nˆ(t)) ∪ (Z ′, B) ∪ (B, 1).
This forward limit curve is pictured in Figure 19.
Now the combined contours and delta-functions in (4.40) allow us to replace
1
N
tr
(
U(ZB, Z
′)HolZ [C(t)]
)
= W [C˜(t) ∪X], (4.41)
and the contribution to δ¯〈W [C(t)]O(y)〉 from the MHV vertices becomes:
−λ
∮
Γ×S1×S1
D3|4ZA∧D3|4ZB
 ∫
C(t)×X
ω(Z) ∧ ωA,B(Z ′) ∧ δ¯3|4(Z,Z ′)
〈
W [C˜(t) ∪X] O(y)
〉 .
(4.42)
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Figure 19. An intersection of the curve C(t) with a MHV vertex X (left) can be expressed as a
forward limit of a new curve C˜(t) ∪X (right).
Once again, this is the natural analogy of the second term in the holomorphic loop equations
of [33].
Finally, we must account for when C(t) intersects Y , the line corresponding to the
operator O(y). Clearly, the geometry of this configuration is identical to the intersection
with a MHV vertex; the difference is that there are more fields and a more complicated
R-symmetry on Y due to the 1/2-BPS operator. Nevertheless, we will see that this contri-
bution can be treated similarly to the MHV vertices.
For simplicity, take O(y) = Oabab, and suppose that Y is given by the span of ZC and
ZD. As before, we start with δ log det(∂¯ +A)|Y , but now only integrated over a fermionic
contour in M:
−
∮
Γ˜×S1×S1
d0|4θabab ∧ DλC ∧DλD〈CD〉2
×
 ∫
C(t)×Y
ω(Z) ∧ ωC,D(Z ′) ∧ δ¯3|4(Z,Z ′)
〈
W [Ĉ(t) ∪ Y ]
〉 ,
where d0|4θabab = dθaAdθbAdθ
aBdθbB, Γ˜ is the corresponding fermionic contour (which, as
usual, can be evaluated algebraically), and Ĉ(t) is the forward limit curve associated with
Y . The R-symmetry of this measure extracts fermionic derivatives of the field A from
the holomorphic frames in W [Ĉ(t) ∪ Y ], but supersymmetry dictates that they must be
inserted at two different places on the line Y . The remainder of the contour Γ˜ integrates
these insertion points over Y .
Explicitly, in W [Ĉ(t)∪Y ] we can use the properties of the holomorphic frame to write:
U(ZD, Z
′) = U(ZD, ZC)U(ZC , Z ′),
and Z ′ = ZD on the support of the S1 × S1 contour and δ¯3|4(Z,Z ′). The integral over
d0|4θabab then pulls two derivatives from each of these frames on Y , and what is left is
integrated over Y to give:∫
Y×Y
DλC ∧DλD U(ZD, ZC)∂
2A(ZC)
∂χa∂χb
U(ZC , ZD)
∂2A(ZD)
∂χa∂χb
.
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Of course, this is our 1/2-BPS operator O(y) = Oabab(y), and is inserted in the color trace
running over the remaining holomorphic frames of the Wilson loop at the point Z ′. But
this is precisely what we expect for the configuration where the deformed Wilson loop C(t)
intersects Y at the point Z = Z ′! In other words, the 1/2-BPS operator is also captured
by the variation of S2[A], but integrated over a partial fermionic contour corresponding to
its R-symmetry structure.14
Thus we obtain a third contribution to δ¯〈W [C(t)]O(y)〉 of the form
−
∮
Γ˜×S1×S1
dµabab
 ∫
C(t)×Y
ω(Z) ∧ ωC,D(Z ′) ∧ δ¯3|4(Z,Z ′)
〈
W [Ĉ(t) ∪ Y ]
〉 , (4.43)
where
dµabab = d0|4θabab ∧ DλC ∧DλD〈CD〉2 . (4.44)
The recursion relation
The all-loop BCFW-like recursion for our mixed correlator is given by combining (4.38),
(4.42), (4.43) and then integrating over t:
−
∫
C
dt
t
∧ δ¯〈W [C(t)]O(y)〉 =
∫
C
dt
t
∧ (Λtree + ΛMHV + ΛOp) , (4.45)
where the Λs are given by the deformation contributions we just calculated. Integration
by parts immediately gives
−
∫
C
dt
t
∧ δ¯〈W [C(t)]O(y)〉 = 〈W [1, 2, . . . , n]O(y)〉 − 〈W [1, 2, . . . , n− 1]O(y)〉 ,
which is just the difference in the correlators at t = 0 and t =∞.
Let us consider the contribution Λtree explicitly; the other two contributions can be
treated in an identical manner. Using (4.38), we have∫
C
dt
t
∧ Λtree =
∫
C×C(t)×C(t)
dt
t
∧ ω(Z) ∧ ω(Z ′) ∧ δ¯3|4(Z,Z ′)
× 〈W [C ′(t)]W [C ′′(t)]O(y)〉 ,
where δ¯3|4(Z,Z ′) has support only when the curve C(t) intersects itself. For every j =
3, . . . n−1 there will be some value of t = tj for which the line (nˆ(tj), 1) intersects (j−1, j).
If we label those intersection points as Ij , then clearly we have [33]
C ′(tj) = (1, 2) ∪ (2, 3) ∪ · · · ∪ (j − 1, Ij)
C ′′(tj) = (Ij , j) ∪ (j, j + 1) ∪ · · · ∪ (nˆ(tj), 1).
14Recall that log det(∂¯ +A)|X is not locally gauge invariant; it must be integrated over some contour in
order to kill the exponential anomalies associated with conformal gravity [28]. The algebraic integral over
Γ˜ gives the gauge invariance of the 1/2-BPS operators, as desired.
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For each such contribution at tj we can parametrize the positions of Z and Z
′ by
Z = Ẑn(t) + sZ1 = Zn + tZn−1 + sZ1, Z ′ = Zj−1 + rZj ,
so the meromorphic differentials become
ω(Z) =
ds
s
, ω(Z ′) =
dr
r
.
Thus, we have
∫
C
dt
t
∧ Λtree =
n−1∑
j=3
∫
C3
dt
t
ds
s
dr
r
∧ δ¯3|4(Zn + tZn−1 + sZ1, Zj−1 + rZj)
× 〈W [1, . . . , j − 1, Ij ]W [Ij , j, . . . , n− 1, nˆ(tj)]O(y)〉
=
n−1∑
j=3
[n− 1, n, 1, j − 1, j] 〈W [1, . . . , j − 1, Ij ]W [Ij , j, . . . , n− 1, nˆj ]O(y)〉 , (4.46)
where [A,B,C,D,E] is the standard R-invariant and we have abbreviated nˆ(tj) = nˆj .
We can perform similar parametrizations for ΛMHV and ΛOp, leading to the full all-loop
recursion relation:
Proposition 4.4 Let W [C] = W [1, . . . , n] be the Wilson loop in the fundamental repre-
sentation around the n-cusp null polygon C, O(y) be a local operator in general position,
and Y = span{ZC , ZD} be the P1 ⊂ PT corresponding to this position. Then
〈W [1, . . . , n]O(y)〉 = 〈W [1, . . . , n− 1]O(y)〉
+
n−1∑
j=3
[n− 1, n, 1, j − 1, j] 〈W [1, . . . , j − 1, Ij ]W [Ij , j, . . . , n− 1, nˆj ]O(y)〉
+ λ
∮
Γ×S1×S1
D3|4ZA ∧D3|4ZB[n− 1, n, 1, A,B]
〈
W [1, . . . , n− 1, nˆAB, Z ′, B]O(y)
〉
+
∮
Γ˜×S1×S1
dµabab[n− 1, n, 1, C,D] 〈W [1, . . . , n− 1, nˆCD, Z ′, D]〉 , (4.47)
where the measure dµabab is given by (4.44); the contours Γ and Γ˜ are over (4|8)- and (0|4)-
dimensional real slices of the space of lines in PT respectively; and the contours S1 × S1
ensure ZA,B, ZC,D → Z ′ in their respective integrals.15
15As mentioned earlier, recall that in the planar limit 〈W [1, . . . , j − 1, Ij ]W [Ij , j, . . . , n − 1, nˆj ]O(y)〉 =
〈W [1, . . . , j− 1, Ij ]〉 〈W [Ij , j, . . . , n− 1, nˆj ]O(y)〉+ 〈W [1, . . . , j− 1, Ij ]O(y)〉 〈W [Ij , j, . . . , n− 1, nˆj ]〉, so this
indeed constitutes a recursion relation.
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Some loop integrand computations
In the study of scattering amplitudes, the primary utility of the all-loop BCFW recursion
relations has been their ability to enable simple computations of loop integrands (e.g.,
[94]). The recursion relation we have just defined holds at the level of the loop integrand
of the correlator 〈W [1, . . . , n]O(y)〉; this will be a rational function of the nodes Zi, the
line Y as indexed by ZC , ZD, and the loops as indexed by an internal region coordinate
X = span{ZA, ZB}. In computing the l-loop integral of the correlator, the internal regions
must be integrated over using
d4|8X =
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
,
in the usual fashion. Denoting the l-loop integrand of the correlator by Gln, this means
that
Gln = G
l
n (Z1, . . . , Zn, C,D; (A,B)1, . . . , (A,B)l) , (4.48)
with an implicit symmetrization over the loop variables. This integrand can be further
expanded in the fermionic twistor variables:
Gln = G
l
n,0 +G
l
n,1 +G
l
n,2 + · · ·+Gln,n−4, (4.49)
where Gln,k is of order 4k in χ, and can be thought of as the analogue of a N
kMHV integrand
for our mixed correlators.
In this language, we can re-write our recursion relation in a slightly more appealing
fashion:
Gln,k = G
l
n−1,k
+
∑
n1,k1,l1,j
[n− 1, n, 1, j − 1, j]W l1n1,k1(1, . . . , j − 1, Ij) G
l2
n2,k2
(Ij , j, . . . , n− 1, nˆj)
+ λ
∫
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
[n− 1, n, 1, A,B] Gl−1n+2,k+1(1, . . . , n− 1, nˆAB, Aˆ, B)
+
∫
d0|4θCD [n− 1, n, 1, C,D] W ln+2,k(1, . . . , n− 1, nˆCD, Cˆ,D), (4.50)
where W ln,k is the usual l-loop integrand of the Wilson loop and
n1 + n2 = n+ 2, k1 + k2 = k − 1, l1 + l2 = l,
Aˆ = (A,B) ∩ (n− 1, n, 1), Cˆ = (C,D) ∩ (n− 1, n, 1).
Since the l-loop integrand for the Wilson loop is known [141], this makes it possible for us
to compute the integrands Gln,k recursively.
For instance, consider the tree-level analogue of the NMHV amplitude: G0n,1. If we
perform an implicit summation over the possible BCFW-type shifts, then (4.50) gives:
G0n,1 =
∑
i<j
[i− 1, i, 1, j − 1, j]I× I
+
∫
d0|4θCD
∑
i
[i− 1, i, 1, C,D]
∑
j<k
[j − 1, j, 1, k − 1, k]
 , (4.51)
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where the range of the second summation in the second term is over 1, . . . , n−1, nˆCD, Cˆ,D.
Note that as predicted, Gn,1,0 = Gn,1,0(Z1, . . . , Zn, C,D). Usually we consider mixed cor-
relators which are normalized by the expectation value of the Wilson loop 〈W [1, . . . , n]〉;
including this in the present calculation has the effect of eliminating the first term in (4.51),
as it corresponds to the NMHV contribution from the Wilson loop itself.
If we wanted to compute the analogue of a 1-loop MHV integrand for our correlator,
a quick inspection of (4.50) shows that we know all the required ingredients:
G1n,0 = λ
∫
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
∑
i
[i− 1, i, 1, A,B] G0n+2,1(1, . . . , n− 1, nˆAB, Aˆ, B)
+
∫
d0|4θCD
∑
i
[i− 1, i, 1, C,D] W 1n+2,0(1, . . . , n− 1, nˆCD, Cˆ,D).
Using (4.51) as well as the known contributions from the Wilson loop [94, 141] gives
G1n,0(Z1, . . . , Zn, C,D; (A,B)1) =
λ
∫
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
∑
i
[i− 1, i, 1, A,B]
∑
j<k
[j − 1, j, 1, k − 1, k]
+
∫
d0|4θCD
∑
j
[j − 1, j, 1, C,D]
∑
k<l
[k − 1, k, 1, l − 1, l]

+λ
∫
d4|4ZA ∧ d4|4ZB
vol GL(2,C)
d0|4θCD
∑
i
[i−1, i, 1, C,D]
∑
j<k
[1, j−1, j, A,B′][1, k−1, k, A,B′′],
(4.52)
where the first sum in each term ranges from i = 1, . . . , n and the remaining sums range
over 1, . . . , n− 1, nˆCD, Cˆ,D. In the second line, the shifted twistors B′, B′′ correspond to
the intersections between lines and planes given by:
B′ = (A,B) ∩ (1, k − 1, k), B′′ = (A,B) ∩ (1, j − 1, j).
Of course, many of the terms here will actually vanish upon performing the fermionic
integrals, and more will be subtracted from the first term if the quotient by the pure Wilson
loop integrand is included. It would be interesting to compare the results for the integrand
generated by our recursion relation against other computations, such as the Q¯-anomaly
techniques of [171].
It is also worth mentioning that mixed Wilson loop / local operator correlators can
be studied from a very different perspective when the Wilson loop under consideration is
(topologically) circular, rather than a null polygon.16 In particular, if the Wilson loop is
defined on a S2 ⊂ M, then the configuration with an arbitrary number of scalar chiral
16Although the Wilson loops considered in this setting only couple to three of the scalars of N = 4 SYM
[172], rather than the full superconnection A as we considered here.
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primary operators also inserted on the sphere is 1/8-BPS, and the computation can be
localized to two-dimensional Yang-Mills theory on the sphere [173]. This in turn allows
one to compute the correlator to all values of the coupling via a matrix model calculation
(c.f., [174] and the references therein). It would be interesting to know if twistor theory
has anything to add to this perspective, since it entails non-null data and non-perturbative
results.
Rather than pursue these issues further, we will now turn to the study of gravity, and
attempt to apply the methods we have used in gauge theory to that new setting.
5 Twistor Actions, Conformal and Einstein Gravity
In the previous sections, we saw that by studying gauge theory on twistor space, we were
able to learn many interesting things about the physical theory. In particular, efficient
calculational mechanisms like the MHV formalism were manifested explicitly on twistor
space, and computations involving gauge invariant local operators and null polygonal Wil-
son loops were also streamlined. It seems natural to ask if similar insights can be found in
the study of gravity via twistor methods.
As one might expect, the story is much more complicated in this setting. Dealing with
generally curved space-times is a long-standing difficulty for twistor theory, referred to as
the ‘googly problem’ [175]. Twistor-string theory provides a perturbative solution to the
googly problem for gauge theory, and there was hope that it would yield a similar mecha-
nism for the study of gravity. However, all twistor-string theories based on Witten’s model
contain conformal gravity degrees of freedom [25]; this theory has fourth-order equations
of motion and is widely considered to be non-physical (see [176] for a review). Indeed, any
attempt to remove these degrees of freedom by a gauging appears to result in a free theory
which misses an entire self-duality sector [177, 178]. The twistor-string of Skinner appears
to correctly describe Einstein gravity (at least in the flat space limit) [26], but it is not
clear in what way it connects to an action principle for gravity itself. However, a twistor
action for conformal gravity has been known for some time [27].
There is also a mixture of similarities and differences between the basic structures of
scattering amplitudes in gauge theory and gravity. Graviton amplitudes posses the same
‘MHV-like’ structure of gauge theory amplitudes, in the sense that n-graviton amplitudes
involving n or n−1 gravitons of the same helicity vanish.17 However, the functional form of
gravity amplitudes is more complicated than their gauge theory counterparts. This is due
to the underlying permutation invariance of gravity, as there is no color trace to enforce a
cyclic ordering on external particles. Indeed, the analogue of a Parke-Taylor amplitude for
gravity (Hodges’ formula) was only recently discovered [36].
As it turns out, the ability for us to treat conformal gravity twistorially is actually an
advantage rather than an obstruction, at least at tree-level. This is due to an observation
of Maldacena [34] that the tree-level S-matrices of these two theories are equivalent on a de
Sitter background when Einstein scattering states are used. In this section, we study the
17The notion of helicity is well-defined in general relativity provided one restricts to positive-frequency
fields [179].
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Figure 20. de Sitter space as the quadric Q ⊂ RP5 and the identification of infinity.
conformal gravity twistor action, with a view to extracting the Einstein gravity subsector.
After reviewing some basic facts about twistor theory for curved backgrounds, we give a
brief summary of the Maldacena argument and apply it to amplitude generating functionals
in Einstein and conformal gravity. We then perform the reduction to Einstein gravity at
the level of the twistor action, extracting a twistorial expression for the MHV amplitude
generating functional. This procedure also leads to a proposal for the twistor action of
Einstein gravity itself.
5.1 Background
While our study of gauge theory took place on ‘flat’ twistor space associated to Minkowski
space-time, gravity requires twistor machinery adapted to curved backgrounds (possibly
with cosmological constant). We begin with a brief review of the necessary background
material for this ‘curved’ twistor theory, including some basic facts about de Sitter space,
the non-linear graviton construction, and local twistor connection. The reader need only
consult the references for further details.
de Sitter geometry
The homogeneous Einstein geometries of Minkowski, de Sitter, and anti-de Sitter space are
the simplest solutions to the field equations of general relativity: they are space-times with
only scalar curvature (in the form of a cosmological constant), and are hence conformally
flat (c.f., [180]). In four dimensions, each has a conformal compactification which is topo-
logically S1 × S3/Z2 and can be realized as a quadric in RP5. Although we will focus on
de Sitter space (when the cosmological constant is positive) in much of what follows, many
of the results in both this section and Section 6 hold for anti-de Sitter space as well.
Before conformal compactification, de Sitter space is topologically R × S3, and can
be realized as the pseudosphere in R1,4 with coordinates (w, xµ), µ = 0, . . . , 3 via the
embedding relation:
ηµνx
µxν − w2 = x2 − w2 = − 3
Λ
, ηµν = diag(1,−1,−1,−1),
where Λ > 0 is the cosmological constant. Writing de Sitter space in this fashion makes
manifest its isometry group SO(1, 4), which is the Lorentz group inherited from the em-
bedding space. We denote this space as dS4.
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The aforementioned conformal compactification embeds dS4 into RP5 with homoge-
neous coordinates (t, w, xµ) as the t 6= 0 portion of the quadric:
2Q ≡ t2 − w2 + x2 = 0,
with scale-invariant metric
ds2 =
3
Λ
dt2 − dw2 + ηµνdxµdxν
t2
. (5.1)
The intersection of Q with the plane t = 0 corresponds to the S3 at infinity, and is the
identification of the past (I −) and future (I +) infinities; see Figure 20. Note that if we
work on the patch where t =
√
3/Λ, then we recover the description of de Sitter space as
the pseudosphere in R1,4.
Two particularly useful coordinate patches on de Sitter space are the affine and Poincare´
patches. The affine patch is t + w = 1; after a proper re-scaling of the affine coordinates
xµ the metric for this patch becomes
ds2 =
ηµνdx
µdxν
(1− Λx2)2 . (5.2)
In a sense, working with this slicing of global de Sitter space is rather awkward: de Sitter
infinity is represented by finite points in the affine space where x2 = Λ−1, and vice versa.
Here, the null infinity of the affine space intersects the infinity of dS4 in a S
2 at spatial
infinity. The main advantage of working with this slicing is that it is well-behaved in the
Λ→ 0 limit: in this case (5.2) simply becomes the usual Minkowski metric (see Figure 21,
(a.)).
The more conventional Poincare´ patch of de Sitter space, where x0+w = 1, has metric:
ds2 =
3
Λ
dt2 − δijdxidxj
t2
, (5.3)
and t = 0 is infinity minus a point. The light cone of this point divides global de Sitter
into two halves (t > 0 and t < 0) corresponding to what a physical observer situated
at I ± could actually see. This slicing also manifests the three-dimensional rotation and
translation symmetries of dS4, but is certainly not well-behaved in the Λ → 0 limit; see
Figure 21, (b.).
Non-linear graviton
It is natural to ask if the twistor formalism used in Sections 2-4 extends to the study of
curved space-times. The following result, known as the non-linear graviton construction,
establishes precisely how this can happen:
Theorem 6 (Penrose [181], Ward [182]) There is a one-to-one correspondence between:
(a.) self-dual space-times18 M , and (b.) twistor spaces PT , a complex projective 3-
manifold obtained as a complex deformation of PT, containing a rational curve X0 with
normal bundle NX0 ∼= O(1)⊕O(1).
18A self-dual (SD) space-time is one whose anti-self-dual Weyl curvature and trace-free Ricci tensor
vanish.
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t > 0
t < 0
(a.) (b.)
Figure 21. De Sitter space on the affine patch (a.), and the Poincare´ patch (b.)
There is a metric in this self-dual conformal class with scalar curvature R = 4Λ if and
only if PT is equipped with:
• a non-degenerate holomorphic contact structure specified by τ ∈ Ω1,0(PT ,O(2)), and
• a holomorphic 3-form D3Z ∈ Ω3,0(PT ,O(4)) obeying τ ∧ dτ = Λ3 D3Z.
Here, the line bundle O(1)→ PT is defined to be the dual of the fourth-root of Ω3(PT ) ∼=
O(−4); this exists on a neighborhood of the rational curve X0 by assumption on NX0 . The
non-projective curved twistor space T is also defined as the total space of O(−1)→ PT .
The requirement that PT arise as a (integrable) complex deformation of PT results
in a four-parameter family of rational curves {X}x∈C4 in a neighborhood of X0, each with
normal bundle NX ∼= O(1)⊕O(1). This is a consequence of Kodaira-Spencer theory. Thus,
points x ∈ M (for M obeying the conditions of this theorem) correspond to rational, but
not necessarily linearly embedded, curves X ⊂ PT . The self-dual conformal structure on
M corresponds to requiring that if two of these curves X,Y intersect in PT , then the
points x, y ∈M are null separated.
In the Einstein case, the contact 1-form τ serves as a holomorphic measure on these
curves, while D3Z provides a holomorphic measure on twistor space itself, as our notation
suggests. Furthermore, it is known that PT is uniquely associated withM , in the sense that
any two space-times which have the same twistor space will be isomorphic in a neighborhood
of conformal infinity [183]. The other important tools of twistor theory on PT–namely the
Penrose transform and Ward correspondence–still hold for PT as well [184].
As usual, PT fits into the twistor double fibration:
PS
p
||
q
!!
PT M
Provided M is not curved too severely, it follows that PS ∼= M × P1, which can be charted
with (xµ, σA). With this assumption, the map q : PS→ M is the trivial projection, while
p : PS→ PT is specified by the generalized incidence relations:
Zα : M × P1 → PT , Zα = Zα(xµ, σA) =
(
λA(x, σ), µ
A′(x, σ)
)
. (5.4)
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For consistency with the case M =M, we demand that Zα be homogeneous of degree one
in σ. In the Einstein case, when Λ = 0 the contact structure τ becomes degenerate and
we have a fibration PT → P1; in this case ‘one-half’ of the incidence relations become the
identity map (i.e., λA(x, σ) = σA).
According to theorem 6, PT arises as a complex deformation of PT, and Zα must be
holomorphic with respect to the deformed complex structure. In a coordinate-free language,
this complex structure is specified by an endomorphism J : TPT → TPT which squares
to J2 = −1. This induces a splitting of complexified tangent bundle into holomorphic
and anti-holomorphic parts, and defines Dolbeault operators ∂J , ∂¯J . Integrability of J
corresponds to the vanishing of its Nijenhuis tensor, NJ ∈ Ω0,2(PT , T 1,0PT ). So by theorem
6, the field equations for M to be self-dual correspond to NJ = 0, while the requirement
that the map Zα be holomorphic is ∂¯JZα = 0.
It will often be convenient for us to work in coordinates, with a specific choice of
background complex structure. Taking as our background the flat complex structure of
PT, we can denote the complex structure on PT as a (small but finite) deformation:
∂¯f = ∂¯ + f = dZ¯
α¯ ∂
∂Z¯α¯
+ f,
for f ∈ Ω0,1(PT, T 1,0PT ). The corresponding coordinate basis for T 0,1PT and Ω1,0(PT ) is then:
T 0,1PT = span
{
∂
∂Z¯α¯
+ fαα¯
∂
∂Zα
}
, (5.5)
Ω1,0(PT ) = span{DZα} = span {dZα − fα} , (5.6)
where we have denoted f = fα∂α = f
α
α¯dZ¯
α¯∂α. The requirement that the form f
α descend
from T to PT is satisfied so long as
∂αf
α = 0, Z¯α¯fβα¯ = 0. (5.7)
With this choice of background, the integrability of the complex structure is equivalent
to
∂¯2f =
(
∂¯fα + [f, f ]α
)
∂α = 0, [f, f ]
α = fβ ∧ ∂βfα, (5.8)
and holomorphicity of the map Zα is
∂¯|XZα − fα(Z) = 0, (5.9)
where ∂¯|X = dσ¯ ∂∂σ¯ is the ∂¯-operator on X ⊂ PT pulled back to PS. This equation has a
four-complex parameter family of solutions regardless of whether (5.8) is satisfied [6, 181],
and when Λ = 0 it can be thought of as the good cut equation for M [185, 186].
While we have focused on the N = 0 version of the non-linear graviton here, the
construction has a natural generalization to N > 0–just like the Ward Correspondence for
Yang-Mills instantons [187].
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Local twistor formalism
If we hope to implement the Penrose transform concretely on curved twistor spaces, we
must have a means of defining things like twistor indices. That is to say, our twistor
coordinates Zα(x, σ) are abstract on PT until they are pulled back to the spinor bundle
PS. To get a concrete coordinate basis on the curved twistor space, we must use the local
twistor formalism. Note that this formalism will make sense for any (complex) space-time
M , whether or not it satisfies the conditions of theorem 6.
Local twistors are defined at points x ∈ M , and so constitute a complex rank-four
bundle over space-time:
Zα = (λA, µ
A′) // LT

M
Let t ∈ TxM be a vector at x; we can compute the infinitesimal variation of the local
twistor bundle in the direction of t as [39]
∇tZα(x) =
(
tBB
′∇BB′λA − itBB′PABA′B′µA′ , tBB′∇BB′µA′ − itBA′λB
)
, (5.10)
where the tensor Pµν is given by:
PABA′B′ = ΦABA′B′ − ΛABA′B′ ,
with ΦABA′B′ the trace-free portion of the Ricci tensor. This local twistor transport along
the vector t defines a local twistor connection, which is equivalent to the Cartan conformal
connection on M [188].
The curvature of the local twistor connection is computed by considering
i
(∇t∇u −∇u∇t −∇[t,u])Zβ = ZαF βα (t,u). (5.11)
For a general complex space-time, we find [39]:
F
β
α (t,u) =
(
itCD′u
DD′ΨACDB t
C′
D u
DD′∇AA′Ψ˜B
′A′
C′D′ + t
C
D′u
DD′∇B′B ΨBACD
0 −itC′D uDD
′
Ψ˜B
′
C′D′A′
)
,
where ΨABCD and Ψ˜A′B′C′D′ are the ASD and SD Weyl spinors respectively. So on a SD
background M , the local twistor bundle LT is half-flat and the Ward transform applies
[184]. In other words, when M satisfies the conditions of the non-linear graviton construc-
tion, we can obtain a rank-four bundle Tα → PT by applying the Ward correspondence
to LT→M . More formally, it can be shown that Tα ∼= (J1O(−1))∨, where J1 is the first
jet bundle [189]. Abusing terminology, we also refer to this bundle Tα → PT as the ‘local
twistor bundle.’
The bundle Tα lets us assign meaning to tensors on PT . In particular, by choosing a
holomorphic frame H
α
α for Tα, we can translate twistor indices (in PT ) into local twistor
indices (in Tα) [190]. For instance, consider a tensor fα···β··· ∈ H0,1(PT ,O(n − 2)) for
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n < 0. After contracting with the holomorphic frame, we get a (0, 1)-form valued section
of Tα···β··· ⊗O(n− 2), and can then apply the Penrose transform to obtain a field on M :∫
X
λA1 · · ·λAnfα···β··· ∧ τ = Γα···β···A1···An , ∇A1A
′
Γ
α···
β···A1···An = 0.
In the zero-rest-mass field equation, it is understood that the covariant derivative ∇AA′
acts via the local twistor connection on any local twistor indices of the object in question.
This is because the holomorphic frame H
α
α on Tα corresponds to a covariantly constant
frame for LT→M .
From now on, we will drop the underline notation, and assume that the distinction
between concrete and local twistor indices is clear from the context. We can use (5.10) to
derive relevant expressions for how ∇ acts on quantities with a single twistor index, say
ΓβA··· = (ΦBA···,Ψ
B′
A···):
∇AA′ΓβA··· =
(
∇AA′ΦBA···
∇AA′ΨB′A···
)
+
(
0 iPAA
′
BB′
iABA
′B′ 0
)(
ΦBA···
ΨB
′
A···
)
. (5.12)
Similar rules for dual twistor indices as well as higher-rank tensors can be derived or
looked up in [39]. The gauge freedom of such objects on space-time can be determined by
computing the Penrose transform of Zγfα···β··· and then imposing the condition Z
βfα···β··· = 0
[190].
5.2 Einstein Gravity from Conformal Gravity
The main stumbling block for the twistor-string revolution was the presence of conformal
gravity degrees of freedom [25]. In the setting of twistor-strings, this appeared to corre-
spond to non-minimal N = 4 conformal supergravity (CSG) coupled to N = 4 SYM. As
we saw in Sections 3 and 4, this issue could be side-stepped in the study of gauge theory
by working directly with a twistor action. A first hope would be to attempt a similar
procedure for the study of Einstein gravity; a particularly attractive route is presented by
the embedding of Einstein gravity inside conformal gravity. In this subsection, we review
this embedding and derive a precise version of it at the level of MHV amplitudes.
5.2.1 Conformal gravity
Conformal gravity is obtained from the conformally invariant action
SCG[g] =
1
ε2
∫
M
dµ CµνρσCµνρσ =
1
ε2
∫
M
dµ
(
ΨABCDΨABCD + Ψ˜
A′B′C′D′Ψ˜A′B′C′D′
)
,
(5.13)
where ε2 is a dimensionless coupling constant, dµ = d4x
√|g| is the volume element, and
Cµνρσ is the Weyl curvature tensor. The field equations of this action are the vanishing of
the Bach tensor, Bµν , which can be written in a variety of different forms thanks to the
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Bianchi identities:
Bµν = 2∇ρ∇σCρµνσ + CρµνσRρσ
=
(
2∇ρ∇(µRρν) −2Rµν −
2
3
∇µ∇νR− 2RρµRρν +
2
3
RµνR
)
0
= 2(∇CA′∇DB′ + ΦCDA′B′)ΨABCD = 2(∇C
′
A ∇D
′
B + Φ
C′D′
AB )Ψ˜A′B′C′D′ , (5.14)
where the subscript ‘0’ denotes trace-free part. The last line implies that the field equations
are satisfied whenever M is Einstein, or when its Weyl curvature is either self-dual or anti-
self-dual.
In our study of Yang-Mills theory, the Chalmers-Siegel action (2.27) allowed us to
expand around the SD sector. We can perform a similar expansion for conformal gravity
by first considering the action:19
SCG[g] =
2
ε2
∫
M
dµ ΨABCDΨABCD. (5.15)
This differs from (5.13) by
1
ε2
∫
M
dµ
(
ΨABCDΨABCD − Ψ˜A′B′C′D′Ψ˜A′B′C′D′
)
,
which is equal to 12pi
2
ε2
(τ(M) − η(∂M)), where τ(M) is the signature of M and η(∂M) is
the η-invariant of the conformal boundary [192]. Hence, (5.15) is equal to the conformal
gravity action up to a topological term which will be irrelevant in perturbation theory.
To expand around the SD sector, we introduce the totally symmetric spinor field
GABCD as a Lagrange multiplier, and write the action as [25]:
SCG[g,G] =
∫
M
dµ
(
GABCDΨABCD − ε2GABCDGABCD
)
. (5.16)
This has field equations [27]
ΨABCD = ε2GABCD,
(∇CA′∇DB′ + ΦCDA′B′)GABCD = 0, (5.17)
so integrating out G returns (5.15). But now ε2 becomes a parameter for expanding about
the SD sector: when ε = 0, we have a SD solution. This means that GABCD can be thought
of as a linear ASD solution propagating on the SD background, and ε2 plays the role of
the ’t Hooft coupling λ as an expansion parameter around the SD sector.
5.2.2 Embedding Einstein gravity in conformal gravity
We now review a recent argument by Maldacena, which states that on-shell and after
imposing certain boundary conditions, the conformal gravity and Einstein-Hilbert actions
19Note that the field equations of conformal gravity can be understood as the Yang-Mills equations of
the local twistor connection [191]; hence, a Chalmers-Siegel-like expansion must exist.
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agree on de Sitter space [34]. Note that many of the claims we will make were origi-
nally stated for asymptotically hyperbolic Riemannian four-manifolds; their extension to
Lorentzian space-times which are asymptotically de Sitter follows by analytic continuation.
The Einstein-Hilbert action in the presence of a cosmological constant is
SEH[g] =
1
κ2
∫
M
dµ (R− 2Λ), κ2 = 16piGN .
On a de Sitter space, the field equations are Rµν = Λgµν , so the action reads
SEH[dS4] =
2Λ
κ2
∫
dS4
dµ =
2Λ
κ2
V (dS4),
where V (M) is the volume of M . For any asymptotically de Sitter manifold, this volume
will be infinite, so the action functional must be modified by the Gibbons-Hawking bound-
ary term [193]. Additionally, we must include the holographic renormalization counter-
terms (which also live on the boundary) in order to render the volume finite [194, 195].
This leaves us with the so-called renormalized Einstein-Hilbert action [196]:
SEHren [g] =
1
κ2
[∫
M
dµ (R− 2Λ)− 2
∫
∂M
dµ˜ K −
∫
∂M
dµ˜ Lct
]
,
where dµ˜ is the volume element on the boundary, K is the extrinsic curvature of ∂M , and
Lct is the holographic renormalization Lagrangian of counter-terms. For instance, on de
Sitter space
Lct[dS4] = 2
`dS
+
`dS
2
R˜, (5.18)
where `dS is the de Sitter curvature radius and R˜ is the intrinsic curvature tensor of the
conformal boundary.
The important message is the fact that SEHren [M ] is finite, and
SEHren [M ] =
2Λ
κ2
Vren(M),
where Vren is the renormalized volume of the space-time [197]. In other words, the on-shell
renormalized Einstein-Hilbert action is equal (up to a constant proportional to Λ) to the
renormalized volume of the asymptotically de Sitter space-time. The next step is to relate
this observation to conformal gravity.
Suppose that M were an abstract Riemannian 4-manifold which was compact without
boundary. Then the Chern-Gauss-Bonnet formula states that
χ(M) =
1
8pi2
∫
M
dµ
(
CµνρσCµνρσ − 1
2
RµνR
µν +
1
6
R2
)
.
If M were additionally Einstein (Rµν = Λgµν), then this would immediately imply that
SCG[M ] =
8pi2χ(M)
ε2
− 2Λ
2
3ε2
V (M). (5.19)
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Of course, when M is (Lorentzian) asymptotically de Sitter, the Chern-Gauss-Bonnet for-
mula requires a boundary term, and the volume needs renormalization. However, the
left-hand side of (5.19) is canonically defined and independent of the conformal compacti-
fication of M , so all that is required is to properly renormalize the right-hand side.
A remarkable theorem of Anderson tells us that the relationship (5.19) continues to
hold when the boundary terms for the Euler characteristic and volume are taken into
account [198]. In other words, we have
SCG[M ] =
8pi2χ̂(M)
ε2
− 2Λ
2
3ε2
Vren(M),
where χ̂ is the renormalized Euler characteristic. Working on an asymptotically de Sitter
background, we will always be perturbing around the topologically trivial flat case (χ = 0),
so we have:
SCG[dS4] = −Λ κ
2
3ε2
SEHren [dS4]. (5.20)
What does this tell us about the scattering amplitudes of the two theories, though?
The answer is obvious using the perturbiner formalism [199, 200]. Formally, the tree-level
S-matrix of any theory with fields φ and action S[φ] is obtained by first taking asymptotic
states {φ1, . . . , φn} which are positive frequency at I − if incoming, and negative frequency
at I + if outgoing. We then construct a classical solution φcl (the scattering background)
such that φcl −
∑
i iφi is positive frequency at I
+ and negative frequency at I −. Then
the tree-level scattering amplitude on this classical background is given by:
A(φ1, . . . , φn) = ∂
nS [φcl −
∑n
i=1 iφi]
∂1 · · · ∂n
∣∣∣∣
1=···=n=0
. (5.21)
Hence, if two theories agree on a classical background then the tree-level S-matrix of one
can be computed with the other, provided the asymptotic states can be singled out in a
coherent way.
Equation (5.20) confirms that conformal and Einstein gravity agree (up to constants)
on a classical de Sitter background. We also know that Einstein solutions sit inside the
space of all solutions to the Bach equations of conformal gravity. All that remains is
to show that asymptotic Einstein scattering states can be consistently singled out within
the conformally invariant theory. Maldacena argues that this can be done by employing
‘Neumann’ boundary conditions on the metric as follows [34].
For any asymptotically de Sitter space-time, we can expand the line element in Fefferman-
Graham coordinates [201]. On the Poincare´ patch of (5.3), this looks like:
ds2 =
−dt2 + dxi ⊗ dxj
(
g
(0)
ij (x)− t2g(2)ij (x)− t3g(3)ij (x) + · · ·
)
−t2 . (5.22)
The important point is that this expansion has no O(t) term in the numerator; since
a conformal transformation can be made to eliminate the t−2 factor, this means that
asymptotically de Sitter space-times are conformal to metrics which obey ∂tg|t=0 = 0.
This is a Neumann boundary condition on the metric, and it can be made gauge invariant
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via: the t = 0 slice of dS4 is totally geodesic with respect to the ambient metric [34].
Since conformal gravity has fourth-order equations of motion, one expects it to have four
solutions given a single momentum in a Fourier transform picture. Restricting our attention
to positive frequency fields should eliminate two of these solutions, while the Neumann
boundary condition gets rid of a third. As asymptotically de Sitter spaces are conformal
to solutions respecting these conditions, it follows that the remaining solution must be the
Einstein one.
Hence, calculation of conformal gravity amplitudes at tree-level restricted to Einstein
states will give −Λ/3 times the corresponding Einstein amplitudes. In particular, they will
degenerate as Λ → 0, but by construction we will find that the n-point conformal gravity
amplitude will be a polynomial of degree n− 1 in Λ, so it will be relatively straightforward
in practice to divide by Λ and take Λ→ 0.
5.2.3 Graviton scattering in de Sitter space
We begin by showing how the relationship between conformal and Einstein gravity is man-
ifested for generating functionals of scattering amplitudes involving two negative helicity
gravitons. To do this, we use the chiral formulation of general relativity. For a general
space-time M , the metric is given by a tetrad of 1-forms as ds2 = ABA′B′e
AA′ ⊗ eBB′ .
This information can be packaged nicely into three ASD 2-forms:
ΣAB = eA
′(A ∧ eB)A′ ,
and combined with the ASD spin connection ΓAB to provide the basic variables for Ple-
banski’s chiral formulation of gravity [202]. In the presence of a cosmological constant, this
action takes the form:
S[Σ,Γ] =
1
κ2
∫
M
(
ΣAB ∧ FAB − Λ
6
ΣAB ∧ ΣAB
)
, (5.23)
where
FAB = dΓAB + Γ
C
A ∧ ΓBC (5.24)
is the curvature of the ASD spin connection. This action produces two field equations, to
which we append a third (the condition that ΣAB be derived from a tetrad) [203]:
DΣAB = 0, (5.25)
FAB = ΨABCDΣ
CD +
Λ
3
ΣAB, (5.26)
Σ(AB ∧ ΣCD) = 0. (5.27)
Here, D is the covariant derivative with respect to the ASD spin connection, so explicitly,
DΣAB = dΣAB + 2Γ
(A
C ∧ ΣB)C .
In the context of graviton scattering amplitudes, the MHV amplitude with two negative
helicity gravitons can be pictured geometrically as the classical scattering of these two
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gravitons off a SD background. This SD background will be built perturbatively from the
n − 2 positive helicity gravitons in a n-particle graviton MHV amplitude [204]. In such a
background, ΨABCD = 0, which means that (5.26) can be solved for Σ in terms of F and
then (5.25) and (5.27) may be combined to give a condition on the curvature of the ASD
spin connection. Hence, a SD solution (Σ0,Γ0) obeys [205]:
ΣAB0 =
3
Λ
FAB0 , (5.28)
F0(AB ∧ F0 CD) = 0. (5.29)
If we now consider small perturbations away from this SD background of the form Σ =
Σ0 + σ0, Γ = Γ0 + γ, then we obtain a set of linearized field equations:
D0σ
AB = −2γ(AC ∧ ΣB)C0 , (5.30)
D0γAB = ψABCDΣ
CD
0 +
Λ
3
σAB, (5.31)
σ(AB ∧ ΣCD)0 = 0, (5.32)
where D0 is the covariant derivative with respect to the background ASD spin connection
Γ0.
Lemma 5.1 The linearized field ψABCD = ψ(ABCD) may be interpreted as linearized ASD
Weyl spinor propagating on the SD background (Σ0,Γ0).
Proof: It suffices to show that ψABCD obeys the zero-rest-mass equation for spin −2 fields:
∇AA′ψABCD = 0, where ∇ is the background connection. Act on both sides of (5.31) with
the background covariant derivative D0:
D20γAB = 2F0 C(A ∧ γCB) = (D0ψABCD)ΣCD0 +
Λ
3
D0σAB.
Now use (5.30) and (5.28) to obtain
2F0 C(A ∧ γCB) = (D0ψABCD)ΣCD0 − 2FC0(A ∧ γB)C ⇒ D0ψABCD = 0,
as required. 2
Geometrically, we can conceptualize the framework of linearized solutions on a SD
background in the following way. Let S be the space of solutions to the full field equations
(5.25)-(5.27); solutions to the linearized equations (5.30)-(5.32) form a vector space V . We
identify V with the tangent space to S over the point (Σ0,Γ0) representing an SD solution:
T(Σ0,Γ0)S = V . The vector space V itself can be split into SD and ASD sectors by a short
exact sequence resolution. A linearized SD solution is completely characterized by the ASD
spin connection, since the linearized SD field equations read
σAB =
3
Λ
D0γAB, D0γ
(AB ∧ FCD)0 = 0. (5.33)
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Hence, we define the SD portion of V by
V + =
{
(σ, γ) ∈ V : D0γ(AB ∧ FCD)0 = 0
}
.
We can therefore define V − by the quotient map in the short exact sequence:
0 −→ V + ↪→ V −→ V − −→ 0,
with
V − ≡ V/V + = {(σ, γ) ∈ V } /
{
γ : D0γ
(AB ∧ FCD)0 = 0
}
.
The space of solutions to the field equations S comes equipped with a natural sym-
plectic form ω given by the boundary term in the action [206]:
ω =
1
κ2
∫
C
δΣAB ∧ δΓAB, (5.34)
where C is a Cauchy surface in M (when Λ > 0, there is always a slicing where C ∼= S3
topologically) and δ is the exterior derivative on S. We have the following lemma:
Lemma 5.2 The form ω on S is independent of choice of Cauchy surface, and defines a
symplectic form on S/Diff+0 (M).
Proof: Let C1 and C2 be any two Cauchy surfaces in M bounding some region R. Then
using δ2 = 0 and Stokes’ theorem, it follows that∫
C1−C2
δΣAB ∧ δΓAB = δ
∫
∂R
ΣAB ∧ δΓAB = δ
∫
R
d
(
ΣAB ∧ δΓAB
)
.
Assuming the field equations hold in R, (5.25) implies that
δ
∫
R
d
(
ΣAB ∧ δΓAB
)
= δ
(∫
R
−2Γ(AC ∧ ΣB)C ∧ δΓAB + ΣAB ∧ dδΓAB
)
= δ
(∫
R
ΣAB ∧DδΓAB
)
∼ δ(δS[Σ,Γ]) = 0,
by the nilpotency of δ on S. Hence, ω is independent of choice of Cauchy surface, and is
furthermore invariant under diffeomorphisms of M as well as rotations of the spin frame
(since all spinor indices are contracted). By definition, it is easy to see that ω annihilates
transformations of the form Σ → Σ + δσ or Γ → Γ + δγ and so descends to S/Diff+0 (M).
Finally, it is clear that δω = 0, indicating that it is a symplectic form on this space. 2
We can use this symplectic form to define an inner product between states in the fiber
of the tangent space V . Let hi, hj ∈ V be two linearized solutions, and define their inner
product to be:
〈hi|hj〉 = − i
κ2
∫
C
σABj ∧ γi AB. (5.35)
An important fact about this inner product (which is obvious in the Λ = 0 setting, c.f.,
[204]) is that it annihilates the SD sector:
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Lemma 5.3 Let hi, hj ∈ V + on the SD background with (Σ0,Γ0). Then 〈hi|hj〉 = 0, or
equivalently: for all hi ∈ V +, 〈hi|·〉|V + = 0.
Proof: The inner product must clearly be skew-symmetric under interchange of hi and
hj , so we have
〈hi|hj〉 = − i
2κ2
∫
C
(
σABj ∧ γi AB − σABi ∧ γj AB
)
.
Now, suppose hj ∈ V +; then from (5.31) it follows that D0γj AB = Λ3 σj AB. Furthermore,
in the Λ = 0 limit, we know that D0 → d so that any SD perturbation of the ASD spin
connection must be pure gauge. In other words, we know that γABj |Λ=0 = 0, so we can
write γABj = Λν
AB
j for some array of space-time 1-forms ν
AB
i . Then the linearized SD field
equation gives σj AB = 3D0νj AB. Feeding this into the inner product, gives:
− i
2κ2
∫
C
(
3dνABj ∧ γi AB + 6Γ(A0 C ∧ νB)Cj ∧ γi AB − σABi ∧ γj AB
)
=
i
2κ2
∫
C
(
3νABj ∧D0γi AB − σABi ∧ γj AB
)
,
where the second line follows by integration by parts and a re-arranging of index contrac-
tions. Now, using γj AB = Λνj AB, we have:
〈hi|hj〉 = i
2κ2
∫
C
νABj ∧ (3D0γi AB − Λσi AB) =
3i
2κ2
∫
C
νABj ∧ ψi ABCDΣCD0 ,
using (5.31) for hi. So, if hi ∈ V + as well, ψi ABCD = 0 and the inner product vanishes as
desired. 2
Hence, if hi ∈ V +, it follows that the inner product annihilates all other states hj in
V +. In other words, the inner product vanishes on linearized SD solutions. To use this
inner product to define ASD solutions at the boundary of our space-time, we simply take
a one-parameter family of Cauchy hypersurfaces Ct → I ± as t→ ±∞. Then we say that
hj = (σj , γj) is ASD at I ± if
lim
t→±∞
∫
Ct
σABj ∧ γi AB = 0 for all hi = (σi, γi) ∈ V −. (5.36)
Graviton MHV amplitudes
A n-graviton MHV amplitude will consist of n−2 SD and 2 ASD incoming gravitons. Fol-
lowing [204], we assume that the n−2 SD gravitons can be absorbed into a SD background
space-time M , which can be perturbatively expanded to recover the individual particle
content. Reversing the momentum of one of the two remaining gravitons, the MHV am-
plitude is the probability for a pure ASD state at I − to propagate across M and evolve
into a SD state at I +. This is illustrated in Figure 22.
We can express this situation mathematically using our inner product (5.35). For the
incoming state, we take h1 ∈ V − at I −; since the inner product annihilates the SD sector,
the amplitude for it to evolve into something self-dual at I + is given by its contraction
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n−
1−
2+
· · ·
dS4 1
−
n+
M
Figure 22. Geometric picture of MHV graviton scattering
with a state h2 ∈ V − at I +. In other words, we need to compute the inner product
between two states h1|I− ∈ V −, h2|I+ ∈ V − at the future conformal boundary I +:20
〈h2|h1〉 = − i
κ2
∫
I+
σAB1 ∧ γ2 AB. (5.37)
Before proceeding, one might ask: how do we know that the all SD or one ASD graviton
amplitudes vanish? Even with a cosmological constant, the SD Einstein equations are
integrable; this is captured in the chiral formalism by the fact that the SD sector is fully
characterized by a single relation, (5.29). Furthermore, lemma 5.3 tells us that the inner
product on linearized spin-2 fields (i.e., gravitons) vanishes on the SD sector. The first fact
ensures the vanishing of the all SD graviton scattering amplitude, while the second fact
tells us that any scattering amplitude involving only a single ASD graviton also vanishes.
Hence, Einstein gravity does indeed possess ‘MHV-like’ behavior, as desired.
Now, we would like to get (5.37) into a form which is an integral over the SD background
M ; this would allow us to perturbatively expand the background to recover the n− 2 SD
gravitons of the scattering amplitude. The following proposition allows us to do just that:
Proposition 5.1 The amplitude 〈h2|h1〉 is given by the formula:
〈h2|h1〉 = i
κ2
∫
M
(
ΣAB0 ∧ γC1 A ∧ γ2 CB −
Λ
3
σAB1 ∧ σ2 AB
)
, (5.38)
where M is a SD background space-time described by (Σ0,Γ0).
Proof: Recall that ∂M = I + −I −, so Stokes’ theorem gives
− i
κ2
∫
I+
σAB1 ∧ γ2 AB = −
i
κ2
∫
M
(
dσAB1 ∧ γ2 AB + σAB1 ∧ dγ2 AB
)− i
κ2
∫
I−
σAB1 ∧ γ2 AB.
20This form for the ‘scattering amplitude’ does not actually constitute a physical observable, since the
measurement is performed by integrating over all of I +. This is a space-like hypersurface, so no physical
observer can perform this measurement. Hence, (5.37) is a ‘meta-observable’ in the sense proposed by the
dS/CFT correspondence [207, 208], but limits nicely to the asymptotically flat definition of a scattering
amplitude as Λ→ 0.
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Now, the second term on the right vanishes, since we have assumed that h1 ∈ V − at I −.
Using the linearized field equations (5.30), (5.31) it follows that
dσAB1 = −2γ(A1 C ∧ ΣB)C0 − 2Γ(A0 C ∧ σB)C1 ,
dγ2 AB = ψ2 ABCDΣ
CD
0 +
Λ
3
σ2 AB − 2Γ0 C(A ∧ γC2 B).
This means that we can re-write our amplitude as:
i
κ2
∫
M
(
ΣAB0 ∧ γC1 A ∧ γ2 CB + σAB1 ∧ ΓC0 A ∧ γ2 CB + σAB1 ∧ Γ0 CA ∧ γC2 B
−Λ
3
σAB1 ∧ σ2 AB − σAB1 ∧ ψ2 ABCDΣCD0
)
.
However, the final term vanishes due to the linearized field equation (5.32) and the fact that
ψABCD = ψ(ABCD), while the second and third terms cancel after restructuring the spinor
indices. The resulting expression agrees with (5.38), but we must still verify that it has
the correct gauge invariance: if one of the ASD states is pure gauge, the amplitude must
vanish. Without loss of generality, suppose that h1 is pure gauge, so that ψ1 ABCD = 0.
By (5.33), we know that Λ3 σ
AB
1 = D0γ
AB
1 , and putting this into (5.38) and integrating by
parts gives us
〈h2|h1, ψ1=0〉 =
i
κ2
∫
M
(
ΣAB0 ∧ γC1 A ∧ γ2 CB + γAB1 ∧D0σ2 AB
)− ∫
∂M
γAB1 ∧ σ2 AB.
The boundary term vanishes at I + since h2|I+ ∈ V −, and also at I − since h1 is pure
gauge. This leaves us with the bulk terms, which can be evaluated using the linearized
field equation (5.30) for h2:∫
M
(
ΣAB0 ∧ γC1 A ∧ γ2 CB + γAB1 ∧D0σ2 AB
)
=
∫
M
(
ΣAB0 ∧ γC1 A ∧ γ2 CB − 2γAB1 ∧ γ2 C(A ∧ ΣC0 B)
)
= 0,
with the final equality following after re-arranging contractions on spinor indices. 2
The expression (5.38) provides a generating functional for the MHV amplitudes, but
how do we actually extract a formula for the n-point amplitude? In particular, we still need
to perturbatively expand the SD background M to pull out the ‘hidden’ n − 2 self-dual
gravitons. On a flat background, this was done by transforming the problem to twistor
space, where the perturbative expansion can be achieved by making a suitable coordinate
transformation on the spinor bundle [204]. There are a variety of obstructions to doing
this with a cosmological constant, including the fact that twistor space no longer fibers
over P1. Hence, we instead approach the problem via conformal gravity before moving to
twistor space.
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Relationship with conformal gravity
It is easy to see that the generating functional for scattering amplitudes in conformal
gravity is given by the second term in (5.16). Evaluated on-shell with Einstein scattering
states, this is:
〈h2|h1〉CG = 2i
ε2
∫
M
dµ ψABCD1 ψ2 ABCD, (5.39)
where M is again the SD background which encodes the n − 2 remaining gravitons. By
(5.20), this inner product should be equal to some constant multiple of (5.38) on-shell (i.e.,
applying the equations of motion), and this is indeed the case.
Proposition 5.2 On-shell, 〈h2|h1〉 = − 3ε2Λκ2 〈h2|h1〉CG.
Proof: (5.39) can be rewritten as
〈h2|h1〉CG = i
ε2
∫
M
ψABCD1 Σ0 CD ∧ ψ2 ABEFΣEF0 .
Using the linearized field equation (5.31) for h2, this becomes
〈h2|h1〉CG = i
ε2
∫
M
ψABCD1 Σ0 CD ∧
(
D0γ2 AB − Λ
3
σ2 AB
)
.
Integrating by parts in the first term gives
−
∫
M
D0ψ
ABCD
1 Σ0 CD ∧ γ2 AB +
∫
∂M
ψABCD1 Σ0 CD ∧ γ2 AB =
∫
∂M
ψABCD1 Σ0 CD ∧ γ2 AB,
using lemma 5.1. In the second term, a combination of both field equations (5.31) for h1
and (5.30) for h2 as well as integration by parts leaves
−2Λ
3
∫
M
γAB1 ∧ γ2 C(A ∧ ΣC0 B) +
Λ2
9
∫
M
σAB1 ∧ σ2 AB −
Λ
3
∫
∂M
γAB1 ∧ σ2 AB.
Combining both calculations gives:
〈h2|h1〉CG = i
ε2
(
−2Λ
3
∫
M
γAB1 ∧ γ2 C(A ∧ ΣC0 B) +
Λ2
9
∫
M
σAB1 ∧ σ2 AB
)
− i
ε2
(∫
∂M
ψABCD1 Σ0 CD ∧ γ2 AB −
Λ
3
∫
∂M
γAB1 ∧ σ2 AB
)
= −Λ κ
2
3ε
〈h2|h1〉+ boundary terms.
So the proof is complete if we can show that the boundary terms vanish. Applying
(5.31) to the first of these terms leaves us
boundary terms ∼
∫
∂M
D0γ
AB
1 ∧ γ2 AB −
Λ
3
∫
∂M
γAB2 ∧ σ1 AB −
Λ
3
∫
∂M
γAB1 ∧ σ2 AB,
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with the second and third terms cancelling due to skew symmetry in h1, h2. Finally,∫
∂M
D0γ
AB
1 ∧ γ2 AB =
∫
I+
D0γ
AB
1 ∧ γ2 AB −
∫
I−
D0γ
AB
1 ∧ γ2 AB
= −
∫
I+
γAB1 ∧D0γ2 AB −
∫
I−
D0γ
AB
1 ∧ γ2 AB = 0,
by the fact that h1|I− ∈ V − and h2|I+ ∈ V −, as required. 2
At this point, we have established that Einstein gravity MHV amplitudes can be
computed via the conformal gravity generating functional, but we need a good theory
for operationalizing this calculation. It turns out that this is provided for us by translating
the generating functional to twistor space. For this, we need a twistor action.
5.2.4 Remarks on N = 4 conformal super-gravity
Before proceeding directly to a discussion of the twistor action for conformal gravity, let
us make some brief remarks about how the embedding of Einstein gravity into conformal
gravity extends to the supersymmetric setting. Analogues of conformal gravity with ex-
tended supersymmetry were first constructed in [209], and it is believed that these theories
are well-defined for N ≤ 4 (c.f., [210, 211]). As we saw in our discussion of gauge the-
ory, N = 4 supersymmetry is most natural from our perspective since this results in a
Calabi-Yau twistor space. The maximally supersymmetric N = 4 conformal supergravity
(CSG) comes in two phenotypes: minimal and non-minimal based upon the presence of
a certain global symmetry. Einstein supergravity embeds into minimal CSG, but not into
the non-minimal models.
The field content of N = 4 CSG consists of the spin-2 conformal gravitons along
with bosonic fields V aµ b, anti-self-dual tensors T
ab
µν , scalars {Eab, Dabcd, ϕ} and fermions
{ψaµ, χabc, λa}, where a = 1, . . . , 4 is a SU(4) R-symmetry index. Minimal N = 4 CSG
is characterized by a global SU(1, 1) symmetry acting non-linearly on the complex scalar
ϕ [209], and is related to the presence of N = 4 Poincare´ supergravity sitting inside the
CSG [212].
This symmetry is manifested by replacing ϕ with a doublet of complex scalars Φα =
(Φ1,Φ2) which transform under SU(1, 1)×U(1) according to
Φα 7→ MβαΦβ, Φα 7→ eiλ(x)Φα, M ∈ SU(1, 1), λ ∈ C∞(M,C),
subject to the constraint ηαβΦβΦα = 1 for η the quadratic form on SU(1, 1). By gauge-
fixing the local U(1) symmetry, one obtains the scalar ϕ as a parametrization of the coset
space SU(1, 1)/U(1), where U(1) is the diagonal subgroup.
Since we are interested in scattering processes with external states corresponding to
conformal gravitons, it is particularly enlightening to consider the effects of this symmetry
on the portions of the Lagrangian including the spin-2 fields and the scalar. Clearly,
the Lagrangian must contain the (Weyl)2 term of the N = 0 action (5.13), but since
ϕ is charged under the global SU(1, 1) symmetry, there can be no coupling between the
conformal gravitons and this complex scalar. Furthermore, the SU(4)R-symmetry of the
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remaining fields excludes any other couplings between bosonic or fermionic fields and the
Weyl curvature. This leads to a unique Lagrangian
Lmin = CµνρσCµνρσ + ϕ22ϕ¯+ · · · ,
where the multitude of remaining kinetic and interaction terms will be irrelevant for our
purposes. Einstein supergravities at N = 4 can be constructed from minimal CSG [213]
and so restricting to Einstein scattering states, Maldacena’s argument should still apply
and we can extract the tree-level Einstein gravity scattering amplitudes (see Figure 23 (a)).
Minimal CSG can be obtained as a gauge theory of the superconformal group SU(2, 2|4).
A weaker version of the minimal Lagrangian can also be obtained by coupling abelianN = 4
SYM to a N = 4 CSG background [213, 214] and extracting the UV divergent portion of
the partition function [215, 216]. It has also been shown that minimal N = 4 CSG inter-
acting with a SU(2)×U(1) N = 4 SYM theory is finite and power-counting renormalizable
[176, 217].
If we remove this SU(1, 1) symmetry, then new interaction terms can appear in the
Lagrangian resulting in non-minimal N = 4 CSG, which was first conjectured to exist in
[176, 218]. Indeed, (local) conformal invariance still allows for terms such as
Lnon−min = CµνρσCµνρσ + ϕ22ϕ¯+ f(ϕ)CµνρσCµνρσ + ig(ϕ)CµνρσC∗µνρσ + · · · ,
for f, g arbitrary real-analytic functions. For generic choices of these functions, the scalar
will provide a source for the Weyl curvature in the bulk, and vice versa. At the level of
scattering amplitudes, conformal graviton states in the non-minimal theory can interact
with the scalar in the bulk via three-point vertices of the form ϕ(Weyl)2, so there will
be Feynman diagrams for which there is no analogue in Einstein gravity, as illustrated in
Figure 23 (b). Without a consistent algorithm to subtract these diagrams, Maldacena’s
argument cannot be applied to non-minimal CSG.
Non-minimal N = 4 CSG can be obtained by coupling non-abelian N = 4 SYM to the
N = 4 CSG background and again extracting the UV divergent partition function. While
there is some doubt over whether non-minimal conformal supergravity is well-defined at
the quantum level [216, 219], there is substantial evidence that the twistor-string theory
of Berkovits and Witten corresponds to non-minimal N = 4 CSG coupled to N = 4 SYM
[25]. Indeed, spurious amplitudes related to the non-minimal coupling between conformal
gravitons and scalars were found explicitly in [220, 221].
5.3 Twistor Action for Conformal Gravity
In our study of N = 4 SYM, the twistor action arose by translating the structure of the
Chalmers-Siegel action to twistor space. We now show that the same thing can be done with
the conformal gravity action (5.16). We give this action in Mason’s original coordinate-free
formulation as well as in a form using an explicit choice of background complex structure,
and both constructions naturally generalize to N = 4 to give minimal theories. Restricting
to the Einstein subsector gives us both a twistorial formulation for the MHV generating
functional (5.39), as well as a candidate twistor action for Einstein gravity itself [35].
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(a.) (b.)
ϕ
Figure 23. In minimal N = 4 CSG, external gravitons only couple to other gravitons in the bulk
(a.); in the non-minimal model they can couple to the scalar ϕ (b.).
5.3.1 N = 0 action
Coordinate-free approach
Let us begin by deriving a twistor action which avoids any explicit choices of coordinates or
background complex structure. The first term in the space-time action (5.39) corresponds
to the SD sector of solutions to the Bach equations. By theorem 6, we know that this is
equivalent to a twistor space PT with integrable complex structure J , so the associated
Nijenhuis tensor NJ must vanish. We can encode this requirement in an action functional
by introducing a Lagrange multiplier field G ∈ Ω3,0(PT ,Ω1,1) and taking [27]
S1[J,G ] =
∫
PT
NJyG , (5.40)
which has field equations
NJ = 0, ∂¯
JG = 0.
This action is invariant under diffeomorphisms as well as G → G+∂¯Jγ for γ ∈ Ω3,0(PT ,Ω1,0),
so we can interpret G as a cohomology class. The vanishing of NJ corresponds on space-
time to ΨABCD = 0, which is the first equation of (5.17) when ε = 0. So to establish
that (5.40) describes self-dual conformal gravity, we need to show that G corresponds to a
space-time field satisfying the Bach equation.
Write G = g⊗D3Z, where g ∈ Ω1,1(PT ,O(−4)) and D3Z is the tautologically defined
section of Ω3,0(PT ,O(4)). The field equations indicate that g ∈ H0,1(PT ,Ω1,0(−4)), so
we can apply the Penrose transform. Picking an arbitrary representative of the conformal
class, we can construct an array of space-time fields from gαDZ
α:
ΓδABC =
(
GDABC
γD′ABC
)
=
∫
X
τ ∧ λAλBλCgδ, ∇AA′ΓδABC = 0. (5.41)
Recalling that ∇ acts on ΓδABC via the local twistor connection as in (5.12),
∇AA′ΓδABC = 0↔
{
∇AA′GDABC − iγA
′D
BC = 0
∇AA′γD′ABC − iΦAA′DD′GDABC = 0
. (5.42)
Now, the Penrose transform of Zαgδ is given by∫
X
τ ∧ ZαλBλCgδ =
(
ΓδABC
0
)
,
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because the restriction toX ⊂ PT implies thatXαβZα = 0, whereXαβ ∈ T[αβ] corresponds
to the point x ∈M [190]. Hence, imposing the usual local twistor gauge-fixing Zαgα = 0 on
twistor space has the consequence GAABC = 0 on space-time. Therefore, GDABC = G(DABC)
and we can substitute the first z.r.m. equation into the second to obtain
∇AA′∇DD′GBCDA + ΦAA
′
DD′G
D
ABC =
(
∇AA′∇DD′ + ΦADA
′
D′
)
GABCD = 0,
which is the required Bach equation. This is precisely what is predicted for a linearized
ASD field in conformal gravity on twistor space [222].
Hence, (5.40) is indeed the twistor action for self-dual conformal gravity. We still need
to describe the ASD interactions, which are given by the second term in (5.16). This is
easy though, since we already know that G encodes the space-time Lagrange multiplier
GABCD in its (1, 1)-form part g. Indeed, since g is a cohomology class,
GABCD(x) =
∫
X
σAσBσCσD g(Z(x, σ)), (5.43)
and the interaction term on twistor space becomes:
S2[J,G ] =
∫
PS×MPS
dµ (σ1σ2)
4g1 ∧ g2, (5.44)
where PS ×M PS ∼= M × X × X, (σ1σ2) is the SL(2,C)-invariant inner product between
the homogeneous coordinates on X, and dµ is a measure on the space of rational curves
X ⊂ PT . Of course, this integral must be performed over a real four-dimensional slice
determined by some reality conditions which single out PTR.
Hence, we have the full conformal gravity twistor action:
S[J,G ] = S1[J,G ]− ε2S2[J,G ]. (5.45)
The following theorem ensures that this twistor action is as good as the one we used in our
study of gauge theory:
Theorem 7 (Mason [27]) The twistor action S[J,G ] is classically equivalent to the con-
formal gravity action (5.16) off-shell in the sense that solutions to its Euler-Lagrange equa-
tions are in one-to-one correspondence with solutions to the field equations (5.17) up to
space-time diffeomorphisms. Additionally, upon fixing Woodhouse gauge and Euclidean
reality conditions, S[J,G ] is equal to the space-time action.
Flat background complex structure
For the purposes of this review, it will actually be advantageous for us to work with the
twistor action using an explicit choice of background complex structure. In particular, we
take the background complex structure to be ∂¯ associated to the flat twistor space PT
of Minkowski space; the complex structure on the curved twistor space is then given by
∂¯f = ∂¯ + f , which is integrable by (5.8) whenever
∂¯2f =
(
∂¯fα + [f, f ]α
)
∂α ≡ Nα∂α = 0. (5.46)
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Of course, this is not equal to the full Nijenhuis tensor (which is generally a non-polynomial
object), but the vanishing of the two quantities is equivalent thanks to the Newlander-
Nirenberg theorem in our chosen coordinate frame.
The action now becomes a functional of f ∈ Ω0,1(PT , T 1,0PT ) and g ∈ Ω1,1(PT ,O(−4)),
and the only change is with respect to the self-dual contribution:
S1[g, f ] =
∫
PT
D3Z ∧ gα ∧Nα, (5.47)
where gα ∈ Ω0,1(PT ,O(−5)), subject to Zαgα = 0. The self-dual field equations are
Nα = 0, ∂¯fg = 0, (5.48)
and the gauge freedom is [27]
gα → gα + ∂αγ + ∂¯fχα,
for γ ∈ Ω0(PT ,O(−4)), χα ∈ Ω0(PT ,O(−5)). As in the coordinate-free setting, this
means that we can consider gα to be a cohomology class on PT , and it again corresponds
to the space-time field GABCD via the Penrose transform. The ASD interactions are
still encoded by S2 from (5.44), but now with the understanding that the P1 fibers are
holomorphic with respect to ∂¯f . In other words, the rational curves in twistor space are
constructed by the constraint (5.9).
We denote this representation of the twistor action by
S[g, f ] = S1[g, f ]− ε2S2[g, f ], (5.49)
and use it almost exclusively in what follows. While this sacrifices some formal flexibility, it
also enables us to be quite explicit with some calculations, as we will see when considering
Einstein degrees of freedom.
5.3.2 Minimal N = 4 action
TheN = 0 conformal gravity twistor action generalizes naturally toN = 4 supersymmetry.
In this setting, the curved twistor space is topologically an open subset of P3|4, and points
in the chiral complex space-time M still correspond to rational curves X ⊂ PT . The
twistor map from PS to PT is promoted to:
ZI(xµ, θAa, σB) =
(
λA(x, θ, σ), µ
A′(x, θ, σ), χa(x, θ, σ)
)
, (5.50)
and the canonical holomorphic section of the Berezinian is denoted by D3|4Z. Considering
the complex structure to be a finite deformation of the flat one on PT, the data for the
twistor action becomes
∂¯f = ∂¯ + f
I ∂
∂ZI
, g = gIDZ
I ∈ Ω1,1(PT ) , DZI = dZI − f I . (5.51)
This means that the holomorphic curves X in twistor space are constructed by the super-
symmetric analogue of (5.9)
∂¯|XZI(x, θ, σ) = f I(Z). (5.52)
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With these structures in play, we can easily write down the N = 4 generalization of
the twistor action (5.49):
S1[g, f ] =
∫
PT
D3|4Z ∧ gI ∧
(
∂¯f I + [f, f ]I
)
, (5.53)
S2[g, f ] =
∫
PS×MPS
dµ ∧ g1 ∧ g2, (5.54)
where dµ is now promoted to a measure on the (4|8)-dimensional space of curves X ⊂ PTR.
One interesting consequence of the N = 4 supergeometry is that the conditions ∂If I = 0
and ZIgI = 0 are not sufficient to fix the gauge freedoms
f I → f I + ZIα, gI → ∂Iβ,
for α, β ∈ Ω0,1(PT ,O). This follows because β has homogeneity zero, as opposed to the
homogeneity −4 gauge transformations from the N = 0 setting.
On the N = 4 twistor space, we can expand g in the anti-commuting variables as
g = g0 + χag−1a + · · ·
χ4
4!
g−4,
where each gk ∈ Ω0,1(PT ,Ω1,0(k)). Our calculations at N = 0 already showed us that g−4
corresponds to the ASD spinor field GABCD which satisfies the Bach equation on space-
time. We can use the Penrose transform and local twistor formalism to investigate the
other components of g with N = 4.
For instance, consider g0 ∈ H0,1(PT ,Ω1,0), whose Penrose transform of this object
was first described in [190]. Write g0 = aαDZ
α for aα ∈ H0,1(PT ,O(−1)). Choosing an
arbitrary conformal frame, the Penrose transform gives:
ΓαB′ =
(
ΨAB′
ΦA′B′
)
=
∫
X
τ ∧ ∂aα
∂µB′
, ∇BB′ΓαB′ = 0. (5.55)
Using the local twistor connection, the z.r.m. equations of (5.55) can be written on space-
time as: {
∇BB′ΨAB′ − iBAΦB
′
B′ = 0
∇BB′ΦA′B′ = 0
,
while the Penrose transform of Zαaα gives the conditions ∇BB′ΨBA′ − iB′A′ΦB
′
B′ = 0 and
ΦB
′
B′ = 0. This means that we can write ΨAA′ = 2ϕ, and the content of (5.55) is reduced
to 22ϕ = 0, the z.r.m. equation for a conformal scalar.
An identical procedure will give the following equations for the remaining components:
g−1a ⇒ 2∇BB′ψBa − i∇AA′
(
ΦAA
′
CB′ψ
C
a
)
= 0, (5.56)
g−2ab ⇒ (∇AA′∇BB′ + ΦABA′B′)TABab = 0, (5.57)
g−3 a ⇒
(
∇BD′∇AA′∇CC′ + ΦAA′CC′∇BD′
)
ηa D
′
AC = 0. (5.58)
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These correspond to the linearized spinor, ASD tensor, and conformal gravitino z.r.m.
equations of N = 4 CSG, so g is the natural supersymmetric extension of the N = 0
Lagrange multiplier field on twistor space.
This means that g defines a chiral superfield on space-time:
G(x, θ) =
∫
X
g(Z(x, θ, σ)), (5.59)
where G has an expansion like:
G(x, θ) = ϕ+ θaAψAa + · · ·+ θ4 ABCDGABCD + · · · ,
and the space-time translation of our N = 4 twistor action will look like
S[W,G] =
∫
M
dµ
(W(x, θ) G(x, θ)− ε2G(x, θ)2)→ 1
ε2
∫
M
dµW(x, θ)2, (5.60)
where W(x, θ) is the a chiral superfield which, on-shell, is a Lorentz scalar encoding the
ASD N = 4 Weyl multiplet (c.f., [209]). It has been shown that this superfield action has
the correct linear reduction forN = 4 CSG [25] and must correspond to the minimal theory
since there are no cubic (or higher) couplings between the dilaton and Weyl curvature. This
is evident directly from twistor space as well, since we have a U(1)-symmetry
g → e4iαg, χa → e−iαχa,
which eliminates all ϕ(Weyl)2 couplings at the level of twistor representatives.21
Since all our considerations in this review will be at tree-level for gravity, there is no
particularly compelling reason to consider the N = 4 twistor action as opposed to the
N = 0 action. However, the supersymmetric action is ‘cleaner’ in the sense that S2[g, f ]
doesn’t need an explicit weighting factor of (12)4, and the Calabi-Yau nature of the twistor
space is also advantageous. Hence, we will often choose to work with the N = 4 framework
in the future when performing explicit calculations.
5.4 Einstein gravity
Given the twistor action for conformal gravity (or its minimal N = 4 extension), we now
want to extract the Einstein subsector using the Maldacena argument outlined earlier. In
particular, by restricting to Einstein degrees of freedom on a de Sitter background, the con-
formal gravity twistor action should encode the scattering amplitudes of general relativity.
We perform this reduction here explicitly, and show that it gives a twistorial expression
for the MHV generating functional of proposition 5.2. Additionally, this reduction allows
us to conjecture a form of the twistor action for Einstein gravity itself.
21This actually corresponds to a degenerate limit of the SU(1, 1) symmetry of minimal N = 4 CSG; see
[35] for additional discussion. This does not affect our ability to isolate Einstein degrees of freedom, since
Einstein supergravity still forms a subsector of this degenerate theory [212].
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5.4.1 Reduction to Einstein degrees of freedom
The first step in reducing the degrees of freedom in the twistor action to Einstein gravity is
to break conformal invariance. This is accomplished by introducing an infinity twistor, just
as in M. Since we work on a background with cosmological constant, the infinity twistor
differs from (2.7) by now having rank four:
Iαβ =
(
AB 0
0 ΛA′B′
)
, Iαβ =
(
ΛAB 0
0 A
′B′
)
. (5.61)
These can be generalized easily to N = 4 supersymmetry, with the fermionic components
of the infinity twistor corresponding to a gauging of the R-symmetry [187]. Since we will
not be concerned with this gauging, we leave these fermionic components implicit. We will
also adopt the notation:
IIJA
IBJ ≡ 〈A,B〉, IIJAIBJ ≡ [A,B],
for contractions with the infinity twistor (with identical conventions for theN = 0 twistors).
Theorem 6 tells us that an Einstein solution corresponds to a weighted contact struc-
ture on PT specified by the 1-form τ . The infinity twistor gives a canonical structure to
τ , and also defines a (weighted) Poisson structure and bracket on PT :
τ = 〈Z,DZ〉, Π = IIJ∂I ∧ ∂J , {f, g} = [∂f, ∂g]. (5.62)
The complex deformation ∂¯f must now respect both the Poisson and contact structures;
this means that f must be Hamiltonian with respect to Π:
LfΠ = 0 ⇒ f = [∂h, ∂], h ∈ Ω0,1(PT ,O(2)).
Note that if h = ∂¯γ, then f = ∂¯(Π(γ)) is pure gauge, so we can take h to be a cohomology
class.
In the N = 0 setting, the Penrose transform tells us that this will correspond to a
graviton of helicity +2. Feeding this into (5.47), we obtain:
S1[g, f ]→ S1[g, h] =
∫
PT
D3Z ∧ gα ∧ Iαβ∂β
(
∂¯h+
1
2
{h, h}
)
=
∫
PT
D3Z ∧ Iαβ∂αgβ ∧
(
∂¯h+
1
2
{h, h}
)
, (5.63)
with the last line following via integration by parts. We can identify Iαβ∂αgβ as the other
graviton in the Einstein reduction:
Lemma 5.4 For gα ∈ H0,1(PT ,O(−5)), the Penrose transform of Iαβ∂αgβ can be iden-
tified with a graviton of helicity −2.
Proof: Recall the Penrose transform of gα given by (5.41). In the de Sitter conformal
structure, the z.r.m. equations (5.42) become:
∇AA′ΓδABC = 0↔
{
∇AA′GDABC − iγA
′D
BC = 0
∇AA′γD′ABC − iΛA′D′GAABC = 0
. (5.64)
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Using the fact that GABCD = G(ABCD), we can immediately reduce these to
∇AA′GDABC − iγA
′D
BC = 0, (5.65)
∇AA′γD′ABC = 0. (5.66)
We now want to lower the homogeneity of gα by applying a twistorial derivative; the
Penrose transform of such an operation obeys [190]:
∂αgβ
Penrose transform−−−−−−−−−−−→ ΦαβCDEF =
(
3A(CΓβDEF )
−i∇CA′ΓβDEF
)
=
(
3A(CG
B
DEF ) 3
A
(Cγ|B′|DEF )
−i∇CA′GBDEF + BCγA′DEF −i∇CA′γB′DEF + ΛA′B′GCDEF
)
.
Using (5.61), we can deduce:
Iαβ∂αgβ
Penrose transform−−−−−−−−−−−→ −ΛGABCD − i∇AA′γA′BCD. (5.67)
It suffices to show that this obeys the spin-2 z.r.m. field equation for an ASD field.
Using (5.65), we have:
Iαβ∂αgβ
Penrose transform−−−−−−−−−−−→ ψABCD ≡ −ΛGABCD −∇AA′∇EA′GBECD.
Now, note that ∇AA′∇EA′ = 12EA2 + EF2AF , where 2AF = ∇A′(A∇A
′
F ). This leaves us
with
ψABCD = −ΛGABCD − 1
2
2GABCD − EF2AFGBECD
= −ΛGABCD − 1
2
2GABCD + Λ (GABCD −GABCD − 2GABCD +GABCD +GABCD)
= −ΛGABCD − 1
2
2GABCD.
Using (5.65), it follows that
∇AA′ψABCD = −i
(
ΛγA
′
BCD +
1
2
2γA
′
BCD
)
.
Now, (5.66) tells us that ∇AA′γD′ABC = 0, so any higher derivatives will also vanish. In
particular,
∇DA′∇AA′γD′ABC = 1
2
2γD′DBC + ΛγD′DBC = 0,
which immediately implies that ∇AA′ψABCD = 0. Since this is the spin-2 ASD zero-rest-
mass field equation, the proof is complete. 2
The Penrose transform tells us that we can represent Iαβ∂αgβ by an element of
H0,1(PT ,O(−6)). But given any h˜ ∈ H0,1(PT ,O(−6)) we can also write gα = IαγZγ h˜,
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which obeys gα ∈ H0,1(PT ,O(−5)) and Zαgα = 0. Hence, (5.63) becomes:
S1[g, h]→ S1[h˜, h] =
∫
PT
D3Z ∧ Iαβ∂α
(
IβγZ
γ h˜
)
∧
(
∂¯h+
1
2
{h, h}
)
= 2Λ
∫
PT
D3Z ∧ h˜ ∧
(
∂¯h+
1
2
{h, h}
)
.
This process goes through in exactly the same fashion for the self-dual N = 4 action;
the only difference is that h now encodes the positive helicity graviton multiplet, and
h˜ ∈ H0,1(PT ,O(−2)) now encodes the negative helicity multiplet. The resulting action is
S1[g, f ]→ S1[h˜, h] = 2Λ
∫
PT
D3|4Z ∧ h˜ ∧
(
∂¯h+
1
2
{h, h}
)
. (5.68)
As expected, this is precisely the self-dual twistor action for Einstein gravity, up to
the factor of Λ required by (5.20) [221, 223]. The corresponding reduction for the second
term of the twistor action follows easily:
S2[g, f ]→ S2[h˜, h] =
∫
PS×MPS
dµ ∧ τ1 ∧ τ2 ∧ h˜1 ∧ h˜2, (5.69)
using the N = 4 formalism. So the reduction of the conformal gravity twistor action to
Einstein wavefunctions is simply
S[h˜, h] = S1[h˜, h]− ε2S2[h˜, h]. (5.70)
The remaining diffeomorphism freedom on PT is captured by the transformations:
Zα → Zα + {Zα, χ} , h→ h+ ∂¯χ+ {h, χ} ,
for χ a weight +2 function.
Now observe that we have arrived at a twistorial expression for the generating func-
tional of MHV amplitudes in Einstein gravity. In particular, we know that the conformal
gravity generating functional is given by S2[g, f ], so proposition 5.2 tells us that
〈h˜2|h˜1〉 = − 3ε
2
Λκ2
S2[h˜, h], (5.71)
where S2 is given by (5.69) for N = 4, or with an additional factor of (12)4 for N = 0. The
positive helicity gravitons of the amplitude are encoded by the non-linear SD background
M , which serves as the space of rational curves X in twistor space constructed by solving
(5.52) on Einstein states:
∂¯|XZI = IIJ∂Jh(Z).
5.4.2 Einstein twistor actions
We can go beyond simply using the reduction to Einstein states to write down the amplitude
generating functional, though. Dividing (5.70) by a power of Λ in accordance with (5.20),
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we arrive at a functional which is a candidate twistor action for Einstein gravity itself. In
particular, for N = 4 we have [35]:
SEinN=4[h˜, h] =
∫
PT
D3|4Z ∧ h˜ ∧
(
∂¯h+
1
2
{h, h}
)
− ε
2
Λκ2
∫
PS×MPS
dµ ∧ τ1 ∧ τ2 ∧ h˜1 ∧ h˜2. (5.72)
This action has the correct self-dual reduction when ε = 0 [223], is obtained directly from
the embedding of Einstein gravity into conformal gravity, is well-defined off-shell in any
gauge, and (as we show in Section 6) produces the correct MHV amplitudes.22
While all of these facts indicate that (5.72) is a correct proposal, there is currently no
known analogue of theorem 7 for this Einstein action, which proves that it corresponds
to Einstein gravity. The basic reason for this is that we arrived at (5.72) by using our
explicit choice of background complex structure. While this resulted in a well-defined
action functional, the geometric meaning of the terms in the Einstein twistor action is no
longer clear. In particular, how are we to interpret the self-dual action? It certainly does
not contain a Nijenhuis tensor (even in some special coordinate frame). This should be
contrasted against (5.40) for conformal gravity, where the geometrical meaning is clear and
no background complex structure has been chosen.
The proposed Einstein twistor action has a field equation analogous to NJ = 0:
D3|4Z ∧
(
∂¯h+
1
2
{h, h}
)
=
ε2
Λκ2
dµ ∧ τ
∫
X1
h˜1 ∧ τ1, (5.73)
where X1 is the rational curve in PTR (fixed by the reality conditions) which contains Z.
If one could show that this was a consistent subset of the field equations of the N = 4 CSG
twistor action, then it would prove that (5.72) is correct by the Maldacena argument. A
related approach would be to show that the Feynman rules of the two twistor actions are
consistent with respect to Maldacena’s argument; this would show that (5.72) is correct
perturbatively.
Finally, let us point out that our Einstein twistor action has natural generalizations
which should account for supergravities with N ≤ 8. For N = 0 general relativity, we have
SEinN=0[h˜, h] =
∫
PT
D3Z ∧ h˜ ∧
(
∂¯h+
1
2
{h, h}
)
− ε
2
Λκ2
∫
PS×MPS
dµ (σ1σ2)
4 h˜1 ∧ τ1 ∧ h˜2 ∧ τ2. (5.74)
For N = 8 supersymmetry, twistor space is topologically P3|8 and the single graviton
multiplet is encoded by H ∈ Ω0,1PT (2), which incorporates the negative helicity graviton in
22The only prior proposal for such an action, given in [204], is really a generating functional for flat-space
MHV amplitudes of Einstein gravity in ‘BGK’ form. It does not extend to space-times with cosmological
constant and may not even be diffeomorphism invariant.
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the term χ8h˜. This leads to an action:
SEinN=8[H] =
∫
PT
D3|8Z ∧H ∧
(
∂¯H+ 1
3
{H,H}
)
− ε
2
Λκ2
∫
PS×MPS
dµ
H1 ∧ τ1 ∧H2 ∧ τ2
(σ1σ2)4
. (5.75)
5.5 Non-minimal Twistor Actions
Before proceeding to study the Einstein reduction of the conformal gravity twistor action,
let us make some remarks on the possibility of formulating non-minimal N = 4 CSG
in twistor space. Since we cannot consistently embed Einstein supergravity in such a
theory, such a twistor action won’t be useful in obtaining Einstein amplitudes. Hence, this
subsection can be treated as a curiosity and simply skipped over by the reader who is not
interested.
We outline here a proposal for a twistor action describing a particular version of non-
minimal N = 4 CSG due to Berkovits and Witten [25]. While not attempting to prove
this proposal, we argue that its perturbation theory will produce all of the expected tree-
level scattering amplitudes. Of course, there are unresolved questions as to whether such
a theory is well-defined at the quantum level [216, 219], but all of our considerations here
will be classical.
Non-minimal versions of N = 4 CSG are highly non-unique: arbitrary analytic func-
tions can couple the scalar ϕ to the conformal gravitons of the theory. This can also be
captured at the level of a chiral superspace action. In the minimal case, we saw that the
action (5.60) served to define a chiral superspace action in terms of W. However, since W
has conformal weight zero, an action of the form
S[W] =
∫
M
dµ F (W) +
∫
M¯
dµ¯ F (W),
where M¯ is the anti-chiral super-manifold, will be conformal and supersymmetric for any
holomorphic function F . While F (W) = W2 corresponds to the minimal theory, other
choices clearly lead to interactions between the scalars and conformal gravitons. For in-
stance, F (W) =W3 will clearly give a Lagrangian term ϕΨABCDΨABCD.
The twistor-string theory of Berkovits and Witten appears to correspond to a very
particular choice of non-minimal N = 4 CSG, with holomorphic function F (W) = e2W
[25]. We refer to this as Berkovits-Witten CSG, or BW-CSG for short. As a classical
N = 4 theory, it is easy to distinguish BW-CSG from the minimal theory by looking at its
scattering amplitudes. In the twistor-string theory for BW-CSG one finds a degree zero
three-point amplitude of the form [25, 220, 221]:∫
D3|4Z ∧ (∂Kf I1∂IfJ2 ∂JfK3 − ∂Jf I1∂KfJ2 ∂IfK3 ) . (5.76)
Applying the Penrose transform, it is easy to see that this amplitude corresponds to a term
ϕ¯Ψ˜A
′B′C′D′Ψ˜A′B′C′D′ in the space-time action.
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Similarly, at degree one, there are amplitudes with an arbitrary number of g-insertions;
at three-points, this provides the parity conjugate of (5.76). The n-point version of this
amplitude is clearly generated by the chiral part of the space-time action:∫
M
dµ exp (W(x, θ)) =
∞∑
n=2
∫
M0
dµ0 ϕn−2 ΨABCDΨABCD + · · · ,
where dµ0 denotes the measure on the bosonic body M0. Parity invariance demands that
we therefore have n-point analogues of (5.76), coming from the anti-chiral part of the
space-time action.
Let us try to find a corresponding twistor action: our strategy is to proceed by requiring
the twistorial theory to produce the tree-level scattering amplitudes of BW-CSG. To begin,
we note that BW-CSG still has an anti-MHV three point amplitude (like the minimal
theory); this comes from the self-dual twistor action we had before:
S1[g, f ] =
∫
PT
D3|4Z ∧ gI ∧
(
∂¯f I + [f, f ]I
)
. (5.77)
Similarly, the twistorial version of
∫
dµeW is an easy generalization of (5.54)
Schiral[g, f ] =
∫
M
dµ exp
(∫
X
g
)
. (5.78)
If we expand in fermionic variables, it is clear that on space-time this is the chiral portion
of the action
Schiral ∼
∫
dµ exp(ϕ) ΨABCDΨABCD + · · · ,
as expected.
We still need to obtain the parity conjugates of the amplitudes generated by (5.78).
Consider a holomorphic Chern-Simons theory on the tangent bundle T 1,0PT :
ShCS[g, f ] =
∫
PT
D3|4Z ∧ tr
(
f ∧ ∂¯f + 2
3
f ∧ f ∧ f
)
(5.79)
Clearly, the cubic term in this action leads to the three-point amplitude (5.76) of BW-
CSG. The quadratic term in (5.77) leads to a g − f -propagator, so we can tie any number
of ¯MHV-vertices onto (5.76) to form a n-point amplitude which has all f external states.
These all-f amplitudes form the parity-conjugate set to the all-g amplitudes generated by
(5.78).
Hence, we conjecture that the twistor action
SBW−CSG[g, f ] = S1[g, f ] + ShCS[g, f ]− ε2Schiral[g, f ], (5.80)
should be (classically) equivalent to the non-minimal N = 4 CSG of Berkovits and Wit-
ten. Of course, our argument relies entirely upon the fact that (5.80) has the same tree
amplitudes as BW-CSG. Furthermore, it is rather unfortunate that the anti-chiral portion
of the space-time action is encoded only implicitly (i.e., we do not have an explicit exp(W¯)
term on twistor space). In a sense, this is to be expected because parity invariance is often
obscured in twistor space [57].
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6 Gravity Tree Amplitudes in Twistor Space
In the previous section, we saw how the embedding of Einstein gravity into conformal
gravity was manifested at the level of twistor actions. Now we operationalize these insights
to actually compute scattering amplitudes in Einstein gravity on both de Sitter and flat
backgrounds. Our particular focus will be on the MHV amplitude, with two negative
helicity gravitons (or N = 4 graviton multiplets) and the rest positive helicity.
To proceed, we first develop the perturbation theory associated to our twistor actions,
identifying the propagators and vertices just as we did in the Yang-Mills case. The main
difference from gauge theory arises in the complicated structure of the vertices, which
require their own perturbative expansion in terms of a diagram calculus on P1. Applying
this formalism, we show that the vertices of the twistor actions (for both (5.70) and (5.72))
correspond to the MHV amplitudes, for which we obtain an expression for any value of
the cosmological constant. In the flat-space limit, we show that this limits onto Hodges’
formula for the MHV amplitude [36]. Finally, we provide an alternative formula for the
MHV amplitude based on BCFW recursion in twistor space.
6.1 Feynman Rules
We have two routes open to us for computing Einstein gravity amplitudes on twistor space:
via the conformal gravity action (5.53)-(5.54), or via the proposed Einstein gravity action
(5.72).23 In either case, we need to develop the Feynman rules associated to the twistor
action.
In our study of N = 4 SYM, we saw that the CSW gauge (an axial gauge given by a
reference twistor Z∗) was optimal for performing amplitude calculations. For the conformal
gravity twistor action, the CSW gauge is a choice of coordinates and gauge for g such that
one of the anti-holomorphic form components of f and g vanish in the direction of Z∗:
Z∗ · ∂
∂Z
yf = 0 = Z∗ · ∂
∂Z
yg , (6.1)
with identical restrictions on h and h˜ in the Einstein case. As in the gauge theory case,
this eliminates the cubic vertex from the self-dual portion of the twistor action, and leaves
us with:
S[g, f ] =
∫
PT
D3|4Z ∧ gI ∂¯f I − ε2
∫
PS×MPS
dµ g1 ∧ g2, (6.2)
for N = 4 CSG and
S[h˜, h] =
∫
PT
D3|4Z ∧ h˜ ∧ ∂¯h− ε
2
Λκ2
∫
PS×MPS
dµ ∧ τ1 ∧ τ2 ∧ h˜1 ∧ h˜2, (6.3)
for the Einstein action.
In each case, we see that the kinetic term is provided by the gauge-fixed portion of
the self-dual action while the vertices must be generated by the remaining non-self-dual
23For ease of notation, we will work with the N = 4 formalism. As ever, the N = 0 content is can be
extracted by a fermionic integral.
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interactions. Equation 5.71 tells us that (upon restricting to Einstein states and dividing
by the appropriate power of Λ) this interaction term should be the generating functional
of MHV amplitudes. In other words, the second term in (6.2) or (6.3) plays the role of
log det(∂¯ +A) from N = 4 SYM. Clearly, we need a method for perturbatively expanding
these terms as generating functionals to obtain the vertices. Since this structure is universal
(i.e., arises for both actions), we address it after first discussing the propagator.
6.1.1 Twistor propagators
For the proposed Einstein gravity twistor action, the kinetic term is simply
Skin[h˜, h] =
∫
PT
D3|4Z ∧ h˜ ∧ ∂¯h,
so we know that the propagator will look like a distributional form δ¯2|4 with appropriate
weights. Indeed, the correct propagator in CSW gauge is easily seen to be
∆Ein(Z1, Z2) = δ¯
2|4
2,0,−2(Z1, ∗, Z2) =
∫
C2
ds
s
t dt δ¯4|4(Z1 + sZ∗ + tZ2), (6.4)
where the subscript denotes the weights.
In the conformal gravity twistor action, the kinetic term reads
Skin[h˜, h] =
∫
PT
D3|4Z ∧ gI ∧ ∂¯f I ,
so the kinetic operator is once again ∂¯, but now the propagator will have a tensor structure
that must account for the freedom in gI and f
I . As mentioned in the previous section,
the N = 4 geometry makes this situation somewhat ambiguous since the ∂If I = 0 and
ZIgI = 0 conditions do not fix the gauge freedom in f, g.
Focusing on the N = 0 representatives, we know that the twistor propagator must
impose ∂αf
α = 0 and Zαgα = 0. Since we are on a projective twistor space and the
freedom in fα corresponds to adding multiples of Zα, we only really need to deal with the
condition on gβ. This can be accounted for with the tensor structure of the propagator,
leaving us with
∆αβ(Z1, Z2) = δ
α
β δ¯
2
1,0,−5(Z1, ∗, Z2)−
1
4
Zα1
∂
∂Zβ2
δ¯20,0,−4(Z1, ∗, Z2), (6.5)
so that Z ′β∆αβ = 0 (up to an irrelevant anomaly proportional to the reference twistor).
This is then extended to each propagator component to build the full N = 4 propagator.
Of course, restricting N = 4 CSG to Einstein degrees of freedom sets f I = IIJ∂Jh
and gI = IIJZ
J h˜, which automatically fixes the gauge freedom. Hence, for calculations in
conformal gravity restricted to Einstein states (what we are ultimately interested in), we
can always take the N = 4 CSG propagator to be:
∆IJ(Z1, Z2)|Ein = δIJ δ¯2|41,0,−1(Z1, ∗, Z2) = δIJ
∫
C2
ds
s
t dt δ¯4|4(Z1 + sZ∗ + tZ2). (6.6)
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6.1.2 Vertices and tree diagrams
In CSW gauge, the vertices of both twistor actions are generated by the interaction term
S2. Upon restriction to Einstein states, this is generating functional is equivalent in both
actions, and is given by
S2[h˜, h] =
∫
PS×MPS
dµ ∧ τ1 ∧ τ2 ∧ h˜1 ∧ h˜2. (6.7)
In order to obtain vertices for conformal gravity itself, one could simply choose two inde-
pendent reference twistors IIJ and I˜IJ . This is equivalent to giving a basis for conformal
gravity polarization states in terms of Einstein degrees of freedom [35].
Equation (5.71) indicates that these vertices should correspond (on-shell) to MHV am-
plitudes. Twistorially, we can see this by noting that the generating functional contains two
negative helicity gravitons in h˜1, h˜2, and the self-dual background space-time M encodes
the positive helicity gravitons via theorem 6. What we need is a way of systematically
expanding this background to recover the n− 2 individual positive helicity wavefunctions.
Perturbative iteration and measure
The non-linear graviton construction tells us that M is realized twistorially as the space of
holomorphic curves X ⊂ PT which are constructed by solving (5.52)
∂¯ZI(x, σ) = f I(Z) ≡ IIJ∂Jh(Z), (6.8)
where we abbreviate ∂¯ = ∂¯|X and (x, σ) = (xµ, θAa, σB) from now on to lighten notation.
Generically, the functional form of ZI may be very complicated; to simplify the situation we
look for a coordinate transformation on PS which trivializes the incidence relations (5.50).
This provides us with a mechanism for perturbatively expanding the SD background M ,
which we later realize as a calculus of tree diagrams on P1.
By assumption, ZI(x, σ) is homogeneous of degree one in σ, so we can always find an
array X IA(x, σ) which obeys
σAX IA(x, σ) = ZI(x, σ). (6.9)
A priori, the X are (8|8) complex functions on PS, but requiring them to be projective
and obey (6.9) reduces the number of independent components to (5|8), so the X s act as
a change of coordinates on PS. There is considerable freedom in the choice of X IA; one
viable choice is to take a surface S ⊂ PT . Each curve X ⊂ PT will intersect S at a unique
point ZI(x, ξ), as illustrated in Figure 24. We then define:
X IA(x, σ) = Z
I(x, σ)ξA(x)− ZI(x, ξ)σA
(σξ)
, (6.10)
which clearly obeys (6.9).
Now, suppose XIAσA is the homogeneous solution to (5.9),
XJA = (δAB, x
AB′ , θbA).
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XS
ξ(x)
Figure 24. The surface S induces a choice for the coordinates X on PS.
We can (formally) solve (5.9) by a Picard-like iteration,24 with ZI0 = X
IAσA and
ZIi (x, σ) = X
IAσA + ∂¯
−1 (f I(Zi−1)) . (6.11)
In the flat background limit, this iteration can be understood as perturbatively solving the
good cut equation; in the space-time context, one would require a Green’s function for the
ð-operator rather than ∂¯ (c.f., [7]).
Since f I is a form of weight +1, there is an ambiguity in what we mean by ∂¯−1. It is
natural to make a choice which is compatible with our coordinates X , so that the iteration
becomes:
ZIi (x, σ) = X
IAσA +
∫
P1
Dσ′
(σσ′)
(ξσ)2
(ξσ′)2
f I(Zi−1(σ′)). (6.12)
Here, ξ ∈ P1 is an arbitrary point on the Riemann sphere reflecting the (two-fold) ambiguity
in inverting the ∂¯-operator; physical observables such as scattering amplitudes should be
independent of ξ at the end of our calculations.
This choice induces an expansion for the X s:
X IA(x, σ) = XIA + ξA
∫
P1
Dσ′
(σσ′)
(ξσ)
(ξσ′)2
f I(X · σ′) + · · · . (6.13)
Clearly, the X s are redundant coordinates depending on the choice of spin frame, but we
can now read off their σ-dependence from (6.13):
∂¯X IA(x, σ) = ξ
Af I
(ξσ)
. (6.14)
This enables us to take the exterior derivative of X with respect to the space-time coordi-
nate x, finding
∂¯
(
dxX IA(x, σ)
)
= ∂Jf
I ξ
AσB
(ξσ)
dxX JB(x, σ). (6.15)
24Note that the iteration here is a perturbative expansion for the amplitude generating functional, and
differs from the (actual) Picard expansion which appears in [204]. A translation between the two can be
achieved, but only after some rather non-obvious applications of the Schouten identity (c.f., [224]).
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Since ∂If
I = 0, this means that the top-degree form d8|8X is holomorphic in σ and of
weight zero; by Liouville’s theorem, it is therefore independent of σ. But this means that
dµ =
d8|8X
vol GL(2,C)
=
d8|8X
vol GL(2,C)
,
is an invariant volume form on the space-time M itself.
Now we want to implement this iteration by perturbatively expanding (6.7). A priori,
the deformation of ZI given by (6.11) can act on the wavefunctions h˜1,2 (which have non-
polynomial dependence on Z) or the contact structures τ1,2. From (6.12), the action on a
wavefunction is given by
h˜1 →
∫
P1
Dσi (ξ 1)
2
(1 i)(ξ i)2
[∂h˜1, ∂hi], (6.16)
where we use the shorthand [∂h˜1, ∂hi] = I
IJ∂1I h˜1∂i Jhi. As for the contact structures,
recall that each τ is quadratic in Z:
τ = 〈Z, ∂Z〉 = IIJZI ∂ZJ ,
and can therefore absorb at most two deformations.
Furthermore, since the deformation always carries a power of the infinity twistor IIJ ,
and this will contract with the IJK in τ , such a deformation will always result in a power
of Λ. A bit of algebra shows that a single deformation of the contact structure (say, τ1)
results in [35]:
ψ1i = Λ
Dσi(ξ1)
4
(1i)2(ξi)2
d1
(
(i1)
(ξ1)2
ZI1
)
∂iIhi = Λ
Dσ1Dσi(ξ1)
(1i)2(ξi)2
[
(ξi) ZI1 + (1i) Z
I(ξ)
]
∂iIhi ,
(6.17)
which is then integrated over the P1 corresponding to σi. The second expression here uses
the linearity of ZI(x, σ) in σ. If a second deformation acts at the same contact structure,
we can use the first expression to arrive at
ω1ij = −Λ
Dσ1DσiDσj(1ξ)
4(ij)
(1i)2(1j)2(ξi)2(ξj)2
[∂i, ∂j ]hihj , (6.18)
which is now integrated over the additional P1 corresponding to σj .
Inspecting the expression for ψ1i in (6.17), we can actually manipulate it into a format
which is di-exact:
ψ1i = 2ΛDσ1 σ1A di
(
σAi (ξ1)hi
(1i)2(ξi)
)
. (6.19)
As a result, we may be tempted to conclude that such deformations vanish. If the new
wavefunction hi is undeformed by any additional iterations, then this is indeed true [35].
However, we will see that for generic perturbative expansions, hi will also receive deforma-
tions and the contribution from ψ1i is non-trivial.
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Tree diagram calculus
At this point, the perturbative iteration gives us a method for expanding the SD back-
ground in (6.7) to extract the positive helicity gravitons of the vertex. To compute the
n-point vertex, we must expand to order n−2, since each iteration introduces a single new
positive helicity graviton via (6.16), (6.17), or (6.18). There are many different ways in
which this expansion can be performed. For instance, when n = 3 there are four distinct
contributions, since the deformation of ZI can act at τ1,2 or h˜1,2. Clearly, the number
of possible expansions grows dramatically with n, since we can also perturb the resulting
wavefunctions {hi} at higher order.
It turns out that we can represent each such iteration uniquely by a forest of tree graphs
on n + 2 vertices. Suppose we have perturbatively expanded the generating functional to
order n−2 (so there are n−2 positive helicity wavefunctions hi). Then the graph associated
to given expansion is constructed by:
• Draw a black vertex for the each negative helicity wavefunction h˜1, h˜2.
• Draw a grey vertex for each contact structure τ1, τ2.
• Draw a white vertex for each of the n− 2 positive helicity wavefunctions hi.
• Draw an arrow connecting each white vertex to its source in the expansion.
h˜ τ h
Figure 25. Building blocks for Feynman diagrams
By following the arrows through the diagram, one can trace each branch of the diagram
back to its source, which must be one of the grey or black vertices representing the factors
of the original generating function (6.7). So starting anywhere in the graph, if we follow
the arrows then eventually we will wind up at a grey or black vertex. In other words, each
graph corresponds to a forest of trees each of which is rooted at a grey or black vertex. The
fact that each connected component is a tree graph follows from the fact that each step
in the expansion produces a new positive helicity wavefunction (so we can’t follow arrows
and end up completing a loop). Some examples of diagrams which either contribute (a.)
or are excluded from the contribution to the 5-point vertex are shown in Figure 26.
Of course, we want to associate each of these diagrams with some integrand on the
moduli space Mn,1; summing all the contributions and integrating should give the vertex
just like in the Yang-Mills story. The computational dictionary required is simple and
determined by the perturbative iteration itself, which endows the edges with weights. An
arrow from a white vertex i to a white or black vertex j corresponds to a weight
Hij =
IIJ (ξj)2
(ij) (ξi)2
∂
∂ZI(σi)
∂
∂ZJ(σj)
=
(ξj)2
(ij) (ξi)2
[∂i, ∂j ], (6.20)
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(a.)
(b.)
Figure 26. Some diagrams for the 5-point vertex which have a non-vanishing (a.), or ex-
cluded/vanishing (b.) contribution.
while an arrow from a white vertex to a grey vertex corresponds to ψ1,2i from (6.17). If a
grey vertex has two incoming arrows, say from white vertices i and j, then we can account
for both with the weight factor ω1,2ij from (6.18).
This picture can be made precise by writing the vertex generating functional in a way
that makes the construction of the SD background M via (6.8) explicit. Introducing a
Lagrange multiplier Y ∈ Ω1,0(P1, T ∗PT ), this becomes [35]:
S2[h˜, h] =
∫
M
dµ
[∫
X
YI
(
∂¯ZI − IIJ∂Jh
)
+
ε2
Λκ2
(∫
X
h˜ ∧ τ
)2]
.
Integrating out Y returns (6.8), but keeping it in play allows us to perform the perturbative
expansion of S2 to order n− 2 by using Feynman diagrams on P1 with vertices
Vh˜ =
∫
X×X
τ1 ∧ τ2 ∧ h˜1 ∧ h˜2, Vhi =
∫
X
[Y, ∂ihi],
for i = 3, . . . , n. Contractions occur via the P1 propagator for the Y Z-system (which arises
in the similar context of the Berkovits-Witten twistor-string [25]):
〈
YI(σi) Z
J(σj)
〉
= δJI
Dσi
(ij)
(ξj)2
(ξi)2
,
and working classically, this results in the the forests of trees we just described.
In sum, the vertices of the twistor actions are given by summing these weighted tree
diagrams. If we write the set of diagrams contributing to the n-point vertex as Fn, then this
has a natural disjoint union splitting based on the number of arrows which are incoming
at the grey vertices. That is,
Fn =
4⊔
k=0
Fnk ,
where each diagram Γ ∈ Fnk is a forest on n+ 2 vertices which has k arrows into the grey
vertices (we cannot have k > 4 because τ is only quadratic in Z). We then write the
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n-point vertex of the twistor action–somewhat heuristically–as
Vn = 1
Λ
4∑
k=0
∑
Γ∈Fnk
∫
M×(P1)n
dµ FΓ τ1h˜1 τ2h˜2
n∏
i=3
hi Dσi, (6.21)
where FΓ encodes the contribution from diagram Γ built out of the weights.
25 Below, we
will turn this somewhat esoteric formula into a concrete expression for the MHV amplitude.
Before proceeding, one should note that these tree diagrams first arose in the context
of a semi-classical connected tree formalism for the worldsheet CFT of Berkovits-Witten
twistor-string theory [225]. In that arena, trees were needed to extract the minimal content
from the non-minimalN = 4 CSG in the twistor-string at MHV; the fact that we obtain the
same formalism directly from the minimal twistor action proves that trees indeed isolate the
minimal content. The more puzzling question of why trees were required in the worldsheet
CFT (which in principle should include all loop and disconnected diagrams) found its
resolution in Skinner’s twistor-string [26]: there worldsheet supersymmetry suppresses the
loops and the resulting tree diagrams lead directly to the flat-space amplitudes of Einstein
gravity.
6.2 The MHV Amplitude
The embedding of Einstein gravity into conformal gravity tells us that the vertices of the
twistor action should correspond to MHV amplitudes on-shell. We have just described how
to obtain these vertices by summing weighted tree diagrams in (6.21), but we still need a
concrete method for performing this sum. It turns out that summing forests of tree graphs
(with weights) is a natural operation in algebraic combinatorics; the key result in this area
is the Matrix-Tree theorem (an analogue of Kirchoff’s theorem for directed graphs), which
relates the counting of graphs with weights to a determinant of the Laplacian matrix
of the graph (c.f., [226–228] or [229] for an overview with direct connections to gravity
amplitudes).
For an arbitrary oriented graph G with n vertices, let us denote the edge from vertex i
to vertex j by (i, j) ∈ E , where E denotes the set of edges in G. If the edge (i, j) is endowed
with weight wij ∈ C, then the weighted Laplacian matrix of G is the n × n matrix with
entries
Lij(G) =

−wij if i 6= j and (i, j) ∈ E∑
(i,k)∈E wik if i = j
0 otherwise
.
The Matrix-Tree theorem for rooted forests on the directed graph G is then:
Theorem 8 (Weighted Matrix-Tree Theorem for Forests) Let F (i1,...ir)(G) be the
set of forests of G rooted at {i1, . . . , ir} and L(G) be the weighted Laplacian matrix of G.
For each F ∈ F (i1,...ir)(G), denote by EF ⊂ E the set of edges in the forest. Then∣∣∣L(G)i1···iri1···ir ∣∣∣ = ∑
F∈F(i1,...ir)(G)
 ∏
(i,j)∈EF
wij
 , (6.22)
25Here, we think of the integral over Mn,1 as being over M× (P1)n.
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...
...n− 3 { }n− 1
i
n− 1 n
... }n− 2
Figure 27. The graph Gn0 features all possible edges which could contribute to Fn0
where
∣∣L(G)a···bc···d∣∣ denotes the determinant of L(G) with the rows {a, . . . , b} and columns
{c, . . . , d} removed.
A proof of this particular version of the matrix-tree theorem can be found in [229].
Our goal is now to apply theorem 8 to formula (6.21) and obtain an explicit formula
for the MHV amplitude. This formula will be defined initially with Λ 6= 0, so we actually
find a twistorial expression for the MHV ‘scattering amplitude’ on a de Sitter (or anti-de
Sitter) background.26 Passing to the Λ→ 0 limit, we will recover Hodges’ formula for the
flat-space MHV amplitude.
6.2.1 Summing diagrams and the vertex formula
In the case of the twistor action vertices, we can apply theorem 8 to each subsector of
Fn = unionsq4k=0Fnk successively. Let us begin with Fn0 ; this includes all diagrams which have no
arrows into the grey vertices (i.e., there are no deformations of the contact structures τ1,2).
In this case, the directed graph Gn0 which forms the input for the Matrix-Tree theorem can
be built from n − 2 white vertices and 2 black vertices, since they grey vertices play no
role. The edges of Gn0 feature all possible perturbative expansions which could produce the
n − 2 white vertices. So each white vertex has n − 1 outgoing edges (one to every other
vertex) and n − 3 incoming edges (one from every other white vertex), while each black
vertex has n − 2 incoming edges and no outgoing edges. See Figure 27 for an illustration
of this configuration.
Up to a rank-two error term and conjugation (both of which are irrelevant), the
weighted Laplacian matrix associated to Gn0 is given by [225]:
L(Gn0 ) = H =

H11 H12 · · · H1n
H21
. . . H2n
... Hn−1 n−1 Hn−1 n
Hn1 · · · Hn n−1 Hnn
 , Hii = −
∑
j 6=i
Hij , (6.23)
where the off-diagonal entries are precisely the weights Hij from (6.20). As there are no
grey vertices in play, each forest of trees contributing to the vertex in the class Fn0 must be
26Clearly, the asymptotically flat definition of the S-matrix no longer holds on de Sitter backgrounds.
While I− to I + scattering is still mathematically defined (i.e., a meta-observable in the sense of [207]),
no physical observer can integrate over the whole space-time. In AdS, the situation is improved and we can
consider correlation functions in the boundary CFT. We make some remarks about how to interpret the
twistor MHV formula in these contexts in Section 7.
– 118 –
rooted at one of the two black vertices. Then theorem 8 indicates that the required sum
of weights is accomplished by taking the determinant |H1212|, with the rows and columns
corresponding to h˜1, h˜2 removed from the weighted Laplacian (6.23).
We can also write the undeformed contact structures as
τ1 = 〈Z1, ∂Z1〉 = IIJXIAσA1 XJBdσB1 = X2 Dσ1,
where we abbreviate X2 = 〈XA, XA〉. Combined with the Matrix-Tree theorem, this gives
us the contribution to the vertex Vn from graphs in Fn0 :∫
dµ (X2)2
∣∣H1212∣∣ n∏
i=1
hi Dσi, (6.24)
where we understand that h1,2 ≡ h˜1,2.
Precisely the same process of considering the graph Gnk of all possible deformations,
writing down the weighted Laplacian, and then applying the Matrix-Tree theorem allows
us to account for the contributions from every other sector Fnk>0. For instance, in Fn1 there
is a single arrow incoming to one of the grey vertices, which can come from any of the n−2
white vertices in play, say i. This gives an overall factor of ψ1i or ψ
2
i , depending on which
contact structure is deformed. The remaining portions of the diagram are again accounted
for by the weighted Laplacian H, but now we have to eliminate three rows and columns
when applying theorem 8, since the trees can also be rooted at vertex i now. The result
for Fn1 is therefore:∑
Γ∈Fn1
∫
d4|8x X2 FΓ
n∏
i=1
hi Dσi =
∫
dµ X2
n∑
i=3
ψ1i
∣∣H12i12i∣∣ n∏
j=1
hj Dσj + (1↔ 2), (6.25)
where the factor of X2 is due to the undeformed contact structure still in play.
Proceeding in this fashion, we arrive at the formula for the n-point vertex [35]:
Vn = 1
Λ
∫
dµ
(X2)2 ∣∣H1212∣∣+X2∑
i
ψ1i
∣∣H12i12i∣∣+X2∑
i,j
ω1ij
∣∣∣H12ij12ij∣∣∣
+
∑
i,j
ψ1i ψ
2
j
∣∣∣H12ij12ij∣∣∣+∑
i,j,k
ψ1i ω
2
jk
∣∣∣H12ijk12ijk∣∣∣+ ∑
i,j,k,l
ω1ijω
2
kl
∣∣∣H12ijkl12ijkl∣∣∣
 n∏
m=1
hm Dσm + (1↔ 2).
(6.26)
In this expression, the sums are understood to run over all indices which are not excluded
from the determinant, and also to symmetrize on those indices. For instance, in the first
term of the second line
∑
i,j runs over all i, j = 3, . . . n with i 6= j. The expression (6.26)
makes sense off-shell (i.e., as a vertex of the twistor action) since no step in our derivation
from S2[h˜, h] assumed that the wavefunctions were ∂¯-closed on twistor space.
A non-trivial test on this formula for Vn is independence of the reference spinor ξ ∈ P1.
This entered the definition of the perturbative iteration due to the ambiguity in defining
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∂¯−1 on P1. From (6.13), we see that a change in ξ induces a variation in X , which are
coordinates on the projective spinor bundle PS. Hence, a variation in ξ should correspond
to a diffeomorphism on PS under which Vn should be invariant. This can be checked
explicitly by considering the infinitesimal variation generated by dξ = dξ
A ∂
∂ξA
, and it can
be shown that [35]:
dξVn =
∫
d8|8X
vol GL(2,C)
∂
∂XIA
V IA = 0, (6.27)
where V IA are the components of a smooth vector field (roughly speaking, on Mn,1).27
So on-shell, (6.26) is a well-defined formula for the MHV amplitude with cosmological
constant. However, the on-shell condition actually allows us to simplify the expression
substantially, as we will show now.
6.2.2 The amplitude
Equation (6.26) provides a perfectly valid representation of the MHV amplitude with Λ 6= 0;
by inserting momentum eigenstates or some other on-shell wavefunctions, we pass from a
vertex to the amplitude Vn → Mn,0. It turns out that this formula can be simplified
considerably on-shell, though.
To begin, note that all the weights which appear in (6.26) take the form of differential
operators, given by (6.20), (6.17), and (6.18). These operators act on the wavefunctions
{hi}, and when these are chosen to be momentum eigenstates this action becomes rather
complicated, involving derivatives of delta-functions due to the Λ 6= 0 infinity twistor.
Clearly, things would be much simpler if we could treat things algebraically.
This can be accomplished by working with dual twistor wavefunctions:
h(Z(σi)) =
∫
C
dti
t1+wii
exp (itiWi · Z(σi)) , wi =
{
−2 if i = 1, 2
2 otherwise
. (6.28)
Here Wi I = (µ˜
A, λ˜iA′) are coordinates on n copies of dual twistor space, PT∨. These
wavefunctions have been used before in other contexts [54, 230], and can be paired with
momentum eigenstates in an appropriate manner to obtain functionals of momenta at the
end of any calculation. Furthermore, the scaling parameters ti can be absorbed into the
worldsheet coordinates by defining a new set of non-homogeneous coordinates: σiti → σi,
dtiDσi → d2σi.
With (6.28), all the weights in our diagram calculus become purely algebraic. In
particular, we now have:
Hij = − [Wi,Wj ]
(ij)
,
while deformations of the contact structure are
ψ1i = Λ i
(ξ1) Wi I
(1i)2(ξi)2
[
(ξi) ZI(σ1) + (1i) Z
I(ξ)
]
, ω1ij = Λ
[Wi,Wj ] (1ξ)
4(ij)
(1i)2(1j)2(ξi)2(ξj)2
.
27Of course, this argument is on-shell in nature; if Vn appears inside a Feynman diagram it need not be
ξ-independent on its own. Only the full amplitude being calculated needs to be independent of the reference
spinor.
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In this framework all the ingredients of (6.26) are transformed from differential operators
to algebraic functions of the dual twistors. Furthermore, the product of wavefunctions and
P1 measures can also be expressed compactly and in a manner that uses a generalization
of momentum to the dual twistor framework. In particular, we have
n∏
i=1
hi Dσi = e
iP·X d2σ, PAI =
n∑
i=1
Wi Iσ
A
i , d
2σ ≡
n∏
i=1
d2σi,
with P playing the role of total ‘momentum’ in this framework.
Now, using the dual twistor wavefunctions (6.28) note that the second term in the first
line of (6.26) can be written as∫
dµ X2
∑
i
ψ1i
∣∣H12i12i∣∣ eiP·Xd2σ
= Λ
∫
dµ X2
∑
i
∣∣H12i12i∣∣ ((ξ1)(ξi)σA1 + (ξ1)(1i)ξA(1i)2(ξi)2
)
∂eiP·X
∂σAi
d2σ,
using the dual twistor expression for ψ1i . This is motivated by the alternative expression
for ψ1i given by (6.19), in which it is expressed as a derivative with respect to σi. Hence,
we can integrate by parts with respect to d2σi to find:∫
dµ X2
∑
i
ψ1i
∣∣H12i12i∣∣ eiP·Xd2σ
= −Λ
∫
dµ X2eiP·X
∑
i
∂
∂σAi
(∣∣H12i12i∣∣ (ξ1)(ξi)σA1 + (ξ1)(1i)ξA(1i)2(ξi)2
)
d2σ
= −Λ
∫
dµ X2eiP·X
∑
i,j
∣∣∣H12ij12ij∣∣∣ [Wi,Wj ](1ξ)4(ij)(1i)2(1j)2(ξi)2(ξj)2 d2σ
= −
∫
dµ X2
∑
i,j
ω1ij
∣∣∣H12ij12ij∣∣∣ eiP·Xd2σ.
with the third line following after symmetrizing over (i ↔ j) and several applications of
the Schouten identity.
Thus, we see that following an integration by parts the second term in (6.26) cancels
the third term. A similar calculation demonstrates that the fourth and fifth terms also
cancel with each other, so the amplitude can be written much more compactly as:
Mn,0 = 1
Λ
∫
dµ
(X2)2 ∣∣H1212∣∣+ ∑
i,j,k,l
ω1ijω
2
kl
∣∣∣H12ijkl12ijkl∣∣∣
 n∏
m=1
hm Dσm + (1↔ 2), (6.29)
where we have restored arbitrary twistor wavefunctions and homogeneous coordinates.
Clearly this formulation is an improvement over (6.26) in terms of simplicity, although
the arguments which lead to it are on-shell in nature (i.e., based upon the dual-twistor
wavefunctions) so we do not expect it to be suitable for use as a vertex of the twistor
action.
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6.2.3 Hodges’ formula from the flat-space limit
The formulae (6.26), (6.29) provide expressions for the MHV amplitude of Einstein gravity
with non-vanishing cosmological constant. While we have checked that these expressions
are gauge-invariant with (6.27), another obvious check we should perform is the flat space-
limit, where Mn,0 should reproduce the flat-space scattering amplitude.
While several forms of the flat-space MHV amplitude for gravity have been known for
some time (e.g., the BGK or BCFW formulas [105, 204, 231]), the optimal one was only
recently discovered by Hodges [36]. In N = 4 language, Hodges’ formula reads:
MHodgesn,0 (Λ = 0) =
∫
dµ
(12)2
(1i)2(2i)2
∣∣H12i12i∣∣ n∏
j=1
hj Dσj , (6.30)
where the entries of the matrix H are now built from the flat-space infinity twistor (2.7).
This is optimal (compared to all previous formulations) in the sense that it makes no refer-
ence to an ordering of the external gravitons, requires no explicit sum over permutations,
and is the natural analogue of the Parke-Taylor amplitude (2.43) from Yang-Mills theory.
In flat space, the weighted Laplacian H has some nice properties, which we make note
of here:
Lemma 6.1 (Hodges [36]) With Λ = 0 and inserting momentum eigenstates into (6.30),
the matrix H is independent of ξ ∈ P1, obeys
n∑
j=1
HijσAj σBj = 0, (6.31)
and hence has co-rank 3.
Proof: After partially integrating over dµ in (6.30), momentum conservation emerges
using traditional momentum eigenstates in the form
n∑
j=1
p˜A
′
j σ
A
j = 0.
Now, suppose we chose a second reference spinor ζ ∈ P1. The only change in H is in the
diagonal entries:
∆Hii = −
∑
j 6=i
[ij]
(ij)
(
(ξj)2
(ξi)2
− (ζj)
2
(ζi)2
)
= −
∑
j 6=i
[ij]
(ij)
(
(ξj)(ζi)− (ξi)(ζj)
(ξi)(ζi)
)(
(ξj)
(ξi)
+
(ζj)
(ζi)
)
=
(ζξ)p˜A′ i
(ξi)(ζi)
(
ξA
(ξi)
+
ζA
(ζi)
) n∑
j=1
p˜A
′
j σ
A
j = 0,
so H is independent of ξ. Then we have
n∑
j=1
HijσAj σBj =
∑
j 6=i
[ij]
(ij)
[
σAj σ
B
j − σAi σBi
(ξj)2
(ξi)2
]
= 0,
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due to independence of ξ. Since the symmetric array σAj σ
B
j has three degrees of freedom,
the matrix H has co-rank 3 as claimed. 2
This lemma allows us to conclude that our formula forMn,0 in (6.29) would vanish as
Λ→ 0 if we had not included the overall factor of Λ−1, which appears due to the embedding
of Einstein gravity inside conformal gravity. Indeed, suppose we had not included this
factor, then the flat-space limit would be
lim
Λ→0
∫
dµ (X2)2
∣∣H1212∣∣ n∏
i=1
hi Dσi,
since ω1ij ∼ O(Λ) means that we can drop the second term in (6.29) in the limit. But
when Λ→ 0, X2 = 1 and lemma 6.1 tells us that H has co-rank three so the twice-reduced
determinant vanishes after performing the dµ integral against momentum eigenstates.
However, it still appears that our formula for Mn,0 (now with the correct factor of
Λ−1) is a long way off from Hodges’ formula. If we use dual twistor wavefunctions (6.28),
then we are interested in
lim
Λ→0
1
Λ
∫
d8|8X
vol GL(2,C)
(X2)2
∣∣H1212∣∣ eiP·X d2σ. (6.32)
Although this expression is finite as Λ → 0 by lemma 6.1, it is based on a twice-reduced
determinant. How can we get to the thrice-reduced determinant which is the basis for
Hodges’ formula?
The answer is provided by noticing that we can represent each factor of X2 in (6.32)
by a differential ‘wave operator’ acting on eiP·X :
X2 → 2 := IIJ
(12)
∂
∂W1 I
∂
∂W2 J
. (6.33)
Doing this allows us to re-write the twice-reduced contribution to Mn,0 as
1
Λ
∫
d8|8X
vol GL(2,C)
d2σ
∣∣H1212∣∣ 22eiP·X = 1Λ
∫
d2σ
vol GL(2,C)
∣∣H1212∣∣ 22δ8|8(P). (6.34)
On the support of this delta-function, we know that H has co-rank three by lemma 6.1, so
we can integrate by parts once with respect to ∂∂W2 to give
− 1
Λ
∫
d2σ
vol GL(2,C)
∂
∂W2 J
∣∣H1212∣∣ IIJ(12) ∂∂W1 I2δ8|8(P)
= −
∫
d2σ
vol GL(2,C)
∑
i
(ξ2)2
(12)(i2)(ξi)2
∣∣H12i12i∣∣ Wi · ∂∂W12δ8|8(P).
Once again, the support of the delta-function indicates that we can take Wi · ∂∂W1 = σ1 · ∂∂σi ,
and then integrate by parts once again with respect to d2σi. This leaves us with∫
d2σ
vol GL(2,C)
∑
i
(12)2
(1i)2(2i)2
∣∣H12i12i∣∣ 2δ8|8(P)
+
∫
d2σ
vol GL(2,C)
∑
i,j
(
(ξ2)2(1ξ)(ji) + (ξ2)2(1j)(ξi)
(12)(i2)(ji)(ξi)(ξj)2
)
Hij
∣∣∣H12ij12ij∣∣∣ 2δ8|8(P). (6.35)
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The contribution from the second line can be further simplified by noting that the
summation entails symmetrization, term-by-term, in both 1↔ 2 and i↔ j. A straightfor-
ward calculation involving several applications of the Schouten identity allows us to reduce
this to ∫
d2σ
vol GL(2,C)
∑
i,j
(
(ξ1)2(i2)(j2) + (ξ2)2(i1)(j1)
(1i)(2i)(1j)(2j)(ξi)(ξj)
)
Hij
∣∣∣H12ij12ij∣∣∣ 2δ8|8(P).
Upon using the symmetry of i ↔ j and the basic properties of determinants, we are
finally left with an expression for the amplitude which has no overall factor of Λ−1 and
now features thrice-reduced determinants:
Mn,0 =
∫
dµ
∑
i,j
(
(ξ1)2(i2)(j2) + (ξ2)2(i1)(j1)
(1i)(2i)(1j)(2j)(ξi)(ξj)
) ∣∣H12i12j∣∣
∑
i
(12)2
(1i)2(2i)2
∣∣H12i12i∣∣
]
n∏
m=1
hm Dσm, (6.36)
where we have reverted to arbitrary twistor wavefunctions and taken all remaining Λ-
dependence to zero.
Now, the summation in the second line of (6.36) only appearance of the reference
spinor ξ ∈ P1 is in the diagonal entries of the matrix H. But lemma 6.1 tells us that H
is actually independent of the choice of ξ in the flat-space limit. So the second line of
(6.36) is independent of ξ. The first line is also independent of ξ on its own; this can be
shown directly with a residue computation [225]. This means that we can freely set ξ = σ1,
leaving
Mn,0(Λ = 0) =
∫
dµ
∑
i,j
(12)2
(1i)(1j)(2i)(2j)
∣∣H12i12j∣∣+∑
i
(12)2
(1i)2(2i)2
∣∣H12i12i∣∣
 n∏
k=1
hk Dσk.
(6.37)
Finally, we note that on the support of overall momentum conservation, every term in
(6.37) is equivalent. This follows from the basic properties of reduced determinants and is
built into the Hodges’ formula itself, which has many equivalent expressions [36, 232]. So up
to an irrelevant integer constant (which can be accounted for with proper normalizations),
we find:
lim
Λ→0
Mn,0 =
∫
dµ
(12)2
(1i)2(2i)2
∣∣H12i12i∣∣ n∏
j=1
hj Dσj =MHodgesn,0 (Λ = 0),
as required.
6.2.4 Towards the MHV formalism
The primary utility of the twistor action for N = 4 SYM was that it naturally encoded the
MHV formalism for gauge theory. The allowed us to easily compute tree-level amplitudes
directly, and also formed the basis for loop-level computations at the level of the integrand
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to all orders in perturbation theory. On twistor space, the building blocks for the MHV
formalism on twistor space were the twistor propagator and the vertices, which were easily
seen to correspond on-shell to the Parke-Taylor amplitudes.
It is easy to see that we have now built the same building blocks on twistor space
for our gravitational actions. For both the conformal and Einstein gravity actions, we
now have an expression for the vertices given by (6.26), and their respective propagators
restricted to Einstein states are given by (6.6) and (6.4). Clearly, this is enough to define
a MHV formalism on twistor space along the lines of the one we developed for gauge
theory in Section 3. If we could translate this prescription to momentum space (or even
operationalize efficiently in twistor space) it would represent a major breakthrough, since
traditional definitions of an MHV formalism for gravity break down [108, 109].
Recall that on twistor space, the MHV degree k of an amplitude is the count of the
number of external h˜s in an amplitude minus 2. Since each vertex of the twistor action
contains two h˜s, and each propagator ∆(Z1, Z2) takes the place of one h˜, we have
k = |V|+ l − 1 (6.38)
where |V| is the number of vertex insertions and l is the number of loops in the diagram.
So to compute a NkMHV tree amplitude, we must sum diagrams with k+ 1 MHV vertices
and k propagators–just like we did for N = 4 SYM.
Now, if our proposal for the Einstein gravity twistor action is correct then it should
not matter whether we perform the computation with the Einstein action or the conformal
gravity action restricted to Einstein states. For instance, a NMHV diagram for the Einstein
action would correspond to a contribution of the form∫
D3|4Z1 D3|4Z2 V(Z1, . . .) ∆Ein(Z1, Z2) V(. . . , Z2), (6.39)
where the vertex is given by (6.26) and the propagator by (6.4). The analogous calculation
in conformal gravity involves replacing IIJZ
J
1 h˜1 in one vertex and I
IJ∂2Jh2 in the other
with a propagator and then dividing by the overall factor of Λ required by the embedding
of Einstein gravity. In particular, (6.39) should be equal to
1
Λ
∫
D3|4Z1 D3|4Z2 VJ(Z1, . . .) ∆IJ(Z1, Z2) VI(. . . , Z2), (6.40)
where the propagator is given by (6.6) and the vertices now carry a twistor index. Showing
that (6.39) is equal to (6.40) would establish that the Einstein twistor action is correct at
the level of perturbation theory, and initial calculations indicate that this is true.
Regardless of the validity of the Einstein twistor action, it is clear that conformal grav-
ity induces a MHV formalism on twistor space. However, the structure of this formalism
is significantly different from previous momentum space proposals. The functional form of
the vertex Vn begins with a twice-reduced determinant, as in (6.26). This indicates that in
flat space, the MHV formalism on twistor space will not simply correspond to an off-shell
extension of the Hodges formula linked with p−2 propagators (or at least not in an obvious
way). A better idea of what is happening on momentum space could be had by translating
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the twistor propagator to momentum space as we did in the build up to proposition 3.1,
but its action on the vertices could be hard to deduce. Obviously this is an important goal
for future research.
6.3 BCFW Formulae
We conclude this section by presenting an alternative route to formulae for amplitudes
with cosmological constant by using BCFW recursion. It is known that BCFW recursion
holds for gravity scattering amplitudes on a flat background [105–107]. As we will see,
this can be easily extended to backgrounds with cosmological constant. By determining
the three-point seed amplitudes (i.e., MHV and MHV), we can in principle compute all
tree-level amplitudes using momentum eigenstates, although we focus on the n-point MHV
amplitude here.
6.3.1 Three-point amplitudes
Anti-MHV 3-point
The three-point MHV amplitude comes from the cubic vertex in S1[h˜, h], where no Picard
iteration is needed. Using either the conformal gravity twistor action restricted to Einstein
states or the Einstein action itself:
M3,−1(1, 2, 3; Λ) =
∫
PT
D3|4Z ∧ h˜1 ∧ {h2, h3} . (6.41)
To evaluate this, we must insert momentum eigenstates for the gravitons. We use
eigenstates with 4-momentum pAA
′
= pAp˜A
′
and fermionic momentum ηapA
h˜i =
∫
C
si dsi δ¯
2(siλi − pi)esi[[µip˜i]], hi =
∫
C
dsi
s3i
δ¯2(siλi − pi)esi[[µip˜i]]. (6.42)
From the point of view of de Sitter space, such eigenstates are rather un-natural since they
are singular on a finite light cone and do not recognize infinity. In other words, they are
adapted to the affine patch (5.2) rather than the Poincare´ patch (5.3). As we shall see, the
pay-off for making this seemingly awkward choice is formulae that limit nicely as Λ→ 0.
Plugging this into (6.41) gives:∫
PT
D3|4Z ∧ h˜1 ∧
(
∂h2
∂µ2 A′
∂h3
∂µA
′
3
− Λ ∂h2
∂λ2 A
∂h3
∂λA3
)
=
∫
D3|4Z
s1 [2 3]
s22s
2
3
3∏
i=1
dsiδ¯
2(siλi − pi) (1− Λ2p) exp
(
3∑
i=1
si[[µip˜i]]
)
=
[23]2
[12]2[31]2
(1− Λ2p) δ4|8
(
3∑
i=1
pi
)
.
Here, the second line follows by noting that ∂∂λA can be re-expressed as a derivative with
respect to pA, which in turn leads to p˜A′∂/∂pAA′ when acting eventually on the momentum
conserving delta function. We therefore have:
M3,−1(1, 2, 3; Λ) = [23]
2
[12]2[31]2
(1− Λ2p) δ4|8
(
3∑
i=1
pi
)
. (6.43)
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As claimed, this limits nicely to the flat-space result as Λ → 0, and the 2p manifests the
breaking of Poincare´ symmetry in de Sitter space.
MHV 3-point
The three-point MHV amplitude is the first non-trivial application of our perturbative
iteration, which acts only once to produce a single positive helicity wavefunction h. This
can act at either contact structure or negative helicity wavefunction; however we know
that the perturbation of a single contact structure is d-exact by (6.19). Since there are no
further perturbations at three points, any deformation of the contact structures vanishes
by Stokes’ theorem [35, 225].
So the only deformations are of the form
h˜i →
∫
P1
Dσj (ξ i)
2
(i j)(ξ j)2
IIJ∂I h˜i∂Jhj .
and the three-point amplitude becomes
M3,0(1, 2, 3; Λ) = 1
Λ
∫
dµ (X2)2
(ξ3)2
(13) (ξ1)2
[∂1, ∂3]
3∏
i=1
hiDσi + (2↔ 3). (6.44)
Since this exhausts the perturbative iteration at three points, the incidence relations are
ZI = XIAσ
A, allowing us to write
∂I h˜3 =
σB2
(32)
∂h˜3
∂XIB
.
Inserting this into (6.44), we can now integrate by parts with respect to X. Our choice
means that ∂∂X annihilates h˜2 as well as I
IJ∂Jh1, since this vector is divergence-free. Hence,
the only contribution is:
4
Λ
∫
dµ X2IIKZ
K
2
(ξ3)2
(32)(13)(ξ1)2
IIJ h˜3∂Jh1h˜2
3∏
i=1
Dσi + (2↔ 3)
= −4
∫
dµ X2
(ξ3)2
(32)(13)(ξ1)2
h˜3 Z2 · ∂1h1h˜2
3∏
i=1
Dσi + (2↔ 3).
As ZI(x, σ) is a degree one function in σ by assumption, we can let the differential
operator Z2 · ∂1 act as
Z2 · ∂1 ∼ σ2 · ∂
∂σ1
.
This enables us to integrate by parts with respect to Dσ1, obtaining
4
∫
dµ X2
(ξ3)2
(32)(13)(ξ1)2
(
(32)(ξ1)− 2(ξ2)(13)
(13)(ξ1)
)
h1h˜2h˜3
3∏
i=1
Dσi + (2↔ 3).
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After two applications of the Schouten identity and inserting momentum eigenstates (6.42),
we have:
M3,0(1, 2, 3; Λ) =
∫
dµ X2
(23)2
(12)2(31)2
h1h˜2h˜3
3∏
i=1
Dσi
=
〈23〉2
〈12〉2〈31〉2 (1− Λ2p)δ
4|8
(
3∑
i=1
pi
)
, (6.45)
with the 2p arising from the Fourier transformation of X
2 = 1 − Λx2. Once again, note
that this has the correct Λ→ 0 limiting behavior.
6.3.2 N = 8 supergravity and BCFW
These three-point amplitudes can be used to seed the tree-level BCFW recursion for Ein-
stein gravity. First we confirm that BCFW recursion indeed extends to gravitational scat-
tering amplitudes on (anti-)de Sitter backgrounds [221].
Lemma 6.2 BCFW recursion is valid for gravitational scattering amplitudes (0 ≤ N ≤ 8)
on backgrounds with cosmological constant.
Proof: BCFW recursion is derived by picking two external momenta for a scattering
amplitude and analytically continuing them with a complex variable z while keeping them
on-shell and maintaining overall momentum conservation. The amplitude then becomes
a complex function M(z): it has simple poles wherever internal propagators go on-shell,
and M(0) is the original amplitude. These simple poles correspond to the terms arising
in the BCFW recursion, so provided M(z → ∞) vanishes, Cauchy’s theorem implies the
recursion. In the Λ = 0 case, it was proven that M(z →∞) = 0 using a background field
method in [92]. With Λ 6= 0, M(z) still has simple poles corresponding to propagators
going on-shell, so the only potential subtlety arises with the fall-off as z → ∞, and it
suffices to show that the methods of [92] still work. In the large z regime, we are interested
in quadratic fluctuations on a classical background, where the fluctuations correspond
to the two shifted particles and the soft background looks like de Sitter space. For our
gravitational amplitudes, this entails inserting a metric gµν+hµν , and extracting the portion
which is quadratic in h [233]:
Lquad =
√−g
[
1
4
h˜µν(2Rµρgµσ − 2Rµρνσ − gµρgνσ2)hρσ − 1
2
∇ρh˜ρµ∇σh˜µσ
−h˜(Rρσ − 1
4
gρσR)h
σ
µ −
1
2
Λh˜µνhµν
]
,
where h˜µν = hµν − 12gµνh, and h = gµνhµν . To this, we add the de Donder gauge-fixing
term, as well as a Lagrangian density for a conformally-invariant scalar field, leaving us
with:
Lquad =
√−g
[
1
4
h˜µν(2Rµρgµσ − 2Rµρνσ − gµρgνσ2)hρσ − h˜(Rρσ − 1
4
gρσR)h
σ
µ
−1
2
Λh˜µνhµν +
1
2
gµν∇µφ∇νφ− Λφ2
]
.
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Now, we take our background metric gµν to be de Sitter, and implement the field
re-definition used in [234]:
hµν → hµν + gµνφ, φ→ h
2
+ φ.
A bit of tensor algebra reveals that the quadratic Lagrangian transforms to become:
Lquad →
√−g
[
1
4
gµν∇µhσρ∇νhρσ −
1
2
hµνhρσR
µρνσ +
1
2
gµν∇µφ∇νφ− Λφ2
]
.
This transformation successfully eliminates all the trace terms, and after decoupling the
re-defined scalar field, the Lagrangian is exactly the same as the one used in the flat
background calculation. From this point, the proof that M(z → ∞) vanishes follows in
exactly the same fashion as in the Λ = 0 case of [92], as desired. 2
BCFW recursion for Einstein gravity is most easily expressed for maximal (i.e., N = 8)
SUGRA, where there is only a single supermultiplet [235]. N = 8 SUGRA is an interesting
theory in its own right: it is obtained by dimensional reduction from 11-dimensions [236];
has a valid ‘no-triangle’ hypothesis [237]; contains a non-linear global E7(7) symmetry
[238]; possesses additional recursive-like relations (the so-called ‘bonus relations’); has an
S-matrix which is well-defined everywhere in the moduli space; and may even be UV finite
[239]. However, we will simply use N = 8 supersymmetry as a convenient calculational
tool.
Supersymmetric BCFW recursion for gravity [91] is still seeded by the three-point
amplitudes, and its translation into twistor space is well-understood for a flat background
[54]. Here we rewrite those formulae in a notation that is suggestive of twistor actions and
twistor-string theory and extend them to Λ 6= 0. We will be working directly with the
Einstein amplitudes so the overall factor of Λ present in the formulae above will be absent
and we can take Λ→ 0 if desired.
For the remainder of this section, we work in N = 8 supertwistor space PT[8] so that
ZI = (Zα, χa) where now a = 1, . . . , 8 and the corresponding holomorphic volume form
D3|8Z now has weight −4 (so PT[8] is no longer Calabi-Yau). We can embed the graviton
fields into the N = 8 framework by setting
H = h+ · · ·+ χ
8
8!
h˜ . (6.46)
A generic H of homogeneity degree two will encompass the full N = 8 linear gravity
supermultiplet in the same way that A encoded the full N = 4 SYM multiplet.
Of course, one may ask the natural question: is this operation well defined on a de Sitter
background? The immediate answer is ‘no,’ simply because there is no unbroken unitary
representation of supersymmetry in de Sitter space [207]. For our purposes though, the
N = 8 supersymmetry is just a formal tool we use to encode both N = 0 graviton helicities
in the single field (6.46). After computing the amplitude in the N = 8 formalism, we can
truncate immediately to N = 0 by performing fermionic integrations in the usual fashion.
Furthermore, from the perturbative point of view our amplitudes are just polynomials in
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Λ, and one can simply reverse the sign to consider a (perturbative) amplitude for gauged
supergravity on anti-de Sitter space, where supersymmetry is unbroken.
The BCFW recursion in [54] was based on a split signature framework in which the
twistors are totally real and the n-point amplitude was represented as a distribution on n
copies of PTR ⊂ RP3|8. We begin by translating this setup to the complex setting adopted
throughout this review.
In Chapter 3, we represented scattering amplitudes on twistor space in terms of their
integral kernel. With N = 4 supersymmetry, this entailed picking twistor representa-
tives in Ω0,2(PT,O). With N = 8 supersymmetry, the relevant pairing between twistor
wavefunctions takes the form:
Ω0,1(PT[8],O(k))× Ω0,2c (PT[8],O(4− k))→ C, (φ, α) 7→
∫
PT[8]
D3|8Z ∧ φ ∧ α.
The twistor wavefunctions for N = 8 SUGRA take values in H0,1(PT[8],O(2)), so this
means that we should represent our scattering states in the integral kernel as:
Hi = δ¯3|82,2(Zi, Z(σi)) =
∫
C
ds
s3
δ¯4|8(Zi + sZ(σi)) . (6.47)
As in Chapter 3, integration with respect to Dσi in our calculations reduces this to a
(0, 2)-form of weight +2 as desired.
The recursion is seeded by the three point MHV and MHV amplitudes. The formulae
(6.43), (6.45) extend easily to N = 8 SUGRA; removing the overall factor of Λ gives
MN=83,−1 (1, 2, 3) =
∫
PT[8]
D3|8Z ∧H3 {H1,H2}, (6.48)
and
MN=83,0 (1, 2, 3) =
∫
dµ X2
3∏
i=1
Hi Dσi
(σi · σi+1)2 , (6.49)
where we use the notation28
ZI(σ) = XIAσA.
From (2.48), BCFW on twistor space becomes
M(Z1, . . . , Zn) =
∑
L,R
∫
C×PT[8]
D3|8Z
dz
z
ML(Z1, Z2, . . . , Zi, Z)MR(Z,Zi+1, . . . , Zn + zZ1)
(6.50)
where the sum is over all 1 < i < n− 1 and permutations fixing 1 and n.
In the solution to the recursion relations, a particularly important role is played by the
contributions in which either ML or MR is a three point amplitude. Up to various shifts,
these are the main terms involved in solving the recursion relations inductively. In these
cases it emerges from three-particle kinematics that the contributions are only nontrivial
28The fermionic parts of the infinity twistor correspond to some gauging of the R-symmetry of supergravity
[187]; for our purposes we can let these components be zero.
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when ML is MHV or MR is the MHV. The latter case is known as the ‘homogeneous
term,’ and when the amplitude under consideration is the n-point MHV amplitude, the
homogeneous terms form the entire recursion. The integrations for the homogeneous term
were performed explicitly in [54] for the split signature, flat background case; we extend
them to the complex Λ 6= 0 setting here.
Our starting point is the MHV recursion:
Mn,0(1, . . . , n) =
∑∫
D3|8Z
dz
z
M(Z1, . . . , Zn−1, Z)M3,−1(Z,Zn−1, Zn + zZ1). (6.51)
In the integral kernel formalism, the three point seed amplitude is obtained from (6.48):
M3,−1(Z,Zn−1, Zn + zZ1) =
∫
D3|8Z ′ δ¯3|82,2(Zn + zZ1, Z
′)
{
δ¯
3|8
2,2(Z,Z
′), δ¯3|8(Zn−1, Z ′)
}
=
[
∂
∂Z
,
∂
∂Zn−1
]
δ¯3|8(Z,Zn + zZ1) δ¯3|8(Zn−1, Zn + zZ1),
simply using the properties of the complex distributional forms. This leaves us with a
recursion of the form∑∫
D3|8Z
dz
z
M(Z1, . . . , Zn−1, Z) [∂, ∂n−1] δ¯3|82,2(Z,Zn + zZ1) δ¯3|82,2(Zn−1, Zn + zZ1).
Integrating by parts with respect to D3|8Z and using the delta-function support leaves us
with
−
∑
IIJ
∫
dz
z
∂
∂ZIn−1
M(1, . . . , n− 1) ∂
∂ZJn−1
δ¯
3|8
2,2(Zn−1, Zn + zZ1). (6.52)
Now, a simple calculation shows that
∂
∂ZJn−1
δ¯
3|8
2,2(Zn−1, Zn + zZ1) = −
∂
∂ZJn−1
δ¯
3|8
2,2(Zn + zZ1, Zn−1)
= − ∂
∂ZJn−1
∫
C
ds
s3
δ¯4|8(Zn + zZ1 + sZn−1) =
∂
∂ZJn
∫
C
ds
s2
δ¯4|8(Zn + zZ1 + sZn−1),
so we can rewrite (6.52) as
−
∑
IIJ
∫
dz
z
ds
s2
∂
∂ZIn−1
M(1, . . . , n− 1) ∂
∂ZJn
δ¯4|8(Zn + zZ1 + sZn−1). (6.53)
But at this point we can solve the recursion completely by noting that∫
C2
dz
z
ds
s2
δ¯4|8(Zn + zZ1 + sZn−1) = δ¯
2|8
0,1,3(Z1, Zn−1, Zn).
Taking into account the sum over BCFW decompositions, we find that the full homo-
geneous term in the N = 8 recursion is:
Mn,0 =
∑
i 6=1,n
IIJ
∂
∂ZIn
δ¯
2|8
0,1,3(Z1, Zi, Zn)
∂
∂ZJi
Mn−1,0(1, . . . , i, . . . , n− 1). (6.54)
The final step is to show that this can be re-expressed in a manner which immediately
allows us to obtain the integral kernel we are after for any value of Λ.
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Proposition 6.1 The n-point MHV amplitude for Λ 6= 0 is given by BCFW recursion on
twistor space as
Mn,0(Z1, . . . , Zn; Λ) =
∫
dµ
(
n∏
i=4
[∂i, ∂i−1] HiDσi
(i i− 1)
)
H3Dσ3 H2Dσ2 H1τ1
(32)2(21)2(1n)2
+ Perms(2, . . . , n− 1), (6.55)
where Hi = δ¯3|82,2(Zi, Z(σi)) and the terms in the product are ordered with increasing i to
the left.
Proof: It suffices to demonstrate that the first step of the recursion obeys this pattern,
after which (6.55) follows inductively. At four points, (6.54) gives
M4,0 = IIJ ∂
∂ZI4
δ¯
2|8
0,1,3(Z1, Z3, Z4)
∂
∂ZJ3
M3,0(1, 2, 3)
=
∫
ds
s2
dt
t
IIJ∂4 I δ¯
4|8(Z4 + sZ3 + tZ1) ∂J 3
H3Dσ3 H2Dσ2 H1τ1
(32)2(21)2(13)2
,
using (6.49). Now define qσ4 = sσ3 + tσ1; this implies the following relations:
s = q
(14)
(13)
, t = q
(34)
(31)
, qZ(σ4) = sZ(σ3) + tZ(σ4).
From this, we obtain∫
ds dt
(13)
q3(43)
IIJ∂4 I δ¯
4|8(Z4 + qZ(σ4))∂J 3
H3Dσ3 H2Dσ2 H1τ1
(32)2(21)2(14)2
,
using the support of the delta-functions in play. Now, using the relations above, we have
(31)ds ∧ dt = (31)
2
(ds ∧ dt− dt ∧ ds) = (31)
2
(
(13)
(14)
ds ∧ s
q
dt− (31)
(34)
dt ∧ t
q
ds
)
=
(31)
2
dq ∧
(
s
q
dt− t
q
ds
)
=
dq
2
∧Dσ4,
neglecting terms which will wedge to zero in the overall expression. Finally, this leaves us
with:∫
Dσ4
(43)
IIJ
dq
q3
∂I 4δ¯
4|8(Z4 + qZ(σ4))∂J 3
H3Dσ3 H2Dσ2 H1τ1
(32)2(21)2(14)2
=
∫
Dσ4
(43)
IIJ∂I 4H4∂J 3H3Dσ3 H2Dσ2 H1τ1
(32)2(21)2(14)2
,
as required. 2
Of course, we should still be free to take the Λ → 0 limit of this expression, in which
case it should be comparable to Hodges’ formula derived in the previous section. To do
this, we must multiply by generic wave-functions and integrate out the Zi; but at this
point (6.55) seems to entail a sum over chains rather than trees. We can reconcile these
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two pictures by invoking the arguments of [240] to use a cyclically ordered version of the
recursion in which we take just the one term in (6.54) and then sum the final result over
all permutations of 2 to n− 1.
More explicitly, one can perform a derivation similar to the one given here, but using
dual twistor wavefunctions. In the Λ → 0 limit, this reproduces the recursion initially
derived by Hodges from N = 7 supersymmetry [241]. This indicates that (6.55) indeed has
the correct flat-space limit. It would be interesting to see if one can prove the equivalence
between this formula and (6.29), though.
7 Open Questions and Future Directions
In this review, we have explored many facets of the twistor action approach to gauge
theory and gravity. For Yang-Mills theory, we have seen that the twistor action manifests
the MHV formalism, computes the tree-level S-matrix, and even allows for some progress
in the study of loop amplitudes. Furthermore, we showed that local operators and null
polygonal Wilson loops in gauge theory have a natural expression in twistor space; this led
to proofs of several interesting correspondences to all levels in perturbation theory (at the
level of the integrand).
While the situation is a bit more complicated for gravity, we were still able to make
significant progress by utilizing the embedding of Einstein gravity inside conformal gravity
on a de Sitter background. This enabled us to derive a formula for the MHV amplitude
in the presence of a cosmological constant directly from the twistor action as well as using
BCFW recursion. We also arrived at a conjecture for the twistor action of Einstein gravity,
which is supported by a correct self-dual reduction, the appropriate MHV amplitudes, and
gauge invariance.
In many ways, these results raise more questions than they answer: Can general
progress be made at loop-level in twistor theory? Do other gauge theories in other dimen-
sions, have a twistor action description? Is there a sensible MHV formalism for gravity?
What applications–if any–do these results have in pure mathematics? We conclude this
review with a brief overview of some open problems and potential future directions for
research in this field. This is by no means an exhaustive list, and is heavily biased by the
opinions and interests of the author.
7.1 Gauge Theory
The gauge theory under consideration in this review was maximally supersymmetric Yang-
Mills theory; however, a twistor action description exists for all Yang-Mills theories in
four-dimensions. For N = 0, 1, 2, these are simply provided by more subtle versions of the
N = 4 action studied in Chapters 3 and 4 [27, 28]. Even the N = 3 theory (which is
really equivalent to N = 4) has a description in terms of ambitwistor space [242]. Hence,
the most exciting questions with respect to gauge theory are not about how to provide
perturbative descriptions of Yang-Mills theories, but rather what can be achieved with the
descriptions we have, and what other theories can we hope to study?
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Beyond tree-level and the planar limit
The treatment of Chapter 3 was most complete at tree-level. For loop amplitudes, we saw
that a generic amplitude on twistor space will require some sort of regulation which accounts
for the ‘0/0’ behavior of the shifted R-invariants. While the twistor action can be defined
for the Coulomb branch of N = 4 SYM, and even leads to the massive MHV formalism
(see Appendix B), it remains to be seen how–or if–this gives the proper regulating behavior
on twistor space. A similar issue arises in the context of the twistor Wilson loop for the
planar sector of N = 4 SYM: here, one can obtain the loop integrand but it is unclear how
this can be evaluated correctly. In the simplest case, the question becomes: how do we
evaluate the ‘Kermit’ integral for the one-loop MHV amplitude in twistor space?
Recently, Mason and Lipstein demonstrated that the Kermit integral can immediately
be cast in d log-form in twistor space [126], and using a suitable choice of contours, be
properly integrated [127]. This throws open the doorway to obtaining loop amplitudes
rather than just integrands using the twistor Wilson loop. Furthermore, we saw in Chapter
3 that a careful treatment of the integration contour was required to obtain the correct
behavior of the two-point vertex for the Feynman rules of the twistor action itself. Applying
the methodology of [127] to the twistor action could lead to a method for isolating the
correct IR behavior of loop amplitudes, and therefore extend the techniques reviewed here
to generic loop amplitudes.
Furthermore, while the twistor Wilson loop only describes amplitudes in the planar
limit of N = 4 SYM (i.e., the scattering amplitude/Wilson loop duality only holds in the
planar limit), there is no such restriction on studying the amplitudes of the twistor action
itself. Integrability techniques have always provided a substantial amount of power in the
planar limit, and it appears that they can successfully be used to determine the planar
S-matrix to all values of the coupling [243, 244]! Hence, it seems natural for us to study
twistor theory outside of the planar limit, where it may lead to new insights not accessible
to the powerful integrability methods.
The Grassmannian approach
Pioneered by Arkani-Hamed and various collaborators [21, 94, 125], the Grassmannian
approach to scattering amplitudes aims (very roughly speaking) to associated a n-particle
NkMHV amplitude with a top-degree form on the Grassmannian Gr(k + 2, n). The power
of this method lies primarily in its ability to manifest all the symmetries of the scattering
amplitudes it is describing: in particular, both superconformal and dual superconformal
invariance can be manifested in the Grassmannian [245]. This Grassmannian formalism
provides a description for the integrand which is manifestly in d log-form. Additionally,
there is an interesting correspondence between the Grassmannian formulae and bipartite
graphs on planar Riemann surfaces; these graphs have become known as ‘on-shell diagrams,’
and encode properties of scattering amplitudes such as BCFW factorization [22]. On-shell
diagrams (and their generalizations) can also be used to represent classes of N = 1, 2 quiver
gauge theories, where operations on the graphs get reinterpreted as dualities and limits of
the field theory (e.g., Seiberg duality or Higgsing) [246, 247].
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However, the Grassmannian approach lacks the coherent organizing principle we usu-
ally associate to a ‘theory’ in physics. In particular, the entire approach is dictated by
a set of symmetries which are used to specify the three-point amplitudes; everything else
follows from BCFW recursion. But where did these symmetries come from? Presumably,
they were inherited from a physical theory (defined in terms of a Lagrangian, or some
other organizing principle) which is lurking off-stage. In other words, the Grassmannian
approach provides an efficient way for building scattering amplitudes and a representation
that manifests many of their symmetries; it is not a physical theory, though.
Hence, finding a theory which produces the Grassmannian formalism (or from which
the formalism follows naturally) seems like an important goal, and twistor actions may
provide the answer. These obviously constitute an organizing principle, and throughout
this review we have seen how they manifest symmetries which are obscured on space-time.
Furthermore, it has already been shown explicitly at 1-loop that the twistor Wilson loop
provides the sought-after d log-form of the planar integrand [126]. If this can be extended
to an algorithm for all loops, then it should be clear that the twistor action can deliver the
same sort of representations as the Grassmannian. Indeed, there may even be a precise
map between the two formulations which matches the MHV formalism of the twistor action
to the BCFW foundations of the Grassmannian approach.
Instantons and non-perturbative data
Everything we have studied here lies within the realm of perturbative quantum field the-
ory. In a sense, this is dictated by the fact that our twistor actions (for gauge theory or
conformal gravity) are based on a Chalmers-Siegel expansion for the space-time theory.
For Yang-Mills theory, the Chalmers-Siegel Lagrangian differs from the initial Yang-Mills
Lagrangian by the topological term
∫
tr(F ∧F ), which does not affect the perturbation the-
ory. Unfortunately, this indicates that it will not be possible to compute non-perturbative
quantities (such as a partition function) using the twistor action formulation as we currently
understand it.
Nevertheless, there are hints that twistor theory could have something to say about
gauge theoretic invariants. It has been known for some time that Donaldson theory on 4-
manifolds can be recast in terms ‘instanton counting’ invariants of a topologically twisted
N = 2 Yang-Mills theory [248]. On R4 or S4, there is not sufficient topology to get
interesting invariants in Donaldson-Witten theory; however, one can still define instanton
counting invariants of the gauge theory itself by working equivariantly with respect to a
subgroup of the Lorentz group. This leads to Nekrasov’s partition function, which can be
thought of as counting instantons on the four-dimensional Ω-background [249]. Twistor
methods have always been well suited to describing instanton calculations, and the Coulomb
branch of these gauge theories can also be described on twistor space (see Appendix B).
It would be fascinating if the Ward correspondence could be adapted to this equivariant
setting, perhaps leading to a twistorial method for computing Nekrasov’s partition function
and hence the instanton prepotential of Seiberg-Witten theory.
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Other gauge theories
An obvious question to ask about the twistor action program is whether it extends to other
gauge theories in other dimensions. In an arbitrary number of space-time dimensions, one
can define twistors to be the pure spinors of the conformal group (in four-dimensions, the
purity condition is trivial) and many results such as the Penrose transform can be proven,
albeit often in more complicated forms. Particularly interesting candidates are ABJM
theory (a N = 6 Chern-Simons theory with dual superconformal symmetry) or N = 8
SYM in three-dimensions, and the elusive N = (0, 2) theory in six-dimensions. Momentum
twistor techniques have already been employed to study the scattering amplitudes of the
three-dimensional theories (e.g., [250, 251]), and there has been some progress towards
establishing the analogue of a Ward correspondence for the six-dimensional N = (0, 2)
theory [252, 253]. However, definitions of a twistor action for any of these theories in the
general non-abelian regime remain a long way off.
Finding such twistor actions could prove an important breakthrough in understanding
these theories more generally. As we have seen throughout, this could lead to efficient
calculational tools like the MHV formalism, and in the case of the N = (0, 2) theory
there is no known Lagrangian description at all. For N = 8 SYM, one might hope to
proceed by ‘dimensional reduction’ on the twistor action for N = 4 SYM. This could be
accomplished by imposing an axial gauge defined by a time-like vector representing the
dimensional reduction in space-time, although subtleties involving gauge invariance of any
resulting MHV formalism may arise.
For the six-dimensional theory, one requires a twistorial treatment of non-abelian, self-
dual gerbes. While twistor actions have been found for the linear fields of N = (0, 2), it
remains to be seen whether this construction can be extended to the fully non-linear, non-
abelian regime [254]. It appears that a six-dimensional superconformal theory containing
a non-abelian tensor multiplet can be formulated at the level of equations of motion in
twistor space, using the Penrose-Ward transform [255, 256]. While this construction has
yet to pass various tests associated with the N = (0, 2) theory (e.g., reduction to super-
Yang-Mills in five dimensions), and its precise connection with M-theory is still unclear,
it is nevertheless an exciting arena of research–one in which twistor actions may play an
important clarifying role.
Holomorphic linking and elliptic curves
From the twistor Wilson loop of N = 4 SYM, we know that scattering amplitudes can
be interpreted as holomorphic linking between irreducible components of a nodal elliptic
curve. This is the natural generalization of the Gauss linking number to the holomorphic
category. It may be possible to use holomorphic linking to provide an alternative defi-
nition for scattering amplitudes in terms of abstract objects and operations in algebraic
geometry. For an abelian holomorphic Chern-Simons theory, holomorphic linking can be
understood entirely in terms of homological algebra [169]. Translating these ideas into
physical language and then generalizing them to the non-abelian setting should define a
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set of ‘homological Feynman rules’ which allows us to interpret scattering amplitudes as
abstract (but well-defined) objects in algebraic geometry.
On a related note, one can ask: is it possible to define a holomorphic Wilson loop
on arbitrary elliptic curves which has the twistor Wilson loop as its limit when the curve
degenerates? This is more difficult than it sounds, because the moduli space of bundles on
an elliptic curve is non-empty (recall that on each P1 component of the nodal curve, we
could apply the Birkhoff-Grothendieck theorem). It may be possible to proceed by working
with bundles ‘close’ to the trivial bundle and applying the results of Atiyah. One could
then consider the expectation values of these Wilson loops with respect to a holomorphic
Chern-Simons theory, and hope to define holomorphic analogues of knot invariants [165].
Hopf algebras
Hopf algebras are associative, coassociative bi-algebras equipped with a certain structure
known as an ‘antipode.’ These algebras play a fascinating role in the description of renor-
malization in gauge theories (c.f., [257, 258]), but they are also lurking behind many of
the loop-level structures in UV finite theories such as N = 4 SYM. For instance, the mul-
tiple zeta values and polylogarithms which appear in loop amplitudes have natural Hopf
algebras associated with them [259].
There is a natural structure in N = 4 SYM which also seems highly amenable to a
Hopf algebra description: the BCFW recursion relation. It may be possible to understand
BCFW recursion as a Hopf algebra structure, with factorization corresponding to a co-
product and the 3-point seed amplitudes corresponding to the primitive elements. This
could in turn lead to a diagrammatic mechanism for computing information about the
transcendental functions making up scattering amplitudes. If it exists, such a structure
will persist not just for N = 4 SYM but indeed for any gauge theory which obeys BCFW
recursion.
7.2 Gravity
Much of what we were able to say about gravity in this review was accomplished in a
rather roundabout fashion, by working via conformal gravity. Hence, the most obvious
open problem is to either prove the validity of the Einstein twistor action [35], or else find
another proposal that works. Skinner’s discover of a twistor-string theory which describes
the flat-space amplitudes of N = 8 supergravity certainly indicates that a correct twistor
action should exist, although the crucial presence of worldsheet supersymmetry in this
theory may prove an obstacle. With such a clear goal in mind, the remainder of this section
is devoted to other interesting directions that research on twistor theory and gravity could
take.
Twistor-string theory
Skinner’s twistor-string theory [26] is anomaly free with N = 8 supersymmetry, includes
explicitly the conformal symmetry-breaking infinity twistor, and produces the tree-level S-
matrix of N = 8 SUGRA on a flat background [232]. While it seems the worldsheet theory
is well-defined for Λ 6= 0, it is not known how to compute gauge-invariant correlators in this
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regime. The problem is analogous to proving ξ-independence as encountered in Section 6:
when one attempts to compute a worldsheet correlation function in the twistor-string, the
answer is not independent of reference spinors or the location of picture changing operators.
This indicates that either something is missing from our description of the twistor-string
(e.g., a new class of vertex operators which do not contribute in the Λ → 0 limit), or else
that the twistor-string fails to describe gravity in the presence of a cosmological constant.
In this regard, the twistor action approach (even via conformal gravity) appears to have
an edge on the twistor-string as we currently understand it.
In any case, the string theory is anomaly free for all values of the worldsheet genus.
This indicates that one should, in principle, be able to compute loop-level amplitudes
for N = 8 supergravity. However, there are several features of the twistor-string which
can be treated na¨ıvely at genus zero which will become more complicated on non-rational
worldsheets (see section 5 of [26] for a good overview of these issues). Once again, there
may be additional vertex operators which need to be taken into account, so determining
the full spectrum of such operators is clearly important for both computing loops as well
as with a cosmological constant. Understanding how to overcome either of these issues will
represent a breakthrough in our ability to apply twistor methods to a quantum theory of
gravity.
Beyond MHV
A major lesson from Sections 5 and 6 is that the conformal gravity twistor action is not so
dissimilar from the twistor action for N = 4 SYM. Both have ∂¯ as their kinetic operator,
and both have vertices which correspond to MHV amplitudes. In the gauge theory setting,
we were able to extend these notions off-shell to derive the MHV formalism. For Einstein
gravity, the traditional definition of the MHV formalism by a Risager shift fails [108, 109],
but it is easy to see that this is not the unique definition for such a formalism.
This raises the intriguing possibility that a MHV formalism for Einstein gravity could
be defined by extending the Feynman rules for the conformal gravity twistor action off-shell
and then restricting to Einstein states for the external legs as proposed in [35]. It may
also be possible to approach Einstein gravity directly, either by working with Skinner’s
twistor-string or by developing a twistor action for general relativity directly. It is worth
noting that an MHV-like expansion for the Einstein sector has been developed and checked
numerically [260] by ‘relaxing delta-functions’ in a Grassmannian representation of the S-
matrix [230, 261], but it remains to be seen if this can be translated into a compact
prescription or checked analytically.
Graviton non-gaussianities
An important goal for future research is to translate formulae for ‘scattering amplitudes’
with cosmological constant (such as (6.29) or (6.55)) into momentum expressions which
make physical sense. The methods reviewed here are directed towards obtaining answers
which limit to scattering amplitudes as Λ → 0; however, for computations relevant to
cosmological observables in a de Sitter background one must utilize the ‘in-in formalism.’
(c.f., [262]). In this picture one works on the Poincare´ patch of de Sitter space, and uses
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Bunch-Davies vacua for the wavefunctions. These states are then integrated from the
horizon to the operator insertion point, and then back to the horizon rather than out to
I .
The computation of such graviton correlators with a cosmological constant is of sub-
stantial interest in both cosmology [262, 263] and the AdS/CFT correspondence [264]. In
particular, from the cosmological point of view, the three-point correlators represent the
first deviation from the Gaussian spectrum of background fluctuations predicted by single
field inflationary models of the universe. If we can translate our three-point formulae into
this framework, it would demonstrate that twistor methods can be applied to these issues.
Furthermore, the current state-of-the-art for these computations in the AdS/CFT setting
is n = 4 [265]; equations (6.29) or (6.55) should give the MHV correlator for all n though!
Of course, translating this expression into something that will prove useful from the
cosmology or AdS/CFT perspectives remains a non-trivial task. Choosing a contour in
Mn,1 corresponding to the Poincare´ slicing is easy; one just needs to line up with the usual
contour integral (c.f., [262]). More difficult is finding twistor representatives for the Bunch-
Davies vacua (i.e., the scattering states) and appropriately fixing the GL(2,C) freedom in
a way that respects the de Sitter group.
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A Superconnections for N = 4 Super-Yang-Mills
In this appendix, we review the construction of superconnections on chiral Minkowski
superspace M for N = 4 SYM. In particular, we wish to demonstrate that given the field
equations and some constraints, the superconnection can be determined order-by-order in
θ. We begin by reviewing the non-chiral construction of superconnections via dimensional
reduction, and then study the restriction to the chiral setting for abelian and SU(N) gauge
groups.
A.1 Non-Chiral Constraints and Field Equations
We have seen that N = 4 SYM is a chiral theory, so its natural setting is the (4|8)-
dimensional supermanifold M, charted with coordinates (xAA′ , θaA). There is a corre-
sponding anti-chiral space M˜, also of dimension (4|8), and these two spaces combine to
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yield the full non-chiral space Mnc. More formally, the chiral and anti-chiral super-spaces
are given by M = G(2|0,C4|4) and M˜ = G(2|4,C4|4) respectively. Mnc is then given by the
flag manifold F (2|0, 2|4,C4|4), with chiral and anti-chiral projections
Mnc
pi
}}
p˜i
!!
M M˜
It is not hard to see that both pi and p˜i are submersions of relative super-dimension (0|8),
so it follows that Mnc is a supermanifold of dimension (4|16) [43].
In this section, we review some old results which establish a link between constraints
on superconnections and the field equations of gauge theories with different amounts of
supersymmetry depending on the space-time dimension. We begin by studying N = 1
Yang-Mills theory in (complex) ten-dimensional Minkowski space-time; solutions to the
corresponding field equations were shown to be equivalent to a set of constraints on su-
perconnections for a bundle Ê → M̂ (where M̂ is the trivial complex (10|16)-dimensional
supermanifold) by Witten, Harnad and Shnider [72, 73]. We then discuss how these re-
sults are equivalent, via a dimensional reduction procedure, to a similar correspondence
between the field equations of N = 4 SYM in four-dimensions and constraint equations on
superconnections for a bundle E →Mnc.
M̂ is charted by coordinates (xµ, θi), for µ = 0, . . . , 9 and i = 1, . . . , 16. The θi are anti-
commuting Grassmann coordinates, and the R-symmetry i-index lives in the fundamental
representation 16 of Spin(10,C); the Clifford algebra splits as 32 = 16+ 1¯6, so downstairs
indices live in the anti-fundamental representation 1¯6. Although one can show that these
two representations are inequivalent (c.f., [62]), the γ-matrices map 16 and 1¯6 into each
other, and take the form:
γµ =
(
0 γµ kl
γµij 0
)
.
We can then define the translation operators {∂µ, qi} by
∂µ =
∂
∂xµ
, qi =
∂
∂θi
+ γµijθ
j ∂
∂xµ
.
It is easy to see that these translation operators generate the N = 1 SUSY algebra:
{qi, qj} = 2γµij∂µ. (A.1)
Now consider a G-bundle Ê → M̂ with connection ∇ = d + A , where A is the
connection 1-form taking values in gC. The components of ∇ and A can be obtained by
contracting with the translation operators (now interpreted as forming a basis of T 1,0M̂):
Γµ = ∂µyA , Γi = qiyA ;
∇µ = ∂µΓµ, ∇i = qi + Γi.
Witten demonstrated that a system of constraints on ∇ corresponds to the N = 1 SYM
field equations in ten dimensions; this is enabled by the useful fact:
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Lemma A.1 (Witten [71]) The following statements are equivalent:
1. The constraints
{∇i,∇j} = 2γµij∇µ, (A.2)
hold;
2. the connection ∇ is flat when restricted to null lines in M̂;
3. the equations for a covariantly constant section s ∈ Γ(Ê),
λµ∇µs = 0, λµγijµ s = 0,
are integrable.
Since null lines in the complex space-time M̂ correspond to points in ambitwistor space, it
is clear that these constraints are twistorial in nature; and (3.) justifies the interpretation
of constraints on the connection as integrability conditions.
These constraints can be written in a more useful form by defining the curvatures
Fµν = [∇µ,∇ν ], F j = 1
10
γµ ij [∇µ,∇i], (A.3)
which are bosonic and fermionic respectively. A bit of algebra then shows that (A.2) are
equal to the following three equations, which we again interpret as constraints on ∇:
[∇i,∇µ] = −γµ ijF j
∇iF j = 1
2
Σµν ji Fµν
∇iFµν = γµ ij∇νF j − γν ij∇µF j (A.4)
where Σµν ji = γ
jk [µγ
ν]
ki are the quadric elements of the Clifford algebra. We then have:
Theorem 9 (Witten [72]) The constraint equations (A.4) imply the N = 1 Yang-Mills
equations in ten dimensions:
γµij∇µF j = 0, (A.5)
∇µFµν + 1
2
γν ij
{F i,F j} = 0. (A.6)
The next step is to rephrase the constraint conditions in a manner that allows us to
reconstruct the full superfields and superconnection from initial (i.e., O(θ0)) data; to do
this we must eliminate the fermionic gauge freedom of the superconnection. The simplest
way to do this is to introduce the fermionic Euler vector field
Υ ≡ θi ∂
∂θi
, (A.7)
and require that the 1-form A obey the radial gauge condition:
ΥyA = θiΓi = 0. (A.8)
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It is easy to see that Υ makes sense covariantly (i.e., Υ = θi∇i = θi∂i). We can use this
to derive an equivalent series of constraints which provide a recursive way to determine
all the components of the superconnection and superfields from initial data. For instance,
consider ΥΓi; using (A.1) and (A.2) we find
ΥΓi = θ
j ({∇j ,∇i} − {∇j , qi}) = θj
(
2γµij∇µ − {qj , qi} − {Γj , qi}
)
= 2θjγµijΓµ − Γi.
Proceeding in this way, we obtain the following system [73]:
(1 + Υ)Γi = 2θ
jγµijΓµ,
ΥΓµ = −θiγµ ijF j ,
ΥF j = 1
2
θiΣµν ji Fµν ,
ΥFµν = θiγµ ij∇νF j − θiγν ij∇µF j (A.9)
From a set of initial data {Γ(0)µ ,F (0) i}, these equations uniquely determine {Γµ,Γi,F i} to
all orders in θ. Furthermore, this result goes the other way:
Theorem 10 (Harnad & Shnider [73]) If {Γ(0)µ ,F (0) i} satisfy the field equations, then
so do the full fields {Γµ,Γi,F i} defined by (A.9). Furthermore, the field equations imply
the constraints (A.4) from which the recursive relations were derived.
A corollary of these two theorems is that we have a three-way equivalence between
solutions to the constraint equations (A.2) or (A.4), the field equations in ten dimensions
(A.5)-(A.6), and the recursive relations (A.9). We now want to reduce this equivalence
from ten to four space-time dimensions.
The dimensional reduction is performed by writing M̂ = Mnc ⊕ E6, given by the
decompositions of the complex isometry and spin groups [73]:
O(10,C) ⊃ O(4,C)×O(6,C), Spin(10,C) ⊃ [SL(2,C)× S˜L(2,C)]× SL(4,C),
where we assume that the real slice of Mnc has Minkowski signature while the real slice of
E6 is Euclidean. Under this splitting, the fermionic variables can be written{
θi
}
i=1,...,16
=
{
θaA, θA
′
b
}A,A′=0,1
a,b=1,...,4
,
so A,A′ are now the Weyl 2-spinor indices of SL(2,C) and S˜L(2,C) and a, b are the SU(4)
R-symmetry indices. The bosonic portion of Mnc can be charted by coordinates in the
vector representation, {xAA′}, while the bosonic portion of E6 is charted with {yab} for
yab = −yba.
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In this new basis, the translation operators {∂µ, qi} become {∂AA′ , ∂ab, qaA, qbA′}, given
explicitly by
qaA =
∂
∂θaA
+ θA
′
a
∂
∂xAA′
− θbA
∂
∂yab
,
qaA′ =
∂
∂θA′a
+ θaA
∂
∂xAA′
− 1
2
abcdθbB′
∂
∂ycd
,
∂AA′ =
∂
∂xAA′
, ∂ab =
∂
∂yab
.
These translate the SUSY algebra relations of (A.1) to
{qaA, qbB} = 2AB∂ab,
{
qaA′ , q
b
B′
}
= A′B′
abcd∂cd,
{
qaA, q
b
B′
}
= 2δba∂AB′ . (A.10)
Finally, we can decompose the superconnection and its 1-form in this new basis to obtain
four components:
∇aA = qaA + ΓaA, ∇aA′ = qaA′ + ΓaA′ , (A.11)
∇AA′ = ∂AA′ + ΓAA′ , ∇ab = ∂ab + Γab. (A.12)
We then find a direct translation of the constraints, field equations, and recursive
relations. In particular, we write the curvatures from the ten-dimensional setting as
Fµν = (FAB,FA′B′ ,FabAA′ ,Fabcd), F i = (F˜aA, F˜A′b ),
and make the useful identifications
FaA′ = 1
2
A′B′F˜B′a , FaA =
1
2
ABF˜aB. (A.13)
Then the constraint equations become [73]:
{∇aA,∇bB} = 2AB∇ab,{
∇aA′ ,∇bB′
}
= A′B′
abcd∇cd,{
∇aA,∇bB′
}
= 2δba∇AB′ , (A.14)
[∇aA,∇BC′ ] = ABFaC′ ,
[∇aA′ ,∇BC′ ] = A′C′FaB,
[∇aA,∇bc] = abcdFdA,
[∇aA′ ,∇bc] = 2δa[bFc]A′ , (A.15)
∇aAFbA′ = 2FabAA′ ,
∇aA′FbB = abcdFcdBA′ ,
∇aAFbB = 2δbaFAB +
1
2
AB
bcdeFdeac,
∇aA′FbB′ = 2δabFA′B′ −
1
2
A′B′
acdeFdebc; (A.16)
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The recursion relations under the radial gauge (which now reads θaAΓaA+θ
A′
a Γ
a
A′ = 0)
become:
(1 + Υ)ΓaA = 2θ
bBABΓab + 2θ
B′
a ΓAB′ ,
(1 + Υ)ΓaA′ = 2θ
aBΓBA′ + A′B′
abcdθB
′
b Γcd,
ΥΓAA′ = BAθ
aBFaA′ + B′A′θB′a FaA,
ΥΓab = abcdθ
cAFdA + 2θA
′
[a Fb]A′ ,
ΥFaA′ = 2θbAFbaAA′ + 2θB′a FA′B′ −
1
2
bcdeθbA′Fdeac,
ΥFaA = 2θaBFAB +
1
2
acdeθbAFdebc + bacdθA
′
b FcdAA′ . (A.17)
At this point, these equations hold for the full 10-dimensional super-space, written in a
particularly suggestive basis. If we assume that the superconnection and all superfunctions
involved are invariant with respect to the translations in the bosonic portion of E6, then we
obtain a dimensional reduction to Mnc.29 In this case, the portion of the superconnection
∇ab is replaced by a anti-symmetric array of six complex scalars Fab in the following fashion:
∇ab → [Fab, ·] , FabAA′ → ∇AA′Fab, Fabcd → [Fab,Fcd] .
This completes the reduction to four dimensions.
A.2 Reduction to Chiral Super-space
We have now established that a superconnection A over the complex non-chiral Minkowski
space Mnc can be built from consistency conditions which are compatible with the N = 4
SYM field equations. In other words, we a can establish a precise correspondence between
solutions to the Yang-Mills equations and the fully non-chiral superconnection. The ques-
tion is, can a similar correspondence be deduced on the (4|8)-dimensional chiral Minkowski
space M?
To begin, we perform the reduction by setting θ¯aA = θA
′
a = 0, and investigate the
consequences. We are interested in expressing the constraints in terms of recursive relations
and Bianchi identities, so note that the radial gauge condition becomes:
θaAΓaA = 0. (A.18)
The recursive relations (A.17) now become (for the reduced fermionic Euler vector
Υ = θaA∂aA):
(1 + Υ)ΓaA = 2θ
b
AFba,
(1 + Υ)ΓaA′ = 2θ
aBΓBA′ ,
ΥΓAA′ = θ
a
AFaA′ ,
ΥFab = abcdθcAFdA,
ΥFaA′ = 2θbA∇AA′Fba,
ΥFaA = 2θaBFAB. (A.19)
29The dimensional reduction to a d = 6, N = 2 theory on a complex space-time with Euclidean real slice
is obtained by assuming invariance with respect to ∂AA′ .
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By theorem 10, these define a set of superfields satisfying the N = 4 SYM equations, albeit
independent of the anti-chiral coordinate θA
′
a . However, there are of course solutions to the
field equations which are not compatible with such chiral superconnections. So although
this reduction ensures the existence of a chiral superconnection, we lose the uniqueness
which gives us the ‘if and only if’ statements established in the non-chiral setting. We
now investigate what is required to close the chiral constraint equations and determine the
superconnection uniquely.
By performing our chiral reduction, we have eliminated FA′B′ and FaA, ΓaA′ become
auxiliary fields since they can be defined, order-by-order in θ, by the other fields using
(A.19). Additionally, we have ‘forgotten’ about the six-dimensional constraint equations
on E6 which arose via dimensional reduction. While this was fine in the non-chiral case,
the chiral reduction could make some of the constraint equations non-integrable since we
leave out the additional equations on E6.
The curvature constraint equations of interest are{∇a(A,∇B)b} = 0, [∇a(A,∇B)B′] = 0, (A.20)
which define the curvatures Fab and FaB′ respectively. If we choose these as our sole
constraint equations, it is clear that our formalism will no longer hold totally off-shell, since
there are additional constraints in (A.14)-(A.16). We will see that additional constraints
must be imposed which are precisely the field equations that are non-trivial in the SD
sector (i.e., those equations with no factors of the ’t Hooft coupling).
To see this, note that the first of the constraints in (A.20) yields the Bianchi identity
∇aAFbc = ∇A[aFbc]. (A.21)
The following lemma confirms that this is enough to determine Fab, FaA, and FAB without
imposing any of the N = 4 SYM field equations. We prove this for the lowest order
components, and observe that it holds for the higher components by using the recursion
relations.
Lemma A.2 Let ∇aA = ∂aA + ΓaA be an odd superconnection on a G-bundle E′ → C0|8,
subject to
{∇a(A,∇B)b} = 0. Then there is a one-to-one correspondence between such
connections and the field multiplet with lowest component {Φab,ΨaA, GAB}, where these
fields are understood to take values in End(E) ∼= gC.
Proof: As we are concerned with the purely odd superconnection, we restrict our attention
to a bundle E′ over the totally anti-commuting spacetime C0|8, charted by the θaA. In this
case, the twistor space is reduced to P1|4 with homogeneous coordinates (λA, χa), and the
reduced incidence relation
χa = θaAλA.
Hence, any point θ ∈ C0|8 corresponds to a line Xθ ∼= P1 ⊂ P1|4, while any (λ, χ) ∈ P1|4
corresponds to α(λ,χ), which is the ‘super’ portion of an α-plane in the chiral super-space
(or equivalently, the ‘super’-part of a null geodesic in M4|8).
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Define a bundle E → P1|4 with connection ∇aA pulled back to the reduced twistor
space from E′ → C0|8 with fibers
E(λ,χ) ≡
{
s ∈ Γ(α(λ,χ), E′) : λA∇aAs = 0
}
.
The constraint
{∇a(A,∇B)b} = 0 is the flatness condition on the α-planes, so that fibers
of E have the same dimension as fibers of E′, and End(E) = End(E′) ∼= gC. If E is a
holomorphic vector bundle, this determines ∇aA, so we must classify holomorphic vector
bundles over P1|4. Such bundles are determined by their ∂¯-operator, ∂¯ + A, where A ∈
Ω0,1(P1|4, gC ⊗O) and is holomorphic in the χa with no components in the χa-directions.
Explicitly, we can find a solution H to λA∇aAH = 0 which takes values in gC and is
holomorphic in θ (i.e., H is a frame of E). We then define
A = H−1∂¯H,
which means that λA∂aAA = 0, so A defines a genuine ∂¯-operator on E. The gauge freedom
in H is right multiplication by a gC-valued function γ(λ, λ¯, χ), so A transforms as
A → γ−1Aγ + γ−1∂¯γ,
as required for a (0, 1)-connection. Now, as there are no (0, 2)-forms on P1|4, it follows
immediately that ∂¯A = 0, so we can expand in fermions:
A = a+ χaψ˜a + 1
2
χaχaφab +
abcd
3!
χaχbχcψd +
χ4
4!
g,
where each bosonic contribution is a (0, 1)-form on P1 taking values in the proper homo-
geneity bundle, and by the ∂¯-closure of A, each lies in H0,1(P1,O(−n)) for n = 0, . . . , 4.
We can use gauge freedom to put A into the Woodhouse gauge, where all its bosonic
components define holomorphic (0, 1)-forms when restricted to the Xθ ∼= P1-fibers of the
twistor space over C0|8. As H0,1(P1,O) = H0,1(P1,O(−1)) = 0, this means that a = ψ˜a =
0, and the remaining fields can be given explicitly by choosing Euclidean reality conditions
and applying theorem 2:
φab = Φab
〈λˆdλˆ〉
〈λλˆ〉2 , ψ
a = ΨaAλˆ
A 〈λˆdλˆ〉
〈λλˆ〉3 , g = GABλˆ
AλˆB
〈λˆdλˆ〉
〈λλˆ〉4 .
Upon restoring x-dependence, the Φab, Ψ
a
A, and GAB are z.r.m. fields on M, and gauge
freedom is reduced to that of space-time gauge transformations. This completes the proof.
2
We must still account for the fermionic curvature FaA′ ; a Bianchi identity for this
portion of the curvature is read off from the fifth relation in (A.19), giving:
∇aAFbA′ = 2∇AA′Fab. (A.22)
Since there is mixing between the fields on both sides of this Bianchi identity and the
auxiliary fields FaA, ΓaA′ in the recursive relations, we need to append additional equations
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for this constraint to be consistent. The only possibilities are the field equations of N = 4
SYM itself. Lemma A.2 is a statement about the SD sector of the theory, so the required
the field equations are precisely those which are non-trivial in the instanton sector (i.e.,
λ = 0) for a general non-abelian gauge group. In terms of leading order field components,
these are (5.25), (5.27), and (2.33). This amounts to a proof of the following chiral version
of theorem 10:
Proposition A.1 Let ∇ = d + A be a chiral superconnection on the G-bundle E → M,
with A = ΓAA′dx
AA′ + ΓaAdθ
aA a gC-valued 1-form, and curvatures Fab, FaA′ as above.
If {Γ(0)AA′ ,Γ(0)aA,F (0)ab ,F (0)aA′} satisfy the field equations, and ∇ obeys{
∇a(A,∇bB)
}
= 0,
[
∇a(A,∇B)B′
]
= 0, (A.23)
∇aAFbc = ∇A[aFbc] ∇aAFbA′ = 2∇AA′Fab, (A.24)
(1 + Υ)ΓaA = 2θ
b
AFab, ΥΓAA′ = θbAFbA′ , (A.25)
subject to:
DBA′GAB −
{
Ψ˜a A′ ,Ψ
a
A
}
+
1
2
[
Φab, DAA′Φ¯
ab
]
= 0, (A.26)
DAA
′
ΨaA −
[
Ψ˜b A′ , Φ¯
ab
]
= 0, (A.27)
2Φab −
{
Ψ˜A
′
[b , Ψ˜a] A′
}
− λabcd {ΨcA,Ψd A} − λ
[
Φc[a, [Φ¯
cd,Φb]d]
]
= 0, (A.28)
then so do the resulting superfields {ΓAA′ ,ΓaA,Fab,FaA′}. Furthermore, the field equations
imply the constraints from which the recursive equations (A.25) are derived.
A.3 Explicit Superconnections
We now apply proposition A.1 to explicitly calculate the form of the superconnection; this
entails integrating the Bianchi identities (A.24) order-by-order in θ. For an abelian gauge
group, this is possible to all orders in θ quite easily; for a SU(N) gauge group we present
this up to O(θ4). At each order in θ, there are a finite number of irreducible expressions
in the fermionic variables; these will enable us to compactly represent superconnection
components and are given by the following table:
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Order of θ Irreducibles
O(θ) θAa
O(θ2) θ2 abAB = θ
[a
(Aθ
b]
B)
θ2 ab = θA(aθ
b)
A
O(θ3) θ3 abcABC = θ
[a
(Aθ
b
Bθ
c]
C)
θ3 Acab = θ
2 AB
ab θ
c
B
O(θ4) θabcd4 ABCD = θ
[a
(Aθ
b
Bθ
c
Cθ
d]
D)
θ4 ABab = θ
3 ABC
b θ
a
C = θ
3 ABCc
bc θ
a
C
θ4 abcd = θ2 ABabθ2 cdAB
O(θ5) θ5 ABCabc = θ
5 (ABC)
[abc]
θ5 Aabc = θ
4 ABa
c θ
b
B
O(θ6) θ6 ABab = θ
6 (AB)
[ab]
θ6 ab = θ
5 Ac(a
c θ
b)
A
O(θ7) θ7 Aa
O(θ8) θ8
It is equally important for us to know how arbitrary products of the θs decompose in
terms of these irreducibles. Some useful examples are:
θAaθBb = θ2 ABab − 1
2
ABθ2 ab
θAaθ2 BCbc = θ3 ABCabc +
AB
3
θ3 Cbca +
AC
3
θ3 Bbca
θAaθ2 bc =
4
3
θ3 Aa(bc)
θAaθ3 BCDbcd = θ4 ABCDabcd +
1
12
A(Bθ4 CD)ae 
ebcd
θAaθ3 Bbcd =
1
8
θ4 ABde 
ebca +
1
2
ABθ4 bcad
Abelian gauge group
If we suppose that our fields live in the abelian gauge group U(1), then solving for the
superconnection is relatively easy. Using the radial gauge condition and the fact that
Fab = F[ab], it follows immediately that we can set our initial data to be
F (0)ab = Φab, Γ(0)aA = 0, F (0)bA′ = Ψ˜bA′ , Γ(0)AA′ = AAA′ . (A.29)
For abelian gauge group all commutators vanish, so the ∇aA appearing in (A.24) can
be replaced by ∂aA. This means that rather than integrate the Bianchi identity order-by
order for Fab, we can simply note that
∂dD∂eE∂aAFbc = ∂dD∂eE∂A[aFbc].
As ∂dD∂eE anti-commute, it is clear that this entire expression is skew over all five R-
symmetry indices: [deabc]. But as the R-symmetry only ranges from 1, . . . , 4 this implies
that
∂dD∂eE∂aAFbc = 0.
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Combined with anti-symmetry of the indices on the curvature itself, we can easily see the
correct expansion for Fab,
Fab = Φab + 3
2
ΨabdAθ
dA + 2GABθ
2 AB
ab , (A.30)
where ΨabdA ≡ abcdΨcA. Feeding this into (A.25), we find
ΓaA = Φabθ
b
A + ΨabdBθ
2 Bdb
A +GBCθ
3 BC
aA . (A.31)
For the even portion of the superconnection, the initial data immediately determines
Γ
(1)
AA′ = θ
b
AΨ˜bA′ .
The Bianchi identity at O(θ0) is simply
∂aAF (1)bA′ = 2∂AA′F (0)ab = 2∂AA′Φab
⇒ F (1)bA′ = 2∂BA′ΦabθaB.
The recursion relation then gives
Γ
(2)
AA′ = ∂BA′Φabθ
2 Bba
A .
At O(θ), the Bianchi identity reads
∂aAF (2)bA′ = 3∂AA′ΨabdBθdB,
which is only integrable (by reference to our algebra of super-space coordinates) if ∂AA′ΨabdB =
∂A′(AΨB)abd. This integrability condition is satisfied precisely when we apply the N = 4
field equation (A.27), which allows the first order Bianchi identity to be integrated:
F (2)bA′ =
3
2
∂DA′ΨabdBθ
2 DBad.
This in turn provides us with the third-order portion of the even connection:
Γ
(3)
AA′ = −
1
2
∂DA′ΨabdBθ
3 DBbad
A −
1
6
∂AA′ΨabdBθ
3 Badb − 1
6
∂DA′ΨabdAθ
3 Dadb.
Finally, the Bianchi identity at O(θ2) reads
∂aAF (3)bA′ = 4∂AA′GBCθ2 BCab ,
which also comes with an integrability condition: ∂DA′GBC = ∂A′(DGBC). This is again
satisfied upon recourse to the field equation (A.26), so we can obtain the curvature at third
order and consequently the final (fourth-order) contribution to the connection:
F (3)bA′ = −
4
3
∂DA′GBCθ
3 DBC
b , Γ
(4)
AA′ = −
1
3
∂DA′GBCθ
4 BCD
A .
This provides the total expression for the even portion of the super-connection:
ΓAA′ = AAA′ + θ
b
AΨ˜bA′ + ∂BA′Φabθ
2 Bba
A −
1
2
∂DA′ΨabdBθ
3 DBbad
A −
1
6
∂AA′ΨabdBθ
3 Badb
− 1
6
∂DA′ΨabdAθ
3 Dadb − 1
3
∂DA′GBCθ
4 BCD
A . (A.32)
So the full abelian superconnection is given by
A U(1) = ΓAA′dx
AA′ + ΓaAdθ
aA,
with the components given by (A.31)-(A.32).
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SU(N) gauge group
For a non-abelian gauge group SU(N), integrating the Bianchi identities order-by-order is a
rather cumbersome task. We present some partial results for both the odd (ΓaA) and even
(ΓAA′) portions of the superconnection. Again, we begin with the initial ansatz (which
follows itself from the choice of radial gauge and integrability condition):
F (0)ab = Φab, Γ(0)aA = 0.
From this, we can readily use the recursion equations to get
Γ
(1)
aA = Φabθ
b
A. (A.33)
We now write down the Bianchi identity at zeroth-order, which reads:
∂aAF (1)bc = ∂A[aF (1)bc] ,
whose solution we can pull directly from the abelian case:
F (1)bc =
3
2
ΨabdAθ
dA, Γ
(2)
aA = ΨabdBθ
2 dbB
A , (A.34)
as before.
The first meaningful difference from the abelian theory appears when we write down
the Bianchi identity at order one:
∂aAF (2)bc +
[
Γ
(1)
aA,F (0)bc
]
= ∂A[aF (2)bc] +
[
Γ
(1)
A[a,F
(0)
bc]
]
.
Now, we can use our prior results to fill in the known quantities in this equation, leaving
∂aAF (2)bc = ∂A[aF (2)bc] + θdA
(
2
3
[Φda,Φbc]− 1
3
[Φbd,Φac] +
1
3
[Φcd,Φab]
)
.
We know that F (2)bc can contain a term from the abelian case, but we must now consider
additional terms which solve the fully non-abelian Bianchi identity. A bit of intuition shows
that the correct ansatz is κ[Φb(a,Φd)c]θ
2 ad, and plugging this into the above equation allows
us to fix κ = −1. Hence, we obtain:
F (2)ab = 2GABθ2 ABab −
[
Φa(c,Φd)b
]
θ2 cd,
from which we find
Γ
(3)
aA = GDBθ
3 DB
Aa −
2
3
[
Φa(c,Φd)b
]
θ
3 b(cd)
A . (A.35)
The situation becomes increasingly more complex as we consider the Bianchi identity
at second order. A lengthy but straightforward calculation along the lines of the O(θ) case
eventually reveals:
F (3)bc =
(
3
[
Φd[c,Ψb]aeB
]− 2 [ΨBde[c,Φb]a]) (θ3 Be(da) − θ3 Beda)+ 34 [Φd[c,Ψb]aeB] θ3 Ba(ed),
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leading to
Γ
(4)
aA =
(
3
5
[
Φd[b,Ψa]feA
]− 2
5
[
ΨAde[b,Φa]f
])
θ4 e[df ]b − 3
20
[
Φd[b,Ψ a]feA
]
θ4 f(ed)b
−
(
3
20
[
Φd[b,Ψa]feB
]− 1
10
[
ΨBde[b,Φa]f
])
θ
4 B[f
A c 
d]ceb +
3
80
[
Φd[b,Ψa]feB
]
θ
4 B(d
A c 
e)cfb.
(A.36)
Note that this is the first superconnection component which is totally new in the non-
abelian case; the abelian superconnection terminates at third order (A.31).
For the even portion of the superconnection the initial data
F (0)aA′ = Ψ˜aA′ , Γ(0)AA′ = AAA′ (A.37)
immediately gives us the even connection to first order in θ using the recursive relations
(A.25):
Γ
(1)
AA′ = θ
b
AΨ˜bA′ . (A.38)
Now, the relevant Bianchi identity at O(θ0) reads
∂aAF (1)bA′ = 2DAA′Φab,
which is easily integrated to give
F (1)bA′ = 2DAA′ΦabθaA, Γ(2)AA′ = DBA′Φabθ2 BbaA . (A.39)
Writing out the Bianchi identity at O(θ) gives:
∂aAF (2)bA = 3DAA′ΨabdBθdB + θdA
(
2
[
Ψ˜dA′ ,Φab
]
−
[
Φad, Ψ˜bA′
])
.
As in the abelian case, we will need the field equation (A.27) to make the Bianchi identity
integrable due to our chiral reduction. A straightforward calculation eventually gives
F (2)bA′ =
3
2
DA′(AΨB)abdθ
2 ABad + θ2 ad
[
Φb(a, Ψ˜d)A′
]
.
Feeding this into the recursion relations and using the algebra for fermionic coordinates
yields the third-order portion of the connection:
Γ
(3)
AA′ =
1
2
DA′(BΨC)abdθ
3 BCabd
A −
1
6
DA′(AΨC)abdθ
3 Cadb − 1
6
DA′(BΨA)abdθ
3 Badb
+
4
9
θ
3 b(ad)
A
[
Φb(a, Ψ˜d)A′
]
. (A.40)
Additional connection components can be calculated up to O(θ8) for the both the odd
and even superconnections, but the calculations are rather long and tedious so we stop
here.
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B Coulomb Branch on Twistor Space
In Section 3, we saw that the twistor action forN = 4 SYM provided an efficient mechanism
for computing tree-level and finite loop-level scattering amplitudes via the MHV formalism.
To truly capture all loop amplitudes though, we require a regularization mechanism on
twistor space to deal with IR divergences. The mass regularization scheme of [129] seems
like the best candidate; in order for this to work we need to access the Coulomb branch
on twistor space. In this appendix, we show that this is possible and leads to Kiermaier’s
massive MHV formalism [132, 133], which can be seen as a generalization of the massive
MHV rules of Boels and Schwinn (c.f., [266, 267]). In principle, this provides a mechanism
for regularizing divergent quantities on twistor space, although we are still far from being
able to implement this regularization in a practical fashion that is self-contained in twistor
space.
B.1 Coulomb Branch and Mass Regularization
N = 4 SYM has a quantum moduli space obtained by giving vacuum expectation values to
the six scalar fields Φab. The scalars transform under supersymmetry in the same multiplet
as the gauge fields and hence the moduli space is called the Coulomb branch of the theory.
We begin with N = 4 SYM at the origin of the moduli space with unbroken gauge
group U(N) and R-symmetry group SU(4)R. We then move onto the Coulomb branch by
giving the following vacuum expectation value to the scalar fields
〈Φab〉 = ab diag( υ1IN1 , υ2IN2 , . . . ) . (B.1)
This breaks the gauge group spontaneously to the product
∏
r U(Nr) and the R-symmetry
group to the subgroup Sp(4)R that leaves invariant the symplectic form ab. Following
[131] we choose
ab =
(
iσ2 0
0 iσ2
)
, (B.2)
manifesting a SU(2)R × SU(2)R subgroup that will play an important role in classifying
the structure of scattering amplitudes on the Coulomb branch.
The spectrum now consists of massless and massive particles. There are massless
supermultiplets in the adjoint of the unbroken gauge group
∏
r U(Nr) containing the fa-
miliar massless gluons g±, fermions Ψ˜a A′ , ΨaA in the fundamental 4, and scalars Φab in
the antisymmetric tensor 6 of an unbroken SU(4)R symmetry. In addition, there are
now massive supermultiplets in the bifundamentals of the gauge groups U(Ni) × U(Nj)
with masses mij = υi − υj . These contain massive vector bosons W± with longitudi-
nal component WL = 1√
2
(w12 + w34) arising from scalars in the direction of the vac-
uum expectation value, fermions ωa in the fundamental 4, and the remaining scalar fields
{ 1√
2
(w12 − w34), w13, w23, w14, w24} transforming in the 5 representation of the remaining
unbroken Sp(4)R symmetry. In terms of the motivating picture from AdS geometry, the
gauge group U(Ni) represents a stack of Ni D3-branes located a distance υi from the AdS5-
boundary, and the massive bifundamental mij is given by a string stretching between two
such stacks.
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p1, m1
p2, m2
p3, m3
x1, υ1 x2, υ2
x3, υ3
Figure 28. The assignment of VEVs to external regions and masses to external particles
(x1, υ1)
(x2, υ1)
(x3, υ1)
(x4, υ1)
(z1, 0) (z2, 0)
Figure 29. A 4-particle, 2-loop example of the massive regularization: external particles and full
internal lines are massless, while legs on the outside of the loop have mass υ1.
For planar amplitudes on the Coulomb branch with incoming momenta {p1, . . . , pn},
momentum conservation is made manifest by introducing region coordinates {x1, . . . , xn}
forming a definite polygon
(xi+1 − xi)2 = m2i
where (m1, . . . ,mn) are masses and the incoming momenta are identified as pi = xi+1−xi.
Incoming particles transform in bifundamentals, so to have non-vanishing planar ampli-
tudes, we assign gauge groups U(N1), . . . ,U(Nn) with the vacuum expectation values
{υ1, . . . , υn} to external regions as shown in Figure 28. The masses mi = υi+1 − υi then
automatically satisfy the condition
∑
imi = 0.
For loop amplitudes we may also assign gauge groups and vacuum expectation values to
all internal regions. Following [129, 132], we assign the same U(N) with vacuum expectation
value υ to all internal regions and then use the translational freedom in (υ, υ1, · · · , υn) to
choose υ = 0. The planar limit where N  Ni ensures that the leading contribution to
such amplitudes are planar diagrams with all internal lines massless.
Furthermore, when all external regions are assigned the same gauge group with vac-
uum expectation value υ1, the incoming particles are all massless and the above framework
becomes the AdS regulation scheme for amplitudes at the origin of the moduli space first
proposed by [129] (see [130] for a review). It has been shown that these mass-regularized
amplitudes enjoy an exact dual superconformal symmetry, hence providing a regulariza-
tion for the theory which does not obscure its Yangian symmetry algebra (in contrast to
dimensional regularization). A simple example is illustrated in Figure 29.
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We expand scattering amplitudes in the vacuum expectation values {υ1, . . . , υn}, or
equivalently in the masses {m1, . . . ,mn} subject to the condition
∑
imi = 0. Hence, we
would like to decompose the incoming momenta pi into an O(0) massless momentum and
an O(m2i ) correction. This is achieved using an auxiliary null vector q
µ to decompose the
momentum
pi = p
⊥
i +
m2i
2pi · q q . (B.3)
The massless perpendicular component may then be expressed in terms of two-component
spinors as p⊥AA′ = |i⊥〉A [i⊥|A′ . The polarization vectors of massive on-shell states are
defined using the auxiliary null vector qAA
′
= |q〉A[q|A′ and hence scattering amplitudes
will depend explicitly on spinors |q〉A and |q]A′ .
The supersymmetry algebra on the Coulomb branch is extended to include the central
charge Zab = ab in the direction of the vacuum expectation value. The on-shell mas-
sive supermultiplets containing the vector boson states W+, W−, WL = 1√
2
(w12 + w34),
fermions ωa, and scalars {w13, w14, w23, w24, (w12−w34)}, then transform under extended
supersymmetry in a BPS supermultiplet. The extended supersymmetry algebra is realised
on-shell by chiral superfields
X(η) = W+ + ηaωa +
1
2!
ηaηbwab +
abcd
3!
ηaηbηcω¯d +
abcd
4!
ηaηbηcηdW− . (B.4)
The scattering amplitudes on the Coulomb Branch are then combined into superamplitudes
〈X1 . . . Xn〉.
The MHV formalism at the origin of the moduli space [17] provides a perturbative
expansion of scattering amplitudes in gauge theories that is drastically more efficient than
Feynman diagram methods, and as we have seen, has a natural expression in twistor space.
Kiermaier proposed an extension of the MHV formalism for scattering amplitudes on the
Coulomb branch of N = 4 SYM [132]. In this massive MHV formalism, there are three
classes of vertices at O(m0i ), O(mi) and O(m
2
i ) in the particle masses which are holomorphic
in the perpendicular spinors |i⊥〉 associated with the reference null vector qAA′ . The three
classes of vertex are given explicitly by the formulae30:
δ(8)
(∑
i
|i⊥〉ηi
)
〈1⊥2⊥〉 · · · 〈n⊥1⊥〉 , (B.5)
(∑
i
mi〈1⊥i⊥〉
〈1⊥q〉〈i⊥q〉
) δ(4)12 (∑
i
|i⊥〉ηi
)
δ
(2)
34
(∑
i
〈qi⊥〉ηi
)
+ {12↔ 34}
〈1⊥2⊥〉 · · · 〈n⊥1⊥〉 , (B.6)
(∑
i
mi〈1⊥i⊥〉
〈1⊥q〉〈i⊥q〉
)2 δ(4)1234(∑
i
〈qi⊥〉ηi
)
〈1⊥2⊥〉 · · · 〈n⊥1⊥〉 , (B.7)
30Here and elsewhere we suppress an overall bosonic momentum-conserving delta-function
δ8
(∑
i |i⊥〉A [i⊥|A
′)
.
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where the superscripts denote overall Grassmann degree and the subscripts indicate which
components of the SU(2)R × SU(2)R broken R-symmetry the fermionic delta-functions
occupy.
The propagators are now massive scalar Feynman propagators of the form 1/(p2−m2).
For a propagator bounding two regions x1 and x2 (which may be either internal or external)
and associated vacuum expectation values υ1 and υ2, we have the propagator
1
(x1 − x2)2 − (υ1 − υ2)2 .
The propagators are then assigned holomorphic spinors |p〉A = pAA′ |q]A′ using the anti-
holomorphic component of the reference vector qAA
′
= qAqA
′
in the same fashion as the
MHV formalism at the origin of the moduli space. These massive propagators arise from
the resummation of the massless scalar propagator corrected by O(m2i ) two-point vertex
insertions (O(m0i ) and O(m
1
i ) 2-point vertices vanish for kinematic reasons) [132]. This
massive MHV formalism is known to be correct via recursive arguments [133], but it can
also be derived organically from the twistor action.
B.2 Coulomb Branch Twistor Action
In order to probe the Coulomb branch of N = 4 SYM, we must first understand how to
represent to scalar VEV on twistor space. This amounts to constructing cohomological
representatives for a constant scalar field on space-time. We then expand the twistor
action for N = 4 SYM around such background fields, and hence provide a derivation of
the massive MHV rules.
First consider a free massless scalar Φ(x). Solutions of the wave equation 2Φ(x) = 0
may be constructed from a cohomology class on (bosonic) twistor space φ ∈ H1(PTb,O(−2))
via the Penrose transform. If we work in the Cˇech representation, the simplest twistor func-
tion of homogeneity -2 is the elementary state (c.f., [39])
φ(Z) =
IαβPαQβ
(PαZα)(QβZβ)
, (B.8)
which becomes singular on the planes defined by
P = {Zα| PαZα = 0} and Q = {Zα| QαZα = 0} .
Therefore the pullback φ(λA, ix
AA′λA) to any line X has simple poles on the intersection
points X ∩ P and X ∩Q, and the compact contour Γ in the Penrose transform is taken to
surround one pole or the other, as illustrated in figure 30. Denoting the spinor components
of the auxiliary dual twistors by Pα = (p
A, pA′) and Qα = (q
A, qA′), the Penrose transform
becomes the contour integral
Φ(x) =
1
2pii
∮
Γ
pAq
A
λA(pA − ixAA′pA′) λB(qB − ixBB′qB′)Dλ . (B.9)
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P ∩X
Q ∩X
Γ
X
Figure 30. Geometric representation of the Penrose transform (B.9)
The contour integral is easily evaluated with the result
Φ(x) =
y2
(x− y)2 , (B.10)
where the space-time point
yAA
′
=
pAqA
′ − qApA′
〈p q〉
corresponds to the line Y = P ∩ Q in twistor space. The contour integral is well defined
when the poles at X ∩P and X ∩Q do not coincide, or equivalently when the twistor lines
X and Y are skew. If the lines X and Y intersect, then (x − y)2 = 0 and the solution
becomes singular.
Now, moving yAA
′
towards infinity in space-time, the solution (B.9) tends towards
unity at all finite distances. This requires that the intersection P ∩ Q becomes the line
at infinity I and hence that the dual twistors take the form Pα = IαβP
β and Qα =
IαβQ
β, which have components Pα = (p
A, 0) and Qα = (q
A, 0). This removes any position
dependence from the Penrose transform and leads to a constant solution:
Φ(x) =
1
2pii
∮
Γ
pAq
A
(pAλA)(qBλB)
Dλ = 1 .
Here we see clearly how the vacuum expectation value requires the introduction of the
infinity twistor Iαβ into the formalism, explicitly breaking the conformal symmetry.
Thus we have found a class of Cˇech cohomology representatives for the vacuum expec-
tation value of a scalar field:
φ˜(Z) =
IαβP
αQβ
(IαβPαZβ)(IαβQαZβ)
. (B.11)
An equivalent representative can also be found for the Dolbeault representative of the VEV,
which takes the obvious form:
φ˜(Z) =
IαβP
αQβ
IαβPαZβ
∂¯
(
1
IαβQαZβ
)
. (B.12)
This background field is very convenient for computations of scattering amplitudes in axial
gauge and in this context, the spinor qA becomes that used to define the polarisations of
massive on-shell states. Note also that the representatives (B.11), (B.12) are independent
of the choice of space-time signature or reality conditions on PT.
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If we fix Euclidean reality conditions, then yet another representation of the constant
scalar VEV is available. Using the basis (2.11), any representative of a cohomology class
in H1(PTb,O(−2)) can be written as
φ˜ = φ˜0eˆ
0 + φ˜A′ eˆ
A′ .
Fixing Woodhouse gauge, compactness and dimensionality of the P1 fibers gives φ˜0 =
φ˜0(x) = 1. So we may choose any Euclidean signature Dolbeault representative for the
VEV of the form:
φ˜(Z) =
〈λˆdλˆ〉
〈λλˆ〉2 + φ˜A
′ e¯A
′
. (B.13)
By comparison with the signature-independent representatives of (B.11) or (B.12), we
see that a choice is always implicit in the definition of the twistor representative. In the
signature-independent case, it is the choice of spinors pA and qA, while in the Euclidean
case it is the choice of anti-holomorphic involution.
Finally, we must extend the twistor background field corresponding to the scalar VEV
to the context of the Coulomb branch of N = 4 SYM. Recall that the full supermultiplet
at the origin of the moduli space is encoded in the (0, 1)-form A of (2.37). To include the
scalar VEV, we introduce the background expectation value
〈φab〉 = abU, (B.14)
where
U =
 υ1IN1 0 · · ·0 υ2IN2 · · ·
...
. . .
 .
Hence, we simply introduce the twistor space background field
U(Z) = abχaχbφ˜(Z)U, (B.15)
where φ˜(Z) is one of the representatives (B.11), (B.12) or (B.13) discussed above and ab
is the R-symmetry breaking symplectic form (B.2).
Now, recall our formulation of the twistor action for N = 4 SYM at the origin of the
moduli space (3.4). By theorem 5, we know that this is (at least perturbatively) equivalent
to the space-time Chalmers-Siegel action. We now expand the twistor action around a new
background connection by replacing A → U +A, where U is the twistor VEV of (B.15).
We begin with holomorphic Chern-Simons theory on twistor space. Expanding around
the background connection with respect to U we find that
S1[U +A] = S1[A]
+
i
2pi
∫
PT
D3|4Z ∧ tr (U ∧ ∂¯A+A ∧ ∂¯U + 2U ∧ A ∧A+ 2A ∧ U ∧ U) . (B.16)
The interaction term in the twistor action is now
S2[U +A] =
∫
MR
d4|8X log det
(
∂¯ + U +A) |X , (B.17)
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and from this we can define a Coulomb branch twistor action:
S[A;U ] = S1[U +A] + λ S2[U +A]. (B.18)
This nomenclature is motivated by the following fact:
Proposition B.1 The Coulomb branch twistor action is classically equivalent to the space-
time Coulomb branch action of N = 4 in the sense that solutions to its Euler-Lagrange
equations are in one-to-one correspondence with solutions to the field equations up to space-
time gauge transformations. Additionally, upon fixing Woodhouse gauge and Euclidean
reality conditions, (B.18) is equal to the space-time action.
Proof: After implementing the Coulomb branch Higgs mechanism Φab → Φab + 〈Φab〉
which breaks the gauge group from U(N) → ∏ri=1 U(Ni), the space-time N = 4 action
picks up a correction:
SC = SCSD[A, Ψ˜,Φ] + λ I
C [Φ,Ψ],
where
SCSD =
∫
M
d4x tr
(
Ψ˜aA′Ψ˜
A′
b ˜
ab − 1
2
[AAA′ , ˜ab]D
AA′Φ¯ab − 1
4
[AAA′ , ˜ab]
[
AAA
′
, ˜ab
])
,
(B.19)
IC =
∫
M
d4x tr
(
2ΨaAΨ
bA˜ab +
1
4
[
˜ab, Φ¯cd
]
[Φab,Φcd] +
1
8
[
˜ab, Φ¯cd
]
[Φab, ˜cd]
)
. (B.20)
Here, we have made a notational simplification by combining the symplectic form and VEV
structure generator:
˜ab ≡ abU.
We follow the method of [28], and will ignore irrelevant numerical factors. As previously
noted, the Woodhouse gauge condition automatically fixes the remaining gauge freedom
to that of space-time, so it suffices for us to demonstrate that the massive corrections
in (B.18) are equal to (B.19)-(B.20). Let us first deal with S1[U + A]. With Euclidean
reality conditions, we make use of the basis (2.11) to expand A = A0e¯0 + AA′ e¯A′ , so the
Woodhouse gauge condition is simply:
∂¯∗|XA0 = 0.
Using the fact that H1(P1,O) = H1(P1,O(−1)) = 0 and theorems 2 and 3, we can write
the bosonic components of A in this gauge as:
a = aA′ eˆ
A′ , ψ˜a = ψ˜aA′ eˆ
A′ , φab = Φabeˆ
0 + φabA′ eˆ
A′ ,
ψa = 2
ΨaAλˆ
A
〈λλˆ〉 eˆ
0 + ψaA′ eˆ
A′ , g = 3
GABλˆ
AλˆB
〈λλˆ〉2 eˆ
0 + gA′ eˆ
A′ .
Here lowercase (Greek or Roman) coefficients are potentially functions of x, λ and λˆ, while
Φ, Ψ, and G are all the obvious z.r.m. fields on space-time. Using (B.13), we take
φ˜ = φ˜0eˆ
0 + φ˜A′ eˆ
A′ =
〈λˆdλˆ〉
〈λλˆ〉2 +
λˆAAAA′
〈λλˆ〉 eˆ
A′ ,
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for the scalar VEV.
After performing the fermionic integrals in the massive portion of S1, we obtain
S1 =
∫
PTb
D3Z ∧D3Z¯
〈λλˆ〉4 tr
[
abcd
4
(
˜ab(λ
B∂BA′φ
A′
cd + [aA′ , φcdA′ ])
+Φab(λ
B∂BA′ φ˜
A′ ˜cd + [a
A′ , φ˜A′ ˜cd]) + φabA′ [a
A′ , ˜cd]
)
abcd
(
˜abψ˜cA′ψ˜
A′
d −
1
4
φabA′ ∂¯0φ˜
A′ ˜cd − aA′ [˜ab, φ˜A′ ˜cd]
)]
.
Following [28], we integrate out Lagrange multipliers in the holomorphic Chern-Simons
portion of the action that depends only on A. This gives:
aA′ = λ
AAAA′ , ψ˜aA′ = Ψ˜aA′ , φabA′ =
λˆA
〈λλˆ〉DAA
′Φab.
These restrictions allow us to write S1 entirely in terms of space-time fields and derivatives:
S1 =
∫
PTb
D3Z ∧D3Z¯
〈λλˆ〉4 tr
(
2˜abΨ˜
a
aA′Ψ˜
A′
b − abcd
[
1
2
λˆAλB
〈λλˆ〉 [A
A′
B , ˜cd]DAA′Φab
−λ
AλˆB
〈λλˆ〉 [AAA
′ , ˜ab][A
A′
B , ˜cd] +
1
4
λBλˆC
〈λλˆ〉 DBA
′DA
′
C [˜ab,Φcd]
])
.
Finally, we use the fact that in Euclidean space-time signature PTb ∼=M× P1 to integrate
out all λ-dependence, leaving
S1 = 2S
C
SD +
∫
M
d4x tr
(
1
2
2[˜ab,Φab]
)
.
The final term in this expression is an exact derivative and vanishes, as required.
For the non-local portion of the Coulomb branch twistor action, we note that the
massive portion of S2 has the perturbative expansion
S2 =
∫
MR
d4|8X log det
(
∂¯ + U +A) |X =∫
M
d4|8X tr
(
log ∂¯|X +
∞∑
n=1
1
n
(−1
2pii
)n ∫
Xn
Dλ1
〈λnλ1〉(A1 + U1) · · ·
Dλn
〈λn−1λn〉(An + Un)
)
.
Here Ai, Ui indicate the respective fields pulled back to the curve Xi ∼= P1. Consequently,
we only need to consider A0 and M0 in our basis of (0, 1)-forms {eˆ0, eˆA′}. Due to the
fermionic integral d8θ in d4|8X, we keep only those terms which are proportional to θ8. In
Woodhouse gauge, A0 ∼ O(χ2), and the Sp(4) R-symmetry structure of U constrains this
sum considerably. There can be no terms higher than O(U2) and the series truncates at
O(A4). The O(U0) contribution simply reproduces S2[A] as expected; let us focus on the
first O(θ8), O(U) term.
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This goes as:
(
1
24pi3i
)∫
MR
d4|8X
∫
X3
3∏
i=1
Ki
〈λiλi+1〉tr
(
2
(3!)2
ΨaAλˆ
A
1
〈λ1λˆ1〉
ΨbBλˆ
B
2
〈λ2λˆ2〉
˜cd
λC1 λ
D
1 λ
E
1 λ
F
2 λ
G
2 λ
H
2 λ
I
3λ
J
3 efgahkjbθ
e
Cθ
f
Dθ
g
Eθ
h
F θ
k
Gθ
j
Hθ
c
Iθ
d
J
)
,
where Ki is the canonical homogeneous volume form on P1:
Ki =
〈λidλi〉 ∧ 〈λˆidλˆi〉
〈λiλˆi〉2
.
We can perform the integration along the X3 fiber using the relation:∫
X3
K3
λA3 λ
B
3 θ
c
Aθ
d
B
〈λ2λ3〉〈λ3λ1〉 = −4pii
(
λ
(A
1 λ
B)
2
〈λ1λ2〉2
)
θcAθ
d
B,
and after performing the d8θ integral, we are left with:
−1
3(3!)2pi2
∫
MR
d4x
∫
X2
K1 ∧K2 〈λ1λ2〉〈λ1λˆ1〉〈λ2λˆ2〉
tr
(
ΨaAλˆ
A
1 Ψ
b
Bλˆ
B
2 ˜ab
)
=
1
24
∫
M
d4x tr
(
ΨaAΨ
bA˜ab
)
.
Up to a normalization constant, this is the first term from IC in (B.20). The remaining
O(θ8) terms are of the form UΦ3 and U2Φ2 and yield the two remaining terms in a similar
fashion. 2
B.3 Massive MHV Formalism
Finally, we follow the analogy of the twistor action at the origin of the moduli space, and
consider the Feynman rules of the Coulomb branch twistor action (B.18) in CSW gauge.
We understand only how to describe massless external states in twistors space and therefore
all mass terms will be treated perturbatively. The complete massive MHV rules are only
obtained once the two-point amplitudes are resummed in momentum space.
We choose an axial gauge with reference twistor ZI∗ = (0, qA
′
, 0), and impose this gauge
with respect to the new connection:
ZI∗
∂
∂ZI
y(U +A) = 0. (B.21)
As this removes one component from the connection, the cubic Chern-Simons term in
S1[U +A] vanishes, leaving us with:
i
2pi
∫
PT
D3|4Z ∧ tr (A ∧ ∂¯A+ U ∧ ∂¯A+A ∧ ∂¯U) .
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Hence, the only portion of the action which is quadratic with respect to the gauge field A
is the abelian Chern-Simons term A ∧ ∂¯A,31 so the twistor propagator is the same as for
the theory at the origin of the moduli space, which we know from (3.22):
∆(Z1, Z2) = δ¯
2|4(Z1, Z∗, Z2), (B.22)
The remaining linear contributions from the Chern-Simons term can be treated as inter-
action vertices, which vanish for kinematical reasons.
We now consider the vertices generated by expanding the non-local part of the Coulomb
branch twistor action. All such vertices will clearly be generated by the non-local S2[U+A]
portion of (B.18), so we will make use of the perturbative expansion of log-det. Pulling
back the Dolbeault twistor background field U of (B.12) to the line X ⊂ PT, we find
U|X(λ) = 〈p q〉〈λ p〉 δ¯
1(〈qλ〉) ab〈θaλ〉〈θbλ〉U
=
〈p q〉
〈λ p〉 δ¯
1(〈qλ〉) (〈θ1λ〉〈θ2λ〉+ 〈θ3λ〉〈θ4λ〉) U, (B.23)
where δ¯1 is the homogeneity −1 delta (0, 1)-form on P1 and in the second line we have
used the symplectic form. The spinors pA and qA are the homogeneous coordinates on
X ∼= P1 of the intersection points P ∩ X and Q ∩ X. We can now insert this expression
into the perturbative expansion of log det(∂¯ + UA)|X to read off the interaction vertices.
The reduced R-symmetry associated with the symplectic form means that all terms in this
expansion of order greater than two in U must vanish, so we are left with three classes of
vertices:
O(υ0i ) contributions
The first contributions from the non-local term contain no insertions of the background
VEV and are identical to the vertices at the origin of the moduli space:∫
M
d4|8X
∞∑
n=2
1
n
(
1
2pii
)n ∫
Xn
Dλ1 · · ·Dλn
〈λ1λ2〉 · · · 〈λnλ1〉tr (A(λ1) · · · A(λn)) , (B.24)
where A(λ) denotes the pullback to the line X. As we established in Chapter 3, each
term in this expression is the n-particle MHV vertex of N = 4 SYM. We will ignore the
numerical factors of 1/n and (2pii)−1 appearing in front of all vertices.
31We treat quadratic corrections in the log-det term as interactions, just as we did at the origin of the
moduli space.
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O(υ1i ) contributions
Now consider terms with a single insertion of the background field U . The terms containing
(n− 1) further insertions of the twistor field A are∫
M
d4|8X
∫
Xn
Dλ1 · · ·Dλn
〈λ1λ2〉 · · · 〈λnλ1〉
n∑
j=1
tr (A(λ1) · · · U(λj) · · · A(λn))
=
∫
M
d4|8X
∫
Xn
Dλ1 · · ·Dλn
〈λ1λ2〉 · · · 〈λnλ1〉
n∑
j=1
〈p q〉
〈λj p〉 δ¯
1(〈q λj〉)ab〈θaλj〉〈θbλj〉
× tr (A(λ1) · · · A(λj−1)UA(λj+1) · · · A(λn)) .
Now performing the λj integral against the delta function and relabelling indices, we find
new vertices∫
M
d4|8X ab〈θaq〉〈θbq〉
∫
Xn
Dλ1 · · ·Dλn
〈λ1λ2〉 · · · 〈λnλ1〉
×
n∑
j=1
〈λjλj+1〉
〈λjq〉〈qλj+1〉 tr (A(λ1) · · ·Uj · · · A(λn)) , (B.25)
where the notation Uj indicates that the generator U is inserted in between the generators
of A(λj) and A(λj+1) in the colour trace.
O(υ2i ) contributions
We can apply the same analysis when there are two insertions of the background field U .
Since the VEV generates an abelian subalgebra (i.e., [U,U] = 0), we find vertices of the
form:∫
M
d4|8X
(
ab〈θaq〉〈θbq〉
)2 ∫
Xn
Dλ1 · · ·Dλn
〈λ1λ2〉 · · · 〈λnλ1〉
×
n∑
i=1
n∑
j=1
〈λiλi+1〉
〈λiq〉〈qλi+1〉
〈λjλj+1〉
〈λjq〉〈qλj+1〉 tr (A(λ1) · · ·Ui · · ·Uj . . .A(λn)) . (B.26)
In the bra-ket notation employed in this appendix, the momentum eigenstates (3.13)
for the massless on-shell N = 4 supermultiplet are
Ai =
∫
C
ds
s
exp
[
s ([µ i⊥] + χ · ηi)
]
δ¯2
(
s|λ〉 − |i⊥〉
)
Ti, (B.27)
which describes a state with momentum p⊥i = |i⊥〉[i⊥| and supermomentum |i⊥〉ηi and in
the direction of the generator Ti. Pulling this field back to the line X we find
A(λi) =
∫
C
ds
s
exp
[
s (ix · |i⊥〉[i⊥|+ θ · |i⊥〉ηi)
]
δ¯2
(
s|λ〉 − |i⊥〉
)
Ti (B.28)
We now insert these momentum eigenstates into the vertices of the Coulomb branch twistor
action.
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After performing the ds parameter integrals, the λj-integrals are performed against the
remaining δ¯1-functions, replacing |λj〉 with the perpendicular spinors |j⊥〉, and the bosonic
space-time integral generates a momentum conserving delta-function via Nair’s lemma:∫
d4x exp
(
ix ·
n∑
i=1
|i⊥〉[i⊥|
)
= δ4
(
n∑
i=1
|i⊥〉〈i⊥|
)
.
For vertices (B.24) with no background field insertions, the fermionic space-time in-
tegral produces the corresponding supermomentum conserving delta-function. However,
vertices with background field insertions depend on the fermionic coordinates, and the
computation is altered. In the case of a single background field insertion for vertices
(B.25), we have∫
d8θ
(〈θ1q〉〈θ2q〉+ 〈θ3q〉〈θ4q〉) exp(θ ·∑
i
|i⊥〉ηi
)
= δ
(4)
12
(∑
i
|i⊥〉ηi
)
δ
(2)
34
(∑
i
〈qi⊥〉ηi
)
+ δ
(4)
34
(∑
i
|i⊥〉ηi
)
δ
(2)
12
(∑
i
〈qi⊥〉ηi
)
, (B.29)
and similarly when there are are two background field insertions as in (B.26),∫
d8θ 〈θ1q〉〈θ2q〉〈θ3q〉〈θ4q〉 exp
(
θ ·
∑
i
|i⊥〉ηi
)
= δ
(4)
1234
(∑
i
〈qi⊥〉ηi
)
. (B.30)
Now consider the colour structure of the vertices. The generator Tj lives in the bifun-
damental of U(Nj) × U(Nj+1) and corresponds to the on-shell multiplet with momentum
p⊥j and mass mj = υj+1 − υj . Since the vacuum generator takes the form
U =
 υ1IN1 0 · · ·0 υ2IN2 · · ·
...
. . .

we find that
tr(. . .Tj−1 UTj . . .) = υj tr(. . .Tj−1 Tj . . .)
and similarly
tr(. . .Ti−1 UTi . . .Tj−1 UTj . . .) = υiυj tr(. . .Ti−1 Ti . . .Tj−1 Tj . . .)
which holds for all values of i and j including when i = j. Hence, all n-particle vertices
contain an overall factor of the colour trace tr(T1 . . .Tn).
So omitting the momentum conserving delta-function and planar colour trace common
to all three classes of vertices (B.24)-(B.26), the insertion of the momentum eigenstates
yields the following three series of vertices:
δ(8)
(∑
i
|i⊥〉ηi
)
〈1⊥2⊥〉 · · · 〈n⊥1⊥〉 (B.31)
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(∑
i
υi 〈i−1⊥i⊥〉
〈i−1⊥q〉〈i⊥q〉
) δ(4)12 (∑
i
|i⊥〉ηi
)
δ
(2)
34
(∑
i
〈qi⊥〉ηi
)
+ {12↔ 34}
〈1⊥2⊥〉 · · · 〈n⊥1⊥〉 (B.32)
(∑
i
υi 〈i−1⊥i⊥〉
〈i−1⊥q〉〈i⊥q〉
)2 δ(4)1234(∑
i
〈qi⊥〉ηi
)
〈1⊥2⊥〉 · · · 〈n⊥1⊥〉 (B.33)
A simple application of the Schouten identity then shows
n∑
i=1
υi 〈i−1⊥i⊥〉
〈i−1⊥q〉〈i⊥q〉 =
n∑
i=1
mi〈κi⊥〉
〈κq〉〈i⊥q〉 (B.34)
for any spinor κA. In particular, setting |κ〉 = |1⊥〉 we recover precisely the Coulomb
branch MHV vertices (B.5)-(B.7).
The final step in recovering the full massive MHV rules is to derive the massive prop-
agator. In the original derivation, this arises by re-summing the O(υ2i ) 2-point corrections
to the massless scalar propagator 1/p2. On twistor space, such corrections arise in pre-
cisely the same fashion. That is to say, although the O(υ0i ) and O(υ
1
i ) 2-point corrections
to ∆(Z1, Z2) vanish for kinematic reasons, the O(υ
2
i ) corrections do not. A calculation
reveals that upon inserting such a 2-point vertex on twistor space and then transforming
to momentum space (see [29] for details), the propagator is corrected to give
−m
2
I
p4
,
where mI represents the sum of masses flowing into the 2-point correction. The infinite
sum of such corrections then forms a geometric series which is re-summed to give
1
p2 −m2I
, (B.35)
in precise accordance with the massive MHV rules of [132].
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