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Using the combinatorial techniques developed by Barcelo and Bergeron, we 
construct a B,-module, called U(n), related to the Orlik-Solomon algebra of the 
hyperoctahedral hyperplane complements lattice (OS(&)) [lo, 13). The &-modules 
Z(n) and os(B,) are analogous to the modules for the symmetric group which 
occur in the context of the free Lie algebra and the partition lattice. In particular 
we show that the module U(n) is the transpose of the module OS@,) tensored by 
a sign representation. As a by-product we show that the action of B, on a natural 
basis of Y(n) is block triangular. The blocks are indexed by the conjugacy classes 
of B, and have dimension equal to the number of elements in such a class. We also 
compute the characters of this action restricted to each block. 0 1991 Academic 
Press. Inc. 
I. INTRODUCTION 
The relation between the free Lie algebra and the partition lattice 
(hypertetrahedral hyperplane complements lattice) has received considerable 
attention recently [16, 8,2, 1, 3, 9, 71. Here we want to extend the work of 
[2] to the case of the hyperoctahedral group B,. Our goal is to construct, 
for B,, a space with properties analogous to those between the free Lie 
algebra and the partition lattice. We also want to compute the characters 
of the action of B, on the parts indexed by conjugacy classes in this space. 
Let us denote by os(B,) the Orlik-Solomon algebra [13] of the hyper- 
octahedral hyperplane complements lattice. To present this space, we 
choose to use the description of G. I. Lehrer in [lo]. For that, let us 
introduce some notation. 
The group B, has three types of reflecting hyperplanes: 
Ag: ti- &=O, B,: &+&=O, ci: (,=O 
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(i#j), where tl, L . . . . 5, are the coordinate functions in R”. To each of 
the reflecting hyperplanes of II,,, we associate the generators ati, b,, and Cj, 
respectively (for convenience, aij = aj2 and b, = b+). The algebra os(B,) is 
then generated by the set .@ = (a,, b,, cjl 1 <i <j< n> subject to the 
relations 
xy = -yx (X,YEB) 
and for x1, x2, . . . . x, E a, if codim(X, n X2 n . . . n X, ) -c s (Xi is the hyper- 
plane corresponding to xi) then 
3(x, x2 * . * x,) = i$l (-l)‘Xl . ..Pj...X.==O. 
From this last equation, we deduce the relations 
UikUjk=a*aij-ajkati 
b,bjk= bikU#- b.ikav 
a,cj = aijci - cjci 
b,c, = bqci - cjci. 
In order to construct an explicit basis of the algebra os(B,) let us 
introduce the concepts of hands and fingers. The hand Hi is the set 
(ali, a2i, .-, ai- Ii, bli, b2i, ...> bj- Ii, ci). 
and we call the elements of this set fingers. This terminology comes from 
the graphical representation of Hi shown in Fig. 1.1. A monomial 
m=x,x, . . . x, in the generators of 63 (xi E $9) is called NBC if it is 
produced by picking at most one finger in each hand H,, H,- 1, . . . . HI in 
this given order. That is, xi E Hji and n Z j, > j, > . . f > j, 2 1. 
LEMMA I. 1 (see [ 4 or lo]). A basis of the algeba os( B, ) is given by all 
NBC-monomials in the generators of W. 
The group B, can be represented by signed permutation matrices. This 
defines a natural action on the space R” which induces an action on the 
ali bli **’ Ui-1 j bid1 i Ci 
FIGURE I.1 
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algebra os(B,). That is, for 7t E B, we have nag= anizj, nbii = bxizj, and 
nci = c,,~, , where.we set 
a-i,j=ai, -i= b,, b-i,j= b, -j= au, U-i. -j= Uv, b-i,j=b,. (1.2) 
1. PAIRS OF HEDGE-ROWS ASSOCIATED TO NBC-MONOMIALS 
In the following section we shall code NBC-monomials by pairs of hedge- 
rows (ordered forests). To this end we use an extension of our bijection 
introduced in Section 2 of [a]. We shall recall here the basic concepts 
involved in that construction. 
A hedge-row is an ordered sequence ( Tl, T2, . . . . Tk) of labelled binary 
trees. Moreover, we add the requirement that the leaves of all the trees Ti 
are labelled (without repetition) with the numbers [ 1 . . . n]. For example, 
Fig. 1.1 is a hedge-row on the points [ 1 ... 9). 
A pair of hedge-rows is the double sequence (S, , . . . . S, 1 T1, . . . . T,) of binary 
trees on the points [l .. . n]. Figure 1.2 depicts a pair of hedge-rows on 
[l .*.lO]. 
To deal with the hyperoctahedral group we need hedge-rows with two 
kinds of branches (plain and dotted). For example, Fig. 1.3 is a typical pair 
of hedge-rows with dotted branches on 10 points. 
We denote by min( T) the smallest label of the tree T. We say that a hedge- 
row (T,, T,, . . . . Tk) is decreasing if min( T2) > min( T2) > . . . > min( Tk). 
Similarly, a pair of hedge-rows (S,, . . . . $1 T,, . . . . T,) is said to be 
decreasing if (S,, . . . . S,) and (T,, . . . . T,) are both decreasing. 
A graft operation of a tree T2 into a tree T, at the position of k, a leaf 
of T,, is defined geometrically as shown in Fig. 1.4. 
If T, and T2 are not distinct then the graft operation leaves the tree 
unchanged. Since we have two kind of branches (plain and dotted) we can 
define two kind of grafts. The first one, the a-graft will be the usual graft 
(as in Fig. 1.4). The second one, the b-graft will graft T, with a dotted 
branch (as depicted in Fig. 1.5) 
A transplantation of the tree Ti in a decreasing pair of hedge-rows 
removes the tree Ti from the hedge-row in which it belongs and inserts it 
in the other hedge-row. The insertion is unique if we require that the result 
is a decreasing pair of hedge-rows. 
Now for each generator in @‘, we shall define an operator on pairs of 
decreasing hedge-rows on the points [ 1 . . . n]. Let U be such a pair. The 
generators are of three types; that is for XE.%~, type(x) = a, b, or c 
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FIG. 1.1. A hedge-row. 
FIG. 1.2. A pair of hedge-rows. 
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FIG. 1.3. A pair of hedge-rows with dotted branches. 
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2 
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FIG. 1.4. A graft. 
FIG. 1.5. A b-graft. 
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depending if x is a+ b,, or ci, respectively. For a generator aV (i< j) we 
perform an a-graft operation on the pair 8. More precisely we a-graft the 
tree containing the label j at the position of i For a generator b, (i <j) we 
perform a b-graft operation on the pair T. More precisely, we b-graft the 
tree containing the label j at the position of i. Note that all the dotted 
branches obtained in this manner are right branches. For a generator ci we 
perform a transplantation on the pair 8. More precisely we transplant the 
tree containing the label i. Note that the operations ati, b,, and ci send 
decreasing pairs of hedge-rows into decreasing pairs of hedge-rows. 
Given an NBC-monomial, m = x,x, _ 1 . . .x1, we shall construct a 
decreasing pair of hedge-rows coding it. We begin with the decreasing pair 
of hedge-rows T, = (0 1 n, n - 1, . . . . 2, 1) consisting of TZ trees reduced to 
leaves on the right and no tree on the left. For x1, x2, . . . . xs, in m, we 
successively perform an xi operation on the decreasing pair of hedge-rows 
Bi- i. Hence, reading x1, x2, . . . . x, we construct the sequence of decreasing 
pairs of hedge-rows U,, 8,) . . . . T,. In fact the pair of hedge-rows coding m 
is precisely the decreasing pair of hedge-rows mu,, where the operations 
are composed from right to left. 
For example, if m = a b b a c c a 9,lO 49 78 57 6 4 139 then mU, is computed as 
10 9 8 7 6 5 4 32 1 
ag.lob4gb78a57c,c4a13 (13 I . . . . . . . . . . ), 
4 gvlo 57 Y8 = t: \’ a 2 IV’). . 
and this last pair of hedge-rows is the one coding m. 
Let us denote by 9 the set of pairs of hedge-rows constructed from 
all NBC-monomials in the generators of 9% Clearly if m #m’ then 
mU, # m’U,. Hence we have 
PROPOSITION 1.1. The pairs of hedge-rows in 3’ are a faithful coding of 
the NBC-monomials in ~?3. In other words, the map that sends NBC- 
monomials m into mU, is injective. 
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2. FREE LIE ALGEBRA 
We recall in this section the basic notions and theorems of the theory of 
the free Lie algebra. We shall also set down some notation. A detailed 
description of this material can be found in [6, 111. 
The free Lie algebra, Lie(A), on an alphabet A = (a,, . . . . a, ), is the 
algebra freely generated by the letters of A using the usual bracket product. 
Recursively, that is 
(i) if a E A then a E Lie(A ) 
(ii) if A g E Lie(A) then [L g] =fg -gfE Lie(A). 
Here, fg is the linearization of the familiar concatenation product of words 
on A. The bracket product is anti-symmetric and satisfies the Jacobi 
identity: 
cf, sl= - c&f1 
A useful linear basis for this algebra is obtained from the so-called 
Lyndon words. A Lyndon word is a word which is lexicographically strictly 
smaller than all its circular rearrangements. Every Lyndon word u has a 
unique standard factorization u1 u2, where u1 and u2 are Lyndon words, u1 
is non-empty and u2 is the longest “tail” of u. This enables us to define the 
standard-bracketing b[u] of a Lyndon words tv recursively as: 
(i) b[u]=uifuEA 
(ii) b[uJ = [b[z+], b[uz]] otherwise. 
Then, 
(2.1) 
VW > u E Lyndon is a basis for the free Lie algebra. (2.2) 
Let Q[A*] denote the algebra of linear combinations of words on the 
alphabet A with the product obtained by linear extension of the concentra- 
tion product. Since the free Lie Algebra sits inside the algebra Q[A*], we 
can define its enveloping algebra to be the smallest sub-algebra of Q[A* 1 
that contains Lie(A). In fact, one can show that the enveloping algebra of 
Lie(A) is Q[A* ] itself. Now using Poincare-Birkhoff-Witt (PBW) 
theorem on the basis (2.2) one obtains that a basis for Q [A * 3 is given by 
the set of monomials b[ul] b[uz] +..b[uk], where the uls are Lyndon 
words such that’ u1 > u2 > a.. k uk lexicographically. However, for any 
word w  of A” there is a unique factorization in Lyndon words of the form 
w=u~z.l*“‘u~, whereu,3uu,>, . . . au,. 
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It becomes natural to set 
b[w] =b[u,] b[u*] .*-b[Uk]. (2.3) 
The PBW basis can thus be described as 
{b[w]: wEA*}. 
The standard bracketing of a Lyndon word u is either a letter (if u is a 
letter itself) or the bracket of standard bracketing of Lyndon words. We 
may represent this as 
a Mu1 1 @%I 
. v 
24 = a a letter, u = u1 u2 the standard factorization. 
Repeating this process recursively on the leaves that are not letters, we end 
up with a binary tree in which the leaves are labeled by the word u reading 
from left to right. Let us denote by T, the tree corresponding to b[u]. The 
structure of T, corresponds to the structure of the bracketing. The 
following fact characterizes completely the labeled trees obtained from 
standard bracketing of injective (letters repetition free) Lyndon words. 
FACT 2.1 (see [I]). In an injective standard Lyndon tree, 
(i) the labels of all the leaves are distinct, 
(ii) in all subtrees, the minimum label is at the leftmost leaf and the 
second minimum is in the right subtree. 
For an arbitrary permutation of the number [l .. . n], represented as a 
word w  in A *, the standard bracketing b[w] = b[ul] b[uz] --. b[uk] may 
also be represented as a decreasing hedge row. The example bellow shows 
the correspondence for w  = a4a3a7a2a6a9a1a8a5: 
As shown in this example we will often use the identification ai++ i. 
3. BRACKETING IN A B, ALGEBRA! 
The hedge-rows obtained at the end of the previous section are similar 
to the ones obtained in Section 1. We shall hence find an algebraic struc- 
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ture supported by the hedge-row of Section 1. Once again, the starting 
point is the algebra Q [A * ] but with an alphabet 
A= {Z,<a,<6,<a,< .-- <&,<a,). (3.1) 
Besides the three usual operations: addition, concatenation product, and 
multiplication by a scalar, this algebra has an overbar operltion. It is 
defined on letters by 
ai i-+ &, iiii--+a’,=a, 
and extended algebraically to the whole algebra. 
We shall notice that if A = ( - 1, 1, -2,2, . . . . -n, n) then any element TC 
of B, can be represented by a word w, in A* of length n. We obtain w, 
from the signed permutation matrix TT by reading the non-zero element in 
each column of TC from left to right, From this we have that the group 
algebra Q[B,] is included in Q[A *] (as a vector space, not as an 
algebra). In the remaining sections of this paper we will frequently repre- 
sent in Q[A * ] the elements of Q[B,]. It is also useful to make the 
identification - i t+ Z. 
In this section we shall focus our attention on the Lie polynomials P (in 
Lie(A) for A as in (3.1)) which satisfy 
P=P. (3.2) 
Let us denote by L(A) the set of Lie polynomials that satisfy (3.2). Note 
that if P and Q are both in L(A) then 
Hence L( A ) is a Lie sub-algebra. 
We have defined in (2.1) the standard bracketing b[ u] for u a Lyndon 
word. Here we define the P-bracketing by 
Ku1 = bCu1 + Nul 
for a Lyndon word u in A *. Using (2.2) it is clear that 
L(A ) = ~C!?[U] : u Lyndon word in A * ], (3.3) 
that is, the linear span (over Z) of j?[u] as u runs over all the Lyndon 
words in the alphabet A. Using Gauss-Jordan elimination we can select 
out of the set of Lyndon words a set, denoted here by %, such that 
uKf4 ueq (3.4) 
yields a basis for L(A). 
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Let us order the basis in (3.4) according to the lexicographic order of 
words. Then from the PBW theorem we have that 
(PC”llBCuzl”.PCuk1:ul~~2~ ‘.’ 3”kvUiEg] (35) 
yields a basis for the enveloping algebra of L(A). We shall denote this 
enveloping algebra by b(L). Recall that this algebra is the smallest sub- 
algebra of Q[A *] that contain L(A). Unfortunately we have no intrinsic’ 
definition of b(L). 
We encourage the reader to check the following straigktening law which 
may be used in proving (3.5): 
Another space we will be needed is the exterior algebra, denoted here by 
n(L), of L(A). A basis of n(L) is given by the set 
{p[ul]~[uz]...P[uk]:ul>uz> ‘.- >U,,U,E%?). 
Here we have the relation 
(3.5’) 
BCUII PC%1 = -Pc~*lBc~11~ (3.6’) 
For u a Lyndon word, we shall describe how to represent the element 
j?[u] using a tree. Let us denote by T, the tree we have obtained from 
b[u] at the end of Section 2. Now notice that if we define the equivalence 
relation 
T,wz= Tc (3.7) 
then the class of the tree T, for u a Lyndon word may represent uniquely 
the element p[u]. For now on we will represent the class of T, by the tree 
T,, itself. 
For our purpose we need to slightly modify the description of the tree T, 
for u a Lyndon word. That is, instead of labeling the leaf of T, by the let- 
ters of A, we use the numbers [l . . . n] and dotted branches. More precisely 
each leaf labeled ai or iEj in T, is replaced by the label i and each branch 
with a leaf labeled C& is replaced by a dotted branch. As an example, for 
- - - 
u=a1a,a2a5a4, 
1 If PE B(L) then P= P. But the converse is not true. For example, with A = (al, a, }, 
a, a* + 6, a2 $ I(L). 
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The dotted lines hence stand for the overbar operation. We shall see that 
at each node of the tree (including the root) we can switch simultaneously 
the kind (dotted +-+ plain) of all branches coming in and out of this node. 
That is, 
;;,/’ = y , “;;/ = >“, . . . . (3.8) 
For an internal node, this rule reflects the fact that the overbar operation 
is an involution, i.e., 
- 
cf,~1=ixgl=cJ;&T 
- 
cLsl=cf,sl=cf,gl, ..*. 
For the root, it is simply because of the equivalence relation (3.7). We can 
use those rules to right standardize a tree T, so that all the dotted branches 
shall be right branches. Our example would give 
Notice that we can recover the words u and 8 using the rules (3.8) to put 
back the dotted branches up to the leaves. This proves the following 
proposition: 
PROPOSITION 3.1. For u any Lyndon word, the right standardized tree T, 
determines uniquely the element /?[u]. We have 
L(A) z 2’[T, : u Lyndon]. 
Here U[T, : M Lyndon] is the vector space generated by the T,,. 
Let us be given a word w  = uluZ ... uk and its factorization into 
decreasing Lyndon words. Let ui,, uiZ, . ..) uiS be the Lyndon words 
appearing in the factorization u1 u2 . . . nk with an overbar letter in the first 
position. Similarly let uj,,uj *,..., I+, be the remaining Lyndon words in 
Ul&‘-‘Uk. Then we may construct the following (lexicographically) 
decreasing pair of hedge-rows: 
XL= (Tq, Tq, ..-> Tz$ L,,, Lip, ..a, Tu,). 
- -- 
For example, if w  = 6 578 49i0 2 13 then the Lyndon words starting 
with an overbar letter in this factorization are E’S, 2, and i3 and the 
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-- 
other Lyndon words are 6 and 4910. The pair of hedge-rows corre- 
sponding to w  is 
The correspondence w  H A!$, is clearly one-to-one. For an element TL of B,, 
we will use the symbol Xn instead of SW,. Using the isomorphism in 
Proposition 3.1 and (3.5) we have 
THEOREM 3.2. 
6(L) x A(L) z 9[Xw : w  in A *]. 
The main result of this section is to show 
THEOREM 3.3. There is a natural bijection via decreasing pairs of hedge- 
rows between NBC monomials and permutations of the group B,,. More 
precisely, 
where 9 is defined in Proposition 1.1. Moreover, { Xz : 7t E B, > is a set of 
independent elements. 
ProoJ: We need to show that every tree in all decreasing pairs of 
hedge-rows in 2 satisfy Fact 2.1 and, conversely, if a decreasing pair of 
hedge-rows satisfy Fact 2.1 then it belongs to 2. The trees of 8, in the 
proof of Proposition 1.1 clearly satisfy Fact 2.1, but we also have that each 
tree of Ui satisfies Fact 2.1 since the graft operation always inserts bigger 
numbers to the right of smaller ones. Hence the trees of mU, satisfy 
Fact 2.1. 
Now let us set 8, = S$ for n in B,. We locate the number n in T,. The 
possibilities are that n is a single point or it is a right leaf connected to its 
node by a plain or a dotted branch. In this last case we must have a single 
leaf in the left branch of the node connecting n. Let us set T,- 1 to be the 
decreasing pair of hedge-rows identical to 8, except that n is now a single 
point in the first position of the right hedge-row. It is clear that T, _ 1 also 
satisfies Fact 2.1. If n is a single point in the right hedge-row of 8, then we 
have 
8,=8,-l. 
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If n is a single point but it appears in the left hedge-row of U, then 
Now if IZ is a right leaf then let us denote by i the single leaf to the left of 
n. In this case we have 
Un=ainU,-, or 8, = b,T,- 1 
depending if the branch connecting n is plain or dotted. Then we can repeat 
the process with Un- I until we obtain 8,. We obtain in this way 
where m is a word in the generators of 3. But since we have at most only 
one generator per hand, m must be NBC. Hence yt”, is in L!?. 
Remain to show that { Zz : n E 8, > is an independent set. To this end we 
note that (2.2) implies that 
{/?[W,]:7tl=-1,zEBn) (3.9) 
is an independent set. Then the result follows using (3.9) in (3.5) and (3.5’) 
and the definition of SX. 1 
To each pair of hedge-rows yi”, we can associate a pair (A-, ,I+ ), where 
A- is a partition corresponding to the distribution of sizes (number of 
leaves in a tree) for the trees appearing in the left hedge-row and A” is the 
partition for the trees appearing in the right hedge-row. Notice that 
(A- [ + /I’ ( = n. Grouping the hedge-rows according to the pairs of 
partitions we have the decomposition 
z= 0 =$,A+), (3.10) 
Il-i+ll+l=n 
where @ denotes, in this case, the disjoint union. We call (,I-, A’ ) the type 
of the pairs of hedge-rows in &-,?+,. This defines for each element of B, 
a hedge-row lype. We shall notrce that the distribution of elements 
according to the hedge-row type is the same as the distribution of elements 
according to the usual cycle type. We hence have that the number of hedge- 
rows in Y(l-,A+l is exactly the number of elements of B, in the conjugacy 
class of type (A-, A+ ). 
5SZa/58/?-8 
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4. Two B,-MODULES 
In the Introduction, we have described a first &-module namely the 
algebra OS(&). Here we shall introduce a second B,-module and show that 
the first one is the dual (transpose) of the second one tensored by a sign- 
representation. In order to show this result, we shall produce an explicit 
basis for each of these spaces. 
To proceed we need to modify slightly the basis given in the Lemma I.1 
for the algebra OS(&). Recall that a given NBC-monomial m = x1x2 + a. x, 
is produced by picking at most one finger in each hand H,, H,- l, . . . . H,. 
Let Hi,, Hi22 -3 His-s-~ be the hands where we did not choose a linger to 
produce m. Then we define the weight {m} of m to be 
(m)=i,+i,+ .-. +i,-,-,. 
This given, from Lemma 1.1, 
{(-l)~“)m:manNBC-monomial}, (4.1) 
yields a basis for the algebra os(B,). The action of B, on this space is as 
described in the Introduction. 
The second &-module we consider is simply 
From Theorem 3.3 we have that 
(T@EB,} (4.2) 
is a set of independent elements (a basis for Z(n)). Recall that the left 
action of an element n E B, on a letter xi E A is defined by xzci), where we 
have set xhi = Zj. For this action of B, on pairs of hedge-rows, n permutes 
the leaves of the hedge-rows and switches the kind (dotted *plain) of 
branches supporting leaves where A is negative. The Jacobi identity and the 
anti-symmetry can be used to rewrite each tree in a hedge-row as a linear 
combination of Lyndon trees (see cl]). Then using the rules in (3.8), we 
right-standardize each of those trees. To finally present the result in terms 
of the basis (4.2), we need to describe how to reorder the trees in 
decreasing order in each of the hedge-rows. The trees in the right hedge- 
row anti-commute with each other (3.6’) and the trees in the left hedge-row 
satisfy relation (3.6). For example, if rc = [ - 3, -4, 6, -2, 1, - 5, 71 we 
have 
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3 5 
I-3, 46, -2, 1, -5,71( . 
5 6 
l3 \ 
. Y 
3 6 
1 ’ 5 
. ) 
3 6 
3 6 3 6 
The action of B, on the basis (4.2) will be studied in greater detail in the 
proof of lemma 4.2. This lemma will prove 
THEOREM 4.1. The B,-module Z(n) is the dual (transpose) of the 
B,-module os(B,) tensored by a sign-representation. 
The sign-representation used in this theorem is the sign of the permuta- 
tion (T, E S, underlying the element n: E B,, that is the sign-representation 
induced from S, to B,. Let Oj and Lj (1~ i < n - 1) be the matrix of the 
action of the simple reflections (transpositions) ri = (i, i c 1) respectively on 
the basis (4.1) and (4.2). Similarly, let 0, and L, be the matrix of the 
simple reflection r0 which sends 1 into - 1 and leaves fixed all other 
numbers. The group B, is generated by the simple reflections ri for 0 6 id 
n - 1. Then the theorem is a direct consequence of the following lemma: 
LEMMA 4.2. *OO=Loand’Oi=-L,for l<i<n-1. 
Outline of Proof of Lemma 4.2. The two bases (4.1) and (4.2) are 
related to one another by their respective hedge-rows (Theorem 3.3). 
Above, we have described Z(n) as a B,-module over pairs of hedge-rows 
in 9. From Proposition 1.1, we can also describe os(B,) as a B,-module 
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over the same pairs of hedge-rows. For that, the relations (1.2) are trans- 
lated into the relations (3.8). After acting with an element 7t~ B, on the 
basis (4.1), coded by a hedge-row, we use the relations (1.1) and (1.2) to 
rewrite the result in terms of the basis (4.1). 
The action of r0 in os(B,) is an involution over the basis (4.1). More 
precisely, it changes the branch (if it exists) of the leaf 1 for a dotted 
branch. Then the right standardization of dotted branches give directly 
another element of (4.1). The action of Y,, on (4.2) is exactly the same 
involution. That takes care of the case i = 0 in the lemma. 
The case of the simple reflections ri, 1 < i < IZ - 1, is an adaptation of the 
proof in [2] using the tools described above. 1 
We shall notice at this point that (3.10) furnishes a decomposition of 
9(n) and similarly os(B,) into subspaces indexed by the conjugacy classes 
of B, and of dimension equal to the number of elements in that class. As 
the reader may notice, those subspaces are not all invariant, but the action 
of B, is block triangular (3.6). We shall study the traces (characters) of the 
action on those subspaces. This will be the object of the remaining sections. 
5. YCO,.,(n) AND 2$m,(n) SPACES AND IDEMPOTENTS 
Here we study the invariant subspaces indexed by either (n, 0) or (0, n). 
Those two spaces are the subspaces of L(A) (see Section 3). Here we intro- 
duce an idempotent (projector) p of the group algebra Q[B,] such that 
a[A*] p=L”(A), (5.1) 
where L”(A) is the homogeneous component of degree n (words of length 
n) in L(A). The reader is referred to [6] for the basic notions in the theory 
of Lie idempotents (Lie projectors). A more advanced study can be found 
in [3, 143 and some applications in [7]. Here we shall review rapidly the 
notions of Lie idempotents. 
For the need of this paper, all characters are consider as elements of the 
group algebra Q [B, 1. That is if x : B, -+ C is a character of B, then x can 
be consider as an elements of Q[B,] as 
x= c x(a)fJ. 
UEBn 
Let p be a Lie idempotent (projector). That is, p is an idempotent in the 
group algebra of the symmetric group a[&] such that 
Q[A *] p = Lie”(A). 
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In Lie”(A) (the space of words of length n in Lie(A)) the permutations of 
S, are acting on the places of the letters in the words (right action). In 
Q[A* ] p, S, acts by left multiplication. Let XLie be the character afforded 
by the module Q[.4* ] p. This character is independent of p since two 
different Lie idempotents produce the same module namely Lie”&4 ). One 
can show that 
XLie= C OPO-l. (5.2) 
aes, 
For convenience we will denote by /I? the sum on the right-hand side of 
(5.2). 
From (3.10) we have 
&ml,(n) = a--q : Y in B, of hedge-row type (0, n)], 
=q,,m,(4 = eq : Y in B, of hedge-row type (n, O)]. 
Note that XY is in fact /?[y]. Now for any Lie idempotent p, we consider 
the following element 
P=1(P+ia (5.3) 
where p = pE with .E the element of B, defined by H(i) = - i for all 1~ i d n. 
The element in (5.3) is an idempotent in Q[B,] since 
The idempotent p in Q [S,] is naturally imbedded in Q[B,]. From the 
definition of /3[ - ] and (3.4), p is an idempotent satisfying (5.1). We thus 
have 
THEOREM 5.1. ~?&~,(n) z 2&m,(n) r Q[B,] p. Moreover, the character 
of the left action of B, on both of those spaces is given by 
To emphasize the parallel with the free Lie algebra, we shall show 
another way of computing this character. Let us first recall what was 
obtained [ 161 in the case of Lie”(A). 
Let XLie be the character defined in (5.2). Let C, be the subgroup of S, 
generated by the cycle yn = (n n - 1 ... 2 1). Consider the character x,, on 
C, defined by the map yi I-+ oi, where o is an nth primitive root of the 
unity. Then one can prove that 
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1 P nil? nLi.(~)=inds:X,(a)=~ 0 ; ! API if type (a) =pniP (5.4) n 0 otherwise, 
where p is the usual Mobius function on natural numbers. 
In the hyperoctahedral case, let C, be the subgroup of B, generated by 
the cycle yn and the element E. Notice that C, is abelian since Y,E=EJJ,. In 
fact, E commutes with any element of B,. The character x0 on C, is defined 
by the map Ejrd H w’, where o is an n th primitive root of the unity. 
THEOREM 5.2. fi = indz x,. 
ProoJ: For the purposes of the proof, we shall consider all characters 
and idempotents as elements of the group algebra Q[B,]. Let us first point 
out that in this setting, we have that 
XOJ = x0 + %J 9 
where xw is the character we have defined on C,. Hence we have 
-,-1+g 
ind$xa,-lC,, ntB,~~w~ -~nEBn~xm~dl. -11 c (*) 
Let (zi> be a set of representatives for the left cosets of S, in B,. From 
(5.4), ( * ) is equal to 
From (5.2), (5.3), and for any Lie idempotents p we finally have that ( * ) 
is equal to 
COROLLARY 5.3. 
[ W*Yl” (3 API iftype = (a, p”jP) and (p mod 2) = 0 
and (p mod 2) s I 
0 otherwise. 
Proof: Let {ri) be a set of representatives for the left cosets of S, in B,. 
From (5.4) we have 
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1 G-9) 
(4 
8’P 0 ; ! p(p) if type(n) = (a, p@) 
C tiXLieZrl fzII=~ 
=i 0 otherwise. 
Then the result follows from (5.5). 1 
We have seen in Section 2 that a Lyndon word is the word strictly 
smaller than all words obtained by applying an element of C, on the right 
(position action). We may then define a B-Lyndon word as the word 
strictly smaller than all words obtained by applying an element of C, on 
the right. 
We shall now consider the spaces where the type is either all positive /Z+ 
or all negative A-, As we pointed out earlier, the space corresponding to 
the type (A-, @) may not be invariant. The relation (3.6) gives hedge-rows 
with a lesser or equal number of trees. Hence the action of B, on L?‘(n) is 
block triangular. When we consider the action of B, on the block (A-, a) 
modulo the hedge-rows with fewers parts, then the character is the trace of 
that block. Let us denote by cci-,@, and [ta,l+, the characters (traces) 
corresponding to the blocks indexed by (,I-, 0) and (@, il+ ). 
We shall give here, without proof, an inductive way to compute those 
characters. This is an extension of the result of the last section of [3]. For 
this, we need to consider the stabilizers G;.+ and GA- of a generic permuta- 
tion of type I. + or ,I-. The structure of such subgroups can be described 
as 
i=l 
where I = 1”‘2”* . . . nan and S,fl[C,] is the wreath product of S, by C,. For 
a permutation of type J.-, we consider, on Gj.-, the character 
where lm[~w~n)] is the plethysm of the trivial character 1, on S, by the 
character x0(n) defined in Section 5 on C, with w(n) an nth primitive root 
of the unity. For a permutation of type ,I+, we consider the character 
wj,+ = fi (-l)w.~I:Xo~‘)l~ 
i=l 
where (-l),i is the sign representation on S,. 
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THEOREM 6.1. lcn-, a) = indz_ Y’,- and CC@, A+j = ind%*+ I,+. 
This theorem reduces the computation of the characters icn-, oj and 
cCO,n+j to the computations of simpler characters. The next corollary gives 
another interpretation of Theorem 6.1. 
COROLLARY 6.2. 
I G,+ I
rcn-*m)(p)= IGAil liEGI- c YA47-c) 
type(n) = P 
and 
‘w+)(‘)= 1 G,i 1 !Q! 2 YA+(n), nsCr+ 
type(n) = p 
where fl= (p-, p+). 
Let I = 1’*2”* . ..rP and let #i= a&. In the following we will say that a 
pair of partitions p = (p-, p+ ) is compatible with /z if there is a way to 
regroup the parts of n in n groups such that the sum of the parts in the ith 
group is equal to I$~. With this notation we have. 
Remark 6.3. [CG,i+,(p) = ccn-,&) = 0 unless /A is compatible with A. 
To understand this last remark, we work directly on the basis. We shall 
act with a element rc of B, of type p on the set of hedge-rows of type A+ 
(the case A- is similar). This last set (basis) consists only of right hedge- 
row. The character ccD,n+,(p) is the sum of the signs of the hedge-rows 
fixed (up to a sign) by R. Thus rc must permute the trees of same order 
(number of leaves) among themselves. This implies that we must be able to 
group the parts of p in order to match the block decomposition of 
I=1”12”2.,.n”” . Hence ,u is compatible with 1. 
It is interesting to make a few remarks at this stage. On one hand, the 
spaces 9?C%;0,E.+J behave like the spaces encountered in [2]. They hence form 
a Koszul complex for the B,-Lie spaces. On the other hand, the spaces 
JZ&-,~) decompose the enveloping algebra d(L) (3.5). One can find 
nilpotent elements of Q[B,] corresponding to the spaces 5&, n+j and 
idempotent elements of Q [B12] ( as in [3,6,7]) to the spaces 9CA-,oj. 
7. THE GENERAL CASE 9c4r-,i.+,(n) 
Let US call i(i-,j.+) the character of B, on the block d%;,-, 1+j(ti). Then the 
computation of lCi-, ;.+) can be reduced to the computation of the charac- 
ters &A-,~) and l’cm,n+, computed in Section 6. That is, 
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THEOREM 7.1. icn-, ,~+)(pcl) = C,,,,n i(~-,g&‘) S(@,A+)(P”)2 where P = 
(p-, ,u+), p’, p” are respectively compatible with A-, Ai, and p’u ,u” =,u. 
Proof. We fix rr an element of type p in B,. We let rc act on the set of 
pairs of hedge-rows of type (A-, it ). The character ccl-, A+,(p) is the sum 
of the signs of the pairs of hedge-rows fixed (up to a sign) by rc. Hence n 
must permute the numbers in the left hedge-row within left hedge-row. 
That is, rr can be decomposed as rc’r?‘, where n’ acts only on the left hedge- 
rows and 7t” acts only on the right hedge-rows. Let p’ and p” be respec- 
tively the types of 7t’ and 71”. For that decomposition of n the sum of the 
signs of the fixed pairs of hedge-rows is given by {C6-,m,(&) ccD,n+,(p”). We 
must then sum over all such decompositions of z and, using Remark 6.3, 
we add the compatibility condition for p’ and $‘. u 
Remark 7.2. Lehrer has shown in [lo] that 
c 2”p! q! if 11=(--l)” 1’ 
1 i(A-,l+)(p)= 
(i.-, A+) 
if ~=2(--l)‘l” 
elsewhere. 
IIe also gives the sum of the characters when the type runs over all (A-, 0). 
In relation with this last remark, it is straightforward to show that 
Remark 7.3. icn-, A+,(( - l)p lq) = I ( nEG(-l)pIq: type(n)=(II-, A+)}!. 
Let us conclude with a list of the tables icn-,j.+,(p) for n.= 1, 2, 3, and 4. 
TABLE I 
n=l 
-1 1 1 
TABLE II 
?l=2 
\ 
P A 171 -1,1 -1, -1 2 -2 
\ 
1, 1 1 1 1 -1 -1 
-1,1 2 2 2 0 0 
-1,-l 1 1 1 11 
2 2 0 2 -2 0 
-2 2 0 2 -2 0 
276 NANTEL BERGERON 
T  
--oo-oooo-* 
I I 
m  -001o*o*-- 
I I 
-i ~~~-000000 
7 
I I 
1 3
. 
P 
1,l
J.l
 
-l,l
,l,l
 
-I,
-1
,lJ
 
-1
,.I,
-1
.1
 
-1
,-1
,-1
.-l 
2,1
,1 
-l*
Z.
l 
Y 
-1
,-V
. 
-4 
-2
,l.l
 
I-l,
1 
-2
,-1
,-l 
29
 
-2
.2 
-2
/l 3,l
 
-13
 
-3
,l 
-3
,-l 4 4 
l- 1
 
TA
BL
E 
IV
 
n=
=4
 
Ali
 
-1
,l.l
.l 
-1
,lJ
.l 
-L
-1
,-1
,1 
-1
*.1
,-1
,-l'
 
Z1
.1 
-1
,2,
1 
-L-
13
 
-2-
u 
-2
-L
-l 
22
 
-22
 
-2
,.2
 
3.1
 
-13
 
-3
,l 
-3
,-l 
4 
4 
- 
1 
1 
1 
1 
1 
-1 
-1 
-1 
-1 
-1 
1 
I 
i 
1 
I 
4 
4 
4 
4 
4 
-2 
-2 
-2 
-2 
-2 
0 
0 
0 
1 
1 
6 
6 
6 
6 
6 
0 
0 
0 
0 
0 
-2 
-2 
-2 
0 
0 
4 
4 
4 
4 
4 
2 
2 
2 
2 
2 
0 
0 
0 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
1 
1 
1 
I 
1 
1 
12
 
6 
4 
6 
12
 
4 
-2 
4 
0 
-2 
4 
2 
0 
0 
0 
24
 
12
 
8 
12
 
24
 
4 
-4 
-4 
0 
0 
0 
0 
0 
0 
0 
12
 
6 
4 
6 
12
 
0 
-2 
0 
0 
2 
4 
-2 
0 
0 
0 
12
 
6 
4 
6 
12
 
4 
-2 
4 
0 
-2 
4 
2 
0 
0 
0 
24
 
12
 
8 
12
 
24
 
4 
4 
4 
0 
0 
0 
0 
0 
0 
0 
12
 
6 
4 
6 
12
 
0 
-2 
0 
0 
2 
4 
-2 
0 
0 
0 
12
 
0 
4 
0 
I2 
4 
0 
4 
0 
0 
8 
0 
4 
0 
0 
24
 
0 
8 
0 
34
 
-8 
0 
-8 
0 
0 
8 
0 
0 
0 
0 
12
 
0 
4 
0 
12
 
4 
0 
4 
0 
0 
0 
0 
4 
0 
0 
32
 
8 
0 
8 
32
 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
-1 
32
 
8 
0 
8 
32
 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
-I 
32
 
8 
0 
8 
32
 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
-I 
32
 
8 
0 
8 
32
 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
-I 
48
 
0 
0 
0 
48
 
0 
0 
0 
0 
0 
-8 
0 
0 
0 
0 
48
 
0 
0 
0 
48
 
0 
0 
0 
0 
0 
-8 
0 
0 
0 
0 
I 1 0 1 1 0 0 0 0 0 0 0 0 0 -1 -1 -1 -1
 0 0 
1 1 0 1 1 0 0 0 0 0 0 0 0 0 -1 -1 -1
 
-1 0 0 
.l 0 0 0 1 0 0 0 0 0 0 2 0 -2 0 0 0 0 0 0 
1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
278 NANTEL BERGERON 
REFERENCES 
1. H. BARCELO, On the action of the symmetric group on the free Lie algebra and on the 
partition lattice, J. Combin. Theory Ser. A 55 (1990), 95-129. 
2. H. BARCELO AND N. BERGERON, The Orlik-Solomon algebra on the partition lattice and 
the free Lie algebra, J. Combin. Theory Ser. A 55 (1990), 80-92. 
3. F. BERGEXON, N. BERGERON, AND A. M. GARSIA, “Idempotents for the Free Lie Algebra 
and q-Enumeration,” IMA Volumes in Math., Vol. 19, pp. 166-190, Springer-Verlag, 
New York/Berlin, 1989. 
4. A. BJ~RNER AND G. M. ZIEGLER, “Broken Circuit Complexes: Factorizations and 
Generalizations,” Report No. 24, Math. Dept., Universitat Augsburg, 1987. 
5. K. T. CHEN, R. H. Fox, AND R. C. LYNDON, Free, differential calculus. IV. The quotient 
groups of the lower central series, Ann. Math. 68 (1958), 81-95. 
6. A. M. GARSIA, Combinatorics of the free Lie algebra and the symmetric group, in 
“Analysis Et Cetera” (P. H. Rabinowitz and E. Zehnder, Eds.) pp. 309-382, Academic 
Press, San Diego, 1990. 
7. A. M. GARSM AND C. REUTENAUER, A decomposition of Solomon’s descent algebra, Adu. 
in Math. 77 (1989), 189-262. 
8. A. JOYAL, Foncteurs analytiques et esp&zes de structure, Lecture Notes in Math., 
Vol. 1234, pp. 126-160, Springer-Verlag, New York/Berlin, 1986. 
9. G. I. LEHRER AND L. SOLOMON, On the action of the symmetric group on the cohomology 
of the complement of its reflecting hyperplanes, J. Algebra 104 (1986), 410-424. 
10. G. I. LEHRER, On hyperoctahedral hyperplane complements, Proc. Sympos. Pure Math. 47 
(1987), 219-234. 
11. M. LOTHAIRE, Combinatorics on Words, Encyclopedia Math. 17 (1983). 
12. G. MELANCON AND C. REUTENAUER, “Lyndon Words, Free Algebras and Shuffles,” 
Rapport de recherche n” 36 UQAM, UQAM, Montreal, 1987. 
13. P. ORLIK AND L. SOLOMON, Combinatoric and topology of complements of hyperplanes, 
Invenf. Math. 56 (1980), 167-189. 
14. C. REUTENAUER, Theorem of Poincare-Birkhoff-Witt and symmetric group representa- 
tions of degrees equal to Stirling numbers, Lecture Notes in Math., Vol. 1234, 
pp. 267-293, Springer-Verlag, New York/Berlin, 1986. 
15. L. SOLOMON, On the Poincare-Birkhoff-Witt theorem, J. Combin. Theory 4 (1968), 
363-375. 
16. R. P. STANLEY, Some aspect of groups acting on finite posets, J. Combin. Theory Ser. A 
32 (1982), 132-161. 
