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Abstract
Dynamic structuring of water is a key player in a large class of processes underlying biochemical and technological
developments today, the latter often involving electric fields. However, the anisotropic coupling between the water
structure and the field has not been understood on a molecular level so far. Here we perform extensive molecular
dynamics simulations to explore the influence of an externally imposed electric field on liquid water under ambient
conditions. Using self-developed analysis tools and rigorous statistical analysis, we unambiguously show that water
hydration shells break into subcompartments, which were hitherto not observed due to radial averaging. The shape of
subcompartments is sensitive to the field magnitude and aﬀects excitations of the hydrogen bond network including
the femtosecond stretching and the sub-picosecond restructuring of hydrogen bonds. Furthermore, by analysing the
reorientational dynamics of water molecules, we ascertain the existence of cooperative excitations of small water
clusters. Enabled by the interplay between hydrogen bonding, and the coupling of water dipoles to the field, these
coordinated motions, occurring on the picosecond time scale, are associated with fluctuations between torque-free
states of water dipoles. We show that unlike the coupling between translation and reorientation of water molecules,
which takes place on even longer time scales, these coordinated motions are the key for understanding the emergent
anisotropy of diﬀusion and viscosity of water. Particular eﬀort is invested to provide an analysis that allows for future
experimental validation
Keywords:
1. Introduction
Despite extensive research eﬀorts, liquid water con-
tinues to surprise the scientific community with its un-
usual qualities, both as a bulk material and as a solvent
[1]. Interestingly, a number of its anomalous proper-
ties are of structural origin [2]. Namely, unlike in sim-
ple liquids, where interactions between constituents are
isotropic, the water molecule is polar, which among
other things makes it capable of directly interacting
with local electric fields [3]. Furthermomre, each water
molecule has the capacity to participate in up to four,
partially covalent, hydrogen (H)-bonds, which sponta-
neously stabilize transient and localized molecular ar-
rangements [4].
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The dynamics of H-bonding actually plays a cru-
cial role for the structure of water. As revealed by
a number of experimental [5, 6, 7, 8] and simulation
[9, 10, 11] studies, the coordination of first neighbours
around the central water molecule yields nearly four H-
bonds being formed on average. Besides the well estab-
lished symmetric tetrahedral structure, disordered mo-
tives have been recently identified to contribute to the
structure, in a temperature independentmanner [12, 13].
The dynamics of the network is governed by the inter-
play between diﬀusion and kinetics for the formation of
H-bonds, with a life time of about a picosecond [14].
This interplay gives rise to correlation functions with
a non-exponential decay with a characteristic time of
about a few tenths of a picosecond [15], which is a time
scale systematically appearing in scattering experiments
[16, 17, 18] and in molecular dynamics (MD) simula-
tions [14, 15].
High resolution X-ray spectroscopy data, however,
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has implicated the existence of a significantly faster re-
laxation process related to perturbations of the order
and symmetry of the H-bond network [19, 20, 21, 22].
While highly debated over the last decade, the emergent
picture is that, on femtosecond time scales, a single wa-
ter molecule participates in one strong donor and accep-
tor bond, while the secondary donor and acceptor bonds
are significantly weaker. The origin of this asymmetry
was recently explained by fast thermal distortions of H-
bonds, most likely being at interplay with stochastic ro-
tations of the molecules occurring on these time scales
[23, 24].
Both of these processes (slow and fast) contribute to
thermally excited stress relaxations within the fluid, and
have a clear signature in both pressure-pressure correla-
tion functions and the associated viscosities [25, 26, 27,
28, 29, 30, 31, 32]. These correlation functions are con-
cerned with the evolution of ensemble characteristics.
Besides being experimentally available, these global
characteristics converge with computationally reason-
able eﬀorts. The downside of such calculations is, that
associating a particular relaxation with molecular de-
grees of freedom may be a challenging task. Nonethe-
less, the time evolution of viscosity is often used to
extract particular characteristics of typical relaxations
in fluids, including their functional type and relaxation
time scales [33, 34, 35, 25]. Hence, the analysis of stress
relaxation may be a valuable tool for the detection of
new relaxation processes in systems where these may
occur.
One such system is water under the influence of elec-
tric (E)-fields. Namely, a uniaxial electric field destroys
the symmetry of the Hamiltonian, thus making the ap-
pearance of new relaxations in the laboratory frame of
reference possible [3]. Actually, it was argued already
more than 30 years ago that time cross-correlations be-
tween molecular linear and angular velocity can acquire
non-zero values under the influence of the field [36].
Since the field-induced torques act anisotropically and
primarily on rotational degrees of freedom, alterations
of diﬀusion coeﬃcients, which are non-homogeneous
[3, 37], must be associated with rotational-translational
coupling [38]. This finding was corroborated some-
what later with the observation that slow translational
motions coincide with slow completion of tumbling cy-
cles of individual molecules in supercooled liquid wa-
ter [37]. This eﬀect should depend strongly on the
strength of the field and could be detectable in stress
relaxations. Nonetheless, despite the importance of
this coupling for the development of new technologies
[39, 40, 41, 42, 43], no systematic analysis of the relax-
ation processes in water, under the influence of E-fields
in ambient conditions, has been performed so far.
Until now, most work addressed changes in the two
named relaxation processes both in clusters [44, 45, 46,
47, 48] and bulk water [37, 49] supercooled to 70-240
K. Here, even relatively weak E-fields (E < 0.5 V/nm)
induced a strong anisotropy in the reorientational cor-
relation function and the intermediate scattering func-
tion. An increase of long-time relaxations along the
field axis was observed, although the average relax-
ation times remained virtually unaﬀected in the bulk
systems. The excess of field-induced torque was associ-
ated with enhanced reorientational motion promoted by
an increased frequency of restructuring of H-bonds and
an increase of the vibrational amplitude within the cage,
resulting in a blue shift of the O-O-O bending vibration
of around 50 cm−1 [37]. Increasing the field strength
to 1.2 V/nm was found to lock the water dipoles along
the field axis, allowing only for spinning around the
field, which is however, restricted by immediate neigh-
bours. Hence, the decays of correlation functions be-
came strongly stretched [37]. This finding is consis-
tent with recent ab-initio MD (AIMD) simulations [50],
even though there are controversial discussions about
whether such eﬀects can be caught by classical MD sim-
ulations [51].
At field values above 1 V/nm water was found to
undergo a structural transition to an amorphous state,
where the tetrahedral structure is strongly compro-
mised. Nonetheless, the onset of the locking eﬀect
was reported already at 0.6 V/nm, where a dramatic in-
crease of self-diﬀusion coeﬃcients and relaxation rates
of translational and rotational degrees of freedom were
reported [44]. These changes were associated with
a strengthening of H-bonds along the field direction,
which seemed to promote freezing [37]. However, due
to the strong restriction imposed by the low tempera-
ture, it is unclear if such behaviour persists under am-
bient conditions and for larger systems, which experi-
ence smaller pressure fluctuations, especially since the
described eﬀects seem to be more pronounced at lower
temperatures.
At room temperature, it was suggested that the freez-
ing transition follows a path similar to that in super-
cooled water [52] but the density correlation functions,
calculated in the frame of the water molecule, did not
show any significant modification with the field [53].
On the other hand, the anisotropy of self-diﬀusion co-
eﬃcients [3, 52, 54], related to the viscosity at t → ∞
[53] has been well established over the past decades.
Consistently with a more ordered medium [37, 55, 53],
the self-diﬀusion parallel to the field axis was found to
decrease upon increasing the field strength. Along the
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perpendicular direction it was shown for the SPC/E wa-
ter model, that an initial increase is followed by a de-
crease in the self-diﬀusion coeﬃcient, with a maximum
at around 0.6 V/nm [53]. However, it has yet to be deter-
mined if this long-time limit behaviour of self diﬀusion
and viscosity is dependent on the choice of the water
model. An even more pertinent open question concerns
the nature and the characteristic time scales of the re-
laxation processes, under the influence of the E-field, at
room temperature.
It is precisely these issues that we address in the
present contribution. Building on our previous experi-
ence with simulating complex liquids [56, 57], we per-
form extensive molecular dynamics simulations of wa-
ter in E-fields (for methods see section 2). Using un-
precedented statistical sampling and rigorousmethodol-
ogy, we characterize the eﬀect of the field on the static
density correlation functions (section 3) and the time
evolution of the shear viscosity for moderate fields (sec-
tions 4 and 5). By coupling this analysis with an exten-
sive investigation of the orientational dynamics, we are
able to unambiguously connect distinctive molecular
excitations with macroscopic stress relaxations (section
6). This allows us to identify a new, cooperative process
on the picosecond time scale, which clearly couples the
reorientation of water molecules belonging to the same
first hydration shell. The experimental consequences of
our results are discussed in the concluding section (7) of
the manuscript.
2. Computational Methods
Simulation setup: We performed extensive MD sim-
ulations of bulk water, in the absence and presence of
an external electric field, within the GROMACS simu-
lation package (versions 4.5.5 and 5.1.4) [58, 59, 60, 61,
62, 63, 64]. The E-field was applied along the labora-
tory x-axis using the tinfoil boundary condition along
the field axis [65]. All simulations were performed with
a time step of 1 fs and periodic boundaries along axes
where there is no field. We used the LINCS [66] al-
gorithm for restraining the length of the covalent OH
bond and the HOH angle. Van der Waals interactions
were treated by the shifted 12-6 Lennard-Jones potential
[67] (shift from 0.9 to 1.2 nm), whereas for electrostatic
interactions the smooth particle-mesh Ewald technique
was used at separations larger then 1.2 nm [68, 69].
Equilibration protocol: For every setup, the equi-
libration of the system was achieved through ≈ 7 ns
simulations in the NPT ensemble, with target pressure
and temperature of P = 1 bar and T = 300 K, respec-
tively. The desired temperature was maintained with
the Nosé-Hoover thermostat [70, 71], whereas the pres-
sure was controlled using the Parrinello-Raman barostat
[72, 73]. NPT runs were suﬃciently long to allow for
electrostriction (equilibration of density and energy),
the result of which is the linear increase of water density
with the E-field shown in the Supplementary Informa-
tion (SI) SI-Fig. 1a. Equilibration was completed by 10
ns simulations in NVT ensemble which were started us-
ing a configuration for which the pressure was 1 bar and
the volume equivalent to the average volume from the
last nanosecond of the NPT run. All production runs
were performed in the NVT ensemble.
Water models: To allow for comparison with re-
sults in the literature [3, 36, 37, 38, 44, 45, 46, 47, 52,
53, 54, 55] three commonly used rigid water models
were explored, namely TIP4P [74], SPC/E [75], and
TIP4P/2005 [76]. At this stage, flexible force fields
were not considered since they are associated with con-
siderable computational cost and because for fields be-
low 3 V/nm the changes in the dipole moment of water
are less than 5% [52]. Furthermore, since the applied
electric field is 1 to 10% of intrinsic electric fields in
water, which are between 15 and 25 V/nm [55, 52, 77],
polarizable water models, which are even more compu-
tationally demanding, were not explored.
Static structure:The static structure was explored in
simulations with Nw = 1000water molecules in E-fields
in the range of 0 − 3.2 V/nm. All simulations were per-
formed following the above described protocol with a
total length of the production run of 10 ns. The analysis
was performed with a self-developed software for cal-
culating a two-dimensional density distribution function
that accounts for the azimuthal symmetry introduced by
the field.
Transport coefficients: Anisotropic diﬀusion coeﬃ-
cients were determined from the trajectories generated
to study the static structure. The analysis was performed
with a self-developed routine (using [78]) on an ensem-
ble of eight times 1000 trajectories with a length of 2.5
ns each. Fitting to the linear regime of the time evolu-
tion of the mean square displacement, averaged over all
trajectories in one set, provided a distribution of trans-
port coeﬃcients. The average of this distribution is as-
sociated with the diﬀusion coeﬃcient under fixed condi-
tions, while the variance is taken as the uncertainty. This
method yields significant error bars challenging the sta-
tistical accuracy of small changes in diﬀusion constants.
In complex fluids, the diﬀusion can be expected to de-
viate from pure Gaussian. To resolve these deviations,
we calculate the time evolution of the non-Gaussian pa-
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rameter αxi (∆t)
αxi (∆t) =
1
5
〈∆xi(∆t)4〉
〈∆xi(∆t)2〉2
−
3
5
(1)
for spatial components xi of the three dimensional tra-
jectory [79]. Here the averaging is performed over all
water molecules and all possible time intervals ∆t. For
simple diﬀusion, the distribution of step sizes is purely
Gaussian, and αxi (∆t) = 0 by construction.
When the electric field induces a linear response,
it is highly informative to study the time evolution
of the transport coeﬃcients using the Green-Kubo ap-
proach [80]. Accordingly, the viscosity η(t) emerges
from the time integral of the autocorrelation function
S αβ = 〈Pαβ(t)Pαβ(0)〉, where Pαβ (α, β = x, y, z) are the
oﬀ-diagonal elements of the stress tensor evaluated in
simulations:
kBT
V
ηαβ(t) =
∫ t
0
S αβ(t
′)dt′ =
∫ t
0
〈Pαβ(t
′)Pαβ(0)〉 dt
′ .
(2)
Here V is the volume of the simulation cell, kB is the
Boltzmann constant, and T is the absolute temperature
of the system. Components of the viscosity are obtained
by finding the limit
ηαβ = lim
t→∞
ηαβ(t) . (3)
Appropriate averaging of components, following
symmetry considerations, yields η⊥ and η‖. The appar-
ent shear viscosity ηapp of water in the presence of the
E-field is then calculated
1
ηapp
=
1
3
(
2
η⊥
+
1
η‖
)
. (4)
providing an average viscosity that could be experimen-
tally tested.
The linear response is obtained for small fields [52,
81] (SI-Fig. 1b-d), allowing us to calculate η(t) for
E = 0.0, 0.2, 0.4 and 0.6 V/nm. The time dependent
viscosity was extracted from simulations comprising
Nw = 23411 water molecules. Following the equilibra-
tion protocol described above, we performed production
runs (120 ns at E = 0 and 300 ns for all E , 0) in the
NVT ensemble (T = 300 K). The update of the neigh-
bour list and the components of the stress tensor were
saved to disk at every step. Due to extensive sampling
(large system size and long trajectories), the plateau in
ηαβ(t) is reconstructed with high statistical accuracy up
to 50 ps dirrectly from the simulation data, providing an
excellent estimate for the value of the viscosity ηαβ in
the limit of t → ∞. The time evolution of η(t) was anal-
ysed using a self-implemented Kohlraush fit procedure
[82, 83] (see SI section 3 for details). The diﬀerence in
ηαβ obtained from the plateau in ηαβ(t) and the extrac-
tion from the Kohlraush fit are of the order of 1%.
Reorientational dynamics: The orientational proper-
ties of water molecules were studied using trajectories
generated in simulations of static structure. The cor-
related reorientations of water molecules and their first
hydration shells were studied using a self-developed bi-
lateral filtering procedure applied to the time evolution
of the projection of the water and shell dipole moment
on the field axis (see SI section 4 for details).
3. Static structure of water in an electric field
On the fundamental level, water dipoles exhibit a
preference to align with the field in order to optimize
the dipole-field interaction energy [52], although fields
above 3.5 V/nm were found to induce the dissociation
of a water molecule [84]. This alignment is in competi-
tion with the tetrahedral structure of bulk water as well
as entropy. Actually, long range order associated with
the cuboid lattice, occurs only for very strong fields be-
tween 25 and 40 V/nm in computer simulations of clas-
sical water [52, 77]. This ordering is perceived as lay-
ering of water molecules in both directions, along and
perpendicular to the field, where, in the latter case, the
layers are rotated by 90 degrees relative to each other.
Interestingly, however, no significant restructuring, evi-
denced by no appreciable change of the radial distribu-
tion function of water was found for small fields, and
the tetrahedral arrangement of neighbouring molecules
was suggested to be maintained at least until 1 V/nm
[54, 53]. Nonetheless, the evolution of the distribution
of the angle that water dipoles close with the E-field
(dipole angle shown in SI-Fig. 2) suggests a gradual
transition from a disordered to an ordered phase [52],
which could be reflected in the emergence of local or-
der at lower field strengths. Nonetheless, reports of the
evolution of the water structure under the field are miss-
ing.
The static organisation of liquids is typically ex-
tracted from the radial distribution function. In agree-
ment with previous reports, we find the mean densities
of the first and second hydration shells nearly constant,
suggesting that the overall number of neighbours does
not change significantly with the field (SI-Fig. 3). How-
ever, within the fluid, the imposition of the field induces
a symmetry change from isotropic to azimuthal, and the
appropriate way to determine changes in water organi-
sation should involve a two-dimensional static density
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Figure 1: Evolution of the static structure of water in the electric field. Two-dimensional oxygen-oxygen density distribution function gOO(r, x)
for the SPC/E water model at (a) weak fields - E = 0.6 V/nm, (b) moderate fields - E = 1.2 V/nm and (c) strong fields - E = 3.2 V/nm. The
distribution is axially symmetric with respect to r = 0. An arbitrary axis y at the inclination φ relative to the field acting along the +x axis is noted
on the image. Directional potential of mean force U(y) with (d) φ = 0◦, (e) φ = 48◦ and (f) φ = 90◦ are shown for various field strengths.
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distribution function g(r, x). It is parametrized by r de-
noting the polar axis (r ⊥ E), and the longitudinal axis x
co-aligning with the field. The center of the coordinate
system coincides with an atom (O or H) of the central
water molecule. Naturally, the azimuthal rotation is out
of the plane of the paper.
The representations shown for gOO(r, x) in Fig. 1a-
c and respectively for gOH and gHH in SI-Fig. 4, per-
mits following the emergence of a significantly more
complex organisation of water in the first two hydra-
tion shells, while the third shell remains unaﬀected for
low and intermediate field strengths. This anisotropy is
perhaps best captured by observing changes along the
spatial angle φ ( 0◦ < φ < 180◦ ), which is the angle be-
tween the symmetry axis x and the axis y(φ), the latter
having its origin at the central atom at r = x = 0 and
a length y (Fig. 1a and directional density distributions
shown in SI-Fig. 5).
Low fields - E ≤ 0.6 V/nm: Immediately with the
imposition of the field (Fig. 1a), the hydration shells be-
come elliptical, moving outward in the directions of the
field, and inward perpendicular to the field. Two cap-
like compartments of increased density appear at φ = 0◦
and 180◦, and a depleted ring-like compartment centred
at 90◦ forms in the first shell. Second hydration shells
show exactly opposite trends. The caps and the ring
meet at φ = 48◦. As the field increases, the caps are
filling up until the density inside is nearly constant at
around E = 0.6 V/nm. This marks the onset of the shell
restructuring that is associated with stronger deviations
from the linear response (SI-Fig. 1b-d). (For further dis-
cussion, see section 1 in the SI.)
These changes are reflected in the free energy land-
scape for water-water interactions (profiles along par-
ticular axes shown in Fig. 1d-f). While in the cap com-
partments the first and the second free energy minimum
deepen and the barrier for crossing between the shells
increases, perpendicular to the field the diﬀerence be-
tween the first and second shell becomes smaller and
smaller. This facilitates anisotropic transport already for
small fields.
Moderate fields - 0.6 V/nm < E ≤ 2.8 V/nm: At
the onset of this regime, the polarization of water starts
to saturate, and the electrostriction induces significant
deviations from linear response (SI-Fig. 1b-d), fully in
agreement with previous work [52]. In terms of com-
partmentalization, the most dramatic change, compared
to the low-field structure, is the appearance of two new
density-enhanced rings in the first hydration shell (cen-
tred between φ = 45◦ − 50◦, and 135◦ − 130◦ (Fig. 1b).
With the field, these compartments densify on the ex-
pense of the caps, which now become regions of deple-
tion. Likewise the density redistribution in the first and
second shell stop to coincide in φ (Fig. 1b), as the wa-
ter is in part moving from the first into the second shell.
Furthermore a series of modifications occur within the
compartments as the field increases (see SI section 1 for
details).
This redistribution of water is naturally reflected in
changes of the free energy distribution around the cen-
tral water in the field (Fig. 1d-f). The toroidal-shaped
minima at φ = 45◦−50◦, and 135◦−130◦ are presumably
crucial for the maintenance of the tetrahedral ordering
reported previously in this regime [53]. However, a par-
ticularly important consequence of the restructuring is
the destabilization of the first hydration shell. This must
have a major eﬀect on the translation and the rotations
of neighbouring waters. Along the axis parallel to the
field, remnants of the first shell are visible, but struc-
turally metastable already from E = 2.0 V/nm on. For
these field strengths, the first shell fully merges with the
second shell also perpendicular to the field (y(90◦)). At
this point the molecules have the full freedom to explore
the entire 0.55 nm thick ring around the central water.
High fields - E > 2.8 V/nm: Further increasing the
field strength only enhances the compartmentalization
in the first and second shells without new restructur-
ing. However, correlations start to extend significantly
deeper into the fluid, as evidenced by the appearance of
seven compartments in the third shell (Fig. 1c). Inter-
estingly, this structuring is highly anisotropic, with the
main meridian compartment at φ = 90◦ being displaced
significantly outward.
Despite the accordance with previous studies [52, 53]
the high strength of the electric field will cause eﬀects
not caught by classical MD simulations, most impor-
tantly the spontaneous dissociation of water molecules
starting at E = 3.5 V/nm as was shown by AIMD sim-
ulations [84]. In the context of experimental confir-
mation of here-reported results, additional diﬃculties
may arise from electro-vaporization or electro-freezing
[51, 52, 81, 85] at the contact with the electrodes.
Hydrogen bonding: Despite the strong compartmen-
talization, the local tetrahedral structure of water can be
maintained (Fig. 1a-c), especially for low and moder-
ate fields, as was suggested previously [53]. Our find-
ings suggest that this is enabled by increasing the dis-
tortion of (H)-bonds and by the large spatial angle en-
closing the compartments within the hydration shells.
Actually, the stability and distribution of the H-bonds
is aﬀected in an anisotropic manner as soon as E > 0
(Fig. 2). The probability for establishing H-bonds par-
allel to E increases with the field strength, and the re-
spective probability for the formation of H-bonds per-
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Figure 2: Average number of H-bonds per water molecule as a
function of the electric field strength for the three studied water mod-
els. The cutoﬀ distance for the H-bond is set to 0.34 nm, while the
cutoﬀ angle α = 30◦ (top panel). The change in the number of H-
bonds per water molecule for α = 30◦, 33◦ and 35◦ (bottom panel),
showing that the contribution of somewhat more distorted H-bonds
increases with the field strength.
pendicular to the field decreases [53]. However, our
analysis of the H-bond network shows that the number
of H-bonds per water molecule and their angular dis-
tortion increases by a couple of percentage points with
the increase of the field (Fig. 2), suggesting an overall
stiﬀening of the water network. Naturally these eﬀects,
occurring on the molecular scale, should be reflected in
the time-dependent transport properties of bulk water,
such as its diﬀusion coeﬃcients and viscosity.
4. Anisotropy of transport coefficients in the long
time-limit
The anisotropy of self-diﬀusion coeﬃcients [3, 52,
54] and the related viscosity [53] has been well es-
tablished for the SPC/E model in the long time limit.
In agreement with this previous work, we find that
the parallel component of the diﬀusion coeﬃcient
monotonously decreases with the field (Fig. 3a for
SPC/E and SI-Fig. 6 for TIP4P and TIP4P/2005). At the
same time, while within statistical uncertainty and with
some variability over diﬀerent water models, the per-
pendicular component seems to increase for low field
strengths, a trend which is reversed at field strengths
larger than E = 0.6 V/nm (Fig. 3a and SI-Fig. 6). We
can associate this trend change with the structural reor-
ganisation of the first hydration shell, when the density
maxima split and move from φ = 0◦ and φ = 180◦ to
φ = 45◦ and φ = 135◦.
To certify this behaviour at low fields, we make use of
the the linear response formalism [80] and calculate the
anisotropic shear viscosity. The approach is validated
at E = 0, where the obtained viscosity η0 (first column
in the table provided in Fig. 3) is in full agreement with
previous reports [86, 87, 88, 89, 90]. Accordingly, the
TIP4P/2005 model most accurately predicts the exper-
imentally measured η0 = 8.54 × 10−4 Pa·s at T = 300
K. In the presence of the field, all water models predict
a small decrease in ηapp (total change of 2− 6%), which
is a trend that unambiguously changes already for mod-
erate fields, confirming the non-monotonous behaviour
of transport coeﬃcients perpendicular to the field and
the anisotropy between the two directions, which ranges
from 22% to 30% at the critical field strength of E = 0.6
V/nm (Fig. 3b).
While this long time behaviour clearly shows that the
structure aﬀects the dynamics of water in E-fields, the
understanding of this process emerges from analysing
shorter time scales. For example, the long term diﬀu-
sion coeﬃcients emerge from the analysis of the wa-
ter mean square displacements, which are linear al-
ready on very short time scales. However, the associ-
ated non-Gaussian parameter (Fig. 3c) shows clear de-
viations from simple diﬀusion on time scales of up to
10 ps implying much more complex processes govern-
ing transport. Interestingly, the non-Gaussian parameter
(Fig. 3c) shows anisotropic behaviour already for small
field strengths and an appearance of a shoulder on the
time scale of 0.2 − 0.4 ps at high field strengths in the
direction parallel to the field. While these features could
be probed experimentally, further eﬀorts are necessary
to associate them with particular molecular relaxations.
5. Characteristic relaxations of the time-dependent
transport coefficients
As discussed in the introduction of this manuscript,
two stress relaxation processes have been considered in
liquid water in the regime of linear response. The first
is a fast one associated with the oscillatory stretching
of the H-bonds (time scale of 10 fs). The second, slow
process is the restructuring of H-bonds occuring on the
time scale of 100 fs. The latter process was recently
hypothesized to cause the observed anisotropy of trans-
port coeﬃcients [53], while earlier works debated the
role of the coupling between rotational and translational
degrees of freedom [38].
For low field strengths, it is established that the char-
acteristics of these two relaxations can be extracted us-
ing Kohlrausch fitting of the normalized stress autocor-
relation function S αβ(t)/S αβ(0) (Fig. 3d) [25, 26, 86].
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E = 0 E = 0.2 V nm−1 E = 0.4 V nm−1 E = 0.6 V nm−1
Model η0 η⊥ η‖ η⊥ η‖ η⊥ η‖
TIP4P 4.71 ± 0.04 4.54 ± 0.05 4.9 ± 0.1 4.4 ± 0.1 5.1 ± 0.2 4.3 ± 0.1 5.5 ± 0.2
SPC/E 6.75 ± 0.05 6.27 ± 0.07 7.1 ± 0.2 6.0 ± 0.1 7.7 ± 0.2 5.8 ± 0.1 8.3 ± 0.2
TIP4P/2005 8.1 ± 0.1 7.8 ± 0.1 8.5 ± 0.2 7.2 ± 0.1 9.3 ± 0.2 7.0 ± 0.1 9.3 ± 0.2
Figure 3: Anisotropic transport properties of water. For the SPC/E model, we show: (a) The apparent self-diﬀusion coeﬃcient (Dapp) and its
components parallel (D‖) and perpendicular (D⊥) to the field as a function of the field strength. (b) The apparent shear viscosity (ηapp) and its
components in the directions perpendicular (η⊥) and parallel (η‖) to the E-field, in the linear response regime. Both in (a) and (b), the solid lines are
guides to the eye. (c) Time evolution of the non-Gaussian parameter for diﬀerent field strengths and directions. (d) Lin-log representation of the
time evolution of the isotropic shear viscosity at E = 0 (full orange line) and of the shear viscosity parallel (full magenta line) and perpendicular
(full green line) to the field at E = 0.6 V/nm for the TIP4P/2005 model. The Kohlrausch fits obtained by using Ψ2(t) and Ψ3(t), are also shown
with blue dashed and yellow dashed lines, respectively. The table provides the shear viscosity (10−4 Pa·s) in the absence of the field η0, as well
as (η‖) and (η⊥) in the presence of low E-fields. The experimental value at E = 0 is 8.54 × 10−4 Pa·s as stated in NIST Chemistry WebBook.
http://webbook.nist.gov/chemistry/fluid (accessed 2018).
8
The fit involves an empirical two-step relaxation func-
tion
Ψ2(t) = (1 −Cs) exp
[
−(t/τ f )
β f
]
cos(ωt)
+Cs exp
[
−(t/τs)
βs
]
, (5)
where (1 − Cs) and Cs are the fractions of the oscilla-
tory fast relaxation and the slow restructuring process
described by the Kohlraush decays [82]. Parameters τ f
and τs are the respective decay times, β f and βs are the
expected non-exponential coeﬃcients.
In several computational studies at E = 0, the fast
excitation is succesfully associated with the stretching
of the H-bond in the terahertz regime [33, 34, 35, 25].
Thereby obtained results were in very good agreement
with numerous Raman and infrared spectroscopy mea-
surements, as well as inelastic neutron scattering ex-
periments, despite the simplictiy of the classical wa-
ter models. Accordingly, the parameter ω is the char-
acteristic frequency of the fast H-bond stretching pro-
viding a resonance frequency of the shear viscosity at
around 34 ps−1 (corresponding to 180 cm−1) at E = 0
[91, 92, 93, 94, 95].
The slow H-bond recombination is due to the inter-
play of diﬀusion and reaction kinetics not a simple, but
a stretched exponential, complicating the interpretations
of parameters τs and βs. However, the average decay
time for each process corresponds to the experimental
observations for the processes in question [25, 26].
In our simulations at E = 0, due to excellent sta-
tistical accuracy of our simmulation data, we find that
Ψ2 fits the data very well over five orders of magnitude
in time. The time dependent viscosity, which emerges
upon integration ofΨ2 accurately plateaus to η0 (Fig. 3d
and SI-Fig. 7), which reproduces earlier results of other
groups [25, 26, 27, 28, 29, 30, 31, 32]. Furthermore,
we find values of the wave vectors for the fast oscil-
lations between 219 and 236 cm−1, depending on the
water model, which is in agreement with previous com-
putational reports [33, 34, 35, 25].
Similarly good correspondence between the fit and
the simulations is obtained in the presence of an electric
field for the perpendicular component of the time de-
pendent viscosity. The component parallel to the field
direction is, however, accurately reproduced only up to
several picoseconds, when Ψ2(t) starts to plateau prior
to the onset of saturation in the simulation data (Fig. 3d).
Indeed, for all water models and all field strengths,
η⊥(t) and η0(t) converge on very similar time scales,
while the correlations in η‖(t) persist significantly longer
(Fig. 3d). This hints to the existence of an additional re-
laxation process that is field-induced and acts only in the
parallel direction with a characteristic time scale larger
than 1 ps for low field strengths.
To quantify this field-induced relaxation, an addi-
tional Kohlraush decay with a characteristic amplitude
Ci, time constant τi, and non-exponential coeﬃcient βi
is introduced, and a three-step fit function
Ψ3(t) = (1 − Cs −Ci) exp
[
−(t/τ f )
β f
]
cos(ωt)
+Cs exp
[
−(t/τs)
βs
]
+ Ci exp
[
−(t/τi)
βi
]
, (6)
is applied to the appropriate data. Remarkably, the ob-
tained fit fully recovers the correlation function and the
viscosity parallel to the field, including the long time
limit. This corroborates the existence of a new, so far
not characterized coupling of the field and the H-bond
network. Notably, since both eqs. (5) and (6) have
a large number of fitting parameters, we performed a
stability analysis (see SI section 3). As a result, we
find that the statistically accurate dependence of several
parameters (τ f , β f , βs, βi) on the field strength could
not be determined and these parameters were therefore
fixed. Consequently, the number of fit parameters was
decreased to three for eq. (5), and five for eq. (6). Im-
portantly, while the absolute values of the fit parameters
vary somewhat among the water models, the general be-
haviour and the determined time scales are always pre-
served (SI-Tables 1 - 4 and SI-Figs. 8 - 9). This analysis
allows us to follow changes in various relaxations in the
regime of small fields.
Fast relaxations - The most rapid processes are char-
acterized by the first term in Ψ2 and Ψ3. With increas-
ing field strength, blue and red shifts are observed in
ω⊥ and ω‖ (Fig. 4a and SI-Tables 1 - 3), respectively.
This is consistent with the softening of the H-bond net-
work perpendicular to the field and its stiﬀening paral-
lel to the field. Given that this finding is universal for
all water models, such splitting of the resonant band
could be measurable by neutron scattering or Raman
spectroscopy. Fit results also show that the E-field does
not aﬀect τ f and β f in a statistically significant man-
ner and consistently with the thermal nature of excita-
tions of H-bonds, the deviations from exponential de-
cay remain small (β f = 0.848, TIP4P/2005). As a re-
sult, the time integral T f over the first term in Ψ2 and
Ψ3 (see SI section 3, SI-Fig. 9 and SI-Table 4 for de-
tails) does not depend on the field intensity or direction
(T 0
f
≃ T⊥
f
≃ T
‖
f
). This yields a conclusion that fast re-
laxations do not contribute to the anisotropy of transport
coeﬃcients.
Slow relaxations - The presence of the field, on the
other hand, aﬀects the restructuring of the H-bond net-
work, which is captured by changes in the stretched ex-
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Figure 4: Effect of small fields on the relaxation processes in liquid water parallel (‖) and perpendicular (⊥) to the E-field direction. (a)
Changes in the stretching frequency of the H-bonds. (b) Dependence of the average decay times τ¯s (eq. (7)) on the electric field strength for the
slow relaxations of the H-bond network. (c) Characteristic relaxation time τ¯i of the field-induced excitations. Graphs are complemented by the data
in SI-Table 5.
ponential decay (second term in Ψ2 and Ψ3). As a mat-
ter of fact, due to the interplay of diﬀusion [14, 15] and
bond kinetics, the deviations from a pure exponential
are particularly significant for this process (at E = 0,
βs = 0.595, TIP4P/2005). As the behavior of stretched
exponentials depends strongly on β, the comparison of
characteristic decays should be done using the average
decay time τ¯s(τs, βs) [96]
τ¯s(τs, βs) = τs
Γ(2/βs)
Γ(1/βs)
. (7)
Here Γ(.) is the gamma function.
The average decay time shows a systematic decrease
with increasing field strength (Fig. 4b and SI-Table 5).
Interestingly, this suggests faster restructuring overall,
with the eﬀect being twice as strong in the parallel di-
rection compared to the direction perpendicular to the
applied field. The diﬀerence is most likely due to the
force acting on dipoles of water molecules building the
H-bond. Naturally, these results imply that the con-
tribution of the H-bond restructuring to the shear vis-
cosity, obtained by integrating the second term in Ψ2
and Ψ3 over the whole time domain, decreases in both
directions as a function of weak field strength, with
T 0s > T
⊥
s > T
‖
s for E < 0.6 V/nm (SI-Table 4).
Induced relaxations - The newly identified charac-
teristic relaxation is, at low fields, an order of magnitude
slower than the H-bond restructuring. Furthermore,
τ¯i(τi, βi), linearly decreases with the field strength, more
significantly for TIP4P/2005 than for TIP4P (Fig. 4c
and SI-Table 5). Interestingly, the integrated contribu-
tion of this process T ‖
i
to the shear viscosity increases
with the field strength (T 0
i
= T⊥
i
= 0), showing that
this new relaxation is vital for the overall behaviour of
transport coeﬃcients, and largely responsible for their
anisotropy. Since there is a linear relationship between
the E-field and the torque on a molecule, these results
could implicate coupling between molecular rotations
and the field. Furthermore, the picosecond time scale
suggests that this relaxation may involve more than one
water molecule at a time. However, to elucidate the ori-
gin of this process on the molecular scale, further anal-
ysis as performed in the following section, is necessary.
6. Collective excitations
Guided by our previous results we undertake a sys-
tematic analysis of the coupling between the field and
the orientation of water molecules characterized by the
projection P of the molecular dipole moment vector
onto the field direction
P =
~d · ~E
|~d | · | ~E|
. (8)
Here ~d and ~E are the vectors of the dipole moment and
the electric field, respectively. For P = 1, ~d ‖ ~E are
pointing in the same direction and the energy of inter-
action is minimal. For P = −1, ~d and ~E have opposite
orientation and the energy is maximal, hence this states
are meta stable. Notably, both of these states are torque
free.
If existent, collective motions of water molecules
respective to the field should involve reorientation of
molecules sharing H-bonds, or the stabilisation of the
torque free state with P = −1 by H-bonds. In both
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cases, such eﬀects should be captured by the changes in
the mean dipole projection P¯ of entire hydration shells.
We define the orientation of the i-th hydration shell as
the average orientation of all Ni molecules it contains
P¯i :=
1
Ni
Ni∑
j=1
P
j
i
. (9)
Each molecule j (excluding the central molecule) is
contributing a projection P j
i
. Importantly, P¯i < 0
suggests that more then one molecule simultaneously
adopts the anti-parallel orientation in that hydration
shell.
The time evolution of P(t) for a single water molecule
(red trace in Fig. 5a) shows, that water is predominantly
oriented in the direction of the field (P > 0). However,
an occasional stochastic excitation rotates the molecule
in the direction opposite to the field. The re-orientation
of a given central water may be reflected in the mean
orientation of its entire first (P¯1), but not its second (P¯2),
hydration shell (blue and brown traces, respectively in
Fig. 5a). This suggests that simultaneous transitions
take place only between nearest neighbours.
To extract lifetimes of excitations from P(t) traces,
we used a bilateral filter (see SI section 4 for details).
The distribution of these lifetimes is fitted with stretched
exponentials
pn(t) = p
0
n · exp[−(t/τn)
βn] , (10)
allowing for the calculation of characteristic life times
τ¯n of the transitions using eq. (7). The index n here de-
notes a type of a transition since, based on the behaviour
of P and P¯1, several families of excitations could be
characterised, as discussed below.
Transitions of Type 1 - T1 - are identified as spikes
in P reaching values smaller than zero, with no signa-
ture in P¯1, as exemplified in Fig. 5a, where a 3 ps long
transition can be seen in P. Moreover, a detailed analy-
sis of P j1 traces shows that none of the water molecules
in the first hydration shell exhibit a transition at the
same time as the central molecule. Relative to other
transition types described below, T1s are relatively fast.
Hence, very little molecular exchange between the first
and outer shells is observed during the transition, fur-
ther suggesting that the central molecule establishes H-
bonds with its neighbours in the exited antiparallel state,
as well as in the relaxed state. Actually, this excitation
naturally occurs also in field free water where it is re-
lated to the rotations of the molecule within its hydra-
tion shell. The reorientation can take place when the
H-bonds restructure. Imposing a static electric field, the
Figure 5: Cooperative relaxation of the H-bond network. (a) Time
dependent orientation of the central water molecule and the average
orientation of waters in its 1st and 2nd hydration shell, are shown in
red, blue and brown, respectively. The three types of transitions are
shown and labelled accordingly. (b-d) Water molecules purple, or-
ange and green, simultaneously adopting an anti-parallel orientation
to the field between t = 0 and t = 30 ps. The distance doo between the
oxygen of the central red molecule and the oxygen of the molecule
of choice is shown in blue. The horizontal dashed lines mark the end
of the first hydration shell (dOO < 0.34 nm). Simulation snapshots
of the water molecules before reorientation (e), upon coherent motion
(f) and back in the parallel orientation (g). Other water molecules that
are participating in the first hydration shell (light-blue shaded area in
each frame) are shown in blue.
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Figure 6: Distribution of transition times for the TIP4P water
model at E = 0.6 V/nm. (a) Analysis of T1 and T2 reorientation
transitions. Histograms associated with the probability distribution
functions (PDFs) of T1, T2 and mixed T1/T2 transition lifetimes, as
extracted from simulations, are shown with turquoise, magenta and
green symbols, respectively. Stretched exponentials obtained for the
slow and the induced process in the stress autocorrelation function
are shown with dotted blue and purple lines, respectively. Free fits
to the T1 and T2 lifetime probability distributions are shown with
dashed brown and red lines, respectively. (b) Analysis of T3 reori-
entation transitions. A total of 148275 transitions have been identified
to construct the probability distribution of all transitions (blue circles).
A histogram yielding the T3 life time distribution, as extracted from
simulations is shown with gray diagonal crosses, while the free fit by
the gamma distribution is shown with the yellow full line.
process becomes faster in the direction parallel to the
electric field due to an additional restoring force acting
along this particular axis.
The nature of this transition type, therefore, suggests
that the characteristic life time of T1 should compare to
the characteristic time for the slow restructuring of the
H-bond network. Actually, we use parameters of the fit
of the slow process in the parallel direction and over-
lay it with the free fit of the distribution of T1 life times
(Fig. 6). Remarkably, a very good agreement is obtained
between the average decay times obtained from stress
relaxations (column 2 in Table 1) and those obtained di-
rectly from the distributions of transition times (column
3 in Table 1) for the entire range of low field strengths
and all water models explored (SI-Table 6). This is ac-
tually a non-trivial fact as the pressure-pressure corre-
lation function (the integral of which is the average re-
laxation time) and the distribution of the excitation life
times (the integral of which is the average life time)
have the same form (or value for the characteristic time).
However, the fact that they do, over all field strengths
and all water models, show that the stress relaxation as-
sociated with the slow relaxation is propagated by re-
structuring of H-bonds (T1 transitions), as was already
established by other methods [25, 26, 14, 97]. Some
discrepancies are present, presumably because the anal-
ysis of T1 transitions does not recognize the orienta-
tional preference of the H-bond restructuring and it is
not possible to delineate the random thermal reorienta-
tions from the reorientation of molecules to the field. In-
terestingly, the τ¯T1 becomes significantly shorter (above
E = 1.2 V/nm), which coincides with the onset of the
destabilisation of the first hydration shell (Fig. 1). While
the T1 transitions dominate water dynamics in the ab-
sence of the field, under the field they become less and
less important, until they basically vanish at already
moderate fields (Fig. 7).
Transitions of Type 2 - T2 - are identified as sharp
excitations in P(t) with P adopting values smaller than
zero and a simultaneous transition in P¯1 (Fig. 5a). The
latter is identified by a variant of the watershed algo-
rithm, requiring that the depth of the transition adopts,
at least once, a value smaller than 〈P¯1〉 − 2σ. Here,
the brackets denote averaging of P¯1 performed over the
whole trajectory, whereas σ2 is the corresponding vari-
ance. This criterion imposes that during a T2 transition
P¯1 takes values close to or even below zero (for example
at E = 0.6 V/nm this threshold is 0.367 while the aver-
age is 0.676), suggesting a simultaneous reorientation
of more than one neighbouring molecule.
T2 transitions clearly have a cooperative character
as exemplified in Fig. 5b-g. The analysis of P j1 traces
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Slow Mixed Induced
E [V/nm] τ¯‖s τ¯T1 τ¯T1/T2 τ¯T2 τ¯i
0.2 0.44 0.55 0.88 6.94 4.6
0.4 0.43 0.32 0.69 3.51 4.0
0.6 0.41 0.24 0.60 2.06 3.3
0.8 0.32 0.34 1.16
1.0 0.27 0.46 0.33
1.2 0.24 0.40 0.13
1.6 0.05 0.36 0.25
2.0 0.35
Table 1: Average decay times τ¯ in ps (see eq. (7)) of the stretched ex-
ponential decay. Values are calculated from the fit parameters of the
pressure autocorrelation function (τ¯‖s and τ¯i) and the transition life-
time histogram (τ¯T1 , τ¯T2 and τ¯T1/T2). For mixed transition, the entries
shifted left and right are indicative of the predominance of T1-like
and T2-like transitions, respectively. All data is for the SPC/E water
model, TIP4P and TIP4P/2005 water models are shown in SI-Table 6.
(Fig. 5b-d) of molecules in the first hydration shell
(dOO < 0.34 nm, with dOO being the distance between
water oxygens) shows that they too simultaneously flip
into the direction opposite to the field (see dOO(t) traces
in Fig. 5b-d). This scenario is confirmed in the snap-
shots of the first hydration shell (Fig. 5e-g) of the red
central molecule and the relevant P j1 used in Fig. 5b-d.
Specifically, at t0 = 7.4 ps all water molecules are point-
ing in the direction of the field. The central molecule
reorients dragging its H-bonded neighbours with it such
that at t1 = 14.5 ps, they all predominantly become
aligned opposite to the field, despite the exchange of
waters between the first and the second hydration shells
(e.g. purple molecule). Finally, by t2 = 21.1 ps, the en-
tire shell has reoriented and is again parallel with the
field. Notably, despite the collective (re)orientations
during this entire process, the tetrahedral structure of
the hydration shell is, for the most part, preserved in
this example.
A more detailed analysis of T2 transitions shows that
at moderate fields, 3 to 6 molecules in average par-
ticipate in a T2 transition (SI-Fig. 10), but examples
with more than 10 participating molecules can be found.
The life time of the transition seems to be proportional
to the number of participating molecules. At higher
field strengths (SI-Fig. 10), the number of participating
molecules decreases only for short transitions. In ad-
dition, even though cascades of transitions (flipping of
molecules in the second, third hydration shell) do occur,
their probability is very low - the tree of transitions does
not exceed more that two molecules. The hint to this ef-
fect is the lack of transitions in the time evolution of the
average dipole moment of the second hydration shell in
Figure 7: Relative frequency of transitions as a function of the
field strength. Number of transitions relative to the total number of
observed transitions. The inset is showing the total number of transi-
tions and the number of mixed transitions per molecule per nanosec-
ond. The solid lines are guides to the eye. All data is for the SPC/E
water model.
Fig. 5a.
As it involves several H-bonded molecules, the
flipped state in T2 is energetically more stable than the
same number of molecules flipping independently. Fur-
thermore, the energy barrier between the torque free
states is higher as the transition state requires simulta-
neous restructuring of several H-bonds. Even more so
than in T1, the H-bonds stabilise the antiparallel orien-
tation of the cluster, evidenced by the still relatively low
exchange of molecules between the first and the sec-
ond hydration shell. Together, this leads to the overall
slower dynamics of T2s compared to T1s. Furthermore,
these transitions require the coupling to the field, since it
is the electrostatic forces that cause the relaxation of the
whole shell back to the original state. In the absence of
the field a restoring force is missing and no relaxation
would take place. This is indicative of the association
of T2 transitions with the induced process observed in
pressure correlations at low field strengths.
The comparison of characteristic decay times ob-
tained by fitting the histogram of T2 life times, and the
ones obtained from stress relaxations (Fig. 6), indeed,
shows a very good agreement for all field strengths and
water models available (columns 5 and 6 in Table 1 and
SI-Table 6). Similarly as for T1, this correspondence is
not obvious. However, the fact that it is persistent, over
all field strengths and all water models, unambiguously
confirms that the newly observed field-induced relax-
ation of water, responsible for the anisotropy of trans-
port coeﬃcients at low fields, is indeed associated with
the cooperative reorientations of water molecules.
Interestingly the fraction of these transitions, which
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Figure 8: Summary of processes that couple to the field on respective time scales.
commonly involve several water molecules (such as in
Fig. 5) increases for low fields (Fig. 7) until there is a
structural change of the first hydration shell (Fig. 1a).
Consequently, at moderate field strengths (see Fig. 1b),
these excitations, involving clusters of molecules, be-
come less and less probable, such that they are no longer
detected at high field strengths (Table 1 and Fig. 7).
Mixed transitions - T1/T2 - Using the criteria asso-
ciated with T2 transitions, we identify a subset of tran-
sitions which show particular characteristics. For low
field strengths, these transitions occur on very short time
scales and follow the same decay function as the T1
transitions (green symbols in Fig. 6a). More detailed
analysis shows that a dominant fraction of these tran-
sitions involve flipping of an individual molecule in the
presence of a molecule persisting in the antiparallel state
in its hydration shell. As such, these are, in essence, T1
transitions. This is confirmed by comparison of charac-
teristic decay times τ¯T1/T2 and τ¯T1 for low to moderate
field strengths.
Mixed T1/T2s, however, also encompass a subpop-
ulation of transitions in which two initially bonded
molecules simultaneously flip into the antiparallel state,
form a transient H-bond, and flip back. Given their co-
operative nature, these transitions can be seen as a sub-
class of T2 transitions. While being a smaller yet appre-
ciable sub-population in the set of mixed transitions at
small field strengths, this subtype becomes dominant at
moderate field strengths. At this point the characteris-
tic time τ¯T1/T2 apparently increases (Table 1). However,
this is primarily a consequence of the vanishing T1-like
subpopulation, and the dominance of the T2-like sub-
population. This is already evident at field strengths of
E = 0.6 V/nm when the average number of molecules
participating in a T1/T2 transition is strictly smaller than
three but larger than two (see SI-Fig. 10).
Actually, the T2-like events are the only relevant tran-
sitions remaining at high fields (Fig. 7), and especially
when the first and the second hydration shells merge
(Fig. 1). However, at this stage the overall number of
transitions per nanosecond per molecule drops down by
nearly four orders of magnitude compared to the low
field conditions (inset in Fig. 7).
Transitions of Type 3 - T3 - are identified as cas-
cading signals in P(t) with P adopting values smaller
than zero, accompanied by a simultaneous transition in
P¯1 (Fig. 5a), as defined for T2s. To be classified as a
T3 transition not more than one state (anti-parallel or
aligned) can be reached by an abrupt flip (as shown in
the representative example). T3s follow a gamma dis-
tribution with an average relaxation time of the order of
10 ps, decreasing with the field strength (Fig. 6b and SI-
Table 7). The probability distribution function (PDF) of
a gamma distribution is given by
PDF(t) =
tk−1
θk · Γ(k)
exp (−t/θ) , (11)
where k is a dimensionless shape parameter, θ is the
characteristic relaxation time and µ = kθ the average
relaxation time.
In a number of cases, T3 transitions are coupled
to proximate T2 transitions and are a consequence of
the interplay between translational motions and field-
coupled rotations. An example of such behavior is
shown in Fig. 5c where, at time t = t1, the orange
molecule (exhibiting a T3 transition) is H-bonded to
the central red molecule (undergoing a T2 transition).
Between t1 and t2, the H-bond breaks and the orange
molecule diﬀuses away into the outer shells of the red
molecule. The relaxation of its orientation parallel to
the field may take an extended amount of time because
of interactions with the molecules in its new immediate
neighbourhood, giving rise to a τ¯T3 of the order of 10
ps. Indeed, this type of coupling between rotational and
translational degrees of freedom has been reported in
hyper-Rayleigh scattering experiments to occur on sim-
ilar time scales [98, 99]. Interestingly, with moderate
fields τ¯T3 increases, while for strong fields, such transi-
tions are prohibited (Fig. 7).
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7. Discussion and Conclusions
The coupling between rotational and translational
degrees of freedom demonstrated above is a likely
source of deviations from simple translational diﬀusion
(Fig. 3c). Remarkably, the non-Gaussian parameter has
a non-vanishing behavior on time scales identical to
those associated with T3 transitions, suggesting that the
analysis of molecular motions in the picosecond regime
could yield deeper understanding of water structure. Al-
though existent in the absence of the field, the interplay
between the two types of motions can be clearly ob-
served by coupling to a field, as previously suggested
[38]. However, in the context of transport coeﬃcients
and their anisotropy, T3 transitions do not appear to
have a significant contribution. Namely, T1 and T2 tran-
sitions appear to be suﬃcient for the understanding of
the time evolution of viscosity (Fig. 3d).
Overall, the above presented analysis successfully es-
tablishes the relation between the structural organisation
of water hydration shells, stress relaxation processes
and the water network reorganisation on various time
scales. Naturally, the evolution of these processes as the
phase transition to a crystalline structure is approached
at fields that are even an order of magnitude higher than
those explored herein would be informative. However,
this would involve circumventing challenges associated
with low statistics and slow dynamics, as the number of
transitions per water molecule decays rapidly and non-
linear eﬀects are very large.
Using molecular dynamics simulations we simulate
an unconstrained block of liquid water in a uniform
electric field, a methodology that has proven instrumen-
tal to elucidating the physical foundations for a number
of the anomalous properties of water. We analysed se-
lected bulk properties over a large range of static electric
fields. Our work builds and comments on the simulation
literature where the current setup is standard and widely
used [3, 36, 37, 38, 44, 45, 46, 47, 52, 53, 54, 55]. In
this ensemble of works, field strengths of up to 40 V/nm
have been studied [52], but indeed, we limit ourselves to
fields which are below ones inducing the dissociation of
water (3.5 V/nm) [84]. Despite the simulated geome-
try, the results do not imply that the experiment must be
performed in a condenser. Actually, our results could be
regarded as the zero frequency response. Furthermore,
such field strengths can be imposed by applying fields
with strengths of several kV on tips of 10 to 100 nm
radius. Surely, this is experimentally very challenging
and further problems like dielectric saturation of elec-
trodes [100] and heating complicate the interpretation of
the experiment [101, 51]. However, the analysis of the
idealized conditions, as performed in our manuscript is
necessary for understanding this complex response.
For several common water models we found that the
electric field promotes changes in local order responsi-
ble for the emergence of structural transitions and the
appearance of anisotropic transport coeﬃcients. Specif-
ically, we show that the anisotropic compartmentaliza-
tion within the first and second hydration shells can be
related to the stability and stiﬀness of the H-bond net-
work, the latter coupling to the field on time scales span-
ning four orders in magnitude, as summarized in Fig. 8.
Detailed analysis of each process, associated with
the relaxation of H-bond network and our ability to re-
late molecular transitions to stress relaxations opens a
wealth of possibilities for future experimental verifica-
tion of the predictions of the current modelling. Natu-
rally, diﬀerent techniques should be used to probe the
response on diﬀerent time scales. For example, on the
time scale of 10 fs, high resolution X-ray spectroscopy
has been used to determine the coordination of water
molecules in the fist hydration shell [19], while Raman
spectroscopy and neutron scattering have proven instru-
mental in measuring the characteristic frequency of H-
bond stretching, which is a band that is predicted to split
under the field.
On the time scale of 100 fs, we find restructuring of
H-bonds [14], often studied using various types of X-
ray [5, 6] and infrared spectroscopy [16, 17, 18]. Under
the field, our modelling predicts a general decrease of
the H-bond recombination times, twice as pronounced
in the parallel direction as compared to the perpendicu-
lar one. As a result, the diﬀerence of relaxation times in
the two directions of about 10−20% is expected already
at small field strengths, which could be experimentally
accessible.
Most exciting, however, would be the confirmation
of the existence of the induced cooperative relaxations
occurring on the picosecond time scale. Besides be-
ing seen in stress relaxations and on the level of small
molecular clusters, its signature can be found in the
time-dependent autocorrelation function of the aver-
age polarization vector of the first hydration shell (SI-
Fig. 11). As demonstrated in previous sections, these
excitations are crucial to explain the anisotropy of trans-
port coeﬃcients. While potentially still accessible to
infrared spectroscopy, pump-probe experiments could
yield direct observation of individual relaxations in a
time-resolvedmanner [102], using hyper-Rayleigh scat-
tering [98, 99]. These techniques could be also used to
study the coupling between translational motions and
the electric field occurring on time scales of decades of
picoseconds.
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Last but not least, a similar response to an applied
field may be envisaged for other transport properties that
depend on the H-bond network, such as the bulk viscos-
ity or thermal conductivity. In that respect, our study
represents a model platform to explore the behaviour of
fluids in symmetry-broken environments and when the
invoked eﬀects are small but, nevertheless, important.
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