Abstract. We prove several extensions of the Erdős-Fuchs theorem.
Introduction
The well-known Gauss circle conjecture says that
+ǫ ) (1.1)
for any ǫ > 0. The known best result due to Huxley is replacing O(n can't hold for any constant c > 0. This result is so-called the Erdős-Fuchs theorem. Subsequently, Jurkat (unpublished), and later Montgomery and Vaughan [9] showed that the (log n)
In [10] can not hold for any constant c > 0. In [7] , Horváth tried to remove the term (log n)
in the right side of (1.4). Define A(n) := |{a ∈ A : a ≤ n}|. Under two assumptions
Horváth proved that
would not happen. Notice that the assumption (H2), which says A(n) and B(n) are almost equal, seems a little too strong. So we wish to weaken the requirement for A(n) − B(n), under the assumption that the difference a i − b i is much smaller than o(a 1 2 i ). In this paper, we shall give such a generalization of Horváth's result.
−α ). Hence setting α = 1/4, we get
, n → ∞ can't hold for any constant c > 0, under the unique assumption
We also can consider the generalizations of the Erdős-Fuchs theorem for the sums of more than two subsets of N. Suppose that A 1 , A 2 , . . . , A k are non-empty subsets of N. Define
Horváth [5, 6] proved that for any A ⊆ N,
can't hold for any constant c > 0. Subsequently, Tang [11] obtained an extension of (1.3) for the sum of k A's, i.e., it is impossible that
Chen and Tang also proved a quantitative version of (1.8) in [2] . In [5, 6] , Horváth factly considered
for any sufficiently large n, where f = Θ(g) means g ≪ f ≪ g, i.e., there exist two constants c 1 , c 2 > 0 such that c 1 g(n) ≤ f (n) ≤ c 2 g(n) for any sufficiently large n. Then Horváth [6] showed that for any constant c > 0,
is impossible. Under some additional assumptions, Tang [12] improved Horváth's result and showed that the remainder term can be reduced to o(n 1 4 (log n)
) according to whether k is even or odd. Here we shall give an extension of (1.3) concerning R A 1 ,...,A k (n). Theorem 1.2. Suppose that 0 < β ≤ 1/2 and 0 ≤ α ≤ β/2. Let A 1 , A 2 , . . . , A k be some non-empty subsets of N satisfying that
Clearly the assumptions (2) and (3) of Theorem 1.2 also imply A 2 (n) = Θ(n β ). Furthermore, if A j (n) = Θ A 1 (n) for j = 2, . . . , k and R A 1 ,...,A k (n) = Θ(n), then it is easy to verify that A 1 (n) = Θ(n 1 k ). Hence (2) and (3) of Theorem 1.2 are valid under Horváth's assumption (h2).
In [1] , Bateman showed that
can't hold for any constant c > 0. Clearly the result of Bateman implies the Erdős-Fuchs theorem. In [3] , Chen and Tang showed that for any constant c > 0, it is impossible that
Now we can prove that
can not hold for any constant c > 0.
(ii) Under the assumptions of Theorem 1.2,
In Section 2, we shall establish an auxiliary lemma and use it to conclude the proof of Theorem 1.1. This lemma is also necessary to the proof of Theorem 1.2, which will be given in Section 3. Finally, we shall prove Theorem 1.3 in Section 4.
2. An auxiliary lemma and the proof of Theorem 1.1 Lemma 2.1. Suppose that 0 < β ≤ 1/2 and 0 ≤ α ≤ β/2. Let A = {a 1 , a 2 , . . .} and B = {b 1 , b 2 , . . .} be two infinite subsets of N satisfying that
Then as N → +∞, we have
1)
and
Proof. For each j ≥ 1, let the interval
Evidently
Note that n ∈ I j if and only if either a j ≤ n < b j or b j ≤ n < a j . Hence
where in the last step we used the assumption A(n) ≪ n β . It follows that
for any sufficiently large x. Define
where Γ is the Gamma function. If
Since ǫ > 0 can be arbitrarily small, we get (2.1). Similarly, we have
We also have
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Assume on the contrary that (1.6) is true. Define
we also have A(n), B(n) ≤ 2c 
It follows that
Taking the derivative in z of both sides of the above equation, we get
Let m be a large integer to be chosen later. Let ρ = 1−1/N and z(θ) = ρe 2π √ −1θ . For convenience, we abbreviate z(θ) as z. Clearly for any n 1 , n 2 ∈ N,
4)
5)
6)
Evidently by (2.3), we have
In [7] , Horváth showed that
We only need to give an upper bound for J 4 . By the Cauchy-Schwarz inequality,
Note that
Applying (2.1) with β = 1/2, we have
Similarly, by (2.2),
By letting m = C −2 N 1 2 , we get an evident contradiction.
Proof of Theorem 1.2
Let us turn to Theorem 1.2.
Lemma 3.1. Suppose that 0 < β ≤ 1/2 and A 1 , . . . , A k are non-empty subsets of
Proof. Evidently
On the other hand, we also have
Assume on the contrary that (1.10) holds. Let ϑ(n) = r A 1 ,...,A k (n) − cn. Let
i.e.,
Taking the derivative in z, we obtain that
and let m be a large integer to be chosen later. Let
And let J 1 , J 2 , J 3 be the same ones in (2.5)-(2.7) respectively. First, we shall give a lower bound of J. Let
Clearly g n ≥ 2h n ≥ 0 for each n ≥ 0. Let A denote the multiset A 1 ∪ A 2 , i.e., the common elements of A 1 and A 2 have the multiplicity 2 in A. Then
a∈A, u≥0 0≤v,w≤m−1 a+v=u+w ρ a+u+v+w h u .
ar A 3 ,...,A k (n−a+1).
It follows that
a∈A, u≥0 0≤v,w≤m−1 a+v=u+w
We may restrict the above summation to those a, b, u, v, w satisfying the following conditions:
Furthermore, since m ≤ N,
Hence by Lemma 3.1,
Let us consider the upper bound J 4 . Clearly
Thus by the Cauchy-Schwarz inequality,
Applying Lemma 2.1, we obtain that = o(N 2β ).
Similarly, for each 3 ≤ j ≤ k, 
