ABSTRACT In this paper, we propose the adaptive modulation (AM) model based on machine learning for a multiple-input multiple-output (MIMO) orthogonal frequency-division multiplexing (OFDM) system. Since 5G new radio (NR) system can be used in a large variety of Internet of Things fields than the conventional systems, the AM scheme that adjusts data rate and reliability according to channel condition can be effectively utilized. The conventional AM schemes are implemented by defining modulation schemes to be used according to each channel condition as table in advance. However, since the rule-based AM cannot analyze the communication performance according to the correlation of channels between antennas and the number of transmission modes is exponentially increased according to the number of available modulation schemes and antennas, it is not suitable for 5G NR system. The learning of the proposed AM model is based on the generated training signal by the extracted features from the received signal and assigned label through the performance analysis for signal detection. We focus on the application of deep neural network for AM and cover the precedence method of principal component analysis to improve the performance of the model. The simulations on the classification of optimal transmission mode for the MIMO-OFDM signal demonstrate that the proposed model supports the adaptability according to the condition of complex MIMO channel.
I. INTRODUCTION
The next generation communication system requires very high data rate to support use cases such as autonomous driving, immersive entertainment, and experiences in internet of things (IoT) field [1] . Since 5G new radio (NR) system will adopt scalable orthogonal frequency division multiplexing (OFDM) waveform according to various spectrum bands and deployment models and multiple input multiple output (MIMO) has been used as a core technology to improve data rate, the physical layer of 5G NR system can be built on MIMO-OFDM [1] - [7] . As the multiple access technology of 5G NR system, non-orthogonal multiple access (NOMA) improves channel capacity by effectively canceling interference by multiple users [8] . Additionally, 5G NR system provides throughput enhancement for users at cell edge through directional beamforming based on massive MIMO. Also, 5G NR system will support massive connections that are taken for a large variety of use cases than the previous generations.
The 3rd generation partnership project (3GPP) targets the connection density of 1 million devices per km 2 and packet error rate (PER) of 1% [2] . To support high data rate while ensuring high reliability, adaptive modulation (AM) that adaptively adjusts modulation schemes according to the condition of channel can be effectively utilized in 5G NR system.
The latest standards for wireless communication system employing MIMO define a number of modulation schemes to adjust data rate and reliability according to channel condition [9] , [10] . For example, IEEE 802.11n standard defines four modulation schemes such as biphase shift keying (BPSK), quaternary phase shift keying (QPSK), 16-quadrature amplitude modulation (QAM), and 64-QAM. IEEE 802.11n provides adaptability according to channel condition by defining the lookup tables for equal modulation (EQM) using the same modulation scheme for all spatial streams and unequal modulation (UEQM) using different modulation schemes for each spatial stream. The general mechanism of AM was as follows. The receiver estimates the optimal transmission mode based on the channel quality information (CQI) and transmits the information to the transmitter through the feedback link. The estimation of optimal transmission mode is based on improving the spectral efficiency while satisfying the pre-defined target error performance. In [11] - [13] , AM was implemented by defining the table for use of modulation schemes according to signal to noise ratio (SNR) as channel condition. This AM is referred to as the rule-based AM. However, since the use of modulation schemes according to each channel condition should be defined in advance as a table, it is difficult to apply the rule-based AM in 5G NR system, which can be used for the various scenarios for massive connections. Also, since 5G NR system will target different throughput and reliability according to various use cases, the number of transmission modes is increased by the adaptive use of various modulation schemes. Therefore, the rule-based AM is not suitable for 5G NR system. Especially, in case of using MIMO, the number of transmission modes for AM is exponentially increased according to the number of spatial streams and available modulation schemes. For example, assuming that there are N spatial streams and M available modulation schemes, there are M N transmission modes for AM. In addition, in the MIMO system, since the signals of each spatial stream are received by all receiving antennas through the channels between each transmitting antenna and each receiving antenna, the correlation between the channels should be considered to determine the optimal transmission mode. Therefore, since the different transmission modes can be optimal even if SNR is same, the rule-based AM can't determine the optimal transmission mode from the complex channel condition of MIMO system.
In recent years, machine learning (ML) has attracted a great deal of attention by leading substantial performance improvement compared with conventional techniques in complex problems such as computer vision (CV), natural language processing (NLP), speech recognition, robotics, and expert system [14] - [17] . ML learns the model for the relationship between input and output according to the collected data and has adaptability according to various situations. Therefore, the research on application of data-based ML for the physical layer of wireless communication system is being actively performed due to the new features of 5G NR system that require the different target performances in the diverse scenarios with complex channel models [18] - [21] . However, the research for ML-based AM is insufficient. Although the previous researches proposed the learning model that classifies the used transmission mode for received signal based on training signals, it is limited to performance enhancement of the reliability for fixed transmission mode [22] , [23] . We define the problem that simultaneously adjusts throughput and reliability performance of wireless communication system by determining the optimal transmission mode according to the channel condition and propose the suitable learning model for that. The proposed model supports the maximum throughput while the pre-defined reliability condition is satisfied. Also, the model optimally determines different transmission modes even if SNR is same.
The outline of this paper is organized as follows. In section III, the proposed machine learning model for AM is described in three sub-sections. The framework of proposed model for AM is described in sub-section III-A. Sub-section III-B deals with the generation method of label and features for classification model and its processing method. Also, sub-section III-C covers the hybrid machine learning model based on supervised and un-supervised learning. Finally, Section IV concludes this paper. Figure 1 shows the proposed machine learning model for AM in the MIMO-OFDM system. As shown in Fig. 1 , MIMO-OFDM system deals with a single-user case composed of a single transmitter with N -antennas and a single receiver with N -antennas. Each OFDM symbol is composed of 256 sub-carriers. The model performs learning prior to actual communication to adaptively determine the optimal transmission mode according to channel condition. The optimal transmission mode is defined as the method that has the maximum data rate while the pre-defined reliability condition is satisfied. For simulation, the reliability condition is defined as PER of 1% specified in 5G [2] . Also, the modulation schemes that can be used in each antenna are defined as BPSK, QPSK, 16-QAM, and 64-QAM. It is assumed that the number of transmitting antennas and receiving antennas is same and zero forcing (ZF) is used as the detection scheme. The relative minimum distance between constellation points (d rm ) and data rate (R) according to modulation schemes is described in Table 1 . The constellations for each modulation scheme are described in [21] . As the modulation order increases, the amount of transmitted information by one symbol is increased. However, under the condition that the equal power is used for transmission, as the modulation order increases, d rm is shorter and the detection process becomes more susceptible to noise. In the MIMO-OFDM system, the number of modulation schemes that can be used in each of N -transmitting antennas is defined as M . The received signal is converted into a frequency domain signal through fast Fourier transform (FFT) for simple channel compensation. In the frequency domain, the received signal of the k-th sub-carrier can be represented as follows,
II. SYSTEM MODEL
where H is Rayleigh fading channel composed of the independent channel components between each transmitting antenna and receiving antenna [4] . X is the transmission signal composed of independently generated OFDM symbols from each antenna of transmitter. Also, N is additive white Gaussian noise (AWGN). The OFDM signal is detected by unit of sub-carrier through one-tap equalizer. The channel compensation process for the signal of k-th sub-carrier is as follows,X
whereĤ −1 is the inverse matrix of estimated channelĤ . Also, N is the generated residual noise by channel compensation matrixĤ −1 . The data bits are detected from estimated symbol through demodulation. According to Eq. (2), the OFDM system performs the channel compensation by unit of sub-carrier to effectively compensate the fast varying frequency selective fading. Therefore, in the fast varying channel, the MIMO-OFDM system can accumulate the information of channel condition for training the machine learning model.
The channel condition is defined as the amplitude of fading in the proposed model. Unlike the phase distortion, the channel compensation for amplitude distortion deteriorate reliability by amplifying noise. Since the noise is greatly amplified by the channel compensation as the power of received signal is lowered by fading, the sensitivity to noise is increased. Especially, in the MIMO system, since the signals of each spatial stream are received by all receiving antennas through the channels between each transmitting antenna and each receiving antenna, the interference by different signals occurs. Since the noise is amplified in the process of canceling for the generated interference, the reliability performance varies depending on the relationship among the channel components. Therefore, the relative amplitude among the MIMO channel components greatly affects the reliability performance of MIMO detection. This is the defined correlation among channel components.
The communication signal processing and generation of training data are simulated through Matlab and the signal processing for machine learning is simulated through Python.
III. ADAPTIVE MODULATION BASED ON MACHINE LEARNING MODEL IN MIMO-OFDM SYSTEM
In order to learn the proposed model, the transmitter transmits the pre-defined data symbol to the receiver by using different transmission modes. The receiver extracts the information for each channel from received signals as the features of training data. Also, the training data is completed by allocating the optimal transmission mode as the label for the generated features. The extraction method of features and allocation method of label for each feature are covered in the sub-section B. Since the model is learned from the training data with the label according to feature, the proposed AM model is based on the supervised learning. Although, the proposed model can be applied to all supervised learning algorithms, we focus on the application for deep neural network (DNN) [13] . DNN parameterizes the relationship between input and output through the weights between layers. Therefore, in the proposed model, the relationship between the channel conditions and the optimal transmission mode can be parameterized through the learned weights of DNN. The modeling of DNN is covered in the sub-section A.
Also, in order to improve the performance of model, we propose the hybrid model based on supervised learning and un-supervised learning. Un-supervised learning is largely divided into the clustering that classifies data without label and the dimensionality reduction that transforms data so that other machine learning algorithms can more easily interpret data than the original data [14] . Since the communication system can learn the model through previously promised data, it is appropriate to use the un-supervised learning for dimensionality reduction. We focus on the combination of DNN and principal component analysis (PCA), which transforms features to have as large variance as possible while reducing the dimension of features. The application of PCA and its performance improvement is covered in the last sub-section.
A. DEEP NEURAL NETWORK MODEL FOR ADAPTIVE MODULATION
The framework of proposed DNN model is shown in Fig. 2 . The training data is based on the received signal and the number of neurons in the input layer is adjusted according to the number of extracted features (F) from the received signal. Also, the features should be generated based on parameters that affect detection performance. The sets of neuron values in the input layer, hidden layers, and output layer are denoted as I , H , and O, respectively. Also, the sets of weights and biases between each layer are denoted as W and b, respectively. The number of hidden layers and the number of neurons in each hidden layer are assumed as L − 1 and H , respectively. The values of neurons in hidden layers and output layer are calculated as follows,
where rectified linear unit (ReLU), which is mainly used in the recent neural networks, is used as an activation function. Each neuron of output layer corresponds to each label for available transmission mode in the transmitter. Each neuron of output layer derives the score for the probability that each label is optimal for the entered features. Each score is transformed to the form of probability through the softmax function as follows,
where T is the number of neurons in output layer and is equal to the number of labels. Since the labels corresponding to the entered features are assigned to each training data through detection performance analysis of the received signal, the advance information for the optimum transmission mode according to entered features can be utilized in the cross entropy layer. The loss is calculated by cross entropy as follows,
where T k is the value corresponding to the k-th label. If the k-th transmission mode is optimal for the entered features, the label is k and the matrix T , which is composed of the k-th component with 1 and the rest of components with 0, is transferred to the cross entropy layer as follows,
where (·) means transpose operator. Through the back propagation based on the derived loss from cross entropy layer, the weights between layers are adjusted so that the output of softmax layer is derived as T with one-hot encoded labels as components. Through the learning, DNN model parameterizes the relationship between the features and optimal transmission mode as learned weights. Since the proposed model is based on DNN that re-processes the feature to better understand the channel condition than the conventional model, the performance gain is derived by the proposed model. In order to parameterize the relationship between the channel condition and the optimal transmission mode, long training time is required. However, since the training for model is performed prior to the actual communication, it is not a problem for the communication system.
B. PROCESSING METHOD OF DNN MODEL BASED ON LABEL AND FEATURES CORRESPONDING TO MULTI-STREAM
In the proposed DNN model, the features are extracted based on the estimated information from received signal. The feature should be generated by the information that affects the performance of communication. The features to be assigned to the input layer of DNN model are composed of SNR, the absolute values for components of the estimated channel (Ĥ ) and channel compensation matrix (G) used for signal detection in Eq. (3), as shown in Fig. 3 . As the component of training data, SNR is the representative measurement value of communication performance, representing the sensitivity of noise for received signal. SNR is defined as follows, 10log 10 P S P N (dB),
where P S and P N are the power of signal and noise, respectively. Likewise, the channel affects the sensitivity of the noise for received signal by affecting the power of the received signal. In addition, since the residual noise (N ) is generated by the channel compensation matrix, it can be considered as the component that affects the detection performance. Therefore, the proposed model learns the relationship between the sensitivity of noise for received signal and the optimal transmission mode. Since the estimated channel and channel compensation matrix have channel information between the transmitting and receiving antennas, each has N 2 components and the feature dimension is 2N 2 + 1 including SNR. Since the channel estimation is basically performed for channel compensation and SNR can also be estimated through the received signal [24] , [25] , the features can be extracted not only from the training data but also from the actual communication process. The channel information is generated by combining the estimated channel components by unit of sub-carrier into the matrix.
The optimal transmission mode according to communication performance is determined as follows, where (P E ) j means PER for the j-th transmission mode and T E means the target error performance. Table 2 shows the sum rate (R) and modulation scheme of each stream according to transmission mode for N = M = 4. The transmission modes according to N and M are configured in the same way as Table 2 . T E is defined as PER of 1%. Also, in Eq. (10), R j means the sum of data rates of modulation schemes for the entire stream corresponding to the j-th transmission mode and arg max j ( · ) is an operation for searching a variable j that maximizes the operation value in (). The receiver analyzes the detection performance for received signal and determines the transmission mode having the highest sum rate among the transmission modes that have PER satisfying the pre-defined target as the optimal mode. If there is no transmission mode satisfying the target, the first transmission mode having the highest reliability is determined as the optimal mode. The index of determined optimal transmission mode is stored in the training data along with features. During the training of the model, the index k of determined optimal transmission mode is used to generate matrix T in Eq. (8) as label.
The optimal transmission mode according to SNR is shown in Fig. 4 . As the simulation parameters, the number of transmitting and receiving antennas (N ) of the system and the number of available modulation schemes (M ) are set to 1 ∼ 4 and 2 (BPSK and QPSK) ∼ 4 (BPSK, QPSK, 16QAM, and 64QAM), respectively. The number of available transmission modes for each parameter is M N . For each parameter, the optimal transmission modes for 100,000 MIMO-OFDM packets are shown in each sub-figure. Also, the optimal transmission mode is indicated in the form of index defined in Table 2 . Since there are transmission modes with the same sum rate such as Table 2 , some transmission modes may not be allocated as the optimum transmission mode according to the parameters. In the single input single output (SISO) channel environment (N = 1), most data can be classified according to SNR. However, as N increases in the MIMO channel environment, since the number of channel components (N 2 ) is increased and the detection performance is significantly affected by the correlation between the components, the classification according to SNR becomes difficult. Also, as N and M increase, since the number of available transmission modes is increased, it is difficult to classify the data and it can be confirmed that more transmission modes can be optimized at the same SNR from the simulation results. 2,000 (2%) of 100,000 data sets are used to train the model and all data sets, including training data sets, are used for test. Figure 5 shows the classified optimal transmission mode by the rule-based AM and proposed model according to SNR. In the rule-based AM scheme, the optimal transmission mode is classified into the transmission mode having the highest sum rate while satisfying the target error performance according to SNR. However, the proposed model, which has been trained through the pre-accumulated data, can classify different optimal transmission modes according to the input features at the same SNR. Therefore, the proposed model has more reasonable adaptability according to the MIMO communication environment than the rule-based AM. Table 3 shows the classification accuracy of the optimal transmission mode according to the communication parameters. In Table 3 , the results associated with PCA are covered in sub-section C. Although the classification accuracy tends to decrease as the number of channel components and available modulation schemes increase, the classification accuracy means the classification probability of assigned optimal transmission mode by Eq. (10) and does not mean an error for signal detection. However, since the average throughput can be increased by accurately determined optimum transmission mode having the maximum sum rate while satisfying target reliability according to the channel condition, the classification accuracy should be considered as the important criterion of performance. The throughput for the classified transmission mode by the rule-based AM and proposed model according to the communication environment is covered in the sub-section C.
C. HYBRID MODEL BASED ON DNN AND PCA
The proposed model is basically based on DNN. Since the DNN uses label as shown in Fig. 2 , it is supervised learning. Therefore, it is not possible to determine the optimum transmission mode according to channel condition by sole un-supervised learning. Un-supervised learning is used to improve the classification performance of supervised learning. As the algorithm of un-supervised learning, PCA preprocesses the input feature of DNN. Therefore, the algorithm is scalable based on the hybrid model composed of DNN and PCA.
Although the components that affect the communication performance in detection process are assigned to the input layer of DNN as features, the features may not be optimal according to the communication environment. Since the performance of model is highly dependent on the suitability of feature, PCA that transforms the features in the new 
dimension space while minimizing information loss of features can be performed prior to DNN for the improvement of model [14] . PCA identifies the amount of information for each eigen-vector as the corresponding eigen-value through the eigen-decomposition of covariance matrix of features. The original features are converted into the VOLUME 7, 2019 
transformed feature in low-dimensional sub-space by using the generated projection matrix as the sub-set of sorted eigen-vectors in descending order of information amount for each eigen-vector. The larger the variance of distribution for each class in feature dimension, the easier it is to classify each class. Although the amount of information for features is slightly lost by PCA, the variance between the classes in the transformed low-dimensional space can be increased. Therefore, the performance of model can be improved through the conversion of feature by PCA. Table 3 shows the performance of the hybrid models according to the communication parameters. The simulation results of Table 3 show that the performance of model is improved by PCA in most environments. Also, the model with best performance is confirmed in the case of using the transformed features in the feature dimension of F ∼ F −3 as input of DNN. If the dimension of feature is greatly reduced by PCA, the amount of information for features is greatly reduced and the performance of model can also be greatly degraded. In Table 3 , the models with best performance are marked in blue and the models with worst performance are marked in red according to communication parameters. Figure 7 shows the average throughput of system by the proposed and conventional rule-based AM. The throughput VOLUME 7, 2019 
is calculated as follows,
where R k means the sum rate of the determined transmission mode by AM. Also, the unit of throughput is bits per sub-carrier (bps). From the simulation results, it can be confirmed that the performance of the proposed model is significantly higher than that of rule-based AM in most SNRs. Also, Fig. 7 shows the simulation results in different subfigures according to the number of antennas and the number of available modulation schemes. If the number of antennas is different, the degree of interference by different signals is different. Also, as the degree of used modulation scheme increases, the reliability performance according to SNR is decreased. Therefore, in the simulation results of each subfigure, the different performance gains according to different SNR ranges are showed for each parameter. In case of M = 4, the transmitter adaptively uses BPSK, QPSK, 16-QAM, and 64-QAM for each antenna according to channel condition. 64-QAM has low reliability performance for same SNR compared with BPSK, QPSK, and 16-QAM. Since there is a high probability that 64-QAM is not selected as the optimal modulation scheme for a specific transmitting antenna according to channel condition in an even high SNR, the throughput performance of system using 64-QAM is not converged in 60dB. At high SNR where no error occurs for 64-QAM, the throughput performance converges. From the classification accuracy performance of Table 3 , it is confirmed that the classification performance of supervised learning can be improved by using PCA. Also, in order to confirm the improvement of throughput by PCA, the simulation results of Fig. 7 shows the performance gain of the model with the highest classification accuracy compared with the model with the lowest classification accuracy according to each parameter.
In the boundary of SNR where the performance of rulebased AM drastically changes, since the determination of transmission modes by the proposed model is greatly varied according to the relationship between MIMO channel components, the average throughput of proposed model tends to be slightly lower than that of the rule-based AM. Also, the simulation results show that the higher the classification accuracy of model, the smaller the performance reduction in the boundary of SNR.
The proposed modeling method works for all SNR ranges. Since the modulation schemes that properly operate according to the number of antennas and SNR of target applications are different, the proposed model adaptively determines the optimal transmission mode by learning based on the accumulated data that has the label of the defined transmission mode for target application in the same way as Table 2 .
Although the features can be used differently from the proposed method, the proposed modeling method can be scalable according to the number of antennas. However, from the simulation results, since the number of classes is exponentially increased as the numbers of antennas and available modulation schemes increase, it is confirmed that the performance of model is deteriorated. For the scalability of model, an advanced learning algorithms are required.
IV. CONCLUSION
5G NR system will essentially adopt MIMO technology to support various use cases in IoT field. Although AM scheme is needed in order to maximize throughput while satisfying the required reliability in the system, it is impossible to classify the optimal transmission mode according to the MIMO channel condition using the conventional rule-based AM scheme. To solve this problem, we propose a hybrid machine learning model based on DNN and PCA. The features are composed of the information related to the sensitivity of the noise for received signal. The label is assigned as the transmission mode with maximum data rate while satisfying the target error performance according to the features. DNN parameterizes the relationship between the sensitivity of noise for received signal and the optimal transmission mode and classifies the optimal transmission mode according to the entered features. Also, PCA is used to transform the features so that DNN model can more easily interpret features than the original features and the classification performance of DNN is improved by inputting the transformed features. Simulations on the throughput performance according to determined optimal transmission mode by the proposed model demonstrate that the proposed model has substantially improved performance compared with the conventional scheme. Also, from the simulation results, we confirm that the research on the advancement of modeling is needed to further improve throughput performance.
