We consider fixed Recombinant Inbred Lines (RIL) derived either by selfing or by fullsib mating; when applicable, we also consider Intermated Recombinant Inbreds (IRI). First, we show that the usual estimate of recombination fraction based on RIL data is biased, and we provide an estimate where the major part of that bias is removed. Second, we derive simple formulas to compute the frequencies of genotypes at three loci in RIL. We describe the non-independence of multiple recombinations arising in RIL recombination data even though there may be no interference in each meiosis. Finally, we give formulas for interference tests, gene mapping, or QTL detection in RIL populations.
Introduction
Recombinant Inbred Lines (RIL) can be derived either by repeated selfing or by repeated brother-sister mating of the progeny of an initial F 1 cross between two inbred lines. Such populations constitute a material of choice for geneticists and breeders. First of all, the genetic material is fixed if the number of selfing or brother-sister mating generations is large enough; indeed, the chance that any given locus is heterozygous decreases very fast with the number of generations of inbreeding, and in practice 7 to 10 generations are sufficient.
With such fixed genotypes (ignoring mutations), a line can be multiplied while staying identical, allowing measurements in different conditions virtually an infinite number of times. Second, because of the accumulation of crossovers appearing at each meiosis with every generation, the proportion of recombinant zygotes in RIL (i.e. the probability that two linked loci have different parental alleles) is higher than what it would be in the F 2 .
The main disadvantage of RIL is that they require long and sometimes costly procedures to develop. However, this has been tackled recently by large community efforts, for example in mouse (THREADGILL et al. 2002; COMPLEX TRAIT CONSORTIUM 2004) and in maize (The Maize Mapping Project, http://www.maizemap.org/). Concommitantly, the analysis of RIL data has also experienced a renewal of interest from the theoretical standpoint (e.g. BROMAN 2005; TEUSCHER et al. 2005) . The present paper wishes to improve the statistical description of such data.
Hereafter and classically, the recombination rate per meiosis will be denoted r, while the proportion of recombinant zygotes in RIL will be denoted R. The relationship between r and R for two loci in fixed RIL populations derived either by self-fertilization or by full-sib matings is well known since the often cited work of HALDANE & WADDINGTON (1931) :
for selfing by single seed descent (SSD), or
for full-sib mating (SIB).
(
Recently, these formulas have been generalized to cope with more complex inbreeding designs (WINKLER et al. 2003; ZOU et al. 2005) ; for example, WINKLER et al. (2003) extended these formulas to Intermated Recombinant Inbred (IRI) lines having t generations of random mating prior to selfing. In a large (infinite) population, they showed for instance that SSD leads to
and an analogous equation in the case of sib-mating. Some of the work presented here will apply to those cases too.
The formulas of HALDANE and WADDINGTON (1) have been the basis for linkage analysis in RIL (for genetic mapping and QTL detection). In particular, to our knowledge, they are the only core formulas used by genetic mapping and QTL detection softwares to accomodate data from recombinant inbred lines; this is not only the case for the oldest and still most used software, Mapmaker , but also for more recent programs (e.g. CHABRIER et al. 2000; MANLY et al. 2001; WANG et al. 2003) . In those data analysis programs, RIL data are handled as if they were backcross data, i.e., produced by a single meiosis, except that r is replaced by R to partly account for multiple generation effects in RIL.
Our starting point is the fact that the two-locus formulas (1) are insufficient to fully describe recombinations in RIL data; this fact has sometimes gone unnoticed or has been simply neglected because it complicates the data analysis. Indeed, through the accumulation of meioses in RIL, with either selfing or full-sib mating, the recombinations in two marker pairs are no longer independent events, even if there is no interference in recombinations during each meiosis. As a consequence, the computation of genotype frequencies at three loci or more (multipoint analysis), which enters in genetic mapping (e.g. for gene ordering) and in QTL detection (e.g. interval mapping), is more complicated with RIL data (i.e. as function of the Rs) than it is in F 2 or backcross populations (as function of the rs). Another problem arises from the non-linearity of the formula (1): because of that, its direct use does not provide an unbiased estimate of r.
Here, we shall provide new formulas that describe the statistics of RIL data. The presentation is organized as follows. First we treat the bias in the estimate of r in terms of the observed value of R. Second, we derive the formulas giving the three-locus genotype frequencies in terms of the Rs. Finally, we show how these frequencies can be used in statistical inference, namely for gene mapping, to test for interference, or for QTL detection by interval mapping in RIL.
General framework
Here, we wish to adhere to clear and consistent definitions of recombination rate and map distance, as was the case in the original literature on linkage (e.g., Haldane 1919 Haldane 1931 , and avoid the confusion in terminology that has arisen in more recent literature. In partic-ular, we ban the terms apparent recombination rate, apparent interference, map expansion, and equivalent distance. The recombination fraction r is defined as the expected propor- For all our work, we assume that we are dealing with diploid organisms. The probability of recombination between loci 1 and 2 during one meiosis is r 12 . As is usually assumed, this probability is taken to be independent of the genotype and thus is the same across the different generations of the inbreeding.
Consider now the genotype frequencies in fixed lines derived from (homozygous) parents. Since we are considering only fixed lines, for notational simplicity and without loss of generality, we denote the genotypes using only one allele per locus, that is:
For two loci, these genotypes are of the form "recombinant" (Ab or aB) and "non-recombinant" (AB or ab). As usual, one defines R 12 to be the probability of producing a recombinant zygote. R 12 is thus also the expected fraction of such lines. The definitions of r 12 and R 12 are always the same regardless of the mating system or design. However, the dependence of R on r does vary with the mating scheme (see the examples in equations
(1) and (2) above). Hence, whenever possible, we will express our results directly in terms of R.
When alleles are fixed (large enough number of generations of inbreeding), the four 2-locus genotypic frequencies are determined completely by the (single) recombination fraction R 12 . We use the notation whereby g (0) is the total frequency of genotypes with no recombination (AB/AB or ab/ab), while g (1) is that of those with recombination (aB/aB or Ab/Ab). In the absence of anomalous segregation, the different genotypes in a given category are equi-probable. Obviously, g(0) + g(1) = 1; since R 12 = g(1), all genotype frequencies are given in terms of g(1) = R 12 and g(0) = (1 − R 12 ).
Two-point statistics
Since this whole section concerns only two loci, we shall drop for now the subscripts 12 on r and R to lighten the notation. Now in practice only a finite number N of lines are produced, and from these one must get estimators of the previously defined parameters, namely R = R 12 and r = r 12 . The estimator of R is just the fractionR of recombinant zygotes observed among the N lines, but for estimating r we have several possibilities.
Bias reduction in the case of RIL by SSD First we consider the case of a sample of N fixed Recombinant Inbred Lines derived independently by Single-Seed Descent from the starting F 1 . The number of times each genotype arises is stochastic; we are principally interested in the number m of recombinant lines; m is a random variable, of distribution
Maximization over R of the likelihood of the given data leads to the obvious estimatorR:
As expected, this is the number of recombinant lines divided by the total number of lines.
An estimator of a quantity is unbiased if the expectation of that estimator equals the exact value of the quantity. The starting point of our discussion here is that althougĥ R is unbiased, this is not the case for the "usual" estimator of r (e.g. in Mapmaker, see . This usual estimator, obtained by pluggingR instead of R into the Haldane-Waddington formula (1) and solving for r, has a bias of order 1/N; the source of this bias is the fact that the relation between r and R is non-linear. Let us look at this more carefully.
The expectation ofR can be computed, using the binomial distribution of m; one obtains E R = R
This shows thatR is an unbiased estimator of R.
We are interested in estimating r; inverting (1) gives
The simplest and often used estimator of r is r * =R/(2(1 −R)) however this estimator turns out to be biased. An intuitive explanation of the origin of this bias is as follows.
Assume r and R are the true values linked by equation (1). BecauseR is unbiased, it can be thought of as the sum of the true value plus a random noise of zero mean:R = R + e(0, σ).
However, because the relation (1) is not linear, it is easy to see (e.g., graphically) that using (1) to project the distribution of noisyR values on the r axis leads to a distribution that is not centered on the true value r.
biased estimator of r.
To quantify this mathematically, first rewrite the estimator as
and then perform the Taylor series expansion in ǫ R ≡ (R − R)/(1 − R):
Now we take expected values: using the fact thatR is unbiased, we have
where the higher order terms are associated with higher order moments of (R − R). Although this formula assumes one knows R, it is nevertheless useful. First, to this order in the Taylor expansion, we can replace 1/(1 − R) by 1/(1 −R). Second, although the expectation E (R − R) 2 depends implicitly on R, we can estimate this variance assuming the value of R is equal toR: the result isR(1 −R)/N. This approach then leads us to a modified estimate for r in which most of the bias has been removed:
Although this new estimator is still biased, the remaining bias is now only of order 1/N 2 .
It is possible to obtain higher order corrections, either by keeping more terms in the Taylor expansion, or by appealing to strategies from inverse problem methods (BAKO & DABOCZI 2002) .
Bias reduction in the case of RIL by SIB The same kind of analysis can be applied to the case of Recombinant Inbred Lines derived by full-sib matings. This modifies the relation between r and R (cf. (1)); solving that equation for r leads to
As in the previous discussion, the obvious estimate of R is given by (6) and is unbiased.
But, plugging that estimate into the formula for r leads to an estimate r * =R/(4 − 6R) with a bias of order 1/N for N lines. To remove the leading bias, one just proceeds as described before; the derivation is straightforward so we simply give the result here:
General case and application to IRI lines So far we have considered recombinant inbred lines only but more general designs such as IRI lines can also be treated. The definitions ofR and R are the same as before (just use the fraction of recombinant zygotes) and againR is unbiased. From these quantities, we want to estimate r. The main difficulty comes from the fact that r is not known analytically as a function of R: one has to resort to a numerical determination of r * . For instance, in IRI lines, (2) cannot be inverted to give a closed form expression for r = f (R); instead, r will be obtained numerically to arbitrary accuracy. A priori, this difficulty makes computing the bias problemmatic; nevertheless, it can be done, albeit at the cost of long formulas.
Rather than consider the particular case of (2), let us treat the general case of an arbitrary relation between R and r, represented as r = f (R). The straightforward estimator for r is r * = f (R). Unless f is linear, this naive estimator of r is biased. As in the case treated before, the bias can be computed formally from the Taylor series expansion:
SinceR is unbiased, the expectation E[R−R] vanishes and the leading bias in the estimator for r comes from the variance ofR. As discussed in the previous section, although we do not know this variance exactly, its value to leading order in 1/N isR(1 −R)/N. Similarly, we can replace f (R) by f (R) to this order, so that our corrected estimator iŝ
where f ′′ (R) is the second derivative of f evaluated at the pointR.
A technical difficulty arises when applying this formula: if f is known only through its inverse f −1 (as is the case with IRI), the computation of the f ′′ term has to be indirect.
Rather than tabulating f (numerically determining it at a series of points) and then taking its second derivative which numerically introduces discretization errors, we observe that f ′′ can be expressed in terms of the derivatives of f −1 . The advantage of such an approach is that one circumvents any root solving problems. The mathematics is relatively simple and starts with the relation between the derivatives
is introduced to lighten the notation. Differentiating once more leads to
This thus leads to a simple computation ofr once the term r * has been extracted. The bias ofr is again of order 1/N 2 .
The case of IRI lines can be treated directly with this approach. First, the naive estimator of r has to be obtained by solving (2) numerically; let r * be the value so that r * = f (R); this gives the first term on the r.h.s. of (16). Second, using (18), one computes f ′′ via g and its derivatives (which are known explicitly); this gives the second term on the r.h.s. of (16). The final result is a modified estimator in which the O(1/N) bias has been removed.
Three-point statistics
Three-locus genotype frequencies We consider now fixed RIL or IRI lines with 3 loci. There are 8 genotypes denoted ABC ≡ ABC/ABC, aBc ≡ aBc/aBc etc., in the obvious fashion. In the absence of anomalous segregation, the 8 genotype frequencies depend only on whether there are or not recombinations in the intervals 1 − 2 and/or 2 − 3, so the problem reduces to finding 4 quantities. Let g(i, j) denote the probability to obtain genotypes with i (0 or 1) recombinations between loci 1 and 2, and j recombinations between loci 2 and 3. We thus have:
Since
the knowledge of the three recombination rates R 12 , R 23 and R 13 R 12 = g(1, 0) + g(1, 1)
suffices to determine all genotype frequencies by solving the system of linear equations formed by (20) and (21). This gives:
These equations can be summarized via the general formula: 
and the same for α 2,j , B, and C, respectively.
-[Place Table 1 around here] --[Place Figure 1 around here] -An intuitive demonstration of (22) can be obtained using Table 1 and Figure 1 as follows. Because we assume that the three loci 1-2-3 are linked on the genetic map, there is a strict dependency of the recombination events in the interval 1−3 on the recombination events in 1 − 2 and 2 − 3. These dependencies are shown in Table 1 . Then, in the Venn diagram in Figure 1 , the sets R 12 and R 23 , corresponding to recombination events in 1 − 2 and 2−3 respectively, are sufficient to divide the space into four mutually exclusive subsets, each corresponding to one frequency g(i, j) (also indicated in the figure) . From basic set theory, R 12 + R 23 − R 13 = 2 g(1, 1); similarly, g(1, 0) = R 12 − g(1, 1), etc. from which one obtains the relations (22). It is nice to note that the coefficients of the R's in (22) are exactly the signs given in Table 1 , where (+) corresponds to recombination, and (−) to no recombination.
Although genotype frequencies can as well be expressed in terms of the r's, there are three nice features of equations (22) that come directly from the fact that we express genotype frequencies in terms of the R's, as long as each R is defined as in (6) Note that since the three pair-wise recombination fractions determine all genotype frequencies, necessarily the probability of double recombinant zygotes is always given in terms of the probabilities of the single recombinant zygotes.
Distances and mapping function
Relation between recombination rates: Now we can ask what is the relation between R 12 , R 23 and R 13 . This will indeed depend on possible interference between the recombinations.
Assuming here that there is no interference in the crossover events during meiosis, we have r 13 = r 12 + r 23 − 2 r 12 r 23 (25)
For RIL with SSD, one has R = 2 r/(1 + 2 r); expressing (26) in terms of the Rs then gives
This can be transformed into explicit relations for R 13 :
giving:
In the case of sib mating, given the relation R = 4 r/(1 + 6 r), the assumption of non-interference gives
Solving for R 13 leads to
which generalizes very elegantly the SSD formula; this can also be put into the form
Unfortunately, within IRI lines, the relation between R and r cannot be solved explicitly for r if t > 3; because of this, we have no simple relations between the R's, be it for SSD or sib mating. It seems useful to clarify once and for all these points. Recall that the distance between two loci is defined (in Morgan) to be the mean number of crossing overs arising in that interval during a single meiosis (such distances are then necessarily additive). Generally one does not know the number of crossing overs but only its parity, an odd (resp. even) number giving (resp. not giving) a recombination between the two loci under consideration.
Additivity of distances
This difficulty then pushes one to infer distances from recombination rates. In the case of no interference in each meiosis, we can make everything explicit. In that case, the distance d H is given in terms of Haldane's map function:
Naturally such distances are additive. However, when simply plugging R into (34) one does not get a map function. Namely, the quantity
is not additive: for three loci 1-2-3 we have
as can be checked from (28) or (32).
To compute genetic map distances from the R values, write (34) in terms of R, which gives:
Distances can thus be estimated either at the single meiosis level (via r) or at the RIL level (via R).
Testing locus order in RIL:
One can use the three-locus frequencies in (22) for ordering three loci in mapping problems. The problem is to find the most likely ordering of the loci given the recombination rates. We focus on RIL and IRI lines, working directly with R values. Consider that a finite number N of fixed lines are produced; we denote by n i,j the number of lines with i recombinations in the first interval and j in the second. Given the property of independence of the lines, the joint probability of having generated n 0,0 , n 0,1 , n 1,0 , and n 1,1 such lines is
This probability is, via the g's, a function of the Rs, but note that a choice has been imposed implicitly for the "middle" locus. There are three possibilities for this middle locus, and for each such choice, one is to find its likelihood.
In what follows we shall assume that there is no interference. The maximum likelihood approach is to maximize P ({n i,j }) over all choices of the Rs; this provides estimates of the Rs and avoids referring to an a priori distribution. Since we assume there is no interference, we can eliminate R 13 by re-expressing it in terms of R 12 and R 23 . This step uses explicitly the SSD or sib-mating assumption (cf. relations (30) and (33)). Performing it is straightforward for RI lines but not for IRI lines; indeed R 13 is not know analytically in that case and so one must resort to doing the elimination numerically. For that, one computes r 12 and r 23 , then r 13 = r 12 + r 23 − 2r 12 r 23 , and finally R 13 via the explicit IRI formula.
Maximizing the likelihood over R 12 and R 23 requires searching in a two-parameter space with an allowed domain 0 ≤ R ≤ 0.5. This search can be done numerically. Performing this search for the three possible orderings then leads to the order with the largest maximum likelihood.
Note that the parameter settingsR 12 andR 23 that maximize the likelihood in general will be different from the values estimated from two-locus data only as additional information has been included. This is not the case when one single meiosis is involved (e.g., back-cross) in which case the two and three-locus estimates of the recombination fractions are the same. This property can be traced back to the fact that the recombinations in each interval are independent in one meiosis. However, this is not the case in RIL and so it is mathematically more justified to infer locus order by simultaneously using all the 3-locus data. A more naive method consists in using first the data for each interval separately to extract the Rs, and then use this in (38) to get a likelihood for each of the orderings. We implemented the algorithms for these two approaches but in practice we found that they lead to essentially identical results.
Interference in RIL
Non-independence of recombinations Formulas (30) and (33) were derived assuming no interference at each meiosis. Nevertheless, it is clear that the relation between the R's is not the same as the one between the r's (see equation (25)), namely:
Hence, recombinations in different intervals are not independent events in RIL, even if there is no interference at each meiosis. We quantify here the amount of non-independence in RIL data (when there is no interference in each meiosis) by the four ratios:
Hence, compared to what would be obtained if genotype frequencies in RIL could be computed as if they were produced by a single pseudo-meiosis (where r would be replaced by R), we see that there are more double recombinant zygotes and non-recombinant zygotes, and fewer single recombinant zygotes. Furthermore, the relative excess of non recombinant zygotes is small, much smaller than the relative excess of double recombinant zygotes.
-[Place Figure 2 around here] -
To illustrate this point, we show in Fig. 2 these ratios when R 12 = R 23 = R as a function of R. The deviations from independence for double recombinant zygotes is highest when R is small, and there ρ(1, 1) tends to 1.5 (hence the frequency of double recombinant zygotes is as much as 50% higher than that given by the product R 12 R 23 for small R) while at large R the RIL recombinations become independent as expected. In that figure, we also show the two other ratios related to non-independence for non-recombinant and for single recombinant zygotes; note that the former departs very little from 1.
Test of true interference It can be of interest to consider the consequences of true interference at each meiosis so let us see how to test this directly from RIL data using equations (22), applying standard linkage analysis methods developped for other crosses (OTT 1999, pp. 124-128) . Generalizing the test based on the coefficient of coincidence in individual meioses (MULLER 1916) , we consider the ratio I (RIL) = 1 − observed frequency of double recombinant zygotes frequency of double recombinant zygotes if no interference (41) where "no interference" is the result when crossing over events are independent; this corresponds to taking R 13 as given in (30) when computing g(1, 1). A simple calculation in SSD then gives:
In analogy with STRICKBERGER (1985) , interference is quantified here by I ( It is also possible to consider validating a particular model of interference. Then one should consider the ratio of actual recombinant zygotes frequencies to theoretical ones, using for the "theory" the model's value for R 13 in terms of R 12 and R 23 .
Conditional genotype frequencies
The last application of equations (22) that we provide is the computation of the conditional probability of the (unknown) genotype at one of the three loci, given the (known) frequencies of genotypes at the two other loci. This is relevant in particular for the two cases below. Note that we assume no interference here.
QTL detection:
In QTL detection by interval mapping, one wishes to test for the effect of a putative locus Q/q in the interval between two markers M 1 and M 2 . Setting M 1 ≡ A, Q ≡ B, and M 2 ≡ C to keep to our notations, the relevant conditional probabilities to perform QTL detection in RIL are:
Hence, considering that the QTL has an additive effect α, so that QTL genotypic values are µ QQ = µ + α and µ= µ − α, the mean values for the flanking markers genotypes are:
where R 1 is the recombination rate between M 1 and Q, and R 2 that between Q and M 2 (R 12 and R 23 respectively in our notations). The means for the two other marker genotype classes are obtained by symmetry, so finally, the "marker effect" that can be estimated
is the second term of (44).
Numerical evaluation of this quantity shows that approximating genotypes frequencies in RILs "as if" they were produced by a single pseudo-meiosis where r would be simply replaced by R leads to an over-estimation of QTL effects of about 2% as soon as M 1 and M 2 are further than 20 cM apart.
Missing data in genetic mapping Our second example is the treatment of missing data in genetic mapping softwares. When genotyping data are missing for some individuals at some markers, rather than simply drop the individual/marker, one wishes to replace the missing data by their expected values given the available data at other markers/individuals O.C. Martin and F. Hospital February 3, 2006 -17 : 07 using an appropriate algorithm (e.g., . In addition to the above conditional probabilities for the "middle" locus, the following probabilities for the "external" locus are also relevant:
P r(c|AB) = 1 − P r(C|AB) = P (ABc) 1/2 (1 − R 12 ) = 2 − R 12 R 23 (3 − 2 R 12 + 2 R 23 ) 2 (1 − R 12 ) (1 − 2 R 12 R 23 ) P r(C|Ab) = 1 − P r(c|Ab) = P (AbC) 1/2 R 12 = R 23 (3 − 2 R 12 − 2 R 23 ) 2 − 4 R 12 R 23 )
Conclusions
We have reconsidered 2 and 3 locus statistics in RIL (recombinant inbred lines) and extensions thereof, assuming all alleles to be fixed. From the 2 locus recombination fraction, one can estimate the recombination rate per meiosis; removing most of the bias in this estimate can be done quite cheaply and effectively. Interestingly, the 2 locus genotype frequencies completely determine the 3 locus ones, independently of the design or interference model. When recombinations at the level of individual meioses are independent, we provided the formulas relating the different recombination fractions. Furthermore, we exhibited the non-independence of recombinations in such lines. Our 3 locus formulas can be used for more reliable data analysis of inbred lines, for instance for tests such as interference detection or QTL interval mapping. Extensions of such formulas to 4 loci would be of interest; unfortunately the 2 locus frequencies do not determine these uniquely, line design and interference must be taken into account. (40)). The largest deviation from 1 is for the double recombinant zygotes (ρ (1, 1) ), the smallest is for the non recombinant zygotes (ρ(0, 0)). 
