A Nonlinear Age and Maturity Structured Model of Population Dynamics I. Basic Theory by Dyson, Janet et al.
Journal of Mathematical Analysis and Applications 242, 93104 (2000)
doi:10.1006/jmaa.1999.6656, available online at http://www.idealibrary.com on
A Nonlinear Age and Maturity Structured Model of
Population Dynamics
I. Basic Theory
Janet Dyson
Manseld College, University of Oxford, Oxford, England
E-mail: janet.dyson@manseld.oxford.ac.uk
Rosanna Villella-Bressan1
Dipartimento di Matematica Pura e Applicata,
Universita di Padova, Padova, Italy
E-mail: rosannav@math.unipd.it
and
Glenn Webb
Department of Mathematics, Vanderbilt University, Nashville, Tennessee 37240
E-mail: webbgf00@ctrvax.vanderbilt.edu
Submitted by William F. Ames
Received September 30, 1999
A nonlinear model of age and maturity structured population dynamics is ana-
lyzed. The population is structured by age and maturity of the individuals and the
nonlinearity in the equations corresponds to density dependent limitation of popula-
tion growth. The existence and asymptotic behavior of solutions are studied. ' 2000
Academic Press
Key Words: population problems; semigroup of operators; asymptotic behavior.
1. INTRODUCTION
We study a nonlinear model of age and maturity structured popula-
tion dynamics. The population is described by a density function ut; a; x,
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where t is time, a is age of individuals, and x is maturity of individuals. The
total number of individuals with age values between a1 and a2 and maturity
values between x1 and x2 at time t is
R a2
a1
R x2
x1
ut; a; xdxda. The prototype
model of this form is a proliferating population of cells with variable cycle
lengths (indicated by cell age) and heterogeneous morphological develop-
ment (indicated by cell maturity). Cells of all maturity values are capable
of division and dividing cells enter the population with cell age 0. We allow
for immigration or emmigration of cells of all possible ages and maturity
values. Immigration of cells from an external source allows renewal of the
cell population apart from the cell division process. The model is applicable
to the production of blood cells in the body, in which cells range in mor-
phological development from the most primitive (unobservable stem cells)
to the most mature (observable differentiated cells).
The model has the form
utt; a; x + uat; a; x + xuxt; a; x
= νa + µx − ηF u·; ·; tut; a; x;
t > 0; a > 0; 0 ≤ x ≤ 1
ut; 0; x =
Z ∞
0
βaut; a; xda; t > 0; 0 ≤ x ≤ 1
u0; a; x = φa; x; a > 0; 0 ≤ x ≤ 1: NAMP
The coefcient x of the partial derivative ∂
∂x
ut; a; x corresponds to the
rate of maturation of individual cells. All cells mature at the same rate
and the time for a cell to mature from x1 to x2 is
R x2
x1
1
x
dx: Since x1 may
approach 0, the most immature cells require a very long time to reach the
higher levels of maturity. The linear coefcients νa and µx account
for entry or exit of individuals with dependence on age a and maturity x,
respectively, and the nonlinear coefcient ηF u·; ·; t accounts for loss
of individuals due to crowding, (η is a scalar function and F is a linear
functional of the density u·; ·; x). The coefcient βa accounts for the
birth process of a daughter cell of age 0 from a mother cell of age a. The
initial distribution of the population at time 0 is given by φa; x.
Models of maturity structured populations have been studied by various
researchers. Mackey and his various research collaborators ([1] and [716])
have used maturity to distinguish morphological development of blood cells,
and in a recent paper Mackey and Rudnicki, [12], provide a criterion for
stability of a proliferating cell population structured by maturity. In [24]
the present authors consider conditions for the stability or chaos of such
populations. In these papers it is assumed that all cells divide at the same
age and this simplifying assumption makes it possible to eliminate cell age
as a structure variable. In our present treatment we include both age and
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maturity as structure variables. The resulting model has increased gener-
ality, since it allows variable cell cycle lengths, but it also has increased
mathematical complexity. Our approach to the general model is to use the
relatively well understood behavior of age structured models and maturity
structured models separately. This approach was used in [5] to treat the
linear version of (NAMP) (with F ≡ 0). The additional nonlinearity cor-
responding to nonlocal crowding effects on mortality will be handled as a
scalar perturbation of the linear problem.
We suppose that ν and β are uniformly continuous and bounded on
0;∞, µx = µ0 + xγx where γ ∈ C0; 1 and η: 0;∞ → 0;∞ is
a continuous strictly monotonic function. We consider two separate cases.
F is a linear bounded positive functional and in the rst case operates in
Y = C0; 1yL10;∞ and in the second case in L10;∞. The two cases
require different techniques.
It is proved in [5] that the solutions of the associated linear problem
utt; a; x + uat; a; x + xuxt; a; x
= νa + µxut; a; x; t > 0; a > 0; 0 ≤ x ≤ 1
ut; 0; x =
Z ∞
0
βaut; a; xda; t > 0; 0 ≤ x ≤ 1
u0; a; x = φa; x; a > 0; 0 ≤ x ≤ 1 AMP
form a linear semigroup of operators on Y , T t; t ≥ 0, and hence, if A
is its innitesimal generator, we can write (NAMP) as the abstract logistic
equation in Y
dut
dt
= Aut − ηF utut;
u0 = φ;
LE
where φ ∈ Y .
We study the existence and asymptotic behavior of solutions of equation
(LE).
The plan of the paper is the following.
In Sect. 2 we write an explicit formula for the linear semigroup T t in
terms of the solutions of the associated linear age structured population
problem and the associated linear maturity structured population prob-
lem. We can then deduce asymptotic results for the solutions of (AMP). In
Sect. 3 we study the problem (NAMP) in the case that F ∈ Y ∗. The meth-
ods of the proof are suggested by those used by one of the authors in [18]
for a nonlinear age dependent population problem. In Sect. 4 we consider
the case in which F belongs to L10;∞∗. This case is simpler than the
previous one and we are able to write the solutions explicitly in terms of
the linear semigroup T t and deduce results on their asymptotic behavior.
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2. THE LINEAR (AMP) PROBLEM
We rst relate the semigroup T t in Y to the semigroup St; t ≥ 0
in L10;∞ associated with the solutions of the linear age structured pop-
ulation problem
ntt; a + nat; a = νant; a
nt; 0 =
Z ∞
0
βant; ada
n0; a = ga AP
where g ∈ L10;∞ and to the semigroup Rt; t ≥ 0 in C0; 1 associ-
ated with the solutions of the linear maturity structured population problem
mtx; t + xmxx; t = µxmx; t;
mx; 0 = kx; MP
where k ∈ C0; 1.
Suppose that λ0 is the intrinsic growth constant for St, that isZ ∞
0
βae−λ0a exp
Z a
0
ναdα

da = 1;
and that e−λ0a expR a0 ναdα ∈ L10;∞, and set
g0a =
e−λ0a expR a0 ναdαR∞
0 e
−λ0b expR b0 ναdαdb:
Then limt→∞ e−λ0tSt = P0, where P0 is a rank 1 positive projection in
L10;∞ and the convergence is in the uniform operator topology. In fact
for all g ∈ L10;∞, P0g = cgg0, where cg is a constant depending on
g, see [20]. If B is the innitesimal generator of St, then Bg0 = λ0g0, and
in fact
g′0 − νag0 = −λ0g0;
Z ∞
0
βag0ada = g00y (1)
also g0L1 = 1.
The results of [2] extend easily to show that
Rtkx = exp

µ0t +
Z x
xe−t
γσdσ

kxe−t; 0 ≤ x ≤ 1;
for all t ≥ 0 and k ∈ C0; 1.
We prove the following result. Set
h0x = exp
Z x
0
γσdσ = lim
t→∞ exp
Z x
xe−t
γσdσ:
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Theorem 2.1. For all φ ∈ Y , t ≥ 0,
T tφx = exp

µ0t +
Z x
xe−t
γσdσ

Stφxe−t; 0 ≤ x ≤ 1: (2)
Also
if λ0 + µ0 < 0 then lim
t→∞T tφ = 0;
if λ0 + µ0 = 0 then lim
t→∞T tφ = h0P0φ0;
if λ0 + µ0 > 0 and P0φ0 6= 0 then lim
t→∞T tφL1 = ∞:
Proof. Suppose rst that φa; x = gakx with g ∈ L10;∞ and
k ∈ C0; 1. Then the product of the solution of (AP) and the solution of
(MP) gives the solution of (AMP), that is
T tφx = exp

µ0t +
Z x
xe−t
γσdσ

kxe−tStg: (3)
This follows from uniqueness of the solution of (AMP) and direct veri-
cation if g ∈ DB and k ∈ DC , where C is the innitesimal generator of
Rt. By continuity of T t, Rt, and St we deduce that (3) holds for all
g ∈ L10;∞ and k ∈ C0; 1.
From the Yosida proof of the Weierstrass aproximation theorem for con-
tinuous functions with values in Banach spaces [17 p.249], given φ ∈ Y
there exists a sequence φn∞n=1 in Y such that limn→∞φn = φ and φnx =Pmn
m=0 x
mgn;m, 0 ≤ x ≤ 1, where gn;m ∈ L10;∞. Hence, from (3),
T tφx = lim
n→∞T tφnx
= lim
n→∞ exp

µ0t +
Z x
xe−t
γσdσ
 mnX
m=0
xe−tmStgn;m
= lim
n→∞ exp

µ0t +
Z x
xe−t
γσdσ

Stφnxe−t
= exp

µ0t +
Z x
xe−t
γσdσ

Stφxe−t;
for all φ ∈ Y .
It follows that for all φ ∈ Y
lim
t→∞ e
−λ0+µ0tT tφ
= lim
t→∞ exp
Z x
xe−t
γσdσ e−λ0tStφxe−t = h0P0φ0:
The asymptotic results follow easily.
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3. THE NONLINEAR PROBLEM (NAMP) WHERE F ∈ Y ∗
We prove results on existence and asymptotic behavior of solutions for
the problem (NAMP) where F ∈ Y ∗ analogous to those proved in [18] for
a nonlinear age dependent population problem.
We shall denote
Y0 = φ ∈ Y; φ0 = 0; Y+ = φ ∈ Y; φ ≥ 0; Y+0 = Y0 ∩ Y+:
We denote by  ·  the norm in Y , that is, if φa; x ∈ Y , φ =
sup0≤x≤1 φ·; xL1 .
Theorem 3.1. Suppose F ∈ Y ∗ is such that if φ ∈ Y+ \ 0 then Fφ > 0.
Let φ ∈ Y+ ∩DA. Then there exists a unique continuously differentiable func-
tion utφ x 0;∞ → Y+ which satises (LE).
And
if λ0 + µ0 < 0 then lim
t→∞utφ = 0;
if λ0 + µ0 = 0 and P0φ0 = 0 then lim
t→∞utφ = 0;
if λ0 + µ0 ≥ 0 and P0φ0 6= 0
then lim
t→∞utφ =
η−1λ0 + µ0h0g0
F h0g0
:
The proof is a natural adaptation of that of Theorem 2.1 in [18] and is
sketched below.
We rst prove a lemma.
Lemma 3.1. Let φ ∈ Y+ ∩DA. Then
(i) φ0 ∈ DB and P0Aφ0 = λ0 + µ0P0φ0
and
(ii) if P0φ0 6= 0, limt→∞
F T tAφ
F T tφ = λ0 + µ0.
Proof. As φ ∈ DA,
sup
0≤x≤1
∥∥∥∥T tφx −φxt −Aφx
∥∥∥∥
L1
→ 0 as t → 0
and so for x = 0 we have∥∥∥∥eµ0tStφ0 −φ0t −Aφ0
∥∥∥∥
L1
→ 0 as t → 0:
Hence µ0I + Bφ0 = Aφ0. Also P0Aφ0 = µ0 + λ0P0φ0 (as
P0Bφ0 = λ0P0φ0, see Sect. 2) and (i) is proved.
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We know from [5] Theorem 1, that when a > t
T tφx = exp
Z t
0
νr + a− t + µxer−tdr φa− t; xe−t; (4)
so that if φ0 6= 0, then for each t ≥ 0, T tφ0 6= 0 and hence
F T tφ > 0. Also
lim
t→∞
F T tAφ
F T tφ = limt→∞
F e−λ0+µ0tT tAφ
F e−λ0+µ0tT tφ
= F h0P0Aφ0
F h0P0φ0
= F h0µ0 + λ0P0φ0
F h0P0φ0
= µ0 + λ0:
The proof of Theorem 3.1 now follows very much as in [18].
Proof. Suppose rst that φ0 6= 0. Let t1 > 0, and consider the closed
convex subset of C0; t1;R given by
Wt1 =
n
Ft ∈ C0; t1;R; Ft ≥ 0 and Ft∞ ≤ F  sup
0≤t≤t1
T tφ
o
;
where F  is the norm of the functional F . The function
K Ft = exp

−
Z t
0
ηFsds

F T tφ
maps Wt1 into Wt1 and is compact, by the AscoliArzela theorem. Hence by
the LeraySchauder theorem, K has a xed point, Ft, in Wt1 where
Ft = exp

−
Z t
0
ηFsds

F T tφ: (5)
We prove that this xed point is unique. In fact F satises
F ′t =

F T tAφ
F T tφ − ηFt

Ft: (6)
Suppose F and Fˆ are both xed points of K, then from (6)
1
2
d
dt
Ft − Fˆt2 ≤ sup
0≤t≤t1
F T tAφ
F T tφ Ft − Fˆt
2
and as F0 = Fˆ0, we have Ft = Fˆt for all t ∈ 0; t1. Since t1 is
arbitrary, there exists a unique function F : 0;∞ → 0;∞ which satises
(5). The solution of (LE) is then given by
utφ = exp

−
Z t
0
ηFsds

T tφ; t ≥ 0; (7)
and the existence of the solutions is proved. The uniqueness follows easily.
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Suppose now that φ0 = 0. Let b = supx ≥ 0; φy = 0 on 0; x
and suppose that 0 ≤ t < − log b. Then b < e−t so there exists b < y < e−t ,
such that φy 6= 0. Thus if we dene x = yet , x < 1 and T tφx 6= 0
by (4). So if b = 0 then T tφ 6= 0 for all t ≥ 0 and the above proof applies.
On the other hand, if b > 0, T tφ 6= 0 for 0 ≤ t < − log b, so there is a
unique Ft dened in 0;− log b such that
Ft = exp

−
Z t
0
ηFsds

F T tφ on 0;− log b:
But if t ≥ − log b then T tφ = 0 so the only possible choice is Ft = 0
and again (7) gives the unique solution of (LE).
Suppose that λ0 + µ0 < 0 or λ0 + µ0 = 0 and P0φ0 = 0. Then
limt→∞ T tφ = 0 and so also limt→∞ utφ = 0.
Suppose now that λ0 + µ0 ≥ 0 and P0φ0 6= 0. Then as in the proof
of Theorem 2.1 in [18] we have
lim
t→∞ Ft = η
−1µ0 + λ0:
It follows that
lim
t→∞ exp

λ0 + µ0t −
Z t
0
ηFsds

= lim
t→∞
Ft
F e−λ0+µ0tT tφ =
η−1λ0 + µ0
F h0P0φ0
which implies that
lim
t→∞ utφ =
η−1λ0 + µ0
F h0P0φ0
h0P0φ0 =
η−1λ0 + µ0h0g0
F h0g0
:
It can be seen from the denition of P0 given in [20] that, provided β
is not identically zero, P0φ0 6= 0 if φ0; · > 0 in some neighborhood of
zero.
Note that the limit does not depend on the initial data φ and
v = η
−1λ0 + µ0h0g0
F h0g0
is a stationary solution of (NAMP). In fact we have ηF vv =
λ0 + µ0v and −va − xvx − νa + µxv = λ0 + µ0v; alsoR∞
0 βag0ada = g00 and so
R∞
0 βava; xda = v0; x.
Note also that if φ ∈ Y+ ∩DA is such that φx = 0 for x ∈ 0; b then
utφ = 0 for t ≥ − log b.
The behavior of the solutions when λ0 + µ0 > 0 and φ0 = 0 will be
discussed in a companion paper (see [6], Sects. 4 and 5).
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4. THE PROBLEM (NAMP) WITH A LOCAL NONLINEARITY
We now look at problem (NAMP) where the nonlinearity is local in x. To
avoid confusion we write G in place of F and take G ∈ L10;∞∗ such
that if g ∈ L1+0;∞ \ 0 then Gg > 0. We take ηx = x and call the
resulting equation (NAMP)′ and the associated abstract logistic equation
(LE)′, that is (NAMP)′ is the problem
utt; a; x + uat; a; x + xuxt; a; x
= νa + µx − Gu·; x; tut; a; x;
t > 0; a > 0; 0 ≤ x ≤ 1; (8)
ut; 0; x =
Z ∞
0
βaut; a; xda; t > 0; 0 ≤ x ≤ 1; (9)
u0; a; x = φa; x; a > 0; 0 ≤ x ≤ 1: (10)
and (LE)′ is the problem
dutx
dt
= Autx − Gutxutx;
u0x = φx:
First we give an explicit form for the solution of (LE)′ and then we consider
the asymptotic behavior.
Theorem 4.1. Suppose that G ∈ L10;∞∗ is such that if g ∈
L1+0;∞ \ 0 then Gg > 0. Let φ ∈ Y+ ∩ DA. Then the solution of
(NAMP)′ is given by
utφx = T tφx
1+ R t0 GT sφxe−t−s; ·ds (11)
= e
µ0t expR xxe−t γτdτStφxe−t ; ·
1+ R t0 Geµ0s expR xxe−s γτdτSsφxe−t ; ·ds : (12)
Also
if λ0 + µ0 ≤ 0 then limt→∞ utφx = 0,
if λ0 + µ0 > 0 and P0φ0 6= 0 then limt→∞ utφx = λ0 +
µ0/Gg0g0.
Proof. We try a solution of the form
ut = hx; tT tφ:
Note that this satises the boundary condition (9) for all h. Also
u′t = htT tφ+ hAT tφ
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and
Au− Guu = AhT tφ − h2GT tφT tφ:
However,
AhT tφ = hAT tφ − xhxT tφ;
so that (8) and (10) will be satised if
ht + xhx = −h2GT tφx; h0; x = 1:
If we solve this partial differential equation using the method of character-
istics we nd that
ht; x = 1
1+ R t0 GT sφxe−t−s; ·ds
and (11) follows.
The limit in the case λ0 + µ0 < 0 follows directly from (11).
If λ0 +µ0 = 0, the numerator in (11) tends to h0P0φ0 as t →∞ and
the integrand in the denominator tends to Gh0P0φ0 as s and t tend
to innity. Thus if P0φ0 = 0 the result is clear. On the other hand, if
P0φ0 6= 0, the integrand does not tend to zero and hence the denominator
tends to innity as required.
Now consider the case λ0 + µ0 > 0. Note rst (see [20]) that there
exist M > 0, N > 0 and ω < λ0 such that for g ∈ L10;∞
StgL1 ≤Meλ0tgL1 and e−λ0tStg − P0gL1 ≤ Neω−λ0tgL1 :
We now prove that
lim
t→∞
Z t
0
e−λ0+µ0tGT sφxe−t−s; ads = h0xGP0φ0
λ0 + µ0
: (13)
Fix T to be determined later. ThenZ t0 e−λ0+µ0tGT sφxe−t−s; ads − h0λ0 + µ0GP0φ0

≤
Z T0 e−λ0+µ0tGT sφxe−t−s; ads

+
Z t
T
e−λ0+µ0t−s

G

e−λ0s exp
Z x
xe−s
γτdτ

Ssφxe−t

− Gh0P0φ0

ds

+
e−λ0+µ0t−T λ0 + µ0 Gh0P0φ0
:
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For xed T the rst and third terms tend to zero as t tends to innity.
Consider
G (e−λ0s exp (R xxe−s γτdτ Ssφxe−t− Gh0P0φ0
≤ G
∥∥∥e−λ0s expZ x
xe−s
γτdτ

Ssφxe−t
− e−λ0s exp
Z x
xe−s
γτdτ

Ssφ0
∥∥∥
L1
+
∥∥∥e−λ0s expZ x
xe−s
γτdτ

Ssφ0− e−λ0sh0xSsφ0
∥∥∥
L1
+ e−λ0sh0xSsφ0 − h0xP0φ0L1

≤ G

KMφxe−t −φ0L1
+ Mφ0L1
 exp Z x
xe−s
γτdτ − h0x

+ h0∞Neω−λ0sφ0L1

:
Fix T such that the second and third terms are sufciently small for s > T
and then let t →∞ to give (13).
Finally
lim
t→∞ utφx =
h0P0φ0
h0
λ0+µ0GP0φ0
= λ0 + µ0
Gg0
g0
as required.
Corollary 4.2. The following are immediate
(i) For each t ≥ 0, ut:Y0 → Y0 and ut:Y+ → Y+.
(ii) Let λ0 + µ0 > 0. For each R > 0 there exists a constant MR
such that
utφ1 − utφ2 ≤MRe2λ0+µ0tφ1 −φ2
for φ1, φ2 ≤ R and all t ≥ 0.
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