Suppose X is a uniformly distributed n-dimensional binary vector and Y is obtained by passing X through a binary symmetrie channel with crossover probability oo. Arecent conjecture by Courtade and Kumar postulates that I(j(X);
I(f(X);Y)'-:::
This bound can be established through various techniques, including an application of Mrs. Gerber's Lemma [3] [4] [5] , the strong data-processing inequality [6] , [7] and standard Fourier analysis as described below.
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In this paper, we derive an upper bound on I(f(X); Y) that holds for all balanced functions, and improves upon (2) for all i < a < ~. Specifically, we obtain the following result. 
For the proof of Theorem 1, we first lower bound the conditional entropy H (f (X)!y) in terms of the second and fourth moments of the random variable (1 -2pt), where
To upper bound the second and fourth moments in (4), we use basic Fourier analysis of Boolean functions along with a simple application of the Hypercontractivity Theorem [8]- [10] , in order to derive universal upper bounds on lE(1 -2Pt)2k that hold for all balanced Boolean functions. 3 sequence of binary random variables statistically independent of {Xd7=1' with Pr(Zi = -1) = a and Pr(Zi = 1) = 1-a.
Note that Y is also uniformly distributed over {-I, l}n. 
SS;;[n]
iES where }(S) = IEx (J(X) rr Xi) 'ES (7) is the correlation of J with the "parity" function on the subset S. [t is easy to verify that the basis {cp S (x) = ITiES Xi} SS;; [ni is orthonormal with respect to the inner product < J, 9 >= IE (f(X)g(X)), which implies that for any two functions J, 9 : {-I, l}n f--+ IR it holds that IE (f(X)g(X)) = L }(S)g(S). (8) 
In particular, Parseval's identity gives Ls j2(S) IE (P(X)). Thus, if J is a Boolean function, i.e., J :
The following proposition gives three simple properties of the Fourier coefficients that will be useful in the sequel. (iii) Any balanced function J which is not a dictatorship function must satisfy Ls: ISI2'2 j2(S) > 0;
Proposition 1 (Basic properties oi the Fourier transiorm):
Let J : { -1, l}n f--+ { -1,
Proof.
(i) By definition }(0) = IEJ(X) = 0 for J balanced.
(ii) We note that the sum LXE{ -l,l}n J(x) ITiES Xi is an integer, and the claim follows immediately.
(iii) Let J be a balanced Boolean function (}(0) = 0) with
Since there always exists some X E { -1,I}n for which 
Recall that in our setting X and Y are the input and output of a binary symmetric channel with crossover probability a.
Thus we can use the Fourier representation of J to write
where we have used the fact that {Zd is an i.i.d. sequence.
Recalling equation (5), this also yields
The following well-known theorem will play an important role in the derivation of Theorem 1. In this seetion we prove Theorem 1, which gives a universal upper bound on the mutual information I(f(X); Y), that holds for any baJanced Boolean function. The mutual information can be expressed as
We note that h(·) admits the following Taylor series
and can be lower bounded by replacing p 2k with p2t for all
where we have used the fact that h(O) = O. Using (16), for any t E N, we can further lower bound Eyh(Pt) as
Thus, any upper bound on the first t even moments E[(1 -2Pt)2k], k = 1, ... , t, would directly translate to an upper bound on I(f(X); Y).
We obtain an upper bound on all even moments of the random variable 1 -2pt, using a simple trick combined with the Hypercontractivity Theorem. Formally, we prove the following lemma. For the proof, we will need the following proposition. where n(SI = S2) is the indicator function on the event SI = S2. Recalling that LS<,;;[n] p(S) = 1 and oUf assumptions that 
Theorem I now follows by evaluating (22) with t = 2. Note that for balanced functions the upper bound (1-2a)2, which was the best known bound hitherto, is obtained as a special case of Proposition 3 by setting t = 1. It is easy to verify that for i < 0: < ~ the upper bound in Theorem 1 is tighter. See Remark 1: In [1, Appendix B, Remark 6], it is claimed that Conjecture 1 can be shown to hold in the limit of 0: ---+ ~. Theorem 1 demonstrates this fact for balanced functions, as for 0: ---+ ~ the ratio between the RHS of (3) and the conjectured bound tends to 1. As we discuss below, a slightly stronger statement can be shown to hold.
The next simple corollary of Theorem 1 establishes the optimality of the dictatorship function among all balanced functions in the very noisy regime. The proof is essentially a consequence of the discreteness of the space of Boolean functions. [11] .
IV. DISCUSSION
A natural question that arises from this work is: What are the limits of the approach pursued in this paper? To this end we note the following two limitations:
Firstly, the dictatorship function, which is conjectured to be optimal, satisfies lEy ((1 -2pt )2k) = (1 -20; )2k for every k E N. The ratio between the bound in Lemma I on the kth moment of any balanced Boolean function and (1 -20;)2k grows rapidly with k. For this reason, we only get mileage from applying the lemma with k = 1, 2 and not for higher moments.
The second limitation is that Lemma 1 upper bounds each moment separately, while we are seeking an upper bound on the entire distribution (weighted sum) of the moments: Quantifying the tradeoff between higher and lower moments seems to be one ofthe "brick walls" in proving the conjecture. For example, the dictatorship function has the largest second moment among all balanced functions, but it is not hard to see that the majority function, for example, has a much larger (relatively speaking) kth moment for very large values of k.
To see this, note that for k » 2 n , lEy ((1-2Pt)2k) 2: T n . m:x 11 -2pJ1 2k .
For the majority function, the maximum is attained at y (1,1,,1 ... ,1) forwhich pt;:::::: 2-nD G 11 a) and consequently max y 11-2Pt1ajl ; : : : : : : 1_2-nD Glla). For dictatorship, on the other hand, 11 -2pt 1 = 1 -20; for every y, and therefore max 11 -2p Maj l2k » max 11 _ 2p Dict l2k. y y y y Therefore, one cannot hope to prove that there is a single function that simultaneously maximizes all moments; rather, the conjecture postulates that there is some tradeoff between these values and the largest mutual infonnation is attained by functions that maximize lower moments at the expense of higher ones.
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