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Abstract. Projection Technique is used to suggest a unified and general iterative algorithm 
for computing the approximate solution of a new class of quasi variational inequalities. The 
convergence properties of this algorithm are also considered. Several special cases which 
can be obtained from the general results are also discussed. 
1. INTRODUCTION: 
Variational inequality theory has developed into an interesting and important branch of 
applicable mathematics, which provides a number of nice and deep results. This theory 
is certainly connected to many other areas of mathematical and engineering sciences. In 
a broad sense the whole theory can be considered as a part of numerical mathematics 
and its connection to areas like elasticity, fluid flow through porous media, economics 
and transportation equilibrium, control and optimization, operations research, etc are 
close and manifold. In brief, variational inequality theory not only gives us a unified 
and general approach for studying a wide class of problems, but also provides a natural 
framework for applying new numerical methods; see Baiocchi and Capelo [l], Crank [2], 
Glowinski, Lions and Tremolieres 131, Kikuchi and Oden 141, Noor [5] and the references 
therein for applications and numerical methods. 
In recent years, various extensions and generalizations of variational inequalities have 
been proposed and generalized. Inspired and motivated by the recent research work going 
on in this area, we consider and study a new class of quasi variational inequality. Using 
the projection technique, we suggest an iterative algorithm for finding the approxiamte 
solution obtained from the iterative algorithm converges to the exact solution. Several 
special cases are also discussed. 
2. FORMULATIONS OF THE PROBLEM 
Let H be a real Hilbert space with inner product and norm denoted by (., .) and I.1 
respectively. Let K be a closed convex set in H and T,g : H + H be the continuous 
mappings. Given a point-to-set mapping K : u + K(u), which associates a closed convex 
set K(u) of H with any element of H, consider a problem of finding u E H such that 
s(u) E K(u), and 
(T(u), u - g(u)) 2 0 for all u E K(u) (2-l) 
which we shall call the general quasi variational inequality problem. In many important 
applications, K(u) h as the following form: 
K(u) = m(u)+K , (2.2) 
where m is a point-to-point mapping. 
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SPECIAL CASES 
(i) Note that for g(u) = u E K(u), the problem (2.1) is equivalent to finding u E K(u) 
such that 
(T(u), u - u) 2 0 for all u E K(u), (2.3) 
which is known as quasi variational inequality originally considered and studied by Ben- 
soussan and Lions [6]. 
(ii) If K(u) is independent of the solution u, that is K(u) = K, then problems (2.1) is 
equivalent to finding u E H such that g(u) E K, and 
(T(u),u - g(u)) 2 0 for all u E K. (2.4) 
The inequality (2.4) is called the general nonlinear variational inequality. The problem 
(2.4) appears to be a new one. 
(iii) If K(u) = K, and g is the identity mapping I, then problem (2.1) reduces to 
finding u E K such that 
(T(u),u - u) 2 0 for all u, II E K. (2.5) 
The inequality (2.5) k is nown as the variational inequaltiy. It is worth mentioning that 
the problems of the type (2.5) was first studied by Lions and Stampacchia [7]. 
It is clear that problems (2.3)-(2.5) are special cases of the general quasi variational 
inequality problem (2.1). In brief, we conclude that problem (2.1) is a most general 
unifying one, which is one of the main motivations of this paper. 
MAIN RESULTS 
We need the following result in order to suggest an iterative algorithm for finding the 
approximate solution of the general quasi variational inequality (2.1). 
LEMMA 3.1. For K(u) given by (2.21, u E H is a solution of the general quasi variational 
inequality (2.1) if and only if u E H satisfies the relation 
u = F(u) ) 
where 
.F(u) = u - g(u) + m(u) + %[g(u) - pT(u) - m(u)] , (3.1) 
for some p 2 0, where m is an arbitrary point-to-point mapping and Pk is the projection 
of H into K. 
PROOF:’ Its proof is similar to that of theorem 3.1 in Noor (81. See also Chan and 
pang PI. 
From Lemma 3.1, we see that the solution of problem (2.1) may be obtained by com- 
puting the fixed point of the function defined by (3.1). This formulation is very useful 
in approximation and numerical analysis of variational inequalities. One of the conse- 
quences of this formulation is that we can obtain an approximate solution by an iterative 
algorithm such as: 
ALGORITHM 3.1. Given u. E H, compute u,+~ by the iterative scheme 
un+1= %a - s(Un) + m(h) + Pk[g(Un) - d(h) - +h)], n = 0,1,2,. . . , (3.2) 
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where p > 0 is a constant 
Definition 3.1: A mapping f : h + H is said to be 
(a) strongly monotone, if there exists a constant Q > 0 such that 
(Tu-Tu,u-~)>allu-v11~, forallu,uEH. 
(b) Lipschitz continuous, if there exists a constant p > 0 such that 
IITu - TulI 5 ,l?llu - ul), for all u, o E H. 
If /3 exists, then so does a, and cy 5 ,B. We shall now study the conditions under which 
the approximate solution obtained by Algorithm 3.1 converges to the exact solution of 
the general quasi variational inequality (2.1). 
THEOREM 3.1:. Let the mappings T, g : H + H be strongly monotone and lipschits 
continuous respectively. If the point-to-point mapping m is also Lipschits continuous, 
and u”+’ and u are solutions satisfying (3.2) and (2.1), respectively, then 
II, + u strongly in H, 
for lb++ 
&Y2 + pqrc - 2) 
P2 ’ 
k < 1 and cx > j?dk(k - 2), 
k = 2(7 + ,/l - 26 + u2), 
where Q, 6 are the strongly monotinicity constants of T and g, and /3, o and 7 are the 
Lipschitz constants of the mappings T, g and m respectively such that CY I,8 and 6 < u. 
PROOF : From lemma 3.1, we see that the solution u of (2.1) can be characterized by 
the relation (3.1). Hence from (3.1) and (3.2), we have 
by the non-expansivity of Pk , see [ 11. 
I4IUn - 74 - Mun) - s(4)ll+ 2ll774ur%) - m(u)ll+ 
+lIUn - u - dqurz) - T(u) I I 
Since T,g are both strongly monotone and Lipschitz continuous, using 
Noor [12], we get 
]I% - u - (s(%J - s(u))]]” L (I- 26 + ~2)llu* - u]12 
and 
(3.3) 
the method of 
(34 
llu, - u - pT(u,) - T(u)l12 I (I- 2w+ P2P2Wn - 412 (3.5) 
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From (3.3), (3.4) and (3.5), we have 
u,+~ - U/I I (2Jl- 26 + c”) + 27+ 
+ d/1-2ap + P2P2) 11% - U/I = ! 
= @ + W)II% - 41 
where k = (2,/l- 26 + 02+27) is a constant and t(p) = 41 - 2ap + p2p2 = 
= ellun - 41, 
with 0 = k + t(p). 
Now t(p) assumes its minimum value at 7 = $ with t(T) = dl - $. We have to 
show that B < 1. For p = 7, k + t(F), 1 implies that k < 1 and a > pdm. Thus, it 
follows that 0 = k + t(p), 1 for all p with 
Ip - 21 < da2 - 82(2k - Ic2) 
B p2 ’ 
a > pdk(k - 2) and k < 1. 
Since 8 < 1, the fixed point problem (3.1) h as a unique solution u and consequently the 
Picard iterates u,+r converges to u strongly in H, which is the required result. 
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