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Abstract. The work in this report is motivated from the need for assumption-based 
reasoning in normative systems, where realistically agents will have incomplete knowl­
edge about their environment, and about other agents. The question we seek to address 
is whether it is possible for agents to identify appropriate assumptions dynamically in 
order to fill in informational gaps. We discuss and illustrate our proposals with refer­
ence to an e-commerce example. In our previous work, we argued that e-contracts 
could be represented as default theories and proposed a theoretical way in which such 
theories could be constructed automatically from initial Event Calculus representations. 
That proposal relied on determining what information could be proved from the agent’s 
knowledge base, in order to decide whether it would serve as an assumption or not. In 
this report we present an incremental technique that can be used for this construction 
that enables the dynamic and ad hoc identification of candidate assumptions without 
resorting to proof. This idea is suitable for a computational implementation, and thus 
we have developed and discuss a prototype implementation. Finally, we survey other 
approaches to assumption-based or hypothetical reasoning. We broadly distinguish and 
discuss other approaches in those that employ assumptions statically and those that 
employ assumptions dynamically.
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1 Introduction
This report presents work conducted within a broader project that is concerned with 
the development of an open computational environment for electronic contracting. 
One of the issues of interest is to support temporal and defeasible reasoning, and to 
this end we proposed the representation of contracts as default theories, constructed 
dynamically from an initial Event Calculus (EC) representation [13, 14]. In our pre­
vious work, we also argued that, besides temporal and defeasible reasoning, such a 
representation of contracts enables agents to perform normative conflict detection and 
resolution.
Agents that use default theories (DfT) essentially reason with incomplete knowl­
edge, by employing hypotheses. Hence, for an agent that employs assumptions, the 
folio wing questions, arise naturally:
(i) What assumptions are applicable to fill in information gaps, i.e., what can be 
assumed by an agent to be true or false at various time points?
(ii) How do assumptions employed at some time point affect subsequent inferences? 
and
(iii) What happens when information that becomes available at some time point 
confirms or disproves assumptions made at previous times, i.e., how does new 
information affect previously drawn conclusions?
Here, we are concerned with the first of these issues, since the other two are ad­
dressed by employing the inference procedure of Default Logic (DfL).
Specifically, we present a technique that enables agents to identify appropriate 
candidate assumptions dynamically. We believe that such dynamic hypothetical rea­
soning can be useful in order for an agent to plan its activities in two modes: First, an 
agent may not (indeed cannot!) know the future, yet it may need to plan its activities 
on the basis of hypotheses that concern the future, i.e., on the assumption that certain 
events/actions will occur, or that certain causal relations will be effected, or that its 
partners will bear certain legal relations (obligations, permissions, powers, prohibi­
tions). Second, an agent may not know everything about the past and present, i.e., the 
history so far, but yet needs to plan its activities by making hypotheses that concern 
the past/present.
We discuss and illustrate our proposal with reference to an e-commerce example, 
although it is, of course, more generally applicable. For the purposes of generality, 
although, as noted earlier, we have been constructing our e-contract representations 
as default theories from initial representations in Event Calculus [21], in what follows 
here, we do not employ Event Calculus explicitly.
The following section presents briefly our previous work on assumption-based 
reasoning and discusses its limitation with respect to a computational implementation. 
In section 3 we present an alternative way to reason hypothetically that is appropriate 
for the implementation of a computational tool. Section 4 illustrates this technique 
with an example and discusses a prototype implementation. In section 5 we discuss 
other approaches on assumption-based reasoning. Finally, section 6 summarizes our 
conclusions and directions for future research.
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2 Preliminaries
The EC representation of an e-contract can be characterized as a triple (H, R, A), where 
h is a (possibly empty/incomplete) set of definitions for predicates HL={Happens, HoidsAt, 
-HoidsAt} that denote domain-dependent historical information, r is a (possibly 
empty/incomplete) set of definitions for predicates Reinitiates, Terminates} that denote 
domain-dependent causal relations, and A is the (non-empty) set of definitions for the 
domain-independent predicates of EC, AL={HoidsAt, -.HoidsAt, Clipped, Declipped}, that is, 
Α={Υ<-Χ1λ...λΧΙ< I YeAu andXieALuHuRLuTL}1.
For the sake of simplicity and without loss of generality, in this report we need not 
see in detail the EC representation and can instead think of the initial e-contract rep­
resentation as comprising sentences of the form
Υ<-Χ1λΧ2λ...λΧΙ< (1)
where y and Xi (1 < i < k) are positive or negative literals (any variables are assumed 
universally quantified). From this representation we may constmct dynamically a 
new one, in Default Logic [32],
A default rule (henceforth default) has the form P:J1,J2,.. Jn/c, where P is the pre­
requisite, J={J1,J2,.. Jn} is a set of justifications, and c is the derived consequent. The 
semantics of this mle is: If P holds and the assumption J is consistent with the current 
knowledge, then c may be inferred. Defaults of the form P:C/C are called normal. A 
DfT is a pair of the form (W, D), where W is a set of propositional or predicate logic 
formulae that represent currently available knowledge, and d is a set of defaults. A 
default is applicable to a deductively closed set of formulae Ez.W. iff PsE and 
-,JieE,...,-,JniE. The set E is the extension of the DfT. We consider closed default theo­
ries, and derive extensions in the manner presented in [3], i.e., by maintaining syntac­
tically consistent sets of formulae. An agent that derives conclusions on the basis of 
assumptions, by applying defaults, constructs the extension of its DfT incrementally. 
At each step i of the reasoning process, i.e. after the application of each default 
P:Ji,... ,Jn/c, the extension computed is a set of ground sentences in(i)=in(i-i) u {C}, and the 
set of assumptions employed, which should not turn out to be true, is Out(i) = Out(i-i) u 
t—ji , -.Jn}. For the first step of the process, i.e. for i=l, in(0)=w and Out(O)=0.
As discussed in our previous work [13], during the construction of a DfT, a sen­
tence of the form (1) may be mapped to any one of the following defaults:
Χ1λΧ2λ...λΧΚ : true/Y (that is, a justification-free default rule)
XlAX2A...AXk: Y/Y (that is, a normal default rule)
xiAX2A...AXk-1 : Xk / Y 
XlAX2A...AXk:Xk-1 / Y
1 Note that TL contains the first-order-logic predicates used to express temporal relations, 
i.e., Tl={<, =, >, >, s}.
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Χ2λ...λΧΙ< : XI / Υ
XI λΧ2λ... AXk-2 : Xk-1, Xk/Y
Χ1λΧ2λ...λΧΜ : Xk-2, Xk /Υ
Χ2λ...AXk-1 : XI, Xk/Y
true : X1,X2,... Xk-2, Xk-1, Xk/Y (that is, a prerequisite-free default rule)
That is, each sentence in the initial contract representation, which involves k con­
ditions, corresponds to one of 2k+l defaults. The question that arises for the agent 
constructing the DfT is, which one of these 2k+l defaults should be chosen and em­
ployed in the inference procedure. This is tantamount to seeking to establish what 
assumptions are appropriate in order to fill in information gaps.
We presented an answer to this question in our previous [14], by providing a for­
mal characterization of the DfT construction, relative to the currently available 
knowledge HuR The w part of the DfT, is a copy of H, the possibly empty of incom­
plete historical information of the initial contract representation, i.e., it contains all 
currently available information about what holds and what happened. The set of de­
faults D of the DfT is constructed from the R and A parts of the initial contract repre­
sentation, which are sentences of the form (1), as follows: The conclusion of each 
such sentence is mapped to the consequent part of each default, while its conditions 
may be mapped to the prerequisite or the justification part of each default, depending 
on what information is defined in the initial knowledge base: conditions that can be 
derived from HuR are mapped to the prerequisite, while conditions that cannot be 
derived from κ are mapped to the justifications.
Formally, an e-contract is the pair (W, D), where w=H and D contains, for each defini­
tion (Y<—xiλ... AXk)eAuR, (possibly semi-grounded) defaults of the form ριλ .λΡπ : 
J1,J2,...Jm / C, such that n+m=k and Pi=SUBST(0, Xj) if HuRhSUBST(e, >5), Ji=SUBST(0, Xj) if 
H^RifSUBST(e, Xj), and finally c=subst(0, y).
Our first proposal for the dynamic DfT construction presented in [14], is computa­
tionally unacceptable, since it requires that an attempts to prove literals from its 
knowledge base, in order to decide whether to use them in the prerequisite or the 
justification part of each default that it constructs; in other words, the agent needs to 
attempt to prove literals (and fail in doing so) in order to determine which of these are 
candidate assumptions.
In order to overcome this limitation we describe, in the next section, an alternative 
procedure by which an agent may determine assumptions dynamically and conse­
quently construct the DfT. This technique does not require the agent to prove literals 
from its current knowledge base, and is, therefore, suitable for implementation.
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3 Default Theory Construction and Inference
3.1 Rule Mapping
One may think of the 2k possible defaults for one contract rule as organized in a tri­
angle structure such as the one shown in Figure l2. Each level of this triangle con­
tains one or more of the 2k defaults, depending on the number of assumptions that 
these defaults employ. That is, level 0 contains the single justification-free default, 
level 1 contains the k one-justification defaults, and so on, until the top level which 
contains the single, prerequisite-free default.
To illustrate this idea consider the following rule, which involves three conditions:
Y<-X1aX2aX3
The corresponding 4-level triangle is:
Level 0: { Χ1λΧ2λΧ3 : true / Y}
Level 1: {Χ1λΧ2:Χ3/Υ, Χ1λΧ3:Χ2/Υ, Χ2λΧ3 : XI / Y}
Level 2: {X1 :X2, X3/Y, X2:X1,X3/Y, X3:X1,X2/Y}
Level 3: {true : X1,X2,X3 / Y}
2 For the moment we omit the normal default rule. We discuss normal defaults separately in 
section 3.3.
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3.2 Inference Procedure
Of course, contracts (and normative systems in general) contain multiple rules, for 
each of which a triangle, such as the one described above may be constructed. All the 
resulting triangles are composed into a single polygon (Figure 2), which contains as 
many levels as the tallest of the constituent triangles (number of polygon levels=max(ki) 
where 1 < i < r and r is the number of contract rules). Thus, the DfT e-contract represen­
tation is also a pair of the form (W, D), where w is considered as already shown, and D 
contains the triangles of defaults that correspond to each initial contract rule. Note 
that, although the corresponding rule mapping is one-to-many, only one default for 
each initial contract rule may finally be employed for inference.
The polygon may be constructed either off-line, in advance, before an agent starts 
its inference, or incrementally during the inference process. In the first case appropri­
ate computational and storage resources are needed in order to derive and store all the 
corresponding defaults for each initial contract rule. On the other hand, the gradual 
construction of each triangle, and consequently the gradual construction of the as­
sumptions polygon, needs no particular resources, and thus a computational imple­
mentation is feasible.
The inference process starts from the ground level, by applying as many defaults 
as possible given the agent’s current knowledge. Each time a default applies its con­
clusions are included in the current extension that is being computed. If the polygon 
has been constructed in advance, each time a default applies, the alternatives that lie 
in higher levels are ignored/removed from the polygon. If the polygon is constructed 
dynamically during the reasoning process, each time a default applies, the alternatives 
are not even computed and included in the higher levels. When there are no further 
defaults that can be applied in a level, this signals that assumptions are needed in 
order to proceed, and inference continues by examining defaults that lie in the next 
level upwards. Note that the case where reasoning is possible using only rules from 
the ground level is identical to inference in classical logic, but here we are also able to
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preserve consistency of entailment, if we want to employ appropriate variations of 
DfL such as Constrained Default Logic [35].
To illustrate the inference procedure, consider this next example: let us assume 
that a normative system comprises two rules of the form:
R1=Y1<-X1aX2
R2=Y2<—Χ3λΧ4λΧ5
Thus, the corresponding polygon levels contain the defaults:
Level 0: {D1 aO = Χ1λΧ2 : true / Y1, D2a0 = Χ3λΧ4λΧ5 : true / Y2}
Level 1: {Dial =X1 :X2/Y1, D2a1 = Χ3λΧ4 : X5/Y2,
Dlbl = X2 : XI / Y1, D2b1 = Χ3λΧ5 : X4/ Y2,
D2c1 = Χ4λΧ5 : X3 / Y2 }
Level2: {D1a2 = true :X1,X2/Y1, D2a2 = X3: X4, X5 / Y2,
D2b2=X4.X3, X5/Y2,
D2o2 = X5:X3, X4/Y2 }
Level 3: { D2a3 = : X3, X4, X5/ Y2 }
Here are some possible scenarios, with different initial knowledge available each 
time, in the beginning of the reasoning process:
• if W={X1, X2} then extension in(2)={Yl, Y2} is computed by making the assumption 
that X3, X4 and X5 hold (Out(2)={ ,X3, -o<4, -X5}) and by applying defaults DiaO and 
D2a3 respectively.
• if W={X1, X2, X3} then extension in(2)={Yi, Y2) is computed by making the assump­
tion that X4 and X5 hold (out(2)={-,X4, -,X5}) and by applying defaults DiaO and D2a2 
respectively.
• if w={Xi, X3, X4, X5} then extension in(2)={Yi, Y2} is computed by making the as­
sumption that only X2 holds (Out(2)={-X2}) and by applying defaults D2a0 and Dial 
respectively.
Note that although a level may contain two or more defaults that correspond to the 
same initial contract rule (e.g. D2al or D2bi or D2ci) there is no need for some kind of 
prioritization among those defaults. If two or more defaults of the same level, which 
are derived from the same initial rule, were to apply simultaneously, then the more 
general default contained in the immediately lower level should have applied.
We should note that it is important to consider the issue of consistency between 
assumptions employed during the reasoning process and new inferences derived as a 
result of the reasoning process. One of the reasons for which we revised our initial 
proposal for the construction of the DfT (which was described in section 2), is pre­
cisely because it would require a revision mechanism in order to reconstruct the de­
fault rules as new information becomes available, and the agent is able to prove liter­
als from its updated knowledge, and hence treat them as pre-requisites rather than 
justifications. The alternative way that we propose here, for the construction of the 
DfT does not require any revision of the defaults. This is because inference involves
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one polygon level at a time in a step-wise manner, which ensures that the agent em­
ploys the fewest possible hypotheses.
Finally, note that the technique described here resembles, in a way, stratification of 
a DfT [5]. A DfT is stratified (SDfT) iff there exists a stratification function s that 
assigns a natural number to each default and, thus, separates the initial set of defaults 
D into strata. The stratification function is chosen so that, if the consequent of a de­
fault di is required as a pre-requisite or justification by another default D2, than D1 is 
to be applied before D2 i.e., s(Di)<s(D2). Our separation of the possible set of defaults 
that correspond to each rule of the initial representation into levels, based on the 
number of assumptions employed, may be regarded as somewhat similar to a stratifi­
cation criterion. We believe that it is worth examining the use of stratification, in its 
original sense, in combination with our proposed separation of the set of defaults 
based on the number of assumptions employed, to establish whether an agent’s rea­
soning may be guided more thoroughly.
3.3 Normal Defaults
So far, we have omitted normal defaults from the discussion about the way in which 
an agent may constmct its default theory. Normal defaults have the form pc/c, i.e., 
their justification coincides with their consequent. Two questions seem to arise natu­
rally:
(i) Should the agent include normal defaults in the set of potential mappings that it 
constructs from the initial e-contract representation? And, if so,
(ii) In which level of tire triangle should normal defaults be placed?
It seems to us that normal defaults are required only in order to ensure that there is 
at least one extension of the currently available knowledge, which may be computed 
by adding to it new information, provided that consistency is preserved. That is, the 
normal default may be viewed as behaving similarly to the justification-free default, 
in that all its prerequisites should be satisfied by the current knowledge base; the only 
additional assumption made in the case of the normal default concerns the consis­
tency of its conclusion with the current knowledge base. For this reason, although the 
normal default contains a single assumption, and should therefore belong to level 1 of 
the triangle, ‘operationally’ it belongs to level 0, since its assumption is not genuinely 
about something that holds in the world.
Hence, an agent may either omit normal defaults totally from the triangles that it 
constructs, or it may include them in level 0, if it is important to ensure that at least 
one extension exists while preserving consistency.
4 Prototype Implementation and Example
We found it useful to implement a prototype of the presented technique in Prolog for 
experimentation. So far, the prototype follows the specifications listed below:
• E-contracts are initially represented using propositional logic, and the tool con­
structs propositional DfTs.
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• E-contract rules are represented as sentences of the form (1).
• Extensions are computed in the manner presented in [3], i.e., by maintaining 
syntactically consistent sets (in and Out) of formulae.
• Normal defaults are not considered.
• The assumptions polygon is constructed incrementally during the inference 
process.
• The applicability of defaults is checked in the same order that initial rules are 
given.
• In levels where that contain more than one corresponding defaults for the same 
initial rule, i.e. level 1 to level max(ki)-l (i < i < r), the applicabilty of defaults is 
checked in the order that the defaults are placed in this level.
For the purposes of illustration consider a 3-party business transaction that takes 
place in an electronic marketplace populated by software agents. A buyer agent (ba) 
communicates with a seller agent (sa) and establishes an agreement with it for pur­
chasing a certain product. Consequently, sa communicates with a carrier agent (ca) 
and establishes another agreement with it for the timely and safe delivery of goods to 
ba. An extract of the initial set of contract norms for the agreement between ba and SA 
is as follows3:
R={
R1= SAIsObligedToDeliverToBAWithinNext20days <-
BAOrdersFromSA 
λ E-shopFunctionsWell,
}
R2= BAIsObligedToPayCAOnBehalfOfBA <-
BAOrdersFromSA λ CADeliversToBA 
λ CAIsEmpoweredToAcceptPaymentFromBAOnBehalfOfSA
Note that these norms have the same form (number of conditions) as the norms 
considered in the example presented in section 3.2. Thus, the corresponding polygon 
coincides with the polygon computed in section 3.2. If w={ BAOrdersFromSA, E- 
shopFunctionsWeii}, then the buyer may only infer, based on actual knowledge, that the 
seller is obliged to deliver products within the next 20 days. But there are cases where 
ba needs to perform:
• best-guess reasoning i.e., the agent is able to plan its future activities on the 
assumption that certain events/actions will occur, and that its partners’ actions 
will be valid. For instance, consider that ba has just placed an order towards sa, 
i.e.
W={ BAOrdersFromSA, E-shopFunctionsWell
CAIsEmpoweredT oAcceptF’aymentFromBAOnBehalfOfSA },
and needs to plan its future activities (e.g. to infer the time of payment) as­
suming that all goes well and it receives the goods in due time. To derive such
3 Note that this is simplified for the purposes of exposition here; the ‘real’ example is repre­
sented in Event Calculus, with actions/events, time points and fluents.
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an answer BA needs to perform best-guess reasoning by employing the assump­
tions that delivery happens (CADeliversToBA) at some time point.
• no-risk reasoning, i.e., even though it may not know everything about the past 
and present the agent is able to derive a conclusion even though this is based on 
assumptions, because alternatively it might find itself in an undesirable situation. 
For instance, consider that delivery happens, i.e.
W={ BAOrdersFromSA, E-shopFunctionsWell, CADeliversToBA},
but no explicit knowledge is available about the ca’s legal power to accept payment 
on behalf of sa. In this case, in order to avoid any extra charges, BA should employ 
CA’s attribute (CAIsEmpowenedToAccept PaymentFromBAOnBehalfOfSA) and infer its obligation 
to pay.
5 Related Work
During the past twenty years various approaches and frameworks were proposed for 
assumption-based or hypothetical reasoning. These can be broadly grouped into:
(i) those that rely on a priori specification of assumptions that can be employed 
during the reasoning process, that is those that employ static assumptions; and
(ii) those that rely on ad hoc identification of potentially useful assumptions during 
the reasoning process, that is those that employ dynamic assumptions.
5.1 Static Assumptions
Doyle in 1979 [ 11J described the representation and structure of a Truth Maintenance 
System (TMS). As argued, this work solves part of the belief revision problem and 
provides a mechanism for making assumptions. This work is guided by the so called 
problem of control that is the problem of deciding on what will be the system’s next 
inference. In other words, the agent needs an inference about which inference to 
make. New inferences are made by the Reasoner System (or overall Problem Solver) 
based on different assumptions that are statements believed without a particular rea­
son. Consequently, different assumptions define different justified beliefs or reasoned 
arguments. A Truth Maintenance System, firstly, works as a cache by storing all in­
ferences (justifications) ever made and, secondly, it makes any necessary revisions in 
the current belief set when the justifications-set, i.e. a set of justifications that repre­
sent different reasons for accepting a belief, is altered either by removing or adding a 
justification. In cases where a contradiction arises, a procedure, called reasoned re­
traction of assumptions, is introduced. The procedure searches on each belief justifi­
cation-set for at least one assumption to be removed or added in order to eliminate the 
contradiction. In 1986, de Kleer in [8, 9] presented a new kind of TMS that avoids 
certain previous pitfalls. Contrary to [11] this new approach, the so called Assump­
tion-based Truth Maintenance System (ATMS), is based on manipulating not only 
justifications but assumptions too. In this way, each belief is labeled with the set of
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assumptions under which it holds, besides the justifications that support it. Later, in 
[34] and [10] respectively, Reiter and de Kleer proposed some extensions and gener­
alizations of the ATMS that are concerned mainly with the way the system is able to 
manipulate clauses more general than Horn clauses. Based on the above ideas of 
TMS and ATMS, Kohals et al. in [18, 2] proposed an extension of the propositional 
assumption-based model with probabilities, the so called Assumption-based Eviden­
tial Language (ABEL). Consequently, hypotheses were, also, enhanced with notions 
such as support, quasi-support, plausibility and doubt.
Poole in [28, 29] presents Theorist that is a framework for default reasoning im­
plemented in Prolog. Poole argues that no special logic is required for default reason­
ing and proposes a modification to classical logic to achieve default reasoning. He 
considers the simplest case of hypothetical reasoning where the user provides the 
form of possible assumptions in order to achieve explanation. Specifically, Theorist 
accepts from users a set of closed formulae called facts (f), and a set Δ of potential 
assumptions called possible hypotheses. A closed formula is explainable from F and Δ 
if there is a set D of ground instances of Δ such that FuD entail φ, and fud is consis­
tent4. Finally, in [30] a very interesting discussion is presented. Queries such as 
“What are the possible hypotheses?” and “Who makes the assumptions?” are an­
swered based on the type of problem the agent faces, i.e. planning, diagnosis or de­
fault reasoning.
Bondarenko et al. in [4] proposed an argumentation-based approach to hypotheti­
cal reasoning. This work is inspired by Dung’s general argumentation framework 
and, specifically, it is based on the notions of attack and counterattack of the Argu­
mentation Theory. An assumption is said to be acceptable if it is able to counterattack 
any other attacking set of assumptions. According to this view, definitions for admis­
sible, complete, grounded, stable and preferred sets of assumptions were given. This 
fixed-assumptions framework is first introduced for logic programming, while an 
extension for its application to other formalisms of nonmonotonic reasoning is possi­
ble. Note that our previous comment about the EC representation viewed as a Logic 
Program with stable model semantics apply, here, also.
Kowalski and Sadri in [19, 20] compared the Situation Calculus (SC) [24, 33]] and 
the Event Calculus. Both calculi are formulated as Logic Programs. As noted, the EC 
was intended primarily for reasoning about actual events and the SC was primarily 
designed for reasoning about hypothetical actions. Thus the unification of the way 
both calculi handle hypothetical and actual events is proposed. Actual events are 
simply asserted in the knowledge base and their effects are considered valid. On the 
contrary, hypothetical events are also asserted in the knowledge base but nothing on 
their effects is stated. During the procedure of the assertion of events, integrity verifi­
cation of the knowledge base is imperative. Integrity constraints are used to ensure 
that i) an event that happens is a possible event in the current situation and all its 
preconditions actually or hypothetically hold, and ii) no concurrent events are possi­
ble. Those constraints have a different role when dealing with actual or hypothetical 
events. In the first case constraints ensure that only possible events happen and in the 
second case constraints denote the context in which an assumption is possible.
4 As Poole points out, his assumptions are identical to Reiter’s supernormal default rules.
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Provetti in [31] also deals with the problem of actual and hypothetical actions in 
terms of the Situation Calculus and the Event Calculus. Contrary to the Kowalski’s 
and Sadri’s approach, that unifies both calculi, Provetti introduces i) new predicates 
such as HypHoids(fluent,situation) to denote that a fluent is true in a situation, and ii) new or­
dered types of constants for denoting dates and functions denoting situations. A sim­
ple version of the EC formulated as an Extended Logic Program with answer sets 
semantics is presented and discussed as a tool for making assumptions on domains. 
Thus the new axiomatization of the EC is enhanced with new predicates and con­
stants of the language.
Florea in [12] presents an assumption-based reasoning approach for multi-agent 
systems that is based on the TLI (Teoria Logica Implicita) logic. The proposed logic 
is a first order logic enhanced with special notations that describe Reiter’s original 
default rules and help to derive extensions. In this work, the notion of the assumption 
coincides with Reiter’s original notion of assumption.
Tahara in [37] addresses the issue of inconsistency that arises in the knowledge 
base due to inconsistent hypotheses. In this work, different contradictory scenarios, 
comprising of facts and hypotheses, are formed based on different hypothesis sets. 
Contradictions may be overcome using a preference relation between hypotheses. 
Thus, a scenario is represented as a triple (F, H, <), where F denotes the set of facts, H 
denotes the set of hypothesis and < denotes the partial ordered preference relation that 
holds among hypotheses.
All approaches discussed up to this point consider that hypotheses/assumptions 
and their preference relations, if any exist, are known a priori and provided by the 
software engineer or the user.
5.2 Dynamic Assumptions
Cox and Pietrzykowski in [7] explore the problem of the derivation of hypotheses to 
explain observed events, which is equivalent to finding what assumptions together 
with some axioms imply a given formula. They provide a method for computing 
causes of events that is based on linear resolution [23] and reverse Skolemization [6]. 
More importantly, this work studies and applies some restrictions that guarantee that 
the derived assumptions are in some sense interesting for our causing events. A cause 
of an event is: i) minimal, ii) consistent with the knowledge base, iii) nontrivial in the 
sense that causezjevent does not hold, and finally iv) basic iff every consistent cause of 
cause is trivial. Although, in [32] a top down search procedure, that is based on linear 
resolution, is described as a default proof procedure to explain a given wff, currently 
this view is out of our scope.
Abe in 11], also, deals with the problem of missing hypotheses when the system’s 
aim is to explain an observation. He proposed a way to generate analogous hypothe­
ses from the knowledge base when the latter lacks the necessary ones. This work 
adopts the previous work of Reiter and de Kleer [34] as a tool for abduction, called 
Clause Management System (CMS). A CMS, given an observation o that cannot be 
explained from the knowledge base kb (kbvo), returns as set of minimal clauses O' 
such that kbncxvO' and KBivo1. That is to say, o' is the minimal support for o with re­
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spect to kb, iff no proper subset of O' is support for o with respect to kb. The basic 
idea for hypothesis generation comprises two distinct steps: i) using first abduction 
and then deduction, candidate hypotheses are searched, and ii) in case where those 
candidate assumptions do not exist in the knowledge base, analogous hypotheses are 
being generated by referring to clauses in the knowledge base and to the result of the 
previous step. This work generates in an ad hoc manner the needed hypotheses during 
the inference, based on the relationship between clauses. Although this may seem a 
promising approach, we believe that the notion of analogy between clauses may lead 
us to unacceptable situations: consider that ra is obliged to perform payment by time 
point T. Thus RA performs payment via cash deposit in wa's bank account. But, what 
is the case if this way of payment is not an acceptable one? Although the action of 
paying via a deposit is analogous to the action of paying in cash their effects may 
differ.
Pellier and Fiorino in [26, 27] introduce a new approach to planning called As­
sumption-based Planning. Although, this approach is close to our approach regarding 
to the derivation of assumptions this work addresses the problem of hypothetical 
reasoning from a different perspective, i.e. goal achievement. Specifically, in [26] a 
mechanism that allows an agent to produce “reasonable” proposals according to its 
knowledge is presented. In this work, the meaning of the word “reasonable” is: i) 
goals cannot be considered achieved when they are based on conjectures and ii) the 
assumptions must be as few as possible. Actions’ preconditions that cannot be proved 
are considered as conjectures, i.e. as additional goals to be satisfied in order to 
achieve the primary ones. They distinguish two kinds as assumptions: i) hypotheses 
that are literals that do not belong to the current knowledge base, and ii) fact nega­
tions that are the negation of literals replacing facts that an agent believes. The plan­
ning mechanism is based on the Hierarchical Transition Network (HTN) [25] where 
an agent decomposes non-primitive tasks into smaller subtasks until primitive tasks 
are reached, but unlike HTN a branch and bound algorithm is used in order to com­
pute as few conjectures as possible.
Jago in [15] uses the notion of context in making assumptions. A context is the 
current set of the agent beliefs. This work argues that contexts are a suitable tool for 
modeling assumptions made within assumptions. Moreover contexts are also used as 
a tool in order to perform step-by-step temporal reasoning by considering that dis­
crete contexts denote time points and, therefore, a sequence of contexts denotes a 
sequence of time points. Assumptions are not identified on an a priori basis and spe­
cifically, they are chosen either by guessing or are goal-driven.
Stamate in [36] presented a different approach to assumption-based reasoning. 
This work is close to our first approach regarding to the derivation of assumptions, 
but here a three-valued logic (i.e. true, false and unknown are the logical values for 
atoms) is adopted to express uncertainty in logic programs. Uncertainty is not only 
related to uncertain information but also to missing information, which is knowledge 
that is not derivable using the current knowledge and program rules. Consequently, a 
pessimistic assumption is made whenever underivable atoms are considered to be 
false. This case is identical to the CWA. A skeptical assumption is made whenever 
underivable atoms are considered to be unknown. And finally an optimistic assump­
tion is made whenever underivable atoms are considered to be true.
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6 Conclusions and Future Work
The work in this report is motivated from the need for assumption-based reasoning in 
an e-commerce setting, which is the application area of our project, and more gener­
ally in normative systems, where realistically agents will have incomplete knowledge 
about their environment, and about other agents. The question we seek to address is 
whether it is possible for agents to identify appropriate assumptions dynamically. In 
our previous work [13, 14], we argued that e-contracts could be represented as default 
theories and proposed a theoretical way in which such theories could be constructed 
automatically from initial Event Calculus representations. That proposal relied on 
determining what information could be proved from the agent’s knowledge base, in 
order to decide whether it would serve as an assumption or not. In this report we 
propose an incremental technique that can be used for this construction that enables 
the dynamic and ad hoc identification of candidate assumptions without resorting to 
proof. We have developed a prototype implementation based on this idea, which 
translates initial propositional representations into propositional Default Theories.
Naturally we are interested in extending our implementation so that it may trans­
late FOL representations into Default Theories. Note that in an initial (FOL) Event 
Calculus representation, all variables are implicitly assumed to be universally quanti­
fied. So the question that arises for the translation is what is the appropriate quantifi­
cation for the variables that appear in the resulting default rules. There are four major 
approaches (cf. [32, 22, 29, 16, 17]) to the semantics of open default theories, and we 
have yet to investigate which one might be appropriate for computational purposes.
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