Abstract. We propose a finite element algorithm for computing the motion of a surface moving by mean curvature. The algorithm uses the level set formulation so that changes in topology of the surface can be accommodated. Stability is deduced by showing that the discrete solutions satisfy both L" and w',' bounds. Existence of discrete solutions and connections with Brakke flows are established. Some numerical examples and application to related problems, such as the phase field equations, are also presented.
1. Introduction. We consider the numerical solution of problems that involve computing an interface whose motion is governed by its mean curvature. The most elementary example is to determine the motion of a surface whose normal velocity is proportional to its mean curvature. We will always describe the position of such a surface by the zero set of a function. This idea was introduced in the physics literature [44] and first used as a computational procedure by Osher and Sethian [43] . An elementary calculation shows that the level sets of a function u satisfying the equation will move with velocity equal to mean curvature. This is of great practical value, since the alternative of calculating intrinsic derivatives on a discretized surface is not a tractable problem when singularities develop (causing a change in topology, etc.). When singularities develop, the classical description of the problem involving intrinsic derivatives no longer makes sense; however, by accepting weak solutions of (I), the level set solutions can be continued past singularities to arbitrary times. Indeed, the viscosity solution technique has been used to establish the existence of unique weak solutions of (1) for all times [12, 27, 481. Moreover, numerical simulations based on (1) have been used to calculate solutions past the onset of singularities [14, 43, 46] .
The viscosity solution technique relies pivotally on the presence of a maximum principle for the underlying equation. It was shown by Barles and Souganidis [4] that numerical schemes also satisfying a maximum principle will converge to the unique viscosity solution under very mild additional assumptions. Unfortunately there is no known discretization of (1) that satisfies a discrete maximum principle; indeed, there doesn't appear to be an unambiguously natural discretization for the mean curvature equation. The main obstruction to constructing schemes that satisfy a maximum principle is the absence of a linear approximation to the gradient that vanishes at extrema. To establish the maximum principle for the continuous problem, the fact that two functions will have the same gradient when their difference is extremal is used in conjunction with the linearity of the equation in the second derivatives. To date there has been almost no analysis of any of the discrete schemes proposed for the approximation of (1). Below we present several related numerical schemes for the solution of (1) and show that they are stable in the sense that an Lm(R) bound on the initial data is inherited by the solution at *Received by the editors January 26, 1994; accepted for publication (in revised form) January 13, 1995. t~e~a r t m e n t of Mathematics, Camegie Mellon University, Pittsburgh, Pennsylvania 15213 (noel@howard. math.cmu.edu). The author was supported by National Science Foundation grant DMS-9203406 while this work was undertaken. This work was also supported by the Army Research Office and the National Science Foundation through the Center for Nonlinear Analysis.
The method of choice for problems that involve change of topology are level set algorithms based on direct discretization of (1) [2, 14, 43, 46, 471 . While such algorithms appear to give acceptable solutions, there are practical problems associated with discretizing the problem when certain gradients vanish. Frequently such details are only discussed in a vague fashion, as are existence and stability of the discrete solutions. To date, no convergence theory for approximations of (1) has been established. However, Nochetto, Paolini, and Verdi [40] and Nochetto and Verdi [41, 421 have shown that level sets of numerical approximations of the Allen-Cahn equation do converge to a surface moving by mean curvature, as the parameters tend to zero. In [23] , Evans shows that a continuous space, discrete time scheme converges to the viscosity solution of (1). The idea of this scheme is to show that judicious truncations of solutions to the heat equation will generate the correct semigroup. Brakke [6] also used a time stepping scheme (in conjunction with spatial smoothing) to obtain the existence of varifolds moving by mean curvature.
In $2 we introduce several related schemes for the approximation of (1). The schemes are designed to inherit a natural energy estimate satisfied by (1) and are similar in spirit to approximations of the minimal surface equation given in [36] . By developing explicit difference formulas for the schemes, we identify modifications and/or restrictions on the mesh that will guarantee that discrete solutions will also satisfy Loo(R) bounds. To keep the ideas clear, all of the estimates in $2 are obtained formally, and we postpone until $3 the technical details required to justify the formal calculations. Section 4 shows that one of our schemes generates a discrete Brakke flow. Section 5 exhibits some numerical experiments, and in $6 we discuss how our ideas can be extended to other problems involving motion by mean curvature.
Numerical schemes for the mean curvature equation.
As stated in the introduction, the level sets of (1) will move by mean curvature. To calculate the motion of a particular surface, an initial function uo = u(., 0) is selected that has the given surface as a level set ([3] discusses the construction of such functions), and the position of that level set will determine the surface for t > 0. Traditionally (1) is solved in all space; however, for numerical purposes it is necessary to consider a bounded domain, and boundary conditions are required on the artificial boundaries. If the initial surface is compact, the domain can be chosen to contain the surface, and the choice of boundary values won't affect the motion of the surface so long as it remains strictly within the domain. If the initial surface is unbounded, Dirichlet data will correspond to specifying the location of the interface on the boundary, and Neumann boundary data essentially specify the angle at which the level set meets the boundary [37] .
Solutions of the mean curvature equation (1) on a bounded domain, R , with Dirichlet boundary data will be considered. Note that the arguments below extend to include Neumann boundary data; however, subtlties arise when nonhomogeneous boundary data are specified (see Section 5.2). Proceeding formally, we multiply (1) by a smooth function u , vanishing on the boundary, and integrate to get It is this weak form of the equation that motivates our spatial discretization. Note that formally vanishing on the boundary aQ, and let t > 0 be a time step size. Letting un E Vhdenote an approximation of u(n t), we can introduce a (formally) second-order approximation of (2) by requiring un+' 6 Vh,
Given that (generalized) solutions of this problem do exist, substituting u = un+' -un shows that this scheme satisfies the following discrete version of the w',' estimate:
Letting N = T/tand the linear interpolant of be denoted by ti, an estimate on the time derivative follows from It is well known that discretizations like (3) will not generate solutions with LoO(Q) norms bounded by those of the initial data. In order to obtain such bounds it is usually necessary to modify the spatial andlor temporal terms. Below we show that the first-order scheme obtained by making the numerator of the spatial term in (3) implicit, will satisfy Lm(Q) bounds on suitably chosen meshes (cf. [15] ). Diagonal approximations of the temporal term, discussed below, will establish LoO(Q) bounds on a broader class of meshes. These two modifications will not alter the a priori bounds established above, except that the equality in (4) becomes an inequality. We chose to motivate these modifications using the complementary volume (co-volume) algorithm. This algorithm has the advantage that it will enable us to concisely write down explicit finite difference equations corresponding to (3 
Dual meshes.
Given a triangulation of a bounded domain c %" (n = 2 or 3), we can construct a dual (nonsimplicial) mesh. Each cell, Vj, of the dual mesh is associated with a node xi of 3 and is bounded by the lines (planes) that bisect and are perpendicular to the edges emanating from the node (see Figure 1 ). When the mesh is acute the dual cell associated with a particular node can also be characterized as the set of points in S-2 that are closer to that node than to any other. The perpendicular bisectors will meet at the circumcenters of the simplicies of 3 which form the nodes of the complementary mesh. We will refer to the edges, nodes, etc., of the dual mesh as co-edges, co-nodes, etc. While it is possible to modify an arbitrary triangulation so that the co-edges do not self intersect, we will restrict ourselves to triangulations whose interior angles are no greater than n/2. This guarantees that the circumcenter of a simplex will be contained within the simplex and co-edges intersect only at the co-nodes.
We will denote the edge of 3 connecting the ith node to the jth by ai, and its length by hi,. Similarly, a:, will denote the co-edge (co-plane) that is the perpendicular bisector of ai,, and hij will denote its length (area). We denote by Ejj the set of simplicies having ajjas an edge: Ejj = {T E 3 I alj c T}. Note that in two dimensions, Ejj will generically contain only two simplicies (see Figure 1) ; the exceptions being the boundary edges that only meet one simplex. For each T E Ejj we let cc be the length (area) of that portion of ah that is in T ,
i.e., c : .
= la:, n TI. Let a be the set of simplicies that have the ith node as a vertex, and for each node of 3 let Ci denote the set of nodes connected to the ith node by an edge. We will let xi(.) and x ( i , j ) ( . ) denote sums over the nodes of 3 and the edges of 3, respectively.
Co-volume discretizations.
Co-volume approxin~ations of (1) are motivated by integrating the equation over a co-volume Vj and integrating by parts:
If u E Vh is piecewise linear, aulan = (uj -uj)/hij on al;, so that (6) , lVui I can be selected as any reasonable approximation of the gradient of u at the ith node. Since the scheme is formally first order, the natural choice is to make this term explicit, e.g .,
We show that this scheme has a (generalized) solution in $3.
Since the aij and I VuiI are nonnegative, it follows that 11 un11 Lm(n) I 11 u0IILm(Q) . TO see this, let un+' achieve its maximum at node i , then
Since the second term on the left is nonnegative, it follows that u;+' ( uy, so that
IIun+l I I L W ( Q ) 5 IIun I I L ~ ( Q ) .
In order to show that solutions of this discrete scheme satisfy discrete w',' bounds, we will use the following lemma. The proof is similar to that given in [39] and reduces to considering the identity on one simplex. Note that the simple relationship between the mesh geometry and the piecewise linear gradients in two dimensions only holds for equilateral meshes in three dimensions. We don't know if a similarly simple geometric relationship exists in three dimensions. For the remaining discussion of the co-volume scheme in three dimensions we assume an equilateral mesh.
Multiplying (6)by u:" -uy and summing over all of the nodes in the mesh gives the energy estimate
The identity used in the derivation of ( S ) , shows the presence of extra dissipation in the first-order scheme (c.f. (4)). Again this implies a bound on the time derivative of the discrete solution where ii denotes the function that is piecewise constant on the co-volumes and taking on the nodal values of u.
While (6)is only a first-order scheme, this is not inherent in the co-volume algorithm; it is the need to treat the spatial term implicitly that caused a reduction in accuracy. A second-order co-volume scheme is where we now choose Note that it would be very difficult to verify that this scheme was consistent with ( 1 ) if Lemma 2.1 were not available to show that the spatial terms in this discretization are exactly the difference equations that result from the spatial terms in (3) .This scheme is then a "lumped mass" approximation of (3).
Difference equations for the temporal terms.
Using the following lemma we may write down the discrete equations that arise from (3) and (5 5 I I u IILm(a) .If all interior angles of the meshes are bounded away from n/2, then IT I --h2 (h3in three dimensions), c; -h (h2), and hij -h so that this above condition becomes t > c h 2 .
Summary.
We summarize the various properties for each of the approximations introduced above.
Solutions of each of the schemes (3), ( 3 , (6) , (9) Solutions of (6) are bounded in Lm(Q) with bound depending only on 11 u011 LW(Q), and, for strictly acute meshes with sufficiently large time steps, (5) is similarly bounded. Schemes (6) and (5) satisfy the additional bound In the above, Q = SZ x [0, TI is the natural space-time cylinder, and the w1.'(Q) estimates for schemes (6) and (9) require an equilateral mesh in three dimensions.
Existence of solutions.
Clearly the discrete schemes presented above are not well defined when certain gradients vanish. Following [27], we construct generalized solutions of our discrete schemes that are limits of solutions to approximate problems. Existence for the approximate problems is deduced from the following form of Brower's fixed point theorem. For schemes (5) 
Discrete Brakke motions.
The schemes proposed in the previous section were motivated by integrating certain terms by parts, so satisfy (1) in a discrete distributional sense. While requiring such equations to hold in the sense of distributions is traditional in partial differential equations, this does not appear to be natural for geometric problems. To date, existence for flows by mean curvature has been obtained using the concept of viscosity solutions, or motion in the sense of Brakke [6] .As pointed out previously, the viscosity solution technique relies upon the maximum principle, so energy estimates are not particularly useful for this theory. However, the Brakke definition of motion by mean curvature is a weak statement very much in the spirit of a solution in the sense of distributions. In this section we show that (5) generates a discrete Brakke flow.
Since the definition of a Brakke flow is rather technical, we restrict our discussion to surfaces moving by mean curvature which are level sets of a function u. To introduce the ideas, we will assume that u is smooth and that its gradient does not vanish. 
, (+(t) -+(s))/(t-s).
To see that this identity holds for smooth solutions of (I) , note that H = ut/ 1 V u1 and In the general setting considered by Brakke [6] , the integrals of ( l o )become surface integral^,^ v is the approximate normal, H v is the mean curvature vector, and H2 is its magnitude.
To show that a discrete version of (10)holds for the first-order scheme (5), we begin with a technical lemma. 
I I v @ ~ ' ~ I I L ~ ( Q ) ) ,
The lemma now follows by dividing both ~ sides of the estimate for a simplex by a r , the value of ah on T, and summing. 
E(h, t )
When the mesh is strictly acute, the sequence { u (~) } generated by the relaxation scheme (11 ) is bounded in Lm(S2), I ~ 
u ( ~ ) I I ~ ~ ( ~ ) provided t ( I I U O I I~~(~) , is sufficiently large. It follows that { u (~) }
will have a convergent subsequence, and numerical experiments indicated that the whole sequence usually converged. The Lm(S2) bound follows from the fact that the denominators are nonnegative, unlike the w1>'(S2) bounds which require the gradients in the denominator to match those in the numerator.
Boundary conditions.
Our discussion above assumed homogeneous boundary data.
The extension for nonhomogeneous Dirichlet data is relatively trivial. For example, if li E
w~!~( Q )
li on 852, then the standard translation argument shows that the and we specify u = continuous problem satisfies the estimate Gronwall's inequality then shows that 11 V u ( t )11 L~( n )and / / ( u , )~/~v uãre bounded by the initial and boundary data. Discrete versions of these bounds are established in the obvious fashion.
The situation is quite different for nonhomogeneous Neumann boundary data. Specifically, suppose that we consider the following weak problem for u:
where f = (l/lVul)au/an is boundary data. The a priori bounds of 52 were obtained by selecting v = u,, which may not have a well-defined trace on the boundary. One can integrate by parts in time to get and the trace theorem can be used to estimate the right-hand side. However, the bound
Jan f ( T ) u ( T ) ( C 11 f ( T )11 L m ( a Q )11 V u ( T )11 L~( s 2 )
precludes the use of Gronwall's inequality unless f ( T )is very small. For example, the solutions are bounded when f = 0, as are the corresponding discrete solutions.
Examples.
5.3.1. Example 1: Regular problem. We consider approximations of the radially symmetric solution of ( 1 ) given by Note that the gradient vanishes at the origin, and we use rectangular meshes, so approximating this solution is not completely trivial. Meshes are constructed by dividing the square into similar rectangles and dividing them along the diagonal with negative slope. A 2 x 2 mesh is shown in Figure 2a . Figures 3 and 4 show the errors obtained by first holding the time step fixed and refining the mesh and then by fixing the mesh and varying the time step. The expected second-order rates of convergence with respect to h and first-order rates with respect to t are clearly observed. That is, for t sufficiently small, the L' (S2)and Lm(S2) errors decrease by a factor of four when h is halved, and the Wl3'(S2)error decreases by a factor of two. Similarly, for h sufficiently small, the errors decrease by a factor of two when the time step is halved.
(The mesh wasn't sufficiently fine to observe this trend in the W',' norm; see Figure 8 for a better example.) 
remains bounded by twice the perimeter of the zero set of u. In this situation we expect R to be partitioned into two regions where 4 2: 1 and I #J 2: -1, with the interface between them moving by mean curvature. We consider numerical approximations of 4, = tanh(u/c) as E + 0, where u is the solution given above in (12). For 6 sufficiently small, the nodal values for the initial data will equal f1 to machine accuracy (except in the rare circumstance that the computed value of u at a node is exactly zero). In this situation the best numerical approximation will have an interface with width h (or 2h if a nodal value is exactly zero). Figure 5 tabulates the errors for several values of 6 , including c = 0 which corresponds to initial data taking on values of either f1. We consider the solution at t = 15/32, so that the zero set of u has moved from a radius of v = 1 at t = 0 to v = 114. For small values of 6 , the relaxation scheme failed to converge (in 500 iterations) if the time steps were too large. While the average number of iterations per time step remained modest for small r , certain steps required many more iterations than others. This is to be expected since the boundary values will jump from -1 to +1 when the zero set of u crosses them (the zero set being at radius r ( t )= d m ) .
Example 3: Neumann boundary data.
Since the solution u, given in (12), is radially symmetric, the normal derivatives on the bottom and left-hand sides of the square vanish. If we replace the (nonhomogeneous) Dirichlet boundary data on these two sides with the homogeneous Neumann condition, the bounds established in 52 still apply. However, numerical problems were encountered when the Neumann condition was specified on two sides of the same element, as would be required at the origin with the mesh shown in Figure 2a . It was observed that the corner element would quickly attain a zero gradient and "lock up" in the sense that the discrete solution on this triangle wouldn't change. This behavior only polluted the solution in elements adjacent to the offending corner, and it was observed that the solution still converged in L1 (Q) as the mesh was refined. This problem could be avoided simply by changing the mesh so that the Neumann condition was required on at most one edge of an element as indicated in Figure 2b . Figure 6 shows contour plots of the discrete approximations of (12) obtained with a "good and "bad mesh. Note that there are theoretical subtleties associated with Neumann boundary conditions for degenerate second-order equations [37] . In general, solutions will either satisfy the Neumann boundary data or satisfy the partial differential equation at a point on the boundary.
We repeat the calculations of Examples 1 and 2 with Neumann boundary conditions on the bottom and left-hand sides of the square with "good meshes. Figures 7 and 8 are the analogues of Figures 3 and 4 with the mixed boundary data. The first-order rates of convergence with respect to t are clearly observable for all of the norms. While the W')'(Q) norm appears to converge at the expected linear rate with respect to h, the Lm(Q) and L'(Q) norms do not appear to have attained an asymptotic rate. Figure 9 is the analogue of Figure 5 , exhibiting behavior with discontinuous initial data. The relaxation scheme always converges with mixed boundary data; otherwise, the discrete solutions with Dirichlet and mixed boundary data exhibit similar trends. Figure 10 exhibits contour plots of the solutions obtained with E = 0 for each of the boundary conditions. As expected, the mixed boundary data result in considerable smearing of the initially sharp interface, resulting in an incorrect location of the zero contour. The zero contour in Figure lob The solution was required to vanish on L for all times, and the homogeneous Neumann condition was specified on the remainder of the boundary. In this situation, the zero set of u is initially L and develops interior instantaneously. (Examples having multiple classical solutions, such as this one, give rise to fat level sets.) Our algorithm reproduces this phenomena as indicated in Figure 1 1 where the contours of the solution are plotted at t = 1/4.
6. Application to other problems. Many physical problems involving phase changes require the solution of a free surface problem. Typically a partial differential equation will be satisfied away from a free surface, and boundary conditions, which may involve curvature, are satisfied on the surface [8, 10, 28, 32, 31, 38, 49, 50] . A typical problem is the limit of the phase field equations [8] which may be written as where x = 1on the region interior of the region bounded by Sand x = 0 on the region exterior to S. v and K are the normal velocity and mean curvature of the surface S,respectively, and c 1 0, e > 0 are physical constants. Requiring the equation for u to hold in the sense of distributions implies the usual jump condition [Vu] . n = lv, where n is the normal to S. By introducing a function 4 whose zero level set corresponds to S,with 4 > 0 on the interior of S,the free surface condition can be expressed as In this instance x = H ( @ ) , the Heaviside function of @. Formally, x also satisfies (14) , so
