A method for the recognition of hand-printed numerals using hidden Markov models is described. The method involves the representation of 2D images of a character with two 1D models, one for the pixel columns of the image and the other for the rows. Various normalisations are applied to both the training and test data to reduce variations between characters within a class, resulting in a corresponding improvement in classi cation performance. In our latest experiments, a character recognition rate of over 93% was achieved on digit strings of variable length.
Introduction
The authors have previously described the use of hidden Markov models (HMMs) for the recognition of noisy printed text 8{14] and have demonstrated how HMMs can be used to jointly segment and classify strings of connected characters which occur in, for example, faxed documents 15] . The same approach can be used for the recognition of strings of potentially connected hand-printed numerals such as ZIP codes. These numeral strings are not written cursively but nevertheless can be di cult to segment prior to classi cation of the segments.
The method described here models each character class with a pair of hidden Markov models. One model describes the patterns in the pixel columns of scanned images of the character, and the other describes the pixel rows. A Level Building search procedure is used to match sequences of character column models to an unknown observation sequence, jointly optimising the segmentation of the observation sequence and the matching of these segments to individual character models. The row models are then applied to these segments and a combined probability is calculated from the probabilities computed by the two classi ers. This principle can be applied to hand-printed characters in exactly the same way as for machine-printed text. The major di erence is the greater class variability associated with handwritten characters. The use of normalisation to reduce these variations is of paramount importance in a handwritten text recognition system.
Following a brief review of other work on text recognition using HMMs, Section 2 introduces our method for modelling text using HMMs, and describes how the models are trained and scored. Section 3 describes a number of normalisation procedures which are applied to the training and test data to reduce the variations of the handwritten characters. Section 4 presents the results achieved by the system on a real database of hand-printed text. In Section 5 we discuss the implications of this work and indicate possible directions for future research.
Related work
Hidden Markov models have been widely used in speech recognition for a number of years 20, 22, 23] , and have more recently been the subject of much attention in the eld of text recognition. The attraction of HMMs in both contexts is the ability to match a series of models to an observation sequence, without the need for prior segmentation of the observations. Although HMMs have sometimes been used purely as classi ers for presegmented characters 2, 24], we believe that such an approach ignores arguably the main advantage of using HMMs, and we do not consider such methods here.
Perhaps the rst work to use HMMs for the simultaneous segmentation and recognition of text strings was that of Bose and Kuo 4, 5] . A number of competing 1D HMMs, one per character class, are used to recognise characters based on structural primitive features (strokes and arcs) extracted from subcharacter segments. The method was tested on degraded words produced by Baird's document image defect model 3] with promising results; a character recognition rate of 88.7% was achieved, even with fairly severe blur and overlap degradation. Agazzi and Kuo 1] show how planar or pseudo-2D HMMs can be used to jointly optimise the recognition and normalisation of character images which may be subject to deterministic transformations, e.g. scaling, translation and slant.
Chen et al. 6, 7] apply a Continuous Density Variable Duration HMM to the problem of recognising handwritten words from a xed lexicon. The words are modelled by a single CDVDHMM with 26 states corresponding to the 26 letters of the alphabet. Word images are rst segmented into sub-character segments using an algorithm based on mathematical morphology, then observations based on various topological features such as junctions and endpoints are extracted from these segments. The best match of the observation sequence to the model is found using a modi ed Viterbi algorithm.
Guillevic and Suen 19] describe a system in which features are extracted from within a sliding window which scans the word image horizontally. The window is divided vertically into ve regions, and features are based on the distributions of contour orientations within these regions. Recognition follows the competing HMMs scheme, with one HMM per lexicon word. A word recognition rate of 76.9% is reported for unconstrained handwritten words from a database of bank cheques using a small lexicon.
Text recognition using HMMs
The method used in this work is very similar to the system we have previously described for the recognition of machine-printed text 9, 12, 15]. The major di erences are concerned with the preprocessing and normalisation algorithms applied to the image data prior to training and recognition, as described in Section 3. However, a brief outline of the recognition algorithm is included here for completeness.
Character modelling
The method involves the representation of 2D images of a character with two 1D models | one model represents patterns of pixels in successive columns of the image, and the other represents the patterns in rows. In order that discrete HMMs can be used, the observations (vertical and horizontal lines of pixels) are treated as vectors and vector quantised, so that each observation is represented by a symbol identifying the most similar vector in a precomputed codebook. This codebook is produced by sampling the observations in the training set and clustering them using the Post Transfer Advantage rule of Kittler and Pairman 21] . The measure of similarity between two observations is the Shift Invariant Hamming Distance 13], providing invariance to the absolute position of a character within the image. However, complete shift invariance from one column to the next would result in characters such as`b' and`p' having very similar feature space representations, so a relative centre of gravity (RCOG) feature is included in the representation. This is de ned as the centre of gravity of the current scan line relative to the running average of the previous three lines.
Training and scoring
A set of presegmented and labelled character images is required to train the HMMs. After normalisation, characters are scanned vertically and horizontally to produce two sequences of observation symbols. The column and row HMMs are trained on these sequences using Baum-Welch reestimation 22]. During recognition, the column models are scored against observation sequences using the Level Building algorithm 23], jointly optimising the segmentation of the input and the classi cation of the segments according to the column models. Using this segmentation, the row models can then be applied; this additional and complementary source of information will hopefully correct any classi cation errors which may have been made by the column models. In theory, any isolated character classi cation algorithm (or combination of algorithms) could be used in place of the row models. We use the row models for two reasons: rstly, the row models are complementary to the column models, in the sense that approximately horizontal noise artefacts which a ect several pixel columns will only a ect a few pixel rows; secondly, much of the code used to implement the column models can be reused for the row models.
The ability of left-right HMMs to warp to t observations of varying lengths ensures
of the character`l'. We control this behaviour by modelling the variation in the width of characters in each class by a Gaussian distribution, the parameters of which are estimated from the characters in the training set. The probabilities produced by the column and row models are combined with a factor computed from this character duration distribution to ensure the hypothesised character widths are sensible.
Normalisation of handwritten text
In the real world, even machine-printed text can exhibit a high degree of variability; documents often include several di erent fonts in a number of sizes, and processes such as photocopying and faxing can introduce a variety of deformations and degradations, in addition to the noise in the printing and scanning processes. Handwritten text, however, exhibits a far wider range of variations, not just between writers, but also due to factors such as the writing implement, writing surface, size of writing, pressure applied, etc. In order to simplify the task of the classi er as much as possible, it is desirable to remove these non-informative modes of variation prior to recognition, or at least to reduce their in uence as much as possible. In this section we describe a three stage normalisation process which can be applied to binary images of potentially connected strings of hand-printed digits. The process comprises a robust bounding box algorithm followed by vertical stretching and slant correction.
Robust bounding box algorithm
Before actual normalisation of a character image is attempted, it is sensible to ensure that the image contains only the text itself and no surrounding clutter. A standard bounding box algorithm, which removes totally blank rows and columns from the periphery of the image, can easily be defeated by small noise artefacts. Also, extended strokes such as`t' crosses and descenders can have undesirable e ects on the shape of the bounding box. This can lead to spurious variations in certain parameters, e.g. aspect ratio, which may be used by the subsequent recognition stages.
For this reason we have implemented a simple but much more robust variation on the standard bounding box algorithm. Rather than removing only totally blank rows and columns of pixels from the edges of the image, we remove those rows and columns in which the length of the longest run of foreground pixels is less than or equal to some threshold t. A value of t = 3 pixels worked well in our experiments. If, after the rst pass of the algorithm, any pixel rows or columns were deleted, then another pass is performed, as the removal of a pixel row may allow the subsequent removal of one or more pixel columns, or vice versa. This iterative process is repeated until no more pixel columns or rows are removed. In this way, a tight bounding box is produced which is una ected by small areas of noise or extended thin strokes.
Vertical stretching
The vertical stretching algorithm was developed in order straighten the topline and baseline of a handprinted digit string, and to normalise the sizes of the characters within it. These size variations within a character string often occur when the writer does not use guide lines, as is usually the case in, for example, the address blocks of mail pieces. An example is shown in Figure 1(a) . Both the baseline and the topline of the string are sloping, causing the height of the digits to reduce by about 50% from the tallest to the shortest character. The vertical stretching algorithm consists of the following stages:
The \peaks" of the upper and lower contours of the image are located. This is done by rst nding the highest and lowest points within each pixel column of the image. An extremal point is a \peak" if it is higher (or lower) than the extremal points in the w columns either side of the current column, as shown in Figure 1(b) . In our experiments, w = 7 pixels gave good results. The upper and lower baselines are straight lines de ned by two of these peaks, constrained by the bounding box of the image. The two peaks that de ne each baseline are chosen such that the area of blank space \cut o " from the top or bottom of the image is maximised, under the constraint that none of the image foreground is lost, as shown in Figure 1 
Slant correction
The nal stage of our normalisation procedure is the slant correction algorithm of Guillevic and Suen 18] . This algorithm proceeds by computing slanted histograms at various angles from the vertical axis. The slant angle can then be estimated from these histograms in a number of ways, e.g. the angle of the histogram containing the maximum count over all the histograms, or the angle of the histogram with the minimum entropy. This slant is then corrected by applying a shear transformation to the image. Figure 1(f) shows the result of slant correcting the image in Figure 1 (e).
Evaluation
The system was tested on a database of digit strings containing between 2 and 10 characters per string extracted from the NIST Special Database 1 16] . The NIST database consists of a number of handprinting sample forms containing alphabetic, numeric and free text elds, and a set of segmented, labelled characters for use as training data. Each sample form contains 28 digit elds: three elds containing the string`0123456789' and ve elds each of two, three, four, ve and six digit numbers, giving a total of 130 numeric digits per form. The tests described here were performed on the rst 50 forms in the database, containing a total of 1400 elds with 6500 characters.
To provide a benchmark for comparisons, our original system developed for the recognition of machineprinted text was retrained and tested on the hand-printed characters without modi cation. The system correctly recognised 42% of the elds, corresponding to a character recognition rate of 79.3%. This is Table 1 : E ect of normalisations on recognition rate roughly in agreement with our earlier experiments on hand-printed ZIP codes 9]. The cumulative e ect of the normalisation procedures described in Section 3 is shown in the top part of Table 1 . It can be seen that the vertical stretching algorithm had a pronounced e ect on performance, improving the eld recognition rate by over 13.5%. While the slant correction algorithm improved the character recognition rate slightly, it had a markedly detrimental e ect on the eld recognition rate. Investigations revealed that the recogniser was inserting a very large number of spurious`1's into the sequence. The reason for this is that after slant correction, the`1' model becomes very narrow, and matches well to almost any vertical line in the image, e.g. the vertical parts of`4's and`9's. When recognising examples of these characters which were slightly wider than normal, the Level Building algorithm tended to make up for the extra width by inserting extra`1' models. Since the models were trained on characters with no surrounding white space, the Level Building algorithm could even match two`1' models to a single vertical line with a high probability. To combat this de ciency, the models were retrained on the same training data, but this time an additional blank pixel column was inserted before and after each training example. This change had a dramatic e ect on the eld recognition rate, as can be seen from the fth row of Table 1 . The number of spurious characters inserted by the recogniser dropped from 762 (11.7% of the actual number of characters) to 143 (2.2%). After the change, 91% of recognised elds contained the correct number of characters, with 99.3% within 1 of the true length. A further improvement was achieved by reapplying the slant correction algorithm to individual characters after the column models had been used to segment the observation sequence. These results are shown in the bottom row of Table 1 .
Conclusions
For comparison, HSFSYS2 17], NIST's own handprint recognition system developed speci cally for the recognition of text from their hand-printed forms database, achieved a character recognition rate of 96.6% and a eld recognition rate of 86.8% on the subset of test data used here. However, the NIST system employs a segment-then-recognise methodology, an approach which is unlikely to achieve comparable results on cursive handwriting due to the signi cant di culties associated with segmenting cursive script. While the performance of our system does not yet rival the NIST system for hand-printed text, we believe that future work on the recognition of cursive handwriting may demonstrate the real power of the HMM-based approach.
