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Abst ract - -We analyze the average para~el complexity of the solution of le rp  sparse positive definite 
linear syst . . . .  More precisely, using probsbUlstlc te~h-lques, we study the Ch~!~,  fsctoriz~ian 
with the application of the mh, i,~,,,, degree i~or/thm. Main results are the estimJttlon of the 
evoluti<m of sporslty during the factorisation and a characteri~tion f the el|mh~Ation tree in terms 
of depth and number of leaves. We also conjecture that the numb¢~" of ~e l  steps needed to 
perform the factorlzation is linear with respect o the matrix size. 
1. INTRODUCTION 
In this paper, we analyze the average parallel complexity of the solution of large sparse positive 
definite linear systems, which arise in a variety of contexts, related to scientific omputations [1]. 
The direct solution of such systems is typically performed by the Cholesky factorization [1,2] 
of the coefficient matrix A, A = LL T, in four stages: 
(1) ordering; 
(2) symbolic factorization; 
(3) numerical factorization; 
(4) solution of triangular systems. 
Stages (1) and (2) are of combinatorial nature and are intended to set an appropriate data 
structure for the numerical stages ((3) and (4)). Ordering consists of permuting the rows and 
the columns of A with the goal of decreasing the fill-in, i.e., the number of additional nonseros. 
The choice of a good permutation for A is critical: without any ordering, a sparse problem can 
evolve in a dense one in a few elimination steps. Finding an ordering that minimizes the fill of 
the factor L is an NP complete problem [3], so heuristic strategies have been proposed. Minimum 
degree algorithm (MD from now to forth) [4] and its variants are the most popular among these 
techniques. 
The symbolic factorization consists of determining if a given entry of L is nonzero or not. 
Starting from the nonzero pattern of L, the elimination tree [1] of L can be obtained. The 
elimination tree is introduced to formalize the precedence r lations existing between different 
elimination steps. In a concurrent environment the independence, induced by sparsity, between 
the elimination of different rows can be exploited, leading to a number of parallel steps lower 
than the number of rows of the matrix. 
Our investigation uses probabilistic techniques involving matrices with uniform random nonzero 
pattern, to estimate how the density of the coefficient matrix is expected to evolve during the 
factorization. We also study the average number of leaves in the elimination trees (i.e., the 
maximum number of rows that can be eliminated at the first step of the factorization), and the 
average depth of the elimination tree (i.e., the number of parallel steps the factorization requires). 
According with theoretical nd experimental results, we conjecture that the average depth of an 
elimination tree is 0(n), i.e., the methods based on Cholesky fsctorization and MD, require at 
least a linear time. 
We have been unable to commtmiclLte with the author with respect o galley proof corrections. Hence, this work 
is published without the benellt of such corrections. (Ed.) 
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Previous work in the field has been done in [2,5], where some probabilistie stimates were 
proposed for estimating the fill-in during gauseian elimination. 
Our analysis is oriented towards the maximum parallelism we can obtain by applying MD. 
We do not focus our attention on a particular model of parallelism; we just suppose to deal 
with a machine with enough processors, capable to work concurrently and eomunicate ach 
other. According to the literature we assume the rows of the coefficient matrix split among the 
processors. 
2. PREL IMINARIES  
We assume the reader to be familiar with Cholesky factorization for positive definite symmetric 
matrices. We use the following notations: 
C - (¢0) denotes an n x n matrix C whose ( i , j ) -th entry is cO; C (k) = (¢~JO) denotes the 
transformed (n - k+ I) x (n - k + I) matrix C(h), before the k,th elimination step, with entries 
e(h) 0 , i , j - k , . . . ,n .  
Random matrices 
Let 7>{z) denote the probability of the event z. To investigate some aspect of ordering and 
factoring we use a special type of random matrix [6], with off-diakonal elements in {0, 1} and the 
diaKonal ones set to I. In the following, an n x n matrix B -- (bo) with elements in {0, I) ,  is 
called random matrix of size n and probability p, 0 < p < I, if 
~{bo) = { Pl f°r i ~ j 
for i = j. 
Note that B is not necessarily symmetric; this simplifies our calculus and is a reasonable assump- 
tion, being the size of n large enough [6]. 
Minimum Delmee AiooritAm 
The ordering staKe, obtained by MD is typically disjoint from the symbolle factorization stake, 
to increue efficiency. In order to evaluate the behaviour of MD we need a simpler implementation, 
with the two stages merged together, as in the following algorithm. 
MINIMUM D]P .~ AND SYMBOLIC FACTOIUZATION ALGORITHM 
It works with the nonzero structure of the matrix A (i.e., with a boolean matrix B with b 0 -- 
1 ~ aij ~0 ,  and b 0 - 0 ¢~ ~j  - 0), as follows: 
StepO: setB (1)-B. 
Step i - I , . . . ,  n - I : a) Look for the row, say r, of the 
(n - i + 1) x (n - i + 1) matrix B (0 with 
minimum number of nonzero elements. 
b) Put row r (and column r) in 'pivot' 
position and elimination takes place. 
Elimination 
Let us consider the elimination involving the row r, at step k. Assume that, before the 
elimination, ~{bJ~ ) - I )  --- Pro, and ~{b,, - 1) - Pr, for r ~ ,. After the elimination, we 
ho... L('+ I) - ,  ~v i.(') _ I or (b~) -- I and b~ ) - 1). Then the probability of an element of the 
submatrix to be nonzero can be approximated by the formula 
E(Pr,Pm) = Pm+ (1 - pra)p2r. (1) 
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Elimination Tree 
Let L _= (!0) be an n × n irreducible triangular matrix. For each column j of L, define 
f rain {ill > j and l 0 ~ 0} 3k s.t. 1,~ ~ 0, 
PARENT[j] 
otherwise. 
The elimination tree is a tree with n nodes, labelled from 1 to n, and with arcs (j,PARENT[j]), 
j = 1, . . . ,  n, j ~ PARENT[j]. 
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Figure 1. From the non~ero8 pattmm of/ J  to the corresponding ~lirninAtion tree. 
One can readily see that the arcs of the elimination tree correspond to dependences among the 
elimination steps, i.e., to sequential constraints. For example, in the matrix shown in Figure 1, 
the rows 1, 2 and 3 can be eliminated at the same time. In fact, the elimination of row 1 (with 
zeros in columns 2 and 3) has no influence on entries of rows 2 and 3; the same holds for the 
elimination of rows 2 and 3. Analogously, elimination of row 5 needs only to be preceded by 
elimination of row 2. 
There are at least two important measures of parallelism beside elimination trees, i.e., their 
depth and number of leaves. 
Depth: gives the number of parallel steps, where each step is an elimination process, 
provided that enough processors are available. 
Number of leaves: gives an upper bound to the number of processors sufficient o perform 
the elimination with maximum parallelism. In other words, it gives the maximum number 
of eliminations which can take place simultaneously. 
3. AVERAGE NUMBER OF LEAVES AND LEVELS IN THE ELIMINATION TREE 
In order to estimate the number of leaves and levels in the elimination tree of the triangular 
matrix L, we consider first the simpler case of a random matrix L. It holds the following result. 
LEMMA 1. Let p be the probability of an (off-diagonal) element oF the random matrix L to be 
1. Then 
Pk 1-pq~), k=2, . . . ,n ,  
J 0 
where q = 1 - p and pi is the probability of the node i to be a leaf. 
PROOF. From the definition of elimination tree easily follows that a node j is a leaf if and only 
if is not the parent of any node i, i < j. A node j is the parent of a node i if the column i has 
zeros in the positions ranging from i + 1 to j - 1 and a nonzero in position j .  So we have that 
~P{PARENT[: 1 ~ j} - 1 - pqj-~-l, and the thesis follows multiplying ~P{PARENT[sl ~ j} for 
i=  l , . . . , j -  i. | 
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PROPOSITION 2. Let L be an n x n lower triangular matrix, with 7~{lij ~ 0} = p, i > j, 0 < 
p < 1. Then the average number of ]eaves of the elimination tree derived from L is 
n k -2  
1 + ~ H (1 -  pqi), 
k=2 i=0 
(2) 
where q = 1 - -  p. I 
We assume that the probabilities of two nodes, i and j, to be leaves, are independent. This 
is asymptotically true for large sparse matrices; formula (2) gives very good approximations also 
for small matrices. 
COROLLARY 3. Let ni be the average number of ]eaves. Under the hypotheses of Proposition 2 
we have, for n large enough, 
nl = an, a E "e" ,1 . 
PROOF. The following relations hold: 
n k-2 n k-2 1 -e  -c 
n>_n, - -1+ E 1"~ (1-pqi)> 1-1- E l'I(1-p)_~ n ~  
c 
/ '=2  i----0 k=2 i=O 
Moreover we have, for n large enough, and assuming that p = c/n, c = O(1). 
lim p. = e e-°-I - *~/e 
n---*CO e 
so we can further approximate the average number of leaves in the elimination tree, as nl = 
n~, ~ = (e "- ' -1,1).  I 
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Figure 2. Nu~he~ of leaves vs. matr ix  size, for c = np = 8. 
Nun~_ rical experiments confirm the asymptotic results predicted by Coroilary 3, as shown 
in Figure 2, where we have plotted the number of leaves for n × n matrices, where n varies, 
fixed e = np - 8. These experimental results suggest hat the number of leaves, for fixed c, is 
approximately equal to n%, where 7¢ is only a function of c. It turns out tlmt ~ the number 
of leaves of the elimination tree of a triangular matrix £ is linear with n. In this I~t case the 
Dnm~ of leAtves is smaller, because, after the LL T factorisation, the nmtrix L is more dense 
than A. 
Another important parameter of the ~llm!-a~ion tree is its depth that gives the num_ker of 
parallel steps needed to perform the fsctorisation. While nz is proportional to n both in the case 
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of uniform random and factorized matrices, the depth has two different behaviours. In fact the 
application of MD, and the elimination process, give rise to matrices with more dense bottom 
right corners. Thus the matrices we consider are less sparse than the corresponding nniform 
random matrices (because of fall-in), and contain an almost full submatrix, whose dimension is 
related to n and p. As shown in Figure 3, there is an experimental evidence that, once fixed 
c = np, a simple function ties the depth of the elimination tree to the size n of the matrix. In 
the case of a uniform random matrix (Figure 3a) we find the relation 
Depthu __- ac + be log n, 
where ae and be are two constants that depend on c and log denotes the logarithm to the natural 
base. Analogously, in the case of factorization of random matrix with the MD (Figure 3b), we 
find 
DepthMD ~-- he + nk¢, 
where he and k¢ are two constants that depend on c. 
• 30  
-25 
~ - 20 15 
I !  ° 
1;0" 2;0 3;0 4~o o I;o 250 3;0 4~o 
a. Uniform random matr ix  L (left). 
2O0 
is6 
160 
14{) 
100 
s~ 
6~ 
4~ 
2~ 
0' 
b. Factor L after factorization with MD (right). 
Figure 3. Depth vs. matr ix size for different value of c. 
Moreover, analyzing the outcomes of a large number of random tests, we find the simple 
formula: 
DepthMD ~-- (A + Bn) log c + Kn  + H - Bn log n + o(n log n), 
where A, B, K and H are constants. (Actually A ___ -0.45, B ___ 0.3, K _ -0.19 and H ~ 6.3.) 
According to the last formula it looks reasonable to conjecture that for fixed p, DepthMD -- 
O(nlogn), or DepthMD = O(n), for fixed c. In Figure 4 we have plotted the average number of 
eliminated nodes, i.e., the number of leaves of the elimination tree, versus the elimination steps, 
with the condition that, at each step, we eliminate as many nodes as possible. It turns out that 
the average number of nodes eliminated approaches 1 exponentially and the decrease is so fast 
that there remain a linear number of rows to be eliminated one by one. 
4. THE BEHAVIOUR OF MINIMUM DEGREE ALGORITHM 
We study how the nonzero pattern of a random matrix evolves during the factorization, with 
the application of MD. More precisely we give a formula that approximates the probability Pi of 
an element in the matrices B(k) to be nonzero, after each step of the factorization. This formula 
allows us to estimate the average fill-in. Combining these results with (2), one can obtain a better 
evaluation of the number of leaves in the elimination tree after MD. A preliminary result is the 
following: 
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Figure 4. N .mher  of parallel steps: 400 x 400 and 200 x 200 matrices. 
PROPOSITION 4. Let A - (aij) be an n x n matrix, with ~{aij  ~ 0} = p, 0 < p < 1. Then the 
average number of off-~agonai nonzeros in the row chosen (at the first step) by MD is 
n-1  i-I 
M(n,p)= E 1- n-  i 
i=1 j=0 J qn-j-1 , (3) 
where q = 1 - p. 
PROOF. The probability ~{min = m} that the minimum number of off-diagon~! nonzeros in a 
row of A is, say, m with 0 _< m <_ n - 1, can be evaluated using the equality ~{min = m} = 
~{min >_ m} - ~{min > m}. Since min _> i if and only if each row of the matrix has at least i
nonzeros, we have 
i -1  
~=0 J 
then the thesis follows by summing up all the terms iP{min = i} for i = 0, . . . ,  n - 1. | 
When we choose a row with M(n,p)  nonzeros from a matrix with probability p, the probability 
of an element of the remaining submatrix to be nonzero is greater than p. This probability can 
be approximated by the formula: 
R(n,p) = n(n - 1 )p -  2M(n,p) 
( -  - U (n -  2) (4) 
Fommla (4) is obtained subtracting the average number of nonzero in the row and column 
selected by MD, 2M(n,p),  from the average number of nonzero f the whole matrix, n(n - 1)p ,  
and dividing by the number of elements in the remaining submatrix, (n - 1)(n - 2). Starting 
f rom (1), (3) and (4), we can now obtain 
{,o -,( ) 
M(n - i ,p,)  
Pi'l'l J~ -n----- ~--T ' R(n - i,p/) 
i=O, . . . ,n -2 ,  (5) 
where we start with a matrix of size n and probability p0 - P; then we apply M to obtain the 
average number of nonzeros in the row chosen by MD, and R to estimate the density of the 
rema;ning submatrlx. Eventually the application of E simulat~ the elimination procetm, giving 
as result he probability pl to be nonzero f an element of the leftover mabmatrix. This calculation 
mint be repeated for i - 1, . . . ,  n - 1, or until p~ reaches 1, that denotes a full submatrix. 
In Figure 5 we have plotted the values ofp/ given by (5) and the values obtained from an 
experiment with random matrices of size n -- 200 and probability p - 0.04. Given the probs- 
billties Pl obtained from (5), it is easy to estimate the fill-in suffered by the matrix during the 
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factorization, summing up the average number of nonzeros in rows (and col-rn,A) selected by 
MD and subtracting the average number of nonzeros present in the initial matrix. More formally, 
we have: 
n- -1  
Fill-in = 2 E M(n - i, pi) - n (n  - 1)p. 
i=0 
The error introduced by (5) depends on 
(i) the uniform (unsymmetric) distribution assumed for the pattern of A; 
(ii) the underestimate of the value of the minimum chosen by MD, for small values of p. 
The largest error we make is due to the properties of the MD; in fact, when we apply MD, the 
number of nonzeros in the row we choose cannot be less than the number of nonzeros in the row 
selected by the previous application, minus one. Unfortunately, this fact cannot be taken into 
account in our approximation formulas, unless one makes them so complicated that they cannot 
be useful. 
1,0. eX~ ~ 
0,8" 
0.6" 
0,4 i 
O,O, 
0 100 200 
Figure 5. Values of pl for matric~ 200 × 200, w i th  p = 0.04.  
5. CONCLUSIONS 
The main results of the paper are probabilistic and experimental evaluations of the structure 
of the elimination tree and of the behaviour of MD method. A number of computational con- 
sequences follows, related to the parallel complexity of sparse linear system solvers. We found 
that the number of leaves of the elimination tree is approximately proportional to the size of 
the matrix. This means that exploiting the maximum parallelism at the first step can require 
0(n) processors. On the other side, we conjecture that the average depth of an elimination tree 
is O(n), which would imply that all these methods, based on Cholesky factorization and MD, 
require at least a linear number of parallel elimination steps, i.e., linear time. It is also interest- 
ing to note, that as shown in Figure 3, the number of rows that can be eliminated at the same 
time decays exponentially during the elimination. Summarizing, if we start the factoriza~ion with 
0(n) processors, after 0(log n) parallel steps there will be 0(n) rows left over, and these rows can 
be eliminated only one at a time. This suggests that it is convenient to detect at which time 
step the fine grain parallelism should take the place of the medium one, in order to achieve the 
maximum efficiency. It remains an open question whether or not stages (1)-(4) of Section 1 could 
be performed in polylogarithmic time for general sparse matrices. 
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