Materiale per il III modulo - Laboratorio 08 by Figini, Paolo
  
Introduzione all'econometria (2)
Obiettivi di questo laboratorio:
 Introdurre la diagnostica necessaria per testare le ipotesi del 
modello lineare;
 Adattare il modello alle varie tipologie di dati (time-series, cross-
section, panel)
  
OLS is BLUE if...
Ricordiamo che lo stimatore OLS è il Best Linear Unbiased Estimaor se e solo se 
le seguenti ipotesi che si fanno sull'errore stocastico sono verificate
1. E(ut) = 0 Gli errori hanno media zero;
2. Var (ut) = σ2 La varianza degli errori è costante e di valore finito (ipotesi di 
omoschedasticità)
3. Cov (ui,uj) = 0 Gli errori non sono correlati gli uni con gli altri (assenza di 
autocorrelazione)
4. Cov (ut,xt) = 0 Gli errori non sono correlati con le variabili indipendenti
e...
ut ∼ N(0,σ2) Gli errori sono distribuiti secondo una funzione normale
Il passo successivo, quindi, è testare le ipotesi 1-5, capire cosa succede se una o più ipotesi 
non sono verificate e capire cosa fare per risolvere il problema.
In generale, quando qualche ipotesi non è verificata, le strade da percorrere sono due:
- Utilizzare un'altra specificazione del modello / altri stimatori;
- Lavorare sui dati in modo da soddisfare le ipotesi 1-5
  
1. Se gli errori non hanno media zero...
La media dei residui è sempre zero se la regressione include la costante (ecco un 
buon motivo per non toglierla mai, anche se non è significativa...)
2. Se la varianza degli errori non è costante (eteroschedasticità)
Se c'è eteroschedasticità, lo stime OLS
continuano a non essere distorte ma la
distribuzione degli errori standard non è
attendibile (cioè potremmo ritenere stat.
significativa una stima che non lo è).
Test per stimare l'eterosch:
- Test di Goldfeld-Quandt
- Test di White
Cosa fare per eliminarla?
- Uso di stimatori robusti (reg C Y, robust)
- Stimatore GLS (se la varianza dell'errore
è legata ad una var. indipendente.
- Trasformare le variabili in logaritmi




3. Se gli errori sono autocorrelati...
autocorrelazione positiva...
e autocorrelazione negativa...
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Se c'è autocorrelazione, lo stime OLS continuano a non essere distorte ma la 
distribuzione degli errori standard non è attendibile (cioè potremmo ritenere stat.
significativa una stima che non lo è).
Inoltre R-quadro è artificialmente alto.
Come testare l'autocorrelazione?
- Test di Durbin-Watson.
Può essere usato quando nella regressione c'è la costante, quando i regressori 
non sono stocastici, e quando non c'è la variabile dipendente ritardata.
- Test di Breusch-Godfrey
  
Se c'è autocorrelazione (2)
Cosa fare?
- Usare un altro stimatore, il GLS, ma solo se si conosce la forma 
dell'autocorrelazione. Se non la si conosce, il rimedio può essere peggiore del 
problema!
- Modificare la forma del modello, in un modello alle differenze;
4. Multicollinearità
Si ha multicollinearità quando le variabili indipendenti sono altamente correlate tra 
di loro;
Un caso limite si ha quando i regressori sono linearmente dipendenti: in quel caso 
non si riescono a stimare i coefficienti!
gen X = 2*Y
reg C Y X
Quando si ha multicollinearità, R-quadro è artificialmente alto e i coefficienti sono 
molto più facilmente non significativi e molto instabili
replace X = 110 in 5
reg C Y X





- Guardare semplicemente alla matrice di correlazione
corr Y I X
Soluzioni:
- Eliminare dal modello una delle variabili altamente correlate;
- Trasformare le variabili correlate in un rapporto;
- Raccogliere più dati!
5. Gli errori non si distribuiscono normalmente
Se la distribuzione degli errori non è normale, OLS non è BLUE
Cosa fare non è ovvio, ma...
... spesso la non-normalità dipende da uno o due valori particolarmente “sballati” 
(outlier)
In quel caso, si può: (i) eliminare l'osservazione dall'analisi (se si pensa che 
l'outlier sia un errore di misurazione); (ii) trasformare l'osservazione in una 
variabile binaria (dummy), che assume valore 1 in quel caso, 0 nel resto (se si 
pensa che l'outlier sia dovuto ad un evento “straordinario”... ma dobbiamo essere 
in grado di spiegarlo a livello economico!
Es. dati sugli arrivi internazionali nel mese di Settembre 2001...
  
Altri problemi: a) omissione di variabili rilevanti...
Se dal modello mancano delle variabili rilevanti, i coefficienti delle variabili inserite 
sono distorti e inconsistenti (riteniamo che siano stat. significativi anche se in 
realtà non lo sono).
- Dovremmo farci guidare dalla teoria per sapere quali variabili vanno inserite...
- e se una variabile non considerata dalla teoria risulta essere rilevante, è 
opportuno che la teoria la consideri!
b) immissione di variabili irrilevanti
Se nel modello inseriamo delle variabili irrilevanti (cioè i cui coefficienti non sono 
significativi), le stime sono non-distorte e consistenti, ma inefficienti
- Dovremmo togliere la variabile irrilevante...
- e se questa è importante a livello teorico, è opportuno rivedere la teoria!
c) Stabilità dei parametri nel tempo
Nel modello assumiamo che i paramteri siano stabili nel tempo
Come testiamo la stabilità dei parametri nel tempo?
- Test di Chow: divido il campione in due sub-campioni e confronto i coefficienti.
- Test di fallimento delle previsioni: stimo i coefficienti senza considerare le ultime 
osservazioni (forward test) o senza le prime (backward test) e poi confronto le 
stime con i valori reali.
  
Come costruire un modello econometrico
Un modello econometrico statisticamente soddisfacente deve:
- Soddisfare le ipotesi su cui si basa la regressione lineare;
- Essere parsimonioso;
- Avere un'appropriata interpretazione teorica;
- Avere coefficienti con il segno “giusto”;
- Avere coefficienti della dimensione “giusta”;
- Essere in grado di spiegare i risultati di tutti i modelli alternativi.
Ci sono due strade per arrivare al “miglior modello”:
- Quella classica, dallo “specifico al generale” (inizio con poche variabili e poi ne 
aggiungo via via delle altre). Limite: sui modelli iniziali i test non hanno nessun 
senso...
- Quella moderna, dal “generale allo specifico” (inizio con tante variabili e poi 
elimino quello via via irrilevanti)
  
Dal “generale allo specifico”
1. Inizio con un modello con molte variabili indipendenti;
2. Controllo le ipotesi del modello lineare;
3. Se le ipotesi sono violate, modifico il modello in maniera appropriata:
(i) trasformo le variabili nei logaritmi;
(ii) aggiungo variabili ritardate;
(iii) aggiungo variabili dummy.
A questo punto il modello ha tantissime variabili!
4. Il passo successivo è ri-parametrizzare il modello:
(i) elimino le variabili i cui coefficienti non sono significativi;
(ii) combino le variabili i cui coefficienti sono praticamente gli stessi;
Ad ogni passaggio devo controllare che le ipotesi siano sempre soddisfatte.
5. A questo punto, abbiamo un modello econometrico statisticamente adeguato 
che può essere usato per:
(i) testare le teorie economiche rilevanti;
(ii) prevedere valori futuri della variabile dipendente;
(iii) formulare interventi di policy, anche sulla base di scenari “what if”
  
E poi, le forme dei modelli si devono adattare ai dati...
1. Dati cross-section: reg
2. Dati time-series: innanzituto bisogna dire a Stata quale è la variabile temporale:
tsset anno




E tanti altri comandi (help time) ... ma queste cose le vedrete nel corso di 
Statistica...
3. Dati panel: innanzitutto bisogna dire a Stata che i dati sono panel. Attenzione, 
anche la variabile paese deve essere numerica, se non lo è, scrivere:
egen country = group(paese)
sort country anno
xtset country anno
E poi si possono fare regressioni su modelli pensati per i dati panel:
xtreg C Y, re
xtreg C Y, fe
4. Probit e Logit se la variabile dipendente è la prob. che un determinato evento si 
verifichi; Tobit se la variabile dipendente è troncata....
