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We investigate an antiferromagnetic spin-1 Heisenberg chain in the presence of Dyzaloshinskii-
Moriya interactions (DMI) and an external magnetic field. We study the resulting spin chain using
a combination of numerical and analytical techniques. Using DMRG simulations to determine
the spectral gap and the entanglement spectrum, we map out the phase diagram as a function
of magnetic field strength and DMI strength. We provide a qualitative interpretation for these
numerical findings by mapping the spin-1 chain on a spin-1/2 ladder and using a bosonization
approach.
I. INTRODUCTION
Haldane’s work1,2 on quantum spin-1 chains has led to
one of the first examples of a symmetry-protected topo-
logical phase. Indeed, the conjectured existence of a fi-
nite gap between the ground state and the excited states
in antiferromagnetic spin-S Heisenberg chains with in-
teger S has sparked a substantial research activity in
integer-spin chains, mostly by means of numerical studies
based on Monte Carlo simulations3–9 or the Density Ma-
trix Renormalization Group (DMRG).10–14 It has also
motivated experimentalists to search for host materials
for spin-1 chains, and those were eventually realized in
AgVP2S6
15–18, SrNi2V2O8,
19–21 or CsNiCl3.
22
This Haldane phase constitutes a topological phase,
so its ground state degeneracy depends on the applied
boundary conditions. In the case of a spin-1 chain with
open boundary conditions, two uncoupled, localized spin-
1/2 states appear at the ends of the chain which lead to a
fourfold degenerate ground state. In contrast, the ground
state for periodic boundary conditions is non-degenerate.
Applying a constant magnetic field leads first to a closing
of the gap. Upon further increase of the field, the gap
reopens and the system enters a (topologically trivial)
ferromagnetic phase.
However, as the Haldane phase constitutes only a
symmetry-protected topological phase, these ground
state degeneracies and the spectral gap are not robust to
all perturbations.23 A helical magnetic field, for instance,
which is unitarily equivalent to Dzyaloshinskii-Moriya in-
teraction (DMI),24,25 destroys the topological phase. In
particular, the extreme case of a staggered magnetic field
was studied in detail in Refs. [26] and [27]. It was found
that the spectrum in this case remains gapped for arbi-
trary magnetic field strengths, without any phase tran-
sition between the Haldane phase and the antiferromag-
netically ordered phase.
The purpose of the present work is a detailed analy-
sis of the crossover between these two extreme cases. We
will therefore investigate a spin-1 chain in the presence of
a helical magnetic field with a given pitch angle ϕ, where
ϕ = 0 corresponds to the case of constant magnetic field,
whereas ϕ = pi corresponds to the limit of a staggered
field, i.e., a field with opposite orientation on neighboring
lattice sites. As we show below, a spin chain in a helical
magnetic field can be mapped onto a spin chain in a con-
stant field but with DMI. Spin systems with DMI have re-
cently attracted significant attention, for instance in the
study of magnetized thin films,28–30, graphene,31 spin-
1/2 ladders,32 multiferroic phases,33, anisotropic Heisen-
berg antiferromagnets,34 or XY spin chains.35,36
On the numerical side, we have studied the ground
state properties of the S = 1 chain in a helical magnetic
field using the Density Matrix Renormalization Group
(DMRG)37,38 focusing on entanglement measurements
and the energy gap from the ground state to low-lying
excitations. Over the past three decades, DMRG has de-
veloped into arguably the most powerful numerical tool
for one-dimensional systems38 and is ideally suited for the
present problem. Both standard DMRG and the infinite-
DMRG (iDMRG) were used in the calculations. This
allows us a characterization of the phase diagram as a
function of pitch angle ϕ and magnetic field strength B.
Furthermore, we have developed an analytical theory
to obtain a qualitative understanding of the numerically
obtained phase diagram. It is known that the ground
state properties of a spin-1 chain can be conveniently ac-
cessed by splitting it into two coupled spins-1/2 chains.39
The latter spin-1/2 systems, in turn, can be mapped
onto two coupled spinless fermionic chains via a Jordan-
Wigner transformation. The resulting system can be
studied using bosonization and a renormalization group
analysis.
This paper is organized as follows. First, we present
our model in Sec. II. In Sec. III, we explain the details of
the numerical simulations and show the numerically ob-
tained phase diagram of the model, as well as a plot of its
entanglement spectrum. In Sec. IV, the phase transitions
will be explained qualitatively based on a bosonization
approach. Finally, we present our conclusions in Sec. V.
II. THE MODEL
We would like to investigate the phase transition in
an isotropic spin-1 Heisenberg chain in the presence of
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2a spiral magnetic field. The system is described by the
Hamiltonian
H = J
∑
j
Sj · Sj+1 +B
∑
j
[
cos (ϕj)Sxj + sin (ϕj)S
y
j
]
.
(1)
Here, S = (Sx, Sy, Sz) and Sx,y,zj are the components of
a local spin operator on a site j of a chain of length L
and B is the strength of the magnetic field. The latter
points in the x − y plane and describes a spiral around
the direction of the chain. The angle ϕ becomes the tilt
between the orientations of the respective magnetic fields
at the sites j and j + 1. It is already known that this
system hosts a Haldane phase in the limit of a constant
field (ϕ = 0),23 whereas the spectrum is fully gapped and
the Haldane phase is absent for a staggered field (ϕ = pi).
Our aim is to investigate the crossover between these two
limits.
In order to elucidate the physical relevance of the
Hamiltonian (1), we perform a unitary transformation
which corresponds to rotating the spin on site j by an
angle ϕj about the z axis,
U =
L∏
j=1
Uj with Uj = e
−iϕjSzj . (2)
Under this transformation, Eq. (1) is shown to be equiv-
alent to an anisotropic spin-1 Heisenberg Hamiltonian
with DMI in a constant magnetic field orientated along
the x-axis,
HDM = UHU
−1
=
L−1∑
j=1
[
JxS
x
j S
x
j+1 + JyS
y
j S
y
j+1 + JzS
z
j S
z
j+1
+D · (Sj × Sj+1)
]
+B
L∑
j
Sxj . (3)
The resulting DMI vector has the form D = (0, 0, Dz)
and the value of the Heisenberg exchange couplings and
the DMI strength for a pitch angle ϕ are given by Jx =
Jy = J cos(ϕ), Jz = J , and Dz = J sin(ϕ).
III. NUMERICAL RESULTS
The energy gap was estimated from simulations of the
Hamiltonian (1) on a chain of length L = 36 with pe-
riodic boundary conditions. The lowest excited state is
obtained by performing a DMRG sweep for the wave-
function of the ground state, then performing another
DMRG calculation but with an additional constraint that
the second ’ground state’ wavefunction has to be orthog-
onal to the first wavefunction found. The difference in
the energies of the two states found is the energy gap
∆. Normally, DMRG works best with open boundary
FIG. 1. Energy gap ∆ of the spin-1 Heisenberg chain in a
helical magnetic field as a function of the magnetic field B
and of the pitch angle ϕ. The red portion represents the
gapless region of the energy gap phase diagram.
conditions (OBC), and the computational cost of imple-
menting PBC is substantial. However, in this case, the
use of PBC is essential. The Haldane chain has a unique
ground state for a periodic chain, whereas for an open
chain the ground state develops 4-fold degeneracy. As
the latter makes the estimation of energy gap numeri-
cally very challenging, periodic boundary conditions need
to be used. A bond dimension of m = 350 and 10 DMRG
sweeps were found to be sufficient for the energy to con-
verge with a relative error less than 10−7.
The results of the energy gap calculations are shown
in Fig. 1. In the limit of zero magnetic field, the Hamil-
tonian (1) reduces to the spin-1 Heisenberg model. The
ground state in this limit (the Haldane phase) has a finite
gap to the lowest excitations and exhibits no long range
magnetic order. However, there is a topological order
characterized by the string order parameter that differ-
entiates the state from a quantum paramagnet. Except
for this Haldane phase near B = 0, the onset of the gap
in Fig. 1 resembles that of a spin-1/2 chain with DMI.40
At small, non-zero values of the applied field, the gap re-
mains finite. For values of the twist angle, ϕ . 2pi/3, the
gap vanishes at a critical field, Bc1(ϕ) that depends on ϕ,
accompanied by a transition to a gapless antiferromag-
netically ordered ground state. Upon increasing the field
further, there is eventually a transition to a fully polar-
ized state at a second critical field, Bc2(ϕ) when a (triv-
ial) ground state gap reappears. The field extent of the
gapless antiferromagnetic phase decreases continuously
with increasing ϕ and eventually vanishes at ϕ ≈ 2pi/3.
For larger twist angles, the ground state of the system
evolves from the topologically ordered Haldane phase to
a topologically trivial fully polarized phase without any
phase transition at any finite non-zero field.
What is the nature of the ground state in the field
range B < Bc1(ϕ) for ϕ . 2pi/3? Is it adiabatically con-
nected to the Haldane phase at B = 0 and topologically
3FIG. 2. String order parameter Ozstr at ϕ = 0. The string
order parameter vanishes when the excitation gap closes and
the system undergoes a phase transition from the Haldane
phase to a topologically trivial one.
ordered? The string order parameter, defined as
Ozstr ≡ lim|i−j|−→∞−〈S
z
i
[
eipi
∑j−1
k=i+1 S
z
k
]
Szj 〉 , (4)
is a definitive observable to identify the Haldane phase
and it shows that increasing a linear magnetic field de-
stroys the Haldane phase (Fig. 2). This function also
shows that at high magnetic fields where the gap reopens,
the resulting spin-polarized phase is topologically differ-
ent from the Haldane phase.
The S = 1 Heisenberg chain has global Z2 × Z2
symmetry,41,42 i.e., any pi rotations about the x and y
axes (or equivalently, y and z or z and x axes) transform
the state back to itself. However, the introduction of a
finite helical field results in the loss of this global symme-
try. This makes the string order parameter no longer a
valid measure of topological order for ϕ > 0. Instead, we
have used the structure of the entanglement spectrum to
identify the topological character of the different ground
state phases.
To obtain the entanglement spectrum, one partitions
the system into two blocks. The reduced density matrix
of either of these blocks can be expressed as ρˆ = e−Hˆ .
The eigenvalues of the “entanglement Hamiltonian” Hˆ
form the entanglement spectrum. For a topologically
ordered phase the latter consists of doubly degenerate
eigenvalues,43 and it serves as a powerful identifier of the
topological character of a state where conventional mea-
sures are not applicable. Figure 3 presents the measured
entanglement spectrum for multiple pairs of the parame-
ters (B/J, ϕ) within the different phases. At B = 0, the
system is in the Haldane phase, which is a topologically
ordered phase. The entanglement spectrum exhibits the
expected double degeneracy. Results for ϕ > 0 show that
the double degeneracy is lifted for any non-zero helical
magnetic field. At finite helical magnetic fields, there are
no topological phases. For ϕ < 2pi/3, the ground state
FIG. 3. Entanglement spectrum for the spin-1 Heisenberg
chain in a helical magnetic field for various parameters. λ are
the eigenvalues calculated from the density matrix of the en-
tanglement Hamiltonian. The double degeneracy of the eigen-
values in the Haldane phase is lifted in finite helical magnetic
fields.
remains gapped, but the topological character is lost. To
summarize, the long-range topological character of the
Haldane phase is broken at infinitesimally small helical
magnetic field. All the other phases (AFM and fully po-
larized) are topologically trivial as well, as confirmed by
their entanglement spectra.
Finally, the behavior of the entanglement entropy is
a reliable indicator of a phase transition. As the en-
tanglement of a system near a phase transition increases
without bound, the entanglement entropy is expected to
diverge at a critical point. For finite systems, the entan-
glement entropy should increase with the bond dimension
χ, which is the parameter that controls the truncation
of the system as iDMRG is performed.44 The results are
shown in Fig. 4 for three representative values of the twist
angle. For ϕ = 0 and pi/2, the entanglement entropy
exhibits singularities at the critical field values for the
Haldane-AFM and AFM-fully polarized transitions. On
the other hand, for ϕ = pi, the entanglement entropy de-
creases monotonically with increasing field, reflecting the
absence of any transition, thus confirming the phase dia-
gram obtained from energy gap and entanglement spec-
trum data.
IV. INTERPRETATION OF THE PHASE
TRANSITIONS
In this section, we discuss the numerical results by in-
terpreting the phase diagram based on Renormalization
Group (RG) arguments. Indeed, to explain the phase
transitions presented in Fig. 1, we start by mapping the
Hamiltonian (1) onto a ladder of spin-1/2 chains, which
in turn makes it possible to use a bosonization approach.
4FIG. 4. Entanglement entropy plots for ϕ = 0, pi/2 and pi for
various χ.
The ensuing step is to identify the most RG-relevant
terms in the bosonized Hamiltonian as a function of the
parameters ϕ and B.
A. Bosonization of the Hamiltonian
The different steps to bosonize a spin-1/2 Heisenberg
Hamiltonian can be found in standard textbooks.45 How-
ever, because the chain considered here is composed of
spin-1 sites, the traditional approach is not sufficient to
fully bosonize the Hamiltonian (1). Instead, we need to
use an approach proposed by Schulz,39 which rests on the
fact that the ground state properties of an S = 1 Heisen-
berg Hamiltonian are the same as those of two coupled
S = 1/2 spin chains. Hence, for the consideration of the
ground state phase diagram, it is permissible to represent
the spin-1 operator Sj on site j in terms of two spins-1/2
operators S1,2j via the replacement
Sj = S
1
j + S
2
j . (5)
To apply the Jordan-Wigner transformation, which
is a prerequisite of bosonization, we proceed to ex-
press Eq. (1) in terms of Pauli matrices using Eq. (5)
and S1,2j = σ
1,2
j /2. Defining the helical magnetic
field vector Bj = B[cos(ϕj), sin(ϕj), 0], one finds H =∑
r=1,2(HH,r +HB,r) +H12, where
HH,r =
J
4
∑
j
σrj · σrj+1, (6)
HB,r =
B
2
∑
j
[
(cos (ϕj)σx,rj + sin (ϕj)σ
y,r
j
]
, (7)
H12 =
J
4
∑
j
(
σ1j · σ2j+1 + σ2j · σ1j+1
)
. (8)
The system thus consists of two identical spin-1/2 chains,
each of which interacts with a spiral magnetic field. Using
the language of spin ladders,32 these chains are coupled
by a cross inter-chain coupling term H12, where every
site j of one leg interacts with the site j + 1 of the other
leg. At low energies, the Heisenberg terms HH,r can be
expressed in terms of the bosonic fields φ (x) and θ (x) as
HH,r =
∫
dx
2pi
[ u
K
(∇φr (x))2 + uK (∇θr (x))2
]
− J
2api2
∫
dx cos (4φr (x)) , (9)
where a is a cutoff related to the lattice spacing, u/K is
a parameter directly related to the compressibility of the
system and K is the Luttinger parameter.
Next, to express the coupling term between the
two chains with a bosonic representation, we use the
representation,39,45
σ± (x) ∝ e∓iθ(x) [(−1)x + cos (2φ (x))] , (10)
which leads to
H12 ∝ J
∫
dx
[
cos
(
θ2(x)− θ1(x))
+
1∑
j=0
4 cos
(
2φ1(x) + (−1)j 2φ2(x)
) ]
. (11)
Last but not least, for the magnetic field term we need
to use Eq. (10) again, and obtain
HB,r ∝ B
∫
dx [(−1)x
+ cos (2φr (x))] cos (ϕx+ θr (x)) . (12)
For determining the scaling dimensions, it is convenient
to remove ϕ from the cosine terms via the change of vari-
able to Θr(x) = θr(x) + ϕx. Moreover, one can neglect
fast oscillating terms proportional to (−1)x. The calcula-
tions of the scaling dimensions of the various cosine terms
is then straightforward and the result is shown in Fig. 5.
B. The different phases
A single RG-relevant cosine term depending on the
fields φ or θ in a bosonized Hamiltonian will in general
open a gap in the spectrum. Consider as an example the
term − cos(4φ(x)). If it is relevant, the ground state is
reached by pinning φ(x) to a minimum of the cosine term,
e.g., φ(x) = 0. A quadratic expansion around φ(x) = 0
then reveals that the spectrum becomes gapped.
However, in our discussion, the picture is more complex
for two reasons: firstly, an RG-relevant cosine term only
becomes the dominant term in the Hamiltonian if the
RG-flow can be continued all the way to zero energy. But
5FIG. 5. Scaling dimensions associated with the different
cosines present in H as a function of K. The full lines repre-
sent cosines that are the most relevant for Luttinger param-
eters K > 0.4. The black line is the limit above which any
cosine becomes irrelevant.
if another term with a large energy scale is present, the
RG flow stops at that energy scale, in which case the most
RG-relevant term is not necessarily the dominant term in
the Hamiltonian. Secondly, the situation is more complex
in the presence of competing cosine terms. If multiple
non-commuting cosine terms are present, it is impossible
to pin non-commuting phase operators separately to their
respective minima. In that case, the competition between
two relevant cosine terms may cause the system to remain
gapless. Hence, to find the phase of the system for a given
choice of parameters, we have to take into account both
the relevance of the cosine terms as well as the value of
their prefactors.
As the Luttinger parameter K depends on the coupling
J , the RG relevance of the cosines will change along the
vertical axis of the phase diagram in Fig. 1. The phase
transitions along this axis are thus determined by the
changing order of relevance of different cosine terms. In
contrast, along the horizontal axis, only the parameter ϕ
changes, not the scaling dimensions, which means that
only the relative importance of the prefactors as a func-
tion of ϕ and J determines the phase transition.
The gapped Haldane phase only appears in integer spin
chains. Therefore, the origin of the gap opening must
be found in H12. It turns out that, when considering
the limit B = 0, we do find relevant cosines containing
different combinations of the fields θr and φr in H12. It
is the presence of at least one of these cosines that opens
a gap, explaining thus the gapped phase for small values
of the ratio B/J . The bosonized expression of the string
order parameter contains cos(φr(x)) and ∇φr(x) coming
from the bosonized expression of Szj (x).
45 When the term
cos(2φr(x)) is relevant, which corresponds to low values
of K, fluctuations of φ are suppressed and we find indeed
Ozstr ≈ 0. According to Fig. 2, the string order parameter
vanishes towards large values of B/J . Therefore, we can
deduce that K < 1/2 corresponds to the large values
of B/J , while K > 1/2 corresponds to small values of
B/J . Eventually, it implies that cos(Θ2 − Θ1) is the
most relevant cosine term in the Haldane phase because
it is the most relevant term for K > 1/2.
The phase for B/J  1 is also a gapped phase. In
this case, the large prefactor B/J means that one can
neglect every cosine term except the magnetic field term
cos(2φr(x)±Θr(x)). These cosine terms are therefore at
the origin of the gap opening in this regime, and the
resulting phase corresponds to a trivial spin-polarized
phase. Note that in this case the magnetic field term
is dominant despite the fact that it is not the most RG-
relevant term, simply because the RG-flow can only be
continued up to energies of order B.
We have identified the dominant cosine terms for the
extreme values of B/J . We will now study more in de-
tail the two phase transitions occurring at B/J ≈ 0.4 and
B/J ≈ 4, both at ϕ = 0. For 0.4 < B/J < 4, the pref-
actors of different cosine terms of H are of same order.
As we argued before, upon increasing B/J the value of
the Luttinger parameter varies from K > 1/2 to K < 1/2
where this time cos(2φ1(x)±2φ2(x)) is the most relevant.
Additionally, for K = 1/2 the system reaches a certain
point where all the three cosines of interest are equally
relevant. It can be deduced that the gapped to gapless
phase transition occurring at B/J = 0.5 corresponds to
the moment when cos(2φ1(x)±2φ2(x)) and cos(2φr(x)±
Θr(x)) become as relevant as cos(Θ1(x)±Θ2(x)). Then,
the phase transition at B/J = 4 logically occurs because
cos(2φ1(x) ± 2φ2(x)) becomes the most relevant of the
cosines.
We can isolate the term in the Hamiltonian corre-
sponding to the helical magnetic field,
Hϕ = −2uKϕ
2∑
r=1
∫
dx∇Θr(x). (13)
Therefore, in bosonization language this term is equiva-
lent to a chemical potential term for both spin-1/2 chains.
This allows us to understand the phase transition which
occurs upon increasing ϕ for a given B/J as analogous
to a Mott transition from a gapless metallic phase to a
gapped Mott insulating phase due to a change of chemi-
cal potential, i.e., a so called Mott-δ phase transition.45
The two previous phenomena are helpful in under-
standing the approximately triangular shape of the gap-
less region in the phase diagram. Indeed, since increasing
both B or ϕ leads to a trivial gapped phase character-
ized by the same spin-polarized state, the transition to
the gapped phase occurs for larger (smaller) ϕ as B/J
is decreased (increased). This explains qualitatively the
fact that the line separating the metallic phase from the
insulator phase in the phase diagram has a negative slope.
Finally, a comment is due about the limit of a stag-
gered magnetic field corresponding to ϕ = pi. In this
case the magnetic field term becomes
HB1 +HB2 =
2∑
r=1
B
2pia
∫
dx cos (θr(x)) . (14)
6For 0.35 < K < 1 this cosine term becomes the most RG
relevant, see Fig.5. Its prefactor depends on the values
of B, therefore for 0.35 < K < 1 and a strong enough
magnetic field, this term will be at the origin of the gap
opening. For large values of the magnetic field corre-
sponding to K < 0.35, although cos (θr(x)) is not the
most relevant cosine anymore, the other cosine terms are
negligible compared to it and, consequently, cos (θr(x))
will still be the cosine opening the gap. In contrast, for
small values of B, in other words large values of K, this
term can be neglected compared to cos(Θ2 − Θ1) which
is for these values of K the second most RG relevant co-
sine and will be thus at the origin of the gap opening.
However, these two terms commute, so there is no gap
closing between two different regimes as B is increased.
V. CONCLUSION
In summary, we have studied the ground state phases
of the S = 1 Heisenberg chain with DM interactions in
a magnetic field using complementary numerical and an-
alytical techniques. The ground state of the model in
the absence of DMI and external field is the Haldane
phase which is a symmetry-protected topological (SPT)
phase protected by a Z2 × Z2 symmetry. The interplay
between DMI and a magnetic field leads to an effective
spiral magnetic field which breaks this symmetry. Con-
sequently, the ground state of the present model loses
the SPT character for any non-zero DMI or equivalently,
spiral magnetic field. We have identified the various field-
driven phases and the associated phase transitions and
studied their topological character using the entangle-
ment spectrum. The phase transitions obtained numeri-
cally have been analytically confirmed by a bosonization
study.
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