ABSTRACT Two-stream Convolutional Neural Network has shown a remarkable performance for video action recognition. Many recent works mainly focus on the fusion of appearance and motion information to obtain a robust spatiotemporal representation for action video. However, most of these networks are based on 2D convolution architecture and apply spatiotemporal fusion at the top layers of the network, which lacks the capability to take full advantage of the potential spatiotemporal relation in multiple levels of the network as well as capture the temporal dynamic in low-level details. In this paper, we propose a novel convolutional fusion network based on a two-stream network, called 3D Multi-Level Dense Fusion (MLDF-3D) for the deep spatiotemporal relation learning. There are mainly three merits of the proposed network: (i) rather than performing fusion only at the last convolution layer or softmax layer, the MLDF-3D performs spatiotemporal fusion at multiple levels of network, which can fully explore the potential relation of features extracted from two-stream network; (ii) we introduce dense connection in MLDF-3D to make fusion features at multiple levels directly connected; and (iii) we develop a sequence segment framework for the long-range temporal structure modeling. Our experimental results show that the MLDF-3D can effectively learn the correlation of two-stream features to obtain robust action representation, and achieve the state-of-the-art performance on HMDB51 and UCF101.
I. INTRODUCTION
Video action recognition has attracted extensive attention in the field of computer vision due to its wide application in human behavior analysis and security surveillance. In the early work of action recognition, researcher extend the the image-based hand-crafted descriptors to video analysis by incorporating temporal information modeling. The representative works are HOG3D [1] , Spatiotemporal Interest Point (STIP) [2] , 3D-SIFT [3] and the improved Dense Trajectory (iDT) [4] . The goal of these descriptors is to simultaneously describe the visual and motion patterns of video. However, these hand-crafted descriptors are not optimized for
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visual representation and may lack discriminative capacity for action recognition [4] .
In recent years, deep learning has flourished in the field of computer vision. Pre-trained 2-dimensional Convolutional Neural Network (2D-CNN) on ImageNet can not only capture the visual information in the image, but also extract the global semantic expression. Inspired by the great success of deep CNN in image classification task, some pioneering works [6] - [9] attempts to extend the 2D-CNN to action recognition for video representation. Compared with traditional hand-crafted descriptors, these deep models bring the accuracy of action recognition tasks to a new level. However, the model based on 2D-CNN is unable to capture the temporal dynamics in video since the 2D convolution operation is insensitive to the the translation and rotation of small amplitude.
In recent years, the research community has paid more and more attention to the 3D network due to its ability to simultaneously model the appearance and temporal information. Some works such as [6] take 2D two-stream network as feature extractor and utilize 3D convolutional layer at the top layer to fuse two-stream features. However, top-level features can not represent the dynamic process of action since the top-level features are usually sparse and can only express global semantic information. Moreover, the adjacent frames are similar, and thus the changes of details can hardly be reflected from the top-level features. Therefore, these models do not achieve significant improvement compared with the original 2D two-stream network. Another kind of works use the 3D convolutional network to simultaneously model visual and motion pattern of the video clip. This kind of model can capture the local detail changes in the bottom layer to obtain the robust video representation. However, these models need to be trained from scratch, which is very time-consuming and requires a lot of computing resources, thereby failing to meet the needs of real-world applications. Secondly, these models only concentrate on the dynamics within the local time window without considering the long-term temporal structure of the action.
In the view of the aforementioned limitations, we propose 3D Multi-Level Dense Fusion Network (MLDF-3D), a novel convolutional fusion network for spatiotemporal relation learning. In order to exploit both the high-level semantic and the low-level local details, MLDF-3D adopts 3D multi-scale convolution operation to fuse multiple levels of spatial and temporal features of the two-stream network. In addition, as shown in Fig 1, features at different levels are densely connected, so that low-level features containing local details can be directly propagated to the upper-level layer for recognition. Meanwhile, in the process of back propagation, the low-level network structure can be updated according to the feedback information of multiple layers. Different from the recent works, MLDF-3D is capable of capturing rich visual details for robust action representation.
Some previous works such as [10] have also attempted to fuse the two-stream features at multiple levels of network. They combine the two-stream features by simply using addition or multiplication operation. However, this kind of spatiotemporal interaction does not result in performance gains, and in some cases, leading to performance degradation. This phenomenon may be due to the fact that in the process of training, injecting external signals into multiple layers of the network will cause great changes in the learned structure of the network. In order to avoid this situation, our model adopts a three-stream architecture and uses the newly proposed MLDF-3D to fuse multiple layers of two-stream features. One of the advantages of the structure design is to make full use of the discrimination ability of the trained twostream network to perform the spatiotemporal fusion. At the mean time, it can avoid the damage of the learned structure in the two-stream network during training. In addition, long-term temporal structure is also very important for the complete action representation. Therefore, inspired by [11] , we develop a sequence segment framework for long-term temporal modeling.
To sum up, the main contributions of this paper can be summarized as follows:
• We propose a new network architecture called MLDF-3D to implement the spatiotemporal fusion for the features of multiple levels of two-stream network. Compared with the existing models, our model can capture the change information of the local details at the low-level layers to obtain the robust action representation.
• To take advantage of the low-level details, MLDF-3D adopts dense connection for feature propagation. By directly propagating the low-level features to the high-level layers, our model can fully consider the change of the low-level local detail and the global semantic information when making classification decisions. In addition, in the process of back propagation, the low-level network structure can be updated according to the multi-level feedback information.
• In order to make up the shortcoming that the 3D network can only obtain local time window information, we develop a sequence segment framework for longrange temporal structure modeling. VOLUME 7, 2019 • Our model is empirically validated on two standard benchmarks UCF101 and HMDB51, and achieves the state-of-the-art performance.
II. RELATED WORKS A. CONVOLUTIONAL NEURAL NETWORK
Being able to automatically represent video information and recognize action using computer vision methods has always been an attractive research topic. With the rise of deep learning, more and more researches attempt to use deep neural network for video representation. So far, CNN based models for action recognition can be divided into two categories: 2D-CNN based models and 3D-CNN based models. The first category views video as a sequence of static video frames and applies pre-trained 2D-CNNs to these frames for action recognition. For instance, [6] propose twostream convolutional networks based on pre-trained CNN to capture both appearance information and motion information. [7] propose an unsupervised key volume mining strategy to extract discriminative information in video and perform action recognition using 2D-CNN. These models promote the performance of action recognition compared with the traditional hand-crafted features. However, they cannot well express the evolution process of action, thereby leading to suboptimal performance.
The second category learns the appearance information and temporal dynamic information in a fixed time window by using the 3D convolution operation. For instance, Tran et al. [12] introduce 3D convolutional operation based on VGG-Net [13] for spatiotemporal relation learning. However, the performance of C3D is not satisfactory compared with two-stream based models. One possible reason is that it is hard to train these sophisticated architectures with huge parameters using insufficient labelled data. Recently, with the advent of larger action recognition datasets such as ActivityNet [14] and Kinetics [15] , the problem of insufficient labelled video data is partially solved and a great amount of 3D-CNN based models are presented. Diba et al. introduce a temporal transition layer to model variant temporal depths and embed it into their proposed 3D-CNN. Qiu et al. propose a novel pseudo-3D architecture which replaces the 3 × 3 × 3 kernels with 1 × 3 × 3 kernels operating on spatial domain and 3 × 1 × 1 kernels operating on temporal domain. These models show that performing 3D convolution is a rewarding approach for simultaneously capturing both spatial and temporal information. Nevertheless, it has been mentioned in [16] that training 3D-CNN such as C3D [12] ) from scratch takes about two months to learn a robust video representation from a large scale dataset like Sports-1M, which is far from matching the expectation of real-world applications.
B. SPATIOTEMPORAL FUSION
The two-stream network [6] creatively uses the original video frame and its optical flow counterparts to model the appearance information and temporal information of video. On this basis, in order to further improve the accuracy of action recognition, researchers have proposed various spatiotemporal fusion strategies. For example, Feichtenhofer et al. [17] proposes a novel network architecture that uses a 3D convolutional layer to fuse the features from the last convolutional layer of two-stream network. Wang et al. [18] proposed a spatiotemporal pyramid network that combines the features of two-stream network by using compact bilinear fusion strategy. Although these works prove their effectiveness on improving the action recognition performance, they are incapable of exploiting the local detailed information in low-level layers.
III. PROPOSED METHOD
In this section, we will present the details of the proposal model. Our model adopts the three-stream architecture, including a Spatial Net, a Temporal Net and a Fusion Net (which is also called MLDF-3D). The goal of MLDF-3D is to learn deep spatiotemporal relation by leveraging the features extracted from the two-stream network. In the following, we will divide our model into two parts to introduce, namely Multi-Level Dense Fusion and Sequence Segment Framework.
A. MULTI-LEVEL DENSE FUSION
We use DenseNet [19] and ResNet [20] , two ImageNet pretrained networks as the backbone models of two-stream network. The overview of the proposed model is shown in Fig. 1 . Given a short video clips with fixed duration, we first use the Spatial Net and Temporal Net to extract the spatial feature sequences X n = {x n 1 , . . . , x n t , . . . , x n T } and temporal feature sequences V n = {v n 1 , . . . , v n t , . . . , v n T }, respectively, where X n and V n denote the feature sequence extracted from the n th layer of the corresponding network. x n t ∈ R w n ×h n ×d n denotes the feature maps of the t th frame. w n , h n and d n are the width, height and dimension of the feature of the n th level. Next, the extracted feature sequences are fed into the newly proposed network MLDF-3D for spatiotemporal relation learning. Details of MLDF-3D are as follows.
1) MULTI-LEVEL INTERACTION
Different from the image classification task, for the video motion recognition task, it is more important to extract the motion pattern of the foreground than to obtain the semantic information in video frames. However, since the top-level features are insensitive to small amplitude translation or rotation, the existing models based on the toplayer fusion do not make full use of the foreground changes captured by the low-level layers of two-stream network. In order to improve these models, we propose the MLDF-3D network to implement fusion for the features of multiple levels. This is also called Multi-Level Interaction (MLI).
As shown in Fig. 1 , MLDF-3D can be seen as an independent network. Unlike the Spatial Net and Temporal Net, the inputs of MLDF-3D are the feature sequences X and V . It must be pointed out that in our work, the two-stream network is initialized using the parameters trained on the target dataset (such as UCF101), so that its output features contain the information related to actions. By using these features as input, MLDF-3D is more efficient and faster in convergence during training than existing 3D-CNNs that require training from scratch. In addition, MLDF-3D can learn the correlation between the two types of features through convolution fusion strategy.
2) DENSE CONNECTION
In previous work, with the increase of propagation depth, the contribution of low-level features will be reduced, making these features not fully utilized. Inspired by the design of [19] , we introduce dense connection in our model. Specially, the output of the n th block B n mldf of MLDF-3D is calculated as follows,
where [ * ] denotes the concatenation operation for the feature sequences. I n and O n denotes the input and output of the block B n mldf . Since the feature sequences from different level have different spatial size, the input feature sequences of the block B n mldf are converted to a uniform size through the average-pooling. By introducing dense connections, the features of the low-level layer can be more easily propagated to the upper-level layer of the network, so that we can obtain a smooth decision classifier with better generalization ability. Similar conclusion has been mentioned in [19] .
3) MULTI-SCALE SPATIOTEMPORAL FUSION
There exists various size of the foreground in video frames due to different shooting angles and distances. Small-scale filter can capture finer visual structures, but it may introduce noise interference. While the large-scale filter has a wider receptive field, and thus it is suitable for the large foreground target. Meanwhile, it can also eliminate noise interference. However, the large-scale filter is not sensitive to the local visual details. It can be seen from the above analysis that the effect of the two types of filters are complementary. In order to combine the advantages of these two types of filters to obtain robust video representation, we propose a new block architecture called Multi-Scale Fusion Block (MSFB). As shown in Fig. 2 , MSFB is composed of several combinations of BN-ReLU-Conv operation. Conv_1 layer reduces the dimension of input features by using a bank of 1 × 1 × 1 filters. Then the multi-scale spatiotemporal layer processes the features using the convolution kernels of K different scales and output a set of intermediate features
where U k ∈ R h k ×w k ×t k ×c k denotes the features output from the k th scale and c k denotes the feature dimension. We use spatial padding to make the output features of all scales have the same size. At last, the features are concatenated together and fed into a max-pool layer.
The detailed construction of our MLDF-3D is shown in Table 1 (MLDF-3D (a)). Besides, in order to validate the effectiveness of multi-scale fusion strategy, we design another two structure of MLDF-3D, i.e., MLDF-3D (b) and (c). These two variants are evaluate in our experiments. (Sec. IV-D).
B. SEQUENCE SEGMENT FRAMEWORK FOR LONG-RANGE TEMPORAL STRUCTURE MODELING
In order to obtain the long-range temporal structure in videos, we develop a sequence segment framework (SSF) which is similar to [11] . The proposed SSF aims at exploiting both the short-term dynamic information and long-range temporal pattern for video representation. Specifically, the SSF operates on a sequence of short snippets which are uniformly sampled from the entire video, and each sampled snippet will generate its own preliminary prediction. Then the video-level prediction is obtained by a consensus module.
Formally, given a video V , we divide it equally into M sequence segments S 1 , S 2 , . . . , S M . Then the short frame sequence s i , i ∈ [1, M ] is randomly sampled from the corresponding sequence segment S i . Each video frame P t corresponds to 5 optical flow images {Q t−2 , Q t−1 , . . . , Q t+2 }. Each sequence is composed of 5 consecutive video frames and their optical flow counterpart. The long-range temporal structure is modeled as follows:
where F(s i ) ∈ R G is the prediction of snippet s i obtained by our model. Here, G is the number of action categories. Consensus function C combines all the F(s i ) to obtain the video-level representation. The consensus function has 3 candidates, (1) max-pooling; (2) average-pooling; VOLUME 7, 2019 TABLE 1. We design 3 types of structure of MLDF-3D to validate the effectiveness of multi-scale fusion. MLDF-3D (a) is the proposed structure. MLDF-3D (b) and MLDF-3D (c) is designed for comparison.
(3) weighted average. Combined with the standard crossentropy loss, the loss function regarding the segmental consensus function C is formed as:
where y i is the label corresponding to class i. During preliminary experiments, we find that average pooling always performs the best among three candidates. Hence, in the following, we use average-pooling as the consensus function.
IV. EXPERIMENTS
In this section, we first give a brief introduction of two standard benchmarks used in the experiments, namely HMDB51 [21] and UCF101 [22] . Then we present the implementation details of the proposed MLDF-3D. Finally, we provide the experimental results and compare our model with current state-of-the-art models.
A. EVALUATION DATASETS

1) UCF101:
An action recognition dataset with 13,320 realistic videos collected from YouTube, which is an 
B. IMPLEMENTATION DETAILS 1) TRAINING OF TWO-STREAM NETWORK
We first separately train the Spatial Net and Temporal Net as describe in [6] . In our work, we use the ImageNet pretrained ResNet50 [20] and DenseNet161 [19] as the backbone models of two-stream network. For the extraction of optical flow images, we use the TVL1 optical flow algorithm implemented in OpenCV with CUDA. The learning rate is initialized as 10 −3 and is lowered by a factor of 10 two times after the validation loss saturates. During training, we first scale the image size to 256 × 340 and then crop the image. The width and height of cropped region are randomly selected from {256, 224, 192, 168}. Next all the cropped images are resize to 224 × 224. The batch size is set as 32. The dropout ratio is set to 0.8 for Spatial Net and 0.7 for Temporal Net. In addition, we follow the good practices introduced in [11] such as partial batch normalization to improve the performance. We show the performance of the two-stream network in Table 2 where the segment number M is set as 1.
2) TRAINING OF MLDF-3D
After training two-stream Network, the Spatial Net and Temporal Net are seen as feature extractors. In our work, we follow a two-step procedure to train our MLDF-3D. We first train MLDF-3D separately to avoid the structural damage of two-stream network caused by the large signal changes. During training, the parameters of Spatial Net and Temporal Net are fixed and the gradients are only propagated to MLDF-3D. The batch size is set as 32. Similar to the training process of two-stream network, the learning rate starts from 10 −3 and is reduced by a factor of 10 two times after the validation loss saturates. In the second step, we perform end-to-end training for the whole model with lower learning rate of 10 −5 . The training will stop after 500 iterations.
3) TESTING OF MLDF-3D
During testing, we follow the widely used testing scheme introduced in [6] and [11] , which divides the video into 25 sequence segments and selects the middle snippets in segments for testing. Meanwhile, we adopt the 10-crop testing strategy crops 4 corners, 1 center and their horizontal flipping from the frames in the sampled snippets to evaluate the models. We take a weighted average of the snippet scores obtained by three streams. We set the weight as 1 for Spatial Net, 2 for Temporal Net and 1.5 for MLDF-3D. The final decision is obtained by averaging the scores of all sampling snippets.
C. PERFORMANCE OF MULTI-LEVEL INTERACTION
In order to verify the effect of multi-level feature fusion on recognition performance, we use ResNet50 and DenseNet161 to construct two-stream networks to provide different levels of features for our MLDF-3D. The experiments are conducted on the split 1 of UCF101 and the segment number is set as 1. In our work, interaction level i denotes that we only use the last i blocks for spatiotemporal fusion. For instance, interaction level i = 2 means that only block B 4 mldf and B 5 mldf are retained. When interaction level i = 1, our model is equivalent to the models which only perform spatiotemporal fusion at the top layer. In the experiments, interaction level is varied from 1 to 5. From the results shown in Fig. 3 the recognition accuracies of both networks are consistently improved with the increase of the interaction level, indicating that incorporating low-level features for action representation does effectively enhance the discrimination ability. Besides, we observe that our model using DenseNet161 performs better than that using ResNet50, which proves that using more discriminative features can improve the recognition performance.
D. PERFORMANCE OF MULTI-SCALE FUSION
In order to validate the effectiveness of multi-scale fusion strategy, we design 3 different structures for MLDF-3D. We conduct the experiment on the first split of UCF101 using both ResNet50 and DenseNet161. As shown in Table 1 , the spatiotemporal layer of MLDF-3D (b) and MLDF-3D (c) use the convolutional kernels of size 3 × 3 × 3 and 5 × 5 × 5 respectively, while MLDF-3D (a) uses the convolutional kernels with 3 different scales. For fair comparison, the dimension of the output features are the same. The comparison results are reported in Table 3 . From the table we clearly observe that MLDF-3D (a) consistently performs the best with ResNet50 and DenseNet161, which demonstrates the fact that using kernels with single scale is far from enough for robust video representation. By using multi-scale kernels, our model is capable of effectively processing the foreground of different scales, so as to improve the recognition performance. In addition, similar performance can be found in both ResNet50 and DenseNet161, demonstrating the generalization ability of our multi-scale fusion strategy.
E. INVESTIGATION ON DENSE CONNECTION FOR FEATURE REUSE
The purpose of introducing dense connection in MLDF-3D is to make the features of all levels interconnect and improve the utilization rate of low-level features. In order to better understand the dense connection, we experiment with the feature propagation process of MLDF-3D by measuring the normalized feature utilization ratio , where denotes the normalized activation rate φ of the output features from the i th level in the j th level of network (i < j). Formally, is calculated as follows,
where AN i,j and TN i,j denote the number of activated nodes and total feature nodes of the i th level in the j th level of network. In the experiments, we randomly sample two action videos in testing set and measure the by performing forward propagation. From the results shown in Fig. 4 , we have the following observations. (1) Low-level features are effectively activated at the upper-level of the network, which proves that low-level features can make contribution in improving recognition performance.
(2) The activation rate of the features from the top layers is low, indicating that these features are sparse. These features are usually used to represent the visual semantic information and thus are insensitive to details. (3) According to the similar results found in both samples, we believe that exploiting the information of local details is helpful to boost the performance of action recognition.
F. FEATURE VISUALIZATION OF THE MLDF-3D
In order to further understand the features learned at the different levels of network, we visualize the intermediate feature maps extracted from our model and show the results in Fig. 5 . In Fig. 5 , the feature maps of the top line, the middle line and the bottom line are come from Spatial Net, Temporal Net and MLDF-3D respectively. Firstly, we compare the differences of learned features from Spatial Net and Temporal Net. From the figure we can easily find that the low-level features of Spatial Net is able to capture rich details in frames. While the low-level features of Temporal Net focus on the area where action occurs. At the same time, we can also see that the high-level features of both Spatial Net and Temporal Net are relatively sparse, and are usually used to represent the semantic information. Compared with the two-stream features, the feature of MLDF-3D can combine the advantages of the two types of features, so as to obtain more robust action representation.
G. COMPARISON WITH THE STATE-OF-THE-ART
At last, we compare our model with the current state-ofthe-art on both UCF101 and HMDB51. In order to make our model competitive, we take in the long-range temporal structure, i.e., set the sequence segments number M as 3. The quantitative results are reported in Table 4 . For fair comparison, we divide the competitors into two types, namely the models based on the hand-crafted descriptor and those based on deep learning methods. We can see that the deep learning methods has obvious advantages over the methods based on the hand-crafted descriptors. This indicates that deep learning features have better representation capability for video. Besides, we also observe that our MLDF-3D outperforms the current state-of-the-art models on both datasets, which demonstrates the effectiveness of our network design. More concretely, the best result of our model outperforms other models by at least 3% on HMDB51. The superior performance of our model can be explained by the fact that MLDF-3D is able to fully learn the spatiotemporal relation from multiple levels and incorporate long-range temporal structure modeling. In addition to superior performance, MLDF-3D is easier to train and converges faster than other 3D-CNN architectures, making MLDF-3D more advantageous in real-world application.
V. CONCLUSIONS
In this paper, we propose a novel 3D convolution architecture, called MLDF-3D, for action recognition. The construction of MLDF-3D is based on the classical two-stream network, which aims to learn the deep spatiotemporal relation from multiple levels of network. As demonstrated in the experiments conducted on UCF101 and HMDB51, MLDF-3D achieves the superior performance over the current state-ofthe-art models, proving the rationality of the structure design. In addition, MLDF-3D is easier to train and faster to converge, making it more suitable in practical application.
