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ABSTRACT 
 
Autonomous robots are intelligent machines capable of performing tasks in the real world 
without explicit human control for extended periods of time. A high degree of autonomy is 
particularly desirable in fields where robots can replace human workers, such as state-of-the-
practice video surveillance system and space exploration. However, not having human’s 
sophisticated sensing and control system, two broad open problems in autonomous robot systems 
are the perceptual discrepancy problem, that is, there is no guarantee that the robot sensing 
system can recognize or detect objects defined by a human designer, and the autonomous control 
problem, that is, how the robots can operate in unstructured environments without continuous 
human guidance. As a result, autonomous robot systems should have their own ways to acquire 
percepts and control by learning.  
In this work, a computer vision system is used for visual percept acquisition and a 
working memory toolkit is used for robot autonomous control. Natural images contain statistical 
regularities which can set objects apart from each other and from random noise. For an object to 
be recognized in a given image, it is often necessary to segment the image into nonoverlapping 
but meaningful regions whose union is the entire image. Therefore, a biologically based percept 
acquisition system is developed to build an efficient low-level abstraction of real-world data into 
percepts. Perception in animals is strongly related to the type of behavior they perform. Learning 
plays a major part in this process. To solve how the robots can learn to autonomously control 
their behavior based on percepts they’ve acquired, the computer vision system is integrated with a 
software package called the Working Memory Toolkit (WMtk) for decision making and learning. 
The WMtk was developed by Joshua L. Phillips & David C. Noelle based on a neuron 
computational model of primate working memory system. The success of the whole system is 
demonstrated by its application to a navigation task.  
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CHAPTER I 
 
INTRODUCTION 
 
     Robotics is a fascinating research topic, and for centuries people have been interested in 
building machines that mimic living beings. After four robot design generations, from the early 
days of the application of control theory to complex systems, followed by the sense-think-act 
cycle of the functional approach, and then to the Brooks’ behavior-based robotics, and finally to 
the recent cognitive robotics, different branches, such as industrial robots, mobile robots, and 
humanoid robots, have come to a remarkable level of maturity as evidenced in the literature. 
However, to build and realize such artificial intelligent creatures, capable of moving and 
operating autonomously so as to replace trained individuals in a variety of applications, still 
remains as the ever-existing and continuous desire of mankind. As an absolute prerequisite for the 
design of such robots, human-like intelligence refers to the ability to self-organize, to learn and 
adapt to varying, complex, dynamic, and uncertain environments, and to interact with the 
environment and perform tasks efficiently and safely through using their on-board 
reasoning/problem solving capabilities. To imitate humans, any intelligent robot should be made 
up of elements such as sensing, perception, cognition, planning, control and actuation [1].  
     Perception is an awareness of things through the physical senses, especially, vision. Perceptual 
learning is the ability to construct compact representations of sensory events based on their 
statistical properties in the perceptual level as opposed to the behavior or cognitive level [2][3]. 
However, not having a human’s sophisticated vision system, the robot perceives the world 
differently from the human, giving rise to the problem of perceptual discrepancy. Therefore, there 
is no guarantee that the robot vision system can recognize or detect objects defined by human 
designers as easily as well. As a result, to operate in realistic environments and to recognize 
objects in a given image, a robot must have the ability to form percepts on its own, either learned 
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from interacting with a supervisor or figured out by natual association among features of sensory 
information and, based on that, to segment the image into nonoverlapping but meaningful regions 
whose union is the entire image [4]. In general, by meaningful, the regions in the segmented 
image should be homogeneous and should have well-defined boundaries, denoting reliable 
objects. With high spatial frequencies being filtered out, image segmentation reduces the amount 
of storage and makes behavior resistant to the loss of information. Our motivation is to develop 
an object recognition vision system based on a set of features associated with each object in the 
image to assist in the analysis of data that may be applied successfully across different 
appplication domains [5]. 
Perceptual systems evolved to improve the performance of the motor system, however, not 
the other way around [6]. For example, given several sources of sensory stimuli present trying to 
attract attention in different directions, the agent may have to choose between possible courses of 
action and, when one has been decided on, must prevent any irrelevant input from interfering 
with the behavior. Therefore, perception and action are tightly coupled and any basic behavior 
defines a category of action in response to a specific sensory input. In this process, learning plays 
a major part, “enabling animals to pass the motivational properties of innately reinforcing stimuli 
to accompanying or perceptibly related stimuli, making attention originally directed only to an 
innate reinforcer direct to percepts associated with the reinforcer, and allowing initially neutral 
objects to arouse a motivational state and links the motivation system to perceptual systems” [7]. 
For instance, to survive, animals must identify sources of nourishment and dangerous situations, 
and respond accordingly by approaching the food and fleeing the danger.  It is in this sense that 
behavior learning is the process that forms association between perception and action, established 
by reinforcement in the form of reward and punishment. For higher animals such as humans, 
evidence suggests that the occurrence of a response depends on its predicted outcome, so that 
behaviors are planned on the basis of future benefits rather than present contingencies alone [8]. 
If the outcome of an action satisfies this expectation, an innate reward is issued, facilitating the 
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intended behavior. This kind of learning is referred to as reinforcement learning in the machine 
learning community and has been applied to many robotics tasks [9]. 
Then how the perceptual learning and behavior learning can be organized to fulfill some task 
toward a goal? To answer this difficult question, it would be useful to look at the biological 
solution examined by human and higher animals. As will be explained in the next chapter in more 
details, in human (primate) brains, the posterior cortex, including the occipital, parietal, and 
temporal lobes, largely supports perception and perceptual memory, while the frontal areas of 
cortex, consisting of prefrontal, premotor, and motor areas, supports action and motor memory. 
The whole cerebral cortex projects to the basal ganglia, and the outputs then funnel back to the 
frontal cortical areas, to some non-cortical motor systems, and to dopaminergic systems in the 
midbrain.  Neurons in the dopaminergic systems project to both the basal ganglia (thus forming a 
feedback loop) and the frontal areas, and play an important role in the learning of behavior [10]. 
Results from lesions and some neurophysiological studies suggest that the prefrontal cortex, and, 
to a certain extent, also the premotor cortex, may serve to define the goals of future actions and 
order sequential actions toward such goal, and provide neural support to three cognitive functions 
that are indispensable for conducting temporal sequences: working memory, motor attention, and 
inhibitory control. Working memory is memory in the active state that the organism uses for the 
performance of acts toward a goal. Motor attention is the preparation for action or attention 
directed to prospective action. The inhibitory control of interference is integrative and prevent 
external or internal interfering influences from conflicting with and leading astray the structure of 
behavior, speech, or thought [11][12]. 
Introduced ninety years ago by W.S. Hunter, the behavior of working memory goes beyond 
simple stimulus-response reflexes and is typified by goal-directed delayed-response tasks [13]. In 
psychology, the most famous model for the working memory is the Baddeley & Hitch model, in 
which a central executive acts as the supervisory system and controls the flow of information 
from and to two short-term storage systems: the phonological loop and the visuo-spatial sketch-
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pad [14]. In computational neuroscience, a popular neurocomputational account of working 
memory function has been proposed based on evidence that the midbrain dopaminergic system is 
associated with reward learning [15]. Motivated by this biological inspiration, an open source 
software library, called the Working Memory Toolkit, was developed by J.L. Phillips and D.C. 
Noelle at Vanderbilt University to provide a computational neuroscience model of the prefrontal 
cortex [16].  
The process of embedding such an adaptive working memory structure into a realistic robotic 
system involving perceptual learning, actuators, reasoning, and short- and long- term memory 
structures has already been addressed [17]. In this thesis, it will be demonstrated that robots 
equipped with autonomous perceptual learning and behavior learning systems can perform tasks 
successfully in a real world environment.  
In this the following, Chapter II talks about visual perceptual acquisition. Perceptual learning 
is described in Chapter III together with an introduction to working memory and the Working 
Memory Toolkit. Autonomous navigation is given in Chapter IV. Chapter V talks about a vision-
based autonomous perceptual learning system built upon a mobile robot platform. In Chapter VI, 
experiments are designed as tasks to test this vision-based autonomous perceptual learning 
system. Finally, experimental results are presented and conclusions are given in Chapter VII. 
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CHAPTER II 
 
VISUAL PERCEPT ACQUISITION 
 
Eighty percent of our perceived information about the external world reaches us by way of 
the eyes. As a result, vision is the primary sensory modality. Disscussions of vision often consist 
of three distinct stages: sensation, perception, and recognition. As the initial stage of sensory 
transduction, sensation begins with photon receptors in the retina. Perception is the active process 
of selecting, organizing, interpreting the information detected by sensors, and transforming these 
raw sensory signals into distinct percepts. As certain categories in the mind, percepts are the 
brain’s internal representation of specific external visual stimuli and are the results of 
complicated interactions between multiple visual areas. The goal of perception is to allow animals 
to recognize things through the process of assembling sensory information into a useful and 
reliable representation of the world. Natural images contain statistical regularities which 
distinguish objects from each other and from random noise. For successful visual recognition, 
each object must have attributes that can be used to differentiate it from others and, based on that, 
to segment the whole image into meaningful objects. How does the brain represent a visual 
stimulus internally? Let’s briefly look at the human visual system.  
 
Visual Stimulus Representation 
Biological background 
The human brain consists of complex-structured cells called neurons. The neuron receives 
inputs from other neurons through the dendrites. If it is sufficiently activated by the inputs, it 
produces voltage spikes called action potentials, which travel along the axons. At the end of the 
axons, these voltage spikes can be passed to the dendrites of other neurons through connections 
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called synapses. The elaborate branching structure of the dendrite tree allows a neuron to receive 
inputs from many other neurons through synaptic connections.  
The brain contains around 1011 neurons, which have more than 1015 synapses and at least 
2000 miles of axonal connections [18]. Fortunately, there are several rules of organization that 
can simplify the explanation of how the brain works. First, neurons with similar patterns of 
connections and response properties are clustered together to form areas which seem specialized 
to perform different tasks. Second, many of these different areas themselves are subdivided into 
smaller processing units such as columns, a common feature within the visual system. Finally, 
there is a duplication of visual areas on either side of brain, a feature called lateralization which 
allows the brain to carry out a greater variety of tasks with a limited amount of brain tissue.  
The human visual system includes the eye, particularly the retina, the lateral geniculate 
nucleus (LGN), and the cortical visual areas at the back of the brain [19]. The light from target 
stimuli is caught and focused onto the retina at the back of the eye. This pattern of light is then 
transformed by the light-sensitive photoreceptors into a pattern of neural activity that represents 
the image. The photoreceptors form synapses with bipolar cells which in turn synapse onto 
ganglion cells. 
Each ganglion cell is connected to a number of photoreceptors via bipolar cells and its 
activity is altered by the stimulation of the retinal area corresponding to these photoreceptors. 
This retinal area is called the ganglion cell’s receptive field and is arranged in center-surround 
organization, either ON-center, OFF-surround cells or OFF-center, ON-surround cells. The 
mathematic model for the receptive field is convolution. 
There are two types of photoreceptors: the cones and the rods. The cones are concentrated in 
the fovea, where the highest resolution is achieved. They mediate diurnal visual function and 
provide high-acuity color vision. The rods are concentrated in the periphery. They mediate 
nocturnal vision and provide only low-acuity monochrome vision. For color vision to be possible 
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in humans, there are three types of cones: the blue, red and green cones. The responses from the 
three different cones are compared to allow color discrimination.  
The axons of the ganglion cells form the optic nerves that pass out of eye to the brain at the 
optic disk, join together and cross over each other at the optic chiasm, and then project to the 
dorsal LGN on both sides of the brain. The LGN neurons project mainly to the first cortical visual 
area, called the primary visual cortex, striate cortex or V1, which lies posteriorly in the occipital 
lobe. Though the topography of the visual field is preserved in the projection from the LGN to 
V1, it is a much larger and more complex structure than the LGN. Having around 200 million 
neurons, V1 is made up neurons of two broad categories: simple neurons and complex neurons. 
In addition, there is also a class of cells that has a concentric center-surround receptive field 
similar to that of the LGN and the retinal ganglion cells. 
Simple cells receive direct inputs from LGN. Their receptive fields, no longer concentrically 
arranged, are an integration of those of ganglion cells used to detect the orientation of the edges. 
One type of simple cell has a receptive field that contains an extended narrow central portion 
flanked by two antagonistic areas. The center can be either excitatory or inhibitory. Such cells 
have an optimal activation by a bar of light that is no more than a certain width, but entirely fills 
the center area, and is oriented at a certain angle. The symmetry of the receptive field as well as 
the preferred orientation of light and dark bar varies with different cells. Another type of simple 
cell has a receptive field that may just consist of two longitudinal regions facing each other, one 
excitatory and one inhibitory. There is also a situation where the cell is sensitive to the length of 
the stimulating bar. For such a case, there seems to be an additional antagonistic area at the top or 
bottom of the receptive field, and the optimal stimulus is an appropriately oriented bar or edge 
that stops in a particular place. These cells are named end-inhibited or end-stopped cells. 
Mathematically, the receptive fields of the simple cells have the kinds of configurations similar to 
Gabor Wavelets. Complex cells are like simple cells and require a specific orientation of a dark-
light boundary. But there are no longer distinct excitatory and inhibitory areas. Being an idealized 
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version of cortical organization, the cells in V1 are organized into repeating columns and 
processing modules. Each module contains neurons sensitive to wavelength, movement, and line 
or edge of particular orientation within a specific portion of the visual field.  
Regions of cortex adjacent to V1 are also concerned with vision. The main target of V1 is 
Visual Area 2 (V2), which immediately surrounds V1. It is from V2 that two different visual 
pathways depart from each other and project to different cortical areas. One visual pathway, 
which, called the “what” pathway (also called the ventral system), is concerned with the 
identification of an object such as color and form, projects to visual area 4 (V4), then to the 
temporal lobes, and finally to the ventrolateral prefrontal cortex. The other pathway, which, 
called the “where” pathway (also called the dorsal system), is concerned with the relative spatial 
position of an object, projects to visual area 3 (V3) and visual area 5 (V5), then to the parietal 
lobes, and finally to the dorsolateral prefrontal region (DL). The cortex of the occipital, parietal, 
and temporal lobes largely supports perception and perceptual memory, while the cortex of the 
frontal lobe supports action and motor memory.  
As we move up the object-processing pathways, the receptive field of a cell gets significantly 
larger and the cells also respond to more and more complex stimuli. Most of these cells also have 
receptive fields close to, or including, the fovea (75% of anterior inferior temporal (IT) cells 
include the fovea). The increase in receptive field size makes possible the development of a visual 
response that is unaffected by the size and position of a stimulus within the visual field. Believed 
to be essential for visual object recognition, the final purely visual stage of the ‘what’ pathway is 
identified by area TE in the middle and inferior temporal gyri. For their maximal activation, most 
cells in TE require moderately complex features such as moderately complex shapes or 
combinations of such shapes together with orientation, color, or simple texture to represent the 
image of a natural object. To represent different features contained in the image, the activation of 
multiple cells should be combined. Though not complex enough on their own to represent the 
image of a natural object, simple features such as orientation, color, or simple texture, which are 
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extracted and represented by cells in V1, can be regarded as a set of immutable, universal 
primitives that are rich enough to represent all visual objects. When a novel stimulus is 
encountered for the first time, a particular combination of active cells will be reorganized to 
denote this new object and will be activated for subsequent encounters of the same object. 
Though larger than those of cells in the earlier stages along the ventral visual pathway, the 
receptive fields of the TE cells are smaller than the largest receptive fields found in the dorsal 
visual pathway which is mainly for the process of spatial information [3]. Apparently, the large 
receptive fields of the TE cells indicate a possible segmentation of the neural image into non-
overlapping objects. In the following, some related work on more advanced segmentation 
techniques in computer vision is presented. 
 
Related work 
There are many methods available for feature binding and sensory segmentation in practice. 
One possible approach is to combine an edge detection approach and an edge-linking approach. 
Currently, the most competitive approaches for image segmentation are formulated as statistical 
neural network models for probabilistic grouping of distributional and histogram data. By 
identifying groups of similar image primitives, the inference essentially amounts to finding local 
minima of some objective energy function, corresponding to stable states. Here the image 
primitives can be local features that are spatially smoothed in image patches and can be 
mathematically represented as vectors in a metric space, giving rise to the feature space. Then, the 
observed data can be explained through prototypical distributions on the feature space.  
In SEEMORE [20], a pure feedforward, receptive-field-based recognition model was 
designed to examine more directly the plausibility of the feature-space account. In this biological 
model for rapid, general purpose object recognition, an internal representation of a view of an 
object was encoded by a set of 102 feature channels, including 23 color channels, 11 coarse-scale 
intensity corner channels, 12 intensity “blob” features (parameterized by the shape (round and 
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elongated) and size (small, medium, and large) of bright and dark intensity blobs), 24 contour-
shape features (including straight angles, curve segments of varying radius, and parallel and 
oblique line combinations, and 16 shape- and texture-related features based on the outputs of 
Gabor functions at five scales and eight orientations). This feature space was implied to be 
represented by the activity of neurons at the top of the feedforward feature-extraction hierarchy. 
To measure the similarity of one object view to another, a simple (e.g., Euclidean) distance was 
computed. To recognize an input, a search was conducted for the most similar training view 
previously stored in memory.  
The color histograms of multicolored objects were used in a technique called Histogram 
Intersection as stable object representations to provide a robust, efficient cue for indexing into a 
large database [21]. Later, the histogram clustering model (HCM) was proposed in [22]. To 
segment an image using HCM, the image is first decomposed into N not necessarily disjoint 
image patches, each having M features (or bins). For each image patch Ni∈ , a histogram hi = 
Mjjih ≤≤1, )(  is defined as a tuple hi ∈ NM. If ni denotes the number of observations (e.g., pixels) 
belonging to image patch i, then, ∑= j jii hn , . The probability to observe features j in a given 
image patch i can be estimated by pi = Mjijp ≤≤1))|(( , where the empirical conditional 
probabilities are,  
                                                                   
i
ji
n
h
ijp ,)|( =                                                           (2.1) 
Based on the feature vectors obtained from such a histogram, image segmentation can be 
realized by partitioning the set of image patches into a predefined number of disjoint cluster or 
segments. The model was successfully applied to segmentation based on texture analysis of 
images and its competitive performance was demonstrated in [23]. In [23], a filter bank of twelve 
Gabor filters with four orientation and three scales were used on each image patch. Each filter 
  11 
 
output was discretized into 16 equally sized bins. Based on the local distributions of Gabor 
coefficients, texture images were segmented.  
Further, the HCM has also been integrated into neural network for image segmentation. For 
example, motivated by HCM, a network of leaky integrate-and-fire (IAF) neurons that encode 
segment assignments of image blocks was proposed to segment gray-scale images [24]. 
Alternative neural network architectures that follow a similar line of thought are locally 
excitatory, globally inhibitory oscillator networks (LEGION) consisting of locally coupled IAF 
neurons. Combined with a Markov-random-fields-based preprocessing, LEGION has also been 
applied for the purpose of texture segmentation [25].  
As a different approach to feature binding, spin models have each feature represented by a 
spin variable which attains one of a discrete set of spin states. Two features can be bound when 
both share the same spin states. With regard to applications, the great advantage of spin models is 
that the derived energy or cost functions characterize the stable output states as their minima [26]. 
However, spin models lack biological plausibility. 
Another model for perceptual grouping, the competitive layer model (CLM) was 
implemented in a standard additive recurrent neural network for feature binding and sensory 
segmentation [27]. The CLM is made of a set of layers of feature-selective neurons. The neurons 
at the same position on each layer form a column. Each column is associated with a particular 
feature which is described by a parameter vector. For example, for texture segmentation, a vector 
of local Gabor filter responses at different spatial frequencies and orientations can be employed as 
the feature vector. A binding between two features can be achieved by having each column assign 
its feature to one of the layers according to some energy-based rules. Within each layer, the 
neurons are coupled by lateral interaction. Salient segments are carried by those active layers.  
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Learning 
Once a set of features is obtained, the recognition task reduces to partitioning the feature 
space. Each feature appears as a point in the feature space and patterns pertaining to different 
classes will fall into different regions in the feature space. Learning is this process of classifying a 
pattern into the right category. The pattern classification (or pattern recognition) system is 
expected to have the ability to improve the performance through iterative adjustment of the 
system parameters in the hope that after an iteration of the learning process the system will 
become a more knowledgeable and effective system and produce a higher recognition rate. 
Usually, the pattern recognition system will first undergo a training process, during which the 
system is repeatedly presented with a set of input patterns, the so-called training set (or 
prototypes). If each input pattern is given along with the category to which this particular pattern 
belongs, the learning is called supervised learning. Then the task left is to find separating 
boundaries based on these input-output pairs. The training process is determined to be completed 
when all the patterns in the training set have been correctly classified. Next the system is 
presented with new patterns that have not been seen before but belong to the same population of 
patterns used to train the system [28].   
 
Supervised learning 
For supervised learning, decision surfaces can formally be defined to be separating 
boundaries between different regions in the feature space. Patterns on the decision surface are of 
equal similarity to both regions separated by this decision surface. For n-dimensional pattern 
points, decision surfaces are )1( −n -dimensional. The decision surface between two classes, i, j, 
can be defined as  
                                 0),(),()()( =−=− xwfxwfxdxd jiji ϖϖϖϖϖϖ                                     (2.2) 
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where ),()( xwfxd ϖϖϖ =  is called the discriminant function, Tnxxxx ]1,,,,[ 21 Λϖ=  and 
T
nn wwwww ],,,,[ 121 += Λϖ  represent the augmented feature vector in pattern space and the 
weight vector in weight space, respectively. The weight space is an )1( +n -dimensional 
Euclidean space in which the coordinate variables are 121 ,,,, +nn wwww Λ . For example, if there 
are M classes and xϖ is in class i, then  
                                                Mjijxdxd ji ,,2,1,)()( Λϖϖ =≠∀>                                  (2.3) 
The decision surface that separates classes i and j is then given by 
                                                             0)()()( =−= xdxdxd ji ϖϖϖ                                             (2.4) 
A linear discriminant function for a class k will be of the following form 
                                   xwwxwxwxwxd Tnknknkkk k
ϖϖΛϖ ⋅=++++= +1,2211)(                    (2.5) 
A nonlinear discriminant function for a class k can be described as  
                                    12211 )()()()( +++++= MMM wxfwxfwxfwxd ϖΛϖϖϖ                          (2.6) 
where Mixfi ,,2,1),( Λϖ = are linearly independent, real and single-valued functions which are 
independent of the iw (weight).  
The objective of training a system is actually to find the weight vectors with the a priori 
information obtained from the training samples. Initially, the weight vector is chosen as random 
small numbers. During the training period, patterns are presented one at a time through all 
prototypes (training patterns) and the weights are updated to minimize the errors between the 
target value and the computed value. Each complete pass through all the patterns is called an 
iteration. After one iteration, all patterns are presented again in the same sequence to carry on 
another iteration. This is repeated until no correction is made through one complete iteration. If 
the prototypes are linearly separable, the algorithms may converge to a correct weight vector wϖ. 
Two commonly used supervised learning methods are statistical discriminant functions and 
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neural network approaches. Detailed descriptions of these supervised learning methods are 
beyond the scope of this thesis but can be found in many pattern recognition books such as [28], 
and therefore will not be repeated here. In the following, only a very simple neural network, a 
perceptron, is presented.  
Neural networks consist of a large number of simple processing units called artificial neurons 
as shown in Fig 2.1. The goal of neural networks is to process information in a way so as to map 
multiple inputs to single outputs. The basic operation of an artificial neuron is to apply an 
activation function to a weighted sum of input vector plus a bias. The most commonly used 
activation functions are the step function, the identity function, and the sigmoid function. Often, 
the activation values are restricted to the range [0,1]. 
 
                                       
 
 
 
 
Fig 2.1. Artificial neuron 
 
Perceptron neural network models [29] use a step activation function and are designed as a 
classifier for linearly separable input samples. The simplest perceptron network is one with a 
single artificial neuron and is useful for a two-class problem or a binary decision. The weights 
and bias of the artificial neuron define a linear surface that separates the two classes. At the 
beginning of the training session, small random values are used for the weights and the bias. Then 
an input vector is presented, and the output is calculated. If the actual output is the same as the 
desired output, stop and go to the next input vector. Otherwise, update the weights and bias as, 
                                αεαε +=++=+ )()1()()1( kbkbxkwkw iii                                      (2.7) 
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where k represents the iteration number and oo −=ε  represents the error between the desired 
output and the actual output. This update process is repeated for each input vector until there is no 
change in the weights or the maximum number of iterations is reached. For problems with more 
than two classes, the extension from a single neuron perceptron to a multi-neuron perceptron is 
obvious and weight vectors exist for each artificial neuron, forming a weight matrix for all the 
artificial neurons.  
 
Unsupervised learning 
For many other cases where there exists no a priori knowledge of categories into which the 
patterns are to be classified, the input patterns group themselves by natural association based on 
some properties in common. It is expected that the degree of natural association is high among 
members belonging to the same category and low among members of a different category 
according to some similarity measures. As a result, patterns belonging to the same cluster should 
be very close together in the pattern space, while patterns in different clusters should be further 
apart from one another. This learning process is called unsupervised learning. In unsupervised 
learning, there is no class labeling available, nor do we know how many classes there are within 
the input patterns.  
To discover similarities and dissimilarities and to reveal the organization of patterns into 
“sensible” clusters for both supervised learning and unsupervised learning, a major issue is to 
define the “similarity” between two feature vectors and, after setting up an appropriate measure 
for it, to design an algorithm to search for similarities and dissimilarities among these patterns 
and then cluster the vectors on the basis of the adopted similarity measure.    
It is desired that the similarity measure is given in numerical form to indicate the degree of 
resemblance between patterns in a group, between a pattern and a group of patterns, or between 
pattern groups. Many different functions have been suggested for this purpose with the most 
popular ones being the family of Minkowski-metrics. In a K-dimensional space, two commonly 
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used special cases of this metric family are the L1-norm and L2-norm in mathematics, which are 
obtained by setting 1=r or 2, respectively, in the Minkowski power metric formula, 
                                                    
rK
k
r
jkikij xxd
/1
1
⎟⎠
⎞⎜⎝
⎛ −= ∑
=
                                          (2.8)  
where ix
ϖ and jxϖ  are two vectors in n-dimensional space.  
Based on the similarity measure, it is expected that the degree of natural association is high 
among members belonging to the same category and low among members belonging to different 
categories. As a result, patterns belonging to the same cluster should be very close together in the 
pattern space, while patterns in different clusters should be further apart from one another. 
Therefore, unsupervised learning is also called clustering.  
Clustering algorithms are usually classified into several broad methods: hierarchical methods, 
partitioning methods, density-based methods, grid-based methods, model-based methods, and 
graph theoretical methods. The hierarchical methods can be classified as being either 
agglomerative (bottom-up), which starts with each feature vector being a single group followed 
by merging, or divisive (top-down), which starts with all the objects in the same cluster followed 
by splitting. Typical examples include BIRCH (Balanced Iterative Reducing and Clustering using 
Hierarchies) [30], CURE (Clustering Using Representatives) [31], ROCK [32]. Partitioning 
methods attempt to directly decompose data into disjoint clusters and work well for finding 
spherical-shaped clusters. Typical examples include the famous K-means algorithm [33], PAM 
(Partitioning Around Medoids) and CLARA (Clustering LARge Applications) [34], CLARANS 
(Clustering Large Application based on RANdomised Search) [35], and K-mode algorithm [33]. 
Density-based methods group neighboring objects into clusters based on neighborhood density 
conditions. Typical examples include DENCLUE (DENsity-based CLUstering) [36], DBSCAN 
(Density-Based Spatial Clustering of Application with Noise) [37], and OPTICS (Ordering Points 
To Identify the Clustering Structure) [38]. Grid-based methods quantize the space into a finite 
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number of the cells that form a grid structure, and then perform clustering on the grid structure. 
Typical examples include STING (Statistical Information Grid-based method) [39], and 
WaveCluster [40]. Model-based methods hypothesize a model for each of the clusters and then 
find the best fit of the data to that model. Typical examples include statistical approaches such as 
COBWEB, CLASSIT, AutoClass and neural network approaches such as Competitive learning 
and Self-organizing maps [29]. Finally, graph theoretic approaches are suggested for all the 
samples to be considered simultaneously so as to overcome the shortcoming that the clustering 
results are dependent on the presentation ordering of the pattern samples, with the possibility of 
an increase in computational time and a substantial cost in rapid-access storage [28]. Typical 
examples include similarity matrix, spanning tree methods, shared nearest neighbor maximal 
spanning tree for clustering, and graph theoretic clustering based on limited neighborhood sets, 
and CHAMELEON [41]. Similar to the supervised case, network approaches exist for 
unsupervised learning, including Kohonen self-organizing, competitive learning, the adaptive 
resonance theory (ART), neocognitron models, and modified competitive learning, and the 
popular recurrent Hopfield network [42]. 
Partitioning methods try to find representative points (median or medoids) so as to minimize 
the sum of distances of points from their closest medoid. CURE was proposed to remedy the 
drawback of using a single centroid/medoid to represent a cluster by using a constant number of 
such representative points and shrinking them towards the centroid/mediod, which helps CURE 
in avoiding the problem of noise and outliers. Based on these ideas, in this paper, the minimum 
spanning tree method is used first to find the substantial representative points for each cluster. 
Then, a nearest neighbor labeling algorithm is used to assign labels to the remaining points 
according to the label of their nearest neighbor to build up the database.  
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Minimum Spanning Tree 
The minimum spanning tree method is a graph analysis of arbitrary point sets of data. In a 
graph, two points can be connected by either a direct edge or a sequence of edges called a path. A 
loop in a graph is a closed path. A connected graph has one or more paths between any pair of 
points. A tree is a connected graph without closed loops. A spanning tree is a tree that contains 
every point in the data set. If a value is assigned to each edge in the tree, the tree is called a 
weighted tree. For example, the weights for each edge can be the distance between the two points. 
The weight of a tree is the total sum of edge weights in the tree. The minimum spanning tree 
(MST) is the spanning tree that has the minimal total weight among all possible spanning trees for 
the data set. The minimum spanning tree has the following property that can be used for 
clustering if the weight associated with each edge denotes the distance between the two points. 
That is, the weight associated with every edge in the minimum spanning tree will be the shortest 
distance between two subtrees that are connected by that edge. Therefore, removal of the longest 
edge will theoretically result in a two-cluster grouping. Removal of the next longest edge will 
result in a three-cluster grouping, and so on. These correspond to choosing breaks where 
maximum weights occur in the sorted edges. Two greedy algorithms are usually used to build the 
minimum spanning tree: Kruskal’s algorithm and Prim’s algorithm [33]. In this research, Prim’s 
algorithm is used. The construction of the minimum spanning tree starts with some root node s 
and the tree T greedily grows from s outward. At each step, among all the edges between the 
nodes in the tree T and those not in the tree yet, the node and the edge associated with the 
smallest weight to the tree is added to the tree. This is an O(N2) problem. When the tree is built, 
after sorting the edge in decreasing order, the edges can be cut to form clusters.  
 
Continue Learning & Novelty Detection 
Novelty is defined as changes that occur in the environment. Due to our brain’s persistent 
interest in novelty, the human species can succeed in this world. Therefore, the ability to continue 
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learning new or novel objects is important in any signal classification scheme and novelty 
detection is considered as a key component of a machine learning system which can only be 
trained on known data. Novelty detection has a variety of applications, including fault detection, 
radar target detection, detection of masses in mammograms, hand written digit recognition, 
internet and e-commerce, statistical process control, etc., and has been regarded as an extremely 
challenging task since there is no single best model for every situation. Typical solutions to this 
problem aim to model normal data and to determine the abnormality by using a distance measure 
and a threshold. No matter whether a global novelty threshold or multiple thresholds (one for 
each class) are used, there is always a trade-off between the error rate and the reject rate, i.e., the 
proportion of data rejected. As a result, the performance level of a pattern recognition system on 
novelty detection tasks is commonly evaluated by both. Two broad categories of techniques used 
for novelty detection are statistical approaches and neural network approaches. In statistical 
approaches, the statistical properties of the data are employed to generate the model, which can 
then be used to estimate whether a test sample belongs to the same distribution or not. Of the 
statistical approaches, there are two main modeling techniques: parametric models, which assume 
that the data come from a family of known distributions, and nonparametric models, in which no 
assumption on the form of the data distribution is made. The former are simple but may have 
limited practical importance in many real world situations, while the latter are more flexible but 
more computationally expensive. Using robust statistics for data density estimation, examples of 
the advanced parametric statistical novelty detection methods include probabilistic Gaussian 
mixture modeling (GMM) approaches, hidden Markov modeling (HMM) approaches, and 
hypothesis testing. In a GMM, the k-means algorithm is employed to estimate the parameters, 
while in an HMM, the expectation-maximization (EM) algorithm is used to estimate the 
parameters. Typical nonparametric novelty detection methods are k-nearest neighbor based 
density estimation, Parzen density estimation and string matching approaches. In k-nearest 
neighbor approaches, the categories of the k-nearest neighbors in the training data of a test pattern 
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are used to weight the category candidates together with some predefined threshold distance. In 
the Parzen approach, both the density of the training data and the rejecting pattern are estimated 
to achieve novelty detection. In string matching methods, the training data are treated as 
templates represented by strings and then the novelty detection is implemented by computing 
some measure of dissimilarity between the training and testing data. Detailed description of these 
algorithms is beyond the scope of this thesis but can be found in [43] and will not be repeated 
here. 
As an alternative, neural networks have been widely used for novelty detection and have the 
advantages of demanding a small number of parameters for optimization and making no a priori 
assumptions on the properties of the data. However, neural networks have increased 
computational complexity and can’t be as easily retrained as statistical models. The major issue is 
how to learn the new units with computational efficiency in both time and space. There are two 
main techniques for tackling this problem: pruning algorithms, which begin with a large network 
size and delete inactive units during training, and constructive algorithms, which begin with a 
small set of units and add new ones to satisfy the needs. The second strategy is more useful since 
the computational efficiency can be improved by freezing the units already existing and updating 
only the new units in the iterative training procedure. As the best known and most widely used 
class of neural networks, multi-layer perceptrons (MLP) usually detect novelty by thresholding 
either the Euclidean distance between the output pattern and the target pattern or the highest 
output value. Support vector machines (SVM) based approaches and Adaptive Resonance Theory 
(ART) approaches use hyper-spheres to surround the training classes and try to produce closed 
decision boundaries. After training, a test pattern is deemed to be novel if it is outside of the 
hyper-spheres. Other neural network approaches include Radial basis function (RBF) networks, 
auto-associator approaches, Hopfield networks, oscillatory neural networks, self-organizing map 
(SOM) based approaches and habituation based approaches. A good survey of these neural 
network approaches can be found in [44] and will not be described here. In summary, after 
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finishing identifying novel samples, they should then be accumulated and clustered to see 
whether they are just outliers of known classes or whether they represent truly novel patterns.  
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CHAPTER III 
 
PERCEPTUAL LEARNING 
 
As Sperry pointed out long ago, the sensory systems evolved to improve the performance of 
the motor system, but not the other way around [45]. That is to say, behavior is not always 
determined by sensory stimulation. For example, when two sources of sensory input try to attract 
the subject in different directions, in order to function effectively, the subject must be able to 
ignore all stimuli except the one it regards as the most important. This sort of dilemma happens 
all the time. In other words, if several stimuli are present, the subject may have to choose between 
possible courses of action and, when one has been decided on, must prevent any irrelevant input 
from interfering with the behavior. It is in this way that attention comes into play. 
Attention is a process that highlights a particular stimulus. It selects the items relevant to the 
current task from the vast array of sensory input and determines which associations of those items 
should follow. For an explanation of how attention identifies and targets the relevant stimuli, the 
sensitization of the appropriate sensory pathways is an essential component of any response. At 
the beginning, a goal to perform some action comes first, which exerts a major influence on the 
type of stimulus to which the sensory system is attuned. Next, after the goal has been established, 
attention is focused on stimuli needed to proceed with the task. For example, when a two-year-old 
baby finds some new toy which is out of his reach, he may have the desire in the first place to 
approach it. Subsequently, the location of the toy guides the direction of his movement. At the 
center of the model, a goal must be established, often felt as a need, usually in the form of internal 
stimuli, which will be satisfied by external sources, other stimuli often called reinforcers. During 
learning, the goal will evolve to activate responses that are most likely to reduce the need. 
Therefore, in this model, it is obvious that the stimuli play a dual role, serving to motivate 
sometimes while to inform and guide responses at other times.  
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Since any basic behavior defines a category of action in response to sensory input – a 
stimulus-response category, perception and action are tightly coupled. This coupling was given a 
name, sensory-motor coordination, by American philosopher, John Dewey. In the process of 
explaining human behavior, as a relatively recent evolutionary development from the 
accumulated experiences of sensory-motor coordination, learning plays a major part and allows 
animals to transfer the motivational properties of innately reinforcing stimuli to accompanying or 
perceptibly related stimuli. To survive, animals must recognize sources of nourishment and 
dangerous situations, and respond accordingly by approaching the former and staying away from 
the latter. In other words, learning makes attention initially directed only to an innate reinforcer 
directed to objects associated with the reinforcer. For example, when you are hungry and out of 
your house, you will look for a restaurant. When you finish eating in the restaurant and want to 
get out, you will look for the doors. It is learning that allows initially neutral objects to arouse a 
motivational state and links the motivation system to perceptual systems. As another example, 
when you see wall, you will stop going toward it and turn to open space. For higher animals such 
as humans, evidence suggests that the occurrence of a response depends on its predicted outcome 
and behaviors are planned on the basis of future possibilities rather than present contingencies 
alone [46][47]. If the predicted outcome is a reward, the intended response in the form of a 
behavior is facilitated. On the other hand, if an inverse outcome is predicted, the response is 
strongly inhibited.  
Based on the same principle, the robot learning problem addresses the question of making a 
robot perform certain tasks in the world successfully. As a result, every learning process has some 
“goal”, which can be most precisely defined in terms of perceived states of the world, i.e., the 
sensor states, obtained by transforming the true state of the world. Suppose G is an identifiable 
goal state, X and Y are two different perceived states of the world, the learning problem can be 
formally described by,  
                                                              RYXG :: →                                                        (3.1) 
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which can be interpreted as, suppose the robot finds itself in a state satisfying condition X, if, in 
reaching the goal G, a state satisfying condition Y becomes active, a reward R is received [48]. If 
a task can be defined in term of a set of such reward receiving goals, a qualitative measure of 
robot performance can be the sum of the rewards it receives over time. Given this definition of 
robot performance, the robot learning problem is to improve robot performance through 
experience. Since this type of situation is common in robotics, reinforcement learning may be 
applied to many robotics tasks.  
Therefore, for accurate assessment of progress toward reaching a goal, a wide range of 
different types of knowledge in terms of sensor states and internal states are required. Then the 
question becomes where these types of knowledge are retained and for what purpose are they 
stored. In cognitive psychology, according to their functionality, different kinds of memory, such 
as working memory (short-term memory), episodic memory, and long-term memory, have been 
proposed for temporal or permanent information storage on the process of personal goals. In the 
following, an introduction to these types of memory is given. 
 
Working Memory 
Psychological model 
Developed from an earlier concept of considering short-term memory to be a unitary 
temporary storage system typified by the model of Atkinson and Shiffrin [49], Baddeley and 
Hitch proposed the famous three-component WM model. This model accounts for a limited 
capacity system for temporarily storing and manipulating of information used to control an 
ongoing behavior. In the original Baddeley and Hitch model, there are three components, the 
‘central executive’ aided by the ‘phonological loop’ and the ‘visuospatial sketchpad’. The central 
executive, as an attentional control system, processes the information supplied by the other two 
slave systems to attain a goal. The phonological loop is assumed to hold verbal and acoustic 
information while the sketchpad is to hold visuospatial information [50]. Recently, an ‘episodic 
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buffer’ has been proposed and added as a mechanism for combining information from various 
subsystems into a form of temporary representation. As a limited-capacity temporary storage 
system controlled by the central executive, it also offers a possible solution to the binding 
problem and the role of consciousness, and serves as an interface between the working memory 
and Tulving’s episodic memory [51]. Where is the working memory located in the brain? Let’s 
continue with some biological background next. 
 
Biological background 
Anatomically, the prefrontal cortex is an important region for short-term working memory. 
As mentioned in Chapter II, starting from the retinal, there are two visual pathways: the ‘what’ 
pathway and the ‘where’ pathway. The “what” pathway (also called the ventral system) takes care 
of the identification of an object while the “where” pathway (also called the dorsal system) 
focuses on the relative spatial position of an object. The ‘what’ system projects to the inferior 
convexity (IC) ventrolateral to the principal sulus, and the ‘where’ system projects to the 
dorsolateral prefrontal region (DL). Experimental results suggest that IC mediates working 
memory for objects and DL mediates spatial working memory. Although the visual system is 
composed of a vast number of neurons, its ability to process fully and store distinct and 
independent objects is strictly limited. It has been suggested that objects must compete for 
attention and processing ‘space’ in the visual system, and that this competition is influenced by 
both automatic and cognitive factors [52]. 
Now we move from the posterior part, which is mainly sensory, to the anterior part, which is 
mainly motory. In contrast to the posterior cortex being ‘sensor’ cortex, the entirety of the frontal 
cortex, in general, is ‘motor’ cortex devoted to organismic action, such as skeletal movement of 
various body parts, ocular movement, the expression of emotion, speech, or visceral control and 
so on, together with considerable functional cooperation between them. The cortex of the 
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occipital, parietal, and temporal lobes largely supports perception and perceptual memory, while 
the cortex of the frontal lobe supports action and motor memory. Substantial evidence is available 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.1 Prefrontal Cortex and Hippocampus 
 
that the memory storage and perception processing are functions of large networks of 
interconnected neurons of the posterior cortex. Particularly, though by mechanisms still poorly 
understood, the hippocampus seems to play an essential role in the processing of memory 
formation. Being made of neurons representing the various inputs that have become associated 
with that memory, a network represents a memory or an item of knowledge. Since perception and 
memory largely share the same network and perceptions are processed through pre-established 
memory networks, they form the neural foundations for the intimate relationship between 
perception and memory. We see the world the way we know it, the way we have learned to see it 
[53][54][55]. At the root of it, the sensory information is processed through hierarchically ordered 
areas of the posterior cortex and the neuronal networks (memories) they harbor. 
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Similar to the posterior cortical areas, the frontal areas are hierarchically organized as well for 
representation and processing of action. At the lowest stage of this frontal hierarchy is the 
primary motor cortex. Above it are the premotor areas, and above these, in the frontal motor 
hierarchy, are the dorsolateral areas of the prefrontal cortex. Like perceptual memory, motor 
memory is also hierarchical but is separated into different action domains, each providing the 
basic neural substrates for the representation and processing of a different category of movement. 
In all instances, prefrontal cortex serves the purpose of ordering sequential actions toward a 
goal, whatever that goal may be, and plays a fundamental role in the temporal organization of 
behavior. In close cooperation with other brain structures, it provides neural support to three 
cognitive functions that are indispensable for conducting temporal sequential actions: (1) short-
term memory (working memory), (2) motor attention or set, and (3) inhibitory control of 
interference [56]. 
Working memory is memory in the active state that the organism needs and uses for the 
performance of acts in short term. The behavior of working memory goes beyond simple 
stimulus-response reflexes and is typified by delayed-response tasks, which was introduced 
ninety years ago by W.S. Hunter [57]. In the various forms of delayed-response tasks, the 
instruction cue disappears before the trigger appears in a given trial. The sensory stimulus and 
motor response are separated by a brief delay period, during which the information contained in 
the instruction needs to be kept in this short-term memory until it can be used for the reaction. 
Thus, the prefrontal cortex will sustain activation of neuronal populations during the active 
retention of sensory information, as during the delay of a delayed response task. In the process of 
reaching a goal, the old content of this short-term memory can be given renewed timelines and 
terms by the action at hand, which is realized by reinforcement in the form of either reward or 
punishment. When the goal is attained, the content of this short-term memory has outlived its 
usefulness and must be discarded since its term has expired. 
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The whole cerebral cortex projects to the basal ganglia, which have classically been 
considered as primarily motor structures. The outputs of the basal ganglia then project back to the 
frontal cortical areas, to the primary motor cortex, to some non-cortical motor systems, and to 
dopaminergic systems in the midbrain. This last pathway is important since the nucleus there 
contains dopaminergic neurons that project to both the basal ganglia itself and the frontal areas, 
and play an important role in the learning of behavior [58]. A biological correlate for reward 
learning may be found in the activity of dopamine neurons. They respond rather uniformly to 
unexpected rewards which are particularly effective for learning. The selected action is 
maintained by the reinforcer. Being much more focused on goal-directed learning from 
interaction than are other approaches to machine learning, reinforcement learning is the basis of 
neurocomputational models of working memory. 
The second function of the prefrontal cortex is motor attention, which is conventionally 
understood as the preparation for action or attention directed to prospective action. While the 
content of working memory is mainly sensory, the content of motor attention is mainly motory. 
Being complementary to each other, they help mediate cross-temporal contingencies. The third 
function of the prefrontal cortex, the inhibitory control of interference, is integrative and protects 
the structure of behavior, speech, or thought from interfering influences, external or internal, that 
may conflict with it and lead it astray. 
 
Episodic Memory and Conjunctive Coding 
Though working memory is important, it is beyond its ability to fuse co-occurring stimuli into 
configurations of these stimuli as temporary representations, upon which individuals can 
remember their personal past, and to consciously recollect experienced events and other 
happenings in subjectively apprehended space and time. As proposed some thirty years ago by 
Tulving, episodic memory refers to a neurocognitive system that enables humans to experience 
past events in their minds [59]. It is about the distributed representation of contextual information 
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such as stimulus features or internal states in particular places at a particular time, i.e., about 
“what” in “where” at “when” [60]. The duration of episodic memory, typically a few minutes or a 
few hours, makes it separate from the conceptions of working memory [51]. But it is closely 
related to the ‘episodic buffer’ mentioned above, where inputs from different modalities are 
bound with information retrieved from different areas of long-term memory into a neural 
representation that remains in the working memory for a period of time (no more than a few 
minutes). The outputs of the episodic buffer are thought to retain event specific knowledge. 
Therefore, functionally, episodic memories can be regarded as short-duration neural 
representations which selectively retain representations of states of the episodic buffer, and thus 
summarize the previous states of the working memory so as to keep track of the marked changes 
in the contents of conscious progress towards the active goals. The purpose of retaining such 
records of recent states of consciousness in episodic memory over a period of minutes and hours 
is to supply highly specific information on recent plan execution and to provide a constant 
evaluation of progress on current goals. This is needed because, given the heavy storage cost of 
the detailed content of working memory generated in a short period, long-term retention is 
infeasible. Episodic memory retains only sensory-perceptual summaries coming out of working 
memory and abstract knowledge that relates to very specific goals. In other words, episodic 
memory contains both abstract-conceptual and sensory-perceptual knowledge. It is possible that 
the former functions to organize the latter into coherent chunks of experience. It is believed to 
provide a link from working memory to long-term memory in such a way that momentary 
experience may be retained and later incorporated into consciously formed memory. Though 
Tulving and colleagues proposed that the right PFC was specialized for retrieval and the left for 
encoding, the hippocampus and associated structures are long known to be involved in the recall 
of recent memories, i.e., episodic memory. In humans, the structures of the hippocampal region 
are located in the medial temporal lobes. 
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A scene in which events occur can provide a place, space, or context for experience. The 
stimulus features that make up this context can be represented in two ways, i.e., the feature 
representation where the scene is represented as a set of independent individual features 
associated with the scene, and the conjunctive representation where the scene is represented as a 
set of features combined into a unitary representation that encodes their conjunction. In other 
words, the feature representation makes a discrete cue associated with a response while the 
conjunctive representation makes a single representation formed from the combination of 
multiple cues associated with a response and different configurations of stimuli have different 
responses. It has been suggested (and there is sufficient evidence) that neocortical systems can 
represent the independent individual features of an environment whereas the elaboration of 
features into a conjunctive representation of a place or a location involves both cortex and the 
hippocampus [61][62]. More specifically, the hippocampus uses compound stimuli, constructed 
through conjunctive representation, to control performance [63]. 
Also referred to as unitary representation and configural association, the conjunctive 
representation can have advantages over the feature representation by solving nonlinear 
discrimination problems that require the construction of conjunctive representations. For 
example, in a bi-conditional discrimination task of form AB+, CD+, AC-, BD-, a reward is issued 
for responding in the presence of the AB and CD compounds and a punishment is issued for 
responding in the presence of the AC and BD compounds. However, since each element (A, B, C, 
D) is equally associated with rewarded and punished trial outcomes, their linear combinations 
will end up with equal associative strengths across the compounds. To solve this problem, 
conjunctive representations of the compounds should uniquely be associated with their respective 
trial outcomes. For another example, when two events have overlapping features, such as 
ABCDE and ABCEF, if only the single feature representation scheme is used, there will be 
potential interference. However, if each combination has a unique representation, there will be 
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reduced interference. Therefore, conjunctive representation can produce pattern-separation for 
similar experiences or input patterns [64].  
Now that the mechanism by which working memory in the frontal cortex uses to control 
behavior is made clear, the important question is how to model the mechanism and implement it 
for the benefit of robots. 
 
Working Memory Toolkit (WMtk) 
Dr. David Noelle and his PhD student, Joshua Phillips, at Vanderbilt University, created a set 
of software tools, called the NSF ITR Robot-PFC Working Memory Toolkit (WMtk), for 
developing working memory systems that can be easily and tightly integrated into robotic control 
system to perform goal-directed delayed-response tasks [65]. This working memory system learns 
to identify informational chunks worthy of retention using a model of the interactions between the 
brain's dopamine (DA) system and the PFC. The neuro-computational model for working 
memory is based on reinforcement learning, in which learning about stimuli or actions is solely 
based on the basis of rewards and punishments associated with them [66]. Unlike supervised 
learning, reinforcement learning is minimally supervised because what actions to take in 
particular situations is not told explicitly but must be worked out on the basis of the reinforcement 
given. Though the ability of animals to learn appropriate actions in response to particular stimuli 
on the basis of associated rewards or punishments is a focus of behavioral psychology, there 
exists evidence that the midbrain dopaminergic system is associated with reward learning. There 
are two broad classes of reinforcement learning. In the first case, the reinforcement is delivered 
immediately after the action is taken. This makes learning relatively easy. In the second case, the 
reward or punishment is dependent on an entire sequence of actions and, therefore, is partially or 
wholly delayed until the sequence is completed. This makes learning more difficult since learning 
the appropriate action at each step in the sequence has to be based on future expectation of 
reward. However, this latter case is what we are most interested in. In the following, the temporal 
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difference (TD) learning algorithm, which is actually used in the WMtk, is given. A more 
complete description of other types of reinforcement learning can be found in [9]. 
 
TD learning 
As a concise account of certain aspects of classical conditioning, the Rescorla-Wagner rule 
[67] is based on a simple linear prediction of the reward associated with a stimulus. When a 
stimulus, denoted by a binary variable u, is presented, the expected reward, denoted by v, is 
expressed as this stimulus variable multiplied by a weight w,  
                                                              wuv =                                                                    (3.2) 
To establish the value of the weight, w, a learning rule is designed to minimize the expected 
squared error, 2)( vr −  between the actual reward r and the predicted value v. The Rescorla-
Wagner rule, as a trial-by-trial learning rule, is used to minimize this error,  
                                                          uww εδ+→                                                              (3.3) 
where vr −=δ  is the crucial prediction error, and ε is the learning rate, which can be 
interpreted in psychological terms as the associability of the stimulus with the reward. The 
activity of dopaminergic cells in the ventral tegmental area (VTA) is believed to encode a form of 
this prediction error. For generalization of this rule to cases in which more than one stimulus is 
used to associate with a reward and the expected reward is the sum of each stimulus parameter 
multiplied by its corresponding weight, the Rescorla-Wagner rule can be extended to have a 
vector format, 
                                                                     uwv T ϖϖ=                                                           (3.4) 
                                                                 uww ϖϖϖ εδ+→                                                       (3.5) 
Not only can animals associate stimuli with rewards and punishments, they also can predict 
the future time within a trial at which reinforcement will be delivered. Such predictions can then 
be used to optimize behavior when rewards are delayed. It is in this sense that the discrete time 
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variable v(t) can be interpreted as a prediction of the total future reward expected from time t 
onward to the end of trial, that is, 
                                                                    ∑−
=
+
tT
tr
0
)(
τ
τ                                                        (3.6) 
Since this quantity summarizes the total expected worth of the current state, it can be used for 
optimization. Additionally, v(t) can be approximated by a discrete time linear filter. For the case 
of a single time-dependent stimulus u(t), that is, 
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A simple modification for Eq 3.3 would appear to be, 
                                                    )()()()( τεδττ −+→ tutww                                          (3.8) 
where )()()( tvtrt −+=∑τ τδ  is the difference between the actual and predicted total 
future reward. Since the total future rewards on a given trial, )(,),2(),1( Trtrtr Λ++  , are 
unknown, a possible solution can be obtained by the recursive formula 
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where v(t+1) provides an approximation of the average value of the ∑−
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Approximating )()()( tvtrt −+=∑τ τδ  by )()1()()( tvtvtrt −++=δ  results in the temporal 
difference (TD) learning rule [65],  
                     )()()()( τεδττ −+→ tutww  with )()1()()( tvtvtrt −++=δ                 (3.10) 
The name of the rule comes from the fact that )()1( tvtv −+  is the difference between two 
successive estimates. )(tδ  is usually called the temporal difference. A neural system called the 
adaptive critic learns to predict the expected future reward )1( +tv  given features of the current 
situation [68]. 
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The prediction error δ  plays an essential role in both the Rescorla-Wagner rule and the 
temporal difference learning rule. It has been suggested that the activity of dopaminergic neurons 
in the ventral tegmental area (VTA) in the midbrain can represent this quantity. Substantial 
evidence has been available that dopamine is involved in reward learning. The similarity between 
the responses of the dopaminergic neurons and the prediction error has been observed. Therefore, 
the activity of the dopaminergic neurons provides a prediction error for the reward. In other 
words, the prediction error is an ongoing difference between the amount of reward that is 
delivered and the amount that is expected.  
 
WMtk interface 
Being general and flexible enough to be used on a variety of robotic platforms, the WMtk 
provides an extensive API that facilitates the fabrication of systems that utilize biologically-
inspired working memory components. As a software library written in ANSI C++, the WMtk 
consists of a set of classes and methods that are designed to aid in the construction of a working 
memory system that uses TD learning to select working memory contents. More specifically, as a 
wrapper for the input information, the Chunk class is basically a simple data structure that takes a 
pointer to some memory location and a string as arguments and stores some arbitrary piece of 
information that is believed by the user to be useful for processing by the working memory. The 
pointer points to any data structure the user may define. The string allows the user to store a basic 
amount of type information along with the pointer so that the pointer can be cast to its appropriate 
type later when needed. The input chunk could be a coordinate, an angle, a plan, an action, or any 
other “chunk” of information. Being biologically inspired, the working memory system utilizes a 
neural network to make decisions about memory management. As a result, like most neural 
networks, when presented to the working memory, the chunks are organized in the form of a 
feature vector. This vector is wrapped in a FeatureVector class, which also provides some extra 
functionality for filling the vector with values. It is an important class and provides the interface 
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between the user and the working memory system. On the one side, the user provides Chunk and 
State information to the neural network. On the other side, the working memory system makes 
intelligent decisions about memory management, i.e., what to keep in working memory. Finally, 
as the most complex class in the toolkit, the WorkingMemory class is the workhorse of the 
WMtk. It is a limited store and supplies all of the functionality thought to pertain to working 
memory in the system. On each “time step” of the system simulation, it makes intelligent 
decisions such as when its contents should be updated and/or protected (erased and/or retained). 
In order for it to operate correctly, the required inputs to the WorkingMemory class include the 
size of the working memory, the size of the chunk vector (i.e., the size of the feature vector), the 
size of a state vector which defines the set of possible states the system will be in, the current 
state the system is actually in, the user-defined reward function, the user-defined state function, 
the user-defined chunk assignment function, and the user-defined chunk delete function (so as to 
release the computer memory when no longer needed).  
 
Conjunctive coding 
When the working memory size is larger than 1, the toolkit creates a conjunctive code of all 
combinations of the chunk vectors in working memory to mimic the conjunctive representation. 
The size of the network weight file will be: 
             State_Vector_Size + ((Chunk_Vector_Size + 1)^WM_size) + Bias_Unit           (3.11) 
where the first State_Vector_Size entries in the weights file will be associated with the state 
vector only, the next ((Chunk_Vector_Size + 1)^WM_size) entries will correspond to a 
combination of chunks in working memory, and, finally, there is one more entry for the 
Bias_Unit weight, Bias_Unit = 1. The extra element that gets added to each Chunk_Vector is set 
to 1 if the WM slot is empty and 0 if a chunk is loaded in the slot. Each weight in the 
((Chunk_Vector_Size + 1)^WM_size) portion of the file will contain the value of a particular 
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combination of WM contents. With only a single WM slot, this equation simplifies to a single 
entry for each element associated with the chunk vector encoding. With a larger WM_size, the 
network weights don't read out so clearly. For example, if we have an experiment with three 
different kinds of chunks, the Chunk_Vector_Size will be 3. The chunk type #1 is then encoded  
(in binary) as 100, chunk type #2 as 010, and chunk type #3 as 001. Further, if the working 
memory of size 2, this makes for a conjunctive coding of size 16. Therefore, there will be totally 
16 combinations of chunks as  
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=×
33323130
23222120
13121110
03020100
01230123
 
 
If there is one chunk of type #2 (in slot 1) and one chunk of type #3 (in slot 2), this vector 
will be filled like so: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=×
0000
0000
0100
0000
00100100  
 
If there is one chunk of type #1 (in slot 1) and the second slot is empty (the empty slot is 
automatically given an encoding of 0001):  
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=×
0000
0000
0000
1000
00011000  
 
A completely empty memory looks like: 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=×
1000
0000
0000
0000
00010001  
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Two chunks of type #2 in WM looks like so: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=×
0000
0000
0010
0000
01000100  
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CHAPTER IV 
 
AUTONOMOUS NAVIGATION 
 
The key word, autonomous, used in the title reflects upon the development of robotics 
systems that are more and more based on somewhat human-like attributes such as perception and 
cognition under the requirement that those systems operate in natural environments and perform 
goal-directed tasks successfully with minimal supervisory communication from a human. As we 
move deeper into the area of autonomous robotic systems, major areas of robotic research include 
the understanding of how humans robustly perform tasks such as vision, perception, cognition, 
thinking, reasoning, speech understanding, pattern recognition, decision-making, reasoning and 
control. In this chapter, some basic cognitive aspects of path planning and navigation are 
introduced, followed by some approaches adopted in mobile robotic navigation research, which 
guide our design of intelligent sensory and control mechanisms. Finally, some landmark based 
scene recognition methods are explored. 
 
Path Planning and Navigation 
Except industrial robots, most robots would be of no advantage without the ability of goal-
directed motion, i.e., navigation. Modern animals such as insects (bees, rats, pigeons) as well as 
humans exhibit an astonishing degree of spatial competence. Understanding how navigation is 
achieved biologically may be useful to human (engineers) robotics researchers.  
 
Cognitive Aspects 
The mechanisms by which animals find their way around have proved fascinating. Three 
systems are fundamental to human and animal navigation: a path integration system for 
computing and updating the relationship between one’s current position and other significant 
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environmental locations, a scene recognition system for guiding navigation through familiar 
terrain, and a reorientation system for determining one’s position and heading direction when one 
has become disoriented [69]. 
Dead reckoning, also known as path integration [70] and vector navigation [71] in animal 
navigation, refers to navigation using motion information to keep a running calculation of the 
distance moved and in which direction(s) since the last known location without the use of discrete 
external cues (landmarks). The purpose of decd reckoning is to continuously keep track of one’s 
own position relative to the point of departure by continuously recording the rotational and 
translational components of their movement and integrating these angular and linear data into a 
format called the home vector. This home vector is obtained from various signals derived from 
the animal’s own locomotor activities and can be used to determine its current location by 
comparing it with that at the start. Therefore the summation of the home vectors can be used to 
continuously update the relationship between the animal’s current location and the locations of 
significant places. In the animal literature, the terms allocentric and egocentric have been offered 
as two theoretical accounts of path integration. In egocentric processes, the animal determines the 
spatial relationships of features in the environment with respect to its own body. In allocentric 
processes, the animal stores and uses information about the relationship of these features to each 
other. However, allocentric directions play little role to guide perception and action without being 
transformed into a set of egocentric coordinates centered on the perceiver. For travel over short 
distances and memory over short-time durations, egocentric representations may be sufficient. 
However, if the final destination is not in the immediate view, spatial memory is necessary. For 
travels over time durations perhaps as long as years and distances of kilometers, long-term spatial 
memory is needed in the form of an allocentric representation that is independent of the subject’s 
current location and history of movement. Allocentric representation is also referred to as a 
“cognitive map” [72] in which locations are defined in terms of their relationship to each other or 
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to the environment as a whole. Both egocentric and allocentric representations contribute to tasks 
demanding spatial memory. 
However, path integration, i.e., dead reckoning, is sensitive to the accumulation of small 
errors in the process of updating the representation of its location on the basis of a record of the 
subject’s movement, and therefore, when used alone, has a characteristically limited capability. 
Once it fails, either partially or completely, the presence of stimuli, such as landmarks, in the 
environment is required to guide the subject’s behavior. As a result, the path integration system 
should be supplemented by a system for recognizing significant and familiar places in the 
landscape to provide accurate guidance for navigation. Then, a series of such discrete external 
cues can be chained together in order to navigate a more complex path through the environment, 
which is called route-following and route-learning. The use of landmarks for goal location 
identification is fundamental to path integration [73], which makes the ability to recall the 
appropriate memories of contexts a significant part of navigating through familiar terrain. 
Animals use a strategy of piloting or cognitive mapping in which external landmarks are used 
to reach a goal location. Usually an isolated natural landmark on its own may easily be mistaken 
for another similar isolated natural landmark in a different location. Ambiguity can be reduced by 
not restricting attention just to the landmark cue in question but broadening it to include the larger 
contextual cues in which the landmark is set. For example, along a route, a sequence of similar 
looking landmarks may be encountered and the different scenes in which these landmarks are 
embedded may also be confusable by sharing elements in common. To lessen any ambiguity, the 
landmark elements that comprise a scene should also be bound together into the so-called 
configural association, not just random picks from some arbitrary stimuli. A configural 
association refers to the unique representation of a scene by the joint occurrence of the landmarks 
and the contextual cues. Only after the landmarks and the contextual scene have been bound 
together into an association can they be more resistant to interference from conflicting 
information acquired in another context. The formation of configural associations between a 
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particular set of landmark cues and a particular set of contextual cues is called compound 
learning, configural learning, or contextual learning, which must take place in every new situation 
[74]. 
For contextual cues to play a role in landmark recognition, they are assumed to be somewhat 
invariant to distance to the observer. It has also been noted that landmarks are likely to be learned 
from the same vantage points. With increasing distance from that vantage point, the landmark 
views tend to change gradually and the expectation of encountering the associated local cue 
(landmark) may fall off with distance [75]. However, landmarks have different effects on 
navigation with regard to their distances from the observer. Nearby landmarks specify the 
positions of significant objects, whereas distant landmarks specify the subject’s direction (similar 
to a compass-based system). 
Finally, when path integration is fully disrupted and people are disoriented, a reorientation 
system is needed to restore the representation of the spatial relationship between the subject and 
its environment by analyzing the shape of the current surrounding layout and relating that shape 
to the remembered shape of the layout before disorientation. 
 
Biological neural basis 
Though a number of important neuropsychological and neuroanatomical issues still remain 
unresolved, considerable evidence from a large number of studies across many animal species has 
suggested that the hippocampal region, particularly the hippocampal gyrus, plays a critical role in 
spatial behavior in terms of the acquisition and retention of object-place association or object-
location memory. It has been claimed that the hippocampus region is especially engaged in 
spatial learning and takes part in forming maps of the external world. These maps, called 
cognitive maps, were believed to be located in a specialized brain region called the hippocampus 
[76]. In this strategy, the hippocampus, as a network of cells and pathways that receive 
information from all of the sensory systems, learns about the spatial configural represenations of 
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the sensory world and then acts on the motor systems to produce appropriate spatial behavior. 
This theory is supported by the discovery of place cells in the hippocampus of the rat that fire 
only when the rat is in a particular restricted region of its environment regardless of the animal’s 
orientation. This region is referred to as the place field. It was from observing this phenomenon 
that O’Keefe and Nadel hypothesized that the hippocampus might act as a cognitive map. The 
hippocampus is also well known to be important for the formation (and possible storage) of 
episodic memories [74]. More recently, head-direction cells have been discovered in the 
presubiculum, mammillary bodies and anterior thalamic nuclei. It is observed that the head-
direction cells fire when the rat is heading in a particular direction, without regard to its location 
[77]. Found in both rats [78] and monkeys [79], head direction (HD) cells are neurons that fire 
when an animal points its head in a specific direction. Different neurons have different ‘preferred 
directions’ and appear to provide a compass-like representation of direction for the animal.  
Place and head-direction representations, connected by a fibre bundle, are to some extent 
interdependent, and overall are strongly coupled [80]. In principle, egocentric sensory inputs can 
be transformed into an allocentric reference frame through the head direction signal, which may 
result in place fields being established [81][82]. 
 
Transverse patterning problem 
As to scene recognition, it has been suggested that one of the main functions of the 
hippocampus is to help overcome working memory limitations [83]. An important source of 
evidence supporting the view that the hippocampus contributes to memory by binding together 
some features of a scene into conjunctive representations comes from the studies of the transverse 
patterning problem. In the transverse patterning problem, two of three stimuli, A, B, and C, are 
presented on each trial and reward is issued according to the following rule:A+B-, B+C-, and C+A-. 
The first rule means that A will be rewarded when presented with B. The second rule means that 
B will be rewarded when presented with C. The third rule means that C will be rewarded when 
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presented with A. Since each pattern is presented equally often, each individual stimulus, A, B, 
and C, will receive the same total reward. As a result, this problem cannot be solved the single 
feature representations individually. Instead, each of the conjunctive representations, AB, BC, 
and CA, must be uniquely associated with the appropriate response. The model should be able to 
be generalized to include novel combinations. 
 
Mobile Robot Navigation 
Three fundamental questions in mobile robotics are: (1) Where am I? (2) Where am I going? 
(3) How do I get there?, which translate into, (1) self-localization (2) path planning (3) map-
building and map-interpretation [84]. Localization is the agent’s ability to establish its own 
position within a frame of reference. As an extension of localization, path planning requires the 
determination of the agent’s current position and the position of a goal location within the same 
frame of reference. A map, in this context, denotes a mapping of the world onto an internal 
representation, which is not necessarily a metric map of the environment but can be any means of 
describing locations within the frame of reference. 
Given a Cartesian frame of reference, a robot’s position is (under ideal, i.e., unrealizable, 
conditions) always precisely definable, and navigation is simple and perfect. Unfortunately, the 
frame itself is not anchored in the real world but moves with respect to locations within the world. 
As one way to overcome this problem, mobile robots use internal geometrical representations of 
the robot’s environment to perform the navigational task. Though such geometrical 
representations can either be obtained from sensor data or supplied by the designer, they are 
subject to alteration in the course of operation. These “classical” approaches are the core of 
proprioception-based systems. Another way to overcome this problem is to anchor the navigation 
system within the world itself, rather than within an internal frame of reference, and detect unique 
features, landmarks, which enable the robot to navigate with respect to these external features. By 
identifying and following landmarks or sequences of landmarks in a specific order, navigation is 
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achieved with respect to the world. This approach is referred to as piloting. In this dissertation, 
the contribution to mobile robot navigation focuses on how to identify a goal location by 
selecting consistent landmarks for scene recognition to support navigation. In the following, 
approaches developed for landmark-based scene recognition are surveyed.  
 
Related work in landmark learning 
One technique suggested in the literature is to ask the user to define the landmarks before the 
robot explores. In this approach, camera images are taken at regular intervals as the robot travels, 
and objects that human designers believe to be easy to recognize are extracted as landmarks, such 
as doors or line segments [85]. However, this approach suffers from the problem of perceptual 
discrepancy, that is, the humans perceive the world differently from the robot. For example, the 
corners, junctions, or corridors defined by human designers may be good landmarks along the 
hallway from a human point of view, but may not be necessarily well suited to the perceptions of 
the robot. Therefore, there is no guarantee that the mobile robot can recognize or detect these 
objects easily. Alternatively, instead of having a human user specify the landmarks, learning 
methods have been used to select an optimal set of landmarks for performing self-localization in 
one specific environment. This is a preferred method, not only because it does not require direct 
programming and adapts well to environmental changes, but also because it is often viewed as an 
essential part of an intelligent system. 
In Thrun’s implementation [86], Bayesian learning was used and the robot’s raw sensory 
perceptions (camera images) were projected onto vectors in a low-dimensional space, which were 
then used to make up the landmarks. The projection was then followed by an optimization 
performed by minimizing directly the robot’s error in self-localization. Thrun’s results yielded 
superior performance over localization using human-determined landmarks. Vlassis et al. 
developed a similar but computationally cheaper technique and showed that their optimization 
approach produced better results than principal component analysis [87]. Fleischer and Marsland 
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used a similar method with the difference being that they didn’t carry out any analysis of the 
utility of the landmarks selected, but instead used a self-acquired model of ‘typical’ sequences of 
perceptions, which was independent of any particular task or environment [88]. These approaches 
rely on an acquired model of a previously explored environment and therefore are suitable for 
off-line selection of landmarks.  
The next set of approaches is dedicated to on-line landmark selection purposes. In Zimmer’s 
implementation, a topological map was created through a process of ‘life-long learning’ and can 
be continuously adapted on line by the robot during exploration. Based on comparison of 
accumulated error statistics at each of the nodes, global statistical information was used to decide 
where to add and delete nodes in the map [89]. In a related idea, Bourque and Dudek addressed 
the ‘vacation snapshot’ problem of deciding in which locations to take camera images in order to 
obtain a set of images that can best represent an entire environment, followed by keeping running 
statistics on what is a ‘typical’ perception, together with backtracking to previously visited 
locations that were subsequently found to be ‘atypical’ [90]. Fleischer and Marsland’s method 
differed from these approaches in that they only used local sensory information to decide when to 
add landmarks to the map [88]. Similarly, Simhon and Dudek used only local information to 
address the problem of deciding the best locations upon which to create local metric maps and to 
localize itself within such a map using a distinctiveness function based on the robot’s ability. The 
drawback of this method is that it relied heavily on the user’s intuition in selecting an appropriate 
distinctiveness function. Related work on the problem of learning symbols to describe a robot’s 
route through the environment was done by segmenting a robot’s sensory flow into categories 
[91][92]. 
Memories of landmark-dependent target locations serve as a place-recognition system, to 
which specific motor responses can be linked to guide the animal to its goal [93]. Toward this 
objective, research on spatial systems focuses more and more on spatial behavior as a learned 
behavior. Then how can the WMtk be used for such behavior learning? The system described in 
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the next chapter is our approach to solving the perceptual discrepancy problem and realizing 
scene recognition that integrates the autonomous perceptual learning system and the working 
memory system.  
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CHAPTER V 
 
A VISION-BASED AUTONOMOUS MOBILE ROBOT SYSTEM 
 
The primary focus of our research is on computer vision-based perception and its interaction 
with an adaptive working memory system on a robot to facilitate developmental robotics. This 
research is conducted through implementing the methodologies outlined in Chapter II and 
Chapter III on a mobile robot platform and applying the system to mobile robot navigation 
described in Chapter IV. Since experienced-based learning is widely adopted by human beings, 
primates and many other animals, a major goal in robotics has been the development of robots 
that employ a natural process of learning through past experiences. There is biological evidence 
that adaptive working memory (WM) structures, existing in primate brains, are important to the 
learning and performing of tasks by focusing on the features most relevant to the current task and 
by providing the embodiment necessary for exploring the issues of task learning through 
accumulating rewards with regard to these features. However, an adaptive working memory 
cannot function in isolation. It must be part of a realistic system involving perception, actuators, 
reasoning, and short- and long-term memory structures. Toward this goal, a system is proposed in 
Fig 5.1 that is composed of working memory (cognitive structure), long term memory (database), 
and perceptual modules (computer vision). The center of this system is PFC WM. It 
communicates directly with other modules, receiving data from the perceptual system. The 
attentional focus of the robot is realized by the limited storage capacity of WM which has some 
means of deciding which information should enter the working memory and which should be 
removed, and holds the objects currently within the attention of the robot. However, without a 
human’s sophisticated visual system, the robot perceives the world differently from a human. To 
solve this perceptual discrepancy problem, the first stage in the development of our vision-based 
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autonomous mobile robot system is to let it acquire percepts on its own by way of employing 
local color and texture features. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 5.1 Our current system diagram 
 
Visual Percept Acquisition 
 
HSV color histogram 
It was Isaac Newton who presented two crucial concepts for color vision [94]. First, white 
light can be broken down by refraction through a lens into colors of decreasing wavelength from 
red to violet. Secondly, the long and short wavelength ends of the color ‘spectrum’ can be 
combined to create a color circle, with the non-spectral color purple at the interface between red 
and violet. In 1802, Thomas Young correctly proposed the trichromatic (three color) theory, 
which suggested that, for a human observer, any color could be reproduced by various quantities 
of three colors selected from various points in the spectrum. Biologically, there exist three cones 
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in the human retina: red cones, green cones and blue cones. The responses from the three 
different cones are compared to allow color discrimination. One of the most important functions 
of the visual system is its ability to recognize an object under a variety of different viewing 
conditions. For example, during a single day, the spectral content of daylight changes 
significantly. However, surfaces and objects retain their perceived color despite the changes in 
the wavelength and energy composition of the light reflected from them. This phenomenon is 
called color constancy and is displayed in a wide range of species, including humans. 
Wavelength-selective cells whose responses seem to correlate with the human perception of 
colors have been reported in LGN, V1, V2 [95]. In V4 and beyond, it has been reported that there 
is no pre-specified wavelength composition that leads to a color and to that color alone and that 
V4 is concerned with automatic color constancy operations [96]. 
To follow this process, the images and videos taken from a camcorder are stored for each 
frame as a RGB (red, green, blue) color image. Next, the RGB color images are converted to the 
HSV (Hue Saturation Value) color space for use [97].  The Hue describes each color by a 
normalized number in the range from 0 to 1 starting at red and cycling through yellow, green, 
cyan, blue, magenta, and back to red. The Saturation describes the vibrancy of the color and 
represents the purity of a color such as the "redness" of red.  The less saturation in a color, the 
more pale it looks (washed out).  The Value describes the brightness of the color. For normalized 
RGB values in the ranges from 0 to 1, the conversion to HSV is done in the following manner: 
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where MAX is the maximum value of (R, G, B), and MIN is the minimum. From the above 
formulas, it can be seen that, if MINMAX = , H is undefined and S = 0, there is no hue and the 
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color lies along the central line of grays; if 0=MAX , V = 0 and S is undefined, the color is pure 
black and there is no hue, saturation and value.  
As the outputs of the above formulas, the Hue values range from 0 to 360, and the Saturation 
and Value range from 0 to 1.  The Hue values are next normalized from 0 to 1. Orange with a bit 
of red is 0.00 to 0.05, yellow is 0.05 to 0.14, yellow-green is 0.14 to 0.22, green is 0.22 to 0.28, 
blue-green is 0.28 to 0.45, blue is 0.45 to 0.54, blue-violet is 0.54 to 0.75, purple is 0.75 to 0.81, 
red-violet is 0.81 to 0.92, and red is 0.92 to 1.00.   
 
              
Fig 5.2 RGB and HSV color spaces (Copyright, 2002) [98] 
 
To construct color features, a histogram (or equivalently a probability density function, pdf) 
of color measurements in the HSV space for each object is computed as follows. The hue is 
broken into 100 bins of equal width, [0.00  …  1.00]. The saturations and values are evenly 
distributed into 10 bins each ranging from 0.00 to 1.00. The bin values are [0.00 0.10 0.20 0.30 
0.40 0.50 0.60 0.70 0.80 0.90 1.00]. Each color can be represented by combining the three bins, 
one from the hue bins, one from the saturation bins and one from the value bins. All possibilities 
of the combinations equal 10,000 different color features, or bins, for the histogram. The 
histogram can then be constructed for a region of the image by looking at each color feature and 
finding the number of pixels in the region that correspond to that feature.  After doing this for all 
the color features in the object, there are 10,000 numbers, each representing the number of pixels 
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of a certain color in the selection region.  The total number of pixels in the selection region 
divides these 10,000 numbers, resulting in a highly sparse feature vector of high dimension. The 
reasons why we use a sparse high dimension space are: (1) to differentiate colors from each other 
as much as possible (2) to mimic sparse coding scenario. There have been strong theoretical 
reasons and experimental evidence suggesting that the brain uses a relatively small subset of 
neurons to represent each information item (e.g., specific sensory stimuli from an object), rather 
than using either the activity of a single, individually meaningful cell or by the global activity 
pattern across a whole cell population. This is often referred to as sparse coding [99]. 
 
Gabor texture measure  
Orientation stimuli are sensed in V1, and the optimal stimulus in V1 is a sine-wave grating 
which is classified by its spatial frequency. Most neurons in the striate cortex respond best when a 
sine-wave grating of a particular spatial frequency is placed in the appropriate part of the visual 
field. For orientation-selective neurons, the grating must be aligned at the appropriate angle of 
orientation. 
The complex Gabor filters, first introduced by Gabor [100], are complex exponentials with a 
Gaussian envelope, or Gaussians modulated by complex harmonics. From experimental data 
fitting, a mathematical approximation of the spatial receptive field of a simple cell can be 
provided by a Gabor function, which is a product of a Gaussian function and a sinusoidal 
function. When placing the origin of the coordinates at the center of the receptive field, the 
observed receptive field structures using a Gabor function can be approximated as, 
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where θθθθ sincos~,sincos~ xyyyxx −=+= ,θ  specifies the orientation of the 
wavelet, λ specifies the wavelength of the sine and cosine waves and determines the spacing of 
light and dark bars that produce the maximum response, ϕ specifies the phase of the sine and 
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cosine waves and determines where the ON-OFF boundaries fall within the receptive field, 
σ specifies the radius of the Gaussian, and finally, γ specifies the aspect ratio of the Gaussian.  
As with pure sine and cosine waves, the Gabor functions (localized frequency filters with 
Gaussian envelopes) can provide a complete description of any complex waveform. By optimally 
specifying the combination of spatial frequency and spatial location information, these functions 
may be utilized to characterize any complex stimulus. Therefore a visual scene may be broken 
down into a large number of patches and the total information in the scene could be represented 
by the outputs of an array of Gabor filters with different frequency, orientation, and phase tuning 
for each patch.  
Given each image patch as used in color histogram generation, the convolutions of the 15×15 
image blocks with each of these Gabor wavelets are calculated to generate the orientation feature. 
In this work, The following set of parameters are used, ∈θ {0, π/8, 2π/8, 3π/8, 4π/8, 5π/8, 6π/8, 
7π/8}; ∈λ { 2 , 22 , 23 , 24 , 25 }, ∈ϕ {0, π/2}, λσ = , and, finally, 1=γ . This 
results in eight orientation, five frequencies, and two phases for a total of 80 different wavelets. 
The magnitude of each corresponding sine and cosine is calculated and averaged to obtain 40 
texture measures.  These Gabor wavelet masks are shown in Appendix B. 
For each image patch, 40 Gabor texture measures are appended to the 10000-dimensional 
HSV color histogram to form a local feature vector of a total dimension of 10040, which, together 
with a similarity measure and a clustering algorithm, is subsequently processed to form percepts. 
 
Metrics  
To organize patterns into “sensible” clusters for both supervised learning and unsupervised 
learning, a major issue is to define the “similarity” between two feature vectors and, after setting 
up an appropriate similarity measure, to design an algorithm to search for similarities and 
dissimilarities among the input patterns and then cluster the vectors on the basis of the adopted 
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similarity measure. Mathematical models for similarities are metrics, particularly the family of 
the Minkowski-metrics. In a K-dimensional space, two commonly used special cases of this 
metric family are the L1-norm and L2-norm in mathematics, which are obtained by setting 1=r or 
2, respectively, in the Minkowski power metric formula, 
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In the multidimensional scaling literature, these two metrics are also called the city-block 
distance and the Euclidean distance, and are believed to represent two types of processing. As 
indicated by [101][102][103], for unitary or holistic stimuli, such as hue, saturation and 
brightness of colors, the closest approximation to an invariant relation between data and distances 
has uniformly been achieved in a space endowed with the familiar Euclidean metric; on the other 
hand, for analyzable or separable stimuli, such as size and brightness difference (orientation), the 
closest approach to invariance has generally been achieved with the city-block metric. To 
simulate this rule, the Euclidean distance is used for the HSV color histogram portion of the 
feature vector and the city-block distance is used for the texture measure portion of the feature 
vector.  That is, 
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Clustering algorithm 
To cluster the obtained feature vectors, the minimum spanning tree method is used to find the 
representative points for each percept. First, a minimum spanning tree is constructed. Next the 
edges in the tree are sorted and cut in decreasing order to form separated groups until the number 
of feature vectors in the largest cluster is below a threshold. At this point, any cluster which has 
more than 100 feature vectors is believed to represent a percept. Finally, a nearest neighbor 
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search algorithm is used to assign labels to the remaining points according to the label of their 
nearest neighbor. At this step, we have finished building up the long term perceptual memory.  
 
Database tree 
Though computer memory and speed have improved tremendously nowadays, performing a 
pure nearest neighbor search over a large database is still time consuming. A method for efficient 
search structures is desired. Common structures used to organize data for efficient nearest 
neighbor search include Kd-tree (K-dimensional tree) [104], which is a generalization of the 
simple one-dimensional binary tree, R-tree [105], which is a natural extension of the B-tree for k-
dimensions, Quad-trees [106], which represent a hierarchical decomposition of a space of data 
points, Binary space partitioning (BSP) trees [107], which are similar to Kd-trees but use an 
arbitrary hyperplane rather than one that is parallel to an attribute axis.  
To build a memory network, in our approach, a tree-structured vector quantization method is 
used to generate a 3-way approximate nearest neighbor search tree. Given the obtained training 
set, a tree root node exists at the first level which includes all the indices to the database feature 
elements. Then an initial set of 3 representative patterns, called centers, are randomly selected 
from the elements of the root as its children cluster centers (or tree nodes) at the second level, and 
the whole set of the elements is clustered into three subsets by assigning each feature vector to its 
closest representative cluster center according to the mixed distance measure. At the third level, 
for each of the 3 clusters obtained at the second level, three feature vectors are selected randomly 
as its children cluster centers and elements are clustered correspondingly, resulting in 9 cluster 
tree nodes at the level. This procedure continues until either all the elements in a node belong to 
the same object class (a pure node) or the number of the elements in a node is below some limit, 
say, one hundred. Every feature vector in the leaf nodes has a percept landmark associated with it. 
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Fig 5.3 Illustration of database tree structure 
 
Next, to search through the tree, given a new feature vector, its distances to the randomly chosen 
cluster centers at the second level are calculated and the winner is the center that the feature 
vector is nearest to. At the third level, the feature vector’s distances with the three children 
centers of the winner at the second level are computed and the corresponding new winner is 
selected. This procedure continues until coming to a leaf node. If it is pure, then stop. Otherwise, 
do a nearest-neighbor search, and the winner is the training feature vector which gives minimum 
distance according to the chosen metric.  
For any new images grabbed by the robot, the segmentation should yield a set of connected 
regions in the image. A connected-component labeling algorithm is then applied to find these 
regions, or blobs, and can be used to produce working memory chunks. Each blob not only 
represents one specific cluster in the feature space, but also represents a clustering of pixels in the 
image space (image space clustering). The parameters associated with each blob are the object 
label of the blob, the location of the blob center, the width and height of the blob. These 
parameters can be organized into a data structure used later as an input chunk to the WMtk.  
With the perceptual discrepancy problem being addressed and the perceptual module being 
established, the next step is to integrate the perception acquisition system with the WMtk to 
facilitate the design of intelligent sensory and control mechanisms on the mobile robot platform 
Center 
Center 
Center 
Center 
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Integration of the WMtk into Robot Control 
For each new image grabbed and segmented, a number of blob chunks are obtained as 
recognized objects in the image. When presented to the working memory, according to our 
experience, not all chunks but those most relevant to the current goal task will be retained in the 
working memory. Similarly, the capacity of the working memory is restricted so as to provide to 
the robot focus for various task solving efforts as well as guidance for appropriate action search. 
That is to say, those blob chunks that are critical for current task success should be selected for 
retention in the working memory system. Therefore, which blob chunks in the current context 
should be actively maintained in working memory and which can be safely discarded are the 
primary problems the working memory system has to solve. The Working Memory Toolkit 
(WMtk), adopted in this research uses a model of the working memory system, grounded in 
computational neuroscience models of the working memory circuits of the prefrontal cortex 
[108], to provide a mechanism for learning which chunks should actively remain in memory 
based on the robot’s past experience. It is believed that the working memory circuit of the 
prefrontal cortex with connection to and from midbrain dopamine neurons may guide the 
updating of working memory contents and the learning of motor sequences.  
In use of the WMtk to build a robotic working memory system, a WorkingMemory object is 
created and configured to hold a list of candidate blob chunks that will be delivered by the 
perceptual modules. In order to evaluate the retention of a chunk or a combination of chunks, 
after an action is taken by the robot toward a goal, a prediction of task success in the form of a 
reward is passed to the WorkingMemory together with the candidate blob chunk list. Then the 
WorkingMemory object uses the TD learning algorithm to learn which chunk or chunk 
combination to retain and which to discard based on the reward. Next, the robot proceeds with 
another sensing, acting and reward delivering cycle. 
In the toolkit, the structure of chunks is nothing more than a pointer to a memory location and 
a string that will be defined by the user to denote the chunk type. As a result, there is no way that 
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the WMtk can automatically extract meaningful features from the candidate chunks. To solve real 
world problems, the WMtk allows the user to define four functions, one to map any chunk into a 
real-valued feature vector that the adaptive critic uses to assess the value of the chunk, one to map 
the robot’s current situation into a real-valued state vector, one to  return  a scalar reward value 
associated with the current situation for the WMtk to compute the TD error so as to drive learning 
in the adaptive critic, and finally one to release the memory occupied by the chunks when no 
longer needed.  
Having been equipped with this collection of user-specified functions, on each time step of 
any task, a new list of candidate chunks is first presented to the WorkingMemory object 
generated by the robot control system. To solve the problem of deciding which chunks to retain, 
every possible subset of the collection of candidate chunks that can fit into the limited capacity of 
the WorkingMemory object is examined and translated into a real-valued feature vector, which, 
combined with the vector encoding of the robot’s current situation, produces an input vector to 
the adaptive critic. The chunk or the combination of chunks that are selected to remain in the 
working memory is the one(s) that yields the highest estimate of future reward. All other chunks 
are deleted from the working memory. The temporal difference error is then computed to adjust 
weights in the adaptive critic. In order for the adaptive critic to explore various new memory 
combinations from time to time so that it won’t get stuck in a local minimum, an exploration rate 
is used to specify the probability with which a random combination of chunks can be retained in 
the working memory instead of the optimal subset. This allows a balance of “exploration versus 
“exploitation” of previously learned knowledge in the reinforcement learning algorithms to 
enable the discovery of better choices. After a certain period of the learning cycle, the weights in 
favor of the chunk or chunk combinations most relevant to the current task will be strengthened 
while those irrelevant to the current task deprecated. As a result, when presented with new 
patterns after training, the working memory system will choose the ones associated with the 
highest weights to facilitate the action, somewhat similar to sensory-motor-coordination. With the 
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software part of the mobile robot system being ready, in the following, the mobile robot platform 
employed in this research is introduced. 
 
Human-Robot Interaction Interface 
As shown in Fig 5.4, a GUI interface was developed for human-robot interaction using 
GTKmm under Fedora Core 4 and 5 (Fedora Core is an RPM-based Linux distribution, 
developed by the community-supported Fedora Project and sponsored by Red Hat). GTKmm is a 
computer graphics library and allows us to create the interface which consists of a number of 
widgets such as those displaying windows, buttons, menus, etc. Derived from the GTK window 
class, the interface has four windows, one for the video stream which is received from a video 
camera, one for selecting a single frame from the stream, one for showing the processed image 
from that single frame, and one text based window to give human user the status of system 
execution. We also have a variety of buttons on the interface to control the system, such as 
loading a database, starting the video, capturing a specific image, processing the captured image, 
and moving the robot. 
 
 
 
 
 
 
 
 
 
 
Fig 5.4 Vision-based human-robot interaction interface 
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To display video, the video camera (SONY Digital Handycam DCR VX2000 digital video 
camera recorder) sends the data to the computer through an IEEE 1394 interface. Our display 
class receives the signal, collects a frame in a buffer and draws the frame in the window using the 
X11 windowing system (X11 dynamic graphics program for data visualization). If you want to 
capture a specific frame, the callback function of the select button will send the frame to the 
second window on the interface. If you want to process that frame, the event associated with the 
process button will segment the grabbed image into a group of percepts.  
The system is implemented using multiple threads, one for video display, one for video frame 
processing, and one for moving the robot. Mutual exclusion (most often referred to as mutex) 
allows the programmer to "attach" locks to resources. If a thread wishes to modify or read a value 
from a shared resource, the thread must first gain the lock. Once it has the lock it may do what it 
wants with the shared resource because no other thread should have access to that variable. Once 
the thread finishes using the shared resource, it unlocks the mutex, allowing other threads to 
access the resource. This is referred to as serializing access to the shared resource.  
From this point on, we can use the system to perform different experiments for different 
research topics.  
 
Mobile Robot Platform 
The mobile robot used in this work is a Pioneer 2 AT four-wheel-drive mobile robot [108], 
called Skeeter, in the Intelligent Robotics Lab, Vanderbilt University. Pioneer is a family of small 
and intelligent mobile robots, both two-wheel and four-wheel-drive, whose architecture was 
originally developed by Dr. Kurt Konolige of SRI International, Inc. and Standford University. 
These mobile robots contain all of the basic components for sensing and navigation in a real-
world environment, including battery power, drive motors and wheels, position/speed encoders, 
and integrated sensors and accessories. All these components are managed via an onboard 
microcontroller, with independent motor/power and sonar-controller boards for a versatile 
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operating environment. To support accessories available for Pioneer as well as the user’s own 
custom attachments, the controller has two RS232-standard communication ports and an 
expansion bus. In this project, a laptop and a workstation computer that both run the Fodera core 
4 operating systems are used.  
 
   
 
Fig 5.5 Mobile robot Skeeter with camera and laptop 
 
Microcontroller 
Pioneer 2’s microcontroller uses a high-performance 20 MHz Siemens 88C166-based 
microprocessor with integrated 32K flash-ROM. The microcontroller also has 32K of dynamic 
RAM, two RS232-compatible serial ports, several digital, analog-to-digital, and PSU I/O user-
accessible ports, and an eight-bit expansion bus. All the I/O ports, except those used for motors, 
encoders, and sonar, are available to the user for Pioneer 2 accessory hardware. The 
microcontroller runs a special embedded operating system called P2OS. The host computer talks 
to the P2OS microcontroller over the standard RS232 serial line. This driver offers access to the 
various P2OS-mediated devices, logically splitting up the devices’ functionality. 
 
Motors and Position Encoders 
Pioneer 2’s drive system uses high-speed, high-torque, reversible-DC motors. Each front 
drive motor includes a high-resolution optical quadrature shaft encoder that provides 9,850 ticks 
per wheel resolution (19 ticks per millimeter) for precise position and speed sensing and 
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advanced dead-reckoning. Pioneer 2’s motors are software controlled and disabled when not 
connected to a client. 
 
Sonar Sensors 
In addition to high-precision wheel-motor encoders for finer odometry, and translational and 
rotational speed controls, Pioneer 2 supports up to two sonar range-finding arrays. One array, 
affixed under the front of the Deck and atop the Nose, provides forward- and side-range sensing. 
The other optional sonar array is attached just beneath the rear Deck and provides rearward, as 
well as side sensing. All arrays contain eight sonars, for a total of 16 sonars around the robot. The 
sonar positions are fixed in both arrays: one on each side, and six facing outward at 20-degree 
intervals, together resulting in 360 degrees of nearly seamless sensing. The sonar firing rate is 25 
Hz (40 milliseconds per sonar per array) and sensitivity ranges from ten cm (six inches) to more 
than five meters (16 feet). In other words, objects closer than ten cm are not detected. The sonar’s 
firing pattern may also be accessed and controlled through software. The default is left-to-right in 
sequence for the forward array and right-to-left on the rear. One sonar from each array “pings” at 
a time. On the whole, these sonars provide object detection and range information for navigation 
around obstacles.  
With the autonomous mobile system being developed, the next step is to apply the system to 
some real world task. To achieve the goals, experiments are designed in the next chapter to test 
the autonomous abilities of the system.  
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CHAPTER VI 
 
PROPOSED EXPERIMENTS 
 
Scientific research is not just about matter, but also about method. The scientific method 
comprises the analysis of existing knowledge, identification of open questions, the design of an 
appropriate experimental procedure to investigate the question, and the analysis of the results. 
With all the information being explored in the above, the proof of a robot control program still 
rests on physical experiments. The next step towards our understanding of the complex 
interaction between robots, the world they operate in, and the tasks they are trying to achieve is 
therefore to design physical experiments.  
Since a truly intelligent robot is expected to be able to deal with uncertain, ambiguous, 
contradictory and noisy data, to learn through its own interaction with the world, to be able to 
assess events with respect to the goal it is trying to achieve, and to alter its behavior when 
necessary, four experiments are proposed in the following. For each experiment, the following 
steps are needed: (1) Hypothesis (2) Experiment description (3) Evaluation of experimental 
results to determine if the hypothesis is contradicted or supported.  
 
Experiment 1: Learn Percepts Autonomously 
Hypothesis: simultaneous clustering of visual features in feature space and image space can 
be used for autonomously discovering and learning percepts. 
To deal with uncertain, ambiguous, contradictory and noisy data, the first proposed 
experiment in this research is to evaluate the performance of clustering with as little a priori 
knowledge input from a human teacher as possible. To find reasonable percepts, the fundamental 
idea is to cluster the obtained feature vectors in an unsupervised manner.  
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1. First the robot will use a video camera to take one picture at one location and extract 
feature vectors, then move 1 meters ahead and repeat the process until it moves a total of 20 
meters, resulting in 66,740 feature vectors.  
2. Upon the obtained 66,740, the robot will perform an unsupervised clustering algorithm to 
form clusters in the feature space. The number of clusters can be chosen reasonably larger than 
the “true” number of clusters in the images so that later a possible “merge” operation could be 
applied. When this grouping is done, the robot will assign a label to each cluster to form the long-
term database. 
3. Next, test images are grabbed at the same locations where the training images are 
obtained and new feature vectors are extracted. To the test images, do a simple nearest neighbor 
search with respect to the database to segment the test images, and then do the approximate 
nearest neighbor search with respect to the database tree implementation.  
4. The segmentation of test images based on the clusters obtained should yield a set of 
connected regions in the image. A connected-component labeling algorithm is then applied to 
find these regions, which are called blobs in our research. These blobs can be used to produce 
working memory chunks.   
5. Find all the image blobs (candidate working memory chunks) in the test images. Each 
blob not only represents one of the clusters in the feature space, but also represents a clustering of 
pixels in the image space (image space clustering).  
To summarize, the intention of this first experiment is to look for the presence of discovered 
features in the set of images collected during the testing run. 
Since the robot is equipped with a set of basic actions, such as move forward, move 
backward, turn left, turn right, stop etc., the next question is how to associate each acquired 
percept with each basic action? This question will be answered by Experiment 2. 
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Experiment 2: Learn the Meaning of Each Percept with Regard to Movement 
Hypothesis: the robot can learn to associate each percept with regard to motion, the so-called 
sensory motor coordination. 
With percepts being identified in the previous experiment, the purpose of this experiment is 
to show the acquired models of objects could identify target objects with good reliability and to 
learn some properties of objects through the robot’s own interaction with the world using the 
working memory toolkit. At the end of the first experiment, several meaningful blobs are 
obtained. Since the robot doesn’t know anything about each blob, the task in this experiment is to 
find whether it represents an obstacle or it is open space.  
1. Initially set all weights associated with each percept to be 0.5 and 2.5, respectively. 
2. In the same place where training and test images are grabbed, ask the robot to take 
pictures, partition the pictures into blobs, and remember each blob together with their location. 
Each blob will be used as an input chunk to the working memory toolkit.  
3. Ask the robot to move toward each object for 5 meters long.  
4. If the robot moves 5 meters long without bumping onto that object, it will receive the 
maximum reward, 5, and gather evidence that the object is associated with an open space. 
5. If the robot moves 5<x  meters long and then bumps onto that object, it will receive a 
less reward, x, and gather evidence that the object is associated with an obstacle. 
Since working memory is always associated with a goal-directed task, the goal in this 
experiment is to see whether the robot will be stopped consistently by some blobs but not by 
others. This can be summarized in Fig 6.1. The robot segments the image to form percepts. 
Percepts are input as chunks to the working memory, which selects one and passes it to the Robot 
for it to move toward. The response from the robot is used as a feedback reward to the working 
memory. 
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Fig 6.1 Percept learning 
 
Experiment 3: Learn Perceptual Landmarks of a Location 
Hypothesis: the robot can learn which percept or percepts are most useful for identifying a 
specific location even in the presence of distracting percepts.  
This experiment is to demonstrate that a robot can learn one or more percepts to locate 
objects and, based on that, build internal representations of objects in its environment without a 
priori knowledge of these representations from a human teacher. This basically is a classification 
problem that learns the correlation between the percept and the target location. For geometrical 
reasons, the landmarks are supposed to be ones that are close to the goal and large in size so as to 
best aid the pinpointing of a goal. Therefore, pictures are taken at the current and the goal 
locations.  
1 A specific location in a hallway is chosen as a target location to be taught to the robot. 
This location will have at least one clearly distinguishing characteristic, such as a stripe of black 
floor tiles. 
2 A set of images, with the robot in different orientations, are collected, in which the black 
stripe is clearly visible in the foreground of the image. Also, in a majority (e.g., 80%) of these 
images, an irrelevant distractor, e.g., a green ball, will also be present. These images are all 
labeled as “target”. 
chunks 
reward 
Percepts 
WM Robot 
Select action 
based on WM 
Move toward 
that percept 
  66 
 
3 A second set of images is obtained having no view of the black stripe. The irrelevant 
distractor will as appear in a minority percentage (e.g., 20%) of these images. The percentage 
may possibly be varied in multiple tests. Each of these images is labeled “non-target”.  
 
 
 
 
 
 
Fig 6.2 Example environment 
 
4 These two sets of images are combined to form a labeled training set. Each image will be 
segmented into blobs from which candidate working memory chunks are obtained. This 
collection of blobs/chunks is duplicated so that we have two identical sets. All of the blobs in the 
first set are given the additional label of “target”. All those in the second set are labeled “non-
target”. The resulting collection of blobs from these two sets is presented to the working memory 
which will select up to N of them. The robot will use the labels in the selected chunks as votes for 
a target or non-target decision for this image. In the case of a tie (including 0 vote), the decision 
defaults to non-target. If the decision is correct, the resulting reward is 1; otherwise, it is 0. 
5 After training, a set of test images (target and non-target images, with distractors as 
before) is collected. Each is processed as during training and the target/non-target decision is 
recorded for each. We measure the total accuracy of the system on these test images. We also 
measure the percentage of false alarms that occur in non-target images that contain the distractor.  
A competing system, based on a single perceptron, will be trained on the training image set. 
The feature vectors used as inputs to the perceptron are binary vectors denoting whether one or 
more blobs of a particular cluster category exist in the image and, therefore, having K-dimension.  
BlackStripe 
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where 1=ix , if there is one or more blobs of category i in the image, and 0=ix , otherwise. The 
training perceptron will be applied to the test image set and its target/non-target decisions will be 
recorded. The total accuracy and false alarm percentages (as measured for the proposed system) 
will be measured for the perceptron system. The results of the proposed system and those of the 
perceptron will be compared. The output of an artificial neuron when the sigmoid activation 
function is used is then given by   
                                                         
)exp(1
1)(
wx
to T ϖϖ−+=                                                (6.1) 
 
Experiment 4: Learn Novel Percepts 
Hypothesis: after training, the robot may still learn a new object that it has not previously 
encountered.  
So far an autonomous mobile robot has been equipped with the ability to learn and to 
navigate. However, the question still remains: which task should the robot actually perform? In 
addition to typical industrial applications such as factory transportation or repetitive cleaning 
tasks, more demanding tasks include inspection and surveillance tasks in which decisions must be 
made based on its sensory perceptions and important information should be distinguished from 
unimportant ones. Previous research has often used the concept of habituation to differentiate 
between “normal” and “novel” features. The habituation is a reduction in behavioral response 
when a stimulus is perceived repeatedly. Because any agent in the real world has to be able to 
make distinctions between different types of objects in order to act appropriately, the goal of 
novel object detection is not only to find but also to gather information about such objects. In the 
non-target 
+ 
 
  F 
target 
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following, an experiment on novelty detection is proposed. The goal is for the working memory 
to know, or learn to pay attention to, novel stimuli. 
For each image patch (i.e., the 15×15 block used to generate a feature vector) in a new image, 
we can measure the novelty of that patch as the distance to the nearest training database vector. 
The larger the distance, the higher the measured novelty. Thus we can produce a grayscale 
“novelty image” from the new image. The novelty image can be thresholded (using an 
empirically chosen threshold) to reveal novel blobs. A connected component labeling algorithm is 
applied to these blobs. The robot selects the largest blob as a novel object if it is sufficiently large 
(also an empirically chosen threshold). The feature vectors associated with this object are 
assigned to a new category, category K+1. New images are collected, and, if novel blobs are 
found in them, the robot assigns their feature vectors to category K+1. In this research, the 
practical and simplifying assumption is made that the robot only encounters one new object at a 
time. Larger numbers of new objects will be left for future research.   
If the robot is returned to the same environment with the “new” object being present, it 
should now not regard the object as novel and needing to be learned. A green ball is used as the 
novel object in this project.   
In summary, the goal of these experiments is to examine the ability of an autonomous mobile 
robot system to form percepts from visual input, to learn some properties of these percepts, to 
find its way around based on learned knowledge about these percepts, and finally, to perform 
some useful tasks, all on its own.  
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CHAPTER VII 
 
EXPERIMENT RESULTS AND CONCLUSION 
 
Experiment 1 Results 
To obtain a percept database, 20 pictures along the hallway were taken, using a SONY 
Digital Handycam DCR VX2000 digital video camera recorder, and 66,740 unlabelled feature 
vectors were extracted from these images. Based on the nearest neighbor distance, a minimum 
spanning tree is constructed from this data. Next the edges in the tree are sorted and cut in 
decreasing order until the number of feature vectors in the largest cluster is below a user-specified 
threshold obtained through error-and-trial. Then any cluster which has more than 100 feature 
vectors is believed to represent a percept. Finally, a nearest neighbor labeling algorithm is used to 
assign labels to the remaining points to build up the database. Each class was assigned a different 
color for displaying purposes. Eleven clusters were found using this method and corresponding 
percepts are denoted in the following table 7.1. It can be seen that each percept identified by a 
human has multiple percepts perceived by our robot vision system. 
 
Table 7.1 Autonomously learned percepts 
Denoting 
Symbol  
Percept Name 
Identified by Human 
Object1 BlackStripe 
Object2 WoodPanel 
Object3 LightReflection 
Object4 WoodPanel 
Object5 WhiteFloor 
Object6 WoodPanel 
Object7 WoodPanel 
Object8 WoodPanel 
Object9 WhiteFloor 
Object10 YellowFloor 
Object11 YellowFloor 
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Simple nearest neighbor search 
Nine more images along the hallway were taken as test images. A simple nearest neighbor 
search with respect to the original database was done to segment these test images. The 
segmentation results based on the Euclidean distance, the proposed mixed metric and the city-
block distance for the first image are shown below in Fig 7.1. The one in the upper left corner is 
the original image. The one in the upper right corner is the segmented image using mixed metric. 
The one in the lower left corner is the segmented image using Euclidean metric. Finally, the one 
in the lower right corner is the segmented image using city-block metric. The results for 8 other 
images are shown in Appendix B. From these results, in our qualitative visual evaluation, it seems 
that the mixed metric is superior to the Euclidean distance and city block distance. The 
segmentations using the Euclidean distance consistently misclassified the black stripe, which is 
believed to be a very important percept. The segmentations using the city block distance found 
some of the black stripe, but missed part of it from time to time. The city block distance also 
tended to misclassify some wood panel as black. For the rest of the percepts, they gave different 
misclassifications. The mixed metric and the Euclidean distance misclassified the railing as the 
wood panel, while the city block distance saw it as the white floor, which is not too surprising 
 
 
 
 
 
 
 
 
 
Fig 7.1 Simple nearest neighbor search results 
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since the railing is a hard percept to model. On the whole, it can be seen that all of metrics 
generally did a reasonable job and clearly identified the yellow floor, the white floor, and the 
wood panel. 
 
Approximate nearest neighbor fast search 
To apply the computer vision system to a real environment and speed up the processing time, 
an approximate nearest neighbor search with respect to the database tree was done to segment the 
test images. The segmentation results based on the mixed metric through the tree are shown in 
Fig 7.2. 
 
 
Fig 7.2 Our perceptual system and fast segmentation results with respect to database tree 
 
It can be seen that it worked pretty well in the foreground of the images, which is actually the 
part the robot is most interested in. To summarize, the intention of this experiment was to 
examine the autonomously discovered features in the set of images collected during the test run, 
with a particular emphasis on seeing whether they tend to correspond well to objects in the 
environment. 
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Experiment 2 Results 
To show the performance of the second experiment, the weights associated with each percept 
were recorded at each trial for two sets of initial weights, 0.5 (pessimistic) and 2.5 (moderately 
optimistic). The results are shown in Fig 7.3 and Fig 7.4, respectively. The plot on the left of each 
figure was the weights obtained until one of the percepts eventually dominated. The percept that 
dominated corresponds to the yellow floor (denoted by Object10 in the experiment since the robot 
doesn’t know about the name we humans use). The plots on the right of each figure were the 
weights obtained after the yellow floor has been blocked from being presented to the working 
memory. The percept that became the second dominant one corresponded to the black stripe 
running across the yellow floor as shown in Fig 7.1. In general, of all the numerous stimuli 
surrounding an animal, only one, prescribed by the goal selector, is admitted to the motor system 
to guide its activity. That is, for the most part, only one response plan controls the motor system 
at any time. Therefore the number of chunks in WM is chosen to be one, i.e., the working 
memory size is one. However, it happens that sometimes the working memory will choose no 
percepts. As a result, the feature vector used in the WMtk has a position reserved when no chunk 
is chosen by the working memory.   
From Fig7.3, though at the beginning, the model generates random responses from sensory 
input, it learns the right percept very quickly, in no more than 10 trials. However, from Fig 7.4, it 
seems that the weights may not always appear rational, but they are always based on the data 
available at the time and will be modified by any relevant information the individual has absorbed 
along the way. At the beginning, the model generates responses in a seemingly random fashion. 
This is believed to be the case in early stages of learning, when the animal makes random 
responses or a response acquired previously in a somewhat similar environment. It plans 
randomly, but fails to execute plans that have no or less rewarding associations. Subsequently, it 
uses trial-and-error, and the weights drop until the most useful percept can be spotted. Finally, the 
speed with which a well-practiced response is made suggests that it is no longer chosen randomly. 
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A frequently successful response, which is actually the yellow floor percept, acquires associations 
from the context and gradually (after approximately 50 trials) becomes the most likely one to be 
activated. When this association grows strong enough, though responses still compete with each 
other to become active, the associated sensory input will break the balance in favor of the most 
frequently and vigorously active response occurring in that context. As soon as the corresponding 
 
 
Fig 7.3 Weight logs for each percept when the robot was let to go freely with initial average 
weight at 0.5 
 
 
Fig 7.4 Weight logs for each percept when the robot was let to go freely with initial average 
weight at 2.5 
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yellow floor was recognized as being associated with open space, it was always the chosen 
percept and its weight took off quickly. The same performance was observed for the second 
dominant percept, black stripe (denoted by Object1). The reason why there were more or less 
large fluctuations at the beginning is that random noise was introduced by the toolkit so that the 
algorithm would not be locked at the local minimum, an example of the so-called exploration vs. 
exploitation trade off. It can be seen that the weights of some percepts didn’t change much. This 
is because those percepts were rarely observed in the lower half of the image, even though they 
were considered when the database was built. 
In terms of behavior, at the beginning, the robot moves about at random, improving its 
chances of encountering anything it needs. In other words, this kind of exploration may occur in 
the absence of any reinforcing stimulus, but it need no longer be random when the robot can 
learn. The ability to learn enables the robot to remember what it has seen and where it has been.  
After a percept (stimulus) has been approached and examined several times during the learning, 
the robot will evolve to activate responses that are most likely to reduce the need, that is, to find 
open space, by more and more switching attention to the sensory input necessary for effective  
 
 
Fig 7.5 Weight logs for each percept when the robot was forced back to the center after each 
trial with initial weights set to 0.5 
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Fig 7.6 Weight logs for each percept when the robot was forced back to the center after each 
trial with initial weights set to 2.5 
 
response, that is, always being able to move 5 meters without being stopped. Unattended signals 
or percepts that are not immediately necessary for the performance of a response may also be 
presented by the sensory systems and delivered, but will eventually be excluded from the parts of 
the motor system engaged in performing the current task.  
As shown in Fig 7.5 and Fig 7.6, similar performance was observed for the second set of 
experiment, where the robot was forced back to the center of the hallway after each trial. During 
the trials of the second experiment with initial average weight of 2.5, after the robot had started 
learning, a percept displayed by the color blue, as shown in Fig 7.7, showed up after 4pm in the 
afternoon and was always chosen more favorably than even the yellow floor. Its weight was 
denoted with magenta line in the figure on the right. The phenomenon shows the system adapting 
to a percept that only appeared at a particular time of the day, i.e., in a particular lighting 
condition.  
 
Experiment 3 Results 
This experiment is for the robot to use the WMtk to learn to understand target/non-target 
locations denoted by the existence/non-existence of certain landmarks in the environment through 
the learning of the configural representation of the percepts. The identification of landmarks in 
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the environment is important for navigation. In the last experiment, the robot has learned what 
percept can be moved toward to move freely in the hall environment. Now it must learn about 
target locations for tracking its state in the environment. To train the robot on target/non-target 
locations, two sets of images are taken from the environment that represent landmark and  
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Fig 7.7 Log of the weights for each percept when the robot was forced back to the center after 
each trial 
 
non-landmark locations as seen in Fig 7.8.  Each set contains an equal amount of images taken 
from both types of locations. For good network training results, the images are selected at random 
from the two sets and segmented based on the search tree created from experiment 1. Each 
 
                                         
Fig 7.8 (left) Target image  (right) Non-target image 
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percept that is available in the image will be presented to the WM and duplicated as two chunks, 
one representing the percept as a landmark percept (e.g. Object1_L) and the other as a non-
landmark percept (e.g. Object1_NL). 
In the simulation, the target images are denoted by 1 while the non-target images are denoted 
by 0. Each image is a separate trial episode for the WM. The WM size is set to values of 1, 2, and 
3 to determine which percept or conjunctions of percepts are most useful for identifying a target 
location. For the cases of WM size being greater than 1, based on the chunk labels Object_L or 
Object_NL, a voting mechanism is applied to determine the final decision of the WM with regard 
to whether the image is a target location or not. For example, if there are three chunks, 
Objecti_NL, Objectj_L and Objectk_L, the vote will be 1, guessing this to be a target location. In 
other words, the WM chooses the majority of L (landmark) or NL (non-landmark) as the final 
vote for this location. If there is a tie happening, such as there are equal L (landmark) and NL 
(non-landmark) chunks, the decision defaults to 0. Being binary, the reward is 1 if there is an 
agreement between the vote and the true label of the image and 0 otherwise. If the WM chooses 
nothing, it will get a reward of 0. The exploration percentage is set to 0.05 and 0.00. Each of the 
WM sizes is trained for both 1000 and 5000 episodes. 
In Table 7.2 and Table 7.3, the total accuracy of the system for two different lengths of trials 
are shown for two cases, i.e., with and without a distractor, using 3 different working memory 
sizes. The exploration parameter reflects the percentage of the noise introduced intentionally into 
the neural network so that the solution won’t be stuck with a local minimum instead of a global 
minimum. For working memory size of one, the neural network implementation inside the WMtk 
degenerates to the linear case, i.e., single percept coding. For working memory sizes of more than 
one, conjunctive coding becomes possible and it can be seen that the performances increase 
dramatically.  
In order to see if the performance of the system improves after learning, a plot of the average 
correct classifications over a sliding window of 25 points over 1000 episodes is shown in Fig 7.9 
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below. It can be seen that, at the beginning, the working memory system starts with random 
guesses and chooses randomly. With training, it learns the correct choices more and more and 
converges to 1 in about 50 to 60 episodes when the working memory size is larger than one. 
 
Table 7.2 Percentage of correct location classification with two WM exploration rates 
WM exploration set at 0.05 WM exploration set at 0.00 
WM size 
1000 trials 5000 trials 1000 trials 5000 trials 
1 49.40% 49.80% 47.90% 50.06% 
2 95.40% 95.90% 96.50% 99.62% 
3 88.40% 96.44% 98.80% 99.40% 
 
Table 7.3 Percentage of correct location classification with two WM exploration rates with a 
distractor 
WM exploration set at 0.05 WM exploration set at 0.00 
WM size 
1000 trials 5000 trials 1000 trials 5000 trials 
1 51.30% 49.22% 52.30% 48.88% 
2 89.50% 95.56% 98.90% 99.54% 
3 94.40% 96.28% 92.80% 96.82% 
 
Thus, the system is capable of learning configural representations. The same procedures were 
followed for the case where training images contain a distractor. Similar performance was 
observed and is shown in Fig 7.10. The presence of a distractor seems to have little impact on the 
WM toolkit. 
In order to examine whether the performance of the system improves with learning, its 
behaviors in the weight space are analyzed in the following. With working memory sizes larger 
than 1, there are totally ((Chunk_Vector_Size + 1)^WM_size) weights, each containing a value 
associated with the performance of a particular combination of WM contents. With a working 
memory size of one, the case simplifies to a single entry for each element associated with the 
chunk vector encoding. Though all the weights were initialized to be 0.5, they change after 
learning. First in Fig 7.11, the weight distributions at episode 1000 for three working memory 
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sizes with two WM exploration rates without a distractor are shown. When the working memory 
size is one, Object1 has the highest weight, and Object9 and Object10 have the lowest weights. 
This is intuitive because, when an image of the target location is presented after training, if 
Object1 is chosen by the working memory, its associated largest weight makes it dominate the  
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Fig 7.9 25-Point smoothed convolution of correct classification with two WM  
exploration rates without a distractor 
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output calculation. On the other hand, when an image of the non-target location is presented after 
training, if either Object9 or Object10 is chosen by the working memory, its associated small 
weight will drive the output calculation toward zero. 
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Fig 7.10. 25-Point smoothed convolution of correct classification with two WM  
exploration rates with a distractor 
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Fig 7.11. The weight distribution at episode 1000 with WM exploration set to 0.00 without a 
distractor 
 
 
For working memory sizes larger than one, it can be seen that there are two distinctive weight 
peaks. The combinations of percepts that correspond to these peak weights are listed in Table 7.4, 
7.5, 7.6 and 7.7. From the tables, it can be seen that one peak for each case corresponds to the 
conjunctive code for the images of a target location, typified by Object1 (BlackStripe), and the 
other peak corresponds to the non-target locations, typified by either Object9 (WhiteFloor) or 
Object10 (YellowFloor). 
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Table 7.4 WM exploration set at 0.00 
1000 trials 5000 trials WM size 
Peak 1 Peak 2 Peak 1 Peak 2 
1 Object1 NA Object1 NA 
Object1 Object10 Object1 Object9 2 
Object9 Object10 Empty Object9 
Object1 Empty Object1 Empty 
Object1 Object9 Object1 Object9 3 
Object10 Object9 Object9 Object9 
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Fig 7.12. The weight distributions at episode 1000 with WM exploration set to 0.05 without a 
distractor 
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Table 7.5 WM exploration set at 0.05 
1000 trials 5000 trials WM size Peak 1 Peak 2 Peak 1 Peak 2 
1 Object1 NA Object1 NA 
Object1 Object9 Object1 Object9 2 
Object10 Object9 Object9 Object9 
Object1 Empty Object1 Empty 
Object10 Object10 Object9 Object9 3 
Object10 Object10 Object10 Object9 
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Fig 7.13. The weight distribution at episode 1000 with WM exploration set to 0.00 with a 
distractor 
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Table 7.6. WM exploration set at 0.00 with a distractor 
1000 trials 5000 trials WM size Peak 1 Peak 2 Peak 1 Peak 2 
1 Object1 NA Object1 NA 
Object1 Object10 Object1 Object9 2 
Object9 Object10 Object10 Object9 
Object1 Empty Object1 Empty 
Object10 Object12 Object1 Object9 3 
Object12 Object12 Object9 Object9 
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Fig 7.14. The weight distribution at episode 1000 with WM exploration set to 0.05 with a 
distractor 
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Table 7.7 WM exploration set at 0.05 with a distractor 
1000 trials 5000 trials WM size Peak 1 Peak 2 Peak 1 Peak 2 
1 Object1 NA Object1 NA 
Object1 Object9 Object1 Object10 2 
Object12 Object9 Empty Object10 
Object1 Empty Object1 Empty 
Object9 Object10 Empty Object9 3 
Object10 Object10 Object10 Object9 
 
 
 
From the results of the second experiment set, i.e., with a distractor, the WMtk performs very 
well to ignore the distracting feature.  
In order to better see the performance of the system, a simple two-class perceptron is used as 
a comparison. The results are summarized in Table 7.8 and Fig 7.15 and Fig 16. It can be seen 
that the two-class perceptron has done a better job than the WMtk when the working memory size 
is set to 1. However, apparently, the WMtk with a size larger than one has superior performance 
and conjunctive coding is more powerful than a single feature representation.  
 
Table 7.8 Percentage of correct location classification using single perceptron 
 Single Perceptron without distractor Single Perceptron with distractor 
# of trials 1000 trials 5000 trials 1000 trials 5000 trials 
% of correctness 87.70% 96.80% 86.50% 97.26% 
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Fig 7.15. The weight distributions for two cases without (upper) and with (lower) a distractor 
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Fig 7.16. 25 Point convolution of correct classification without (upper) and with (lower) a 
distractor  
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Experiment 4 Results 
To justify the proposed novelty detection methods are realistic and applicable in practice, two 
sets of experiments in real indoor environments are conducted. In the experiments, it is assumed 
that only one novel object exists and the novel object is a green ball. In our approach, a SONY 
Digital Handycam DCR VX2000 digital video camera recorder was used. 
 
On-line novel object detection  
The first step in this experiment is to find a suitable threshold. To do so, 80 normal pictures 
without the novel object in are collected. For each image, the standard deviation associated with 
the median is calculated as, 
                                                          
FV
dd
std medianFV
#
∑ −=                                             (7.1) 
where FVd denotes the distance between each feature vector (FV) and the database tree in the 
approximate nearest neighbor sense, mediand  denotes the median of these distances and 
337,3# =FV  is the total number of feature vectors used per image. This results in multiple 
medians and multiple standard deviations. The threshold T is calculated as the following sum, 
                            ),,(),,( 11 NmedianNmedian stdstdmedianddmedianT ΛΛ +=                (7.2) 
The threshold value is chosen to be one standard deviation away from the median of the medians, 
and is shown in Table 7.9.  
 
Table 7.9 Threshold value used in on-line novel object detection 
 
items median standard deviation threshold 
values 0.4017 0.2463 0.6480 
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Then, moving along the hallway, a video, consisting of 19 images with the novel object, is 
taken as the robot approaches the novel object. In the meantime, each grabbed image is processed 
and the calculated approximate nearest neighbor distances are thresholded to generate a binary 
image of size 47-by-71. Next, the lower 25-by-71 part of the processed image is eroded twice by 
an 8-connected structure element as mentioned in the above. Finally, the largest connected group 
is identified. When the robot comes nearer and nearer to the novel object, the size of the largest 
connected group grows. If the number of feature vectors it contains is larger than 100, they are 
retained and accumulated through temporary storage. As found in the experiment results, the total 
amount of the added novel feature vectors is no more than 600, 0.91% of the original database.  
There are two ways to test the performance of this search tree based novel object detection 
technique. One method uses the first 18 images out of the total 19 as the training images and the 
last one as the testing image. The other method uses the total set of 19 images as both the training 
and the testing images. 
In Fig 7.17, the novelty detection results are presented by six of the original 19 pictures. As 
the number of outliers starts to deviate from the normal images, the novel object is observed in 
the newly captured images. About 600 feature vectors coming from the novel object were added 
to the search tree after 2 seconds. Experimental results with these real images show that the 
system is able to continue learning with only a modest processing delay. 
 
Off-line novel object detection 
 
To obtain stable and permanent novel percept clusters in the database, 10 images are taken. 
To extract the perceptual feature vectors associated with the novel object, two kinds of distance 
are calculated for each image during off-line operation. To calculate the first kind of distance, the 
exact nearest neighbor search is done between each feature vector in the newly collected image 
and those in the database. To calculate the second kind of distance, a minimum spanning tree 
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Fig 7.17 (left) the original images, (middle) processed images, (right) processed images after 
learning. 
 
 
 
 (MST) is built for each newly collected image and the edge distances of the tree are sorted in an 
increasing manner. The goal of obtaining these two kinds of distance is to filter out most normal 
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feature vectors and retain only potential candidates for further processing. To do “low-pass” 
filtering, starting from the smallest edge distance in the MST, for each feature vector, if its 
smallest distance to the database is smaller than its edge distance in the MST, it is believed to be a 
normal feature vector and is removed from further consideration. By the term, normal feature 
vector, we mean one corresponding to a previously learned percept. On the other hand, starting 
from the second smallest edge in the MST, if its smallest distance to the database is larger than its 
edge distance in the MST, however, the feature vector connected to by this edge in the MST has 
been a normal feature vector, the feature vector is believed to be a normal feature vector. After 
this filtering operation is applied to all the collected new images, the obviously normal feature 
vectors have been removed and those left are likely candidates for a novel percept. These retained 
feature vectors are used to form a second MST. To form clusters from this new MST, edges are 
sorted and cut off in decreasing order until several clusters appear. If there is a significant 
difference between each cluster’s average distance to the database, the cluster with highest 
average distance is believed to be associated with the novel object. This process is continued until 
satisfaction. Though this approach is time-consuming, it is accurate and stable. Following this 
algorithm, 1,801 new feature vectors, labeled Object 12, are added into the original database. To 
evaluate this approach, two test images are used as shown in the left side of Fig 7.18. The two 
processed images in the middle of Fig 7.18 are obtained using pure nearest neighbor search and 
the two in the right of Fig 7.18 are the results using approximate nearest neighbor search tree 
constructed from the updated database. The robot has successfully and autonomously learned the 
novel percept. 
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Fig 7.18 (left) original images, (middle) pure nearest neighbor search results, (right) search 
tree results 
 
 
Conclusion 
In this research, the basic issue of a vision-based autonomous mobile robot system has been 
addressed by integrating the working memory system into a vision-based mobile robot perceptual 
system. Particularly, an autonomous perceptual system has been addressed from the feature 
vector generation, similarity measure selection for natural association, to unsupervised clustering 
for database construction and fast search implementation using tree structure. It seems that the 
mixed similarity metric performs better than the Euclidean metric and that fast segmentation with 
respect to the database search tree works reasonably well. The working memory toolkit, as a 
biologically inspired model of the PFC and midbrain dopamine system, has been incorporated 
into the robot control system and validated in the context of a real-world working memory task. 
Further, an application of the transverse patterning problem to landmark identification has 
been explored using the WMtk and a single perceptron. The specific scenario that we are studying 
assumes that there is a target location that the robot is able to recognize visually. Based on the 
experimental results, it can be concluded that conjunctive coding using the WMtk can do a better 
job than perceptron even with the appearance of a distracting percept. This is particularly useful 
for tasks that require visually-stable landmarks be identified and tracked so as to build a map of 
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the environment. However, questions exist with regard to how to find a reward mechanism so that 
the peak weights correspond to combinations of non-empty distinctive percepts. 
Finally, two non-conventional approaches for novel object detection are proposed. The online 
approach is fast but may be less reliable, the offline approach is more reliable but computationally 
expensive. This suggests that the latter method may be used as a so-called reflective process, i.e., 
run when the robot is not occupied with a task. It has been shown that both approaches can 
provide an accurate and robust solution to the novel object detection problem in applications. 
Therefore, the two novel object detection methods are complementary. Experimental results 
suggest that the proposed novelty detection methods provide a basis for continuous learning, 
which is important to supporting developmental robotics. 
 
Future Work 
Future work includes whether a more accurate cluster selecting criterion should be used, and, 
finally, whether a better unsupervised method exists for clustering the feature vectors based on 
the mixed metric. For the application of the transverse patterning problem to landmark 
identification, questions exist with regard to how to find a reward mechanism so that the peak 
weights correspond to combinations of non-empty distinctive percepts. As to novelty detection, 
the computational efficiency and scalability of both methods inspire our confidence to generalize 
the proposed methods to multiple novel object detection in future work. 
  93 
 
APPENDIX A 
 
HUMAN VISUAL SYSTEM 
 
The brain is an incredibly complex structure. It consists of cells called neurons. Neurons are 
complicated in structure as well, but may be approximated as shown in Fig A.1. The cell receives 
input from other cells through the dendrites. The input signals tend to activate the cell, and if it is 
sufficiently activated, it fires. This means that it produces an output which travels along the axon 
and is passed to the dendrites of other cells through connections called synapses or foot. The 
elaborate branching structure of the dendrite tree allows a neuron to receive inputs from many 
other neurons through synaptic connections.  
 
 
 
 
 
 
 
Fig A.1 A simplified model of a neuron 
 
The brain contains around 1011 neurons, which have more than 1015 synapses and at least 
2000 miles of axonal connections [18]. However, as we will see, there are several rules of 
organization that simplify the explanation of how the brain works. First, neurons with similar 
patterns of connections and response properties are clustered together to form areas which seem 
specialized to perform different tasks. Second, many of these different areas themselves are 
subdivided into smaller processing units such as columns, which is a common feature within the 
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visual system. Finally, there is a duplication of visual areas on either side of brain, a feature called 
lateralization which allows the brain to carry out a greater variety of tasks with a limited amount 
of brain tissue.  
Vision is the primary sensory modality in human. The human visual system starts from the 
eye. Its basic structure is shown in Fig A.2. The basic function of the eye is to catch and focus 
light from the target stimuli onto the retina at the back of the eye. Once the image has been 
focused on the retina, this pattern of light will be transformed into a pattern of neural activity that 
can accurately represent the image. The retina consists of three main layers: the receptor cell 
layer, the bipolar cell layer and the ganglion cell layer. The photo receptors form synapses with 
bipolar cells which in turn synapse onto ganglion cells, whose axons travel through the optic 
nerves and leave the eye to the brain at a point called the optic disk. There are also two other 
layers in the retina: the outer plexiform layer, containing horizontal cells, and the inner plexiform 
layer, containing amacrine cells. These cells transmit information in a direction parallel to the  
 
Fig A.2 Cross Section of Human Eye 
 
surface of the retina and so combine or subtract messages from adjacent photoreceptors. 
Therefore, the retina behaves like a high pass filter, emphasizing changes and discontinuities in 
illumination, and sending the contrast between light and dark spots required for the formation of 
precise images to the brain via the optic nerve. 
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The transformation or transduction of the light energy into a neural signal is carried out by 
the light-sensitive receptor cells (photoreceptors) in the retina. There are two types of 
photoreceptor: the cones and the rods. The cones are concentrated in a small area of the retina 
called the fovea. They mediate diurnal visual function and provide high-acuity color vision. In 
contrast, the rods mediate nocturnal vision and provide only low-acuity monochrome vision. 
Therefore, the range of possible light intensities is divided between these two photoreceptors, 
with the cones responding to high intensities and the rods to low intensities. There are around 120 
million rods and 6 million cones in the human retina, distributed as shown in Fig A.3. Each of the 
126 million photoreceptors signals information on how much light is absorbed at a particular 
point in the retina. However, it is at the level of the retinal ganglion cells that the information 
relating to retinal regional light differences is extracted. Each ganglion cell is connected to a 
number of photoreceptors via bipolar cells and its activity is altered by the stimulation of the 
retinal area 
 
                   
Fig A.3 Distribution of cones and rods around fovea 
corresponding to these photoreceptors. This retinal area is called the ganglion cell’s receptive 
field. The photoreceptors in a particular receptive field are arranged in what is called a center- 
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Fig A.4 Center-surround receptive fields 
 
surround organization. There are two kinds of ganglion cell’s receptive field, ON-center, OFF-
surround cells and OFF-center, ON-surround cells, as shown in Fig A.4. In the first case, light 
falling on the center of the receptive field might result in the corresponding photoreceptors 
stimulating the ganglion cell (an ON response), while light falling just on the surrounding ring of 
photoreceptors might inhibit the ganglion cell (an OFF response). The opposite is true for the 
other case. When a whole receptive field is illuminated, both the ON-center and the OFF- 
surround are stimulated. Since the ON-center excites the ganglion cell, but the OFF-surround 
inhibits it, there is little change in the ganglion cell’s response. If an edge passes through the 
center of a receptive field, the ON-center receives an increase in light and will stimulate the 
ganglion cell, while the OFF-surround receives a reduced level of light and will not inhibit the 
cell as much as before. As a result, the ganglion cell is stimulated and will signal the presence of 
a light/dark boundary. Because the receptive fields of the ganglion cells are usually concentrically 
arranged, to detect the orientation of the edge, the responses of a number of ganglion cells should 
be compared (this comparison is made in the first cortical visual area).  
For retina color vision to be possible in humans, there are three types of cones: the blue, red 
and green cones. Blue cones are between 5 and 10% of the total cone population and form a ring 
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or annulus around the edge of the fovea. The rest are red and green cones which are randomly 
mixed together in small patches and clusters [110]. The blue or short-wavelength pigment absorbs 
maximally at 445nm, the green or middle-wavelength pigment absorbs maximally at 535nm, and 
the red or long-wavelength pigment absorbs at 575nm [111]. The sensitivities of these three cones 
to light wavelengths are shown in Fig A.5. In 1802, Thomas Young correctly proposed the 
trichromatic (three color) theory, which suggested that, for a human observer, any color could be 
reproduced by various quantities of three colors selected from various points in the spectrum. The 
responses from the three different cone classes are compared to allow color discrimination in an 
opponent manner. The basis of the opponent mechanism is: given that the receptive fields are 
very small in the fovea and comprise a comparatively small number of randomly arranged red 
and green cones, there will be an unequal number of these two cones in the center and the 
surround, resulting in color opponency. In other words, they give opposite responses to different 
parts of the spectrum in different parts of their receptive field. For example, the center might have 
an ON-center for green and an OFF-surround for red, and the opposite set of responses exist in 
the surround. 
Even though there are around 126 million photoreceptors, only 1 million ganglion cells exist 
to carry the information from the retina to the brain via their axons, suggesting a general 
convergence factor of 126:1. However, in reality, this convergence factor is not constant but 
varies with retina eccentricity. At the center of the fovea (where the cones dominated), the 
convergence factor may be as low as 1:1, and the sizes of the ganglion cell’s receptive field are at 
their smallest. As one moves out into the periphery (where the rods dominate), the convergence 
factor may be as high as several hundred to one and the receptive field size rapidly increases. The 
degree of convergence determines the spatial resolution of that part of the retina. The resolution 
(measured as visual acuity) refers to the ability to distinguish differences in the spatial 
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Fig A.5 The color sensitivities of cones 
distribution of light in the image. Therefore, at the center of the retina, spatial resolution is at its 
best. From the above, we can see that the basic purpose of the retina is not just to signal the 
presence or absence of illumination, but rather to condense and reorganize the information from 
the photoreceptors into patterns of neural signals from which information relating to the identity 
of objects and their spatial relationships in the environment can be derived. 
Moving up the visual system, from the retina to the lateral geniculate nucleus (LGN) and then 
on to successive cortical areas, visual neurons become responsive to more and more complex 
stimuli. But the visual system is not organized in just a serial, hierarchical pathway. Instead, 
different aspects of a stimulus (such as shape, color and motion) are analyzed in separate, parallel 
pathways. These pathways are usually divided into two broad categories: ‘what’ and ‘where’ 
pathways, with the ‘what’ pathway dealing with information about the stimulus features (such as 
shape and color) and the identity of an object, and the ‘where’ pathway dealing with spatial 
information about an object (such as motion and form derived from motion).  
The division of the visual system into two or more separate pathways starts to become 
evident at the level of the retina. There are several forms of ganglion cells in the primate retina. 
The P cells (sometimes called B or Pβ cells), constituting about 80% of the cells, are selective for 
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wavelength and high spatial frequencies and have slow sustained (tonic) responses. The M cells, 
constituting about 10% of the cells, are not wavelength sensitive but are sensitive to low spatial 
frequencies, have transient (phasic) responses and have faster conduction velocities. The 
subsequent pathways from these two cell classes are often referred to as the M or P pathways. At 
any one eccentricity, the dendritic field of the M cell is three times larger than that of the P cell, 
which shapes the functions of the subsequent visual areas.  
As shown in Fig A.6, the optic nerves or fibers, formed by the axons of all of the ganglion 
cells coming together, pass out of both eyes through the optic disc, join together and cross over 
each other at the optic chiasm, and project to the dorsal LGN, which can be found on each side of 
the brain. As a result, each hemisphere of the brain receives information from the opposite side of 
the visual scene. The LGN consists of six layers. Each layer not only receives input from only 
one eye (layer 2, 3 and 5 from the eye on the same side as the LGN, and layer 1, 4 and 6 from the 
eye on the opposite side), but also contains a complete map of the retina. The inner two layers, 
layers 1 and 2, contain larger cell bodies than those in the remaining four layers and receive input 
from M ganglion cells, and are therefore called magnocellular or M layers. The outer four layers 
input from type P ganglion cells and are called parvocellular or P layers. Since there are 
approximately 1.5 million LGN neurons, they show response properties very similar to the cells 
from which they receive input.  
The LGN neurons mainly project to the primary visual cortex which lies posteriorly in the 
occipital lobe. Also known as striate cortex or V1, the primary visual cortex is the first cortical 
visual area. The topography of the visual field is preserved in the projection to V1 from the LGN, 
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Fig A.6 From retina to primary visual cortex 
 
with relatively more cortex being devoted to the fovea than to the peripheral visual field. 
However, it is a much larger and more complex structure than the LGN and is composed of 
around 200 million cells compared with 1.5 million cells for LGN. Incoming bundles of fibers 
form clear stripes in this area, hence the name striate cortex.  It consists of six principal layers 
(and several sub layers) which are arranged in bands parallel to the surface of the cortex. As 
shown in Fig A.7, the axons from the LGN cells terminate on cortical neurons in layer 4. This 
layer is subdivided into three sublayers, A, B and C. Sublayer C is further subdivided into 4Cα 
and 4Cβ. The neurons in the magnocellular layers send their axons to neurons in layer 4Cα and 
the lower part of layer 6. This information is then relayed to layer 4B and from there to visual 
cortex area 2 (V2), visual cortex area 3 (V3) and visual cortex area 5 (V5). The neurons in the 
LGN’s parvocellular layers send their axons to the neurons in sublayer 4A and 4Cβ and the upper 
part of layer 6. The cells in layer 4Cβ then send their axons to layers 2 and 3 and from there to 
V2. The separation of inputs from the two eyes is preserved in layer 4. The cells from one LGN 
layer will project to groups of target cells in layer 4C, which are separate from those supplied by 
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the other eye. These cells group to form alternating stripes or bands in layer 4C. Above and below 
this layer, most cells are driven by both eyes, although with one eye usually being dominant.  
 
 
Fig A.7 Projection of LGN cells to layer 4 of V1 
 
According to the shapes of the cortical receptive fields, there seem to be two broad categories 
of neurons in V1: simple neurons and complex neurons. In addition, there is a class of cell found 
exclusively in layer 4C that has a concentric center-surround receptive field similar to that of the 
LGN and the retinal ganglion cells.  
Simple cells are found mostly in layers 4 and 6, which receive direct inputs from LGN. One 
type of simple cell has a receptive field that contains an extended narrow central portion flanked 
by two antagonistic areas. The center can be either excitatory or inhibitory. Such cells have an 
optimal activation by a bar of light that is no more than a certain width, but entirely fills the 
center area, and is oriented at a certain angle. The symmetry of the receptive field as well as the 
preferred orientation of light and dark bar varies with different cells. Another type of simple cell 
has a receptive field that may just consist of two longitudinal regions facing each other, one 
excitatory and one inhibitory. There is also a situation where the cell is sensitive to the length of 
the stimulating bar. For such a case, there seems to be an additional antagonistic area at the top or 
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bottom of the receptive field, and the optimal stimulus is an appropriately oriented bar or edge 
that stops in a particular place. These cells are named end-inhibited or end-stopped cells. 
Complex cells are most found in layers 2, 3 and 5. Like simple cells, these cells require a 
specific orientation of a dark-light boundary. But there are no longer distinct excitatory and 
inhibitory areas. There are two main classes of complex cell both of which respond best to 
moving edges or slits of fixed width and precise orientation. One type of cell responds best to a 
stimulus bar of a particular length, while the other type responds best to end-stopped stimuli. The 
best stimuli for these cells not only include a certain orientation but also a discontinuity, such as a 
line that stops, an angle or a corner. 
Unlike the M pathway being preserved in V1, the P pathway splits into two new pathways in 
the upper layers of V1. One is called the P-B pathway which seems to deal primarily with color. 
The other is called the P-I pathway, the neurons of which are sensitive to features such as the 
orientation of the stimulus and seem to mediate high acuity perception. 
In V1, there is an arrangement of columns called blobs that extend through layers 2 and 3 and 
through layers 5 and 6 [112]. The areas surrounding the blobs are referred to as the interblob 
region. The cells in the blob region are either color or brightness selective but not orientation 
selective. They receive input from the color-opponent P cells in the LGN, although their receptive 
field centers are larger and their color coding is double-opponent. In other words, they give 
opposite responses to different parts of the spectrum in the different parts of their receptive field. 
For example, the center might give an ON-response to green and an OFF-response to red with the 
opposite happening in the surround. These cells are therefore part of the P-B pathway. In the 
interblob region, most cells do not show color-coded responses but respond well to achromatic 
luminance-contrast borders, and thus stimuli of a particular orientation, such as lines or bars, 
which are formed by color contrast and used to identify borders. The cells in the interblob region 
are therefore part of the P-I pathway. From the above, it is easy to see that the blob and interblob 
systems seem to work in different but complementary ways. Further, both the parvocellular layers 
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and the magnocellular layers send inputs to the blobs. Thus the separation into P and M pathways 
first observed in the retina is preserved in V1.  
The striate cortex is an important area. Partially processed information from the retina and 
LGN is separated here and packaged up for more elaborate analysis in the specialized visual areas 
of the extrastriate cortex. Most neurons in V1 respond to more complex stimuli and have very 
different response properties from those of neurons in the preceding area. Because of this, new 
response features, such as sensitivity to lines and bars of different orientations and movements, 
appear along with a specialization of some neurons to an existing visual feature such as color.     
Although many neurons in V1 do respond to lines and bars as just mentioned, the optimal 
stimulus is a sine-wave grating which is classified by its spatial frequency [113]. Most neurons in 
the striate cortex respond best when a sine-wave grating of a particular spatial frequency is placed 
in the appropriate part of the visual field. For orientation-selective neurons, the grating must be 
aligned at the appropriate angle of orientation.  
There is a class of neurons in V1 which are unresponsive to single lines, bars, or edges but 
seem to be responsive to texture [114]. Responding preferentially to a sine-wave or square-wave 
grating of a particular spatial frequency and orientation, these cells do not seem to be frequency 
analyzers but, instead, respond to the ‘texture’ of the pattern. Nature surfaces have a rough 
texture. Being sensitive to texture and texture orientation, these cells can not only detect the 
presence of a surface but also its orientation. 
There are also about 10-20% of complex cells in the upper layers of the striate cortex which 
show a strong selectivity for the direction in which a stimulus is moving. The cell responds 
strongly to movement in one particular direction, but is unresponsive to movement in other 
directions. However, other complex cells do not show such a marked direction preference. 
As to color, the blobs contain color-opponent and double color-opponent cells, but the 
neurons will be either red/green opponent or blue/yellow opponent within a blob. The two forms 
of opponency are not mixed within a single blob [115]. In other words, individual blobs are 
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dedicated to the processing of one color-opponent system. Since there are more red and green 
cones in the retina than blue cones, different types of blobs are not equally represented in V1. 
There are more red/green blobs than blue/yellow blobs. The blobs often seem paired by bridges 
which have been found connecting blobs of different color opponency. However, the responses of 
neurons in the bridges are neither red/green nor blue/yellow but are mixed in spectral selectivity. 
To summarize, the cell in V1 is responding not to the perceived color but to the wavelength 
composition of a surface. 
As mentioned before, there are around 200 million cells in V1. These cells are organized into 
repeating columns and processing modules, which seems to be a standard pattern in all cortical 
visual areas, due to its efficiency of mapping a multi-dimensional stimulus, such as vision, onto 
an irregularly shaped piece of two-dimensional cortex. More specifically, each module receives 
information from other modules, performs some calculation and then passes it on to other 
modules. The neurons in each module are involved with the analysis of a particular portion of the 
visual field. As shown in Fig A.8, the modules consist of two units, each of which is centered 
around a blob. Since blob cells are sensitive to wavelength and interblob cells are sensitive to 
orientation and, in the case of the complex cells, movement as well, each module contains 
neurons sensitive to wavelength, movement and line or edge of particular orientation within a 
specific portion of the visual field. Within a module the response characteristics of cells are 
arranged systematically as shown in Fig A.9. For example, if a neuron in one position responds 
best to a line oriented at 45 degrees, then a neuron a short distance away will respond best to a 
line oriented at 40 degrees, etc. After traveling across both halves of the module, there are two 
180-degree rotations in the orientations of lines that best stimulate the neurons. Such an orderly 
progression of stimulus orientation in columns across the cortex seems to be an idealized version 
of cortical organization.  
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Fig A.8 The ‘ice-cube’ model 
 
 
Fig A.9 The ice-cube model of the cortex 
 
Regions of cortex adjacent to V1 are also concerned with vision. The main target of V1 is 
Visual Area 2 (V2), which immediately surrounds V1, as shown in Fig A.10, and is sometimes 
called area 18. Even though V2 receives input primarily from V1, each area contains its own 
representation of the visual field projected in an orderly manner. In V2, there is not any pattern of 
blobs or interblobs, but instead a pattern of stripes running perpendicular to the border between 
V1 and V2 and extending over the entire 8 to 10mm width of V2. There seems to be three types 
of stripe: thick stripes, thin stripes, separated by interstripes. The neurons in the M pathway 
project to the thick stripes. As a result, the neurons in the thick stripes show response properties 
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similar to the neurons in layer 4B and are orientation and movement selective. Many of them also 
show sensitivity to retinal disparity (the basis of stereopsis). The neurons in the blobs project to  
 
  
Fig A.10 Area V2 
 
the thin stripes, whereas the neurons in the interblobs project to the interstripes. More than half 
the neurons in the thin stripes are color sensitive (mostly double-opponent). But none of them are 
orientation selective. The neurons in the interstripes are orientation selective but not direction 
selective, nor do they show color selectivity. It is easy to see that the M pathway projects from 
layer 4B of V1 to the thick stripes, the P-B pathway projects from the blobs of V1 to the thin 
stripes, and the P-I pathway projects from the interblob regions to the interstripes. Though the 
organization of V1 is retinotopic in the sense that the visual field of the retina is mapped onto the 
surface of the cortex of V1, there seems to be three visual maps in V2 [116]: a visual orientation 
map within the thick stripes, a color map within the thin stripes, and a disparity map within the 
interstripes. Adjacent stripes are responsive to the same region of the visual field, so these three 
visual maps in V2 are interleaved, each representing a different aspect of the visual stimulus. As 
shown in Fig A.11, it is from V2 that the two pathways project to different cortical areas. 
However, the separation of the P and M pathways should not be overemphasized. There is some 
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communication between the two pathways, though the M pathway does seem to be more 
segregated. 
The M pathway projects to visual area 3 (V3) and visual area 5 (V5), both directly from 
layer 4B of V1 and through the thick stripes of V2. Most neurons in V3 are orientation selective 
and 
 
 
Fig A.11 The M and P pathways 
 
are thought to be involved in the processing of dynamic form. V5 is also known as the middle 
temporal visual area or MT. When motion is perceived, V5 is activated and is believed to process 
information on motion and stereoscopic depth [117][118]. Neurons in V5 are sensitive to the 
speed and direction of moving objects, and each neuron has a preferred direction of motion that 
stimulates its maximal response. Many of these neurons also respond to stereoscopic disparity, 
which corresponds to the visual plane in which the stimulus occurs. The M pathway then projects 
to the parietal cortex, which seems to be important for the integration of movement and depth into 
a representation of space. 
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For the P pathway, both the thin stripes (color) and interstripes (form) project to visual area 4 
(V4). The separation of the two subdivisions of the P-pathway continues here. The V4 cells in the 
P-B pathway are still sensitive to color but seem to display a higher sophistication of response 
than those neurons in preceding areas. These neurons respond not to the wavelength of light but 
to its ‘color’ [95], which is known as color constancy. The V4 cells in the P-I pathway are 
sensitive to simple shapes and objects. Therefore, V4 is also important for object discrimination. 
V4 projects primarily to the temporal visual cortex. There seems to be an integration of form and 
color to give a representation of complex objects in the temporal visual cortex. Neurons in this 
 
                                             
Fig A.12 The human cortex 
 
region are found to respond to complex patterns and objects, such as faces [119]. As we move up 
the object-processing pathway (V1-V2-V4-posterior IT-anterior IT), the receptive field of a cell 
gets significantly larger and the response properties of the neurons change. Most of these cells 
also have receptive fields close to, or including, the fovea (75% of anterior IT cells include the 
fovea). The increase in receptive field makes possible the development of a visual response that is 
unaffected by the size and position of a stimulus within the visual field. The cells also respond to 
more and more complex stimuli. For example, the majority of cells in V4 and in the posterior IT 
have been found to be sensitive to the ‘primary’ qualities of a stimulus, such as color, size or 
orientation, whereas cells in the anterior IT seem to be sensitive to complex shapes and patterns.  
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As mentioned in the above, it has been proposed that visual information is processed in two 
broad systems: the ‘what’ system (also called the ventral system) and the ‘where’ system (also 
called the dorsal system). As shown in Fig A.13, the ‘what’ system, through which V1 projects to 
the temporal lobes, is concerned with the identification of an object, whereas, the ‘where’ system, 
through which V1 projects to the parietal lobes, is concerned with the relative spatial position of 
an object [120]. Damage to the ‘what’ system does not impair performance of visuospatial tasks 
but does impair performance of object discrimination tasks. Damage to the ‘where’ system 
produces impairments of visuospatial tasks but does not impair the performance of object  
 
Fig A.13 The ‘what’ and ‘where’ systems 
 
discrimination tasks. The M and P pathways have been considered to correspond roughly to these 
two systems [121]. Being responsive to color and shape information and further to a 
representation of an object, the P pathway would seem to be ideal for the ‘what’ system. On the 
other hand, being responsive to motion, stereopsis and form derived from motion and further to a 
representation of spatial relationships in the visual field, the M pathway would seem to be the 
obvious candidate for the ‘where’ system. Like the M and P pathways, there is considerable 
communication between the two systems at all levels.  
Both streams project to the prefrontal cortical areas. The prefrontal cortex is an important 
region for short-term working memory. The ‘what’ system projects to the inferior convexity (IC) 
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ventrolateral to the principal sulus and the ‘where’ system projects to the dorsolateral prefrontal 
region (DL). Experiment results suggest that IC mediates working memory for objects and DL 
mediates spatial working memory. Although the visual system is composed of a vast number of 
neurons, its ability to process fully and store in memory distinct, independent objects is strictly 
limited. It has been suggested that objects must compete for attention and processing ‘space’ in 
the visual system, and that this competition is influenced by both automatic and cognitive factors.  
Now we move from the posterior part, which is mainly sensory, to the anterior part, which is 
mainly motory. As a matter of fact, the whole cerebral cortex projects to the basal ganglia, the 
output of which funnels back to the frontal areas of the cortex. In contrast to posterior cortex 
being ‘sensor’ cortex, the entirety of the frontal cortex, in general, is ‘motor’ cortex devoted to 
organismic action of one kind or another, such as skeletal movement of various body parts, ocular 
movement, the expression of emotion, speech, or visceral control and so on, together with 
considerable functional cooperation between them. The cortex of the occipital, parietal, and 
temporal lobes largely supports perception and perceptual memory, while the cortex of the frontal 
lobe supports action and motor memory. Substantial evidence is available that the memory 
storage and processing of perceptions are functions of large networks of interconnected neurons 
of the posterior cortex. Particularly, though by mechanisms still poorly understood, the 
hippocampus seems to play an essential role in the processing of memory formation. Being made 
of neurons representing the various inputs that, by temporal coincidence, have become associated 
attributes of that memory, a network represents a memory or an item of knowledge. The facts that 
perception and memory share to a large extent the same network and that perceptions are 
processed through pre-established memory networks are the neural foundations for the intimate 
relationship between perception and memory; we see the world the way we know it, the way we 
have learned to see it [53][54][55]. At the root of it, the sensory information is processed through 
hierarchically ordered areas of the posterior cortex and the neuronal networks (memories) they 
harbor. 
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Similar to the posterior cortical areas, the frontal areas are hierarchically organized as well for 
representation and processing of action. At the lowest stage of this frontal hierarchy is the 
primary motor cortex. Above it lie the premotor areas, above which, in the frontal motor 
hierarchy, are the dorsolateral areas of the prefrontal cortex. Like perceptual memory, motor 
memory is also hierarchical and motor memories have an orderly representation in that hierarchy 
of frontal motor areas. The frontal hierarchy is not monolithic but is separated into different 
action domains, each providing the neural substrate for the representation and processing of a 
different category of movement.  
In all instances prefrontal functions serve the purpose of ordering sequential action toward a 
goal, whatever that goal may be. In other words, the prefrontal cortex plays a fundamental role in 
the temporal organization of behavior because it provides neural support to three cognitive 
functions that are indispensable for conducting temporal sequences or gestalts of action: (1) short-
term memory (working memory), (2) motor attention or set, and (3) inhibitory control of 
interference [11]. The prefrontal cortex supports these functions not alone but in close 
cooperation with other brain structures. Working memory is memory in the active state that the 
organism needs and uses for the performance of acts in short term. The behavior of working 
memory goes beyond simple stimulus-response reflexes and is typified by delayed-response 
tasks, which was introduced ninety years ago by W.S. Hunter [13]. In the various forms of 
delayed-response tasks, the instruction cue disappears before the trigger appears in a given trial 
and the sensory stimulus and motor response are separated by a brief delay period, during which 
time the information contained in the instruction needs to be kept in short-term memory until it 
can be used for the reaction. That is, the prefrontal cortex will sustain activation of neuronal 
populations during the active retention of sensory information, as during the delay of a delay task. 
During the process of reaching a goal, the old content of short-term memory can be given 
renewed timelines and term by the action at hand, which is realized by reinforcement in the form 
of either reward or punishment. When the goal is attained, the content of short-term memory has 
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outlived its usefulness and must be discarded since its term has expired. A biological correlate for 
reward learning may be found in the activity of dopamine neurons, which respond rather 
uniformly to unexpected rewards which are particularly effective for learning. The selected action 
is maintained by the reinforcer. This kind of learning is thus called reinforcement learning by the 
machine learning community [66]. Being much more focused on goal-directed learning from 
interaction than are other approaches to machine learning, reinforcement learning is the basis of 
neurocomputational models for working memory. The second function of the prefrontal cortex is 
set, which is conventionally understood as the preparation for action or attention directed to 
prospective action. If the content of working memory is mainly sensory, the content of set is 
mainly motor. Being complementary to each other, they help mediate cross-temporal 
contingencies. The third function of prefrontal cortex, the inhibitory control of interference, is 
integrative and protects the structure of behavior, speech, or thought from interfering influences, 
external or internal, that may conflict with it and lead it astray.  
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APPENDIX B 
 
EIGHTY GABOR WAVELET MASKS 
 
 
 
Fig A. 14 Eighty Gabor wavelet masks [122] 
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