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Abst ract - -The  performance of parallel algorithms implementing the block SOR iterative method, 
used for the solution of linear systems arising from the discretization f elliptic BVPs by the finite 
element collocation method, is investigated in this paper. By making use of a recently introduced 
block tridiagonal partitioning of the collocation matrix, which yields faster rates of convergence, 
and its associated modified red-black ordering of unknowns and equations, we succeeded to increase 
the scalability of the problem. The study of the communicational and computational needs of the 
problem on a virtual parallel machine made possible the mapping of the resulted SOR-algorithm 
on a fixed size distributed memory parallel system, utilizing a simple pipeline architecture among 
its processors, in an optimum way. The proposed parallel schemes are being realized on a Parsytec 
cognitive computer via an SPMD programming model. Speedup measurements are used to reveal 
the efficiency of our implementation. © 2004 Elsevier Ltd. All rights reserved. 
Keywords--Successive overrelaxation (SOR), Collocation, Red-black orderings, Distributed 
memory parallel computers, MIMD, SPMD, Cognitive computers. 
1. INTRODUCTION 
The availability of advance-architecture parallel computers had a significant impact [1] on sci- 
entific computing. Part ia l  differential equation (PDE) solvers, as a central issue of scientific 
computing, attracted [2] a great deal of the research interest. Discretizers uch as the collocation 
method based on Hermite bicubic elements (cf. [3-5]) have been proven effective techniques for 
solving mainly elliptic PDEs (cf. [5-8]). And as the treatment by direct solvers of the corre- 
sponding linear systems tends to be space bound, especially for three-dimensional PDEs, the 
employment of iterative procedures becomes most appealing. 
In the above context, the pr imary purpose of this work is the parallel i terative solution of large 
linear systems arising from the discretization of the Dirichlet problem by the Hermite collocation 
method. 
It was Papatheodorou's work in [9] that  allowed the application of iterative procedures for the 
solution of the - - in  general - -nonsymmetr ic  and nondiagonally dominant collocation systems. The 
part icular eordering of unknowns and equations introduced in [9] resulted to a block tridiagonal 
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collocation coefficient matrix with nonsingular [10] diagonal elements. The study of the conver- 
gence behavior of SOR type iterative methods, initiated in [9], was completed in [11,12]. The 
reordering of the block tridiagonal collocation matrix to its normal two-cyclic form, introduced 
in [13], made possible the mapping of the SOR-type iterative methods on systolic [14], fixed size 
VLSI [13], and, recently, distributed memory transputer based [15,16] parallel architectures. 
The recent repartitioning (cf. [17]) of the block tridiagonal collocation matrix, the recovery 
of iterative methods with much faster rates of convergence, the large size of the collocation 
systems, and the availability of machines with a few, but powerful, processors triggered the 
present work. In Section 2, working similarly as in [13], we transform the block tridiagonal 
collocation matrix into a modified line red-black (or, equivalently, two-cyclic) normal form. Such 
a reordering of the collocation matrix results to the increase of the scalability of the computation 
and the direct release of parallelism. The mathematical formulation of the new reordering leads 
to the detailed determination of the computational needs of the problem given, in Section 2, in 
an algorithmic form. Section 3 contains the parallel implementation of our problem. Having 
studied the communicational needs of the problem on a virtual pipeline distributed memory 
parallel architecture, we partition the data in a way that keeps balanced both the computational 
and the communicationai load of the problem. Said partitioning is being successfully used to 
map the whole computation on a fixed size distributed memory pipeline parallel architecture. 
The realization of the suggested architecture on an entry level Parsytec CC-2 cognitive parallel 
computer is included in Section 4. Using an SPMD programming model we obtained speedup 
measurements which reveal the efficiency of our implementation. 
2. SOR FOR RED-BLACK COLLOCATION SYSTEMS 
Consider the Dirichlet problem 
v2~cx, y) = f(x, y), (~, y) • n, (2.1) 
~(x, y) = g(~, y), (~, y) • 0~, 
with i2 = (0, 1) x (0, 1). Assuming a uniform partition of the intervals I x = I y = [0,1] into ns 
subintervals I~ -- IVm, m = 1,. . .  ,ns which generates a uniform grid with spacing h = 1/ns and 
nodal coordinates (x~,yj), where x, = (i - 1)h and yj = (j - 1)h, i , j  = 1 . . . . .  (ns + 1). The 
Hermite bicubic finite element approximation seeks an approximate solution fi(x, y) in the form 
fi fi 
~(~, y) ~ ~(x, y) = ~ ~ ~,,j¢,(~)¢j(y), ~ = 2(~ + 1), (2.2) 
i----1 j----1 
where the basis functions ¢~(x) and ¢j(y) are the known one-dimensional piecewise Hermite cubic 
polynomials [9,13]. We note that, based on basic properties of the Hermite basis functions, the 
four unknowns 
a2i - l ,2 j -1 ,  a2i -  1,2j, a2i,2j-1, a2i,2j 
are associated with the node (xi, yj), since 
a2 i - l ,2 j -1  a2 i - l ,2 j  a2 i ,2 j -1  a2i,2j 
Xi 
a2i-l,2j-1 = ~(x~, yj), 
0 a2~-l,2j = h~f~(x~, yj), 
a2i,23-1 = h O~(x~, y~), 
02 
a2i,2j axo~xy 
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Some of the unknowns, 8ns + 4 to be exact, associated with nodes on the boundary af~, are 
determined beforehand by use of the boundary conditions. The collocation equations needed 
for the determination of the remaining n = 4n 2 unknowns are then constructed by forcing the 
approximate solution fi(x, y) to satisfy the PDE in n interior collocation points. These are the 
four Gaussian points in each of the n8 2 elements I~j. This procedure results to a linear system 
Ax = b, (2.3) 
where A is the n × n collocation coefficient matrix and 
x = Ix1 x2  . . .  x , ]  T -= [ 1,1 " "  
is the unknown vector, with n = 4n~. Notice that the block form of the collocation matrix A 
depends on the numbering of unknowns and equations. And as there is a one-to-one correspon- 
dence between collocation points and equations, a numbering of the equations i produced when 
we number the collocation points while a numbering of the unknowns is readily available when 
we number the unknowns associated with each node. 
The numbering of unknowns and equations, proposed in [9], resulted to a block tridiagonal 
collocation matrix A, in the particular partitioning form 
A = 
A2 
A4 
O 
O 
A3 -A4 O 
A1 -A2 O 
A1 A2 A3 -A4 
As A4 A1 -A2 
O 
O 
"°. 
O A1 A2 A3 -A4 O 
O A3 A4 A1 -A2 O 
O A1 A2 -A4 
O Aa A4 -A2 
where the (2ns) × (2n8) matrices A1, A2, A3, and A4 are defined in [16]. 
The above partitioning of the matrix A revealed its two-cyclic consistently ordered property 
and motivated the study of SOR-like iterative methods. More precisely, in [9,11,12], the AOR 
iterative method, defined by 
X (rnT1) = f~r ,  wX (rn)  J¢- e r ,  w ,  m -~- O, 1 ,  . . . , 
/:r,~ --- (D - rL)- l[(1 - w)D + (w - r )L  +wU], 
cr,~ = w(D - rL ) - lb ,  
(2.4) 
with, of course, A = D - L - U, was considered for the solution of the collocation system. Notice 
that whenever the acceleration factor r and the overrelaxation factor ~ satisfy r = ~ the AOR 
reduces to SOR. Therefore, the optimal AOR converges at least as fast as the optimal SOR. 
In fact, for the above block tridiagonal partitioning of the collocation coefficient matrix we 
have recovered methods [11], like for instance the extrapolated Gauss-Seidel, with much faster 
convergence than the corresponding SOR. 
Recently, in [17], another partitioning of the collocation matrix was considered and the con- 
vergence analysis of the associated SOR method was presented. The new partitioning of the 
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collocation matrix takes the form 
I A~o: A3 -A4 
A1 -A20  O 
A1 A2 A3 -A4 
A3 A4 !A1 -A20  
0 O A1 A2 A3 
A = 
O 
-A4 
As A4 A1 -A20  O 
O O At A2 As -A4 
As A4 A1 -A2 0 
0 0 A1 A2 -Aa 
As A4 -A2 
with 
where 
di g[A4  A4] pi 
DB = diag [ p,.._~].4 - . . .4 ,
HB =-d iag  [ p,._~].4 .-..,~ , 
(2.6a) 
(2.6b) 
(2.6c) 
(2.6d) 
[ ] [_A,] .~= A1 -A2 and z l = As . (2.7) 
A1 A2 As A4 
The renumbering of unknowns and equations, associated with the similarity transformation 
in (2.5), is a line red-black ordering scheme. That is to say, after we label red (black) the 
-liB] (2.5) DR PAPT = -HR DB ' 
and it arises naturally in cases of non-Dirichlet boundary conditions. 
It was shown [17] that the optimal SOR method, associated to the new block tridiagonal 
partitioning, converges much faster than all known optimal iterative methods from the AOR 
family, while at the same time successfully competes to the GMRES method restarted every 50 
steps. 
Motivated by the fast converge properties of the optimal SOR method we posed the question of 
how this particular ordering may affect he scalability of the SOR algorithm. We found out that 
a modified line red-black ordering scheme of the collocation coefficient matrix, based essentially 
on a similarity transformation f the collocation matrix A, doubles the scalability factor of the 
SOR method. 
To be precise, let us consider the newly repartitioned collocation matrix A E R n×~, with 
n = 4n 2, and assume without any loss of the generality that the number of subintervals i  even; 
that is to say n8 = 2p with p being a positive integer. Due to the two-cyclic nature of A it is well 
known [18] that there exists a permutation matrix P E R ~×n, such that the matrix PAP T takes 
the two-cyclic normal (or red-black) form 
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odd (even) vertical lines of the grid, any ordering Of unknowns and equations, such that every 
black line of unknowns and equations follows all the red lines is called red-black ordering. The 
grouping of unknowns and equations in a red-black scheme, the part icular ed-black ordering 
used as well as the new block structure of the corresponding red-black collocation matr ix are 
shown schematical ly in Figures 1-3, respectively, for n8 = 4. 
Based on the above formalism the collocation system in (2.3) can be equivalently written as 
PAP T (Px)  = Pb .  (2.8) 
And furthermore, upon writ ing 
PAP T = DA -- LA  - UA, (2.9) 
where 
0 LA  = 0 , and UA = (2.10) 
DA = DB ' Hr  0 ' 
RED BLACK RED BLACK RED 
OOOX I I OXDX I I O:X )X  I I OXOX I I OODX 
I i I 1 I I I I 
• I I e I I I e • I j o  • I I O 
I I I I I F I I 
• I I ° • I I ° • I I ° • I I ° 
OOXX I ~ XX; (X  I I X lq  KX  U I XXXX I I OOXX 
I I I t I I I I 
• I I ° • I I ° • I I ° • I I 0 
I I I I I I I I 
• I I ° • I I ° • I I ° • I I ° 
ooxx t I xx~x ( I xxicx I I xxxx  I I ooxx 
I I I I I I I I 
• I I e • I I ° • I I e • I I e 
I I I I I I I I 
• I I ° • I I e • i i ° • i I e 
ooxx  l i xxxx  i J x :~ cx  i J xxxx  u a ooxx  
I I I I I I I I 
• I I ° • I I e • I I ° • I I ° 
I I I I I I I I 
• I I ° • I I e • I I ° • I I ° 
oo  ox  
Figure 1. Red-black grouping of unknowns (x) and collocation points (e). 
oo 8 040  048 o16  024 
8 40 48 16 24 
7 39 47 15 23 
oo  7 '38394647 141S2223 
6 38 46 14 22 
5 37 45 13 21 
oo  5 36374445 12132021 
14 36  44 12 20 
3 35 43 11 19 
o o 3 34  35  42  43  10  11 18  10  
2 34 42 10 18 
I 1 33 41 9 17 
i 
ooo l  o 33  o41  o9  o17  
o5~ 064 oo  032  
56 64 32 
55 63 31 
• 545~ ~263 oo  3031 
54 62 30 
53 61 29 
52 53 ~0 61 o o 23  29  
52 60 28 
51 59 27 
50 51 58 59  o o 26  27  
50 58 26 
49 57 25 
o 49 o57  oo  o25  
Figure 2. Red-black numbering of unknowns and equations. 
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Figure 3. Block structure of the red-black collocation matrix. 
and assuming a conformal partitioning of the vectors Px  and Pb  into 
it can be easily seen that each AOR iteration step, pertaining to the red-black system of (2.8), is 
equivalent to the solution of the two linear systems 
DRX (re+l)= (1--W)DR x(m) +wHBx (m) +wbR, 
DBXy +1) = (1 -w)DBxy  ) + HR [ (w-  r)x (m) + rx (re+l)] + wbs. 
(2.12) 
Recalling now the definition of the block diagonal matrices DR and DB, from (2.6a) and (2.6c), 
respectively, it becomes apparent that for the determination of the X(R re+l) it is required to solve 
two 2n~-subsystems and p - 1 4ns-subsystems, while for the determination of the x (re+l) it is 
required to solve p 4ns-subsystems. Notice that, since said systems are independent ofeach other, 
their solution may be computed in parallel. Hence, the similarity transformation of (2.5) is a 
major contributor to the release of parallelism. A further improvement on the scalability of the 
whole computation is achieved upon the introduction of the block diagonal matrices TR and TB 
defined by 
TR = - diag[I G ..- G I] and TB = - diag[G ..- G], (2.13) 
where 
G = ~ and I e R 2~''2n" is the identity matrix. (2.14) 
Then, as the matrices TR and TB are nonsingular, the systems in (2.12) may take the equivalent 
form 
TRDRx (re+t) = (1 -w)TRDRX(m)+ wTRHBx(B m) + wTRbR 
-- (1 -  ÷ r )x r )  ÷ rx r  + 
(2.15) 
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where the involved matrices are described by 
TRDR = diag[A2 A1 A2 ..- A1 A2 
TBDB = diag[A1 A2 , "  A1 A2], 
1 
TRH B : - -~  
1 
TBHR = -~ 
- &] ,  
2A3 -2A4 O O . . .  O O O O 
A3 A4 As -A4 ... O O O O 
-A3 -A4 As -A4 ... O O O O 
: : : : ".. : : : : 
O O O O ... A3 A4 A3 -A4 
O O O O . . . .  As -A4 As -A4 
O O O O ... O O 2A3 2A4 
A4 As -A4 O O .-. O O O 
-A4 As -A4 O O -.. O O O 
O A3 A4 A3 -A4 " '  O O O 
O -A3 -A4 A3 -A4 ""  O O O 
: : : : : ".. : : : 
O O O O O -.. As A4 A3 
O O O O O . . . .  A3 -A4 A3 
O O O O O . . .  O O A3 
O O O O O . - .  O O -A3  
0 0 
0 0 
0 0 
0 0 
: 
-A4  0 
-A4  0 
A4 -A4 
-A4  -A4 
And as the matrices TRDR and TBD B are block diagonal, it is apparent hat for the determi- 
nation of the x (re+l) vector it is required to solve in parallel 2p 2ns-subsystems, while for the 
determination of the x (m+D vector it is required to solve in parallel another 2p 2ns-subsystems. 
Hence, the transformation of (2.15) doubled the scalability of the computation i (2.12). 
The corresponding SOR procedure is obtained from (2.15) by simply substituting r = w. In 
this case, (2.15) reduces to 
TRDRx (re+l) = (1 - w)TRDRX (m) + wTRHBx (m) + wTRbR, 
(2.16) 
T~D~x~ ''+~) = (1 - .~)TBD.x(; ~) + ~T~HRx~ m÷~) + .,Tsb~, 
or 
where 
TRDR~R = TRHBx (m) + TRbR, 
TBDB~B = TBHRX(R re+l) + TBbB, 
(2.17) 
1 
TRbR = 
that 
2bl 
b2 + b3 
ba - b2 
b2p-2  -b b2p_ l  
b2,-  1 - b2p-2 
2b2v 
1 
TBbB = -~ 
"b2p+l -t- b2p+2" 
b2p+2 - b2p+l 
b4p-1 q- b4p 
b4p - b4p-1  
(2.19) 
1 [x(m+l)_ (1_ 
0) 
For an algorithmic description of (2.17) above, assume a 2p-block partitioning of all vectors 
participating in the computation. Namely, 
xR = [x:x  . . .  x2 ] T and x ,  = x2 ÷ T . . .  x4 ]T, (2.18a) 
bR = [b~ b2 -r .-. b2~] -r and bB = [b2-r,+l bT2,+2 " " " b~p] -r , (2.18b) 
with n8 = 2p. Recalling now the particular structures of the matrices in (2.15) and observing 
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the detailed computation involved in equations (2.17) can be described by means of the following 
algorithm. 
SOR ALGORITHM. 
For m ---- 1 to  maxit or unt i l  <convergence> do 
el: Solve A2Xl  A ..(m) (m) = - 32`2p+i + A4x2p+2 + bl 
For j-- 1 top - i  do 
$2: So lve 2AIX2j A rx(m) ~-x (m) 1 ---- -- 3[ 2(j+p)--I " 2(j+p)~-lJ 
A rx(m) v (m) I 4L 2(j+p)+2 -- "2(j+p)J -[- (b2j + b2j+l) 
A r.  ( '~)  . (m)  1 $3: So lve 2A2x2j+1 = z*312`2(j+p)_ 1 - -  2`2( j+p)+l J  
(m) -- X (m) 1 (b2j+l - b2j) +A4[x~u+p)+2 - 2U+p)J + 
Enddo 
$4: Solve A2~2p = A3x(~._) 1 + A4x(4~ ) - b2p 
For j = 1 to  2p do 
s5: 2 .`4- (=+1) = w~.4 + (1 - w)x~ ~) 
Enddo 
$6: Solve 2AlX2p+l -- -l-13x 2A"  (re+l) q_ A4[x~m+,) _ x~m+l)] 
+(b2p+l -F b2p+2) 
_ (.,,+i) - , (.-,+i) + x~m+l) ]  $7: Solve 2A2~:2p+2 = --2*32- 2 ~- -A14[X3 
+(b2p+2 - b2p+l )
For j=2top- ldo  
^ __ A r. ( re+l )  ~ r. ( re+l )  v(m+l)l 
$8: Solve 2Alx2(.4+p)-i --~3LX2j_ 2 + x(~ +1)] -b n4[x2j+l -- A2.4_ 1 j 
+[b2(j+p)_l 4-  b=(~+p)] 
• i r. ( re+l )  _ X(27+1)] ..[.. -- r ( re+l )  -L x (m+l )1  S9: Solve 2A2x2(j+p) = z*312`2j_ 2 A4L"~2.4+l - -  2.4--1 J 
+[b2u+p ) - b2(j+p)_l] 
Enddo 
st0: Solve 2A1 4,-1 : + A4{x VI) _ 
+(b4p-1 + b4p) 
Sl l :  So lve 2A2:~4p --- ~3~2p_2~ ..(re+l)q_ A4[x(~+I) + 2`2p-1" (m+l)l] 
-t-(b4p - -  b4p-1) 
For j = 2p + 1 to  4p do 
S12: x~ re+l) = CdXj Jr (1--W)X~ m) 
Enddo 
$13: compute the er ror  norm and set  <convergence> 
enddo 
We remark that  each iteration step of the above algorithm needs for its execution on a serial 
machine computational t ime proportional to n~, due to the fact that  the most t ime consuming 
linear algebra operation is that of a 5 x ns banded matrix-vector operation or that  of a banded 
backward substitution (since we consider that  the LU-decomposition of the 5 x n8 banded ma- 
trices A1 and A2 has been performed once and for all before iteration starts) which in turn are 
of O(ns). 
3.  PARALLEL  IMPLEMENTATION 
The number of processors and the architecture of the parallel machine one has available and 
wants to compute with, are probably the most important factors that affect the ordering and 
the partit ion of the whole computation. Our model is a distributed memory system consisting of 
a few powerful processors interconnected in a pipeline fashion. As such, data and computation 
partitioning must take into consideration the particular architecture at hand and at the same time 
keep all processors busy during the whole computation. This no idle processor model requires 
both computational and communicational loads to be well balanced. 
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V1 V2 W2i-I V2i ~2p-I- 1 
\ A ' "A  A ' "?  
X1 X2p+l X2p-l-2 X2i-2 X2i-I X2p+2i-I X2p-[-2i X2p 
Figure 4. Pipeline architecture of virtual processors. 
A V i r tua l  Mach ine  
We found out that an easy way to observe the computational nd communicational needs of the 
problem is via a virtual parallel machine of identical architecture but with no constrains in the 
number of processors. Keeping in mind that the number of subintervals ns of the discretization 
in both x and y directions is even, that is to say ns = 2p with p being a positive integer, we 
assign one processor for each one of the 2p + 1 vertical grid lines. As shown also schematically in
Figure 4 above, the processors Vj (j = 1 . . . .  ,2p + 1) are interconnected in a pipeline fashion and 
each one of them has been assigned with the computational task of determining that part of the 
solution vector which corresponds to the associated grid line. 
Noticing also that odd processors represent red grid lines while even processors represent black 
grid lines and recalling, from (2.18), the 2p-block partitioning of all vectors participating in the 
computation, it becomes clear that each one of the odd processors V2~-1, i = 1,. . .  ,p + 1, has 
being assigned with the determination of the solution subvectors x2/-2 and x2i-1 while each one 
of the even processors V2i, i = 1, . . . ,  p, has being assigned with the determination of the solution 
subvectors X2p+2i_ 1 and X2p+2 i. The irregularity of missing vectors from processors V 1 and Y2pq_ 1 
is due to the boundary conditions. 
~i--2 X(m) ~/2i- 1 X(m) V2i 
2p-~2i--3 ~ d[[h _ 2p-t-21--1 
V x(,~) ~ x(,~) v 2p+2d--/ ~ 2p+2i 
X (re÷l) . (re-.F1) 
2i 2 X2i 1 
Observe now that in order for each one of the odd (red) processors V2i-1 to compute the new 
(re+l) ..(re+l) 
values of the solution vectors X2i_2 and ~'2i-1 , according to Steps $2 and $3, respectively, of 
the SOR algorithm described in Section 2, it is necessary to communicate with the neighboring 
black processors V2/-2 and V2i and receive the pairs of vectors ~2pq-2i-3'- (rn) ~2p÷2i-2v(m) and-2p+2i-l'(m), 
x(m) respectively, which are necessary to form the right side vector. 2p+2i, 
v2/-i -2.-2"c~+I) ~/ xO,,+l) v~/+l 
/ ~ 2:+1 
V v(m+l) V 
"2i--I 
x(~+l) (-'~+1) 2p-{-2i-I X 2p-{-2i 
Similarly, each one of the even (black) processors V2i in order to compute the new values of 
. ('m-t-l) . ( 're+l) 
the solution vectors J~2p-b2/.-1 ana x2p+2 / , according to Steps $8 and $9, respectively, of the SOR 
algorithm, it is necessary to communicate with the neighboring red processors V2~-1 and V2/+l 
~(m+l) v(m+l) ^ _.~ .(re+l) . (rn+l) and receive the pairs of vectors ~2/ , ~2~-1 ~l~u ~2~ , ~2~+1 , respectively. 
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Taking now advantage of the pipeline architecture of the virtual parMlel machine of Figure 4, 
the execution of the SOR algorithm on this machine may be described by means of the following 
pseudocode: 
for  m = 0 , . . . ,  max i t  or unt i l  <convergence> do 
execute Red cycle 
execute Black cycle 
compute the er ror  norm and set  <convergence> 
enddo 
where red and black cycles are described by the following. 
RED CYCLE. 
Communication Phase 
fo r i=2 top+l  do in parallel 
V2~-2 sends to V2i-i the vectors 
x(m) ,,(m) 
2p+2i--3 ~ "X2p+2i- 2
enddo 
for i = 1 to p do in parallel 
V2~ sends to V2i-1 the vectors 
x(m) vCrn) 
2p+2i-- 1' ~2p+2i 
enddo 
Computation Phase 
fo r i=  i top+l  do in parallel 
..(m+l) and v(rn+l) V2i-1 computes ~2i--2 ~2i--1 
enddo 
BLACK CYCLE. 
Communication Phase 
for i = I to p do in parallel 
V~i-1 sends to V2i the vectors 
(re+l) (rn+l) 
X2i-2 ,X2i-1 
enddo 
for i = 1 to p do in parallel 
V2i+l sends to V2i the vectors 
X(ra+l) v(m+l) 
2i ' A2i+l 
enddo 
Computation Phase 
fori----I topdo  in parallel 
_(re+l) . and - (rn+l) 
Y2i computes Z~2p+2i_ 1 2.2p+21 
enddo 
By inspection of the above algorithm onemay easily verify that the time t(c~m)m required for 
the communication phase of the m th iteration totals the time needed to send the packages of 
eight vectors (four during the red cycle and four during the black cycle) of dimension 4p (or 2n~) 
each or, even better, the time needed to send the packages of four vectors (two during the red 
cycle and two during the black cycle) of dimension 8p (or 4n~) each. The computation time 
t (m) required for the computation phase of the mth iteration is, as expected, of O(n , )  due to comp 
the fact that the most time consuming basic linear algebra operation for the determination of
each unknown subvector is that of a 5 × n8 banded matrix-vector peration or that of a banded 
+(m) that of calculating the error norm and backward substitution. An additional time cost ~norrn, 
deciding whether iteration continues, has to be added to the total time cost discussed above. 
This depends on the type of the error norm used to decide convergence. In Section 4 we use 
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two of the most popular convergence criteria, utilizing the relative error and the residual vector 
information, and we discuss their performance. 
Mapping onto a Fixed Size Architecture 
Let us now consider the case of implementing the SOR algorithm on a fixed size distributed 
memory parallel system, consisting of P processors 7)j (j = 1, . . . ,  P) which are utilizing the 
same simple pipeline architecture as the processors consisting of the virtual machine did. This 
can be easily done by mapping groups of virtual processors onto the processors of the fixed 
size machine and reschedule the communicational tasks. To be precise we shall introduce the 
necessary formalism to technically describe the mapping. 
Case of n~ = kP  
This is the most appealing case since the communicational behavior is uniform for all proces- 
sors. It is therefore worthwhile to be investigated in detail and certainly suggests a very good 
choice for ns. The mapping mechanism we shall follow is that of associating k consecutive vir- 
tual processors to each of the 7)j (j = 1, . . . ,  P) processors of the fixed size architecture. This 
mechanism proved to be safe as any other could result to increased communicational cost (see 
also Remark 1). 
V(j-1)k+l V(j-l)k+2 Vjk 
• • °°° -0  
O 
Following the above it becomes obvious that with each 7)j processor we associate the k virtual 
processors V(j_Dk+I, . . .  , Vjk. Notice that with the last processor 7~p we associate k + 1 virtual 
processors ince the virtual architecture consists of n8 + 1 processors. To decide about data 
association one has to observe the following. 
* Whenever k is even the indices (j - 1)k + 1 and j k  satisfy 
(j - 1)k + 1 is odd while j k  is even. 
Hence, the virtual processors V(j_l)k.}. 1 and Vjk are, respectively, red (odd) and black 
(even) processors and therefore schematically we have 
Red Black Red Black 
1 
Thus, with processor "Pj we associate the k red vectors 
xz, l = ( j -  i ) k , . . . , j k -  i, 
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and the k black vectors 
x2p+~, l = (j - 1)k + 1, . . .  , jk. 
• Whenever k is odd the indices (j - 1)k + 1 and jk  satisfy 
(j - 1)k + 1 and j k  are odd when j is odd 
while 
( j  - 1)k + 1 and j k  are even when j is even. 
Hence, the virtual processors V(j-1)k+l and Vjk are both red (odd) when j is odd while 
they are both black (even) when j is even and therefore schematically we have 
Red Black Red Black Red 
1 
0 
7~i, j is odd 
Black Red Black Red Black 
1 
O 
Pj ,  j is even 
Thus, when j is odd, with processor 7~j we associate the k + 1 red vectors 
Xl 
and the k - 1 black vectors 
X2p+l, 
l = (j - 1 )k , . . . , j k ,  
I = ( j -  1 )k+ 1 , . . . , j k -  1, 
while, when j is even, with processor 7~j we associate the k - 1 red vectors 
xl, 1 = ( j -  1)k + 1 , . . . , j k -  1, 
and the k - 1 black vectors 
x2p+/, 1 = (j - 1)k, . . .  , jk. 
We point out that red vector xo has to be dropped out from processor 7~1 and red vector x4v 
has to be associated with processor 7~p. Taking now into consideration the above analysis and 
noticing that 
* when k is even, the association of the k virtual processors follows the pattern RB RB 
..- RB,  where R stands for 'Red' and B stands for 'Black', implying that during the 
red cycle processor ;o 9 0 = 1 , . . . , P  - 1) has to send to processor ;o9+ 1 the vectors 
which axe associated with its last black virtual processor Vjk, while during the black cycle 
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processor P)+l has to send to processor P9 the vectors which are associated with its first 
red virtual processor Vjk+l; 
• when k is odd, the association of the k virtual processors follows the pattern RB RB 
• .. RB  R, when j is odd, and BRBR . . .  BRB,  when j is even, implying that during 
the red (respectively, black) cycle processor Pj (j = even) (respectively, j = odd) has to 
send to processors Pj-1 and Pj+l, respectively, the vectors which are associated with its 
first and last black (respectively, red) virtual processors V(j-1)k+l and Vjk; 
the execution of the SOR algorithm on this fixed size parallel machine may still be described by 
means of the same pseudocode with that of the virtual machine, however the red and black cycles 
are now taking the following form 
RED CYCLE FOR EVEN k 
Communication Phase 
for q = 1 to s do in parallel 
~2q-i sends to ~D2q the vectors 
x(m) .(m) 
2p+(2q-1)k-l' A2p+(2q-1)k 
enddo 
for q= i to ~ do in parallel 
~2q sends to 7:)2q+1 the vectors 
x(m) v(m) 
2p+2qk- 1, "'2p+2qk 
enddo 
Computation Phase 
for j= l  to P do in parallel 
fo r  l=( j -1 )k  to j k -1  do 
~ computes x} re+l) 
enddo 
enddo 
BLACK CYCLE FOR EVEN k 
Communication Phase 
for q= 1 to ~ do in parallel 
~[:)2q+l sends to 7)2q the vectors 
x(m+l) v(m+l) 
2qk ~ "~2qk+l 
enddo 
for q=l  to s do in parallel 
~2q sends to ~[:)2q-1 the vectors 
x(m+l) x(m+l) 
(2q-1)k' (2q-1)k+l 
enddo 
Computation Phase 
for j= l  to P do in parallel 
fo r  l=( j -1 )k+l  to jk do 
~(m-I-l) ~)j computes A2p+/ 
enddo 
enddo 
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RED CYCLE FOR ODD k 
Communication Phase 
for q = 1 to s do in parallel 
7)2q sends to P2q-I the vectors 
x(m) v(m) 
2p+(2q-1)k'~2p+(2q-1)k+l 
enddo 
fo r  q = 1 to  ~ do in  para l le l  
7)2q sends to  P2q+l the vectors 
x(m) v(m) 
2p+ 2qk- 1 ' ~2p+ 2qk 
enddo 
Computation Phase 
for j = 1 to P do in parallel 
if j odd then 
fo r  l= ( j -1)k to  jk do 
~j computes X} m+l) 
enddo 
else 
for l=( j -1 )k+l  to j k -1  do 
~j computes x} re+l) 
enddo 
endif 
enddo 
BLACK CYCLE FOR ODD k 
Communication Phase 
for q = 1 to s do in parallel 
7)2q_1 sends to 7)2q the vectors 
x(m+*) x(rn+ 1) 
(2q-1)k-l~ (2qk-l)k 
enddo 
for q = 1 to ~ do in parallel 
~)2q+l sends to ~2q the vectors 
X(m+l )  . ( re+l)  
2qk ~ ~2qk+l 
enddo 
Computation Phase 
for j = 1 to P do in parallel 
if j odd then 
for l=( j - l )k+ l  to jk-I do 
v(m+1) 
~oj computes "2p+l 
enddo 
else 
fo r  l=  ( j -1 )k  to  j k  do 
(re+l) ~'j computes X2p+Z 
end.do 
endi£ 
enddo 
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where in all the above the integers and ~ are defined by 
1 if P odd, f P - 1 if P odd, 
' / 2 ' (3.1) 
s = p s = P - 2 if P even. ~-, if P even, ~ ,  
By inspection again of the above algorithms one may easily verify that while the communication 
cost, in all cases, remains the same as that in the case of the virtual architecture, the computation 
time from O(ns) becomes O(kns) = O(n~/P) due to the serial loops of order k. 
Case o fns=kP+v, l<v<P-1  
In this case the mapping mechanism we follow is that of associating k consecutive virtual 
processors to each of the first P - v - 1 processors P j  (j = 1 , . . . ,  P - v - 1) and k + 1 consecutive 
virtual processors to each of the last v + 1 processors ~j  (j = P - v . . . . .  P).  Apparently the 
communicational behavior will not be uniform any longer for all processors. And although the 
algorithmic description of this case becomes more elaborate, careful treatment results in no 
increase to both computational nd communicational costs. 
To be more precise, let us first point out that the analysis for the first P - v - 1 proces- 
sors Pj  (j = 1 , . . . ,  P - v - 1) is exactly the same as that in the ns = kP  case. Notice now 
that to the last v + 1 processors Pj  (j = P - v , . . . ,  P) we associate the virtual processors 
Y(j_l)k+j_p+v+l,. . .  , Yjk+j_P+v.t. 1, And furthermore observe the following. 
• Whenever k is even both indices (j - 1)k + j - P + v + 1 and j k  + j - P + v + 1 are 
odd when j - P + v is even 
while they are 
even when j - P + v is odd. 
Thus, when j - P + v is even, both virtual processors  Y(j_l)k.t_j_Pwv+ 1 and Y3"k+j_P+v+ 1 are red 
(odd) and therefore with processor P j  (j = P - v , . . . ,  P) we associate the k + 2 red vectors 
xt, l=( j -1 )k+j -P+v . . . . .  j k+ j -P+v+l ,  
and the k black vectors 
x2p+l, l = (j -1 )k  + j - P + v + l,. . . , j k  + j - P + v. 
Similarly, when j - P + v is odd, both virtual processors  Y(j_l)k+j_P+v+ 1 and Yjk+j_p+v+ 1 are 
black (even) and therefore with processor 7~j (j = P - v . . . .  , P) we associate the k red vectors 
xt, l=( j -1 )k+j -P+v+l , . . . , j k+ j -P+v,  
and the k + 2 black vectors 
x2p+~, l=( j -1 )k+j -P+v . . . .  , j k+ j -P+v+l .  
• Whenever k is odd the indices (j - 1)k + j - P + v + 1 and j k  + j - P + v + 1 satisfy 
( j -1 )k+j -P+v+l i sevenwhi le jk+j -P+v+l i sodd .  
Hence, the virtual processors  V(j_l)k+j_P+v+ 1 and Vjk+j-p+v+l are, respectively, black (even) 
and red (odd) processors. Therefore, with each of the P j  (j = P - v , . . . , P )  processors we 
associate the k + 1 red vectors 
xl, l=( j -1 )k+j -P+v+l , . . . , j k+ j -P+v+l ,  
and the k + 1 black vectors 
x2p+t, l=( j -1 )k+j -P+v, . . . , j k+ j -P+v.  
For completeness purposes we shall produce the pseudocode for the case of even k, while for the 
case of odd k the analysis follows a completely similar pattern. For this, recall the analysis from 
above and the corresponding one from the ns = kP case, and notice that for the first P - v - 1 
processors 7)j (j = 1 , . . . ,  P -  v - 1) the association of the k virtual processors follows the pattern 
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RB  RB . . .  RB  while for the last v+l  processors 7)j ( j  = P -v , . . . ,  P )  the association of the k+l  
virtual processors follows the pattern RB RB . . .  RB  R, when j is odd, and BR BR . . .  BR  B, 
when j is even. This implies that, during the red and the black cycles, the communication pattern 
of the first P -  v - 1 processors 7~j (j = 1 , . . . ,  P -  v -  1) follows the one described for the k = even 
subcase of the n~ = kP  case, while the communication pattern of the last v + 1 processors 7)~ 
(j = P - v , . . . ,  P)  follows the one described for the k = odd subcase of the n~ = kP  case. And 
furthermore, since n~ and k are even implying that v is also even, we have that P - v is odd 
(respectively, even) whenever P is odd (respectively, even). Thus, the pseudocode of the red and 
black cycles, during the execution of the SOR algorithm, takes the following form. 
RED CYCLE 
Communication Phase for Odd P 
P-v-1 ~ to  ~ do in parallel fo r  q = 1 to  - - -y - -  and fo r  /~ = 2 
(m) v(m) 
7)2q_1 sends to 7)2q the vectors x2p+(2q_Dk_1,~2p+(2q_1)k 
_ (m) x(m)  7)24 sends to  7)24_1 the vectors X2p+24(k+l)_k_p+v , 2p+24(k+l)-k-P+v+l 
enddo 
~o~ q = 1 to  ~ and ~or ~ = ~ to  ~ do in para l le l  
(m) (m) 
7~2q sends to  7~2q+i the vectors x2p+2qk_l,X2p+2qk 
7)24 sends to  P20+1 the vectors x ('~) x (m) 2p+2(k+l)~-P+v' 2p+2(k+l)4-P+v+l 
enddo 
Communication Phase for Even P 
for q=1 to E~ and for ~--P-v+22 to P do in parallel 
x (m) x (m) 7)2q_i sends to ~)2q the vectors 2p+(2q-1)k-1' 2p+(2q-l)k 
X(m) x(m) 7)24_i sends to 7)24 the vectors 2p+(24-D(k+D-P+v' 2p+(24-1)(k+l)-P+v+l 
enddo 
~or q--I to P-~-------~ and ~or 0----e_~ to e_~ do in parallel 
v(m) v(m) 
7~2q sends to ~)2q-bl the vectors A2p+2qk--l' A2p+2qk 
v(m) v(m) 
~24+I sends to ~)24 the vectors A2p+2(k+1)4_p+.+ 1,~2p+2(k+l)4_P+v+2 
enddo 
Computation Phase 
for j=1  to P do in parallel 
if 1 _< j _< P - v - 1 then 
for l=( j -1 )k  to j k - I  do 
7~j computes x} m+l) 
enddo 
elseif j -Pq -v  even then 
fo r  l=( j -1 )k+j -P+v to  j k+ j -P+v+l  do 
_ ( re+l )  
7)j computes x l 
enddo 
else 
fo r  l=( j -1 )k+j -P+v+l  to  j k+ j -P+v 
7)j computes x} re+l) 
enddo 
endif 
enddo 
do 
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BLACK CYCLE 
Communication Phase for Odd P 
for q = 1 to ~ and for~ = ~ to L~! do in parallel 
7)2q sends to 7)2q-1 the vectors X(~atll)~k,X!2"Ra+ll))k_[_l 
~24 1 sends to 7)24 the vectors x/~+11 ~ k+: ~;:v,X(~+ll)(k+l P+v+l - ( - ) (  )-  ( - )  )- 
enddo 
for q---- 1 tO ~ and for O= P-~+I tO ~ do in parallel 
sends to the vectors 
~024+1 
enddo 
Communication Phase for Even P 
for q----1 to P~__~v and for ~= ~ to P do in parallel 
(re+l) (re+l) 
~02q sends to 7)2q-1 the vectors X(2q_l)k,X(2q_l)k+ 1 
(re+l) (re+l) 
7)24 sends to 7)24_ 1 the vectors X(24_l)k+2~_P+v,X(2~_l)k+24_P+v+1 
enddo 
for q= i to ~:~ and for ¢= PIv to ~ do in parallel 
se .~m+l) (re+l) 7)2q+1 nds tO 7)2q the vectors X2q k , X2qk+ 1
sends  to 7)24+, the vectors x~+l~q p+v,x~ +1).. 7)24 ( ) ' -  ( )4- P+v+l 
enddo 
Computation Phase 
for j--1 to P do in parallel 
i f  l <_ j<_P-v -1  then 
fo r  l=( j -1 )k+l  to jk do 
..(re+l) 
7)j computes ~2p-{-I 
enddo 
elseif j -- P + v even then 
fo r  l=( j -1 )k+j -P+v+l  to j k+ j -P+v do 
..(re+l) 7)j computes "~'2p+l 
enddo 
else 
fo r  l=( j -1 )k+j -P+v to j k+ j -P+v+l  do 
v(m+l) 7)j computes A2p+/ 
enddo 
endif 
enddo 
By inspection ow of the above pseudocode, we may easily verify that both computational nd 
communicational costs remain the same as in case ns = kP. The code and its realization though 
are more elaborate, and thus this case becomes less attractive than the ns = kP case. Therefore, 
whenever possible, n8 should be chosen as a multiple of the number of processors P of the fixed 
size architecture. 
REMARK 1. Besides the mechanism of mapping virtual processors, namely vertical grid lines and 
their associated unknowns, one could apply the mechanism of mapping directly the unknown 
subvectors onto the processors of the fixed size architecture. This mechanism though is not safe 
since it could lead to increased communicational cost. This happens, for instance, if during this 
process two vectors associated to the same virtual processor are mapped onto different processors. 
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4. REAL IZAT ION ON A PARSYTEC'S  CC-2  
Parsytec's cognitive computer (CC) is a distr ibuted memory MIMD machine consisting in 
principle of P PowerPC-604 processors connected either in a simple pipeline fashion among 
themselves or via a P way cross-bar HS-link router unit. The machine is running under PARIX.  
The CC-2 is an entry level system consisting of only two processors, just enough to get some first 
indicative results on the realization of our parallel algorithms. 
For the Dirichlet problem in (2.1), where the function f (x ,y )  is selected so that  u(x, y) = 
10¢(x)¢(y),  ¢(x) = e- l°°(x~-°' l )(x2 -x ) ,  the function g(z, y) = 0 and n8 = 2 j, j = 3, 4, 5, 6, 7, S, 
we used one of the two processors of the CC-2 machine to btain the sequential results included 
in Table 1. For convergence criteria we used two of the most popular ones, namely one that  
utilizes the relative error erel and is described by 
IIx m+l - x m ll <_ tol 
and one that utilizes the residual vector error eres and is described by 
= b - Ax(m+l) I[c¢ -< tol .  Eres  
Table 1. Time requirements of the sequential lgorithm for one iteration step. 
n$ 
8 4.54e - 4 
16 1.54e -- 3 
32 6.12e - 3 
64 2.77e - 2 
128 1.31e- 1 
256 5.82e - 1 
Red Black ere I Norm Total ere8 Norm Total 
5.29e - 4 
1.52e - 3 
6.23e - 3 
2.87e - 2 
1.32e- 1 
5.83e- 1 
1.50e - 4 
4.86e - 4 
2.23e - 3 
9.71e - 3 
4.55e - 2 
1.91e - 1 
1.13e - 3 
3.55e - 3 
1.46e - 2 
6.61e - 2 
0.309 
1.356 
1.50e - 4 
7.00e - 4 
2.80e - 3 
1.45e - 2 
7.01e - 2 
2.85e- 1 
1.13e - 3 
3.76e - 3 
1.51e - 2 
7.09e - 2 
0.33 
1.45 
The slight difference noticed between the computat ion times of the red and black cycles, al- 
though during both cycles we compute the same number of unknowns, is attr ibuted to the fact 
that  the determination of the first and last red subvectors requires reduced computat ional  cost. 
The t ime required to compute the norm of the residual vector is, of course, greater than the t ime 
to compute the relative error, since it requires a 5 x ns banded matrix-vector multiplication for 
the computat ion of the norm of each subvector. And while the relative error is computat ional ly 
more efficient on a serial machine, we point out that  for its computat ion on a pipeline architecture 
it is necessary to collect and subsequently distribute information from and to all processors. The 
time needed for this on the CC machine is O(log 2 P)  when the cross-bar outer unit is available 
and O(P) in the case of a simple pipeline architecture. In the later case, especially when P is 
large, the computat ion of the relative norm becomes a delay factor that  needs attention. An idea 
of overcoming this problem is to apply the convergence criterion locally. That  is, each processor 
decides for convergence based only on the data assigned to it. The convergence criterion utilizing 
the norm of the residual vector proved to have a far better behavior, with the local convergence 
strategy, than the relative error criterion, since the iterative process in each processor converged 
in about the same number of steps. We consider it, therefore, worthwhile to include its perfor- 
mance on the CC-2 machine (see Table 3), despite the fact that  for the case of two processors 
we expected a better performance (see Table 2) from the process that  utilizes the relative error 
global-convergence criterion. 
To produce the results in Tables 2 and 3 we implemented, via an SPMD programming model, 
the code for the n8 = kP, k = even case, since ns is a power of 2. By inspection ow observe the 
following. 
1. The computat ion t ime required during the red and black cycles is half of the corresponding 
ones required for the sequential algorithm, as expected. 
n8 
8 
16 
32 
64 
128 
256 
ns  
8 
16 
32 
64 
128 
256 
I terat ive  So lut ion 
Tab le  2. Per fo rmance  of  one  i terat ion  s tep  on  the  CC-2:  re lat ive er ror  case. 
Red  Cyc le  
Comp.  
2.61e - 4 
7.24e - 4 
2.88e - 3 
1.30e - 2 
6.33e - 2 
2 .85e-  1 
Comm. 
8.85e - 4 
9.05e - 4 
9.24e - 4 
9.42e - 4 
1.04e - 3 
1.35e - 3 
B lack  Cyc le  
Comp.  Comm.  
2.62e - 4 4.89e - 4 
7.78e - 4 5.23e - 4 
3.12e - 3 6.19e - 4 
1.45e - 2 6.84e - 4 
6.57e - 2 7.53e - 4 
2.93e - 1 1.01e - 3 
£rel Norm 
Comp.  Comm.  
9.00e - 5 6.27e - 4 
2.80e - 4 6.77e - 4 
1.22e - 3 7.20e - 4 
4.67e - 3 9.0e - 4 
2.28e - 2 7.53e - 4 
9.83e - 2 9.0e - 4 
Speedup 
1.540 
1.905 
1.993 
1 .997 
Tab le  3. Per fo rmance  of one  i terat ion  s tep  on the  CC-2:  res idua l  vector  e r ror  case. 
Red  Cyc le  B lack  Cyc le  
Comp.  Comm.  
2.61e - 4 8.85e - 4 
7.24e - 4 9.05e - 4 
2.88e - 3 9.24e - 4 
1.30e - 2 9.42e - 4 
6.33e - 2 1.04e - 3 
2.85e - 1 1.35e - 3 
Comp.  Comm.  
2.62e - 4 4.89e - 4 
7.78e - 4 5.23e - 4 
3.12e - 3 6.19e - 4 
1.45e - 2 6.84e - 4 
6.57e - 2 7.53e - 4 
2.93e - 1 1.01e - 3 
eres Norm Speedup 
Comp.  Comm.  
9.0e - 5 6.7e - 4 
3.8e - 4 7.2e - 4 
1.4e - 3 8.0e - 4 
6.6e - 3 8.2e - 4 
3.41e - 2 9.0e - 4 
1.45e - 1 1.0e - 3 
w 
1.550 
1.942 
1.998 
1.997 
969 
2. The communication time required during the red cycle also includes the processor syn- 
chronization delays, since the first processor has to compute k - 1 red vectors while the 
last processor has to compute k + 1 red vectors. 
3. Even though for the cases n8 = 8, 16 communication verhead oes not permit a 'right' 
speedup, for n8 > 64 speedup is getting very close to its theoretical optimum value of 2. 
Concluding, we point out that a similar analysis may be also carried out for the case of a ring 
architecture. 
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