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Abstract
Materials used in technology, from the development of nano-electronics to the efficient
conversion of solar energy to electrical power are under constant optimisation. The
factors that govern the size of field effect transistors, such as leakage current through
the gate or the on-state power consumption, and those that impact upon the efficiency
of optoelectronic devices such as non-radiative recombination and device aging arising
from defect migration are specific to the elements and compounds deployed in these
devices. Defects, whether intentionally incorporated such as electrical doping, or
unintentional contamination such as oxygen in silicon, may have a qualitative impact
upon the materials properties (e.g. conductivity), or limits in processing that need to
be accommodated in both the manufacture of devices, and in their operation.
Device miniaturisation for CPUs and photovoltaic efficiency improvements are two
areas developing in parallel for which a detailed understanding of the composition and
evolution of defects, dopants and impurities are particularly important.
In the project presented in this thesis, first principles density functional calcu-
lations within a supercell approach have been performed, with particular focus on
selected impurities in a range of technologically relevant materials, where the impu-
rities are likely to be incorporated due to their presence in the growth environment.
The host materials are divided into those relevant for nano-electronic devices and high
capacitance structures, being the perovskite titanates (SrTiO3, BaTiO3 and PbTiO3),
and material that has a role in the energy sector in photovoltaic cells, being cadmium
v
telluride (CdTe).
In the case of the titanate films, it is important to recognise that thin films are
often grown using organic precursors, and therefore carbon contamination is of key
importance. Although it is generally assumed that carbon is incorporated in such
materials in the form of carbonates, the results of the calculations performed for this
study challenge this, showing that a distribution of multiple sites occurs, depending
upon growth conditions and the Fermi level. Observable calculated for these struc-
tures, including their electrical properties and vibrational modes are presented to aid
the identification of the carbon sites in future experimental studies. Critically, car-
bon substitution at the Sr, Ba or Pb site leads to electrical effects not present for Ti
substitution. The similarities and differences between the three titanates are reviewed.
For CdTe, it has long been understood that oxygen is a common impurity grown in
thin-films, occurring in high concentrations across a range of growth methods. Vibra-
tional modes observed in experiment at 1096.78 and 1108.35 cm−1 have been variously
assigned to oxygen-containing point defects, but most recently to SO2 molecules dis-
solved in the lattice. However, the precise structure and location of these centres, as
well as the electrical properties of the defect, are yet to be determined. As with the
analysis of carbon in the titanates, density-functional simulations of SO2 in various
locations in CdTe show that several possible structures are low in energy, with the
equilibrium form depending upon growth conditions and the Fermi-level. It is shown
that a plausible candidate for the vibrational centre is an interstitial species, based
upon the frequencies and isotopic splittings.
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Chapter 1
Introduction
Global technology and modern industries are often looking for new materials to im-
prove the performance of electrical devices, trying to make them faster, lower in power
consumption, more efficient and smaller. For several decades, the dominant material
in electronic applications has been silicon. This is partly due to the fact that its native
oxide allows for the production of a dielectric from the same material as that which
comprises the electrically active regions, as in the field of transistor applications, for
example, and this material is low in impurities, optically transparent, low cost and
suitable for a wide range of operating temperatures. However, silicon suffers from a
number of problems which mean that it is highly desirable to move towards different
materials in specific applications. In the context of optical materials, bulk silicon,
due to its indirect band-gap, is of no practical use as an optical emitter, and as a
consequence most light-emitting solid-state devices are manufactured from compound
semiconductors such as CdTe and gallium arsenide (GaAs). The semiconductor CdTe
is an important compound used in photovoltaic (PV) devices, particularly solar cells.
CdTe is the only thin film photovoltaic technology which surpasses crystalline silicon
PV in terms of lower cost and flexibility.
Even in the applications where silicon has traditionally been an effective material,
problems are emerging, driven predominantly by the desire to continually miniaturize
device components into thicknesses of a few nanometres. As length scales become
1
2smaller, the advantages of silicon native oxide as a material are lost as the required
thickness of the gate dielectrics mean that devices are prone to breaking down. This
has led to substantial efforts to produce alternative dielectric materials that can be
integrated with conventional electronic materials such as silicon. Of these, possibly
the most promising are the metal-oxides, such as TiO2, HfO2, and perovskite titanates
such as SrTiO3, BaTiO3 and PbTiO3. However, the optical and electrical properties
of these materials are much less understood than for silicon, with specific problems
arising in the reproducibility of doping, and knowledge is lacking concerning the mi-
croscopic structure of the defects responsible for the conduction that is obtained.
Contributing to the development of these materials, computational methods have
proved to be effective in the determination of the properties of materials. They have
a long history of applications in the study of materials used in different kinds of
technology. Numerous properties of materials can now be determined from first-
principles, providing new insights into critical problems in physics, chemistry and
materials science. Amongst the first-principles approaches, density functional theory
has become one of the most widely used methods. This method may be used to
predict the properties of new materials as well as to model the properties of existing
systems.
In this project, the use of state-of-the-art simulation software based on quantum-
mechanical density functional theory will allow for the investigation of electronic ma-
terials in the contexts of semiconductors and dielectrics, with a particular focus on the
likely impurities to be incorporated due to their presence in the growth environment.
The host materials have been divided into those relevant for nano-electronic devices
and high capacity capacitors, which are the perovskite titanates (SrTiO3, BaTiO3
and PbTiO3), and a material that has a role in the energy sector in photovoltaic cells,
cadmium telluride (CdTe).
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1.1 Thesis structure
The thesis is divided into three parts; concerning theory and AMPRO modelling,
applications, and conclusions and future work. Each part is divided into chapters
and a summary of the contents of each chapter is provided below, along with general
references that might be helpful to the reader.
1.1.1 Part I - Theory and method
Part I outlines the methodology employed in order that the semiconductor problem
of interest can be understood.
Chapter 2 - Computational background and the AIMPRO package
In this chapter, a brief overview is provided of quantum mechanics density functional
theory and some approximations required to identify the ground state of a system
of electrons and ions in interaction are demonstrated. However, the main aim is to
discuss the AIMPRO formalism, including the methods and approximations adopted
for the calculations of experimental observables.
Chapter 3 -The AIMPRO calculation of observables
Based upon the fundamental approximations highlighted in chapter 2, there are addi-
tional approximations in their application, such as local vibrational modes, electrical
levels and thermodynamic stability. This chapter focuses on a number of the more
commonly used experimental techniques and explains the relationships which link
density functional theory with the relevant experimental techniques.
These background chapters are followed by four chapters containing the results of
the ab initio calculations.
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1.1.2 Part II - Applications
This part includes the results of ab initio calculations which have been obtained using
the AIMPRO modelling package. These results are discussed in the context of the
relevant experimental results.
Chapter 4 - Carbon impurities in strontium titanate
Given the potential importance of carbon contamination, and the relative paucity of
theoretical data, first principles calculations have been performed on the geometry,
electrical levels, electronic structure, vibrational modes, reorientation barriers and
formation energies of carbon defects for different sites in SrTiO3.
Chapter 5 - Carbon impurities in lead titanate
This chapter considers the role of carbon impurities in tetragonal PbTiO3. The struc-
tural, electrical, electronic, vibrational and energetic properties of carbon defects for
different sites in tetragonal PbTiO3 have been studied. The results for each of the
most plausible configurations are presented, and a simple thermodynamical model is
applied to determine which are most likely to appear in practice.
Chapter 6 - Carbon impurities in barium titanate
Again, the role of carbon impurities in perovskite titanate with different material
and structure, rhombohedral BaTiO3, has been investigated. The first principles
calculations in the frame of density functional theory have been used to determine
the accurate formation energy of pure BaTiO3, and then this is extended to explore
the stable structures of carbon impurities in rhombohedral BaTiO3. All possible
carbon sites have been considered in a range of possible charge states. In addition,
the physical properties, including geometries, electronic structures, electrical levels
and vibrational modes for the stable structures have been investigated and compared
with the relevant experimental results.
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Chapter 7 - Comparison of the properties of perovskite titanates
This chapter focuses on the main difference and similarity points of carbon defects
in three perovskite materials such as structural configuration, electrical levels, vibra-
tional modes, activation energy and formation energies.
Chapter 8 - SO2 impurity in cadmium telluride
The final applications chapter focuses on one of the most important materials used in
photovoltaic cells. The main aim of the present chapter is to resolve questions regard-
ing the likely site of the SO2 or related centre within the lattice, and to reflect upon
the possible mechanisms for motional averaging. Furthermore, evidence is provided
for the SO2 impurity in CdTe.
1.1.3 Part III - Conclusions
Chapter 9 - Summary
The final chapter presents the summary of the research work conducted and the major
conclusions drawn from the results reported in individual chapters. However, this the-
sis is by no means the end of the story. There are still numerous interesting problems
surrounding these advanced materials, both in in terms of theory and applications.
Possible future investigations are described which arise from the results of the present
research.
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1.2 Abbreviations
The following abbreviations have been used within this thesis.
Abbreviation Definition
AIMPRO Ab Initio Modelling PROgram.
DFT Density Functional Theory.
HF Hartree-Fock theory.
BZ Brillouin Zone.
LDA Local Density Approximation.
HGH Hartwigsen-Go¨edecker-Hutter.
MP Monkhorst-Pack.
NEB Nudged Elastic Band.
HOMO Highest Occupied Molecular Orbital.
LUMO Lowest Unoccupied Molecular Orbital.
T Temperature.
IR Infrared
PV Photovoltaic.
SC Self consistent.
G Gibbs free energy.
P Pressure.
V Volume.
S Entropy.
MEP Minimum energy path.
ABO3 perovskite oxides.
f.u. formula unit.
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1.3 Notation
The following notations have been used throughout this thesis.
Notation Definition
Ekin Kinetic Energy.
Vext External Potential.
Exc Exchange Correlation Energy.
UH Hartree Energy.
Veff Effective Potential.
Eg Kohn-Sham Energy Gap.
Ea Activation energy for forward migration.
Eb Activation energy for reverse migration.
ps Psudopotential.
Ef Formation Energy.
rc Cut-off Radius.
µi Chemical potential of atom species.
µe Electron chemical potential.
Ev Valence band top.
αM Madelung constant.
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Chapter 2
Computational background and the
AIMPRO package
In order to fully describe the quantum-mechanical behaviour of a stationary system
which has a number of interacting electrons, it is necessary to calculate its many-
electron wavefunction. In principle this can be obtained from the time-independent
Schro¨dinger equation. However, since the motion of each electron is coupled to that
of the other electrons in the system, it is not generally possible to solve this problem
analytically, and approximations are needed. This chapter gives an introduction to the
main concepts in density functional formalism. A brief explanation of the important
approximations which are implemented in AIMPRO code is then presented. The
AIMPRO code enables the application of density functional theory (DFT) to solve
problems in, for example, metals, semiconductors and insulators.
2.1 The many-body problem
Quantum mechanics has been used to provide an accurate description of a system. The
use of the Schro¨dinger equation is the fundamental task in describing the behaviour of
systems varying from atoms and molecules to complex solid systems. The problem is
finding the solution for a many-body system by solving the eigenvalue problem using
9
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quantum mechanics, where the Schro¨dinger equation in general is:
HˆΨi = EiΨi (2.1)
Here Hˆ is the Hamiltonian operator, which is a differential operator describing both
the kinetic energy and potential energy of the nuclei and electrons. Ei represents the
total energy of system and Ψi is a wave function which determines the positions and
momenta of all the particles in the system:
Ψ = Ψ(r1, r2, .....;R1, R2, .....) (2.2)
Here (r1, r2, .....rN) are electron coordinates and (R1, R2, .....RM) are the nuclear co-
ordinates. The electronic Hamiltonian for a molecule is the sum of all the kinetic and
potential energies for the electrons and nuclei in the system;
Hˆ = Tˆe + TˆN + VˆNe + Vˆee + VˆNN (2.3)
Here Tˆe represents the kinetic energy of the electrons, TˆN represents the kinetic energy
of the nuclei, and the three types of interaction VˆNe, Vˆee and VˆNN represent nuclear-
electron, electron-electron and nuclear-nuclear interactions respectively. Then:
Hˆ = −
N∑
i=1
~
2
2m
∇2i −
M∑
A=1
~
2
2MA
∇2A −
N∑
i=1
M∑
A=1
ZAe
2
4πε0riA
+
N∑
i=1
N∑
j>i
e2
4πε0rij
+
M∑
A=1
M∑
B>A
ZAZBe
2
4πε0RAB
(2.4)
Here
rij = |ri − rj|, riA = |ri −RA|, RAB = |RA − RB| (2.5)
where MA is the mass of nucleus A, m is the mass of the electron and Z is the
nuclei charge. The parameters e, ~, m and 4πε0 are unity in the atomic units ( au)
system. Consequently, 1 au in energy is equivalent to 27.212 eV and 1 au of length is
equivalent to a Bohr radius (0.5291 A˚). Therefore, in atomic units the Hamiltonian
can be rewritten as:
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H =
(1)︷ ︸︸ ︷
−
N∑
i=1
1
2
▽2i −
M∑
A=1
1
2MA
▽2A
︸ ︷︷ ︸
(2)
(3)︷ ︸︸ ︷
−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij︸ ︷︷ ︸
(4)
(5)︷ ︸︸ ︷
+
N∑
A=1
M∑
B>A
ZAZB
RAB
(2.6)
The first term represents the kinetic energy of the electrons, the second represents the
kinetic energy of the nuclei, and the third represents the nuclear Coulombic attraction
between the ith electron and the Ath nucleus. The fourth term refers to the electron
Coulombic repulsion between the ith and jth electrons, and the final term contains the
nuclear Coulombic repulsion between the Ath nucleus and the Bth nucleus.
Solving the Schro¨dinger equation directly is very difficult because all of the motions
of electrons and nuclei are coupled. Therefore important approximations are used.
2.2 The Born-Oppenheimer approximation
The Born-Oppenheimer approximation separates nuclear and electron motion. As nu-
clei are much heavier and slower than electrons, this approximation therefore removes
the nuclear kinetic term from the Hamiltonian to form an electronic Hamiltonian that
describes the motion of the electrons about fixed nuclei.
Ψtotal = ΨelectronicΨnuclear (2.7)
The electronic Hamiltonian, Hˆ, is usually written as:
Hˆ = −
N∑
i=1
1
2
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
−
N∑
i=1
N∑
j>i
1
rij
= Tˆe + VˆNe + Vˆee (2.8)
This approximation allows the electron problem to be solved separately, which achieves
a considerable reduction in the time needed for calculation.
2.3 Density functional theory
DFT [2–4] is a mathematical method that derives the properties of the system based
on a determination of the electron density n(r) of that system, rather than in terms
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of wave functions. The major challenge of any many-body theory is to reduce the
number of parameters needed to describe the system. DFT is an extremely successful
quantum mechanical modelling method used in physics and chemistry to describe
the electronic interaction of a many-body system in the ground state, such as atoms,
molecules, and solids [5]. In this theory, the electrons in solid materials obey the
Pauli principle and repulse each other according to the Coulombic potential. The
basic variable of the system depends only on three variables: the spatial coordinates
x, y and z. The most important advantage of DFT methods is a significant decrease
in computing time.
2.3.1 The Hohenberg-Kohn theorems
In 1964, Hohenberg and Kohn [6] proved an exact formal variational principle for the
ground-state energy, which is valid for any system consisting of electrons moving under
the influence of an external potential Vext(r). The ground state properties, in general
can be derived from the ground state charge density n(r) and the ground state energy
functional E[n(r)], can be written according to the first Hohenberg-Kohn theorem as:
E[n(r)] = F [n(r)] +
∫
n(r)Vext(r)d3r (2.9)
Here F [n(r)] is a universal functional, suitable for any number of particles and any
external potential. This functional depends only on the electron density, n(r). A
second theorem [5] states that the ground state density minimises the total electronic
energy of the system. The correct electron density n(r) is the one that produces the
minimum energy.
Although the Hohenberg-Kohn theorems are very powerful, they do not by them-
selves introduce any way to compute the ground-state density of a system in practice
since the functional E[n(r)] is not known.
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2.3.2 The Kohn-Sham Equations
In the Kohn-Sham (K-S) formulation of density functional theory, the total energy of
a system is expressed as a functional of the charge density, as in:
E[n(r)] = Ts[n(r)] +
∫
n(r)Vext(r)dr + UH [n(r)] + Exc[n(r)] (2.10)
Here Ts is the K-S kinetic energy of a fictitious non-interacting system of electrons
which has the same density n(r) as the real system, Vext(r) is an external potential
acting on the interacting system, Exc is the exchange correlation energy, and UH is
the electron-electron Hartree (or Coulomb) interaction, which is:
UH =
1
2
∫
n(r)n(r′)
|r − r′| d
3rd3r′ (2.11)
Kohn and Sham derived this by reintroducing one-electron wave functions ψi(r) for
the fictitious system. Therefore, the electron density can be written as:
n(r) =
∑
i
|ψi(r)|2 (2.12)
Then,
Ts[n(r)] =
∑
i
− ~
2
2me
∫
ψ∗i (r)∇2ψi(r)d3r (2.13)
K-S showed that the potential in the fictitious system is given by:
VKS(r) = Vext(r) +
∫ n(r´)
|r − r´|dr´ +
δExc
δn
(2.14)
The functions ψi(r) are found by solving the K-S equations:
−1
2
▽2 ψi + VKS(r)ψi = Eiψi (2.15)
Equations 2.12, 2.14 and 2.15 are solved to determine n(r) and this is then used in
equation 2.10 to determine the total energy.
The K-S approach thus achieves an exact correspondence of the density and ground
state energy of a system consisting of non-interacting Fermions and the real many-
body system described by the Schro¨dinger equation [5, 6].
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2.4 The exchange-correlation functional
Practical applications of DFT are based upon approximations for the assumed exchange-
correlation energy Exc. As the electrons move they try to avoid the repulsive interac-
tion from each other by creating a hole into which other electrons will not penetrate.
This is called the exchange-correlation hole and it gives rise to the term in the total
energy. Exc contains the difference between the exact and non-interacting kinetic en-
ergies and also the non-classical contribution to the electron-electron interactions, of
which the exchange energy is a part. The electron exchange is due to the fermionic
nature of electrons (leading to the Pauli exclusion principle) and correlations arises
from Coulomb repulsion [7, 8].
Several approximations of the exchange correlation energy Exc have been pro-
posed. One of these approximations is the local density approximation (LDA) [9]. In
this approximation, Exc is evaluated from the exchange and correlation energy of a
homogeneous electron gas with density n(r). This is an approximation of the form;
ELDAxc =
∫
n(r)ǫxc(n(r))dr (2.16)
Here ǫxc is the exchange-correlation energy density of a uniform electron gas of den-
sity n(r). The LDA approximation was expected to perform well for systems with
a slowly varying density. But, rather surprisingly, it appears to be very accurate in
many other (realistic) cases too. On the other hand, the LDA is inaccurate in strongly
correlated systems such as transition metal oxides and in the van de Waals bonding
systems. Although the DFT method in the LDA gives a reasonable description of non
homogeneous systems, it leads to underestimated values of lattice constants and band
gaps. Table 2.1 lists the calculated lattice constants and band gaps for three cubic
perovskite crystals, SrTiO3, BaTiO3 and PbTiO3. In this table, the calculated data
has been compared with the values obtained previously using the LDA and experi-
mental results. It is clear from Table 2.1 that the LDA calculations underestimate
the lattice constant and band gap for all three perovskites. The best agreement with
experimental lattice constants was obtained for SrTiO3 at within 0.5%. On average,
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the disagreement between the computed lattice constants and experimental values for
all three perovskites is no greater than 1.5%. The calculated band gap is dramatically
underestimated by around 50%, reflecting the well-documented underestimate arising
from the underpinning methodology (see Table 2.1). These calculations confirm the
tendency, which is well known in the literature, for the LDA calculations to under-
estimate the lattice constants and band gap. However, the estimated values for the
three perovskites are consistent with previous comparable calculations.
Table 2.1: Equilibrium lattice parameters a0 and energy band gapEg for cubic
SrTiO3, BaTiO3, and PbTiO3 crystal calculations by using LDA, compared
with theoretical and experimental results taken from published studies [10–
13].
Parameter method SrTiO3 BaTiO3 PbTiO3
a0/au This work 3.87 3.94 3.91
Previous theory 3.86 3.96 3.93
Experimental 3.89 4.00 3.97
Eg/eV This work 1.89 1.85 1.55
Previous theory 1.89 1.81 1.40
Experimental 3.25 3.20 3.40
2.5 Supercell technique
In order to simulate a defect in crystals substantial computing resources can be re-
quired. Therefore, some sort of balance between the computing cost and model size
has to be found by choosing an approximate structure. Two types of models have
been commonly used for computer simulation: clusters and supercells. A cluster is a
small group of atoms or molecules. It is like a big molecule cut out from the crystal.
At the boundary of the cluster, the dangling bonds may be saturated with hydrogen
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to remove the surface states. However, if the cluster size is not big enough or the po-
sition of the defect is not at the centre, defect–surface interaction may be significant.
The supercell approach is an important method which has been used to avoid surface
interaction by repeating the supercell infinity in all directions to form continuous crys-
tal, and thus each supercell is considered as a unit cell with an associated Brillouin
zone (BZ) (Sec. 2.6). The result is a periodic boundary condition and the simula-
tion will be for an infinitely large crystal. Any effect due to the surface is removed.
For example, in CdTe, defects are modelled using the supercell approximation, using
simple cubic cells with a side length of either 2a0 or 3a0, containing 64 and 216 host
atoms respectively.
With the supercell method, all of the states can be describe as an orthogonal basis
set and plane wave using a Fourier transition for the systems cannot be used with a
cluster. However, this approach is clearly more suitable for the modelling of a pure
crystal. If the supercell contains a defect, then the interactions between defects in
neighbouring unit cells becomes important. Therefore, a large unit cell is required.
Calculations presented in the application chapters have all employed the supercell
approach.
2.6 Brillouin zone sampling
In order to calculate the physical properties of the systems modelled with a supercell
framework, integration over the BZ is required. The first BZ is a uniquely defined
primitive cell in reciprocal space. AIMPRO code in the DFT formula uses a Monkhorst-
Pack (MP) sampling mesh [14,15]. With the MP scheme, the integrals are made from
finite numbers of points in the first BZ, which is called a k-points mesh.
In calculations, the density of the k-point sampling grid depends upon the nature
of the material. For example, semiconductors and insulators are usually treated using
a relatively small number of k-points. However, metal calculations need significantly
larger sets of k-points. On the other hand, for similar structures, the calculation of
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energy differences should be converged. In this project, MP sampling of 1 × 1 × 1,
2 × 2 × 2 and 3 × 3 × 3 has been performed for the oxygen vacancy defect in bulk
SrTiO3 (160 atom supercell), The results are listed in Table 2.2.
Table 2.2: Total energy for oxygen vacancy defect in bulk SrTiO3 model of
sampling 1× 1× 1, 2× 2× 2 and 3× 3× 3.
MP sampling: 1× 1× 1 2× 2× 2 3× 3× 3
Final energy (Ha): -4380.47253 -4380.477769 -4380.477788
From this table, it is clear that the energy difference between 2×2×2 and 3×3×3
is about 5.2 × 10−4 eV, which is less than 1meV. These sampling densities converge
by about 3.2 µ eV per atom. This value is negligible, and therefore MP sampling of
2× 2× 2 has been used for subsequent calculations in this work.
2.7 Basis set functions
Among the types of function used to represent charge density and Kohn-Sham orbitals
are plane wave basis sets and the Cartesian Gaussian function. The usual approach
adopted within supercell formalisms is to choose plane-wave fitting functions for both
the Kohn-Sham orbitals and the electronic charge-density. This choice is natural
because of the inherent periodicity of the system. Kohn-Sham orbitals for a point k
in the Brillouin zone are expanded in terms of plane waves:
ψλk(r) =
∑
G
cλk(G) exp[i(k +G).r] (2.17)
Here G is the reciprocal lattice vector, λ refers to occupied bands (including spin)
and ψλk are the Kohn-Sham orbitals. The orthogonality condition for plane waves
with different values of G ensures that no instabilities arise through near-linear de-
pendencies in the basis sets. The plane-wave expansion also has the advantage that
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there is only one parameter (the maximum |G| value) to be varied, enabling trans-
parency. The number of plane waves that are used in the fitting is determined by
the cut-off energy Ecut (all plane waves with G2/2 < Ecut are included). It is worth
mentioning that the energy cut-off must be large enough to cover a sufficient number
of plane-waves for the accurate expression of the electron charge density in order to
achieve qualitative convergence in the calculations. For example, the energy cut-off
as a function of total energy for SrTiO3 has been examined. The values of Ecut are
critical in terms of the impact upon the total energy accuracy. As shown in Fig. 2.1,
the total energy of SrTiO3 has been converged at 150Ha which is the default value
used in the working parameters of this thesis.
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Figure 2.1: Plot illustrating the convergence in the total energy for bulk
SrTiO3 as a function of the plane wave energy cut-off. These calculations are
performed using a primitive cell of the SrTiO3 lattice, which contains only
five atoms.
However, an extremely large number of functions need to be used to represent
localised states such as those seen in defects. An alternative is to use localised orbitals:
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ψλ(r) =
∑
i
cλi φi(r) (2.18)
Here φ may be Gaussian orbitals and ci are the coefficients varied to minimise the
energy. In AIMPRO, Gaussian s-orbitals take the form:
ψ(r) =
∑
i
ci exp[−αi(r −Ri)2] (2.19)
Here the exponent αi controls the width of the Gaussian, and R is the centre of the
location of the atoms. The Cartesian Gaussian types for p-orbitals are
ψpx(r) = (x− Rix)
∑
i
ci exp[−αi(r − Ri)2] (2.20)
ψpy(r) = (y −Riy)
∑
i
ci exp[−αi(r − Ri)2] (2.21)
ψpz(r) = (z − Riz)
∑
i
ci exp[−αi(r − Ri)2] (2.22)
and for d-orbitals
ψx2(r) = (x− Rix)2
∑
i
ci exp[−αi(r −Ri)2] (2.23)
ψy2(r) = (y − Riy)2
∑
i
ci exp[−αi(r − Ri)2] (2.24)
ψz2(r) = (z −Riz)2
∑
i
ci exp[−αi(r −Ri)2] (2.25)
ψxy(r) = (x− Rix)(y − Riy)
∑
i
ci exp[−αi(r −Ri)2] (2.26)
ψxz(r) = (x− Riy)(z − Riz)
∑
i
ci exp[−αi(r − Ri)2] (2.27)
ψyz(r) = (y −Riy)(z − Riz)
∑
i
ci exp[−αi(r −Ri)2] (2.28)
These are the six terms as the basis for the d-orbital, but mathematically they are only
five linearly independent combinations. The additional term is of the form x2+y2+z2,
which is spherically symmetrical and therefore s-like. So, the set of the d-state is
extended as l = 2 to generate an additional function with l = 0.
The basis set has a significant effect on the results; therefore, the selection of a
suitable basis set should be precise. A good example of this is bulk PbTiO3. The
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Figure 2.2: Plots showing the equilibrium phases for PbTiO3 related materials
as a function of µPb and µTi, as defined in section 3.4. The Ti basis sets are
(a) PbTiO3-dddd; and (b) PbTiO3-ddddd.
basis sets used to represent Pb, Ti and O in PbTiO3 are optimised so that they yield
a minimum in total energy for bulk PbTiO3. Several test calculations were carried
out to choose the most promising basis set for every one of these elements. The basis
set, PbTiO3–dddd has been chosen for Pb and O which consists of 40 functions per
atom. The four letters indicate the use of four different exponents, where each letter
(d) represents exponents of s, p and d functions (10 functions) up to and including the
orbital angular momentum l = 2. The first exponent is the smallest and the final one
is the largest. However, for the Ti atom a PbTiO3–ddddd basis set, which consists of
50 functions per atom, has been determined to give the best minimum energy of the
PbTiO3 system. This is clearly shown in Fig. 2.2. As shown in this figure, with a non-
convergent basis set of Ti (PbTiO3–dddd) the phase diagram of PbTiO3 is very narrow
Fig. 2.2(a) compares this with the effective basis set (PbTiO3–ddddd) in Fig. 2.2(b)
and this is very important in specifying the growth conditions. Similar procedures
are used in the determination of the exponents for all of the species that are used in
the calculations.
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2.8 Self-consistent method
The main requirement in solving Kohn-Sham equations is to calculate an accurate
minimum energy of the system. The wave function of a system is too complex to be
found directly. Therefore, an iterative procedure needs to be used. This procedure is
called a self-consistent (SC) calculation. SC means that the calculation runs in loops
and convergence is achieved when the results given by solving the SC equations are
consistent with the assumptions made at the beginning of the cycle.
Figure 2.3: Schematic representation of the self-consistent algorithm for a
density functional-based calculation.
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Before entering the SC cycle, a trial electronic density is build as a first guess.
This is taken from either the superposition of neutral atomic charge densities of the
system or from the output of a previous calculation. Using this trial density, the total
density functional Hamiltonian can be built. Then, the Hamiltonian is diagonalised
in order to calculate the energies. Now, a new charge density can be computed. If this
new updated charge density agrees with the input charge density, the end point of the
loop has been reached. The physical quantities can then be calculated, including the
total energy, the band structure, vibrational modes, and so on. On the other hand, if
the new charge density is not consistent with the input charge density, SC calculations
can precede mixing between the input and output charge density, and then the result
can be used as an input to the next cycle. Fig. 2.3 illustrates the major steps of a
density functional self-consistent loop.
2.9 Pseudo potentials
In solid systems, chemical bonds are significantly dependent on the valence electrons
rather than the tightly bound core electrons. Core electrons are extremely localised to
the nucleus and do not participate significantly in chemical bonding. Since the atomic
wave-functions are eigen states of the atomic Hamiltonian, they must all be mutually
orthogonal. Since the core states are localised in the vicinity of the nucleus, the valence
states must oscillate rapidly in this core region in order to maintain this orthogonality
with the core electrons. This rapid oscillation results in a large kinetic energy for
the valence electrons in the core region, which roughly cancels out the large potential
energy due to the strong Coulomb potential. Thus the valence electrons are much more
weakly bound than the core electrons. It is therefore suitable to attempt to replace the
strong Coulomb potential and core electrons by an effective potential, known as the
pseudo potential, and to replace the valence electron wave-functions which oscillate
rapidly in the core region with pseudo-wave-functions which vary smoothly in the core
region (see Fig. 2.4).
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Figure 2.4: Comparison of a wave function in the Coulombic potential of the
nucleus (blue) with one in the pseudo potential (red). The real and pseudo-
wave function and potentials match above a certain cut-off radius rc.
The calculation of pseudopotentials has significant benefits over an all-electron
calculation. One is that fewer basis functions are required and the numbers of electron
states needed for calculations are smaller. The second advantage is that the total
energy is not dominated by the core electrons.
In some cases, the core electrons will need to be reinstated if the calculated prop-
erty is associated with the core electrons, such as with hyperfine interactions. The
pseudo potential is fundamentally an approximation; therefore, for different materials
a careful choice may be made to minimise this impact.
The pseudo potentials used in AIMPRO come from the work of Harwigsen, Goedecker
and Hutter [16] which produced pseudo potentials for all elements.
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2.10 Summary
DFT is an important method which can be used to solve Schro¨dinger equation for
a quantum mechanical system consisting of a set of nuclei and electrons. It is im-
plemented in AIMPRO with various approximations, such as pseudo potentials and
functionals. With DFT the accuracy of calculations could be very high as shown in
terms of the lattice constants of perovskite oxides and similar levels of accuracy are
obtained for CdTe and silicon and for a whole range of materials without any em-
pirical input. These are simple examples of an experimental observable that can be
derived from DFT, but there are many others; some of which are described in the
next chapter.
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The AIMPRO calculation of observables
Several experimental techniques are employed in the study of defects in crystalline
solids. However, modelling techniques can be used to analyse many of the complex
problems faced in experimental work. Density functional theory is a successful method
used to calculate a significant number of experimental observables. This chapter
present an outline of the method by which density functional theory can be used to
estimate experiment observables.
3.1 Structure optimisation
In the modelling program, the main computational task is finding the stable equilib-
rium structures of a system. In order to achieve this, the forces on each atom in the
system must be calculated. These can be obtained when the self-consistent charge
density is determined, as mentioned in section 2.8. The force on any atom in the
system is given by the following equation;
fla = − ∂E
∂Rla
(3.1)
where Rla is the position of atom a, and l is the direction of the force in three directions
(x, y or z). Once the atomic forces have been calculated, the conjugate gradient
algorithm is adopted, which displaces the atoms in the direction in which the energy
is minimised. The structure that has the least energy is then viewed as the best
25
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estimate of the ground state structure. The structure is considered to be optimised
once the energy difference between the sequence of iterations is below 10−5Ha.
This method might give rise to an optimised structure which is not at the global
minimum energy. To reduce this uncertainty, several initial atomic forms of the same
defective system are modelled and optimised. The structure which has the lowest
energy then presumed to be the best estimate of the ground state structure. For
example, to calculate the optimised structure of carbon as an interstitial in tetragonal
PbTiO3, depending on the symmetry of the crystal, numerous structures have been
suggested as a starting point. One of these positions is where the carbon is located at
the midway point along the line between neighbouring Pb atoms on the edge of the
tetragonal unit cell. Another possibility has the carbon located along the line between
Pb and Ti sites in the body diagonal. The third one is which carbon located midway
along the line between two Ti neighbours so on. All of these structures have been
investigated, either in the polar or equatorial direction. Different minimum energies
have been obtained, and based on the calculations two configurations have been found
to be the lowest in energy. These may be characterised as CO and CO3 in terms of the
co-ordination with oxygen (see section 5.3.1). A similar process has been conducted
for carbon in the different sites in the perovskite oxides and also for SO2 in the CdTe.
These structures are described extensively in application chapters.
3.2 Vibrational modes
In a real crystal, atoms are not fixed at rigid sites on a lattice, but vibrate around
their equilibrium positions. Vibrational frequency calculations are very important in
identifying types of materials and distinguishing their defects. Infrared and Raman
spectroscopy are the powerful experimental tools used to characterise the defects in
the materials, where a mode is said to be Raman active if it yields a change in
polarizability while it is infrared active if it yields a change in the dipole.
One of the most important requirements for theoretical simulations is to be able
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to reproduce quantities that are experimentally observable. The vibration mode cal-
culations throughout this thesis are implemented using AIMPRO via the calculation of
second derivatives of the total energy with respect to the atoms displacement. Ini-
tially the system must be fully relaxed with a final self-consistent charge density. An
atom A is then subjected to a displacement by a small amount ε along the l direction.
Atom B then will feel a force along a direction m given by f+mB(l, A). Then atom A
is moved by −ε giving rise to a new force f−mB(l, A) on atom A. Using this procedure,
the second derivative, can be determined from
ΦlA,mB =
f+mB(l, A)− f−mB(l, A)
2ε
(3.2)
At each step of the calculation of the energy double derivatives, the self-consistent
energy and forces must be found. The dynamical matrix is then found as
D =
ΦlA,mB√
MAMB
(3.3)
whereMA andMB are the masses of atoms A andB. The eigen vectors of this dynamic
matrix are the normal coordinates, whereas the eigen values yield the squares of the
vibrational frequencies within a harmonic approximation as ε→ 0. However, the
displacement ε is finite. Therefore, some anharmonic terms are included. For this
reason, the calculated frequencies are termed quasi-harmonic [17], which is a source
of quantitative error in the calculations.
3.3 Band structure
Using first-principles, band-gap calculations have become possible for a wide range
of semiconductors and insulators. Each electron in these materials interacts with
other electrons. The electron energy states are determined by solving the Kohn-Sham
equations. The solution yields a set of continuous functions εn(k), where k is the wave
vector and n is an integer number termed the band index. The energy states εn(k)
form the band structure of the solid. The energy band that contains electrons is called
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the valence band (VB), whereas the empty band is called the conduction band (CB).
The band gap is the difference in energy between the valence and conduction bands.
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Figure 3.1: Calculated band structure of primitive unit cell SrTiO3 in the first
BZ, plotted along high-symmetry branches. Labelling on the x-axis follows
the conventions for special points at the zone-boundary for simple cubic BZ.
Occupied and empty bands are shown in solid blue and red lines, respectively.
The zero on the energy scale is defined to be the highest occupied state.
A large number the electronic structures and band plots have been determined
using AIMPRO code. The band shape is produced, as shown in Fig. 3.1 which depicts
the calculated SrTiO3 band structure along high-symmetry directions in the BZ. This
figure shows that there are number of energetically separated low-lying bands. For
example, the bands which arise from the O 2s state are located around -17 eV. These
bands overlap with a group of three narrow bands derived from the Sr 4p states
positioned around -15 eV. At the valence band region, there is a manifold of nine
bands, normally derived from the O 2p states. These locations agree well with previous
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LDA results [18]. However, systematic error has been observed in the band gap width
compared with experimental results, which is related to the LDA. For example, the
band gaps of SrTiO3, BaTiO3 and PbTiO3 have been calculated to be underestimated
by around 50% compared with the experimental values (see Table 2.1), and that of
CdTe is around a third of the experimental value (see chapter 8).
3.4 Formation energy
Defects are the source of many of the most interesting properties of solid materials.
Therefore, it is important to calculate the stability and solubility of defects in such
materials. With DFT, the formation energy approach has been used to calculate
the concentration and stability of defects with respect to the chemical potentials
of the atoms. The formation energy is the key quantity that must be calculated to
investigate the stability of dopants or intrinsic defects. According to thermodynamics,
the chemical potential of a species is the derivative of the Gibbs free energy, G, with
respect to the number of particles of the species, ni, that is
µi =
δG
δni
(3.4)
where x may be an atomic species or electrons. The Gibbs free energy equation is;
G = E + PV − TS (3.5)
where E is the internal energy, P is pressure, V is volume, T is temperature and S is
entropy. For rigid crystals, the second term, PV , is assumed to be very small and is
neglected, and TS is typically small at low temperature (around room temperature)
when compared with the separation between filled and empty electronic states, so this
could also be neglected. Hence, the Gibbs free energy can be written as
δG
δni
=
δE
δni
(3.6)
and then
E =
∑
i
niµi (3.7)
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In thermodynamic equilibrium conditions, µi is constant over the whole system.
So, for system X, the formation energy of a defect in the neutral charge state with
respect to the chemical potentials of its component species can be expressed as
Ef (X, 0) = Etot(X, 0)−∑
i
niµi (3.8)
where Etot(X, 0) is the total energy of the system X in the neutral charge state which
consist of ni species of type i. For a system which has defects with different charge
states, the chemical potential of the electrons must be considered in the calculations.
Therefore, the formation energy can be expressed as
Ef(X, q) = Etot(X, q)−∑
i
niµi + q(Ev(X, q) + µe) + χ(X, q) (3.9)
where Etot(X, q) is the total energy supercell (X) for a supercell in charge state q,
ni and µi are the number and chemical potential respectively of the atom species, µe
is the electron chemical potential, defined as zero at the valence band top Ev, and
χ(X, q) is a correction term to compensate for artifacts of the boundary conditions,
including the Madelung term for the charged centres;
χ(X, q) = αM
q2
Lǫ
(3.10)
where αM is the Madelung constant, L is a lattice parameter and ǫ the permittivity
of the material [19]. Equation 3.9 represent the defect formation energy as a linear
function of electron chemical potential. The formation energy can be used to calculate
the stability of the defect in different sizes of cells. Moreover, the formation energies
for all possible charge states of the system can be calculated, and which is the lowest
energy for any values of the electron chemical potential across the band gap can be
determined.
In crystals, for example, equation 3.9 contains terms representing the chemical
potentials under specific formation conditions of the species present, and of the elec-
tron reservoir. It is common simply to calculate the range of each µi defined by
the stability of the solid relative to the elemental phases of each constituent. Sev-
eral examples of formation energy calculations are discussed in depth in subsequent
application chapters.
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3.5 Electrical levels
Impurities or intrinsic defects in the crystal often change the electrical properties of
the material. They introduce electrical energy levels in the forbidden energy gap.
These levels arise from the defects breaking the symmetry of the perfect crystal.
They will capture and emit electrons and holes at different rates depending upon
the potential that defect produces in the crystal and the background doping and
temperature. Donor levels (occupied states) which are located close to the CB are
called shallow donors whereas the acceptor levels (empty states) located close to the
VB are called shallow acceptors. Deep donor and acceptor levels are located far from
the CB and VB respectively (Fig. 3.2). The band gap width and defect states in
the gap are responsible for the conductive properties and optical transitions of the
materials, particularly at the shallower levels, and hence affect the performance of
devices such as solar cells, diodes and transistors.
Formation energy (section 3.4) can be used to calculate the electrical levels which
represent transitions between charge states under equilibrium. These levels can be
calculated as the electron chemical potential where the formation energies for two
charge states are equal.
For example, the donor level (0/+) is the chemical potential of an electron at
which the formation energies of neutral and positive charge states are equal (Eq. 3.11),
whereas the acceptor level (−/0) is the chemical potential of an electron at which the
formation energies of negative and neutral charge states are equal (Eq. 3.12), as shown
in Fig 3.3. The plot allows the estimation of the electrical energy levels for the defect.
µe(0/+) when Ef (X, 0) = Ef(X,+) (3.11)
µe(−/0) when Ef (X,−) = Ef (X, 0) (3.12)
The effect of periodic boundary conditions and underestimated band gap on the
electrical levels is complicated and controversial as to the quantities to estimate.
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Figure 3.2: Schematic diagram of deep and shallow levels impurities in ma-
terials. Red and green curves represent the conduction and valence bands
respectively. Red and green lines refer to donor and acceptor levels respec-
tively. The difference between the valence and conduction bands represents
the energy gap Eg.
3.6 Diffusion
In general, complex chemical reactions involve several steps of electron transfer, mass
transfer, heat transfer, and so on [20]. Chemical reactions are considered as a tran-
sitional structure connecting two equilibrium states Si and Sf (Fig. 3.4). As shown
in Fig. 3.4, the particle at initial state Si can be thermally excited and overcome the
activation energy barrier Ea to reach the final state Sf , and this is considered as the
forward transition. Similarly, if a particle resides at state Sf , it also has the opportu-
nity to reach state Si . In this case, however, the reverse activation energy barrier Eb
is obviously larger than Ea. The difference between Ea and Eb is the energy differ-
ence between states Si and Sf . In this case, the backward transition is not favoured
compared with the forward transition.
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Figure 3.3: Illustration of the use of the formation energy, to obtain accep-
tor and donor levels for the system X, as a linear function of the electron
chemical potential. Red and green dashed lines represent acceptor and donor
levels respectively.The solid green and red lines represent the bulk valence
and conduction bands respectively.
In fact, usually only a small number of atoms directly participate in the processes
of forming or breaking bonds. Many other atoms in the system do not undergo changes
in electronic structure. For example, in the reorientation of CO3 in BaTiO3, for carbon
substituting for Ti only four atoms which directly participate in the chemical reaction
have been used to calculate the activation energy for CO3 reorientation (see Fig. 3.5).
Several methods have been used to calculate the activation energy for the diffusion
or reorientation of defects inside a material with AIMPRO code. The NEB method
[21, 22], which is used in this work, is an efficient method used to find saddle points
and the minimum energy path (MEP) between a given initial and final structure of a
transition.
Briefly, the NEB technique works by generating a chain of images between two
equilibrium structures by interpolating the coordinates of the atoms from one mini-
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Figure 3.4: Simple scheme representing the location of saddle the point be-
tween two relaxed structures. Si and Sf represent the initial and final states,
whereas Ea and Eb respectively represent the forward and reverse activation
energy barriers.
mum to another in order to determine the minimum energy path between the initial
and final structures. A fictional spring force is assumed between adjacent images
in so as to control the spacing between them. By using a modification of the NEB
method, termed the climbing image NEB, the highest energy image is driven up to
the saddle point. Only the highest image is optimised with the climbing constraint.
This image is not affected by the spring forces at all, and the true force at this image
along the tangent is inverted. The barrier is optimised until the image forces are less
than 10−4 au. If it is evident that additional saddle points are present, additional
images can be introduced starting from the best estimate from the interpolation (see
section 8.3.2).
The saddle point and its energy are important quantities used to study the tran-
sition processes. Once the saddle point energy is found numerically, the chemical
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(a) (b)
Figure 3.5: Schematic of (a) initial, and (b) final structures of CTi in BaTiO3
in a simple reorientation process. Blue, grey, red and black atoms represent
Ba, Ti, O and C respectively. Vertical and horizontal axes are approximately
[001] and [010] respectively, with the tilted view adopted to aid clarity.
transition rate can be derived for reorientation or migration. In addition to estimat-
ing the saddle points, NEB calculations can also determine the barrier shape which
is important in assessing the route of non-classical events such as tunnelling.
The outline in this section describes the basic principles of energy barrier calcula-
tions, and the applications of this method are shown in specific examples in chapter 8.
3.7 Summary
Many important experimental observations of properties can be determined from DFT
calculations. A range of these experimental properties have been reviewed in this
chapter, such as vibrational modes and electrical levels, which are successfully used
in this study. The application of these computational methods with various systems
is described and discussed in subsequent applications chapters.
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Chapter 4
Carbon impurities in strontium titanate
As mentioned in chapter 1, perovskite oxides have attracted both experimental and
theoretical attention due to their high permittivity, with SrTiO3 used in waveguides,
high capacity computer memory cells and as dielectric elements in electronic devices.
Different growth methods yield various qualities of material, and thin-films grown
using organic precursors lead to a high probability of carbon contamination. Using
density functional calculations, various structural configurations of carbon in SrTiO3
have been investigated, and the associated electronic properties and vibrational modes
of carbon-doped cubic SrTiO3 have been analysed. From such calculations it is found
that carbon substitution of the host species in SrTiO3 could be either electrically
active, such as in the substitution of Sr or O; or electrically passive, which is the
case with the iso-electronic substitution of Ti. The highly characteristic vibrational
modes predicted for the different configurations provide a route to experimental iden-
tification. Additionally, the corresponding formation energies suggest that the carbon
substitution of Ti is generally more favourable, but, under O-lean conditions, oxygen
substitution becomes significant, and for p-type material the substitution of Sr is also
possible.
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4.1 Introduction
Recently, perovskite materials have received considerable theoretical and experimen-
tal attention. Perovskite-based oxides exhibit many useful properties such as ferro-
electricity, piezoelectricity, superconductivity, and oxide–ion conduction, which make
them suitable for many applications such as optoelectronics [23], ferroelectric applica-
tions [24–26], waveguides [23], high capacity computer memory cells [23,27], dielectric
components in electronic devices [23], and optical switches [28].
In its basic and most highly symmetrical form perovskite can be described as a
cubic unit cell with the formula ABO3, where A represents a cation located at the
body centre position, in 12 coordination with surrounding oxygen ions. The B cations
are located at the cube corner positions, in 6 coordination with surrounding oxygen,
while the oxygen atoms themselves inhabit the spaces between the B sites, as shown
in Fig. 4.1(a) with an alternative view illustrated in Fig. 4.1(b). The basic structure
has been drawn with the A cation located at the cube corners, the B cation at the
body centre and O−2 ions at the face centres. The structure can also be regarded
as a set of BO6 octahedra arranged in a simple cubic pattern and linked together by
shared oxygen ions, with the A cations occupying the spaces in between. Fig. 4.1(c)
represents the 3–dimensional perovskite structure with shaded BO6 octahedra. The
cubic unit cell for bulk ABO3 is completely described by the space-group Pm3¯m, and
the following basis of atoms at the following positions: A: [0,0,0], B: [0.5,0.5,0.5] and
O: [0.5,0.5,0], [0.5,0,0.5] and [0,0.5,0.5].
The use of the perovskite structure derives from its ability to support a wide
diversity of cations on its two sites. The cation combinations in the structure which
are allowable are governed by charge neutrality and structure constraints. Charge
neutrality for the structure
Am+x B
n+
y O
2−
3 (4.1)
is given by
mx+ ny − 6 = 0 (4.2)
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(a) (b)
(c)
Figure 4.1: Representation of ideal cubic ABO3 perovskite: (a) A-centred;
(b) B-centred; (c) three-dimensional network of BO6 octahedra. The green
spheres represent the A cations, gray spheres represent the B cations, and red
spheres represent oxygen anions forming an octahedra. Vertical and horizon-
tal axes are approximately [001] and [010] respectively, with the tilted view
adopted to aid clarity.
A simple example of this principle is the material strontium titanate, SrTiO3.
Strontium resides on the A site as Sr+2, while titanium resides on the B site as Ti+4,
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giving overall charge neutrality.
It is common for perovskites to undergo phase transitions as temperature is re-
duced. For example, SrTiO3 is stable above 105K in a paraelectric cubic structure
(Fig. 4.1). SrTiO3 forms randomly oriented dipoles without the application of an
external field. However, when an electric field is applied, the dipoles align so as to
reduce the strength of the electric field within the material. Removal of the external
field results in the dipoles returning to their disordered state (with the polarization
in the material returning to zero).
Below 105K, the structure changes to tetragonal symmetry (a = b 6= c, α = β =
γ=90◦). An orthorhombic phase transition (a 6= b 6= c, α = β = γ=90◦) takes
place in the range 55–35K. Finally, a further phase transition from orthorhombic to
rhombohedral symmetry occurs under 10K. In these phases, the polar axis is aligned
from the tetragonal to rhombohedral phase along the 〈001〉, 〈110〉 and 〈111〉 directions
[29]. In reality, most perovskite crystals only take on the idealised structures above
the Curie temperature Tc. Below this temperature the materials form permanent
electric dipoles in the absence of an applied electric field via the displacement of
cations relative to anions, giving rise to such properties as ferroelectricity.
In addition to temperature, the perovskite structure is dependent on several other
determining factors, which are the Jahn–Teller effect [30–32], composition, and ion size
effects. The Jahn–Teller effect appears when there are partially filled d-orbitals on the
B site (inside the octahedra). Degeneracy in the d-orbitals causes distortions in the
octahedracite. As the Ti atom is a d0 ion, the Jahn-Teller effect does not apply to this
perovskite, except when foreign atom impurities are introduced. Changing the relative
composition of the atoms in a perovskite, for instance creating vacancies such as by
the removal of oxygen atoms in SrTiO3, creates another distortion effect [27, 31, 33].
The effects of ion size are clearly important in determining structure. The Gold-
schmidt tolerance factor (t) [34] has been presented to describe the distortion of the
perovskite structure from the ideal configuration by taking into account the ionic radii
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Figure 4.2: Unit cells of the four phases of SrTiO3: (a) cubic; (b) tetragonal;
(c) orthorhombic; (d) rhombohedral. The dotted lines in (b), (c), and (d)
delineate the original cubic cell. Arrows within the unit cells indicate the
direction of the spontaneous polarization in each phase.
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of the species A, B and O, where t is defined as
t =
(RA +RO)√
2(RB +RO)
(4.3)
where RA, RB and RO are the ionic radii of the A, B and O ions respectively. The
ideally packed perovskite structure presents a tolerance factor t=1. In SrTiO3, the
species ionic radii are RA = 1.44 A˚, RB=0.605 A˚ and RO=1.4 A˚ [35], which gives a
value of t=1.00. However, when the B site cation is smaller than the ideal case at t>1,
it will shift toward one of the oxygens atoms and the unit cell will contract perpen-
dicular to the direction of the shift, resulting in a tetragonal distortion. This creates
electrical polarity in the crystals, making ferroelectricity possible. In contrast, when
the A site cation is smaller than the ideal at t<1, the oxygen octahedron will tilt or
rotate towards one of the A sites creating a rhombohedral distortion. In practice, most
perovskites have tolerance factors between 0.95<t<1.06. However, the Goldschmidt
model is only an approximate guide and does not take account of temperature effects.
Since perovskites are not entirely ionic compounds, and the effective ionic radii are
not constant in all crystals, the value of t is only a rough estimate.
Among the perovskites are ferroelectric crystals such as BaTiO3 and PbTiO3,
antiferroelectrics such as PbZrO3 and NaNbO3, and materials such as SrTiO3 that
exhibit other, nonpolar instabilities. The presence of different crystal phases can be
used to fine-tune and adjust the properties of interest.
SrTiO3 is a good example of a model ABO3 that has found widespread application
in various technologies. Crystalline bulk SrTiO3 has a relative permittivity in the
hundreds at room temperature, making it potentially suitable for nano-size devices
[36]. However, leakage current is a major issue in thin films, with native point defects,
crystallinity and impurities remaining significant problems.
It is well known that pure SrTiO3 is an insulator, with a band gap about 3.2 eV
at room temperature in the absence of defects. However, its conductivity could be
induced either through the reduction of oxygen in SrTiO3 or through impurity doping,
which has important applications in optoelectronic devices [37]. For example, when
pure SrTiO3 is heated in a reducing atmosphere, lattice oxygen atoms can diffuse
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and recombine into molecular O2, so that introducing such intrinsic defects or dopant
atoms into the structure can cause the appearance of additional energy levels within
the band gap, making SrTiO3 a conductor or semiconductor.
In addition to its electrical properties, strain-induced ferroelectricity makes SrTiO3
suitable for microwave devices [38,39]. Moreover, piezoelectric phenomena have been
observed on SrTiO3 thin films, which make it suitable for microelectromechanical
systems (MEMS) such as actuators [40]. Reduced SrTiO3 also has the high Seebeck
coefficient necessary for thermoelectric applications [41], and reduced SrTiO3 was the
first ternary oxide discovered to be superconducting within the temperature range 0.1-
0.28K [42]. A large number of experimental studies have analysed the wide variations
in physical properties of bulk SrTiO3 and the role of native defects and dopants. For
example, the imaginary part of the dielectric function is significantly affected by com-
positional variations and interfacial strain in SrTiO3 [43]. Amongst the point defects
commonly grown into SrTiO3, oxygen vacancies VO have a significant optical, electri-
cal, and microstructural effect [44], and transition-metal dopants have a considerable
impact upon the optical gap [45–48].
Simultaneously, numerous first-principles computational studies have resolved the
physical and chemical characteristics of SrTiO3. For instance, the structural and
electronic properties of single and double oxygen vacancy defects in bulk SrTiO3 have
been predicted to decrease the lattice constant and bulk modulus, and to move the
Fermi level towards the conduction band [49]. Additionally, the properties of doping
SrTiO3 have been investigated for species such as N and La, with N/La-codoping
with La substituting for Sr predicted to be favourable for photocatalytic activity
under visible light [50].
Different deposition methods have been used to grow SrTiO3 thin films, includ-
ing chemical vapour deposition [51], molecular beam epitaxy [52], and pulsed laser
deposition [53]. Recently, atomic layer deposition, which is sometimes referred to
as atomic layer epitaxy, has attracted more attention due to its accurate thickness
control and superior conformal growth [54, 55]. However, the organic Sr precursors
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lead to contamination [56, 57], and of particular note is the fact that carbon impuri-
ties have been reported in SrO and SrTiO3 films [58]. In the case of SrO films, the
current understanding of carbon contamination [59] concerns the formation of SrCO3
within the SrO, and the appearance of the carbon contamination may be interpreted
in terms of the incompleteness of the growth reactions [56]. Many first-principles
simulation studies focusing on the electronic properties of impurities in SrTiO3 have
been published, but relatively few relate to carbon. In one density functional simula-
tion [60], carbon was assumed to lie on an oxygen site, where it was found to generate
a mid-gap 2p-atomic orbital-like, partially occupied state. Another study compared
different sites, and it was suggested that the Ti site is more favourable [61], where
it was proposed to introduce an empty band a little below the host conduction band
minimum. A third study investigated the effects of carbon and sulphur cation doping
on the electronic structures and optical properties of SrTiO3. The C cation introduced
O 2p+C 2s hybrid orbitals at the top of the valence bands, the band gap of SrTiO3 is
narrowed, and a red shift of the absorption edge is predicted [62]. This relates to the
experimental observation of improved photocatalytic activity in C-S co-doped SrTiO3
where the absorption edge was shifted from 400 to 700 nm, and the photocatalytic
activity levels were about twice those of pure SrTiO3.
Given the potential importance of carbon contamination, and the relative paucity
of theoretical data, first-principles calculations have been performed on the geometry,
electrical levels, electronic structures, vibrational modes and formation energies of
carbon defects for different sites in SrTiO3. The results for each of the most plausible
configurations are presented in this chapter, and a simple thermodynamical model
applied to determine which are most likely to appear in practice.
4.2 Computational Method
First-principles density-functional theory within the local-density approximation [63],
as implemented in AIMPRO computer code [64,65], have been employed, as described
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in chapter 2. Atoms are modeled using norm-conserving, separable pseudo potentials,
as discussed in section 2.9 [16], where the valence sets for Sr, Ti, O, and C are
4s24p65s2, 3s23p63d24s2, 2s22p4 and 2s22p2, respectively, and the Kohn-Sham eigen-
functions are expanded using atom centred Gaussian basis sets [66]. The bases consist
of independent sets of s-, p- and d-type Cartesian Gaussian functions of four widths,
yielding 40 functions per atom for Ti, O, and C; while five width of s- and p-Gaussians,
yielding 20 functions per atom, are centred at each Sr site. Matrix elements of the
Hamiltonian are determined using a plane-wave expansion of the density and Kohn-
Sham potential [67] with a cut-off of 150Ha, resulting in absolute convergence of
the total energy with respect to the expansion of the charge density to better than
0.03meV/atom.
Structures are optimised using conjugate-gradients (see section 3.1), with the op-
timised structures having forces of < 10−3 atomic units, and the final structural opti-
mization step is required in order to give a reduction in the total energy of less than
10−5Ha.
SrTiO3 has a cubic perovskite structure at room temperature, with the Ti+4 six-
fold coordinated to O−2 ions, and each Sr+2 is surrounded by four TiO6 octahedron
(Fig. 4.1). However, at very low temperatures, SrTiO3 undergoes a small antiferroelec-
tric distortion [29] with alternate TiO6 groups rotating about a [001] axis in opposite
senses by 1.89◦, as shown in Fig. 4.3. For bulk cubic SrTiO3, the computational ap-
proach yields an equilibrium lattice parameter of 3.87 A˚, which is within 1% of exper-
imental data [68]. The calculated band-gap is 1.89 eV, reflecting the well-documented
underestimate arising from the underpinning methodology. The estimated value is
consistent with previous comparable calculations [69, 70].
To model the defects, the standard supercell approximation has been used. In
particular, a non-primitive supercell with lattice vectors 2
√
3[aa¯a¯], 2
√
3[a¯aa¯] and
2
√
3[a¯a¯a] is used, where a is the lattice constant in the cubic unit cell. This su-
percell is comprised of 32 formula units, meaning that the supercell is Sr32Ti32O96
(see section 2.5). In all cases the Brillouin zone is sampled using uniform 2 × 2 × 2
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Figure 4.3: Schematic structure showing a small antiferroelectric distortion
via the opposite rotation of adjacent shaded TiO6 units around the [001]
direction with θ. Green spheres represent the Sr cations, gray spheres rep-
resent the Ti cations, and red spheres represent oxygen anions forming an
octahedron.
Monkhorst-Pack mesh [14].
Vibrational modes have been calculated by obtaining the second derivatives of the
energy with respect to atomic positions, which are then assembled into the dynamic
matrix, as mentioned in section 3.2. The second derivatives are obtained from a finite
difference approximation involving the forces calculated on atom i when displacing
atom j in each of the three Cartesian directions.
With respect to the activation energies, the climbing nudged elastic band method
has been used [21,22], and the convergence of the saddle point energy with respect to
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the number of images and the image-forces has been established to within a few meV
(see section3.6).
The formation energy Ef(X, q) of a defect in the q charge state with respect to
the chemical potentials of the atoms, along with the Fermi level, have been calculated
using Eq. 3.9 (Chapter. 3), where µi denotes the chemical potential of the species
(i =Sr, Ti, O and C in this calculations). First, the limitations of the atomic chemical
potentials have been assessed by considering the energies of bulk SrTiO3 and related
materials. The chemical potentials of components µSr, µTi and µO are related through
µSr + µTi + 3µO = µSTO(bulk) (4.4)
Here µSTO is the total energy per formula unit (f.u.) of pure SrTiO3, and µSr is the
energy per atom of pure Sr metal. Similarly, µTi is defined as the energy per atom
in hexagonal-close packed Ti. µO is the energy of the oxygen atom calculated from
the energy of an O2 molecule, using a cubic supercell 16 A˚ × 16 A˚ × 16 A˚ to avoid
image-image interaction and the Γ point for k-point sampling, and the spin polarized
(S = 1) calculation was performed for that case. The SrTiO3 enthalpy of formation is,
∆HSrTiO3 = µSrTiO3(bulk)−µSr−µTi−3µO, which is found to be −18 eV, and this is
in reasonable agreement with the experimental value of −17.13 eV [71]. A parameter
space describing the values of the chemical potentials for which SrTiO3 is stable can
be established in terms of µTi and µSr using Eq. 4.4, with boundaries formed where
related materials become thermodynamically more stable than SrTiO3. For example,
for sufficiently high values of the Ti and Sr chemical potentials, it would become
more favourable to form bulk metals rather than the composite. Other boundaries
are formed by SrO, SrO2, TiO, Ti2O3, TiO2, and oxygen gas
∆HSrO = µSrO(bulk) − µSr − µO (4.5)
∆HSrO2 = µSrO2(bulk) − µSr − 2µO (4.6)
∆HTiO = µTiO(bulk) − µTi − µO (4.7)
∆HTiO2 = µTiO2(bulk) − µTi − 2µO (4.8)
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∆HTi2O3 = µTi2O3(bulk) − 2µTi − 3µO (4.9)
To provide a benchmark for these calculations, the calculated properties for Sr, Ti
and their composites in addition to the calculated heats of formation are presented
in Table 4.1. This shows that the heats of formation are in good agreement with
experimental values and previous calculations. The lattice constants are calculated to
within about 4%, reflecting the tendency of LDA calculations to underestimate lattice
constants, particularly, in the case of Sr metal. In order to determine the properties
of the phases in Table 4.1, the same computational settings as for SrTiO3 have been
employed, but the number of k-points and the basis set for each material are varied
so as to ensure a convergence of the total energy.
The shaded area in Fig. 4.4(a) shows the resulting phase diagram for the stable
SrTiO3 growth as a function of µSr and µTi, which agrees reasonably with a previous
similar treatment [76, 77].
Following the procedure adopted for the Cr doping of SrTiO3 [76], the selection
of the impurity chemical potential based upon the appropriate carbon containing
phase is required. µC has been calculated based upon graphite (C), TiC, SrC2, CO2
gas, and SrCO3. Similar to the above limits were imposed for the µC calculations.
For instance, the formation enthalpy of SrCO3 was µSr + µC + 3µO ≤ ∆HSrCO3 ,
where the upper bound of µC = µSrCO3 − µSr − 3µO. Using the same procedure,
the constraints for other relevant compounds have been calculated. Other systems
containing carbon, such as CO and CO3 gas, were examined but were not found to be
in equilibrium phase under the computational conditions specified. The equilibrium
form of carbon as a function of µSr and µTi (µO is defined by Eq. 4.4) can be determined
by calculating which of the various candidates (graphite, TiC, etc.) is lowest in energy.
Fig. 4.4(b) shows the results of this analysis. For example, for with µTi = −10 eV and
µSr = −4 eV, the equilibrium form of carbon is SrCO3, whereas when µTi = −4 eV
and µSr = −10 eV the equilibrium form of carbon is graphite. When the calculated
formation energies of carbon containing defects are presented later in this chapter, the
carbon chemical potential is specified in this way, and the various regions of chemical
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Table 4.1: Calculated and experimental bulk properties and formation en-
thalpies for Sr, Ti and their composites. Lattice constant (a0, A˚), axial ratio
(c/a) and enthalpy of formation (∆Hf , eV/f.u. are shown, which experimen-
tal and theoretical data taken from published studies [71–75]
Current calculations Experiment Previous calculations
SrTiO3, simple cubic (Pm3¯m)
∆Hf −18.00 −17.13 −16.20
Sr, cubic close-packed (Fm3¯m)
a0 5.81 6.04 5.78
SrO, sodium chloride (Fm3¯m)
a0 5.13 5.16 5.15
∆Hf −6.39 −6.14 −6.32
Ti, hexagonal-close packed (hcp)
a0 2.86 2.95 2.85
c/a 1.58 1.58 1.58
TiO, sodium chloride(Fm3¯m)
∆Hf −5.74 −5.62 −5.66
TiO2, rutile (P42/mnm)
a0 4.55 4.57 4.56
c/a 0.64 0.66 0.64
∆Hf −10.44 −9.79 −10.93
Ti2O3, rhombohedral (R3¯c)
a0 5.43 5.43 -
∆Hf −16.89 −15.75 −16.9
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Figure 4.4: Plots showing the equilibrium phases for SrTiO3 related materials
as a function of µSr and µTi: (a) shows the SrTiO3 stable region of the
parameter space, indicated by the shaded area; whereas (b) shows the stable
phases containing carbon over the same ranges of chemical potentials.
stability for carbon shown, such as in Fig.4.18 on page 70.
Using Eq. 3.9 and by considering the SrTiO3 stability conditions, the likely location
of carbon in SrTiO3 has been examined, as discussed below in section 4.3.5.
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4.3 Results and discussion
There are four principal ways to include carbon atom into the SrTiO3 lattice: carbon
substitution at the Sr, Ti or O sites, and insertion in an interstitial position. Each of
these configurations has been analysed, and their observable properties assessed. First,
to provide a benchmark for these calculations, the calculated properties of the free
CO and CO3 species are presented in Table 4.2, showing that the bond lengths are in
excellent agreement with experiments, and the vibrational modes are calculated within
about 5%. For comparison, the properties of a carbon monoxide anion, CO−2 have
also been calculated. The ground state is S = 1, in line with the spin-triplet ground
state of the isoelectronic oxygen molecule. The population of the π∗ orbital increases
the bond length to 1.44 A˚, and the reduction in bond-order yields a corresponding
reduction in vibrational frequency, which is calculated to be just 1047 cm−1 although
here there are no experimental values for comparison.
Table 4.2: Bond lengths (d, A˚) and angles ∠OCO (θ, degrees) and vibrational
modes (ν, cm−1), for CO and CO−23 . Corresponding experimental values are
taken from previous studies [78–80].
CO CO−23
Calculated
d 1.14 1.28
θ — 120
ν 2051 1380, 1026, 864, 655
Experiment
d 1.12 1.29
θ — 120
ν 2139 1415, 1063, 879, 680
The analysis of these molecular calculations and the bulk SrTiO3 quantities pre-
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sented in section 4.2 provide both confidence that the computational method is ap-
propriate and sufficient for the subject matter, and this provides the context for the
data given below for carbon-containing point defects.
4.3.1 Interstitial C
The first case is that of a carbon atom added to an otherwise pristine SrTiO3 crystal.
By varying the starting location of the interstitial carbon (Ci), several different minima
in energy may be obtained. In general, carbon can form covalent bonds with one, two,
or three host oxygen atoms. However, two configurations, which may be characterized
as CO and CO3 in terms of co-ordination with oxygen (Fig. 4.5), are of particular
importance, being the lowest in energy for different charge states.
The CO structure has C2v symmetry with the principal axis along the single C–
O bond (Fig. 4.5(b)). The C–O bond-length of 1.24 A˚ is consistent with a CO−2 ion
substituting for a host oxygen ion. This structure is stabilised by a partial p-d covalent
bonding between the carbon atom and the two nearest Ti ions. This is confirmed by
the molecular orbital analysis, as shown in Fig. 4.6(a). The C–Ti distances have been
calculated to be 2.06 A˚, which is 6% longer than the original Ti–O in pure SrTiO3.
The CO3 structure (Fig. 4.5(c)) has a more dramatic impact upon the host, with
the formation of three C–O bonds yielding a centre close to C3v symmetry. Since the
normal charge state of the carbonate ion is −2, the formation of this geometry may be
viewed as unlikely: the CO−23 ion is effectively replacing three host O−2 ions, leading
to a surplus of four electrons. The C–O distances have been found to be 1.28 A˚ and
the bond angles are 119◦, which are close to the bond length and angles respectively
of CO−23 ions. However, the structure in the +2 charge state is non-planar compared
with the +4 charge state. The reason for this is that the addition of electrons leads
to the bond angles becoming smaller since the bonding interaction between Ti and
carbon increases the strength of the bonds. Indeed, it is shown below that, although
the carbonate form is metastable in the neutral charge state, it is expected to act as
a donor and thus favour positive charge states.
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(a) (b)
(c)
Figure 4.5: Schematics of the (b) CO and (c) CO3 forms of Ci in SrTiO3. An
equivalent section of defect free SrTiO3 is shown in (a) for comparison. Green,
grey, red, and black spheres represent Sr, Ti, O, and C atoms respectively.
Vertical and horizontal axes are approximately [001] and [010] respectively,
with the tilted view adopted to aid clarity.
The band structures in the vicinity of the band-gap for the neutral charge state
of the CO form and the overall +2 charge state of the carbonate form are shown in
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Fig. 4.7. For the CO form there are both occupied and empty bands within the gap,
which may be broadly characterised as the two π∗ CO molecular orbitals, split by
the crystal field. The wave function of the states are plotted in Fig. 4.6. The lowest
energy occupied state wave function is depicted in Fig. 4.6(a), whereas Fig. 4.6(b)
represents the wave function of the higher empty state in the gap.
The carbonate group is not so simply accommodated. If all components adopted
their normal formal oxidation states, this would result in an overall +4 charge since the
CO−23 ion accounts for only one of the three oxygen atoms affected. The band structure
for the +2 charge state configuration (Fig. 4.7(b)) consists of a single occupied band
in the upper half of the band-gap. The state is a combination of a molecular orbital
on the carbonate group and the neighbouring Ti cation. It is made up of parallel p
orbital on all four sites, but in anti-bonding combinations between C and the three
oxygens, with the Ti d-orbital forming a σ bond with the p-orbital on the carbon as
is quite clear in Fig. 4.8.
Based upon the band structures and expected oxidation states of CO and CO3, it
is natural to expect electrical levels to be present for interstitial carbon. The charge-
dependent formation energies are shown in Fig. 4.7(c), indicating that the neutral
charge state of the CO configuration and the +2 and +3 charge states of the CO3
configuration are stable. According to the calculations, however, the +4 charge state
is not favourable, although for µe = 0 eV the +4 charge state is only very slightly
higher in energy than +3.
In addition to the electrical levels, local modes corresponding to C–O stretches
would be expected. For the neutral, CO-bonded configuration, the stretch mode is
estimated at 1554 cm−1, which is much lower than the vibrational mode of CO gas.
In the +4 charge, local vibrational modes are calculated for the approximate C3v
CO3 centre. There is an E-mode (an anti-symmetric combination of C–O stretches)
at around 1429 cm−1, and a non-degenerate breathing-mode at 1094 cm−1. These
are close to those of gas phase CO−23 (table 4.2). Similarly, the +3 charge state is
predicted to have E and A1 modes at 1154 and 942 cm−1 respectively, whereas for +2
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(a)
(b)
Figure 4.6: Plot of the wavefunction distribution of CO Ci configurations in
SrTiO3: (a) a partial p-d covalent bonding between the carbon atom and the
two nearest Ti ions in CO form; and (b) π∗ CO molecular orbitals associ-
ated with the empty state in the gap. Red and blue volumes showing wave
function iso-surfaces of equal magnitude (0.1) and opposite sign. Colours and
orientation are as indicated in Fig. 4.5.
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Figure 4.7: Band structures in the vicinity of the band-gap for Ci in: (a)
the CO; and (b) the (CO3)+2 configuration, plotted along high-symmetry
branches in the first Brillouin zone; and (c) shows Ef(µe) for various charge
states of each structure. Occupied and empty bands in (a) and (b) are shown
in solid (blue) and dashed (red) lines, respectively. The underlying shaded
areas show the regions of the bands for the corresponding bulk supercell. The
energy scale is defined such that the valence band maxima are at zero. In
(c) the (red) solid line and (blue) dashed line represent the CO and CO3
configurations, respectively. The gradient indicates the charge state, and the
energy scale is defined by Ef((CO)0) = 0 eV.
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Figure 4.8: Wave function of the orbital state for the CO3 Ci configuration
in SrTiO3. Red and blue volumes showing isosurfaces of the wave function
of equal magnitude (0.1) and opposite sign. Colours and orientation are as
indicated in Fig. 4.5.
these are at 1018 and 854 cm−1. The increase in frequency with increasing positive
charge results from the differences in bonding, with the σ-bond between the Ti and
C atoms resulting in a non-planar CO3 group in the +2 charge state being lost by +4
where the CO3 group is close to planar.
4.3.2 C substituting for O
A possible naive expectation of the location of carbon in an oxide, based upon rela-
tive proximity in the periodic table, would be substitution at the oxygen site. The
optimized atomic structure of such a centre (CO), is shown in Fig. 4.9(a). The bond-
lengths of a simple substitution are very similar to those of the host, with the Ti–C
bond-length at 1.98 A˚ only slightly longer than the Ti–O bond at 1.94 A˚, which is in
agreement with previous calculations [62].
However, this structure is relatively unstable, and chemical reactions between car-
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(a) (b)
(c)
Figure 4.9: Schematics of (a) CO, (b) (CO)(2O) and (c) (CO2)(3O) in SrTiO3.
Colours and orientation are as indicated in Fig. 4.5.
bon and nearby host oxygen ions are energetically favourable for the neutral charge
state. Fig. 4.9(b) shows the resulting structure for the neutral charge state, which can
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be characterized as a CO species shared between two oxygen sites, (CO)(2O). In the
neutral charge state, the C–O bond-length at 1.44 A˚ is significantly longer than a CO
molecule, but close to that of a free CO−2 ion. This long bond is due to a combina-
tion of the charge state of the group and bonding interactions with the neighbouring
Ti atoms. The C–O bond length is shorter for +1 and +2 charge states, being 1.36
and 1.28 A˚ respectively, which is consistent with the depopulation of an anti-bonding
orbital.
The band structures for the two configurations are instructive in terms of the
origin of their relative stabilities. The on-site form (Fig. 4.10(a)) has two C-related
levels in the band-gap, which are largely comprised of an occupied p-state along the
Ti-C-Ti axis and a partially filled, degenerate pair made up of the perpendicular p
components. To clarify the combination of orbitals between the carbon dopant and
adjacent host atoms, wave functions for the isosurface near the carbon dopant have
been calculated, and the results are illustrated in Fig. 4.11. The on-site centre would
therefore be expected to act as a donor.
Fig. 4.10(b) shows the electronic structure of the (CO)(2O) structure in the neutral
charge state. The states in the upper part of the band-gap are related to the combi-
nation of π∗ CO and σpd with the neighbouring Ti atoms, illustrated in Fig. 4.12.
Again, the electrical levels have been estimated, with the formation energies plot-
ted in Fig. 4.10(c). As might be expected, the on-site centre can accept an electron,
but the addition of a second electron which would render it isoelectronic with oxygen
is not energetically favoured. The picture for the chemically reacted system is slightly
more complex. The existence of the occupied states in the band-gap are found to result
in single and double donor levels, with the depopulation of the π∗ state corresponding
to a decrease in the C–O bond-length. However, removal of three or four electrons
is also possible, but with a spontaneous reconstruction to form a centre where C is
bonded to two oxygen neighbors, (CO2)(3O) (see Fig. 4.9(c)).
As with Ci, CO is likely to give rise to characteristic vibrational modes. For the on-
site form a stretching vibrational modes lies at 875 cm−1 in the −1 charge state, which
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Figure 4.10: Band structures in the vicinity of the band-gap for CO in: (a)
the on-site and (b) the (CO)(2O) configurations, plotted along high-symmetry
branches in the first Brillouin zone; and (c) showing Ef (µe) for various charge
states of each structure. Lines, shading and scales in (a) and (b) are as defined
in Fig. 4.7. In (c) the (red) solid line, (blue) dashed line, and (black) dotted
line represent the (CO)(2O), CO, and (CO2)(3O) configurations respectively.
The gradient indicates the charge state, and the energy scale is defined by
Ef(((CO)(2O))0) = 0 eV.
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(a) (b)
(c)
Figure 4.11: Schematics showing wave functions of CO: (a) lowest occu-
pied p-state along the Ti-C-Ti axis; (b) and (c) a partially filled, degenerate
pair made up of the perpendicular p components. Red and blue volumes
show wave function iso-surfaces of equal magnitude (0.1) and opposite sign.
Colours and orientation are as indicated in Fig. 4.5.
is in reasonable agreement with calculations of Ti–C modes in TiC nanostructures [81].
The vibrational modes of the (CO)(2O) provide further insight into the nature of the
defect. In the neutral charge state a mode at 943 cm−1 is calculated, which is close
to the calculated vibrational mode of CO−2. In the +1 charge state the vibrational
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(a) (b)
Figure 4.12: Plots (a) and (b) showing the wave function (red and blue 0.1
iso-surfaces) for the two occupied levels related to the combination of π∗ CO
and σpd with the neighboring Ti atoms for (CO)(2O) defect in SrTiO3. Colours
and orientation are as indicated in Fig. 4.5.
modes increase to 1104 cm−1, and 1345 cm−1 for the +2 charge state, corresponding
to increased bond-order. For the (CO2)(3O) form, the increase in the number of C–O
bonds means that the +3 and +4 charge states yield two stretch modes each, estimated
at 1125 and 1294 cm−1 for the +3, and 1121 and 1348 cm−1 for the +4 state. The
difference in geometry leads to the difference in vibrational modes, which can be easily
distinguished experimentally.
4.3.3 C substituting for Sr
The optimised structure of Sr substituted by carbon, CSr, shown schematically in
Fig. 4.13(a), shows the spontaneous displacement of C to form three C–O bonds.
Their length is calculated at 1.29 A˚, close to that in a carbonate anion. The formation
of the carbonate leaves the SrTiO3 lattice deficient by one Sr cation and three oxygen
anions. This results in a net excess of four electrons to be accounted for. Two of
these are associated with the carbonate group, but this means that the reaction of
carbon on the Sr site with three oxygen atoms is expected to result in a double donor.
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Indeed, this is also what would be expected on the basis of the valences of Sr and C.
(a)
(b)
Figure 4.13: Schematic of CSr in SrTiO3 in the (a) CO3 and (b) (CO)Sr–VO
forms. Colours and orientation are as indicated in Fig. 4.5.
However, there is an alternative chemical rearrangement that results in an isoelec-
tronic centre. If C reacts with a single oxygen atom, so that a CO anion resides at the
Sr site and an oxygen vacancy is formed, then no excess of deficit of charge results.
Numerous relative orientations of the CO ion and oxygen vacancy have been analysed,
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Figure 4.14: Band structures in the vicinity of the band-gap for CSr in: (a)
+2 charge state of CO3 and (b) the (CO)Sr–VO configurations, plotted along
high-symmetry branches in the first Brillouin zone; and (c) showing Ef(µe)
for various charge states of each structure. Lines, shading and scales in (a)
and (b) are as defined in Fig. 4.7. In (c) the (red) solid line and (blue) dashed
line representing the (CO)Sr–VO and (CO2)(3O) configurations respectively.
The gradient indicates the charge state, and the energy scale is defined by
Ef((CO3)0) = 0 eV.
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and the one shown is the lowest in energy. The C–O bond length has been calculated
to be 1.13 A˚, which is close to the bond length of a carbon monoxide molecule. The
structure shown schematically in Fig. 4.13(b) is metastable, but unstable compared
with the carbonate form (see Fig. 4.14(c)), which can be accounted for on the basis
of the relative favourability of the formation of three covalent bonds.
The expectations based upon oxidation states for the two structures illustrated
are confirmed by their band structures (Fig. 4.14). In the +2 charge state of the
carbonate form, and the neutral charge state of the CO form, the band-gap is devoid
of states.
The vibration modes for CSr have also been calculated for the two structures. The
CO3 form in the overall neutral charge state has modes at 1079, 1369, and 1517 cm−1
associated with C–O stretches. The ionised forms have modes within 8 cm−1 of the
neutral charge state, which is consistent with the shallow donor behaviour predicted
for this centre. However, in the neutral charge state, the vibrational mode of CSr in
the CO form is observed to be at 2086 cm−1, which is in reasonable agreement with
the experimental value of carbon monoxide molecule frequency.
4.3.4 C substituting for Ti
The final form for C impurity in SrTiO3 is substitution of titanium, CTi, which may
be anticipated on the grounds of both C and Ti being group-IV elements. A config-
uration has been optimised where the initial structure has been perturbed from the
ideal octahedral symmetry, avoiding any artificial symmetry constraint. The relaxed
structure has three C–O bonds (1.29 A˚), which is significantly shorter than the Ti–O
inter-nuclear distances in SrTiO3 (1.93 A˚). The calculated C–O bond-lengths in CTi
are close to those of the carbonate group and those of strontianite [82], SrCO3, so
that the relaxation of the structure into the highly distorted geometry can be inter-
preted in terms of the formation of a carbonate ion, CO−23 associated with a single
Sr+2 cation. The structure is shown schematically in Fig. 4.15, and after structural
optimization it has been found to be very close to C3v symmetry. Here, carbon forms
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covalent bonds with three of its O neighbours, leaving three oxygen ions effectively
under co-ordinated, but overall the anions and cations are balanced. For the simula-
tion supercell, (SrTiO3)32, the substitution of Ti by C might be expressed as resulting
in (SrTiO3)31(SrCO3)1, or approximately (SrTiO3)0.97(SrCO3)0.03.
Figure 4.15: Schematic of CTi in SrTiO3. Colours and orientation are as
indicated in Fig. 4.5.
The band structure for CTi is shown in Fig. 4.16. It should first be noted that
the inclusion of carbon has the apparent effect of increasing the band-gap, and the
extent of this depends upon the effective concentration of C, with the increase being
larger where CTi is modeled in a smaller simulation cell. This is to be expected since
the band gap of pure SrTiO3 at 3.25 eV is smaller than that of Sr(CO3) at around
4.3 eV [83], and so the 1% alloy might well be expected to have a band gap slightly
larger than that of pure SrTiO3.
To provide a mechanism for the experimental direct identification of CTi, a local
vibrational mode above the one-phonon maximum could prove highly effective. It is
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Figure 4.16: Band structures in the vicinity of the band-gap for CTi in SrTiO3,
plotted along high-symmetry branches in the first Brillouin zone. Lines, shad-
ing and scales are as defined in Fig. 4.7.
of particular note that for the C3v CTi centre a degenerate (E) C–O stretch mode was
found at 1414 cm−1, and a breathing stretch-mode with A1 symmetry at 1081 cm−1.
These are close to the experimental values for gas phase CO−23 (see table 4.2) and
with the carbonate related SrCO3 vibrational modes [84].
Lower frequency modes of the carbonate group are also present for CTi, but are
resonant with the one-phonon density of states. Both of the local modes are infra-red
and Raman active, and given sufficient concentrations one might seek to confirm the
presence of this form of carbon centre directly via either IR or Raman spectroscopy.
Moreover, the energetics for the reorientation of the carbonate group have been
examined. The initial and final structures, and the energy profile along the minimum
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Figure 4.17: Schematic of (a) initial, and (b) final structure of CTi in SrTiO3
in a simple reorientation process; with (c) showing the calculated reorienta-
tion barrier of CTi in SrTiO3 between the initial and final structures. Colours
and orientation are as indicated in Fig. 4.5.
energy path between them, are shown in Fig. 4.17. The activation energy for reorien-
tation is predicted to be around 2.5 eV. This relatively high value is a consequence of
the covalent bonding within the carbonate group, so that reorientation involves both
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the breaking and formation of strong chemical bonds. The carbonate group may be
oriented with the principal axis along any of the eight 〈111〉 directions if randomly
orientated. However, under specific conditions, such as (111) biaxial strain induced
by interface mismatch, the different orientations would have different energies, and
given the high energy for reorientation, may be preferentially aligned. Since the CTi
structure has a permanent electric dipole, a polarised population of defect centres that
are unable to reorient under normal temperature and electric field conditions would
be expected to have an impact upon the dielectric anisotropy. Furthermore, where
ferroelectric distortions are induced under strain, CTi would be expected to alter both
the details of the phase and the resulting dielectric constant.
4.3.5 Formation energy comparison
Finally, a thermodynamic assessment of the relative stability of the four sites discussed
above is considered, where the atomic and electron chemical potentials must be taken
into account.
The most stable forms of carbon defect centres as a function of µSr and µTi for
three selected electron chemical potentials are plotted in Fig. 4.18. For example, for
µe = Ev (Fig. 4.18(a)), with µSr = −7 eV and µTi = −10 eV which lies in the SrTiO3
stable region towards the oxygen-rich limit, the lowest energy carbon defect is found
to be CTi. The areas indicated by the dashed lines show which carbon source material
specifies the carbon chemical potential, which in the example is SrCO3 (see section 4.1,
page 50).
For p-type SrTiO3 (Fig. 4.18(a)), unsurprisingly, electron-donating systems are
favoured. This is also consistent with the expectations that metal substitution is
favoured in the oxygen-rich conditions, with both CSr and CTi stable for the left-hand
half of the SrTiO3-stable region. In oxygen-lean conditions, the +4 charge state of the
CO2 configuration of CO is favoured. What is perhaps less obvious is that, in p-type
conditions, all of the carbon centres analysed contain C–O covalent bonds, two of
which are of a carbonate form, so that the observation of carbonate-related vibrations
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Figure 4.18: Graph showing the calculated equilibrium form of C-related de-
fects, coloured according to defect, with respect to the atomic chemical poten-
tials for different electron chemical potentals: (a) µe = Ev (p-type SrTiO3);
(b) µe = Eg/2; and (c) µe = Ec. The SrTiO3-stable region is superimposed
(solid black line), and the C source phase is indicated by the dashed lines
(c.f. Fig. 4.4).
cannot be correlated only with the formation of CTi.
As the electron chemical potential moves from the valence to conduction bands,
CTi dominates more and more of the SrTiO3-stable region, until the acceptor levels
of the C-containing defects fall below µe. Then, in n-type conditions (µe = Ec), the
possibility exists of the formation of CO in the negative charge state with the anion
lying on-site.
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According to the current calculations, interstitial carbon is never thermodynam-
ically favoured, but it remains possible that such a centre might exist transiently
during the carbon migration processes.
4.4 Conclusion
Using first-principles density-functional calculations, the characteristics of carbon im-
purity in cubic SrTiO3 have been examined, including structural configuration, elec-
tronic properties, vibrational modes, reorientation barriers and formation energies.
It is found that carbon energetically favours the formation of carbonate groups for
interstitial and both Ti and Sr substitutions. The vibrational characteristics of the
defect centres therefore have some similarities, and for the CO3 forms occupy similar
locations in the frequency domain. However, due to site symmetry and the influence
of local co-ordination, the vibrational frequencies offer a potential route to discrimina-
tion between different sites. Furthermore, from a combination of the band structure
and electrical level calculations, depending upon which site the carbon occupies it
may form donor, acceptor, or isoelectronic centres. The reorientation barrier for the
carbonate group has been estimated, with CTi taken as an example. Here, because
the process involves the breaking of CO covalent bonds, the barrier is at a relatively
high value of around 2.5 eV.
Finally, the formation energies calculated to determine thermodynamic stability
suggest that, although carbon favours substitution at the Ti site for a wide range
of electron chemical potentials and growth conditions, in oxygen-lean growth and
especially where µe is close to the valence band substitution for either Sr or O is also
likely. Where carbon substitutes for Sr, it may be a source of free electrons as based
upon the electronic structure, and CSr is a candidate for a shallow donor.
These results apply to cubic SrTiO3. The next chapter presents a discussion of
the effect of carbon impurities on the characteristics of tetragonal PbTiO3, which
is a ferroelectric material at room temperature, and the differences between carbon
CHAPTER 4. CARBON IMPURITIES IN STRONTIUM TITANATE
4.4. CONCLUSION 72
impurities in SrTiO3 and PbTiO3 are also considered.
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Chapter 5
Carbon impurities in lead titanate
PbTiO3, a room-temperature ferroelectric, high-κ material, is of great interest for
technological applications. However, organic species present during growth make
carbon a key impurity. This chapter presents the results of a study using density
functional calculations of the structural configuration that carbon is most likely to
adopt in tetragonal PbTiO3 under varying growth conditions. The calculations show
that, for most conditions, the electrically passive substitution of Ti is most likely, but
under specific conditions donor species are occasionally possible. Highly characteristic
vibrational modes are predicted to provide a route to experimental identification.
5.1 Introduction
Ferroelectric materials are valued for applications such as optoelectronics and high
capacity computer memory cells [23, 27, 85], with the nonlinear characteristics of
ferroelectric materials and high-κ dielectrics used to make nano-scaled capacitors
with a tunable capacitance. In particular, thin films of perovskite lead titanate,
PbTiO3 [86–89], in memory applications exhibit low operating voltages and high
switching speeds [90].
PbTiO3 is piezoelectric and ferroelectric at room temperature due to its non-
cubosymmetric, tetragonal structure where the oxygen octahedra are displaced along
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the [001] direction [91]. The Ti ions in O-Ti-O chains along the [001] direction move
parallel to this direction, as shown in Fig. 5.1, alternately strengthening and weakening
the Ti-O bonds. The strong bonds result from hybridisation between Ti-3d states and
O-2p states and are essential for ferroelectricity [92]. The strength of the Pb-O bonds
arises from the hybridisation of the Pb-6s and O-2p orbitals, which has been reported
to theoretically be a key factor of the much larger ferroelectricity of PbTiO3. The
covalent nature of the Pb-O bonds stabilises the ferroelectricity of the tetragonal
ground state, which has been experimentally confirmed [93].
P
Figure 5.1: Perovskite structure of tetragonal PbTiO3 at room temperature
with a displacement of the oxygen octahedra relative to both the Ti and Pb
cation which corresponds to a spontaneous polarisation (P). Gold, grey and
red spheres represent Pb, Ti and O, respectively. Vertical and horizontal axes
are approximately [001] and [010] respectively, with the tilted view adopted
to aid clarity.
Above 490 ◦C, PbTiO3 adopts a cubic, paraelectric form [94], but relatively small
stresses [95] can affect the polarisation beyond this temperature. Polarisation in the
host also impacts upon the polarisation of defects within the crystal: defect dipoles
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favour alignment with the spontaneous polarisation direction of the host, such as is
observed for the complex made up from Fe3+ at the Ti site adjacent to an oxygen
vacancy [96].
Both theory and experimentation have been used to optimise the PbTiO3 proper-
ties of PbTiO3 [10, 97, 98]. Defects, many which remain to be identified, significantly
impact remnant polarisation, the motion of domain walls, the dielectric constant and
leakage current [99,100]. Amongst these defects, oxygen vacancies are well established
dopants in the perovskites, reducing the titanium from Ti+4 to Ti+3 and doping the
material n-type [101]. However, both theoretical and experimental studies have shown
that the ferroelectric properties of PbTiO3 are controllable by the dopants substituting
at the A or B sites, as they mediate the concentration of the intrinsic defects [102–106].
PbTiO3 growth methods include flux crystal growth [94], magnetron sputter-
ing [107–109], pulsed laser deposition [110], photochemical deposition [111], sol-gel
methods [112–115] and chemical vapour deposition (CVD) [116, 117]. Metalorganic
CVD (MOCVD) [118–120], which uses organic precursors, has been extensively used
to deposit oriented thin films. For practical applications, the PbTiO3 films have to
meet some quality demands such as high chemical homogeneity and low surface rough-
ness [121, 122]. Compared to MOCVD, atomic layer deposition (ALD) operates at
lower temperatures while using the same precursors.
However, the use of the organic precursors leads to carbon contamination [100,
123, 124]. For example, in lead zirconate titanate, the infrared spectrum has peaks
attributed to carbon-oxygen group vibrations [100]. Additionally, hysteresis effects
have been assigned to organic content in the material [100]. These considerations mo-
tivate the present work, in which density functional theory calculations are employed
to study the structural, electrical, electronic, vibrational and energetic properties of
carbon defects for different sites in tetragonal PbTiO3. The results for each of the
most plausible configurations are presented in this chapter, and the same type of ther-
modynamic model as used in SrTiO3 will be applied in this case to determine which
are most likely to appear in practice.
CHAPTER 5. CARBON IMPURITIES IN LEAD TITANATE
5.2. COMPUTATIONAL METHOD 76
5.2 Computational Method
The method used in this study is as described in section 4.2. In addition, the Pb atoms
are represented by basis sets made up from independent sets of s, p and d functions
with four widths (constituting 40-functions per atom). Norm-conserving, separable
pseudopotentials have been used [16] with valance sets for Pb being 6s26p2. The
valance sets for Ti, O and C are listed in section 4.2. Integration over the Brillouin-
zone is achieved via k-points sampling [14], and matrix elements of the Hamiltonian are
determined using a plane-wave expansion of the density and Kohn-Sham potential [67]
with a cut-off of 150Ha, resulting in the absolute convergence of the total energy with
respect to the expansion of the charge density to better than 0.03meV.
For bulk, tetragonal PbTiO3, this computational approach yields equilibrium lat-
tice parameters of a=3.85 A˚ and c=4.09 A˚. As is typical of LDA calculations, the
calculated lattice parameters are slightly underestimated. Hence, the calculated lat-
tice constants are smaller than experimental values by around 1% [97,125–127]. The
tetragonal structure of PbTiO3 is defined by the a and c lattice constants, and by
three internal coordinates ui (i=Pb, Ti and O). Table 5.1 summarises the structural
information of tetragonal PbTiO3 in the five atom unit cell. As shown in this table, the
optimised internal displacements agree well with experimental values and with previ-
ous calculations. The calculated band-gap of 1.5 eV, reflecting the well-documented
underestimate arising from the underpinning methodology, is consistent with previous
comparable calculations of 1.47 eV [128].
Defects are modelled using supercells with lattice vectors 2
√
3[aa¯c¯], 2
√
3[a¯ac¯] and
2
√
3[a¯a¯c], where a and c are the lattice constants in the tetragonal unit cell. The
supercells that are used are exactly the same as those used to analyse the C impurities
in SrTiO3, except that the PbTiO3 structure is in tetragonal symmetry. In the current
work, the bulk tetragonal PbTiO3 supercell is built from an SrTiO3 cubic structure
by considering the diagonals in the a and c direction, meaning that the supercell in
the absence of any defect is Pb32Ti32O96. For all defect calculations, the Brillouin
zone integration was reformed using a 2× 2× 2 Monkhorst-Pack mesh [14].
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Table 5.1: Calculated, theoretical and experimental bulk properties of tetrag-
onal PbTiO3 including lattice constant (a0, A˚), axial ratio (c/a) and inter-
nal coordinates along the z direction (u) are given in terms of the c lattice
constant. The experimental and theoretical data is taken from published
studies [125, 129].
Current calculations Experiment Previous calculations
a0 3.85 3.90 3.90
c/a 1.063 1.063 1.063
upb 0.000 0.000 0.000
uTi 0.539 0.540 0.549
u(O1,O2) 0.621 0.612 0.630
uO3 0.107 0.112 0.125
As for SrTiO3 vibrational modes have been calculated by obtaining the second
derivatives of the energy with respect to atomic positions, which are then assembled
into the dynamical matrix, as mentioned in section 3.2. The second derivatives are
obtained from a finite difference approximation involving the forces calculated on atom
i when displacing atom j in each of the three Cartesian directions.
Finally, the reaction pathways and activation energies are determined using the
climbing nudged-elastic-band (NEB) method [21,22], and the convergence of the sad-
dle point energy with respect to the number of images and the image-forces has been
established to within a few meV (see section 3.6).
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5.3 Results and discussion
5.3.1 Interstitial C
As for SrTiO3 (see chapter 4), the first site examined is the interstitial (Ci). Since
there are many plausible locations for an interstitial ion in the lattice, a wide range
of initial geometries have been optimised. Based on the calculations, two distinct
configurations have been identified for different charge states, with C bonded to either
one (CO) or three (CO3) oxygen atoms (Fig. 5.2).
In the CO structure, Ci prefers to form a covalent bond with one oxygen neighbour,
resulting in a C2v symmetry group (see Fig. 5.2(b)). The calculations show that carbon
is likely to link with O along the [001] direction. The C–O bond length is 1.25 A˚, which
is consistent with a CO−2 ion substituting for the host oxygen ion. This structure
is stabilised by a partial p-d covalent bonding between the carbon atom and the two
nearest Ti ions, as shown in Fig. 5.3.
The CO3 structure (Fig. 5.2(c)) exhibits a more dramatic impact upon the host,
with the formation of three C–O bonds close to C3v symmetry, located in the [001¯]
(anti-polar) direction, which is completely different from that found for SrTiO3 (see
section 4.3). The C–O distances have been calculated to be 1.29 A˚ in the polar direc-
tion and 1.27 A˚ in the a-b plane. The calculations show that the configuration with
the CO3 in the [001¯] direction is more stable than that with the CO3 in the [001]
direction by around 0.2 eV. The reorientation energy of the carbonate group between
these directions has been examined. The initial and final structures are shown in
Fig. 5.4. The forward activation energy for reorientation is predicted to be around
2.6 eV as a result of the breaking and formation of strong covalent chemical bonds.
The stable defect is polarised in the [001¯] direction which is opposite the the bulk
polarisation [001] and, upon switching, the bulk polarisation can be reversed easily.
However, it is difficult to reverse the the defect fixed dipole, which has an effect on
the ferroelectric response.
Since the normal charge state of the carbonate ion is −2, the formation of this
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(a) (b)
(c)
Figure 5.2: Schematics of (b) CO and (c) CO3 forms of Ci in PbTiO3. An
equivalent section of defect-free PbTiO3 is shown in (a) for comparison. Gold,
grey, red and black spheres represent Pb, Ti, O and C, respectively. Vertical
and horizontal axes are approximately [001] and [010] respectively, with the
tilted view adopted to aid clarity.
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Figure 5.3: Wave function of the orbital state for the CO Ci configuration in
PbTiO3. Red and blue volumes showing wave function iso-surfaces of equal
magnitude (0.1) and opposite sign. Colours and orientation are as indicated
in Fig. 5.2.
geometry may be viewed as unlikely: the CO−23 ion is effectively replacing three host
O−2 ions, leading to a surplus of four electrons.
Indeed, it is shown below that, although the carbonate form is unstable in the
neutral charge state, it is expected to act as a donor and thus favour positive charge
states.
The band structures in the vicinity of the band-gap for the neutral charge state
of the CO form and the overall +4 charge state of the carbonate form are shown in
Fig. 5.5. For the CO form (Fig. 5.5(a)), there are occupied states within the middle
of the gap indicating that the defect is a deep donor and may act as recombination
centre. This state can be attributed to π∗ CO molecular orbitals. The carbonate
group is not so simply accommodated. If all components adopted their normal formal
oxidation states, this would result in an overall +4 charge, since the CO−23 ion accounts
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(a) (b)
Figure 5.4: Schematics of (a) initial, and (b) final structures of Ci in tetrag-
onal PbTiO3 in a simple reorientation process. Colours and orientation are
as indicated in Fig. 5.2
for only one of the three oxygen atoms affected. The band structure for the +4 charge
state configuration (Fig. 5.5(b)) indicates that there are no states in the gap.
Based upon the band structures and expected oxidation states of CO and CO3,
the charge dependent formation energies as a function of Fermi level have been in-
vestigated (Fig. 5.5(c)). The results indicate that the neutral charge state of the CO
form and the +2, +3 and +4 charge states of the CO3 form are stable.
In addition to the electrical levels, local modes corresponding to C–O stretches
would be expected. For the neutral, CO-bonded configuration, the stretch mode
is estimated at 1437 cm−1, which is much lower than the vibrational mode of CO
gas [78]. With respect to the C1h CO3 centre, the +4 charge state local vibrational
modes have the E-mode with an average frequency of 1467 cm−1 split by 80 cm−1, and
non-degenerate breathing mode at 1062 cm−1. These are close to those of gas phase
CO−23 (Table 4.2). Similarly, the +3 charge state is predicted to have E and A1 modes
at 1467 and 1061 cm−1 respectively, whereas for +2 these are at 1466 and 1059 cm−1.
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Figure 5.5: Band structures in the vicinity of the band-gap for Ci in: (a) the
CO and (b) the (CO3)+4 configuration, plotted along high-symmetry branches
in the first Brillouin zone; and (c) showing Ef(µe) for various charge states of
each structure. Occupied and empty bands in (a) and (b) are shown in solid
(blue) and dashed (red) lines, respectively. The underlying shaded areas show
the regions of the bands for the corresponding bulk supercell. The energy
scale is defined such that the valence band maxima are at zero. In (c) the
red solid line and blue dotted line represent the CO and CO3 configurations
respectively. The gradient indicates the charge state, and the energy scale is
defined by Ef ((CO)0) = 0 eV.
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5.3.2 C substituting for O
Next, carbon in the oxygen site, CO, is discussed. Two types of oxygen atoms can be
distinguished in the tetragonal PbTiO3 structure; the first is in Ti–O–Ti chains along
the c-axis ([001] direction) and the second in Ti–O–Ti chains along the a and b axes,
(equatorial directions), perpendicular to the c axis. The two distinct oxygen sites can
give rise, therefore, to two types of CO defects: carbon substitution for O along the
c-axis represented here by (CO)c (Fig. 5.6(a)) or, carbon substitution for O in the
ab-plane denoted by (CO)ab, Fig. 5.6(b). The calculations have shown that (CO)c has
nearly the same energy as (CO)ab in the neutral charge state. The Ti–C bond lengths
at 2.08 A˚ for (CO)ab are only slightly longer than the Ti–O bond at 1.94 A˚ in the
defect-free system. Ti–C bond lengths for (CO)c are 2.28 and 1.98 A˚ along the polar
and anti-polar directions respectively. However, with −1, −2 charge state the (CO)ab
structures are more stable than the forms in (CO)c, as shown in Fig. 5.7(c).
As was found for SrTiO3 this structure is relatively unstable, and chemical reac-
tions between carbon and nearby host oxygen ions are energetically favourable for
the neutral charge state, (CO)(2O) (see Fig. 5.6(c)). In the neutral charge state, the
bond length of carbon monoxide has been calculated to be 1.41 A˚, which is signifi-
cantly longer than the CO bond length in the free gas phase (Table 4.2) but close to
that of the CO−2 ion. This long bond is due to a combination of the charge state of
the group and bonding interactions with the neighbouring Ti atoms. The C–O bond
length is shorter for +1 and +2 charge states, at 1.33 and 1.26 A˚ respectively, which is
consistent with the depopulation of an anti-bonding orbital. Moreover, this structure
is relatively unstable in the +3 and +4 charge states and spontaneous chemical re-
actions between carbon monoxide and another nearby oxygen atom are energetically
favourable, causing the carbon dioxide form (CO2)(3O), to occur, (Fig. 5.6(d)).
The electronic structures of carbon substitution for oxygen are instructive in terms
of the origin of their relative stabilities. The on-site configuration (CO)c has two levels
in the band gap related to the carbon atom (Fig. 5.7(a)), which are largely comprised
of an occupied p-state along the Ti–C–Ti axis and a partially filled, degenerate pair
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(a) (b)
(c)
(d)
Figure 5.6: Schematics of (a) (CO)c, (b) (CO)ab, (c) (CO)(2O) and (d)
(CO2)(3O) configurations in PbTiO3. Colours and orientation are as indicated
in Fig. 5.2.
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made up of the perpendicular p components. To confirm this result, wave functions
iso-surface have been calculated and are shown in Fig. 5.8. The on-site centre would
therefore be expected to act as a donor, and possibly as an acceptor.
Fig. 5.7(b) shows the electronic structure of the (CO)(2O) structure in the neutral
charge state. The states in the upper part of the band-gap are related to the combi-
nation of π∗ CO and σpd with the neighbouring Ti atoms, as illustrated in Fig. 5.9.
Electrical levels for CO have been estimated with the formation energies as a
function of the chemical potential of electron (Fig. 5.7(c)). For the on-site centre,
the calculations show that both (CO)ab and (CO)c have nearly the same energy in
the neutral charge state. However, at -1 and -2 charge states, the (CO)ab structures
are more stable than the same charge states in the (CO)c. Overall, for the n-type
condition, the (CO)ab −2 charge state is the stable structure. Hence, the structure
can accept one or two electrons which would render it iso-electronic with oxygen.
However, the existence of the occupied states in the gap are found to result single and
double donor levels, with the depopulation of the π∗ state corresponding to a decrease
in the C–O bond-length. The removal of three or four electrons is also possible, but
with a spontaneous reconstruction to form a centre where carbon is bonded to two
oxygen neighbours, (CO2)(3O), as in Fig. 5.6(d).
As with Ci, CO is likely to give rise to characteristic vibrational modes. For the
on-site form, stretching vibrational modes lie at 770 and 857 cm−1 in the −1 and −2
charge states respectively. The vibrational modes of the (CO)(2O) provide further
insight into the nature of the defect. In the neutral charge state the calculated mode
is 969 cm−1, which is close to the calculated vibrational mode of CO−2. In the +1
charge state, the vibrational mode increases to 1138 cm−1, and then to 1380 cm−1
for the +2 charge state, corresponding to increased bond-order. For the (CO2)(3O)
form, the increase in the number of C–O bonds means that the +3 and +4 charge
states yield two stretch modes each, estimated at 1235 and 1353 cm−1 for the +3,
and 1006 and 1336 cm−1 for the +4 charge state, and these might be easy to identify
experimentally.
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Figure 5.7: Band structures in the vicinity of the band-gap for CO in: (a) the
neutral charge state of the on-site,(CO)c, and (b) the (CO)(2O) configurations,
plotted along high-symmetry branches in the first Brillouin zone; and (c)
showing Ef (µe) for various charge states of each structure. Lines, shading
and scales in (a) and (b) are as defined in Fig. 5.5. In (c) the red solid line, blue
dotted line, and black dotted line represent the (CO)(2O), CO, and (CO2)(3O)
configurations respectively. The gradient indicates the charge state, and the
energy scale is defined by Ef(((CO)(2O))0) = 0 eV.
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(a) (b)
(c)
Figure 5.8: Schematics showing wave functions of (CO)c: (a) lowest occu-
pied p-state along the Ti-C-Ti axis; (b) and (c) a partially filled, degenerate
pair made up of the perpendicular p components. Red and blue volumes
show wave function iso-surfaces of equal magnitude (0.1) and opposite sign.
Colours and orientation are as indicated in Fig. 5.2.
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(a) (b)
Figure 5.9: Schematics (a) and (b) showing the origin of two occupied states
in the gap for (CO)(2O) defect in PbTiO3. Red and blue volumes show wave
function iso-surfaces of equal magnitude (0.1) and opposite sign. Colours and
orientation are as indicated in Fig. 5.2.
5.3.3 C substituting for Pb
Now, the carbon substitution for the cation is discussed for the case of lead substituted
by carbon, CPb. The stable structures are shown schematically in Fig. 5.10, indicat-
ing that replacing a Pb with a C atom in PbTiO3 results in significant structural
changes. The carbon atom is displaced toward the three nearest neighbour oxygen
atoms and coordinates forming a carbonate group CO3 ion leaving off centre behind,
as in Fig. 5.10(a). The C–O bond lengths are calculated to be 1.37 A˚ in the polar
direction [001] and 1.27 A˚ in the other directions, [01¯1¯] and [01¯1], by assuming that
the principal axis is in the centre of the carbonate group. The structure is energeti-
cally more stable in the polar direction than with the CO3 in the anti-polar direction
by around 0.23 eV. A reorientation barrier similar to the previous calculations, Ci,
has been obtained using NEB calculations. There are several distinct orientations for
the carbonate group in tetragonal PbTiO3. Depending on the direction of the host
dipole and the stability of the structures, the reorientation energy has been calculated
between the polar [001] and anti-polar [001¯] directions. The forward and reverse reac-
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tions are calculated to be activated by energies of 1.97 and 1.74 eV respectively. The
defect dipole is aligned with the domain polarisation, and upon switching at normal
temperature, the reversal of this dipole might take place at a sufficiently slow rate to
effect the ferroelectric response. The effect of the carbonate group orientation on the
polarisation of the system has been explained in section 5.3.4.
The formation of the carbonate leaves the PbTiO3 lattice deficient by one Pb
cation and three oxygen anions. This results in a net excess of four electrons to be
accounted for. Two of these are associated with the carbonate group, but this means
that the reaction of carbon on the Pb site with three oxygen atoms is expected to
result in a double donor. Indeed, this is also what would be expected on the basis of
the valences of Pb and C, and that is what was found for CSr in SrTiO3.
As for CSr in SrTiO3 (section 4.3.3), there is also an alternative chemical rear-
rangement that results in an iso-electronic centre. Carbon in the lead site reacts with
a single oxygen neighbour, yielding the formation of CO anion resides in the Pb site
leaving the VO behind, and then no excess of deficit in charge results. Numerous
relative orientations of the CO ion and oxygen vacancy have been analysed and the
one shown is the lowest in energy. The structure shown schematically in Fig. 5.10(b)
is metastable, but not more stable than the carbonate form (Fig. 5.11(c)). The bond
length of C–O has been calculated to be 1.13 A˚, which is in good agreement with the
bond length in the carbon monoxide molecule.
Depending on the expectations of oxidation states band structures for the two
configurations have been calculated which confirm these results (see Fig. 5.11). In the
+2 charge state of the carbonate form, and the neutral charge state of the CO form,
the band-gap is devoid of states.
As with Ci and CO, CPb is likely to give rise to characteristic vibrational modes.
The CO3 form in the overall +2 charge state has modes at 1073, 1356, and 1474 cm−1
and the +1 charge state has modes at 1073, 1359, and 1469 cm−1, which is associated
with CO stretches, However, in the neutral charge state, the vibrational mode of CPb
in the CO form is observed to be at 2072 cm−1, which is in reasonable agreement
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(a)
(b)
Figure 5.10: Schematic of CPb in PbTiO3 in (a) CO3 and (b) (CO)Pb–VO
forms. Colours and orientation are as indicated in Fig. 5.2.
with the experimental value for the carbon monoxide molecule (Table 4.2). For both
structures, within the range of computational uncertainty, it has been found that the
vibrational modes have the same values as those obtained for CSr in SrTiO3.
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Figure 5.11: Band structures in the vicinity of the band-gap for CPb in (a)
+2 charge state of CO3 and (b) neutral charge state of the (CO)Pb–VO con-
figurations, plotted along high-symmetry branches in the first Brillouin zone;
and (c) showing Ef (µe) for various charge states of each structure. Lines,
shading and scales in (a) and (b) are as defined in Fig. 5.5. In (c) the (red)
solid line and (blue) dotted line representing the (CO)Pb–VO and (CO2)(3O)
configurations respectively. The gradient indicates the charge state, and the
energy scale is defined by Ef((CO3)0) = 0 eV.
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5.3.4 C substituting for Ti
Another structure for carbon substituting for a cation in PbTiO3 is the carbon sub-
stitution of titanium, denoted by CTi. The first structure analysed was created from
the ideal tetragonal material, with a Ti ion simply replaced with carbon. In the ab-
sence of any symmetry constraint, the optimised structure of CTi exhibits significant
structural change from the initial geometry. The carbon is displaced from the centre
where it was initially co-ordinated with six oxygen ions, toward the centre of a trian-
gular group composed of three oxygen ions, as shown in Fig. 5.12. This orientation
is denoted as the parallel orientation, since the electric dipole estimated on a point
charge basis for the defect has a component parallel to the bulk polarisation, that is,
along the [001] direction. The optimised structure has three C–O bonds which are
significantly around 35% shorter than the average Ti–O bond length. It therefore
seems reasonable to conclude that the carbon and its nearby oxygen neighbours form
a carbonate group. To further support this hypothesis, it is noted that the calculated
C–O bond-lengths in CTi are close to those of the carbonate group and those of cerus-
site [130], PbCO3. The initial supercell composition simulation was (PbTiO3)32; then,
after the substitution of Ti by C, one could expect that the structure is transformed
to (PbTiO3)31(PbCO3)1, or approximately (PbTiO3)0.97(PbCO3)0.03.
The band structure for CTi in tetragonal PbTiO3 has been calculated and is shown
in Fig. 5.13. As shown in this graph, the inclusion of a carbon atom at a Ti site does
not have any significant effect on the width of the band-gap, which is in contrast
to the situation with CTi in cubic SrTiO3 (see section 4.3.4). In addition, carbon
substitution for titanium is therefore expected to lead to electrically inactive defects,
where these centres do not introduce any electrical states in the band-gap.
Turning to vibrational characteristics, it is found that the calculation frequen-
cies are consistent with the picture of CTi resulting in the formation of carbonate
ions. A set of characteristic local vibrational modes lies above the one-phonon max-
imum, which could prove highly effective in the experimental identification of this
centre: with a nearly degenerate C–O stretch mode at 1395 cm−1 and 1314 cm−1, and
CHAPTER 5. CARBON IMPURITIES IN LEAD TITANATE
5.3. RESULTS AND DISCUSSION 93
Figure 5.12: Schematic of CTi in PbTiO3. Colours and orientation are as
indicated in Fig. 5.2.
a breathing stretch-mode found at 1055 cm−1. It is noted that, as with the case of
SrTiO3, these CTi modes are close to the experimental values for gas phase CO−23 .
They also agree [131] with those modes assigned to the carbonate groups in PbCO3.
Lower frequency modes of the carbonate group are also present for CTi, but are reso-
nant with the one-phonon density of states. All three local modes listed here are, by
symmetry, infra-red and Raman active, and given sufficient concentrations one might
seek to confirm the presence of this form of carbon centre directly via either IR or
Raman spectroscopy.
Finally, the reorientation processes for CTi have been evaluated. In general there
are several distinct orientations for the carbonate group in tetragonal PbTiO3. For
the “parallel” orientation described above, one might describe the orientation via the
principle axis of the carbonate group, which in Fig. 5.12 is [1¯1¯1]. Other “parallel”
orientations can be envisaged with C associated with the same Ti site, including one
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Figure 5.13: Band structure in the vicinity of the band-gap for CTi in PbTiO3,
plotted along high-symmetry branches in the first Brillouin zone. Lines, shad-
ing and scales are as defined in Fig. 5.5.
oriented along the [1¯11]. These two orientations are shown in Fig. 5.14(a) and (b), and
by symmetry these are equivalent (and therefore have the same energy). Alternatively,
the second orientation might be [1¯1¯1¯], as shown in Fig. 5.15(b). By symmetry, this is
not equivalent to the starting structure, and so in general will be different in energy.
In the current simulations the structure in Fig. 5.14(b), which is termed anti-parallel
to contrast it with the previous structure, is about 1.3 eV higher in energy.
The processes linking these structures have been evaluated using NEB simulations.
An in-plane process between the two equivalent structures shown in Fig. 5.14 is first
presented.
The activation energy for this symmetrical reorientation process is calculated to
be 1.8 eV, with the barrier plotted in Fig. 5.14(c). The barrier is found to be com-
paratively high in energy compared to, for example, diffusion of the oxygen vacancy,
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Figure 5.14: Schematics of (a) initial, and (b) final structure of CTi in PbTiO3
in a simple reorientation process; with (c) showing the calculated reorienta-
tion barrier of CTi in PbTiO3 between the initial and final structures in the
ab-plane. Colours and orientation are as indicated in Fig. 5.2.
but this can be understood as it was for the comparable process in SrTiO3, since the
reorientation requires the breaking and formation of strong covalent C–O bonds. It is
noted, however, that this activation energy is somewhat smaller than the activation
energy for the equivalent path in cubic SrTiO3, which was calculated to be around
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2.5 eV, but it is still expected to lead to a relatively slow reorientation process at room
temperature.
Turning to the second type of reorientation process, the NEB simulation produces
an asymmetric barrier, as shown in Fig. 5.15. The forward and reverse reactions are
calculated to be activated by energies of 2.8 and 1.5 eV respectively.
This is expected to have some impact upon the hysteresis seen in the electric
polarisation under an applied electric field. This can be understood as follows:
Let it be assumed that initially the CTi centres are equilibrated in tetragonal
PbTiO3 so that, due to the large energy difference between the two non-equivalent
orientations in Fig. 5.15, the vast majority of these centres are in the energetically
equivalent, low energy orientations. If this material is then subjected to an external
force that reverses the bulk polarisation, such as the application of an external bias,
then a number of possible outcomes may ensue. First, assuming that the bias does
not significantly impact on the reorientation process as depicted in Fig. 5.15(c), after
the tetragonal PbTiO3 has been switched, the vast majority of CTi centres will be in
the high-energy, non-equilibrium orientation shown in Fig. 5.15(b). This defect has
an intrinsic dipole which opposes the bulk polarisation, and therefore the polarisation
of the sample as a whole will be reduced relative to both the initial polarisation, and
relative to a defect-free form. The relatively high barrier to reorientation between
Fig. 5.15(c) and Fig. 5.15(b) of 1.5 eV means that at room temperature these dipoles
will not equilibrate over a typical experimental time-scale.
It must be noted, however, that the assumption that the application of an external
field sufficient to reorient the bulk polarisation would not change the reorientation
barrier may not be true. Since the carbonate groups have an intrinsic dipole, this
will also be affected by the external field, and it is possible that the switching of
the host will also switch these defects. However, given the high barrier for such a
process, this seems unlikely, and it can be concluded that the most likely impact of
CTi in PbTiO3 in terms of the bulk polarisation is in line with that expected for fixed
dipoles, such as is observed to arise from Fe-related complexes [132]. This is important
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Figure 5.15: Schematics of (a) initial, and (b) final structure of CTi in PbTiO3
in a simple reorientation process; with (c) showing the calculated reorienta-
tion barrier of CTi in PbTiO3 between the initial (polar direction) and final
structure (antipolar direction). Colours and orientation are as indicated in
Fig. 5.2.
when considering the operation of ferroelectric device applications.
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5.3.5 Formation energy comparison
Finally, as for SrTiO3, a thermodynamic assessment of the relative stability of the four
sites above is considered, where the atomic and electron chemical potentials must be
taken into account. The formation energies of each defect in various charge states
with respect to the chemical potential of atoms, along with the Fermi level, have been
calculated using Eq. 3.9. In the PbTiO3 system, µi denotes the chemical potential of
the species (here i =Pb, Ti, O and C).
First, the limitations of the atomic chemical potentials have been assessed by con-
sidering the energies of bulk PbTiO3 and related materials. The chemical potentials
of components µPb, µTi and µO are related through
µPb + µTi + 3µO = µPTO(bulk) (5.1)
Here µPTO is the total energy per formula unit of pure PbTiO3 which is found to be
−13.06 eV, and this is in reasonable agreement with the previously calculated value of
−13.41 eV [133]. µPb is the energy per atom of pure Pb metal, and µTi and µO have
been defined and calculated in section 4.2. A parameter space describing the values of
the chemical potentials for which PbTiO3 is stable can be established in terms of µTi
and µPb using Eq. 5.1, with boundaries formed where related materials become ther-
modynamically more stable than PbTiO3. For example, for sufficiently high values of
the chemical potentials of Ti and Pb, it would become more favourable to form bulk
metals rather than the compound. An equilibrium lattice constant of 4.85 A˚ has been
calculated for fcc Pb; which is in reasonable agreement with the experimental equiva-
lent of 4.91 A˚ [134]. The Ti metal lattice constant has been presented in section 4.3.5.
Other boundaries are formed by PbO, PbO2, TiO2, and oxygen gas
∆HPbO = µPbO(bulk) − µPb − µO (5.2)
∆HPbO2 = µPbO2(bulk) − µPb − 2µO (5.3)
The heat of formation for TiO2 has been defined in section 4.2. The current calcu-
lations suggest that the chemical potential of PbO has a further restriction on the
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PbTiO3 phase diagram, in contrast to the phase relations suggested by Boonchun
et al. [133]. PbO has a tetragonal structure, and the enthalpy of formation has been
calculated to be −2.5 eV/f.u. which is in an excellent agreement with the experimental
value of −2.37 [135]. For PbO2 (tetragonal, space group P4/mnm), the enthalpy of
formation has been calculated to be −3.30 eV/f.u. which is in reasonable agreement
with the theoretical value [136]. Other competing phases such as TiO and Ti2O3 have
been considered, but were found to give no further restriction on the allowed chemical
potentials. The shaded area in Fig. 5.16(a) shows the resulting phase diagram for the
stable growth of PbTiO3 as a function of µPb and µTi.
Following the procedure adopted for the Cr doping of SrTiO3 [76] and the cur-
rent calculations of carbon impurities in SrTiO3 (section 4.3.5), the selection of the
impurity chemical potential based upon the appropriate carbon containing phase is
required. µC has been calculated based upon graphite (C) and PbCO3. Other car-
bon containing systems such as CO, CO2, CO3, TiC and PbC2 have been examined
but were not found to be in the equilibrium phase under the simulation conditions.
Fig. 5.16(b) illustrates the carbon chemical potential diagram as a function of µPb
and µTi, with µO defined by Eq. 5.1. Using Eq. 3.9 and by considering the conditions
for PbTiO3 stability described in the previous section, the likely locations of carbon
in PbTiO3 have been examined.
Two different chemical potential settings have been selected: (µTi, µPb, µO), which
correspond to the points X and Y in Fig. 5.16(a)and (c). The point X (−9.25, −2.30,
−0.54) eV describes the Ti, O rich growth conditions, and this point has the highest
possible value of µO, and lean growth conditions for Pb. Metal-rich and O-poor
growth conditions occur at points Z(−5.45, 0,−2.54) −→ Y(−4.64, 0,−2.83) eV and
there is no specific point within the boundary of the PbTiO3 stable phase which is
in equilibrium with the Ti metal. The carbon chemical potential is associated with
PbCO3 in O-rich conditions, while the graphite chemical potential is dominate in
O-lean conditions as shown in Fig. 5.16 (c) and (d).
The formation energies for carbon species as a function of the values of µe of two
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Figure 5.16: Plots showing the equilibrium phases for PbTiO3 related mate-
rials as a function of µPb and µTi: (a) shows the PbTiO3 stable region of the
parameter space, indicated by the shaded area, and the X point describes the
Ti and O-rich growth conditions whereas Y and Z points denote O-poor and
metal rich growth conditions; (b) shows the phases containing carbon over
the same ranges of chemical potentials; (c) and (d) represent the zoom demo
in the regions where PbTiO3 and carbon phases respectively are stable.
selected growth conditions have been plotted in Fig. 5.17. The gradient of each line
reflects the most stable charge state under the Fermi level conditions. For example,
(CO)c is thermodynamically stable in the +1 charge state in p-type growth conditions;
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Figure 5.17: Graph showing the calculated equilibrium form of C-related de-
fects with respect to electron chemical potentials for different atomic chemical
potentials of Ti, Pb and O in different growth conditions. (a) corresponds to
O-rich conditions at the X-point and (b) corresponds to O-poor conditions at
the Y-point. The gradient indicates the charge state of the defects and the
kinks in the plots reflect the energy positions at which transitions from one
charge state to another take place.
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however, as the Fermi level increases, the neutral, −1 and −2 charge states become
more stable. This suggests that (CO)c is an amphoteric defect and can behave as both
a donor and acceptor. It must be noted that the formation energy of CO is always
higher than that of other defects under the growth conditions examined, even when
C has the best opportunity to substitute O, under O-lean conditions (Fig 5.17(b)).
At point X (Fig. 5.17(a)), the calculations indicate that the formation energy of
CTi is always significantly lower than that for the other forms (CPb, Ci and CO). Even
though there is the best chance for carbon to substitute Pb, the formation energy of
CPb is still higher than that of CTi by more than 1.8 eV. In the p-type condition, the
formation energy of Ci is also larger than that of the CTi defect by about 4 eV and
it increaseds with increasing Fermi level. Under almost all conditions, the carbonate
form Ci is the equilibrium phase. However, the next most likely defect will be CPb
with the CO3 form in the positive charge state. Although the CTi does not have a
significant impact electrically, it has a ferroelectric impact because the polarisation
density of the material changes, but the carbon contribution in the Pb site leads to
the electrical effect.
At point Y (Fig. 5.17(b)), metal substitution is favoured with both CPb and CTi.
However, CTi is stable for a wide range of Fermi level. In p-type PbTiO3, the +2
charge state with a CO3 configuration of the CPb is favoured. The formation energy
of the +4 charge state with CO3 forms of Ci is very slightly higher in energy than
that of the +2 CPb defect. As the electron chemical potential moves from the valance
to the conduction bands, CTi dominates more and more of the stable region.
Depending on the current results of carbon stability in the X and Y conditions,
it is clear that CTi will be expected to be stable for the whole range of Fermi level
in Z point conditions. Therefore the formation energies explanation in Z point is not
included.
According to the calculations, the formation energy of CO is larger than those of
CPb, Ci and CTi and it is never thermodynamically favoured. Hence, we can safely
conclude that carbon substituting for oxygen in different structures such as on site,
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CO and CO2 is unlikely to occur under equilibrium conditions in PbTiO3 crystal.
For all thermal equilibrium growth conditions of PbTiO3, the vast majority of
carbon impurities will substitute for Ti and will have a neutral charge state. In addi-
tion, the current calculations indicate that, under O-rich conditions, C-doped PbTiO3
cannot be grown as the p-type under thermal equilibrium, due to the spontaneous for-
mation of positively charged CPb, which possibly pushes the sample into the donor
region. On the other hand, the formation energy of CO is larger than those of CPb
and Ci and it is never thermodynamically favoured.
5.4 Conclusion
In summary, based on first-principles density-functional calculations, the characteris-
tics of carbon impurities in tetragonal PbTiO3 have been examined, such as structural
configuration, electronic properties, electrical levels, vibrational modes, reorientation
barriers of the carbonate group and formation energies. The calculations reveal that
carbon energetically favours the formation of carbonate groups for interstitial and
both Ti and Pb substitutions. The calculations suggest that the carbon substitution
of host species in PbTiO3 could be either electrically active, such as in the substi-
tution of Pb or O, or electrically passive, which is the case with the iso-electronic
substitution of Ti. Hence, depending upon which site the carbon occupies, it may
form donor, acceptor, or iso-electronic centres. Where carbon substitutes for Pb, it
may be a source of free electrons since, based upon the electronic structure, CPb is a
candidate for a shallow donor.
The vibrational characteristics of the defect centres therefore have some similari-
ties, and for the CO3 forms occupy similar locations in the frequency domain. How-
ever, due to site symmetry and the influence of local co-ordination, the vibrational
frequencies offer a potential route to discrimination between different sites.
The reorientation barrier for the carbonate group in an interstitial site and both
CPb and CTi has been estimated. In general, because the process involves the break-
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ing and forming of C–O covalent bonds, the barrier has a relatively high value. With
respect to the CTi, two crystallographically distinct sites for carbonate group reorien-
tation have been investigated. The first is a systematic reorientation along the [1¯11]
direction and the second is in the [1¯1¯1¯] direction between two non-equivalent struc-
tures. Hence, two kinds of reorientation barrier have been classified. Under specific
conditions such as applying an external electric field or strain, this is expected to have
an impact on the polarisation switching and then the ferroelectric characteristics of
PbTiO3.
Finally, formation energy calculations indicate that, among lattice sites, C atoms
will often prefer the Ti site in the neutral charge state in bulk PbTiO3 systems.
However, there is an opportunity for the C defect to be p-type under O-rich growth
conditions.
From the present calculations it can be emphasized that carbon impurities have an
important impact on the properties of both SrTiO3 and PbTiO3. Hence, these results
have motivated a study of the effect of carbon impurities in another perovskite titanate
material which is very important in the technological applications. The next chapter
presents a discussion of the effect of carbon impurities on the different characteristics
of rhombohedral BaTiO3.
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Chapter 6
Carbon impurities in barium titanate
The perovskite family includes many titanates which have been used in various ap-
plications. BaTiO3 is one of the most interesting materials among the perovskite
oxides due to its ferroelectric properties at room temperature and lack of toxicity.
As is the case for the previously mentioned perovskites (SrTiO3 and PbTiO3), car-
bon defects play a potentially important role upon the properties of BaTiO3. This
chapter presents a state of the art a first principles study of the structural and elec-
tronic properties of carbon in BaTiO3. Interstitial and substitutional point defects are
considered, and the relative stability of different charge states for each type of point
defect is assessed. The local vibrational modes of the defect centres are calculated and
suggested as a possible route to experimental validation. Through a careful consider-
ation of the chemical potential space of the constituent species, the relative stability
of the different point defects in various thermodynamic conditions is investigated.
6.1 Introduction
BaTiO3 is a common ferroelectric material with a high dielectric constant and low loss
characteristics, and it is widely utilised in the manufacture of electronic components
such as multilayer dielectric capacitors and high refractive index thin films [137]. Its
piezoelectric and pyroelectric properties mean that it is also utilised in passive infrared
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detectors [138], piezoelectric actuators and sonar devices (SNR) [139]. Furthermore,
given its positive temperature coefficient of resistivity (PTCR) properties, semicon-
ducting barium titanate is used in sensor applications [139]. Despite its relative low
Curie temperature, and piezoelectric properties inferior to those of Pb(Zr,Ti)O3, lead-
free BaTiO3 remains attractive for environmental reasons [140].
Barium titanate crystallises in at least two polymorphic structures: perovskite
structure and a hexagonal (6H) phase (space group P63/mmc) [141,142]. Hexagonal
BaTiO3 is stable at high-temperatures. It is difficult to generate, only being stable at
temperatures above 1460 ◦C. An unusual feature of this structure is the sharing of the
faces of TiO6 octahedra to form Ti2O9 co-ordination groups [142]. Each polymorph
undergoes its own series of phase transitions. Both are ferroelectric material but with
different ferroelectric properties. In the present work, only the perovskite structure
is considered. At high temperature the perovskite form is stable in a classic BaTiO3
structure with a simple cubic lattice. However, as the temperature decreases, BaTiO3
transforms from a paraelectric to a ferroelectric phase with a tetragonal structure at
about 130 ◦C [143]. At 5 ◦C, it undergoes another phase transition to an orthorhombic
structure. The stable structure of BaTiO3 below -90 ◦C is rhombohedral. In the rhom-
bohedral phase, the oxygen octahedron surrounding the Ti+4 ion is slightly elongated
along the 〈111〉 axis. The point symmetry of the Ti+4 site is C3v and the trigonal
distortion of the (TiO6)−8 octahedron is due mainly to the off-centre displacement of
Ti+4 along the 〈111〉 axis [144–148], as shown in Fig. 6.1.
In recent years, significant attention has been directed towards ferroelectric BaTiO3.
Numerous studies have investigated the origin of ferroelectricity in BaTiO3 perovskite
[149–155]. Both theoretical and experimental studies have shown that intrinsic and
extrinsic defects affect various of the properties of BaTiO3, such as its electronic
structures, photonic properties, remnant polarisation, the motion of domain walls,
dielectric constant and leakage current [156–159].
Pure barium titanate is an insulator, whereas upon doping it is transformed into
a semiconductor. For example, pentavalent dopants (Sb, Nb and Ta) can produce the
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Figure 6.1: Structure diagram of rhombohedral BaTiO3 unit cell. The oxygen
octahedron surrounding Ti+4 ion is slightly elongated along 〈111〉 axis. Blue,
cyan and red spheres represent Ba, Ti and O, respectively.
semiconductor by substitution at Ti+4 lattice sites [137]. Similarly, oxygen vacancies
play an essential role in increasing the mobility meaning that the semiconductor is
donor-type [160]. Typically, dopant additions to the host BaTiO3 are needed to
achieve the enhancement of its properties such as photoconductivity, piezoelectric
and PTCR [139,161,162].
The successful synthesis of barium titanate with its unique dielectric properties
largely depends on the purity and crystal structure, which greatly influence its final
properties [90, 163]. Hence, various different techniques have been used to synthesis
BaTiO3 thin films, including solid-state reaction [164], the Sol-Gel method (solprecip-
itation) [157, 160, 165–167], the coprecipitation method [140, 168], mechanochemical
synthesis [169, 170], solvothermal synthesis methods [171], sputter deposition [172],
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pulsed-laser deposition [173], chemical vapour deposition [174] and atomic layer de-
position [174, 175], in order to eliminate problems such as heterogeneity, impurities,
inaccurate thickness control and the poor electrical properties of sintered ceramics. In
these methods, the organic precursors have been introduced as sources of Ba. There-
fore, carbon contamination has been reported in BaTiO3 thin films [163,167,169,175].
For example, sharp absorption peaks at 1425, 1050, 860, and 695 cm−1 were observed
and attributed to the carbonate ions (CO−23 ) [176]. BaTiO3 ceramics with excellent
ferroelectric and piezoelectric properties have been successfully obtained using ordi-
nary BaCO3 and TiO2 powders [139].
As for SrTiO3, first principles calculations in the frame work of density functional
theory have been used to accurately determine the formation energy of pure BaTiO3,
and this is then extended to explore the stable structures of carbon impurities in
rhombohedral BaTiO3. All possible carbon sites, such as substituting for Ba, Ti and
O as well as interstitial positions have been considered in a range of possible charge
states. Physical properties including geometry, electronic structure and electrical
level have been calculated. Vibrational modes for the stable structures have been
investigated and compared with the relevant experimental results. Activation energy
calculations have been investigated to identify the probability of carbonate group
reorientation in BaTiO3 crystal.
6.2 Computational Method
In the present work, the same computational approach has been used as in the pre-
vious application chapters and described in sections 4.2 and 5.2. As for SrTiO3 and
PbTiO3, atoms are modelled using norm-conserving, separable pseudo potentials [16]
with valance sets of Ba of 5s25p66s2. The valance sets for Ti, O and C are listed in
section 4.2. The Kohn-Sham eigen-functions are expanded using atom centred Gaus-
sian basis sets [66], with four sets of independent s, p and d functions being used for
each atom, representing a basis of 40 functions per atom for Ti, Ba, O and C, as
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discussed in section 2.7.
Matrix elements of the Hamiltonian are determined using a plane-wave expansion
of the density and Kohn-Sham potential [67] with a cut-off of 150Ha. To obtain the
ground state properties of rhombohedral BaTiO3, the lattice parameters and fractional
positions of atoms were fully optimised. Ionic and cell relaxations were performed with
the convergence of the total energy with respect to the expansion of the charge density
to be better than 0.03meV.
For bulk rhombohedral BaTiO3 symmetry, the calculated properties are given
in Table 6.1, where they are compared with the available theoretical [177, 178] and
experimental [146, 179] data. The values in Table 6.1 show that the deviations of
optimised lattice constant a0 and cell angle θ from the experimental values are less
than 1% and 0.06% respectively. The fractional displacements XA and ZA of atom A
have been calculated with respect to the ideal cubic location (Ba: 1a (0, 0, 0); Ti: 1a
(0.5 + XTi, 0.5 + XTi, 0.5 + XTi); O: 3b (0.5 + XO, 0.5 + XO, ZO). The technique
for computing the total energy was presented in section 3.1. The Monkhorst-Pack [14]
scheme for 10× 10× 10 k-point mesh was applied for BZ sampling. Table 6.1 shows
that good agreement between the calculated atomic displacements and both previous
calculations and experimental values. It should be noted that the rhombohedral
distortion does not have a significant ferroelectric impact on the energy of orientation,
as shall be seen below in section 6.3.4. Therefore, the BaTiO3 calculations do not focus
on the reorientation process because the energy difference is small compared with the
significance level of the calculations.
The calculated band gap is 2.3 eV, reflecting the well-documented-underestimate
arising from the underpinning methodology. However, the current value is in excellent
agreement with a previous calculation [178]. On average, LDA gives good agreement
with experimental structural data for the rhombohedral BaTiO3 phase.
In this work, the supercells used to model defects have been built from the SrTiO3
cubic structure by changing lattice parameters and then optimising it with the 2×2×2
mesh grid. This supercell is comprised of 32 formula units, meaning that the supercell
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Table 6.1: Calculated, theoretical and experimental bulk properties of rhom-
bohedral BaTiO3 including lattice constant (a0, A˚), cell angle (θ, degrees),
band gap (Eg, eV) and fractional displacements with respect to the ideal cu-
bic location (XTi, XO and ZO). Experimental and theoretical data are taken
from published studies [146, 177–179].
Properties Current calculations Previous calculations Experiment
a0 3.969 3.966 4.004
θ 89.85 89.87 89.80
Eg 2.30 2.30 3.40
XTi −0.0114 −0.0110 −0.0128
XO 0.0129 0.0133 0.0109
ZO 0.0188 0.0192 0.0193
is Ba32Ti32O96.
As for SrTiO3 and PbTiO3, the second derivatives of the total energy over atomic
displacements have been used to calculate the vibrational frequencies of defects, which
are then assembled into the dynamic matrix as discussed in section 3.2. Finally, the
reaction pathways and activation energies are determined using the NEB method
[21,22], and the convergence of the saddle point energy with respect to the number of
images and the image-forces has been established to within a few meV (see section 3.6).
6.3 Results and discussion
A one hundred and sixty-atom supercell was exploited to discover the effects produced
by a carbon atom impurity in the otherwise pure rhombohedral BaTiO3 crystal. As
mentioned before in section 4.3, there are four possible ways to include a carbon
atom in the BaTiO3 lattice (substitution at the Ba, Ti or O sites and an interstitial).
Various possibilities for situating carbon impurities in rhombohedral BaTiO3 have
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been examined to obtain the structures that give the lowest total energies of the
system in each site. Each of these configurations has been analysed and its observable
properties assessed, as explained extensively below.
6.3.1 Interstitial C
Geometrically, there are different ways to incorporate carbon atom as an interstitial
in rhombohedral BaTiO3 crystal. The first position is between neighbouring Ba–Ba
atoms; the second between Ba–Ti atoms; the third between O–O atoms, and so on.
Numerous structures have been investigated to find out the stable structure either in
the 〈111〉 direction (C3) or in the other directions. Different minimum energies have
been obtained. However, as is the case with SrTiO3 and PbTiO3, two configurations,
which may be characterised as CO and CO3 in terms of the co-ordination with oxygen
(Fig. 6.2), are of particular importance, being the lowest in energy for different charge
states.
In the CO structure (Fig. 6.2(b)), carbon prefers to form a covalent bond with
one oxygen neighbour to form carbon monoxide. The C–O bond length of 1.23 A˚
is consistent with a CO−2 ion substituting for a host oxygen ion. This structure is
stabilised by a partial p-d covalent bonding between the carbon atom and the two
nearest Ti ions, as illustrated in Fig. 6.3. The C–Ti distances have been calculated
to be 2.15 A˚, which is 2% longer than the original Ti–O in bulk BaTiO3. From these
calculations, it can be remarked that the carbon in the SrTiO3 has a greater effect on
the structure of the defect than it does for BaTiO3.
In the case of CO3 (Fig. 6.2(c)), as with SrTiO3 and PbTiO3, carbon prefers to
form three C–O bonds yielding a centre of C3v symmetry. The normal charge state of
the carbonate ion is −2 and the formation of this geometry may be viewed as unlikely:
the CO−23 ion is effectively replacing three host O−2 ions, leading to a surplus of four
electrons. The C–O distances have been found to be 1.3 A˚, which are close to the bond
length of CO−23 ions. The CO3 in the neutral charge state is non-planar, However, by
adding electrons, the bond angles become smaller as the bonding interaction between
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(a) (b)
(c)
Figure 6.2: Schematics of the (b) CO and (c) CO3 forms of Ci in BaTiO3. An
equivalent section of defect-free BaTiO3 is shown in (a) for comparison. Blue,
grey, red, and black spheres represent Ba, Ti, O, and C atoms respectively.
Vertical and horizontal axes are approximately [001] and [010] respectively,
with the tilted view adopted to aid clarity.
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(a)
(b)
Figure 6.3: Plot of the wavefunction distribution of CO Ci configurations in
BaTiO3: (a) a partial p-d covalent bonding between the carbon atom and
the two nearest Ti ions in the CO form; and (b) π∗ CO molecular orbitals
associated with the empty state in the gap. Red and blue volumes show wave
function iso-surfaces of equal magnitude (0.1) and opposite sign. Colours and
orientation are as indicated in Fig. 6.2.
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the Ti and carbon atom increases the strength, and then CO3 will be close to the
planar. Indeed, it is shown below that, although the carbonate form is metastable
in the neutral charge state, it is expected to act as a donor, thus favouring positive
charge states.
The important effect of any impurity doping is its influence upon the band struc-
ture properties of a given crystal. Such interference might be responsible for a variety
of features, such as changes in electric conductivity as well as dielectric and other
behaviour. The band structures in the vicinity of the band-gap for the neutral charge
state of the CO form and the overall +2 charge state of the carbonate form are shown
in Fig. 6.4. The analysis of the influence of carbon upon the BaTiO3 band struc-
ture provides the following data. In the case of CO form there are both occupied
and empty bands within the gap, which may be related to the two π∗ CO molecular
orbitals, split by the crystal field. The wave function of the states are plotted in
Fig. 6.3. The lowest energy occupied state wave function is depicted in Fig. 6.3(a),
whereas Fig. 6.3(b) represent the wave function of the higher empty state in the gap,
which is similar to that found in the case of SrTiO3.
For the carbonate group, the neutral defect introduces two occupied levels, one of
which is localised close to the bottom of the conduction band and the other at about
the middle of the gap. In contrast, at +4 charge states, the band gap is devoid of
states. The band structure for the +2 charge state configuration (Fig. 6.4(b)) consists
of a single occupied band in the upper half of the band-gap. The state is a combination
of a molecular orbital on the carbonate group and the neighbouring Ti cation. It is
made up of the parallel p orbital on all four sites, but in anti-bonding combinations
between C and the three oxygen, with the Ti d-orbital forming a σ bond with the
p-orbital on the carbon, as shown in Fig. 6.5.
Based upon the band structures and expected oxidation states of CO and CO3, it
is natural to expect electrical levels to be present for interstitial carbon. The charge-
dependent formation energies are shown in Fig. 6.4(c), indicating that the the neutral
charge state of the CO configuration is not stable, in contrast to that for SrTiO3 and
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Figure 6.4: Band structures in the vicinity of the band-gap for Ci in: (a)
the CO; and (b) the (CO3)+2 configurations, plotted along high-symmetry
branches in the first Brillouin zone; and (c) showing Ef (µe) for various charge
states of each structure. Occupied and empty bands in (a) and (b) are shown
in solid (blue) and dashed (red) lines respectively. The underlying shaded
areas show the regions of the bands for the corresponding bulk supercell.
The energy scale is defined such that the valence band maxima are at zero.
In (c) the (red) solid line and (blue) dashed line represent the CO and CO3
configurations respectively. The gradient indicates the charge state, and the
energy scale is defined by Ef((CO3)0) = 0 eV.
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Figure 6.5: Wave function of the orbital state for the CO3 Ci configuration
in BaTiO3. Red and blue volumes show wave function iso-surfaces of equal
magnitude (0.1) and opposite sign. Colours and orientation are as indicated
in Fig. 6.2.
PbTiO3. Furthermore, the neutral and +1 charge states of CO3 are stable compared
with the equivalent structures in SrTiO3 and PbTiO3. In addition, the CO3 +4 charge
state is stable, which is in agreement with the same results for PbTiO3 in contrast to
the situation for SrTiO3, which could be related to the difference in the location of
the host band edge relative to the molecular orbitals of the CO3 ion.
In addition to the electrical levels, one would expect local modes corresponding
to C–O stretches. For the neutral, CO bonded configuration the stretch mode is
estimated at 1571 cm−1, which is much lower than the vibrational mode of CO gas.
In the case of the +4 charge state, local vibrational modes are calculated for the
CO3 centre. There is an E-mode (anti-symmetric combination of C–O stretches) at
around 1375 cm−1 and a non-degenerate breathing-mode (A1) at 1042 cm−1, which are
close to those of gas phase CO−23 (see Table 4.2), and for the +3 charge state is 1233
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and 908 cm−1, whereas for +2 they are 1123 and 854 cm−1 and for +1 they are 1119
and 834 cm−1. The increase in frequency with charge results from the differences in
bonding, with the σ-bond between the Ti and C atoms resulting in a non-planar CO3
group in the +2 charge state, and this is lost by the +4 state where the CO3 group is
close to planar.
6.3.2 C substituting for O
The possibility of carbon occupation in the oxygen sites has been examined. The
geometry-optimised atomic structure of such a centre (CO) is shown in Fig. 6.6(a).
The bond-lengths of a simple substitution are very similar to those of the host, with
the Ti–C bond-length at 2.08 A˚, which is only slightly longer than the original Ti–O
internuclear distances in bulk BaTiO3 by 1%.
There is another structure of CO in the BaTiO3 as a result of chemical reactions
between the carbon and nearby host oxygen ions, which is energetically favourable
for the neutral charge state. Fig. 6.6(b) shows the resulting structure for the neutral
charge state, which can be characterised as a CO species shared between two oxygen
sites, (CO)(2O). In the neutral charge state, the bond length of carbon monoxide
has been calculated to be 1.42 A˚, which is significantly longer than that in a CO
molecule, but close to a free CO−2 ion which has been calculated using this method
to be 1.44 A˚. This long bond is due to a combination of the charge state of the group
and the bonding interactions with the neighbouring Ti atoms. The C–O bond length
is shorter for the +1 and +2 charge states, are 1.35 and 1.26 A˚ respectively, which is
consistent with the depopulation of an anti-bonding orbital. However, under p-type
conditions, carbon prefers to form another bond with the nearest neighbour oxygen,
forming carbon dioxide. Fig. 6.6(c) shows the resulting structure for the +4 charge
state, which can be characterised as a CO2 species shared between three oxygen sites,
(CO2)(3O).
Having described the defect geometry, the relative electronic structures for the two
configurations are now explained. Fig. 6.7 shows the band structures corresponding to
CHAPTER 6. CARBON IMPURITIES IN BARIUM TITANATE
6.3. RESULTS AND DISCUSSION 118
(a) (b)
(c)
Figure 6.6: Schematics of (a) CO, (b) (CO)(2O) and (c) (CO2)(3O) in BaTiO3.
Colours and orientation are as indicated in Fig. 6.2.
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different configurations of carbon in the oxygen sites. It can be noted that, as with the
case of SrTiO3, the on-site form (Fig. 6.7(a)) has two C-related levels in the band-gap.
The lowest localised occupied states correspond to the p-state along the Ti-C-Ti axis,
and the highest partially filled, degenerate pair are made up of the perpendicular p
components split by the crystal field. One would therefore expect the on-site centre
to act as a donor, and possibly as an acceptor. To clarify the combination of orbitals
between the carbon dopant and adjacent host atoms, the wave functions of the iso-
surface near the carbon dopant have been calculated, and the results are illustrated
in Fig. 6.8.
Fig. 6.7(b) shows the electronic structure of the (CO)(2O) structure in the neutral
charge state. The energy levels due to the C-impurity are localised in the upper
part of the band-gap and are related to the combination of π∗ CO and σpd with the
neighbouring Ti atoms, as illustrated in Fig. 6.9.
Depending on the electronic structure, the electrical levels of carbon in the oxygen
site have been investigated (see Fig. 6.7(c)), showing the formation energies of the
two forms in different charge states as a function of the Fermi level. The CO centre
can accept an electron, but the addition of a second electron which would render it
isoelectronic with oxygen is also energetically favoured. This agrees with the case of
PbTiO3 and contrasts with that of SrTiO3. The picture for the CO form is slightly
more complex as a result of the different structures. The existence of the occupied
states in the band-gap is found to result in single and double donor levels, with the
depopulation of the π∗ state corresponding to a decrease in the C–O bond-length.
However, the removal of three or four electrons is also possible, but with a sponta-
neous reconstruction to form a centre where C is bonded to two oxygen neighbours,
(CO2)(3O). Indeed, the formation energies of the charged defects vary with the Fermi
level. For the (CO2)(3O) form, the +4 charge state is energetically the most favourable
when the Fermi level is low. With the increase in the Fermi level, its formation energy
approaches that of the (CO)(2O) form with +2 and +1 charge states; then, finally, at
the conduction band minimum the carbon defect is present in the CO configuration
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Figure 6.7: Band structures in the vicinity of the band-gap for CO in: (a)
the on-site, and (b) the (CO)(2O) configurations, plotted along high-symmetry
branches in the first Brillouin zone; and (c) showing Ef (µe) for various charge
states of each structure. Lines, shading and scales in (a) and (b) are as defined
in Fig. 6.4. In (c) the (red) solid line, (blue) dashed line, and (black) dotted
line represent the (CO)(2O), CO, and (CO2)(3O) configurations respectively.
The gradient indicates the charge state, and the energy scale is defined by
Ef((CO)0) = 0 eV.
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(a) (b)
(c)
Figure 6.8: Schematics showing wave functions of CO: (a) lowest occupied
p-state along the Ti-C-Ti axis; (b) and (c) a partially filled, degenerate
pair made up of the perpendicular p components. Red and blue volumes
show wave function iso-surfaces of equal magnitude (0.1) and opposite sign.
Colours and orientation are as indicated in Fig. 6.2.
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(a) (b)
Figure 6.9: Plots (a) and (b) showing the wave function for the two occupied
levels related to the combination of π∗ CO and σpd with the neighbouring Ti
atoms for the (CO)(2O) defect in BaTiO3. Red and blue volumes show wave
function iso-surfaces of equal magnitude (0.1) and opposite sign. Colours and
orientation are as indicated in Fig. 6.2.
with neutral, −1 and −2 charge states (Fig. 6.7(c)).
As with Ci, CO is likely to give rise to characteristic vibrational modes. For the
on-site form, stretching vibrational modes lie at 646, 766 and 904 cm−1 in the neu-
tral, for the −1 and −2 charge state respectively. Concerning the (CO)(2O) defect,
the vibrational mode in the neutral charge state has been calculated at 959 cm−1,
which is close to the calculated vibrational mode of CO−2. In the +1 charge state,
the vibrational modes increase to 1100 cm−1, and 1379 cm−1 for the +2 charge state,
corresponding to increased bond-order. In the (CO2)(3O) form, the increase in the
number of C–O bonds means that the +3 charge state yields two stretch modes, esti-
mated at 1129 and 1417 cm−1. The difference in the geometry leads to the difference
in the vibrational modes which can be easily distinguished experimentally.
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6.3.3 C substituting for Ba
The following discussion considers the influence of carbon impurities as a cation, the
Ba site, CBa. As in the Ci and CO situations, there are different structures for Ba to
take in the BaTiO3 crystal. The results concerning the stable structure optimisation
are presented in Fig. 6.10. The spontaneous displacement of C has been shown to
form three C–O bonds (Fig. 6.10(a)). The C–O bond lengths are calculated to be in
the range of 1.29 A˚, which close to that in the carbonate group anion. However, the
formation of the carbonate leaves the BaTiO3 lattice deficient by one Ba cation and
three oxygen anions. This results in a net excess of four electrons to be accounted
for. Two of these are associated with the carbonate group, but this means that the
reaction of carbon on the Ba site with three oxygen atoms is expect to result in a
double donor.
In addition, during the simulations of CBa, another structure has been observed
that results in an isoelectronic centre. Carbon reacts with a single neighbouring
oxygen forming CO anion localised at the Ba site and an oxygen vacancy. Numerous
relative orientations of the CO ion and oxygen vacancy have been analysed, and the
one shown is the lowest in energy. The C–O bond length has been calculated to be
1.19 A˚, which is in good agreement with the bond length in the carbon monoxide
molecule. The structure shown schematically in Fig. 6.10(b) is metastable, but not
more stable than the carbonate form (Fig. 6.11(c)), which can be accounted for on
the basis of the relative favourability of the formation of three covalent bond. This
is similar to the results obtained for CSr and CPb in the previous calculations in
sections 4.3.3 and 5.3.3.
The expectations based upon oxidation states for the two illustrated structures are
confirmed by their band structures shown in Fig. 6.11. In the +2 charge state of the
carbonate form, and the neutral charge state of the CO form, the band-gap is devoid
of states.
Next, the vibration signatures of these defects have been calculated. The CO3
form in the overall neutral charge state has an (A1) mode at 1056 and an E-mode
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(a)
(b)
Figure 6.10: Schematic of CBa in BaTiO3 in (a) CO3 and (b) (CO)Ba–VO
forms. Colours and orientation are as indicated in Fig. 6.2.
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Figure 6.11: Band structures in the vicinity of the band-gap for CBa in:
(a) +2 charge state of CO3 and (b) the (CO)Ba–VO configurations, plotted
along high-symmetry branches in the first Brillouin zone; and (c) showing
Ef(µe) for various charge states of each structure. Lines, shading and scales
in (c) and (b) are as defined in Fig. 6.4. In (c) the (red) solid line and
(blue) dashed line represent the (CO)Sr–VO and (CO2)(3O) configurations re-
spectively. The gradient indicates the charge state, and the energy scale is
defined by Ef ((CO3)0) = 0 eV.
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at around 1480 cm−1. The ionised forms have modes within 3 cm−1 of the neutral
charge state, which is consistent with the shallow donor behaviour predicted for this
centre. These vibrational modes are very similar to those obtained in the CSr of
SrTiO3 (see section 4.3.3). The vibrational mode of the CBa CO form is observed to
be at 2094 cm−1, which is in reasonable agreement with the experimental value for the
carbon monoxide molecule frequency (Table 4.2) and significantly larger than that in
Ci depending on electrons account.
6.3.4 C substituting for Ti
The last possibility considered is the substitution of titanium, CTi. Similar to the
situations with CBa and Ci, the addition of one carbon atom exhibits a significant
structural change from pure BaTiO3. Fig. 6.12 shows that the doped carbon forms a
carbonate group similar to that in the other materials. The relaxed structure has three
C–O bonds 1.29 A˚ are significantly shorter than the Ti–O inter-nuclear distances in
defect-free BaTiO3 by about 35%. The calculated C–O bond lengths in CTi are close
to those of the carbonate group (see Table 4.2), which are similar to the carbonate
group bond lengths found in both SrTiO3 and PbTiO3. The structure optimisation
calculations show that the carbonate ion is very close to the symmetry of C3v. For
the simulation supercell, the substitution of Ti by C might be expressed as resulting
in the formation of one formula unit of (BaCO3) and 31 formula units of BaTiO3.
The band structure for CTi is shown in Fig. 6.13. It should be noted that the
inclusion of carbon has no apparent effect on the the band-gap width.
To provide a mechanism for the direct experimental identification of CTi, a local
vibrational mode above the one-phonon maximum could prove highly effective. Of
particular note is that, for the C3v CTi centre, the calculations indicate a degenerate
(E) C–O stretch mode at 1383 cm−1, and a breathing stretch-mode with A1 symmetry
at 1061 cm−1. These are close to the experimental values of CO−23 gas phase [180]
which have E ′ and A′1 stretch modes lying around 1415 cm
−1 and 1064cm, respectively,
and also agree both with the modes detected in BaTiO3 [176], and with those modes
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Figure 6.12: Schematic of CTi in BaTiO3. Colours and orientation are as
indicated in Fig. 6.2.
assigned to the carbonate groups in BaCO3 [84]. Lower frequency modes of the
carbonate group are also present for CTi, but are resonant with the one-phonon density
of states. Both of the local modes are infra-red and Raman active, and given sufficient
concentrations one might seek to confirm the presence of this form of carbon centre
directly via either IR or Raman spectroscopy.
Furthermore, the energetics for the reorientation of the carbonate group have
been examined. The initial and final structure are shown in Fig. 3.5, and the energy
profile along the minimum energy path between them is shown in Fig. 6.13. The
energy difference between the initial and final structure has been calculated to be
about 50meV, which is related to non-equivalence in the defect with respect to the
rhombohedral distortion. The activation energy for reorientation is predicted to be
around 2.5 eV, which is close to the activation energy for the CO3 reorientation at CTi
in SrTiO3 (section 4.3.4). The impact of carbon in the Ti site in BaTiO3 has a similar
impact on the hysteresis as predicted for the other materials.
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Figure 6.13: Band structures in the vicinity of the band-gap for CTi in
BaTiO3, plotted along high-symmetry branches in the first Brillouin zone.
Lines, shading and scales are as defined in Fig. 6.4.
6.3.5 Formation energy comparison
Finally, as for SrTiO3 and PbTiO3, a thermodynamic assessment of the relative sta-
bility of the four sites has been conducted, where the atomic and electron chemical
potentials must be taken into account. The formation energies of defects in various
charge states has been calculated using Eq. 3.9. In the BaTiO3 system µi denotes the
chemical potential of the species (i =Ba, Ti, O and C). Firstly the atomic chemical
potentials have been assessed by considering the energies of bulk BaTiO3 and related
materials. The chemical potentials of components µBa, µTi and µO are related through
µBa + µTi + 3µO = µBTO (6.1)
Here µBa is the energy per atom of pure Ba metal, µTi and µO have been defined and
calculated in section 4.2, and µBTO is the total energy per formula unit of pure BaTiO3.
CHAPTER 6. CARBON IMPURITIES IN BARIUM TITANATE
6.3. RESULTS AND DISCUSSION 129
0.0
0.5
1.0
1.5
2.0
2.5
3.0
En
er
gy
 (e
V)
Reaction coordinate
Figure 6.14: Calculated reorientation barrier of CO3 CTi in BaTiO3 between
the initial and final structures.
The enthalpy of formation of BaTiO3 is ∆HBaTiO3 = µBaTiO3(bulk)−µBa−µTi−3µO,
and is found to be−17.54 eV which is in good agreement with experimental values [181]
and previous calculations [182] (see Table 6.2). A parameter space describing the
values of the chemical potentials for which BaTiO3 is stable can be established in
terms of µTi and µBa using Eq. 6.1, with boundaries formed where related materials
become thermodynamically more stable than BaTiO3. For example, for sufficiently
high values of the chemical potentials of Ti and Ba, it would become more favourable
to form bulk metals rather than the compound. Other thermodynamic boundaries are
formed by BaO and BaO2, TiO, TiO2, Ti2O3 and oxygen gas. The thermodynamic
boundaries of BaO and BaO2 are
∆HBaO = µBaO(bulk) − µBa − µO (6.2)
∆HBaO2 = µBaO2(bulk) − µBa − 2µO (6.3)
The other conditions for TiO, TiO2, Ti2O3 and oxygen gas are as previously stated
in section 4.2. To provide a benchmark for these calculations, the calculated prop-
erties for Ba and its compounds, in addition to the calculated heats of formation,
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are presented in Table 6.2. This shows that the heats of formation are in excellent
agreement with experiments, and the lattice constants are calculated to within about
5%, reflecting the tendency of LDA calculations to underestimate lattice constants,
particularly in the case of Ba. There is also excellent agreement between the calcu-
lated and experimental enthalpy of formation energies. The calculated properties and
heats of formation for Ti and it compounds have been listed in Table 4.1. In order to
determine the properties of the phases in Table 6.2, the same computational settings
as for BaTiO3 have been employed but the number of k-points and basis set for each
material are varied so as to ensure a convergence of the total energy. The shaded
area in Fig. 6.15(a) shows the resulting phase diagram for the stable ternary BaTiO3
growth as a function of µBa and µTi.
Following the procedure [76] adopted for the Cr doping of SrTiO3 and the cur-
rent calculations of carbon impurities in both SrTiO3 (section 4.3.5) and PbTiO3
(section 5.3.5), the impurity chemical potential based upon the appropriate carbon
containing phase also needs to be selected. The value of µC has been calculated based
upon graphite (C), TiC and BaCO3. Other carbon-containing systems such as CO2,
CO3 and BaC2 were examined, but were not found to be equilibrium phases under
the computational conditions. Fig. 6.15(b) illustrates the carbon chemical potential
diagram as a function of µBa and µTi, with µO defined by Eq. 6.1. For example, in O-
and Ba-rich conditions carbon is in equilibrium with BaCO3, and the lowest energy
carbon defect is CTi, similar to what was found for SrTiO3.
Using Eq. 3.9 and by considering the BaTiO3 stability conditions described above,
the likely location of carbon in BaTiO3 has been examined.
Fig. 6.16 illustrates the effect of an upward shift of Fermi level on the stabilisation
of carbon defects in BaTiO3 crystal at each chemical potential condition of µBa and
µTi. These plots are for three choices of electron chemical potential, which are, µe = Ev
(p-type BaTiO3); (b) µe = Eg/2 and (c) µe = Ec. It should be noted that, given O- and
Ba-rich equilibrium conditions in the stable region of BaTiO3, carbon is in equilibrium
with BaCO3, and the lowest energy carbon defect is found to be CTi. Indeed, that is
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Table 6.2: Calculated and experimental bulk properties and formation en-
thalpies for Ba and its compounds. Lattice constant (a0, A˚), axial ratio (c/a)
and enthalpy of formation (∆Hf , eV/f.u.). Experimental and theoretical data
are taken from previous publications [181–189].
Current calculations Experiment Previous calculations
Ba, body-centred cubic (Im3¯m)
a0 4.77 5.02 4.77
BaO, sodium chloride (Fm3¯m)
a0 5.46 5.49 5.46
∆Hf −5.71 −5.73 −5.18
BaO2, tetragonal (I4/mmm)
a0 3.75 3.78 3.76
c/a 1.78 1.79 1.78
∆Hf −6.70 −6.59 -
BaTiO3, simple Cubic (Pm3¯m)
a0 3.94 3.99 3.93
∆Hf −17.54 −17.20 −17.5
the same situation for both SrTiO3 and PbTiO3. In general, depending on the location
of the Fermi level, the present calculations reveal that the four sites of carbon defects
is arise during thin film growth. This is in contrast with the case for SrTiO3, where
Ci is unstable, and for PbTiO3 where Ci and CO are unstable (see sections 4.3.5 and
5.3.5).
For p-type BaTiO3 (Fig. 6.16(a)), unsurprisingly, an electron-donating system is
favoured. Under O-rich conditions, carbon impurities that give the lowest formation
energies are CTi and CBa which is consistent with the expectation that, in the metal-
lean conditions metal substitution is favoured. As O-rich conditions decrease until the
intermediate equilibrium conditions the stable region of in BaTiO3, carbon prefers to
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Figure 6.15: Plots showing the equilibrium phases for BaTiO3 related mate-
rials as a function of µba and µTi: (a) shows the BaTiO3 stable region of the
parameter space, indicated by the shaded area; whereas (b) shows the stable
phases containing carbon over the same ranges of chemical potentials.
form an interstitial site with a +4 charge state. It should be noted that all these
configurations are related to the carbonate group. Finally, at the metal-rich limit,
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Figure 6.16: Graph showing the calculated equilibrium form of C-related
defects with respect to the atomic chemical potentials for different electron
chemical potentials: (a) µe = Ev (p-type BTO); (b) µe = Eg/2; and (c)
µe = Ec. The BaTiO3-stable region is superimposed (solid black line), and
the C source phase is indicated by the dashed lines (see Fig. 6.15).
carbon in the oxygen site prevails, with a +3 charge state of the CO2 configuration
of CO.
As the electron chemical potential moves from the valence to conduction bands,
CTi dominates more and more of the BaTiO3-stable region, whereas the Ci stable area
decreases progressively until the acceptor levels of the C-containing defects fall below
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µe. Then, in n-type conditions (µe = Ec), there is the possibility of the formation of
CO in the negative charge state with the anion lying on-site.
The calculations show a sizeable preference for Ti substitutions over Ba substitu-
tions. However, the sole expectation for impurities that favour the Ba site, is at O-
and Ti-rich at p-type conditions.
6.4 Conclusion
In the present work, an extensive density functional theory study of the effects of car-
bon impurities in rhombohedral BaTiO3 has been conducted, including the considera-
tion of structural configurations, electronic properties, electrical levels and vibrational
modes, and these are compared with available experimental data and previous theo-
retical calculations. All possible carbon sites and structural configurations have been
considered in a range of possible charge states. Overall, carbon exhibits complex be-
haviour in BaTiO3 and some of its configurations are related to carbonate groups,
such as in interstitial and both Ti and Ba substitutions.
Defect formation energies have been investigated in the range of bulk the BaTiO3
phase diagram. The formation energies suggest that all types of sites are stable.
Under metal-lean conditions, for p-type BaTiO3, both CTi and CBa are energetically
more stable with the carbonate group configuration. However, CTi is dominant of a
wide range of Fermi levels. Regardless of Fermi level location, carbon in the O site
is always dominant in O-lean conditions with different structures and different charge
states. Hence, under metal-rich conditions, carbon defects are energetically favoured
in the CO2 configuration in p-type conditions, and by shifting the Fermi level toward
CB the structure transitions to CO whereas in n-type conditions on-site carbon is
dominant. The Ci also has the opportunity to be positioned in the stable region of
BaTiO3 under intermediate growth conditions.
The vibrational frequency associated with each defect has been determined and
compared with available theoretical and experiment values. In addition, for a com-
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bination of the band structure and electrical level calculations and depending upon
which site the carbon occupies it may form a donor, acceptor, or isoelectronic centre.
Having examined the different characteristics of carbon impurities in three different
perovskite structures, and observed that the stability of structures depends on the
growth conditions, the next chapter look at the significant distinguish characteristics
among these three perovskite materials.
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Chapter 7
Comparison of the properties of perovskite
titanates
In the previous three chapters, the structural configurations, electronic structures,
electrical levels, vibrational modes, activation energies and stability of carbon impu-
rities in three promising perovskite titanates have been investigated separately. This
chapter emphasises the main similarities and differences in the impact of carbon on
the characteristics of these materials, providing useful insights which may shed light
on the impact of carbon for a wider family of perovskite titanates.
7.1 Chemical configurations
Regarding geometry, various structural configurations of carbon impurities in the
host materials (SrTiO3, PbTiO3 and BaTiO3) have been investigated. Interstitial
and substitutional point defects and their relative stability in different charge states
are considered for each type of point defect. For the three perovskites, regardless of
the structure of the host material, carbon prefers to form covalent bonds with host
oxygen-neighbour(s). The current study reveals that, for carbon, the formation of
carbonate groups is generally energetically favoured for interstitial and both A (Sr,
Ba or Pb) and Ti site substitution. However, there is a possibility for carbon to form
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other covalent structures, such as CO in both Ci and (CO)(2O) and CO2 in the case
of (CO2)(3O).
Recent studies [60] predict that a carbon impurity prefers to locate at an oxygen
site based on its location in the periodic table. However, the present calculations
reveal that carbon in the O site is very unlikely, given the significant energy saved
in covalent bond formation, and that the ionisation energy of carbon is very different
from oxygen: the formation of a highly charged carbon to become isoelectronic with
the relevant oxygen ions is energetically unfavourable.
According to the results presented in this thesis, it is natural to speculate that
carbon impurities in other crystals such as KNbO3, CaTiO3, KTaO3 and PbZrO3
might have the similar structures and properties. However, the crystal structure of
the host material could play an important role in influencing defect bond length(s)
and hence the vibrational modes of the defect, as explored in this chapter.
7.2 Vibrational modes
The highly characteristic local vibrational modes predicted in the different configu-
rations provide a possible route to experimental validation and identification of the
structures in real materials. The estimated frequencies show that there are some sim-
ilarities and variations between defects within a class (such as C substituting for Ti)
in the three different materials. The calculated modes are listed in Table 7.1. The
data show that the vibrational modes depend upon both structure and charge state.
Both the frequencies and splittings are characteristic of the charge state, and since
by symmetry they are all IR-active, this variation with conditions presents a route to
the identification of experimental IR centres.
As the structures in BaTiO3 and PbTiO3 are similar to those found for SrTiO3, it is
unsurprising that the calculated vibrational modes are also similar. In approximately
trigonal carbonate group cases, C–O stretch modes are correlated with the E and
A modes, with the E-mode being split due to the lower symmetry of the site in
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both PbTiO3 and BaTiO3. It has been shown that the difference between the E and
A-modes in an interstitial defect is significantly higher in both SrTiO3 and BaTiO3
compared with in PbTiO3.
It is noted that the calculated frequencies for CO in SrTiO3, BaTiO3 and PbTiO3
differ slightly (they are within around 7%), but are essentially the same in character.
Moreover, the local vibrational modes for the (CO)(2O) defect increase with the charge
state corresponding to increases in the bond-order.
The calculated vibrational frequencies for carbon in the A-site are also listed in
Table 7.1. In addition to showing a substantial difference between the carbonate and
CO forms, the data show that there is a very small charge state dependence, and
that the modes are significantly higher than those of the similar form of bonding in
interstitial carbon. These data are therefore of importance in the discrimination of the
site adopted by carbon in both SrTiO3 and BaTiO3. In contrast, for PbTiO3 they are
close to those determined for interstitial carbon meaning the local vibrational modes
for carbon in the Ti site are close to those modes assigned to the carbonate group in
ACO3 crystal structures.
The C–O bond length for carbon interstitial PbTiO3 is 2% longer than in the other
two materials, therefore the local vibrational mode for the CO form has been found
to be lower in frequency than it is in both SrTiO3 and BaTiO3 by about 120 cm−1.
This result may reasonably be attributed to the difference in lattice constant, and
hence, one may logically conclude that the corresponding local vibrational modes in
other perovskites such as BaZrO3, specified [190] as 4.19 A˚, which is ∼ 7% greater
than PbTiO3, would be concomitantly lower still.
Given the substantial differences in the frequencies of vibration and charge state
dependencies between the various sites, these vibrational characteristics may represent
a route for experimental identification of the site and charge state of carbon in these
materials. For example, suitable illumination that leads to an ionisation of a centre
which exhibits a substantial spectral shift is more likely to be interstitial carbon in a
carbonate group than carbon on the barium site.
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Table 7.1: Calculated modes (ν, cm−1) of the C-containing defects at the four
sites in SrTiO3, BaTiO3 and PbTiO3. “Form” indicates the structural form
in each case and “Fragment” indicates the local bonding between carbon and
oxygen. CA refers to carbon substitution for Sr, Ba or Pb in SrTiO3, BaTiO3
and PbTiO3 respectively.
Site Form Fragment Q νSrTiO3 νBaTiO3 νPbTiO3
Ci CO CO 0 1554 1571 1437
Ci CO3 CO3 +2 854, 1018 823, 1080, 1124 1069, 1421, 1512
Ci CO3 CO3 +3 942, 1154 909, 1233, 1323 1061, 1424, 1511
CO C–Ti −1 875 867 771
CO C–Ti −2 – 904 857
CO (CO)(2O) CO 0 943 959 970
CO (CO)(2O) CO +1 1104 1101 1138
CO (CO)(2O) CO +2 1345 1380 1380
CO (CO2)(3O) CO2 +4 1121, 1348 1187, 1456 1006, 1337
CA CO CO 0 2086 2094 2072
CA CO3 CO3 0 1396, 1517 1057, 1362, 1480 1052, 1336, 1532
CA CO3 CO3 +1 1396, 1517 1058, 1364, 1481 1067, 1356, 1475
CA CO3 CO3 +2 1395, 1518 1056, 1363, 1477 1073, 1356, 1475
CTi CO3 CO3 0 1081, 1414 1048, 1379, 1384 1054, 1362, 1475
7.3 Electronic structure and electrical levels
The current work shows that carbon incorporated into one of the titanates examined
could be either electrically active, such as in the substitution of either the A site
metal or of oxygen, or electrically passive, such as with the iso-electric substitution
of Ti. Accordingly, it may be predicted that in other perovskite, such as PbZrO3 or
CdSnO3, carbon substitution at A-sites and oxygen-sites are likely to be electrically
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active, whereas substitution for the B site is likely to be electrically passive.
Based upon the band structures and expected oxidation states, the electrical levels
of the defect centres in SrTiO3, BaTiO3 and PbTiO3 have been interpreted. Some
differences in behaviour might be usefully noted.
Fig. 7.1 shows the gap-state at the Γ-point for selected defect-containing supercells.
There are some clear similarities between different materials. For example, in all three
materials, carbon substitution at the A-site results in a band close to the respective
conduction band minima. Additionally, Ci(CO) has an occupied state around 1 eV
above the valence band top in the neutral charge state. However, there are also some
key differences. For example, the +4 charge state of Ci is unstable in both SrTiO3 and
PbTiO3, but stable in BaTiO3. Similarly, the −2 and −1 charge states of substitution
at the oxygen site are unstable in SrTiO3, but stable in both BaTiO3 and PbTiO3.
This means that although behaviour in on titanate may be a guide to what might be
expected to be found for another, the influence of differences in band-gap, for example,
means that each materials should be analysed separately.
With respect to the electrical levels, the calculations show that the CO configu-
ration for interstitial carbon is unfavourable compared with CO3 in BaTiO3. This
is in contrast with SrTiO3 and PbTiO3 in which the neutral charge state of the CO
is the equilibrium form for much of the band gap. The relative stability of the CO
configuration in BaTiO3 compared to SrTiO3 and PbTiO3 is likely to be due to the
larger lattice constant in the former case, resulting in a greater strain in the formation
of the two CO bonds.
For SrTiO3, two C-related levels in the band gap have been found for CO which
lie slightly higher than in the corresponding defect in BaTiO3. In PbTiO3, the lower
occupied state lies within the valence band and the energy difference between the
occupied and empty state in the band gap is about 0.1 eV lower than for the cor-
responding defect in SrTiO3 and BaTiO3, probably as a result of the difference in
symmetry. Finally, the band structures for the CTi in all three perovskites show no
evidence of the introduction of defect states, which is consistent with the carbonate
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Figure 7.1: Diagram illustrating the location of gap-states at the Γ-point for
C-containing defects in (a) SrTiO3, (b) BaTiO3 and (c) PbTiO3. The valence
band top is set at 0 eV.
ion replacing the isoelectronic TiO3 group.
Finally, considering the range of available charge states determined for the three
titanates, one must take care in making assumptions about those that may be present
in other materials that have significantly different band-gaps. For example, the loca-
tions of the donor levels where substitution at the oxygen site results in the formation
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of covalent bonds are roughly the same relative to the valence band for all of SrTiO3,
BaTiO3 and PbTiO3, although the (+3/ + 4) transition in PbTiO3 is closest to the
valence band top. In similar structured materials with much larger band gaps, such
as BaZrO3, which is quoted as 5.3 eV [191], these higher charge states might logically
be more important.
7.4 Carbonate group reorientation
Activation energy calculations have been performed to estimate the probability of car-
bonate group reorientation. The activation energy for carbonate group reorientation
is predicted to be relatively high as a consequence of the covalent bonding within the
carbonate group, so that reorientation involves the breaking and forming of strong
chemical bonds. Such barriers, when combined with the fact that the defect has a
permanent electric dipole, is anticipated to have an impact upon the dielectric prop-
erties and electrical-polarisation hysteresis of perovskite materials in an alternating
electric field.
Several factors have been considered in attempting to identify the probability of
carbonate group reorientation, such as the direction of the host dipole and the stability
of the structures. For example, for carbon in the Ti site in PbTiO3, several distinct
orientations for the carbonate group have been considered. Hence, the reorientation
energy has been calculated between the polar and anti-polar directions whereas for
SrTiO3 only one direction is needed because of the relatively higher crystal symmetry.
The impact of orientational differences may be significant for perovskites which have
large physical distortion, such as orthorhombic CaTiO3.
In comparison, the reorientation barrier for the carbonate group in each perovskite
(SrTiO3, BaTiO3 and PbTiO3) is found to be comparatively high and similar on
average, which can be understood as resulting from the breaking and formation of
strong covalent C–O bonds [192] compared to, for example, diffusion of the oxygen
vacancy [193]. Hence, it can be concluded that the activation energy for carbonate
CHAPTER 7. COMPARISON OF THE PROPERTIES OF PEROVSKITE
TITANATES
7.5. FORMATION ENERGY 143
group reorientation in a whole family of perovskite titanate or alloying perovskites
such as BaSrTiO3, BaZrO3 and PbZrTiO3 would be close in value to the activation
energies in the ternary compounds.
Given the relatively high reorientation barrier, domain switching will be affected
by these centres, and there is evidence that carbon is present in material currently
employed in devices. For example, in lead zirconate titanate the infrared spectrum
has peaks attributed to carbon-oxygen group vibrations, and hysteresis effects have
been assigned to the carbon in the material [100].
7.5 Formation energy
Through a careful consideration of the chemical potential space of the constituent
species, the relative stability of different carbon defects under various thermodynamic
conditions has been assessed.
The corresponding formation energies suggest that in oxygen-rich conditions car-
bon substitution of Ti is generally more favourable for all three kinds of perovskites,
as the carbon is in equilibrium with ACO3. These defects are electrically inactive
consisting of the carbonate ion replacing the isoelectric TiO3 group.
For the p-type condition, unsurprisingly, electron-donating systems are favoured,
such as CA, which is consistent with the expectation that in oxygen-rich conditions
metal substitution is favoured. For both BaTiO3 and PbTiO3, in n-type conditions
there is a possibility of forming CO in the negative charge state with the anion lying
on-site.
In BaTiO3, the calculations reveal that four carbon defects are expected to arise
in equilibrium, which are CTi, Ci, CBa and CO. It is noted that the presence of Ci
in BaTiO3 is in contrast with the case for SrTiO3, where it is thermodynamically
unstable, but it remains possible that such a centre might exist transiently during a
carbon migration processes. Significantly, all stable CBa, CTi and Ci configurations
are a form of a carbonate group.
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In PbTiO3, the story is quite different. The range of host chemical potentials where
PbTiO3 is thermodynamically stable is relatively small, and only carbon substitution
of Ti is favourable, with the exception of extreme p-type, oxygen-lean conditions where
carbon on the A-site in a positive charge state is possible.
7.6 Conclusion
Ferroelectric materials are valued in applications such as optoelectronics and high ca-
pacity computer memory cells. Several methods are used to grow perovskite crystals,
and use of organic precursors leads to carbon contamination, as indicated by infrared
bands attributed to carbon-oxygen bond vibrations and hysteresis effects.
A series of calculations of the carbon defect has been carried out to investigate the
structural, electrical and electronic properties, vibrational modes and reorientation
barriers of carbon defects in perovskite titanates. The calculations show that carbon
defects have a qualitative impact upon perovskite properties. This effect is likely to
be common for highly dielectric materials by affecting the ferroelectric and dielectric
properties as well as the electrical conductivity.
Having reviewed the similarities and the differences of carbon impurity properties
in the three perovskite titanates, the next chapter looks at another technologically
important material that is used in various applications and particularly in photovoltaic
devices.
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SO2 impurity in cadmium telluride
Cadmium telluride,CdTe, is used in applications including photo-voltaic cells and par-
ticle detectors, and is known to be significantly impacted electrically by the presence
of impurities, particularly of oxygen. Vibrational modes at 1096.78 and 1108.35 cm−1
have been variously assigned to oxygen-containing point defects, but most recently
also to SO2 molecules dissolved in the lattice. However, the precise structure and
location of these centres, as well as the electrical properties of the defects, are yet to
be determined. In this chapter, the results of density functional simulations of SO2
in various locations in CdTe and comparison of the properties derived with experi-
mental results are presented. It is proposed that the most plausible candidate for the
vibrational centre is an interstitial species.
8.1 Introduction
CdTe is a technologically important II-VI compound semiconductor with a number
of attractive properties. The room-temperature direct-bandgap of 1.5 eV, the high
visible-spectrum optical absorption coefficient of > 105 cm−1, and the relatively low
cost of fabrication lends CdTe to use in optoelectronic devices such as light emitting
diodes [194], laser diodes [195], solar cells [196–198], and X- and gamma-ray detec-
tors [199–201]. Impurities and structural defects have a significant impact upon the
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characteristics of the material, and the determination of the properties of defects is
critical to the manufacture of devices with the highest efficiency.
Perhaps the main issue in the fabrication of devices using CdTe is the difficulty in
p-type doping. Although P, Au, As, and Li have been used with some success [202],
it has proved difficult to obtain material with concentrations higher than around
6 × 1016 cm−3. For doping above this level, the electrical activity drops off sharply
and hole mobility is reduced. The complexity in doping p-CdTe is due to strong
compensation effects [203] as well as the low solubility of the usual dopant types [204].
Oxygen is a common impurity in CdTe, occurring in concentrations of around
1016 cm−3 across a range of growth methods [205, 206]. Perhaps surprisingly, since it
is isoelectronic with Te [207], oxygen can give rise to p-type conductivity [208], and its
complexes with vacancies and hydrogen are of some significance in terms of electrical
levels [209, 210].
In addition, for compound semiconductors, the incorporation of native defects
such as vacancies (such as vacant Cd sites in CdTe, VCd) may occur, particularly
when grown under conditions richer in one of the compound elements. VCd in CdTe
is electrically active, having acceptor levels [211], and probably both acceptor and
donor levels when complexed with other defects [202, 212–217]. These defects play a
very important role in the electrical and optical properties of CdTe, and so the correct
understanding of the nature and formation mechanisms of these defects is a critical
step in the development of relevant technologies [218].
Experimentally, electrical, luminescent and vibrational-mode characteristics are
important clues that provide detailed information about impurities. For vibration,
isotope effects, polarisation, and the uniaxial stress response are helpful additions
to vibrational frequency. Infrared spectroscopy, which yields information regarding
vibrational modes involving a change in electric dipole, has delivered important infor-
mation about defects in CdTe. In particular, vibrational modes related to oxygen im-
purities are prominent in both experimental [219,220] and theoretical studies [221,222].
Since O is lighter than Te, the substitution of Te by O (OTe) might be expected to
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yield a high frequency local vibration mode (LVM). However, in practice, a peak at
349.8 cm−1 has been assigned to this centre, and this has been confirmed theoretically
by first-principles calculations [221,222]. The relatively low frequency is an indication
of the strength of the Cd-O bond, and the frequency is consistent with the phonon
frequencies of bulk CdO [223].
More recently, low-temperature (5K) sharp infrared (IR) peaks labelled ν1 and ν2
at 1096.78 and 1108.35 cm−1 respectively were initially attributed to LVMs associated
with OTe–VCd complexes [219]. The two modes are observed to merge into a single
peak at around 1104 cm−1 [219] as the temperature increases towards 300K. Another
pair of lines at 2198.7 and 2210.5 cm−1 have been assigned to the first overtones
of these modes [219, 220]. However, first principles simulations [221, 222] show that
OTe–VCd has local modes much more in line with OTe than with ν1 and ν2, and given
agreement between experiments and theory in the case of the simpler OTe centre, so
that the assignment of the pair of peaks to the OTe–VCd complex must be doubted.
Since the frequencies are high relative to the host phonons, an alternative source
for ν1 and ν2 might involve species with a low mass. One suggestion was a hydrogen–
oxygen complex, and it is well known that hydrogen can passivate acceptors in p-type
CdTe [224, 225]. Hydrogen forms strong bonds with oxygen, and it is reasonable
to expect H to be incorporated into CdTe together with oxygen [211]. In addition,
vacancies in semiconductors are often good traps for hydrogen. However, there is
no convincing assignment for ν1 and ν2 involving hydrogen [226]. An alternative
explanation [227] is that the vibrational frequency of an O2 molecule may be high
enough to explain ν1 and ν2.
However, the clearest evidence for the chemical composition of the centre giving
rise to ν1 and ν2 comes from isotopic splitting. Fourier-transform infrared (FTIR) ab-
sorption studies [1] of single crystal CdTe annealed in CdSO4 vapour at 850 ◦C show
spectra dominated by ν1 and ν2. In addition, weaker lines located at 1082.8, 1089.5,
1094.3, and 1101.1 cm−1 are observed. From the relative intensities and spectral shifts,
it is argued that the weak modes are due to the natural abundances of sulphur iso-
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topes: 32S (95%), 33S (0.75%), and 34S (4.2%). Once the involvement of S has been
established, the question remains as to how such high frequencies may be generated,
and the model proposes that they are the asymmetric stretch modes of a sulphur-
dioxide molecule or ion dissolved in the lattice. The temperature dependence of the
modes, viz. the merging of the two peaks at room temperature, might be explained by
the rapid reorientation of the SO2 at this temperature so that the observed spectrum
is due to the motional averaging of the defect. The presence of two oxygen atoms is
less conclusive from the experiment, and the location of the sulphur-containing defect
within the CdTe lattice is not known.
The main aims of the present study are to resolve the questions regarding the
likely site of the SO2 or related centre within the lattice, and reflect upon the possible
mechanisms for motional averaging. To achieve these aims, first-principles calculations
are used to determine the vibrational frequencies and reorientation energies for a range
of candidates.
8.2 Computational Method
Density functional calculations [63] using the AIMPRO code [64,65], have again been
performed. All of the calculations were carried out using the LDA as described in
chapter 2. Atoms are modelled using norm-conserving, separable pseudo-potentials
[16] where the valance sets of Cd, Te, O, and S are 4d105s2, 5s25p4, 2s22p4 and 3s23p4
respectively, and the Kohn-Sham eigen-functions are expanded using atom-centred
Gaussian basis-functions [66]. The basis consists of independent sets of s- and p-type
functions of four widths, with 2 sets of d-type polarisation functions per S atom and
4 sets for all others. Matrix elements of the Hamiltonian are determined using a
plane-wave expansion of the density and Kohn-Sham potential [67] with a cutoff of
150Ha, resulting in convergence of the total energy with respect to the expansion of
the charge density to within around 10meV.
As with previous calculations, structures are optimised using a conjugate gradients
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scheme (see section 3.1), with the optimised structures having forces on atoms of
< 10−3 atomic units, and the final structural optimisation step is required to result in
a reduction in the total energy of less than 10−5Ha.
For bulk CdTe, the computational approach yields an equilibrium lattice parameter
of 6.44 A˚, within 1% of experimental results [228]. The calculated band-gap of CdTe
is 0.6 eV, reflecting the underestimate arising from the underpinning methodology,
which is consistent with previous calculations [229].
Defects are modelled using the supercell approximation explained in section 2.5,
using simple cubic cells with a side length of either 2a0 or 3a0, containing 64 and
216 host atoms respectively. Generally the Brillouin zone is sampled using a uniform
2× 2× 2 Monkhorst-Pack mesh [14].
Vibrational modes were calculated by obtaining the second derivatives of the en-
ergy with respect to atomic positions, assembling the dynamical matrix (see sec-
tion 3.2), and diagonalising to obtain the vibrational frequencies and normal coor-
dinates. The second derivatives are obtained by a finite difference approximation in
the forces, where atoms are displaced from their equilibrium positions by 0.2 atomic
units. From the present calculations it is found that frequencies depend only weakly
(< 3 cm−1) upon the cell size, sampling, and on which atoms are included in the
dynamical matrix.
Isotopic effects in the vibrational spectra have also been established. In each case
the vibrational modes have been determined, including all radio-stable isotopes of S
and O (31.972071, 32.971458, 33.967867, and 35.967081 amu, with natural abundances
of 94.93%, 0.76%, 4.29% and 0.02% respectively [230] for S, and 15.99492, 16.99913,
and 17.99916 amu with abundances of 99.757%, 0.038%, and 0.205% respectively [230]
for O). From the calculated frequencies, the model spectra have been constructed by
combining Gaussian-broadened peaks of areas proportional to the natural abundance
of each isotopic combination to allow for qualitative comparison with the experimen-
tal data. These spectra do not explicitly take the oscillator strength into account,
but the low symmetry of the defects involved means that all modes are in principle
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infrared and Raman active. Given that the oscillator strength is likely to be only very
weakly dependent upon isotopes, the relative areas of peaks presented as described
here are a reasonable approximation for corresponding infrared absorption peak ar-
eas. Comparisons between different defect centres and/or different vibrational modes
cannot be considered in a quantitative fashion.
Formation energies are calculated using Eq. 3.9, where values of µi are the atomic
chemical potentials for Cd and Te. µCd and µTe are related through E(CdTe) =
µCd + µTe, where E(CdTe) is the total energy per formula unit of pure CdTe. At
one limit, µCd is the energy per atom of Cd metal, and at the other µTe is defined
as the energy per atom in hexagonal Te. The enthalpy of formation of CdTe is
∆HCdTe = E(CdTe)−µCd−µTe. The heat of formation for CdTe is calculated in this
way to be −0.94 eV, which is in reasonable agreement with the theoretical value [202]
of −7.9 eV and the experimental [231] value of −9.6 eV.
Finally, for activation energies, the climbing nudged elastic band (NEB) method
has been used (see section 3.6). In each case the convergence of the saddle point
energy with respect to image forces and the number of images has been established.
For graphical presentation, the reaction co-ordinate is the sum of the displacements
between images, with the zero located at the saddle point. As such, the reaction
co-ordinate yields a semi-quantitative measure of the barrier widths in addition to
heights.
8.3 Results and discussion
A number of configurations of SO2 in CdTe have been simulated, substituting on
both sub-lattices, and inserted as an interstice. In the following sections the geome-
try, energetics, vibrational properties and, where relevant, reorientational barriers are
presented.
Firstly, to put the defect calculations into context, the properties of the free SO2
molecule and its related ions are presented.
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8.3.1 SO2 molecule
SO02 is a non-linear molecule with bond-angle and length as indicated in Table 8.1.
In the gas-phase, the IR spectrum exhibits peaks at 1151, 1362, and 518 cm−1, corre-
sponding to the symmetric stretch, anti-symmetric stretch and scissor modes respec-
tively.
Table 8.1: Bond lengths (d, A˚) and ∠OSO angles (θ, degrees) for various
charge states of SO2, symmetric and anti-symmetric stretch modes (cm−1),
νs and νa, and scissor mode, νb. Experimental values are taken from published
studies [232–234].
Properties SO−22 SO
−
2 SO02 SO
+
2 SO
+2
2
Calculated
d 1.60 1.50 1.43 1.42 1.40
θ 111 115 121 135 180
νa 895 1147 1389 1369 1565
νs 854 1018 1159 1099 1092
νb 406 452 510 423 303
Experiment
d - 1.52 1.43 1.42 -
θ - 116 120 132 -
νa - 1042 1362 - -
νs - 985 1151 - -
νb - 496 518 - -
To simulate a single SO2 molecule, a simple-cubic supercell has been used where
the side-length is chosen to converge the derived quantities. The calculated structure
and vibrational frequencies are listed in Table 8.1. The values of bond-length, angle
and stretch mode frequency for SO02 and SO
−
2 are in excellent agreement with exper-
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imental data, as is the structure of SO+2 . From the calculations it is concluded that
the structure and vibrational properties of SO2 are captured using the methodology
adopted for this study.
The potential for SO2 to become ionised is clearly of importance for solution in an
ionic solid. Since SO−22 is isoelectronic with Te ions in the lattice, substitution for Te
is plausible, and this form is considered next.
8.3.2 SO2 substituting for Te
The relaxed structure, shown schematically in Fig. 8.1(b), indicates that the placement
of SO2 on a Te site (SO2)Te displaces the neighbouring material slightly outwards. The
configuration has the oxygen atoms co-ordinated with two of the four Cd neighbours,
with the remaining two Cd neighbours co-ordinating with the sulphur. One might then
describe this centre as substitutional S on a Te site having trapped two interstitial
oxygen impurities in puckered bond-centred structures. The S–O bond lengths are
calculated at 1.53 A˚, Table 8.2, close to that in the free anion and considerably larger
than the neutral or positively charged species. The O–S–O bond-angle at 105◦ is
considerably smaller than that in a free molecule or ions [232], and therefore (SO2)Te
should probably not be categorised as SO−22 at a Te site.
By calculating the charge-dependent formation-energy as a function of µe, the
current calculations show that (SO2)Te is thermodynamically stable only as a neutral
charge state. The structure in Fig. 8.1(b) shows one of twelve possible orientations
of neutral (SO2)Te. This defect may be able to reorient between these orientations,
and thereby provide a mechanism for the observed temperature dependence of the
IR. One process alters the orientation without changing the oxygen co-ordination or
crystallographic mirror plane, resulting in a geometry resembling that in Fig. 8.1(b)
after a reflection in the (110) plane containing the S-atom. From the current calcu-
lations it is found that this process is activated by a little more than 0.3 eV, which is
the barrier indicated by circles in Fig. 8.2.
A second process involves a change in the Cd-O bonding, so that the system begins
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(a) (b)
(c)
Figure 8.1: Schematic of (a) bulk CdTe, and (b) and (c) two configurations of
(SO2)Te in the neutral charge state. Orange and green spheres represent Te
and Cd respectively, with small red and yellow spheres indicating O and S.
Vertical and horizontal axes are approximately [001] and [110] respectively,
with the tilted view adopted to aid clarity.
with the (11¯0) mirror plane shown in the figure and ends with the structure with a
(101¯) or (01¯1) mirror plane. This reorientation involves an intermediate, metastable
structure shown in Fig. 8.1(c). This structure is just 150meV higher in energy than the
lowest energy geometry and is characterised by three-fold co-ordinated oxygen atoms.
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Figure 8.2: Reorientation barrier for (SO2)Te in CdTe. The circles show re-
orientation without a change in O–Cd co-ordination within the (110) plane
of the structure in Fig 8.1(b). The squares show the activation for the for-
mation of the structure shown in Fig. 8.1(c), representing the mid-point in a
reorientation step resulting in a change of mirror plane.
The barrier to reorientation is found to be close to 0.2 eV (shown by the squares in
Fig. 8.2). This process is necessary but insufficient to access all twelve orientations,
and a combination of both this and the first process is required.
Based upon the structures of the (SO2)Te complex, one might expect at least two
local modes, loosely corresponding to symmetric and antisymmetric stretch modes of
SO2, which for a free molecule are 1362 and 1151 cm−1 respectively (Table 8.1). The
calculated vibrational modes for (SO2)Te are listed in Table 8.3, but the values of 889
and 944 cm−1 are far from the measured values [1, 220].
Given the significance of the isotopes in the identification of the chemical make-
up of the vibrational centre, the shifts with isotopic mass have been determined.
Model spectra are shown in figure 8.3, noting that these are effectively vibrational
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Table 8.2: S–O bond-lengths (d, A˚) and O–S–O bond-angles (θ, degrees) for
the four configurations of SO2 in CdTe in the various stable charge states, Q.
Q d θ
(SO2)Te 0 1.53 105
(SO2)Cd 0 1.48 110
(SO2)Cd −1 1.47 114
(SO2)Cd −2 1.47 115
(SO2)CdTe 0 1.46 116
(SO2)CdTe −1 1.50 109
(SO2)CdTe −2 1.52 105
(SO2)i 0 1.48 113
densities of states rather than absorption spectra, since the oscillator strengths are
not included. However, since the vibrational modes are IR-active, at least in principle,
and since the oscillator strengths are only very weakly dependent upon the oscillator
mass, the relative areas in each plot, as well as the spectral splittings, may be viewed
as being of a quantitative value. Comparison between the areas under the peaks
of different vibrational modes should not be made, as they may have significantly
different oscillator strengths.
Additionally, the splittings between the experimental modes are included in fig-
ure 8.3, with the highest frequency experimental mode shifted down in frequency to
align with the highest frequency calculated mode. It should be noted that, qualita-
tively, the patterns of modes with isotopic mixtures follow those from experiment, but
the calculated splittings are quantitatively in poor agreement with those measured.
Additionally, note that the modes calculated for the metastable structure shown
in Fig. 8.1(c) are similarly low at 853 and 834 cm−1 in comparison to the experimental
values.
Based upon the current simulations for the vibrational properties, it seems unlikely
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Figure 8.3: Model vibrational spectrum for (SO2)Te with a Gaussian-
broadening of 0.5 cm−1. The solid line shows the spectrum including the
four S and three O isotopes, and the dashed line that where only the follow-
ing masses are varied: (a) S, (b) the oxygen approximately along [001¯] from S
in Fig. 8.1(b), and (c) the oxygen approximately along [1¯1¯0] from S. In each
case, the labels i and ii indicate the higher and lower frequency combinations
of S–O stretch-modes. The vertical lines labelled I and II indicate the rela-
tive positions of the experimental vibrational frequencies from the I and II
sets [1], aligned to the highest calculated frequencies of (SO2)Te, as described
in the text.
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that (SO2)Te is responsible for the experimental observations, but would be expected
to give rise to vibrational modes at a significantly lower frequency.
8.3.3 SO2 substituting for Cd
An alternative location for SO2, especially in Cd-lean or Te-rich material, would be
SO2 substituting for Cd, (SO2)Cd, where SO2 might possibly be expected to adopt a
positive charge state.
Figure 8.4: Schematic of (SO2)Cd in CdTe. Colours and orientation are as
indicated in Fig. 8.1.
Previous calculations have suggested that VCd is an important intrinsic acceptor,
retaining the Td site symmetry [211, 216, 235]. Since VCd is a double acceptor, a
simplistic assumption for (SO2)Cd might be the formation of a V −2Cd –SO
+2
2 complex. A
schematic of the structure obtained is shown in Fig. 8.4. SO2 is associated with one of
the nearest Te neighbours, and there is a distortion involving the outward movement
of the other Te neighbours. Noting that SO+22 is expected to be linear, it is clear
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(SO2)Cd is not V −2Cd –SO
+2
2 . Instead, in the neutral charge state, there are empty states
toward the top of the band-gap, suggesting that the SO2 is effectively a neutral or
negatively charged molecule. Indeed, the bond-length and angle of SO2 are closer to
those of SO−2 or SO
−2
2 than the neutral or positively charged varieties (Tables 8.1 and
8.2).
The charge dependent formation energies have been calculated for (SO2)Cd, which
suggests that the 0 and −2 charge states are thermodynamically stable, as shown in
Fig. 8.5. This is consistent with the complex being a perturbed VCd. The gap levels
would mean that such complexes would compensate shallow donors, but would be
unlikely to contribute to p-type conductivity.
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Figure 8.5: Plot of Ef as a function of µe for (SO2)Cd. Ef is defined as
zero for the neutral charge state. Solid, dashed, and dotted lines are for the
single, double and triple charge states respectively, with the sign of the slope
indicating the sign of the charge state.
Just as with (SO2)Te, (SO2)Cd can reorient. In the neutral charge state, reorien-
tation occurs around the O–Te bond with a barrier of 0.55 eV. Motion of this sort
might lead to an average C3v symmetry. Amongst numerous reorientation paths that
result in the SO2 molecule bonded to a different Te-site, the lowest barrier found was
0.77 eV.
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Table 8.3: Vibrational modes (cm−1) of SO2 with different charge states (Q)
and sites. Values here are taken from the Γ-point approximation calculations
and the 216 atom supercell. Experimental values [219, 220] were observed to
be 1096.8 and 1108.4 cm−1, for comparison.
Q ν1 ν2
(SO2)Te 0 889 944
(SO2)Cd 0 709 1069
(SO2)Cd −2 867 972
(SO2)CdTe −1 962 1051
(SO2)CdTe −2 823 902
(SO2)i 0 991 1123
The vibration modes for (SO2)Cd have been calculated for the two thermodynam-
ically stable charge states. The key results are listed in Table 8.3 and there is some
agreement with the experimental modes. The upper mode primarily involves the O
atom bonded to the Te site, whereas the lower frequency mode is more associated with
the ”free” oxygen site. Examination of the isotopic splittings is inconclusive. What
seems clear, however, is that for (SO2)0Cd to be responsible for the experimental modes,
one could not associate the various lines with the symmetric and antisymmetric modes
of SO2.
Based upon the available energetic barrier, there is no clear support for a (SO2)Cd
model for the experimentally observed centre.
8.3.4 SO2 substituting for a Cd–Te pair
The third model to considers is comprised of the substitution of a Cd–Te pair by the
SO2 molecule, (SO2)CdTe. The most stable form of this system that has been found is
depicted in Fig. 8.6, with the O-atoms co-ordinated with neighbouring Cd atoms.
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Figure 8.6: Schematic of (SO2)CdTe in CdTe in the neutral charge state.
Colours and orientation are as indicated in Fig. 8.1.
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Figure 8.7: Plot of Ef as a function of µe for (SO2)CdTe. Ef is defined as
zero for the neutral charge state. Solid and dashed lines are for the single
and double charge states respectively, with the sign of the slope indicating
the sign of the charge state.
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Since a pair of vacancies is in principle an iso-electronic defect, (SO2)CdTe might
be expected to be iso-electronic, with the SO2 system being a neutral molecule.
However, the similarity in structure in the vicinity of the Te-site to (SO2)Te suggests
that in practice (SO2)CdTe is a (SO2)Te–VCd complex. By comparing the SO2 bond-
lengths and bond angle with gas-phase SO2, for the overall neutral charge state the
structure fits most closely with a negatively charged ion. This is consistent with the
formation of a SO−22 ion at a Te site, but the band structure does not suggest any
deep acceptor states associated with this structure.
The neutral charge state of (SO2)CdTe has been found to be stable, with potentially
−1 and −2 charge states also possible (Fig. 8.7). However, the underestimate of the
band-gap must cast the location of these acceptor levels in some doubt, and although
an empty defect state exists, it lies above the theoretical conduction band minimum.
Vibrational modes for (SO2)CdTe have been calculated, with the values determined
indicated in Table 8.3. From the calculations it is found that the single and double
negative charge states have pairs of modes around 962 and 1051 cm−1, 823 and 902
cm−1 respectively, whereas the vibrational modes for the neutral charge state are
921 and 1177 cm−1. The values for the single negative charge state lie closer to the
experimental bands than do those for the double charge state, but it is not possible
to be conclusive purely on the basis of these calculations.
8.3.5 Interstitial SO2
Finally, the possibility for SO2 to lie in an interstitial site,(SO2)i, has also been exam-
ined. SO2 has been relaxed starting from a wide range of initial structures, including
non-bonded structures in cage sites with both sub-lattice species as well as bond-
centred configurations. The results suggest that a bond-centred arrangement would
be energetically preferred, with the structure as depicted schematically in Fig. 8.8. To
accommodate the interstitial molecule, the nearest neighbour host sites are displaced
significantly, so that the distance between the S and Cd(Te) nucleii is 2.57 A˚(2.55 A˚).
The Cd–S distance agrees with the bond length of bulk CdS (2.53 A˚) [236] .
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Figure 8.8: Schematic of (SO2)i in CdTe. Colours and orientation are as
indicated in Fig. 8.1.
The charge state dependent formation energies for (SO2)i in CdTe are presented
in Fig. 8.9. They suggest that (SO2)i is an isoelectronic defect with only the neutral
charge state being stable.
For this centre, the reorientation barrier has been determined, consisting of a
precession about the [111] axis of the Cd–Te bond into which the SO2 molecule has
been inserted. A full step involves a swing of 120◦, which has two parts. Defining the
direction in which SO2 is aligned at any time by the direction bisecting the O–S–O
bond angle, the two parts can be understood as follows. Viewed along the [111] axis,
the arrangement of the three Te and three Cd atoms back-bonded to the Cd–Te bond
in which the SO2 sits, the 360◦ can be divided into six 60◦ sectors. The two barriers
are shown in Fig. 8.10, with the rate limiting step being around 0.35 eV.
Partial reorientation by alternating between neighbouring structures, but only
overcoming the smaller energy barrier, would lead to a motionally averaged symmetry
of Cs, whereas a complete precession raises the effective symmetry to C3v. The barriers
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Figure 8.9: Plot of Ef as a function of µe for (SO2)i. Ef is defined as zero for
the neutral charge state. Solid and dashed lines are for the single and double
charge states respectively, with the sign of the slope indicating the sign of the
charge state.
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Figure 8.10: NEB calculated reorientation barrier for (SO2)i in CdTe. Circles
and squares show the two directions of rotation.
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of around 0.10 and 0.35 eV would be easily overcome at room temperature, but not at
cryogenic temperatures, consistent with the observed temperature dependence of the
IR peaks.
From results it is found that there are two LVMs, calculated to lie at 991 and
1123 cm−1, which is in broad agreement with the experimental observations. The
isotopic shifts of sulphur and oxygen with S and O are also in broad agreement with
experiment, and the calculated shifts are negligible (≪ 1 cm−1) where the isotope of
either the Te or Cd neighbour is varied.
A combination of these vibrational properties with the potential for motional ef-
fects and the electrical inactivity of the defect suggest that interstitial SO2 may be
responsible for the experimentally observed vibrational modes.
However, it remains to be determined whether such a form is energetically viable
in comparison to other sites.
8.3.6 Formation energy comparison
Having reviewed the structure, energetics, and vibrational frequencies of the individ-
ual candidates examined in this study, it is now possible to compare them, and to
critically analyse which, if any, is the best model for the vibrational system observed
in experiments. Perhaps the most important question concerns which one of these de-
fects is most energetically stable. The formation energies as a function of the chemical
potential of Cd (µCd) for the four systems in the neutral charge state have been calcu-
lated, as shown in Fig. 8.12(a), where the systems are also taken to be in equilibrium
with SO2 gas. The calculations indicate that (SO2)Te is the more stable defect at both
limits in both p-type and intrinsic conditions. However, the second most likely defect
to occur is (SO2)i with an energy difference of about 0.2 eV in Te-rich conditions (see
Fig. 8.12(a) and (b)). The formation energy of (SO2)Cd is higher than that for other
sites, even in Cd-lean conditions where its formation energy is lowest. There are no
conditions where either (SO2)i or (SO2)CdTe are favoured energetically.
In n-type conditions, (SO2)Te is more stable than the other defects in Cd-rich
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Figure 8.11: Model vibrational spectrum for (SO2)i with a Gaussian-
broadening of 0.5 cm−1. The solid line shows the spectrum, including the
four S and three O isotopes, and the dashed line that where only the follow-
ing masses are varied: (a) S, (b) the oxygen below S in Fig. 8.8, and (c) the
oxygen approximately out of the page from S. In each case, the labels i and ii
indicate the higher and lower frequency combinations of S–O stretch-modes.
The vertical lines labelled I and II indicate the relative positions of the ex-
perimental vibrational frequencies from the I and II sets [1], aligned to the
highest calculated frequencies of (SO2)i, as described in the text.
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Figure 8.12: Plots of Ef as a function of µCd for the various SO2 defects in
CdTe. In each case the solid, dotted, dashed, and dot-dashed line refer to
(SO2)Cd, (SO2)Te, (SO2)i and (SO2)CdTe respectively. (a) shows the plot for
the neutral charge state of in each case and also the equilibrium charge states
with µe = Ev. (b) and (c) show the plots for the equilibrium charge states
with µe = (Ec + Ev)/2, and µe = Ec respectively.
conditions, whereas (SO2)Cd is the favourite structure with a −2 charge state in Te-
rich conditions.
In practice, as-grown CdTe is often p-type as a result of O-contamination. In such
material, it is Fig. 8.12(a) that the most relevant, and the expectation is that SO2 at
the Te and interstitial sites are most relevant. Both forms are predicted to be electri-
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cally inactive, and therefore will only be expected to impact device material through
changes to the mobility. Similarly, in CdTe where VCd is the dominant electrically
active defect (VCd is a deep acceptor), the CdTe is semi-insulating and most closely
resembles the intrinsic material formation energies, shown in Fig. 8.12(b). Again,
the dominant defects are the electrically inactive forms at the Te and interstitial
sites. However, in strong contrast, deliberately n-type material is expected to drive
the formation of SO2 at the Cd site in Cd-lean conditions, with this deep acceptor
compensating the donors.
Based on the current calculations, CdTe might be unstable due to the resulting
negative formation energies, particularly in n-type conditions, which suggests that the
SO2 could be incorporated in CdTe if the available concentration is high.
It should be noted, however, that the energy differences are very modest.
8.4 Conclusion
Using first principles density functional theory, the structural configurations, transi-
tion energy levels and vibrational modes of SO2 defects in CdTe have been studied.
The present calculations show that the incorporation of SO2 in the CdTe material
displaces the neighbouring atoms outward.
Formation energies as a function of electron chemical potential have been deter-
mined. It is found that both (SO2)Te and (SO2)i are iso-electric defects, whereas
(SO2)Cd and (SO2)CdTe could be electrically active by adding acceptor levels to the
band gap.
The formation energies as a function of µCd have been estimated in order to iden-
tify which structure is more stable under equilibrium conditions. The current work
has revealed that (SO2)Te is the most thermodynamically stable defect under p-type
conditions. The second most stable candidate defect in these growth conditions is
(SO2)i. As the electron chemical potential moves from the valance to the conduction
bands, there is an opportunity for SO2 to be electrically active by forming an (SO2)Cd
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defect.
The vibrational characteristic of the four defect centres have been investigated
and used to interpret the two recently identified sharp IR absorption lines at 1097
and 1108 cm−1. A summaries of the structural and expected local vibrational modes
for each structure in the relevant charge states are presented in Tables 8.2 and 8.3.
Isotopic effects in the vibrational spectra, including all isotopes of S and O with
natural abundances, have also been established.
Based on the current calculations, there are two defect centres which could be
the reason for these two vibrational modes. (SO2)Te has the lowest formation energy
compared with the other sites. The absolute vibrational modes are significantly lower
than the experimental data and the spectrum shift with isotopic mass does not cor-
relate well with experimental data. Although the reorientation barrier is relatively
small, the motional average is not obvious. The LVMs of the (SO2)i centre is in broad
agreement with experimental values, and the sulphur and oxygen isotopic shifts with
S and O also agree with experimental measurements. An energetic barrier separates
the metastable states, which gives rise to these two modes. Thus, when temperature
increases, the rotational barrier can be overcome and only one line occurs in the IR
absorption spectrum. However, the formation energy of this centre seems to be higher
than that of the (SO2)Te defect.
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Chapter 9
Summary, Conclusions and Suggestions for
Further Work
This chapter brings the thesis to a close and reflects on the various subjects consid-
ered. At the end of each application chapter, a separate conclusions section has been
included. This presents a general summary of the main results.
9.1 Summary and conclusions
A body of work has been covered which focuses on the investigation and identifica-
tion of the various properties of selected impurities which are present due to specific
growth conditions in a range of technologically important materials, starting from
those used in nano-applications and ending with photovoltaic application materials.
In the context of this project, first principles density functional theory and the super-
cell approach, as implemented in the AIMPRO computer code have been employed.
The initial work focused on the study of the impact of carbon impurities on the
high-κ perovskite titanate, including structural configurations, electronic properties,
electrical levels, vibrational modes, ferroelectric properties and formation energies.
Three promising perovskite titanates have been chosen for this study corresponding
to their applications, starting with SrTiO3 which is a perovskite oxide with a para-
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electric cubic structure and is usually employed in nano-size devices such as transistor
applications. Then, ferroelectric PbTiO3 with a tetragonal ground state structure
is considered, which is used to make nano-scale capacitors with tunable capacitance
related to low operating voltage and high switching speed, and finally rhombohedral
ground state BaTiO3 is investigated according to its ferroelectric properties at room
temperature and its lack of toxicity.
Nowadays, various types of perovskite can be grown using different techniques.
However, carbon contamination is highly likely to occur as a result of organic species
present during thin-film growth. Since the carbon defects potentially play a significant
role in affecting the properties of perovskite oxides, several important results have been
obtained.
Various structural configurations of carbon impurities in SrTiO3, PbTiO3 and
BaTiO3 have been investigated. Interstitial and substitutional point defects are con-
sidered and their relative stability in different charge states for each type of point
defect. For the three perovskites, regardless of the structure of the host material,
carbon prefers to form covalent bonds with the host oxygen-neighbour(s). The cur-
rent study reveals that for carbon the formation of carbonate groups is energetically
favoured for interstitial and both B and A site substitution. However, there is an
opportunity for carbon to form CO in both Ci and (CO)(2O) and also to form CO2 as
a spontaneous reconstruction in the case of the (CO2)(3O) defect.
The current work shows that carbon involved in the host material (SrTiO3, BaTiO3
and PbTiO3) could be either electrically active, such as in the substitution of either
A (Sr, Ba or Pb) or O, and as an interstice, or electrically passive which is the case
with the iso-electric substitution of Ti.
Based upon the band structures and expected oxidation states, the electrical levels
of the defect centres have been presented. In comparison, the results show that for
Ci the CO3 configuration in the +4 charge state in SrTiO3 is an unstable centre with
a slightly higher energy than the +3 charge state. With respect to the CO on-site,
in n-type conditions, it has been found that the −2 charge state is stable in both
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BaTiO3 and PbTiO3. Finally, for carbon substitutions of the A site, the calculations
show that the neutral charge state for CO3 is energetically stable in both SrTiO3 and
BaTiO3 but not in PbTiO3. This disparity in the results might be related to the
differences in the location of the valance band top in the defect system relative to
that for bulk, and to the width of the band gap.
The highly characteristic local vibrational modes predicted for the different con-
figurations provide a possible route to experimental validation. The estimated values
show that the frequencies depend upon structure in a systematic way, depending in a
straightforward way upon both bonding and charge state. It should be noted that the
CO for the interstitial has a mode comparable in frequency to that of the CO3 group
for both SrTiO3 and PbTiO3. However, since the CO has only one local mode, such
systems might still be distinguished experimentally by the absence of any correlated
modes corresponding to the A and E related modes of CO3. From the calculations
it is conclude that the local vibrational frequencies offer a potential route to the
discrimination between different sites.
The activation energy calculations have been estimated to identify the probability
of carbonate group reorientation in perovskite titanate crystals. The activation energy
for carbonate group reorientation is predicted to be relatively high as a consequence
of the covalent bonding within the carbonate group, so that reorientation involves
the breaking and forming of strong chemical bonds. Such a barrier, when combined
with the fact that the defect has a permanent electric dipole, is anticipated to have
an impact upon the dielectric properties and hysteresis of perovskite materials in
an alternating electric field. Several factors have been considered in attempting to
identify the carbonate group reorientation, such as crystal symmetry, the direction of
the host dipole and the stability of the structures. For example, CTi in SrTiO3 has
an equivalent structure whereas in PbTiO3 two non-equivalent structures have been
distinguished. Since the distortion is small in BaTiO3 and the energy per formula unit
much smaller than the energy scales differentiating between the systems explored in
this study, the various reorientations for the CTi defect related to symmetry have been
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ignored. In comparison, the activation energy for each perovskite is relatively high and
nearly similar on average; therefore, it can be concluded that the activation energy
for a whole family of perovskite titanate such as BaSrTiO3, BaZrO3 and PbZrTiO3
would be around these values.
Through a careful consideration of the chemical potential space of the constituent
species, the relative stability of different point defects under various thermodynamic
conditions has been assessed. The corresponding formation energies suggest that the
carbon substitution of Ti is generally more favourable for all three kinds of perovskites;
however, for p-type material the substitution of the A-site is also possible. Under O-
lean conditions oxygen substitution becomes significant for both SrTiO3 and BaTiO3.
In addition, the carbon interstitial has an opportunity to be energetically stable in
BaTiO3.
The second phase of the project dealt with SO2 defects in CdTe crystal. The
incorporation of SO2 in CdTe material has been chosen as a subject for this study
because of the recent experimentally observation of two low temperature (5K) sharp
IR peaks at 1096.78 and 1108.35 cm−1. As temperature increases towards 300K, these
two modes merge together into a single peak. Another pair of lines at 2198.7 and
2210.5 cm−1 has been assigned to the first overtones of these modes. These modes
have been attributed experimentally to LVMs of the SO2 molecule or ion dissolved in
the lattice. However, the precise structure and the location of these centres, as well
as their electrical properties, of are yet to be determined. Thus, the key reason for
this study is to resolve the question regarding the likely site of the SO2 in the lattice
and to reflect upon the possible mechanisms for motional averaging.
Numerous structures have been built to obtain the lowest energy structures for SO2
defects in CdTe for each site. The charge-dependent formation energy as a function of
electron chemical potential has been calculated. The present results reveal that SO2
in both Cd and CdTe complex sites are electrically active defects which might have
an impact in the photovoltaic applications where the control of n-type and p-type
conductivity is needed.
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Vibrational modes for each site have been estimated to identify which defect is
responsible for the experimental frequencies. From current calculations it is found
that the LVMs of (SO2)i are in a good agreement with the experimental observation.
However, based on the formation energy calculations, the most likely candidate will
be SO2 in the Te site, but the vibrational modes for this defect do not match well with
experimental frequencies and it is difficult for these modes to match isotopic shifts.
Both the interstitial and the Te sites have advantages. Under equilibrium conditions,
the difference in formation energy between (SO2)Te and (SO2)i is relatively small in the
p-type and intrinsic material in Te-lean conditions, and the mechanism of reorientation
for (SO2)i is more obvious than that for (SO2)Te. Therefore, it seems logical to expect
that with temperature dependence the most plausible candidate for the vibrational
centre is an interstitial species.
9.2 Further Work
A weakness of the current work is the dependence on LDA, which was regarded
as state-of-the-art prior to 2005, new for these materials screened exchange (SX)
[237–239] is regarded as best practice. One of the well established short comings of
the underpinning theory used in many atomistic simulation packages is that density
functional methods typically underestimate the electronic band-gap for both semi-
conductors and insulators. For example, the band-gap of silicon is underestimated
by around 50% compared to experiments. The extension of the method to the SX
approach is expected to largely eliminate this error and the evaluation of the resulting
properties of defects in materials problems currently examined. Hence, there is need
to re-examine current work with screen exchange, both looking for differences, but
also to test the new implementation of SX in AIMPRO. It is crucial that the models
proposed above are assessed using a quantitatively accurate approach, and these are
important examples amongst the many defect centres that will receive the screened
exchange treatment in the future.
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In the case of perovskite titanate, the O vacancy is a common defect, there is
growing evidence that oxygen vacancies have a significant impact upon the properties
of perovskite materials designed for various applications. Such calculations would
include the effect of oxygen vacancies associated with carbon impurity defects upon
the structural, electrical, electronic and ferroelectric properties of these materials.
Moreover, computational results for the oxygen vacancy diffusion associated with
carbon impurity defects can help to provide a clearer picture of many phenomena,
such as the leakage current in transistors, for example.
Hydrogen impurities, which are present in many grown perovskite crystals, have
been observed experimentally. It has been considered that these impurities are a po-
tential source of n-type conductivity. In addition, experimental measurements have
found that, in SrTiO3, strontium vacancy could be passivated by two hydrogen atoms.
These results provide the motivation to extend this project by including hydrogen im-
purities in the defect structures in order to determined the effect of hydrogen complex
defects on the physical and thermodynamic properties of perovskite titanate.
In the case of CdTe, the current calculations provide plausible evidence about the
source of the two low temperature vibrational frequencies which have been observed
experimentally. However, the evidence for the second oxygen atom is very weak
experimentally. Therefore, the assumption of the incorporation of sulphur monoxide
as a defect in CdTe crystal might be suitable, or the inclusion of the intrinsic defects
associated with SO2 could be used to identify the appropriate structure for these two
peaks.
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