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La composicio´n musical asistida por ordenador es un a´rea de conocimiento que
tiene sus or´ıgenes en la segunda mitad del siglo pasado. Durante sus ma´s de se-
senta an˜os de existencia han aparecido numerosas propuestas para abordar el
problema de la creatividad artificial aplicada al a´mbito de la variacio´n musical, la
emulacio´n de estilos, la escritura automatizada de contrapunto o la composicio´n
estoca´stica, entre muchos otros. En la presente memoria propondremos un nuevo
me´todo para la generacio´n computacional de variaciones y transiciones a partir
de material musical proporcionado por el compositor, ya sea de cara´cter melo´di-
co, r´ıtmico, armo´nico o t´ımbrico. La originalidad de nuestro me´todo radica en la
construccio´n de nuevos algoritmos basados en las te´cnicas de agrupamiento difuso,
capaces incorporar el orden de los elementos de los conjuntos de datos durante el
proceso de particio´n. Para implementar computacionalmente estas te´cnicas hemos
disen˜ado el software Mercury mediante el que realizaremos distintos experimen-
tos cuyos resultados, en forma de transiciones musicales, ilustrara´n la utilidad de
nuestra propuesta. Completaremos la presente investigacio´n con la composicio´n
de la obra Transiciones difusas, para cuarteto de cuerdas, adjunta como ape´ndice.
La metodolog´ıa propuesta implica formular una nueva medida de la disimilitud
musical, aplicable de forma general a la comparacio´n de dos secuencias nume´ricas
cualesquiera, con las que se pueda representar cualquier tupla de atributos mu-
sicales. Es posible, por tanto, aplicar esta disimilitud sobre a´mbitos ma´s teo´ricos
como los sistemas de afinacio´n. Finalmente propondremos diversos me´todos para
estimar la compatibilidad entre un conjunto de notas y un sistema de afinacio´n




La composicio´ musical assistida per ordinador e´s una a`rea de coneixement que te´
els seus or´ıgens a meitat del segle passat. Durant els seus me´s de seixanta anys
d’existe`ncia han aparegut nombroses propostes per a abordar el problema de la
creativitat artificial aplicada a l’a`mbit de la generacio´ de variacions, emulacio´
d’estils, escriptura automatitzada de contrapunt i composicio´ de mu´sica estoca`s-
tica, entre molts altres. En aquesta memo`ria proposarem un nou me`tode per a
crear variacions i transicions entre material musical preexistent, ja siga de cara`c-
ter melo`dic, r´ıtmic, harmo`nic o t´ımbric. L’originalitat del nostre me`tode radica
en la construccio´ d’algoritmes basats en la te`cnica de fuzzy clustering, capac¸os de
realitzar agrupaments en que` es te´ en compte l’ordre dels elements dels conjunts
de dades. Per a implementar aquestes te`cniques, hem dissenyat el programari
Mercury mitjanc¸ant el qual es realitzaran experiments amb transicions entre
melodies, ritmes i sequ¨e`ncies harmo`niques que il·lustraran la utilitat de la nos-
tra proposta, i que culminaran amb la composicio´ de l’obra Transicions difuses,
adjunta com a ape`ndix. La metodologia proposada no nome´s te´ consequ¨e`ncies
pra`ctiques, sino´ que implica formular una nova mesura de la dissimilitud musical,
aplicable de forma general a la comparacio´ de qualsevol parell de sequ¨e`ncies nu-
me`riques, que puguen representar melodies, ritmes, harmonies o timbres. Un cop
establert com valorar la dissimilitud, aquesta tambe´ pot aplicar-se a a`mbits molt
me´s teo`rics, com so´n els sistemes d’afinacio´. Proposarem diversos me`todes per a
estimar la compatibilitat entre un conjunt de notes i un sistema d’afinacio´ i gene-
rar, en u´ltima insta`ncia, transicions entre dos sistemes d’afinacio´. Aquesta tasca
pot facilitar la interpretacio´ d’obres en un sistema d’afinacio´ diferent d’aquell per
al qual van ser concebudes, sempre que s’exigisca que el nivell de compatibilitat




Computer-assisted composition is an area of knowledge that has its origins in the
middle of the last century. During its more than sixty years of existence, numerous
proposals have appeared to address the problem of artificial creativity applied to
the field of generation of variations, emulation of styles, automated counterpoint
writing, stochastic music composition, among many others. In this report we will
propose a new method to create variations and transitions between pre-existing
musical material, be it melodic, rhythmic, harmonic or timbre-related. The origi-
nality of our method lies in the construction of algorithms based on the technique
of fuzzy clustering, capable of performing groupings in which the order of the ele-
ments of the data sets is taken into account. To implement these techniques, we
designed the software Mercury through which experiments will be performed
with transitions between melodies, rhythms and harmonic sequences that will
illustrate the usefulness of our proposal, and that will culminate with the com-
position of the work Fuzzy Transitions, attached as an appendix. The proposed
methodology not only has practical consequences, but also implies formulating a
new measure of musical dissimilarity, applicable in a general way to the compari-
son of any pair of numerical sequences, which may represent melodies, rhythms,
harmonies or timbres. Once established how to assess the dissimilarity, this can
also be applied to much more theoretical areas, such as tuning systems. We will
propose various methods to estimate the compatibility between a set of notes
and an tuning system and, in the last instance, generate transitions between two
tuning systems. This work can facilitate the interpretation of works in a tuning
system different from that for which they were conceived, whenever it is required
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La mu´sica nace libre; conseguir la libertad es su destino.
Music was born free; and to win freedom is its destiny.
(Busoni, 1911, pa´g. 5)
1.1 Justificacio´n
La idea de inventar una ma´quina capaz de crear resulta fascinante en s´ı misma: no
so´lo emplaza nuestro intelecto a una funcio´n de metacreador, es decir, un creador
de creadores; tambie´n nos obliga a teorizar y sistematizar los procesos creativos
humanos –quiza´ aquellos ma´s ı´ntimos y definitorios del ser– mediante los cuales,
a lo largo de milenios, hemos representado, bajo los te´rminos de la mı´mesis, la
naturaleza de los mundos exterior e interior; redimiendo, al mimo tiempo, pasiones
y temores bajo el influjo de la catarsis.
La automa´tica y la algoritmia no son disciplinas novedosas en la edad contempo-
ra´nea. Desde el Mecanismo de Anticitera (Seaman y Ro¨ssler, 2011) hasta nuestros
sofisticados smartphones han existido en la historia numerosos ejemplos de ma´-
quinas, auto´matas o robots, capaces de reemplazar la labor humana en mu´ltiples
a´mbitos. Tampoco es novedosa su aplicacio´n a la creacio´n art´ıstica, en este caso de
ı´ndole musical: sirvan como ejemplo la maravillosa Arca Musarithmica inventada
por el jesuita Atanasio Kircher a durante el siglo XVII (Bumgardner, 2009), o el
celebe´rrimo Musikalisches Wu¨rfelspiel creado por W. A. Mozart (Levy, 2005).
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La aparicio´n de las computadoras digitales y su vertiginosa expansio´n en te´rminos
de capacidad de ca´lculo y almacenamiento es el hecho diferencial que, a mediados
del siglo XX, posibilita el desarrollo de una nueva disciplina del conocimiento: la
creatividad artificial. Todas las propuestas, ideas o fabulaciones realizadas hasta
entonces se vera´n superadas en expectativas por las posibilidades que, al menos
desde el punto de vista teo´rico, ofrece la computacio´n moderna; dando lugar al
mismo tiempo a una verdadera revolucio´n en el terreno cultural, un se´ısmo tecno-
lo´gico que afecta desde las propuestas realizadas por los creadores de vanguardia,
hasta la vigencia de los postulados e´ticos y este´ticos del arte mismo.
La mu´sica no permanece ajena a las posibilidades de esta nueva realidad. Muy
pronto aparecen los primeros hitos en la incipiente historia de la computer com-
position: el trabajo experimental de Lejaren Hiller y Leonard Isaacson, plasmado
en la Suite Illiac (Hiller e Isaacson, 1959); el primer lenguaje de programacio´n
musical desarrollado por Max Mathews, denominado MUSIC I (Roads y Mat-
hews, 1980); o la utilizacio´n de las computadoras para la generacio´n de mu´sica
estoca´stica en la serie de obras ST de Xenakis (Xenakis, 1971), son so´lo algunos
ejemplos de la incorporacio´n de la ma´quina digital en la creacio´n musical. De es-
ta manera, la composicio´n asistida por ordenador se muestra como un problema
abordable en te´rminos de la inteligencia artificial. Tal y como propone Roads en
su art´ıculo Research in music and artificial intelligence (1985), el objetivo de un
asistente inteligente para la composicio´n debe ser apoyar al compositor en fases
de composicio´n altamente creativas1, facilitando adema´s la creacio´n del esque-
ma formal de la composicio´n y codificando adecuadamente el material musical en
te´rminos computacionales.
Ma´s alla´ de conseguir que el ordenador sea una especie de calculadora musical
para facilitar la labor del compositor, el propio Hiller se pregunta: ¿Por que´
programar una computadora digital para generar mu´sica?; resulta necesario en-
tonces argumentar una respuesta so´lida, en te´rminos de la filosof´ıa de la ciencia,
que anule la falacia de considerar como u´nicamente va´lido aquel conocimiento
cuya utilidad sea eminentemente pra´ctica. Dobrian (1993) plantea algunas de las
posibles respuestas: si la tecnolog´ıa nos atrae per se y nos deslumbra, requiere
entonces un uso e´tico del que no se pueda desprender ningu´n comportamien-
to potencialmente lesivo; si los conocimientos derivados de la composicio´n con
computadores son propios de la ciencia base, contribuyen por tanto en la amplia-
cio´n del conocimiento humano general; si al desarrollar me´todos algor´ıtmicos para
la composicio´n asistida por ordenador es necesario estudiar y modelar los procesos
1
The overall goal of an intelligent composer’s assistant is to support the composer in highly crea-
tive phases of composition. This includes the creation of the plan and architecture of a composition,
and the encoding of musical material into the working score (Roads, 1985, pa´g. 170).
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cognitivos que subyacen en el acto creativo humano, entonces comprenderemos
mejor el funcionamiento de nuestro propio intelecto.
A lo largo de las u´ltimas seis de´cadas han aparecido innumerables acercamientos
al problema de la composicio´n musical asistida por ordenador2, utilizando cada
vez construcciones teo´ricas ma´s complejas fundamentadas a su vez por la disponi-
bilidad de ma´quinas cada vez ma´s potentes. Sin embargo a fecha actual parece no
existir ningu´n me´todo u´nico o definitivo que sea capaz de emular con resultados
realmente brillantes la creatividad musical humana. Escrutados de forma exhaus-
tiva los acercamientos tradicionales, parece extenderse una cierta tendencia a la
generacio´n de te´cnicas h´ıbridas, as´ı como una relativa necesidad de encontrar nue-
vos paradigmas exploratorios que propongan caminos hasta ahora no transitados.
El a´mbito de investigacio´n de esta tesis, lejos de estar cerrado, continu´a suscitando
gran intere´s en las comunidades cient´ıfica y art´ıstica de nuestra actualidad, tal
y como pone de manifiesto la existencia de numerosas revistas especializadas,
congresos, simposios y grupos de investigacio´n de cara´cter pu´blico3 y privado4,
todos ellos relativos a la creacio´n musical computarizada.
Entre las mu´ltiples cuestiones que plantea la marea computacional de nuestro
tiempo, existe una que resulta para el melo´mano particularmente inquietante: el
test de Turing del compositor musical. Toda la tradicio´n de la denominada mu´sica
culta occidental se basa en la escucha, estudio y admiracio´n de un reducido grupo
de creadores cuyas contribuciones al repertorio musical han logrado sobrevivir al
transcurso de los an˜os y a los cambios en las modas, este´ticas y ha´bitos musicales.
Su corpus musical es el legado –en algunas ocasiones reducido y selecto, en otras
vasto y pro´digo– que trasciende la figura del artista y lo vincula estrechamente
con la sociedad en la que estuvo inmerso. As´ı pues, ¿adorara´n los humanos de
un no muy lejano futuro a esos compositores digitales que todav´ıa hoy hemos de
crear? ¿Se hallara´ entonces –si es que au´n ha de existir–, en una h´ıbrida mezcla
de intuicio´n y algoritmo, aquella eterna relacio´n del artista con su tiempo?
2En el art´ıculo AI methods in algorithmic composition: A comprehensive survey de Ferna´ndez
y Vico (2013) podemos encontrar una exhaustiva relacio´n de diferentes te´cnicas, experimentos y
software desarrollados hasta 2013 en el a´mbito de la composicio´n asistida por ordenador.
3Ve´ase por ejemplo el proyecto Melomics y el sistema IAMUS, desarrollados en la Universidad
de Ma´laga, (Sa´nchez y col., 2013; Ball, 2012; Vico, Sanchez y Albarrac´ın, 2011).
4Ve´ase a modo de ane´cdota la siguiente noticia Huawei used AI technology to complete Schubert’s
unfinished symphony (Rowat, 2019).
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1.2 Problema de investigacio´n
En general, los compositores conocen que la verdadera dificultad de la composicio´n
musical no radica tanto en la creacio´n de un buen motivo, tema o melod´ıa, sino
en el uso que se haga de e´ste. En el equilibrio entre el arte de la variacio´n, amplia-
mente estudiado en numerosos tratados5, y la repeticio´n musical, tan necesaria
como peligrosa, es donde se cimientan las bases del discurso musical occidental al
menos hasta la aparicio´n de las vanguardias6 en la segunda mitad del siglo XX.
Como veremos en el pro´ximo cap´ıtulo, la investigacio´n en creatividad musical ar-
tificial no ha sido ajena a este hecho y son numerosos los acercamientos que se
han planteado durante las u´ltimas de´cadas para tratar de resolver el problema
de la generacio´n automatizada de variaciones, mutaciones o transiciones musi-
cales, normalmente utilizando material melo´dico proporcionado por el usuario y
codificado convenientemente para su procesamiento computacional. Los paradig-
mas cla´sicos ma´s frecuentemente empleados para realizar este tipo de variaciones
desde un tema A hacia un tema B se basan principalmente en la utilizacio´n
de algoritmos gene´ticos (Horner y Goldberg, 1991); grama´ticas formales (Keller
y Morrison, 2007); operadores de cambio aplicados de forma recursiva (Mongeau
y Sankoff, 1990), o el uso de auto´matas celulares (Miranda, 1990), entre otros. El
problema de la generacio´n computacional de variaciones y transiciones musicales
continu´a abierto y constituira´ en la presente tesis nuestro principal problema de
investigacio´n, as´ı como nuestro fundamental objeto de estudio.
Subsidiariamente, la definicio´n y ca´lculo computacional del concepto de similitud
melo´dica, es decir, la diferencia o semejanza entre dos melod´ıas cualesquiera, es
una cuestio´n de vital importancia en los a´mbitos de la composicio´n y del ana´lisis
musical asistidos por ordenador7. De hecho, la estimacio´n de una similitud entre
dos melod´ıas puede utilizarse directamente sobre el reconocimiento automa´tico
de patrones melo´dicos, as´ı como en determinados procesos computacionales para
la generacio´n de variaciones y transformaciones melo´dicas. Existe bastante litera-
tura que aborda los me´todos ma´s importantes para la medida y definicio´n de la
similitud melo´dica (Maid´ın, 1998; Aloupis y col., 2006), implementando compu-
5Ve´ase por ejemplo Fundamentos de la composicio´n Musical de Scho¨enberg, (2001).
6Algunos compositores de la segunda mitad del siglo XX desarrollara´n planteamientos compo-
sitivos en los cuales la narrativa en la mu´sica sera´ deliberadamente evitada, tratando de liberar la
mu´sica de esa r´ıgida concepcio´n formal impuesta por la tradicio´n de la mu´sica culta occidental. Sirvan
como ejemplo la Momentform propuesta por Karlheinz Stockhausen en su obra Kontakte(1958-60)
(Momentform: Neue Zusammenhange zwischen AuffUhrungsdauer, Werkdauer und Moment), o la
utilizacio´n del I Ching para la composicio´n de la obra Music of Changes (1951) de John Cage (Cage,
1961b).
7Ve´anse por ejemplo el proyecto DARMS (Erickson, 1975) o los trabajos en el ana´lisis musical
asistido por ordenador desarrollados por Gross en A set of computer programs to aid in music
analysis (1975) o por Wenker en A computer-aided analysis of Anglo-Canadian folktunes (1979).
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tacionalmente alguno de ellos y probando su eficiencia sobre el corpus de melod´ıas
procedente de los corales de J.S. Bach, con interesantes resultados 8. Art´ıculos co-
mo MelodyShape at MIREX 2014 Symbolic Melodic Similarity de Urbano (2014) o
Geometric algorithms for melodic similarity de Laitinen y Lemstro¨m (2010) ponen
de manifiesto la actualidad de la investigacio´n en similitud melo´dica, problema
procedente del Music information retrieval (MIR), as´ı como se relacio´n con la
composicio´n asistida por ordenador y la generacio´n automatizada de variaciones
melo´dicas.
Por tanto, los principales problemas de investigacio´n que abordaremos en esta
tesis son los siguientes:
1. Creacio´n de un me´todo computacional para realizar transi-
ciones melo´dicas completas entre dos melod´ıas cualesquiera,
que permita generar progresivas variaciones y transforma-
ciones del material melo´dico inicial hasta convertirlo por
completo en el material melo´dico final. Este proceso propor-
cionara´ al compositor novedoso material melo´dico potencial-
mente utilizable en la creacio´n musical, subyugado a revisio´n
por sus criterios este´ticos.
2. Disen˜o de un me´todo para el ca´lculo de la disimilitud melo´-
dica, implementable computacionalmente, que tenga en con-
sideracio´n el orden de las notas musicales y que pueda ser
aplicado a la comparacio´n de melod´ıas con distinta longitud
o nu´mero de elementos.
3. Construccio´n de algoritmos que obtengan transiciones para
cualquier otro para´metro musical como ejemplo el ritmo, la
armon´ıa, el timbre o el sistema de afinacio´n; creando de es-
ta manera transiciones entre distintos ritmos, transiciones
entre distintas secuencias de acordes, transiciones entre dis-
tintos timbres o incluso transiciones entre distintos sistemas
de afinacio´n.





Para responder a los problemas de investigacio´n que hemos formulado anterior-
mente, nos planteamos dos tipos de objetivos: generales, que sera´n de aplicacio´n
en todo el a´mbito del presente proceso de investigacio´n, y espec´ıficos, que perse-
guira´n resultados concretos
1.3.1 Objetivos generales
Encontrar nuevos procedimientos algor´ıtmicos que nos permitan realizar una
transicio´n musical completa desde una determinada melod´ıa inicial a otra
final.
Generalizar los procedimientos propuestos a otras caracter´ısticas de la mu´-
sica tales como el ritmo, la armon´ıa, el timbre, los sistemas de afinacio´n, o
cualquier otra propiedad musical.
Demostrar la aplicabilidad de estas nuevas te´cnicas para su uso en la com-
posicio´n musical, utiliza´ndolas en la composicio´n de una nueva obra.
1.3.2 Objetivos espec´ıficos
Para profundizar en un nivel de concrecio´n ma´s detallado, nos hemos planteado
una serie de objetivos espec´ıficos cuya consecucio´n sera´ necesaria para alcanzar
los objetivos generales:
Realizar una revisio´n bibliogra´fica para determinar las principales l´ıneas de
investigacio´n en el a´mbito de la composicio´n asistida por ordenador desde sus
inicios hasta la actualidad y enmarcar nuestra investigacio´n en este a´mbito.
Encontrar una representacio´n matema´tica adecuada para la representacio´n
simbo´lica de la melod´ıa, que contemple su organizacio´n y secuenciacio´n tem-
poral.
Conocer los me´todos existentes de clasificacio´n (clustering) denominados k-
means y c-means. Manejar el concepto de particio´n de tipo hard (crisp) y de
tipo soft (fuzzy) de un conjunto de datos en un espacio me´trico de dimensio´n
finita.
Conocer los distintos tipos de medidas de disimilitud existentes basados en
los procesos de clustering, as´ı como las me´tricas o funciones distancia ma´s
comu´nmente utilizadas en los algoritmos de clustering.
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Definir una medida de la disimilitud melo´dica que nos permita establecer un
criterio objetivo bajo el cual determinar el grado de proximidad existente
entre dos melod´ıas cualesquiera.
Desarrollar un nuevo me´todo de clustering, basado en el fuzzy c-means, en
el que se incorpore el orden de las secuencias de datos para la realizacio´n de
la particio´n de forma congruente con el orden de los centroides. Disen˜ar su
implementacio´n algor´ıtmica.
Definir una medicio´n de la disimilitud basada en el clustering, capaz de
proporcionar un valor nume´rico que cuantifique la disimilitud entre dos se-
cuencias ordenadas cualesquiera.
Disen˜ar un procedimiento capaz de realizar transiciones completas entre dos
secuencias ordenadas cualesquiera.
Aplicar las nuevas definiciones de disimilitud y me´todos algor´ıtmicos pro-
puestos a la melod´ıa.
Extender los resultados obtenidos al resto de caracter´ısticas musicales de
tipo simbo´lico como el ritmo, la armon´ıa o el timbre.
Definir matema´ticamente el concepto de sistema de afinacio´n, revisando la
literatura cient´ıfica existente al respecto y proponer nuevos me´todos para
delimitar la compatibilidad de un conjunto de notas con un determinado
sistema de afinacio´n, as´ı como calcular la similitud existente entre diversos
sistemas de afinacio´n.
Implementar computacionalmente los nuevos me´todos propuestos en un soft-
ware que sea capaz de calcular la disimilitud y realizar las transiciones mu-
sicales, permitiendo al usuario tanto introducir los input musicales como ex-
portar los resultados obtenidos (output) en un formato simbo´lico esta´ndar





1.4.1 Naturaleza de la investigacio´n
En la presente tesis se presenta una hibridacio´n entre la investigacio´n de naturale-
za teo´rica y la investigacio´n aplicada, de caracter´ısticas ma´s pra´cticas y centrada
en resolver problemas muy concretos. Por ejemplo, encontraremos una aproxi-
macio´n exploratoria de tipo ba´sica en los cap´ıtulos dedicados a la bu´squeda de
nuevas definiciones para la disimilitud entre secuencias de elementos, as´ı como en
lo referente a nuevos acercamientos formales para la definicio´n de los sistemas de
afinacio´n y su compatibilidad con un conjunto de notas, presentes en los u´ltimos
cap´ıtulos. La investigacio´n se volvera´ ma´s aplicada en las secciones dedicadas a
la bu´squeda de nuevos algoritmos con la finalidad de realizar transiciones com-
pletas entre secuencias melo´dicas, r´ıtmicas, armo´nicas o t´ımbricas, as´ı como en la
implementacio´n informa´tica realizada de dichas te´cnicas.
1.4.2 Revisio´n bibliogra´fica sistematizada
La revisio´n bibliogra´fica que se ha realizado en la presente tesis, materializada
en forma de estado de la cuestio´n en el cap´ıtulo 2, es una revisio´n bibliogra´fica
de tipo sistematizada. Las caracter´ısticas de dicha revisio´n consisten en que se
ha utilizado una metodolog´ıa estandarizada (Codina, 2017) para evitar posibles
sesgos en la seleccio´n de art´ıculos o inclusio´n de aquellos que no procedan de
fuentes aceptadas por la comunidad cient´ıfica. De esta manera nuestra revisio´n
bibliogra´fica intenta evitar la arbitrariedad, sesgo o subjetividad. Adema´s, se han
consultado las principales fuentes y sistemas de recuperacio´n de informacio´n aso-
ciadas al tema de investigacio´n, citando las fuentes utilizadas, las palabras clave y
los criterios de seleccio´n de art´ıculos. Por u´ltimo, hemos pretendido que sea repro-
ducible, ya que cualquier otro investigador podr´ıa llegar a los mismos resultados
que nosotros, comprobando la validez de nuestro trabajo.
Para garantizar el correcto desarrollo de la revisio´n se ha utilizado el marco de
trabajo SALSA (Search, AppraisaL, Synthesis and Analysis) descrito en A ty-
pology of reviews: an analysis of 14 review types and associated methodologies
(Grant y Booth, 2009). Esta metodolog´ıa considera indispensables la existencia
de los cuatro elementos para una revisio´n bibliogra´fica sistematizada: bu´squeda
de los art´ıculos, valoracio´n de los mismos, me´todo de s´ıntesis y fase ana´lisis de
resultados o redaccio´n del estado de la cuestio´n. La bu´squeda se realizara´ con cri-
terios de inclusio´n o exclusio´n bien definidos, expresados en nuestro caso mediante
palabras clave, con la finalidad de obtener aproximadamente un banco de un cen-
tenar de art´ıculos relevantes para la redaccio´n de nuestra revisio´n bibliogra´fica.
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Las palabras clave utilizadas han sido: music, melody, rhythm, chord, harmonic,
composition, computer, computer music, computer-aided composition, algorithmic
composition, computer-assisted composition, automatic, program, process, softwa-
re, markov, grammar, stochastic, generation, cellular, genetic, network, clustering.
Los criterios de inclusio´n para la inclusio´n de los art´ıculos en la coleccio´n final
han sido el cumplimiento de alguna de estas palabras clave y el nu´mero de ci-
tas ese art´ıculo. Los art´ıculos con cero nu´mero de citas han sido desechados. Las
fuentes donde se han buscado los art´ıculos han sido JSTOR, Google Scholar y las
siguientes revistas:
Sound and Music Computing conference (SMC).
http://www.smcnetwork.org/
Mathematics and Computation in Music (MCM).
http://www.smcm-net.info/






Journal of the American Musicological Society.
http://www.ams-net.org/pubs/jams.php/
Computers in the Humanities.
https://www.jstor.org/journal/comphuma/
Journal of New Music Research.
https://www.tandfonline.com/loi/nnmr20/
The Journal of the Acoustical Society of America.
https://asa.scitation.org/journal/jas/
The Journal of Music, Technology and Education.
https://www.ingentaconnect.com/content/intellect/jmte/




1.4.3 Acotacio´n del a´rea de estudio
En lo referente a las transiciones entre distintos materiales musicales, el a´rea de
estudio ha sido acotada, deliberadamente y por motivos de simplicidad, a la mu´si-
ca representada de manera simbo´lica mediante notacio´n convencional occidental,
circunscrita al sistema temperado igual de doce tonos; excluyendo por tanto otros
tipos de mu´sica como por ejemplo la de cara´cter folclo´rico, la mu´sica microtonal,
la mu´sica en otros sistemas de afinacio´n, la mu´sica electroacu´stica, o las nuevas
graf´ıas propias de determinadas este´ticas de vanguardia. Dichas realidades mu-
sicales, ma´s complejas, podra´n ser estudiadas en futuras l´ıneas de investigacio´n.
En lo referente a los sistemas de afinacio´n, hemos continuado la propuesta de
definicio´n fuzzy realizada por Liern (2005), mostrando su adaptacio´n u´nicamente
a los principales sistemas de afinacio´n histo´ricos, ya que resultar´ıa inabarcable su
ejemplificacio´n en todos los sistemas de afinacio´n inventados de los que tenemos
constancia y constituir´ıa un trabajo de investigacio´n completo en s´ı mismo.
1.4.4 Fases de la investigacio´n
El orden lo´gico en la planificacio´n de las fases de este trabajo de investigacio´n
ha estado delimitado por el cumplimiento de los diferentes objetivos espec´ıficos y
generales.
1. Realizacio´n de una revisio´n bibliogra´fica organizada en forma de estado de
la cuestio´n, en la que se han resumido las principales l´ıneas de investigacio´n
y aportaciones realizadas en el a´mbito de la composicio´n musical asistida
por ordenador desde sus inicios hasta el momento actual.
2. Se ha decidido utilizar una representacio´n de tipo vectorial para la melod´ıa,
describie´ndola como una sucesio´n ordenada de n notas, donde cada nota es
un vector en un espacio me´trico de dimensio´n d y cada coordenada del vector
representa una caracter´ıstica musical. Se ha decidido utilizar el MIDI pitch
para caracterizar la altura de la nota, el MIDI velocity para la intensidad
y un coeficiente δ para caracterizar la duracio´n de la nota. Los silencios,
staccati y acentos se caracterizara´n como dimensiones extra con valor 1 o´ 0.
3. Se ha propuesto una medida de la disimilitud entre dos melod´ıas distintas
basada en la agregacio´n de la distancia existente entre cada una de las notas
de ambas melod´ıas. Sin embargo, cuando se comparan melod´ıas de diferente
nu´mero de notas es necesario establecer un criterio para seleccionar que´ notas
de la melod´ıa ma´s larga sera´n comparadas con que´ notas de la melod´ıa ma´s




4. Revisio´n de las bases teo´ricas y el funcionamiento algor´ıtmico de los dife-
rentes tipos de me´todos de clustering utilizados en el a´mbito de la miner´ıa
de datos. Se ha profundizado en la variante fuzzy del algoritmo k-means
esta´ndar, denominado c-means y se ha estudiado su utilizacio´n para la com-
paracio´n de melod´ıas.
5. Se han investigado distintos tipos de medidas de disimilitud existentes ba-
sados en los procesos de clustering, as´ı como las funciones distancia ma´s
comu´nmente utilizadas.
6. Se ha propuesto el algoritmo FCM, consistente en una modificacio´n del al-
goritmo fuzzy c-means en el que se han incorporado una funcio´n de vecindad
gaussiana.
7. Se implementa computacionalmente el nuevo algoritmo FCM. Se comprue-
ba que nuestro me´todo es capaz de realizar el proceso de agrupamiento
respetando el orden existente en las secuencias introducidas como datos a
particionar y centroides iniciales.
8. Se propone una nueva medida de la disimilitud melo´dica basada en nuestro
algoritmo FCM, capaz de tener en cuenta el orden de las secuencias de
notas. Se implementa computacionalmente y se comprueban sus resultados
mediante numerosos ejemplos.
9. Se trabaja en el software Mercury, desarrollando los mo´dulos de entrada y
salida de datos mediante el formato MusicXML e implementando la librar´ıa
gra´fica de notacio´n musical.
10. Se desarrolla el proceso de cuantificacio´n, a trave´s del cual podemos aproxi-
mar a notacio´n musical convencional los estadios intermedios arrojados por
el algoritmo FCM. Se implementa en Mercury.
11. Se generaliza el algoritmo FCM para el caso de la armon´ıa, el ritmo y el tim-
bre (espectros energe´ticos), adaptando para estos cuatro casos el concepto
de disimilitud previamente definido para el caso de la melod´ıa. Se implemen-
ta en Mercury. El programa es capaz de calcular la disimilitud y realizar
transiciones incompletas, basadas en el FCM para los cuatro casos ba´sicos
(melod´ıa, ritmo, armon´ıa y timbre).
12. Se propone el algoritmo FCT. Dicho algoritmo aplica reiteradamente el al-
goritmo FCM y cada vez que finaliza an˜ade un punto nuevo a la secuencia
de centroides. Obtenemos que el algoritmo FCT es capaz de realizar una
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transformacio´n completa, proporcionando numerosos estadios intermedios,
entre dos secuencias nume´ricas cualesquiera.
13. Se implementa el algoritmo FCT en Mercury, obteniendo las transiciones
completas para el caso de la melod´ıa, el ritmo, la armon´ıa y el timbre. Dicha
implementacio´n nos proporciona innumerable material musical a modo de
transiciones o variaciones entre material musical inicial establecido por el
usuario.
14. Ampliamos nuestro estudio al caso de los sistemas de afinacio´n. Revisamos
la literatura cient´ıfica existente al respecto. Proponemos un nuevo me´to-
do, hibridando las definiciones de Liern (2005) y nuestro algoritmo FCM,
para calcular la compatibilidad de un conjunto de notas con un determina-
do sistema de afinacio´n. Se implementa en Mercury, utilizando para ello
el algoritmo Cooley-Turkey para la Transformada Ra´pida de Fourier, y el
me´todo del Harmonic Product Spectrum para la deteccio´n de frecuencia fun-
damental. Se realizan experimentos para comprobar la compatibilidad entre
una serie de notas medidas experimentalmente y un sistema de afinacio´n.
15. Se define la disimilitud entre sistemas de afinacio´n mediante el me´todo FCM,
as´ı como las transiciones entre sistemas de afinacio´n mediante el me´todo
FCT. Se implementa en Mercury. Se realizan experimentos en los que se
obtienen transiciones completas entre distintos sistemas de afinacio´n, as´ı
como una medida de disimilitud entre ellos.
16. Se utiliza Mercury para la realizacio´n de la composicio´n Transiciones di-
fusas, ejemplificando el uso y la utilidad que nuestra novedosa propuesta al
a´mbito de la composicio´n musical asistida por ordenador puede tener en el
terreno de la creacio´n art´ıstica.
17. Difusio´n de resultados en congresos y publicaciones especializadas.
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1.5 Estructura de la tesis
La presente memoria se estructura en distintos cap´ıtulos que vienen a reflejar las
diferentes etapas por las que hemos pasado en nuestro proceso investigador. Tras
una introduccio´n, el cap´ıtulo 2 presenta el estado de la cuestio´n, que ilustra las
aportaciones ma´s relevantes encontradas en el a´mbito de la composicio´n musical
asistida por ordenador. El planteamiento seleccionado para ello ha sido de tipo
cronolo´gico, resumiendo por orden de publicacio´n un gran nu´mero de art´ıculos,
publicaciones de revistas, comunicaciones de congresos, libros y tesis doctorales
relacionadas con alguna de las l´ıneas de investigacio´n tradicionales, comenzando
por los pioneros en la creacio´n musical computarizada de los an˜os cincuenta y
llegando hasta las ma´s recientes propuestas de nuestros d´ıas.
El cap´ıtulo 3 recoge el marco teo´rico fundamental de nuestra presente investi-
gacio´n. En e´l hemos plasmado los principios matema´ticos y algor´ıtmicos ba´sicos
sobre los que se ha desarrollado esta tesis, resumiendo los planteamientos formales
de los algoritmos de hard y soft clustering utilizados frecuentemente en el a´mbito
de la miner´ıa de datos, junto con las funciones distancia ma´s comu´nmente uti-
lizadas y explicando las aportaciones que hemos realizado. Nuestra contribucio´n
principal, pieza clave en el engranaje del presente trabajo, consiste en la definicio´n
de las funciones de vecindad y su incorporacio´n en el algoritmo Fuzzy c-Means
(FCM) propuesto por Bezdek (1981). Dicha modificacio´n da lugar al algoritmo
Fuzzy Ordered c-Means (FOCM), con el que podremos definir una medida de
similitud para cualquier pareja de secuencias de elementos, y posteriormente al
algoritmo Fuzzy Complete Transitions (FCT), gracias al cual podremos generar
transiciones desde cualquier secuencia de datos inicial a otra final.
En el cap´ıtulo 4 acotaremos la aplicacio´n de los algoritmos y ca´lculos de disi-
militud propuestos en el cap´ıtulo anterior a cada una de las tres caracter´ısticas
ba´sicas de la mu´sica: la melod´ıa, el ritmo y la armon´ıa. Estableceremos una ma-
nera de parametrizar las distintas caracter´ısticas musicales relativas a cada uno
de estos tres casos (alturas, intensidad, duracio´n, silencio, acentos, articulaciones,
etc.) y realizaremos una implementacio´n computacional a trave´s de nuestro soft-
ware Mercury que nos permitira´ la ejecucio´n de numerosos ejemplos tanto de
ca´lculo de disimilitudes como de realizacio´n de distintas transiciones musicales,
poniendo de manifiesto la potencia del me´todo presentado para la generacio´n de
nuevo material de tipo melo´dico, r´ıtmico o armo´nico. Por u´ltimo, estudiaremos
en los mismos te´rminos el concepto de timbre musical, parametrizando matema´-
ticamente el espectro energe´tico de frecuencias de varios sonidos, sometie´ndolos
tanto a ca´lculos de disimilitud como a transiciones espectrales.
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En el cap´ıtulo 5 estudiaremos los sistemas de afinacio´n, generalizando su definicio´n
a trave´s de un conjunto de intervalos y funciones generadoras. Ilustraremos dicha
definicio´n con los principales sistemas de afinacio´n de la tradicio´n musical occiden-
tal. Comprobaremos que el software Mercury es capaz de calcular de manera
sencilla la compatibilidad entre sistemas introducida en Liern (2005). Adema´s,
mostraremos que la compatibilidad se puede generalizar mediante la obtencio´n de
transiciones entre sistemas de afinacio´n. De hecho, se realizara´n comparaciones
entre distintos sistemas de afinacio´n gracias a la adaptacio´n de las definiciones de
disimilitud y los me´todos de para las transiciones propuestas en el cap´ıtulo 3 a
las caracter´ısticas de los e´stos.
En el cap´ıtulo 6 expondremos las conclusiones a las que nos ha conducido nuestra
labor investigadora, resumiendo las dificultades encontradas y evaluando el grado
de consecucio´n de los objetivos alcanzado. Adema´s presentaremos futuras l´ıneas
de investigacio´n y posibles mejoras tanto de los me´todos algor´ıtmicos presentados
como de su implementacio´n informa´tica, adema´s de discutir sobre la aplicabilidad
en la composicio´n musical de los mismos.
Por u´ltimo, en el Ape´ndice I se presenta parte del co´digo relativo al mo´dulo de
ca´lculo de Mercury, escrito en lenguaje C#. En el Ape´ndice II se presentara´
la composicio´n musical Transiciones difusas creada utilizando los me´todos pro-
puestos en el presente trabajo de investigacio´n, junto con las tablas de material
melo´dico, r´ıtmico y armo´nico generado con Mercury y utilizado para la elabo-
racio´n de la pieza, poniendo de manifiesto algunas de las mu´ltiples posibilidades




Estado de la cuestio´n
Al o´ır por primera vez la idea de mu´sica por computador, cual-
quier persona podr´ıa preguntarse: “¿Por que´ programar una compu-
tadora digital para generar mu´sica?” La respuesta a esta cuestio´n no
es sencilla [...] y nos lleva adema´s a la pregunta de hasta do´nde es
posible expresar los principios de la este´tica y la forma musicales de
manera conveniente para su procesado computacional.
Upon first hearing of the idea of computer music, a person might ask: “Why
program a digital computer to generate music?” The answer to this question is not
simple [...] it also raises the question of how far it is possible to express musical and
aesthetic principles in forms suitable for computer processing.
(Hiller e Isaacson, 1959, pa´g. 1)
2.1 Introduccio´n
En el presente cap´ıtulo se presenta la redaccio´n del estado de la cuestio´n relativo
a nuestras investigacio´n. Continuando con la metodolog´ıa expuesta en el cap´ıtulo
introductorio, se ha realizado una revisio´n bibliogra´fica sistematizada, resultando
en una coleccio´n final de aproximadamente cien publicaciones relevantes que han
sido resumidos tratando de mostrar las caracter´ısticas ma´s relevantes de cada
art´ıculo. Conviene recordar algunas de las referencias bibliogra´ficas destacables
relativas a la composicio´n musical asistida por ordenador que se han sido utiliza-
das:
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Manning (2013). Electronic and computer music.
Holmes (2012). Electronic and experimental music: technology, music, and
culture.
Rumsey y McCormick (2012). Sonido y grabacio´n. Introduccio´n a las te´cni-
cas sonoras.
Nierhaus (2009). Algorithmic composition: paradigms of automated music
generation.
Supper (2004). Mu´sica electro´nica y mu´sica con ordenador: historia, este´tica,
me´todos, sistemas.
Holmes (2002). Electronic and experimental music. Pioneers in technology
and composition.
Nu´n˜ez (1993). Informa´tica y electro´nica musical.
A continuacio´n expondremos de forma cronolo´gica los resultados de nuestro tra-
bajo de revisio´n bibliogra´fica sobre la composicio´n musical asistida por ordenador,
comenzando por los an˜os cincuenta y llegando hasta la actualidad, mostrando las
aportaciones ma´s relevantes que han sido presentadas a la comunidad cient´ıfica
en cada de´cada.
2.2 Investigaciones pioneras
El trabajo de Hiller e Isaacson culmina en la creacio´n de la Suite Illiac para cuar-
teto de cuerdas, tradicionalmente considerada como la primera obra que utiliza
algoritmos computacionales en su composicio´n. Sin embargo, el propio Hiller re-
conoce que existen algunos experimentos de composicio´n asistida por ordenador
previos a la publicacio´n de su obra. La cancio´n Push Button Bertha, resultado de
la programacio´n de Douglas Bolitho y Martin L. Klein, es el ma´s documentado
de estos experimentos (Klein, 1957; Pierce, 1961; Hiller, 1968; Ames, 1987). El
15 de Julio de 1956 esta cancio´n fue retransmitida en el programa de televisio´n
Adventure Tomorrow, menos de un mes antes de la primera presentacio´n pu´blica
de una au´n inconclusa Suite Illiac 1, que ser´ıa finalizada por Hiller en noviembre
de 1956 (Ariza, 2011).
1El 9 de agosto de 1956 Hiller realizo´ una interpretacio´n en pu´blico de su obra en la Universidad
de Illinois (Hiller e Isaacson, 1959).
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Con anterioridad a los trabajos de Hiller e Isaacson y de Klein y Bolitho, en
1955 los autores Caplin y Prinz realizan los primeros experimentos de los que
existe constancia relativos a la composicio´n musical asistida por ordenador (Mar-
t´ınez, 2019). Prinz ten´ıa conocimientos de programacio´n en la computadora Mark
I (Prinz, 1952), desarrollada en 1949 por la compan˜´ıa inglesa Ferranti Ltd 2 e
implementa en Mark I, gracias a los conocimientos musicales de Caplin, el Musi-
kalisches Wu¨rfespiel de W. A. Mozart. El sistema compositivo de Caplin y Prinz
ignora las armon´ıas propuestas por Mozart para la mano izquierda, utilizando
por tanto u´nicamente las l´ıneas melo´dicas de la mano derecha. El resultado pod´ıa
escucharse gracias al rudimentario sistema de s´ıntesis sonora del ordenador. Tam-
bie´n pod´ıa imprimirse o visualizarse como una cadena de s´ımbolos alfanume´ricos
(Ariza, 2011).
Caplin y Prinz continu´an al menos hasta 1960 realizando experimentos con el
ordenador Mark I y a partir de 1959 utilizando el computador Ferranti Mercury,
ma´s potente que su predecesor, culminando en la composicio´n The Foggy, Foggy
Dew. Para la determinacio´n aleatoria de las notas de esta obra se utilizaron tablas
de probabilidad de transicio´n, de forma similar a una cadena de Markov de primer
orden (Hiller, 1968; Mart´ınez, 2019).
En 1964 la investigadora Harriet Padberg publica su tesis Computer-composed
canon and free-fugue (1964) en la que resume su aportacio´n a la composicio´n
asistida por ordenador. Padberg programa dos sistemas, el Program 1 y el Program
2, ambos en Fortran. El primero, escrito para la computadora IBM 1620, permite
la creacio´n de ca´nones de hasta cuatro voces basados en una serie de notas. El
segundo sistema, escrito para la computadora IBM 7072, ampl´ıa las limitaciones
del anterior sistema e incorpora la posibilidad de crear una fuga en estilo libre.
Figura 2.1: Fragmento de Composition 4 de H. Padberg, transcrito en formato MusicXML
por Christopher Ariza (Ariza, 2011, pa´g. 52).
2Una de las ma´s antiguos sonidos generados por un ordenador y la grabacio´n ma´s antigua exis-
tente de mu´sica producida por ordenador es la interpretacio´n en 1951 de las obras God Save the
Queen, Baa Black Sheep y In the Mood mediante la computadora Ferranti Mark I de la Universidad
de Manchester (Ariza, 2011, pa´g. 43).
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Las series de notas esta´n limitadas a escalas con un nu´mero de notas comprendido
entre 5 y 24 notas por octava. El sistema permite las operaciones de retrograda-
cio´n e inversio´n de las series. El resultado compositivo de los programas se obtiene
en unas tablas que hacen la funcio´n de partitura. Padberg incluye cinco compo-
siciones de ejemplo en su tesis, que han sido transcritas en formato MusicXML
por Ariza (Ariza, 2011).
Brooks Jr y col. (1957) proponen un me´todo de composicio´n de melod´ıas basado
en las cadenas de Markov de orden m. Se analizan 37 melod´ıas para obtener las
probabilidades de los distintos elementos, variando el orden de la cadena desde
los bigramas (m = 2) y trigramas (m = 3) hasta las probabilidades de octavo
orden, utilizando para estos conteos un computador. La altura de las notas se
codifica nume´ricamente, y los valores de duracio´n se representan dividiendo la
melod´ıa en ce´lulas mı´nimas representadas por el valor de la semifusa. De estas
probabilidades se derivan unas tablas de que se utilizara´n para la composicio´n de
nuevas melod´ıas mediante un proceso aleatorio. Dicha s´ıntesis melo´dica se realiza
incorporando diferentes restricciones me´tricas para configurar ritmos melo´dicos
deseados. En total se sintetizan 600 melod´ıas y se puede observar un resultado
muy interesante: las melod´ıas generadas mediante o´rdenes muy bajos (la s´ıntesis
con m = 1 obtiene la distribucio´n del monograma, es decir, aleatoria) presentan
un alto grado de aleatoriedad, sin embargo aquellas generadas con probabilidades
de o´rdenes muy altos producen melod´ıas que son el resultado de unir fragmentos
de las melod´ıas originales (Mart´ınez, 2019).
Figura 2.2: Algunas melod´ıas obtenidas para distintos o´rdenes de Markov m (Brooks Jr
y col., 1957, pa´g. 181).
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Los resultados obtenidos utilizando ordenes intermedios son los que presentan
mayor originalidad; sin embargo producen en ocasiones melod´ıas degeneradas (e.g.
largas secuencias melo´dicas ascendentes o descendentes) con lo que es necesario un
filtrado humano para discriminar las piezas que tienen intere´s musical de aquellas
que no lo tienen. En este punto, el me´todo utilizado basado en cadenas de Markov
no es todav´ıa lo suficientemente complejo para cumplir nuestros requerimientos
este´ticos (Mart´ınez, 2019).
Entre los primeros experimentos en el a´mbito de la composicio´n asistida por or-
denador realizados a finales de la de´cada de los cincuenta destaca el trabajo del
compositor Lejaren Hiller desarrollado en la Universidad de Illinois con su cola-
borador Leonard Isaacson, matema´tico de la Standard Oil Company. Trabajando
en la universidad, Hiller tuvo acceso al ordenador ILLIAC I (Illinois Automatic
Computer, un computador construido en el an˜o 1952, consistente en una ma´quina
de cinco toneladas de peso y cerca de 2800 va´lvulas de vac´ıo que se programaba
mediante cinta de papel perforada (Holmes, 2012; Mart´ınez, 2019). Para solucio-
nar el gran nu´mero de obsta´culos que el cara´cter exploratorio de su investigacio´n
les va a acarrear, Hiller e Isaacson dividen su trabajo en distintos estadios de
desarrollo (Holmes, 2012):
1. Elegir un estilo de composicio´n polifo´nico simple, que sea adaptable a la
programacio´n informa´tica. Se selecciona por tanto un estilo estricto de con-
trapunto.
2. Determinar co´mo se puede codificar la informacio´n musical y demostrar que
la programacio´n informa´tica puede soportar las te´cnicas musicales esta´ndar,
produciendo un resultado legible e interpretable por cualquier mu´sico.
3. Demostrar que un ordenador puede producir estructuras musicales nuevas,
codificando elementos como dina´micas y ritmo.
4. Mostrar co´mo los ordenadores pueden ser u´tiles para los compositores de
mu´sica contempora´nea en su intento de desarrollar nuevos tipos de mu´sica
con elementos musicales no convencionales (Hiller e Isaacson, 1959).
El resultado de sus investigaciones se ve plasmado en lo que se considera la prime-
ra gran composicio´n musical creada con la ayuda de un ordenador: la Suite Illiac,
para cuarteto de cuerdas, finalizada en noviembre de 1956. Los cuatro movimien-
tos se construyen en paralelo con los cuatro puntos de la investigacio´n descritos
anteriormente: el primer movimiento se disen˜a para obtener sencillas melod´ıas
diato´nicas sobre las que progresivamente se van an˜adiendo voces hasta llegar a
sonar las cuatro simulta´neamente; en el segundo movimiento se exploran con ma-
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yor profundidad las reglas del contrapunto mediante te´rminos matema´ticos para
demostrar que la mu´sica tradicional puede ser codificada en te´rminos computacio-
nales, alcanzando al final de este movimiento el nivel ma´s alto de complejidad con
la realizacio´n de 1900 operaciones aritme´ticas; el tercer movimiento lleva a los in-
vestigadores a pretender objetivos musicales, intentando demostrar que mediante
la programacio´n informa´tica se pueden codificar tanto el ritmo como la dina´mi-
ca musical. Se utiliza, adema´s, una escala croma´tica cuyos disonantes resultados
obligan a los investigadores a incorporar una serie de reglas tradicionales para
mejorar el proceso de seleccio´n, finalizando en una composicio´n muy similar a la
de algunas obras de compositores contempora´neos; el cuarto y u´ltimo experimen-
to las reglas compositivas utilizadas no derivan de la tradicio´n musical sino de
disciplinas extramusicales con la intencio´n de demostrar que una computadora
convenientemente programada puede generar mu´sica interesante incluso cuando
este´ utilizando reglas que nada tienen que ver con el arte del sonido. Los investi-
gadores exploran la utilizacio´n de me´todos estoca´sticos probabilistas basados en
cadenas de Markov (Hiller e Isaacson, 1959; Hiller, 1959; Mart´ınez, 2019).
La obra fue interpretada en pu´blico en la Universidad de Illinois el 9 de agosto de
1959 en su versio´n incompleta de tres movimientos y presentada a la comunidad
cient´ıfica el 28 de agosto de 1956 en la 11th National Meeting of the Association for
Computing Machinery para ser finaliza en noviembre del mismo an˜o y publicada
en la editorial Board of the New Music Edition de nueva York.
Hiller continuara´ sus investigaciones sobre mu´sica y computacio´n en la Univer-
sidad de Illinois, desarrollando en 1962 junto a Robert A. Baker en Fortran y
mediante un computador IBM7094 el programa MUSICOMP (MUsic SImulator-
Interpreter for COMpositional Procedures), capaz de automatizar subrutinas com-
positivas y construir de piezas musicales a partir de la definicio´n previa de reglas.
La obra Computer Cantata publicada en 1963 presenta los resultados de las prue-
bas de eficiencia y uso realizadas con MUSICOMP (Hiller y Baker, 1964).
En 1957 Max Mathews desarrolla en los Laboratorios Bell de Nueva Jersey el len-
guaje MUSIC I. Se trata de un lenguaje de programacio´n orientado a la compo-
sicio´n musical asistida por ordenador desarrollado en lenguaje ensamblador para
ejecutarse en un computador IBM704. Es monofo´nico, capaz por tanto de generar
una sola onda triangular. So´lo permite establecer los para´metros de amplitud, fre-
cuencia y duracio´n de cada sonido. La salida se almacena en una cinta magne´tica
que posteriormente se somete al proceso de conversio´n digital / analo´gica gracias
a que los Laboratorios Bell, en esos an˜os, eran los u´nicos en los Estados Unidos
que ten´ıan un conversor DA (conversor de tecnolog´ıa de va´lvulas de 12 bits). La
primera composicio´n musical realizada por ordenador es The Silver Scale, fechada
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el 17 de mayo de 1957 por su autor Newman Guttman. Consiste en una sencilla
melod´ıa de 17 segundos a trave´s de la computadora y Music I.
Mientras tanto Mathews continua trabajando en el MUSIC II, que sera´ terminado
en 1958. No ofrece muchos cambios con respecto al Music I. Se trata de un software
sea ma´s versa´til y funcional que su predecesor, que aumenta el nu´mero de voces
hasta una polifon´ıa de 4 voces e incrementa el nu´mero de algoritmos disponibles
para la s´ıntesis sonora. Introduce la s´ıntesis por tabla de ondas, haciendo posible
sintetizar sonidos mucho ma´s complejos.
La introduccio´n del IBM 7090, con mejor rendimiento gracias a los transistores,
lleva a Mathews a desarrollar el MUSIC III. La tercera versio´n del MUSIC in-
troduce tantas innovaciones que podemos hablar de un software pra´cticamente
nuevo, ma´s que una versio´n superior. Se trata de una herramienta flexible y bien
configurada, adecuada para el uso profesional por parte de los compositores. In-
troduce el concepto de Unit Generators3 (UG) erigie´ndose como todo un punto
de inflexio´n para el desarrollo posterior de la composicio´n asistida por ordenador.
Introduce el concepto de SCORE4 y ORCHESTRAS5.
MUSIC IV es desarrollado en 1963 resultado de la colaboracio´n entre Max Mat-
hews y Joan Miller. Introduce mejoras de manejo en te´rminos de programacio´n,
ma´s que en te´rminos musicales. Sera´ el u´ltimo de la familia, MUSIC V comple-
tado en 1968 el que finalmente transcienda los l´ımites de los Laboratorios Bell y
se convierta en un paradigma de referencia para futuros softwares de composicio´n
musical asistida por ordenador como Music360 (desarrollado por Barry Vercoe
en el MIT), Music 10 (desarrollado por John Chowning y James Moorer en la
Stanford University) o lenguajes ma´s modernos como CSound. Se desarrolla para
una computadora IBM360 y bajo el lenguaje de programacio´n Fortran y mejora
muchas imperfecciones de las versiones anteriores facilitando al mismo tiempo la
introduccio´n de datos. Este software se declara de libre difusio´n no comercializable
y supone el fin de la investigacio´n de Max Mathews para el software de s´ıntesis
sonora (Holmes, 2012).
3Las Unit Generators, tambie´n llamados Opcode, son macros que realizan funciones espec´ıficas
y que pueden ser invocadas por comandos simples de manera muy ra´pida. Permiten obtener datos
de salida y tambie´n aceptar entradas y al vincular varias UG, es posible construir fa´cilmente herra-
mientas ma´s elaboradas, capaces de realizar funciones complejas como por ejemplo la construccio´n
de instrumentos, que se realiza mediante la conexio´n de varias UG. Lenguajes de programacio´n con-
tempora´neos como Max / Msp o CSound por ejemplo, utilizan todav´ıa el concepto UG introducido
por Mathews a principios de los an˜os sesenta.
4SCORE hace referencia al conjunto de para´metros definibles por el usuario para estructurar y
organizar el contenido de la mu´sica, llamando a determinados instrumentos de la orquesta.
5ORQUESTRA hace referencia al conjunto de instrumentos que se pueden utilizar en el SCORE
mediante para´metros definibles por el usuario.
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Ya a finales de los an˜os sesenta, Mathews desarrolla GRAPHIC 1, un sistema
informa´tico interactivo que puede traducir ima´genes dibujadas con un la´piz o´p-
tico sobre un terminal de pantalla en un sonido sintetizado. El usuario puede
insertar ima´genes y gra´ficos directamente en la memoria de una computadora por
el simple hecho de dibujar estos objetos. Permite modificar, borrar, duplicar as´ı
como almacenar los dibujos. Mathews introduce de esta manera el concepto de
composicio´n interactiva en tiempo real mediante una pantalla de computadora
(Mathews y Rosler, 1968).
En 1970 Mathews presenta GROOVE: Generated Real time Output Operations on
Voltage controlled Equipment, consistente en una interfaz de pantalla de visuali-
zacio´n para simplificar la gestio´n de la s´ıntesis digital en tiempo real (Mathews
y Moore, 1970).
Figura 2.3: Diagrama de bloques del sistema GROOVE (Mathews y Moore, 1970, pa´g. 716).
En 1961 aparece el Stochastic Music Program (SMP), inventado por Y. Xenakis y
ampliamente utilizado por el compositor en sus obras ST/10-1, 080262; ST/48-1,
240162; Atre´es y Morsima-Amorsima 6. Los procesos compositivos implementa-
dos son esencialmente los mismos me´todos estoca´sticos utilizados manualmente
para la composicio´n de Achorrhipsis y esta´n descritos en los cap´ıtulos I y V del
6Para ma´s informacio´n ve´ase Mu´sica de la Arquitectura de Xenakis (2009).
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libro Formalized music: thought and mathematics in composition (1971). En la
siguiente figura podemos ver el flujo general del programa (Myhill, 1978):
Figura 2.4: Flujo de funcionamiento general del programa SMP escrito por Xenakis (Myhill,
1978, pa´g. 272).
Dicho programa sera´ mejorado por Myhill en 1978, tratando de hacerlo compatible
con MUSIC V y buscando un camino hacia un lenguaje musical semi-estoca´stico
(Myhill, 1979; Harley, 2004).
Desde 1954 hasta 1964 Michael Koenig trabaja como compositor y asistente en
el estudio WDR. Comienza a estar interesado en la composicio´n asistida por
ordenador durante la de´cada de los 60, y resultado de dicho intere´s es su programa
PROJECT ONE. Dicho software se desarrolla en el Instituto de Sonolog´ıa de la
Universidad de Utrecht en 1964 y esta´ orientado a la composicio´n serial asistida
por ordenador. Se basa en la contraposicio´n de dos conceptos opuestos: regularidad
frente a irregularidad. El programa es capaz de componer secciones, cada una de
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las cuales ha sido generada mediante distintos tipos de procesos. El resultado es
una tabla con determinados para´metros que una vez impresa ha de ser transcrita a
partitura (Koenig, 1970a). A principios de los setenta, Koenig presenta la segunda
versio´n de su software para la composicio´n asistida por ordenador PROJECT
TWO que permite al usuario una mayor influencia en el proceso compositivo y que
deja por tanto en el olvido su anterior creacio´n PROJECT ONE. En este u´ltimo,
la forma general se determina aleatoriamente siempre dentro de determinados
l´ımites. El usuario ha de introducir mucha informacio´n para definir los rangos
de valores de la mu´sica as´ı como las decisiones que el programa tomara´ para
generar la forma final de la pieza (Koenig, 1970b). Durante toda esta de´cada
Koenig desarrollara´ Sound Synthesis Program (SSP), creado poco despue´s que el
Instituto de Sonolog´ıa adquiriese un nuevo ordenador. Representa el sonido como
una serie de amplitudes en el tiempo y para utilizarlo, el usuario ha de establecer




Truax (1973) incorpora en sus sistema POD estructuras similares a las propues-
tas por Koenig en las cuales se ofrecen posibles variaciones aleatorias limitadas
dentro de un intervalo. El sistema POD esta´ formado por una serie de programas
para la s´ıntesis sonora en tiempo real y la composicio´n interactiva desarrollados
por el autor en el Instituto de Sonolog´ıa de Utrecht en colaboracio´n con Simon
Fraser. Los me´todos de s´ıntesis, monofo´nicos, incorporan el me´todo de s´ıntesis FM
descubierto por John Chowning. El compositor puede trabajar con POD en dife-
rentes niveles: eligiendo los objetos sonoros, especificando el algoritmo a utilizar
en las reglas de seleccio´n (por ejemplo la distribucio´n de Poisson) y sus variables
implicadas (densidad, intervalos de frecuencia, amplitudes) (Truax, 1977; Truax,
1984).
James Anderson Moorer (1972) presenta un experimento de composicio´n compu-
tacional, continuando con sus investigaciones anteriores sobre la produccio´n de
mu´sica tonal enmarcada en la tradicio´n occidental, distancia´ndose de los me´todos
utilizados por Hiller e Isaacson. De esta forma Moorer critica la impredecibilidad
de las melod´ıas, as´ı como el uso libre de la disonancia, ma´s propio de una este´tica
vanguardista que de la tradicio´n cla´sica o roma´ntica, que se puede encontrar en
la partitura de la Suite Illiac. Al mismo tiempo destaca el intere´s de los resulta-
dos obtenidos por Brooks Jr y col. (1957). El experimento propuesto consiste en
un me´todo de composicio´n secuencial; primero se selecciona la macroforma de la
pieza, despue´s se seleccionan los acordes y por u´ltimo se conforma la melod´ıa. La
macroestructura se determina mediante la seleccio´n de dos valores, restringidos a
potencias de dos, que determinan el nu´mero de grupos mayores y el nu´mero de
grupos menores. A continuacio´n se determina el nu´mero de tiempos que se inclu-
yen en cada grupo menor y se acepta o se rechaza la forma obtenida en funcio´n
de la restriccio´n impuesta sobre la longitud total de la pieza. En la seleccio´n de
acordes se utilizan probabilidades de primer orden que expresan la posibilidad
que tiene cada acorde de aparecer. Sobre estas probabilidades se aplican reglas de
seleccio´n, como por ejemplo que las secuencias de acordes generadas que nunca
alcancen la to´nica son automa´ticamente rechazadas, o secuencias armo´nicas de
tipo ABBA en las que el acorde A no sea to´nica son rechazadas tambie´n. De esta
forma, como la seleccio´n del acorde es previa a la creacio´n de la melod´ıa resuelve
el problema de que´ acorde seleccionar para acompan˜ar a una melod´ıa dada, ya
que en esta propuesta la melod´ıa se deduce de la sucesio´n armo´nica. Con respecto
a los ritmos de cada grupo menor independiente cabe mencionar que e´stos son
seleccionados mediante procesos aleatorios, incluyendo la u´nica restriccio´n de la
definicio´n de una longitud ma´xima y mı´nima para cada nota. En la figura 2.5
podemos ver algunos de los resultados de este experimento, que pueden ser im-
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presos o reproducidos mediante un conversor digital-analo´gico, presentando l´ıneas
melo´dicas que no han sido editadas o filtradas por el criterio humano, compues-
tas bajo para´metros que maximizan la similitud de las melod´ıas creadas con los
postulados gramaticales de la tradicio´n tonal occidental.
Figura 2.5: Ejemplo de cinco melod´ıas generadas de forma consecutiva, sin su correspon-
diente acompan˜amiento armo´nico m (Moorer, 1972, pa´g. 112).
Lidov y Gabura (1973) proponen un algoritmo para la generacio´n de melod´ıas
basado en un modelo de lenguaje formal, aplicando te´cnicas anal´ıticas proce-
dentes del estructuralismo, encajando los modelos lingu¨´ısticos como paradigma
explicativo del feno´meno musical. Se deduce la estructura de la frase musical des-
de simples patrones r´ıtmicos mediante una grama´tica generativa que coordina
me´trica y tonalidad, representados como criterios formales independientes. Los
intervalos musicales son notados mediante tres s´ımbolos (n, i,X); n representa
la nota, i representa el intervalo, y X es una letra que representa la categor´ıa
de efecto de contorno (P significa frase, M miembro, G grupo, d derecha, g iz-
quierda, m compa´s, etc.). Sobre este conjunto de s´ımbolos se definen las reglas
gramaticales que finalmente dara´n lugar a la composicio´n. Los resultados de esta
propuesta son melod´ıas que no siguen patrones armo´nicos convencionales como




Figura 2.6: Extracto de la grama´tica r´ıtmica (Lidov y Gabura, 1973, pa´g. 24).
Figura 2.7: A´rbol de derivacio´n parcial de una base r´ıtmica arbitraria (Lidov y Gabura,
1973, pa´g. 25).
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En 1975 Tipei presenta MP1, un algoritmo capaz de generar mu´sica mediante un
ordenador. El programa se concibe como un asistente capaz de suplantar algunas
de las rutinas que existen en el trabajo cotidiano del compositor. MP1 es capaz de
desarrollar tan so´lo unas pocas tareas, las ma´s sencillas, pero constituye un buen
punto de partida para posteriores investigaciones sobre la composicio´n asistida
por ordenador. Ofrece tres a´mbitos de aplicacio´n de sus funcionalidades: mu´sica
tradicional de cara´cter tonal y polifo´nica, mu´sica serial y mu´sica probabil´ıstica
(Tipei, 1975; Mart´ınez, 2019). El programa trabaja bajo los siguientes supuestos:
Los sonidos pueden ser descritos en un espacio vectorial, de tal forma que
cualquier composicio´n puede ser expresada en forma tensorial.
Cualquier sucesio´n continua de sonidos puede ser descrita por una cadena
de Markov.
Componer significa tomar decisiones. Estas decisiones son representadas me-
diante reglas de operacio´n.
Adema´s, se compone de una serie de subrutinas que pueden ser utilizadas entre s´ı
de forma muy abstracta (PRECON, LIST, TRIM, FUTURE, PASPRE, PATTY,
LOOKIN, WHICH, FUN, TYPLOO, AUXIL, entre otras). La informacio´n que
arroja el ordenador como output son cadenas de s´ımbolos que pueden fa´cilmente
ser transcritos en notacio´n musical.
Roads (1978) resume en su libro Composing grammars las principales aplicacio-
nes de las grama´ticas formales formuladas por Chomsky7 a la composicio´n de
estructuras musicales. Expone los conceptos necesarios para entenderlas, su cla-
sificacio´n y las herramientas relativas a la notacio´n que permiten describir sus
propiedades estructurales: estructuras de a´rboles o metalenguajes simbo´licos apli-
cados a grama´ticas con finalidades compositivas. Adema´s, presenta y compara
algunos programas informa´ticos que han implementado grama´ticas con finalida-
des compositivas, como el programa SCORE 8, el programa LEXEM, el programa
NGRAM o el programa DUR, algunos de ellos au´n en fase desarrollo en la fecha
de publicacio´n del documento (Roads, 1978).
En el mismo an˜o Bales (1978) presentan AMUS: Automatic Music System, di-
sen˜ado y desarrollado como un instrumento musical econo´mico capaz de realizar
variedad de propo´sitos, adema´s de Monodram, la primera composicio´n creada con
este sistema. Segu´n los autores, el programa proporciona al compositor una se-
rie de herramientas compositivas que le liberan de una gran cantidad de trabajo
7Ve´ase Formal properties of grammars (Chomsky, 1963).
8Ve´ase SCORE: A Musician’s Approach to Computer Music (Smith, 1972).
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tedioso y le permiten dedicar ma´s tiempo a los aspectos creativos del arte. El sis-
tema incorpora un generador de sonido analo´gico controlado por te´cnicas digitales
a trave´s de un procesador Motorola M6800 que es capaz de controlar los para´-
metros de duracio´n, frecuencia, amplitud y envolventes de cada tono producido.
Adema´s, existen distintas configuraciones preestablecidas de contenido armo´nico
(forma de onda, tremolo y vibrato). El procesador admite partituras escritas en
notacio´n AMUS y las transcribe en informacio´n entendible por el mo´dulo de ge-
neracio´n de sonido, admitiendo hasta 8 voces independientes. La composicio´n de
Monodram se realiza mediante un programa escrito en BASIC se pueden generar
las partituras en la notacio´n adecuada para AMUS y permite seleccionar entre
cuatro te´cnicas compositivas distintas:
Composicio´n estoca´stica dodecafo´nica totalmente libre.
Composicio´n estoca´stica microtonal, en la que la altura, la duracio´n y el
nu´mero de voces se eligen aleatoriamente.
Utilizacio´n de mu´sica creada por el usuario en la cual se incorporan nuevos
fragmentos generados por el programa.
Utilizacio´n de citas o fragmentos de composiciones preexistentes relativas a
variedad de estilos y per´ıodos, seleccionados por el usuario.
Figura 2.8: Ejemplo de utilizacio´n de un mo´dulo de AMUS (Bales, 1978, pa´g. 467).
Justus Matthews (1978) presenta el programa MUSIC 3150, un software disen˜ado
en Fortran para la composicio´n musical para instrumentos acu´sticos convencio-
nales. El programa pregunta al usuario por el nu´mero inicial para la generacio´n
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de nu´mero aleatorios (semilla) y a partir de una serie de diez contornos probabi-
l´ısticos genera progresivamente las notas. El usuario puede establecer la duracio´n
total de la composicio´n as´ı como el nu´mero de voces. El programa ofrece la opcio´n
de orquestar la mu´sica generada de forma automa´tica. Tambie´n ha de especificar
los valores ma´ximos y mı´nimos de los para´metros musicales necesarios para la ge-
neracio´n de notas aleatorias. Tambie´n ha de establecer el para´metro de densidad
sonora ma´xima y mı´nima que existira´ entre las voces.
Figura 2.9: Ejemplo del contorno probabil´ıstico nu´mero 4 del programa MUSIC 3150 (Matt-




Green (1980) presenta su software PROD, un programa para la composicio´n mu-
sical asistida por ordenador basado en las grama´ticas formales. Como para´metro
de entrada PROD utiliza una grama´tica proporcionada por el usuario. El resul-
tado de salida es una partitura musical generada automa´ticamente siguiendo la
grama´tica establecida. Adema´s se pueden obtener mu´ltiples partituras a partir
de una grama´tica ya que el programa posee un comportamiento no determinista,
controlable por el usuario, en la que se utilizan procesos estoca´sticos para deter-
minar el resultado. Sobre estos procesos estoca´sticos, el usuario tiene la capacidad
de controlar cua´ndo y en que´ grado ocurrira´n los procesos aleatorios. Como viene
siendo comu´n en los formalismos gramaticales, la grama´tica se expresa mediante
s´ımbolos terminales y no terminales, as´ı como a trave´s de reglas de produccio´n9,
y so´lo se introducira´n procesos aleatorios en aquellas producciones que posean
ma´s de una alternativa, especificando la probabilidad de ocurrencia de cada caso
posible.
Figura 2.10: Ejemplo de grama´tica como para´metro de entrada (Green, 1980, pa´g. 107).
Figura 2.11: Partitura resultante (Green, 1980, pa´g. 108).
9Para ma´s informacio´n sobre teor´ıa y notacio´n relativa a grama´ticas formales ve´anse los cap´ıtulos
2, 4 y 12 del libro Speech and language processing: An introduction to natural language processing,
computational linguistics, and speech recognition de Martin y Jurafsky (2009).
31
Cap´ıtulo 2. Estado de la cuestio´n
Una interesante aportacio´n a la generacio´n de melod´ıas utilizando una solucio´n
h´ıbrida entre cadenas de Markov y grama´ticas formales reside en el programa
Melody-one, presentado por Abel (1981) en su art´ıculo Computer Composition of
Melodic Deep Structures. El programa, escrito sobre LISP, es capaz de generar
melod´ıas agradables y coherentes con los postulados de la mu´sica tonal occidental
a trave´s del desarrollo de patrones melo´dicos procedentes de motivos musicales.
La te´cnica ba´sica que se utiliza para la generacio´n de las notas es una cadena
de Markov lineal, controlada por una grama´tica que genera un conjunto de po-
sibles notas permitidas en funcio´n de la u´ltima nota generada. La grama´tica de
transicio´n utilizada puede verse en el siguiente diagrama
Figura 2.12: Grama´tica de transicio´n utilizada en Melody-one (Abel, 1981, pa´g. 159).
El programa puede ser enriquecido mediante la utilizacio´n de grama´ticas ma´s
sofisticadas que contemplen por ejemplo la utilizacio´n de notas alteradas, obte-
niendo material musical ma´s interesante. Sin embargo Melody-one no contempla
la generacio´n del ritmo o del acompan˜amiento armo´nico y por tanto queda fuera
del alcance del programa; e´ste retornara u´nicamente una sucesio´n de notas que
debera´n ser expresadas en ritmos y armonizadas de forma manual por el usuario
(Mart´ınez y Liern, 2019).
Figura 2.13: Melod´ıas de cuatro compases generadas mediante una grama´tica de notas
alteradas (Abel, 1981, pa´g. 168).
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El investigador y compositor Ames (1982) presenta Protocol, una obra para piano
de 17 minutos duracio´n aproximada y compuesta mediante el uso de una compu-
tadora. Si bien el autor no sistematiza ningu´n me´todo ni desarrolla ningu´n softwa-
re espec´ıfico para la composicio´n musical, su acercamiento al computador radica
en la utilizacio´n del mismo como un asistente para la realizacio´n automatizada de
tareas algor´ıtmicamente complejas en las que introduce algunas ideas novedosas
que merece la pena destacar; Ames utiliza sofisticadas te´cnicas para la genera-
cio´n del material musical como por ejemplo la seleccio´n de notas aleatorias ma´s
elaborada que el simple me´todo de prueba y error, la adquisicio´n de estrategias
jera´rquicas para imponer restricciones estil´ısticas, la generacio´n de campos armo´-
nicos disonantes de forma automatizada, o la utilizacio´n de curvas logar´ıtmicas
para determinar la distribucio´n de las voces de un acorde en funcio´n de su tesitura.
Figura 2.14: Curvas logar´ıtmicas para la distribucio´n de las voces de los acordes (Ames,
1982, pa´g. 138).
En el art´ıculo Compositional applications of stochastic processes (Jones, 1981)
podemos encontrar un resumen de la utilizacio´n en la composicio´n musical de
distintas te´cnicas estoca´sticas; adema´s de las conocidas aportaciones a la mu´sica
estoca´stica de Hiller (1959), Xenakis (1971), Koening (1970a), Truax (1973) y
Roads (1978), existen otras interesantes propuestas. Lorrain (Lorrain, 1980) de-
fine distintas distribuciones de probabilidad para controlar procesos estoca´sticos
entre las que se encuentra la funcio´n de decaimiento aleatorio, utilizada en 1979
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Por ejemplo se puede realizar la seleccio´n de alturas con la funcio´n anterior,
estableciendo un centro tonal asimilable aN0 y calculando las alturas sobre el total
croma´tico sobre distancias t. Tambie´n puede aplicarse al ca´lculo de la longitud
de determinados eventos, pausas o patrones r´ıtmicos. Jones (1980) presenta sus
obras Laitrapartial y Macricisum en las que se utiliza las cadenas de Markov
simples para la generacio´n de timbres brillantes y cristalinos con alto contenido
en parciales, as´ı como cadenas de o´rdenes ma´s complejos para la generacio´n de
ritmos.
Jones muestra adema´s como se pueden utilizar estructuras mot´ıvicas, en lugar de
notas individuales, como estados de un modelo de Markov para la generacio´n de
material musical (Nierhaus, 2009).
Figura 2.15: El modelo de Markov y motivos como elementos terminales (Jones, 1980,
pa´g. 49).
Figura 2.16: Ejemplo de produccio´n musical generado por el sistema (Jones, 1980, pa´g. 50).
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Michael Matthews (1981) presenta un software para realizar de forma automa´tica
operaciones relativas a la Pitch Class Set Theory10 introducida por Milton Babbitt
y formulada por Allan Forte. El programa posee determinadas subrutinas capaces
de hacer lo siguiente: organizar cualquier conjunto de pitch class en su mejor
orden normal; comparar la forma primaria de un conjunto dado con la tabla de
formas primarias para determinar el nombre del conjunto y su vector interva´lico;
calcular todas las transposiciones de las formas original e invertida; modificar
los miembros individuales de cualquier vector interva´lico, transformando de esta
manera el conjunto dado en otros conjuntos relacionados.
McNabb (1981) presenta Dreamsong, una composicio´n electroacu´stica basada en
la fusio´n de sonidos sintetizados digitalmente con otros grabados, de tal forma
que se fundan en un continuo de material sonoro. El programa principal que se
utiliza es MUS10, la versio´n de Leland Smith de MUSCMP y descendiente directo
de MUSIC IV de Max Mathews.
Meinecke (1981), perteneciente a la Universidad de North Texas State, propone
una serie de algoritmos compositivos escritos en Fortran e integrados en el sistema
M.U.S.I.C (McGrill University System for Interactive Computing) que incluyen
algoritmos de generacio´n de alturas y de ritmos adema´s de utilidades para el ana´-
lisis y la correlacio´n de melod´ıas. El programa utiliza algoritmos estoca´sticos de
segundo orden; es decir, la seleccio´n de cada intervalo se basa en funcio´n de los
dos intervalos anteriores, basando esta seleccio´n en una cadena de Markov tridi-
mensional. La seleccio´n de la direccio´n del intervalo se realiza en funcio´n de cuatro
contornos melo´dicos predefinidos. El estilo de las melod´ıas generadas depende de
las melod´ıas utilizadas como corpus de entrenamiento para la generacio´n de la
cadena de Markov (Mart´ınez, 2019).
Hiller (1982) presenta la subrutina STOCH, escrita en Fortran IV, utilizada para
la composicio´n del primer movimiento de su obra Algorithms III. Esta subrutina
expresa correctamente la produccio´n de para´metros musicales de acuerdo con
distribuciones de probabilidad dependientes del tiempo. STOCH selecciona siete
para´metros para cada nota, de manera que cada para´metro es seleccionado de
independientemente: la altura, la octava, el nivel dina´mico, el timbre, el ataque,
el ritmo y un multiplicador para el ritmo. El programa es capaz de manejar sucesos
aleatorios desde orden cero a orden cuatro.
Entre los primeros experimentos sobre la generacio´n de mu´sica autosemejante
cabe destacar la aportacio´n de Bolognesi (1983) en el art´ıculo Automatic compo-
sition: Experiments with self-similar music. Tomando como punto de partida el
10Para ma´s informacio´n sobre la pitch class set theory ve´ase The structure of atonal music de
Forte (1973).
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sorprendente resultado del experimento de Voss y Clarke (1978) en el que encuen-
tran que numerosos estilos musicales cumplen hasta cierto punto el denominado
comportamiento 1/f . Esta conclusio´n observacional sugiere que es ma´s conve-
niente el uso de procesos estoca´sticos con un espectro de tipo 1/f (ruido rosa)
que procesos con espectro constante (ruido blanco) para controlar fluctuaciones
temporales de para´metros como la frecuencia o la intensidad en experimentos de
composicio´n automa´tica. Las propiedades de la mu´sica generada con este algo-
ritmo muestran la relacio´n entre el espectro 1/f y las estructuras jera´rquicas, en
concreto las melod´ıas estoca´sticas generadas con este algoritmo pueden ser consi-
deradas como autosemejantes, siendo esta autosemejanza la forma ma´s primitiva
de estructura jera´rquica.
Figura 2.17: Tres melod´ıas generadas mediante ruido 1/f (Bolognesi, 1983, pa´g. 30).
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Steedman (1984) propone la utilizacio´n de una grama´tica generativa para la pro-
duccio´n de secuencias de acordes en estilo Jazz. El cara´cter recursivo de las mismas
hace, segu´n el autor, que las grama´ticas de este tipo sean un formalismo adecuado
para describir las reglas que rigen estas secuencias. En el ejemplo proporcionado
en este art´ıculo Steedman es capaz de generar todos los miembros de una gran
clase de armon´ıas muy complejas denominadas Blues de doce compases11 a par-
tir de un nu´mero muy pequen˜o de reglas de produccio´n. Estas reglas pueden ser
fa´cilmente ampliadas, aumentando de esta forma su a´mbito de aplicacio´n. Por
ejemplo se pueden configurar para que realicen variaciones de los acordes de la
cancio´n I Got Rhythm de Gershwin sustituyendo la primera de las reglas por un
armazo´n de to´nicas, dominantes y subdominantes (Steedman, 1984).
En 1985 Vercoe escribe el lenguaje de programacio´n para sonido CSound, escrito
en C y va´lido para cualquier sistema operativo. Finalizado en el MIT, CSound
esta´ basado en un lenguaje anterior del propio autor denominado Music 11 que
continua el modelo iniciado por Max Mathews en su serie de lenguajes MUSIC-N
desarrollados en los Laboratorios Bell, asimilando el modelo de Unit Generators
y la divisio´n entre ORCHESTRA y SCORE. El desarrollo de CSound continuara´
durante los noventa y la primera de´cada del siglo XXI por el cient´ıfico John
Ffich en la Universidad de Bath. Actualmente posee alrededor de 1700 UG (Unit
Generators) y es completamente modular y extensible por el usuario (Boulanger,
2000).
Figura 2.18: Ejemplo de integracio´n de CSound en Android (Yi y Lazzarini, 2012, pa´g. 5).
11El Blues de doce compases o Twelve Bar Blues es una progresio´n de acordes t´ıpica del blues.
Para ma´s informacio´n ve´ase (Benward, 2014).
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Dodge (1988) presenta una nueva composicio´n asistida por ordenador fundamen-
tada en la geometr´ıa fractal: Profile, compuesta en el Center for Computer Music
en el Brooklyn College en el an˜o 1984, y sera´ la primera de una lista de com-
posiciones realizadas por el mismo autor que utilizan algoritmos similares 12. El
algoritmo utilizado en la composicio´n de Profile utiliza un ruido de tipo 1/f para
generar las alturas, las duraciones y la amplitud de cada una de las tres l´ıneas
melo´dicas que componen la estructura de la obra. La estructura global de la obra
implementa una analog´ıa musical con las Curvas de Peano13 La forma en la que se
generan las notas en cada linea melo´dica es la siguiente: el compositor especifica
el nu´mero de pitch classes que sera´n generadas; la primera l´ınea comprende al
menos tantas notas como l´ımite del pitch class especificado, aunque usualmente
el nu´mero es mayor a causa de la naturaleza del ruido 1/f . Posteriormente el pro-
grama continu´a con la segunda l´ınea, creando una secuencia de notas para cada
una de las notas de la primera l´ınea hasta que se alcanza una cierta diversidad de
pitch classes. En la tercera l´ınea se genera una secuencia de notas para cada una
de las notas de la segunda l´ınea. En este punto el programa almacena los pitch
classes generados, pero sin valores temporales. En el siguiente paso del proceso se
le asignara´n duraciones mediante un algoritmo recursivo muy similar.
Figura 2.19: Ejemplo de las tres l´ıneas melo´dicas generadas por el proceso (Dodge, 1988,
pa´g. 13).
Beyls (1989) ha sido uno de los pioneros en la utilizacio´n de auto´matas celulares
para la generacio´n de estructuras musicales, expandiendo los acercamientos tradi-
cionales al tema e inventando me´todos adicionales para la definicio´n de vecindad
que permiten considerar un mayor nu´mero de estados para las celdas que sera´n
consideradas en el ca´lculo del siguiente estado. Realiza una asignacio´n de alturas
en funcio´n de la posicio´n de las celdas mientras que los ritmos resultan de la regla
12Otras de las composiciones mediante algoritmos fractales de Dodge son Roundelay (1985), A
Postcard from the Volcano (1986), Song Without Words (1986), Viola Elegy (1987).
13Las curvas de Peano toman su nombre en honor al matema´tico italiano Giuseppe Peano. Son
curvas continua que recubren todo el plano y se obtienen mediante una sucesio´n de curvas continuas,
sin ningu´n tipo de interseccio´n entre s´ı, que en el caso l´ımite convergen a una curva que posee
propiedades fractales, ya que su dimensio´n topolo´gica es 1 pero su dimensio´n fractal Hausdorff-
Besicovitch es 2 (Lipschutz, 1970).
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en la que dos alturas ide´nticas sucesivas se fusionan en una nota de valor doble.
Beyls (2003) presenta su programa CA Explorer en el que se genera la estructura
musical con un auto´mata celular monodimensional procesado por un algoritmo
gene´tico.
Uno de los primero autores en considerar las redes neuronales para la composi-
cio´n asistida por ordenador ha sido Todd (1989). En su art´ıculo A connectionist
approach to algorithmic composition explica como se puede representar mediante
el acercamiento neuronal un factor determinante en la mu´sica como es el tiem-
po, proporcionando dos alternativas capaces de resolver tal cuestio´n y aplica´n-
dolas a la produccio´n de melod´ıas. Lewis (1989) continu´a con esta l´ınea de in-
vestigacio´n, proponiendo variantes al paradigma de la Creacio´n por Refinamiento
(CBR)14 previamente intratable, mostrando sencillos ejemplos computacionales
de secuencias armo´nicas generadas mediante un nuevo me´todo denominado at-
tentional CBR.
Figura 2.20: Secuencias de acordes generadas por el algoritmo attentional CBR entrenado
sobre un corpus de progresiones armo´nicas sencillas (Lewis, 1989, pa´g. 183).
En 1990 aparece el art´ıculo Algorithmic Composition: Quantum Mechanics and
the Musical Domain en el que Bain (1990) propone aplicar las ecuaciones que rigen
la meca´nica cua´ntica (Ecuacio´n de Scho¨ringer) sobre el a´mbito de la composicio´n
musical, realizando una analog´ıa entre las frecuencias discretas de un sistema
cua´ntico, como por ejemplo sucede en un a´tomo, y las frecuencias discretas pro-
ducidas por los instrumentos tradicionales, ya que e´stas u´ltimas se encuentran
relacionadas mediante integrales mu´ltiples de algunas frecuencias fundamentales
por lo que pueden ser expresadas como un conjunto discreto y cuantizado de on-
das estacionarias. Los resultados compositivos que obtiene Bain de esta original
aproximacio´n se vera´n reflejados en su obra Retreat from Quiescence.
14La Creacio´n por Refinamiento (CBR) es un paradigma de redes neuronales desarrollado espec´ı-
ficamente para problemas relacionado con la creatividad artificial, como por ejemplo la composicio´n
mediante ordenador. El me´todo CBR consiste en una fase de aprendizaje supervisado seguida de una
fase de creacio´n en la cual se realiza una creacio´n aleatoria va siendo sometida a procesos de mejora
hasta que cumple con los criterios deseados. Lewis expone que las aplicaciones del me´todo CBR en
la composicio´n musical son muy limitadas a causa del elevado gasto computacional que requiere el
algoritmo de retropropagacio´n (Lewis, 1991).
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En 1990 Francis Courtot presenta en su art´ıculo A constraint-based logic program
for generating polyphonies una versio´n au´n en desarrollo del lo que poco despue´s
ser´ıa uno de los primeros entornos gra´ficos de composicio´n algor´ıtmica, denomi-
nado CARLA. Este software se muestra como un intento de utilizar una interfaz
de programacio´n visual sobre un sistema de programacio´n basado en la lo´gica y
programado sobre el lenguaje Prolog II, de tal manera que permite a cada com-
positor definir su propio conjunto de reglas sinta´cticas generadoras de material
musical. Uno de los primeros compositores en utilizar CARLA sera´ el france´s Phi-
lippe Hurel en su obra Six miniatures en trompe l’ail como consecuencia de un
encargo del Ensemble Intercontemporain. Otros compositores que utilizara´n este
sistema son M. Stroppa en su obra Elet..., fogytiglan; M. Jarrell, quien utiliza
CARLA para generar polifon´ıas basadas en determinados contenidos interva´licos,
o el propio F. Courtot.
Figura 2.21: Red definida en CARLA por el compositor Philippe Hurel para su obra su
obra Six miniatures en trompe l’ail (Courtot, 1992, pa´g. 203).
Tambie´n en el IRCAM y de manera simulta´nea, tras varios prototipos como Pre-
form, Esquisse o Berriere 90, comienza el proyecto PatchWork, dirigido por As-
sayag y col. (1999). PatchWork es una herramienta gra´fica para la composicio´n
asistida por ordenador, escrita en Common Lisp para Macintosh. Cualquier ins-
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truccio´n puede ser transcrita en una operacio´n gra´fica a trave´s de un conjunto de
cajas relacionadas entre s´ı. El nu´cleo del programa contiene un amplio conjunto de
cajas predefinidas, cada una de ellas capaz de realizar una funcio´n determinadas.
La interfaz gra´fica de PatchWork utiliza el paradigma de orientacio´n al evento y
permite posicionar, mover y editar las cajas a trave´s del rato´n y del teclado. Esta´
basado en la nocio´n de Patch: un disen˜o de los elementos visuales dentro de una
ventana.
Figura 2.22: Ejemplo de patch disen˜ado en PatchWork (Assayag y col., 1999, pa´g. 203).
PatchWork permite ser ampliado de manera sencilla mediante una arquitectura
de librer´ıas; de esta manera cualquier usuario puede empaquetar sus patchs en
archivos externos que pueden ser invocados en cualquier momento desde Patch-
Work. Muchas de las librer´ıas que algunos compositores han desarrollado se han
ido incorporando en la distribucio´n inicial del programa como por ejemplo el mo´-
dulo Esquisse, desarrollado por Tristan Murail para operaciones relacionadas con
el espectralismo; Chaos/Alea, desarrollado por Mikhail Malt con implementacio´n
de procesos estoca´sticos y modelos dina´micos; Kant, escrito por Gerard Assayag,
Carlos Agon, Joshua Fineberg y Camilo Rueda, para la transcripcio´n inteligente
de ritmos; PWConstrains, desarrollada por Mikael Laurson para la programacio´n
basada en reglas; Situation, escrita por Camilo Rueda y Antoine Bonnet para la
generacio´n de estructuras armo´nicas y r´ıtmicas basadas en restricciones; y Rep-
mus, desarrollada por Gerar Assayag y Claudy Malherbe para la generacio´n y
procesado de estructuras r´ıtmicas y armo´nicas (Assayag y col., 1999).
Basa´ndose en la experiencia obtenida por el desarrollo de su predecesor Patch-
Work, Open Music implementa un conjunto de nuevas funcionalidades que re-
sultan en una poderosa y flexible herramienta compositiva. El programa esta´
desarrollado sobre el lenguaje de programacio´n CLOS (Common Lisp Object Sys-
tem y proporciona una potente interfaz gra´fica orientada a objetos con la que la
programacio´n se puede estructurar de forma visual. Existen numerosas clases con
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comportamientos y funcionalidades preestablecidos que pueden interconectarse
entre s´ı. La notacio´n musical se realiza en Common Music Notation (CMN), una
librer´ıa gra´fica multiplataforma desarrollada por Bill Schottstaedt en el Center
for Computer Research in Music and Acoustics, de la Universidad de Stanford.
Figura 2.23: Ejemplo de patch procedente del Tutorial nº30 incluido con la versio´n 6.12
(Assayag y col., 1999, pa´g. 4).
De la misma manera que en su predecesor, Open Music trabaja con el concepto
de patch donde el usuario ubica los objetos, funciones, clases, subpatches y dema´s
elementos para posteriormente conectarlos entre s´ı y especificar, de forma gra´fi-
ca, los algoritmos deseados. Las funciones en Open Music poseen tantas salidas
(outlets) como necesiten, a diferencia de PatchWork que so´lo dispon´ıa de un outlet
por funcio´n. El mecanismo de abstraccio´n que permite la arquitectura de patch
es muy clara: cuando un patch se introduce dentro de otro e´ste aparece dibujado
con sus entradas (inlets) y salidas (outlets), admitiendo adema´s la recursividad,
por lo tanto un patch puede llamarse a s´ı mismo. OpenMusic se ha mostrado
con el tiempo como una herramienta muy potente para el disen˜o de sofisticados
me´todos con los que generar estructuras musicales cuyo uso se ha generalizado
hasta nuestros d´ıas (Assayag y col., 1999).
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Millen (1990) presenta su software Cellular Automata Music en el que se pueden
emplear auto´matas celulares de una, dos y hasta tres dimensiones para generar
las notas musicales gracias a una matriz de valores MIDI y duraciones. En el ar-
t´ıculo Generation of formal patterns for music composition by means of cellular
automata, Millen explica el funcionamiento de un auto´mata celular unidimensio-
nal con dos estados posibles por celda y un conjunto de vecindad consistente en
cinco celdas, en las cuales se pueden obtener patrones musicales que, en funcio´n
del conjunto de reglas establecido, pueden ser interpretados en te´rminos de la
repeticio´n con variacio´n.
En el art´ıculo Genetic algorithms and computer-assisted music composition (Hor-
ner y Goldberg, 1991) podemos encontrar una de las primeras aplicaciones de los
algoritmos gene´ticos a la composicio´n musical asistida por ordenador. Los auto-
res describen la te´cnica evolutiva para la generacio´n de material melo´dico a modo
de transiciones iterativas entre dos pequen˜as melod´ıas (Thematic bridging). La
te´cnica modifica sucesivamente un patron melo´dico inicial y compara el resulta-
do con un patro´n melo´dico final, siendo seleccionados los resultados con mejor
funcio´n fitness. Para la generacio´n de la composicio´n, los autores utilizan seis ci-
clos como los anteriores para producir material melo´dico que posteriormente sera´
estructurado a modo de canon imitativo a cinco voces.
Figura 2.24: Esquema de la modificacio´n iterativa utilizada por Horner y Goldberg (Horner
y Goldberg, 1991, pa´g. 2).
Winsor (1991) presenta Pat-Proc, un programa interactivo, escrito inicialmente
en BASIC y posteriormente transcrito en C, con la finalidad de generar partituras
de hasta 20 voces utilizando algunas de las te´cnicas existentes en la mu´sica mini-
malista, como por ejemplo la utilizacio´n de procesos c´ıclicos (denominados loops
en ingle´s) establecidos por el usuario o procesos algor´ıtmicos para la generacio´n
melo´dica, como por ejemplo rotaciones y retrogradaciones. El propio Winsor uti-
liza Pat-Prop para la composicio´n de distintas obras como por ejemplo Dulcirner
dream, Dervish 2, Les Chemins des Nuages, y Suite for Disklavier.
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Figura 2.25: Ejemplo de rotaciones y retrogradaciones especificadas por el usuario en Pat-
Proc sobre una melod´ıa inicial (Winsor, 1991, pa´g. 117).
Miranda (1993) presenta su software CAMUS (Cellular Automata MUSic, junto
con CAMPLAY yPROCAMUS15. El autor propone una representacio´n para las
triadas sobre un espacio bidimensional denominado von Neuman Musical Space
(Miranda, 1993) que contiene el rango completo de pares de intervalos, expresados
por su nu´mero de semitonos, que puede contener cualquier triada. Sobre este
espacio el autor propone dos tipos de auto´matas celulares: el primero es el Juego
de la vida de Conway (1970), el segundo es el auto´mata celular c´ıclico16. Ambos
auto´matas trabajan en paralelo para la determinacio´n del material musical y de
la orquestacio´n, respectivamente.
Figura 2.26: Pantalla principal de CAMUS (Miranda, 1990, pa´g. 15).
15Para ma´s informacio´n sobre PROCAMUS ve´ase Cellular Automata Music Investigation (Mi-
randa, 1990).
16Ve´ase Cyclic cellular automata in two dimensions (Fisch, Gravner y Griffeath, 1991).
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Una interesante aportacio´n al a´mbito de la composicio´n musical utilizando algo-
ritmos gene´ticos es la aplicacio´n GenJam, presentada por Biles (1994). Consiste
en un modelo que genera improvisaciones en estilo Jazz, manteniendo relaciones
jera´rquicas entre distintas ideas melo´dicas sugeridas por la progresio´n de acor-
des preestablecida que se esta´ interpretando. GenJam es capaz de interpretar sus
propios solos sobre el acompan˜amiento de una seccio´n r´ıtmica esta´ndar y al mis-
mo tiempo recibir informacio´n en tiempo real de un humano que se utiliza para
mejorar los valores de fitness o´ptimos para cada uno de los compases y fraseos.
Para improvisar sobre una tonalidad establecida, el programa lee la progresio´n
armo´nica desde un archivo que adema´s le proporciona el tempo, el estilo r´ıtmico
y el nu´mero de compases de coros para la duracio´n del solo. El programa es com-
patible con secuencias MIDI para piano, bajo y percusio´n generadas previamente
con el programa Band-in-a-Box.
Figura 2.27: Arquitectura del sistema GenJam (Biles, 1994, pa´g. 132).
Otro ejemplo de aplicacio´n de algoritmos evolutivos a la composicio´n musical lo
encontramos en el art´ıculo Harmonization of Musical Progressions with Genetic
Algorithms en el que los autores Horner y Ayers (1995) implementan un algoritmo
de estas caracter´ısticas para la realizacio´n de progresiones armo´nicas complejas,
que puede llegar a incluir acordes de se´ptima, dominantes secundarias, acordes
croma´ticos e incluso modulaciones. El programa tambie´n es capaz de armonizar
una melod´ıa, generando las voces internas, si se proporciona la secuencia armo´nica
a seguir. El algoritmo gene´tico en este caso contiene una funcio´n de fitness ob-
tenida a partir de las numerosas restricciones armo´nicas presentes en la armon´ıa
tonal.
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Jacob (1995) presenta variations, un sistema para la composicio´n algor´ıtmica ba-
sada en los algoritmos gene´ticos. El programa es un intento de reducir los procesos
compositivos a unas pocas reglas sencillas que puedan ser fa´cilmente transforma-
das en instrucciones computacionales. El procedimiento ba´sico del funcionamiento
de variations es el siguiente:
Se define un conjunto de motivos primarios que sera´n utilizados.
Se componen frases mediante la superposicio´n y la secuenciacio´n de varios
motivos.
Se crean frases, uniendo motivos seleccionados y motivos modificados me-
diante la seleccio´n evolutiva.
Se juntan las frases, creando fragmentos musicales ma´s amplios.
El componente humano se encuentra en la definicio´n del conjunto primario de
motivos y en la posterior escucha mediante la herramienta Ear. Si el usuario
escucha el fraseo generado y lo desaprueba, el programa desechara´ el resultado
obtenido de tal manera que al final el usuario va obteniendo un conjunto de frases
utilizables que pueden ser nuevamente recombinadas para obtener ma´s material
musical.
Figura 2.28: Ejemplos de variaciones obtenidas como resultado (Jacob, 1995, pa´g. 455).
Otros autores experimentan con la utilizacio´n de algoritmos gene´ticos en distinto
a´mbitos de la composicio´n musical son Hartmann (1990) o McIntyre (1994).
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En el a´mbito de la utilizacio´n de redes neuronales con propo´sitos compositivos
cabe mencionar el sistema HARMONET, presentado por Hild, Feulner y Menzel
(1992), capaz de armonizar melod´ıas en el estilo de los corales de J. S. Bach me-
diante la utilizacio´n de redes neuronales supervisadas por un conjunto jera´rquico
de reglas, combinando las ventajas de ambos me´todos. El sistema ha de ser en-
trenado con un corpus de doce corales de Bach utilizando la retropropagacio´n. El
sistema obtiene el esqueleto armo´nico reduciendo cada coral a sus armon´ıas fun-
damentales, considerando las corcheas y semicorcheas como notas ornamentales
ajenas a la armon´ıa (Mart´ınez, 2019).
Figura 2.29: Cumplean˜os feliz armonizado por HARMONET (Hild, Feulner y Menzel, 1992,
pa´g. 273).
En una l´ınea de investigacio´n muy parecida, Mozer (1994) propone la red neuronal
CONCERT. Este sistema se entrena con un corpus de melod´ıas de las que extrae
regularidades existentes en progresiones de notas y progresiones armo´nicas que
sera´n interpretadas como restricciones melo´dicas y estil´ısticas. CONCERT incor-
pora restricciones de tipo psicoacu´stico extra´ıdas de estudios psicolo´gicos sobre la
percepcio´n humana. Los resultados de este sistema parecen ser superiores, bajo
una escucha final, a los resultados obtenidos por cadenas de Markov de tercer
orden (Mart´ınez, 2019).
Laine (1997) propone la generacio´n de patrones musicales mediante la utilizacio´n
de neuronas artificiales mutuamente inhibidas, conocidas como sistemas MINN.
Estos sistemas se caracterizan por un descenso del nivel de activacio´n de las neu-
ronas conectadas y esta´n relacionadas con el funcionamiento del cerebro en feno´-
menos biolo´gicos en los que existe una accio´n motriz mantenida por largo tiempo
como por ejemplo en el latido card´ıaco, al andar o al nadar. El sistema imple-
mentado con finalidades compositivas es capaz de generar una amplia variedad
de figuras r´ıtmicas y al mismo tiempo procesos c´ıclicos de cara´cter repetitivo.
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Puckette (1986) presenta Patcher, un entorno gra´fico para el control y configura-
cio´n de los objetos en el entorno Max, inventado por e´l mismo durante la de´cada
de los ochenta (Puckette, 1996). Su interfaz gra´fica continua con la estructura de
patchs, permitiendo al usuario conectar mo´dulos a trave´s de cuerdas por los que
circulan mensajes de control o sen˜ales. Estos mo´dulos generalmente representan
unidades de procesamiento, entradas o salidas, buffers o conexiones MIDI.
Patcher es escrito por Miller Puckette para la composicio´n de la obra Pluto´n del
compositor Philippe Manoury. Patcher inicialmente se ejecutaba sobre Macintosh
y se encargaba de realizar u´nicamente control MIDI. Posteriormente Patcher fue
redisen˜ado por David Zicarelli, conocie´ndose como Max/Opcode e introduciendo
muchas mejoras en la interfaz de usuario as´ı como novedosos objetos externos
(Puckette, 2001).
Figura 2.30: Ventana de ayuda en la primera versio´n de Max (Puckette, 1986, pa´g. 429).
El proyecto IRCAM Musical Workstation, iniciado en 1989, introduce una nue-
va versio´n de Max que incorpora el procesamiento en tiempo real de sen˜ales de
audio. Este software se distribuye bajo el nombre de Max/ISPW (IRCAM Sig-
nal Processing Workstation) y se organiza en dos componentes; el primero es la
interfaz gra´fica de usuario conocida como NeXTSTEP, el segundo es un pequen˜o
motor de ejecucio´n en tiempo real llamado FTS (Faster Than Sound basado en
el procesador i860 de Intel (De´chelle y col., 1999).
El equipo de IRCAM Real time systems, creado en 1995 por Franc¸ois De´che-
lle, comienza nuevos desarrollos basados en los componentes de ISPW. Sobre la
evidencia de que el desarrollo de nuevo hardware ya no val´ıa la pena al ser muy
costoso, se toma la decisio´n de abandonarlo para desarrollar en su lugar programas
informa´ticos con alto nivel de portabilidad. Para ayudar en este desarrollo multi-
plataforma se decide separar la interfaz gra´fica de usuario del motor de ejecucio´n
en tiempo real, haciendo as´ı independientes la evolucio´n de las partes gra´ficas y de
procesado de audio. Esta versio´n se denomina Max/FTS (De´chelle y col., 1999).
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Al mismo tiempo, Miller Puckette comienza el desarrollo de Pure Data con el ob-
jetivo de remediar algunas debilidades de Max en el campo de la gestio´n dina´mica
de las estructuras de datos (Kreidler, 2009). Pure Data utiliza una arquitectura de
dos componentes similar a Max/FTS y consigue la portabilidad en el lado gra´fico
a trave´s de la adopcio´n del kit de herramientas TCL/TK (Puckette, 1996).
Con la aparicio´n del lenguaje Java, se ampl´ıa la posibilidad de realizar interfaces
gra´ficas multiplataforma. La nueva implementacio´n en Java de la interfaz gra´fica
de usuario de Max/FTS comienza a finales de 1996 y se le proporciona el nombre
de jMax (De´chelle y col., 1999).
Al reutilizar la parte de audio de Pure Data, David Zicarelli lanza a fines de 1997
el paquete MSP (Max Signal Processing) para Max/Opcode con el que consigue
incorporar la s´ıntesis en tiempo real y el procesamiento de sen˜al a Max / Opcode,
para las plataformas Macintosh (Puckette, 2007). A causa de la elegancia de la
interfaz de usuario, el nu´mero de objetos disponibles y la fa´cil conexio´n con plug-
ins VST han hecho de este sistema, denominado Max/MSP, un e´xito inmediato
y lo han coronado con un esta´ndar internacional en los campos de la composicio´n
asistida por ordenador y la s´ıntesis sonora17. Actualmente el programa esta´ bajo
desarrollo y mantenimiento de la empresa se software Cycling ’74, la cual ha
desarrollado sus propias librer´ıas para el manejo de video, Jitter, basadas en
gra´ficos OpenGL y proporcionando capacidad de ca´lculo con matrices.
Figura 2.31: Ejemplo de patch en Max/MSP en la versio´n 7.3.5.
17Para ma´s informacio´n sobre el lenguaje Max/MSP ve´ase el libro Electronic music and sound
design de los autores Cipriani y Giri (2010).
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McCartney (1996) presentan SuperCollider, un entorno para programacio´n orien-
tada a la composicio´n musical asistida por ordenador y la s´ıntesis de sonido en
tiempo real. Contiene un lenguaje de programacio´n, un sistema de clases orientado
a objetos, funciones predefinidas, una gran librer´ıa de objetos para el procesado
de la sen˜al de audio, incluso una pequen˜a interfaz de usuario para crear progra-
mas interactivos con el usuario o interaccionar con instrumentos MIDI. El usuario
puede escribir algoritmos compositivos o destinados a la s´ıntesis sonora en un len-
guaje de programacio´n de alto nivel. De esta manera se permite la creacio´n de
instrumentos y procesos compositivos muy complejos con un nivel de flexibilidad
superior al permitido por otros lenguajes de s´ıntesis coeta´neos.
Figura 2.32: Entorno de desarrollo de la versio´n inicial de SuperCollider (McCartney, 1996,
pa´g. 257).
El origen de SuperCollider se encuentra en programas disen˜ados a principios de
los noventa por McCartney que todav´ıa no ten´ıan la funcionalidad en tiempo real,
como por ejemplo Synth-O-Matic o Pyrite. A partir de la versio´n 3, el entorno
de SuperCollider ha sido separado en dos componentes: el servidor (scsynth) y
el cliente (sclang). Estos componentes se comunican a trave´s del protocolo Open
Sound Control (OSC) (McCartney, 2002).
Desde su aparicio´n en 1996, el entorno ha disfrutado de una amplia acogida, siendo
utilizado por innumerables compositores que han ido desarrollando una amplia
base de datos de librer´ıas y patchs en a´mbitos de la investigacio´n en acu´stica, la
composicio´n algor´ıtmica, la s´ıntesis musical o incluso en el reciente campo del live




Biletskyy (2000) presenta el software Doctor Webern, un entorno visual para la
composicio´n asistida por ordenador basada en la linealidad tema´tica. El progra-
ma permite al usuario introducir temas musicales representados como objetos
abstractos, almacenarlos y editarlos por aumentacio´n, disminucio´n o retrograda-
ciones. Los temas se pueden distribuir de manera gra´fica en cada una de las voces
existentes en la composicio´n. De esta manera Doctor Webern no incorpora herra-
mientas derivadas de la inteligencia artificial ya que es el usuario quien establece
las reglas y realiza en u´ltima instancia las decisiones sobre que´ combinaciones de
temas son aceptables.
Figura 2.33: Ventana principal del software Doctor Webern (Biletskyy, 2000, pa´g. 36).
Jones (2000) presenta en su art´ıculo A Computational Composer’s Assistant for
Atonal Counterpoint la aplicacio´n informa´tica Counterpoint Assistant (CPA), un
programa destinado a la composicio´n asistida por ordenador escrito en Macintosh
Common LISP (MCL). Proporciona una herramienta matema´tica para encontrar
transiciones y desplazamientos temporales sobre l´ıneas melo´dicas creadas por el
usuario que pueden ser superpuestas para encontrar soluciones a las restricciones
armo´nicas o contrapunt´ısticas especificadas por el usuario. El programa, a dife-
rencia de otras aplicaciones que son capaces de componer contrapunto imitando
estilos preexistentes, se limita a proporcionar al compositor un conjunto de herra-
mientas con las que poder construir un conjunto coherente de elementos armo´nicos
y melo´dicos. El proceso que sigue es el siguiente: primero el usuario compone ma-
nualmente un conjunto de melod´ıas, para a continuacio´n definir las restricciones
armo´nicas, melo´dicas o contrapunt´ısticas. El programa calcula y evalu´a todas las
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combinaciones posibles de estas melod´ıas eliminando progresivamente las com-
binaciones que no encajan con las restricciones establecidas, quedando como re-
sultado final aquellas combinaciones que s´ı las cumplen, ordena´ndolas siguiendo
determinados criterios.
Figura 2.34: Ventana de ordenacio´n en CPA en la ventana de sort (Jones, 2000, pa´g. 37).
Figura 2.35: Ejemplo de contrapunto mostrado en la ventana de play (Jones, 2000, pa´g. 37).
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Tokui e Iba (2000) desarrollan un sistema interactivo denominado CONGA (Com-
position in genetic approach) que permite obtener patrones r´ıtmicos mediante
te´cnicas de computacio´n evolutiva. Desarrollado en Borland C++ para la plata-
forma Windows, el programa esta´ basado en el esta´ndar MIDI para la codificacio´n
de los patrones r´ıtmicos mediante su valor de velocity, comprendido en un valor
nume´rico entre 0 y 127.
Figura 2.36: Ejemplo de frase r´ıtmica generada por CONGA (Tokui e Iba, 2000, pa´g. 10).
En el art´ıculo Using multiattribute prediction suffix graphs to predict and gene-
rate music, los autores Trivin˜o-Rodriguez y Morales-Bueno (2001) proponen un
sistema de composicio´n asistida por ordenador basa´ndose en modelos de Mar-
kov avanzados denominados Probabilistic Suffix Automata (PSA), consistentes
en cadenas probabil´ısticas de longitud L variable. Los resultados experimentales
descritos por los autores, consistentes en la generacio´n de melod´ıas a partir del
sistema entrenado previamente sobre un corpus compuesto por cien corales de J.
S. Bach, demuestran una alta semejanza en te´rminos de utilizacio´n de alturas y
de duraciones existentes entre las melod´ıas generadas y las compuestas por Bach
(Mart´ınez, 2019).
Farbood y Scho¨ner (2001) presentan un sistema capaz de generar de contrapunto
mediante ordenador en el estilo de Palestrina, tomando como input un cantus
firmus proporcionado por el usuario. Los autores proponen un modelo basado en
la utilizacio´n de cadenas de Markov de segundo orden. Cada regla compositiva del
contrapunto se implementa como una tabla de probabilidad donde las transicio-
nes interva´licas prohibidas poseen una probabilidad de cero. De esta manera, la
tabla armo´nica determina cua´ndo el intervalo entre la nota y su respectivo cantus
firmus es permisible; la tabla melo´dica describe la probabilidad de un intervalo
melo´dico entre dos notas consecutivas del contrapunto; la tabla de cadencias ase-
gura que haya una cadencia apropiada al final de cada ejemplo; la tabla croma´tica
proporciona pesos muy bajos a las notas alteradas croma´ticamente, suficiente-
mente bajos como para que sean utilizadas u´nicamente cuando no existe otra
solucio´n; la tabla de buenos movimientos paralelos previene de la existencia de
demasiadas terceras, sextas y de´cimas paralelas; la tabla de movimientos cercanos
proh´ıbe determinados movimientos directos, como por ejemplo quintas y octa-
vas escondidas; la tabla de movimiento de salida proh´ıbe salir de un un´ısono por
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movimiento directo; la tabla de movimiento general asigna altas probabilidades a
los movimientos contrarios y oblicuos, y baja a los movimientos directos; y por
u´ltimo la tabla de cl´ımax proporciona la probabilidad de cero si el cantus firmus
y el contrapunto se mueven en la misma direccio´n (Mart´ınez, 2019).
Figura 2.37: Tabla para las reglas de transicio´n melo´dica (Farbood y Scho¨ner, 2001, pa´g. 3).
Los autores Puente, Alfonso y Moreno (2002) proponen la herramienta GEMUSIC
mediante la cual se pueden generar computacionalmente l´ıneas melo´dicas que
suenan similares a las supuestamente compuestas por humanos. El acercamiento
de esta propuesta consiste en la utilizacio´n de grama´ticas evolutivas.
En su art´ıculo A musical learning algorithm, el autor Cope (2004) presenta Gra-
dus, un programa informa´tico que a partir del ana´lisis de un conjunto de contra-
puntos de primera especie a dos voces, es capaz de generar contrapuntos nuevos,
similares a los modelos, sobre un cantus firmus proporcionado. Gradus utiliza seis
categor´ıas de objetivos, que vienen a resumir las reglas existentes en las especies
del contrapunto de Fux.
Millen (2004) presenta un software para la composicio´n asistida por ordenador
basado en los auto´matas celulares. El programa, escrito en los lenguajes Cocoa
y Objective-C, permite controlar al compositor las celdas que estara´n disponibles
para representar las alturas y las duraciones de las notas. El programa permite la
modificacio´n en tiempo real de otros para´metros como el tempo o la transposicio´n
del resultado musical generado. Las distintas configuraciones obtenidas pueden
ser guardadas en un fichero para su posterior reutilizacio´n. El auto´mata celular
implementado es de tipo K3R1 18 tiene una vecindad de tres celdas y un rango
de una celda a cada lado de la celda objetivo. El estado cero se representa con el
color negro, el estado uno por el colo rojo y el estado dos por el color amarillo.
La regla del auto´mata se basa en la media de la suma de los estados de las celdas
vecinas. Existen siete posibilidades, desde cero hasta seis. Mediante la seleccio´n




de la regla 1599, el autor muestra Hanging Gardens, una composicio´n generada
con este auto´mata.
Buteau (2006) propone un me´todo para el ana´lisis mot´ıvico basado en el clus-
tering. Para los autores, un motivo musical es una sucesio´n finita y no nula de
tonos musicales. Un conjunto de motivos puede ser ordenado mediante te´cnicas
de clustering. Se realiza una implementacio´n del modelo y se prueba con la obra
de Robert Schumann Tra¨umerei, comparando los resultados con los del teo´rico
musical Repp. El modelo hab´ıa sido previamente implementado por los autores
Mazzola, Zahorka y Stange-Elbe en 1996, como un mo´dulo del software RUBATO,
y es en 2002 cuando se vuelve a implementar en Java proporciona´ndole nuevas
funcionalidades y mayor eficiencia computacional.
Weinberg, Godfrey y Rae (2007) describen un sistema musical interactivo que,
mediante la utilizacio´n de algoritmos gene´ticos, realiza una colaboracio´n entre
mu´sicos humanos y un robot que improvisa sobre un xilo´fono. El robot se disen˜a
para responder a las sen˜ales de entrada humanas de forma acu´stica, evolucionando
en tiempo real una frase musical generada por un humano mediante un algoritmo
gene´tico basado en funciones de fitness. Las conexiones entre los inte´rpretes hu-
manos y el sistema robo´tico se realizan mediante el protocolo MIDI para el piano
digital y desde MAX/MSP para el resto de instrumentos, utilizando el objeto
pitch capaz de detectar la frecuencia de una sen˜al generada por un instrumento
acu´stico.
Figura 2.38: Brazos robo´ticos interpretando una melod´ıa (Weinberg, Godfrey y Rae, 2007,
pa´g. 193).
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Tzimeas y Mangina (2007) presentan el software Jazz Sebastian Bach, una he-
rramienta para composicio´n asistida por ordenador basada en una nueva idea
relacionada con algoritmos gene´ticos y sus mecanismos para modificar un tema
compuesto por Bach hasta que parezca compuesto en estilo Jazz. La propuesta
discute las dificultades algor´ıtmicas ma´s importantes de los Automatic Fitness
Assessment (AFA) y los Interactive Genetic Algorithm (IGA) implementados so-
bre sistemas compositivos basados en algoritmos gene´ticos. Los autores analizan
y proponen una nueva funcio´n de fitness denominada Critical Damped Oscillator
capaz de resolver determinados problemas musicales.
Keller y Morrison (2007) presentan Impro-Visor, un software implementado en
Java capaz de crear solos de jazz, en tiempo real, sobre progresiones de acor-
des establecidas. El programa se basa en la generacio´n automa´tica de melod´ıas
utilizando grama´ticas probabil´ısticas.
Los autores Gimenes y Miranda (2008) introducen iMe, Interactive Musical En-
vironments, un sistema musical interactivo basado en los agentes inteligentes que
es capaz de aprender a generar mu´sica de forma auto´noma en tiempo real, bajo
la perspectiva de la cognicio´n y percepcio´n humana.
De Leo´n y col. (2008) proponen la caracterizacio´n de la melod´ıa como un conjunto
de reglas derivadas de un sistema gene´tico de tipo fuzzy. El objetivo de la inves-
tigacio´n es encontrar una te´cnica que pueda distinguir entre archivos MIDI que
contengan l´ıneas melo´dicas de aquellos otros que no. La metodolog´ıa utilizada es
la siguiente: en primer lugar las pistas MIDI son descritas como un conjunto de
caracter´ısticas estad´ısticas. A continuacio´n se someten a un proceso de creacio´n
de reglas de tipo crisp que sean capaces de caracterizar dichas pistas melo´dicas.
A continuacio´n los conjuntos reglas son convertidos en conjuntos de tipo fuzzy,
proporcionando un me´todo para convertir los atributos melo´dicos de tipo crisp
en atributos fuzzy sustituyendo la figura del experto humano por la de un algo-
ritmo gene´tico que, proporcionados las definiciones lingu¨´ısticas de cada atributo,
aprende automa´ticamente el conjunto fuzzy de para´metros asociados al mismo;
esta combinacio´n se conoce como sistema gene´tico fuzzy.
Laurson, Kuuskankare y Norilo (2009) presentan PWGL (PatchWork Graphical
Language, un entorno de programacio´n visual para la mu´sica disen˜ado sobre Lisp
y OpenGL desde el 2002 hasta 2008. Puede utilizarse para la composicio´n asistida
por ordenador, para el ana´lisis musical o para la s´ıntesis sonora. Al igual que
Open Music, PWGL es un sucesor directo de PatchWork, sin embargo PWGL
proporciona un entorno unificado, dedicado exclusivamente a la s´ıntesis sonora
que permite definir de forma visual instrumentos y partituras, as´ı como manejar
la informacio´n de control sobre e´stos.
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Figura 2.39: Ejemplo de patch en PWGL (Laurson, Kuuskankare y Norilo, 2009, pa´g. 23).
Psenicka (2009) presenta FOMUS (FOrmat MUSic), un programa de notacio´n
musical que automatiza muchas de la labores de creacio´n de partituras a partir
de datos de eventos en bruto generados desde cualquier otro sistema. El pro-
po´sito es separar las convenciones de notacio´n y elementos fundamentales de la
mu´sica tales como altura, duracio´n, dina´mica y articulaciones. FOMUS difiere
de programas previos como OpenMusic o PWGL en que e´ste produce partituras
totalmente acabadas a trave´s de archivos de salida totalmente compatibles con
otras aplicaciones profesionales de edicio´n en formato de LilyPond o MusicXML.
Los autores Falkenstein y Tlalim (2009) desarrollan Alter Ego, un sistema stan-
dalone programado sobre SuperCollider. Posee dos modos, el de entrenamiento
y el de playback. Su funcionamiento se basa en la implementacio´n de algoritmos
gene´ticos y cadenas de Markov, codificando la amplitud, los para´metros de tiempo
de ataque y release, las curvas de desvanecimiento, o el panora´mico entre otros
(Mart´ınez, 2019).
57
Cap´ıtulo 2. Estado de la cuestio´n
2.7 An˜os 2010 y situacio´n actual
Cuthbert y Ariza (2010) presenta music21 un conjunto de herramientas progra-
madas sobre Python para la musicolog´ıa asistida por ordenador y la codificacio´n
simbo´lica de la mu´sica. El sistema, orientado a facilitar la tarea investigadora tan-
to a aquellos mu´sicos con poca experiencia en el a´mbito de la programacio´n como
a programadores con pocos conocimientos musicales, es capaz de proporcionar
una gran cantidad de informacio´n sobre la partitura previamente codificada en
formato MusicXML, mostrando una gran potencia y flexibilidad para el ana´lisis
asistido por ordenador. Tambie´n puede utilizarse para la composicio´n asistida por
ordenador, gracias a su sistema de codificacio´n de la notacio´n musical de forma
simbo´lica y su integracio´n completa con el lenguaje de programacio´n Python. En
el art´ıculo Feature Extraction and Machine Learning on Symbolic Music using the
music21 Toolkit, los autores Cuthbert, Ariza y Friedland (2011) demuestran co-
mo el framework music21 puede integrarse dentro de las te´cnicas procedentes del
machine learning y ser aplicadas al ana´lisis musical asistido por ordenador. Esta
herramienta proporciona sofisticados me´todos para la extraccio´n de caracter´ısti-
cas, en este caso musicales, con las que caracterizar distintas partituras (Mart´ınez,
2019).
Figura 2.40: Ejemplo de co´digo en music21 y su resultado (Cuthbert y Ariza, 2010,
pa´g. 640).
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Carpentier y Bresson (2010) presenta Orchide´e, un sistema de orquestacio´n asisti-
da por ordenador programada sobre OpenMusic y Matlab. El acercamiento teo´rico
a la tarea de la orquestacio´n es como un problema de optimizacio´n multicriterio
en el cual se define un punto ideal correspondiente a una configuracio´n que opti-
miza todos los criterios. Aunque muchas veces dicho punto no existe, se pueden
encontrar diferentes soluciones de compromiso denominadas soluciones de Pare-
to. En funcio´n de los objetivos del compositor, algunas regiones del conjunto de
soluciones de Pareto son ma´s interesantes que otras de acuerdo a las preferen-
cias personales y espec´ıficas del compositor. El software ha sido probado por el
compositor Jonathan Harvey en su obra Speakings con notable e´xito, incorpo-
rando directamente en la partitura orquestal algunas secciones orquestadas por
Orchide´e, pra´cticamente sin revisio´n humana.
Figura 2.41: Ejemplo ejecucio´n de Orchide´e desde OpenMusic (Carpentier y Bresson, 2010,
pa´g. 22).
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Magnusson (2010) presenta ixi lang, un lenguaje de programacio´n disen˜ado como
una extensio´n de SuperCollider para el Live coding19. Ixi lang resuelve muchos
problemas relacionados con la pra´ctica del Live coding, haciendo el proceso ma´s
ra´pido, ma´s comprensible y menos laborioso, acercando esta nueva disciplina a
artistas que no necesariamente han de ser expertos programadores.
Figura 2.42: Captura de pantalla de una sesio´n de ejemplo en ixi lang (Magnusson, 2010,
pa´g. 2).
Van Der Merwe y Schulze (2011) en su art´ıculo Music generation with Markov
models propone el sistema SuperWillow, una modificacio´n del sistema anterior
para la composicio´n musical asistida por ordenador Willow. El sistema utiliza
el formato de representacio´n simbo´lica MusicXML y se basa en las cadenas y
modelos ocultos de Markov. El sistema primero analiza informacio´n relevante de
archivos en XML como por ejemplo el tempo, las escalas, el compa´s, progresiones
de acordes, progresiones r´ıtmicas para posteriormente elaborar cadenas de Mar-
kov de diferente orden. Tras esta fase de ana´lisis, el sistema comienza la fase de
generacio´n de mu´sica en la que se producira´ una imitacio´n de los datos introduci-
dos en la fase de entrenamiento, junto con un nu´mero de restricciones impuestas,
como por ejemplo que el compa´s ha de permanecer contante en toda la compo-
sicio´n, que las notas simulta´neas suenan como acorde no como arpeggio, que los
instrumentos deben sonar sin silencios, que las composiciones deben finalizar con
19El Live coding consiste en la generacio´n de mu´sica en tiempo real, mediante la introduccio´n de
instrucciones en directo mientras e´sta suena, a la vez que se proyecta sobre una pantalla el contenido
del computador del artista para que el pu´blico pueda observarlo. Para ma´s informacio´n ve´ase Nilson
(2007).
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cadencias, que las notas no deben exceder de un compa´s a otro o que no existan
grupos r´ıtmicos irregulares. Los resultados compositivos generados fueron some-
tidos a una encuesta en la que fueron comparados con composiciones generadas
por un humano. En dicha encuesta participaron un total de 263 voluntarios y si
bien los resultados mostraron que las composiciones humanas continuaban siendo
preferidas, un 72 % de los encuestados no se consideraba capaz de distinguir entre
las composiciones humanas y las generadas por SuperWillow.
Sandred (2010) presenta PatchWork Musical Constraint system (PWMC) un sis-
tema para la composicio´n musical asistida por ordenador en la que la generacio´n de
la partitura se entiende como un problema de resolucio´n de restricciones musica-
les. El sistema se encuentra implementado en OpenMusic como una extensio´n del
lenguaje PWGL (PatchWork OpenGL) y tiene el principal objetivo de solucionar
el problema de la satisfaccio´n de restricciones aplicadas a estructuras musicales
polifo´nicas donde las alturas y los ritmos esta´n indeterminados. Sandred utiliza
PWMC para la composicio´n de su obra Labyrinths in the Wind.
Figura 2.43: Patch para el comienzo de la composicio´n Labyrinths in the Wind (Sandred,
2010, pa´g. 21).
En su art´ıculo Generating and evaluating musical harmonizations that emulate
style los autores Chuan y Chew (2011) presentan una solucio´n h´ıbrida al pro-
blema de la emulacio´n de estilos aplicada a los procesos armo´nicos en la cual
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se combinara´n me´todos de aprendizaje estad´ıstico, como por ejemplo cadenas de
Markov, con un armazo´n de reglas teo´ricas y musicales. El sistema es capaz de
analizar la informacio´n de entrada y extraer variables capaces de caracterizar di-
versos estilos musicales. El sistema requiere como datos de entrenamiento l´ıneas
melo´dicas en formato MIDI con los acordes correspondientes a cada compa´s eti-
quetados en formato de texto y, mediante a´rboles de decisio´n, el sistema aprendera´
las relaciones melo´dico-armo´nicas existentes en ese estilo. Previamente a esta fase
de ana´lisis se debe preprocesar los datos, sometie´ndolos a una normalizacio´n de
pitch class y a la determinacio´n de la tonalidad de cada l´ınea melo´dica (Mart´ınez,
2019).
Los autores Honingh y Bod (2011) presentan una novedosa propuesta para la
clasificacio´n automa´tica de ge´neros musicales a trave´s de procesos de clustering.
En su art´ıculo proponen un experimento en el que se van a clasificar distintas obras
pertenecientes a compositores de diferentes per´ıodos en funcio´n del nu´mero de
ocurrencias de cada una de las seis categor´ıas interva´licas posibles. Se realizara´ un
ana´lisis y conteo de pitch class y de esta manera cada obra podra´ ser representada
en un espacio de seis dimensiones. Mediante te´cnicas t´ıpicas de clustering y tras
una fase de entrenamiento, el sistema sera´ capaz de distinguir entre determinados
estilos musicales.
Figura 2.44: Ejemplo de agrupacio´n de diferentes autores para las categor´ıas interva´licas
3, 4 y 5 (Honingh y Bod, 2011, pa´g. 348).
Agostini (2012) presentan Bach: An environment for computer-aided composition
in max, una librer´ıa para Max que le proporciona funcionalidades para la notacio´n
musical simbo´lica y para el procesado de mu´sica en tiempo real. La librer´ıa gra´fica
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de Bach permite editar notas con el rato´n, con el teclado y mediante mensajes
de Max; soporta alteraciones microtonales; permite asociar metadatos a cada una
de las notas y por u´ltimo posee la funcionalidad de reproduccio´n de la mu´sica a
velocidad variable.
Collins (2012) presenta Autocousmatic, un sistema algor´ıtmico implementado en
SuperCollider capaz de generar mu´sica electroacu´stica a trave´s de procesos de
machine-learning y un corpus de training, consistente en una amplia base de
datos de obras. El resultado musical generado por el sistema ha sido sometido
a la cr´ıtica de tres compositores experimentados en el a´mbito de la composicio´n
electroacu´stica, siendo muy cr´ıticos con el mismo y poniendo de manifiesto sus
deficiencias compositivas.
En su art´ıculo ManuScore: Music Notation-Based Computer Assisted Composi-
tion, los autores Maxwell, Eigenfeldt y Pasquier (2012) presentan ManuScore, una
aplicacio´n para la composicio´n musical interactiva basada en la notacio´n musical
e inspirada en sistemas de aprendizaje y generacio´n. Las capacidades generativas
del sistema esta´n focalizadas en la continuacio´n de un fragmento musical propor-
cionado por el usuario, que sea capaz de escribir nueva mu´sica de una manera
similar a como lo estaba haciendo el humano.
Los autores Cherla, Purwins y Marchini (2013) proponen un enfoque similar me-
diante un software capaz de generar variaciones de una melod´ıa monofo´nica pro-
porcionada, mediante la utilizacio´n de te´cnicas de aprendizaje no supervisado,
utilizando cadenas y modelos ocultos de Markov. Los resultados obtenidos han
sido sometidos a la revisio´n por parte de un panel de expertos, a los que se les
ha sometido a una cuestionario de evaluacio´n, obtenie´ndose un resultado favo-
rable ya que, en general, los expertos encontraron musicalmente interesantes las
variaciones generadas que pose´ıan un ritmo regular y variaciones de altura con
respecto a las notas de las melod´ıas originales (Mart´ınez, 2019).
Figura 2.45: Comparacio´n entre melod´ıas iniciales (derecha) y sus variaciones (izquierda)
(Cherla, Purwins y Marchini, 2013, pa´g. 76).
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Deal y Sanchez (2013) propone su obra Goldstream Variations, compuesta gracias
a la librer´ıa para Max denominada ML Toolkit (Smith y Garnett, 2012) que
incorpora te´cnicas de machine learning en la composicio´n asistida por ordenador
con las que el compositor pretender expandir al ma´ximo la capacidad de ML para
generar variedad sonora.
Neuman (2013) en si art´ıculo Generative Grammars for Interactive Composition
Based on Schaeffer TARTYP propone un sistema capaz de generar complejas me-
diante la utilizacio´n de grama´ticas de estructura de frase, propuestas por Chomsky
(1957), y derivadas de la Tableau Re´capitulatif de la Typologie propuesta por
Schaeffer (1966). El algoritmo ha sido implementado como cuatro clases de Java
que han sido embebidas como extensiones de las clases de Max/MSP.
Los autores Quick y Hudak (2013) proponen una nueva categor´ıa de grama´tica
para la generacio´n de estructuras musicales armo´nicas y me´tricas: las grama´ticas
generativas temporales con grafos (TGGG). Este tipo de grama´ticas poseen dos
caracter´ısticas distintas, en primer lugar su dimensio´n temporal en la que las reglas
de produccio´n esta´n parametrizadas por la duracio´n de las frases; en segundo lugar
por el hecho de que sus a´rboles de ana´lisis esta´n representados en forma de grafos
que pueden compartir nodos, incorporando de esta forma la repeticio´n musical
en la propia grama´tica. La implementacio´n de estas grama´ticas se ha realizado
en el lenguaje Haskell. Los resultados se muestran prometedores considerando la
relativa sencillez de la grama´tica utilizada como experimento (Mart´ınez, 2019).
Los autores Long, Wong y Sze (2013) presentan en su art´ıculo T-Music: A me-
lody composer based on frequent pattern mining un software capaz de componer
melod´ıas a partir de un texto proporcionado por el usuario, encontrando las corre-
laciones existentes entre texto y mu´sica. Estas correlaciones se representan en los
denominados frecuent patterns (fp). El sistema se compone de dos fases: en la fase
inicial se buscan estas correlaciones gracias una base de datos generada a partir
de numerosas canciones. A continuacio´n y basa´ndose en las correlaciones encon-
tradas, el sistema compone una melod´ıa para la letra proporcionada basa´ndose
en un auto´mata probabil´ıstico.
Es destacable la aportacio´n a la creatividad musical artificial realizada por los
autores Sa´nchez y col. (2013) en el proyecto Melomics, en la cual un ordenador
es capaz de generar obras completas, utilizando para ello sofisticados algoritmos
gene´ticos. Algunas de las composiciones ma´s destacables generadas fueron in-
terpretadas en pu´blico y sometidas a una evaluacio´n por parte de melo´manos
experimentados, con o´ptimos resultados 20.
20Se pueden escuchar fragmentos de estas composiciones en la siguiente pa´gina web http://www.
melomicsrecords.com/ .
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Carretero presenta su tesis El proceso de composicio´n musical a trave´s las te´cnicas
bio-inspiradas de inteligencia artificial: investigacio´n desde la creacio´n musical
(2013) en la que se investiga sobre la aplicacio´n de los auto´matas celulares y
los P-sistemas en la composicio´n musical asistida por ordenador, proporcionando
determinadas herramientas computacionales que pueden facilitar la labor creativa
a otros compositores.
McVicar, Fukayama y Goto (2014) desarrollan AutoRhythmGuitar, un software
capaz de generar ritmos de guitarra en un espacio de tablaturas. El programa to-
ma como para´metros de entrada una secuencia de acordes y genera una partitura
tradicional en formato MusicXML. Funciona mediante el modelo de los n-gramas,
requiriendo una fase de entrenamiento con tablaturas procedentes de cinco gui-
tarristas famosos en formato GuitarPro. La evaluacio´n final del sistema muestra
como los modelos generan partituras realistas y factibles (Mart´ınez, 2019).
Los autores Klu¨gel (2014) presentan FugueGenerator, un software orientado a la
composicio´n musical asistida por ordenador de forma colaborativa, en la que los
usuarios manipulan una superficie de control bidimensional con el que se establece
el contorno de determinados eventos musicales que controla el funcionamiento de
determinados procesos generativos estoca´sticos. Con esta superficie de control y
basa´ndose en el la propuesta anterior de Wallis, Ingalls y Campana (2008) los
autores categorizan determinadas emociones en la mu´sica generada en funcio´n de
su valencia y su agitacio´n.
Figura 2.46: Interfaz de usuario para producir mu´sica respecto la valencia y agitacio´n
(Wallis, Ingalls y Campana, 2008, pa´g. 2).
Los autores Nuana´in, Herrera y Jorda (2015) presentan en su art´ıculo Target-based
rhythmic pattern generation and variation with genetic algorithms un sistema
basado en algoritmos gene´ticos que, dado un patro´n r´ıtmico, automa´ticamente
genera patrones relacionados a modo de variaciones. Se utilizan dos medias de
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la distancia, la distancia Hamming y la distancia directed-swap para medir la
similitud r´ıtmica utilizable en las funciones de fitness del algoritmo gene´tico. Los
autores implementan este modelo en Max/MSP y Pure Data bajo el nombre de
SimpleGA para a continuacio´n proporcionarle la interfaz GenDrum capaz de crear
patrones r´ıtmicos polifo´nicos con sonidos sintetizados.
Figura 2.47: Interfaz de GenDrum (Nuana´in, Herrera y Jorda, 2015, pa´g. 61).
Los autores Loughran, McDermott y Neil (2015) proponen la composicio´n de
melod´ıas polifo´nicas para piano a trave´s de algoritmos evolutivos gramaticales
implementados con funciones de fitness basadas en la Ley de Zipf 21. Los autores
realizan experimentos con una poblacio´n de 200 durante 50 generaciones, con un
coeficiente de mutacio´n de 0,01, un coeficiente de cruce de 0,7 y un elitismo de
taman˜o uno.
Figura 2.48: Ejemplo de melod´ıa generada (Loughran, McDermott y Neil, 2015, pa´g. 278).
Los autores Agust´ın-Aquino, Junod y Mazzola en el libro Computational Coun-
terpoint Worlds. Mathematical Theory, Software, and Experiments (2015) ofrecen
un amplio cata´logo de te´cnicas en las que se implementan nuevos sistemas de con-
trapunto, definidos mediante aparatos algebraicos, capaces de establecer sistemas
de composicio´n totalmente nuevos. Los autores muestran diversos resultados teo´-
ricos obtenidos, extendiendo las reglas del contrapunto a la mu´sica microtonal as´ı
como una implementacio´n informa´tica de estos modelos.
21La Ley de Zipf ha sido formulada de forma emp´ırica en los an˜os cuarenta por el lingu¨ista George
Kingsley Zipf. Segu´n esta ley la mayor´ıa de las lenguas cumple que la frecuencia de aparicio´n de las
distintas palabras sigue una distribucio´n que puede aproximarse por Pn ∝ 1/na (Montemurro, 2001).
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Manaris, Stevens y Brown (2016) presentan JythonMusic un entorno de co´digo
libre desarrollado en Python orientado a la creacio´n de mu´sica y a la programacio´n
creativa. Soporta la composicio´n algor´ıtmica, la programacio´n dina´mica y el live
coding, adema´s de ofrecer funcionalidades de conexio´n con muchos dispositivos,
pianos digitales, smartphones y tablets mediante el protocolo OSC y el protocolo
MIDI.
Sly, Agarwala e Inoue (2017) proponen la utilizacio´n de redes neuronales recurren-
tes (RNN ) para la composicio´n asistida por ordenador de mu´sica con forma bien
definida y que incorpore convenciones estil´ısticas. Sin ninguna base teo´rica pre-
definida, los modelos generan mu´sica sinta´cticamente correcta capaz de engan˜ar
el o´ıdo humano.
Figura 2.49: Ejemplo de mu´sica generada por el modelo basado en RNN (Sly, Agarwala
e Inoue, 2017, pa´g. 7).
Antoine y Miranda (2017) presentan en su art´ıculo Computer Generated Orches-
tration: Towards Using Musical Timbre in Composition un sistema para la or-
questacio´n generada por ordenador basado en te´cnicas de machine learning tales
como el algoritmo Support vector Machine (SVM). El corpus de entrenamiento
se construye con 250 ejemplos etiquetados para cada atributo del clasificador que
funcionara´ como me´todo automa´tico de clasificacio´n del timbre.
Los autores Yu y Wong (2017) basa´ndose en el software T-Music, proponen en su
art´ıculo A Melody Composer for Both Tonal and Non-Tonal Languages dos nuevos
me´todos para la extraccio´n de estos patrones desde composiciones instrumentales
preexistentes y los aplican tanto a lenguajes tonales como a los no tonales.
Louzeiro (2017) presenta un sistema en red de tipo cliente-servidor para la com-
posicio´n musical en tiempo real mediante el cual un director media la interaccio´n
entre un solista y un ensemble de instrumentistas que esta´n leyendo a primera
vista una partitura generada automa´ticamente.
Navarro (2017) presenta en su tesis Sociedades Humano-Agente: Un Caso de Es-
tudio en Creatividad Musical un framework basado en el modelo de sociedad
67
Cap´ıtulo 2. Estado de la cuestio´n
humano-agente, mediante el cual se permite el intercambio de informacio´n entre
un grupo de humanos y una sociedad de agentes virtuales con el objetivo de ge-
nerar mu´sica a partir de una entrada proporcionada por el usuario, que puede
consistir en una secuencia armo´nica tonal o a partir de los colores de una imagen.
En el art´ıculo Combinatorics, Probability and Choice in Music Composition: To-
wards an Aesthetics of Composing Systems for Non-Musicians, Albini (2018) pre-
senta la obra Ricercari Diatonici, for people, composing system and harpsichordist,
en la que mediante la descarga de una aplicacio´n mo´vil el usuario es capaz de gene-
rar aleatoriamente un grand´ısimo nu´mero de obras. Adema´s, e´ste puede escuchar
la composicio´n generada y si cumple con sus criterios este´ticos personales, selec-
cionarla y enviarla de vuelta al compositor. De esta manera el usuario actu´a como
un filtro este´tico para la mu´sica generada aleatoriamente. Las obras seleccionadas
por un gran nu´mero de usuarios fueron posteriormente interpretadas en pu´blico.
Krzyzaniak (2018) presenta una te´cnica de aprendizaje interactiva para un sistema
de percusio´n robo´tico, basado en te´cnicas de machine learning capaz de analizar
y producir patrones estad´ısticos a trave´s de la observacio´n en tiempo real de
inte´rpretes humanos.
En el art´ıculo Generating new musical works in the style of Milton Babbitt, los
autores Bemman y Meredith (2018) proponen un sistema para automatizar los
procedimientos compositivos del compositor estadounidense Milton Babbit y ge-
nerar obras completamente nuevas coherentes con el estilo compositivo del autor.
Los procesos y te´cnicas compositivas estudiados son: all-partition array, time-point
system y equal-note-value strings (Bemman y Meredith, 2016).
Figura 2.50: Primeros compases de la obra generada emulando el estilo de Milton Babbit




La evolucio´n de la composicio´n musical asistida por ordenador se remonta a los
inicios de la computacio´n moderna y avanza hasta nuestros d´ıas en paralelo con el
desarrollo de los ordenadores y su vertiginoso aumento en la capacidad de ca´lculo.
Desde la primera presentacio´n pu´blica de la Suite Illiac, tradicionalmente conside-
rada como la primera obra compuesta utilizando la ayuda de un computador, han
aparecido numerosas propuestas que han tratado de resolver problemas composi-
tivos muy espec´ıficos; otras sin embargo, han propuesto aplicaciones informa´ticas
o me´todos algor´ıtmicos de cara´cter ma´s general, aplicables a la vertiente creati-
va de la computer music. En todo caso, podemos afirmar que los acercamientos
tradicionales al problema de la composicio´n musical asistida por ordenador en su
vertiente simbo´lica, es decir, creacio´n mediante ordenador de mu´sica expresada
en partituras mediante notacio´n musical convencional para su posterior interpre-
tacio´n, se pueden resumir en las siguientes grandes l´ıneas de investigacio´n:
Implementacio´n de reglas y restricciones compositivas.
Procesos estoca´sticos y aleatoriedad controlada.
Modelos generativos basados en cadenas de Markov.
Sistemas cao´ticos, autosemejantes o fractales.
Utilizacio´n de auto´matas celulares.
Algoritmos gene´ticos y bioinspirados.
Utilizacio´n de sistemas basados en agentes.
Utilizacio´n de grama´ticas formales.
Te´cnicas procedentes del machine learning.
Lejos de ser una cuestio´n cerrada, el panorama actual de la composicio´n musi-
cal asistida por ordenador se presenta como un amplio campo de investigacio´n
en el que existe una fuerte tendencia a la hibridacio´n de muchos de los paradig-
mas explicados anteriormente, fusionando elementos propios de la ciencia y del
arte e incorporando, al mismo tiempo, las posibilidades creativas existentes en la







Si la palabra “mu´sica” es sagrada y esta´ reservada para los ins-
trumentos del siglo dieciocho y diecinueve, podemos sustituirla por un
te´rmino ma´s significativo: organizacio´n del sonido.
If this word “music” is sacred and reserved for eighteenth- and nineteenth-
century instruments, we can substitute a more meaningful term: organization of
sound.
(Cage, 1961a, pa´g. 5)
3.1 Introduccio´n
Este cap´ıtulo constituye el marco conceptual ba´sico de la presente tesis. Descri-
biremos en primer lugar los fundamentos teo´ricos y algor´ıtmicos del me´todo de
agrupamiento k-means y continuaremos con la versio´n difusa del mismo deno-
minada Fuzzy c-Means (FCM). Llegados a este punto presentaremos dos nuevos
algoritmos: el primero es el denominado Fuzzy Ordered c-Means (FOCM), con
el que conseguiremos realizar una particio´n de tipo fuzzy de un conjunto de da-
tos ordenados tomando en consideracio´n el orden de sus elementos. El segundo
algoritmo propuesto es el Fuzzy Complete Transitions (FCT), gracias al cual po-
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dremos generar transiciones completas entre dos secuencias con distinto nu´mero
de elementos constituyentes.
3.2 Los me´todos de agrupamiento
Los me´todos de agrupamiento (clustering), tambie´n denominados ana´lisis de clus-
ter, ana´lisis de segmentacio´n o ana´lisis taxono´mico, son me´todos que consisten en
crear grupos de elementos (clusters o racimos) dentro de un conjunto de datos
inicial de manera que los elementos comprendidos en cada grupo puedan ser con-
siderados como similares entre s´ı, y distintos con respecto a los elementos de otro
grupo. A diferencia de los me´todos de clasificacio´n, en los cuales a los elementos
se les asigna con una clase preexistente, en los me´todos de clustering las diferen-
tes clases o subgrupos en los que se va a dividir el conjunto de datos han de ser
definidas con anterioridad a la ejecucio´n de la fase de ana´lisis. El procedimiento
de clustering consistira´ en encontrar una particio´n de un conjunto de datos X que
satisfaga unos determinados criterios de agrupamiento.
Estas te´cnicas juegan un papel fundamental en los distintos paradigmas sobre
los que se basa la inteligencia artificial, la miner´ıa de datos o el reconocimiento
automatizado de patrones. En Gan, Ma y Wu (2007) podemos encontrar algunos
interesantes ejemplos de la utilizacio´n de los procesos de clustering en diversos
a´mbitos cient´ıficos: en el campo de la biotecnolog´ıa, la utilizacio´n del ana´lisis
de clustering permite determinar la expresio´n de determinados genotipos (Yeung,
Medvedovic y Bumgarner, 2003); en el a´mbito de la medicina, el ana´lisis de cluster
se utiliza frecuentemente para el mantenimiento y mejora del sistema sanitario de
salud, as´ı como para la prevencio´n y deteccio´n de enfermedades (Clatworthy y col.,
2005); en el sector de la economı´a, las te´cnicas de clustering se pueden utilizar
para determinar segmentos de mercado e identificar posibles objetivos comerciales
(Saunders, 1980); en el reconocimiento de patrones y en el procesamiento de
automa´tico de ima´genes, los algoritmos de clustering funcionan de forma muy
eficiente para encontrar los bordes de los objetos o para comparar los histogramas
de colores de distintas ima´genes (Comaniciu y Meer, 1999).
Segu´n Buhmann (1995), la resolucio´n de un problema mediante un algoritmo de
clustering tiene que seguir las siguientes cuatro fases: representacio´n de datos,
modelado, optimizacio´n y validacio´n. La fase inicial de representacio´n de datos
determina las estructuras que sera´n descubiertas en los agrupamientos de los
datos. La fase de modelado define el concepto de clusters y el criterio mediante
el cual se diferenciara´n los diferentes grupos. La fase de optimizacio´n mejora las
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prestaciones de eficiencia y eficacia del algoritmo, validando sus resultados en una
u´ltima fase mediante conjuntos de datos de test.
Generalmente, los algoritmos de clustering pueden ser divididos en las dos grandes
categor´ıas: hard clustering (tambie´n llamado crisp clustering) y soft clustering
(tambie´n llamado fuzzy clustering). La diferencia fundamental es que, en el hard
clustering, un elemento del conjunto de datos pertenece u´nicamente a un cluster,
mientras que en el fuzzy clustering un elemento puede pertenecer simulta´neamente
a varios clusters, quedando establecidos en el proceso de particio´n los coeficientes
de pertenencia de cada elemento a cada uno de los diferentes clusters.
Los algoritmos convencionales de hard clustering pueden ser clasificados a su vez
en dos grandes categor´ıas: los algoritmos jera´rquicos y los algoritmos particiona-
les. Existen a su vez dos tipos de algoritmos jera´rquicos: los algoritmos jera´rquicos
divisivos y los algoritmos jera´rquicos aglomerativos. En los primeros, el algorit-
mo procede de arriba a abajo, empezando por el cluster ma´s grande (un cluster
que contiene todos los elementos) y efectuando progresivas divisiones sobre e´ste.
En los de tipo aglomerativo, el algoritmo funciona al reve´s, definiendo primero
los clusters ma´s pequen˜os posibles (de un u´nico elemento) para ir fusiona´ndolos
progresivamente en clusters ma´s grandes. Para conjuntos de datos muy grandes,
los me´todos jera´rquicos son poco pra´cticos ya que su comportamiento es O(n2)
en cuanto a necesidades de espacio de memoria y O(n3) en cuanto a tiempo de
computacio´n (donde n es el nu´mero de puntos del conjunto de datos). Al contrario
que los algoritmos jera´rquicos, los algoritmos partitivos crean una superposicio´n
de distintas particiones de elementos (Gan, Ma y Wu, 2007).
A continuacio´n sera´ necesario definir algunos conceptos preliminares. Seguiremos
el criterio explicado por Jain y Dubes (1988); dado un conjunto de datos, deno-
minaremos elemento (tambie´n tupla, punto o individuo) a cada unidad mı´nima
de informacio´n perteneciente a este conjunto de datos. Cada elemento llevara´
asociado un total de q magnitudes escalares denominadas caracter´ısticas (tam-
bie´n variables, observables, o atributos). El te´rmino cluster (o grupo, o clase) se
utilizara´ para designar a cada una de las c agrupaciones realizadas del conjunto
de datos. Se entiende que los elementos que pertenecen a un determinado clus-
ter comparten propiedades o caracter´ısticas entre s´ı y son diferenciables de los
elementos pertenecientes a otro cluster. En los procesos de fuzzy clustering esta
distincio´n ya no esta´ tan clara. El termino centroide denomina el punto central
de cada uno de los clusters. El conjunto de n datos se denotara´ como
X = {x1,x2, . . . ,xn} ⊂ Rq (3.1)
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donde cada xi = {xi1, xi2, . . . , xiq}, con xi ∈ Rq, sera´ un punto de q caracter´ısti-
cas perteneciente a un espacio me´trico q-dimensional Rq. El ı´ndice i designara´ el
i-e´simo elemento xi; el escalar xik designara´ el valor de la k-e´sima caracter´ıstica
de xi. El nu´mero de atributos q se conoce como la dimensionalidad del conjunto
de datos X, y tendra´ que ser un nu´mero finito y entero mayor que cero. En di-
cho espacio existe una funcio´n distancia que ha de cumplir con las caracter´ısticas
expuestas en la seccio´n 3.4.
3.3 Particiones hard y particiones soft
En el proceso de hard clustering los distintos algoritmos asignan a cada elemento
del conjunto de datos uno de los grupos o clases preexistentes, asumiendo que un
elemento puede pertenecer u´nicamente a cluster, de tal manera que el resultado
de este tipo de procesos puede ser expresado mediante una matriz U de n × c
elementos, donde cada elemento toma los valores cero o uno, cumplie´ndose unas
determinadas condiciones que garantizan que cada elemento puede pertenecer
solo a un cluster y que no pueden existir clusters vac´ıos. En el fuzzy clustering se
produce un cambio radial; se asume que un elemento puede pertenecer a varios
clusters al mismo tiempo, establecie´ndose unos coeficientes de pertenencia que
expresan el grado relacio´n de cada elemento a cada uno de los clusters. De esta
forma, los elementos de la matriz pueden tomar cualquier valor real entre cero y
uno siempre que sigan cumpliendo con las condiciones requeridas (al contrario que
en el caso hard en el que los coeficientes admiten solo dos valores). Los resultados
nuevamente pueden ser expresados en te´rminos de una matriz U, aunque esta
matriz ahora ya no sera´ tan dispersa, ya que existira´n muchos menos elementos
iguales a cero. La condicio´n que ha de regir este particionado es la siguiente: la
suma de las probabilidades de pertenencia de un elemento a todos los grupos ha
de ser igual a uno, es decir, la suma de todos los elementos de cada fila de la
matriz ha de ser igual a la unidad (Gan, Ma y Wu, 2007).
En Bezdek (1981) y Bezdek y col. (1999) encontramos el fundamento teo´ri-
co necesario para definir los distintos tipos de particionado de un conjunto de
datos. Supongamos que X es un conjunto finito de n elementos tal que X =
{x1, x2, . . . , xn} y queremos repartir los elementos del conjunto X en un nu´mero
c de subconjuntos C = {C1,C2, . . . ,Cc} con 2 ≤ c ≤ n. Esta familia de subcon-
juntos {Cj : 1 ≤ j ≤ c} ⊂ X sera´ una particio´n de tipo hard1 si se cumplen las
siguientes condiciones:
1La terminolog´ıa hard y fuzzy se utilizara´ respectivamente para distinguir a procesos en los que
no interviene la lo´gica fuzzy (hard), de los que s´ı que requieren de lo´gica fuzzy (soft).
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c⋃
j=1
Cj = X (3.2)
Cj ∩Ck = ∅, 1 ≤ j 6= k ≤ c (3.3)
es decir, si la unio´n de todos los subconjuntos es igual a conjunto inicial, pero
la interseccio´n de cada par de subconjuntos distintos es nula, por lo que cada
elemento xi puede pertenecer u´nicamente a un subconjunto Cj .
Podemos definir la matriz U = [uij] que representara´ los coeficientes de perte-
nencia de cada elemento xi a cada subconjunto Cj . Es fa´cil demostrar que la
matriz U representara´ una particio´n de tipo hard de X si y so´lo si se cumplen las
siguientes tres condiciones:
uij ∈ {0, 1}, 1 ≤ j ≤ c, 1 ≤ i ≤ n (3.4)
c∑
j=1




uij < n, 1 ≤ j ≤ c (3.6)
la primera condicio´n significa exige que los coeficientes uij so´lo podra´n tomar los
valores 1 o´ 0. La segunda implica que cada elemento xi pertenece a uno y so´lo
uno de los c subconjuntos. La tercera condicio´n garantiza que no existe ningu´n
subconjunto vac´ıo y que no hay ningu´n subconjunto igual a todo el conjunto X
(por tanto el nu´mero de subconjuntos es mayor o igual a dos). Resulta equivalente
denominar c-particio´n hard de X tanto a {Vj}, como a uj o a U.
Definicio´n 3.3.1 c-Particio´n hard, (Bezdek, 1981) . Sea X = {x1, x2, . . . , xn}
un conjunto finito de n elementos donde cada xi ∈ Rq es un observable definido
por q caracter´ısticas; sea Ccn el conjunto de matrices reales de dimensio´n c× n;




∣∣∣∣uij ∈ {0, 1}∀i, j; c∑
j=1






El nu´mero de posibles particiones hard es finito pero crece muy ra´pidamente; de
hecho Duda, Hart y Stork (1973) proponen la siguiente fo´rmula para calcular las
distintas particiones hard posibles de un conjunto X en c subconjuntos no vac´ıos,
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Por ejemplo, si c = 10 y n = 25, hay 1018 posibles 10-particiones hard distintas
de los 25 puntos del conjunto de datos, resultando muy complicado encontrar la
o´ptima mediante bu´squeda exhaustiva.
Ejemplo 3.3.1 Supongamos que tenemos el siguiente conjunto de frutas
X = {x1 = pin˜a, x2 = naranja, x3 = pla´tano} (3.9)
sobre el que queremos realizar una particio´n hard para clasificarlas en dulces o
a´cidas.
El nu´mero total de posibles 2-particiones hard (dulces o a´cidas) de los tres datos














(−2 + 8) = 3 (3.10)











En las que hemos eliminado todas aquellas que no cumplen las condiciones 3.4, 3.5
y 3.5, adema´s de aquellas que son equivalentes gracias a una simple reordenacio´n
de columnas. Sin embargo, la particio´n o´ptima, y por tanto adecuada a las propie-





Donde las filas representar´ıan a cada una de las frutas (pin˜a, naranja, pla´tano) y
las columnas indicar´ıan si es dulce o a´cida. Observamos como cada fruta ha sido
asignada con un coeficiente 0 o´ 1 para establecer la particio´n a la que pertenece.
Continuemos con este ejemplo para ilustrar como nuestra realidad f´ısica supera el
modelo matema´tico que acabamos de definir: supongamos que queremos clasificar
otras frutas como por ejemplo la manzana, el melocoto´n, o la ciruela, que pueden
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ser al mismo tiempo tanto dulces como a´cidas. ¿Co´mo afrontar´ıa este reto nuestro
me´todo de particionado hard? Clasificara´ cada una de estas ambiguas frutas con
la propiedad que estuviese presente en mayor grado; de esta forma si un melocoto´n
es ma´s dulce que a´cido, sera´ clasificado como dulce obviando toda la informacio´n
relativa a su grado de acidez. Si queremos modelar matema´ticamente la compleji-
dad presente en esta situacio´n necesitamos un tipo de particionado que sea capaz
de incluir toda una gama de graduaciones entre las clases de particiones. Ruspini
(1970) proporciona una definicio´n que soluciona este problema: los coeficientes de
pertenencia uij ahora podra´n ser cualquier valor real comprendido en el intervalo
[0, 1]. Hablaremos en este caso de una particio´n de tipo soft, tambie´n denominada
particio´n fuzzy.
Definicio´n 3.3.2 c-Particio´n fuzzy, (Bezdek, 1981). Sea X = {x1, x2, . . . , xn}
un conjunto finito de n elementos donde cada xi ∈ Rq es un observable definido
por q caracter´ısticas; sea Ccn el conjunto de matrices reales de dimensio´n c× n;




∣∣∣∣uij ∈ [0, 1]∀i, j; c∑
j=1






Observamos que la suma de cada uij para cada fila de U sigue valiendo 1, pero
como los valores permitidos para los coeficientes de pertenencia son ahora 0 ≤
uij ≤ 1, ∀i, j es posible que para xi se produzca una distribucio´n arbitraria de los
valores de sus coeficientes de pertenencia a lo largo de los c subconjuntos fuzzy
que forman la particio´n de X. Podr´ıa darse el caso en el que en una fila, todos
los coeficientes valgan 0 excepto uno que valga 1 ya que la particio´n hard Mc
es un subconjunto de la particio´n fuzzy Mfc, por lo que podemos considerar la
particio´n de tipo fuzzy como una generalizacio´n del proceso de particionado hard.
Ejemplo 3.3.2 Supongamos que tenemos el siguiente conjunto de frutas
X = {x1 = pin˜a, x2 = naranja, x3 = pla´tano, x4 = manzana, x5 = melocoto´n}
(3.14)
sobre el que queremos realizar una particio´n fuzzy para clasificarlas en dulces o
a´cidas. Un resultado posible de esta clasificacio´n ser´ıa el siguiente:
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Podemos observar intuitivamente como esta forma de realizar particiones fuzzy
resulta ma´s adecuada para trabajar con conjuntos de datos reales y modelar si-
tuaciones f´ısicas en las que se describan interacciones reales entre los componentes
de los datos. Existen infinitas posibles particiones fuzzy de un conjunto de datos
X. En los pro´ximos ep´ıgrafes de este cap´ıtulo se describira´n distintos algoritmos





En Mazo´n (2011) encontramos una definicio´n del concepto de distancia y su
relacio´n con el espacio me´trico:
Definicio´n 3.4.1 Distancia. Sea X un conjunto, una distancia en X es una
funcio´n de X × X en R+ que a cada par de elementos x, y ∈ X le asocia el
nu´mero d(x, y), satisfaciendo las siguientes propiedades:
(1) d(x,y) = 0 ⇐⇒ x = y,
(2) d(x,y) = d(y,x),
(3) d(x,y) ≤ d(x, z) + d(y, z) (desigualdad triangular)
Al par (X, d) se le denomina espacio me´trico. Si ‖ · ‖ es una norma en un espacio
vectorial E, entonces la funcio´n:
d(x,y) := ‖x− y‖ (3.16)
es una distancia en E. Consecuentemente, cada espacio normado es un espacio
me´trico. En particular, el espacio eucl´ıdeo q-dimensional Rq es un espacio me´trico




(xi − yi)2 (3.17)
Esta distancia euclidiana es probablemente la distancia ma´s utilizada y conocida;
sin embargo existen muchas otras funciones distancia que siguen cumpliendo con
las condiciones anteriormente descritas y que pueden ser utilizadas en las distintas
te´cnicas de clustering. A continuacio´n mostraremos algunas funciones distancia
ma´s utilizadas (Gan, Ma y Wu, 2007).
3.4.1 Distancia euclidiana
Como hemos visto anteriormente, para dos puntos x e y pertenecientes a un es-
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3.4.2 Distancia Manhattan
Tambie´n denominada distancia taxi driver, ya que la distancia se define como la
suma del valor absoluto de la diferencia de cada par de componentes, de forma
ana´loga a como un taxista medir´ıa la distancia en una ciudad formada por manza-
nas perfectamente cuadradas. Para dos puntos x e y pertenecientes a un espacio




|xk − yk| (3.19)
3.4.3 Distancia ma´xima o Chebyshev
Se define como el ma´ximo valor de la distancia de los atributos, por tanto para





|xk − yk| (3.20)
3.4.4 Distancia Minkowski








, r ≥ 1 (3.21)
El coeficiente r se denomina el orden de la distancia. La distancia Minkowski
supone una generalizacio´n de las distancias euclidianas, Manhattan y ma´xima,
ya que si tomamos r = 2 obtenemos la distancia euclidiana, si tomamos r = 1












|xk − yk| (3.22)
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3.4.5 Distancia media euclidiana
Es una modificacio´n de la distancia euclidiana en la cual dos puntos con ningu´n
atributo en comu´n no tendra´n nunca una distancia ma´s pequen˜a que otro par de
puntos cualquiera que contengan los mismos valores de atributos. Para dos puntos












La distancia Chord, propuesta por Kenkel y Orlo´ci (1986) es una modificacio´n de
la distancia euclidiana. Esta´ definida por la distancia de la cuerda que une dos
puntos normalizados unidos por una hiperesfera de radio uno. Se puede calcular




















Propuesta por Legendre y Legendre (1983). La distancia geode´sica es una trans-
formacio´n de la distancia de Chord y se define como el arco de longitud mı´nima
que conecta los dos puntos normalizados sobre la superficie de una hiperesfera de
radio uno
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3.4.8 Distancia Mahalanobis
La distancia de Mahalanobis se define como
dmah(x,y) =
√
(x− y)Σ−1(x− y)T (3.28)
donde Σ es la matriz de covarianzas q× q en la que el elemento (r, s) contiene la
covarianza entre la variable xr y xs, calculada de esta manera
Σ =

c11 c12 · · · c1q


















xik, k = 1, 2, . . . , q (3.31)
Requiere un elevado coste computacional, ya que para calcular la matriz de cova-
rianza se ha de utilizar los n elementos que forman el conjunto de datos.
3.4.9 Distancia media de resta de atributos
Propuesta en Czekanowski (1962). Para dos puntos x e y pertenecientes a un






|xk − yk| (3.32)
3.4.10 I´ndice de asociacio´n
Propuesta en Whittaker (1952). Para dos puntos x e y pertenecientes a un espacio













3.4.11 Me´trica de Canberra
Propuesta en Legendre y Legendre (1983). Para dos puntos x e y pertenecientes






3.4.12 Coeficiente de Czekanowski
Propuesta en Johnson y Wichern (2014). Para dos puntos x e y pertenecientes a
un espacio q-dimensional, se define como





3.4.13 Coeficiente de divergencia
Propuesta en Legendre y Legendre (1983). Para dos puntos x e y pertenecientes













Propuesta en Kaufman y Rousseeuw (2009). Para dos puntos x e y pertenecientes
a un espacio q-dimensional, se define como
ddis(x,y) =
{
1, si x = y
0, si x 6= y (3.37)
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3.5 El algoritmo k-Means
El algoritmo k-means, descrito inicialmente por MacQueen (1967), es uno de los
me´todos de clustering ma´s ampliamente utilizados. Se puede clasificar como un
me´todo de clustering de tipo particional, no jera´rquico, en el cual se divide el
conjunto de datos en un nu´mero k de grupos, cada uno de ellos con un centroi-
de denominado media (means). Este algoritmo requiere establecer el nu´mero de
clusters k de antemano2, as´ı como realizar una inicializacio´n previa de los gru-
pos. Los resultados de agrupacio´n obtenidos dependera´n de forma determinista
tanto del nu´mero de clusters como de la inicializacio´n realizada, por lo que para
confiar en los resultados sera´ conveniente repetir el procedimiento con distintas
inicializaciones para un determinado nu´mero k.
El algoritmo asignara´ cada elemento al cluster cuyo centroide le sea ma´s cercano,
pudiendo pertenecer cada elemento a un u´nico cluster. En cada iteracio´n se ac-
tualizara´n las posiciones de los centroides, hasta que se cumpla un determinado
criterio de parada, bajo el cual se considerara´ que el algoritmo ha finalizado. Como
hemos visto, el funcionamiento del algoritmo tiene dos fases principales: la fase de
inicializacio´n y la fase de iteracio´n. En la primera fase se asignara´ de forma alea-
toria cada uno de los n elementos a uno de los k clusters. En la fase de iteracio´n,
el algoritmo calculara´ la distancia entre cada elemento y cada centroide, reasig-
nando el elemento al cluster cuyo centroide tiene ma´s cercano. Podemos formular
el algoritmo k-means como un problema de optimizacio´n de una funcio´n objetivo
que sera´ minimizada bajo unas determinadas condiciones de convergencia (Gan,
Ma y Wu, 2007).
Definicio´n 3.5.1 Funcio´n objetivo k-means, (Bezdek, 1981). Sea X = {x1, x2,
. . . , xn} ⊂ Rq un conjunto de datos de n elementos. La funcio´n objetivo k-means








donde dij = d(xi,vj) es una funcio´n distancia
3 calculada entre el elemento i y el
centroide j; v = (v1,v2, . . . ,vc) ∈ Rcq,vj ∈ Rq∀j es el conjunto de centroides
de los clusters; vj es el centroide del cluster uj ∈ U, 1 ≤ j ≤ c; y la matriz
2tradicionalmente en este algoritmo se denomina con la letra k el nu´mero de clusters, en lugar
de la letra c que hemos venido utilizando hasta este momento.
3No´tese que, si bien usualmente se utiliza como funcio´n distancia la me´trica euclidiana, cualquiera
de las funciones descritas en el apartado 3.4 podr´ıa ser empleada.
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U = [uij] ∈ Mcp es la matriz de pertenencia relativa a una particio´n de tipo
hard, que cumple las siguientes condiciones:
1. uij ∈ 0, 1∀i = 1, 2, . . . , n; j = 1, 2, . . . , c
2.
∑c
j=1 uij = 1∀i = 1, 2, . . . , n




1, si d(xi,vj) = mı´n
1≤t≤c
d(xi,vt)
0, en otro caso.
(3.39)






Podemos escribir el pseudoco´digo del algoritmo de la siguiente manera
Algoritmo 3.5.1 [k-means] (Duda, Hart y Stork, 1973), (Bezdek, 1981)
(1) Establecer el nu´mero de clusters c, 2 ≤ c < n, inicializar U (0) ∈ Mc. Para
cada paso l, l = 0, 1, 2, . . . :
(2) Calcular los c centroides v
(l)
j con la expresio´n 3.40 y con U
(l).
(3) Actualizar la matriz U (l) con la expresio´n 3.39 ∀i, j.
(4) Comparar U (l) y U (l+1) con cualquier norma matricial. Si ‖U (l+1)−U (l)‖ ≤
L entonces parar de iterar: de otra forma, establece l = l + 1 y vuelve al
paso 2.
No´tese que la complejidad del algoritmo es O(ncq), donde n es el nu´mero de ele-
mentos del conjunto de datos, c es el nu´mero de clusters y q es la dimensionalidad
del espacio me´trico (Phillips, 2002). A causa de esta dependencia es un algoritmo
eficiente para analizar grandes conjuntos de datos, ya que su coste computacional
es lineal con respecto al taman˜o de los conjuntos; sin embargo es interesante sen˜a-
lar que el algoritmo no trabaja tan eficazmente cuando el nu´mero de dimensiones
q es muy elevado. En este tipo de algoritmo, la convergencia hacia un mı´nimo
absoluto no esta´ garantizada ya que puede suceder que el algoritmo encuentre un
mı´nimo local, no o´ptimo, en el que se detenga. Esto se puede evitar iterando el
algoritmo con diferentes inicializaciones; algunas de e´stas proporcionara´n mejo-
res resultados de agrupamiento que otras no tan favorables por lo que podremos
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evaluar la calidad del resultado en funcio´n de la inicializacio´n utilizada. Existen
numerosas variaciones de este algoritmo esta´ndar, como el algoritmo k-armonic,
el algoritmo EM Gaussiano o el algoritmo Fuzzy c-means, del cual hablaremos a
ma´s adelante (Gan, Ma y Wu, 2007).
Ejemplo 3.5.1 Podemos definir un sencillo clasificador de hojas de a´rboles te-
niendo en cuenta u´nicamente las dimensiones de sus hojas, es decir, midiendo el
ancho y el largo de cada hoja. La siguiente figura muestra un pequen˜o conjunto de
estas duplas de datos recogidas experimentalmente y pertenecientes a tres clases
de a´rboles distintas (pino, a´lamo y haya). Se puede observar como los datos se
agrupan claramente en tres clusters. Se mostrara´ el resultado de aplicar el algo-
ritmo de k-means para una inicializacio´n aleatoria de tres clusters (k = 3), y
utilizando una me´trica euclidiana.
Figura 3.1: Conjunto de datos con las distintas medidas de las dimensiones de las hojas.
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Figura 3.2: Inicializacio´n de los tres centroides.
Figura 3.3: Proceso de convergencia: paso 1.
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Figura 3.4: Proceso de convergencia: paso 2.
No´tese como los centroides, en su proceso iterativo hacia la con-
vergencia final, atraviesan distintos estadios intermedios. Dicha
secuencia de posiciones constituye una transicio´n desde la posi-
cio´n inicial hasta la posicio´n final.
Es interesante representar los coeficientes de pertenencia 3.39 mediante un co´digo
de color asignado para cada cluster. Podemos comprobar como los coeficientes uij
tienen u´nicamente los valores 0 o´ 1 y por lo tanto un elemento pertenece so´lo a
un cluster.
Figura 3.5: Coeficientes de pertenencia de cada elemento a cada cluster.
88
3.6 El algoritmo Fuzzy c-Means (FCM)
3.6 El algoritmo Fuzzy c-Means (FCM)
El algoritmo fuzzy c-means supone una generalizacio´n de las funciones descritas
en 3.38, transforma´ndolas en una familia infinita de funciones. La primera de
estas generalizaciones la realizo´ Dunn (1973), siendo posteriormente formulado
por Bezdek (1981) como una extensio´n del algoritmo k-means.
Definicio´n 3.6.1 Funciones objetivo fuzzy c-means, (Bezdek, 1981). Sea X =
{x1,x2, . . . ,xn} ⊂ Rq un conjunto de datos de n elementos. La funcio´n objetivo










es una particio´n fuzzy de X,
V = (v1,v2, . . . ,vc) ∈ Rcq, vj ∈ Rq (3.43)
es el conjunto de centroides asociados a los clusters uj, 1 ≤ j ≤ c, y
dij = d(xi,vj) (3.44)
es cualquier funcio´n distancia en Rq; uij es el coeficiente de pertenencia del ele-
mento xi al cluster j; y por u´ltimo λ ∈ [1,∞) es el exponente de peso, o grado
de fuzziness del proceso.
La funcio´n originariamente propuesta por Dunn (1973) se obtiene estableciendo
λ = 2 y seleccionando la distancia euclidiana d(ij) = deuc(ij). Posteriormen-
te fue generalizada de por Bezdek (1973) en la siguiente familia de funciones
{Jλ|1 ≤ λ <∞}. Podemos observar ahora las funciones objetivo tienen la distan-
cia ponderada por los coeficientes de pertenencia uij . Como Mfc es una particio´n
fuzzy, dichos coeficientes pueden tener cualquier valor entre [0, 1].
El proceso de fuzzy clustering se conseguira´ mediante una optimizacio´n iterativa
de la funcio´n objetivo Jλ, actualizando en cada iteracio´n tanto los coeficientes
de pertenencia uij como los centroides vj a trave´s de las siguientes expresiones
(Bezdek, 1981)
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La matriz U : n × c es ahora una particio´n fuzzy de X, construida por los coefi-
cientes de pertenencia uij
Uij =
u11 · · · u1c... . . . ...
un1 · · · unc
 (3.47)
Como condicio´n sobre la particio´n fuzzy seguimos teniendo que la suma de los
coeficientes de pertenencia de un elemento a todos los centroides tiene que ser
igual a la unidad.
c∑
j=1
uij = 1, ∀1 ≤ i ≤ n. (3.48)
Escrito en pseudoco´digo, el algoritmo fuzzy c-mean propuesto por Bezdek queda
de la siguiente manera:
Algoritmo 3.6.1 [fuzzy c-means (FCM)] (Bezdek, 1973)
(1) Establecer el nu´mero de clusters c, 2 ≤ c < n. Escoger cualquier funcio´n dis-
tancia en Rq; establecer λ, 1 ≤ λ <∞. Inicializar U (0). Para cada iteracio´n
l, l = 0, 1, 2, . . . , :
(2) Calcular los centroides {v(l)j } mediante U (l) y la expresio´n (3.46).
(3) Actualizar U (l) mediante {v(l)j } y la expresio´n (3.45).
(4) Comparar U (l) con U (l+1) utilizando cualquier norma matricial, siendo  ∈
(0, 1) un criterio de parada arbitrario. Si ‖ U (l+1)−U (l) ‖≤  entonces parar,
de lo contrario establecer l = l + 1 y volver al paso 2.
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Ejemplo 3.6.1 Supongamos que ampliamos el nu´mero de medidas del conjun-
to de datos presentado en el ejemplo 3.5.1 tal y como vemos en la figura que se
muestra a continuacio´n. Apl´ıquese el algoritmo fuzzy c-means con valor de λ = 2,
c = 3 y me´trica euclidiana. Se utilizara´ la misma inicializacio´n que en mencio-
nado ejemplo para realizar una comparativa de los resultados obtenidos.
Figura 3.6: Inicializacio´n de los centroides.
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Figura 3.7: Aplicacio´n del algoritmo FCM: paso 1.
Figura 3.8: Aplicacio´n del algoritmo FCM: paso 2.
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Figura 3.9: Coeficientes de pertenencia uij .
Podemos comparar los resultados obtenidos para los coeficientes de pertenencia en
este caso con los obtenidos en el ejemplo 3.5.1. Observamos como los valores de uij
pueden ahora tener cualquier valor comprendido entre el 0 y el 1, y por tanto un
mismo elemento pertenecer en distinto grado a varios clusters simulta´neamente.
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3.7 El algoritmo Fuzzy Ordered c-Means (FOCM)
Propuesto por Mart´ınez y Liern (2017), consiste en una variacio´n del algoritmo
fuzzy c-means en el cual se tiene en cuenta el orden de los elementos de X para
realizar la particio´n fuzzy. La propuesta surge de la necesidad de comparar se-
cuencias de datos, es decir, conjuntos de datos en los que el orden juega un papel
determinante. Supongamos que tenemos una secuencia X = {xi}ni=1 de n elemen-
tos, donde cada xi ∈ Rq y queremos realizar una particio´n de tipo fuzzy en un
nu´mero c de grupos, pero en la cual el orden de los elementos de X este´ correlacio-
nado con el orden de los centroides vj ; es decir, que sobre aquellos elementos que
tengan posiciones iniciales exista una predisposicio´n mayor a ser incluidos en los
grupos iniciales, y que sobre aquellos elementos que tengan unas posiciones ma´s
cercanas al final exista una mayor predisposicio´n hacia su pertenencia a grupos
finales.
Esta dependencia de los ı´ndices i (que representan a los n elementos de la secuen-
cia X), con los ı´ndices j (que representan los distintos c centroides de la particio´n
fuzzy) sera´ expresada en te´rminos matema´ticos mediante funciones de vecindad,
que proporcionaran un coeficiente de peso comprendido entre [0, 1] para cada una
de las distintas duplas (i, j).
De esta manera la dependencia con el orden podra´ ser introducida en el algoritmo
de clustering ya que utilizaremos los pesos proporcionados por las funciones de
vecindad para modificar los coeficientes de pertenencia correspondientes a la ma-
triz U. Dicha dependencia con el orden u´nicamente podra´ ser definida mediante
particiones de tipo fuzzy en las cuales la matriz U puede ser continua, es decir,
ya no esta´ formada por unos o ceros sino que admite que sus elementos tomen
cualquier valor real entre 0 y 1, con la condicio´n de que la suma de los valores de
cada fila sea igual a la unidad.
3.7.1 Funciones de vecindad
Definicio´n 3.7.1 Una funcio´n continua f : R2 → R es una funcio´n de vecindad
entre dos secuencias {xi}ni=1 y {vj}cj=1 con c < n si∫ n−1
0
f(i, j)di <∞, ∀j ∈ {1, 2, . . . , c}, ∀i ∈ {1, 2, . . . , n} (3.49)
donde n, c son los nu´meros de elementos de la primera y segunda secuencia, res-
pectivamente.
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donde n, c son los nu´meros de elementos de la primera y segunda secuencia, res-
pectivamente, y σ la anchura de la gaussiana. Podemos definir tres sub tipos
de funciones de vecindad gaussianas (ancha, normal, estrecha) estableciendo es-



















Figura 3.10: Funcio´n de vecindad gaussiana.
Definicio´n 3.7.3 Funcio´n de vecindad exponencial







donde n, c son los nu´meros de elementos de la primera y segunda secuencia, res-
pectivamente, y τ la anchura de la funcio´n. Podemos definir tres sub tipos de
funciones de vecindad exponenciales (ancha, normal, estrecha) estableciendo esto



















Figura 3.11: Funcio´n de vecindad exponencial.
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, si j 6= 0 y 0 ≤ i ≤ µ
1− (i−µ)





(c− 1) j, (3.53)












Figura 3.12: Funcio´n de vecindad triangular.
Definicio´n 3.7.5 Funcio´n de vecindad rectangular
f(i, j) =

0, si 0 ≤ i < µ− L/2
1, si µ− L/2 ≤ i ≤ µ+ L/2





(c− 1) j (3.55)






es la anchura del recta´ngulo.
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Figura 3.13: Funcio´n de vecindad rectangular.




µ−L/2 , si 0 ≤ i < µ− L/2
1, si µ− L/2 ≤ i ≤ µ+ L/2
L/2+µ−i





(c− 1) j, (3.58)






es la anchura del trapecio.
Figura 3.14: Funcio´n de vecindad trapezoidal.
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a = −2j/(c− 1) + 1
b = τ/(n− 1)
c = (n− 1)/2
siendo n, c los nu´meros de elementos de la primera y segunda secuencia, respec-
tivamente, y τ es la anchura del escalo´n de la funcio´n sigmoidal. Podemos definir
tres sub tipos de funciones de vecindad sigmoidales (ancha, normal, estrecha) es-
tableciendo estos valores del para´metro τ , que representa la pendiente del escalo´n










Figura 3.15: Funcio´n de vecindad sigmoidal.
Definicio´n 3.7.8 Funcio´n de vecindad discreta
f(i, j) =
{
1, si i = j
0, si i 6= j (3.61)
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3.7.2 Descripcio´n del algoritmo FOCM
Nuestra propuesta sera´ modificar el algoritmo FCM expuesto en 3.6 de tal ma-
nera que el orden de las secuencias influya en el resultado del procedimiento de
clustering (Mart´ınez y Liern, 2017). Introduciremos un cambio sustancial: para
cada paso del algoritmo, una vez que la particio´n U haya sido calculada asigna-
remos un peso a cada elemento uij calculado gracias a una funcio´n de vecindad
f(i, j) espec´ıfica, previamente seleccionada. Para poder cumplir con los criterios
de convergencia del algoritmo FCM expuestos en 3.48, normalizaremos la nueva












uij · f(i, j)
c∑
k=1










Algoritmo 3.7.1 [Fuzzy ordered c-means (FOCM)] (Mart´ınez y Liern, 2017)
(1) Escoger cualquier funcio´n de vecindad conveniente.
(2) Escoger cualquier funcio´n distancia d en Rq; establecer λ, 1 ≤ λ < ∞.
Inicializar Û (0). Para cada iteracio´n l, l = 0, 1, 2, . . . , :
(3) Calcular los centroides {v(l)j } con Û (l) y la expresio´n 3.64.
(4) Actualizar Û (l) utilizando las ecuaciones 3.62, 3.63 y {v(l)j }.
(5) Comparar Û (l) con U˜ (l+1) utilizando cualquier norma matricial, siendo  ∈
(0, 1) un criterio de parada arbitrario. Si ‖ Û (l+1)−Û (l) ‖≤  entonces parar,
de lo contrario establecer l = l + 1 y volver al paso 3.
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Ejemplo 3.7.1 Repitamos el experimento del ejemplo 3.5.1 pero esta vez utili-
zando el algoritmo Fuzzy Ordered c-means, con una funcio´n de vecindad de tipo
gaussiana, me´trica euclidiana, λ = 2, c = 3, y la misma inicializacio´n.
Figura 3.16: Ejemplo de funcio´n de vecindad gaussiana para los valores de i = 53 y j = 1.
Figura 3.17: Inicializacio´n de los centroides.
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Figura 3.18: Aplicacio´n del algoritmo FOCM: paso 1.
Figura 3.19: Aplicacio´n del algoritmo FOCM: paso 2.
101
Cap´ıtulo 3. Marco teo´rico: clustering, disimilitud y transiciones difusas
Figura 3.20: Aplicacio´n del algoritmo FOCM: paso 3.
Figura 3.21: Aplicacio´n del algoritmo FOCM: paso 4.
Podemos comparar los resultados obtenidos para los coeficientes de pertenencia
en este caso con los obtenidos en el ejemplo anterior. Observamos como los valores
de uij se han ordenado con respecto al orden inicial de los clusters (pino, a´lamo
y haya).
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Figura 3.22: Coeficientes de pertenencia uij calculados con FOCM.
3.7.3 Transiciones difusas simples
Como hemos visto, durante la ejecucio´n de los algoritmos de clustering FCM y
FOCM los centroides sufren en cada iteracio´n una modificacio´n de sus coordenadas
desde el estado inicial hasta el estado final en el que se ha conseguido minimizar
una determinada funcio´n objetivo bajo un criterio de parada arbitrario. Se puede
entender que la secuencia de posiciones intermedias por las que cada centroide
pasa constituye una transicio´n desde su posicio´n inicial hasta su posicio´n final en
la que se ha minimizado paulatinamente dicha funcio´n objetivo, y por tanto se
ha reducido progresivamente la distancia entre este centroide y los miembros del
cluster asociados a e´l. El cara´cter determinista de estos algoritmos garantiza que
dada una inicializacio´n siempre se obtendra´n los mismos estados parciales y final.
Definicio´n 3.7.9 Transicio´n difusa simple. Sea X = {x1, x2, . . . , xn} ⊂ Rq un
conjunto de datos en un espacio me´trico Rq. Sea Vl = {vl1, vl2, . . . , vlc} ∈ Rcq,
vj ∈ Rq con 1 ≤ j ≤ c y 2 ≤ c ≤ n el conjunto de c centroides calculados me-
diante la aplicacio´n del algoritmo FCM o FOCM sobre el conjunto de datos X en
la iteracio´n nu´mero l, para un total de k iteraciones. Sea V0 = {v01, v02, . . . , v0c} la
inicializacio´n previa de los centroides requerida a la ejecucio´n del algoritmo. Una
transicio´n difusa desde los centroides iniciales V0 hasta los centroides finales Vk
viene definida por la siguiente secuencia
T = {V0,V1, . . . ,Vk} = {Vl}kl=0,Vl ∈ Rcq (3.65)
con 0 ≤ k <∞; 0 ≤ l ≤ k; y donde cada Vl = {vl1,vl2, . . . ,vlc} ∈ Rcq representa
el conjunto de centroides del proceso en cada iteracio´n l, y V0 = {v01,v02, . . . ,v0c}
representa la inicializacio´n de los centroides previa a la ejecucio´n del algoritmo, y
c es el nu´mero de centroides.
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3.8 El algoritmo Fuzzy Complete Transitions (FCT)
3.8.1 Descripcio´n del algoritmo FCT
En esta seccio´n proponemos un nuevo algoritmo de clustering, basado en el
FOCM, capaz de realizar transiciones completas entre dos secuencias cualesquie-
ra, de distinto nu´mero de elementos, respetando el orden de los mismos durante
el proceso. Dadas dos secuencias de n y c elementos en un espacio me´trico Rq, el
algoritmo inicializa el conjunto de centroides con la secuencia que deseamos mo-
dificar, usualmente la que posee un menor nu´mero de elementos c, siendo c < n.
Esta secuencia se denominara´ en lo sucesivo como secuencia B. Nuestro objetivo
sera´ llegar mediante progresivas modificaciones de B a la secuencia final de n ele-
mentos, nuestra meta, denominada secuencia A. Asignaremos con los elementos
de A el conjunto de datos inicial sobre el que se calculara´n las sucesivas particio-
nes fuzzy. Aplicaremos FOCM y una vez que e´ste haya acabado, an˜adiremos un
nuevo centroide al conjunto final de centroides, ejecutando nuevamente el algo-
ritmo y repitiendo el proceso hasta que el nu´mero de centroides de la secuencia
B haya alcanzado al nu´mero de datos de la secuencia A. En este punto el algo-
ritmo converge y la secuencia B se ha convertido exactamente en la secuencia A,
proporcionando un gran nu´mero de estados intermedios por el camino.
Algoritmo 3.8.1 [Algoritmo FCT (Fuzzy Complete Transitions)]
(1) Escoger cualquier funcio´n de vecindad conveniente.
(2) Escoger cualquier funcio´n distancia d en Rq; establecer λ, 1 ≤ λ < ∞.
Establecer c0 = c.
(3) Inicializar los centroides: asignar los c0 centroides con los valores desde los
que se desea partir. Para cada iteracio´n l, l = 0, 1, 2, . . . , :
(4) Si cl > n parar; de lo contrario si cl ≤ n hacer:
(5) Si cl = n establecer como funcio´n de vecindad la vecindad discreta (ve´ase
3.7.8), de lo contrario continuar con la misma funcio´n de vecindad.
(6) Actualizar Û (l) utilizando las ecuaciones 3.62, 3.63 y {v(l)j }.
(7) Comparar Û (l) con U˜ (l+1) utilizando cualquier norma matricial, siendo  ∈
(0, 1) un criterio de parada arbitrario. Si ‖ Û (l+1)−Û (l) ‖≤  entonces saltar
al paso 8. En caso contrario establecer l = l+1, calcular los centroides {v(l)j }
con Û (l) y la expresio´n 3.64 y volver al paso 6.
(8) Elegir los dos puntos consecutivos h, h + 1 con 1 ≤ h ≤ cl − 1 para los
que la distancia entre ellos es ma´xima, es decir, para la iteracio´n actual l
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(9) Establecer l = l + 1. An˜adir a Vl un centroide nuevo en la posicio´n h + 1
de la secuencia de centroides, con los atributos calculados como la media:
(vlh + v
l
h+1)/2. Actualizar cl = cl + 1. Volver al paso 4.
El conjunto de todos los estados por los que atraviesa el conjunto de centroides
constituye una transicio´n difusa completa desde el estado inicial V0 hasta el estado
final Vk. En dicho estado final el nu´mero de centroides ck es igual al nu´mero de
puntos n y cada centroide i es igual al elemento i, cumplie´ndose la condicio´n 3.66.
3.8.2 Transiciones difusas completas
Resulta posible realizar una transicio´n desde cualquier estadio inicial, represen-
tado por los centroides V0 = {v01,v02, . . . ,v0c0}, hasta el conjunto de datos inicial
X = {x1,x2, . . . ,xn}, de tal manera que tras un total de k iteraciones
vki = xi,∀1 ≤ i ≤ n (3.66)
Definicio´n 3.8.1 Transicio´n difusa completa. Sea X = {x1, x2, . . . , xn} ⊂ Rq
un conjunto de datos en un espacio me´trico Rq. Sea Vl = {vl1, vl2, . . . , vlcl} ∈
Rcq, vj ∈ Rq con 1 ≤ j ≤ cl y 2 ≤ cl ≤ n el conjunto centroides calculados
mediante el algoritmo FCT (ve´ase 3.8.1) sobre el conjunto de datos X en la ite-
racio´n nu´mero l, para un total de k iteraciones. Sea V0 = {v01, v02, . . . , v0c} la
inicializacio´n previa de los centroides requerida a la ejecucio´n del algoritmo. Una
transicio´n difusa completa desde los centroides iniciales V0 hasta los centroides
finales Vk viene definida por la siguiente secuencia
T̂ = {V0,V1,V2, . . . ,Vk} = {Vl}kl=0,Vl ∈ Rclq (3.67)
con 0 ≤ k <∞ ; 0 ≤ l ≤ k; y donde cada Vl = {vl1,vl2, . . . ,vlc} ∈ Rcq representa
el conjunto de centroides del proceso en cada iteracio´n l; V0 = {v01,v02, . . . ,v0c}
representa la inicializacio´n de los centroides previa a la ejecucio´n del algoritmo, y
cl es el nu´mero de centroides existentes en cada iteracio´n cl.
Estas transiciones consistira´n en un acercamiento de los centroides hacia el total
de puntos de X en las que se an˜adira´n progresivamente nuevos centroides, de tal
manera que el nu´mero de e´stos crezca hasta llegar a ser igual que el nu´mero de
puntos del conjunto X . Para cualquier iteracio´n l se cumplira´
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cl ∈ [c, n]
c0 = n
ck = n
donde c es el nu´mero de centroides iniciales, determinados por la inicializacio´n,
n es el nu´mero de puntos del conjunto X, cl es el nu´mero de centroides para
cada iteracio´n l, y k es el nu´mero total de iteraciones necesarias para finalizar la
transicio´n completa.
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3.9 Medida de la disimilitud
Una vez realizada la particio´n del conjunto de datos en los requeridos clusters, a
menudo es u´til definir determinadas magnitudes con las cuales podamos medir el
grado de similitud entre cada uno de los grupos, su cohesio´n o la cercan´ıa entre
alguno de los elementos y unos determinados grupos. Estas propiedades, que en
general no van a satisfacer todos los requisitos de una funcio´n distancia (ve´a-
se 3.4, 3.5, 3.6), se denominara´n disimilitudes y nos proporcionara´n una valiosa
informacio´n relativa a las caracter´ısticas del agrupamiento realizado. A continua-
cio´n resumiremos algunas de las disimilitudes tradicionalmente ma´s utilizadas en
el ana´lisis de cluster, para a continuacio´n proponer dos nuevas medidas de la
disimilitud basadas en el fuzzy clustering y los algoritmos FCM y FOCM.
3.9.1 Disimilitud de vecino ma´s cercano
Propuesta por Williams y Lambert (1966). Supongamos que hemos realizado una
particio´n U (exclusivamente de tipo hard) de un conjunto de n datos X =
{x1,x2, . . . ,xn} sobre un total de c, 2 ≤ c < n clusters. Supongamos que
Y = {y1,y2, . . . ,yr} y Z = {z1, z2, . . . , zs} son dos clusters cualquiera, que
contienen un nu´mero r y s de elementos de X respectivamente. La disimilitud4




donde d es cualquier funcio´n distancia.
3.9.2 Disimilitud de vecino ma´s lejano
Propuesta por Duran y Odell (1974). Sea d una funcio´n distancia. La disimilitud




4No´tese que ahora no podemos hablar de funcio´n distancia ya que, en general, no se tiene porque´
cumplir que Dnear(Y,Z) ≤ Dnear(Y,W) + Dnear(Z,W),∀ Z,Y,W ⊂ X.
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3.9.3 Disimilitud media entre vecinos
Propuesta por Duran y Odell (1974). Sea d una funcio´n distancia. La disimilitud










Propuesta por Duran y Odell (1974). Sea d una funcio´n distancia. La disimilitud


















3.9.5 Disimilitud entre centroides
Supongamos que hemos realizado una particio´n U (hard o fuzzy) de un conjunto
de n datos X = {x1,x2, . . . ,xn} sobre un total de c, 2 ≤ c < n clusters. Las











donde uij son los coeficientes de pertenencia de la matriz de particio´n U, y λ es
el grado de fuzzyness del proceso de clustering. No´tese que cuando el clustering
sea de tipo hard, λ = 1.
La disimilitud5 entre dos centroides cualquiera vi,vj estara´ definida por la si-
5En este caso concreto es fa´cil demostrar que esta disimilitud s´ı que satisface las condiciones de
una funcio´n distancia.
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guiente expresio´n
Dmean(vi,vj) = d(vi,vj) (3.75)
donde d es cualquier funcio´n distancia.
3.9.6 Disimilitud media entre conjunto de datos y centroides
Definicio´n 3.9.1 Disimilitud media. Supongamos que hemos realizado una parti-
cio´n U ( hard o fuzzy) de un conjunto de n datos X = {x1, x2, . . . , xn} generando
un total de c, 2 ≤ c < n clusters V = {v1, v2, . . . , vc}. La disimilitud media entre








uij · d(xi,vj) (3.76)
donde uij son los coeficientes de pertenencia de la matriz de particio´n U, y d es
cualquier funcio´n distancia.
3.9.7 Disimilitud media ordenada entre conjunto de datos y
centroides
Definicio´n 3.9.2 Disimilitud media ordenada. Supongamos que hemos realizado
una particio´n U de tipo fuzzy de un conjunto de n datos X = {x1, x2, . . . , xn}
mediante el algoritmo FOCM (3.7), generando un total de c, 2 ≤ c < n clusters
V = {v1, v2, . . . , vc}. La disimilitud media ordenada entre el conjunto de datos y








uˆij · d(xi,vj) (3.77)
donde uˆij son los coeficientes de pertenencia de la matriz de particio´n U calcula-
dos mediante el algoritmo FOCM, y d es cualquier funcio´n distancia.
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3.10 Resumen
En este cap´ıtulo hemos descrito las caracter´ısticas y funcionamiento de los me´to-
dos de clustering, haciendo especial e´nfasis en los algoritmos k-means (MacQueen,
1967) y fuzzy c-means (Bezdek, 1981). Se han enumerado las principales funcio-
nes distancia utilizadas ma´s comu´nmente en este tipo de procedimientos (3.4) as´ı
como las principales medidas de disimilitud existente entre conjunto de datos y
centroides (3.9).
A continuacio´n se ha propuesto un nuevo algoritmo denominado Fuzzy Ordered
C-Means (FOCM) (ve´ase 3.7), basado en el algoritmo fuzzy c-means (ve´ase 3.6),
mediante el cual podremos realizar procesos de clustering sobre conjunto de datos
ordenados. Nuestro algoritmo FOCM aplica las denominadas funciones de vecin-
dad (3.7.1) en el ca´lculo de los coeficientes de pertenencia de la matriz de particio´n
fuzzy de la secuencia inicial; de esta manera se introduce la concordancia ordinal
entre secuencia de datos y secuencia de centroides en el proceso de realizacio´n
del agrupamiento fuzzy, quedando los elementos iniciales de la secuencia de datos
ma´s relacionados con los elementos iniciales de la secuencia de centroides, y al
mismo tiempo los elementos finales de la secuencia de datos ma´s relacionados con
los elementos finales de la secuencia de centroides. El grado de dependencia con
el orden y el comportamiento del algoritmo se vera´n fuertemente determinados
por el tipo y configuracio´n de funcio´n de vecindad empleada.
Una vez realizada la particio´n y establecidos los coeficientes de pertenencia de
cada elemento de la secuencia de datos a cada uno de los centroides6 podemos
definir una medida de la disimilitud entre secuencia de datos inicial y centroides
iniciales, en la cual acumularemos las distintas distancias existentes entre cada
elemento de la secuencia inicial y la secuencia inicial de centroides, ponderada
por su coeficiente de pertenencia anteriormente calculado (3.9.1 y 3.9.2). Con
estas definiciones podremos comparar dos secuencias cualesquiera de datos or-
denados, aunque contengan distinto nu´mero de elementos: estableceremos como
secuencia de datos a la secuencia que contenga un nu´mero mayor de elementos; al
mismo tiempo inicializaremos la secuencia de centroides con los elementos de la
secuencia que tenga un menor nu´mero de elementos; seleccionaremos una deter-
minada funcio´n de vecindad para la aplicacio´n del algoritmo FOCM, y por u´ltimo
calcularemos la disimilitud utilizando los coeficientes finales.
6Recuerde el lector que al tratarse de una particio´n de tipo fuzzy, un elemento de la secuencia
inicial puede pertenecer al mismo tiempo a varios centroides, siempre que cumpla con la condicio´n
de convergencia que exige que la suma de los coeficientes de pertenencia de un elemento cualquiera
a cada uno de los centroides ha de ser igual a uno (3.48).
110
3.10 Resumen
En el transcurso de cada iteracio´n tanto del algoritmo FCM como del FOCM,
los centroides van actualizando sus posiciones hasta la convergencia final en la
que una determinada funcio´n objetivo ha sido minimizada (3.41). En el caso del
FOCM, la secuencia de centroides puede sufrir incluso un giro para acomodar su
centroides iniciales y finales con los elementos iniciales y finales de la secuencia de
datos, respectivamente. Dichas posiciones intermedias constituyen una transicio´n
difusa simple. Adema´s, gracias al algoritmo FOCM hemos definido una medida
de la disimilitud media ordenada entre el conjunto ordenado de centroides y el
conjunto ordenado de datos (ve´ase 3.76).
Hemos presentado un nuevo algoritmo, denominado Fuzzy Com-
plete Transitions (FCT). Dicho algoritmo aplicara´ de forma recu-
rrente el algoritmo FCM, pero an˜adiendo un nuevo centroide cada
vez que se produzca la convergencia del FCT. Cuando el nu´me-
ro de centroides sea igual al nu´mero de elementos, la funcio´n de
vecindad se cambiara´ a la vecindad discreta (3.7.8) y las posicio-
nes finales de los u´ltimos centroides sera´n movidos exactamente
a las posiciones de los elementos de la secuencia inicial, donde
el algoritmo convergera´ y finalizara´. De esta manera, para dos
secuencias de datos ordenados cualesquiera de distinto nu´mero
de elementos, podemos generar una transicio´n completa de la de
menor nu´mero de elementos hacia la de mayor nu´mero de ele-
mentos sencillamente acumulando todos los estados intermedios
arrojados por la aplicacio´n de nuestro algoritmo FCT. Dichas po-
siciones intermedias constituyen una transicio´n difusa completa.
La aplicacio´n de los algoritmos FOCM y FCT, as´ı como el ca´lculo de la disimili-
tud media ordenada, puede llevarse a cabo sobre cualquier conjunto ordenado de
centroides y conjunto ordenado de datos, siempre que ambos posean el mismo nu´-
mero de atributos o caracter´ısticas que puedan ser parametrizados como nu´meros







La funcio´n del creador es pasar por tamiz los elementos que
recibe, porque es necesario que la actividad humana se imponga a s´ı
misma sus l´ımites. Cuanto ma´s vigilado se halla el arte, ma´s limitado
y trabajado, ma´s libre es.
(Stravinski, 1983, pa´g. 86)
4.1 Introduccio´n
Este cap´ıtulo se exponen las principales aportaciones al a´mbito de la composicio´n
musical asistida por ordenador que se han llevado a te´rmino en la presente inves-
tigacio´n. Utilizando las herramientas matema´ticas y algor´ıtmicas propuestas en
el cap´ıtulo anterior, se describira´n nuevos procesos para la generacio´n de transi-
ciones y variaciones musicales ya sean de cara´cter melo´dico, r´ıtmico, armo´nico o
t´ımbrico. La implementacio´n computacional realizada de estas te´cnicas ha cris-
talizado en el software Mercury, que se muestra a lo largo del cap´ıtulo como
una versa´til y novedosa herramienta informa´tica capaz de enriquecer el extenso
cata´logo de software destinado a asistir al compositor musical durante su arduo
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proceso creativo.
El procedimiento que seguiremos sera´ el siguiente: en primer lugar nos centrare-
mos en el a´mbito melo´dico, formulando matema´ticamente los atributos propios
de la melod´ıa como una secuencia ordenada de notas musicales de tal forma que
sea posible su inclusio´n en los algoritmos FCM, FOCM y FCT (ve´ase 3.6, 3.7,
3.8.1). A continuacio´n, estudiaremos la disimilitud melo´dica gracias a la aplica-
cio´n sobre la melod´ıa de las definiciones de disimilitud media y disimilitud media
ordenada, propuestas en el cap´ıtulo anterior (ve´ase 3.9.1 y 3.9.2), ejemplifican-
do su utilizacio´n y mostrando los diferentes resultados de disimilitud obtenidos
en varios experimentos realizados con nuestro software Mercury. Por u´ltimo,
nos centraremos en las transiciones melo´dicas, simples y completas, generadas
con el algoritmo FOCM aplicado sobre dos melod´ıas, as´ı como en las transicio-
nes melo´dicas completas obtenidas mediante la aplicacio´n del algoritmo FCT.
Ejemplificaremos el funcionamiento de estas transiciones mostrando los resulta-
dos computacionales procedentes de varios experimentos realizados en Mercury
con distintas l´ıneas melo´dicas iniciales y finales, funciones de vecindad, funciones
distancia y dema´s para´metros configurables.
A continuacio´n extenderemos el proceso expuesto anteriormente sobre el resto
de caracter´ısticas musicales incluidas en nuestra investigacio´n como son el rit-
mo, la armon´ıa y finalmente el timbre. Definiremos en cada caso una disimili-
tud y mediante el algoritmo FCT generaremos transiciones r´ıtmicas, armo´nicas
y t´ımbricas, mostra´ndose los resultados computacionales de varios experimentos
realizados mediante Mercury.
Este cap´ıtulo pone de manifiesto las posibilidades de las te´cnicas
de clustering definidas en el cap´ıtulo anterior aplicadas al a´mbito
de la composicio´n musical asistida por ordenador. La implementa-
cio´n computacional de dichas te´cnicas, tanto para el ca´lculo de la
disimilitud como para la generacio´n de las transiciones musicales
ha sido realizada mediante la programacio´n completa del softwa-
re Mercury, disen˜ado sobre los lenguajes de programacio´n C#
(para la parte de ca´lculo) y VB.NET (para la interfaz de usuario).
Estas te´cnicas se muestran como una poderosa herramienta para
la generacio´n algor´ıtmica de variaciones y transiciones de mate-
rial musical preexistente, ya sean de cara´cter melo´dico, r´ıtmico,
armo´nico o t´ımbrico; proporcionando por tanto al compositor una
fuente casi inagotable de ideas musicales con las que enriquecer
su produccio´n musical.
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4.2 Implementacio´n computacional con Mercury®
4.2.1 Descripcio´n del software Mercury
Presentamos en esta seccio´n nuestro software Mercury®, un nuevo programa
orientado a la composicio´n musical asistida por ordenador. Mercury implementa
los algoritmos descritos en los cap´ıtulos anteriores y es capaz de generar cuatro1
tipos ba´sicos de transiciones: melo´dicas, r´ıtmicas, armo´nicas o t´ımbricas, desde
una secuencia de material musical B hasta una secuencia A, de distinto nu´me-
ro de elementos, proporcionadas por el usuario. Para este propo´sito, Mercury
implementa los algoritmos FCM, FOCM y FCT y es capaz de extraer las carac-
ter´ısticas musicales necesarias con las que representar los datos. Una vez que el
usuario ha decidido con que´ tipo de material inicial va a trabajar, ha configu-
rado los para´metros y experimentado con los resultados obtenidos, el material
musical generado por el programa puede ser fa´cilmente exportado a un archivo
MusicXML que puede ser importado a cualquier programa de notacio´n musical
(e.g. MuseScore, Finale, Sibelius, etc.) donde el compositor puede continuar con
su labor creativa (Mart´ınez y Liern, 2019).
1Veremos en el cap´ıtulo siguiente que Mercury tambie´n tiene otras funcionalidades relacionadas
con la comparacio´n de sistemas de afinacio´n y transiciones entre los mismos, adema´s de permitir
el ana´lisis FFT y deteccio´n de frecuencia fundamental desde archivos de audio mediante algoritmos
como el Harmonic Product Spectrum o Cepstrum, tal y como se explicara´ en el siguiente cap´ıtulo.
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Figura 4.1: Capturas de pantalla del programa Mercury.
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4.2.2 Estructura del programa
Mercury se compone fundamentalmente de cuatro mo´dulos independientes: el
mo´dulo de entrada y salida de datos, el mo´dulo de ca´lculo, el mo´dulo de la interfaz
de usuario, y la librer´ıa de notacio´n musical gra´fica. Estos mo´dulos se comunican
entre s´ı mediante un conjunto de clases de dominio capaces de representar y com-
partir toda la informacio´n musical simbo´lica necesaria para la mu´sica (Mart´ınez
y Liern, 2019).
Mo´dulo de I/O
Mercury recibe como para´metro de entrada partituras musicales en formato
MusicXML, que pueden ser fa´cilmente generadas mediante cualquier programa
de edicio´n de partituras (Musescore©, Sibelius©, Finale©, music21©, etc.). El
programa analiza la informacio´n incluida en la estructura de etiquetas del forma-
to XML y lo traduce en objetos musicales de la capa de dominio. Una vez que
la notacio´n musical ha sido codificada, los algoritmos trabajan con informacio´n
representada en vectores y matrices con las que se realizara´n los ca´lculos matema´-
ticos necesarios para obtener los valores de disimilitud y generar las transiciones
entre distintos materiales musicales. En esta versio´n del software, la melod´ıa es-
ta´ restringida a l´ıneas monofo´nicas escritas u´nicamente en un pentagrama y una
capa, sin ningu´n tipo de restriccio´n en te´rminos de duracio´n, patrones r´ıtmicos,
articulaciones, dina´micas, silencios, etc. En el caso de las transiciones armo´nicas,
la u´nica restriccio´n reside en el hecho de que las armon´ıas inicial y final tienen
que poseer el mismo nu´mero de voces, sin que exista ningu´n l´ımite en el nu´mero
de e´stas o duracio´n de la secuencia armo´nica. Por u´ltimo, en el caso de las es-
tructuras r´ıtmicas, deben introducirse escritas en un u´nico pentagrama y capa;
el programa en este caso omitira´ toda la informacio´n relativa a las alturas de las
notas (Mart´ınez y Liern, 2019).
Figura 4.2: Menu´ para cargar dos melod´ıas.
Todos los resultados generados por Mercury pueden ser fa´cilmente exportados
a un fichero MusicXML, por lo que el usuario-compositor tiene la posibilidad de
utilizarlos como material musical en su proceso compositivo. Adema´s el progra-
ma permite escuchar directamente desde el programa, a trave´s de la reproduccio´n
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MIDI, las melod´ıas, acordes o ritmos generados para evaluar el material musical
y filtrar los resultados obtenidos, seleccionando u´nicamente aquellos que enca-
jen mejor con sus criterios compositivos. Los ejemplos musicales mostrados en el
presente cap´ıtulo han sido generados en su totalidad con Mercury, siguiendo
este proceso descrito, y maquetados finalmente mediante un programa editor de
partituras para su posterior exportacio´n gra´fica como formato vectorial eps.
Mo´dulo de ca´lculo
En el mo´dulo de ca´lculo, Mercury implementa en el lenguaje de programacio´n
C# los algoritmos FCM, FOCM y FCT, as´ı como numerosas funciones de vecin-
dad y funciones distancia. En el Ape´ndice I encontramos el co´digo relativo a estos
ca´lculos. El proceso ba´sico es el siguiente, una vez que las dos melod´ıas, patro-
nes r´ıtmicos, secuencias armo´nicas o espectros t´ımbricos han sido representado
en un espacio me´trico Rq, el algoritmo inicializara´ el conjunto de centroides con
la secuencia que se desea modificar (sequence B). La secuencia objetivo (sequen-
ce A) se asigna a los elementos del conjunto de datos a particionar. Sobre este
planteamiento, se aplica el algoritmo seleccionado, ya sea FCM, FOCM o FCT,
configurado con los diversos para´metros de coeficiente fuzzyness λ, funcio´n de
vecindad, funcio´n distancia y criterio de parada (Mart´ınez y Liern, 2019).
El mo´dulo de interfaz de usuario
La interfaz de usuario se ha desarrollado en VB.NET, utilizando la librer´ıa gra-
tuita de controles gra´ficos Syncfusion sobre el sistema operativo Windows con la
tecnolog´ıa .NET Framework 4.5. El formulario principal permite al usuario crear,
editar y guardar proyectos en un archivo de extensio´n .hg. Cada proyecto puede
incluir un nu´mero ilimitado de formularios en forma de pestan˜a, que almace-
nan toda la configuracio´n y transiciones obtenidas por el usuario. La informacio´n
musical puede ser movida o compartida entre pestan˜as mediante copy/paste de
tal forma que el usuario tiene una herramienta potente y flexible para realizar
sus experimentos musicales. Adema´s el usuario puede seleccionar la configuracio´n
para la reproduccio´n MIDI, estableciendo los para´metros de tempo y programa,
o seleccionando cualquier otro dispositivo MIDI conectado al ordenador para la
reproduccio´n del material musical, como por ejemplo un piano electro´nico.
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Figura 4.3: Menu´ para los ajustes MIDI.
El algoritmo FCT requiere que el usuario establezca diversos para´metros que se
encuentran directamente relacionados con los resultados musicales obtenidos. Pa-
ra ello Mercury cuenta con el menu´ de ajustes fuzzy, que permite controlar el
coeficiente de fuzzyness λ, el criterio de parada del algoritmo. Los valores dema-
siado altos de dicho criterio de parada producira´n que el algoritmo finalice sin
la convergencia, mientras que valores demasiado bajos ralentizara´n el proceso y
requerira´n de un mayor uso de memoria.
Figura 4.4: Menu´ de ajustes fuzzy.
El menu´ ofrece tambie´n al usuario la posibilidad de elegir entre varias funciones
de vecindad (tres de la familia gaussiana, tres de la familia exponencial, cuatro
triangulares, una rectangular, una trapezoidal y una sigmoidal), y tambie´n la po-
sibilidad de elegir entre varias funciones distancia (Euclidiana, Euclidiana media,
Manhattan, Manhattan media, Minkowski, Chebyshev, Acorde, Geode´sica, Me´-
trica de Canberra, I´ndice de divergencia y Me´trica discreta). Cada una de estas
funciones de vecindad o funciones distancia proporcionara´ estados intermedios
muy diferentes. Las mu´ltiples combinaciones de todos los valores del coeficiente
de fuzzyness, todas las funciones de vecindad y todas las funciones de distancia
brinda al usuario una gran cantidad de posibilidades para explorar y buscar el
material musical deseado (Mart´ınez y Liern, 2019).
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La librer´ıa de notacio´n musical gra´fica
El mo´dulo utilizado para mostrar de manera gra´fica la mu´sica esta´ basada la
librer´ıa PSALMControlLibrary (Polish System for Archivising Music Control Li-
brary), un control gra´fico de co´digo abierto desarrollado para .NET Framework
en 2010 por Jacek Salamon. Ha sido fuertemente modificado para cumplir con los
requisitos de nuestro programa. En la siguiente figura podemos ver tres ejemplos
de una melod´ıa, una secuencia armo´nica y un patro´n r´ıtmico dibujados a trave´s
de la librer´ıa gra´fica.
Figura 4.5: Una melod´ıa, una secuencia armo´nica y un patro´n r´ıtmico mostrados en la
librer´ıa de notacio´n musical gra´fica de Mercury (Mart´ınez y Liern, 2019)
.
4.2.3 La Cuantizacio´n
Una vez que Mercury ha ejecutado cualquiera de sus algoritmos, ya sea FCM,
FOCM o FCT, es necesario establecer un criterio para determinar la equivalencia
entre los nu´meros reales generados por el algoritmo FCT y la notacio´n musical
simbo´lica ma´s cercana que los representa. Este proceso, consistente en encontrar
la notacio´n musical que se corresponda con una serie de valores nume´ricos pa-
rametrizados, no es en absoluto trivial, ya que no existe una sencilla biyeccio´n
que nos permita relacionar un´ıvocamente cada q-tupla de valores de Rq en unas
determinadas caracter´ısticas musicales que puedan ser expresadas en te´rminos de
nuestra notacio´n convencional. No´tese que realmente la notacio´n musical tradi-
cional de la mu´sica occidental nos proporciona una relacio´n de tipo sobreyectiva,
es decir, muchas figuraciones musicales distintas pueden generar la misma q-tupla
de valores que en Rq la representan. Sucede entonces que para realizar el camino
contrario, es decir, para asignar a cada q-tupla con una determinada figura mu-
sical, tendremos que realizar aproximaciones; es decir un proceso de cuantizacio´n
(Mart´ınez y Liern, 2019). El proceso de cuantificacio´n sera´ necesario para reasig-
nar una caracter´ıstica de la notacio´n musical tradicional a cada q-tupla de valores
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contenida en cada una de las m notas de los l estados intermedios que arroja el
algoritmo. En el caso del atributo de MIDI pitch, las notas se eligen de manera
enarmo´nica mediante la seleccio´n del valor entero de MIDI pitch ma´s cercano.
De manera similar, la intensidad, representada musicalmente con los siguientes
s´ımbolos de ppp, pp, p, mp, mf, f, ff, y fff, se aproximara´n al valor de velocidad
MIDI ma´s cercano de los s´ımbolos anteriores (ve´ase Selfridge-Field, 1997).
En el caso del coeficiente de duracio´n, existe una amplia variedad de posibles
notaciones r´ıtmicas simbo´licas cuyo coeficiente de duracio´n es exactamente el
mismo. Para poder aproximar el resultado nume´rico obtenido para el atributo de
duracio´n a su notacio´n simbo´lica ma´s cercana, el usuario debe especificar cua´l
de las posibles combinaciones de duraciones (redonda, blanca, negra, corchea,
semicorchea, fusa, semifusa), nu´mero ma´ximo de posibles notas ligadas, nu´mero
ma´ximo de posibles puntillos y tipos de grupos irregulares (3: 2, 5: 4, 7: 4, etc.).
Para lograr esto, Mercury ofrece el Menu´ de configuracio´n de cuantizacio´n. La
siguiente figura muestra un ejemplo de cuantizacio´n definido por el usuario:
Figura 4.6: Ejemplo de cuantizacio´n establecida por el usuario.
Una vez establecida la configuracio´n, Mercury calcula el coeficiente de duracio´n
para todas las combinaciones posibles permitidas, eliminando las repetidas, clasi-
ficando los resultados finales por un orden creciente y almacena´ndolos en memoria
RAM para el caso en que la configuracio´n de cuantificacio´n no cambie durante
los siguientes ca´lculos. Cuando el algoritmo ha finalizado y el programa necesita
buscar la notacio´n r´ıtmica simbo´lica ma´s adecuada, para cada nota elegira´ de esta
lista la notacio´n r´ıtmica con coeficiente de duracio´n ma´s cercano al valor nume´rico
del coeficiente de duracio´n calculado por el algoritmo (Mart´ınez y Liern, 2019).
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4.3 Parametrizacio´n de las caracter´ısticas musicales
4.3.1 La altura
Como se propone en (Leo´n y Liern, 2012, pa´g. 454), la distancia en cents entre
dos notas cuyas frecuencias son f1 and f2 se puede calcular mediante la siguiente
expresio´n
d(f1, f2) = 1200×
∣∣∣∣log2 (f1f2
)∣∣∣∣ cents (4.1)
De acuerdo con el protocolo MIDI (Selfridge-Field, 1997), la altura de una nota
se define mediante un nu´mero entero comprendido en el intervalo [0, 127] (MIDI-
Pitch), siendo el valor del Do4 central
2 igual a 60 y el La4 central igual a 69. Para
el temperamento igual de 12 notas por octava, existe una diferencia exacta de 100
cents entre dos notas separadas por un nu´mero de MIDI-pitch (semitono). Si el
diapaso´n correspondiente a la frecuencia fA4 (usualmente establecido en 440Hz)
se corresponde al nu´mero de midi-pitch 69 entonces el nu´mero de midi-pitch de
cualquier frecuencia f es





Para parametrizar la frecuencia de una nota utilizaremos en lo
sucesivo el valor de su correspondiente nu´mero MIDI Pitch, con
lo que la representacio´n simbo´lica de la misma esta´ garantizada a
partir de una frecuencia de referencia fA4 . Nada impide que este
valor de MIDI Pitch tenga valores no enteros, permitiendo de esta
forma la representacio´n de mu´sica con un nu´mero de notas por
octava diferente de doce, o la caracterizacio´n de mu´sicas relativas
a sistemas de afinacio´n distintos al temperamento igual de doce
notas por octava.
2Segu´n el ı´ndice acu´stica cient´ıfico. Otros ı´ndices acu´sticos establecen el do central como Do5
(Sistema de Riemann), Do3 (sistema france´s), c’ (nomenclatura Oxford), etc. (Latham, 2009, pa´g.
20).
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4.3.2 La duracio´n
Estableciendo la figura de la redonda como la unidad, es fa´cil definir un coeficiente
de duracio´n δ ∈ R. de una nota cualquiera, por complicada que sea su figuracio´n
r´ıtmica. La figura de cuadrada tendra´ coeficiente 2, la figura de la redonda 1, una
blanca coeficiente 1/2, una negra 1/4, una corchea 1/8, semicorchea 1/16, fusa
1/32, semifusa 1/64, garrapatea 1/128. Como cada figura se encuentra en rela-
cio´n de dos con respecto a sus duraciones anteriores y posteriores, dicha relacio´n




, −1 ≤ a ≤ 7 (4.3)
En la siguiente tabla podemos observar los diferentes valores que toma el para´-






















donde b es el nu´mero total de puntillos de la nota. Por otra parte, los grupillos o
valores irregulares (tresillos, quintillos, etc.) pueden interpretarse como le´anse c
notas donde caben d y usualmente son denotados mediante la expresio´n c : d,
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Teniendo en cuenta las expresiones (4.3), (4.4) y (4.5), para un nu´mero total τ de


















En el protocolo MIDI (Selfridge-Field, 1997), la intensidad de una nota puede ser
caracterizada mediante un valor nume´rico comprendido entre 1 y 127 denominado
key velocity. Muchos teclados electro´nicos miden la velocidad con la que una nota
se presiona y realizan una transformacio´n logar´ıtmica para abarcar todo el posible
rango dina´mico, desde el pianissimo hasta el fortissimo. El nu´mero 0 se reserva
para el mensaje de Note Off. El valor por defecto, para instrumentos sin capacidad
de medir la intensidad de la nota, es el 64. En la figura 4.7 podemos ver como se
distribuyen los valores de key velocity para las distintas intensidades musicales.
Figura 4.7: Diferentes valores de key velocity para dina´mica musical.
En lo sucesivo, la intensidad musical sera´ representada mediante
el nu´mero de key velocity, comprendido entre 0 y 127, de acuerdo
con la tabla de valores representada en la ilustracio´n 4.7.
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4.3.4 El silencio
El silencio es el elemento esencial de la mu´sica capaz de moldear las microestruc-
turas r´ıtmicas, tema´ticas o melo´dicas ba´sicas que a su vez, mediante un proceso de
condensacio´n y acumulacio´n, construyen el discurso musical de una obra. Resulta
indispensable introducir una descripcio´n matema´tica del silencio para incorporar-
lo en la parametrizacio´n de las caracter´ısticas musicales que estamos realizando
en este punto. Existen diferentes aproximaciones, no todas ellas igual de va´lidas,
para realizar esto: en un primer lugar podemos considerar el silencio como una
nota de duracio´n δ pero con un valor de intensidad (key velocity) igual a cero;
tambie´n existe la posibilidad de considerar un silencio como una nota con va-
lor de frecuencia nula y por tanto MIDI pitch igual a cero; combinando ambas
opciones, podr´ıamos considerar un silencio como una nota con intensidad y fre-
cuencia iguales a cero. Sin embargo todas estas opciones conllevan problemas en
los algoritmos de clustering derivados del hecho de tener un punto con valor cero
rodeado de otros puntos con valores distintos a cero; el algoritmo modificara´ hacia
las frecuencias graves o hacia las notas de baja intensidad aquellas notas cercanas
a las notas que sean silencio, ocasionando por tanto unos resultados indeseados
desde el punto de vista musical, aunque perfectamente va´lidos desde el punto de
vista del clustering. Necesitamos otra manera de representar los silencios que no
afecte a los resultados, o que minimice su impacto en e´stos.
La propuesta que se realiza para la resolucio´n de este problema
proporciona unos resultados o´ptimos y sera´ utilizada en lo suce-
sivo: se introducira´ una nueva dimensio´n exclusivamente utiliza-
da para caracterizar si una nota con coeficiente de duracio´n δ
es silencio o no. Esta dimensio´n sera´ de tipo escalar y valdra´ 0
cuando la nota no sea silencio, y 1 cuando la nota sea silencio. A
continuacio´n tendremos que establecer un valor ficticio para aque-
llos atributos musicales que esta´n presentes en una nota pero que
no existen en un silencio, como por ejemplo la frecuencia ( MIDI
pitch)o la intensidad (key velocity). La te´cnica propuesta aqu´ı pa-
ra la asignacio´n de dicho valor ficticio consiste en realizar el valor
medio del atributo calculado con los valores presentes en la nota
inmediatamente anterior y la nota inmediatamente posterior.
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4.4 La melod´ıa
Una nota musical puede determinarse mediante k caracter´ısticas (e.g. altura, in-
tensidad, duracio´n, timbre, etc.) y por tanto puede ser expresada como un vector
en Rq, donde q ≤ d. La manera mas sencilla de representar un nota musical
consiste en establecer q = 3 y seleccionar los para´metros de altura, duracio´n y
silencio. Es posible trabajar con un nu´mero mayor de dimensiones de tal forma
que podamos representar con mejor precisio´n la naturaleza de una nota musical,
teniendo en cuenta para´metros musicales adicionales como la intensidad o el ata-
que. Podr´ıamos introducir caracter´ısticas adicionales para trabajar con ge´neros
musicales alejados de la tradicio´n cultural occidental, o que requieran ma´s infor-
macio´n como por ejemplo la mu´sica electroacu´stica, mediante la asimilacio´n de
dimensiones extra.
4.4.1 Definicio´n de melod´ıa
Definicio´n 4.4.1 Nota musical, (Mart´ınez y Liern, 2017). Una nota musical es
una q-tupla x ∈ Rq definida mediante q caracter´ısticas musicales.
La forma ma´s conveniente de definir una nota musical es estableciendo q = 4 y
asimilando a cada dimensio´n uno de los siguientes observables: MIDI pitch [1, 127]
(ve´ase 4.2), coeficiente de duracio´n ]0,∞[ (ve´ase 4.6), key velocity [1, 127], silencio
[0, 1]. Una vez que hemos establecido las q caracter´ısticas necesarias para definir
el concepto de nota musical, podemos definir el concepto de melod´ıa como una
sucesio´n ordenada de n notas, siendo cada nota un vector en el espacio me´trico
q-dimensional Rq.
Definicio´n 4.4.2 Melod´ıa, (Mart´ınez y Liern, 2017). Una melod´ıa M es una
secuencia ordenada M = {xi}ni=1, donde cada xi ∈ Rq es una nota musical
definida mediante q caracter´ısticas.
Ejemplo 4.4.1 Conside´rese la siguiente melod´ıa y represe´ntese segu´n la defini-
cio´n anterior en la que se describe cada nota como un conjunto de estos cuatro
observables: coeficiente de duracio´n (δ), MIDI pitch, silencio y key velocity.
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Nota Coef. duracio´n (δ) MIDI Pitch Silencio Key velocity
1 0,2500 60 0 42
2 0,1250 62 0 42
3 0,1250 67 0 42
4 0,1250 66 0 42
5 0,1250 66,5 1 61
6 0,1250 67 0 80
7 0,1250 69 0 80
8 0,1875 70 0 80
9 0,0625 74 0 80
10 0,0625 72 0 80
11 0,0625 71 0 80
12 0,0625 72 0 80
13 0,0625 74 0 80
14 0,1250 75 0 80
15 0,1250 72 0 61
16 0,2500 69 0 42
Ejemplo 4.4.2 Conside´rese la siguiente melod´ıa y represe´ntese segu´n la defini-
cio´n anterior en la que se describe cada nota como un conjunto de estos cuatro
observables: coeficiente de duracio´n (δ), MIDI pitch, silencio y key velocity.
Nota Coef. duracio´n (δ) MIDI Pitch Silencio Key velocity
1 0.2500 60 0 64
2 0,1667 62 0 79
3 0,1667 63 0 64
4 0,1667 61 0 64
5 0,1250 62,5 1 64
6 0,5625 64 0 64
7 0,5625 65 0 79
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Ejemplo 4.4.3 Conside´rese la siguiente melod´ıa y represe´ntese segu´n la defini-
cio´n anterior en la que se describe cada nota como un conjunto de estos cuatro
observables: coeficiente de duracio´n (δ), MIDI pitch, silencio y key velocity.
Nota Coef. duracio´n (δ) MIDI Pitch Silencio Key velocity
1 0,12500 63 0 42
2 0,06250 68 0 42
3 0,06250 74 1 61
4 0,05000 80 0 80
5 0,05000 70 0 80
6 0,05000 71,5 1 80
7 0,05000 73 0 100
8 0,11250 75 0 80
9 0,06250 68 1 56
10 0,15625 61 0 31
11 0,09375 70 1 48
12 0,06250 79 0 64
13 0,03125 74 1 72
14 0,09375 69 0 80
15 0,18750 61 0 53
16 0,28125 68 0 66
17 0,04167 79 0 42
18 0,04167 71,5 1 42
19 0,07292 64 0 42
20 0,06250 83 0 53
21 0,03125 70 0 31
22 0,06250 67,5 1 31
23 0,12500 65 0 31




En la formulacio´n matema´tica que estamos exponiendo, el caso de considerar
melod´ıas polifo´nicas no conduce directamente al problema de las dimensiones
vac´ıas. Una posible solucio´n ser´ıa representar las diferentes alturas de las notas
como un vector ν¯ ∈ Rk, donde k es el Mı´nimo Comu´n Mu´ltiplo del nu´mero de
voces que aparecen en la melod´ıa. En la figura 4.8 aparecen notas con 1, 2 y 3
voces, entonces k = m.c.m.(1, 2, 3) = 6. Consecuentemente las alturas de las
voces podr´ıan ser expresadas mediante un nu´mero de 6 dimensiones, repitiendo
adecuadamente las alturas en cada voz.
Figura 4.8: Ejemplo de melod´ıa polifo´nica.
4.4.3 La disimilitud melo´dica
Comparacio´n de dos melod´ıas de igual nu´mero de notas
Si consideramos dos melod´ıas MA y MB, ambas pertenecientes a un espacio
me´trico q-dimensional, es posible medir una distancia entre ellas en el caso en
el que tengan el mismo nu´mero de notas. Esto no significa necesariamente que
las dos melod´ıas tengan que tener la misma duracio´n expresada en unidades de
tiempo; significa que tienen que tener el mismo nu´mero de puntos. Para comparar
estas dos melod´ıas acumularemos la distancia parcial existente entre cada pareja
de notas xi, yi, i ≥ 1, respetando el orden establecido por la secuencia de notas
de cada melod´ıa.
Definicio´n 4.4.3 Distancia media entre dos melod´ıas, (Mart´ınez y Liern, 2017).
Sean MA = {x1, . . . ,xn} y MB = {y1, . . . ,yn} dos melod´ıas, ambas con n no-
tas, pertenecientes a un espacio me´trico q-dimensional Rq. Sea d : Rq × Rq → R







La siguiente figura ejemplifica el ca´lculo de la distancia media entre dos melod´ıas
de cinco notas, representadas u´nicamente mediante las caracter´ısticas de duracio´n
y MIDI pitch.
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Figura 4.9: Ejemplo de ca´lculo de la distancia media entre dos melod´ıas de cinco notas.
Si queremos comparar melod´ıas de diferente nu´mero de notas, la ecuacio´n 4.7 tiene
que ser generalizada. Se propone la definicio´n de una pseudodistancia basada en
una particio´n de tipo fuzzy ; realizaremos un fuzzy clustering entre las dos melod´ıas
MA = {x1, . . . ,xn} y MB = {y1, . . . ,ym}, siendo n > m, que nos permitira´
estimar la distancia que separa a la melod´ıa MA de la melod´ıa MB. A pesar
de que esta medida no va a satisfacer los requisitos de una funcio´n distancia,
nos podra´ proporcionar informacio´n u´til para establecer un grado de similitud o
disimilitud entre ambas melod´ıas. La manera de realizar este proceso de clustering
sera´ sencilla: la melod´ıa con un mayor nu´mero de notas (caracterizada en los
sucesivo porMA) se asimilara´ al conjunto de datos X sobre el que se va a realizar
el particionado. La melod´ıa con un menor nu´mero de notas (caracterizada en los
sucesivo por MB) se asimilara´ a los centroides, haciendo c = m e inicializando
los centroides de los c clusters con las notas de MB. A continuacio´n se realizara´
el proceso de clustering entre ambas.
Cuando se aplica un proceso de clustering de tipo hard (e.g. k-means clustering)
sobre un conjunto de datos gene´rico X, el resultado es una particio´n de tipo hard
(ve´ase 3.3.1), el resultado es una particio´n discreta del conjunto de datos X en un
total de c grupos, denominados clusters, de tal manera que cada elemento de X




Figura 4.10: Ejemplo de particio´n de tipo hard sobre las cinco notas de la melod´ıa A
inicializando los tres centroides con las notas de la melod´ıa B.
Sin embargo, para el proceso de comparacio´n de melod´ıas, utilizaremos particiones
de tipo fuzzy en la cual el proceso de clustering proporcionara´ unos determinados
coeficientes de pertenencia de cada elementos deX a cada cluster, de tal forma que
se permite la pertenencia de un elemento de X a varios clusters simulta´neamente.
Esto nos conduce a aceptar las siguientes dos afirmaciones:
1. Asumimos que comparar cada nota de MA solo con una nota de MB no
tiene sentido musical.
2. En el proceso de comparacio´n melo´dica, el orden de la comparacio´n es juega
un papel clave. Las notas musicales se leen de forma secuenciada y por tanto
su comparacio´n, a pesar de realizarse mediante una aproximacio´n vectorial,
tiene que respetar esta secuencia.
Utilizaremos el fuzzy clustering para agrupar las n notas de la melod´ıa MA en
m subconjuntos (tantos subconjuntos como notas tenga la melod´ıa MB). Una
vez este proceso ha finalizado, y tenemos la particio´n fuzzy de las notas de MA,
seremos capaces de relacionar cada subconjunto de notas de MA con una nota
de MB y finalmente, calcular una distancia media acumulando las distancias
parciales de cada nota de MA con cada nota de MB ponderando dicha distancia
parcial con su coeficiente de pertenencia.
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Figura 4.11: Ejemplo de particio´n fuzzy sobre las cinco notas de la melod´ıa A inicializando
los tres centroides con las notas de la melod´ıa B.
Disimilitud melo´dica entre dos melod´ıas de distinto nu´mero de notas
Consideremos a continuacio´n dos melod´ıas MA y MB con un nu´mero distinto
de notas. Realicemos una particio´n fuzzy de las notas de MA con los centroides
iniciales proporcionados por las notas de MB, y apliquemos el algoritmo FCM
(ve´ase 3.6) l veces, hasta que el criterio de parada sea satisfecho. Una vez que
el proceso de particionado ha sido completado, podemos utilizar la funcio´n de
disimilitud presentada en 3.76 para definir una disimilitud entre MA y MB uti-
lizando los coeficientes finales de pertenencia uij calculados en la matriz U y los
centroides originales.
Definicio´n 4.4.4 Disimilitud media entre dos melod´ıas, (Mart´ınez y Liern, 2017).
Sean MA = {x1, . . . ,xn} ⊂ Rq y MB = {y1, . . . ,ym} ⊂ Rq dos melod´ıas, don-
de n > m. Sea d : Rq × Rq → R una funcio´n distancia. Sean uij los coeficientes
de pertenencia finales calculados con el algoritmo FCM. La disimilitud media D








uij · d(xi,yj) . (4.8)
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Por construccio´n, D no considera el orden natural de la secuencia de notas exis-
tente en cada una de las melod´ıas. De esta forma, la particio´n que el algoritmo
FCM calcula no proporciona ningu´n peso especial a la distancia entre aquellas
notas que se encuentran en posiciones ma´s cercanas. Un ejemplo ilustrativo de
este hecho se puede ver en la figura 4.12 en la que podemos ver tres melod´ıas
diferentes. Sin embargo, la melod´ıa B es una retrogradacio´n total de la melod´ıa
A; por tanto la disimilitud media entre D entre las melod´ıas A y C sera´ exacta-
mente la misma que la disimilitud media entre las melod´ıas B y C, resultado que
no tiene sentido en te´rminos musicales.
Figura 4.12: Tres melod´ıas de ejemplo, donde la melod´ıa B es una retrogradacio´n de la
melod´ıa A.
D(MA,M C) = 0,2677758444, D(MB,M C) = 0,2677758444
Este ejemplo muestra una comparacio´n de melod´ıas sin tener en cuenta el orden
de las notas, en el que se obtienen resultados alejados por completo de la lo´gi-
ca musical. Para acercarnos a la realidad de la mu´sica, es necesario introducir
la dependencia con el orden dentro del me´todo de estimacio´n de la disimilitud.
Tenemos que proporcionar mayores pesos a las notas que comparten posiciones
cercanas dentro del orden de cada melod´ıa, y reducir la contribucio´n a la disimi-
litud total de aquellas parejas de notas cuyas posiciones son muy distintas, desde
un punto de vista ordinal. Las funciones de vecindad introducidas en la seccio´n
3.7.1 nos proporcionara´n la informacio´n necesaria para introducir la dependen-
cia con el orden y poder comparar secuencias de datos. Por tanto sera´ necesario
utilizar el algoritmo de fuzzy clustering FOCM (ve´ase 3.7) para poder comparar
dos melod´ıas, teniendo en cuenta en esta comparacio´n el orden de su secuencia de
notas. Podemos utilizar la funcio´n de disimilitud presentada en 3.77 para definir
una disimilitud melo´dica ordenada tal y como sigue a continuacio´n.
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Definicio´n 4.4.5 Disimilitud media ordenada melo´dica, (Mart´ınez y Liern, 2017).
Sean MA = {x1, . . . ,xn} ∈ Rq y MB = {y1, . . . ,ym} ∈ Rq dos melod´ıas de
distinto nu´mero de notas. Sea d : Rq × Rq → R una funcio´n distancia. Sean uˆij
los coeficientes de pertenencia finales calculados mediante el algoritmo FOCM de









uˆij · d(xi,yj). (4.9)
Ejemplo 4.4.4 Calcu´lese la disimilitud media ordenada entre las siguientes dos
melod´ıas, utilizando diferentes funciones distancia y diferentes funciones de ve-
cindad. To´mese el valor del grado de fuzzyness λ = 2.
Figura 4.13: Melod´ıas MA y MB .
Tabla 4.1: Resultados del ca´lculo de la disimilitud media ordenada entre MA y MB .















4.4.4 Resultados computacionales: transiciones melo´dicas
Como hemos visto anteriormente, los algoritmos de clustering presentados ade-
ma´s de permitirnos definir una medida de la disimilitud nos proporcionan una
herramienta potente para generar nuevo material musical obtenido a partir de los
estados intermedios que recorren los centroides. En esta seccio´n veremos algunos
ejemplos de su utilidad en la generacio´n de transiciones melo´dicas.
Ejemplo 4.4.5 Analicemos los estados intermedios por los que pasaMB en cada
una de las iteraciones del algoritmo FOCM, ejecutado en el ejemplo 4.4.4 con
λ = 2, vecindad gaussiana y distancia euclidiana.
Figura 4.14: Estadios intermedios de MB para cada iteracio´n del algoritmo FOCM.
Podemos apreciar como la melod´ıa MB sufre un proceso de modulacio´n acerca´n-
dose a la melod´ıa MA. Es especialmente notorio este hecho en el principio de la
melod´ıa mozartiana, con las dos notas Re repetidas despue´s del Mi Z; as´ı como en
el salto de sexta menor tan caracter´ıstico producido entre las notas Re y Si Z.
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Ejemplo 4.4.6 Analicemos los estados intermedios finales, es decir, los estadios
intermedios previos a la adicio´n de un nuevo punto, por los que pasa MB en una
transicio´n difusa completa hacia MA, ejecutado en el ejemplo 4.4.4 con λ = 4,
vecindad gaussiana de tipo estrecha y me´trica de tipo distancia media euclidiana.
Figura 4.15: Estadios intermedios finales en la transicio´n completa de MB hacia MA.
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Ejemplo 4.4.7 Transicio´n completa realizada mediante el algoritmo FCT entre
la melod´ıa A, procedente de 6 Kleine Klavierstu¨cke Op.16, nº4 de Arnold Schoen-
berg, y la melod´ıa B, procedente de Klavierstu¨cke Op.33b del mismo autor, con los
para´metros λ = 2, vecindad exponencial de tipo estrecha y me´trica Manhattan.
Figura 4.16: Estadios intermedios finales en la transicio´n completa de MB hacia MA.
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Ejemplo 4.4.8 Transicio´n completa realizada mediante el algoritmo FCT entre
dos cantos de pa´jaros transcritos por O. Messiaen (Messiaen, 1956). La melod´ıa
A se corresponde al canto de la alondra y la melod´ıa B procede del canto del mirlo.
Se han utilizado los para´metros λ = 3, vecindad gaussiana y me´trica euclidiana.
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Figura 4.17: Estadios intermedios finales en la transicio´n completa del canto del mirlo en
el canto de la alondra.
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Ejemplo 4.4.9 Transicio´n completa realizada mediante el algoritmo FCT entre
dos cantos de pa´jaros transcritos por O. Messiaen, en los que se han incorporado
silencios, acentos y staccati. Se han utilizado los para´metros λ = 30, vecindad
exponencial estrecha y me´trica Chord.




A continuacio´n, de forma ana´loga a como se realizo´ en el punto anterior, defini-
remos una medida de la disimilitud media ordenada entre dos ritmos y establece-
remos un proceso de generacio´n de nuevo material r´ıtmico mediante el algoritmo
FOCM.
4.5.1 Definicio´n de ritmo
De igual forma que se definio´ el concepto de nota musical en 4.4.1, podemos
definir el concepto de elemento r´ıtmico, que sera´ la mı´nima unidad constituyente
de cualquier figuracio´n r´ıtmica.
Definicio´n 4.5.1 Elemento r´ıtmico. Un elemento r´ıtmico consiste en una tripla
de observables x ∈ R3 definida mediante las siguientes 3 caracter´ısticas musicales:
coeficiente de duracio´n ]0,∞[ (ve´ase 4.6), silencio [0, 1] y acento [0, 1].
Una vez que hemos establecido las 3 caracter´ısticas mı´nimas necesarias para de-
finir el concepto de elemento r´ıtmico, podemos definir el concepto de ritmo como
una sucesio´n ordenada de n elementos r´ıtmicos, siendo cada nota un vector en el
espacio me´trico tridimensional R3.
Definicio´n 4.5.2 Ritmo. Un ritmo R es una secuencia ordenada R = {xi}ni=1,
donde cada xi ∈ R3 es un elemento r´ıtmico definido mediante las caracter´ısticas
de coeficiente de duracio´n ]0,∞[, silencio [0, 1] y acento [0, 1].
Ejemplo 4.5.1 Represe´ntese el siguiente ritmo segu´n la definicio´n anterior en la
que se describe el ritmo como una tripla de coeficiente de duracio´n (δ), silencio
y acento.
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Nota Coef. duracio´n (δ) Silencio Acento
1 0,078125 0 1
2 0,078125 0 0
3 0,078125 1 0
4 0,1171875 0 0
5 0,046875 0 1
6 0,046875 0 0
7 0,046875 1 0
8 0,0703125 0 0
9 0,03125 0 1
10 0,03125 0 0
11 0,03125 1 0
12 0,046875 0 0
13 0,375 0 1
14 0,2 0 1
15 0,05 0 0
16 0,05 0 0
17 0,2 0 1
18 0,1 1 0
19 0,35 0 0
20 0,05 0 0
4.5.2 La disimilitud r´ıtmica
Consideremos dos ritmos RA y RB, ambos pertenecientes a un espacio me´trico
tridimensional. Es posible definir una distancia entre ellos utilizando la expresio´n
de la disimilitud media ordenada 3.77.
Definicio´n 4.5.3 Disimilitud media entre dos ritmos. SeanRA = {x1, . . . ,xn}⊂
R3 y RB = {y1, . . . ,ym} ⊂ R3 dos ritmos, donde n > m. Sea d : R3 × R3 → R
una funcio´n distancia. Sean uij los coeficientes de pertenencia finales calculados








uij · d(xi,yj) . (4.10)
Nuevamente, D no considera el orden natural de la secuencia de elementos r´ıtmi-
cos existente en cada una de los ritmos. Podemos definir una disimilitud media
ordenada de forma que el orden sea introducido en el ca´lculo final.
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Definicio´n 4.5.4 Disimilitud media ordenada entre dos ritmos. Sean RA =
{x1, . . . ,xn} ∈ R3 y RB = {y1, . . . ,ym} ∈ R3 dos ritmos de distinto nu´me-
ro de elementos r´ıtmicos. Sea d : R3 × R3 → R una funcio´n distancia. Sean uˆij
los coeficientes de pertenencia finales calculados mediante el algoritmo FOCM de








uˆij · d(xi,yj). (4.11)
Ejemplo 4.5.2 Disimilitud media ordenada los siguientes ritmos RA y RB, pro-
cedentes de la tabla de 120 deci-talas hindu´es recopilados por Johnson (1989)
(simhanandana y mic¸ra varna, respectivamente), y estados intermedios de RB
en cada una de las iteraciones del algoritmo FOCM, ejecutado con los para´metros
λ = 3, funcio´n de vecindad gaussiana y me´trica de Canberra.
Figura 4.19: Ritmos simhanandana y mic¸ra varna.
La disimilitud media ordenada entre los dos ritmos, calculada con los para´metros
anteriormente descritos, es D̂(RA,RB) = 0, 0318895271. Los estadios interme-
dios en los que el ritmo mic¸ra varna RB se modula hacia el ritmo RA son los
siguientes:
Figura 4.20: Estados intermedios del ritmo RB .
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4.5.3 Resultados computacionales: transiciones r´ıtmicas
Ejemplo 4.5.3 Transicio´n completa realizada mediante el algoritmo FCT entre
los ritmos caccarˆı y simhavikridita, procedentes de los 120 deci-talas hindu´es. Se
han utilizado los para´metros λ = 5, vecindad exponencial y me´trica Chord.
Figura 4.21: Ritmos caccarˆı y simhavikridita.




Ejemplo 4.5.4 Transicio´n completa realizada mediante el algoritmo FCT entre
el ritmo A, calculado mediante el Time Point System de Milton Babbit (Babbitt,
1962) con la serie (0, 11, 10, 2, 1, 3, 6, 4, 7, 5, 9, 8) y el ritmo B, de cara´cter no
retrogradable. Se han utilizado los para´metros λ = 3, vecindad gaussiana estrecha
y me´trica Chord.
Figura 4.23: Ritmos A y B.
Figura 4.24: Estadios intermedios finales de la transicio´n del ritmo B hacia el A.
145
Cap´ıtulo 4. Comparacio´n y transiciones entre melod´ıas, ritmos, armon´ıas y timbres
Ejemplo 4.5.5 Transicio´n completa realizada mediante el algoritmo FCT entre
el ritmo A, representado por la serie (0, 11, 10, 2, 1, 3, 6, 4, 7, 5, 9, 8) de doce valo-
res r´ıtmicos (Sˇimundzˇa, 1987) y el ritmo B, de cara´cter no retrogradable. Se han
utilizado los para´metros λ = 3, vecindad gaussiana estrecha y me´trica Chord.
Figura 4.25: Ritmos A y B.




Podemos aplicar todo lo descrito anteriormente a las sucesiones armo´nicas. La ar-
mon´ıa puede entenderse como una sucesio´n de acordes en la que tradicionalmente
se establece un nu´mero de voces. Para cada voz, los movimientos melo´dicos vienen
dictaminados por los diferentes encadenamientos de acordes. En esta seccio´n, para
formular la armon´ıa prescindiremos de toda informacio´n que no sea referente a la
altura (MIDI Pitch); definiremos un acorde como un conjunto de alturas y una
determinada armon´ıa como una sucesio´n de acordes. De forma ana´loga a como
lo hemos realizado en la secciones anteriores, podremos establecer una medida
de la disimilitud media ordenada entre dos armon´ıas y por u´ltimo generar nuevo
material armo´nico.
4.6.1 Definicio´n de armon´ıa
De igual forma que se definio´ el concepto de nota musical en 4.4.1, podemos
definir el concepto de acorde, que sera´ la mı´nima unidad constituyente de cualquier
armon´ıa. En un acorde so´lo se incluira´ informacio´n relativa a las alturas de las
notas, prescindiendo por tanto de duraciones, intensidades, as´ı como de cualquier
otra informacio´n musical.
Definicio´n 4.6.1 Acorde. Un acorde consiste en una q-tupla x ∈ Rq definida
mediante q valores de MIDI pitch ∈ [1, 127].
Definicio´n 4.6.2 Armon´ıa. Una armon´ıa H es una secuencia ordenada H =
{xi}ni=1, donde cada xi ∈ Rq es un acorde caracterizado por q valores de MIDI
pitch ∈ [1, 127].
No´tese que segu´n la definicio´n anterior, todos los acordes de una armon´ıa H
tienen que tener el mismo nu´mero q de valores de MIDI pitch.
Ejemplo 4.6.1 Conside´rese la siguiente progresio´n armo´nica formada por cinco
acordes de seis notas y represe´ntese segu´n la definicio´n anterior en la que se des-
cribe la armon´ıa cono una sucesio´n de n-tuplas de MIDI pitch.
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Acorde MIDI Pitch
1 54 58 61 65 68 72
2 54 58 61 65 68 72
3 53 60 63 66 70 73
4 54 58 61 65 66 70
5 48 54 60 65 72 77
4.6.2 La disimilitud armo´nica
Consideremos dos armon´ıas H A y H B, ambas pertenecientes a un espacio me´-
trico q-dimensional. Es posible definir una distancia entre ellos utilizando la ex-
presio´n de la disimilitud media ordenada 3.77:
Definicio´n 4.6.3 Disimilitud media entre dos armon´ıas. SeanH A = {x1, . . .,xn}
⊂ Rq y H B = {y1, . . . ,ym} ⊂ Rq dos armon´ıas, donde n > m. Sea d :
Rq × Rq → R una funcio´n distancia. Sean uij los coeficientes de pertenencia
finales calculados con el algoritmo FCM. La disimilitud media D entre H A y
H B se define como







uij · d(xi,yj) . (4.12)
Como D no considera el orden natural de la secuencia de acordes de cada armon´ıa,
es necesarios definir una disimilitud media ordenada de forma que el orden sea
introducido en el ca´lculo final.
Definicio´n 4.6.4 Disimilitud media ordenada entre dos armon´ıas. Sean H A =
{x1, . . . ,xn} ∈ Rq y H B = {y1, . . . ,ym} ∈ Rq dos armon´ıas de distinto nu´mero
de acordes. Sea d : Rq × Rq → R una funcio´n distancia. Sean uˆij los coeficien-
tes de pertenencia finales calculados mediante el algoritmo FOCM de H B sobre
H A. La disimilitud media ordenada D̂ de H A sobre H B se define como







uˆij · d(xi,yj). (4.13)
Ejemplo 4.6.2 Disimilitud media ordenada entre dos armon´ıasH A yH B, pro-
cedentes de los corales nu´mero 257 y 217 de J. S. Bach (Bach, 1996) respectiva-
mente, y estado intermedios de H B en cada una de las iteraciones del algoritmo
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FOCM, ejecutado con los para´metros λ = 2, funcio´n de vecindad gaussiana y
distancia euclidiana.
Figura 4.27: Armon´ıas procedentes de los corales 257 y 217 de J. S. Bach. (Bach, 1996)
La disimilitud media ordenada calculada entre las dos armon´ıas es D̂(H A,H B) =
0, 5759481303. Los estadios intermedios en los que la armon´ıaH B se modula ha-
cia la armon´ıa H A son los siguientes:
Figura 4.28: Estados intermedios de la armon´ıa H B .
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4.6.3 Resultados computacionales: transiciones armo´nicas
Ejemplo 4.6.3 Transicio´n armo´nica entre dos progresiones armo´nicas distintas
utilizando FOCM con λ = 2, funcio´n de vecindad de tipo Gaussiana estrecha y
me´trica de Manhattan.
Obtenemos los siguientes estados intermedios
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Ejemplo 4.6.4 Comparacio´n de las transiciones generadas por FOCM y FCM
entre las triadas procedentes de la serie dodecafo´nica utilizada en el Op. 41 de
A. Schoenberg (Brindle, 1969, pa´g.10) y la propia serie3, con λ = 1,55, funcio´n
vecindad Gaussiana muy estrecha y me´trica euclidiana.
Obtenemos los siguientes estados intermedios:
Calculando con una funcio´n de vecindad de tipo gaussiana esta´ndar obtenemos:
3No´tese que la serie se tiene que introducir triplicando las notas para que e´sta pueda ser convertida
en una transicio´n armo´nica.
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Si repetimos el proceso pero esta vez utilizando el algoritmo FCM, sin introdu-




Ejemplo 4.6.5 Transicio´n armo´nica entre cuatr´ıadas generadas por la serie uti-
lizada en el Op. 26 de A. Webern (Brindle, 1969, pa´g.81) y las armon´ıas del
coral 217 de J. S. Bach, utilizando FOCM con λ = 2,0, funcio´n vecindad de tipo
Gaussiana esta´ndar y me´trica geode´sica.
Resultados obtenidos:
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Ejemplo 4.6.6 Transicio´n armo´nica entre el campo armo´nico de poliacordes com-
puestos por ocho notas (Brindle, 1969, pa´g.77), utilizando FOCM con λ = 2,0,
funcio´n vecindad de tipo Gaussiana estrecha y me´trica euclidiana.
Obtenemos los siguientes estados intermedios:
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Ejemplo 4.6.7 Comparacio´n de transiciones armo´nicas entre triadas generadas
por intervalos de segunda (Persichetti, 1989, pa´g.126), utilizando FOCM con λ =
2,0, funcio´n de vecindad de tipo Gaussiana muy estrecha y me´tricas euclidiana,
Manhattan y Canberra.
Resultados para la me´trica euclidiana:
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Resultados para la me´trica manhattan:
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Resultados para la me´trica de Canberra:
157
Cap´ıtulo 4. Comparacio´n y transiciones entre melod´ıas, ritmos, armon´ıas y timbres
Ejemplo 4.6.8 Comparacio´n de transiciones armo´nicas entre dos armon´ıas a
siete partes, de cara´cter pandiato´nico (Persichetti, 1989, pa´g.227), utilizando
FOCM con λ = 2,0, funcio´n de vecindad de tipo Gaussiana y me´tricas eucli-
diana, manhattan y Canberra.
Resultados para la me´trica euclidiana:
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Resultados para la me´trica manhattan:
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Resultados para la me´trica de Canberra:
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Ejemplo 4.6.9 Transicio´n armo´nica completa entre dos progresiones armo´nicas
distintas utilizando el algoritmo FCT con λ = 2, funcio´n vecindad de tipo trian-
gular estrecha y funcio´n distancia Chord.
Obtenemos la siguiente transicio´n completa de la armon´ıa B hacia la A
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4.7 El timbre
Desde un punto de vista f´ısico el timbre puede ser descrito mediante la caracteri-
zacio´n de cada uno de los sonidos parciales que lo forman. Tradicionalmente dicha
caracterizacio´n se realiza mediante el ana´lisis de Fourier, utilizando la Transfor-
mada Ra´pida de Fourier como me´todo computacional para obtener el espectro
energe´tico de frecuencias de una sen˜al en un instante determinado. Dicho espec-
tro energe´tico puede tener una dependencia temporal; la representacio´n en forma
de espectrograma nos permite visualizar la dependencia temporal del espectro
energe´tico. Como ejemplo mostraremos a continuacio´n el espectrograma de la
nota La3 emitida por un saxofo´n alto


































































Figura 4.29: Espectrograma de una nota La3 emitida por un saxofo´n alto.
En el presente estudio realizaremos una aproximacio´n en el modelado del timbre,
despreciando la dependencia temporal y considerando que e´ste queda caracteriza-
do u´nicamente por el espectro de frecuencias, de forma esta´tica. De esta manera,




Figura 4.30: Espectro energe´tico de una nota La3 emitida por un saxofo´n alto.
Si mediante diferentes te´cnicas como el Cepstrum o el Harmonic Product Spec-
trum (HPS) (Park, 2009, pa´g.350) realizamos un filtrado del espectro energe´tico
anterior, simplifica´ndolo a los n picos ma´s intensos (los n ma´ximos locales de
mayor intensidad) obtenemos que podemos definir el espectro energe´tico como
la sucesio´n de las duplas formadas por las n primeras frecuencias junto con su
respectivas intensidades relativas, expresadas en dB.
4.7.1 Definicio´n de espectro energe´tico
De manera ana´loga a como se ha realizado en los apartados anteriores, definiremos
el concepto de sobretono, que sera´ la mı´nima unidad constituyente de cualquier
espectro energe´tico. En un espectro energe´tico u´nicamente consideraremos la in-
formacio´n relativa a las frecuencias de los sobretonos y sus intensidades relativas
expresadas en decibelios.
Definicio´n 4.7.1 Sobretono. Un sobretono consiste en la dupla x ∈ R2 definida
mediante los valores de frecuencia e intensidad.
Definicio´n 4.7.2 Espectro. Una espectro F es una secuencia ordenada F =
{xi}ni=1, donde cada xi ∈ R2 es un sobretono caracterizado por los valores de
frecuencia e intensidad.
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Ejemplo 4.7.1 Conside´rese el siguiente espectro energe´tico FLa3 = {xi}39i=1,
procedente de realizar un filtrado de las 39 frecuencias ma´s intensas del espectro
mostrado en la figura 4.31
Figura 4.31: Espectro energe´tico FLa3 .
Tabla 4.2: Secuencia de parciales formada por las duplas xi de frecuencia (Hz) e intensidad
(dB) del espectro FLa3 .
Nº Hz dB Nº Hz dB Nº Hz dB
1 220 -4,19 14 3089 -46,09 27 5956 -71,61
2 440 00,00 15 3310 -48,06 28 6177 -65,62
3 660 -14,09 16 3530 -53,33 29 6401 -65,52
4 880 -22,48 17 3751 -56,76 30 6622 -68,02
5 1100 -25,14 18 3970 -51,42 31 6839 -67,04
6 1325 -31,24 19 4194 -55,23 32 7064 -67,42
7 1545 -43,05 20 4414 -57,90 33 7282 -68,57
8 1766 -53,33 21 4641 -56,76 34 7502 -70,47
9 1987 -48,38 22 4860 -64,76 35 7725 -71,23
10 2207 -41,90 23 5070 -68,90 36 7946 -78,09
11 2428 -45,71 24 5288 -72,00 37 8169 -76,95
12 2649 -51,42 25 5522 -70,00 38 8489 -78,00
13 2869 -48,38 26 5744 -70,09 39 8830 -80,00
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4.7.2 La disimilitud espectral
Consideremos dos espectrosFA yFB, ambos pertenecientes a un espacio me´trico
2-dimensional. Es posible definir una distancia entre ellos utilizando la expresio´n
de la disimilitud media ordenada 3.77:
Definicio´n 4.7.3 Disimilitud media entre dos espectros. SeanFA = {x1, . . . ,xn}
⊂ R2 y FB = {y1, . . . ,ym} ⊂ R2 dos espectros energe´ticos, donde n > m. Sea
d : R2 × R2 → R una funcio´n distancia. Sean uij los coeficientes de pertenencia









uij · d(xi,yj) . (4.14)
Nuevamente, comoF no considera el orden natural de la secuencia de sobretonos
de cada espectro, es necesarios definir una disimilitud media ordenada de forma
que el orden sea introducido en el ca´lculo final.
Definicio´n 4.7.4 Disimilitud media ordenada entre dos espectros. Sean FA =
{x1, . . . ,xn} ∈ R2 y FB = {y1, . . . ,ym} ∈ R2 dos espectros energe´ticos de dis-
tinto nu´mero de sobretonos. Sea d : R2×R2 → R una funcio´n distancia. Sean uˆij
los coeficientes de pertenencia finales calculados mediante el algoritmo FOCM de








uˆij · d(xi,yj). (4.15)
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Ejemplo 4.7.2 Compa´rese la Disimilitud media ordenada entre el espectro de la
nota La3 emitida por el saxo alto y el espectro de la misma nota emitida por el
viol´ın y por el piano, utilizando el algoritmo FOCM, ejecutado con los para´metros




Figura 4.32: Espectro de frecuencias de la nota La3 en el saxo alto, viol´ın y piano respec-
tivamente.
La disimilitud media ordenada calculada entre el espectro del saxo y el del viol´ın
es D̂(F saxo,F viol´ın) = 4, 4931291135. Podemos observar los siguientes estadios
intermedios en el proceso de convergencia del algoritmo:
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Figura 4.33: Estado inicial en el algoritmo entre los espectros F saxo,F viol´ın.
Figura 4.34: Primera iteracio´n entre los espectros F saxo,F viol´ın.
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Figura 4.35: Segunda iteracio´n entre los espectros F saxo,F viol´ın.
Figura 4.36: Tercera iteracio´n entre los espectros F saxo,F viol´ın.
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Figura 4.37: Quinta iteracio´n entre los espectros F saxo,F viol´ın.
Figura 4.38: Estado final entre los espectros F saxo,F viol´ın.
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Calcularemos a continuacio´n la disimilitud media ordenada calculada entre el
espectro del saxo y el del piano es D̂(F saxo,F piano) = 12, 6277192553. Por
tanto el resultado que obtenemos es que el espectro del saxo se encuentra ma´s
cercano al del viol´ın que al del piano. Podemos observar los siguientes estadios
intermedios en el proceso de convergencia del algoritmo:
Figura 4.39: Estado inicial entre los espectros F saxo,F piano.
Figura 4.40: Primera iteracio´n entre los espectros F saxo,F piano.
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Figura 4.41: Segunda iteracio´n entre los espectros F saxo,F piano.
Figura 4.42: Tercera iteracio´n entre los espectros F saxo,F piano.
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Figura 4.43: Se´ptima iteracio´n entre los espectros F saxo,F piano.




En este cap´ıtulo hemos presentado el software Mercury, en el que se ha realiza-
do una implementacio´n informa´tica de estos nuevos procedimientos compositivos
derivados de las transiciones difusas propuestas en el cap´ıtulo anterior. El progra-
ma nos ofrece distintos me´todos algor´ıtmicos para la generacio´n de variaciones y
transiciones entre material musical de cara´cter melo´dico, r´ıtmico, armo´nico o t´ım-
brico de manera accesible para la labor del usuario compositor. Desde la interfaz
de usuario, el programa permite configurar los distintos para´metros de los algo-
ritmos FCM, FOCM, o FCT, posibilitando de esta manera generar una amplia
diversidad de resultados. El programa permite importar y exportar el material
musical inicial y los resultados obtenidos en formato MusicXML.
Los ejemplos que se incluyen en el cap´ıtulo muestran distintos re-
sultados de experimentos computacionales realizados ı´ntegramen-
te mediante el software Mercury, y ponen de manifiesto la po-
tencialidad y aplicabilidad de los me´todos empleados en la com-
posicio´n musical asistida por ordenador, ofreciendo al creador del
siglo XXI una nueva herramienta compositiva con la que enrique-





entre sistemas de afinacio´n
De la misma manera que el nu´mero es al nu´mero, tambie´n el
espacio lo es al espacio; y en conformidad con los requisitos de la mu´-
sica conocidos, es necesario que la proporcio´n entre espacio y espacio
sea la misma que la existente entre sonido y sonido.
Unde sicut numerus ad numerum, sic etiam spatium ad spatium; iuxta illud
postulatu in Mu´sica notissimim, Quae est spacii ad spacium, eandem soni ad sonum
proportionoem esse necesse est. Quare ab aequalibus numeris aequalia spatia, a spatiis
aequalibus aequales orientur soni.
(Salinas, 1577, libro II, cap. IV, pa´g. 49)
5.1 Introduccio´n
En el presente cap´ıtulo aglutina las fases finales nuestra investigacio´n en las cuales
abordaremos el estudio de los sistemas de afinacio´n, generalizando su definicio´n
matema´tica y proponiendo diversos me´todos para estimar tanto la compatibilidad
entre un conjunto de notas medidas experimentalmente y un determinado sistema
de afinacio´n, como la disimilitud entre dos sistemas de afinacio´n cualesquiera. Por
u´ltimo, procediendo de forma similar a como se hizo anteriormente, se aplicara´n
los algoritmos FOCM y FCT a la generacio´n de transiciones entre distintos siste-
mas de afinacio´n. Ampliaremos la implementacio´n informa´tica realizada en Mer-
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cury para contemplar los me´todos propuestos en este cap´ıtulo y mostraremos los
resultados computacionales resultantes de la experimentacio´n con distintas tran-
siciones entre sistemas de afinacio´n, as´ı como los resultados nume´ricos de diversos
ca´lculos de compatibilidades y disimilitudes.
5.2 Nociones preliminares
5.2.1 El intervalo musical
Segu´n Latham (2009), un intervalo musical queda establecido por la distancia
entre la altura de dos notas. Sin embargo, la mu´ltiples disquisiciones teo´ricas
sobre el concepto de intervalo musical se encuentran relacionadas con los distintos
planteamientos formales relativos a la construccio´n de los sistemas de afinacio´n
y de escalas y se pueden remontar hasta la aparicio´n de las primeras fuentes
sobre teor´ıa musical que han perdurado en nuestros d´ıas. La tradicio´n musical
de la escuela pitago´rica se considera como punto de partida para el estudio del
intervalo musical y de la afinacio´n, al menos en la tradicio´n occidental:
Hasta ahora no ha habido un consenso general sobre si el hombre primitivo llego´
a una escala instrumental siguiendo uno u otro principio, o varios principios
simulta´neamente, o ningu´n principio en absoluto. Dado que este es el caso, hay
poco que ganar si decidie´semos comenzar nuestro estudio antes de la e´poca de
Pita´goras, cuyo sistema de afinacio´n ha tenido una profunda influencia tanto en
el mundo antiguo como en el moderno.1 (Barbour, 2004, pa´g. 1)
Las primeras discrepancias sobre el concepto de intervalo las encontramos en la
dicotomı´a existente entre dos de las grandes teor´ıas musicales griegas: la tradicio´n
pitago´rica frente la concepcio´n aristoge´nica. Pita´goras presenta una definicio´n del
intervalo musical basada en las proporciones entre las longitudes de diferentes
cuerdas, partiendo con los intervalos de referencia de octava y quinta; sin em-
bargo, Aristo´genes basa su sistema en “leyes naturales de la mu´sica que hay que
descubrir mediante un buen o´ıdo y el uso de la memoria”(Pajares, 2012, pa´g. 21),
proponiendo un me´todo para la determinacio´n del intervalo basado en la tensio´n
de la cuerda, entendie´ndolo como la diferencia de tensio´n existente entre dos notas
(Golda´raz, 1989).
Los intervalos, aunque se dan en la melod´ıa de golpe, son nume´ricamente medi-
bles en la tradicio´n pitago´rica; so´lo sensorialmente en la aristoge´nica. (Golda´raz,
1989, pa´g. 10)
1So far there has been no general agreement as to whether primitive man arrived at an instru-
mental scale by following one or another principie, several principies simultaneously, or no principie
at all. Since this is the case, there is little to be gained by starting our study prior to the time of
Pythagoras, whose system of tuning has had so profound an influence upon both the ancient and
the modern world. (Barbour, 2004, pa´g. 1).
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de esta forma podemos entender la discrepancia fundamental de la concepcio´n
interva´lica de Pita´goras frente a la de Aristo´genes, que se vera´ retomada en la
obra de los grandes tratadistas del renacimiento:
[...]la diferencia fundamental ya comentada entre la tradicio´n pitago´rica y la
aristoge´nica y que afecta a la terminolog´ıa. Cuando los teo´ricos renacentistas
empleen te´rminos como espacio o relacio´n entre espacios para referirse a
nota e intervalo respectivamente esta´n siguiendo la tradicio´n pitago´rica; cuan-
do usen tensio´n o distancia-diferencia entre notas, siguen la aristoge´nica.
(Golda´raz, 1989, pa´g. 11)
La teor´ıa musical de Aristo´genes pasa totalmente desapercibida hasta el siglo XVI
a causa de su elevado nivel te´cnico, de su discrepancia con la teor´ıa pitago´rica y
de su incompletitud. Tan so´lo algunos tratadistas continu´an con esta tradicio´n:
Cleo´nides (siglo II d.C.) en su Harmonica introductio se muestra como el ma´s im-
portante transmisor de la teor´ıa aristoge´nica; Aristides Quintilianus (siglos III-IV)
se muestra partidario de aristo´genes en su tratado De Mu´sica, y por u´ltimo Gu-
dentuis (siglo II o IV d.C.) propone en su Harmonica introductio una ampliacio´n
de las teor´ıa de Aristo´genes. Al contrario, la tradicio´n pitago´rica sera´ continua-
da por numerosos autores como Ptolomeo de Alejandr´ıa (Harmonica, siglo II),
Theron de Smyrna (Expositio rerum mathematicarum ad legendum Platonem uti-
lium, siglo II), San Agust´ın (De mu´sica, 379-389 d.C.), y Boecio (De institucione
mu´sica, ca.500 d.C.), quien asentara´ definitivamente la tradicio´n pitago´rica en la
teor´ıa musical de la Edad Media(Pajares, 2012, pa´g. 16).
Ya en pleno renacimiento, Zarlino se mostrara´ partidario de la concepcio´n aristo-
ge´nica para la definicio´n de los intervalos mientras que adoptara´ la pitago´rica para
la medicio´n de los mismos. Salinas directamente adoptara´ la concepcio´n pitago´ri-
ca, definiendo un intervalo como una proporcio´n entre nu´meros y por tanto entre
distancias. Galilei, sin embargo, adoptara´ una posicio´n en gran parte aristoge´nica
(Golda´raz, 1989, pa´g. 28).
La razo´n interva´lica
Continuando con la concepcio´n pitago´rica, nuestra definicio´n actual del interva-
lo musical se expresa mediante la proporcio´n (razo´n, relacio´n o ratio) entre las
frecuencias fundamentales de las dos notas que lo conforman. Como la relacio´n
existente entre la frecuencia n producida por una cuerda depende linealmente con
la longitud L de la misma, para una tensio´n T , densidad ρ y dia´metro d constan-
tes resulta equivalente hablar de relacio´n de frecuencias y relacio´n de longitudes
(Tipler, 1985).
177






ρ · pi · d2 (5.1)
Entendemos por tanto el concepto de razo´n entre dos notas musicales como el
cociente entre sus dos frecuencias fundamentales. Esta definicio´n resulta en una
comparacio´n expresada te´rminos relativos, y no absolutos, que resulta invariante
frente a transposiciones de octava.
Definicio´n 5.2.1 Razo´n. Sean f1, f2 ∈]0,∞[ las frecuencias correspondientes a
dos notas cualesquiera. La razo´n del intervalo musical formado desde la nota f1




, f1, f2 > 0 (5.2)
No´tese que r ∈]0,∞[ puede tomar como valor cualquier nu´mero real positivo
mayor que cero. La razo´n carece de unidades y por tanto sera´ un nu´mero adimen-








Ejemplo 5.2.1 Calcu´lese la razo´n del intervalo formado por dos notas cuyas fre-
cuencias son 261,62Hz y 294,39Hz








Ejemplo 5.2.2 Calcu´lese la razo´n del intervalo formado por dos notas cuyas fre-





Es fa´cil comprobar como no siempre sera´ posible escribir mediante una fraccio´n
simplificada el valor de una razo´n cualquiera, de igual forma que no pueden es-
cribirse como fracciones los nu´meros irracionales. La razo´n podra´ escribirse como
nu´mero fraccionario so´lo cuando su valor sea un nu´mero racional.
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El un´ısono y la octava
Definicio´n 5.2.2 Un´ısono. Dos notas de frecuencias f1, f2 ∈]0,∞[ se encontra-
ra´n en relacio´n de un´ısono siempre que la razo´n del intervalo que forman tenga
valor de 1.
Ejemplo 5.2.3 Calcu´lese la razo´n del intervalo formado por dos notas cuyas fre-





Podemos afirmar que ambas notas forman un intervalo de un´ısono.
Si r > 1 se comprueba trivialmente que f2 > f1. De hecho, la definicio´n 5.2.1
se construye de modo que la razo´n tenga valores superiores a la unidad siempre
que la segunda frecuencia sea superior a la primera; siendo f1 la frecuencia de
referencia, las razones superiores a la unidad indicara´n intervalos positivos, es
decir, ascendentes, que alcanzan una frecuencia ma´s aguda que f1. Sin embargo
nada impide que la razo´n pueda tener un valor comprendido en el intervalo ]0, 1[,
es decir, que sea mayor que cero y menor que uno. Si esto sucede se tiene que
interpretar que en este caso f2 < f1, es decir, la segunda frecuencia sera´ inferior
a la primera y por tanto el intervalo es negativo (descendente), remitiendo f2 a
una frecuencia ma´s grave que f1.
Definicio´n 5.2.3 Octava. Dos notas de frecuencias f1, f2 ∈]0,∞[ se encontrara´n
en relacio´n de octava siempre que la razo´n del intervalo que forman tenga valor
de 2.
Ejemplo 5.2.4 Calcu´lese la razo´n del intervalo formado por dos notas cuyas fre-





Consecuentemente ambas notas forman un intervalo de octava. Pero...¿que´ suce-
der´ıa en el caso en que f1 = 261,62Hz y f2 = 130,81Hz? La razo´n valdr´ıa r = 0,5
y ambas notas estar´ıan relacionadas por un intervalo de octava descendente.
Ejemplo 5.2.5 Calcu´lese la razo´n del intervalo formado por la frecuencia f1 =
261,62Hz y las siguientes frecuencias: 523,24Hz, 1046,48Hz, 2092,96Hz
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Es fa´cil entender como en el primer caso las dos frecuencias esta´n a distancia
de octava (2 × 261,62), en el segundo caso se encuentran a octava de la octava
(2 × 2 × 261,62 = 4 × 261,62), y en el tercer caso a tres octavas de diferencia
(2×2×2×261,62 = 8×261,62). Sobre una misma nota f1 de referencia la octava
de la octava se calculara´ multiplicando la frecuencia inicial por dos. La ene´sima
octava de la octava se calculara´ multiplicando por dos dicha frecuencia un total
de n veces. Este mismo ejercicio se podr´ıa plantear realizando transposiciones de
octava descendentes, y por tanto dividiendo entre 2.
En la tradicio´n musical occidental, dos notas separadas por un intervalo de octava
se consideran homo´nimas y por tanto equivalentes. La diferencia en su denomi-
nacio´n radicara´ en su correspondiente ı´ndice acu´stico de octava2. Podemos con-
siderar esta equivalencia de octava como uno de los principios ba´sicos de nuestra
concepcio´n musical, de forma que el conjunto de notas equivalentes a una nota
dada cualquiera se extiende infinitamente hacia el registro agudo y hacia el re-
gistro grave mediante sucesivas transposiciones de octava (Lerdahl y Jackendoff,
2003, pa´g.326).
Principio 5.2.1 Equivalencia de octava. Dos notas de frecuencias f1, f2 ∈]0,∞[







donde n representa el nu´mero total de octavas de diferencia entre las dos frecuen-
cias. Si n > 0, la frecuencia f2 sera´ ma´s aguda que f1; si n < 0, la frecuencia f2
sera´ ma´s grave que f1; por u´ltimo, si n = 0, la frecuencia f2 es igual a f1 y se
considera que ambas notas forman un intervalo de un´ısono.
2El ı´ndice acu´stico de octavas, (o ı´ndice de registro) es el s´ımbolo o conjunto de s´ımbolos usado
para representar la altura de las notas prescindiendo del pentagrama. Las nomenclaturas ma´s co-




Operaciones ba´sicas con razones interva´licas
Proposicio´n 5.2.1 Suma. Sean r1 = f2/f1 y r2 = f3/f2 dos razones interva´licas.

















r2 · f2 · r1
f2
r = r1 · r2 (5.5)
No resulta complicado extender este resultado para demostrar que la razo´n de la
suma de tres razones interva´licas r1, r2 y r3 vale r = r1 · r2 · r3. Generalizando,





Adema´s, la operacio´n de suma de razones interva´licas cumple con las propiedades
conmutativa y asociativa.
r = (r1 · r2) · r3 = r1 · (r2 · r3)
r = r1 · r2 · r3 = r2 · r1 · r3 = r2 · r3 · r1 = r3 · r2 · r1 = r3 · r1 · r2
Proposicio´n 5.2.2 Resta. Sean r1 = f2/f1 y r2 = f3/f1 dos razones interva´licas.
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Proposicio´n 5.2.3 Multiplicacio´n. Sea r1 = f2/f1 una razo´n interva´lica cual-
quiera. La razo´n resultante de la suma de n intervalos iguales r1 es r = r
n
1
f2 = f1 · r1
f3 = f2 · r1 = f1 · r21
f4 = f3 · r1 = f1 · r31
...
fn = f1 · rn−11








r = rn1 (5.8)








Proposicio´n 5.2.4 Divisio´n. Sea r1 una razo´n interva´lica cualquiera. La razo´n
resultante dividirla en n intervalos iguales es r = n
√
r1
f2 = f1 · r
f3 = f2 · r = f1 · r2
f4 = f3 · r = f1 · r3
...
fn = f1 · rn−1













Proposicio´n 5.2.5 Logaritmacio´n. Sean r1 y r2 dos razones interva´licas cuales-
quiera. El nu´mero de veces n que el intervalo r2 esta´ contenido en el intervalo r1
es n = logr2 r1
rn2 = r1; log r
n




= logr2 r1 (5.11)
Razo´n interva´lica circunscrita al a´mbito de una octava
En las pro´ximas secciones veremos que para calcular las razones de las notas en
distintos sistemas de afinacio´n resulta necesario reducir dicha razo´n al a´mbito
de una octava3, esto es, restringir su valor al intervalo [1, 2[. ¿Co´mo es posible
realizar dicha operacio´n? Supongamos que tenemos una razo´n cualquiera r, que
ha sido calculada mediante un determinado sistema de afinacio´n y que tiene un
valor superior a la octava, por tanto r > 2. La forma ma´s rudimentaria de reducir
dicho intervalo al a´mbito de la octava es dividiendo sucesivamente la razo´n r entre
2 (es decir, restar octavas sucesivamente) hasta que la razo´n sea menor que 2.
Ejemplo 5.2.6 Reduzca la razo´n r = 656,84 al intervalo de octava. ¿Cua´ntas




























La razo´n queda r = 1,282890625. Se han restado un total de 9 octavas.
¿Co´mo hemos de proceder si, en caso contrario, nuestra razo´n r es menor que la
unidad y por tanto se trata de un intervalo descendente? En este caso tendremos
que sumar octavas sucesivas hasta que la razo´n del intervalo sea mayor que 1, tal
y como se muestra en el siguiente ejemplo:
3Ve´ase el principio de equivalencia de octava 5.2.1.
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Ejemplo 5.2.7 Circunscr´ıbase la razo´n r = 0,315 al intervalo de octava. ¿Cua´n-
tas octavas se han sumado?
0,315 · 2 = 0,63; 0,63 · 2 = 1,26;
La razo´n queda r = 1,26. Se han sumado un total de 2 octavas.







)c; f∗ ∈ [0, 1[ (Liern, 2005)
Como r = f
f0
y adema´s r∗ := 2f
∗
, podemos definir una transformacio´n sobre
cualquier razo´n r de tal manera que su valor quede limitado al intervalo [1, 2[.
f∗ := log2 r − blog2 rc
r∗ := 2f
∗:=log2 r−blog2 rc
r∗ = 2log2 r · 2−blog2 rc
r∗ = r · 2−blog2 rc; r∗ ∈ [1, 2[ (5.12)
Donde el r∗ representa la transformada de la razo´n, circunscrita al intervalo [1, 2[
y bxc es la funcio´n suelo de x. Es fa´cil comprobar como el nu´mero de octavas





−blog2 rc = −blog2 rc;
5.2.2 Unidades interva´licas logar´ıtmicas
Como hemos visto, la definicio´n del intervalo musical como razo´n, es decir, como
cociente entre dos frecuencias, implica la utilizacio´n de la multiplicacio´n y de
la divisio´n para calcular la operacio´n suma y resta de razones, respectivamente.
Adema´s, la multiplicacio´n de un intervalo implica la potenciacio´n de razones y
al contrario, la divisio´n de un intervalo en partes iguales, requiere del uso de
ra´ıces. Estas operaciones, aunque exactas, no resultan co´modas ni proporcionan
unos resultados ra´pidamente inteligibles; sin embargo, gracias a la introduccio´n




Conceptualmente resulta sencillo el planteamiento general de estas unidades de
medida; supongamos que nuestro intervalo de referencia es el semitono del tempe-
ramento igual. ¿Cua´ntos semitonos contiene un intervalo de octava? La respuesta
es inmediata: 12. ¿Cua´ntos semitonos contiene un intervalo de doble octava? La
respuesta es trivial: exactamente el doble, es decir, 24. La idea subyacente en el
funcionamiento de todas las medidas logar´ıtmicas es la misma: primero se definira´
un intervalo mı´nimo de referencia a y se calculara´ su razo´n ra. Posteriormente se
averiguara´, mediante la utilizacio´n de logaritmos, cua´ntos intervalos de referencia
ra esta´n contenidos en un intervalo r cualquiera tal que
(ra)
n = r; n =
log r
log ra
donde ra es la razo´n de nuestro intervalo de referencia, r es el intervalo que que-
remos expresar en te´rminos del intervalo de referencia a, y n es el nu´mero de
intervalos de referencia a que esta´n contenidos en r. La utilizacio´n de logaritmos
nos permite trabajar directamente con el exponente (en el caso de la ecuacio´n
anterior, el nu´mero n) de la ecuacio´n, gracias a la propiedad log xy = y · log x. De
esta manera conseguiremos simplificar las operaciones interva´licas, especialmen-
te si seleccionamos un intervalo ra adecuado para nuestro propo´sito, ya que no
trabajaremos con las razones, habitualmente fracciones o irracionales, sino que
utilizaremos un nu´mero que especificara´ el total de intervalos de referencia ra
contenidos en el intervalo a caracterizar r. Los pioneros en el uso de logaritmos
para el ca´lculo de los taman˜os interva´licos fueron Bonaventura Cavalieri4, Juan
Caramuel de Lobkowitz5 y Lemme Rossi6. Tambie´n Christiaan Huygens7 utiliza
estos me´todos logar´ıtmicos en su sistema de afinacio´n (Coul, 2015).
4Bonaventura Cavalieri (Mila´n, 1598 - Bolonia, 1647), matema´tico italiano perteneciente a la
orden de los Jesuatos, alumno de Galileo Galilei. Esta´ considerado como uno de los precursores del
ca´lculo infinitesimal moderno as´ı como pionero en Italia en la utilizacio´n de logaritmos. Es ce´lebre
su teor´ıa de los indivisibles, en la que estudia magnitudes geome´tricas discretas compuestas a partir
de un nu´mero infinito de elementos indivisibles (Alexander, 2015).
5Juan Caramuel de Lobkowitz (Madrid, 1606 - Vigevano, 1682), filo´sofo, matema´tico, lo´gico,
lingu¨ista y monje cisterciense espan˜ol. Gran erudito y prototipo del hombre renacentista, se intereso´
sobre lengua, literatura, teatro, poes´ıa, pedagog´ıa, criptograf´ıa, filosof´ıa, teolog´ıa, historia, pol´ıtica,
mu´sica, pintura, escultura, arquitectura, matema´ticas, f´ısica, astronomı´a, etc. Su obra Mathesis bi-
ceps contiene la primera descripcio´n impresa del sistema binario (Knuth, 1969, pa´g.183), explicando
los principios generales de los nu´mero en cualquier base n y poniendo de manifiesto las ventajas que
en ocasiones tiene el realizar cambios de base para resolver determinados problemas. Fue tambie´n el
primero en publicar en espan˜a tablas de logaritmos (Ferna´ndez, 1919).
6Lemme Rossi ( - 1673†), mu´sico y teo´rico italiano. Fue el primero en publicar una propuesta de
un temperamento igual consistente en dividir la octava en 31 notas, anticipa´ndose a la misma idea
propuesta por Christiaan Huyghens (Wardhaugh, 2017, pa´g.37).
7Christiaan Huygens (La Haya, 1629 - ibidem, 1695), astro´nomo, f´ısico y matema´tico neerlande´s.
Su contribucio´n ma´s importante en el terreno de la mu´sica consiste en su temperamento igual de 31
notas por escala (Meyer, 1951).
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El cent
El cent es un microintervalo musical resultante de dividir una octava en 1200 par-
tes iguales. Fue propuesto por Alexander John Ellis 8 en 1884, presentado tanto
en su art´ıculo On the musical scales of various nations como en un ape´ndice de su
traduccio´n del tratado de Von Helmholtz Die Lehre von den Tonempfindungen als
physiologische Grundlage fu¨r die Theorie der Musik. Ellis, considerado uno de los
padres de la etnomusicolog´ıa, pretend´ıa utilizar el cent para el estudio de escalas
musicales alejadas de la tradicio´n occidental, sin embargo esta unidad pronto se
instituyo´ como la unidad de medida de intervalos estandarizada, ya que propor-
ciona valores muy co´modos para denominar a los intervalos (especialmente a los
intervalos del temperamento igual) y adema´s, a efectos pra´cticos, es suficiente con
redondear al cent ma´s pro´ximo, no siendo necesario trabajar con decimales. La





1/1200 = 1,0057779 . . . (5.13)




(21/1200)n = 2n/1200 = r
log2 2
n/1200 = log2 r
n
1200
· log2 2 = log2 r
n = 1200 · log2 r
Si a la variable n la denominamos razo´n en cents, tenemos
rcents = 1200 · log2 r (5.14)
Efectuando un sencillo cambio de base en el logaritmo, podemos aproximar la
expresio´n anterior para calcular la razo´n en cents mediante logaritmos en base
diez





8Alexander John Ellis, (Middlesex, 1814 - Londres, 1890) matema´tico y filo´logo ingle´s.
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Podemos redondear a dos decimales el valor de 1200/log 2 = 3986,313714 . . . re-
sultando la siguiente expresio´n
rcents ≈ 3986,31 · log r (5.15)
que nos permite calcular de forma suficientemente precisa el nu´mero de cents rcent
contenidos en un intervalo cualquiera expresado mediante la razo´n r. Despejando
de la ecuacio´n 5.14 obtenemos la expresio´n para calcular el valor de la razo´n r
asociada a un nu´mero de cents cualquiera rcents




2rcents/1200 = 2log2 r = r
r = 2
rcents/1200 (5.16)
O bien despejando de la ecuacio´n 5.15




10rcents/3986,31 = 10log r = r
r = 10
rcents/3986,31 (5.17)
Ejemplo 5.2.8 Calcu´lese el nu´mero de cents contenidos en el intervalo de octava
(razo´n r = 2).
rcents = 3986,31 · log 2 = 1199,9989 ≈ 1200cents
Ejemplo 5.2.9 Calcu´lese el nu´mero de cents contenidos en el intervalo formado
por las frecuencias 679,45Hz y 882,14Hz.
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Comentario 5.2.1 No´tese como los intervalos expresados en cents pueden ser







; r = r1 · r2
1200 · log2 r = 1200 · log2 (r1 · r2)
1200 · log2 r = 1200 · log2 r1 + 1200 · log2 r2
rcents = rcents1 + r
cents
2
Ejemplo 5.2.10 Su´mese estos tres intervalos expresados en cents: 386 cents,
1200 cents, 316 cents y calcu´lese la razo´n del intervalo resultante:
rcents = 386 + 1200 + 316 = 1902 cents
r = 10
1902/3986,31 = 3,000081049 ≈ 3





· 1200 · log22 = 100 cents
El Savart
Se define como 1/301 de parte de la octava por Joseph Sauveur10 in 1696 bajo
el nombre de Eptame´ride, una se´ptima parte de la Me´ride. Posteriormente en el
siglo XX esta´ unidad sera´ denominada como Savart por el f´ısico france´s Fe´lix
Savart11 (Coul, 2015).
Me´ride y Heptame´ride
Se define por Joseph Sauveur como 1/43 de la parte de una octava. La me´ride
y la heptame´ride (1/7 de la parte de la me´ride) fueron las primeras medidas
logar´ıtmicas de intervalos propuestas (Coul, 2015).
9Comentario va´lido para cualquier unidad de medida de intervalos logar´ıtmica.
10Joseph Sauveur (1653-1716), matema´tico y f´ısico france´s.




Propuesto por Andreas Werckmeister 12, se define como 1/12 parte de la coma
pitago´rica, y es por tanto la diferencia existente entre una quinta pitago´rica (3/2)
y una quinta del temperamento igual (27/12). Su razo´n es 3 · 2−19/12, equivalente
a 1.95500087 cents, aunque eventualmente se aproxima 2 (Coul, 2015).
El Schisma
El Schisma es la diferencia existente entre la coma pitago´rica (312/219) y la coma
sinto´nica ( 3
4
5·24 ). Fue introducido por Boecio a principios del siglo VI en su tratado
De institutione mu´sica. Su razo´n es 3
8·5
215
, equivalente a 1.953720788 cents. Aunque
muy parecidos en valor, no debe confundirse el schisma con el grad. El grad es
ligeramente superior (0,00128 cents) (Coul, 2015).
5.2.3 El temperamento igual
El temperamento igual es el sistema de afinacio´n utilizado actualmente de forma
sistema´tica y estandarizada en la tradicio´n musical occidental. Supone una divi-
sio´n de la octava en doce partes iguales, denominadas semitonos (segunda menor).





1/12 = 1,059463094 . . . (5.18)
Es fa´cil comprobar utilizando la expresio´n 5.14 como un semitono segu´n el tem-
peramento igual contiene exactamente 100 cents:
r2ªm = 1200 · log2 21/12 = 100 cents (5.19)
No es extran˜o este resultado ya que Ellis, el creador del cent, establece un maridaje
perfecto entre cents y temperamento igual; la definicio´n del cent contempla 1200
cents en una octava, por tanto un semitono contiene una doceava parte de estos
cents (1200/12 = 100cents). A diferencia de otras unidades de medida logar´ıtmica
de intervalos, el cent esta´ espec´ıficamente disen˜ado para el temperamento igual.
Como en este sistema de afinacio´n todos los semitonos son iguales, todos los tonos
(formados por dos semitonos) tambie´n sera´n iguales. De hecho todas las terceras
menores (tres semitonos) tambie´n sera´n iguales, y lo mismo sucedera´ con terceras
mayores, cuartas, etc. Para el ca´lculo de la razo´n de un intervalo sera´ u´nicamente
necesario conocer el nu´mero de semitonos que e´ste contiene.
12Andreas Werckmeister (1645-1706), compositor y teo´rico musical alema´n.
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donde n es el nu´mero de semitonos que contiene el intervalo.
No´tese que si n = 0, r0 = 1 (un´ısono) y si n = 12, r12 = 2 (octava). Podemos
extender este resultado: si n = 24, r24 = 4(quinceava o doble octava) y si n =
−12, r−12 = 0,5(octava inferior). El resultado anterior expresado en cents es au´n
ma´s sencillo:
rcentsn = 1200 · log2 2n/12 = 1200/12 · n
rcentsn = 100 · n (5.21)
En la siguiente tabla se muestran las razones y el nu´mero de cents de cada uno de
los doce intervalos distintos existentes en el temperamento igual. Los intervalos
enarmo´nicos tienen igual razo´n y nu´mero de cents13.
Tabla 5.1: Razones y cents de los doce primeros intervalos segu´n el temperamento igual.
Intervalo Razo´n Cents Intervalo Razo´n Cents
2ª menor 21/12 100 5ª Justa 27/12 700
2ª Mayor 22/12 200 6ª menor 28/12 800
3ª menor 23/12 300 6ª Mayor 29/12 900
3ª Mayor 24/12 400 7ª menor 210/12 1000
4ª Justa 25/12 500 7ª Mayor 211/12 1100
4ª Aumentada 26/12 600 Octava 212/12 1200
13i.e. una cuarta aumentada tiene el mismo nu´mero de semitonos que una quinta disminuida, un
total de seis, por tanto 600 cents.
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5.2.4 La serie armo´nica
Una nota producida por un instrumento musical no esta´ constituida u´nicamen-
te por su frecuencia fundamental; existen muchas otras frecuencias, denomina-
das frecuencias armo´nicas (tambie´n parciales, sobretonos, o armo´nicos), que se
producen al mismo tiempo que la frecuencia fundamental y que coexisten en la
totalidad del sonido. La contribucio´n de las intensidades relativas de cada una de
estas frecuencias armo´nicas constituye, desde el punto de vista de la acu´stica, lo
que en mu´sica se entiende por timbre. El ana´lisis de Fourier, mediante algoritmos
como la Fast Fourier Transform (FFT), es capaz de descomponer el timbre de
cualquier sonido mostrando tanto las frecuencias constituyentes como sus inten-
sidades relativas. Estas frecuencias armo´nicas se producen como consecuencia de
la resonancia de tipo de´bil, es decir, en el seno de un medio con bajos coeficientes
de amortiguamiento (Marion, 1975, pa´g. 135), de los distintos modos propios de
vibracio´n que generan ondas estacionarias sobre dicho medio. En el caso de los
instrumentos musicales, la existencia y amplificacio´n de estas frecuencias esta-
cionarias es un factor clave para determinar la calidad t´ımbrica y la sensacio´n
de altura definida del sonido, jugando por tanto un papel clave en el disen˜o y
construccio´n de instrumentos musicales. Los medios t´ıpicos de estudio de la acu´s-
tica musical son las cuerdas y tubos (abiertos o cerrados, cil´ındricos o co´nicos).
En dichos medios se producira´n ondas estacionarias cuyas intensidades determi-
nara´n el espectro de frecuencias caracter´ıstico de cada instrumento. El estudio
ba´sico de la acu´stica musical se centra u´nicamente en la determinacio´n, mediante
la introduccio´n de determinadas restricciones geome´tricas, de aquellas frecuencias
armo´nicas que son permitidas porque producen interferencia constructiva y por
tanto generan ondas estacionarias (Tipler, 1985). El ana´lisis de las intensidades
relativas caracter´ısticas de cada frecuencia armo´nica se reserva para un ana´lisis
ma´s profundo de la acu´stica de los instrumentos musicales.
La expresio´n general de las frecuencias armo´nicas en el caso en el que el medio
oscilador sea una cuerda, el aire contenido por un tubo cil´ındrico abierto, o el






donde v es la velocidad del sonido en el medio, L es la longitud del medio y n ∈
[1, 2, 3, . . . ,∞[ es el nu´mero de armo´nico. Observamos que la nota fundamental,
en te´rminos de acu´stica, se denomina primer armo´nico y adema´s que, desde el
punto de vista teo´rico, se pueden producir infinitas frecuencias armo´nicas14.
14Desde el punto de vista teo´rico, existen infinitos armo´nicos ya que n puede coger infinitos
valores enteros mayores que cero, sin embargo, esto no significa que cualquier frecuencia pueda ser
una frecuencia armo´nica.
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Es fa´cil comprobar como todas las frecuencias armo´nicas son mu´ltiplos de la
fundamental, esto es, mu´ltiplos del primer armo´nico, con independencia de cual


















= n · f1
fn = n · f1 (5.23)
Este resultado es sumamente importante ya que nos permitira´ estudiar los inter-
valos musicales existentes entre los distintos armo´nicos, desde un punto de vista
completamente teo´rico, aplicable a cualquier instrumento musical que cumpla con
la condicio´n 5.23, sin necesidad de conocer los valores exactos de las frecuencias
de los armo´nicos que estamos estudiando.
Ejemplo 5.2.12 Calcu´lese la razo´n del intervalo formado por las frecuencias ar-
mo´nicas nu´mero 5 y nu´mero 4 de la serie armo´nica de la cuarta cuerda del viol´ın.
Exprese el resultado en cents. (To´mese La4 = 442Hz).
No necesitamos conocer las frecuencias de los armo´nicos 5 y 4 de la cuerda Sol






4 · f1 =
5
4
Expresamos ahora el resultado en cents:






La serie armo´nica nos proporciona una infinita variedad de intervalos y microin-
tervalos cuyas razones pueden ser calculadas de forma muy sencilla, tal y como
se muestra en el ejemplo 5.2.12. Sin embargo, estos intervalos se encuentran cir-
cunscritos a un sistema de afinacio´n propio: el sistema natural, perteneciente a
la f´ısica ondulatoria, la acu´stica musical y la resonancia. A excepcio´n del inter-
valo de octava, ninguno de ellos coincide con los intervalos calculados segu´n el
temperamento igual, sistema de afinacio´n que utilizamos de forma estandarizada
actualmente. En la siguiente figura podemos ver una representacio´n aproximada15
de la notacio´n que tendr´ıan las primeras 16 frecuencias armo´nicas de la nota Do2
sobre el pentagrama:
Figura 5.1: Primeros 16 armo´nicos de la nota Do2 representados de forma aproximada en
nuestra notacio´n actual.
A continuacio´n definiremos algunos intervalos naturales que han jugado un pa-
pel relevante en la tradicio´n histo´rica del estudio de los sistemas de afinacio´n
occidentales.
Tabla 5.2: Tabla de intervalos naturales.
Intervalo Razo´n Cents Intervalo Razo´n Cents
Octava 2/1 1200,00 Un´ısono 1/1 0,00
Quinta 3/2 701,955 Cuarta 4/3 498,045
3ª Mayor 5/4 386,314 6ª menor 8/5 813,686
3ª menor 6/5 315,641 6ª Mayor 5/3 884,359
Tono Grande 9/8 203,910 7ª menor pequen˜a 16/9 996,090
Tono pequen˜o 10/9 182,404 7ª menor Grande 9/5 1017,596
2ª menor 16/15 111,731 7ª Mayor 15/8 1088,269
15No´tese que con respecto a su nota equivalente calculada mediante temperamento igual y toman-
do como referencia la nota Do, los armo´nicos nu´mero 7 y 14 se quedan 31.17cents bajos, el armo´nico
11 se queda 48.68 cents bajo, y el armo´nico 13 se queda 40.53 cents alto. En la ilustracio´n, las flechas
ascendentes o descendentes representan dicha desviacio´n. En el resto de armo´nicos, a excepcio´n de
la octava y sus mu´ltiplos, esta discrepancia de los valores de las frecuencias naturales con las del
temperamento igual sigue existiendo pero no es tan acusada.
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Es fa´cil demostrar como cada intervalo formado por dos armo´nicos consecutivos
es cada vez ma´s pequen˜o. Por orden de aparicio´n, el intervalo de octava es el
primero, encontra´ndose formado entre los armo´nicos 2 y 1; el intervalo de quinta
justa natural entre los armo´nicos 3 y 2; el intervalo de cuarta justa natural entre
los armo´nicos 4 y 3; la tercera Mayor natural entre los armo´nicos 5 y 4; la tercera
menor natural entre los armo´nicos 6 y 5. Las terceras que aparecen a continuacio´n,
involucrando el armo´nico 7 tradicionalmente han sido desechadas. Aparecen dos
tipos de tonos: el tono Grande, formado por los armo´nicos 9 y 8, y el tono pequen˜o,
formado por los armo´nicos 10 y 9. Nuevamente, el tono entre el armo´nico 11 y 10 es
desechado, as´ı como el resto de intervalos que aparecen hasta llegar a la segunda
menor natural, formada por los armo´nicos 16 y 15. Estos intervalos aparecen
infinitas veces en armo´nicos superiores, como por ejemplo el intervalo de octava
que aparece nuevamente entre los armo´nicos 4:2, 8:4, etc.
194
5.3 Los sistemas de afinacio´n
5.3 Los sistemas de afinacio´n
5.3.1 Los sistemas de afinacio´n
Basa´ndonos en la definicio´n expuesta por Liern (2015, pa´g.206), proponemos a
continuacio´n una definicio´n matema´tica para generalizar el concepto de sistema
de afinacio´n.
Definicio´n 5.3.1 Sistema de afinacio´n. Sea B = {βi}ki=1, con βi ∈ [1, 2[ un
conjunto de k razones interva´licas. Sea F = {fi}ki=1 un conjunto funciones
fi : Z → Z, i = {1, 2, . . . , k}. Un sistema de afinacio´n formado por los inter-










, n ∈ Z
}
(5.24)
donde ∗ es la transformacio´n definida en 5.12 y por tanto rn ∈ [1, 2[, ∀n ∈ Z.
Ejemplo 5.3.1 El Sistema Pitago´rico abierto. Tal y como propone Liern (2015),
sea f0 una frecuencia de referencia, una frecuencia f esta´ afinada segu´n el sistema
pitago´rico si existen n,m ∈ Z tales que βn · 2m · f0 = f , donde β = 3/2 es la
razo´n de un intervalo de quinta natural. Exprese el sistema de afinacio´n Pitago´rico
utilizando la definicio´n .
Sean B = {β1 = 3/2}, y F = {f1(n) = n}. Segu´n la definicio´n 5.3.1, el sistema
de afinacio´n pitago´rico es el conjunto
Spit = {rn = [βn1 ]∗}, n ∈ Z, β1 = 3/2 (5.25)
La razo´n del intervalo pitago´rico comprendido entre una nota f y otra nota de
referencia f0 (usualmente el Do) vendra´ determinada u´nicamente por el nu´mero
n ∈ Z de quintas naturales β con las que dicho intervalo se construye (positivas o
negativas) contando por la espiral de quintas desde la nota de referencia f0 hasta
la nota f . Adema´s, utilizando la transformacio´n 5.12 podemos calcular la razo´n
y circunscribirla al intervalo [1, 2[
r∗pit(n) = β
n
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La diferencia entre r∗pit(0) y r
∗










La diferencia entre r∗pit(4) y el intervalo de tercera mayor natural (5/4) es la no





34 · 22 · 2−2
5 · 24 = 2
−4 · 34 · 5−1 = 81/80 (21,5063896 cents)
Tabla 5.3: Ca´lculo de las 12 primeras notas del sistema pitago´rico abierto.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0,00 Fa\ 6 β61 · 2−3 611,73
Do\ 7 β71 · 2−4 113,69 Sol 1 β11 · 20 701,96
Re 2 β21 · 2−1 203,91 Sol\ 8 β81 · 2−4 815,64
MiZ -3 β−31 · 22 294,13 La 3 β31 · 2−1 905,87
Mi 4 β41 · 2−2 407,82 SiZ -2 β−21 · 22 996,09
Fa -1 β−11 · 21 498,04 Si 5 β51 · 2−2 1109,78
En el art´ıculo de Liern (2015) encontramos un interesante me´todo de calcular las
distintas razones de las notas en el sistema pitago´rico, as´ı como determinar sus





, n ∈ Z (5.27)
en tal caso, de a0 a a6 obtendr´ıamos las notas sin alteraciones (Fa-Do-Sol -Re-La-
Mi -Si); de a7 a a13 estas notas aparecer´ıan alteradas con un sostenido (Fa \-Do \-
Sol \-Re \-La \-Mi \-Si \); de a14 a a20 aparecer´ıan alteradas con doble sostenido,
etc. Los te´rminos con valores de n negativos se corresponden con bemoles: de a−7
a a−1 las notas aparece con un bemol (Fa Z-Do Z-Sol Z-Re Z-La Z-Mi Z-Si Z), de a−14 a
a−8 las notas aparece con doble bemol, y as´ı sucesivamente (Liern, 2015).
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Definicio´n 5.3.2 Sistema de afinacio´n cerrado. Sea SFB un sistema de afinacio´n
formado por los intervalos B y las funciones F . Sea el T ∈ N+ per´ıodo de repeti-
cio´n. Un sistema de afinacio´n es T-cerrado si
rn = rn+T , ∀n ∈ Z (5.28)
en caso contrario, el sistema de afinacio´n sera´ abierto, como le sucede al Sistema
Pitago´rico definido en 5.25, ya que
r∗pit(n) 6= r∗pit(n+ T ), ∀n ∈ Z, ∀T ∈ N+
Para cerrar la espiral infinita de quintas es necesario modificar resta´ndole el valor
de la coma pitago´rica. Esta quinta se denomina Quinta del Lobo y tradicional-








Ejemplo 5.3.2 Sistema de Afinacio´n Pitago´rico cerrado con quinta del lobo.
Sean B = {β1 = 32 , β2 = 2
18
311
} los intervalos de quinta natural y de quinta del
lobo pitago´rica. Sean las funciones F = {f1, f2} tal que
f1(n) = n− f2(n) f2(n) = bn+ 3
12
c
el Sistema de Afinacio´n Pitago´rico cerrado es el conjunto




















Figura 5.2: Ciclo pitago´rico con quinta del lobo.
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5.3.2 La justa entonacio´n
Definicio´n 5.3.3 Sistema de Zarlino. Sean B = {β1 = 3/2, β2 = 27/40} los in-
tervalos de quinta natural y quinta sinto´nica respectivamente. Sean las funciones
F = {f1, f2}
f1(n) = n− bn+ 4
7
c − bn+ 1
7
c





el sistema de afinacio´n de Zarlino es el conjunto





]∗}, n ∈ Z (5.30)
Para entenderla construccio´n de estas funciones hay que considerar lo siguiente:
la expresio´n bn+ 4/7c calcula el nu´mero de quintas sinto´nicas β2 que atraviesan
la posicio´n Re-La, empezando a contar desde la nota Do. La expresio´n bn+ 1/7c
calcula el nu´mero de quintas sinto´nicas β2 que atraviesan la posicio´n Fa-Si Z,
contando desde Do. Por tanto la suma de ambas expresiones f2(n) calcula el
total de quintas sinto´nicas contenidas en la espiral de Zarlino para una posicio´n
n, empezando a contar desde Do. El nu´mero de quintas naturales f1(n) sera´ el
nu´mero total de quintas naturales menos el nu´mero de quintas sinto´nicas.
Tabla 5.4: Ca´lculo de las 19 notas del sistema de la escala de Zarlino.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · 20 0.00 SolZ -6 β−41 · β−22 · 24 631.28
Do\ 7 β51 · β22 · 2−4 70.67 Sol 1 β11 · β02 · 20 701.96
ReZ -5 β−31 · β−22 · 23 133.24 Sol\ 8 β61 · β22 · 2−4 772.63
Re 2 β21 · β02 · 2−1 203.91 LaZ -4 β−31 · β−12 · 23 813.69
Re\ 9 β71 · β22 · 2−5 274.58 La 3 β21 · β12 · 2−1 884.36
MiZ -3 β−21 · β−12 · 22 315.64 La\ 10 β71 · β32 · 2−5 955.03
Mi 4 β31 · β12 · 2−2 386.31 SiZ -2 β−11 · β−12 · 22 1017.60
Mi\ 11 β81 · β32 · 2−6 456.99 Si 5 β41 · β12 · 2−2 1088.27
Fa -1 β−11 · β02 · 21 498.04 Si\ 12 β91 · β32 · 2−6 1158.94
Fa\ 6 β41 · β22 · 2−3 568.72
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Figura 5.3: Nu´mero de cents para cada nota de la escala de Zarlino.
La expresio´n de la d´ıesis Mayor (D.M) es β−81 ·β−42 ·27 = 648/625. La expresio´n de
la d´ıesis menor (D.m) es β−91 · β−32 · 27 = 128/125. La expresio´n del tono Grande
(T.G.) es β21 ·2−1 = 9/8. La expresio´n del tono pequen˜o( T.p.) es β1 ·β2 ·2−1 = 10/9.
La expresio´n del semitono diato´nico menor (s.d.m.) es β−41 · β−12 · 23 = 16/15. La
expresio´n del semitono diato´nico Mayor (s.d.M.) es β−31 · β−22 · 23 = 27/25. Al no
ser una fraccio´n superparticular no cuadra con el sistema filoso´fico neoplato´nico
de Zarlino. La expresio´n del semitono croma´tico (s.c) es β51 · β22 · 2−4 = 25/24.
Es remarcable sen˜alar tal y como se muestra en la siguiente figura que el sistema
de Zarlino de 19 notas es muy similar a la divisio´n de la octava en 19 partes igua-
les. Puede comprobarse esta afirmacio´n mediante los resultados computacionales
ejemplificados en la tabla 5.22.
Figura 5.4: Desviacio´n en cents de cada nota de la escala de Zarlino con su equivalente en
el temperamento igual de 19 notas por octava.
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5.3.3 Temperamentos abiertos
Utilizaremos la expresio´n propuesta por Liern (2015, pa´g.203) para calcular de
forma general la quinta temperada β1 perteneciente a cualquier sistema mesoto´-

































Propuesto por Pietro Aaron en (P. Aaron, 1
523, II, 4 1) (Link, 1963). Consiste en restar a
cada quinta un cuarto de coma sinto´nica, de tal
manera que cada cuatro quintas hemos reducido















La quinta del lobo vale β−111 · 27 = 5−11/4 · 27
(737.64 cents), aumentando aproximadamente en
2.7 comas sinto´nicas con respecto a la quinta del
lobo de la afinacio´n pitago´rica.
Definicio´n 5.3.4 Temperamento mesoto´nico de 1/4. Sean B = {β1 = 5 15 }, y
F = {f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento mesoto´nico de un
cuarto de coma sinto´nica es el conjunto
S1/4 = {rn = [βn1 ]∗}, n ∈ Z, β1 = 51/4 (5.32)
Tabla 5.5: Ca´lculo de las 12 notas del temperamento mesoto´nico de 1/4.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0 Fa\ 6 β61 · 2−3 579,47
Do\ 7 β71 · 2−4 76,05 Sol 1 β11 · 20 696,58
Re 2 β21 · 2−1 193,16 Sol\ 8 β81 · 2−4 772,63
MiZ -3 β−31 · 22 310,26 La 3 β31 · 2−1 889,74
Mi 4 β41 · 2−2 386,31 SiZ -2 β−21 · 22 1006,84
Fa -1 β−11 · 21 503,42 Si 5 β51 · 2−2 1082,89
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Consiste en restar a cada quinta un quinto de
coma sinto´nica, de tal manera que cada cinco
quintas hemos reducido una coma sinto´nica













La quinta del lobo vale β−111 · 27 = 246/5 · 3−11/5 ·
5−11/5 (725,81 cents).
Definicio´n 5.3.5 Temperamento mesoto´nico de 1/5. Sean B = {β1}, y F =
{f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento mesoto´nico de un quinto
de coma sinto´nica es el conjunto






Tabla 5.6: Ca´lculo de las 12 notas del temperamento mesoto´nico de 1/5.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0 Fa\ 6 β61 · 2−3 585,92
Do\ 7 β71 · 2−4 83,58 Sol 1 β11 · 20 697,65
Re 2 β21 · 2−1 195,31 Sol\ 8 β81 · 2−4 781,23
MiZ -3 β−31 · 22 307,04 La 3 β31 · 2−1 892,96
Mi 4 β41 · 2−2 390,61 SiZ -2 β−21 · 22 1004,69
Fa -1 β−11 · 21 502,35 Si 5 β51 · 2−2 1088,27
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Consiste en restar a cada quinta un tercio de
coma sinto´nica, de tal manera que cada tres
quintas hemos reducido una coma sinto´nica
completa. Las terceras menores (o sextas mayo-
res) sera´n todas naturales, excepto las que pasen
por la quinta del lobo. El valor de esta quinta









La quinta del lobo vale β−111 ·27 = 210/3·311/3·5−11/3
(757,35 cents).
Definicio´n 5.3.6 Temperamento mesoto´nico de 1/3. Sean B = {β1}, y F =
{f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento mesoto´nico de un tercio
de coma sinto´nica es el conjunto
S1/3 = {rn = [βn1 ]∗}, n ∈ Z, β1 = 3
√
10/3 (5.34)
Tabla 5.7: Ca´lculo de las 12 notas del temperamento mesoto´nico de 1/3.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0 Fa\ 6 β61 · 2−3 568,72
Do\ 7 β71 · 2−4 63,5 Sol 1 β11 · 20 694,79
Re 2 β21 · 2−1 189,57 Sol\ 8 β81 · 2−4 758,29
MiZ -3 β−31 · 22 315,64 La 3 β31 · 2−1 884,36
Mi 4 β41 · 2−2 379,14 SiZ -2 β−21 · 22 1010,43
Fa -1 β−11 · 21 505,21 Si 5 β51 · 2−2 1073,93
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Consiste en restar a cada siete quintas, un total
de dos comas sinto´nicas, por tanto a cada quinta
hay que restarle 2/7 de coma. El valor de esta







La quinta del lobo vale 757,35 cents.
Definicio´n 5.3.7 Temperamento mesoto´nico de 2/7. Sean B = {β1}, y F =
{f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento mesoto´nico de 2/7 de
coma sinto´nica es el conjunto





Tabla 5.8: Ca´lculo de las 12 notas del temperamento mesoto´nico de 2/7.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0 Fa\ 6 β61 · 2−3 574,86
Do\ 7 β71 · 2−4 70,67 Sol 1 β11 · 20 695,81
Re 2 β21 · 2−1 191,62 Sol\ 8 β81 · 2−4 766,48
MiZ -3 β−31 · 22 312,57 La 3 β31 · 2−1 887,43
Mi 4 β41 · 2−2 383,24 SiZ -2 β−21 · 22 1008,38
Fa -1 β−11 · 21 504,19 Si 5 β51 · 2−2 1079,05
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Consiste en restar a cada nueve quintas, un total
de dos comas sinto´nicas, por tanto a cada quinta
hay que restarle 2/9 de coma. El valor de esta







La quinta del lobo vale 731,07 cents.
Definicio´n 5.3.8 Temperamento mesoto´nico de 2/9. Sean B = {β1}, y F =
{f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento mesoto´nico de 2/9 de
coma sinto´nica es el conjunto





Tabla 5.9: Ca´lculo de las 12 notas del temperamento mesoto´nico de 2/9.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0 Fa\ 6 β61 · 2−3 583,05
Do\ 7 β71 · 2−4 80,23 Sol 1 β11 · 20 697,18
Re 2 β21 · 2−1 194,35 Sol\ 8 β81 · 2−4 777,41
MiZ -3 β−31 · 22 308,47 La 3 β31 · 2−1 891,53
Mi 4 β41 · 2−2 388,7 SiZ -2 β−21 · 22 1005,65
Fa -1 β−11 · 21 502,82 Si 5 β51 · 2−2 1085,88
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5.3.4 Temperamentos cerrados regulares
Temperamento igual de 12 notas
Consiste cerrar la espiral de quintas naturales restando una doceava parte de la




) a cada una de ellas, de tal manera que la quinta tempe-







= 27/12 (700,00 cents)
Definicio´n 5.3.9 Temperamento igual de 12 notas por octava. Sean B = {β1},
y F = {f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento igual de doce
notas por octava es el conjunto
ST12 = {rn = [βn1 ]∗}, n ∈ Z, β1 = 27/12 (5.37)
Tabla 5.10: Ca´lculo de las 12 notas del temperamento igual de 12 notas.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0 Fa\ 6 β61 · 2−3 600,00
Do\ 7 β71 · 2−4 100,00 Sol 1 β11 · 20 700,00
Re 2 β21 · 2−1 200,00 Sol\ 8 β81 · 2−4 800,00
MiZ -3 β−31 · 22 300,00 La 3 β31 · 2−1 900,00
Mi 4 β41 · 2−2 400,00 SiZ -2 β−21 · 22 1000,00
Fa -1 β−11 · 21 500,00 Si 5 β51 · 2−2 1100,00
Se puede demostrar fa´cilmente como en el temperamento igual
de doce notas, la razo´n de cualquier intervalo rn formado por un




2n, ∀n ∈ R (5.38)
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Temperamento igual de 19 notas
Consiste dividir la octava en 19 partes iguales. El intervalo resultante ( 19
√
2 o
63,1578947 cents) es un ligeramente superior al cuarto de tono del temperamento
igual de 12 notas. El ciclo se cierra de manera natural mediante la concatenacio´n
de 19 intervalos β1 tal que:
β1 = 2
1/19 (63,1578947 cents)
Definicio´n 5.3.10 Temperamento igual de 19 notas por octava. Sean B = {β1},
y F = {f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento igual de dieci-
nueve notas por octava es el conjunto
ST19 = {rn = [βn1 ]∗}, n ∈ Z, β1 = 21/19 (5.39)
Tabla 5.11: Ca´lculo de las notas del temperamento igual de 19 notas.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0,00 SolZ 10 β101 · 20 631,58
Do\ 1 β11 · 20 63,16 Sol 11 β111 · 20 694,74
ReZ 2 β21 · 20 126,32 Sol\ 12 β121 · 20 757,89
Re 3 β31 · 20 189,47 LaZ 13 β131 · 20 821,05
Re\ 4 β41 · 20 252,63 La 14 β141 · 20 884,21
MiZ 5 β51 · 20 315,79 La\ 15 β151 · 20 947,37
Mi 6 β61 · 20 378,95 SiZ 16 β161 · 20 1.010,53
Mi\ 7 β71 · 20 442,11 Si 17 β171 · 20 1.073,68
Fa 8 β81 · 20 505,26 Si\ 18 β181 · 20 1.136,84
Fa\ 9 β91 · 20 568,42
Se puede demostrar fa´cilmente como en el temperamento igual
de diecinueve notas, la razo´n rn de cualquier nota n ∈ N+ se




2n,∀n ∈ N+ (5.40)
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Temperamento igual de 24 notas
Consiste dividir la octava en 24 partes iguales. El intervalo resultante ( 24
√
2 o
50,00 cents) es un cuarto de tono del temperamento igual de 12 notas. El ci-
clo se cierra de manera natural mediante 24 intervalos β1 equivalentes a media
quinta temperada (tercera menor del temperamento igual ma´s un cuarto de tono).
β1 = 2
7/24 (350,00 cents)
Definicio´n 5.3.11 Temperamento igual de 24 notas por octava. Sean B = {β1},
y F = {f1(n) = n}. Segu´n la definicio´n 5.3.1, el temperamento igual de veinti-
cuatro notas por octava es el conjunto
ST24 = {rn = [βn1 ]∗}, n ∈ Z, β1 = 27/24 (5.41)
Tabla 5.12: Ca´lculo de las notas del temperamento igual de 24 notas.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · 20 0,00 Fa\ 12 β121 · 2−3 600,00
Do ] 7 β71 · 2−2 50,00 Fa]] 19 β191 · 2−5 650,00
Do\ 14 β141 · 2−4 100,00 Sol 2 β21 · 20 700,00
Do]] 21 β211 · 2−6 150,00 Sol ] 9 β91 · 2−2 750,00
Re 4 β41 · 2−1 200,00 Sol\ 16 β161 · 2−4 800,00
Re ] 11 β111 · 2−3 250,00 Sol]] 23 β231 · 2−6 850,00
Re\ 18 β181 · 2−5 300,00 La 6 β61 · 2−1 900,00
Re]] 1 β11 · 20 300,00 La ] 13 β131 · 2−3 950,00
Mi 8 β81 · 2−2 400,00 La\ 20 β201 · 2−5 1000,00
Mi ] 15 β151 · 2−4 450,00 La]] 3 β31 · 20 1050,00
Fa 22 β−11 · 21 500,00 Si 10 β51 · 2−2 1100,00
Fa ] 5 β01 · 20 550,00 Si ] 17 β01 · 20 1150,00
Se puede demostrar fa´cilmente como en el temperamento igual de
veinticuatro notas, la razo´n de cualquier intervalo rn formado por




2n, ∀n ∈ R (5.42)
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Propone repartir la mitad de la coma pitago´rica
en dos quintas (Si-SolZ y Fa-SiZ) de valor β2 =
217/2 · 3−5 (690,23 cents).
Definicio´n 5.3.12 Temperamento Schreiber. Sean B = {β1 = 3/2, β2 = 217/2 ·
3−5} y F = {f1, f2} tal que
f1(n) = n− f2(n)





el Temperamento Schreiber es el conjunto





]∗}, n ∈ Z (5.43)
Tabla 5.13: Ca´lculo de las 12 notas del temperamento Schreiber.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · 20 0 Fa\ 6 β51 · β12 · 2−3 600
Do\ 7 β61 · β12 · 2−4 101,96 Sol 1 β11 · β02 · 20 701,96
Re 2 β21 · β02 · 2−1 203,91 Sol\ 8 β71 · β12 · 2−4 803,91
MiZ -3 β−21 · β−12 · 22 305,87 La 3 β31 · β02 · 2−1 905,87
Mi 4 β41 · β02 · 2−2 407,82 SiZ -2 β−11 · β−12 · 22 1007,82
Fa -1 β−11 · β02 · 21 498,04 Si 5 β51 · β02 · 2−2 1109,78
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Propone restar una coma sinto´nica a la quinta
dispuesta entre Si y Fa\. Para cerrar el ciclo, le
resta un Schisma a la quinta comprendida entre
SiZ y MiZ (β3 = 214 · 3−7 · 5−1 de 700,0012801
cents). No´tese que esta quinta β3 resultante no
es exactamente una quinta temperada, a causa de
la diferencia entre la Schisma y el Grad. Existen
cuatro 3ªM justas (las que atraviesan la quinta
sinto´nica), cuatro 3ªM pitago´ricas y cuatro 3ªM
un Schisma (1,95 cents) ma´s pequen˜as que las
pitago´ricas).
Definicio´n 5.3.13 Temperamento Agr´ıcola. Sean B = {β1 = 3/2, β2 = 240/27, β3 =
214 · 3−7 · 5−1} y F = {f1, f2, f3} tal que
f1(n) = n− f2(n)− f3(n) f2(n) = bn+ 6
12
c f3(n) = bn+ 2
12
c
el Temperamento Agr´ıcola es el conjunto




1 · βf2(n)2 · βf3(n)3
]∗}, n ∈ Z (5.44)
Tabla 5.14: Ca´lculo de las 12 notas del temperamento Agr´ıcola.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · β03 · 20 0 Fa\ 6 β51 · β12 · β03 · 2−3 590,22
Do\ 7 β61 · β12 · β03 · 2−4 92,18 Sol 1 β11 · β02 · β03 · 20 701,96
Re 2 β21 · β02 · β03 · 2−1 203,91 Sol\ 8 β71 · β12 · β03 · 2−4 794,13
MiZ -3 β−21 · β02 · β−13 · 22 296,09 La 3 β31 · β02 · β03 · 2−1 905,87
Mi 4 β41 · β02 · β03 · 2−2 407,82 SiZ -2 β−21 · β02 · β03 · 22 996,09
Fa -1 β−11 · β02 · β03 · 21 498,04 Si 5 β51 · β02 · β03 · 2−2 1109,78
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Propone restar una coma sinto´nica a la quin-
ta dispuesta entre Re y La (β2 = 40/27). Pa-
ra cerrar el ciclo, resta a dos quintas 11 cents
(β3 = 2
−119/120 · 3 de 711,96 cents) y suma a
otras dos quintas 10 cents (β4 = 2
−1211/1200 · 3
de 690,96 cents), aproximando el valor del Schis-
ma necesario para restar en total, el valor de una
coma pitago´rica (−1cs + 10 − 11 − 11 + 10 =
−1cs− 2 ≈ −1cp). No´tese que este sistema, des-
de un estricto punto de vista teo´rico no es cerrado
a causa de las aproximaciones realizadas. Si que
lo es desde el punto de vista pra´ctico.
Definicio´n 5.3.14 Temperamento Ganassi. Sean B = {β1 = 3/2, β2 = 240/27, β3 =
2−119/120 · 3, β4 = 2−1211/1200 · 3} y F = {f1, f2, f3, f4} tal que
f1(n) = n− f2(n)− f3(n)− f4(n)
f2(n) = bn+ 9
12
c










el Temperamento Ganassi es el conjunto




1 · βf2(n)2 · βf3(n)3 · βf4(n)4
]∗}, n ∈ Z (5.45)
Tabla 5.15: Ca´lculo de las 12 notas del temperamento Ganassi.








0 0 Fa\ 6 β41β12β13β042−3 600,22








−1 203,91 Sol\ 8 β51β12β13β142−4 793,13








−2 386,31 SiZ -2 β−11 β02β−13 β0422 986,09









































Propone temperar todas las quintas resta´ndoles
una doceava parte de la coma sinto´nica (resultan-
do quintas temperadas β1 = 2
−2/3 · 3−2/3 · 51/12
de 700,16 cents, muy pro´ximas a las quintas de
700 cents del temperamento igual). Para cerrar
el ciclo necesita restar un Schisma, realiza´ndolo
en la quinta comprendida entre Sol\y MiZ(β2 =
243/3 ·3−22/3 ·5−11/12 de 698,21 cents). Obtiene un
total de ocho 3ªM muy parecidas a las del tempe-
ramento igual (400,16 cents). Las cuatro 3ªM que
atraviesan el Schisma son un poco ma´s grandes
(402,6 cents).
Definicio´n 5.3.15 Temperamento Bermudo. Sean B = {β1 = 2−2/3 · 3−2/3 ·
51/12, β2 = 2
43/3 · 3−22/3 · 5−11/12} y F = {f1, f2} tal que
f1(n) = n− f2(n)
f2(n) = bn+ 3
12
c
el Temperamento Bermudo es el conjunto





]∗}, n ∈ Z (5.46)
Tabla 5.16: Ca´lculo de las 12 notas del temperamento Bermudo.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · 20 0 Fa\ 6 β61 · β02 · 2−3 600,98
Do\ 7 β71 · β02 · 2−4 101,14 Sol 1 β11 · β02 · 20 700,16
Re 2 β21 · β02 · 2−1 200,33 Sol\ 8 β81 · β02 · 2−4 801,3
MiZ -3 β−31 · β02 · 22 299,51 La 3 β31 · β02 · 2−1 900,49
Mi 4 β41 · β02 · 2−2 400,65 SiZ -2 β−21 · β02 · 22 999,67
Fa -1 β−11 · β02 · 21 499,84 Si 5 β51 · β02 · 2−2 1100,81
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Reconstruccio´n segu´n Barbour (Barbour, 2004,
pa´g.137). Propone tres tipos de quintas diferen-
tes; el primero una quinta natural a la que se le
han restado 4 cents (β1 = 2
−301/300 · 3, de 697,96
cents); el segundo una quinta natural a la que
se le han restado 2 cents (β2 = 2
−601/600 · 3, de
699,96 cents, y es a efecto pra´cticos equivalente a
una quinta del temperamento igual; el tercer tipo
es una quinta natural a la que se le han sumado
4 cents (β3 = 2
−299/300 · 3), de 705,96 cents.
Definicio´n 5.3.16 Temperamento Schlick. Sean B = {β1 = 2−301/300 · 3, β2 =
2−601/600 · 3, β3 = 2−299/300 · 3} y F = {f1, f2, f3} tal que



























el Temperamento Schlick es el conjunto




1 · βf2(n)2 · βf3(n)3
]∗}, n ∈ Z (5.47)
Tabla 5.17: Ca´lculo de las 12 notas del temperamento Bermudo.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · β03 · 20 0 Fa\ 6 β51 · β12 · β03 · 2−3 589,73
Do\ 7 β51 · β22 · β03 · 2−4 89,69 Sol 1 β11 · β02 · β03 · 20 697,96
Re 2 β21 · β02 · β03 · 2−1 195,91 Sol\ 8 β51 · β22 · β13 · 2−4 795,64
MiZ -3 β−11 · β−22 · β03 · 22 302,13 La 3 β31 · β02 · β03 · 2−1 893,87
Mi 4 β41 · β02 · β03 · 2−2 391,82 SiZ -2 β−11 · β−12 · β03 · 22 1002,09
Fa -1 β−11 · β02 · β03 · 21 502,04 Si 5 β51 · β02 · β03 · 2−2 1089,78
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Este temperamento irregular propone la utiliza-
cio´n de un tipo de quinta reducida en un cuar-
to de coma pitago´rica β2 = 2
15/4 · 3−2 (696,09
cents), de tal manera que las tres primeras quin-
tas (Do-Sol, Sol-Re, Re-La) y la se´ptima (Si-Fa\)
son reemplazadas por esta quinta ma´s pequen˜a.
Definicio´n 5.3.17 Temperamento Werckmeister III. Sean B = {β1 = 3/2, β2 =
215/4 · 3−2} y F = {f1, f2} tal que
f1(n) = n− f2(n)









el Temperamento Werckmeister III es el conjunto





]∗}, n ∈ Z (5.48)
Tabla 5.18: Ca´lculo de las 12 notas del temperamento Werckmeister III.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · 20 0 Fa\ 6 β21 · β42 · 2−3 588,27
Do\ 7 β31 · β42 · 2−4 90,22 Sol 1 β01 · β12 · 20 696,09
Re 2 β01 · β22 · 2−1 192,18 Sol\ 8 β41 · β42 · 2−4 792,18
MiZ -3 β−31 · β02 · 22 294,13 La 3 β01 · β32 · 2−1 888,27
Mi 4 β11 · β32 · 2−2 390,22 SiZ -2 β−21 · β02 · 22 996,09
Fa -1 β−11 · β02 · 21 498,04 Si 5 β21 · β32 · 2−2 1092,18
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Propone un tipo de quinta reducida en un tercio
de coma pitago´rica β2 = 2
16/3 ·3−3 (694,13 cents)
y otro tipo de quinta aumentada en un tercio de
coma pitago´rica β3 = 2
−22/3 · 35 (709,78 cents).
El valor de la quinta reducida (β2 ≈ 40,317/27)
es muy cercano a la quinta sinto´nica (40/27).
Definicio´n 5.3.18 Temperamento Werckmeister IV(II). Sean B = {β1 = 3/2, β2 =
216/3 · 3−3, β3 = 2−22/3 · 35} y F = {f1, f2, f3} tal que
f1(n) = n− f2(n)− f3(n)
















el Temperamento Werckmeister IV(II) es el conjunto




1 · βf2(n)2 · βf3(n)3
]∗}, n ∈ Z (5.49)
Tabla 5.19: Ca´lculo de las 12 notas del temperamento Werckmeister IV(II).
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · β03 · 20 0 Fa\ 6 β31 · β32 · β03 · 2−3 588,27
Do\ 7 β31 · β42 · β03 · 2−4 82,4 Sol 1 β01 · β12 · β03 · 20 694,13
Re 2 β11 · β12 · β03 · 2−1 196,09 Sol\ 8 β41 · β42 · β03 · 2−4 784,36
MiZ -3 β−11 · β−12 · β−13 · 22 294,13 La 3 β11 · β22 · β03 · 2−1 890,22
Mi 4 β21 · β22 · β03 · 2−2 392,18 SiZ -2 β−11 · β−12 · β03 · 22 1003,91
Fa -1 β−11 · β02 · β03 · 21 498,04 Si 5 β21 · β32 · β03 · 2−2 1086,31
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Propone un tipo de quinta reducida en un quinto




Definicio´n 5.3.19 Temperamento Kellner-Bach. Sean B = {β1 = 3/2, β2 =
5
√
214/37 y F = {f1, f2} tal que
f1(n) = n− f2(n)











el Temperamento Kellner-Bach es el conjunto





]∗}, n ∈ Z (5.50)
Tabla 5.20: Ca´lculo de las 12 notas del temperamento Kellner-Bach.
Nota n r∗ cents Nota n r∗ cents
Do 0 β01 · β02 · 20 0 Fa\ 6 β11 · β52 · 2−3 588,27
Do\ 7 β21 · β52 · 2−4 90,22 Sol 1 β01 · β12 · 20 697,26
Re 2 β01 · β22 · 2−1 194,53 Sol\ 8 β31 · β52 · 2−4 792,18
MiZ -3 β−31 · β02 · 22 294,13 La 3 β01 · β32 · 2−1 891,79
Mi 4 β01 · β42 · 2−2 389,05 SiZ -2 β−21 · β02 · 22 996,09
Fa -1 β−11 · β02 · 21 498,04 Si 5 β11 · β42 · 2−2 1091,01
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J. G. Neidhardt (1724-1732)
Propone un tipo de quinta reducida en un sexto de coma pitago´rica β2 = 2
13/6·3−1
(698,05 cents) y otro tipo de quinta reducida en un doceavo de coma pitago´rica
β3 = 2
7/12 (700 cents). No´tese que esta u´ltima quinta reducida coincide con una
temperada segu´n el temperamento igual de 12 notas.
Definicio´n 5.3.20 Temperamento Neidhardt. Sean B = {β1 = 3/2, β2 = 213/6 ·
3−1, β3 = 27/12} y F = {f1, f2, f3} tal que
f1(n) = n− f2(n)− f3(n)


















el Temperamento Neidhardt es el conjunto




1 · βf2(n)2 · βf3(n)3
]∗}, n ∈ Z (5.51)
Valloti (1754)
Propone un tipo de quinta reducida en un sexto de coma pitago´rica β2 = 2
13/6·3−1
(698,05 cents).
Definicio´n 5.3.21 Temperamento Valloti. Sean B = {β1 = 3/2, β2 = 213/6 ·3−1}
y F = {f1, f2} tal que
f1(n) = n− f2(n)













el Temperamento Valloti es el conjunto





]∗}, n ∈ Z (5.52)
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5.4 Compatibilidad entre notas y sistemas de afinacio´n
Tradicionalmente la manera ma´s sencilla de definir una nota perteneciente a un
sistema de afinacio´n determinado ha sido mediante la cuantificacio´n de su frecuen-
cia. Dicha frecuencia puede ser expresada en te´rminos absolutos gracias a mag-
nitudes f´ısicas como los Hertzios, o en te´rminos relativos mediante la utilizacio´n
de escalas logar´ıtmicas que indiquen el nu´mero de cents, savarts, o cualquier otro
microintervalo de referencia contenido en el intervalo formado entre la frecuencia
de la nota que queremos cuantificar y una frecuencia cualquiera de referencia de-
nominada diapaso´n.
Sin embargo, observamos que la realidad musical proporciona una gran diversi-
dad de frecuencias que pueden estar asociadas a la ejecucio´n de una misma nota;
ligeras variaciones en la posicio´n de los dedos sobre el diapaso´n en el caso de un
instrumento de cuerda; imperceptibles cambios en la presio´n de los labios sobre
la boquilla en el caso de un instrumento de viento; ligeros desplazamientos en la
colocacio´n del instrumento; alteraciones en la presio´n o direccio´n de la columna de
aire; fluctuaciones de temperatura; progresivas pe´rdidas de tensio´n de las cuerdas,
etc. Todos estos factores determinan un cierto grado de incertidumbre asociado a
la ejecucio´n de una misma nota musical, sin que por ello necesariamente tengamos
que decir que dicha nota se encuentra desafinada o fuera del sistema de afinacio´n
referencial.
Ejemplo 5.4.1 Consideremos un violinista que durante el transcurso de su con-
cierto ejecuta una nota Si4 en la primera posicio´n de la segunda cuerda del viol´ın,
resultando una frecuencia f1 = 495,84Hz. Pocos compases despue´s repite la eje-
cucio´n de la misma nota Si4, empleando la misma cuerda, posicio´n, ataque e
intensidad pero resultando esta vez una frecuencia f2 = 496,575Hz. ¿Sera´ percep-
tible el cambio sucedido en la afinacio´n de la nota? ¿Cua´l de las dos frecuencias
f1 o f2 es la correcta?
Si calculamos el nu´mero de cents existentes en el intervalo formado por esas dos
frecuencias, obtenemos que
rcents(f1, f2) = 1200×
∣∣∣∣log2 (495,84496,57
)∣∣∣∣ = 2,547 cents
Existe una diferencia de aproximadamente 2.5 cents entre las dos ejecuciones de
la misma nota. En condiciones ideales, se conoce que la diferencia mı´nima de
afinacio´n entre dos notas que un o´ıdo humano bien entrenado musicalmente es
capaz de distinguir (Wood, 2008) reside en aproximadamente 4 cents; por tanto
dichas notas a pesar de no tener exactamente la misma frecuencia sera´n asimila-
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das como ide´nticas ya que su variacio´n en frecuencia es menor que la precisio´n
del o´ıdo humano. ¿Cua´l de las dos notas sera´ la correcta? Si nuestra frecuencia
de referencia es un La4 de 442Hz, la frecuencia de un Si4 segu´n el temperamento
igual tiene que ser
fSi4 = 2
2
12 · 442 = 496,128 Hz
Observamos que ninguna de las dos notas Si4 realizadas por el instrumentista
coincide con el valor exacto calculado desde el punto de vista teo´rico; sin embargo
las dos sera´n consideradas como correctamente afinadas segu´n el temperamento
igual, ya que cada una de las notas tiene una desviacio´n con respecto al valor
teo´rico menor que la resolucio´n en frecuencias de la percepcio´n auditiva humana.
Si continua´semos nuestro experimento, midiendo la frecuencia de las siguientes
notas Si4 que nuestro inte´rprete imaginario pudiera ejecutar durante el transcur-
so de su concierto, es fa´cil imaginar que obtendr´ıamos un sinf´ın de frecuencias
distintas entre s´ı. ¿Co´mo podemos entonces distinguir cua´les de estas frecuen-
cias se encuentran correctamente afinadas segu´n nuestro sistema de afinacio´n de
aquellas que no lo esta´n? Necesitamos una nueva definicio´n del concepto de nota
musical que incorpore la posibilidad de que cada nota lleve asociado un intervalo
de frecuencias va´lidas, a diferencia de la concepcio´n tradicional en la que una nota
lleva asociada tan solo una frecuencia.
Sobre esta cuestio´n destacan las aportaciones realizadas por Liern (2005) en su
art´ıculo Fuzzy tuning systems: the mathematics of musicians, donde el autor intro-
duce de una manera muy natural el formalismo de la lo´gica fuzzy en la definicio´n
de nota musical, ya que la describe como una banda de frecuencias posibles en
torno a una frecuencia central. Ahora una nota vendra´ caracterizada por un con-
junto fuzzy. Veamos a continuacio´n con un poco ma´s de detalle la propuesta de
Liern.
5.4.1 Notas como nu´meros fuzzy
Hemos visto anteriormente como para trabajar con escalas relativas de medida
de frecuencia es necesario definir previamente un valor de referencia f0, tambie´n
llamado diapaso´n. A partir de aqu´ı, obtendremos el valor del intervalo formado
por la frecuencia de la nota y la frecuencia del diapaso´n. Usualmente se establece
el diapaso´n en el La4 = 442Hz, pero para nuestro estudio posterior sobre sistemas
de afinacio´n resultara´s ma´s conveniente situar el diapaso´n sobre la nota Do4. Por
tanto, considerando que nuestro sistema de afinacio´n es el temperamento igual
y que existen nueve semitonos iguales entre ambas notas, podemos establecer la
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frecuencia del diapaso´n con la siguiente expresio´n:
fo = fDo4 = 2
− 812 · fLa4 = 2−
3
4 · 442 = 262,81 Hz
Basa´ndonos en la ecuacio´n propuesta por Liern, pag.41 (2005), podemos definir
una transformacio´n para convertir cualquier frecuencia f en un nu´mero de cents
comprendido entre [0, 1200[, tomando por tanto como referencia la frecuencia del
diapaso´n f0 e introduciendo adema´s el principio de equivalencia de octava
16. La
















donde el uso de la funcio´n suelo nos asegura que 0 ≤ f∗ < 1200 (cents) aunque
f este´ en relacio´n mayor o menor a la octava con respecto a f0.
Ejemplo 5.4.2 Tomando la frecuencia f0 = 262,81Hz como diapaso´n, apl´ıquese
la transformacio´n 5.53 sobre los siguiente intervalos: un´ısono, octava, quinceava,
quinta natural, quinta natural (octava baja), quinta natural (ma´s quinceava), cuar-
ta natural, cuarta natural (octava baja), cuarta natural (ma´s quinceava), formados
a partir de la frecuencia f0.
Intervalo f(Hz) razo´n f∗(cents)
un´ısono 442,00 1: 1 0,00
octava 884,00 2: 1 0,00
quinceava 1768,00 4: 1 0,00
5ª natural 663,00 3: 2 701,96
5ª nat. (octava baja) 331,50 3: 4 701,96
5ª nat. (ma´s quinceava) 2652,00 6: 1 701,96
4ª natural 589,33 4: 3 498,04
4ª nat. (octava baja) 294,67 4: 6 498,04
4ª nat. (ma´s quinceava) 2357,33 16: 3 498,04
Un grado musical es, en te´rminos generales, la nota de la escala musical a la que se
hace referencia (Latham, 2009). En el ana´lisis armo´nico tonal tradicional algunos
grados adquieren denominaciones muy caracter´ısticas (e.g. to´nica, superto´nica,
mediante, subdominante, dominante, submediante, sensible). Sin embargo nada
16Ve´ase el apartado 5.2.1.
219
Cap´ıtulo 5. Comparacio´n y transiciones entre sistemas de afinacio´n
nos impide tener escalas musicales de un nu´mero de grados distinto de siete; de
hecho es un suceso muy corriente en la mu´sica. Las escalas octo´fonas (mayor y me-
nor), los modos pentato´nicos (mayor, menor, slendro, pelog, hirahoshi), el modo
croma´tico, los modos de transposiciones limitadas de Olivier Messiaen, por poner
tan solo algunos ejemplos, son escalas en las que el nu´mero de grados puede diferir
con respecto a los siete grados de los modos mayor y menor. Multitud de esca-
las pueden ser generadas a partir de la ordenacio´n de las notas calculadas segu´n
un determinado sistema de afinacio´n. Sin embargo, en lo sucesivo denominare-
mos grado musical a una determinada nota definida por un sistema de afinacio´n
cualquiera. Partiremos de la afirmacio´n de que dado un sistema de afinacio´n, po-
demos calcular un conjunto finito de m notas que, convenientemente ordenadas
y recluidas en el a´mbito de una octava, formen una determinada escala musical
construida por m grados. Basa´ndonos en las aportaciones realizadas por Liern
(2005), realizaremos a continuacio´n una serie de definiciones previas al estudio de
los sistemas de afinacio´n.
Definicio´n 5.4.1 f-grado musical. Sea δ ∈ [1, 50] el nivel de tolerancia expre-
sado en cents. Sea fP la frecuencia de un determinado grado musical calculado
mediante un sistema de afinacio´n cualquiera. Un f-grado musical P˜ se define co-
mo el nu´mero fuzzy triangular
P˜ := (f∗P , f
∗
P − δ, f∗P + δ) = (f∗P , δ)





si |f∗P − x∗| < δ
0 si |f∗P − x∗| ≥ δ
Por tanto, una nota fuzzy cualquiera N˜ vendra´ determinada por dos para´metros;
el primero sera´ la transformada de su frecuencia f∗N , el segundo sera´ su coeficiente
µP˜ (fN) que nos indicara´ el grado de pertenencia de la frecuencia de la nota al
f-grado P˜ .
N˜ = (f∗N , µP˜ (fN))
Es interesante resen˜ar que una nota con una frecuencia f∗ alejada un valor supe-
rior a δ de f∗P tendra´ un coeficiente de pertenencia igual a cero.
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Ejemplo 5.4.3 Sea P˜7 = (700, 50) el f-grado nu´mero siete de un sistema de
afinacio´n. Sea el diapaso´n f0 = 262,81Hz. Calcule los distintos coeficientes de
pertenencia de las siguientes frecuencias asociadas a dicho f-grado: 668,74Hz,
652,17Hz, 695,43Hz.








f3 = 668,74Hz→ f∗3 = 784,6307→ |700− 784,6307| > 50→ µP˜7(f3) = 0
Definicio´n 5.4.2 f-sistema de afinacio´n. Un sistema de afinacio´n fuzzy se define
como una secuencia de m f-grados distintos
S˜(δ) = {P˜1, P˜2, . . . , P˜m} = {P˜j}mj=1
Definicio´n 5.4.3 f-nota musical. Sea S˜(δ) un f-sistema de afinacio´n de un nu´-
mero m de f-grados distintos. Una f-nota musical se define como
N˜ =
(
f∗N ; {µP˜j (fN)}mj=1
)
(5.54)
Es decir, al introducir un f-sistema de afinacio´n, de forma teo´rica una f-nota
podr´ıa pertenecer a varios f-grados de ese sistema; por tanto la definicio´n de
la nota musical requiere de la tupla de valores formada por su frecuencia y los
coeficientes de pertenencia de esa nota a cada uno de los grados de la escala.
Ejemplo 5.4.4 Sea S˜Z(δ) un f-sistema de afinacio´n basado en el sistema de
Zarlino de 19 grados por octava. Obtenga todas las f-notas correspondiente a la
frecuencia fN = 842,51Hz que tengan al menos un coeficiente de pertenencia dis-
tinto de cero. To´mese como diapaso´n f0 = 262,81Hz y como nivel de tolerancia
δ = 50.
En la siguiente tabla vemos los valores de cents correspondientes a los distintos
grados de la escala de Zarlino:
Nota Cents Nota Cents Nota Cents Nota Cents
Do 0 MiZ 316 SolZ 631 La\ 955
Do\ 71 Mi 386 Sol 702 SiZ 1018
ReZ 133 Mi\ 457 Sol\ 773 Si 1088
Re 204 Fa 498 LaZ 814 Si\ 1159
Re\ 275 Fa\ 569 La 884 Do 1200
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Transformemos la frecuencia f∗N(842,51Hz) = 816,81 Observamos que en el in-
tervalo (816,81− 50, 816,81 + 50) existen dos posibles f-grados: La Z y Sol Z. Cal-
cularemos los respectivos coeficientes de pertenencia de esos dos f-grados a fN
µ ˜LaZ(842,51) = 1− |814− 816,81|50 = 0,9438
µ ˜SolZ(842,51) = 1− |773− 816,81|50 = 0,1238
Por tanto, la f-nota queda configurada de la siguiente manera, prescindiendo de
los coeficientes de pertenencia con valor igual a cero:
N˜ =
(
816,81;µ ˜LaZ = 0,9438;µ ˜SolZ = 0,1238)
5.4.2 Compatibilidad de una serie de notas con un sistema de
afinacio´n
Supongamos que tenemos un conjunto de n frecuencias medidas experimental-
mente. ¿Co´mo podr´ıamos determinar cua´l es el sistema de afinacio´n que mejor se
adapta a ellas? Hemos expuesto que la propia naturaleza del feno´meno musical
asocia una indeterminacio´n a todas y cada una de estas mediciones, por tanto no
existe una correspondencia exacta entre valores teo´ricos extra´ıdos de la definicio´n
del sistema de afinacio´n y mediciones efectuadas; la realidad impone un error
tanto en la medida como en la propia ejecucio´n del gesto musical que finalmen-
te se traduce en un error sobre la frecuencia. Necesitamos definir una distancia
entre nuestro conjunto de frecuencias medidas experimentalmente y el conjunto
de grados pertenecientes al sistema de afinacio´n. Con esta distancia podremos
determinar de entre todos los posibles cua´l es el sistema de afinacio´n que mejor
se adapta, es decir, que menor distancia tiene, a nuestro conjunto de frecuencias
observadas. Para la definicio´n de dicha distancia nos basaremos en la definicio´n
propuesta en el cap´ıtulo 3.
Definicio´n 5.4.4 Distancia media de afinacio´n. Sea F = {f1, f2, . . . , fn} un
conjunto de n frecuencias observadas experimentalmente. Sea S˜(δ) = {P˜j}mj=1
un f-sistema de afinacio´n de referencia constituido por un nu´mero m de f-grados
distintos. Sea {N˜1, N˜2, . . . , N˜n} el conjunto de las n f-notas construidas a partir
de S˜(δ), la expresio´n 5.54 y cada una de las frecuencias existentes en el conjunto
F . La distancia media de afinacio´n es
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µP˜j (fNi) · |f∗Ni − f∗Pj |
Nuevamente podemos construir la matriz de pertenencia
U =
µP˜1(fN1) · · · µP˜m(fN1)... . . . ...
µP˜1(fNn) · · · µP˜m(fNn)

Podemos exigir que la suma de los coeficientes de pertenencia de una f-nota a
todos los f-grados sea igual a 1, obteniendo por tanto que la suma de los valores
de cada fila de la matiz U tiene que ser igual a la unidad, tal y como se muestra
en la siguiente condicio´n de normalizacio´n
m∑
j=1
µP˜j (fNi) = 1, 1 ≤ i ≤ n.
donde uij es el elemento (i, j) de la matriz de pertenencia U. Podemos definir








Por u´ltimo, reescribiendo la expresio´n 5.4.4 con los coeficientes normalizados ob-








uˆij · |f∗Ni − f∗Pj | (5.56)
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Ejemplo 5.4.5 Supongamos un instrumento musical que interpreta una melod´ıa
determinada. Mediante el ana´lisis de una grabacio´n digital realizada de dicha in-
terpretacio´n, y utilizando el me´todo propuesto en 5.56, determı´nese que´ sistema
de afinacio´n es ma´s compatible con las notas de la melod´ıa interpretada por dicho
instrumento. To´mese como referencia la frecuencia del La4 = 440Hz y nivel de
tolerancia δ = 50.
En primer lugar, hemos de determinar las frecuencias fundamentales de cada una
de las notas que interpreta el instrumento. Para ello dividiremos la grabacio´n di-
gital en numerosas ventanas temporales discretas, compuestas por 214 muestras,
aplicando a cada una de ellas una funcio´n ventana de tipo Hamming. Posterior-
mente obtendremos el espectro energe´tico de cada ventana mediante la aplicacio´n
del algoritmo de Fast Fourier Transform propuesto por Cooley-Turkey (ve´ase Chu
(2008) y Dos Passos (2016)). Encontraremos computacionalmente la frecuencia
fundamental de cada ventana temporal mediante la aplicacio´n del me´todo Har-
monic Product Spectrum (ve´anse Andre´, Khelf y Leclere (2017) y Noll (1970)). La
funcio´n ventana Hamming viene determinada por la siguiente expresio´n (Enoch-
son y Otnes, 1968, pa´g. 142):






Figura 5.5: Grabacio´n de la melod´ıa a analizar.
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En la siguiente figura podemos ver el ejemplo de una ventana temporal construida
con un total de 214 muestras sobre la que se ha aplicado la funcio´n ventana 5.57.
Figura 5.6: Ventana temporal nu´mero ocho de la grabacio´n analizada.
El ana´lisis FFT de la ventana anterior nos arroja el siguiente espectro energe´tico,
en el que podemos comprobar como el timbre del instrumento grabado se compone
u´nicamente de quince armo´nicos.
Figura 5.7: Espectro energe´tico correspondiente a la ventana temporal nu´mero ocho.
Mediante el me´todo HPS, propuesto por Noll (1970), podemos determinar la
frecuencia fundamental de dicho espectro. El funcionamiento de dicho me´todo
aprovecha la propiedad de los armo´nicos musicales gracias a la cual el armo´nico
nu´mero n es igual a n ·f0, donde f0 es la frecuencia fundamental. Sumando varias
veces el espectro original con compresiones de ratio 1 : k del mismo espectro
conseguimos anular todos los componentes espectrales que no sean armo´nicos.
La frecuencia fundamental a determinar f0 sera´ el primero (y usualmente el ma´s
intenso de los armo´nicos que hayan sobrevivido al proceso HPS). En la siguiente
figura podemos ver resumido su funcionamiento:
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Figura 5.8: Ejemplo del funcionamiento del Harmonic Product Spectrum como el resultado
de una suma de k espectros comprimidos (Andre´, Khelf y Leclere, 2017, pa´g. 2).
El resultado de aplicar el me´todo HPS al conjunto de todas las ventanas de la
grabacio´n nos devuelve un histograma de aparicio´n de determinadas frecuencias,
que circunscritas al intervalo Do4-Do5 resulta de la siguiente manera:
f0(Hz) Nº f0(Hz) Nº f0(Hz) Nº f0(Hz) Nº
262,53 4 326,97 10 369,78 5 439,49 9
273,37 4 328,30 5 385,93 5 460,81 6
276,06 10 332,30 5 389,96 4 463,48 10
278,63 6 343,03 5 391,09 10 466,16 5
289,45 5 347,02 5 407,23 1 490,47 4
292,14 10 348,42 10 412,67 10 491,61 5
294,68 6 353,69 1 413,87 5 493,03 10
308,80 1 364,48 5 417,95 4 514,56 6
309,51 4 367,01 5 436,71 5 519,94 10
310,77 15 368,50 5 437,97 4 521,14 5
Tabla 5.21: Resumen de las frecuencias fundamentales f0 encontradas en la grabacio´n
mediante el me´todo HPS, acompan˜adas del nu´mero de veces que aparecen.
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Utilizando un nivel de tolerancia δ = 50 podemos calcular el coeficiente de per-
tenencia µP˜j (fNi) de cada f-nota fNi a cada f-grado P˜j . Mediante expresio´n 5.56
podemos calcular la distancia media de afinacio´n normalizada del conjunto de no-
tas de la tabla 5.21 con diversos sistemas de afinacio´n, y de esta manera encontrar
cua´l es el ma´s compatible.
Figura 5.9: Notas de la tabla 5.21 superpuestas sobre la Justa Entonacio´n.
Figura 5.10: Notas de la tabla 5.21 superpuestas sobre el Mesoto´nico1/4.
Figura 5.11: Notas de la tabla 5.21 superpuestas sobre el sistema Pitago´rico.
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Figura 5.12: Notas de la tabla 5.21 superpuestas sobre el temperamento Kellner-Bach.
Figura 5.13: Notas de la tabla 5.21 superpuestas sobre el Temperamento Igual.
Los resultados computacionales obtenidos para la distancia media de afinacio´n
normalizada entre el conjunto de notas de la tabla 5.21 y los diferentes sistemas
de afinacio´n son los siguientes:






Por lo que podemos concluir que las notas interpretadas son ma´s compatibles con
el Temperamento Igual de doce notas por octava, por lo que podemos concluir
que el instrumento estaba afinado en ese sistema.
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5.5 Similitud entre sistemas de afinacio´n
5.5.1 Comparacio´n de sistemas de afinacio´n de igual nu´mero de
grados
Si consideramos dos sistemas de afinacio´n con el mismo nu´mero n de grados,
tal y como han sido definidos en 5.3.1 quedar´ıan finalmente expresados mediante
dos conjuntos de nu´mero reales SA = {rAi }ni=1 y SB = {rBj }nj=1. Representados
en un espacio me´trico 1-dimensional, podemos medir una distancia entre ellos
acumulando la distancia parcial existente entre cada pareja de grados rAi , r
B
j , con
i, j ≥ 1 ≤ n, respetando el orden establecido por la secuencia de grados de cada
sistema de afinacio´n.
Definicio´n 5.5.1 Distancia media entre dos sistemas de afinacio´n. Sean SA =
{rA1 , . . . , rAn } y SB = {rB1 , . . . , rBn } dos sistemas de afinacio´n, ambos con n gra-
dos, pertenecientes a un espacio me´trico 1-dimensional R. Sea d : R × R → R








5.5.2 Medicio´n de la disimilitud entre sistemas de afinacio´n
mediante el fuzzy clustering
De manera ana´loga a como realizamos en el cap´ıtulo anterior, si queremos com-
parar sistemas de afinacio´n de diferente nu´mero de grados, la ecuacio´n 5.58 tiene
que ser generalizada. Proponemos dos medidas de la disimilitud, basadas en la
utilizacio´n de los algoritmos FCM y FOCM, definidas en la seccio´n 3.9 mediante
las expresiones 3.76 y 3.77. Consideremos dos sistemas de afinacio´n SA y SB con
un nu´mero distinto de grados. Realicemos una particio´n fuzzy de los grados de
SA con los centroides iniciales proporcionados por los grados de SB, y apliquemos
el algoritmo FCM (ve´ase 3.6) un nu´mero de l veces, hasta que el criterio de pa-
rada sea satisfecho. Una vez que el proceso de particionado ha sido completado,
podemos utilizar la funcio´n de disimilitud presentada en 3.76 para definir una
disimilitud entre SA y SB utilizando los coeficientes finales de pertenencia uij
calculados en la matriz U y los centroides originales.
Definicio´n 5.5.2 Disimilitud media entre dos sistemas de afinacio´n. Sean SA =
{rA1 , . . . , rAn } ⊂ R y SB = {rB1 , . . . , rBm} ⊂ R dos sistemas de afinacio´n, donde
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n > m. Sea d : R × R → R una funcio´n distancia. Sean uij los coeficientes
de pertenencia finales calculados con el algoritmo FCM. La disimilitud media D







uij · d(rAi , rBj ) . (5.59)
Definicio´n 5.5.3 Disimilitud media ordenada entre dos sistemas de afinacio´n.
Sean SA = {rA1 , . . . , rAn } ⊂ R y SB = {rB1 , . . . , rBm} ⊂ R dos sistemas de afi-
nacio´n donde n > m. Sea d : R × R → R una funcio´n distancia. Sean uˆij los
coeficientes de pertenencia finales calculados mediante el algoritmo FOCM de SA







uˆij · d(rAi , rBj ) . (5.60)
Ejemplo 5.5.1 Calcu´lese la disimilitud media ordenada entre el sistema SA de
afinacio´n de Zarlino, de 19 notas (ve´ase 5.4) con el Temperamento Igual de 12
notas (sistema SB ) y con el Temperamento igual de 19 notas por octava (SC),
utilizando diferentes funciones distancia y diferentes funciones de vecindad. To´-
mese el valor del grado de fuzzyness λ = 2.
Los resultados computacionales obtenidos se muestran en la siguiente tabla. Ob-
servamos como el sistema de Zarlino es mucho ma´s similar al Temperamento igual
de 19 notas por octava.
Tabla 5.22: Resultados del ca´lculo de la disimilitud media ordenada entre los sistemas
de afinacio´n de Zarlino (SA) con el Temperamento Igual de 12 notas por octava (SB) y
Temperamento igual de 19 notas por octava (SC).
Func. Vecindad Func. Distancia D̂(SA,SB) D̂(SA,SC)
Gaussiana Euclidiana 2,3748359358 0,4486382847
Gaussiana Canberra 0,0057975191 0,0006609388
Gaussiana Discreta 0,0818340606 0,0498614958
Exponencial Euclidiana 2,2230760291 0,4486382847
Exponencial Canberra 0,0035681603 0,0006609388
Exponencial Discreta 0,0811489144 0,0498614958
Triangular Euclidiana 2,4348853123 0,4486382847
Triangular Canberra 0,0042923987 0,0006609388
Triangular Discreta 0,0819931774 0,0498614958
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5.5.3 Transiciones entre sistemas de afinacio´n
De forma ana´loga a como se mostro´ en el cap´ıtulo 4 para los casos de la melo-
d´ıa, ritmo, armon´ıa y timbre, podemos realizar transiciones completas entre dos
sistemas de afinacio´n SA y SB cualesquiera.
Ejemplo 5.5.2 Estados intermedios finales de la transicio´n completa entre los
sistemas de afinacio´n de Zarlino, de 19 notas (SA) (ve´ase 5.4) y el Temperamento
Igual de 12 notas (sistema SB ). Se han utilizado los para´metros λ = 1,5, vecindad
exponencial estrecha y me´trica de Canberra.
Figura 5.14: Estado inicial del sistema SB (Temperamento igual de 12 notas).
Figura 5.15: Estado 1 de la transicio´n de SB hacia SA.
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Figura 5.16: Estado 2 de la transicio´n de SB hacia SA.
Figura 5.17: Estado 3 de la transicio´n de SB hacia SA.
Figura 5.18: Estado 4 de la transicio´n de SB hacia SA.
232
5.5 Similitud entre sistemas de afinacio´n
Figura 5.19: Estado 5 de la transicio´n de SB hacia SA.
Figura 5.20: Estado 6 de la transicio´n de SB hacia SA.
Figura 5.21: Estado 7 de la transicio´n de SB hacia SA.
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Figura 5.22: Estado final de la transicio´n de SB hacia SA.
En la tabla 5.23 podemos ver los resultados nume´ricos, expresados en cents, de los
diferentes estados de la transicio´n completa entre los dos sistemas de afinacio´n.
Inicial 1 2 3 4 5 6 7 8
100,00 70,71 133,24 133,24 133,24 70,67 70,67 70,67 70,67
200,00 168,66 70,69 203,94 203,94 132,10 133,24 133,24 133,24
300,00 294,98 239,30 70,67 276,80 203,95 203,94 203,94 203,94
400,00 386,27 350,45 295,11 70,67 295,08 274,58 274,58 274,58
500,00 477,52 460,10 386,44 355,21 386,28 315,64 315,64 315,64
600,00 598,46 538,75 477,75 477,40 459,19 386,38 386,31 386,31
700,00 700,84 631,12 570,70 568,67 498,04 477,63 457,04 456,99
800,00 793,14 702,20 669,38 631,28 568,42 568,71 498,04 498,04
900,00 884,54 793,53 792,66 701,98 631,28 634,75 568,72 568,72
1000,00 986,72 918,85 883,97 793,17 702,41 710,42 631,35 631,28
1100,00 1088,44 1017,19 955,03 884,35 793,69 780,25 701,96 701,96
1200,00 1179,76 1088,55 1017,60 955,03 884,36 837,46 777,04 772,63
1179,86 1088,64 1017,60 955,03 884,04 813,69 813,69
1179,95 1088,72 1017,60 954,98 884,36 884,36
1180,01 1088,79 1017,60 955,03 955,03




Tabla 5.23: Valores expresados en cents del estado inicial de SB y estados intermedios en




En este cap´ıtulo hemos estudiado los sistemas de afinacio´n, realizando una revisio´n
de los conceptos ba´sicos necesarios previos a su definicio´n matema´tica gene´rica en
base a las propuestas realizadas por Liern (2005). Se ha aplicado dicha definicio´n
a los principales sistemas de afinacio´n y temperamentos existentes en la tradicio´n
musical occidental, mostrando tanto los intervalos como las funciones necesarias
para la produccio´n de todas sus notas musicales y ejemplificando los resultados
obtenidos para cada uno de ellos.
Se ha definido un me´todo para el ca´lculo de la compatibilidad en-
tre un conjunto de notas medidas experimentalmente y un sistema
de afinacio´n, definiendo las notas en te´rminos fuzzy y adaptan-
do las definiciones de disimilitud propuestas en el cap´ıtulo 3. Se
ha extendido la disimilitud media ordenada definida en cap´ıtulos
anteriores al caso de la disimilitud entre sistemas de afinacio´n,
utiliza´ndose para ello el algoritmo FOCM (ve´ase 3.7). Se han de-
finido, adema´s, transiciones completas entre distintos sistemas de
afinacio´n mediante la aplicacio´n del algoritmo FCT (ve´ase 3.8.1).
Adema´s se ha incluido en Mercury dichos ca´lculos, realiza´ndose una implementa-
cio´n informa´tica en este programa capaz de detectar las frecuencias fundamentales
desde grabaciones musicales monofo´nicas en formato wav, gracias al algoritmo de
Cooley-Turkey para la Fast Fourier Transform y el me´todo Harmonic Product
Spectrum (HPS) para la determinacio´n de la frecuencia fundamental. A lo largo
del cap´ıtulo se han mostrado diferentes resultados procedentes de experimentos
en los que se ha calculado diferentes compatibilidades, disimilitudes y transiciones





[...]Aschenbach hab´ıa escrito expresamente, en un pasaje poco
conocido de sus obras, que casi todas las cosas grandes que existen
son grandes porque se han creado contra algo, a pesar de algo: a pe-
sar de dolores y tribulaciones, de pobreza y abandono; a pesar de la
debilidad corporal, del vicio, de la pasio´n. Eso era algo ma´s que una
observacio´n: era el resultado de una experiencia ı´ntimamente vivida
por e´l, la fo´rmula de su vida y de su gloria, la clave de su obra.
(Thomas Mann. La muerte en Venecia.)
6.1 Conclusiones
En esta tesis hemos propuesto distintos me´todos para generar variaciones y tran-
siciones musicales, basados en los me´todos de clasificacio´n difusa. Dichas te´cnicas
nos permiten realizar transiciones, parciales o completas, entre dos melod´ıas, rit-
mos o armon´ıas. Nos permiten, adema´s, establecer una medida de la disimilitud
entre dos secuencias musicales cualesquiera, en la que el orden de los elementos
es tenida en cuenta. Dicha disimilitud nos ha permitido extender los resultados
obtenidos a los sistemas de afinacio´n, definiendo una medida de la compatibilidad
entre un conjunto de notas medidas experimentalmente y un sistema de afinacio´n
cualquiera, as´ı como la definicio´n de una disimilitud entre dos sistemas de afi-
nacio´n. Se han implementado computacionalmente estas te´cnicas en el software
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Mercury, facilita´ndonos ilustrar con numerosos ejemplos la utilizacio´n de las
te´cnicas propuestas en la composicio´n musical asistida por ordenador.
6.1.1 Sobre los objetivos
A continuacio´n justificamos brevemente el grado de consecucio´n de los objetivos
que nos planteamos al iniciar esta tesis:
1. Se ha definido una nueva medida de la disimilitud melo´dica entre una melo-
d´ıa inicial y otra final, basada en algoritmos de agrupamiento difuso. Se han
realizado numerosos experimentos con material melo´dico de distinta ı´ndo-
le, en los que se comprueba como dicha disimilitud es fa´cilmente calculable
mediante su implementacio´n computacional. Durante el proceso de ca´lcu-
lo, se obtienen diferentes pasos que pueden ser interpretados como estados
intermedios de la convergencia de la melod´ıa inicial hacia la melod´ıa final.
Gracias a la aplicacio´n reiterada de esta te´cnica, en la que se an˜ade una
nueva nota a la melod´ıa inicial cada vez que e´sta finaliza, se ha propuesto
un algoritmo capaz de construir transiciones melo´dicas completas entre dos
melod´ıas dadas.
2. Se ha generalizado la medida de la disimilitud a cualquier otro elemento
musical que sea parametrizable en te´rminos vectoriales, como por ejemplo el
ritmo, la armon´ıa o el timbre. Como consecuencia de esto, se han generaliza-
do la construccio´n de transiciones completas para el caso de dos ritmos, dos
secuencias de acordes, o dos espectros t´ımbricos cualesquiera. Por u´ltimo, se
han extendido estas te´cnicas al estudio de la compatibilidad entre notas y
sistemas de afinacio´n, proporcionando una generalizacio´n tanto de la medida
de la disimilitud entre una serie de notas y un sistema de afinacio´n, como
de la disimilitud entre dos sistemas de afinacio´n cualesquiera.
3. Se han implementado computacionalmente en el software Mercury todas
las te´cnicas propuestas en la presente memoria de investigacio´n, proporcio-
nando al compositor herramientas con las que generar, de manera sencilla,
variaciones y transiciones, ya sean de cara´cter melo´dico, r´ıtmico, armo´nico
o t´ımbrico. Se ampl´ıa de esta manera el cata´logo de te´cnicas relativas al a´m-
bito de la composicio´n musical asistida por ordenador y se ofrece, al mismo
tiempo, un nuevo paradigma pra´ctico para el problema de la creatividad
musical computarizada. Se ha utilizado Mercury para la generacio´n del
material musical empleado en la creacio´n de la composicio´n Transiciones
difusas, adjunta como ape´ndice.
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6.1.2 Sobre el estado de la cuestio´n
Se ha realizado una revisio´n bibliogra´fica que abarca desde los inicios de la compu-
tacio´n musical, liderados por los pioneros experimentos de Lejaren Hiller y otros
investigadores, hasta nuestros d´ıas. Tal y como se ha explicado en la seccio´n de
metodolog´ıa, el proceso se ha realizado consultando las publicaciones de las prin-
cipales revistas y congresos relacionados con nuestro a´mbito de investigacio´n, as´ı
como distintos libros, tesis y pa´ginas web. Las conclusiones que podemos extraer
de dicho proceso de bu´squeda son las siguientes:
1. Las l´ıneas ba´sicas de investigacio´n existentes en el a´mbito de la composicio´n
musical asistida por ordenador son las siguientes: la utilizacio´n de sistemas
estoca´sticos, cao´ticos o autosemejantes, la implementacio´n de reglas compo-
sitivas y satisfaccio´n de restricciones, la utilizacio´n de auto´matas celulares,
el uso de algoritmos gene´ticos; los sistemas de agentes, la utilizacio´n de gra-
ma´ticas formales; los modelos basados en cadenas de Markov, la aplicacio´n
de te´cnicas propias del machine learning como las redes neuronales o los
modelos de n-gramas.
2. No hemos encontrado en la literatura cient´ıfica ningu´n ejemplo de utilizacio´n
de algoritmos o te´cnicas de clustering (k-means, c-means, etc.) aplicados di-
rectamente a la composicio´n musical asistida por ordenador. Existen, sin
embargo, algunos ejemplos de su uso en el campo del ana´lisis musical asisti-
do por ordenador (reconocimiento de estilos, clasificacio´n de compositores,
clasificacio´n de modos melo´dicos, etc.). Por tanto, consideramos que nuestra
aportacio´n constituye un enfoque original en cuanto al uso de algoritmos de
agrupamiento aplicados a la generacio´n de variaciones o transiciones entre
materiales musicales.
6.1.3 Sobre el marco teo´rico
Hemos descrito la clasificacio´n y funcionamiento de los distintos algoritmos de
agrupamiento (clustering) existentes, haciendo e´nfasis sobre los de tipo hard, co-
mo por ejemplo el k-means, as´ı como su versio´n difusa denominada fuzzy c-means,
en el que cada punto del conjunto de datos puede pertenecer a ma´s de un grupo
o categor´ıa. De esta manera, la pertenencia de cada punto a cada grupo deja de
estar representada por una variable binaria, para convertirse en un coeficiente
real positivo, comprendido entre cero y uno, que indica el grado de pertenencia
de cada punto a cada uno de los grupos. Es posible, por tanto, que cada uno de
los puntos sea clasificado simulta´neamente como perteneciente en mayor o menor
grado a cada uno de los grupos. La matriz de particio´n fuzzy nos permite ahora
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introducir una normalizacio´n de sus elementos determinada por las funciones de
vecindad que, aplicadas sobre el algoritmo c-means, introducira´n en el algoritmo
la dependencia entre el orden de la secuencia de datos y el orden de la secuencia
de centroides y por tanto el proceso de agrupamiento se realizara´ ahora teniendo
en consideracio´n el orden de los elementos. Dicho algoritmo, denominado Fuzzy
Ordered c-Means (FOCM), constituye una de nuestras aportaciones principales
presentadas en esta memoria de investigacio´n.
Utilizando este algoritmo, hemos definido una disimilitud media ordenada para
dos secuencias de datos de distinta longitud, en la que el resultado depende del
orden de los elementos constituyentes de cada cadena. Los experimentos realiza-
dos con dicha disimilitud sobre la melod´ıa, el ritmo, la armon´ıa, el timbre y los
sistemas de afinacio´n, arrojan resultados coherentes y muestran su viabilidad para
comparar secuencias de datos de distinta longitud, no u´nicamente en el terreno
musical sino en cualquier situacio´n en que se requiera expresar determinada in-
formacio´n como una sucesio´n finita de puntos pertenecientes a un espacio me´trico
de dimensio´n finita.
Por u´ltimo, hemos presentado el algoritmo fuzzy complete transitions(FCT), una
propuesta para realizar transiciones musicales completas, ya sean de cara´cter me-
lo´dico, r´ıtmico, armo´nico o t´ımbrico, que constituye la principal aportacio´n sobre
la que se articula la presente investigacio´n. Gracias a este algoritmo, podemos
realizar variaciones y transiciones desde un material musical inicial hacia otro
final.
6.1.4 Sobre la implementacio´n
Se ha realizado la implementacio´n computacional de los algoritmos Fuzzy Or-
dered c-Means (FOCM) y Fuzzy Complete Transitions (FCT) en el software
Mercury®. La introduccio´n de datos, ya sean melod´ıas, ritmos o armon´ıas se
puede realizar cargando archivos con formato MusicXML. El programa extrae y
procesa la informacio´n que necesita para cada caso, mostrando por la pantalla los
resultados. Mediante una interfaz gra´fica, el usuario puede configurar los distin-
tos para´metros bajo los que se ejecutara´n las transiciones y experimentar con los
resultados obtenidos, que sera´n representados gra´ficamente en forma de notacio´n
musical convencional. Dichos resultados pueden ser guardados en archivo, repro-
ducidos a trave´s del MIDI o exportados en formato MusicXML para su posterior
edicio´n con cualquier programa de notacio´n musical (Sibelius, Finale, MuseScore,
etc.). Adema´s, permite la inclusio´n manual o a trave´s del portapapeles de los datos
de diferentes espectros de frecuencia y sistemas de afinacio´n, para realizar ca´lcu-
los de disimilitud o transiciones en estos casos. Los resultados pueden exportarse
nuevamente a trave´s del portapapeles o de forma visual mediante la generacio´n
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de distintos tipos de gra´ficas.
Los ejemplos que se muestran en la presente memoria relativos al ca´lculo de la
disimilitud y transiciones musicales han sido generados utilizando nuestro soft-
ware Mercury. En todos los casos, la implementacio´n se ha mostrado robusta,
eficaz en te´rminos de convergencia y eficiente, requiriendo tiempos computaciona-
les reducidos incluso para la generacio´n de transiciones entre secuencias musica-
les largas. Los resultados han podido ser guardados y exportados correctamente
en formato MusicXML, siendo posteriormente abiertos y maquetados en el edi-
tor de partituras Finale 2015. Ha resultado muy ergono´mica la posibilidad que
ofrece la interfaz gra´fica de Mercury para trabajar con mu´ltiples pestan˜as si-
multa´neamente, dividiendo el a´rea de trabajo y posibilitando la comparacio´n de
los resultados obtenidos bajo distintos para´metros. El material generado por el
programa depende sensiblemente de la configuracio´n inicial seleccionada por el
usuario, configurada por el coeficiente de fuzzyness, el criterio de parada, la fun-
cio´n de vecindad o la funcio´n distancia. Esto se traduce en una enorme cantidad
variaciones y transiciones posibles. Los algoritmos que utiliza el programa son
deterministas: siempre que se utilicen los mismos para´metros sobre el mismo ma-
terial musical, se encontrara´n ide´nticos resultados, ya que no se utiliza durante el
ca´lculo ningu´n elemento estoca´stico.
6.1.5 Sobre la composicio´n musical
Se ha compuesto de la obra Transiciones difusas, para cuarteto de cuerda, adjunta
como Ape´ndice II, en la que encontramos un ejemplo completo de composicio´n mu-
sical realizada utilizando transiciones y variaciones musicales generadas mediante
Mercury. Esta composicio´n consta de tres movimientos, y cada uno responde a
la aplicacio´n compositiva de un tipo de transicio´n musical diferente.
En el primer movimiento, Andante, se han utilizado las transiciones de tipo me-
lo´dico. El material musical procede de la transicio´n melo´dica realizada desde un
sencillo motivo, construido con interva´licas tritonales, hasta una melod´ıa cons-
truida con una serie dodecafo´nica. Los estadios intermedios resultantes de esta
transicio´n se escuchan distribuidos en cada una de las cuatro voces, sucedie´n-
dose uno tras otro de manera ordenada. Progresivamente las melod´ıas acaban
superponie´ndose hasta que se alcanza la melod´ıa final.
El segundo movimiento, Corale, adagio molto, constituye un ejemplo sobre la uti-
lizacio´n de transiciones armo´nicas, a un total de cuatro voces, generadas mediante
nuestro programa. Se han utilizado diversas progresiones armo´nicas, procedentes
de la verticalizacio´n de la serie dodecafo´nica utilizada en el primer movimiento.
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Por u´ltimo, el tercer movimiento, Presto con fuoco muestra una compleja polifon´ıa
r´ıtmica realizada mediante la superposicio´n de los diferentes ritmos intermedios
calculados mediante transiciones entre diversos deci-talas hindu´es.
En nuestra opinio´n, la experiencia compositiva con Mercury ha sido satisfac-
toria. El programa resulta co´modo y su interfaz de usuario es a´gil y versa´til,
haciendo posible la experimentacio´n entre distintos tipos de material musical y
distintas configuraciones de los para´metros. La bu´squeda de material musical ha
de hacerse de manera exploratoria, ya que no es posible de antemano predecir las
caracter´ısticas de los resultados obtenidos por nuestro sistema.
Los me´todos presentados en esta memoria de investigacio´n am-
pl´ıan el cata´logo de te´cnicas relativas a la composicio´n musi-
cal asistida por ordenador, proporcionando nuevas herramientas
compositivas capaces de generar variaciones y transiciones mu-
sicales y abriendo, al mismo tiempo, una l´ınea de investigacio´n
basada en la utilizacio´n de me´todos de clasificacio´n difusa aplica-
dos a la “creatividad artificial”.
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6.2 Futuras l´ıneas de investigacio´n
A lo largo de la realizacio´n de esta tesis, han ido surgiendo nuevas preguntas de
investigacio´n, tanto desde el punto de vista de la computacio´n como musicales. A
continuacio´n resumimos algunas:
1. Hemos observado que los algoritmos implementados convergen muy ra´pi-
damente, es decir, en las primeras iteraciones se produce un gran distan-
ciamiento de los centroides con respecto a su posicio´n inicial. Este hecho,
deseable en te´rminos de la eficiencia computacional, se traduce musicalmente
en transiciones demasiado abruptas. La transicio´n musical, tradicionalmente
entendida como un proceso de variacio´n orga´nica, consiste en un equilibrio
entre repeticio´n y cambio progresivo. Por tanto, resultar´ıa interesante mo-
dificar dichos algoritmos para obtener una menor eficiencia de los mismos,
que se traduzca en unas transiciones ma´s suaves.
2. Las transiciones completas se realizan aplicando el algoritmo Fuzzy Orde-
red c-Means de forma reiterada, an˜adiendo un punto nuevo cada vez que
e´ste finaliza. Dicho punto se localiza en la posicio´n intermedia de la pareja
de centroides consecutivos cuya distancia es ma´xima; por tanto los puntos
se tienden a localizar en las posiciones intermedias localizadas donde los
centroides esta´n ma´s separados. Ser´ıa interesante introducir nuevas reglas o
posibilidades para la localizacio´n de dichos nuevos puntos: posiciones alea-
torias, entre la pareja de centroides consecutiva de menor distancia, entre
posiciones intermedias de centroides y datos, etc. Todos estas posibilidades
proporcionar´ıan au´n ma´s variedad al conjunto de resultados obtenidos. La
creacio´n de nuevos puntos en posiciones aleatorias introducir´ıa a su vez un
comportamiento no determinista en el algoritmo.
3. En esta primera versio´n de la implementacio´n informa´tica se ha restringi-
do, por motivos de simplicidad, las l´ıneas melo´dicas a una u´nica voz. No
es posible, por tanto, realizar transiciones melo´dicas polifo´nicas. Sin embar-
go, no existe limitacio´n teo´rica que justifique dicha restriccio´n, por lo que
en una futura versio´n, el software Mercury podr´ıa ser capaz de realizar
comparaciones y transiciones melo´dicas de forma polifo´nica.
4. En el caso de las transiciones armo´nicas, su implementacio´n computacional
se ha limitado a secuencias de acordes con igual nu´mero de voces. Tal y
como se explica en Mart´ınez y Liern (2017), dicha limitacio´n podr´ıa ser su-




5. Las transiciones entre timbres, caracterizadas como transiciones entre es-
pectros de frecuencias esta´ticos, pueden ser de intere´s para la composicio´n
electro´nica (Supper, 2004) o la composicio´n espectral (Garant, 2011) reali-
zando una s´ıntesis aditiva cuyos parciales e intensidades van progresivamen-
te cambiando con el tiempo segu´n los resultados que arroja el algoritmo.
Sin embargo, la realidad del ana´lisis espectral de los instrumentos musicales
acu´sticos sugiere que el timbre de e´stos contiene una dependencia temporal
que ha de ser tenida en cuenta si se pretende alcanzar sonidos con una verda-
dera riqueza sonora. Te´cnicas como la s´ıntesis FM, propuesta por Chowning
(1973), permiten alcanzar dicha riqueza temporal con poco gasto compu-
tacional. Podr´ıa ser una interesante l´ınea de investigacio´n en el a´mbito de la
s´ıntesis sonora combinar las posibilidades de la s´ıntesis FM con las transicio-
nes espectrales aqu´ı presentes, generando transiciones de timbres variables
con el tiempo, creados mediante la caracterizacio´n vectorial de para´metros
t´ıpicos de esta s´ıntesis como el ı´ndice de modulacio´n o la armonicidad.
6. Las transiciones entre distintos sistemas de afinacio´n nos abren la puerta a
pensar en composiciones en las cuales el sistema de afinacio´n no sea cons-
tante, sino que puede cambiar de un sistema inicial a otro final, atravesando
diferentes estados intermedios generados mediante el algoritmo FCT. Pode-
mos encontrar un interesante ejemplo en la obra Strandlines para guitarra
y electro´nica, del compositor americano Richard Karpen, estrenada por el
guitarrista Stefan O¨stersjo¨ (Coessens y O¨stersjo¨, 2014; O¨stersjo¨, 2008), en
la cual la guitarra var´ıa en mu´ltiples ocasiones, mediante scordaturas, su
sistema de afinacio´n.
7. Hemos comprobado experimentalmente, gracias a numerosos ejemplos, la
convergencia de nuestros algoritmos FOCM y FCT, sin encontrar ningu´n
contraejemplo a la convergencia de los mismos, siempre que se establezca un
criterio de parada o´ptimo. Sin embargo, esto no constituye una demostracio´n
matema´tica, quedando pendiente su realizacio´n para futuros investigadores.
8. Enfocando su uso hacia la mu´sica electro´nica y la s´ıntesis sonora, se podr´ıa
definir la nota musical de manera no simbo´lica, incluyendo en las caracter´ıs-
ticas que la definen, adema´s de la frecuencia y la intensidad, los para´metros
relativos a la envolvente del sonido de tipo ADSR (Attack, Decay, sustain,
Release), para la generacio´n de transiciones en las que tambie´n cambiara´n
los aspectos relativos a la envolvente del sonido.
9. En la presente investigacio´n nos hemos centrado en la notacio´n musical con-
vencional, utilizando el temperamento igual de doce notas como sistema de
afinacio´n de referencia. y dejando a un lado numerosas manifestaciones mu-
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sicales que hacen uso de otros sistemas, como por ejemplo las escalas con
microinterva´lica propias de la mu´sica folklo´rica1, la mu´sica microtonal2, la
mu´sica de cara´cter no simbo´lico (sirvan de ejemplo la Musique concrete3 o la
Elektronische Musik4), o mu´sicas de vanguardia en las que se utilizan nue-
vas graf´ıas para una notacio´n musical no convencional (te´cnicas extendidas,
multifo´nicos, slaps, etc.). Estas realidades musicales pueden ser paulatina-
mente parametrizadas de forma matema´tica e incorporadas en los algoritmos
propuestos en la presente tesis.
10. Mercury ha sido desarrollado para el sistema operativo Windows bajo
.NET Framework 4.5. Siendo conscientes de la actual evolucio´n hacia el
uso de aplicaciones mo´viles y sistemas multiplataforma, queda pendiente
una futura implementacio´n del programa en dispositivos mo´viles. Gracias al
sistema de capas utilizado en su desarrollo y el bajo nivel de acoplamiento
entre los distintos mo´dulos, el mo´dulo de ca´lculo es fa´cilmente exportable a
otro entorno de desarrollo o lenguaje de programacio´n.
11. La mu´sica se constituye sobre unos elementos ba´sicos: la melod´ıa, el ritmo,
la armon´ıa, el timbre, y la afinacio´n. En numerosas ocasiones el compositor
ha de realizar una eleccio´n que favorece uno de estos aspectos en detrimento
de algunos otros, buscando una suerte de mı´nimo local. La definicio´n de
unas transiciones musicales completas podr´ıa abordarse como un problema
de decisio´n multicriterio (Kahraman, 2008) en el que podr´ıan incorporarse
los me´todos propuestos en la presente investigacio´n.
12. Se deber´ıa investigar un algoritmo de transiciones inversas entre dos secuen-
cias, en el que la secuencia de mayor nu´mero de elementos es la que se
modifica progresivamente mediante una aplicacio´n reiterada del algoritmo
FOCM. Se podr´ıa suprimir un punto cada vez que el algoritmo finalice, hasta
que se alcance la secuencia final.
1Ve´ase los art´ıculos Toward a quarter-tone syntax: Analyses of selected works by Blackwood,
Haba, Ives, and Wyschnegradsky de Skinner (2007), y La originalidad musical del flamenco: libertad
creativa y sometimiento a ca´nones de Berlanga (2009).
2Ve´ase Toward a quarter-tone syntax: Analyses of selected works by Blackwood, Haba, Ives, and
Wyschnegradsky de Skinner (2007).
3Ve´ase el Traite´ des objets musicaux de Schaeffer (1966).
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private double _m = 2; //Fuzzy coefficient
public double M { get { return _m; } set { _m = value; } }
private NeighborhoodBase _sortingFunction = null;
public NeighborhoodBase SortingFunction { get { return _sortingFunction
; } set { _sortingFunction = value; } }
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private double _stopCriterion = 0.1; // StopCriterion
public double StopCriterion { get { return _stopCriterion; } set {





















public List<double[,]> Calculate(double[,] points, double[,] centroids,




int iterations = 0;
double[,] U_buf = null; //Matrix of fuzzy coeficients (buffer)
double[,] U_s = null; //Matrix of fuzzy coeficients SORTED
double[,] S = null; //Matrix of sorting function
List<double[,]> steps = new List<double[,]>(); //theme B steps of
the algorithm’s process
//1º Initialize the matriz os fuzzy coeficients U and U_buf
U = null; //Matrix of fuzzy coeficients
U = Calculate_U(points, centroids, M, n, c, dimensions,
distanceFunction);//U = Random initialization ??? Calculate_U(
points, centroids);
InitializeMatrix(ref U_buf, n, c);
InitializeSortingMatrix(ref S, n, c, sortingFunction);
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while (ContinueIterating(U, U_buf, StopCriterion, n, c) && (
iterations <= 150)) //4º Compare U with previous U_buff
//while (ContinueIterating(U, U_buf, StopCriterion, n, c)) //4º




centroids = Update_Centroids(U, points, centroids, M, n, c,
dimensions);
//3º Recalculate U
U = Calculate_U(points, centroids, M, n, c, dimensions,
distanceFunction);
//4º Modify the matriz U in case user selected a sortingFunction
**** ONLY IF A SORTING TYPE IS SELECTED *****
if (sortingFunction != null)
{
U_s = Calculate_U_s(U, S, n, c);





//Add one to iterations




public List<double[,]> CalculateAddPoints(double[,] points, double[,]
centroids, int n, int c, int dimensions, ref double[,] U,




int iterations = 0;
double[,] U_buf = null; //Matrix of fuzzy coeficients (buffer)
double[,] U_s = null; //Matrix of fuzzy coeficients SORTED
double[,] S = null; //Matrix of sorting function
List<double[,]> steps = new List<double[,]>(); //theme B steps of
the algorithm’s process
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try
{
while (c <= n)
{
//1º Initialize the matriz os fuzzy coeficients U and U_buf
U = null; //Matrix of fuzzy coeficients
U_buf = null;
S = null;
U = Calculate_U(points, centroids, M, n, c, dimensions,
distanceFunction);//U = Random initialization ???
Calculate_U(points, centroids);
InitializeMatrix(ref U_buf, n, c);
if (c == n)
{





InitializeSortingMatrix(ref S, n, c, sortingFunction);
}
iterations = 0;
while (ContinueIterating(U, U_buf, StopCriterion, n, c) && (
iterations <= 300)) //4º Compare U with previous U_buff
//while (ContinueIterating(U, U_buf, StopCriterion, n, c))




centroids = Update_Centroids(U, points, centroids, M, n,
c, dimensions);
//3º Recalculate U
U = Calculate_U(points, centroids, M, n, c, dimensions,
distanceFunction);
//4º Modify the matriz U in case user selected a
sortingFunction **** ONLY IF A SORTING TYPE IS
SELECTED *****
if (sortingFunction != null)
{
U_s = Calculate_U_s(U, S, n, c);
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if (addPoints) {steps.Add(centroids); }
//Add one to iterations
iterations = iterations + 1;
}
//Storage only the last centroids
if (!addPoints) { steps.Add(centroids); }
//5º Add one extra centroid
//Choose where to add the extra pont. Between the two points
most far away
int index = 0;
double dbuf = 0;
double dbuf2 = 0;
double[] p1 = null;
double[] p2 = null;
double[] p3 = null;
Assign(centroids, 0, ref p1, dimensions);
Assign(centroids, 1, ref p2, dimensions);
dbuf = distanceFunction.Calculate(p1, p2);
for (int i = 0; i <= centroids.GetLength(0) - 2; i++)
{
Assign(centroids, i, ref p1, dimensions);
Assign(centroids, i + 1, ref p2, dimensions);
dbuf2 = distanceFunction.Calculate(p1, p2);






//the new point is the average of the two selected points
Assign(centroids, index, ref p1, dimensions);
Assign(centroids, index + 1, ref p2, dimensions);
p3 = new double[dimensions];
for (int i = 0; i <= dimensions - 1; i++)
{
p3[i] = (p2[i] + p1[i]) / 2;
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}
double[,] newCentroids = new double[centroids.GetLength(0) +
1, dimensions];
for (int i = 0; i <= index - 1; i++)
{
for (int l = 0; l <= dimensions - 1; l++)
{
newCentroids[i, l] = centroids[i, l];
}
}
for (int l = 0; l <= dimensions - 1; l++)
{
newCentroids[index, l] = p3[l];
}
for (int i = index; i <= centroids.GetLength(0) - 1; i++)
{
for (int l = 0; l <= dimensions - 1; l++)
{













public List<double[,]> CalculateRemovePoints(double[,] points, double
[,] centroids, int n, int c, int dimensions, ref double[,] U,




int iterations = 0;
double[,] U_buf = null; //Matrix of fuzzy coeficients (buffer)
double[,] U_s = null; //Matrix of fuzzy coeficients SORTED
double[,] S = null; //Matrix of sorting function
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while (c >= n)
{
//1º Initialize the matriz os fuzzy coeficients U and U_buf
U = null; //Matrix of fuzzy coeficients
U_buf = null;
S = null;
U = Calculate_U(points, centroids, M, n, c, dimensions,
distanceFunction);//U = Random initialization ???
Calculate_U(points, centroids);
InitializeMatrix(ref U_buf, n, c);
if (c == n)
{





InitializeSortingMatrix(ref S, n, c, sortingFunction);
}
iterations = 0;
while (ContinueIterating(U, U_buf, StopCriterion, n, c) && (
iterations <= 300)) //4º Compare U with previous U_buff
//while (ContinueIterating(U, U_buf, StopCriterion, n, c))




centroids = Update_Centroids(U, points, centroids, M, n,
c, dimensions);
//3º Recalculate U
U = Calculate_U(points, centroids, M, n, c, dimensions,
distanceFunction);
//4º Modify the matriz U in case user selected a
sortingFunction **** ONLY IF A SORTING TYPE IS
SELECTED *****
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if (sortingFunction != null)
{
U_s = Calculate_U_s(U, S, n, c);




if (addPoints) { steps.Add(centroids); }
//Add one to iterations
iterations = iterations + 1;
}
//Storage only the last centroids
if (!addPoints) { steps.Add(centroids); }
//5º Add one extra centroid
//Choose where to add the extra pont. Between the two points
most far away
int index = 0;
int j = 0;
double dbuf = 0;
double dbuf2 = 0;
double[] p1 = null;
double[] p2 = null;
double[,] newCentroids = null;
Assign(centroids, 0, ref p1, dimensions);
Assign(centroids, 1, ref p2, dimensions);
dbuf = distanceFunction.Calculate(p1, p2);
for (int i = 0; i <= centroids.GetLength(0) - 2; i++)
{
Assign(centroids, i, ref p1, dimensions);
Assign(centroids, i + 1, ref p2, dimensions);
dbuf2 = distanceFunction.Calculate(p1, p2);






newCentroids = new double[centroids.GetLength(0) - 1,
dimensions];
for (int i = 0; i <= centroids.GetLength(0) - 1; i++)
{




for (int l = 0; l <= dimensions - 1; l++)
{
newCentroids[j, l] = centroids[i, l];
}













private double[,] Calculate_U(double[,] points, double[,] centroids,
double m, int n, int c, int dimensions, DistanceBase
distanceFunction)
{
double[,] U = new double[n, c];
double buf = 0;
double buf1 = 0;
double buf2 = 0;
double[] Xi = new double[dimensions];
double[] Cj = new double[dimensions];
double[] Ck = new double[dimensions];
for (int i = 0; i <= n - 1; i++) //all the points
{




Assign(points, i, ref Xi, dimensions);
Assign(centroids, j, ref Cj, dimensions);
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buf1 = distanceFunction.Calculate(Xi, Cj);
for (int k = 0; k <= c - 1; k++)
{
//Assign
Assign(centroids, k, ref Ck, dimensions);
//Formula for calculating the fuzzy coefficients
buf2 = distanceFunction.Calculate(Xi, Ck);
buf = buf + Math.Pow(buf1 / buf2, (2 / (m - 1)));
}
if (buf != 0)
{










private double[,] Update_Centroids(double[,] U, double[,] points,
double[,] centroids, double m, int n, int c, int dimensions)
{
double buf1 = 0;
double buf2 = 0;
double buf3 = 0;
double[,] newCentroids = new double[c, dimensions];
for (int j = 0; j <= c - 1; j++) //recorremos todos los centroides
{
//Calculate the inferior term of the expression
buf2 = 0;
buf3 = 0;
for (int i = 0; i <= n - 1; i++)
{
buf2 = buf2 + Math.Pow(U[i, j], m);




for (int d = 0; d <= dimensions - 1; d++) //for all the
dimensions
{
//calculate the upper term of the expression
buf1 = 0;
for (int i = 0; i <= n - 1; i++)
{
buf1 = buf1 + Math.Pow(U[i, j], m) * points[i, d];
}
//calculate the d-component of the centroid j
if (buf2 == 0)
{





newCentroids[j, d] = buf1 / buf2;
}
if (buf2 == 0 & buf1==0)
{







private bool ContinueIterating(double[,] U, double[,] U_buf, double
epsilon, int n, int c)
{
double max = 0;
double buf = 0;
// calculate the max difference for the whole matrix
for (int i = 0; i <= n - 1; i++)
{
for (int j = 0; j <= c - 1; j++)
{
buf = Math.Abs(U[i, j] - U_buf[i, j]);
283
Ape´ndice A. Implementacio´n en Mercury
if (buf > max) { max = buf; }
}
}
return (max >= epsilon);
}
private void Assign(double[,] matrix, int i, ref double[] vector, int
dimensions)
{
vector = new double[dimensions];





private void InitializeMatrix(ref double[,] matrix, int n, int c)
{
if (matrix == null) { matrix = new double[n, c]; };
for (int i = 0; i <= n - 1; i++)
{
for (int j = 0; j <= c - 1; j++)
{




private void InitializeSortingMatrix(ref double[,] S, int n, int c,
NeighborhoodBase sortingFunction)
{
if (S == null) { S = new double[n, c]; };
// calculate each discrete value of sorting function for values i,j




for (int i = 0; i <= n - 1; i++)
{
for (int j = 0; j <= c - 1; j++)
{
sortingFunction.j = j;







private double[,] Calculate_U_s(double[,] U, double[,] S, int n, int c)
{
double[,] U_s = new double[n, c]; //Sorted U matrix
double[] V = new double[n]; //Vector of normalization
double buf = 0;
//Calculate the components of the normalization vector
for (int i = 0; i <= n - 1; i++) //all the points
{
buf = 0;
for (int j = 0; j <= c - 1; j++) //all the centroids
{




//Calculate the normalizated Sorted Fuzzy Coefficients Matrix
for (int i = 0; i <= n - 1; i++) //all the points
{
for (int j = 0; j <= c - 1; j++) //all the centroids
{
if (V[i] != 0)
{






















public static class Derivative
{
public static double[] Calculate(double[] X, double[] Y)
{
if (X.Length != Y.Length) { throw new Exception("Inconsistent
arrays to calculate the differenciation");}
if (X.Length < 2) { throw new Exception("Array too small for
differenciate");}
double[] dYdX = new double[X.Length];
for (int i = 0; i <= X.Length - 1; i++)
{
if (i != X.Length - 1)
{





















public static class MaxMin
{
public static double GetMinimumValue(double[] data)
{
double buf = data[0];
for (int i = 0; i <= data.Length - 1; i++)
{







public static double GetMinimumValue(double[,] data, int dimension)
{
double buf = data[0, dimension];
for (int i = 0; i <= data.GetLength(0) - 1; i++)
{
if (data[i, dimension] < buf)
{





public static double GetMaximumValue(double[] data)
{
double buf = data[0];
for (int i = 0; i<= data.Length-1; i++)
{









public static double GetMaximumValue(double[,] data, int dimension)
{
double buf = data[0, dimension];
for (int i = 0; i <= data.GetLength(0) - 1; i++)
{
if (data[i, dimension] > buf)
{





public static SortedList<double, PointD> GetMaxMinPoints(double[] X,
double[] Y, double[] dYdX)
{
SortedList<double, PointD> minMax = new SortedList<double, PointD
>();
if (X.Length != dYdX.Length) { throw new Exception("Inconsistent
arrays to calculate the differenciation"); }
if (X.Length != Y.Length) { throw new Exception("Inconsistent
arrays to calculate the differenciation"); }
if (X.Length < 2) { throw new Exception("Array too small for
differenciate"); }
for (int i = 0; i <= dYdX.Length - 1; i++)
{
if (dYdX[i] == 0) {minMax.Add(Y[i], new PointD(X[i], Y[i]));}
else
{
if (i != dYdX.Length - 1)
{
if (Math.Sign(dYdX[i]) != Math.Sign(dYdX[i+1])) { minMax













public static SortedList<double, PointD> GetMaxPoints(double[] X,
double[] Y, double[] dYdX)
{
SortedList<double, PointD> Max = new SortedList<double, PointD>();
if (X.Length != dYdX.Length) { throw new Exception("Inconsistent
arrays to calculate the differenciation"); }
if (X.Length < 2) { throw new Exception("Array too small for
differenciate"); }
for (int i = 0; i <= dYdX.Length - 1; i++)
{
//Si la derivada cambia de positiva a negativa, es un ma´ximo
if (i != dYdX.Length - 1)
{
if ((Math.Sign(dYdX[i]) == 1) && (Math.Sign(dYdX[i + 1]) ==
-1))
{





if ((Math.Sign(dYdX[i - 1]) == 1) && (Math.Sign(dYdX[i]) ==























private double _m = 2; //Fuzzy coefficient
public double M { get { return _m; } set { _m = value; } }
private NeighborhoodBase _sortingFunction = null;
public NeighborhoodBase SortingFunction { get { return _sortingFunction
; } set { _sortingFunction = value; } }
private DistanceBase _distanceFunction = null;
public DistanceBase DistanceFunction { get { return _distanceFunction;
} set { _distanceFunction = value; } }
private double _stopCriterion = 0.1; // StopCriterion
public double StopCriterion { get { return _stopCriterion; } set {
_stopCriterion = value; } }
public MeanDifference() { }















public MeanDifference(double fuzzyCoefficient, double stopCriterion,







public double Calculate_FuzzyCMeansDifference(double[,] points, double




int n = 0; //Number of Points
int c = 0; //number of Centroids
int d = 0; //Number of Dimensions
//Previous checkings
if ((points == null) || (points.GetLength(0) == 0) || (points.
GetLength(1) == 0)) { throw new Exception("Invalid point array
"); }
if ((centroids == null) || (centroids.GetLength(0) == 0) || (
centroids.GetLength(1) == 0)) { throw new Exception("Invalid
centroid array"); }
if (points.GetLength(1) != centroids.GetLength(1) ) { throw new
Exception("Points and centroids don’t have the same number of
dimensions"); }
//Init the list where storage the several changes of the centroids
steps = new List<double[,]>();
steps.Add(centroids); //Storage the initial centroids





return CalculateFuzzyCMeansDifference(points, centroids, ref steps,




Ape´ndice A. Implementacio´n en Mercury
public double Calculate_MeanDifference(double[,] points, double[,]
centroids, ref List<double[,]> steps)
{
//Declarations
int n = 0; //Number of Points
int c = 0; //number of Centroids
int d = 0; //Number of Dimensions
//Previous checkings
if ((points == null) || (points.GetLength(0) == 0) || (points.
GetLength(1) == 0)) { throw new Exception("Invalid point array
"); }
if ((centroids == null) || (centroids.GetLength(0) == 0) || (
centroids.GetLength(1) == 0)) { throw new Exception("Invalid
centroid array"); }
if (points.GetLength(1) != centroids.GetLength(1)) { throw new
Exception("Points and centroids don’t have the same number of
dimensions"); }
//Init the list where storage the several changes of the centroids
steps = new List<double[,]>();
steps.Add(centroids); //Storage the initial centroids




//To fuzzy or Not to Fuzzy
if (n == c)
{
//Not fuzzy. Case of equal number of points and centroids












private double CalculateFuzzyCMeansDifference(double[,] points, double
[,] centroids, ref List<double[,]> steps, int n, int c, int
dimensions, NeighborhoodBase sortingFunction, DistanceBase
distanceFunction, bool addRemovePoints, bool showAllStates)
{
//Declarations
double distance = 0; //Final mean distance
double[,] U = null; //Matrix of fuzzy coeficients




if (c < n)
{
steps.AddRange(FCM.CalculateAddPoints(points, centroids, n,













steps.AddRange(FCM.Calculate(points, centroids, n, c, dimensions
, ref U, sortingFunction, distanceFunction));





private double CalculateMeanDifference(double[,] points, double[,]
centroids, ref List<double[,]> steps, int n, int c, int dimensions
, DistanceBase distanceFunction)
{
//Case of equal number of points
steps.Add(centroids);
return Dt_MeanDifference(points, centroids, n, c, dimensions,
distanceFunction);
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}
public double Dt_FuzzyCMeansDifference(double[,] U, double[,] points,
double[,] centroids, int n, int c, int dimensions, DistanceBase
distanceFunction)
{
double distance = 0;
double[] Xi = null;
double[] Cj = null;
try
{
for (int j = 0; j <= c - 1; j++)
{
for (int i = 0; i <= n - 1; i++)
{
Assign(centroids, j, ref Cj, dimensions);
Assign(points, i, ref Xi, dimensions);









return distance /c /n;
}
private double Dt_MeanDifference( double[,] points, double[,] centroids
, int n, int c, int dimensions, DistanceBase distanceFunction)
{
double distance = 0;
double[] Xi = null;
double[] Cj = null;
if (n == c)
{
for (int i = 0; i <= n - 1; i++)
{
Assign(centroids, i, ref Cj, dimensions);
Assign(points, i, ref Xi, dimensions);







throw new Exception("Not able to calculate distance with equal
number of points");
}
return distance /c /n;
}
private void Assign(double[,] matrix, int i, ref double[] vector, int
dimensions)
{
vector = new double[dimensions];
for (int j = 0; j <= dimensions - 1; j++)
{















public static class DurationCalculator
{
public static double TotalDuration(int dots, int duration, int
normalNotes, int actualNotes)
{







if (actualNotes==0) {actualNotes = 1;}
double totalDuration = (Math.Pow(2, dots + 1) - 1 )/ Math.Pow(2,




public static double TotalDurationMS(double bpm, int dots, int duration
, int normalNotes, int actualNotes)
{




































public override string ToString()
{
return duration.ToString() + " " + dots.ToString() + " " +



















public static class RhythmicFigureCalculator
{
public static SortedDictionary<double, List<RhythmicFigure>>
CalculateAllPossibleDurations(byte[] DurationsRange, byte[]
ActualNotesRange, byte[] NormalNotesRange, byte MaxDots, byte
MaxTiedNotes)
{
//Faltan comprobaciones de si son vacions los arrys de bytes!!!!
//byte[] durationsRange = new byte[] { 1, 2, 4, 8, 16, 32, 64,
128 };
//byte[] actualNotesRange = new byte[] { 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 12 };
//byte[] normalNotesRange = new byte[] { 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 12 };
byte[] dotsRange = new byte[MaxDots + 1];
for (byte i = 0; i <= MaxDots; i++) { dotsRange[i] = i; }
SortedDictionary<double, List<RhythmicFigure>> durations = new
SortedDictionary<double, List<RhythmicFigure>>();
List<RhythmicFigure> newList = new List<RhythmicFigure>();





private static void CalculateWithRecursivity(ref SortedDictionary<
double, List<RhythmicFigure>> durations, List<RhythmicFigure>
PreviousFigures, double PreviousDuration, byte[] DurationsRange,
byte[] ActualNotesRange, byte[] NormalNotesRange, byte[]




double newDuration = 0;
for (int duration = 0; duration <= DurationsRange.Length - 1;
duration++)
{
for (int dots = 0; dots <= DotsRange.Length - 1; dots++)
{
for (int actualNotes = 0; actualNotes <=
ActualNotesRange.Length - 1; actualNotes++)
{
for (int normalNotes = 0; normalNotes <=

















//Create the new figure





//Create a new list of figures and clone
the previous list
List<RhythmicFigure> newList = new List<
RhythmicFigure>();
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//Add new figure to the list
newList.Add(newFigure);




//Continue iterating with recursivity
if (currentTiedNote < MaxTiedNotes)
{
byte nextTiedNote = (byte)(
currentTiedNote + 1);
CalculateWithRecursivity(ref durations

















int i = 0;
double[] keys = Figures.Keys.ToArray();
double buf = Math.Abs(durationCoefficient - keys[0]);
while ((i<=keys.Length-1)&&(buf >= Math.Abs(durationCoefficient
- keys[i])))
{
buf = Math.Abs(durationCoefficient - keys[i]);

















public class AssociationIndexDistance: DistanceBase
{
public AssociationIndexDistance(): base() { }
public AssociationIndexDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double x = 0;
double y = 0;
double q = (double)point1.GetLength(0);
x = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
x = x + point1[i];
}
x = Math.Pow(x, 0.5);
if (x == 0) { throw new DistanceException(); }
y = 0;
for (int i = 0; i <= point2.GetLength(0) - 1; i++)
{
y = y + point2[i];
}
y = Math.Pow(y, 0.5);
if (y == 0) { throw new DistanceException(); }
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + Math.Abs(point1[i] / x - point2[i] / y);
}
return Math.Max(0.5 * buf, this.Min);
}
public override DistanceBase Clone()
{
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public class AverageDistance: DistanceBase
{
public AverageDistance(): base() { }
public AverageDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double q = (double)point1.GetLength(0);
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + Math.Pow(point1[i] - point2[i], 2);
}
return Math.Max(Math.Pow(buf / q, 0.5), this.Min);
}
public override DistanceBase Clone()
{
















public class AverageManhattanDistance : DistanceBase
{
public AverageManhattanDistance() : base() { }
public AverageManhattanDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double q = (double)point1.GetLength(0);
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + Math.Abs(point1[i] - point2[i]);
}
return Math.Max(buf / q, this.Min);
}
public override DistanceBase Clone()
{
















public class CanberraDistance: DistanceBase
{
public CanberraDistance(): base() { }
public CanberraDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{












public override DistanceBase Clone()
{
















public class ChebyshevDistance: DistanceBase
{
public ChebyshevDistance(): base() { }
public ChebyshevDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double max = Math.Abs(point1[0] - point2[0]);
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = Math.Abs(point1[i] - point2[i]);




public override DistanceBase Clone()
{
















public class ChordDistance: DistanceBase
{
public ChordDistance(): base() { }
public ChordDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double x = 0;
double y = 0;
double q = (double)point1.GetLength(0);
x = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
x = x + Math.Pow(point1[i], 2);
}
x = Math.Pow(x, 0.5);
if (x == 0) { throw new DistanceException(); }
y = 0;
for (int i = 0; i <= point2.GetLength(0) - 1; i++)
{
y = y + Math.Pow(point2[i], 2);
}
y = Math.Pow(y, 0.5);
if (y == 0) { throw new DistanceException(); }
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + (point1[i] * point2[i]);
}
if (2.0 * buf / (x * y) <= 2)
{










public override DistanceBase Clone()
{
















public class DiscreteDistance: DistanceBase
{
public DiscreteDistance(): base() { }
public DiscreteDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
//if x=y then d(x,y)=0, else d(x,y)=1
double buf = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + Math.Abs(point1[i] - point2[i]);
}
if (buf > 0) { buf = 1; }
return Math.Max(buf, this.Min);
}
public override DistanceBase Clone()
{

























public abstract class DistanceBase
{
public string Name;
public double Min = 0.0001;
public DistanceBase() { }
public DistanceBase(string Name) { this.Name = Name; }
public abstract double Calculate(double[] point1, double[] point2);




















public class DistanceException : Exception { }
}
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public class DivergenceDistance: DistanceBase
{
public DivergenceDistance() : base() { }
public DivergenceDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double q = (double)point1.GetLength(0);
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
if ((point1[i] + point2[i]) != 0)
{




return Math.Max(Math.Pow(buf / q, 0.5), this.Min);
}
public override DistanceBase Clone()
{
















public class EuclideanDistance: DistanceBase
{
public EuclideanDistance(): base() { }
public EuclideanDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + Math.Pow(point1[i] - point2[i], 2);
}
return Math.Max(Math.Pow(buf, 0.5), this.Min);
}
public override DistanceBase Clone()
{
















public class GeodesicDistance: DistanceBase
{
public GeodesicDistance(): base() { }
public GeodesicDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
double x = 0;
double y = 0;
double q = (double)point1.GetLength(0);
x = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
x = x + Math.Pow(point1[i], 2);
}
x = Math.Pow(x, 0.5);
if (x == 0) { throw new DistanceException(); }
y = 0;
for (int i = 0; i <= point2.GetLength(0) - 1; i++)
{
y = y + Math.Pow(point2[i], 2);
}
y = Math.Pow(y, 0.5);
if (y == 0) { throw new DistanceException(); }
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + (point1[i] * point2[i]);
}
if (2.0 * buf / (x * y) <= 2)
{




return Math.Max(Math.Acos(1.0 - 0.5 * Math.Pow(2.0 - 2.0 *












public override DistanceBase Clone()
{
















public class ManhattanDistance: DistanceBase
{
public ManhattanDistance(): base() { }
public ManhattanDistance(string Name) : base(Name) { }
public override double Calculate(double[] point1, double[] point2)
{
double buf = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{




public override DistanceBase Clone()
{
















public abstract class MinkowskiDistance : DistanceBase
{
public MinkowskiDistance() : base() { }
public MinkowskiDistance(string Name) : base(Name) { }
public double epsilon = 0.01;
public override double Calculate(double[] point1, double[] point2)
{
double p = Getp();
double buf = 0;
for (int i = 0; i <= point1.GetLength(0) - 1; i++)
{
buf = buf + Math.Pow(Math.Abs(point1[i] - point2[i]), p);
}
return Math.Max(Math.Pow(buf, 1 / p), this.Min);
}
protected abstract double Getp();
}
[Serializable]
public class MinkowskiDistance_p3 : MinkowskiDistance
{
public MinkowskiDistance_p3() : base() { }
public MinkowskiDistance_p3(string Name) : base(Name) { }
public override DistanceBase Clone()
{










public class MinkowskiDistance_p4 : MinkowskiDistance
{
public MinkowskiDistance_p4() : base() { }
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public MinkowskiDistance_p4(string Name) : base(Name) { }
public override DistanceBase Clone()
{










public class MinkowskiDistance_p5 : MinkowskiDistance
{
public MinkowskiDistance_p5() : base() { }
public MinkowskiDistance_p5(string Name) : base(Name) { }
public override DistanceBase Clone()
{










public class MinkowskiDistance_p15 : MinkowskiDistance
{
public MinkowskiDistance_p15() : base() { }
public MinkowskiDistance_p15(string Name) : base(Name) { }
public override DistanceBase Clone()
{





















public class DiscreteNeighborhood : NeighborhoodBase
{










public DiscreteNeighborhood() { }
public override double Value(double i)
{









public override NeighborhoodBase Clone()
{



















public class ExponentialNeighborhood : NeighborhoodBase
{
public double Tau = 0.2;
public double A = 1.0;












public ExponentialNeighborhood() { }
public override double Value(double i)
{
Tau = CalculateTau();
return A * Math.Exp(-Math.Abs(i - (N - 1) * j / (M - 1)) / Tau);
}
public virtual double CalculateTau()
{
return N / 8.0;
}
public override NeighborhoodBase Clone()
{













public class WideExponentialNeighborhood : ExponentialNeighborhood
{
public WideExponentialNeighborhood(double M, double N, double j) : base
(M, N, j) { }
public WideExponentialNeighborhood(string name) : base(name) { }
public WideExponentialNeighborhood() { }
public override double CalculateTau()
{
return N / 3.0;
}
public override NeighborhoodBase Clone()
{











public class NarrowExponentialNeighborhood : ExponentialNeighborhood
{
public NarrowExponentialNeighborhood(double M, double N, double j) :
base(M, N, j) { }
public NarrowExponentialNeighborhood(string name) : base(name) { }
public NarrowExponentialNeighborhood() { }
public override double CalculateTau()
{
return N / 12.0;
}
public override NeighborhoodBase Clone()
{













public class ExtraNarrowExponentialNeighborhood : ExponentialNeighborhood
{
public ExtraNarrowExponentialNeighborhood(double M, double N, double j)
: base(M, N, j) { }
public ExtraNarrowExponentialNeighborhood(string name) : base(name) { }
public ExtraNarrowExponentialNeighborhood() { }
public override double CalculateTau()
{
return N / 24.0;
}
public override NeighborhoodBase Clone()
{





















public class GaussNeighborhood : NeighborhoodBase
{
public double Sigma = 0.2;
public double A = 1.0;












public GaussNeighborhood() { }
public override double Value(double i)
{
Sigma = CalculateSigma();
return A * Math.Exp(-0.5 * Math.Pow(i - (N - 1) * j / (M - 1), 2) /
Math.Pow(Sigma, 2));
}
public virtual double CalculateSigma()
{
return N / 6.0;
}
public override NeighborhoodBase Clone()
{













public class WideGaussNeighborhood : GaussNeighborhood
{
public WideGaussNeighborhood(double M, double N, double j):base(M,N,j)
{}
public WideGaussNeighborhood(string name): base (name) {}
public WideGaussNeighborhood() { }
public override double CalculateSigma()
{
return N / 3.0;
}
public override NeighborhoodBase Clone()
{











public class NarrowGaussNeighborhood : GaussNeighborhood
{
public NarrowGaussNeighborhood(double M, double N, double j) : base(M,
N, j) { }
public NarrowGaussNeighborhood(string name) : base(name) { }
public NarrowGaussNeighborhood() { }
public override double CalculateSigma()
{
return N / 12.0;
}
public override NeighborhoodBase Clone()
{














public class ExtraNarrowGaussNeighborhood : GaussNeighborhood
{
public ExtraNarrowGaussNeighborhood(double M, double N, double j) :
base(M, N, j) { }
public ExtraNarrowGaussNeighborhood(string name) : base(name) { }
public ExtraNarrowGaussNeighborhood() { }
public override double CalculateSigma()
{
return N / 36.0;
}
public override NeighborhoodBase Clone()
{






















public class InequalTriangleNeighborhood : NeighborhoodBase
{










public InequalTriangleNeighborhood() { }
public override double Value(double i)
{
double mu = (N-1)*j/(M-1);
if (j == 0)
{




if ((i >= 0) && (i <= mu))
{
return i / mu;
}
else if ((i > mu) && (i <= (N - 1)))
{
return 1 - (i - mu) / (N - 1 - mu);
}
else { return 0.0; }
}
}













































public abstract class NeighborhoodBase: FunctionBase
{
public double M, N, j;
public NeighborhoodBase(){}






public virtual NeighborhoodBase Clone()
{















public class RectangularNeighborhood : NeighborhoodBase
{
public double L = 0.2;












public RectangularNeighborhood() { }
public override double Value(double i)
{
double mu = (N-1)*j/(M-1);
this.L = CalculateL();
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}
public virtual double CalculateL()
{
return (N - 1)/3;
}
public override NeighborhoodBase Clone()
{











public class WideRectangularNeighborhood : RectangularNeighborhood
{
public WideRectangularNeighborhood(double M, double N, double j) : base
(M, N, j) { }
public WideRectangularNeighborhood(string name) : base(name) { }
public WideRectangularNeighborhood() { }
public override double CalculateL()
{
return (N - 1)/2;
}
public override NeighborhoodBase Clone()
{















public NarrowRectangularNeighborhood(double M, double N, double j) :
base(M, N, j) { }
public NarrowRectangularNeighborhood(string name) : base(name) { }
public NarrowRectangularNeighborhood() { }
public override double CalculateL()
{
return (N - 1) / 6;
}
public override NeighborhoodBase Clone()
{











public class ExtraNarrowRectangularNeighborhood : RectangularNeighborhood
{
public ExtraNarrowRectangularNeighborhood(double M, double N, double j)
: base(M, N, j) { }
public ExtraNarrowRectangularNeighborhood(string name) : base(name) { }
public ExtraNarrowRectangularNeighborhood() { }
public override double CalculateL()
{
return (N - 1) / 12;
}
public override NeighborhoodBase Clone()
{





















public class SigmoidalNeighborhood : NeighborhoodBase
{










public SigmoidalNeighborhood() { }
public override double Value(double i)
{
double tau = 10;
double a = -2*j/(M-1) + 1;
double b = tau / (N - 1);
double c = (N - 1) / 2;
return 1/(1+ Math.Exp(a * b * (i - c)));
}
public override NeighborhoodBase Clone()
{



















public class TrapezoidalNeighborhood : NeighborhoodBase
{
public double L = 0.2;












public TrapezoidalNeighborhood() { }
public override double Value(double i)
{
double mu = (N-1)*j/(M-1);
this.L = CalculateL();








else if (((mu + 0.5 * L) < i) && (i <= (N-1)))
{
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}
public virtual double CalculateL()
{
return (N - 1)/3;
}
public override NeighborhoodBase Clone()
{





















public class TriangularNeighborhood : NeighborhoodBase
{
public double L = 0.2;
public double A = 1.0;












public TriangularNeighborhood() { }
public override double Value(double i)
{
double buf = 0;
L = CalculateL();
buf = 1 - Math.Abs((i - (N - 1) * j / (M - 1)) / (0.5 * L));
if (buf < 0) { buf = 0; }
return buf;
}
public virtual double CalculateL()
{
return (N - 1);
}
public override NeighborhoodBase Clone()
{













public class WideTriangularNeighborhood : TriangularNeighborhood
{
public WideTriangularNeighborhood(double M, double N, double j) : base(
M, N, j) { }
public WideTriangularNeighborhood(string name) : base(name) { }
public WideTriangularNeighborhood() { }
public override double CalculateL()
{
return (N - 1) * 2;
}
public override NeighborhoodBase Clone()
{












public class NarrowTriangularNeighborhood : TriangularNeighborhood
{
public NarrowTriangularNeighborhood(double M, double N, double j) :
base(M, N, j) { }
public NarrowTriangularNeighborhood(string name) : base(name) { }
public NarrowTriangularNeighborhood() { }
public override double CalculateL()
{
return (N - 1) / 2;
}
public override NeighborhoodBase Clone()
{














public class ExtraNarrowTriangularNeighborhood : TriangularNeighborhood
{
public ExtraNarrowTriangularNeighborhood(double M, double N, double j)
: base(M, N, j) { }
public ExtraNarrowTriangularNeighborhood(string name) : base(name) { }
public ExtraNarrowTriangularNeighborhood() { }
public override double CalculateL()
{
return (N - 1) / 4;
}
public override NeighborhoodBase Clone()
{






















public class CentMembershipScatter : Scatter2DBase
{
public CentMembershipScatter() { }
public void AddCentMamberchip(double cent, double membership)
{














public class DurationMultiPitchRestScatter : ScatterNDBase
{
public DurationMultiPitchRestScatter() { }
public void AddDurationPitches(double duration, double[] pitches, bool
isRest)
{
if (data == null) { data = new List<double[]>(); };
double[] buf = new double[pitches.GetLength(0) + 2];
buf[0] = duration;
for (int i = 1; i <= buf.GetLength(0) - 2; i++)
{
buf[i] = pitches[i - 1];
}














public class DurationPitchRestAccentScatter : ScatterNDBase
{
public DurationPitchRestAccentScatter() { }
public void AddDurationPitch(double duration, double pitch, bool isRest
, bool accent)
{
if (data == null) { data = new List<double[]>(); };














public class DurationPitchRestAccentStaccatoScatter : ScatterNDBase
{
public DurationPitchRestAccentStaccatoScatter() { }
public void AddDurationPitch(double duration, double pitch, bool isRest
, bool accent, bool stacatto)
{
if (data == null) { data = new List<double[]>(); };














public class DurationPitchRestScatter : ScatterNDBase
{
public DurationPitchRestScatter() { }
public void AddDurationPitch(double duration, double pitch, bool isRest
)
{
if (data == null) { data = new List<double[]>(); };














public class DurationPitchScatter : Scatter2DBase
{
public DurationPitchScatter() { }
public void AddDurationPitch(double duration, int pitch)
{
if (data == null) { data = new List<PointD>(); };
data.Add(new PointD(duration,pitch));
}
public void AddDurationPitch(double duration, double pitch)
{














public class HarmonicScatter : ScatterNDBase
{
public HarmonicScatter() { }
public void AddChord(double[] pitches)
{














public class RhythmicalScatter : ScatterNDBase
{
public RhythmicalScatter() { }
public void AddRhythimcFigure(double durationCoefficient, bool isRest)
{
if (data == null) { data = new List<double[]>(); };
data.Add(new double[2] { durationCoefficient, Convert.ToDouble(
isRest) });
}
public void AddRhythimcFigure(double durationCoefficient, bool isRest,
bool isAccented)
{
if (data == null) { data = new List<double[]>(); };














public abstract class Scatter2DBase
{
protected List<PointD> data = null;
public double[,] GetData()
{
double[,] buf = null;
if (data != null) {
buf = new double[data.Count, 2];
for (int i=0; i<=data.Count-1; i++)
{
buf[i, 0] = data[i].X;





public override string ToString()
{
StringBuilder str = new StringBuilder();
























public class ScatterInconsistentChordsException : Exception {}
}
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public static class ScatterFactory
{
public static DurationPitchScatter CreateDurationPitchScatter(List<
MusicalSymbolBase> notes)
{
int normalNotes = 1;
int actualNotes = 1;
int duration = 1;
double totalDuration = 0;
double bufLigaduraValor = 0;
//TO DO: comprobacion de que no existan acordes
DurationPitchScatter data = new DurationPitchScatter();
if (notes != null)
{
foreach (MusicalSymbolBase nota in notes)
{
if (nota.GetType() == typeof(Note))
{
if (((Note)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Note)nota).NormalNotes; };
if (((Note)nota).ActualNotes == 0) { actualNotes = 1; }





//Take into account the value tied notes...are
represented as one with the duration summatory of
all the tied notes.
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if ((((Note)nota).TieType == NoteTieType.Start)||(((Note
)nota).TieType == NoteTieType.StopAndStartAnother))
{
bufLigaduraValor = bufLigaduraValor + totalDuration;
}
else if ((((Note)nota).TieType == NoteTieType.None) ||
(((Note)nota).TieType == NoteTieType.Stop))
{
if (bufLigaduraValor != 0) { totalDuration =






if (nota.GetType() == typeof(Rest))
{
if (((Rest)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Rest)nota).NormalNotes; };
if (((Rest)nota).ActualNotes == 0) { actualNotes = 1; }











public static DurationPitchRestScatter CreateDurationPitchRestScatter(
List<MusicalSymbolBase> notes)
{
int normalNotes = 1;
int actualNotes = 1;
int duration = 1;
double totalDuration = 0;
double bufLigaduraValor = 0;
MusicalSymbolBase nota = null;
double averagePitch = 0;
//TO DO: comprobacion de que no existan acordes
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DurationPitchRestScatter data = new DurationPitchRestScatter();
if (notes != null)
{
for (int i = 0; i <= notes.Count - 1; i++)
{
nota = notes[i];
if (nota.GetType() == typeof(Note))
{
if (((Note)nota).NormalNotes == 0) { normalNotes = 1;
} else { normalNotes = ((Note)nota).NormalNotes
; };
if (((Note)nota).ActualNotes == 0) { actualNotes = 1;






//Take into account the value tied notes...are
represented as one with the duration summatory
of all the tied notes.




bufLigaduraValor = bufLigaduraValor +
totalDuration;
}
else if ((((Note)nota).TieType == NoteTieType.None)
|| (((Note)nota).TieType == NoteTieType.Stop))
{
if (bufLigaduraValor != 0) { totalDuration =






if (nota.GetType() == typeof(Rest))
{
if (((Rest)nota).NormalNotes == 0) { normalNotes = 1;




if (((Rest)nota).ActualNotes == 0) { actualNotes = 1;






//Calculate the virtual pitch of the rest
averagePitch = 0;
if (i == 0)
{
//Find the first note to the right that is not a
rest, and store the midiPitch
for (int j = 0; j <= notes.Count - 1; j++)
{







else if (i == notes.Count - 1)
{
//Find the first note to the left that is not a
rest, and store the midiPitch
for (int j = notes.Count - 1; j >= 0; j--)
{









//Find the first note to the right that is not a
rest, and store the midiPitch
for (int j = i; j <= notes.Count - 1; j++)
{
if (notes[j].GetType() == typeof(Note))
{
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//Find the first note to the left that is not a
rest, and store the midiPitch
for (int j = i; j >= 0; j--)
{
if (notes[j].GetType() == typeof(Note))
{





//Calculate the average pitch of first to notes
close to the rest.












int normalNotes = 1;
int actualNotes = 1;
int duration = 1;
double totalDuration = 0;
double bufLigaduraValor = 0;
MusicalSymbolBase nota = null;
double averagePitch = 0;
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DurationMultiPitchRestScatter data = new
DurationMultiPitchRestScatter();
if (notes != null)
{
for (int i = 0; i <= notes.Count - 1; i++)
{
nota = notes[i];
if (nota.GetType() == typeof(Note))
{
if (((Note)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Note)nota).NormalNotes; };
if (((Note)nota).ActualNotes == 0) { actualNotes = 1; }





//Take into account the value tied notes...are
represented as one with the duration summatory of
all the tied notes.




bufLigaduraValor = bufLigaduraValor + totalDuration;
}
else if ((((Note)nota).TieType == NoteTieType.None) ||
(((Note)nota).TieType == NoteTieType.Stop))
{
if (bufLigaduraValor != 0) { totalDuration =






if (nota.GetType() == typeof(Rest))
{
if (((Rest)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Rest)nota).NormalNotes; };
if (((Rest)nota).ActualNotes == 0) { actualNotes = 1; }
else { actualNotes = ((Rest)nota).ActualNotes; };
duration = (int)((Rest)nota).Duration;
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//Calculate the virtual pitch of the rest
averagePitch = 0;
if (i == 0)
{
//Find the first note to the right that is not a rest
, and store the midiPitch
for (int j = 0; j <= notes.Count - 1; j++)
{







else if (i == notes.Count - 1)
{
//Find the first note to the left that is not a rest,
and store the midiPitch
for (int j = notes.Count - 1; j >= 0; j--)
{









//Find the first note to the right that is not a rest
, and store the midiPitch
for (int j = i; j <= notes.Count - 1; j++)
{








//Find the first note to the left that is not a rest,
and store the midiPitch
for (int j = i; j >= 0; j--)
{
if (notes[j].GetType() == typeof(Note))
{





//Calculate the average pitch of first to notes close
to the rest.













int normalNotes = 1;
int actualNotes = 1;
int duration = 1;
double totalDuration = 0;
double bufLigaduraValor = 0;
MusicalSymbolBase nota = null;
double averagePitch = 0;
bool accented = false;
//TO DO: comprobacion de que no existan acordes
DurationPitchRestAccentScatter data = new
DurationPitchRestAccentScatter();
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if (notes != null)
{
for (int i = 0; i <= notes.Count - 1; i++)
{
nota = notes[i];
if (nota.GetType() == typeof(Note))
{
if (((Note)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Note)nota).NormalNotes; };
if (((Note)nota).ActualNotes == 0) { actualNotes = 1; }





//Take into account the articulation
if ((((Note)nota).TieType == NoteTieType.Start) || (((
Note)nota).TieType == NoteTieType.None))
{





//Take into account the value tied notes...are
represented as one with the duration summatory of
all the tied notes.




bufLigaduraValor = bufLigaduraValor + totalDuration;
}
else if ((((Note)nota).TieType == NoteTieType.None) ||
(((Note)nota).TieType == NoteTieType.Stop))
{
if (bufLigaduraValor != 0) { totalDuration =








if (nota.GetType() == typeof(Rest))
{
if (((Rest)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Rest)nota).NormalNotes; };
if (((Rest)nota).ActualNotes == 0) { actualNotes = 1; }





//Calculate the virtual pitch of the rest
averagePitch = 0;
if (i == 0)
{
//Find the first note to the right that is not a rest
, and store the midiPitch
for (int j = 0; j <= notes.Count - 1; j++)
{







else if (i == notes.Count - 1)
{
//Find the first note to the left that is not a rest,
and store the midiPitch
for (int j = notes.Count - 1; j >= 0; j--)
{









//Find the first note to the right that is not a rest
, and store the midiPitch
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for (int j = i; j <= notes.Count - 1; j++)
{






//Find the first note to the left that is not a rest,
and store the midiPitch
for (int j = i; j >= 0; j--)
{
if (notes[j].GetType() == typeof(Note))
{





//Calculate the average pitch of first to notes close
to the rest.













int normalNotes = 1;
int actualNotes = 1;
int duration = 1;
double totalDuration = 0;
double bufLigaduraValor = 0;
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MusicalSymbolBase nota = null;
double averagePitch = 0;
bool accent = false;
bool staccato = false;
//TO DO: comprobacion de que no existan acordes
DurationPitchRestAccentStaccatoScatter data = new
DurationPitchRestAccentStaccatoScatter();
if (notes != null)
{
for (int i = 0; i <= notes.Count - 1; i++)
{
nota = notes[i];
if (nota.GetType() == typeof(Note))
{
if (((Note)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Note)nota).NormalNotes; };
if (((Note)nota).ActualNotes == 0) { actualNotes = 1; }





//Take into account the articulation
if ((((Note)nota).TieType == NoteTieType.Start) || (((
Note)nota).TieType == NoteTieType.None))
{









//Take into account the value tied notes...are
represented as one with the duration summatory of
all the tied notes.
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{
bufLigaduraValor = bufLigaduraValor + totalDuration;
}
else if ((((Note)nota).TieType == NoteTieType.None) ||
(((Note)nota).TieType == NoteTieType.Stop))
{
if (bufLigaduraValor != 0) { totalDuration =







if (nota.GetType() == typeof(Rest))
{
if (((Rest)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Rest)nota).NormalNotes; };
if (((Rest)nota).ActualNotes == 0) { actualNotes = 1; }





//Calculate the virtual pitch of the rest
averagePitch = 0;
if (i == 0)
{
//Find the first note to the right that is not a rest
, and store the midiPitch
for (int j = 0; j <= notes.Count - 1; j++)
{







else if (i == notes.Count - 1)
{
//Find the first note to the left that is not a rest,
and store the midiPitch
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for (int j = notes.Count - 1; j >= 0; j--)
{









//Find the first note to the right that is not a rest
, and store the midiPitch
for (int j = i; j <= notes.Count - 1; j++)
{






//Find the first note to the left that is not a rest,
and store the midiPitch
for (int j = i; j >= 0; j--)
{
if (notes[j].GetType() == typeof(Note))
{





//Calculate the average pitch of first to notes close
to the rest.















CentMembershipScatter data = new CentMembershipScatter();
double[] notes = tunningSystem.Notes;
double buf = 0;
List<double> realNotes = new List<double>();
//Remove the centroids with no one belonging note
for (int j = 0; j <= notes.GetLength(0) - 1; j++)
{
buf = 0;
for (int i = 0; i <= frecuenciesHistogram.GetLength(0) - 1; i++)
{
buf = buf + tunningSystem.CalculateMembership(notes[j],
frecuenciesHistogram[i, 0]);
}
if (buf != 0) { realNotes.Add(notes[j]); }
}






public static CentMembershipScatter CreateCentMembershipScatter_data(
double[,] frecuenciesHistogram, FuzzyTuningBase tunningSystem)
{
CentMembershipScatter data = new CentMembershipScatter();
double[] notes = tunningSystem.Notes;
double buf = 0;
for (int i = 0; i<=frecuenciesHistogram.GetLength(0) - 1; i++)
{






//Add only the notes with non cero membership
if (buf > 0)
{
















List<CentMembershipScatter> listFuzzyNotes = new List<
CentMembershipScatter>();
CentMembershipScatter data = new CentMembershipScatter();
double[] notes = tunningSystem.Notes;
double buf = 0;
List<double> realNotes = new List<double>();
//Remove the centroids with no one belonging note
for (int j = 0; j <= notes.GetLength(0) - 1; j++)
{
buf = 0;
for (int i = 0; i <= frecuenciesHistogram.GetLength(0) - 1; i++)
{
buf = buf + tunningSystem.CalculateMembership(notes[j],
frecuenciesHistogram[i, 0]);
}
if (buf != 0) { realNotes.Add(notes[j]); }
}
for (int j = 0; j <= realNotes.Count - 1; j++)
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{
data = new CentMembershipScatter();
data.AddCentMamberchip(realNotes[j] - tunningSystem.Delta, 0);
data.AddCentMamberchip(realNotes[j], 1);





public static TuningScatter CreateTuningScatter(double[,] Data, int
number)
{
TuningScatter data = new TuningScatter();






public static SpectrumScatter CreateSpectrumScatter(double[,]
spectrumData)
{




public static WavScatter CreateWavScatter(double[] times, double[]
samples)
{









List<double> bufPitches = new List<double>();
HarmonicScatter data = new HarmonicScatter();
if (notes != null)
{
foreach (MusicalSymbolBase nota in notes)
{
if (nota.GetType() == typeof(Note))
{
if (((Note)nota).IsChordElement) //If note is part of
the chord
{
//Acumulate the first pitch of the chord
bufPitches.Add((double)(((Note)nota).MidiPitch));
}
else //First note of the chord (fundamental)
{
//If there are previous pitches, store the chord
if (bufPitches.Count > 0)
{
data.AddChord(bufPitches.ToArray()); //Store the
pitches of previous chord
bufPitches.Clear(); //Clear the variable
}





//Store the last one chord, if exists





//Check that all the chords have the same number of notes
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public static RhythmicalScatter CreateRhythmicalScatter(List<
MusicalSymbolBase> notes)
{
bool isAccented = false;
int normalNotes = 1;
int actualNotes = 1;
int duration = 1;
double totalDuration = 0;
double bufLigaduraValor = 0;
RhythmicalScatter data = new RhythmicalScatter();
if (notes != null)
{
foreach (MusicalSymbolBase nota in notes)
{
if (nota.GetType() == typeof(Note))
{
//Get if the first note of any tied note is accented
if ((((Note)nota).TieType == NoteTieType.None) || (((
Note)nota).TieType == NoteTieType.Start))
{
if (((Note)nota).Articulation == ArticulationType.
Accent) { isAccented = true; } else { isAccented
= false; }
}
if (((Note)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Note)nota).NormalNotes; };
if (((Note)nota).ActualNotes == 0) { actualNotes = 1; }





//Take into account the value tied notes...are
represented as one with the duration summatory of
all the tied notes.
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bufLigaduraValor = bufLigaduraValor + totalDuration;
}
else if ((((Note)nota).TieType == NoteTieType.None) ||
(((Note)nota).TieType == NoteTieType.Stop))
{
if (bufLigaduraValor != 0) { totalDuration =






if (nota.GetType() == typeof(Rest))
{
if (((Rest)nota).NormalNotes == 0) { normalNotes = 1; }
else { normalNotes = ((Rest)nota).NormalNotes; };
if (((Rest)nota).ActualNotes == 0) { actualNotes = 1; }






















public abstract class ScatterNDBase
{
protected List<double[]> data = null; //points are stored into a list
of n-dimensional array called "data"
public double[,] GetData() //Convert the list of n-dimensional points
into a matrix (number of points X number of dimensions)
{
int numberOfDimensions = data[0].GetLength(0);
double[,] buf = null;
if (data != null) {
buf = new double[data.Count, numberOfDimensions];
for (int i=0; i<=data.Count-1; i++)
{
for (int d = 0; d <= numberOfDimensions - 1; d++)
{








int dimensions = data[0].GetLength(0);
foreach (double[] element in data)
{




public override string ToString()
{
StringBuilder str = new StringBuilder();
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int numberOfDimensions = data[0].GetLength(0);
foreach (double[] punto in data)
{




















public class SpectrumScatter : Scatter2DBase
{
public SpectrumScatter() { }
public void ConvertDataToSpectrumRepresentation(double[,] dataSpectrum)
{
data = new List<PointD>();;
//Create a sparce matrix in order to represent a scatter chart of
the spectrum with lines instead of splines
for (int i = 0; i <= dataSpectrum.GetLength(0) - 1; i++)
{
data.Add(new PointD(0.99999 * dataSpectrum[i, 0], -140));
data.Add(new PointD(dataSpectrum[i, 0], dataSpectrum[i, 1]));














public class TuningScatter : Scatter2DBase
{
public TuningScatter() { }
public void addData(double y, int number)
{


















public static class NotesCalculator
{
public static List<MusicalSymbolBase> GetNotes(SortedDictionary<double,
List<RhythmicFigure>> PossibleDurations, List<double>
PossiblePitchs, double[,] Data, int tempo)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
int pitchBuf = 0;
double totalDuration = 0;
for (int i = 0; i <= Data.GetLength(0) - 1; i++)
{
//Calculate the midiPitch
pitchBuf = (int)GetCloserPitch(Data[i, 1], PossiblePitchs);
//Calculate the rhythmic value
List<RhythmicFigure> DurationsListBuf = null;
DurationsListBuf = RhythmicFigureCalculator.GetCloserFigure(Data
[i,0], PossibleDurations);
//Calculate the type of tie
NoteTieType tieType = NoteTieType.None;
if (DurationsListBuf.Count == 1)
{ tieType = NoteTieType.None; }
else
{ tieType = NoteTieType.Start; }
for (int j = 0; j <= DurationsListBuf.Count-1;j++)
{
if ((DurationsListBuf.Count > 1) && (j > 0) && (j <
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.StopAndStartAnother; }
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else if ((DurationsListBuf.Count > 1) && (j ==
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.Stop; }
Note note = new Note("C", 0, 0, (MusicalSymbolDuration)
DurationsListBuf[j].duration, NoteStemDirection.Up,












//Add final measure bar
notes.Add(new Barline());
//Add key, clef and time signature
uint numberOfQuarters = (uint)(Math.Truncate(totalDuration / 0.25)
+ Math.Ceiling(totalDuration % 0.25));








public static List<MusicalSymbolBase> GetNotesRests(SortedDictionary<
double, List<RhythmicFigure>> PossibleDurations, List<double>
PossiblePitchs, double[,] Data, int tempo, double silenceThreshold
)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
int pitchBuf = 0;
double totalDuration = 0;
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for (int i = 0; i <= Data.GetLength(0) - 1; i++)
{
//Calculate the midiPitch
pitchBuf = (int)GetCloserPitch(Data[i, 1], PossiblePitchs);
//Calculate the rhythmic value
List<RhythmicFigure> DurationsListBuf = null;
DurationsListBuf = RhythmicFigureCalculator.GetCloserFigure(Data
[i, 0], PossibleDurations);
//Calculate the type of tie
NoteTieType tieType = NoteTieType.None;
if (DurationsListBuf.Count == 1)
{ tieType = NoteTieType.None; }
else
{ tieType = NoteTieType.Start; }
for (int j = 0; j <= DurationsListBuf.Count - 1; j++)
{
if ((DurationsListBuf.Count > 1) && (j > 0) && (j <
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.StopAndStartAnother; }
else if ((DurationsListBuf.Count > 1) && (j ==
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.Stop; }
//if ((Data[i, 2] > 0.0) && (Math.Log10(Data[i, 2]) >
silenceThreshold))
if (Data[i, 2] > 0.5)
{
//REST
































//Add final measure bar
notes.Add(new Barline());
//Add key, clef and time signature
uint numberOfQuarters = (uint)(Math.Truncate(totalDuration / 0.25)
+ Math.Ceiling(totalDuration % 0.25));








public static List<MusicalSymbolBase> GetNotesRestsAccents(
SortedDictionary<double, List<RhythmicFigure>> PossibleDurations,
List<double> PossiblePitchs, double[,] Data, int tempo)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
int pitchBuf = 0;
double totalDuration = 0;
bool accented = false;
for (int i = 0; i <= Data.GetLength(0) - 1; i++)
{
//Calculate the midiPitch
pitchBuf = (int)GetCloserPitch(Data[i, 1], PossiblePitchs);
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//Calculate the rhythmic value
List<RhythmicFigure> DurationsListBuf = null;
DurationsListBuf = RhythmicFigureCalculator.GetCloserFigure(Data
[i, 0], PossibleDurations);
//Calculate the type of tie
NoteTieType tieType = NoteTieType.None;
if (DurationsListBuf.Count == 1)
{ tieType = NoteTieType.None; }
else
{ tieType = NoteTieType.Start; }
for (int j = 0; j <= DurationsListBuf.Count - 1; j++)
{
if ((DurationsListBuf.Count > 1) && (j > 0) && (j <
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.StopAndStartAnother; }
else if ((DurationsListBuf.Count > 1) && (j ==
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.Stop; }
//Get if a note has to be accented or not
accented = (Data[i, 3] > 0.5);
if (Data[i, 2] > 0.5)
{
//REST














Note note = new Note("C", 0, 0, (MusicalSymbolDuration)
DurationsListBuf[j].duration, NoteStemDirection.Up,









if (accented) { note.Articulation = ArticulationType.
Accent; }
notes.Add(note);






//Add final measure bar
notes.Add(new Barline());
//Add key, clef and time signature
uint numberOfQuarters = (uint)(Math.Truncate(totalDuration / 0.25)
+ Math.Ceiling(totalDuration % 0.25));








public static List<MusicalSymbolBase> GetNotesRestsAccentsStaccato(
SortedDictionary<double, List<RhythmicFigure>> PossibleDurations,
List<double> PossiblePitchs, double[,] Data, int tempo)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
int pitchBuf = 0;
double totalDuration = 0;
bool accented = false;
bool staccato = false;
try
{
for (int i = 0; i <= Data.GetLength(0) - 1; i++)
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{
//Calculate the midiPitch
pitchBuf = (int)GetCloserPitch(Data[i, 1], PossiblePitchs);
//Calculate the rhythmic value
List<RhythmicFigure> DurationsListBuf = null;
DurationsListBuf = RhythmicFigureCalculator.GetCloserFigure(
Data[i, 0], PossibleDurations);
//Calculate the type of tie
NoteTieType tieType = NoteTieType.None;
if (DurationsListBuf.Count == 1)
{ tieType = NoteTieType.None; }
else
{ tieType = NoteTieType.Start; }
for (int j = 0; j <= DurationsListBuf.Count - 1; j++)
{
if ((DurationsListBuf.Count > 1) && (j > 0) && (j <
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.StopAndStartAnother; }
else if ((DurationsListBuf.Count > 1) && (j ==
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.Stop; }
//Get if a note has to be accented or not
accented = (Data[i, 3] > 0.5);
//Get if a note has to be staccato or not
staccato = (Data[i, 4] > 0.5);
if (Data[i, 2] > 0.5)
{
//REST


















Note note = new Note("C", 0, 0, (
MusicalSymbolDuration)DurationsListBuf[j].
duration, NoteStemDirection.Up, tieType, new








if (accented & staccato) { note.Articulation =
ArticulationType.StaccatoAccent; }
else if (!accented & staccato) { note.Articulation =
ArticulationType.Staccato; }
else if (accented & !staccato) { note.Articulation =
ArticulationType.Accent; }
else { note.Articulation = ArticulationType.None; }
notes.Add(note);






//Add final measure bar
notes.Add(new Barline());
//Add key, clef and time signature
uint numberOfQuarters = (uint)(Math.Truncate(totalDuration /
0.25) + Math.Ceiling(totalDuration % 0.25));















public static List<MusicalSymbolBase> GetChords(List<double>
PossiblePitchs, double[,] Data, int tempo)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
int pitchBuf = 0;
for (int i = 0; i <= Data.GetLength(0) - 1; i++)
{




pitchBuf = (int)GetCloserPitch(Data[i, d], PossiblePitchs);
Note note = new Note("C", 0, 0, MusicalSymbolDuration.Whole,
NoteStemDirection.Up, NoteTieType.None, new List<






if (d == 0) { note.IsChordElement = false; } else { note.





//Add key, clef and time signature









public static List<MusicalSymbolBase> GetChordsWithoutMeasureBars(List<
double> PossiblePitchs, double[,] Data, int tempo,
MusicalSymbolDuration Duration, int dots)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
int pitchBuf = 0;
double stepDuration = 0.5;






















for (int i = 0; i <= Data.GetLength(0) - 1; i++)
{
totalDuration = totalDuration + stepDuration;
for (int d = 0; d <= Data.GetLength(1) - 1; d++) //Each note of
the chord
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{
//Calculate the midiPitch
pitchBuf = (int)GetCloserPitch(Data[i, d], PossiblePitchs);
Note note = new Note("C", 0, 0, Duration, NoteStemDirection.







if (d == 0) { note.IsChordElement = false; } else { note.




//Add final measure bar
notes.Add(new Barline());
//Add key, clef and time signature
uint numberOfQuarters = (uint)(Math.Truncate(totalDuration / 0.25)
+ Math.Ceiling(totalDuration % 0.25));








public static List<MusicalSymbolBase> GetRhythms(SortedDictionary<
double, List<RhythmicFigure>> PossibleDurations, double[,] Data,
int tempo)
{
List<MusicalSymbolBase> notes = new List<MusicalSymbolBase>();
bool isAccented = false;
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bool isRest = false;
NoteTieType tieType = NoteTieType.None;
double totalDuration = 0;
for (int i = 0; i <= Data.GetLength(0) - 1; i++)
{
//Calculate if the note is rest
if (Data[i, 1] >= 0.5) { isRest = true; } else { isRest = false;
}
//Calculate if the note is accented
if (Data[i, 2] >= 0.5) { isAccented = true; } else { isAccented
= false; }
//Calculate the rhythmic value






//Calculate the type of tie
tieType = NoteTieType.None;
if (DurationsListBuf.Count == 1)
{ tieType = NoteTieType.None; }
else
{ tieType = NoteTieType.Start; }
for (int j = 0; j <= DurationsListBuf.Count - 1; j++)
{
if ((DurationsListBuf.Count > 1) && (j > 0) && (j <
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.StopAndStartAnother; }
else if ((DurationsListBuf.Count > 1) && (j ==
DurationsListBuf.Count - 1))
{ tieType = NoteTieType.Stop; }
Note note = new Note("C", 0, 0, (MusicalSymbolDuration)
DurationsListBuf[j].duration, NoteStemDirection.Up,
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note.CurrentTempo = tempo;
//If the note is the first, and it sshould be accented,
we will mark as accented the firts one of all ties
notes
if ((j == 0) && (isAccented)) { note.Articulation =
ArticulationType.Accent; }
notes.Add(note);








for (int j = 0; j <= DurationsListBuf.Count - 1; j++)
{













//Add final measure bar
notes.Add(new Barline());
//Add key, clef and time signature
uint numberOfQuarters = (uint)(Math.Truncate(totalDuration / 0.25)
+ Math.Ceiling(totalDuration % 0.25));










public static double GetCloserPitch(double pitch, List<double>
PossiblePitchs)
{
int i = 0;
double[] pitchs = PossiblePitchs.ToArray();
double buf = Math.Abs(pitch - pitchs[0]);
while ((i <= pitchs.Length-1) && (buf >= Math.Abs(pitch - pitchs[i
])))
{
buf = Math.Abs(pitch - pitchs[i]);


















public static class PossibleMIDIPitchs
{
private static List<double> _possibleMidiPitchs = null;
public static List<double> GetPossibleMidiPitchs()
{
if (_possibleMidiPitchs == null)
{
_possibleMidiPitchs = new List<double>();


















public class EqualTemperament : FuzzyTuningBase
{
public EqualTemperament() { }
public EqualTemperament(string Name) : base(Name) { }
protected override double[] GetNotes()
{
double[] buf = new double[13] {0, 100, 200, 300, 400, 500, 600,
700, 800, 900, 1000, 1100, 1200};
return buf;
}
public override FuzzyTuningBase Clone()
{





















public abstract class FuzzyTuningBase
{
public double Delta = 50;
public double[] Notes
{
get { return GetNotes(); }
}
public string Name;
public FuzzyTuningBase() { }
public FuzzyTuningBase(string Name) { this.Name = Name; }
protected abstract double[] GetNotes();




public double CalculateMembership(double Note, double x)
{
double buf = 0;
if (Math.Abs(Note - x) < Delta)
{





















public class JustIntonation : FuzzyTuningBase
{
public JustIntonation() { }
public JustIntonation(string Name) : base(Name) { }
protected override double[] GetNotes()
{
double[] buf = new double[13] {0, 71, 204, 316, 386, 498, 590, 702,
773, 884, 1018, 1088, 1200};
return buf;
}
public override FuzzyTuningBase Clone()
{















public class KellnerBach : FuzzyTuningBase
{
public KellnerBach() { }
public KellnerBach(string Name) : base(Name) { }
protected override double[] GetNotes()
{
double[] buf = new double[13] {0, 90, 195, 294, 389, 498, 588, 697,
792, 892, 996, 1091, 1200};
return buf;
}
public override FuzzyTuningBase Clone()
{















public class Mesotonic14 : FuzzyTuningBase
{
public Mesotonic14() { }
public Mesotonic14(string Name) : base(Name) { }
protected override double[] GetNotes()
{
double[] buf = new double[13] {0, 76, 193, 310, 386, 503, 579, 697,
773, 890, 1007, 1083, 1200};
return buf;
}
public override FuzzyTuningBase Clone()
{















public class Pythagorian : FuzzyTuningBase
{
public Pythagorian() { }
public Pythagorian(string Name) : base(Name) { }
protected override double[] GetNotes()
{
double[] buf = new double[13] {0, 114, 204, 294, 408, 498, 612,
702, 816, 906, 996, 1110, 1200};
return buf;
}
public override FuzzyTuningBase Clone()
{















public class Zarlino : FuzzyTuningBase
{
public Zarlino() { }
public Zarlino(string Name) : base(Name) { }
protected override double[] GetNotes()
{
double[] buf = new double[19] {0, 70.67, 133.24, 203.94, 274.58,
315.64, 386.31, 456.99, 498.04, 568.72, 631.28, 701.96, 772.63,
813.69, 884.36, 955.03, 1017.60, 1088.27, 1158.94};
return buf;
}
public override FuzzyTuningBase Clone()
{
















public static class BiggerDerivative
{
public static double Calculate(double[] spectrum, double[] Hz, byte
numberOfOvertones, double[] HPS)
{
double fundamentalFrequency = 0;
byte R = numberOfOvertones;
HPS = null;
List<double[]> spectrums = new List<double[]>();
spectrums.Add(LeaveOnlyMaxPoints(Hz, RemoveLowFrequencies(spectrum,
Hz)));




HPS = new double[spectrums[0].Length];




for (int i = 0; i <= HPS.Length - 1; i++)
{
for (int j = 0; j <= spectrums.Count - 1; j++)
{
HPS[i] = HPS[i] * spectrums[j][i];
}
}













for (int i = 0; i <= HPS.Length - 1; i++)
{








private static double[] Scale(byte factor, double[] spectrum)
{
double[] buf = new double[spectrum.Length];
int resto = spectrum.Length % (int)factor;
double max = 0;
int k = 0;
//Initialize with zero





for (int i = 0; i <= buf.Length - resto - 1; i = i + factor)
{
//Calculate the maximum of the values to redux in the scaling
process












//Calculate the rest in case they exist
for (int i = buf.Length - resto; i<=buf.Length - 1; i++)
{








private static double[] RemoveLowFrequencies(double[] spectrum, double
[] Hz)
{
double[] buf = new double[spectrum.Length];
double threesold = 60;
if (Hz.Length != spectrum.Length) { throw new Exception("
Inconsistent arrays"); }
for (int i = 0; i <= Hz.Length - 1; i++)
{















double[] Max = null;
double[] dYdX = null;
if (x.Length != y.Length) { throw new Exception("Inconsistent
arrays to calculate the differenciation"); }
if (x.Length < 2) { throw new Exception("Array too small for
differenciate"); }
Max = new double[y.Length];
dYdX = Mercury.Calculations.Analysis.Derivative.Calculate(x, y);
if (x.Length != dYdX.Length) { throw new Exception("Inconsistent
arrays to calculate the differenciation"); }
//Initialize to zero




//Calculate the average diff
double averageDiff = 0;
for (int i = 0; i <= dYdX.Length - 1; i++)
{
averageDiff = averageDiff + Math.Abs(dYdX[i]);
}
averageDiff = averageDiff / dYdX.Length;
for (int i = 0; i <= dYdX.Length - 1; i++)
{
//Si la derivada cambia de positiva a negativa, es un ma´ximo
if ((i < dYdX.Length - 2) && (i > 1))
{
if ((Math.Sign(dYdX[i]) == 1) && (Math.Sign(dYdX[i + 1]) ==





Max[i + 1] = y[i + 1];
////Lets keep the values in a sourronding of position
i
//for (int k = 1; k <= 2 * entorno; k++)
//{
// if ((i - entorno + k <= y.Length - 1) && (i -
entorno + k >= 0))
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// {








if (i == x.Length - 1)
{






















public static class HarmonicProductSpectrum
{
public static double Calculate(double[] spectrum, double[] Hz, byte
numberOfOvertones)
{
double[] buf = new double[0];
return Calculate(spectrum, Hz, numberOfOvertones, ref buf);
}
public static double Calculate(double[] spectrum, double[] Hz, byte
numberOfOvertones, ref double[] HPS)
{
byte R = numberOfOvertones;
HPS = null;








HPS = new double[spectrums[0].Length];




for (int i = 0; i <= HPS.Length - 1; i++)
{
for (int j = 0; j <= spectrums.Count - 1; j++)
{
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//Get the maximun value index
int maxValueIndex = 0;
double maxBuf = HPS[0];
for (int i = 0; i <= HPS.Length - 1; i++)
{






//Show the results in log form
for (int i = 0; i <= HPS.Length - 1; i++)
{











private static double[] Scale(byte factor, double[] spectrum)
{
double[] buf = new double[spectrum.Length];
int resto = spectrum.Length % (int)factor;
double max = 0;
int k = 0;
//Initialize with zero





for (int i = 0; i <= buf.Length - resto - 1; i = i + factor)
{














//Calculate the rest in case they exist
for (int i = buf.Length - resto; i<=buf.Length - 1; i++)
{








private static double[] RemoveLowFrequencies(double[] spectrum, double
[] Hz)
{
double[] buf = new double[spectrum.Length];
double threesold = 60;
if (Hz.Length != spectrum.Length) { throw new Exception("
Inconsistent arrays"); }
for (int i = 0; i <= Hz.Length - 1; i++)
{


















La obra transiciones difusas, para cuarteto de cuerdas, se divide en tres movi-
mientos. El material utilizado para la composicio´n de la obra procede de varias
transiciones completas realizadas mediante Mercury. En cada uno de los tres
movimientos se ha utilizado un tipo de transicio´n distinta: en el primer movimien-
to se han utilizado transiciones melo´dicas, en el segundo movimiento transiciones
armo´nicas y r´ıtmicas, y en el tercer movimiento transiciones exclusivamente r´ıt-
micas. A continuacio´n describiremos el proceso mediante el cual se ha generado
el material musical.
El material musical ba´sico procede de la siguiente serie de doce notas, que expresa-
das como un conjunto de pitch class queda de la siguiente manera {3, 5, 2, 7, 1, 9,
10, 8, 11, 6, 0, 4}. En la siguiente figura podemos ver su representacio´n musical
Figura B.1: Serie de doce notas principal.
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B.1.1 Primer movimiento
Para generar el tema melo´dico principal, construiremos la siguiente serie de do-
ce valores r´ıtmicos {6, 3, 8, 2, 10, 11, 9, 12, 7, 1, 5, 4}, procedente directamente de
una permutacio´n de la serie anterior. La unidad mı´nima 1 es equivalente a una
semicorchea.
Figura B.2: Serie de doce valores r´ıtmicos.
De la combinacio´n de la series de doce notas y doce valores r´ıtmicos surgira´ el
tema principal B.
Figura B.3: Tema B.
Por otra parte, el tema A se construira´ mediante el intervalo de quinta disminuida
o cuarta aumentada, sobre las notas La - Re \, y con una figuracio´n r´ıtmica sencilla
y libre.
Figura B.4: Tema A.
Ejemplo B.1.1 Transicio´n entre el tema A y el tema B, con los para´metros de
fuzzy coefficient λ = 2, funcio´n de vecindad gaussiana y me´trica eucl´ıdea.
A
B
Figura B.5: Transicio´n inicial entre el Tema A y B.
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Figura B.6: Material utilizado de la ransicio´n inicial entre el Tema A y B.
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Ejemplo B.1.2 Transicio´n entre el tema A y el tema B, ambos retrogradados
previamente, con los para´metros de fuzzy coefficient λ = 2, funcio´n de vecindad
gaussiana y me´trica eucl´ıdea.
A
B
Figura B.7: Temas A y B retrogradados.
Figura B.8: Resultados de la transicio´n entre los temas A y B retrogradados.
El movimiento se construye como una pequen˜a forma ternaria A1BA2. En la sec-
cio´n A1 se utilizara´ una seleccio´n del material musical generado por la transicio´n,
de forma polifo´nica, de tal manera que las melod´ıas este´n relacionadas siempre
por el intervalo del tritono. En la seccio´n A2 se concatenara´n las melod´ıas genera-
das mediante la segunda transicio´n, pero dispuestas en orden inverso, hasta llegar
nuevamente al tema A. La seccio´n B expone la siguiente secuencia armo´nica, con
acordes procedentes de la verticalizacio´n de la serie de notas principal.




El segundo movimiento constituye un coral en el que la armon´ıa utilizada ha sido
generada mediante una transicio´n entre la armon´ıa A y B. La armon´ıa B consiste
en una serie de doce acordes de cuatro notas construidos mediante cuatro tipos
de agrupaciones de notas consecutivas de la serie de notas principales, tal y como
se muestra en la siguiente figura:
Figura B.10: Distintos agrupamientos de cuatr´ıadas sobre la serie.
Por motivos estrictamente musicales decidimos que el primer acorde no se corres-
ponda con las primeras cuatro notas de la serie, sino que se forme mediante las
notas nu´mero dos, tres, cuatro y seis, constituyendo as´ı una excepcio´n a la cons-
truccio´n generalizada del resto de acordes, que s´ı se han formado utilizando cuatro
notas consecutivas de la serie inicial. Los acordes resultantes son los siguientes:
Figura B.11: Doce acordes resultantes.
La disposicio´n de las voces en los doce acordes ha sido calculada de tal manera
que se minimiza la distancia en la que cada voz se mueve. Por otra parte, los
acordes de tipo A se construyen mediante el intervalo de tritono entre las notas
La - Re \, utilizando diferentes transposiciones.
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Ejemplo B.1.3 Transicio´n entre el los acordes iniciales A y secuencia armo´ni-
ca final B, con los para´metros de fuzzy coefficient λ = 6, funcio´n de vecindad
gaussiana y me´trica chord.
Figura B.12: Armon´ıas A y B.
Figura B.13: Resultado de la transicio´n entre las armon´ıas A y B.
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Adema´s, para la figuracio´n r´ıtmica del coral se ha utilizado una transicio´n r´ıntimca
entre dos ritmos procedentes de los decˆıtalas hindA˜ºes, tal y como se muestra a
continuacio´n.
Ejemplo B.1.4 Transicio´n entre el los ritmos inicial A y final B ( simhavikrˆıdita),
con los para´metros de fuzzy coefficient λ = 5, funcio´n de vecindad gaussiana y
me´trica chord, utilizados para la figuracio´n r´ıtmica del segundo movimiento.
A
B
Figura B.14: Ritmos A y B (simhavikrˆıdita).
Figura B.15: Resultado de la transicio´n entre los ritmos A y B.
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B.1.3 Tercer movimiento
Ejemplo B.1.5 Transicio´n entre el los ritmos inicial A ( mic¸ra varna) y final
B ( caccarˆı), con los para´metros de fuzzy coefficient λ = 7, funcio´n de vecin-




Figura B.16: Ritmos A (mic¸ra varna) y B (caccarˆı).
Figura B.17: Resultados de la transicio´n entre los ritmos A y B.
410
B.2 Enlaces de escucha online
B.2 Enlaces de escucha online
La obra Transiciones difusas, para cuarteto de cuerdas, puede escucharse online





Tercer movimiento. Presto con fuoco
https://soundcloud.com/briancomposer/transiciones-difusas-iii
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