ABSTRACT. We study the scale function of the spectrally negative phase-type Lévy process. Its scale function admits an analytical expression and so do a number of its fluctuation identities. Motivated by the fact that the class of phase-type distributions is dense in the class of all positive-valued distributions, we propose a new approach to approximating the scale function and the associated fluctuation identities for a general spectrally negative Lévy process. Numerical examples are provided to illustrate the effectiveness of the approximation method. The extension to the case with jumps of infinite activity is also discussed.
INTRODUCTION
In the last decade, significant progress has been made regarding spectrally negative Lévy processes, and this is mainly due to the scale function. As can be seen in the work of, for example, [7, 25] , a number of fluctuation identities concerning spectrally negative Lévy processes can be expressed in terms of scale functions. There are numerous applications in applied probability including optimal stopping, queuing, branching processes, insurance and credit risk. Despite these advances, a major obstacle still remains in putting these in practice because scale functions are in general known only up to their Laplace transforms, and only a few cases admit explicit expressions. Typically, one needs to rely on numerical Laplace inversion in order to approximate the scale function; see [24, 38] .
In this paper, we propose a phase-type (PH)-fitting approach by using the scale function for the class of spectrally negative PH Lévy processes, or Lévy processes with negative PH-distributed jumps. Consider a continuous-time Markov chain with some initial distribution and state space consisting of a single absorbing state and a finite number of transient states. The PH distribution is the distribution of the time to absorption. The class of PH distributions includes, for example, the exponential, hyperexponential, Erlang, hyper-Erlang and Coxian distributions; see, e.g. Section 3 of [2] . It is known that the class of PH distributions is dense in the class of all positive-valued distributions, and consequently the scale function of any spectrally negative Lévy process can be approximated by those of PH Lévy processes. for the meromorphic Lévy process and its upper and lower bounds. Section 4 verifies the effectiveness of the PH-fitting approach through a series of numerical results. All proofs are given in the appendix.
SPECTRALLY NEGATIVE PHASE-TYPE LÉVY PROCESSES
2.1. Scale functions. Let (Ω, F, P) be a probability space hosting a spectrally negative Lévy process X = {X t ; t ≥ 0}, P x be the conditional probability under which X 0 = x, and F := {F t : t ≥ 0} be the filtration generated by X. The process X is uniquely characterized by its Laplace exponent ψ(s) 
zΠ(dz).
Fix q ≥ 0 and any spectrally negative Lévy process with its Laplace exponent ψ. The scale function W (q) :
R → R is a function whose Laplace transform is given by 
where
Here, we disregard the case when X is a negative subordinator (or decreasing a.s.).
We also consider a version of the scale function W ζq : R → R that satisfies
with its Laplace transform
Suppose P c , for any given c > 0, is the probability measure defined by the Esscher transform dP c dP Ft = e cXt−ψ(c)t , t ≥ 0; (2.9) see page 78 of [25] . Then W ζq under P ζq is equivalent to W (0) under P. Furthermore, it is known that W ζq is monotonically increasing and
which also implies that the scale function W (q) increases exponentially in x;
except for the case q = 0 and ψ (ζ 0 ) = 0.
Regarding the smoothness of the scale function, if its jump distribution has no atoms, then W (q) ∈ C 1 (0, ∞); if it has a Gaussian component (σ > 0), then W (q) ∈ C 2 (0, ∞); see [12] . In particular, a stronger result holds for the completely monotone jump case. Recall that a density function f is called completely monotone if all the derivatives exist and, for every n ≥ 1,
where f (n) denotes the n th derivative of f .
Lemma 2.1 (Loeffen [33] ). If the Lévy measure has a completely monotone density, W ζq is also completely monotone.
Finally, the behavior in the neighborhood of zero is given as follows; see Lemmas 4.3-4.4 of [29] .
Lemma 2.2. For every q ≥ 0, we have 
Here T is an m × m-matrix called the PH-generator, and t = −T 1 where 1 = [1, . . . , 1] . A distribution is called phase-type (PH) with representation (m, α, T ) if it is the distribution of the absorption time to ∆ in the Markov chain described above. It is known that T is non-singular and thus invertible; see [1] . Its distribution and density functions are given, respectively, by
Let X = {X t ; t ≥ 0} be a spectrally negative Lévy process of the form (2.12)
for some µ ∈ R and σ ≥ 0. Here B = {B t ; t ≥ 0} is a standard Brownian motion, N = {N t ; t ≥ 0} is a Poisson process with arrival rate λ, and Z = {Z n ; n = 1, 2, . . .} is an i.i.d. sequence of PH-distributed random variables with representation (m, α, T ). These processes are assumed mutually independent. Its Laplace exponent is then
which is analytic for every s ∈ C except for the eigenvalues of T .
Disregarding the negative subordinator case, we consider the following two cases:
Case 1: when σ > 0 (i.e. X is of unbounded variation), Case 2: when σ = 0 and µ > 0 (i.e. X is a compound Poisson process).
Here, in Case 2, down-crossing of a threshold can occur only by jumps; see, for example, Chapter III of [7] . On the other hand, in Case 1, down-crossing can occur also by creeping downward (by the diffusion components). Due to this difference, the form of the scale function differs as we shall see. Fix q > 0. Consider the Cramér-Lundberg equation
and define the set of (the absolute values of) negative roots and the set of poles:
The elements in I q and J q may not be distinct, and, in this case, we take each as many times as its multiplicity. By Lemma 1 of [3] , we have
In particular, if the representation is minimal (see [3] ), we have |J q | = m. Let e q be an independent exponential random variable with parameter q and denote the running maximum and minimum, respectively, by
The Wiener-Hopf factorization states that q/(q − ψ(s)) = ϕ + q (s)ϕ − q (s) for every s ∈ C such that R(s) = 0, with the Wiener-Hopf factors
and ϕ + q (s) := E exp(sX eq ) (2.15) that are analytic for s with R(s) > 0 and R(s) < 0, respectively. By Lemma 1 of [3] , we have, for every s such that R(s) > 0,
from which we can obtain the distribution of X eq by the Laplace inverse via partial fraction expansion.
As in Remark 4 of [3] , let n denote the number of different roots in I q and m i denote the multiplicity of a root ξ i,q for i = 1, . . . , n. Then we have
Notice that this can be simplified significantly when all the roots in I q are distinct.
2.3. Scale functions for spectrally negative PH Lévy processes. We obtain the scale function focusing on the case q > 0. The scale function when q = 0 and X drifts to +∞ can be derived by using W (0) (x) = P x {X ∞ ≥ 0} /ψ (0) and the ruin probability (19) of [3] by taking q → 0; Kyprianou and Palmowski [27] briefly stated the scale function when q = 0, X drifts to +∞ and all the roots in I q are distinct. The case q = 0 and X drifts to −∞ can be obtained indirectly by change of measure (2.9); in this case, W (0) (x) = e ζ 0 x W ζ 0 (x) with ζ 0 > 0 and X drifts to +∞ under P ζq . Before obtaining the scale function, we shall first represent the positive root ζ q (2.3) in terms of the negative roots {ξ i,q ; i ∈ I q }. Let us define (2.18) and by Lemma 2.2 
Lemmas 2.2 and 2.4 and (2.7) show the following. By Lemma 2.3, these expressions can also be rewritten in a different way. (1) For Case 1,
(2) For Case 2,
The scale functions obtained above are infinitely differentiable. In particular, the first derivative becomes
for Case 1 and
When all the roots in I q are distinct, the scale functions above can be simplified and have nice properties as discussed in the following corollary.
Corollary 2.1. Suppose all the roots in I q are distinct.
(1) The scale function can be simplified to 20) for Case 1 and 2, respectively where
In the lemma above, by (2.10)-(2.11), we must have
respectively for Case 1 and 2.
Example 2.1 (Hyperexponential Case). As an important example where all the roots in I q are distinct, we consider the case where Z has a hyperexponential distribution with density function
Notice in this case that −η 1 , . . . , −η m are the poles of the Laplace exponent. Furthermore, all the roots in I q are distinct and satisfy the following interlacing condition for every q > 0:
(1) when σ > 0, there are m + 1 roots −ξ 1,q , . . . , −ξ m+1,q such that
(2) when σ = 0 and µ > 0, there are m roots −ξ 1,q , . . . , −ξ m,q such that
The class of hyperexponential distributions is important as it is dense in the class of all positive-valued distributions with completely monotone densities.
2.4.
Approximation of the scale function of a general spectrally negative Lévy process. The scale function obtained in Proposition 2.1 can be used to approximate the scale function of a general spectrally negative Lévy process.
By Proposition 1 of [3] , there exists, for any spectrally negative Lévy process X, a sequence of spectrally negative PH Lévy processes X (n) converging to X in D[0, ∞). This is equivalent to saying that X (n) 1 → X 1 in distribution by [18] , Corollary VII 3.6; see also [37] . Suppose ψ n (resp. ψ), ζ q,n (ζ q ) and W (q) n /W ζq,n (W (q) /W ζq ) are the Laplace exponent, the positive root (2.3) and the scale function of X (n) (X), respectively. Because W (q) is an increasing function, the measure W (q) (dx) associated with the distribution of W (q) (0, x] is well-defined and we obtain as in page 218 of [25] ,
Because these processes are spectrally negative and ψ is continuous on [0, ∞), we have, by the continuity theorem, ψ n (β) → ψ(β) for every β > 0. Now in view of (2.23), the convergence of the scale function holds by the continuity of the scale function and the continuity theorem; see [16] , Theorem 2a, XIII.1. In other words,
The smoothness and monotonicity properties of the scale function can be additionally used to obtain stronger results. The scale functions in Proposition 2.1 are in C ∞ (0, ∞). In addition, when all the roots of I q are different, its first derivative W ζq is completely monotone as discussed in Corollary 2.1.
Suppose that it is in C 2 (0, ∞) (which holds, for example, when σ > 0 by [12] ), W ζq (0+) < ∞ (i.e., σ > 0 or
is a probability distribution and
Therefore, noting that W (q) (x) = ζ q W (q) (x) + e ζqx W ζq (x) and assuming that the convergent sequence W ζq,n (x) has the same property, we can obtain by the continuity theorem
The key assumption of the negativity of W ζq holds, for example, for the completely monotone jump case because W ζq is completely monotone by [33] . We can also choose the sequence W ζq,n completely monotone in view of Corollary 2.1 because approximation can be done via hyperexponential distributions. In fact, it also means that W ζq is C ∞ (0, ∞) and the convergence of higher derivatives can be pursued. Even for a general jump distribution, the negativity of W ζq is a reasonable assumption in view of the numerical plots given by [38] .
2.5. Obtaining overshoot and undershoot distributions. We conclude this section by giving an example how we can apply the explicit expression of the scale function obtained above. We consider the joint distribution of overshoot and undershoot (with discounting):
focusing on the hyperexponential case addressed in Example 2.1. Our objective is to show an example where the PH (hyperexponential)-fitting can be applied; we focus on this rather simple example because we later evaluate it as an approximation tool by comparing the result with the simulated expectation. The results obtained here can be easily extended to more general fluctuation identities; see e.g. [24] .
We assume that X is a hyperexponential Lévy process and q > 0. The joint distribution (2.24) can be easily obtained via the resolvent measure and the compensation formula.
Lemma 2.5. For all B ∈ B(0, ∞) and A ∈ B(−∞, 0),
After integrating with respect to Π and assume A and B are open intervals, we obtain the following.
where, for each 1 ≤ j ≤ m,
By differentiating the above, we obtain the density:
As a special case, the overshoot (resp. undershoot) density becomes, by setting B = (0, ∞) (A = (−∞, 0)), 25) where
Remark 2.1. Based on our numerical experiments, it can be conjectured that
and consequently
SCALE FUNCTIONS FOR MEROMORPHIC LÉVY PROCESSES
In this section, we consider another class of spectrally negative Lévy processes called meromorphic Lévy processes. We obtain their scale functions and use these as approximation tools for a general spectrally negative Lévy process with a completely monotone Lévy measure. Similarly to the approach applied in the last section, we obtain the scale function using its Wiener-Hopf factorization. It has a form expressed as an countable sum of exponential functions which can be bounded efficiently by finite sums.
Meromorphic Lévy processes.
The following is due to [22] , Definition 1. Definition 3.1 (spectrally negative meromorphic Lévy process). A spectrally negative Lévy process X is said to be meromorphic if the following conditions hold.
(1) The Laplace exponent ψ(s) (2.1) has a countable set of real negative poles.
(2) For every q ≥ 0, the Cramér-Lundberg equation (2.14) has a countable set of real negative roots. (3) Let {η k ; k ≥ 1} and {ξ k,q ; k ≥ 1}, respectively, be the sets of the absolute values of the poles and the negative roots of (2.14) for fixed q ≥ 0. Then it satisfies the following interlacing conditions:
The Wiener-Hopf factor (2.15) is expressed as convergent infinite products
The class of Meromorphic Lévy processes complements the class of PH Lévy processes described in the previous section because it also contains those with jumps of infinite activity. As noted by Corollary 3 of [22] , the property (3) in Definition 4.1 is equivalent to the condition that the Lévy density has the form
This can be seen as an extension to the hyperexponential case as described in Example 2.1. For more details, see [22] . The Wiener-Hopf factor (3.1) for this process is again a rational function as in (2.16) for the PH case. Therefore, this can be inverted again by partial fraction decomposition, and we have as in Corollary 1 of [22] 
Notice by the interlacing condition that A i,q > 0 for every i ≥ 1.
Scale functions for meromorphic Lévy processes.
We now obtain the scale function for the meromorphic Lévy process. We omit the proof because it is similar to the PH case; see Appendix A.1.
Lemma 3.1. For every q > 0, we have
By (2.10) and Lemma 3.1, we have, by taking the limit,
The scale function can be therefore obtained by Lemma 3.1 and (3.4).
Proposition 3.1. For every q > 0, we have
By the dominated convergence theorem thanks to the non-negativity of C i,q and convexity of the exponential function, we have, for every q > 0 and x > 0,
By adjusting slightly the proof of Lemma 2.3 (given in Appendix A.1), we have the following.
Lemma 3.2.
(1) The following two statements are equivalent: (a) σ = 0 and Π(−∞, 0) = ∞, (b)
(2) Suppose σ > 0 or Π(−∞, 0) < ∞. Then, for every q > 0, we have
3.3. Approximation of the scale functions via finite sum. The scale function obtained in Proposition 3.1 is an countable sum of exponential functions and in reality its exact value cannot be computed. Here, we obtain bounds for W (q) (·), W (q) (·) and Z (q) (·) in terms of finite sums.
For every m ≥ 1, let
By the interlacing condition, A 
for every m ≥ 1 and x ≥ 0, where
which vanishes in the limit as m → ∞ by (3.4). As candidates for the upper and lower bounds of W (q) , we also define
ζq (x), x ≥ 0. The following proposition shows that the scale functions are bounded and approximated by these functions. 
uniformly on x ∈ [0, ∞).
By straightforward calculation, we can bound Z (q) in (2.6). Let, for every m ≥ 1,
Then by Proposition 3.2, we have
We therefore have the following.
for every x ≥ 0.
We now obtain bounds for the derivative. Define, for every x > 0,
Here notice that
Furthermore, we have w (m) (x) → W (q) (x) and w (m) (x) → W (q) (x) uniformly on x ≥ x 0 for any x 0 > 0.
A stronger result holds when σ > 0 or Π(−∞, 0) < ∞. Recall in this case that θ < ∞ by Lemma 3.2-(2) and hence we can define
which vanishes in the limit as m → ∞ by Lemma 3.2-(2). Tables 3 and 9 , respectively, of [15] ).
NUMERICAL EXAMPLES
In this section, we illustrate numerically the effectiveness of the PH-fitting approximation for a general spectrally negative Lévy process. First, we use the classical hyperexponential-fitting algorithm for a completely monotone density function by [15] to approximate the scale function for the case with a (Brownian motion plus) compound Poisson process with Weibull/Pareto-distributed jumps. We approximate (2.5) and (2.24) and compare them with simulated results. Second, we consider, as an example of the meromorphic Lévy process, the β-family introduced by [20] and extend the results to the spectrally negative version of the CGMY process.
4.1.
Numerical results on hyperexponential-fitting. As noted earlier, any spectrally negative Lévy process with a completely monotone Lévy density can be approximated arbitrarily closely by hyperexponential-fitting. Here, we use the fitted data computed by [15] (a, b) ) is given by
These have long-tails, namely, e δt (1 − F (t)) → ∞ as t ↑ ∞ for any δ > 0. See [19] for more details about these distributions. Feldman and Whitt [15] constructed a recursive algorithm to approximate completely monotone We consider the Lévy processes X (weibull) and X (pareto) in the form (2.12) where Z is (i) Weibull(0.6,0.665) and (ii) Pareto(1.2,5), respectively. Table 1 shows the parameters of the hyperexponential distributions obtained by [15] fitted to (i) with m = 6 and to (ii) with m = 14. We use these parameters to construct hyperexponential Lévy processes X (weibull) and X (pareto) (see Example 2.1) that will be used to approximate X (weibull) and X (pareto) , respectively.
First, we study how accurately the scale function of X (weibull) (resp. X (pareto) ) can be approximated by those of X (weibull) ( X (pareto) ). Toward this end, we use the identity as in (2.5)
We compute the right-hand side for X (weibull) ( X (pareto) ) explicitly via (2.20) and approximate the left-hand side for X (weibull) (X (pareto) ) via Monte Carlo simulation based on 100, 000 sample paths. For the simulated results, Brownian motions are approximated by random walks with time step ∆t = T /100 for each interarrival time T between jumps. In order to confirm the accuracy of the simulated results, we also calculate both sides for the process X (exp) with i.i.d. exponential jumps with parameter 1. For the scale functions of X (exp) , X (weibull) and X (pareto) , the roots ξ ·,q 's and ζ q are obtained via the bisection method with error bound 1.0E − 10.
We consider the case σ = 0 and σ = 1 and various values of starting point x with common parameters q = 0.05, λ = 5, b = 5 and µ = 5. Table 2 gives the results. From these, we see that (4.1) for X (weibull) and X (pareto) are approximated very precisely. Based on the accuracy for each x = 1, . . . , 4, we can also infer that their scale functions are approximated efficiently. Their scale functions and first derivatives for X (exp) , X (weibull) and X (pareto) are plotted in Figure 1 . It can be easily confirmed that the results are consistent with Lemma 2.2; in particular, W (q) (0) = 1/µ = 0.2 and W (q) (0+) = (q + λ)/(µ 2 ) = 0.202 for σ = 0 whereas W (q) (0) = 0 and W (q) (0+) = 2/(σ 2 ) = 2 for σ = 1.
Second, we evaluate the approximation of (2.24) for X (weibull) (X (pareto) ) using those for X (weibull) ( X (pareto) ). Here we compute the overshoot/undershoot density
and
These values are computed explicitly by (2.25) for X (weibull) ( X (pareto) ). For X (weibull) (X (pareto) ), we simulate
with ∆a = ∆b = 0.1 by Monte Carlo simulation with 500, 000 samples. These values are also computed for X (exp) . Figures 2-3 show the results for the cases σ = 1 and σ = 0 with common parameters x = 5, µ = 1, λ = 10 and q = 0.05. In Figure 3 , the density has a jump at the initial position x = 5 for the case σ = 0 (while it is continuous for the case σ = 1) due to the fact that x = 5 is irregular for (0, 5). As can be seen from these figures, the approximation accurately captures the overshoot/undershoot density for X (weibull) and X (pareto) . The spike at the initial position in Figure 3 is precisely realized thanks to the closed-form expression (2.25); this would be difficult to realize if the scale function is approximated via numerical Laplace inversion.
4.2.
Numerical results on the β-class and CGMY process. We now consider, as an example of meromorphic Lévy processes, the β-class introduced by [20] . The following definition is due to [20] , Definition 4. Definition 4.1. A spectrally negative Lévy process is said to be in the β-class if its Lévy density is in the form
for some α > 0, β > 0, c ≥ 0 and λ ∈ (0, 3). It is equivalent to saying that its Laplace exponent is
where B is the beta function, i.e., B(x, y) := Γ(x)Γ(y)/Γ(x + y).
The special case σ = 0 and β = 1 reduces to the class of Lamperti-stable processes, which are obtained by the Lamperti transformation [31] from the stable processes conditioned to stay positive; see [8, 9] and references therein. For the scale function of a related process, see [28] . It can be also seen that this is a "discrete-version" of the (spectrally negative) CGMY process, whose Lévy density is given by π(x) = c e αx |x| λ 1 {x<0} , x ∈ R. See [4] for approximation of (double-sided) CGMY processes using hyperexponential distributions.
We use the results in Section 3 to obtain the bounds on the scale functions. We consider the case q = 0.03, σ = 0.2,μ = 0.1, λ = 1.5, α = 3, β = 1 and c = 0.1 in (4.2). It is easy to verify that these have jumps of infinite activity (and bounded variation). First, we plot, in Figure 4 , the upper and lower bounds on the scale function and its derivative as obtain in Proposition 3.2 and Corollary 3.2 for m = 10 and m = 100. The difference between the upper and lower bounds indeed converges to zero, although the convergence of the derivative in the neighborhood of zero is relatively slow. Second, motivated by (4.4), we take β to zero and see how the approximation for the CGMY process works. Here we setα = 3,c = 0.1 and m = 100 and use the same values as the above for the other parameters. Figure 5 shows the upper and lower bounds of scale function and its derivative for various values of β; we can indeed observe the convergence as β → 0.
CONCLUDING REMARKS
We have studied the scale function for the spectrally negative PH Lévy process and the PH-fitting approach for the approximation of the scale function for a general spectrally negative Lévy process. Because the approximated scale function is given as a function in a closed form, one can analytically differentiate/integrate to obtain other fluctuation identities explicitly. Our numerical results suggest that the PH-fitting is a powerful alternative to the numerical Laplace inversion approach, particularly when the Lévy density is completely monotone.
One major challenge for the PH-fitting approach is that, without the completely monotone assumption, there does not exist a fitting algorithm that is guaranteed to work for arbitrary measure. The performance is certainly dependent on the shape of the Lévy measure and it may not be a suitable approach for certain cases. However, there exist a variety of fitting algorithms typically developed in queueing analysis. Well-known examples are the moment-matching approach (e.g. MEFIT and MEDA) and the maximum-likelihood approach (e.g. MLAPH and EMPHT), and a thorough study of pros and cons of each fitting techniques has been conducted in, for example, [17, 32] . Our next step is, therefore, to apply these existing algorithms for the approximation of the scale function, and analyze its performance for a variety of Lévy measures. Another direction for future research is the PH-fitting construction of scale functions from empirical data as in, for example, [4] . The closed-form expression of the approximated scale function can be used flexibly to identify the fluctuation of the process implied by the empirical data.
Bounds on W (q) (x) when m = 100
Bounds on W (q) (x) when m = 10 Bounds on W (q) (x) when m = 100 FIGURE 4. Approximation of the scale function and its derivative for the β-class.
A.1. Proof of Lemmas 2.3-2.4. By (2.17), it is easy to verify that
upper bounds for the scale functions upper bounds for the derivatives lower bounds for the scale functions lower bounds for the derivatives FIGURE 5. Convergence to the CGMY model. and hence, because W (q) ∈ C 1 (0, ∞),
On the other hand, different representations of (A.1)-(A.2) can be pursued. By Theorem 8.1 of [25] and (2.7),
for every 0 ≤ a < x. Its derivative with respect to a becomes
In particular, when a = 0, the derivative with respect to x and its limit as x → 0 are
By matching (A.2) and (A.4), Lemma 2.3 is immediate.
For the proof of Lemma 2.4, by matching (A.1) and (A.3), we have
Integrating the above and changing variables, we have
Lemma 2.4 is now immediate because the integral part is a lower incomplete gamma function.
A.2. Proof of Lemma 2.5. Let N (·, ·) be the Poisson random measure for −X and X t := min 0≤s≤t X s for all t ≥ 0. By the compensation formula, we have
By using the q-resolvent kernel (see, e.g., [25] )
Substituting this, we obtain the result. This together with Proposition 3.3 shows the claim.
