In the recent PhD thesis of Bouw, an algorithm is examined that computes the group structure of the principal units of a p-adic number eld completion. In the same thesis, this algorithm is used to compute Hilbert norm residue symbols. In the present paper, we will demonstrate two other applications.
INTRODUCTION
" eorema fundamentale, quod sane inter elegantissima in hoc genere est referendum, in eadem forma simplici, in qua supra propositum est, a nemine hucusque fuit prolatum. " -C.F. Gauss, Disquisitiones Arithmeticae e above quote is about the beautiful and famous quadratic reciprocity law. From this law, one can derive a classical algorithm that computes the quadratic residue symbol in Z, also known as the Jacobi symbol.
e quadratic reciprocity law generalizes to higher powers, which is called the power residue reciprocity law [17, §VI.8] . Contrary to the quadratic case, no straightforward algorithm to compute higher power residue symbols follows from this law, mainly due to the fact that there occur Hilbert symbols in the reciprocity factor, for which Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. ISSAC '17, July 25-28, 2017, Kaiserslautern, Germany there was -until very recently -no e cient algorithm known. Also, the lack of a Euclidean algorithm in most number elds fairly complicates the computation of the power residue symbol.
In Bouw's PhD thesis [5] an algorithm is proposed that computes Hilbert symbols e ectively, which allows to compute higher power residue reciprocity -a signi cant improvement of ideas in Daberkow's article about Kummer extensions [8] . Using this effective reciprocity law, Squirrel gives an algorithm to compute the power residue symbol α b m for xed m [23] , relying on very heavy precomputations. e e ective part of his algorithm -reducing the power residue symbol from arbitrary number elds to cyclotomic elds -is an idea proposed by Lenstra [15] . e master's thesis of one of the authors [2] introduces a probabilistic algorithm to compute the power residue symbol, thatunder some heuristic assumptions -runs in expected time polynomial in the degree n = [K : Q], the logarithm of the absolute value of the eld discriminant ∆ K and the size of the input. e algorithm is implemented in Magma [4] and seems to be practically feasible.
is paper is partially a summary of the mentioned master's thesis.
Additionally, the algorithm in Bouw's thesis was the starting point of the research conducted by one of the authors on ibeta [20] , a combinatorial invariant of local elds. is invariant turns out to parametrize the possible unit ltrations of local elds and connects the structure of the unit ltration with rami cation theory and the possible jump sets of a character. ese results, which we will brie y treat in this paper, indicate two main reasons why an implementation of an algorithm computing ibeta was desirable.
e results led to further questions for which computer experimentation was eligible and, furthermore, the relations of ibeta with other invariants indicate that an implemented algorithm could be of practical use [20] . We describe in detail the algorithm and the key role of this algorithm in the theoretical questions that this subject has to o er.
We assume that, during calculations, the ring of integers O K is given by an integral basis: O K = Zγ 1 + . . . + Zγ n . at means that every element α ∈ O K can be uniquely represented by the coe cients of this basis:
Despite of the fact that the power residue symbol algorithm also works in non-maximal orders R ⊆ O K [2] , it is assumed -for simplicity -that the ring of integers is known. Notation 2.2. We denote by Q p the p-adic rationals, by p : Q p → Z the p-valuation, by F a nite-degree extension of Q p (ζ p ) and by O the ring of integers of F with maximal ideal m. We denote the rami cation index of F by e = e (F /Q p ) and the residue eld degree by f = f (F /Q p ). We denote by : F → Z the valuation on F and by F = O/m the ( nite) residue eld of F . We choose an uniformizer π ∈ O, i.e. an element such that (π ) = m. Also, we choose γ ∈ F such that every element in F can be uniquely wri en as
i=0 c i γ i mod m, with c i ∈ {0, . . . ,p − 1}. We use the map· : F → F for reducing modulo m.
We will use the notation U i (F ) = 1 + m i ⊆ O * for the principal units of height i; these are elements of the form 1 + c · π i , for an i ∈ N >0 and c ∈ O. Principal units U 1 (F ) of height 1 are just called 
PRINCIPAL UNITS OF A COMPLETION
De nition 3.1. An element δ ∈ U pe /(p−1) (F ) is called a weakly distinguished unit if it is not a p-th power in F .
According to [5, Prop. 7.21] , one can compute a weakly distinguished unit e ciently in a given nite degree eld extension F of Q p (ζ p ). Since weakly distinguished units δ ∈ F are not unique, it is assumed that -given an extension F -a xed δ ∈ U pe /(p−1) (F ) is chosen beforehand. Notation 3.2. (i) We denote by the index set {j | 1 ≤ j < pe/(p − 1) and p j}.
e following theorem is a short version of [5, §8.4, . 8.15] .
is a surjection, with kernel equal to (b) := (b t ) t ∈T Z p for some b = (b t ) t ∈T ∈ Z T p . Remark 3.4. From the proof of this theorem (see [5, . 8.15] or [11, . 2.2] ) one obtains that the isomorphism
is e ective. is means in particular that one can (within polynomial time with respect to the precision N , degree n and prime p) compute a p-adic approximation of b = (b t ) t ∈T ∈ Z T p that satis es
Remark 3.5. When one takes N > pe p−1 + ke in Equation 3 , the p-adic approximation of b t ∈ Z p has at least precision k for every t ∈ T (see [5, §7.3] or [11, §2] ). For the computation of ibeta it is enough to have precision r + 1 for all b t , with r the maximum number such that p r | e, the rami cation index of F : Q p . is is a consequence of eorem 4.4 and (I , β ) being a extended jump set (as in De nition 4.2). So, in order to compute ibeta, one has to approximate (b t ) t ∈T such that Equation 3 holds with precision N > 
COMPUTING IBETA 4.1 ibeta
In eorem 3.3, a homomorphism Z T p → U 1 (F ) is described, with kernel generated by an element b = (b t ) t ∈T . Since this element depends heavily on the choices of π ∈ m,γ ∈ F and δ ∈ U pe /(p−1) , it is clearly not uniquely determined. In the current section, we examine how various invariants of the eld extension F : Q p (ζ p ) are related with b ∈ Z T p . As a Z p -module, the isomorphism type of U 1 (F ) is completely determined by the degree n = [F : Q p ] and the number k = p (#µ (F )), where µ (F ) are the roots of unity of F (see eorem 3.3). is number k denotes the largest k ∈ N >0 such that the p k -th root of unity ζ p k is contained in F . From eorem 3.3 one can deduce that k = min t ∈T p (b t ).
By imposing more structure on U 1 (F ), and seeing it as a ltered Z p -module with respect to the natural ltration
.., a much stronger relation emerges with the element b from eorem 3.3. One will see shortly that the isomorphism type of U 1 (F ) as a ltered Z p -module can be characterized by some 'reduced version' of b, called ibeta.
e relation with the ltered module U 1 (F ) and the element b ∈ Z T p arises when one sees both Z T p and U 1 (F ) as objects in the category of ltered Z p -modules Mod Filt (Z p ). It is proved in [20] that there exists a 'natural ltration' on Z T p such that for any two surjective morphisms η,θ :
denotes the group of ltered automorphisms of Z T p . erefore, the isomorphism type of U 1 (F ) is encoded in the orbit of b ∈ Z T p under the ltered automorphism group of Z T p with the mentioned natural ltration. It turns out that the sets of orbits of Aut Filt (Z T p ) acting on Z T p can be parametrized by extended-ρ (e,p ) -jump-sets. De nition 4.2. An extended ρ-jump-set is a pair (I , β ) where I ⊂ + and β : I → Z ≥1 such that β is strictly decreasing and the
is strictly increasing. e jump set (I , β ) corresponding to b ∈ Z T p can be computed by applying Algorithm 2; here, b must be given with a su cient precision as in Remark 3.5.
De nition 4.3. Let F be a nite extension of Q p (ζ p ). We denote by (I F , β F ) = ibeta(F ) the jump set obtained by applying Algorithm 2 to b ∈ Z T p from eorem 3.3.
In [20] it is proved that the jump set (I F , β F ) given by the output of Algorithm 2 is independent of the representation of the eld F , making De nition 4.3 well-posed. Furthermore, this proof shows that (I F , β F ) determines the orbit of b ∈ Z T p under the ltered automorphism group of Z T p and therefore characterizes the isomorphism class of U 1 (F ) as a ltered module. In other words, there is a one-to-one correspondence between isomorphism classes of ltered modules of the form U 1 (F ) (with F a nite extension of Q p (ζ p ) having rami cation index e) and realizable ρ (e,p ) -jump sets, as de ned in De nition 4.5.
Properties of ibeta
In this section, three theorems about ibeta will be discussed. e proofs of these theorems can be found in [20] .
Let p be a prime number, let e ∈ Z >0 , and let (I , β ) be an extended ρ (e,p ) -jump set as in De nition 4.2. en the following are equivalent:
• ere exists a nite extension F : Q p (ζ p ) with rami cation index e, such that
De nition 4.5. Let p be a prime number, let e ∈ Z >0 . We call the ρ (e,p ) -jump set (I , β ) realizable when the statements in eorem 4.4 are true. Furthermore, denote
Note that eorem 4.4 states that the set R e is e ectively recognizable. Notation 4.6. Let e, f ∈ N >0 , and let F = Q p f (ζ p ), where Q p f is the unique unrami ed extension of Q p of degree f . As usual, m = (1 −ζ p ) is the unique maximal ideal associated to F . We denote
Also, given an m-Eisenstein polynomial (x ) ∈ F [x], we denote F for F [x]/( ), the extension of F by adjoining a root of (x ). T 4.7. Let e, f and F as in Notation 4.6. Denote
en there exists an e ectively computable probability function G : R e → [0, 1] from the set of realizable ρ (e,p ) -jump sets to the unit interval such that
where µ H is the Haar measure on E e,f .
e measure on le hand side of Equation 4 is the Haar measure on the coe cients of the polynomials, which -by the Serre mass formula [22] -gives a natural counting measure on totally rami ed relative extensions of xed degree. So, informally, the value of the function G (I , β ) could be interpreted as the probability that a randomly chosen ∈ E e,f (with respect to the Haar measure) satis es ibeta(F ) = (I , β ). e function G (I , β ) also has a natural combinatorial interpretation, which is interesting in itself [20] .
Examining the proof of eorem 4.7 carefully, one also obtains a non-probabilistic result: for certain special Eisenstein polynomials (x ) ∈ F [x], ibeta(F ) can be determined by applying calculations on the coe cients of (x ) as in Algorithm 1. ose special Eisenstein polynomials are called unsaturated.
De nition 4.8 (Unsaturated Eisenstein polynomials). Given
Algorithm 1: Computes ibeta from an unsaturated Eisenstein polynomial
3 Set the following lexicographic strict order on the set S :
be an unsaturated m-Eisenstein polynomial as in De nition 4.8.
en Algorithm 1 computes the
is an unsaturated Eisenstein polynomial, one is able to compute from (I F , β F ) the so-called jumps of the rami cation ltration of F : F , an important invariant of the eld F , closely related to the Newton polygon of (ωx + ω) for ω a root of [20] . is directly implies that this particular invariant is completely determined by the structure of the ltered module U 1 (F ), for unsaturated Eisenstein extensions F .
Research on and applications of ibeta
4.3.1 Find a similar rule for saturated Eisenstein polynomials. For saturated Eisenstein polynomials, the proof of eorem 4.7 is purely probabilistic, and nothing equivalent to eorem 4.9 is known. is means that -for saturated Eisenstein polynomials -the only known way to compute ibeta(F ) is via Algorithm 2. One might apply this algorithm to many saturated Eisenstein polynomials ∈ F [x] in order to nd a structure in the computed ibeta(F ) for such ∈ F [x] or to discover a relation with important invariants from rami cation theory. (I F , β F ) to the Galois group Gal(F /Q p (ζ p )). Not only the relation with rami cation theory is interesting; also nding a link between (I F , β F ) and the Galois group G F = Gal(F /Q p (ζ p )) is a eld of current research. e most interesting and challenging case is when p | #G F and the extension F : Q p (ζ p ) is totally rami ed. Algorithm 2 can be used to nd such a link in these di cult cases.
Relate
e authors of this paper did already run Algorithm 2 in this context for some cases where G F is isomorphic to the cyclic group of order p k .
ese extension were of the form F (
, with π a uniformizing element of F . Note that an Eisenstein polynomial de ning this extension is always saturated.
4.3.3
Classifying jump sets of cyclic characters of Gal(F /Q p (ζ p )). In the theory of Galois representations, one might be interested in the jump sets of cyclic characters of Gal(F /F ), whereF is the algebraic closure of the local eld F . In [20] is proved that a list of all possible jump sets associated to such characters can be calculated explicitly from (I F , β F ).
Relate
ere are already several theorems in this direction (see [20] ), which are mostly results like in eorem 4.10. e goal is to nd a theorem that relates the change of (I F , β F ) to (I F , β F ) to an Eisenstein polynomial de ning the rami ed extension F : F . With the implemented version of Algorithm 2 the authors are presently able to perform experiments in the direction of this goal. From these experiments, one might expect to nd structures that imply a 'relative' version of Algorithm 1. T 4.10. Suppose F : F : Q p (ζ p ) are nite extensions such that F : F is totally rami ed and of degree p. Let i < j be consecutive
5 COMPUTING THE POWER RESIDUE SYMBOL 5.1 Preliminaries Notation 5.1. In this section, K is a number eld containing a primitive m-th root of unity ζ m ∈ K, and p is a prime ideal of O K , coprime to m. Also, we denote µ m = ζ m , for the group of m-th roots of unity in K. Input : An element b = (b t ) t ∈T ∈ Z T p with for every b t precision at least p r +1 , with r = p (e ). e power residue symbol has the following properties, for all α, β,γ ∈ K, for all ideals b,c of O K and for all prime ideals p of O K , provided that the numerator and de denominator in the symbol are coprime, and the denominator is coprime to m. Notation 5.5. In this paper, the right hand side of Equation 6 will be denoted by U (α, β ), the Umkehrfaktor (German for inversion factor):
Here, the symbol α,β p m denotes the m-th Hilbert norm residue symbol at the prime p.
Remark 5.6. An immediate corollary of the results of [5] is that the Umkehrfaktor can be computed in polynomial time (see Corollary 3.6), implying that the reciprocity law (see Equation 6 ) can be used extensively in an algorithm that computes the principal power residue symbol.
So, from now on, we assume that one can compute
in polynomial time, with the following calculation.
Computation of the power residue symbol
e straightforward way to compute α b m is by factoring b into prime ideals and using formula (5) to evaluate the symbol α p m above each prime ideal dividing b. Since factoring ideals is as hard as factoring integers, for which the fastest known algorithm is still only subexponential [21] , [13] , this is not the right approach. Instead, we can use the techniques of [2] , in which the power residue symbol α b m is computed using three stages:
• Principalization, which is essentially reducing the compu- • Reduction, an optional stage, which reduces the computation of α β m for large α, β ∈ K to many 'smaller'
• Evaluation, where α β m is computed directly, using a trick that relies on prime density results.
Principalization and evaluation.
Since the stages principalization and evaluation are very alike, we will treat both of them in one subsection. eoretically, these two stages are the most important, whereas practically, the reduction stage reduces the running time drastically.
In these two stages, the notion of B-near prime ideals is used. A near prime ideal has a norm that is the product of one single large prime and several other very small primes. More formally:
De nition 5.7 (B-near prime number). An integer N ∈ N is said to be a B-near prime number if N factorizes as follows: e computational advantage of B-near prime ideals is that they are both e ectively recognizable and factorizable when B is polynomially bounded by the degree n = [K : Q], as explained below.
For B polynomially bounded in the degree n = [K : Q], checking whether an ideal a is B-near prime can be done by a polynomial time algorithm. Compute the norm N = N (a), and apply trial division up to B to the number N , i.e. N = r · k i=1 p i with p i ≤ B. en, use a fast primality proving algorithm to check whether r is prime or not. e ideal a is a B-near prime if and only if r is prime. Since primality proving can be done in polynomial time [1] , above procedure recognizes B-near prime ideals in polynomial time.
Also, if B is of polynomial size in the degree n = [K : Q], the B-near prime ideals a are e ectively factorizable, since one can nd the prime factorization of the norm. Write
with p i ≤ B and p i p j p for i j. Here, all p,p i are prime.
(a) Set p p := (α,p).
en the prime ideal factorization of (α ) is:
Principalization. 
Contributed Paper ISSAC'17, July 25-28, 2017, Kaiserslautern, Germany (c 1 , . . . , c n ) ∈ Z n , with |c i | ≤ 3 for all i ; is particular choice -which may be increased to some other xed bound polynomial in n = [K : Q] and log(|∆ K |) -is based on practical experiments. One might heuristically assume that B satis es Assumption 5.18.
5.2.2
Reduction. e reduction stage is optional and is only useful when (A) the input variables α, β are both large, or (B) one of α, β is much larger than the other.
In case (B), the solution is easy. Assume α is much larger than β. en compute an LLL-reduced basis M β of the ideal (β ), and reduce α modulo M β as in [7, Algorithm 1.4.13, p. 33] . One hopes that, a er this procedure, α and β are about the same size.
In case (A), the inputs are both (very) large, say, with coe cients with bit size (n) > 6n, where n = [K : Q] ≥ 2. Again, assume α to be larger than β. Now, one can examine the la ice L:
One can deduce that this la ice has discriminant N (β ), and dimension 2n. Applying LLL-reduction, one nds a short vector (γ 1 ,γ 2 ) ∈ O 2 K with:
where heuristically is assumed that β ≈ N (β ) 
Analysis
We focus on the analysis of the principalization and the evaluation stage.
5.3.1 Size of reduced elements. In both Algorithm 3 (line 6) and Algorithm 4 (line 8) 'small' elements of the form n i=1 c i β i occur. In this section a bound on such elements is derived, using properties of LLL-reduced bases [14] . Consider the embedding
where σ : K → C ranges over the embeddings of K in C. Seeing Ψ(O K ) and Ψ(a) as la ices in K R (for ideals b of O K ), and using the standard Hermitian inner product on σ :K →C C ⊇ K R (see [24, p. 52] ), one obtains
Also, using the arithmetic/geometric mean inequality, we have
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Applying LLL-reduction in the la ice Ψ(b) results [18, Ch. 2] in a basis (β 1 , . . . , β n ) of b satisfying the following bound:
Using Equation 11 and Equation 12, this yields
Proposition 5.11. Let (β 1 , . . . , β n ) be an LLL-reduced basis of b, an ideal of O K . For elements of the form β = n i=1 c i β i with |c i | ≤ C and c i ∈ Q, we have the following bound:
A proof can be found in the appendix of the full version of this paper [3] .
Remark 5.12.
e above bound is really pessimistic. In most cases, we have
Remark 5.13. Note that the coe cients c i might be rational, as is the case in Algorithm 4. Also, with the Proposition 5.11, one is able to generate many 'relatively small' elements in b, as is needed in Algorithm 3.
Density of B-near primes.
As we will see later on, the expected running time of the principalization and evaluation algorithm depends on the density of B-near primes in a xed class of the ideal class group. e following result follows if one applies [16 , where h K = #Cl (K ) is the class number of K.
T 5.14. If K is a number eld, then
where p ranges over all prime ideals of O K in the ideal class [g].
Notation 5.15 (Class number formula). Denote
where r 1 is the number of real embeddings of K, r 2 is the number of pairs of complex embeddings of K, R K is the regulator of K (see for example [17, p. 42-43] ), w K is the number of roots of unity in K, ∆ K is the discriminant of O K and h K = #Cl (K ), the class number of K. e number ρ K equals the residue at s = 1 of the Dedekind zeta function ζ K (s) of the number eld K. 
where a B-smooth number is a number whose prime factorization only contains primes numbers ≤ B.
To prove the next lemma, we need the following heuristic assumption. Assumption 5.18. ere exists a B K ∈ N bounded polynomially in log |∆ K | and n = deg K such that, for all number elds K, one has
is an ideal class and B = B K as in Assumption 5.18. en
P . We have is means that one expects to execute the loop part of Algorithm 4 (lines 3-12) around log M times, a number polynomially bounded by n, log |∆ K | and log N (b). So, under the mentioned assumptions, one might suggest that Algorithm 4 is a polynomial expected time algorithm. As in the previous reasoning about the evaluation algorithm, one expects to nd a B-near prime ideal a er executing the loop in lines 5-9 of Algorithm 3 approximately log M times. is, again, might suggest that the principalization part of the algorithm has expected polynomial running time. With that, one might imply that the overall running time of the power residue symbol algorithm proposed in this paper has expected polynomial running time.
RESULTS
In order to strengthen one's believe in the above heuristic analysis, we provide in Figure 1 some timings of our implementation of the power residue symbol algorithm in Magma, applied to various cyclotomic elds. e size of the circle is proportional to log ∆ K .
