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ABSTRACT
Star-forming galaxies with strong nebular and collisional emission lines are privileged
target galaxies in forthcoming cosmological large galaxy redshift surveys. We use the
COSMOS2015 photometric catalog to model galaxy spectral energy distributions and
emission-line fluxes. We adopt an empirical but physically-motivated model that uses
information from the best-fitting spectral energy distribution of stellar continuum to
each galaxy. The emission-line flux model is calibrated and validated against direct
flux measurements in subsets of galaxies that have 3D-HST or zCOSMOS-Bright spec-
tra. We take a particular care in modelling dust attenuation such that our model can
explain both Hα and [OII] observed fluxes at different redshifts. We find that a simple
solution to this is to introduce a redshift evolution in the dust attenuation fraction
parameter, f = Estar(B − V)/Egas(B − V), as f (z) = 0.44 + 0.2z. From this catalog, we
derive the Hα and [OII] luminosity functions up to redshifts of about 2.5 after carefully
accounting for emission line flux and redshift errors. This allows us to make predic-
tions for Hα and [OII] galaxy number counts in next-generation cosmological redshift
surveys. Our modeled emission lines and spectra in the COSMOS2015 catalog shall be
useful to study the target selection for planned next-generation galaxy redshift surveys
and we make them publicly available as ‘EL-COSMOS’ on the ASPIC database.
Key words: surveys – galaxies: luminosity function
1 INTRODUCTION
In most of modern cosmological surveys, it is key to map
out the large-scale structure of the Universe at high red-
shift through emission lines (ELs) from young star-forming
galaxies. Particularly, ongoing and planned galaxy red-
shift surveys such as the extended Baryonic Oscillation
Spectroscopic Survey (eBOSS, Dawson et al. 2016), the
Hobby-Eberly Telescope Dark Energy Experiment (HET-
DEX, Adams et al. 2011; Hill et al. 2008), the Dark En-
ergy Spectroscopic Instrument (DESI, DESI Collaboration
et al. 2016), the Subaru Prime Focus Spectrograph (PFS,
Takada et al. 2014), Wide-Field InfraRed Survey Telescope-
? E-mail: saitos@mst.edu
Astrophysics Focused Telescope Assets (WFIRST-AFTA,
Spergel et al. 2013) and Euclid (Laureijs et al. 2011), are all
designed to target star-forming galaxies with strong nebular
and collisional emission lines at z & 1. PFS and DESI will
observe [OII] emitters at 0.6 . z . 2.4 and at 0.6 . z . 1.7,
respectively, while Euclid will target Hα-emitting galaxies
at 0.9 . z . 1.8 as well as [OIII] emitters at z > 1.5. In
addition, there are growing interests in performing intensity
mapping surveys, where the large-scale structure is traced
efficiently by observations with low spatial and wavelength
resolutions (for a review, see Kovetz et al. 2017). One out-
standing example is the Spectro-Photometer for the History
of the Universe, Epoch of Reionization, and Ices Explorer
(SPHEREx, 2021-, Dore´ et al. 2014) which should detect
Hα-, Hβ-, [OII]-, and [OIII]-emitters in a wide redshift range.
© 2020 The Authors
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To prepare and optimize those surveys, it is essen-
tial to predict the number density of emission-line galaxies
(ELGs) for the targeted ELs and redshifts. Since ELGs are
usually primarily selected upon galaxy properties derived
from broadband imaging data, it is insufficient to only know
the luminosity function and mandatory to model emission
line fluxes as a function of galaxy properties such as color,
star formation rate (SFR), stellar mass and dust attenua-
tion. For instance, the PFS cosmological survey will select
[OII]-emitter candidates solely from the 5-band photometry,
(g, r, i, z, y), of the Subaru Hyper Suprime-Cam survey (HSC,
Miyazaki et al. 2018). From a galaxy evolution point of view,
it is crucial to connect EL fluxes with other galaxy physical
properties, because emission lines trace the photo-ionized
gas in the interstellar medium (ISM) regions of galaxies (see
e.g., Draine 2011; Conroy 2013). This is why it is standard to
investigate EL fluxes and ratios as a function of wide range
of galaxy properties in the observations (e.g., Shapley et al.
2005; Yabe et al. 2012; Kashino et al. 2013, 2018; Puglisi
et al. 2016; Wisnioski et al. 2019) as well as in numerical
simulations (e.g., Hirschmann et al. 2017).
Furthermore, the connection between EL fluxes and
other galaxy properties is useful not only to constrain galaxy
formation physics but also for cosmology. Predicting the
ELG number density is not only useful to optimize future
surveys, but also to be able to analyse and interpret their
data. For instance, the strength of galaxy clustering on large
scales, dubbed galaxy bias, is determined mainly by the mass
of host dark matter halos, which tightly correlates with stel-
lar mass (e.g., Coupon et al. 2015). Therefore, one can in-
vestigate the selection of ELGs in terms of host halo mass
and hence its impact on the galaxy bias (for the galaxy-halo
connection of a color-selected sample, see e.g., Saito et al.
2016; Guo et al. 2019; Alam et al. 2019).
It is however cumbersome to tackle the EL flux model-
ing from first principles, given the lack of a complete physical
understanding of the interstellar medium. Instead, it is more
practical to derive an empirical model from actual observa-
tional data of galaxy samples that contain multiple broad-
band photometry as well as spectroscopic measurements of
emission lines. Fortunately, there are suitable datasets pub-
licly available in the COSMOS field. Jouvel et al. (2009,
hereafter J09) initiated an effort to model the emission-line
fluxes by making use of the multi-band photometry in the
COSMOS field, which was used to perform forecasts for sev-
eral future surveys (e.g., Takada et al. 2014; Newman et al.
2015; Pullen et al. 2016).
The aim of this paper is to provide a representative
sample of galaxies with predicted emission-line fluxes as a
function of redshift and other galaxy properties, and pro-
vide a new reference catalog of modeled galaxy spectral en-
ergy distributions (SEDs). In this paper we mainly focus
on discussing Hα λ6563, Hβ λ4861, [OII] (λ3726, λ3729) and
[OIII] (λ4959, λ5006) emission lines. Unless specifically men-
tioned, in the following we refer to the [OII] doublet simply
as [OII] and to the [OIII] λ 5006 line as [OIII]. Note that we
quote the wavelength of ELs in air and in units of angstrom
(A˚) as opposed to Draine (2011). This paper provides major
improvements with respect to the work of J09. Firstly, we
make use of the most updated COSMOS2015 photometric
catalog described in Laigle et al. (2016), as opposed to the
previous Capak et al. (2007) catalog used in J09. Secondly,
we improve the emission line modeling using a more careful
treatment. In particular, we calibrate and validate our ap-
proach against spectroscopic measurements of mission line
fluxes, addressing the impact of dust attenuation. Finally,
we derive emission line luminosity functions (LFs) taking
care of the impact of our modeling uncertainties, which we
later compare with various previous measurements from the
literature.
Let us briefly mention recent studies on a similar topic.
Valentino et al. (2017) estimated the Hα, Hβ, [OII] and
[OIII] line fluxes in a similar manner to our approach in
COSMOS and GOODS-S fields. Since their calibration is
based on the FMOS-COSMOS survey (Silverman et al.
2015), their prediction is limited at a particular redshift of
z ∼ 1.6 (see also Kashino et al. 2018). Merson et al. (2018)
predicted Hα number counts in a semi-analytic galaxy model
of GALACTICUS by running the photo-ionization code of
CLOUDY. Similarly, Izquierdo-Villalba et al. (2019) computed
the EL fluxes in the semi-analytic Millenium simulation,
following a recipe in Orsi et al. (2014) where the HII re-
gion in a galaxy is modeled as a function of metallicity. We
note however that Izquierdo-Villalba et al. (2019) calibrated
the dust attenuation part for ELs such that it reproduces
the observed luminosity functions. In contrast, the luminos-
ity functions are purely predictions in our case. The main
advantage of our approach is that our synthetic EL cata-
log spans uniquely a wide redshift range of 0 . z . 2.5,
and that it naturally provides an empirical relation between
global galaxy properties and EL fluxes of interest. Also, it
is worth noting that those previous works use generic dust
attenuation laws, although there are slight differences in the
detail. We will show how significantly the dust attenuation
calibration matters and address the differences between our
approach and these relevant works in the main text, when
appropriate.
The paper is structured as follows. We introduce the ob-
servational dataset that we adopt in section 2. In section 3,
we first explain the modeling of galaxy spectra, including
both stellar continuum and ELs. After discussing the cali-
bration required to match to observed EL fluxes, we show
the performance of our modeling and discuss the potential
limitations in our approach. In section 4, we describe the un-
certainties in the modeled EL luminosities and present the
predicted Hα and [OII] luminosity functions. The number
counts for planned galaxy surveys are discussed in section 5.
Finally, we conclude in section 6. Throughout this paper, we
refer to our synthetic emission-line predictions for the COS-
MOS galaxies as the EL-COSMOS catalog. Unless otherwise
specified, we assume a flat ΛCDM cosmology with Ωm = 0.3
and H0 = 70 km s−1 Mpc−1.
2 OBSERVATIONAL DATA
In this section we briefly describe the observational data
that we use in this analysis. We first use the COSMOS2015
multi-band photometric catalog of Laigle et al. (2016) for
which we model galaxy emission line fluxes. The emission
line fluxes are uniquely computed from derived quantities
from the COSMOS2015 catalog. In addition, we make use
of spectroscopic measurements of emission line fluxes for a
subset of galaxies. This enables us to verify and calibrate
MNRAS 000, 1–19 (2020)
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our predictions. We note that we describe the observations
involved in the luminosity function measurements later in
Sec. 4.
2.1 COSMOS2015 multi-band photometry
Laigle et al. (2016) provide the most updated photometric
catalog in the COSMOS field. 31 photometric bands nearly
uniformly cover a wide range of wavelength from near ultra-
violet (2000A˚) to mid infrared (105A˚). The COSMOS2015
catalog includes a homogeneous population of galaxies es-
sentially selected in near infrared (Ks ≤ 24.7 in ultra-deep
field).
In this paper, we select 518404 objects over 1.38 deg2
(corresponding to AUVISTA &A!OPT &ACOSMOS in Table 7
of Laigle et al. (2016)) that are classified as ‘galaxies’ in the
catalog. Note that, even though X-ray sources are removed
in this classification, active galactic nuclei (AGNs) can be
still included. We refer the reader to Laigle et al. (2016) for
further detail. As we will explain later in Sec. 3, we do not
use derived quantities such as the stellar mass or the star
formation rate from the publicly available catalog.
2.2 Spectroscopic measurement of emission line
fluxes
In order to calibrate our method, we make use of two
dataset of emission line fluxes from the zCOSMOS-Bright
(Lilly et al. 2007) and the 3D-HST (Momcheva et al. 2016;
Brammer et al. 2012) surveys. The wavelength coverage
of zCOSMOS and 3D-HST is 5500 < λ [A˚] < 9600 and
11000 < λ [A˚] < 17000, respectively. These correspond to
z . 0.46 for Hα and 0.47 . z . 1.57 for [OII] in zCOSMOS,
and to 0.67 . z . 1.59 for Hα and 1.95 . z . 3.56 for [OII]
in 3D-HST, respectively. This allows us to cover a relatively
wide range of redshifts for the strong emission lines [OII] and
Hα that are targeted in ongoing and future galaxy redshift
surveys, as shown in Figure 1. However, note that, due to
a poor spectral resolution in these surveys, some broadened
lines such as the [OII] doublet or Hα+[NII] complex are not
well resolved. Nonetheless, the EL fitting procedure took
this into account (e.g. Momcheva et al. 2016) and quoted
EL fluxes are assumed to be free from contamination. In ap-
pendix A, we show a comparison between photometric and
spectroscopic redshifts.
In the case of 3D-HST, we take the publicly avail-
able catalog of emission line measurements in the COSMOS
field1. We refer to Sec. 6 in Momcheva et al. (2016) for the
details of their EL measurements. We note that zbest in the
3D-HST catalog does not always correspond to the redshift
spectroscopically confirmed from emission lines (Momcheva
et al. 2016). This is because zbest is chosen as the best esti-
mate from photometric and spectroscopic redshifts, and the
photometric redshift can be more precise in their measure-
ment. As a consequence, the zbest distribution in the origi-
nal catalog is wider than the redshift ranges that ELs are
measurable. We do not adopt objects out of the measurable
1 https://3dhst.research.yale.edu/Data.php
ranges, and make a sharp cut in redshift, as shown in Fig-
ure 1. We then match the objects with those in the COS-
MOS2015 photometry catalog within an angular radius of
0.3 arcsec.
We also use the zCOSMOS catalog of emission line mea-
surements presented in Silverman et al. (2009) but extended
to the final zCOSMOS-Bright spectroscopic sample contain-
ing about 20,000 galaxies with reliable redshifts. The EL
measurement is performed by the automated pipeline PLAT-
EFIT whose detail is described in Lamareille et al. (2009b);
Argence & Lamareille (2009). We select the objects in the
zCOSMOS catalog that match those in COSMOS2015 and
have the most reliable redshifts and flux measurements, i.e.,
with zflag ∈ [3.1, 3.4, 3.5, 4.1, 4.3, 4.4, 4.5, 9.3, 9.4, 9.5] follow-
ing Lilly et al. (2007). Also, we need to take into account
the fact that there is a loss in the measured EL fluxes due
to the finite aperture of a slit or a fiber. Such an aperture
correction for each emission line flux has been applied on an
object-by-object basis following the procedure of Lamareille
et al. (2009a). There are two measurements of the aperture
correction factors: Subaru and ACS. Since the majority of
the matched objects possess the corrections from Subaru, we
adopt the Subaru ones when available, the ACS ones for the
others, and discard objects if none of the two is available.
Since the COSMOS2015 photometric catalog contains
galaxies whose emission line fluxes are smaller than the com-
pleteness limit in zCOSMOS and 3D-HST, we can study the
selection bias in our prediction. We define an approximate
completeness limit in each flux measurement. Figure 2 shows
the histogram of the [OII] flux measurement from the two
redshift surveys, showing a clear declination towards lower
flux due to incompleteness. In Section 3, we consider all
the galaxies in the catalogs without imposing the further
cut with e.g., the signal-to-noise of the EL measurements,
and hence include galaxies down to very faint fluxes. Mean-
while, we limit ourselves to the objects with emission lines
of S/N > 2.5 for the luminosity function analysis in Sec-
tion 4, since the luminosity function is sensitive to errors
as we address in detail. A strict value of the completeness
limit should be evaluated with a reference complete sam-
ple which is not always available. Nevertheless we simply
define here a completeness limit from the histogram in Fig-
ure 2 as the point where counts start to deviate from power
law by a factor of more than 50%. As shown by arrows
in Figure 2, this definition gives the completeness limit as
log10(F/erg s−1 cm−2) = −15.8 and -16.5 for zCOSMOS and
3D-HST, respectively. Note that, in the case of 3D-HST, our
value is consistent with the ∼ 80% completeness limit from
the Hβ measurement in Zeimann et al. (2014) (see their Fig-
ure 2).
3 MODELING THE EMISSION LINE FLUX
3.1 Overview
We describe in this section the way we model the galaxy
spectral energy distribution including ELs. We emphasize
that the difference from Laigle et al. (2016) is only the
modeling of ELs, and that the fitting procedure follows the
same way as Laigle et al. (2016) performed; the template
is computed with the LEPHARE code, and the bestfit tem-
plate is chosen as the one with the minimum χ2, compared
MNRAS 000, 1–19 (2020)
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Figure 1. The redshift range covered by the emission lines in
each spectroscopic survey. (Top) The number of COSMOS2015
galaxies for which the measurement of each EL line is available
as a function of redshift with ∆z = 0.05. The solid and dashed
histograms correspond to zCOSMOS and 3D-HST, respectively.
(Bottom) The upper half (3D-HST and zCOSMOS) shows the
range in which we calibrate our prediction of the emission-line
flux, while the lower half shows the ranges targeted by ongoing
and forthcoming galaxy redshift surveys. Since [OIII] is not a
main target EL of Euclid and WFIRST, we make it transparent.
with the multi-band photometric data (see Table 1 in Laigle
et al. (2016)). All the fitting was performed on a flux-based
approach (rather than a magnitude-based) for which non-
detected photometric data is straightforwardly dealt with
(see Sec. 3 of Laigle et al. 2016).
First of all, we model the stellar continuum spectrum
in exactly the same manner as that in Ilbert et al. (2015);
Laigle et al. (2016). We adopt templates from a stellar popu-
lation synthesis (SPS) model that includes a wide variety of
synthetic galaxy spectra in Bruzual & Charlot (2003, here-
after BC03), assuming a Chabrier (2003) initial mass func-
tion. We further convolve the SPS template with two kinds
of star formation histories (SFHs), either an exponentially
declining SFH, e−t/τ , or a delayed SFH, (t/τ)2e−t/τ , where
we consider as free parameters the galaxy age, t, within a
range of 0.5-13.5 Gyr, and SFH timescale, τ, within a range
of 0.1-30 Gyr (Ilbert et al. 2010). In terms of dust reddening,
we apply the attenuation factor, 10−0.4k(λ)Estar(B−V ) with two
possible forms for k(λ), either a curve with slope of λ−0.9 as
in Arnouts et al. (2013), or the starburst curve of Calzetti
et al. (2000). The color excess for the stellar continuum,
Estar(B − V), is a free parameter and is allowed to take dis-
crete values in the range of 0-0.7 with a step size of 0.1.
We also consider two metallicities, Z and 0.5Z. In sum-
mary, we have 12 (BC03 templates) ×43 (ages) ×12 (SFH
and metallicities) × 2 × 8 (dust attenuation) = 99, 072 tem-
plates in modeling the stellar continuum.
In addition, we add to the BC03 spectra the contri-
bution of the star-forming nebular regions in term of the
continuum emission and discrete ELs (Schaerer & de Barros
2009). We first compute the number of Lyman continuum
photons, QLyC, by integrating the luminosity of the BC03
spectra up to a given wavelength and dividing it by a corre-
sponding energy (e.g., 13.6eV, 24.59eV and 54.42eV for HI,
HeI, and HeII, respectively). Following Schaerer & Vacca
(1998), we then convert it to the monochromatic luminosity
of the nebular gas as
Lλ =
hc
λ
αλ(Te)
αB(Te) fγ QLyC, (1)
where, for simplicity, we assume that the emitting gas has an
electron temperature of Te = 104 K and an electron density
of ne = 100 cm−3 where the case B recombination coefficient
for hydrogen is given by αB = 2.59 × 10−13 cm3s−1. fγ de-
notes the fraction of ionizing photons absorbed by the gas.
We assume all ionizing photons are absorbed, i.e., fγ = 1. To
compute the nebular continuum, we compute the continuum
coefficient, αλ, by further assuming that n(HeII)/n(HI) = 0.1
and n(HeIII)/n(HI) = 0 and accounting for free-free and free-
bound emission by hydrogen and neutral helium as well
as the two-photon continuum of hydrogen (Krueger et al.
1995). To compute the discrete ELs, we specifically derive
the Hβ luminosity (Krueger et al. 1995; Osterbrock & Fer-
land 2006):
LintHβ = 4.78 × 10
−13 fγ QLyC. (2)
We compute luminosity for other lines by simply assuming
the line ratios for a metallicity of Z > 0.2Z from Table 1 in
Anders & Fritze-v. Alvensleben (2003) for the non-hydrogen
lines and Table 4.2 in Osterbrock & Ferland (2006) for the
hydrogen ones. Note that, since the two metallicities, Z
and 0.5Z lie within the range of Z > 0.2Z, the line ratios
are essentially fixed with [OII]/Hβ = 3, Hα/Hβ = 2.9 and
[OIII]/Hβ = 4.1. As one exceptional case, we also attempt to
make the [OIII] luminosity free by further multiplying a free
scaling parameter as [OIII]/(4.1Hβ) = 0.25, 0.5, 1, 2, and 4.
This is motivated by the fact that sufficient information is
present in the photometry to provide a coarse constraint on
the emission line flux, in the wavelength regime covered by
medium-band filters. Therefore we will present separately
the [OIII] results in section 3.3.2. We then add the ELs to
the continuum assuming a Gaussian form with a rotational
velocity of Vrot = 200km/s, and with a fixed inclination angle
of < sin i >= 0.5.
We account for the fact that the amount of dust at-
tenuation for the ELs from nebular regions can be different
from one for the stellar continuum. Following Calzetti et al.
(1994), we adopt the extinction curve k(λ) for the Milky
Way from Seaton (1979) for the ELs, but parametrize the
amplitude of color excess by a factor of f such that:
Eneb(B − V) =
Estar(B − V)
f
. (3)
In general, the measurements of the Balmer decrement (i.e.,
Hα/Hβ) and comparison between SFRs from Hα and UV
have shown that the amount of dust attenuation for nebula
MNRAS 000, 1–19 (2020)
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Figure 2. The flux incompleteness of zCOSMOS (left) and 3D-HST (right). We quote the flux completeness simply from the histogram
of the [OII] flux measurements: log10(F/erg s−1 cm−2) = −15.8 and -16.5 for zCOSMOS and 3D-HST, respectively, as indicated by arrows.
ELs are generally larger than one for the stellar component,
i.e., the factor, f , is smaller than one at a low redshift. Also,
f tends to be larger at higher redshift. An excellent summary
of recent such measurements in the literature is presented
in Table 3 in Puglisi et al. (2016): Calzetti et al. (1994)
initiated such an effort, finding that f (z = 0) = 0.44 ± 0.03
(see also Calzetti et al. 2000). Also, Kashino et al. (2013)
and Price et al. (2014) reported 0.69-0.83 and 0.55 ± 0.16
at z ∼ 1.4, respectively. Even at higher redshift, 1.5 < z <
2.6, Reddy et al. (2010) found that f is consistent with 1
for their sample of Lyman Break Galaxies. McLure et al.
(2018) adopted f = 0.76 to extrapolate the relation between
UV attenuation and stellar mass for the z ∼ 1.4 galaxies in
Kashino et al. (2013), finding that both the z ∼ 1.4 galaxies
and z ∼ 2.5 galaxies in their ALMA observation seem to
follow the dust attenuation law in Calzetti et al. (1994).
Faisst et al. (2019) tested the trend of f closer to one at
higher redshift by examining local galaxies with a strong
Hα emission analogous to high-z galaxies. Thus, detailed
dependence of the dust attenuation in nebular regions on
galaxy properties is still open to debate. Nevertheless, we
will include the redshift dependence, f (z), in an empirical
manner as we will explain in section 3.2.
Finally, the total galaxy spectrum is redshifted and
dimmed by the luminosity distance where we adopt a pho-
tometric redshift in Laigle et al. (2016). Namely, we did not
treat the photometric redshift as a free parameter in the
SED fitting.
3.2 Calibration: intrinsic EL luminosity and dust
attenuation
It is necessary to calibrate our model to match the directly
observed EL fluxes. In particular we need to examine the two
main components of our empirical modeling: the intrinsic EL
luminosity and the dust attenuation.
It is not easy to verify whether our modeling of the in-
trinsic EL luminosity works well, simply because the intrin-
sic ELs are not directly observable. Here we take a slightly
different route to examine the plausibility of our modeling.
Among the ELs, Hα is regarded as a reliable tracer of the
SFR, and the tight correlation between the SFR and the
intrinsic (i.e., dust corrected) Hα luminosity is well docu-
mented in the literature (see e.g., Kennicutt 1998a,b). In
Figure 3. The intrinsic Hα luminosity in our fiducial model (pre-
sented in section 3.3) in light of the Kennicutt calibration (dashed
line, Kennicutt & Evans 2012). We show the mean and standard
deviation of our prediction in COSMOS2015 (black points with
error bars). For reference, galaxy number densities in each cell
of SFR and Hα luminosity is color coded as indicated by the
color bar. Our intrinsic Hα luminosity prediction is in an excel-
lent agreement with (Kennicutt & Evans 2012) calibration.
Figure 3, we compare the relation between our prediction of
the intrinsic Hα luminosity and the derived SFR with the
calibrated relation in the local galaxies (Kennicutt & Evans
2012):
log10(LintHα/erg s−1) = 41.92 + log10(SFR/M yr−1). (4)
Note that we include a factor of log10(0.63) to account for the
fact that we use the Chabrier IMF rather than the Salpeter
one (Madau & Dickinson 2014). Here we adopt the fitting
result with our fiducial model (described in section 3.3), but
we have checked that the mean relation is not drastically af-
fected by the different model choice. The SFR in our COS-
MOS2015 galaxies is directly encoded in the best-fit tem-
plate. It is clear in Figure 3 that our mean prediction of the
Hα intrinsic luminosity is fully consistent with the Kennicutt
calibration within its 1σ error.
The Kennicutt calibration has been often adopted in
the related works; J09 predicted the intrinsic [OII] luminos-
ity by converting the SFR with the relation in Kennicutt
MNRAS 000, 1–19 (2020)
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Figure 4. The performance of the simplest model when we fix the value of dust attenuation factor, f = 1 (circles and solid lines).
The upper panels show the zCOSMOS results for [OII] (left) and Hα (right), while the bottom panels show the 3D-HST ones in the
same manner. The results with all galaxies for a given sample are shown with the black circles with error bars, while the ones for the
subsample binned with the color excess, Estar(B−V ), are shown with different colors. Note that all the plots are made with a binning size
of ∆ log10 Fobs = 0.2 for a fair comparison, and the sample size in each bin is explicitly annotated. We also show the case with f = 0.44
only for the mean (square data points with dashed lines). The arrows indicate the rough flux limits in Figure .2.
(1998b), and computed other ELs with fixed line ratios. We
caution that Kennicutt (1998b) corrected the dust attenua-
tion only at the wavelength of Hα and hence their calibration
tends to overestimate the intrinsic [OII] luminosity. Also,
Valentino et al. (2017) adopted the relation between Hα and
the SFR in Kennicutt (1998b), and computed other ELs with
fixed line ratios, e.g., [OII]/Hα = 1. Similarly, Kashino et al.
(2018) predicted the Hα flux with the calibration in Ken-
nicutt (1998b) and compared their prediction with the Hα
measurement in their FMOS sample at z ∼ 1.5.
As described previously, the intrinsic EL luminosity re-
lies on the number of ionizing photons estimated from the
SED template-fitting. We show in Figure 3 that our model-
ing of the intrinsic EL luminosity captures well the overall
trend in the Kennicutt calibration between Hα and SFR.
Still, using directly the Kennicutt relation to implement the
EL would not produce exactly the same EL, with difference
reaching a factor of 0.3dex on average at high SFR. More-
over, our model naturally produces a scatter in the EL at a
fixed SFR, which includes contributions from both intrinsic
scatter and modeling uncertainty due to the SED fitting.
Next let us examine the impact of the dust attenua-
tion with the simplest model with f = 1, i.e., Eneb(B − V) =
Estar(B − V). Figure 4 shows the comparison between our
model prediction with f = 1 and the observed flux. We plot
the mean and the standard deviation from available sam-
ples with black open circles with error bars. Note that the
standard deviation here includes a statistical uncertainty as-
sociated with the sample size (indicated with small numbers
in each bin) as well as an intrinsic scatter which encodes
the uncertainty in the SED fitting. Also, in the case of the
high-z [OII] samples in 3D-HST, we restrict ourselves to
galaxies whose redshifts are obtained from 3D-HST spec-
tra (z_best_s==2) and relatively close to photometric ones
in COSMOS2015 as |zspec − zphoto | < 0.2.
In general, it is clear that the f = 1 model tends to
overestimate the EL fluxes. In addition, we confirm apparent
trends by further comparing two panels of interest: first at
fixed line fluxes, both for [OII] (left panels) and Hα (right
panels), the f = 1 model more overpredicts the EL fluxes
at lower redshift. For instance, at log10(FobsOII /erg s−1 cm−2) =
−15.8, FmodelOII /FobsOII = 1.73± 0.82 for zCOSMOS at 0.48 < z <
1.54. Secondly, at a similar redshift, the f = 1 model tends to
overestimate the EL fluxes at a shorter wavelength. At z ∼ 1,
zCOSMOS [OII] gives as large as FmodelOII /FobsOII = 1.73 in the
flux-complete range, while 3D-HST Hα gives FmodelHα /FobsHα =
1.26.
In Figure 4, we also show the results with f = 0.44
(square points with dashed curves) which is consistent with
the measurement of the dust attenuation at z = 0 in Calzetti
et al. (1994). It is apparent that the model with f = 0.44
attenuates the EL fluxes too aggressively and generally
underpredicts the EL fluxes except for zCOSMOS Hα at
0 < z < 0.46. For zCOSMOS Hα, the small difference be-
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Figure 5. The dust attenuation factor, f , as a function of red-
shift. Our simple proposal, f (z) = 0.44 + 0.2z, comes from the
spectroscopic EL flux measurements, as discussed later (solid).
Another curve (dashed) is taken from Izquierdo-Villalba et al.
(2019), where the authors calibrated the redshift dependence from
the luminosity functions. Note that we normalize their curve such
that f (z = 0) = 0.44 to focus on the redshift evolution. The obser-
vational data points are mostly taken from Puglisi et al. (2016).
We plot the error bars along y axis when they are available, and
the ranges along x axis refer to redshift ranges for each observa-
tion.
tween f = 0.44 and f = 1 cases implies that modeling the
dust attenuation in star-forming nebulae is not so important
to predict Hα for the average population at z ∼ 0.
To reconcile these trends in the simplest f = 1 and f =
0.44 models, we argue that the redshift-dependent factor in
the stellar-to-nebular extinction ratio, i.e., f (z) in Eq. (3) can
be a reasonable candidate. To confirm this further, we divide
the predictions of the f = 1 model into ones binned with
the Estar(B − V) values in Figure 4. Solid lines with different
colors correspond to different values of Estar(B − V). Note
that, since the color excess is not so well constrained, we
choose the grid of the color excess parameter with ∆Estar(B−
V) = 0.1, following Laigle et al. (2016). Although statistically
insignificant, the predictions for galaxies with larger Estar(B−
V) tend to systematically more overestimate the EL fluxes.
A complication here is that the amount of the dust at-
tenuation necessary to match the observed EL fluxes cannot
be directly read from Figure 4. One should keep in mind that
we simultaneously fit the model with ELs to the multi-band
photometry. Therefore, the resultant values of the SED fit-
ting such as the stellar mass and the color excess are also
affected by the choice of different models of f (z). Here we
assume a linear evolution of f (z) just for simplicity, and find
that the following functional form works well, as we present
in the next subsection:
f (z) =
{
0.44 + 0.2z (z ≤ 2.8)
1 (z > 2.8) , (5)
where we enforce f to be one at z > 2.8, since f > 1 is
not physically plausible. In Figure 5, we compare Eq. (5)
(solid line) with other results in the literature. As mentioned
above, observations show that f = 0.44 at z = 0 and tend
to become larger at higher redshift. Our finding, Eq. (5), is
consistent with this trend, although there are discrepancies
in detail. Since it is under debate the detailed dependence of
f measurement on galaxy sample and methodology, we do
not discuss further the differences. We also compare Eq. (5)
with the result in Izquierdo-Villalba et al. (2019) (dashed
line). In Izquierdo-Villalba et al. (2019), they calibrated the
redshift evolution of f such that their prediction of the EL
fluxes in their semi-analytic simulation becomes consistent
with observed luminosity functions. Note that, although f in
Izquierdo-Villalba et al. (2019) differs for each single galaxy
depending on its metallicity and inclination angle etc., we
here normalize it so that f = 0.44 at z = 0, and focus on
the difference in the evolution. Even though the two curves
have been derived independently, they are both consistent,
with the same trend of higher f values at higher redshifts.
3.3 Results
3.3.1 Hα and [OII]
Figure 6 shows one of the main results of this paper. We
can see in that figure that our fiducial model with f (z) =
0.44+0.2z performs well for both Hα and [OII] within a fac-
tor of two beyond our completeness limits (arrows) in all red-
shift ranges. Despite of this success, we also confirm that our
model tends to more overestimate the EL fluxes in smaller
flux ranges. Even though such a failure could attribute to
various assumptions and simplifications in our modeling ap-
proach (see Appendix B), let us discuss some issues which
we have identified.
As mentioned above, the standard deviations shown in
Figure 6 include naturally contributions from any kind of un-
certainties. One uncertainty, which accounts at least partly
for larger errors at smaller fluxes, is the one in the SED
fitting to the photometry. Since we do not allow negative
modeled flux, the distribution of Fmodel should be cut off
at Fmodel = 0 when the width of the distribution becomes
sufficiently large. As a result, the mean of such a skewed
distribution can be larger than the original mean. To see its
impact, we generate random toy-model fluxes which follow
a normal distribution with its mean of Fobs and its variance
of σ(Fmodel), and then measure the mean and the standard
deviation of Fmodel/Fobs, cutting at Fmodel > 0. The result
is shown in Figure 6 (cyan square data points with a solid
line). The toy-model results are roughly consistent with the
overestimation trend of our predictions. Thus, even if our
model works well on average, large uncertainty results in a
skewed distribution with the cut at Fmodel > 0 and an ap-
parent biased result.
In addition, we have identified that the uncertainty of
photometric redshift determination impacts on our flux pre-
diction at high redshifts of z & 2. In the bottom-left panel
of Figure 6, we have already presented that the result looks
more consistent with unity, if we use the restricted sample
of galaxies whose photometric redshifts are relatively close
to spectroscopic ones. We do not confirm such a drastic im-
pact for the galaxies at lower redshift, z . 2. We visualize
the impact of photometric redshift more directly in Figure 7.
From Figure 7, it is even clearer that our prediction tends
to underestimate when we have a relatively large discrep-
ancy between two redshift estimates, |zbest − zphoto | & 0.1.
Notice that, as we mentioned before, zbest in 3D-HST does
not always correspond to a spectroscopically measured one.
Since we do not know true redshifts of the entire COSMOS
photometric galaxy sample, this is one of the fundamental
limitations of our flux modeling at z & 2.
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Figure 6. The performance of our fiducial model with f (z) = 0.44 + 0.2z. The structure of the figure is similar to Figure 4, except that
we now use all galaxies at 1.95 < zbest < 3.56 for the 3D-HST [OII] case (bottom left panel). For reference, we also show the result for the
restricted sample (z_best_s==2 and |∆z | = |zbest − zphoto | < 0.2) as in Figure 4 (magenta points with a dashed line). In addition, we obtain
the cyan curve by measuring the mean from random variables as Fmodel which follow a normal distribution, N(µ, σ), with µ = Fobs and
σ = σ(Fmodel) but by limiting to Fmodel > 0.
Finally, let us briefly comment on the consistency of
derived galaxy properties between this work and Laigle et al.
(2016) to see the impact of the EL model on the derived
galaxy properties. We compare the stellar mass and specific
SFR (sSFR). We find that our stellar mass estimate is robust
against the EL modeling: the two estimates are consistent
within 0.05 dex in the mean with the scatter of 0.1-0.2 dex,
depending on the stellar mass. The sSFR is more sensitive to
the EL modeling. The values in Laigle et al. (2016) tend to
be larger by 0.6-0.8 dex at log10(sSFR/yr−1) < −11, while two
estimates at higher sSFR becomes consistent within 0.1-0.2
dex in the mean with a scatter of 0.3-0.5 dex. This is one
of the reasons why our EL model do not rely on the SFR
estimate as in other previous works. Note that this trend is
consistent with the Horizon-AGN simulation result in Laigle
et al. (2019).
3.3.2 [OIII]
Even though our primary focus is the prediction of the [OII]
and Hα fluxes, let us briefly present the result for [OIII].
We do not use the [OIII] for the dust calibration, because
of possible contribution of AGNs to the line luminosity, es-
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Figure 7. The impact of photo-z accuracy on our flux prediction
at z & 2. Each data point represents Fmodel/Fobs for each 3D-HST
galaxy, color-coded by the absolute difference between the pho-
tometric redshift in COSMOS2015, zphoto, and the best estimate
in 3D-HST catalog, zbest.
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Figure 9. The redshift evolution of [OIII]/Hβ. Our default model
fixes it with 4.1 (dashed magenta line), while we show the result
with the case of free line ratio in our SED fitting (black solid
line). The gray region refers to 1-σ uncertainty. For reference,
we compare the direct measurements from observations in the
literature; Yabe et al. (2012); Shapley et al. (2005); Steidel et al.
(2014); Vanzella et al. (2016).
pecially at lower sSFR (e.g., Trump et al. 2015). Moreover,
[OIII] is not a good indicator of SFR because it is more sen-
sitive to ISM condition, while [OII] is more commonly used
because the excitation is sufficiently well-behaved to be cal-
ibrated (e.g. Kennicutt 1998a). In Figure 8, we show the
comparison of our prediction with the spectroscopic mea-
surements in zCOSMOS and 3D-HST. We note that we fix
the line ratio with [OIII]/Hβ = 4.1 for this result. The re-
sult looks very similar to the [OII] case. Our model tends
to overestimate the [OIII] fluxes at smaller fluxes, and the
impact of zphoto accuracy is not negligible at high redshift
range in 3D-HST. In general, our model works well within
a factor of two beyond the completeness limit. However, it
has been recently pointed out observationally that the line
ratio, [OIII]/Hβ., evolves with redshift on average (e.g., Yabe
et al. 2012; Kewley et al. 2013). Motivated by the fact that
there could be residual information on the [OIII] EL in the
intermediate wavelength ranges of the photometry, we redo
our fitting by letting the line ratio, [OIII]/Hβ, be free along a
coarse grid, as we described above. This result is also shown
with black solid lines in Figure 8 where we do not confirm a
drastic improvement in this comparison. Interestingly, how-
ever, we find that this result tends to recover the trend of
the increasing line ratio at high redshift, as we show in Fig-
ure 9. It is not surprising to obtain such a large uncertainty,
since our fitting relies only on photometric data.
4 Hα AND [OII] LUMINOSITY FUNCTIONS
The catalog of estimated emission-line fluxes for COS-
MOS2015 galaxies uniquely allows us to study emission-line
luminosity functions over a contiguous area of 1.38 deg2 and
up to redshifts of z = 2.5. In this section we present the
measurements and modelling of the Hα and [OII] luminos-
ity functions at different redshifts in the range 0.3 < z < 2.5.
4.1 Estimation of the luminosity function
Accurate estimation of the luminosity function at different
redshifts necessitates accounting for individual galaxy lumi-
nosity and redshift uncertainties, particularly when those
quantities are based on photometric information. The pho-
tometric redshift uncertainty affects the estimation of the
luminosity at a given flux, when fluxes are converted to
luminosities through the luminosity distance. Additionally,
our emission-line flux estimates have an intrinsic error that
further impacts the estimated luminosities. Although on av-
erage, our Hα and [OII] modelled fluxes are close to be un-
biased as shown in Figure 6, systematic uncertainties still
remain and need to be accounted for in the analysis of the
luminosity function. The effect of flux uncertainties on the
luminosity function is often referred to as the Eddington
bias. Overall, the two effects affect the estimated luminosity
function in a similar fashion: they introduce a luminosity-
dependent smearing. The modelling of luminosity uncertain-
ties is addressed in the next subsection and we concentrate
in the following on the impact of redshift uncertainties.
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In order to derive the luminosity function from photo-
metric samples it is crucial to account for redshift uncer-
tainty. Unbiased estimates can be derived from the knowl-
edge of the redshift probability distribution function as-
sociated with each galaxy. This can be achieved using
deconvolution- or convolution-based estimators (e.g. Sheth
2007; Sheth & Rossi 2010). In this work we use the Vmax
convolution estimator described in Sheth & Rossi (2010) for
which the estimated luminosity function is given by
Φ(L) =
∫
dL′N(L′)P(L |L
′)
Vmax(L), (6)
where L′ is the estimated luminosity, N(L′) is the number of
galaxies with estimated luminosity L′, P(L |L′) is the proba-
bility of the true luminosity given the estimated luminosity
of L′, and Vmax is the maximal volume in which each galaxy
is observable. In practice, Eq. (6) can be estimated as a sum
over galaxy luminosity probability distribution functions
Φ(L) =
∑
L′
P(L |L′)
Vmax(L)Θ(L), (7)
where Θ(L) is equal to unity for L in [L− dL/2, L+ dL/2] and
null otherwise. In our analysis, galaxy Vmax(L) are all set
to the total analysed volume. We make this choice because
of the difficulty of defining Vmax for emission-line galaxies
in a survey selected in near-infrared apparent magnitudes
(Laigle et al. 2016). As a consequence, we do not correct for
the Malmqvist bias affecting the faint end of the luminosity
function in the estimator. Instead, we use conservative faint
limits below which data are not used in the analysis (see
section 4.3).
The LePhare code provides output information about
single galaxy redshift uncertainty. In particular, it returns
for each galaxy the likelihood of the photometric data for
different given true redshifts z, i.e. the probability P(z′ |z). In
the latter definition, z′ is the estimated redshift and effec-
tively identifies the photometric data of one galaxy. This can
be turned into the probability of the redshift given the data
(i.e. the posterior likelihood) by using Bayes theorem, i.e.
P(z |z′) = P(z′ |z)P(z) where P(z) is the prior distribution (e.g.,
Ben´ıtez 2000). To estimate the prior distribution P(z), previ-
ous measurements of the luminosity or stellar mass function
evolution in the COSMOS field (Ilbert et al. 2013; David-
zon et al. 2017) can be used, from which one can derive
the expected number of galaxies as a function of redshift.
Although this may resemble a circular problem, since the
redshift evolution of the luminosity function allows the pre-
diction of the global P(z), which is needed to estimate the
luminosity function in the first place, the P(z) can be deter-
mined iteratively and self-consistently. In practice, an initial
guess can be used to estimate the luminosity function at
different redshifts. The best-fitting evolutionary model to
those measurements is then used to update the prior P(z).
This cycle is repeated several times to refine the estimate of
the prior P(z). We find that this converges quickly after a
few iterations. After performing various tests, we find that
the exact shape of the prior P(z) is not crucial and its rig-
orous knowledge does not affect significantly the luminosity
function estimation, at least in the case of the COSMOS
data.
From the P(z |z′) and the observed flux of each galaxy,
one can derive P(L |L′). Here we assume that the flux is the
true flux and has no associated error. The impact of flux
error is treated separately (see section 4.2). Finally, we note
that, to estimate the luminosity function in redshift inter-
vals, one needs to set P(L |L′) to zero in Eq. (7) for L as-
sociated to z outside of the redshift interval considered. In
this way, one only takes the luminosity contribution of each
galaxy in the considered redshift range.
4.2 Modelling luminosity error
One can quantify the flux modelling errors by calculating the
difference between estimated fluxes and direct flux measure-
ments from reference spectroscopic samples. The full error
distribution as a function of the true luminosity needs to be
assessed first. Once this is known, one can derive the condi-
tional probability of the luminosity difference given the true
luminosity, which can then be used as convolution kernel
to reproduce the observed luminosity function. The latter is
thus given by
Φobs(L) = Φtrue(L) ∗ P(∆L |L), (8)
where Φobs(L), Φtrue(L), and P(∆L |L) are the observed lu-
minosity function, true luminosity function, and conditional
probability distribution function of the luminosity difference
∆L = Lest − L given the true luminosity L, respectively. Lest
is the estimated luminosity and the symbol ‘*’ indicates the
convolution product. Effectively, Eq. (8) reduces to a convo-
lution with a variable kernel in L. We use this forward mod-
elling approach to account for flux modelling errors later in
the luminosity function analysis.
The reference spectroscopic Hα and [OII] measurements
that we are using do not fully cover the redshift and mag-
nitude range of the COSMOS2015 catalog. Moreover, some
spectroscopic samples have relatively low numbers of ob-
jects and are incomplete, making the probability distribu-
tion function difficult to estimate due to the high level of
noise in those cases. To tackle those problems, we employ
the extreme deconvolution method of Bovy Jo et al. (2011)
that generalizes the Gaussian mixture model density esti-
mation in the case of incomplete, heterogeneous, and noisy
data. The method provides a model for the underlying dis-
tribution in the form of a Gaussian mixture
M(θ) =
K∑
i=1
wiG(µi,Σi), (9)
where θ is the parameter vector (in our case θ = (∆L, L)),
wi are weights, G(µi,Σi) is the multivariate Gaussian with
means µi and covariance matrix Σi , and K is the number
of multivariate Gaussian components. The underlying as-
sumption is that P(∆L, L) is a smooth function, which is
reasonable. We thus apply the extreme deconvolution algo-
rithm to estimate the joint probability distribution P(∆L, L).
In practice, we work with the logarithm base 10 of the lumi-
nosity and the first variable of the joint probability reduces
to ∆ log10 L = log10(Fest/F), where Fest and F are the esti-
mated and true fluxes, respectively.
In the case of Hα, we use zCOSMOS-Bright and 3D-
HST reference spectroscopic samples to cover all redshift up
to z = 1.6: Hα is visible in zCOSMOS-Bright at z < 0.6
and in 3DHST sample between z = 0.6 to z = 1.6. We split
the entire redshift range in four intervals: 0.3 < z < 0.6,
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Figure 10. Joint probability distribution of Hα luminosity er-
ror and true luminosity in the spectroscopic samples zCOSMOS-
Bright and 3D-HST. The various panels correspond to different
spectroscopic redshift intervals. The colour scheme from yellow to
black encodes the level of probability with arbitrary normalisa-
tion. The squares show the two-dimensional histogram of the data
and the contours correspond to the best-fitting Gaussian mixture
model. The colours scale similarly for both cases.
0.6 < z < 0.9, 0.9 < z < 1.25, 1.25 < z < 1.6, in which
we later estimate the luminosity functions. The raw esti-
mate of P(∆ log10 LHα, LHα) obtained by performing the two-
dimensional histogram of the data as well as the best-fitting
Gaussian mixture model obtained with the extreme decon-
volution method are shown in Figure 10. The best-fitting
model is obtained by using a mixture of three bivariate Gaus-
sians (i.e., with K = 3 in Eq. 9). We use the latter model as
our baseline model for the conditional luminosity error in
the analysis of the luminosity function.
In the case of [OII], we cannot estimate the flux mod-
elling errors over the entire COSMOS redshift range, since
[OII] fluxes are not always visible in the reference spectro-
scopic samples at our disposal. We can use zCOSMOS at z <
1 and 3D-HST at the highest redshifts, between z = 2 and z =
2.5. Similarly to for Hα, we estimate P(∆ log10 L[OII], L[OII])
using the extreme deconvolution method on the three red-
shift intervals: 0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5.
The best-fitting models are obtained by using a mixture of
three bivariate Gaussians and are shown in Figure 11. We
note that, in the estimation of luminosity error distribution,
we only consider spectroscopic flux measurements that have
a signal-to-noise ratio above three.
Figure 11. Same as Fig. 10 but for the case of [OII].
4.3 Measurements of the Hα and [OII] galaxy
luminosity functions
We measure the Hα luminosity function in five redshift in-
tervals: 0.3 < z < 0.6, 0.6 < z < 0.9, 0.9 < z < 1.25, 1.25 <
z < 1.6, and 1.6 < z < 2. Those measurements are shown
in Figure 12. Error bars include both Poisson and sample
variance errors and the two contributions are summed up in
quadrature. The sample variance contribution in each red-
shift interval is estimated using the method of Moster et al.
(2011) and assuming a Planck 2015 matter power spectrum
and the galaxy linear biases given in Orsi et al. (2014). For
simplicity, we ignore off-diagonal components in the covari-
ance matrix, whose impact is not important at the bright
end (Smith 2012). We define conservative completeness limit
for each redshift interval at faint luminosities. These are
log10(Llim/erg s−1) = (40, 41.1, 41.5, 42, 42.3) for the different
redshift intervals, respectively. Note that the completeness
limits adopted here are different from the ones in Figure 2
but are consistent. It is clear from Figure 12 that our data
are mostly sensitive to the bright end of the luminosity func-
tion, except in the low-redshift interval at 0.3 < z < 0.6. In
the case of [OII], we restrict the analysis to the three redshift
intervals: 0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5, where
the luminosity error modelling can be performed. We adopt
the completeness limits of log10(Llim/erg s−1) = (40, 41, 42) for
the 0.3 < z < 0.6, 0.6 < z < 0.9, and 2 < z < 2.5 intervals, re-
spectively. The [OII] luminosity function measurements are
presented in Figure 14.
Now, let us model the observed luminosity functions
with a time-evolving empirical model, including the effect
of luminosity errors originated from flux modelling. We as-
sume a Schechter (1976) function with varying Φ∗ and L∗
with redshift. We model those redshift variations with spe-
cific dependencies in powers of 1 + z. Similarly as in Geach
et al. (2010), we use a double power law model for the nor-
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Figure 12. The estimated Hα luminosity functions from the EL-COSMOS catalog in the six considered redshift intervals between
z = 0.3 and z = 2. The effective redshift as defined by Eq. 13 is provided in each panel. The black solid curves show our best-fitting models
including the convolution by the luminosity error distribution, while red solid curves correspond to the associated intrinsic luminosity
function models. The vertical dashed lines show the luminosity completeness limits considered in the fit.
malization parameter φ∗(z) to gain in flexibility. After sev-
eral tests with different parameterizations, we find that this
choice best reproduce the observed evolution with redshift
of the luminosity function in our data for both Hα and [OII].
The model for the observed luminosity function at redshift
z is
Φobs(L |z) = Φtrue(L |z) ∗ P(∆L |L, z), (10)
where
Φtrue(L |z)dL = Φ∗(z)
(
L
L∗,0(1 + z)β
)α
e
− L
L∗,0(1+z)β dL
L∗,0(1 + z)β
,
(11)
and
Φ∗(z) =
{
Φ∗,0(1 + z)γ for z < zpivot
Φ∗,0(1 + zpivot)γ+ (1 + z)− for z > zpivot. (12)
The conditional probability P(∆L |L, z) in Eq. (10) corre-
sponds to the best-fitting Gaussian mixture models in the
redshift intervals presented in section 4.2. Overall, the model
has 7 free parameters: Φ∗,0, L∗,0, α, β, γ,  , and zpivot. How-
ever, our measurements do not allow us to constrain all of
these with the same precision. In particular, the faint-end
slope index α cannot be well constrained with our data
alone because of our bright completeness limits except at
0.3 < z < 0.6. We therefore fix α = −1.35 (α = −1.25) in the
case of Hα ([OII]). We choose those values as they best re-
produce our low-redshift faint-end luminosity function mea-
surements. Those are very close to the usually assumed or
measured values in the literature (Pozzetti et al. 2016; Com-
parat et al. 2016). We do not consider any evolution with
redshift for this parameter in our model.
In the case of Hα, the 3D-HST spectroscopic sample
does not cover the last redshift interval considered here and
we lack an estimate of the luminosity error distribution in
that interval. We find however that the observed luminosity
function is quite similar to that in the previous redshift inter-
val at 1.25 < z < 1.6, particularly in the way it drops at the
highest luminosities. The apparent excess of bright galaxies
is the reflection of the convolution with the luminosity error.
Since we do not expect a strong evolution in the shape of
the luminosity function in the last two bins and given the
similarity in the shape of the luminosity function, we as-
sumed the luminosity error distribution to be quite similar.
We therefore use the same P(∆L |L, z) at 1.25 < z < 1.6 and
1.6 < z < 2.
We perform a likelihood analysis of the combined ob-
served luminosity functions in all redshift intervals, consid-
ering all luminosity bins above the luminosity completeness
limits defined previously. For this purpose, we use the Monte
Carlo Markov Chain ensemble sampler emcee (Foreman-
Mackey et al. 2013). We define the effective redshift asso-
ciated to each redshift interval as the mean of the summed
individual galaxy P(z |z′) in the subsamples, i.e.
z¯ =
∫ (∑
z′ P(z |z′)
)
zdz∫ ∑
z′ P(z |z′)dz
(13)
The best-fitting convolved model is shown with the black
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Emission line log10 Φ∗,0 γ  zpivot log10 L∗,0 β α (fixed)
Hα 2.92±0.03 1.30±0.12 1.86±1.40 1.53±0.12 41.59±0.03 1.91±0.08 -1.35
[OII] 1.89±0.04 -1.96±0.18 -2.48±0.21 1.00±0.02 40.73±0.02 2.61±0.08 -1.25
Table 1. Hα and [OII] luminosity function parameter central values and associated 68% marginal uncertainties. Φ∗,0 and L∗,0 are in
units of Mpc−3 and erg s−1 respectively.
Figure 13. The posterior probability distribution function of
the luminosity function parameters. The constraints for the Hα
and [OII] parameters are show in orange and red respectively. The
contours correspond to 68%, 95%, and 99% confidence levels for
the various pairs of parameters.
curve in Figures. 12 and 14, while the underlying error-
free model is shown in red. One can see in those figures
that our models reproduce well the observed evolution of
the luminosity function with the exception of the interval
0.6 < z < 0.9. In the latter interval, the observed luminosity
function is significantly above the best-fitting model. This
can be explained by invoking sample variance, the fact that
in this particular volume there is potentially a high overden-
sity that locally boosts the number of Hα emitters. In fact,
such effect has already been evidenced in previous analy-
ses in the COSMOS field in this particular redshift interval
with the discovery of an overdense structure in form of a
wall at z = 0.73 (Cassata et al. 2007; de la Torre et al. 2010;
Iovino et al. 2016). The posterior likelihood contours for Hα
and [OII] luminosity function parameters are presented in
Figure 13. The reduced χ2min are χ
2
min/dof = 309.1/69 ' 4.5
and χ2min/dof = 441.2/62 ' 7.1 for Hα and [OII] luminosity
functions fits respectively.
In the case of [OII], our luminosity function measure-
ments are restricted to three redshift intervals between z =
0.3 and z = 2.5 with a gap at 0.9 < z < 2. This makes it
unrealistic to constrain the entire [OII] luminosity function
evolution at 0.3 < z < 2.5 with our data alone. We there-
fore add external [OII] luminosity function measurements
at 0.9 < z < 2 in the fit. We include three of the most com-
plete and accurate luminosity function measurements. Those
are z = 0.95 and 1.22 measurements from Comparat et al.
(2015) and the z = 1.47 measurement from Khostovan et al.
(2015), which are shown in the lower panels of Figure 14.
We can see in the figure that we are able to fit reasonably
well with our model the luminosity functions at all redshifts,
including those coming from external datasets. We note that
in the regime of bright luminosities, previous measurements
tend to show an excess from a pure Schechter functional
form. This can be due to contamination from AGNs in those
samples, or simply the contribution from starburst galaxies,
as predicted by semi-analytical models for instance (e.g.,
Gonzalez-Perez et al. 2018). Given those uncertainties, we
do not attempt to model this feature in the observed [OII]
luminosity functions.
4.4 Comparison to the literature
Our predicted Hα luminosity functions are compared in Fig-
ure 15 with the previous measurements compiled by Pozzetti
et al. (2016) and whose effective redshifts fall inside our red-
shift intervals. There is an overall agreement with previous
direct measurements, which nonetheless show a significant
scatter at similar redshifts. It is important to emphasize that
most of these have been obtained from small-size surveys,
below one square degree, and are significantly more affected
by sample variance than we are. Pozzetti et al. (2016) used
those measurements to model the redshift evolution of the
Hα luminosity function, defining three different evolutionary
models. Their models are reported in the figure. We recall
that our model has a very similar functional form as their
model 1. We find a very good agreement between our best-
fitting model and their model 1 and model 2 predictions.
Our model tends to fall in between those two models in the
bright end. The difference in number density with model 1
increases at z > 1.25.
Valentino et al. (2017) used a similar method to esti-
mate Hα line fluxes in the COSMOS2015 and GOODS-S
fields, and from them derive Hα luminosity function and
counts. They restricted their analysis to the redshift range
0.9 < z < 1.8 and found luminosity functions that fall in
between Pozzetti et al. (2016)’s models 1 and 3, therefore
below our predictions. In their work, they used the observed
galaxy SED and rest-frame UV to estimate Hα flux with
Kennicutt (1998a) relation. Their treatment of the dust at-
tenuation however slightly differs from ours. They assumed
a constant stellar-to-nebular attenuation ratio of f = 0.57
calibrated on FMOS-COSMOS spectroscopic sample, while
we used a more detailed redshift-dependent f (z) calibrated
on zCOSMOS and 3D-HST samples, taking advantage of the
larger statistic available in those samples. Moreover, while
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Figure 14. The estimated [OII] luminosity functions from our Emission-Line COSMOS catalog in the three considered redshift intervals
are presented in the top panels. The bottom panels show the external measurements from Comparat et al. (2015) and Khostovan et al.
(2015), which we also include in our analysis. The effective redshift as defined by Eq. 13 is provided in each panel. The black solid curves
show our best-fitting models including the convolution by the luminosity error distribution (only for EL-COSMOS measurements),
while red solid curves correspond to the associated intrinsic luminosity function models. The vertical dashed lines show the luminosity
completeness limits considered in the fit.
they assumed a constant Hα luminosity estimation error, we
account for its redshift and intrinsic luminosity dependences.
Finally, we provide a proper treatment of photometric red-
shift error based on the full usage of the redshift probability
distribution function for each galaxy. Photometric redshift
errors can have an impact on the luminosity estimation, and
in turn, on the luminosity function estimation, which was
neglected in Valentino et al. (2017). These methodological
differences may explain the different Hα counts (see Section
5).
Our predicted [OII] luminosity functions are compared
to the Comparat et al. (2016) compilation of previous mea-
surements in Figure 16. The comparison is done for mea-
surements whose effective redshifts fall inside our redshift
intervals. On can see that in each interval, there is signifi-
cant scatter among measurements. Part of this comes from
a significant redshift evolution of the luminosity function.
Nonetheless, at similar effective redshifts we find a good
agreement between our best-fit luminosity function model
and previous measurements given the uncertainties. We also
compare our model to the Schechter model of Comparat
et al. (2016), shown with the dashed line in Figure 16. The
two models show very similar predictions above z = 2 on the
bright end, while at z < 0.9 Comparat et al. (2016) predicts
more bright [OII] emitters.
5 PREDICTION OF Hα- AND [OII]-EMITTER
GALAXY COUNTS
We present in Figure 17 the Hα galaxy counts as a function
of redshift for different limiting fluxes: Flim/(erg s−1 cm−2) =
5 × 10−17, 1 × 10−16, and 2 × 10−16. These are compared
with the predictions from Pozzetti et al. (2016) model 1,
2, and 3. Their models 1 and 3 are current baseline for
the Euclid mission cosmological predictions (Laureijs et al.
2011). We also include the expected counts for the complex
Hα+[NII], since Hα and [NII] lines will be blended at Euclid
and WFIRST spectral resolutions. For this, we use the stel-
lar mass- and redshift-dependent Hα/[NII] empirical model
from Faisst et al. (2018).
As expected from the luminosity function comparison in
Figure 12, our model predicts more Hα-emitter galaxies than
the most optimistic model of Pozzetti et al. (2016) (model
1), particularly at the highest redshifts. By integrating those
redshift distributions over the redshift range where Hα will
be visible with Euclid red grism in the Euclid Wide survey,
i.e. 0.9 < z < 1.8, we find an expected number of galaxies at
the Euclid wide survey depth of FHα > 2× 10−16 erg s−1 cm−2
of 6484± 69 galaxies per deg2. For the Hα+[NII] complex at
similar depth and redshift range, we expect 9992±85 galaxies
per deg2. At the depth of the Euclid Deep survey, i.e. FHα >
5×10−17 erg s−1 cm−2, we expect 47955±186 galaxies per deg2
in the same redshift range. Valentino et al. (2017) found for
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Figure 15. Comparison between our best-fit Hα luminosity function model and previous measurements from the literature in different
redshift intervals (see legends). The measurements from the literature are shown with the different points (Tresse et al. 2002; Sobral
et al. 2013; Shim et al. 2009; Colbert et al. 2013), their color encoding the effective redshift. Our model is presented with the solid line
and Pozzetti et al. (2016) models 1, 2, and 3 with the dashed, dot-dashed, and dotted lines respectively.
Figure 16. Comparison between our best-fit [OII] luminosity function model and previous measurements from the literature in different
redshift intervals (see legends). The measurements from the literature are shown with the different points (Drake et al. 2013; Ciardullo
et al. 2013; Comparat et al. 2015, 2016; Sobral et al. 2015; Khostovan et al. 2015), their color encoding the effective redshift. Our model
is presented with the solid line and Comparat et al. (2016) model with the dashed line for comparison.
the Euclid Wide survey, and using COSMOS data, a surface
density of 3796 galaxies per deg2 in the case of the Hα+[NII]
complex. This is only 38% of what we found and also lower
than predicted by Pozzetti et al. (2016) model 3.
The WFIRST survey aims at targeting Hα emitters
with grism spectroscopy at a smaller flux limit compared to
Euclid Wide survey. The expected WFIRST Hα flux limit is
10−16 erg s−1 cm−2 (Spergel et al. 2013). The corresponding
number counts predictions in the range of WFIRST grism
observations, i.e. 0.5 < z < 1.9, is 28600 ± 144 or 35506 ± 160
galaxies per deg2 for the Hα+[NII] complex. Overall, our
model tends to predict between 20% and 34% more Hα
galaxies than previously expected at those flux limits, which
may improve the cosmological constraining power of Euclid
and WFIRST surveys.
We also compare our Hα+[NII] counts prediction to the
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Figure 17. The predicted number of Hα-emitter galaxies per
deg2 as a function of redshift for the three limiting fluxes (from top
to bottom): Flim/(erg s−1 cm−2) = 5× 10−17, 1× 10−16, and 2× 10−16,
corresponding to the limits for Euclid Deep, WFIRST, Euclid
Wide surveys respectively. Our predictions are shown with the
thick solid curves, while Pozzetti et al. (2016) model 1 and model
3 are shown with the dashed and dotted curves respectively. We
also present our predicted Hα+[NII] redshift distributions for the
two brightest flux limits with the thin solid curves. The semi-
analytical model predictions from Merson et al. (2018) for the
Euclid Wide case assuming (from top to bottom) Calzetti et al.
(2000), Ferrara et al. (1999), Charlot & Fall (2000) attenuation
models are also shown.
semi-analytical model predictions of Merson et al. (2019).
The latter work predicts the number counts for the Euclid
Wide survey (based on Pozzetti et al. (2016) model 3) using
three different models for dust attenuation: Calzetti et al.
(2000), Ferrara et al. (1999), and Charlot & Fall (2000).
Those are shown in Figure 17 and are below the expectation
from our model.
Subaru PFS is another forthcoming galaxy redshift sur-
vey whose cosmology part aims at performing a 1400 deg2
galaxy survey at redshifts typically between z = 0.6 and
z = 2.4 (Takada et al. 2014) (see also Figure 1). The cur-
rent baseline selection is based on a g magnitude and g − r
colour criterion, optimized to preselect galaxies above red-
shift one (Takada et al. 2014). The spectral range of the spec-
trograph, its sensitivity, and the planned observing strategy
make the survey mostly sensitive to [OII] emitters in that
redshift range. Thus, the ability of determining galaxy red-
shifts will be closely related to that of detecting the [OII]
emission lines in the galaxy spectra. The [OII] detectabil-
ity can be adjusted by setting a signal-to-noise ratio (SNR)
threshold that ensures a reliable galaxy redshift determina-
tion.
We use our catalog to estimate the expected number
of galaxies targeted in PFS. From the galaxy best-fitting
template SED and HSC filter responses, we first predict (g,
r, i, z, y) apparent magnitudes for all galaxies in the catalog.
Then we use the PFS selection:
23.2 < g < 24.2 & 0.05 < g − r < 0.35 & SNR[OII] > 6. (14)
Note that this selection criterion is a slightly updated ver-
sion from the original one defined in Takada et al. (2014),
which was based on the J09 catalog. The SNR are obtained
by taking the ratio between the corrected [OII] flux and
estimated underlying noise. We correct the [OII] fluxes for
residual estimation error using the results from our lumi-
nosity function analysis. We compute the average relation
between the uncorrected (Lu) and corrected (Lc) luminosity
by performing an abundance matching and solving for Lc
given (Lu, z), i.e.∫ ∞
Lc
Φc(L, z)dL =
∫ ∞
Lu
Φu(L, z)dL (15)
where Φc (Φu) is the corrected (uncorrected) luminosity
function. This assumes that the luminosity ranking is pre-
served. The noise is computed by using the PFS exposure
time calculator for a 15-minutes exposure, as described in
Takada et al. (2014), but with the latest expected instrumen-
tal sensitivity. The predicted number counts for the PFS tar-
get ELGs as a function of redshift is presented in Figure 18.
Both corrected and uncorrected counts are shown together
with the prediction from the [OII] luminosity function for
a purely flux-limited selection for comparison. In that case,
we set the flux limit to 6σ(Fλ) = 6.3 × 10−17 erg s−1 cm−2,
where σ(Fλ) is the flux noise averaged over 0.6 < z < 2.4 in
PFS. The predicted flux-limited counts based on Comparat
et al. (2016) luminosity function are also shown in the fig-
ure. We find that, when averaging over 0.6 < z < 2.4, our
model predicts 8% less galaxies than Comparat et al. (2016)
model. One can see in the figure that the EL-COSMOS cor-
rected counts for the PFS targets show a dip at z ∼ 1.6.
This is associated to specific features in the PFS through-
put estimate which propagates into the estimated SNR. This
effectively reduces the SNR at this redshift, mostly affect-
ing the corrected counts that have smaller SNR on average.
By integrating the estimated PFS (corrected) counts over
0.6 < z < 2.4 we find an expecting number of 3886 ± 53
galaxies per deg2.
6 SUMMARY AND CONCLUSION
The majority of next-generation galaxy redshift surveys aim-
ing at understanding the accelerated expansion of the Uni-
verse will target emission-line galaxies at intermediate red-
shifts, and up to about 2. Despite this craze for emission-line
galaxies, little is known about their physical properties and
abundance, particularly at redshifts above unity. It is how-
ever essential to model and understand emission lines from
star-forming galaxies in order to design and prepare those
high-redshift galaxy redshift surveys. We try to address this
question in this paper by building a value-added catalog
based on the COSMOS2015 catalog of Laigle et al. (2016),
which includes main emission-line fluxes in addition to the
already available galaxy physical properties.
We use an empirical but physically-motivated approach
to model the galaxy emission-line fluxes in the COSMOS
field, where deep multi-band photometric datasets are avail-
able. We perform a SED fitting to COSMOS2015 galaxies
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Figure 18. The predicted number of [OII]-emitter galaxies per
deg2 targeted in the PFS survey as a function of redshift. The red
solid line is our prediction from the luminosity function when we
only impose a flux limit of 6.3 10−17 erg s−1 cm−2. This is com-
pared with the prediction from Comparat et al. (2016) luminosity
function (orange dashed). We also show the results when directly
using the EL-COSMOS catalog and impose the PFS magnitude
and color cuts as well as the most updated flux noise as a func-
tion of wavelength (blue curves): the solid (dotted) blue curve
shows the case with (without) the correction of [OII] luminosity
(see Section 5). The dip at z ∼ 1.6 comes from features in the
PFS throughput estimate, which effects are amplified in the low
signal-to-noise ratio regime.
including a careful EL flux modeling based on the number
of photo-ionizing photons predicted by the stellar continuum
template. Our prediction of the intrinsic EL flux is consis-
tent with the empirical Kennicutt relation (see Figure 3). We
find that a simple, redshift-independent model for the dust
attenuation fails to explain the observed [OII] and Hα fluxes
in zCOSMOS and 3D-HST samples at the same time. In ad-
dition, this failure seems correlated with inferred values of
the dust attenuation for the stellar continuum. On the basis
of these findings, we propose to introduce a redshift evo-
lution in the dust stellar-to-nebular attenuation parameter,
f (z) = 0.44 + 0.2z, which is qualitatively consistent with di-
rect observations and the semi-analytic model predictions of
Izquierdo-Villalba et al. (2019) (Figure 5). We show the per-
formance of our EL flux modeling in section 3.3. In general,
our predictions are consistent with the observed EL fluxes
in zCOSMOS and 3D-HST within a factor of two. We also
discuss possible reasons which drive some discrepancies in
our modeling (Figures. 6 and 7).
Using the derived EL flux, we have been able to mea-
sure for the first time the Hα and [OII] luminosity functions
in a consistent way over a wide range of cosmic epochs, from
z = 0.3 to z = 2.5. We take a particular care of the impact of
redshift and EL flux modeling uncertainties on the LFs. In
particular, we model the uncertainties of EL luminosities in
light of the reference spectroscopic samples zCOSMOS and
3D-HST (section 4.2). We model the redshift evolution of the
LFs using a Schechter function with redshift-dependent pa-
rameters (section 4.3), and compare our best-fit model with
previous LF measurements in the literature (section 4.4). We
finally present our predictions of the ELG number densities
in forthcoming surveys including PFS and Euclid (section 5).
We believe that our synthetic catalog of EL fluxes pro-
vides an informative mapping between galaxy global prop-
erties and EL fluxes that can be used to investigate galaxy
star formation properties and their evolution, although there
still remains limitations and uncertainties. We make the cat-
alog as well as the modeled spectral energy distribution for
all COSMOS2015 galaxies publicly available. The detailed
description of the catalog release is given in Appendix C.
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APPENDIX A: PHOTOMETRIC REDSHIFT
UNCERTAINTY
Figure A1 shows a comparison between photometric red-
shift in COSMOS2015 and spectroscopically measured val-
ues. Here we focus on the comparison only for the EL galax-
ies for the zCOSMOS-Bright and 3D-HST galaxies. We refer
readers to Laigle et al. (2016) for more general comparison.
We also estimate the uncertainties of photometric redshift
with the form of zphoto = zspec ± σ(1 + zspec) where σ we
calculate σ as the normalized median absolute deviation,
1.48× median(|zphoto− zspec |/(1+ zspec)). As stated in the main
text, the standard deviation, σ, in 3D-HST is relatively large
due to the fact that zbest does not necessarily come from the
spectroscopic redshift of the emission lines.
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Figure A1. Photometric redshift in COSMOS2015 versus spectroscopic redshift in zCOSMOS (left) and 3D-HST (right) for our EL
galaxy samples. Hα, [OII], and [OIII] are shown with red, blue, and cyan data points, respectively. We also quote the standard deviation,
σ, as zphoto = zspec ± σ(1 + zspec).
APPENDIX B: THE IMPACT OF EL
MEASUREMENT UNCERTAINTIES IN THE
REFERENCE SPECTROSCOPIC SAMPLES
In this appendix we discuss the impact of the uncertainties
on the reference spectroscopic samples. In Section 3.3, we
showed all the results without making any cuts in terms of
the quality of the EL measurements in the reference spectro-
scopic samples, while we make a cut of S/N > 2.5 in the lumi-
nosity function analysis. We have made this choice, since we
are interested in the comparison of our EL model even at the
very faint flux end. In Figure B1, we present the signal-to-
noise (S/N) of the [OII] flux measurements for zCOSMOS
(left) and 3D-HST (right). The completeness limit we de-
fined in Figure 2 roughly correspond to S/N of 10 and 3,
respectively. We expect from Figure B1 that the impact of
the low S/N galaxies on the flux comparison is more signifi-
cant in 3D-HST than the one in zCOSMOS. For this reason
we study its impact in the 3D-HST case in Figure B2. As
expected, the restriction of S/N does not make a significant
impact in the flux ranges beyond our completeness limit.
The sample size of objects at the faint end is restricted due
to their low S/N, which makes the statistical argument in
that regime less conclusive.
APPENDIX C: EL-COSMOS CATALOG
DESCRIPTION
We make our EL-COSMOS catalog with all spectra publicly
available on the ASPIC database at http://cesam.lam.fr/
aspic/. In Table C1, we summarise the available quantities
in the catalog and refer the reader to Laigle et al. (2016) for
the definition of the magnitude filters. We also show three
examples of predicted spectra (black lines) in Figure C1,
which we compare to observed zCOSMOS or 3D-HST spec-
tra (blue lines). Note that, for a fair comparison, we apply
the aperture correction on the observed zCOSMOS spec-
tra, and convolve our model spectra with a Gaussian filter
of width 3 (35) angstroms to mimic zCOSMOS (3D-HST)
spectral resolution. In addition, we shift the model spectra to
exactly match the spectroscopic redshift. We recall that the
modeled fluxes have non-negligible uncertainties and thus
the catalog may be more suited for statistical studies.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B1. The signal-to-noise in the EL measurements for our zCOSMOS-bright (left) and 3D-HST (right) samples.
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Figure B2. The similar figure to Figure 5 only for 3D-HST but after applying the cut with S/N > 2.5 for the EL measurements (cyan
points and curves). The black solid curves are exactly the same as Figure 5.
Field Units Description
ID - The unique ID of a galaxy in the COSMOS2015 catalog
RA deg Right ascension angle
Dec deg Declination angle
ZPHOT - Photometric redshift from the COSMOS2015 catalog
MASS BEST M Stellar mass
SFR BEST M yr−1 Star formation rate
SSFR BEST yr−1 Specific star formation rate
u CFHT AB magnitude u-band CFHT predicted magnitude
g HSC AB magnitude g-band HSC predicted magnitude
r HSC AB magnitude r-band HSC predicted magnitude
i HSC AB magnitude i-band HSC predicted magnitude
z HSC AB magnitude z-band HSC predicted magnitude
y HSC AB magnitude y-band HSC predicted magnitude
J VISTA AB magnitude J-band VISTA predicted magnitude
H VISTA AB magnitude H-band VISTA predicted magnitude
K VISTA AB magnitude K-band VISTA predicted magnitude
[OII] erg s−1 cm−2 Estimated [OII] (λ3727, λ3730) flux
Hb erg s−1 cm−2 Estimated Hβ λ4863 flux
[OIIIa] erg s−1 cm−2 Estimated [OIII] λ4960 flux
[OIIIb] erg s−1 cm−2 Estimated [OIII] λ5008 flux
Ha erg s−1 cm−2 Estimated Hα λ6565 flux
Table C1. Details of data field in the released fits file.
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Figure C1. Three examples of our modeled spectra compared with zCOSMOS (top and middle) or 3D-HST observed spectra (bottom).
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