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Introduction
The problem of decomposing tensor products of finite-dimensional representations of finite-dimensional, simple, complex Lie algebras occurs frequently in both mathematics and physics. There are several methods available, but most of them are practically useful only if the rank is small. In this paper we will focus on two problems.
(1) In some applications we need at least partial results for cases with high or even arbitrary rank [S] . (2) In some applications the splitting of a tensor square into its symmetric and anti-symmetric parts, A @ i = S2/2 @ AZ& is crucial [S] . A good reference for problems of the first kind is the fundamental paper by Dynkin [2] . He gives several rules that allows us to immediately identify some summands. (Cahn [l] gives a very readable presentation of the relevant results from Dynkin's paper.) In Section 3 we will extend some of Dynkin's results. In Section 4 we will prove some similar results about the A 0 I = S2A 0 A21 decomposition using the method of successive subtractions. This paper grew out of a suggestion by Wu-yi Hsiang at Berkeley to generalize Wolf's classification of the isotropy irreducible homogeneous spaces [S] to the spaces with 2 or 3 irreducible summands in the isotropy group representation. It turned out that these had already been classified by Kramer [5] using results from his earlier papers [3, 4] . These results [3, 4] have the same aim as the results in this paper and are more powerful in the sense that they in general will determine more summands. My results, however, are more direct and elementary and will in some cases give more precise information.
Notation
We will use the following notation. g will denote a finite-dimensional simple complex Lie algebra with root system A. We pick a basis of simple roots n = {ar, . . . ,a,}andforeverya~A+ we can find X, E g" and Y, E g-" such that X,, Y, and h, = [X,, Y,] span a subalgebra isomorphic to 41(2).
We will often denote an irreducible representation 4 by its highest weight 1. We denote the space i acts on by V(n) (or simply V) and use A (l) to denote the weight system of 2. For p E A (2) we write I'@, 1) (or simply V(p)) for the weight space corresponding to I*. We will denote the conjugate representation by A*. We set & = 4(X,).
A nonzero u E V is called an extreme vector of the (possibly reducible) representation 4 if &a=0 fori=l,...,n.
The set . . . , Ps~n) then generates an irreducible subspace of V. We will call the ith Dynkin coeficient. The Dynkin coefficients will be written over the corresponding dots in the Dynkin diagram or placed inside brackets. We will call CJJ,~ the fundamental weight corresponding to C(i if (o,~)~ = 6ij. We set a(~, 2) = dim I+, A), i.e., the inner multiplicity of p as a weight of il, while m(p, IO A') denotes the number of times p occurs as a summand in 2 @ 1', i.e., the outer multiplicity of p in 10 /1'.
We will write 1 c A1 @ A2 to denote that 2 is a summand in the tensor product. If A, = .42 we write to denote that 2 lies in the symmetric part S2/1 and 2' lies in the antisymmetric part /12/l of/1@/1.
Dynkin's methods and some generalizations
In his paper from 1952 [2] , Dynkin developed three very useful techniques for finding summands in tensor products: the second-highest weights rule, the method of subordination and the method of parts. We will prove some generalizations of the first two methods.
Let 2 and ,4 be two irreducible representations of g. We say that 1 is subordinate to A, written /z ssub/l, if pi < ni for i = 1, . . . ,n. If $ = 2' @ ... 02" and C#J = A' 0 ... 0 /1', then tj ssub 4 if s I t and Ai ssub ni for i = 1, . . . , n.
It is easy to see that II/ ssub4 is equivalent to saying that there is a linear map f: V(4) + V($) satisfying the following three conditions:
(1) fis onto, (2) f takes extreme vectors to extreme vectors, (3) f(KEiv) = E_,,f(o) for i = 1, . . . ,n and v E V(4). Dynkin's method of subordination [2, Theorem 3 .171 says that if II 1""~/1 and 1' ssub A', then 2 @ 1' _< sub n 0 A'. By elaborating on Dynkin's proof, we will show how the weights of the corresponding summands in the two products are related, and that the S2/2 @ AZ;1 decomposition is preserved. If A = A' and 1, = A', then
We will say that a chain /I1 , . . . , /?,, of distinct simple roots links i and A' if (A,jr)#O, (pi,/Ii+i)#Ofori=l,...,s-1 and (/$,A')#O.
We will call pi , . . . , P,, a minimal chain if in addition (A, pi) = 0 for 2 I i I s and (/Is, A') = 0 for 1 I i I s -1.
Consider the example described in Fig. 1 . We see that x2 and LX~, Q, a5 are minimal chains while the chain c(r, a2 links A and A' but is not minimal.
Dynkin's second-highest weights rule [2, Theorem 3.11 says the following. [l] . 0
If the chain ,!3r , . . , ps is not minimal, we have the following theorem. The following theorem is due to Kramer [4] .
Theorem 4. Assume that m(yi, A' @I A'i) = pi 2 1 for i = 1,2. Then m(y, + y2, (A' + A") 0 (A'l + X2)) 2 max(p,, pz).
For Ati = ii we get the following corresponding results.
-Zfvi E S2Ai, then ~1 + ~2 E S*(A' + A'). -Zfvi E A2;1', then ~1 + ~2 E S'(11' + A2). -Ifyl E S21' and y2 E A2i2, then yl + y2 E A2(A' + A').
The proof is based on Frobenius' Reciprocity Theorem and follows from results in an earlier paper by Kramer. Kramer's Theorem can be very useful for finding summands, but it only provides lower bounds on the multiplicities of the summands.
Finding summands in Iz @I 2. = S23, @ A22
In this section we will show how the method of successive subtractions can be used to determine summands in products of the form A @ i = S2A 0 A*,?. The method of successive subtractions allows us in theory to compute any tensor product by going through the following steps. We first compute the weight system for each of the factors, and then determine the weight system of the product. We then find the highest weight in the weight system of the product and subtract the weight system for the representation determined by this highest weight from the weight system of the product. We then find a maximal weight among the remaining weights and subtract the weight system corresponding to the representation determined by this weight. Continuing in this way, we will eventually obtain the whole decomposition. While providing a simple solution from a theoretical point of view, it is clear that the approach outlined above will in general lead to formidable calculations.
But by only considering parts of the weight system, we can easily obtain some partial results. Proof. It is easy to see that 2 -kcr is a weight of 2 with multiplicity 1 for 0 5 k < q. In the product we get weights of the form 2;1-kor with 0 5 k 5 2q, but only the ones with 0 I k I q will be dominant.
For 0 5 k I q we have m(21-ka, I @ A) = k + 1 with k/2 + 1 weights in S2a and k/2 weights in A22 if k is even, and with (k + 1)/2 weights in both S2 il and /i2 2 if k is odd. The multiplicities of these dominant weights in the summands are given in Table 1 . We write (a, b) to denote a weights in S2J and b weights in A2 ;1. The statements about the summands in S2A and AZ;1 can be deduced from Table 1. 0 For k = 1, this is just Dynkin's rule about the second-highest weights, while for k = 2 or k = 3 it was proved by Manturov [6] . We will now show how a weaker version of Theorem 5 can be deduced from Kramer's Theorem. Consider coor, the fundamental weight corresponding to a. We know that w, 0 0, =J (2%), 0 (204 -a),. If we take the q-fold tensor power of oor, we can deduce from Kramer's Theorem that the multiplicities are at least one. Manturov [6] also considered the case where the Dynkin diagram contained three simple roots CY, /I and y joined by simple bonds with 1, = 2 and As = 1, = 0.
The dots indicate arbitrary combinations of simple roots and bonds. Manturov then stated that 2A -3a -/? -y E A'A. This can be generalized as follows. Table 2 2.
(1) i -a (1) i. -2a (1) I -3tY (1) /I -4% (1) i -km (1) Proof. In order to use the method of successive subtractions, it will be necessary to calculate several weight multiplicities.
We will use Freudenthal's formula 2 m(P, 4 = C 1 m(p + kv, A)(P + kv, 4. (~+P+24~-P)..,+,,, In our case p = A -aa -bp -cy, so the only roots we need to consider are the ones of the form a'a + b'fl + c'y. But since we know the part of the Cartan matrix involving a, /I and y, we know that the only such roots are The important point is that these calculations only depend on a small part of the weight system and the root space. We do not even need to know which algebra g is. It is even independent of the type of bonds we have. The last statement is not entirely obvious (in fact, I only realized it after the referee had asked me to extend the theorem to the case where the roots had different lengths). The relevant part of the weight system is listed in Table 2 (with the multiplicities in brackets). The length of the root strings depends only on k. If the roots have different lengths we scale them so that (a, a) = 2. When using Freudenthal's formula we can think of k as an unknown. We then get a fraction of the form (ak + b)/(ck + d). But the terms involving k all come from products of the form (A, a) so a and c are independent of the lengths of the other roots. But since (ak + b)/(ck + d) is equal to a natural number e, we see that e is also 
independent of the lengths of the other roots. Hence we can do all our computations assuming that the roots are of equal length.
Multiplying out, we see that the relevant dominant weights for A @ A are as listed in Table 3 , where we have written (a, b) to denote a weights in S21 and b weights in A21. We must now calculate the multiplicities of these weights in the summands 2/2 -ru for 0 I r I k and 21-ra -/I -y for 2 I r I k + 2. They are given in Table 4 , where M denotes the possible summands, and the left-most column represents the weights of the summands in the top row. Comparing this table with the multiplicities of 10 A given in Table 3 , we deduce Theorem 6. (The proof for the G2 case is similar.) 0 Theorem 6 can be combined with the method of subordination to give the following corollary. where the s and a summands alternate in each series. 
where the s and a summands alternate in each series. Cl
Notice that in this case the multiplicities may be greater than 1, and there may be other summands of the form 211-aa -bB -cy with b, c I 1 occurring in the product.
It is easy to prove Corollary 7 directly using Kramer's Theorem. We first prove the result for k = 2 and b = c = 0 using the above method. Then we use subordination to handle b > 0 or c > 0. Then we set 2' = A -o, and A2 = o, and add summands from 1' @I' to 20, and 23 -c( from o, @ w,. The Gz case is handled similarly. This proves Corollary 7, but Kramer's Theorem does not give the more precise information contained in Theorem 6.
We will finally determine the multiplicities of summands of the form 2il -a -,f3, where CL and /? are not necessarily linked. Proof. In order for 21-a -/I to be a summand, either both 1, and 2, must be nonzero, or A. # 0 and As = 0 but (~1, 0) # 0. But in the latter case we get the multiplicities listed in Table 5 , where we write (a, b) for a weights in S2 A and b weights 
in A2;1. From Table 5 we deduce that 21-CI -/I will not be a summand unless both 1, and A, are nonzero.
There are now two cases to consider. If (c(, p) = 0, then CI + /I is not a root, and we get the multiplicities listed in Table 6 . If follows that 22 -c( -p E S2A. If (~1, p) # 0, then CI + /I is a root. This makes a difference when calculating m(A -cc -/I) and m(2A -c( -/I). Hence only the last row will be different, as shown in Table 7 . It follows that 22 -c1 -fl lies in both S2A and n21. 0
We will finally mention the following result by Wang and Ziller [7, Theorem 2 .81 which is proved in a similar way. 
