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Abstract
With the advent of the information technology, the amount of data we are
facing today is growing in both the scale and the dimensionality dramati-
cally. It thus raises new challenges for some traditional machine learning
tasks. This thesis is mainly concerned with manifold aligned density esti-
mation problems. In particular, the work presented in this thesis includes
efficiently learning the density distribution on very large-scale datasets
and estimating the manifold aligned density through explicit manifold
modeling.
First, we propose an efficient and sparse density estimator: Fast Parzen
Windows (FPW) to represent the density of large-scale dataset by a mix-
ture of locally fitted Gaussians components. The Gaussian components in
the model are estimated in a “sloppy” way, which can avoid very time-
consuming “global” optimizations, keep the simplicity of the density es-
timator and also assure the estimation accuracy. Preliminary theoretical
work shows that the performance of the local fitted Gaussian components
is related to the curvature of the true density and the characteristic of Gaus-
sian model itself. A successful application of our FPW on principled cali-
brating the galaxy simulations is also demonstrated in the thesis.
Then, we investigate the problem of manifold (i.e., low dimensional struc-
ture) aligned density estimation through explicit manifoldmodeling, which
aims to obtain the embedded manifold and the density distribution simul-
taneously. A new manifold learning algorithm is proposed to capture the
non-linear low dimensional structure and provides an improved initializa-
tion to Generative Topographic Mapping (GTM) model. The GTMmodels
are then employed in our proposed hierarchical mixture model to estimate
the density of data aligned along multiple manifolds. Extensive experi-
ments verified the effectiveness of the presented work.
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Chapter 1
Introduction
Density estimation and dimensionality reduction are two widely discussed topics in
unsupervised learning [2]. Both of them aim to discover hidden structures from the
data samples without any labeled information. In density estimation, the hidden
structure is represented as some stationary process from which the data samples are
assumed to have been generated. The process is usually described by a probabilistic
model. After estimating the parameters of the model from the current observations,
the novelty of future observations could be predicted or assessed by the model. In
dimensionality reduction, the hidden structure refers to a more useful and compact
representation of the information in the dataset. In this case, we say that the original
data points with high dimensionality actually lie along an unobserved low dimen-
sional structure (i.e, manifold) embedded in the high dimensional space. It appears
that density estimation and dimensionality reduction are two different problems but
these can be closely related. By taking advantage of underlying manifold structure in
the data, the performance of classical density estimator can be significantly improved
[3]. On the other hand, by learning a probability density over the data through a latent
variable model, manifolds embedded can be represented explicitly [4].
In this thesis, we estimate the density distribution of data points distributed in high
dimension space but aligned along the low dimensional structures. The presented
work is motivated from a joint project on studying galaxy evolutions with astronomy
colleagues. There emerge two challenges from modeling the astronomical data for
simulating galaxy evolutions. The first one is that the size of dataset becomes very
large, which makes many density estimators computationally prohibitive. The second
one is that more than one low dimensional structure are embedded in the data and
1
1.1 Density estimation
these are non-linear in some circumstances. We address these two challenges by pre-
senting sparse density estimation techniques and a novel multiple manifolds learning
framework in this thesis.
In this chapter, we introduce both the classical density estimators and manifold
learning algorithms. Then, we outline the thesis structure in Section 3 and highlight
main contributions of the author in Section 4.
1.1 Density estimation
For a given dataset, density estimation is to construct an estimation of unobservable,
underlying unknown density function based on observed data [5, 6].
Parametric density estimators [7] assume a particular shape to describe the density
distribution of the observed data samples. The shape is formulated by a function with
parameters (e.g. unknown expectation and variance of Normal distribution), which
are estimated by fitting the function to the observed dataset with optimization. For
parametric density estimators, an inaccurate assumption on the density distribution
will lead to an incorrect density estimation.
Semi-parametric density estimator [7] mixes a set of probability density functions
from a parametric family to form a complex distribution of the data. If choosing the
component as Gaussian distribution, we get a Gaussian mixture model [8]. Since the
label information indicating from which component of the mixture the data points
were generated is unknown, it is not straightforward to estimating the parameters of
a semi-parametric density estimator (mixture model). The Expectation-Maximization
(EM) [9] algorithm solves this problem by introducing an Expectation (E) step to com-
pute the responsibility of the component to each data points. Then it calculates the
parameters in the Maximization (M) step by maximizing the expected complete-data
(including the observed data and the unobserved label information) log likelihood
function using the responsibility obtained in E step.
Both parametric density and semi-parametric density estimators are based on the
assumption of the density distribution of the observed data. Prior knowledge for mak-
ing this kind of assumption may not be available in many cases. It might be because
the density distribution is very complex itself or the data is new to the analyst that
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no prior knowledge of data properties could be used. Non-parametric density esti-
mations [7, 10] therefore were proposed to show the structure of the distribution from
the data itself like simple histogram [11, 12] nonparametric density estimator. An-
other widely used non-parametric density estimator is Kernel Density Estimator, or
KDE [11, 13]. It provides a much smoother representation of the density distribution
compared to histogram.
In Kernel Density Estimator [11, 14], each observed data point is associated with
a smooth kernel. The overall density is represented by the sum of these kernels. The
accuracy of the kernel density estimator depends mainly on the width of the smooth
kernel. With a too small value of the width, kernel density estimator gives a density
distribution over-fitting to the observed data, but if the width is too large, some fine
structure of the density distribution may not be captured. Variable kernel density esti-
mator [11, 15, 16] was proposed to improve the accuracy of the classical kernel density
estimator by replacing the single kernel width by N various values (N is the size of the
dataset). So a varied of degrees of smoothing are considered at different data points.
One example of the variable kernel density estimator is manifold Parzen Windows
estimator [3]. It uses Gaussians as the kernels and assumes that the high dimensional
data points lie on a low dimensional structure (which is called “manifold”). Instead of
using the same covariance for all the Gaussian kernels, manifold Parzen Windows es-
timates the covariance of the Gaussian on top of each data point according to its local
manifold patch. By employing the Gaussian kernel aligned along the manifold, the
method of manifold Parzen Windows gives more weights on the data points aligned
along the manifolds and demonstrates the improved estimation accuracy on high di-
mensional data lying on low dimensional manifold.
For estimating the density distribution of a real dataset by kernel density estimator,
the main concern is its computational complexity. Since all the observed data points
are used to form the density distribution, the basic form of this method can be com-
putationally prohibitive when the dataset is very large. This situation will get worse
when dealing with dataset of high dimensionality, because kernel density estimator
requires more observed data points to estimate the density distribution accurately. To
reduce the computational cost in kernel density estimator, many different strategies
have been presented in the past. In the case of Gaussian kernels, Fast Gauss Transform
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(FGT) [17, 18, 19] and Improved FGT (IFGT) [20] can be used to speed up the summa-
tions of Gaussians, which dominates the overall cost of kernel density estimator. For
a wider range of isotropic kernels, the computational efficiency could be significantly
improved by arranging the dataset in a tree-type multiresolution data structure such
as Dual Tree [21] (kd-tree [22] and Anchors Hierarchy data structure). However the
practical performance of these techniques (generally called N-body approach [23]) are
relatively sensitive to the choices of critical hyperparameters and the dimensionality
of the data [24, 25]. Another class of approaches to break down the computational
complexity are reducing the amount of kernels (or components) directly in the den-
sity estimation, which will be detailed in the next chapter.
1.2 Dimensionality reduction/manifold learning algorithms
Given a set of N high-dimensional data points {x1, ..., xN} with xi ∈ RD, i = 1, ...,N,
the problem of dimensionality reduction/manifold learning can be represented by the
following function [26]:
xi = F(τ i) +i, i ∈ {1, . . . ,N}, (1.1)
where we assume that xi is sampled possibly with the noise i from the manifold F
parametrized by τ i ∈ Rd (d < D). By dimensionality reductionwe refer to the estimation
of the low dimensional coordinates τ i’s from the observations xi’s with a underlying
relationship (1.1). By manifold learning, we mean the reconstruction of F(·) from the
data. In general, we call these algorithms manifold learning algorithms in this thesis.
Many different approacheswere proposed to find low-dimensional structures among
high-dimensional data points and we can categorize them into different groups ac-
cording to different classification criteria. In a simple case, we make a distinction
between linear and nonlinear methods. Linear manifold learning algorithms assume
that the function F(·) is a linear mapping. Examples of these algorithms are Princi-
pal Components Analysis (PCA), Projection Pursuit (PP) [27, 28], factor analysis (FA)
[29] and classical scaling [30]. On the other hand, most of the manifold learning algo-
rithms are designed to recover a non-linear relation. This kind of algorithms include
Principle curves(surface) [31], Self-organizing Mapping (SOM) [32],Generative Topo-
graphic Mapping (GTM) [4], Isomap [33], LLE [34] and many more. We can also di-
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vide manifold learning algorithms into convex and non-convex techniques based on
the convexity of the objective function in the optimization [35].
In this work, we are particularly interested in latent variable based manifold learn-
ing algorithm (e.g., GTM) because it builds an explicit probabilistic model of the em-
bedding function F(·). In the probabilistic framework, the latent variable models
could be easily mixed to represent more complex dataset. Accordingly, we can also
represent more than one manifold in the data by mixing the generative models. In
line with that, the following brief review classifies various manifold learning algo-
rithms into two types: techniques without probabilistic setting and latent variable
model based ones. We only introduce most common approaches here and refer read-
ers to other related work.
1.2.1 Manifold learning algorithms without probabilistic setting
Principal Components Analysis (PCA) [36] is by far the most popular linear technique
and it seeks a low-dimensional representation of the data by maximizing the amount
of variance in the data. In mathematics, PCA can be formulated as finding the first d
principle eigenvalues and associated eigenvectors of the covariance matrix. To cope
with complex nonlinear data, some nonlinear generalizations of PCA have been devel-
oped. For example, principal curves (surfaces) [31, 37] attempts to provide a smooth
curved approximation to data points in a least-squares sense. By employing popular
kernel trick in supervised learning [38], a kernel version of PCA (KPCA) [39, 40] have
been derived to capture nonlinear structures embedded in high-dimensional data.
Self-organizing mapping, or SOM [32, 41] is another best-known learning algo-
rithm for dimensionality reduction. It creates a set of prototype vectors representing
the data set and carries out a topology preserving projection of the prototypes from
the high-dimensional input space onto a low-dimensional grid. The ordered grid can
be used for a convenient visualization tool for high-dimensional data [42]. For original
SOM, the inter-neuron distances are not visible or measurable on the grid map such
that the structures of high-dimensional data points may not be kept. To remedy the
drawbacks a visualization-induced SOM (ViSOM) [43] was proposed. A comprehen-
sive overview on the developments of SOM for visualization can be found in [44].
Two other nonprobabilistic methods (e.g., Locally linear embedding, or LLE [34]
and Isomap [33]) for dimensionality reduction are worthy of mention as they largely
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renewed research interests in developing efficient nonlinear manifold learning algo-
rithms in the last few years. Basically LLE [34, 45] is motivated from the assumption
that each data point and its neighbors in the data should lie on or close to a locally
linear patch of the manifold. It begins by computing the set of coefficients that best
reconstructs each data point from its neighbors. Then LLE uses an eigenvector-based
optimization technique to find the low-dimensional embedding of points while pre-
serving these neighborhood coefficients. By following the same line of research of
preserving local properties of the data, a number of newmanifold learning algorithms
were presented including Laplacian Eigenmaps [46], Hessian LLE [47], Locality pre-
serving projections [48] and Local Tangent Space Alignment[26].
The Isomap algorithm [33] uses classical multidimensional scaling (MDS) [30] to
recover the low dimensional representation, but seeks to preserve the intrinsic geom-
etry of the data, which is captured by geodesic manifold distances between all pairs of
data points. Compared to LLE, Isomap attempts to preserve geometry globally at all
scales and the properties could be better understood theoretically [49]. Following the
study of Isomap, some work has been recently developed to overcome the drawbacks
of original algorithm [49, 50, 51].
1.2.2 Generative model based manifold learning algorithms
The generative model used in manifold learning is a latent variable model [52]. The
representation of the distribution p(x) of the observed data in terms of latent variable
is computed as:
p(x) =
∫
p(x,τ)dτ =
∫
p(x|τ)p(τ)dτ (1.2)
where p(x,τ) is the joint distribution and it can be decomposed into the product of
the marginal distribution p(τ) of the latent variable and the conditional distribution
p(x|τ). The mapping from latent variable to data variable is represented in the condi-
tional distribution p(x|τ).
One example of the linear latent variable model basedmanifold learning algorithm
is Probabilistic Principal Component Analysis (PPCA)[53]. It assumes that the distri-
bution of the latent variable is Gaussian and the mapping between the latent variable
and observed variable is linear. The linear mapping is obtained from the parameter of
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the data distribution p(x). It can be also viewed as a probabilistic version of classical
PCA.
Tomodel the more complex data, which aligns along a non-linear low dimensional
structure, mixtures of local linear generative models such as mixture of PPCA or mix-
ture of FA [54] were proposed. Although these models provide local linear mapping
between local latent spaces and data spaces, the local latent spaces are not comparable
with each other. i.e. the coordinate systems of neighboring components in mixture
of PPCA might be differently oriented. To remedy this, the work of [55, 56] proposed
to learn a “global” low dimensional coordinate system for the data. Similar works
were presented in [57, 58] and [59], non-linear manifold was learnt by coordinating
or aligning the mixture of local linear models. Different from aligning local linear
models, Generative Topographic Mapping (GTM) [4] algorithm defines in terms of a
mapping from the pre-defined latent space into the data space and uses EM algorithm
to optimize the mapping between the latent space and data space. Several extensions
to the original GTM are reported in [60].
Among these generative model based manifold learning methods, there are a cou-
ple of disadvantages: 1) The parameters are learnt from Expectation Maximization (or
similar) optimization process, which is sensitive to the initialization and slow. 2) Most
of the algorithms are proposed with the assumption that the datasets are generated
from a single low dimensional structure, which may not be true in practice.
1.3 Thesis organization
The structure of the thesis is organized as follows:
In Chapter 1, we introduced some preliminaries for subsequent chapters: density
estimation, manifold learning and probability density estimation along the underly-
ing manifold. We also outlined the structure of the thesis and summarized the main
contributions of the author.
Chapter 2 proposes an efficient and sparse density estimator accompanied by some
theoretical analysis. First, we review the literature on the techniques of reducing the
computational cost for kernel density estimators. Then we describe the proposed Fast
Parzen Windows (FPW) and analyze the algorithm theoretically. The effectiveness
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and efficiency of the proposed algorithm are verified on both synthetic and galaxy
simulation datasets.
Chapter 3 demonstrates an application of our proposed FPWdensity estimation on
large-scale astronomy data. After introducing the astronomical problem of calibrating
galaxy disruption simulations, we present a methodology to address this problem
based on the FPW density estimator. Experimental results show that FPW provides an
efficient and effective way to estimate the density for large-scale astronomy datasets
and the likelihood based principled calibration is muchmore reliable than the classical
chi-square test based calibration.
Chapter 4 starts with a review of one generative model based manifold learning
algorithm GTM and an illustration of the limitation of classical initialization for the
parameters optimization process. Then a novel algorithm is proposed to learn the
low dimensional structure, which is used to initialize the GTM model. After that, we
verify our novel manifold learning algorithm on both synthetic datasets generated
from non-linear manifolds and the galaxy evolution simulation dataset.
In Chapter 5, we extend the generative model for data generated from one man-
ifold to a mixture model for describing the dataset generated from more than one
manifold of varying dimensionality. To construct the model, we propose a multiple
manifolds learning framework. The chapter finished with the demonstration of the
proposed mixture model on both complex synthetic data and astronomical simula-
tions data.
Chapter 6 summarizes this work and describes several future studies for future
research.
1.4 Thesis contributions and publications
The significant contributions of the author include the following:
1. An efficient and sparse density estimator: Fast Parzen Windows (FPW) is pro-
posed for large scale density estimation problems. It keeps the simplicity of
the non-parametric model and avoids computationally expensive model con-
struction procedures, but provides comparable performances to other density
estimators on high dimensional data with low dimensional structures. Loosely
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speaking, the presented FPW can be considered as a “sloppy Gaussian mixture
model” (chapter2).
2. By analyzing the relation between main contributed component in FPW and the
local parametric density estimator, we get some theoretical results on the perfor-
mance of our proposed FPW (chapter 2).
3. A successful application of the proposed Fast ParzenWindow in a density based
comparison scheme for a real astronomical problem. Its efficiency of probability
density estimator on large-scale dataset makes the proposed comparison scheme
possible (chapter 3).
4. A new GTM initialization scheme is proposed. It captures the non-linear low
dimensional structure in data space and leads to a significant improved result
over classical GTM initialization (chapter 4).
5. A novel mixture model based framework is presented to learn multiple mani-
folds of possibly different intrinsic dimensionalities (chapter 5).
The work resulting from these investigations has been published in a couple of
papers:
Publication list
• X.Wang, P. Tinˇo andM.A. Fardal,Multiplemanifolds learning framework based
on hierarchical mixture density model, In proceeding of European Conference
on Machine Learning and Principles and Practice of Knowledge Discovery in
Databases (ECML PKDD), 2008. (Oral presentation)
• X.Wang, P. Tinˇo, M. A. Fardal, S. Raychaudhury and A. Babul, Fast Parzen
Window Density Estimator, International joint conference on Neural Network
(IJCNN) 2009. (Oral presentation)
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Chapter 2
Efficient and Sparse density
estimator (Fast Parzen Windows)
In this chapter, we address the problem of learning kernel density estimation on large-
scale dataset and present an efficient and sparse density estimator: Fast Parzen Win-
dows (FPW) algorithm. We start with reviewing previous work on reducing the com-
putational cost for classical kernel density estimator in Section 1. Then, we describe
our proposed Fast Parzen Windows. In Section 3, we investigate our efficient and
sparse density estimator (FPW) theoretically. Experimental results on two synthetic
data sets, as well as on data sets derived from galaxy disruption simulations are re-
ported in Section 4.
2.1 Efficient kernel density estimators
Kernel density estimator (KDE) [11], also known as Parzen Windows [14], is the most
popular non-parametric density estimator. It estimates the density distribution as fol-
lows:
f˜ (x) =
1
N
N
∑
j=1
Kh(x j − x) (2.1)
where N is the number of the data samples in datasetD = {x1, ..., xN}, Kh(·) is the ker-
nel function associated with each data point, h is the smoothing parameter. Although
the distribution of the data samples is revealed from dataset itself, classical kernel
density estimator is very computationally expensive when the sample size becomes
very large. The computational efficiency can be improved by reducing the amount of
kernels in the density estimators. Strategies proposed in the literature include data
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reduction methods [61, 62], the binned kernel density estimators [63, 64] and model
simplifying algorithms [65, 66, 67, 68].
2.1.1 Data Reduction Methods
The basic idea of data reduction methods is reducing a given large data set to a small
representative subset on which data analysis can be carried out. The algorithms are
usually proposed independent of data analysis tasks and could be used as a pre-
processing step to many machine learning problems such as classification, cluster-
ing and density estimation. The simplest methods of data reduction are to draw the
desired number of samples in a random way[69]. These can be easily implemented
and just lead to negligible computational cost. However, a stable performance is not
guaranteed because of the randomness nature in these methods. A more principled
technique of data reduction is classical vector quantization methods using a set of
codebook vectors which minimize the quantization error [61]. Recently, [62] intro-
duced a density-based data reduction method that pruning samples in a multireso-
lution manner rather than with uniform resolution. The computational efficiency of
density-based method can be further enhanced by using some entropy-based criteria
[70]. The characteristic of data reduction methods is that they can be broadly used for
tackling a wider range of data analysis tasks as we mentioned above. If the accuracy
of density estimation is a major concern, data reduction methods might not be the first
choice compared to those approaches specially designed for density estimation tasks.
2.1.2 Binned kernel density estimators
Another class of approaches to reduce the computational complexity of KDE is the
binned kernel density estimator [71]. The idea is to approximate the kernel den-
sity estimated in Eq. (2.1) by the density obtained over a mesh of M grid points
{b1, b2, . . . , bM}, and binned kernel density reads:
f˜ (x|H) = 1
H
M
∑
j=1
c j
N
KH
(
x− b j
)
(2.2)
where b j is equally spaced grid node, c j is the grid counts based on the neighboring
observations and H is the smoothing parameter of the kernel centered on the grid
nodes (It is usually different from the smoothing parameter h in Eq. (2.1)). Binned
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kernel density estimators reduces the number of kernels in the estimator from the
number of the data points N to the number the grid points M.
The accuracy of the binned kernel density estimator is theoretically analyzed by
Hall in [72], Scott and Sheather in [63]. Hall [64] also analyzed the case when associat-
ing each bin center with different binning kernel. Instead of using the equally spaced
grid binning, the work of [73] introduced other non-uniform binning schemes and
demonstrated better results in terms of estimation accuracy.
However it is computationally prohibitive for binning in a high-dimensional input
space and most algorithms along this line are only focused on univariate data.
2.1.3 Sparse kernel density estimators
In the last decade, sparse approximation techniques [74, 75, 76] have became very
popular to tackle large scale machine learning problems including density estimation.
If we denote the classical kernel density as
f˜ (x) =
N
∑
j=1
pi jϕ j(x), (2.3)
where pi j = 1N andϕ j(x) = Kh(x− x j). The goal of sparse methods is to approximate
f˜ (x) by a simplified model of M components (M < N),
gˆ(x) =
M
∑
i=1
wigi(x). (2.4)
To obtain gˆ(x), several algorithms were proposed to estimate the mixing coefficient wi
with the constraint ∑Mi=1 wi = 1 and select the components {gi(x), i = 1, . . . ,M}.
Girolami and He [65] proposed Reduced Set Density Estimator (RSDE) to give a
sparse estimator by directlyminimizing the integrated squared error (ISE) between the
simplified model and the true density. They showed that a direct minimization of ISE
for a general kernel density estimator yields a sparse representation in the weighting
coefficients.
Rather than RSDE, the method of Simplified Mixture Model was proposed in [66].
It is based on clustering components of the complex mixture model. First, it groups
the mixture components {ϕ j}Nj=1 into disjoint clusters {S1, . . . , SM}, then the model
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simplification error ε can be upper bounded as
ε =
∫ ( M
∑
i=1
wigi(x)−
N
∑
j=1
pi jϕ j(x)
)2
dx
≤M
M
∑
i=1
∫ (
wigi(x)− ∑
j∈Si
pi jϕ j(x)
)2
dx
=M
M
∑
i=1
ε¯i.
(2.5)
We can see that minimizing the upper bound of ε is equivalent to minimizing each
component ε¯i. Consequently, the wigi(x) can be obtained by minimizing the local
error ε¯i,
wigi(x) = arg min
wigi(x)
∫ (
wigi(x)− ∑
j∈Si
pi jϕ j(x)
)
dx.
An earlier work along the same line was done by Goldberger and Roweis [67].
They use a different distance measure between fˆ and gˆ as
d( f˜ , gˆ) =
N
∑
j=1
pi j min
i=1,...,M
KL(ϕ j||gi)
where KL(·) is the Kullback-Leibler divergence [77]. The simplified density model
(mixture of Gaussian) gˆ can be obtained as
gˆ = argmin
gˆ
d( f˜ , gˆ).
It is proved that the optimal density gˆ is a mixture of Gaussians obtained from group-
ing the components of f˜ into clusters and collapsing all Gaussians within a cluster into
a single Gaussian.
In [68], the relation between the model gˆ(x) and fˆ (x) is written in the regression
form as follows
gˆ(x) = f˜ (x) +(x)
=
N
∑
j=1
pi jKh(x− x j) +(x)
(2.6)
where(x) is the modeling error at x between the sparse kernel density estimator gˆ(x)
and the PW density estimator f˜ (x). They construct the sparse kernel density gˆ(x) by
using a forward constrained regression [78]. The algorithm selects the component
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gi of the sparse kernel density estimator sequentially from the kernels formed from
dataset. The learning procedure terminates when the accuracy of the sparse kernel
density estimator gˆ(x) is sufficiently close to that of the PW density estimator f˜ (x).
For the algorithms discussed above, although the complex model is replaced by
an optimized simple sparse one, the model construction process (i.e., evaluating f˜ (x)
in (2.3)) must first be accomplished, which is still a problem for large scale dataset.
In order to keep the simplicity of the nonparametric model and avoid the complex
model construction procedures, we propose a new efficient and sparse density esti-
mator: Fast Parzen Window density estimator to reduce the computational cost of
PW. The idea is to cover the entire data space by a set of hyper-discs of fixed radii.
With carefully chosen radii, the density of the partitioned disk cells can be described
by a full covariance Gaussian kernel and the local data structure could be well pre-
served. The global model is formed by a mixture of such locally fitted Gaussians with
appropriately mixing weights.
2.2 Fast Parzen Windows density estimator
The basic idea of Fast Parzen Window (FPW) is to segment the whole data set into
hyper-discs with fixed radii first. Then it fits a full covariance Gaussian kernel to the
data points in each hyper-disc and updates theweights of themixing kernels. Sincewe
employ Gaussians as the local data-adaptive kernels [3], our density estimator reads:
pˆ(x; r) =
M
∑
j=1
P(S j)N(x;m j,C j) (2.7)
where r is the radii used for segmenting the dataset, M is the number of the hyper-
discs obtained after the segmentation, P(S j) is the mixing coefficients of the segment
S j with constraint ∑ j P(S j) = 1, N(x;m j,C j) is a multivariate Gaussian density with
mean vectorm j and covariance matrix C j:
N(x;m j,C j) =
1√
(2pi)D||C j||
exp{−1
2
(x−m j)TC−1j (x−m j)}. (2.8)
Here D is the dimension of the data point, ||C j|| denotes the determinant of C j. Note
thatN(x;m j,C j) is designed to fit the local distribution of the segment (hyper-disc) S j.
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2.2.1 Partitioning the Dataset
The first step of FPW density estimation is partitioning the data space with hyper-
discs of fixed radii r, so that the data distribution could be approximated by local
densities fitted within the hyper-discs. We use the following algorithm to position the
hyper-discs:
1. Set S = ∅ (set of hyper-disc centers), ζ = ∅ (set of already processed data points
from D).
2. Randomly select a data point x ∈ D and declare it to be the first selected center
s1, s1 = x.
• Add s1 to the partition set S: S← S∪ {s1}.
• Initialize the corresponding partition S1: S1 = {x}.
• Record that x has been processed: ζ ← ζ ∪ {x}.
• Set the center counter: k = 1.
3. While D \ζ 6= ∅ (there are data points in D still to be processed), repeat:
• Select a data point x ∈ D \ζ and add it to the set ζ (ζ ← ζ ∪ {x}).
• Compute the pairwise distances D(x, s j), s j ∈ S, between x and the already
selected centers in S.
• If for some j, D(x, s j) ≤ r, where r > 0 is a predefined threshold, assign x
to the corresponding partition S j: S j ← S j ∪ {x}.
• If D(x, s j) > r for all s j ∈ S, add x as a new member of the partition set S:
– Increase the center counter: k← k+ 1. Set sk = x.
– Add sk to the partition set S: S← S∪ {sk}.
– Initialize the corresponding partition Sk: Sk = {x}.
We thus obtain a set of partition centers S = {s1, . . . , sM} (M ≤ N) representing the
partitions {S1, . . . , SM} of the data set D.
Note that, unlike in vector quantization, the partition elements Si cover the same
volume but are populated according to the local density of data points. Compared
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with vector quantization based downsampling algorithms, relatively more data sam-
ples are chosen from sparse regions by our proposed procedure.
In Figure 2.1, we use s1, s2, s3 and s4, four partition centers selected sequentially to
illustrate a partition example. Figure 2.1 (a) shows the original partitions for selected
centers s1, s2, s3 and s4 by the partition algorithm proposed above. Due to the over-
lapping among the hyper-discs, very few neighboring points were left for the center
s4 and they may not be able to represent the local distribution of s4 accurately. To cope
with the overlapping, we developed two strategies: hard and soft partitions. Since
the hard version can be seen as a special case of the soft version, we introduce the soft
one first. In the soft manner, data points are allowed to be assigned to more than one
partition. The importance of the data points on representing the local distribution of
the centers is evaluated by a weighting kernel (e.g. Normal kernel in Figure 2.1 (e)) on
the centers. The partition result of the soft version of the Fast ParzenWindow (FPW-S)
is illustrated in Figure 2.1 (d). For the hard version, data points that fell in the overlap-
ping regions are assigned to its nearest partition center. Figure 2.1 (b) illustrates the
hard version partition. It can be known that the hard version is a simplified soft one
by replacing the weighting kernel with a simple uniform kernel shown in Figure 2.1
(c).
2.2.2 Estimation of the locally fitted components
Some kernel-based estimators use diagonal Gaussians as mixture components. How-
ever, if the true density that we would like to model is actually ‘close to’ a lower di-
mensional manifold embedded in high dimensional input space, spherical Gaussians
will spread their density mass equally along all input space directions, thus giving too
much probability mass to irrelevant regions of the data space. Therefore, we employ
a full covariance Gaussian to model local distribution instead.
With different weighting kernels, we implement the Fast Parzen Window algo-
rithm in both hard and soft versions:
• Hard version:
16
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Figure 2.1: Illustration of the hard and soft partitioning strategies used in FPW density
estimator.
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In the hard partition version (FPW-H), we determine the mean and the covari-
ance matrix of each Gaussian kernel using
m j =
1
|S j| ∑xi∈S j
xi (2.9)
C j =
1
|S j| ∑xi∈S j
(xi −m j)(xi −m j)T , (2.10)
where |S j| denotes the size of S j. The weights of the partition: P(S j) for the hard
version are computed as
P(S j) =
|S j|
N
. (2.11)
• Soft version:
The soft partition of S associates an influence weight κh(xi|s j) in the partition s j
to any point xi by the neighborhood kernel:
κh(xi|s j) =
Kh(xi − s j)
∑Nn=1 Kh(xn − s j)
. (2.12)
where h > 0 is the kernel scale parameter. In our experiments, in order to avoid
adding more parameters, we set h to be equal to the hyper-ball radius r.
Then theweightedmeans and covariancematrices of the soft FPWversion (FPW-
S) are computed as follows (For clarity, we put derivations in Section 2.2.3):
m j =
N
∑
i=1
κh(xi|s j)xi, (2.13)
C j =
N
∑
i=1
κh(xi|s j)(xi −m j)(xi −m j)T . (2.14)
As points can be assigned to more than one partition with different weights, the
following P(Si) is used for soft version:
P(S j) =
∑Nn=1 Kh(xn − s j)
∑Mi=1 ∑
N
n=1 Kh(xn − si)
. (2.15)
Even though the sums in Eqs. (2.12)-(2.14) run through all data points, in practice
we only consider only a small fraction of points where the corresponding kernel values
or responsibilities κh(xi|s j) are larger than some small predefined threshold value (in
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our experiments 0.00001).
It should be noted that calculating the inverse of the covariance matrices (in Eq.
(2.8)) may be complicated as C j’s may be ill-conditioned. A common way to deal
with this problem is to add a small isotropic (spherical) Gaussian noise of variance γ2
in all directions, which is done by simply adding γ2 to the diagonal of the covariance
matrix: C j = C j +γ2 I, where I is an identity matrix. In our experiments γ2 = 0.00001.
Since the number of kernels has been reduced to the number M of the partitions,
fitting each kernel to its local distribution improves the performance of the Fast Parzen
Windows density estimator without increasing the time and memory costs signifi-
cantly.
2.2.3 Derivation of FPW-S’s parameters
To estimate the parameters m j, C j and P(S j) of the j-th mixture component in the
FPW-S model, we introduce a component specific local log-likelihood of j-th mixture
component L j. The sample points are weighted through kernel Kh(x− s j) in the com-
ponent specific local log-likelihood and it is written as:
L j(θ) =
N
∑
i=1
Kh(xi − s j) log[P(S j) N(x;m j,C j)], (2.16)
where θ collects all the free parameters (means, covariances and mixture coefficients
of the mixture components).
The optimal m j and C j are obtained by differentiating L j with respect to m j, C j
and setting the derivatives to zero. We have
m j =
∑Ni=1 Kh(xi − s j) xi
∑Nn=1 Kh(xn − s j)
=
N
∑
i=1
Kh(xi − s j)
∑Nn=1 Kh(xn − s j)
xi
=
N
∑
i=1
κh(xi|s j) xi.
(2.17)
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Analogously, we obtain
C j =
∑Ni=1 Kh(xi − s j)(xi −m j)(xi −m j)T
∑Nq=1 Kh(xq − s j)
=
N
∑
i=1
Kh(xi − s j)
∑Nq=1 Kh(xq − s j)
(xi −m j)(xi −m j)T
=
N
∑
i=1
κh(xi|s j) (xi −m j)(xi −m j)T .
(2.18)
When solving for mixing coefficients P(S j), the local log-likelihood L j need to be
extended with Lagrange multiplier to ensure the mixing coefficients summing up to
unity:
L˜ j(θ) = L j(θ) + λ
(
M
∑
j=1
P(S j)− 1
)
. (2.19)
Differentiating L˜ j w.r.t. P(S j) and solving for the Lagrange multiplier λ we obtain
P(S j) =
∑Ni=1 Kh(xi − s j)
∑Mq=1 ∑
N
i=1 Kh(xi − sq)
. (2.20)
The mixture coefficients P(S j) represent the effective weight of points in the corre-
sponding regions of the data space, given the smoothing kernels Kh(x− s j). The hard
version of FPW, FPW-H, can be viewed as a simple efficient approximation to FPW-S.
2.3 Theoretical investigation of FPW-S
In this section, we theoretically analyze the performance of the FPW-S in univariate
case by connecting it to a non-parametric density estimator fˆ (x) (locally parametric
density estimator) with parametric overtones proposed in [1]. Investigation of the
properties of the latter estimator shows that it has approximately the same variance as
the ordinary kernel method but potentially a smaller bias. For many situations it will
be seen that [1]
E fˆ (x) = f (x) +
1
2
σ2Kh
2b(x) +O(h4 + (Nh)−1),
Var fˆ (x) = R(K)(Nh)−1 f (x)− N−1 f (x)2 +O(h/N)
(2.21)
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where E fˆ (x) andVar fˆ (x) are the expectation and the variance of the estimated density
fˆ (x), respectively, σ2K =
∫
zK(x)dz and R(K) =
∫
K(z)2dz. From (2.21), the bias of the
estimated fˆ (x) is written with a bias factor function b(x) as follows:
E fˆ (x)− f (x) = 1
2
σ2Kh
2b(x) +O(h4 + (Nh)−1).
Different from the bias of classical kernel density estimator, the bias factor function
b(x) is related to f ′′(x), characteristics of the parametric class and the weight functions
used in estimating the density.
In [1], to estimate the locally parametric density fˆ (x) for each given data x, the
author defined a local kernel-smoothed likelihood function to estimate the best local
parametric approximant to the true density. Around each given x, the local log likeli-
hood [79] is defined as
Ln(x,θ) =
∫
Kh(t− x) {log f (t,θ)dFN(t)− f (t,θ)dt}
=
1
N
N
∑
i=1
Kh(xi − x) log f (xi,θ)−
∫
Kh(t− x) f (t,θ)dt
(2.22)
where FN is the empirical distribution function, f (·,θ) is the given parametric model
with parameters θ.
In order to make the local parametric approximant fˆ (x) comparable to our FPW-S,
we choose the parametric model for the local model f (t;θ)with parameters a, µ and δ
f (t; a,µ, δ) =
a√
2piδ
exp
{
− (t−µ)
2
2δ2
)
}
and Gaussian as the smooth kernel with the width h
Kh(xi − x) = 1√
2pih
exp
{
− (xi − x)
2
2h2
}
.
Then, we derive the density estimation fˆ (x) frommaximizing the local likelihood and
write it in terms of the Parzen Windows estimation f˜ (x) as follows:
fˆ (x) = f˜ (x)Q−1/2 exp
{
−1
2
(
f˜ ′(x)
f˜ (x)
)2
Q−1h2
}
(2.23)
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where f˜ (x) is the Parzen Windows estimation with kernel width h, i.e.,
f˜ (x) =
1
N
N
∑
i=1
Kh(xi − x)
and Q is learnt from the estimated variance δ as follows:
Q =
δ2
δ2 + h2
= 1− h
2
δ2 + h2
= 1− h2
{(
f˜ ′(x)
f˜ (x)
)2
− f˜
′′(x)
f˜ (x)
}
.
Furthermore, we obtain the estimated fˆ (x) as
fˆ (x) = f˜ (x)
√
f˜ 2(x)
f˜ 2(x) + h2 f˜ ′′(x) f˜ (x)− h2 f˜ ′2(x)
exp
{
−1
2
h2 f˜ ′2(x)
f˜ 2(x) + h2 f˜ ′′(x) f˜ (x)− h2 f˜ ′2(x)
}
.
(2.24)
(see appendix .1 for detailed derivations).
2.3.1 Theoretical analysis of 1-D FPW-S
Here we investigate the performance of our proposed FPW-S in 1-D situation. The 1-D
format of (2.7) is
pˆ(x; h) =
M
∑
j=1
P(S j)N(x;µ j, δ j)
=
M
∑
j=1
∑Ni=1 Kh(xi − s j)
∑Mq=1 ∑
N
i=1 Kh(xi − sq)
N(x;µ j, δ j)
=
1
∑Mq=1 ∑
N
i=1 Kh(xi − sq)
M
∑
j=1
N
∑
i=1
Kh(xi − s j)N(x;µ j, δ j)
(2.25)
where µ j and δ2j are the mean and the variance of the jth 1-D Gaussian distribution.
Letα j = 1N ∑
N
i=1 Kh(xi − s j), we rewrite (2.25) in the following way:
pˆ(x; h) =
1
∑Mq=1αq
M
∑
j=1
α jN(x;µ j, δ j)
=
M
∑
j=1
g(x,α j,µ j, δ j).
(2.26)
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Note that here we defined
g(x,α j,µ j, δ j) =
α j
∑Mq=1αq
1√
2piδ j
exp
{
− (x−µ j)
2
2δ2j
}
.
According to (2.16), the parameters of the component g(x,α j,µ j, δ j) can be esti-
mated from the 1-D formulation of the component specific local log-likelihood, i.e.
L j(θ) =
N
∑
i=1
Kh(xi − s j) log
[
P(S j) N(x;µ j, δ j)
]
=
N
∑
i=1
Kh(xi − s j) log
[
α j
∑Mq=1αq
N(x;µ j, δ j)
]
.
(2.27)
It will lead to
α j =
1
N
N
∑
i=1
Kh(xi − s j) (2.28)
µ j =
∑Ni=1 Kh(xi − s j)xi
∑Nn=1 Kh(xn − s j)
(2.29)
δ2j =
∑Ni=1 Kh(xi − s j)(xi −µ j)2
∑Nn=1 Kh(xn − s j)
. (2.30)
In the soft version of our proposed FPW density estimator, we use the Gaussian
kernel as the local smooth kernel, i.e.,
Kh(xi − s j) = 1√
2pih
exp
{
− (xi − s j)
2
2h2
}
.
Then, the parameters estimated by Eqs. (2.28)-(2.30) can be rewritten in terms of the
density of the classical Parzen Windows estimator f˜ (s j) with the window width h as
follows: (see Appendix .2 for derivation details):
α j = f˜ (s j), (2.31)
µ j =
h2 f˜ ′(s j)
f˜ (s j)
+ s j, (2.32)
δ2j =
h2 f˜ 2(s j) + h4 f˜ ′′(s j) f˜ (s j)− h4 f˜ ′2(s j)
f˜ 2(s j)
. (2.33)
Let g j(x) represent the component of FPW-S associatedwith the partition s j: g(x;α j,µ j, δ j),
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the density estimated by our FPW-S on the partition center s j is the sum of the contri-
bution from component g(x;α j,µ j, δ j) and other ones, i.e.
pˆ(s j; h) = g1(s j) + g2(s j) + . . .+ g j(s j) + . . .+ gM(s j).
Instead of analyzing the overall accuracy, we investigate the contribution of com-
ponent g j(s j), which is believed providing the major contribution among these com-
ponents. Bringing the parameters estimated by Eqs. (2.31)-(2.33) to the formulation of
component g j(s j) of the FPW-S density estimator:
g j(s j) =
α j
∑Mq=1αq
1√
2piδ j
exp
{
− (s j −µ j)
2
2δ2j
}
, (2.34)
we have the estimated component gˆ j(s j) in terms of the classical Parzen Windows
estimator f˜ (x) as:
gˆ j(s j) =gˆ(s j;α j,µ j, δ j)
=
f˜ (s j)√
2pi ∑Mq=1 f˜ (sq)
√√√√ f˜ 2(s j)
h2 f˜ 2(s j) + h4 f˜ ′′(s j) f˜ (s j)− h4 f˜ ′2(s j)
exp
{
−1
2
h2 f˜ ′2(s j)
f˜ 2(s j) + h2 f˜ ′′(s j) f˜ (s j)− h2 f˜ ′
}
.
(2.35)
Let A(x) = f˜ 2(x) + h2 f˜ ′′(x) f˜ (x) − h2 f˜ ′2(x) and x = s j, we get the comparable
results between the j-th component of our FPW-S and density estimator in [1] shown
in Figure 2.2.
gˆ j(s j) =
1√
2pi ∑Mq=1 f˜ (sq)h
f˜ (s j)
√
f˜ 2(s j)
A(x)
exp
{
−1
2
h2 f˜ ′2(s j)
A(x)
}
.
fˆ (s j) = f˜ (s j)
√
f˜ 2(s j)
A(x)
exp
{
−1
2
h2 f˜ ′2(s j)
A(x)
}
.
Figure 2.2: Theoratical analysis results of the component gˆ j(s j) in FPW-S algorithm
and the locally parametric density estimator fˆ (s j) [1].
Therefore, the relation between the component gˆ j(s j) of the FPW-S and locally
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parametric nonparametric model learnt from local log likelihood in [1] is
gˆ j(s j) =
1√
2pih∑Mq=1 f˜ (sq)
fˆ (s j). (2.36)
If we use εr to represent (approximate) the distance between the components’ cen-
ters, the relation between component gˆ j(s j) of our FPW-S and locally parametric non-
parametric model fˆ (s j) shown in (2.36) could be reformulated as:
gˆ j(s j) =
εr
h
√
2pi ∑Mq=1 f˜ (sq)εr
fˆ (s j) (2.37)
Note that, the kernel width h is equal to the fixed radii r used at the partitioning step
in our algorithm. If r is a very small number, the number of the partitions M will be
large. This is guaranteed by the partition algorithm in Section 2.2.1. If r is approaching
0 (when the number of data points N goes to infinity), M will tend to infinity. In this
case, the term ∑Mq=1 f˜ (sq)εr approximates
∫
f (x)dx, which equals to 1. Therefore,
gˆ j(s j) =
ε√
2pi ∑Mq=1 f˜ (sq)εr
fˆ (s j)
≈ ε√
2pi
fˆ (s j).
(2.38)
From Eq. (2.38) and (2.21), we obtain the expectation and variance the estimated com-
ponent gˆ j(s j) on partition center s j as follows:
Egˆ j(s j) =
ε√
2pi
E fˆ (s j)
Vargˆ j(s j) =
ε2
2pi
Var fˆ (s j).
(2.39)
Therefore, we could claim that the expectation and variance of the component g j(s j) of
our FPW-S at the partition center s j have similar properties to that of the locally para-
metric density estimator fˆ (s j) (up to a scale which is independent of the parameter of
density estimation r). The bias of the estimated component gˆ j(s j) is also sensitive to
the curvature of the true density and also related to the characteristics of the kernel
form and the weight functions.
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2.3.2 Numerical experiments
This subsection aims to verify the theoretical findings by some numerical simulations.
The datasets we used are generated from 1-D density distribution
f (x) =
6
10
N(−2.6, 0.36) + 4
10
N(1.7, 0.36), (2.40)
where N(µ, δ2) denotes the normal distribution with mean µ and variance δ2. In the
experiments, two different ways of selecting the partition centers are employed. One is
the partition algorithm proposed in Section 2.2.1. Another one is utilizing the equally
spaced partition centers.
The first experiment is to confirm the relation between the number of the observa-
tions N and the algorithm parameter r (h). That is with more data samples (N), the
r (or h) goes small and the number of the components M in FPW density estimator
goes large. For the equally spaced partitioning scheme, we use r′ to represent interval
of the partition centers and M′ to represent the number of the partition centers. The
estimated optimal parameters (by 10-fold cross validation) with respect to different
number of observations in the dataset are reported in Table 2.1. It shows that
1. Analogously to classical density estimators, for both partition schemes, the size
of the partition is getting smaller as the number of the observation is getting
larger. At the same time, the number of partition centers must increase to ensure
the coverage of the data space.
2. Our partition algorithm requires smaller number of centers than the equally
spaced partitioning scheme in the density estimation.
In the second experiment, we aim to illustrate relation between the main con-
tributed component (component centered on partition center s j) in FPW-S and locally
parametric density, which is formulated in Eq. (refeq: grelatedf). To do this, we gen-
erate 800 data points from f (x) and use 42 equally spaced centers as the partition
centers. At each partition center, we estimate the densities by local parametric den-
sity model and the FPW-S component centered on it. The theoretical relation between
them is formulated in Eq. (2.38). In Figure 2.3, we use red square markers to repre-
sent the density estimated at the fixed centers by local parametric density (denoted by
LL in the figure). Accordingly, blue circles are plotted to indicate the the contribution
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Table 2.1: The optimal parameters (set by 10-fold cross validation) of FPW-S for two
different partition centers selecting schemes with respect to the increased number of
the observations sampled from the distribution (2.40).
N r’ M’ r M
40 0.7173 12 0.8607 11
80 0.6244 18 0.8326 14
160 0.5436 23 0.6523 20
320 0.4417 31 0.5679 25
800 0.3677 42 0.4728 32
1600 0.3200 50 0.4116 40
from its main contributed component (component centered on the partition center) by
our proposed FPW-S. We can see that the densities represented by blue markers is the
densities represented by the red markers scaled down by a constant factor, which is
consistent with our theoretical finding (2.38).
Finally, since our preliminary theoretical work does not reflect the accuracy of the
overall density estimated by FPW-S, wewould like to do some numerical comparisons
on the expectation and bias of the density value between our FPW-S and the classical
PW.
In Figure 2.4, we plot the expectation (subplot (a)) and bias (subplot (b)) of the
density values estimated at the fixed partition centers of FPW-S by classical Parzen
Windows and FPW-S, respectively. The kernel width h of the Parzen Windows is se-
lected as h = 0.0525 (estimated by 10-fold cross validation). The space width of the
FPW-S is r = 0.3677 (from table 2.1). The calculation of the estimated expectation and
bias on the fixed partition centers is averaged on 1000 repetitions of the experiments.
Similarly, the expectation and bias of the density value estimated by our FPW-
S with using the flexible centers (r = 0.4728) selected by partitioning algorithm in
the 1000 repetitions is plotted in Figure 2.5. From Figures 2.4 and 2.5, we notice
that, similar to the classical Parzen Windows, the bias of the FPW-S with both fixed
partition centers and partition centers selected by the algorithm proposed in Section
2.2.1 is related to the curvature of the true density. However, since the FPW-S with
partition centers selected by the proposed algorithm uses less components to represent
the density compare to the FPW-S with fixed partition centers, it has larger bias.
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Figure 2.3: The underlying distribution (solid line) and density estimated by different
density estimators. The squares markers represent the density of the partition centers
s j estimated by locally parametric density estimator: fˆ (s j) and the circle markers show
the density obtained from the center’s component: gˆ j(s j) of 1-D FPW-S.
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(a) Expectation of the 1-D FPW-S and the clas-
sical PW
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(b) Bias of the 1-D FPW-S and the classical PW
Figure 2.4: Expectations and biases of the classical PW and the 1-D FPW-Swith equally
spaced partition centers.
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(a) Expectation of the 1-D FPW-S and the clas-
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Figure 2.5: Expectations and biases of the classical PW and the 1-D FPW-S with parti-
tion centers selected by the proposed algorithm.
2.4 Experiments
In this section, we test our presented FPW method on two synthetic datasets and real
large scale astronomical simulation datasets. The experiments demonstrate that, com-
pared with other recently proposed methods for sparse kernel density estimation, our
Fast Parzen Windows can lead to similar or better performance in terms of the accu-
racy and the sparseness of representation, but at much less computational cost. Fur-
thermore, the advantages of our simple, yet effective method for density estimation
are highlighted in the experiments on large datasets of galaxy disruption simulations.
2.4.1 One-Dimensional Example
Our first experiment is carried out on a 1D dataset used in [66]. 1800 points are drawn
from the Gaussian mixture
f (x) =
8
18
N(−2.6, 0.09) + 6
18
N(−0.8, 0.36) + 4
18
N(1.7, 0.64),
where N(µ, δ2) denotes the normal distribution with mean µ and variance δ2.
We compare the performance of ParzenWindows (PW), SimplifiedMixture Model
(SMM) [66], Reduced Set Density Estimator (RSDE) [65], and our Fast Parzen Win-
dows (FPW) on estimation accuracy, representation sparseness and running time. Since
the locally parametric density estimator [1] mentioned earlier is not able to estimate
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the overall density distribution of the given dataset, we will not consider it in this
section.
The underlying distribution and typical estimated distributions are illustrated in
Figure 2.6. ParzenWindows employs Gaussian kernels with fixed bandwidth h = 0.12
(determined by 10-fold cross validation). For SMM, we use the same parameters as in
[66], approximate the density by 5 kernels and repeatedly initialize the estimation by
the K-means algorithm [80]. We also try the number of kernels 10, 50, 100, 250. The free
parameter of RSDE (i.e. optimal kernel width) is set to 0.28 by 10-fold cross valida-
tion, and then the weighting coefficients are learnt in the optimization procedure. The
proposed FPW-S uses the disk radius r = 0.19 (also set by 10-fold cross validation).
To have a quantitative evaluation, we randomly generate datasets from the Gaus-
sian mixture 100 times, and compare these algorithms using the following error crite-
ria with respect to the real distribution f (x): 1) the L1 error (2.41); 2) the L2 error (2.42);
and 3) an approximation of the standard KL divergence (2.43):
L1 =
1
N
N
∑
i=1
| f (xi)− fˆ (xi)| (2.41)
L2 =
1
N
N
∑
i=1
| f (xi)− fˆ (xi)|2 (2.42)
KL =
1
N
N
∑
i=1
f (xi) log
f (xi)
fˆ (xi)
, (2.43)
where fˆ (xi) is the estimated density. The results are reported in Table 2.2. We also
investigate the sparseness of the methods by reporting the average number of compo-
nents in the models. It determines the computational cost of estimating density for the
testing data points. Parzen Windows leads to the largest model, since the number of
components (kernels) is equal to the sample size N. All the experiments are performed
on desk top computer having Pentium(R)4, 3.00GHz CPU and 512M RAM, and the al-
gorithms are coded in Matlab 7.0. Table 2.3 shows the running time consumed on this
1800-sample dataset and the model complexity (i.e. the number of components, de-
noted by M). We report the time consumed in the form t1 + t2, where t1 is the time
used for building the model and t2 is the time of deploying the model1.
1Time for parameter estimation (e.g. 10-fold cross validation) is not included.
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Figure 2.6: The underlying distribution and typical estimated distributions by differ-
ent approaches. Green-dashed: real density distribution; Blue: estimated density.
31
2.4 Experiments
Ta
bl
e
2.
2:
Er
ro
r
m
ea
su
re
s
of
de
ns
it
y
es
ti
m
at
ed
by
PW
,S
M
M
,R
SD
E
an
d
FP
W
-S
on
th
e
1-
D
da
ta
se
t
M
et
ho
ds
L 1
er
ro
r
L 2
er
ro
r
K
L
di
st
an
ce
(m
ea
n±
st
d
)×
10
−2
(m
ea
n±
st
d
)×
10
−4
(m
ea
n±
st
d
)×
10
−2
PW
0.
89
±0
.4
6
0.
99
±0
.9
7
0.
88
±0
.4
6
SM
M
(M
=5
)
1.
87
±
1.
19
4.
89
±
7.
70
1.
85
±
1.
17
SM
M
(M
=1
0)
1.
7
±
0.
6
3.
22
±
2.
25
1.
69
±
0.
6
SM
M
(M
=5
0)
0.
98
±
0.
62
1.
32
±
1.
48
0.
97
±
0.
62
SM
M
(M
=1
00
)
0.
94
±0
.6
3
1.
22
±1
.3
6
0.
95
±
0.
59
SM
M
(M
=2
50
)
0.
91
±
0.
55
1.
11
±
1.
28
0.
90
±
0.
55
R
SD
E
0.
50
±0
.2
8
0.
32
±0
.3
6
0.
49
±0
.2
8
FP
W
-S
1.
74
±0
.7
2
3.
54
±2
.8
0
1.
73
±0
.7
1
32
2.4 Experiments
Table 2.3: Time elapsed (in CPU seconds) on estimating and deploying the density
distribution models by using PW, SMM, RSDE, FPW-S and the number of components
in each density model.
Methods CPU Time (sec) M
PW 0+76.695 1800
SMM 360.006 + 0.012 5
RSDE 289.552+ 1.481 270
FPW-S 0.440+0.021 14
The RSDE algorithm achieves the lowest approximation error. The performance of
FPW-S is comparable to that of SMM, however, at a much lower computational cost.
The hard partitioning version FPW-H tends to be more sensitive to the initialization
of data space coverage by disks.
2.4.2 Data aligned along a lower dimensional manifold
The data points in the dataset (300 training and 10,000 testing) used in this experiment
are two dimensional and are sampled as follows:
x1 = 0.04t sin(t) +x1 ,
x2 = 0.04t cos(t) +x2
where t ∼ U(3, 15), x1 ∼ N(0, 0.01), x2 ∼ N(0, 0.01), U(a, b) is the uniform distri-
bution over the interval (a, b) andN(0, δ) is the zero-mean Gaussian distribution with
standard deviation δ.
We compare the performance of ParzenWindows (PW), SimplifiedMixture Model
(SMM) [66], Reduced Set Density Estimator (RSDE) [65], Manifold Parzen Windows
[3], Gaussian Mixture Model (GMM) (We use GMMk to denote the model initialized
with K-means as opposed to GMM initialized randomly from the data) and our ap-
proaches (FPW-H and FPW-S). We keep the same parameter setting for Manifold
ParzenWindows as in [3]. Figure 2.7 shows the training set, as well as the densities es-
timated by these algorithms. Note the excessive ‘bumpiness’ and holes in Figures 2.7
(a)-(c) caused by the sparseness of the training set. As expected, the Manifold PW
density in Figure 2.7 (d) is better aligned with the underlying manifold. Our approach
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was not only able to learn the underlying manifold-aligned density well, but also rep-
resent it in a very sparse manner (see Figures 2.8 (a),(b) and Table 2.5). The sparseness
of our presented approach will be showing significant advantages on both training
and testing efficiencies when the dataset is very large.
Besides the measurements L1, L2 and KL distances used in Section 2.4.1, another
popular used quantitative measurement for estimated density distribution is aver-
age log likelihood (ALL). By noting that the classical Kullback-Leibler distance can be
written as follows:∫
f (x) log
f (x)
fˆ (x)
dx =
∫
f (x) log f (x)dx−
∫
f (x) log fˆ (x)dx
=
∫
f (x) log f (x)dx−
∫
log fˆ (x)dFN(x)
=
∫
f (x) log f (x)dx− 1
N
N
∑
i=1
log fˆ (xi),
(2.44)
where FN(x) is the empirical distribution function. Since
∫
f (x) log f (x)dx is a con-
stant, the average log likelihood (ALL) is linear proportional to the Kullback-Leibler
distance. The higher average log likelihood will lead to the smaller KL distance. Since
in the real density estimation problems, the true probability density function is un-
known, maximizing the average log likelihood (ALL) of the density modoel is equiv-
alent to minimizing its KL distance to the true density. Therefore, we use the average
(across 30 randomized initializations) log likelihood (ALL) on the test dataset as the
quantitative comparisons of the models in the following experiments.
The performance measures along with the parameters used (estimated via 10-fold
cross validation) are listed in Table 2.4. We use another column (i.e., Signif) to indi-
cate if either FPW-H (h) or FPW-S (s) shows significantly better performance than the
corresponding algorithm (as detected by t-test at significance level 0.01). The results
reveal that our presented FPW performs much better than SMM and GMM generally
in terms of the ALL measure.
Table 2.5 shows the running time consumed on this 300-sample dataset and the
model complexity (by the number of the components, denoted by M). We report the
time consumed in the form t1 + t2, where t1 is the time used for building the model
and t2 is the time of deploying the model 1. It is clear that the proposed work has
1Note that time for parameter estimation, like 10-fold cross validation used here, is not included.
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RSDE Density Estimation
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(c) Density estimated by RSDE
Manifold Parzen Window Density Estimation
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(d) Density estimated by Manifold PW
Gaussian Mixture Model (M=20)
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(e) Density estimated by GMM (M=20)
Gaussian Mixture Model (M=50) 
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(f) Density estimated by GMM (M=50)
Figure 2.7: Estimated density distributions of the 2-D dataset aligned along a 1-Dman-
ifold by using different approaches: blue dots represent the data points, red contour
shows the density estimated.
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Fast Parzen windows (hard version)
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(a) Density estimated by FPW-H
LW Parzen Window Density Estimation
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(b) Density estimated by FPW-S
Figure 2.8: Estimated density distributions of the 2-D dataset aligned along a 1-Dman-
ifold by using different approaches: blue dots represent the data points, red contour
shows the density estimated (continue Figure 2.7).
Table 2.4: Performance measures and the parameters settings of PW, SMM, RSDE,
GMMk GMM, FPW-S and FPW-H on the 1-D manifold aligned 2-D artificial dataset.
Methods Parameters ALL (mean ± std) Signif
PW δ=0.0173 1.3417±0 –
SMM M=20 0.8573±0.3356 h,s
SMM M=50 1.2126±0.0693 h,s
SMM M=100 1.3075±0.0187 h,s
RSED δ=0.0190 1.0515±0 –
GMMk M=50 1.4575±0.0243 s
GMM M=70 1.4609± 0.0271 s
Man PW d=1, k=11, δ=0.09 1.4660± 0 –
FPW-H r=0.141, γ=0.0001 1.3737 ± 0.0246 s
FPW-S r=0.051, γ=0.0001 1.5045 ± 0.0090
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significant advantage on the computation time.
Table 2.5: Time elapsed (in CPU seconds) on estimating and deploying the density
distribution models by using PW, SMM, RSDE, GMMk, GMM, FPW-S, FPW-H and
the number of components in each density model.
Methods M CPU Time (sec)
PW 300 0+1.229
SMM 20 16.751 + 0.117
SMM 50 20.319 + 0.215
SMM 100 33.319 + 0.686
RSDE 112 5.299 + 0.546
GMMk 50 9.162+0.346
GMM 70 12.078+0.463
Manifold PW 300 0.155+1.312
FPW-H 21 0.156+0.102
FPW-S 57 0.580+0.231
2.4.3 Experiments on galaxy disruption simulations
In the following experiment, we investigate the performance of our proposed FPW
density estimator on a series of large-scale simulation datasets. These datasets are
generated from the astronomical model which simulates the disruption process of
the satellite galaxy (M32) and large galaxy (M31)[81, 82]. To track the evolution pro-
cess starting from a particular initial condition, the astronomers collect the simulation
datasets at successive evolution stages.
The ultimate goal of the astronomal research is to identify the most plausible set
of initial conditions leading to the distribution of stars currently observed by the as-
tronomers. Of course, particle simulations cannot be compared with the real obser-
vations on a point by point bases, but the observed density of stars can be compared
with that of the simulated particles. The first step is to build good density models
on the simulated data. The densities will be then projected into the observation space
(typically 2 spatial coordinates + the line of sight velocity) and the likelihood given the
real observations will be calculated. The full work of identifying the most plausible
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simulation datasets against the observation is presented in next chapter as an applica-
tion of our Fast Parzen Window density estimator. Here we are only concerned with
models built in the full 6-dimensional (simulation) space.
We have 22 galaxy simulation datasets indexed from 0 to 21. They describe one
disruption process sequencely. The distributions of the data in different disruption
stages are differnet. The number of particles representing the satellite galaxy being
disrupted is typically large (in our case ≈ 30,000) and we found that using RSDE was
computationally infeasible. Encouraged by the results in the previous experiments,
we employ the PW, GMM and our methodology as the principal density estimators.
In the first set of experiments we used 10-fold cross validation in each simulation
data set to measure the quality of the estimated density models. The average log-
likelihoods (ALL) on each individual set estimated by PW, our approach (FPW) and
SMM are plotted in Figure 2.9 (using hyper parameters estimated by 10-fold cross
validation within the training folds). The X-axes indicates the simulation set index
(numbered from 0 to 21), the Y-axes shows the ALLs estimated by the models. Our
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Figure 2.9: Average log-likelihood (ALL) of density models estimated by classical PW
and other sparse density estimators on 22 galaxy simulation datasets.
FPWmethod shows a superior performance relative to both PW and SMM estimators
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across all the simulation sets considered.
RSDE involves the calculations of N × N matrices. As mentioned earlier, running
the algorithm on N = 32, 768 points has been proved to be infeasible. To be able to
investigate the performance of RSDE and compare it to our approach, for each of the
22 stages, we estimated the density from a downsampled simulation set (10% of the
original set) and tested on the hold-out data (90% of the original set). Analogously,
we demonstrate the performance of GMMs on the downsampled simulation sets due
to the computational demand of E-M parameter fitting. The process was repeated 10
times. The results for RSDE, GMM and FPW are shown in Figure 2.10.
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Figure 2.10: Average log-likelihood (ALL) of densitymodels estimated by classical PW
and other sparse density estimators on 22 downsampled galaxy simulation datasets.
In Figure 2.11, we report the time consumed on building the density model by
using these approaches on the 22 stages of galaxy disruption. The X-axes indicates the
simulation sets, and the Y-axis shows the time used (seconds). Note that RSDE, GMM
and GMMk are estimated on the downsampled simulation set (10% of the original set).
A clear advantage of our approaches on running times are illustrated.
In the second set of experiments, we investigate how reliably can a stage in the
galaxy disruption process be detected based on ”observations” not used in the model
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Figure 2.11: Time elapsed (in CPU seconds) on estimating the density distribution of
the galaxy simulation sets by using our proposed FPW-H, FPW-S, SMM (estimated on
full size simulation), GMM, GMM with K-means initialization and RSDE (estimated
on downsampled simulation set).
building process. We run a rolling window of size 3 over the series of 22 simulation
data sets. Thus we obtain 20 simulation set triplets (denoted by ( f , g, h)), starting with
simulation sets ( f , g, h) at stages (0,1,2) and ending with the triplet ( f , g, h) contain-
ing simulation set for stages (20,21,22). For each triplet of consecutive simulation sets
( f , g, h), we estimate 3 models, one on 90% of data from f , one on 90% of data from
g, and one on 90% of data from h. (We use 10% here for GMM and GMMk) All three
models are then tested on the 10% hold-out set from g. In this way we can determine
how well the “true” source density g can be distinguished from the densities at the
nearby stages f and h. This process is repeated 10 times. The densities correspond-
ing to the nearby stages of galaxy disruption can be quite similar and obtaining an
accurate density model is essential for further investigations by the astronomers. As
an illustration, we present in Figure 2.12 two sets of 3-dimensional projections of the
simulation data for the triplet ( f , g, h) = (20, 21, 22). The first projection is onto the
spatial coordinates, the second is onto the leading 3 eigenvectors found by the Princi-
pal Component Analysis of the merged f , g and h sets.
The models constructed on the set g have the highest hold-out ALL in each of the
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Figure 2.12: 3-D projections of the simulation data for the triplet ( f , g, h) =
(20, 21, 22). The first projection (1st column) is onto the 3 spatial coordinates, the
second (2nd column) is onto the leading 3 eigenvectors found by the Principal Com-
ponent Analysis of the merged f , g and h sets.
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20 triplets ( f , g, h). To qualify the confidence margin with which the true source is
detected, we calculate likelihood ratios (LR) :
LR f g =
L f
Lg
LRhg =
Lh
Lg
(2.45)
where L f , Lg and Lh denote the average likelihood on the testing data obtained by
models built on the sets f , g and h, respectively. The smaller likelihood ratio value,
the better performance the density estimators give. Figures ?? and 2.14 show the
likelihood ratios LR f g and LRgh, for the PW and FPW methods. The likelihood ratios
of the two FPW versions are almost the same and in both cases the variations in LR
due to different experimental runs are negligible. The FPW methods outperform the
classical PW estimation and show performance levels very similar to those of GMM,
but with much less computational effort (as illustrated in Figure 2.11).
The number of components in FPW-H and FPW-S varied from 150 to 850 and 700
to 4000, respectively. Note that the number of components in PW estimates was N ≈
30, 000.
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Figure 2.13: Likelihood Ratios (LR) of finding the correct source of the testing data
between simulation sets f and g.
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Figure 2.14: Likelihood Ratios (LR) of finding the correct source of the testing data
between simulation sets g and h.
2.5 Summary
We presented an efficient and sparse probability density estimator manifold aligned
dataset, termed Fast Parzen Windows (FPW). This algorithm partition the data space
into a set of fixed radii hyper-discs first and then approximate the manifold aligned by
a Gaussianwith full covariancematrix in each hyper-disc. In this way, global manifold
aligned density in the data space is approximated by a mixture of Gaussians. Since all
densities are estimated locally and no global optimization is required in FPW, this
density estimator could be viewed as a “sloppy Gaussian Mixture Model”.
We presented two versions of FPW: FPW-H uses a hard-partitioning of the data
samples, while FPW-S partitions the data samples in a soft manner. The performance
of the FPW-S is analyzed theoretically and it shows that the performance of the FPW-S
is dependent on the curvature of the true density. The former version is simpler and
computationally more efficient than the latter one. Compared with the soft version,
the hard version typically leads to only small performance degradation.
Compared with other sparse kernel based density estimationmethods, FPWmeth-
ods often showed comparable or superior performance at a much lower computa-
tional cost.
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Principled calibration of galaxy
disruption simulations
In this Chapter, we demonstrate a real application of our efficient and sparse density
estimator (Fast Parzen Windows) on the calibration of galaxy disruption simulations.
First, we introduce the real astronomical problem of identifying the most plausible
simulated disruption process against the real observation dataset. Then, we briefly
review the coordinate systems adopted in simulation datasets and the observation
datasets respectively, then clarify the relation between them. In Section 3, we describe
our strategy of calibrating the galaxy disruption simulations against the observation.
In Section 4, we verify our proposed calibration methodology on a series of pseudo-
observation datasets generated from disruption simulations. The results show that
our approach is capable of detecting the real source of the pseudo-observation datasets
and it is reliable to the observation noise.
3.1 Astronomical problem statement
In the hierarchical growth of structure of the Universe, galaxies grow by merging.
Most of the mergers in the lifetime of a giant galaxy involve smaller satellites, which
get tidally disrupted and assimilated in the process. Deep observations of the nearby
Universe have revealed that tidal streams, which constitute direct evidence of this
process of assimilation, are ubiquitous [83]. Detailed studies of these tidal streams and
debris can provide valuable insight into the detailed mechanism of galaxy formation
and evolution.
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Other than the satellite system of theMilkyway, themost-studied system of streams
involves the spiral galaxy M31 [84], where structures such as shells and streams of
stars have been discovered in abundance in its vicinity. These exciting discoveries
led the astronomers to investigate the possibility that such structures are in fact rem-
nants of disrupted smaller satellite galaxies [81, 82]. A simulationmodel was designed
to simulate the process of satellite galaxy disruption in the vicinity of a large galaxy
[81]. It is a particle model, with particles representing stars. Each particle has six
dimensions, three describing the spatial position, the other three describing the veloc-
ity along the spatial coordinates. The particle evolution is governed by the laws of
physics. To track the evolution process starting from a particular initial condition, the
astronomers collect the simulation datasets at successive evolution stages. Hence, the
disruption process is captured in a series of simulation datasets.
In these simulation datasets, the observed low-dimensional structures evolve along
with the satellite galaxy. With different initial conditions, the observed low-dimensional
structures evolved in slightly different way. It makes that the low-dimensional struc-
ture in these simulation dataset looks very similar, but not identical. The ultimate goal
of astronomers is to identify the most plausible set of initial conditions leading to the
distribution of stars currently observed by the astronomers.
One possible way of learning the most plausible set of initial condition is to iden-
tify the simulated stars having the most similar distribution to that of the currently
observed stars. It is impossible to compare the particles in simulation to the real ob-
servations on a point by point bases, but the observed density of stars can be compared
with that of the simulated particles. In this chapter, we propose a strategy to measure
the similarity between the simulated datasets and the observation dataset through its
probability density distribution. First, we learn the probability density function (pdf)
from the simulation datasets. Then, we adopt the pdf learnt in simulation space to
the observation space. After that, we compute the (log-)likelihood of the observa-
tion dataset generated from the adopted pdf. Among a set of simulation datasets, the
one having highest (log-) likelihood is believed as the one generating the observation
dataset. Due to the huge amount of data in both simulation datasets and observation
datasets, we employ Fast Parzen Window (FPW) algorithm proposed and verified in
last chapter to learn the pdf efficiently. The proposed approach is verified by a series
of simulation datasets and pseudo-observation datasets.
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3.2 From astronomical simulation to observation
Due to the observation limitation, the observed galaxies are not in the same coordinate
system as the simulated galaxies. In this section, we review their respective coordinate
systems, and describe the relation between them. This relation is used to formulate
the pdf for the observation datasets by projecting the pdf estimated from simulation
dataset and generate the pseudo-observation datasets for the verification.
3.2.1 Simulation data
Given one particular initial conditional setting, the astronomical simulation model
could generate a sequence of dataset {Di} to describe the galaxy disruption pro-
cess, where i is the index of disruption stages. Each simulation dataset Di contains
N particles describing the main galaxy (M31) and a satellite galaxy, written as Di =
{x1, . . . , xN}. The vector xq = (x1, x2, x3, v1, v2, v3)T and x = (x1, x2, x3)T represents
the 3-D spatial position and v = (v1, v2, v3)T represents the corresponding velocity of
the particle.
3.2.2 Observation data
Wedenote the observation dataset asO, which contains N′ observed starsO={y1, . . . , yN′},
vector y j represents the j-th observed information. In the real observation, the di-
mensions of the observed information vector y j are different in different regions. We
explain the observed y j and its relation to the original (simulation) coordinates x j.
3.2.2.1 Observation space
To explain the composition of the observation dataset, we introduce the observation
space first. Observation space is the space where the observed data (stars) stay. When
we observe the galaxy from a fixed viewpoint outside the galaxy, the stars locating in
the 3-D space are projected on the 2-D sky perpendicular to the line of sight.
We illustrate the observation space in Figure 3.1. Therefore, the 3-D spatial position
is projected onto the 2-D observation plane and 3-D velocity is projected to the line-of-
sight vector. Then, the full observation space of the galaxy is composed of 2-D position
space and 1-D velocity information y = (y1, y2, u).
46
3.2 From astronomical simulation to observation
Y(y1, y2)
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X(x1, x2, x3)
V(x1, v2, v3)
Figure 3.1: Observation space: the 2-D sky perpendicular to the line of sight is the
observation plane. We use (y1, y2) to represent star’s coordinates on the sky. The
observable velocity is along the line-of-sight, which is the line connecting the observer
and the star in the sky and is perpendicular to the sky.
The mapping from the full-phase space to the observation space could be repre-
sented by a linear projection matrixM f
M f =
[
Ms 0
0 Mv
]
(3.1)
where 3× 2 matrixMs represents the projection 3-D spatial space to the 2-D observed
spatial space, and 3× 1 matrixMv transforms the 3-D velocity to the line-of-sight ve-
locity. Since the line-of-sight velocity is perpendicular to the 2-D observation plane,
we know that, Mv=cross(Ms(:, 1),Ms(:, 2)), where cross(, ) represents the cross prod-
uct andMs(:, 1),Ms(:, 2) represent the first and second column of the matrixMs. 0 is
zeros matrix. Then the observation y j is
y j = MTf x j
=
(
MTx x
MTv v
)
(3.2)
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Figure 3.2: Observation fields: observation fields are chosen according to the spatial
distribution of the galaxy. Closed contours represent the low dimensional structures
observed and squares along with the dotted line are the chosen observational fields.
where x j represent the simulation coordinate of the observation y j.
3.2.2.2 Observation fields
As we discussed above, in the observation space, we could obtain the 2-D position
and line-of-sight velocity. The astronomers usually perform this observation within a
few carefully selected observation fields. For the region outside the observation fields,
the observation just have the 2-D position information. The principle of selecting the
observation fields is illustrated in Figure 3.2. We use the closed contours to represent
the embedded low-dimensional structures(stream and shells). The squares of the same
size are the observation fields, which are chosen to go along and cross these low-
dimensional structures. To do so, velocities of the stars in different area according to
the low-dimensional structures are captured.
Therefore, the observation datasets O composes of two subsets O3 and O2, where
O3 and O2 represent the observation taken in the observation fields and outside the
observation respectively. The 3-D or 2-D observed y j can be written as
y j =
{
M˜Ts x j, y j ∈ O2
MTf x j, y j ∈ O3
(3.3)
48
3.3 Calibration process
where O = O3 ∪ O2 and M˜s is the projection matrix from 6-D simulation space to the
2-D observation spatial space.
M˜s =
[
Ms
0
]
, (3.4)
3.3 Calibration process
In this section we introduce our strategy of identifying the most plausible simulation
dataset given the observations. Among a set of L simulation datasets {D1,D2, . . . ,DL},
the procedure of identifying the most ‘statistically similar’ simulation set to the given
observation dataset O includes the following three steps:
• Step 1: Use Fast Parzen Window (PFW) to estimate a probability density func-
tion (pdf) Mi on each simulation set Di, i = 1, 2, ..., L. Due to the scale of the
simulation set, we use hard version of Fast Parzen Windows (FPW-H) in this
chapter.
• Step 2: Adapt the pdfsMi to observation (test) data:
We project the Mi’s onto the low-dimensional observation space (either 2-D or
3-D) to obtain the projected pdfsM2i andM
3
i .
• Step 3: Compute the average (log-)likelihood (ALL) of the adapted densities on
the observation dataset O and select the density that is maximally likely given O.
The simulation dataset that gave rise to the selected density is identified as the
most ‘statistically similar’ to the observations O.
Theoretically, we could select the most plausible simulation dataset by estimating
density functions on the 2-D and 3-D observation spaces directly from the projected
data at the price of increased computational cost and loss of flexibility of adopting a
unified density model to possibly different projection spaces.
3.3.1 Learning the pdf
The simulation dataset generated from astronomical model includes the main galaxy
(M31, 1 simulation dataset) and its satellite galaxy (L simulation datasets). We estimate
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the pdfs ofM31 and the satellite separately (for notational simplicity we omit the index
i of the simulation dataset used to fit the satellite density):
M31(x) =
M
∑
j=1
P(S j)N(x;m j,C j) (3.5)
Msat(x) =
M′
∑
j=1
P(S′j)N(x;m
′
j,C
′
j) (3.6)
where M and M′ denote the number of components in M31 and Msat respectively;
S j and S′j are the partition sets; P(S j) and P(S
′
j) denote the mixing weights of the
Gaussian components with meansm j (m′j) and covariance matrices C j (C
′
j) .
Probabilistic model of the simulation data is a mixture
M(x) = P31M31(x) + PsatMsat(x) (3.7)
where P31 and Psat are the mixing co-efficients estimated from the mass ratio of M31
and its satellite. In our experiment, P31 = 0.9688 and Psat = 0.0312.
3.3.2 Adapting pdfs to observations
Since the observation space is different from the simulation space, we need to trans-
form the pdfM learnt in simulation space to the observation space.
Given a D-dimensional dataset D = {x1, . . . , xN}, its (orthogonal) projection onto
a d-dimensional linear subspace (d < D) via a projectionmatrixM isD′ = {y1, . . . , yN},
yi = MTxi. The model M projected onto that subspace will be denoted by Md. We
have
Md(y) = P31Md31(y) + PsatM
d
sat(y) (3.8)
whereMd31 andM
d
sat are the projected densitiesM31 andMsat, respectively. In obser-
vation space
Md31(y) =
M
∑
j=1
P(S j)N(y;µ j,Ψ j) (3.9)
Mdsat(y) =
M′
∑
j=1
P(S′j)N(y;µ
′
j,Ψ
′
j) (3.10)
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By employing the parameter estimation equations of FPW (Eqs. (2.9, 2.10)), we get
the parameters of the projected densities as follows:
µ j =
1
|S j| ∑i∈S j
yi =
1
|S j| ∑i∈S j
MTxi
=MT
1
|S j| ∑i∈S j
xi = MTm j
(3.11)
Ψ j =
1
|S j| ∑i∈S j
(yi −µ j)(yi −µ j)T
=
1
|S j| ∑i∈S j
(MTxi −MTm j)(MTxi −MTm j)T
=MT ∑
i∈S j
1
|S j| (xi −m j)(xi −m j)
TM
=MTC j M
(3.12)
Analogously,
µ′j =M
T m′j
Ψ′j =M
TC′j M.
(3.13)
Projected models on the 3-D and 2-D observational spaces can be obtained by em-
ploying the projection matricesM f (3.1) and M˜s (3.4), respectively:
M2(y) = P31M231(y) + PsatM
2
sat(y), (3.14)
M3(y) = P31M331(y) + PsatM
3
sat(y). (3.15)
3.3.3 Computing the (log-)likelihood
For every simulation dataset Di, we construct two density functionsMi,2,Mi,3 as de-
scribed above. The (log-)likelihood given the observation data is given by:
Li(O) =
1
|O|
3
∑
d=2
∑
y∈Od
logMi,d(y). (3.16)
where |O| is the size of O.
For a given set of simulation datasets {D1,D2, . . . ,DL}, the index of themost likely
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(under our model structure) disruption process is then
i = arg max
i=1,2,...,L
Li(O). (3.17)
3.4 Experiments and evaluation
In this section, we verify our proposed identification methodology on a set of simula-
tion datasets and their related pseudo observation datasets.
3.4.1 Data description
The astronomical simulation datasets used to investigate the reliability of the pro-
posed identification procedurewere generated from one astronomical simulationmodel.
In this model, the main galaxy (M31) is represented by 5,089,594 particles and another
163,840 particles are used to describe the satellite galaxy (M32).
Given 12 different initial conditions, the astronomical model create 12 different
galaxies’ disruption process. We denote them as Gi, (i = 1, . . . , 12). In each process, 11
successive simulated particle datasets were recorded to describe the satellite galaxy’s
disruption process from stage 15 to stage 25. In these simulated particle datasets,
the particles for the main galaxy (galaxy M31) are remaining the same during the
evolution in the astronomical simulation model.
In the following experiments, we choose groups 1, 5 and 9 {G1,G5,G9} among these
12 disruption groups to verify our proposed strategy. And we name these disruption
process as F, G and H respectively.
3.4.2 Building model for simulation datasets
The first step of this experiment is to build density model M from the simulation
datasets, which includesM31 andMsat. We use Fast Parzen Windows (FPW) to learn
the models from 90% of the simulation data of galaxy M31 and satellite M32 seper-
ately (training data). We denote the satelite density fitted at stage j of the disruption
process g byMg, jsat, g ∈ {F,G,H}, j = 15, 16, . . . , 25. We then test performance of the
overall density model
Mg, j(x) = P31M31(x) + PsatM
g, j
sat(x) (3.18)
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on pseudo-observations generated from the remaining 10% of the disruption process
data, g ∈ {F,G,H}, at the same simulation stage j, or at related stages j− 1, j, j+ 1.
The FPW parameters are set by 10-fold cross-validation on the training data.
3.4.3 Constructing the observation spaces
Spatial simulation of M31 operates within a co-ordinate system (XG,YG, ZG). The
disk lies in the (XG, YG) space and ZG points along the spin axis Denote the basis
transformation matrix from this system onto our observation space (XS,YS, ZS) by
Mrs. In the sky, east is to the left and west is to the right ad so in our coordinate system
XS points to the east (left), YS points to the north (up) and ZS points away from us. The
basis transformation involves two rotations. The first one is related to inclination that
rotates the galaxy by angle i = −77o around theYS axis. Thenwe rotate the galaxies by
angleφ = 37o around ZS axis. The rotations are represented by orthogonal matrices
Minl =
 cos i 0 sin i0 1 0
− sin i 0 cos i
 (3.19)
and
Mpos =
 cosφ sinφ 0− sinφ cosφ 0
0 0 1
 . (3.20)
The product of these rotation matrices gives the transformation from simulation
coordinate to the sky coordinate:
Mtrans =
 cosφ cos i sinφ cosφ sin i− sinφ cos i cosφ − sinφ sin i
− sin i 0 cos i
 . (3.21)
Since on the sky the coordinate XS points to the left, we have
Mrs =
(
− cosφ cos i − sinφ − cosφ sin i
− sinφ cos i cosφ − sinφ sin i
)T
. (3.22)
Besides the realistic orientation of the observation space, we construct two other
synthetic observation spaces differing in the extent to which the spatial structure in
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the simulation space is preserved. To that end we determine 3 principle components
p1, p2 and p3 of the galaxy’s spatial distribution in the simulation space and construct
the projection matrices as follows:
M1s = (p1, p2), M
1
v = (p3)
M2s = (p2, p3), M
2
v = (p1). (3.23)
In Figure 3.3, we show the 20-th stage of galaxies’ disruption distribution on dif-
ferent projection spaces. Plots in the second column are the projection of disruption
process F, the third column is the projection of disruption process G and the last col-
umn is the projection of disruption process H. The first column illustrates the psuedo-
observation set (5-PO construction detailed later) and the whole spatial space is rep-
resented by 200× 200 bins (the same setting is also used later for classical chi-square
test), and the brightness of the bins indicates the logarithm of stars’ amount in the
bins.
3.4.4 Constructing pseudo-observation datasets
Given an observation space, we generate a series of pseudo-observations to test the
reliability of our proposed methodology. The pseudo-observation datasets are con-
structed from the 10% hold-out simulation datasets at each stage of the disruption
process G. For each projection space defined by the projection operator Ms (Ms ∈
{Mrs,M1s ,M2s}, we construct a series of pseudo-observation data sets with increasing
levels complexity.
3.4.4.1 Pseudo-observation 1 (1-PO)
Pseudo-observation set 1 (1-PO) only contains 2-D positional information in the ob-
servation space. 1-PO = {y1, y2, . . . , yN},
yi = M˜Ts xi; (3.24)
where M˜s is defined in Eq. (3.4).
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3.4.4.2 Pseudo-observation 2 (2-PO)
Pseudo-observation set 2 ,2-PO, takes into an account line-of sight velocities mea-
sured for stars within the observational fields. For stars outside the observation fields
(2-PO2) we only have 2-D spatial information (as in 1-PO), for those inside the obser-
vation fields (2-PO3) we have a 3-D spatial and velocity information.
yi =
{
M˜Ts xi, yi ∈ 2-PO2
MTf xi, yi ∈ 2-PO3
(3.25)
We selected the observation fields manually based on the current observational
practice. As an example, consider the stage 20 of the disruption process G. The chosen
observation fields for every projection space are shown in Figure 3.4. Only the satellite
galaxy is plotted, observation fields are the white squares on the 2-D observed data.
Observation spaces 1, 2, 3 correspond to projection spaces represented byMrs,M1s and
M2s , respectively.
3.4.4.3 Pseudo-observation 3 (3-PO)
In the third Pseudo-observation set 3-PO, in addition to observational fields we intro-
duce a realistic additive observational noise in the line-of-sight velocity.
yi =
{
M˜Ts xi, yi ∈ 3-PO2
MTf xi +yi , yi ∈ 3-PO3
(3.26)
where yi ∼ N(0,ψ) with the covariance
ψ =
 0 0 00 0 0
0 0 s
ν

and s = 10, 20, 50 km/s and ν = 656 is the velocity scale in the simulation dataset.
3.4.4.4 Pseudo-observation 4 (4-PO)
Pseudo-observation set 4 (4-PO) (besides features captured by the previous sets) re-
flects the fact that compared with the original (simulated) distribution of M31, the
observed density is actually slightly periodically varying with respect to the distance
from the galaxy’s center. We took account of this spatial feature as follows:
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Figure 3.4: Observational fields chosen for the simulation at disruption stage 20 of
disruption process G. The first plot shows the spatial distribution of the simulation
data, the following 3 plots illustrate the chosen observation fields and the simulation
data in coordinate system x1 − x2, x2 − x3 and x1 − x3 respectively.
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• We estimated the density F(r) of M31 as a function of the distance from the
galaxy center r. The density is shown in Figure 3.5 (a).
• We then use a cosine function shown in 3.5(b) to modulate the density F(r)with
periodic features. Half period of the cosine function is equal to the width of the
stream in its middle section (set to 5). Changes τ(r) to the original density read
τ(r) = cos(r) F(r) δ, (3.27)
where δ = 3% (see Figure 3.5 (c)).
• Finally, we adjust the distribution of M31 galaxy according to τ(r) and generate
the observations by down proportionally sampling the original observations in
regions with negative τ(r). and upsampling (according to local densities) in
regions of positive τ(r).
3.4.5 Experiments and Results
To test the reliability of our proposed methodology, we form 11 triplets (Fi, Gi, Hi) of
simulation data sets corresponding to disruption simulation stages i = {15, . . . , 25}
by rolling a 3×1 window over the three disruption processes F, G and H from stage
15 to 25. Each such triplet contains simulation datasets generated at same time stage
but with different initial conditions.
For each simulation stage i and projection operator Ms we test the capability of
our method to detect the correct initial condition (in other words to detect the correct
generative source of the pseudo-observations among the three simulation datasets in
(Fi, Gi, Hi)). Using the 10% hold-out dataset fromGi, we construct 8 test sets of pseudo-
observation data PO ∈ {1-PO, 2-PO, 3-PO, 4-PO}with parameters shown in Table 3.1.
We repeated the experiments 10 times, each time with a different 10% hold-out set
for pseudo-observation construction and the number of correct detections out of the
10 runs was recorded. Reassuringly, for all simulation stages i = {15, . . . , 25} and
all projection operators Mrs, M1s and M2s , the true source G was detected with 100%
accuracy (correct detection in each of the 10 runs).
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Figure 3.5: Simulated observational features of fields in the vicinity of M31.
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Table 3.1: Parameter settings for the pseudo-observation datasets.
PO Parameters
1-PO Ms
2-PO Ms,M f
3-PO Ms,M f , s=10km/s
3-PO Ms,M f , s=20km/s
3-PO Ms,M f , s=50km/s
4-PO Ms,M f , s=10km/s, δ=3%
4-PO Ms,M f , s=20km/s, δ=3%
4-PO Ms,M f , s=50km/s, δ=3%
3.4.6 Background Screen
In the real observation, there are not only the galaxies but also the background and
foreground noises coming from foreground Milky Way stars and unresolved back-
ground galaxies.Here we call it screen noise. In our last pseudo-observation datasets
(5-PO), we add the screen noise (SN) to the observed galaxies. Therefore, we have
5-PO = 4-PO∪ SN. (3.28)
If we know the distribution of screen noise SN on 2-D and 3-D observation space
(represented by S2 and S3 respectively), we could describe the distribution of 5-PO
on 3-D and 2-D observation space by extending our galaxies model M2, M3 in 2-D
and 3-D observation spaces to mixture model of galaxies and screen noiseM2s andM3s
respectively as follows:
M2s (y) = α
2
mM
2(y) +α2sS
2(y)
= α2mP31M
2
31(y) +α
2
mPsatM
2
sat(y) +α
2
sS
2(y) (3.29)
M3s (y) = α
3
mM
3(y) +α3sS
3(y)
= α3mP31M
3
31(y) +α
3
mPsatM
2
sat(y) +α
3
sS
3(y) (3.30)
whereα2m andα2s are the mixing coefficients of galaxies’ model and the screen noise on
2-D observation space, α3m and α3s are the mixing coefficients of galaxies’ model and
the screen noise on 3-D observation space.
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Similar to last subsection, for one triplet (Fi, Gi, Hi) and one given projection space
(denoted by Ms), the experiments of testing the capability of detecting the correct
initial condition are carried out as follows:
• In order to learn the model triplet ({M2s ,M3s}Fi, {M2s ,M3s}Gi, {M2s ,M3s}Hi) on the
given projection space, we make the following settings for Eq. (3.29) and Eq.
(3.30): first, we setα2m = 0.7 andα2s = 0.3 as the proportion between screen and
the galaxy M31 and M32 is 30:70 in 2-D observation space and the distribution
of S2 to be uniform distribution. Then, because we donot consider the influence
caused by the line-of-velocity of the screen noise at the current stage, we set
α3m = 1 andα3s = 0 in this particular experiment.
• The testing data 5-PO is also constructed in the following way.
5-PO2 = 4-PO2 ∪ SN2.
5-PO3 = 4-PO3 (3.31)
where |SN2|= 37 |4-PO2|. And the data in SN2 are uniformly distributed on the
observation space.
• The average log likelihood is computed as
lnL(O; {M2s ,M3s}g j) =
1
|O| (
3
∑
d=2
∑
y j∈Od
logMds (y j) (3.32)
where g indicates the disruption process is the triplet and i is the index of the
stage. So the ALL of the triplet is calculated as Eq. (3.33).
LF = lnL(5-PO, {M2s ,M3s}Fi)
LG = lnL(5-PO, {M2s ,M3s}Gi) (3.33)
LH = lnL(5-PO, {M2s ,M3s}Hi)
Again, to show the correct rate, we plot the correct rate out of the 10 runs in Fig-
ure 3.6 (a). Subplots (a1), (a2) and (a3) show the correct rate on projection space Mrs,
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Figure 3.6: Correct rates of the proposed principled calibration on detecting the source
of the pseudo-observation sets 5-PO from triplets and 3× 3 sets.
M1s andM2s respectively. x-axis labels the stages of the triplet from 16 to 24 and y-axis
is the correct rate.
Finally, we extend our experiments from detecting the correct initial condition
of the observation dataset to detecting both the initial condition and the stage of
the observation datasets. Therefore, we extend the triple (Fi, Gi, Hi) into 3×3 set Ft−1 Ft Ft+1Gt−1 Gt Gt+1
Ht−1 Ht Ht+1
 where t = {16, . . . , 24}.
Using the same pseudo-observation (5-PO), for one 3×3 set and one given pro-
jection space, we could obtain a set of ALL learnt by the models of the simulation
datasets in the 3×3 set. We represent them in a set as
 LFt−1 LFt LFt+1LGt−1 LGt LGt+1
LHt−1 LHt LHt+1
 . To plot
the correct rate, we also compute the likelihood ratio as in Eq. (3.34). Then we obtain
Figure 3.6 (b). Subplots (b1), (b2) and (b3) show the correct rate on projection space
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Mrs,M1s andM2s respectively.
LRex =
max
 LFt−1 , LFt , LFt+1LGt−1 , ∅, LGt+1
LHt−1 , LHt , LHt+1

LGt
(3.34)
3.4.7 Chi-square test for simulation datasets
In astronomical research, the classical chi-square test [85] is usually used for the cal-
ibration of the simulations. In this subsection, we briefly describe the procedure of
this method and compare its performance with our strategy detailed earlier. To carry
out the chi-square test, we first define an equally spaced 200 × 200 grid to segment
the overall observation plane. The segmented planes of both real observation space
(Mrs) and the synthetic observation spaces (M1s ,M2s ) are illustrated in the first column
of Figure 3.3. The brightness of each cell in the planes represents the logarithm of the
number of points in it. Using the same grid, we also plot the segmentation of simu-
lation dataset from disruption process F, G and H on each observation spaces in the
same figure.
For each triplet and 3× 3 sets constructed earlier, we perform the chi-square test
against the pseudo-observation 5-PO. Since the pseudo observation (5-PO) consists
of 2-D position information and velocity information in the observation fields, we
calculate the chi-square test by including two parts:
• chi-square test on position
For the each simulation dataset in a triplet or a 3× 3 set, we calculate the spatial
test as follows:
Eqs =∑
i, j
(COi, j − Cqi j)2
Cqi, j
(3.35)
where Cqi j is the counts of particle in cell (i, j) of simulation set indexed by q in
the triplet or 3× 3 set. COi, j is the number of particles in cell (i, j) of observation
dataset 5-PO. Note that, if no particle observation in cell (i, j), Cqi, j = 0 will
lead to the problem of division by zero in Eq. (3.35). In order to avoid the zero-
denominator, we add a small number 1 to each Ci, j. Therefore, the chi-square
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test on position calculated by Eq. (3.35) is modified as follows:
E˜qs =∑
i, j
(Cqi j − COi, j)2
Cqi, j + 1
(3.36)
• chi-square test on velocity
The velocity chi-square test between the observed velocity and simulated veloc-
ity in q-th set of the triplet/3× 3 set is computed in the following way:
Eqv =∑
i, j
∑
v∈RO
(v− v˜q)2
δ2v˜q
, (3.37)
where v denotes the velocity observed in cell (i, j) of the observation 5-PO and
RO represents the collection of the velocities in this cell. Let y be the position
corresponding to the velocity v, v˜q (with the associated variance δ2v˜q) is defined
as the expected velocity at the position y in the q-th simulation set:
v˜q =
1
∑u∈T Kh(yu − y) ∑u∈T
Kh(yu − y)vu (3.38)
δ2v˜q =
1
∑u∈T Kh(yu − y) ∑u∈T
Kh(yu − y)(vu − v˜q)2 (3.39)
where T is the collection of the particle’s neighbors at the position y in the q-th
simulation set. To select its neighbors, we associated a weight kernel with the
particle first. The width of the kernel h is d/4 (d is the length of the grid). Then
the neighbors are the particles yu that Kh(yu − y) > 0.01.
The overall test value is the sum of the spatial test value and the velocity test value
Eq = E˜qs + E
q
v.
Among a group of simulation dataset, the detected source of observation is given by:
q = argmin
q
Eq. (3.40)
In Figure 3.7, we illustrate the correct rates given by the chi-square test and our
proposed principled calibration. Subplots (a1), (a2) and (a3) report correct rate of the 9
triplets on three different observation spaces respectively. Subplots (b1), (b2) and (b3)
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report the correct rates of 3×3 sets on three different observation spaces respectively.
It is clear that the performance of our proposed strategy always dominates over that
of chi-square test.
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Figure 3.7: Correct rates of the chi-square test and the proposed principled calibration
on detecting the source of the pseudo-observation sets 5-PO from triplets and 3 × 3
sets. The blue circles are the correct rates of the principled calibration and the red
squares are the correct rates of the chi-square test.
3.5 Summary
In the chapter, we are facing a real problem in astronomy field. To study the evolu-
tion of main galaxy M31’s satellite galaxy M32, researchers build a particle model to
simulate the evolution process. With different initial conditions, the model produces
several different simulated processes. Among these similar simulations, it is difficult
to identify the most plausible simulation against the real observation automatically.
Instead of comparing the simulation with the observation partical by partical, we
originally proposed in this chapter that employing the probability density estimation
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to describe the particles distribution. Due to the very huge amount of points in both
the simulation datasets and the observation datasets, most probability density esti-
mators are computationally too expensive to work, like Parzen windows, Gaussian
Mixture model and so on.
We apply our effective and efficient density estimation Fast Parzen Window to the
large-scale datasets. To investigate the performance our proposed likelihood based
principled calibration method, we use a series of pseudo observation datasets, from
very simple one to complex one approximating to the real observation. The exper-
iment results demonstrate that the likelihood based principled calibration is much
more reliable than the classical chi-square test based calibration.
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Chapter 4
Manifold aligned density
estimation through explicit
manifold modeling
In the previous chapters, we proposed an efficient and sparse density estimator: Fast
ParzenWindows. For each component in the estimator, it is designed to capture the lo-
cal low dimensional structure. Accordingly, the overall density is estimated aligned to
the underlying manifold. From this chapter, we try to understand the global low di-
mensional structures embedded in dataset, while estimating the density estimation.
The research results in a multi-manifolds aligned density estimation with explicit
multi-manifolds modeling. We first present a new manifold expanding algorithm,
which is employed in the multi-manifold learning framework when initializing the
multiple manifolds aligned density model .
In this chapter, we first briefly review one generative model based manifold learn-
ing algorithm: Generative Topographic Mapping (GTM) model, and demonstrate that
the classical initialization of the GTM model may fail to capture a non-linear low di-
mensional structure. Then, Section 2 describes our proposed novel manifold expand-
ing algorithm. The low dimensional structure discovered by the new approach is used
to initialize the GTM model. In Section 3, we test our algorithm on several artificial
datasets and real astronomical simulation datasets where interesting structures are
embedded. Finally, Section 4 concludes this chapter.
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4.1 Generative Topographic Mapping
Generative TopographicMapping (GTM) [4] defines a non-linear, parametricmapping
from a d-dimensional latent space (τ ∈ Rd) to a D-dimensional data space (x ∈ RD).
Figure 4.1 illustrates an example of the mapping from 2-D latent space to the 3-D data
space of GTM.
  
  
  



Latent space 
Mapping
Data space 
Figure 4.1: Illustration of mapping from the 2-D latent space to the 3-D data space of
GTM.
4.1.1 Formulation of GTM
We use an equally spaced grid with M nodes (τ1, . . .,τM) to represent the latent space
in GTM. Then, by associating an equally weighted delta function on each node of the
regular grid, the probability distribution over the latent space p(τ) reads
p(τ) =
1
M
M
∑
m=1
δ(τ − τm), (4.1)
where τ is 2-D latent variable and
δ(x) =
{
1 if x = 0,
0 if x 6= 0. (4.2)
To induce a corresponding probability distribution in the data space, we convolve
it with an isotropic Gaussian noise distribution and obtain:
p(x|τ ,W,β) =N(y(τ ,W),β)
=(
β
2pi
)−D/2 exp
{
−β
2
||x− y(τ ,W)||2
}
,
(4.3)
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where x is a point in the data space, β−1 denotes the noise variance and y(τ ,W) rep-
resents the mapping of the latent grid τ in the data space. Note that we have defined
y(τ ;W) = WΦ(τ) (4.4)
where Φ(τ) is a column vector with K fixed basis functionsφ j(τ) as follows:
Φ(τ) = [φ1(τ),φ2(τ), . . . ,φK(τ)]T , (4.5)
andW is a D× K coefficient matrix.
By integrating out the latent variable, we get the probability distribution in the
data space expressed as a function of the parameters β andW,
p(x|W,β) =
∫
p(x|τ ,W,β)p(τ)dτ
=
1
M
M
∑
m=1
p(x|τm,W,β).
(4.6)
4.1.2 Optimization of GTM
Given a dataset of i.i.d points in the data space, we use E-M algorithm to maximize
the likelihood of p(x|W,β) and fit the parameters W and β to the dataset. The log
likelihood function is given by
L(W,β) =
N
∑
n=1
ln p(xn|W,β). (4.7)
In the E-step, we use old value of the parametersW and β (Wold and βold) to calcu-
late the responsibilities of each Gaussian component i for every data point xn by using
Bayes’ theorem:
Rin(Wold,βold) =p(τ i|xn,Wold,βold)
=
p(xn|τ i,Wold,βold)
∑Mm=1 p(xn|τm,Wold,βold)
.
(4.8)
Therefore, the expectation of the complete-data log likelihood is written in the form:
< Lcomp(W,β) >=
N
∑
n=1
M
∑
i=1
Rin(Wold,βold){ln p(xn|τ .W,β)} (4.9)
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Maximizing (4.9) with respect toW, and using (4.3) and (4.5), we have
N
∑
n=1
M
∑
i=1
Rin(Wold,βold){WnewΦ(τ i)− xn}ΦT(τi) = 0. (4.10)
In matrix notation, it could be written as
ΦTGoldΦWTnew = Φ
TRoldT (4.11)
where:
• Φ is a M× K matrix with elementsφi j = φ j(xi)
• X is a N × D matrix with elements xnk
• R is a M× N matrix with element Rin
• G is a M×M diagonal matrix with elements Gii = ∑Nn=1 Rin(W,β)
Similarly, maximizing Eq. (4.9) with respect toβ, we obtain the following re-estimation
formula
1
β
=
1
ND
N
∑
n=1
M
∑
i=1
Rin(Wold,βold)||WnewΦ(τ i)− xn||2. (4.12)
4.1.3 Initialization of GTM
In principle, we determine the optimal value for parameters W and β for GTM by
maximizing the log likelihood function through the E-M algorithm. These parameters
are traditionally initialized such that the GTM model initially approximates principle
component analysis (PCA)[4]. To do this, we first evaluate the data covariance ma-
trix and obtain the first and second principle eigenvectors before determining W by
minimizing the error function
E =
1
2
M
∑
i=1
||WΦ(τi)−Uτi||2 (4.13)
where the columns of U are given by the eigenvectors. The value of β−1 is initialized
to be the larger one of either the L+ 1 eigenvalue from PCA (representing the variance
of the data away from the PCA plane), or the square of half of the grid spacing of the
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Figure 4.2: Learning results of GTM model with different initializations: plot (a) illus-
trates the classical initialization of GTM and the corresponding learning result. Plot
(b) illustrates the initialization given by our proposed manifold learning algorithm
and the learning result.
PCA-projected latent points in the data space. However, in the case that a strong non-
linear manifold structure is embedded in the data, the optimization procedure with
PCA linear global initialization cannot guarantee the global optimum.
Figure 4.2 demonstrates such an example. The data set we used is generated from
the following distribution of two dimensional (x1, x2) points:
x1 = 0.02t sin(t) + 0.3+x1 ; x2 = 0.02t cos(t) + 0.3+x2 (4.14)
where t ∼ U(3, 15), x1 ∼ N(0, 0.01), x2 ∼ N(0, 0.01), U(a, b) denotes the uniform
distribution over the interval (a, b) and N(0, δ) is the zero-mean Gaussian distribu-
tion with the standard deviation δ. In Figure 4.2, we illustrate the initialization and
training results of classical GTM on the dataset described above. For the left plot, the
initial Gaussian centers are obtained by mapping the pre-defined, one dimensional
latent variables through global PCA. The learning result with such an initialization
approximates the non-linear spiral data manifold poorly. In contrast to Figure 4.2 (a),
the right plot shows an much improved result by the GTM initialized with our pro-
posed method described below.
In the following, we describe the newmanifold expanding approach demonstrated
above. The latent space of the low dimensional structure is represented by a special
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graph in low dimensional space, and an associated high dimensional graph is used
to represent the embedded shape in data space. The proposed manifold expanding
approach uses an iterative algorithm to learn the graphs in the latent space and the
data space simultaneously. These two graphs representing one specific manifold can
be easily used to initialize GTM.We verify the effectiveness of the proposed algorithm
on the artificial datasets. Numerical experiments also demonstrate that our algorithm
is capable of detecting a manifold in a noisy environment.
4.2 Manifold learning algorithm
This section introduces a novel method to discover the embedded manifold and cap-
ture its non-linear structure, so that we could provide a more reliable initialization to
the GTM model. The learning procedure is proposed under the following assump-
tions: 1) data points in the high dimensional space are lying along a low-dimensional
manifold upon some noise and 2) there is only one manifold (low-dimensional struc-
ture) which is smooth and connected.
To represent the latent space and its associatedmapping in high-dimensional space
in the learning procedure, we employ two special graphs, G (latent space graph) and
Gm (data space graph) as shown in Figure 4.3. It illustrates the graphs (G and Gm) of
the 2-D structure embedded in 3-D data space.
Data space graphLatent space graph
Mapping
Figure 4.3: Illustration of mapping from the 2-D latent space to the 3-D data space of
GTM. The 2-D latent space is represented by the latent space graph. The manifold
embedded in 3-D space is represented by the data space graph.
Our algorithm starts by planting a “seed” of the latent and data space graphs (G
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and Gm) on the latent space and the underlying low-dimensional structure embedded
in the data space, respectively. These “seeds” are termed origins of the graphs for the
rest of this thesis. Then, we iteratively discover the whole connected low dimensional
structure in the data space as the “seed” gradually grows along the low dimensional
structure. Taking this 2-D case as an example in Figure 4.3, we explain the manifold
expanding process in the following subsections.
4.2.1 Notations in the algorithm
Prior to describing our manifold learning approach, we first define some notations.
As shown in Figure 4.3, both the latent space graph and the data space graph are
composed of vertices and directed edges connecting them. We use Y and X to denote
the collections of the vertices in the latent space and data space graphs respectively.
Each vertex Yi of the latent space graph (Yi ∈ Y) contains the following attributes:
• i: index of the element in the collection.
• y¯i: coordinates of the vertex in the graph.
• Eoi : the directions of the outgoing edges. The outgoing edges of the vertex point
to the vertices connected to it. In our implementation, we call the vertices con-
nected by the outgoing edges “children”.
• Eii: the directions of the incoming edges. The incoming edges of the vertex come
from other vertices and point to the vertex itself. Likewise, we call the vertices
connected by the incoming edges “parents”.
• l: the length of the edge (since all edges in the graph have the same length, no
index is set to l).
• Pai: the set of indices of its parents (since the values are the same for the latent
and data space graphs, we use the same notation for both of them).
Each vertex Xi in collection X contains similar attributes: index i, coordinates x¯i,
directions of the outgoing edges Eoi , directions of the incoming edges E
i
i, edge length
L and the indices of its parents Pai.
The size of the outgoing edges of the node (Eo/Eo) is the number of “children”, and
the size of the incoming edges indicates the number of “parents”. For this particular
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form of the graph used in our method, if the dimension of the graph is d = 2, the
vertex of the graph has at most 2d = 4 edges. Therefore, the sum of the number of
“parents” and “children” is 4.
According to the number of vertices’ parents, we partition all the vertices of latent
space graph Y and obtain Y = Y0 ∪ Y1 ∪ Y2, where Y0, Y1 and Y2 represent collections
of vertices with 0−, 1− and 2− parents1.Similarly, we obtain the same partition of
data space graph X = X0 ∪ X1 ∪ X2, where X0, X1 and X2 represent collections of
vertices with 0−, 1− and 2− parents in the data space graph respectively. The origin
of the latent space graph Y0 and the data space graph X0 are the unique, parentless
vertices of the graphs in collections Y0 and X0 respectively. Section 4.2.2 explains how
to initialize the origins. Other vertices are learnt from their parents. In Section 4.2.3,
we describe one iteration for learning other vertices from their parents. The overall
iterative algorithm to obtain all the vertices from the origins is explained in Section
4.2.4.
4.2.2 Initialization
The initialization of the latent and data space graphs is to set the attributes of Y0 and
X0 respectively.
We set the attributes of Y0 (origin of the latent space graph) as follows:
1. The coordinate of the latent space graph origin is y¯0 = (0, 0);
2. The collection of the outgoing edges directions from the origin is Eo0={(1, 0),
(−1, 0), (0, 1), (0,−1)};
The collection of the incoming edges directions to the origin is empty: Ei0=∅;
3. Edge length l = 1.
4. The set of parents’ indexes of the origin is empty: Pa0 = ∅.
The first step of initializing the origin of the data space graph (X0) is to set its coor-
dinate. In this step, we need to ensure that the origin chosen is located on the underly-
ing low dimensional structure, so that the graph learning procedure described below
can continue when the dataset contains outliers (points which are not generated from
1The largest possible number of parents in 2-D latent space graph is 2.
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the low dimensional structure). This can be achieved by checking the distribution of its
neighbors. Therefore, one threshold parameter is required to check the density. After
that, we determine the directions of its outgoing edges according to the local manifold
patch. Different approaches can be used to learn the local manifold patch and some
will be discussed in Section 4.2.5. Finally, we set the edge length L according to the
local neighbors. Similar to the setting of the origin Y0 for the latent space graph, the
collections of incoming edges and its parents’ indices is empty. We summarize the
initialization step as follows:
1. Randomly select one data point x from dataset D.
2. If x is on the manifold (the local density around x is larger than a threhold pa-
rameter), then set it as X0’s coordinate: x¯0=x (x ∈ D and x is generated from the
embedded manifold). Otherwise, go back step 1.
3. Find the neighborhood points of origin X0 from dataset D, the set of the neigh-
bours is denoted as K(X0,D).
(a) The set of the outgoing edges’ directions from the origin is Eo0={u1,. . .,
ud,−u1,. . ., −ud},
where {u1, . . . , ud} are the first d principal directions of K(X0,D).
(b) The set of the incoming edges’ directions to the origin is empty: Ei0 = ∅.
(c) Edge length L is set to be the average of the distance from its neighbors to
X0.
(d) The set of parents’ indexes of the origin is empty: Pa0 = ∅.
4.2.3 Vertex learning
Given the “seeds” of the graphs (the origin of the graphs), we obtain all the other
vertices during the “growing” procedure. In the following, we explain how to obtain
the vertices from their parents for both the latent and data space graphs separately.
Given a vertex in a latent space graph (Yi), we represent the collection of the coor-
dinates of its children as Ch(Yi). Ch(Yi) is set deterministically by using the following
75
4.2 Manifold learning algorithm
attributes of vertex Yi: coordinates (y¯i), edge length (l) and the directions of the out-
going edges (Eoi ) as shown:
Ch(Yi) = y¯i + lEoi (4.15)
where the size of Ch(Yi) is equal to the size of Eoi . The coordinate y¯i is obtained from
its parent(s) by using Ch(YPai), l is the same for all the edges and E
o
i is to be decided
in the vertex learning.
To obtain the directions of the vertex’s outgoing edges, we first indicate three local
manifold patches of different vertex types in Figure 4.4. These are vertices with no
parent, one parent and two parents. The edge directions for these three types are
shown in Figure 4.5.
(a)
(c)
(b)
Figure 4.4: Local manifold patches associated with different types of vertices in the
latent space graph.
(a) Yi ∈ Y0 (b) Yi ∈ Y1 (c) Yi ∈ Y2
Figure 4.5: Edges of a vertex having no parent, one parent and two parents in latent
space graph.
Therefore, we determine its outgoing directions Eoi of the given vertex Yi according
to its parents Pai and its incoming edges Eii as follows:
• A vertex having no parent (Yi ∈ Y0) is the origin of the latent space graph, the
directions of its connected edges are set by the initialization.
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• A vertex having only one parent (Yi ∈ Y1) inherits the outgoing directions from
its parent. But if Yi is connected to the origin, we need to remove the direction
which is opposite to its incoming direction from its inheritance.
• The directions of the outgoing edges of vertex having two parents (Yi ∈ Y2) are
the same as the directions of its incoming edges.
It can be written in the following way:
Eoi =

Eo0 Yi ∈ Y0
Eopai\ − Eii Yi ∈ Y1
Eii Yi ∈ Y2
(4.16)
where A\B is the operation of removing items from A if they are also in B and −B
returns the opposite direction of B. The directions of the incoming edges of the new
vertex and the indexes of its parents are collected in the learning process.
Likewise, we could write out the coordinates of the children vertices of a given
vertex Xi (Ch(Xi)) of the data space graph in the same format as in the latent space
graph (Eq. (4.15)):
Ch(Xi) = x¯i + LEoi , (4.17)
where x¯i is the coordinates of vertex Xi, L is the fixed edge length, and Eoi is the collec-
tion of directions of the outgoing edges connected to vertex Xi.
Similar to the latent space graph, we also have three different cases in the data
space graph while estimating the directions of the outgoing edges. In Figure 4.6, we
illustrate the manifold patches (a), (b) and (c) in the data space graph, which are as-
sociated with the manifold patches (a), (b), (c) in the latent space graph (shown in
Figure 4.4).
According to our assumption 2), we know that the local linear manifold patches
(a) and (b) (or (b) and (c)) in the data space are smoothly connected, but not on the
same plane. Therefore, we need to project the outgoing edges direction onto the local
manifold patch to ensure that the child vertex is learnt along the local manifold patch.
Figure 4.7 illustrates the relation between the direction of one outgoing edge (e′) and
the direction of the incoming edge (e) from its parent vertex on the nearby local man-
ifold patch. If we denote the projection matrix of the manifold patch around the new
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(a)
(b)
(c)
Figure 4.6: Local manifold patches associatedwith the vertices in the data space graph.
vertex Xi as MXi , we can calculate the direction e
′ along the manifold patch from the
incoming direction e along the manifold patch nearby as follows:
e′ = MXie. (4.18)
The projection matrix MXi is constructed by the unit and orthogonal basis vectors
{u1, . . . , ud} of the local manifold patch Xi in the following way:
MXi = [u1, . . . , ud][u1, . . . , ud]
T . (4.19)
In our implementation, the {u1, . . . , ud} are obtained by decomposing the robust co-
variance matrix. The implementation details are discussed in Subsection 4.2.5.
Figure 4.7: Relation of the edges connected to vertices on the neighboring local mani-
fold patches in the data space.
Following the same rule as in the latent space graph and projecting the directions
of the edges in the connected patches, we can obtain directions of the outgoing edges
of vertex Xi:
Eoi = MXiE
∗
i , (4.20)
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where
E∗i =

Eo0 Xi ∈ X0
Eopai\ − Eii Xi ∈ X1
Eii Xi ∈ X2.
(4.21)
Using the children vertices learning step described in this subsection, we then it-
eratively learn all the vertices of the latent and data space graphs to represent the
manifold.
4.2.4 Manifold expanding process
Starting from the origins of both the latent and data space graphs, we use an iterative
algorithm to obtain its children vertices and recover the whole manifold gradually.
To implement the expanding algorithm, we introduce another two sets Y˜ and X˜ to
store the vertices to be processed for the latent space graph and the data space graph
respectively. The steps are briefly stated as follows:
1. Set Y˜ = {Y0}, X˜ = {X0} (collections of the vertices of the latent and data space
graphs which will be processed).
2. Set Y = ∅, X = ∅ (collections of the vertices of the latent and data space graphs).
3. While Y˜ 6= ∅ (X˜ 6= ∅), repeat:
• Select the first element of sets Y˜ and X˜: Y and X (Y ∈ Y˜ and X ∈ X˜).
• Remove Y and X from sets Y˜ and X˜ respectively: Y˜← Y˜ \ {Y}, X˜← X˜ \ {X},
then add them to sets Y and X respectively: Y← Y∪ {Y}, X← X∪ {X}.
• Learn the children vertices of Y and X: Ch(Y), Ch(X).
• Update the sets Y˜ and X˜with Ch(Y) and Ch(X).
To update the Y˜ with Ch(Y) and X˜ with Ch(X), we need to consider the two fol-
lowing situations:
1. Ch(X) is out of boundary.
The newly learnt vertices from Ch(X) may reach out of the boundary of the
manifold. That means the vertex is not representing the manifold structure and
should not be included in both X˜ and X. An idea to detect the vertex out of
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the manifold bound is that, compared to the density of points in the manifold,
the local density of points close to (or out of) the boundary decreases rapidly.
The implementation of detecting the dropped local density may vary when us-
ing different ways to determine the local neighbors, the threshold parameter for
detecting the density drop is closely related to the way of determine the local
neighbors.
2. Ch(Y) is in Y˜ already.
If Ch(Y) is in the set Y˜ already, it means that the vertex learnt from Ch(Y) has
been obtained from another parent before. Obviously the corresponding vertex
Ch(X) has been added to X˜ as well. Therefore, we shall not add Ch(Y) and
Ch(X) to the set Y˜ and X˜ respectively as a new vertex, but replace the existing
vertex in X˜ by the mean of the duplicated representations. Otherwise, we add
new vertices Ch(X) and Ch(Y) to sets X˜ and Y˜ as appropriate.
To make the novel manifold expanding process more intuitive, we use a simple
example to demonstrate the growing process of the latent and data space graphs (G
and Gm). The 3-D dataset we employed stays on a 2-D manifold and we sampled 2000
data points from the manifold in the following way:
x1 = t+x1 ; x2 = t+x2 ; x3 = x1(−x21 + x22) (4.22)
where t ∼ U(−0.5, 0.5) generating a uniform variable between −0.5 and 0.5, and the
noise x1 ∼ N(0, 0.01) and x2 ∼ N(0, 0.01).
First, we plot the data points generated from the distribution above in Figure 4.8
(a). The estimated low dimensional structure (constructed from connecting the nodes
in the data space graph) is shown in Figure 4.8 (b).
Next, we use a series of subplots in Figure 4.9 to demonstrate the growing of the
latent space and data space graphs in the learning process. The left column of Fig-
ure 4.9 show the plots of the vertices in the latent space graph, the right column shows
the associated data space graphs and the data points.
4.2.5 Some details on learning local manifold patch
In our proposed manifold expanding algorithm, it is essential to estimate the local
manifold patch accurately. Since we assume that the non-linear manifold is locally
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Figure 4.8: Plot (a) illustrates a 3-D dataset staying on a 2-D manifold. Plot (b) shows
the manifold learnt by our proposed manifold expanding algorithm.
linear, the local manifold patch could be estimated by Principal Component Analysis
(PCA). Finding the data points on the local manifold patch is equivalent to determin-
ing the neighbors of the given data point x. The popular methods of determining the
neighbors of x are the K nearest neighbor (KNN) algorithm and the r-radius neighbor
algorithm [86]. In the KNN algorithm, the neighbors are set to be the K nearest data
points. Although it is easy to implement, the KNN algorithm is sensitive to outliers.
Compared to the KNN algorithm, the -radius neighbor method is more realistic to
the true case, but it is very difficult to decide the essential parameter radius size .
In PCA, the d dimensional (d < D) linear manifold is represented by d eigenvectors
({u1, . . . , ud}) with the first d largest eigenvalues of the covariance matrix Sx. The
covariance matrix Sx is estimated as follows:
Sx =
∑ki=1(xi − x)(xi − x)T
k
,
where xi, i ∈ {1, . . . , k} are k neighbors of the given data x. In KNN, k is set as a
parameter. In -radius neighbor algorithm, it is the number of data points whose
distance to x is less than r.
Among many robust approaches for PCA [40, 87, 88, 89, 90, 91], a common and
easy way to make the estimation robust to outliers thereby increasing the accuracy of
the local manifold estimation is to replace the standard estimation of the covariance
matrix Sx by a robust estimator of the covariance matrix S∗x. In our implementation,
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(i) Growing latent space graph 5 (j) Growing data space graph 5
Figure 4.9: Illustration of the growing of the latent/data space graphs defined in our
proposed manifold expanding process for learning the manifold shown in Figure 4.8.
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the robust covariance matrix is calculated in the following way:
S∗x =
∑k
′
i=1 Kr(xi; x)(xi −µx)(xi −µx)T
∑k
′
i=1 Kr(xi; x)
, (4.23)
where Kr(xi; x) is a weighting kernel (we use spherical Gaussian kernel), the kernel
width r is one parameter in our manifold learning algorithm, k′ is the number of the
data points whose weights given by the weighting kernel are greater than 0.01 and
µx =
∑k
′
i=1 Kr(xi; x)x
∑k
′
i=1 Kr(xi; x)
.
By considering that the data points close to the given data point x are more impor-
tant when estimating the local manifold patch than the data points further away, cal-
culating the eigenvalues and eigenvectors of this robust covariance matrix gives us
eigenvalues that are robust to outliers.
4.3 Experiments
In this section, we use some synthetic datasets to verify our proposed manifold ex-
panding algorithm. By initializing the GTM model from the learnt latent and data
space graphs, we demonstrate the advantage of our manifold learning algorithm on
learning non-linear manifolds. Then, we add noise to the manifold and test our pro-
posed algorithm again. Finally, we use the proposed algorithm to detect the low di-
mensional structure in the astronomical datasets.
4.3.1 Initialization of GTM
Three non-linear artificial datasets are generated to verify our proposed work.
4.3.1.1 Dataset1: 2-D data along 1-D structure
The first dataset is similar to the dataset shown in Figure 4.2. The 2-D data points are
lying along 1-D manifold and they are generated as follows:
x1 = t sin(t) +x1 ; x2 = t cos(t) +x2 ; (4.24)
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where t ∼ U(3, 15), x1 ∼ N(0, 0.01), x2 ∼ N(0, 0.01), U(a, b) is the uniform distri-
bution over the interval (a, b) andN(0, δ) is the zero-mean Gaussian distribution with
standard deviation δ.
In Figure 4.10 (a), we show the data space graph (with data points) learnt by us-
ing our proposed algorithm, which is then applied to initialize the GTM model. Fig-
ure 4.10 (b) illustrates the final manifold refined by GTM.
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Figure 4.10: 1-D manifold learnt (plot (b)) by the GTMmodel from 2-D dataset and its
initialization (plot (a)) given by the proposed manifold learning algorithm.
4.3.1.2 Dataset2: 3-D data along 1-D structure
We extend the 2-D dataset into 3-D space and obtain the new dataset as follows:
x1 = t sin(t) +x1 ; x2 = t cos(t) +x2 ; x3 = t+x3 (4.25)
where t ∼ U(3, 15), x1 ∼ N(0, 0.01), x2 ∼ N(0, 0.01) and x2 ∼ N(0, 0.01).
Figure 4.11 (a) shows the data space graph (with data points) learnt by using our
proposed model. Figure 4.11 (b) illustrates the manifold learnt by GTM model with
the initialization of plot 4.11 (a).
4.3.1.3 Dataset3: 3-D data along 2-D structure
The third set is 3-D data lying along a 2-D structure, which are generated as follows:
x1 = t sin(t) +x1 ; x2 = t˜+x2 ; x3 = t cos(t) +x3 ; (4.26)
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Figure 4.11: 1-Dmanifold learnt (plot (b)) by the GTMmodel from the 3-D dataset and
its initialization (plot (a)) given by the proposed manifold learning algorithm.
where t ∼ U(3, 15), t˜ ∼ U(−5, 5), x1 ∼ N(0, 0.01), x2 ∼ N(0, 0.01) and x3 ∼
N(0, 0.01).
In Figure 4.12 (a), we show the data space graph (with data points) learnt by using
our proposed model, which is later used to initialize the GTM model. Figure 4.12 (b)
illustrates the manifold learnt from the GTMmodel.
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Figure 4.12: 2-Dmanifold learnt (plot (b)) by the GTMmodel from the 3-D dataset and
its initialization (plot (a)) given by the proposed manifold learning algorithm.
From these experimental results, it is clear that our proposed manifold learning al-
gorithm can correctly detect and learn the non-linear low dimensional structures em-
bedded in each dataset tested. Initializing the GTM model with the manifolds learnt
by our algorithm, we obtain the model accurately representing the embedded low
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dimensional structures.
4.3.2 Detection of the manifold in noisy environment
In this subsection, we investigate the performance of our proposed method on con-
taminated data. The dataset we used consists of 600 2-D data points generated from
a 1-D manifold (the same one used in experiment 4.3.1) and outliers generated from a
uniform distribution. The number of the outliers is represented by a certain percent-
age of the manifold datasets.
Figure 4.13 (a) illustrates the contaminated datasets with 5% of the outliers and the
manifold learnt (data space graph with connected nodes) from our manifold learning
algorithm. Then, by initializing the GTM model with the learnt graphs, we illustrate
the refined manifold in Figure 4.13 (b).
Figures 4.13 (d) (e) and Figures 4.13 (g) (h) show the initialization and the learn-
ing results of GTM on the dataset with 10% and 20% outliers respectively. As shown
in the figures, with a carefully chosen neighborhood size, our manifold learning algo-
rithm is capable of recovering the non-linear low dimensional structure from the noisy
environment. While, for the dataset containing more noise, we need to use a smaller
neighborhood size to reduce the effect of the outliers and learn the local manifold ac-
curately. Analysis of the parameter selection with respect to the amount of the outliers
and the tolerance of our algorithm to outliers are left as future work. However, even
with reasonable initializations of the GTM model, the noisy data points in the dataset
still result in an incorrect manifold learning result.
Different works have been proposed to improve the robustness of the generative
model towards outliers [92, 93]. In this experiment, we use another model represent-
ing the distribution of the noises. The results are learnt from a model that mixes the
GTM and the noise model. The mixture model used here is actually a special case
of the hierarchical model introduced in the next chapter. Subplots (c), (f) and (i) of
Figure 4.13 illustrate the improved learning results. We can see that the embedded
manifolds are correctly represented from the three contaminated datasets.
4.3.3 Real astronomical datasets
In this subsection, we further test our proposed manifold learning approach on the
astronomical simulation data. The datasets are generated from a realistic astronomical
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Figure 4.14: Simulation dataset at disruption stage 20: The upleft plot shows the spa-
tial distribution. In the other 3 subplots, we view the simulation dataset in coordinate
systems x1 − x2, x1 − x3 and x2 − x3 respectively and use dotted rectangles to mark
the regions of “stream” data points and solid rectangles to mark the regions of “shell”
data points.
particle model, which is used to simulate the disruption process of galaxy M31 and
M32 (see Chapter 2).
First, we illustrate the spatial distribution of the simulated galaxies at disruption
stage 20 in Figure 4.14 (the upper left plot). In the following three subplots, we illus-
trate the simulated galaxies on the coordinate systems x1 − x2, x1 − x3 and x2 − x3
respectively. In the vicinity of the main galaxy M31, we use a dotted rectangle to mark
the region containing “stream” data points, and a solid rectangle to mark the region
containing “shell” data points (where interesting low dimensional structures are ob-
served by astronomers).
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In the following, we use the proposed manifold learning algorithm to learn 2-D
manifold from the “stream” data points at different disruption stages. Figure 4.15 (a)
illustrates the “stream” data points of disruption stage 15. The manifold surface learnt
by the presented approach is viewed from three different angles and shown as three
subplots ((b), (c) and (d)) in the second line of Figure 4.15. Note that, during the galaxy
disruption process, data points forming the “stream” gradually lose their energy and
it makes the tail part of the stream sparse. Our manifold expanding algorithm termi-
nates when the density of the “stream” becomes low and therefore misrepresents the
structure at the tail of “stream”. We initialize the GTM with the 2-D manifold learnt
and impose the prior knowledge about the distribution of “stream” data points to the
GTM model learning process. The three different views of the refined manifold illus-
trated in subplots (e), (f) and (g) respectively (the third line) of Figure 4.15 show that
the improved manifold recovers the sparse area of the “stream” data points.
For the “stream” data points of simulations at the disruption 20 and 25, we show
the learning results in Figure 4.16 and Figure 4.17.
We also apply the proposed manifold learning approach to explore “shell” data
points of the simulation dataset generated at different disruption stages. In Figure 4.18,
we illustrate the “shell” data points of the disruption stage 15 in subplot (a) and the
2-D structure of different views in subplots (b), (c) and (d). Moreover, the results on
the stages 20 and 25 are reported in Figure 4.19 and 4.20 respectively. To refine the
manifold learnt from the “shell” data points, we need to know the prior knowledge
about the distribution of the “shell”. Without this kind of information, we could not
improve the manifold learnt from “shell” data points by GTMmodel.
4.4 Summary
By noting that the GTMmodel with classical initialization may fail to capture the non-
linear structure of themanifold, we proposed one novel manifold expanding approach
to discover the underlying non-linear manifold. The presented algorithm starts with
one point located in the manifold (called the “seed” in this chapter) and gradually
recovers the connected manifold embedded by an iterative procedure.
Our manifold learning algorithm is verified on a set of synthetic datasets gener-
ated from non-linear manifolds upon some noise. Initializing the GTM with the man-
89
4.4 Summary
20
40
60
80
100
120
−60
−40
−20
0
20
−40
−30
−20
−10
0
(a) “stream” data points at disruption stage 15 (R=3.5)
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Figure 4.15: Manifold learnt from “stream” data points of simulations at disruption
stage 15. Subplot (a) shows the original data points. The manifold surface learnt by
our proposed algorithm is viewed from three different angles and plotted in three
subplots of the second line. Subplots in the third line show the views of the improved
manifold surface by GTMmodel.
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(a) “stream” data points at disruption stage 20 (R=4)
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Figure 4.16: Manifold learnt from “stream” data points of simulations at disruption
stage 20. Subplot (a) shows the original data points. The manifold surface learnt by
our proposed algorithm is viewed from three different angles and plotted in three
subplots of the second line. Subplots in the third line show the views of the improved
manifold surface by GTMmodel.
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(a) “stream” data points at disruption stage 25 (R=4)
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Figure 4.17: Manifold learnt from “stream” data points of simulations at disruption
stage 25. Subplot (a) shows the original data points. The manifold surface learnt by
our proposed algorithm is viewed from three different angles and plotted in three
subplots of the second line. Subplots in the third line show the views of the improved
manifold surface by GTMmodel.
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(a) “shell” data points at disruption stage 15 (R=1.5)
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Figure 4.18: Manifold learnt from “shell” data points of simulations at disruption stage
15. Subplot (a) shows the original data points. The second line show the manifold
surface learnt by our proposed algorithm from different views.
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(a) “shell” data points at disruption stage 20 (R=1.8)
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Figure 4.19: Manifold learnt from “shell” data points of simulations at disruption stage
20. Subplot (a) shows the original data points. The second line show the manifold
surface learnt by our proposed algorithm from different views.
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(a) “shell” data points at disruption stage 25 (R=2)
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Figure 4.20: Manifold learnt from “shell” data points of simulations at disruption stage
20. Subplot (a) shows the original data points. The second line show the manifold
surface learnt by our proposed algorithm from different views.
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ifold learnt by the presented approach, the learning results correctly represent the
non-linear structure embedded. We also demonstrate that our manifold learning al-
gorithm is capable of learning the manifold in a noisy environment. Using the real
galaxy simulation dataset, we could successfully detect the 2-D manifold found in the
vicinity of the main galaxy (M31) in the simulated galaxy disruption process.
The work in this chapter lays a foundation for describing a multi-manifold learn-
ing framework in the next chapter.
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Chapter 5
Multiple manifolds aligned density
estimation
In the last chapter, we investigated the estimation of the probability density on data
points along a single low dimensional structure. For most manifold aligned estima-
tors and manifold learning algorithms in the literature, the data in high dimensional
spaces are predominantly assumed to be aligning (up to some noise) along a single
underlying manifold. However, in reality for some complex datasets, it may be gener-
ated from more than one low dimensional structure. Figure 5.1 illustrates an example
where the 3-D data are generated from both 1-D and 2-D manifolds. In the previous
chapter, we use one generative model to describe the distribution of the data with
only one structure. To represent the mix of the datasets aligned along different mani-
folds, an intuitive way is to use a mixture of generative models, where each generative
model describes each manifold.
+ + =
Figure 5.1: Multiple manifolds example: 700 3-D points aligned along a 1-D manifold,
2000 3-D points lying on a 2-D manifold and 600 3-D points generated form a mixture
of 3 Gaussians.
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In this chapter, we review some existing hierarchical density models designed to
reveal the interesting local structures. Then we propose a mixture model to describe
the complex dataset such as the example shown in Figure 5.1 and a framework to ini-
tialize the model to capture the data properly in Section 2. Section 3 demonstrates
experimental results on artificial data and a dataset produced by realistic galaxy colli-
sion models. Finally, Section 4 concludes this chapter and discusses the directions of
our future work.
5.1 Related works
To reveal the interesting local structures in these complex data sets, [94] proposed a
hierarchical visualization algorithm based on a hierarchical mixture of latent variable
models such as Probabilistic Principal Component Analysis (PPCA) or Factor Anal-
ysis (FA). The algorithm is designed to construct a hierarchical tree top down and
provides successively refined models of the dataset. The complete data set is visu-
alized at the top-level projection, perhaps revealing the presence of clusters. Driven
interactively by users, at the lower-level hierarchy, projections display internal struc-
ture within individual clusters such as the presence of subclusters, which may not be
apparent in higher-level projections. Tino andNabney [95] extended this visualization
algorithm by replacing the latent variable model with non-linear visualization block
GTM (Generative Topographic Mapping) so that the non-linear projection manifolds
could be visualized. Structures of the hierarchy in these visualization systems are also
built interactively. [96] proposed a non-interactive hierarchy construction. A general
framework for a principled hierarchical visualization of multivariate data was given
in [97].
Similar to these hierarchical visualization models, we use one submodel to rep-
resent one particular interesting structure embedded in the dataset. The mixture of
these submodels can be represented in a hierarchical manner. We construct the mix-
ture model by first partition the entire dataset into several subsets of different intrinsic
dimensionalities and then discover the low dimensional structures in each subset. In-
trinsic dimension [98] of a dataset refers to the dimension of subspace where the data
points lies. It is the dimension of low dimensional representation of the manifold
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embedded in the dataset. In most of the manifold learning methods, the intrinsic di-
mension of the manifold d is either treated as prior knowledge given by the user or
as a parameter to be estimated. [99] divides intrinsic dimension estimators into two
families: global approaches and local methods. Global approaches [100, 101] unfold
the whole dataset in the D-dimensional space and estimate the intrinsic dimension.
However, for local methods such as Fukunaga-Olsen’s algorithm [102], nearest neigh-
bor algorithm [103, 104, 105] andmethods based on topological representing networks
[106, 107], the intrinsic dimensions are estimated using the information contained in
sample neighborhoods.
As in the case of manifold learning algorithms, most of these intrinsic dimension-
ality estimators assume that all the data points are aligned along a single ‘manifold’. A
point level dimensionality estimator proposed in [108] is appealing due to the ability
to deal with manifolds of different dimensionalities. The authors first represent each
data point by a second order, symmetric, non-negative definite tensor, whose eigen-
values and eigenvectors fully describe the local dimensionality and orientation at each
point. Then a voting procedure accumulates votes from its neighbors and provides an
estimate of the local dimensionality.
5.2 Density model along multiple manifolds
In this section, we extend the probability density estimation of data points along a
single manifold to the case of containing data points along multiple manifolds. As
shown in Figure 5.1, data points are aligned along different manifolds of different
dimensionalities.
Themixture model we proposed can be represented by a hierarchical tree structure
with three levels. The leaves (third level) of the tree are the submodels of the mixture
density model and they are generative models associated with the noisy manifolds of
different intrinsic dimensionalities. The second-level of the hierarchy tree represents
the mixture of the generative models clustered according to the intrinsic dimension.
The root (top-level) of the hierarchical tree is the mixture of the mixture models for the
overall dataset.
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5.2.1 Model formulation
Given a complex dataset D={x1, x2, . . . , xN}, we assume that it is the mixture of the
subsets generated frommore than one low-dimensional structure of different intrinsic
dimensionalities. If we knew from which low dimensional structure, the data points
were generated, we could cluster the points according to their sources. Accordingly,
one subset or subcluster will be collecting the data points generated from one source.
In our model, for the data generated from them-th manifold of intrinsic dimension
d, we use probabilistic model p(x|d,m) formulated as a GTM model to describe its
distribution along it:
p(x|m, d) = 1
Zm,d
Zm,d
∑
z=1
p(x|τ z,Wm,d,βm,d)
=
1
Zm,d
Zm,d
∑
z=1
(
βm,d
2pi
)−D/2 exp
{
−β
m,d
2
||x− y(τ z,Wm,d)||2
} (5.1)
where Zm,d represents the number of the latent space centers in GTMmodel p(x|m, d),
τ z represents the z-th latent space center,Wd,m and βd,m are the GTM parameters, and
y(τ z,Wm,d) is formulated as in Eq. (4.4).
If the data points have intrinsic dimension d = D, it is assumed that they are not
generated from the low dimensional manifolds. We denote the mixture model of data
points having intrinsic dimension d as Td (d ∈ {1, . . . ,D}). The Gaussian mixture
model p(x|TD) is used to model the data points having intrinsic dimension D:
p(x|TD) =
MD
∑
m=1
p(m)N(x|m)
=
MD
∑
m=1
p(m)
1√
2pi ||Σm||
exp
{
−1
2
(x−µm)TΣ−1m (x−µm)
} (5.2)
where MD is the number of Gaussian components, µm and Σm are the mean and co-
variance of the m-th component, and p(m) is the mixing coefficient with ∑MDm=1 p(m) =
1. Submodels p(x|m, d) and p(x|TD) are the leaves of the hierarchical tree.
Now we could obtain the mixture model Td for the data points generated from the
manifolds of intrinsic dimension d as
p(x|Td) =
Md
∑
m=1
pim|d p(x|m, d) (5.3)
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where Md is the number of manifolds of the dimension d and pim|d (∑
Md
m=1 pim|d = 1) is
the mixing coefficient.
The model T for the entire datasetD is formulated as mixture of the mixture mod-
els p(x|Td) (d ∈ {1, . . . ,D}):
p(x|T) =
D
∑
d=1
pid p(x|Td) (5.4)
where d is the dimension of the manifold, pid (∑Dd=1 pid = 1) is the mixing coefficients
of the probability density model for subsets lying on manifolds of dimension d, Td
(1 ≤ d < D) is the mixture model for the manifolds with the dimensionality d.
The structure of the model T described above can be illustrated as a three-level tree
in Figure 5.2. Each leaf in the third level corresponds to one manifold, indexed by m
and d. For the manifolds having the same dimensionality, we cluster them together as
one node in the second level. The top level of the tree represents the overall model on
the whole dataset.
P(x|T_d)
P(x|T)
 
 
 


 
 


P(x|m,d)
Figure 5.2: Tree representation of our proposed mixture model: The top level repre-
sents the overall model of the whole dataset, the nodes in the second level denote the
submodels of the manifolds having the same intrinsic dimensionality, each leaf in the
third level corresponds to one manifold indexed by m and d.
5.2.2 Parameters optimization
We learn the parameters of model (5.4) by maximizing the log likelihood function. It
includes the mixing coefficients at every level and the parameters in each submodel.
Given the training dataD={x1, x2, . . . , xN}, the likelihood function of the proposed
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model is
L =
N
∑
n=1
ln p(xn|T), (5.5)
where p(xn|T) is formulated as in Eq. (5.4).
In this model, we have three types of hidden variables:
• Latent binary assignment variables υn,d represents that the data xn is generated
from a manifold of intrinsic dimension d. If data xn is indeed generated from
one manifold of intrinsic dimension d, then υn,d = 1. Otherwise, υn,d = 0.
• When 1 ≤ d < D, we use latent binary assignment υn,m|d to represent the situa-
tion that data xn is generated from the m-th manifold of dimension d.
When d = D, variables υn,m|D is used to represent the case that data xn is gener-
ated from m-th component of the Gaussian mixture model.
• For each submodel p(xn|d,m), we still need to decide which latent space cen-
ter τd,mz , z = 1, 2, . . . , Zd,m (where Zd,m represents the number of latent space
centers) in the latent variable model p(x|d,m) corresponds to the Gaussian gen-
erating xn. We represent this by indicator variables υd,mn,z .
If we knew the values of the assignment variables υn,d, υn,m|d and υ
d,m
n,z explained
above, the log likelihood function (5.5) could be written as the complete data log like-
lihood function:
Lc =
N
∑
n=1
D−1
∑
d=1
υn,d
Md
∑
m=1
υn,m|d
Zd,m
∑
z=1
υd,mn,z ln
{
pidpim|dp(xn|d,m)
}
+
N
∑
n=1
υn,D
MD
∑
m′=1
υn,m′|D ln
{
p(m′)N(xn|m′)
} (5.6)
Taking the expectation (with respect to the posterior, given the data) over all types
of hidden variables, we arrive at the expected complete-data likelihood
< Lc >=
N
∑
n=1
D−1
∑
d=1
Rd|n
Md
∑
m=1
Rm|d,n
Zd,m
∑
z=1
Rz|m,d,n ln{pidpim|dp(xn, |d,m)}+
N
∑
n=1
RD|n
MD
∑
m′=1
Rm′|D,n ln
{
p(m′)N(xn|m′)
}
,
(5.7)
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where Rd|n, Rm|d,n and Rz|m,d,n are the posteriors of latent variables υn,d,υn,m|d and υ
d,m
n,z
respectively.
The first term in Eq. (5.7) could be written as the sum of the following three terms:
N
∑
n=1
D−1
∑
d=1
Rd|n ln pid, (5.8)
N
∑
n=1
D−1
∑
d=1
Rd|n
Md
∑
m=1
Rm|d,n ln pim|d (5.9)
and
N
∑
n=1
D−1
∑
d=1
Rd|n
Md
∑
m=1
Rm|d,n ln p(xn|d,m). (5.10)
Similarly, we rewrite the second term in Eq. (5.7) as the sum of the following three
terms:
N
∑
n=1
RD|n ln pid, (5.11)
N
∑
n=1
RD|n
MD
∑
m′=1
Rm′|D,n ln p(m′) (5.12)
and
N
∑
n=1
RD|n
MD
∑
m′=1
Rm′|D,n lnN(xn|d,m′). (5.13)
Summing up the terms in Eq. (5.8) and Eq. (5.11), we obtain a new term:
N
∑
n=1
D
∑
d=1
Rd|n ln pid (5.14)
Assuming the responsibilities Rd|n, Rm|d,n, Rz|m,d,n, RD|n and Rm′|D,n are fixed, the
M-step of the EM algorithm involves
• maximizing (5.14) w.r.t. the mixture coefficients ‘pid’,
• maximizing (5.9) w.r.t. the mixture coefficients ‘pim|d’ of the manifolds,
• maximizing (5.12) w.r.t. the mixture coefficients ‘p(m′)’ of the components of the
Gaussian mixture model,
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• maximizing (5.10) w.r.t. the parametersWm,d andβm,d of GTMmodel p(xn|d,m),
• and maximizing (5.13) w.r.t. the parameters µ and Σ of Gaussian mixture model
p(xn|TD).
The maximization of Eq. (5.14) with respect to pid needs to take account of the
constraint
D
∑
d=1
pid = 1. (5.15)
This can be achieved by introducing a Lagrange multiplier λ and maximizing
N
∑
n=1
D
∑
d=1
Rd|n ln pid + λ(
D
∑
d=1
pid − 1). (5.16)
This gives
pˆid =
1
N
N
∑
n=1
Rd|n (5.17)
Similarly, the maximization of Eq. (5.9) with respect to pim|d needs to take account
of the constraint
Md
∑
m=1
pim|d = 1. (5.18)
Again, we introduce a Lagrange multiplier λ, then maximizing
N
∑
n=1
D−1
∑
d=1
Rd|n
Md
∑
m=1
Rm|d,n ln pim|d + λ(
Md
∑
m=1
pim|d − 1) (5.19)
yields:
pˆim|d =
∑Nn=1 Rd|nRm|d,n
∑Nn=1 Rd|n
. (5.20)
Also, the maximization of Eq. (5.12) with respect to p(m′) needs to consider the
constraint
MD
∑
m′=1
p(m′) = 1. (5.21)
Introducing a Lagrange multiplier λ, we maximize
N
∑
n=1
RD|n
MD
∑
m′=1
Rm′|D,n ln p(m′) + λ(
MD
∑
m′=1
p(m′)− 1) (5.22)
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and obtain
pˆ(m′) =
∑Nn=1 RD|nRm′|D,n
∑Nn=1 ∑
MD
m′=1 RD|nRm′|D,n
. (5.23)
Therefore, the mixing coefficients at each level of the proposed model are updated
by Eq. (5.17), (5.20) and (5.23).
To update the parameters of the GTMmodels, we maximize Eq. (5.10) with respect
toWm,d and βm,d. Using (4.4), (4.5) and (5.1), we have
N
∑
n=1
Rn|d
Md
∑
m=1
Rm|d,n
Zd,m
∑
z=1
Rz|d,mn(Wd,mΦ(τd,mz )− xn)ΦT(τd,mz ) = 0. (5.24)
The responsibilities Rd|n, Rm|d,n and Rz|n,d,m are calculatedwith the current (old) weights
and inverse variance parameters of the probabilistic models p(x|d,m).
Written in matrix notation, we need to solve
(Φd,m)TBd,m(Φd,m)T(Wd,m)T = (Φd,m)TRd,mT (5.25)
forWd,m.
The above system of linear equations involves the following matrices:
• Φd,m is a Zd,m × Kd,m matrix with elements (Φd,m)z j = φ j(τd,mz ).
• T is a N × D matrix storing the data points x1, x2, . . . , xN as rows.
• Rd,m is a Zd,m × N matrix containing, for each latent space center yd,mz and each
data point xn, scaled responsibilities (Rd,m)zn = Rd|nRm|n,dRz|m,d,n
• Bd,m is a Zd,m × Zd,m diagonal matrix with diagonal elements corresponding to
responsibilities of the latent space centers for the whole data sample D, where
(B)zz = ∑Nn=1 Rd|nRm|d,nRz|m,d,n.
The GTM mapping can be regularized by adding a regularization term αd,m [4] to
the objective function. Inclusion of the regularizer modifies Eq. (5.25) to[
(Φd,m)TBd,m(Φd,m)T +
αd,m
βd,m
I
]
(Wd,m)T = (Φd,m)TRd,mT, (5.26)
where I is the Zd,m × Zd,m identity matrix.
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Finally, the re-estimation formulation for βd,m is
1
βd,m
=
∑Nn=1 Rd|nRm|d,n ∑
Zd,m
z=1 Rz|n,d,m||Wd,mφ(yd,mz )− xn||2
D∑Nn=1 Rd|nRm|d,n
, (5.27)
whereWd,m is the “new” weight matrix computed by solving (5.25) in the last step.
To update the parameters of the Gaussian mixture model p(x|TD), we maximize
Eq. (5.13) with respect to µm′ and Σm′ and obtain
µm′ =
∑Nn=1 RD|nRm′|D,nxn
∑Nn=1 RD|n
(5.28)
Σm′ =
∑Nn=1 RD|nRm′|D,n(xn −µm′)(xn −µm′)T
∑Nn=1 RD|n
. (5.29)
In the E-step of the EM algorithm, we estimate the latent space responsibilities
Rz|n,d,m in GTM models for the data generated from manifolds and component re-
sponsibilities Rm′|D in the Gaussian mixture model:
Rz|d,m,n =
p(xn|τ z, d,m)
∑Z
d,m
z′=1 p(xn|τ z′ , d,m)
(5.30)
Rm|D,n =
p(m)N(xn|m,D)
∑MDm′=1 p(m′)N(xn|m′,D)
(5.31)
Furthermore, the model responsibilities for manifolds of intrinsic dimension Rm|n,d
(1 ≤ d < D) and the intrinsic dimension responsibilities Rd|n(1 ≤ d ≤ D) are specified
as follows:
Rm|d,n =
pim|dp(xn|d,m)
∑Mdm′=1 pim′|dp(xn|d,m′)
(5.32)
Rd|n =
pid ∑
Md
m=1 pim|dp(x|d,m)
∑Dd′=1 pid′ ∑
Md′
m′=1 pim′|d′ p(xn|d′,m′)
(5.33)
5.2.3 Multiple Manifolds Learning Framework
Similar to other E-M algorithm based parameter learning processes, our optimization
also requires a proper initialization to guarantee a good learning result. In order to
initialize the parameters of the GTM models p(x|d,m) according to the data points
potentially generated from the manifold, we propose the following multiple mani-
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folds learning framework to discover and learn the underlying manifolds of different
dimensionalities. It includes 1) estimating the intrinsic dimensions of the dataset D
at point level and constructing the subsets Dd of intrinsic dimension d by clustering
the data points according to the intrinsic dimensions d of the local manifold patches
around them; 2) discovering the d dimensional surfaces from the subset Dd by using
the multiple manifolds learning algorithm (described at Section 5.2.3.2), learning and
representing them by the graphs defined in the last chapter.
After that, we initialize the GTM models based on the learnt latent and data space
graphs pairs. For the Gaussian mixture model p(x|TD), the corresponding parameters
including Gaussian centers and covariances are initialized for example by a simple
K-means algorithm [80]. The mixing coefficients could be estimated according to the
proportion of each subset.
5.2.3.1 Step 1: Intrinsic Dimension Estimation
We estimate the intrinsic dimension of the given dataset D at point level. It is equiva-
lent to estimating the dimensionality of the local manifold patch at each data point.
With the assumption that themanifold is locally linear, we represent the local patch
by the covariance matrix of the points on it. In our implementation, the local covari-
ance matrix is computed as in Eq. (4.23) in Chapter 4. Decomposing the (local) covari-
ance matrix as ∑Di=1 λiuiuTi , we obtain the orthogonal components as eigenvectors ui
and their corresponding eigenvalues λi (we rescale them, so that ∑Di=1 λi = 1). The
covariance matrix, in the 3-D data example, is written as
3
∑
i=1
λiuiuTi =λ1u1u
T
1 − λ2u1uT1 + λ2u1uT1 + λ2u2uT2 − λ3u1uT1
− λ3u2uT2 + λ3u1uT1 + λ3u2uT2 + λ3u3uT3
=(λ1 − λ2)u1uT1 + (λ2 − λ3)(u1uT1 + u2uT2 )
+ λ3(u1uT1 + u2u
T
2 + u3u
T
3 ).
(5.34)
Note that u1uT1 , 1/2(u1u
T
1 + u2u
T
2 ) and 1/3(u1u
T
1 + u2u
T
2 + u3u
T
3 ) are the covariance
matrices of the structures having intrinsic dimension d = 1, d = 2 and d = 3 respec-
tively. The geometry of the 1-D, 2-D and 3-D structures and their eigenvectors and
eigenvalues are illustrated in Table 5.1.
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Table 5.1: Geometric features of manifolds in 3-D space.
Input Eigenvectors Eigenvalues Saliency
λ1 = 1 S1 = λ1 − λ2 = 1
λ2 = 0 S2 = 2(λ2 − λ3) = 0
λ3 = 0 S3 = 3λ3 = 0
λ1 = 0.5 S1 = λ1 − λ2 = 0
λ2 = 0.5 S2 = 2(λ2 − λ3) = 1
λ3 = 0 S3 = 3λ3 = 0
λ1 = 0.33 S1 = λ1 − λ2 = 0
λ2 = 0.33 S2 = 2(λ2 − λ3) = 0
λ3 = 0.33 S3 = 3λ3 = 1
Using the saliences of these structures computed as S1 = λ1 − λ2, S2 = 2(λ2 − λ3)
and S3 = 3λ3 (Note that S1 + S2 + S3 = 1), Eq. (5.34) can be rewritten as follows:
3
∑
i=1
λiuiuTi =S1u1u
T
1 +
1
2
S2(u1uT1 + u2u
T
2 ) +
1
3
S3(u1uT1 + u2u
T
2 + u3u
T
3 ).
Then, the intrinsic dimension of the point is chosen as
d = argmax
i
Si.
The intrinsic dimension estimator we described is a variation of the approach in
[108]. Compared to the estimator proposed in [108], our method is more intuitive and
simpler. This is because we estimate the intrinsic dimensionality on the tangent space
instead of the normal space and do not have the voting process.
Filtering the dataset according to the result of the presented intrinsic dimension
estimator, the whole set D = {x1, x2, . . . , xN} is replaced by several subsets D1 ∪
. . .Dd . . .∪DD with d indicating the intrinsic dimension of the subset. Figure 5.3 illus-
trates the subsets obtained from the multiple manifolds dataset in Figure 5.1.
5.2.3.2 Step 2: Multiple Manifolds Learning Algorithm
After partitioning the entire dataset into several subsets, each subsetDd (d ∈ {1, . . .D−
1}) contains the data points generated from manifolds of dimension d. Here, we use
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Figure 5.3: Three intrinsic-dimension-filtered subsets of data from Figure 5.1. (The
value of the parameter used here is 0.0008, see Section 5.3.1.)
an iterative algorithm to discover and learn all the manifolds embedded in each subset
Dd (d ∈ {1, . . .D− 1}).
In the iterative algorithm, we use one latent and data space graphs pair to represent
onemanifold. The latent/data space graphs are grown from their “seeds” (i.e. origins)
along the local manifold patches, which is the same as themanifold learning algorithm
described in the last chapter. Points in the data space which are not connected in the
samemanifold will be left unvisited. With other “seeds” for new latent and data space
graphs, we explore the unvisited set D˜d (entire filtered set D˜d at the beginning) and
obtain a new pair of latent/data space graphs for the other manifolds until all the
underlying manifolds are detected.
When planting the “seeds” of the graphs, we need to ensure that the “seeds” are
planted on the manifold and not among the outliers. If xi is on the manifold, thenmost
of its neighbors in the whole dataset (we useK(xi,D) to represent its K nearest neigh-
bors in dataset D) should appear in the unvisited filtered dataset D˜d. Therefore, we
use the number of overlapped data points in bothK(xi,D) andK(xi, D˜d) to determine
whether xi is on the manifold or not.
With the learnt latent/data space graphs, we next initialize the GTMmodel. Let X
be the vertices in the data space graph Gm, we use K(X, D˜d) to denote the K nearest
neighbors of the vertices in data space graph X in dataset D˜d and D˜d\K(X, D˜d) to
represent the rest of data points in the set D˜d. The implementation of the iterative
algorithm is summarized as follows:
1. Initialize the unvisited data D˜d as the filtered datasetDd: D˜d = Dd(d ∈ {1, . . .D−
1});
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2. Set the number of manifolds in filtered dataset Dd: m = 0;
3. While the unvisited dataset D˜d has enough data points: D˜d > K (K is the number
of nearest neighbors)
(a) Learn latent space graph G and data space graph Gm from D˜d;
and set m = m+ 1.
(b) Initialize the parameters of the GTM model ( Wd,m, βd,m in p(x|d,m)) from
the graphs G and Gm.
(c) Remove the visited points (neighbors of the data space graph in the dataset
) from the unvisited dataset D˜d: D˜d = D˜d\K(X, D˜d).
By this iterative algorithm, we can initialize all the submodels (GTM models)
aligned to the non-linear manifolds obtained.
5.3 Experiments
First, we use some synthetic datasets (mix of data points generated from different low
dimensional structures) to evaluate the performance of the proposed intrinsic dimen-
sion estimations. Then, taking two examples of synthetic 3-D datasets, we iteratively
learn the embedded manifolds on the filtered subsets, construct the mixture model
for these synthetic datasets and illustrate the training results. After that, we describe
one application on astronomical simulation datasets to demonstrate that our proposed
method is capable of detecting and learning the underlying low dimensional struc-
tures.
5.3.1 Intrinsic dimension estimation
In this part, we investigate the performance of our proposed intrinsic dimension es-
timator on two 3-D synthetic datasets, two 4-D synthetic datasets and two 10-D syn-
thetic datasets respectively.
• 3-D datasets:
The low dimensional structures used to form the 3-D synthetic datasets are one
1-D structure: a spiral and one 2-D structure: an S-curve (as shown in Figure 5.1).
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This 3-D dataset consists of 700 3-D data points generated from the 1-D spi-
ral structure, 2000 3-D data points generated from 2-D S-curve structure and a
cloud consisting of 600 3-D noise data points. We illustrate the first 3-D synthetic
dataset in Figure 5.4 (a). A more complicated situation is illustrated in Figure 5.4
(b), where the 1-D and 2-D structures are intersected together in some area.
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Figure 5.4: Two 3-D synthetic datasets: (a) the 1-D manifold (spiral) and the 2-D man-
ifold (S-curve) embedded are well separated. (b) the 1-D manifold (spiral) and 2-D
manifold (S-curve) embedded are intersected.
• 4-D datasets:
Then, we construct two 4-D synthetic datasets by mixing the 4-D data points
generated from the same 1-D and 2-D manifolds used in the 3-D datasets, one
3-D manifold (cube) and 2000 noisy data uniformly distributed in the 4-D space
and compute the correct intrinsic dimension estimation rate.
• 10-D datasets:
Finally, we construct two 10-D synthetic datasets by mixing the 10-D data points
generated from the same 1-D, 2-D, 3-D manifolds and 10000 noisy data points.
We use the proposed intrinsic dimension estimator to calculate the intrinsic dimen-
sion of datasets at the point level, filter the data points into subsets of varying intrinsic
dimension and the correct rate of the filtering as follows:
R =
n
N
, (5.35)
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where N represents the size of the dataset and n is the number of the data points which
are filtered correctly. By employing different parameter setting (the kernel size r in
Eq. (4.23)), we illustrate the correct estimation rates in Figure 5.5, where R represents
the correct rate on the dataset where the 1-D and 2-D manifolds are separated and
R′ represents the correct rate on the dataset where the 1-D and 2-D manifolds are
intersected.
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Figure 5.5: The correct rates of filtering data points in the 3-D, 4-D and 10-D synthetic
datasets into the subsets of different intrinsic dimensionalities. The x-axis represents
the width of the weighting kernel used in the intrinsic dimension estimation and the
y-axis is the correct rate.
We also compute the correct rates of filtering the data points generated from the
d dimensional structure (represented by Rd) for these synthetic datasets. The correct
rate is computed as follows:
Rd =
nd
Nd
, (5.36)
where Nd represents the number of data points generated from d dimensional struc-
ture, nd denotes the number of the data points be correctly identified as data points
generated from d dimensional structure. When d = D, Rd is the correct rate of filtering
the noise. R′d is used to distinguish the correct rate of filtering the dataset where the
manifolds are intersected.
The correct rates of identifying the data points generated from the 1-D manifold,
2-D manifold, 3-D manifold (in 4-D and 10-D datasets) and noise data by using dif-
ferent parameter settings (the kernel size r) are shown in Figure 5.6 (a), (b), (c) and
(d) respectively. From the results, it can be seen that the proposed intrinsic dimension
estimator is robust to the setting of the kernel size r.
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(a) Correct rates of filtering the data points generated from 1-D manifold
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(b) Correct rates of filtering the data points generated from 2-D manifold
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(c) Correct rates of filtering the data points generated from 3-D manifold
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(d) Correct rates of filtering the noise data points
Figure 5.6: The correct rates of identifying the data points generated from the 1-D
manifold (a), 2-D manifold (b), 3-D manifold (c) (in 4-D and 10-D datasets) and noise
data (d) by using different parameter settings (the kernel size r)
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5.3.2 Multiple manifolds with Varying Dimensions
With the two 3-D synthetic datasets shown in Figure 5.4, we illustrate the process of
constructing the density model in this subsection.
First, we use the optimal parameter r = 0.0008 (the correct rate of the intrinsic
dimension estimator is shown in the previous subsection) to estimate the intrinsic di-
mensionality of the data points shown in Figure 5.4 (a). Clustering the whole dataset
(shown as the first level of the hierarchy in Figure 5.7) according to the estimated in-
trinsic dimension, we obtain the filtered subsets of the data points and put them at
the second level of the hierarchical structure. From each subset, we use the proposed
iterative algorithm to detect and learn the embedded manifolds. The manifolds ob-
tained are shown in the lower level of hierarchy. These identified manifolds are used
to initialize the GTM submodels of the mixture model, alongside the EM algorithm
to fit the full mixture model to the dataset. We show the result at the bottom of the
Figure 5.7.
Figure 5.8 illustrates a similar hierarchy learnt from the 3-D dataset shown in
Figure 5.4 (b). The parameter selected for the intrinsic dimension estimator is also
r = 0.0008. Because the manifolds are intersected, there is a gap splitting the single
1-D manifold into two parts as shown in the first plot of the second hierarchy. The
points in the gap were taken to the set of intrinsically 2-D points. Given a strong prior
knowledge concerning the connectiveness of the data manifolds, we could deal with
such situations, however in the absence of such information we would prefer to have
several isolated components dictated by the data. Therefore, we learn two 1-D man-
ifolds from the 1-D filtered dataset. We present the learnt 1-D and 2-D manifolds on
the third level in Figure 5.8 and show the learning result from the EM optimization
process on the fourth level in the same figure.
As shown in these results, our proposed mixture model correctly represents the
manifolds embedded in the datasets.
5.3.3 Identifying Streams and Shells in Disrupted Galaxies
Using one realistic setting of the particle model [81, 82] for satellite galaxy disrup-
tion by M31, we obtained several stages of the disrupted satellite, modeled by ap-
proximately 30,000 particles (stars). In each stage we applied the multiple manifolds
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Figure 5.7: Multiple manifolds aligned density model built on the 3-D dataset shown
in Figure 5.4 (a).
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Figure 5.8: Multiple manifolds aligned density model built on the 3-D dataset shown
in Figure 5.4 (b).
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learning. In Figure 5.9 we show (along with the stars (particles)) the detected two-
dimensional manifold structures (“skeletons” of the mixture components) in an early
and a later stage of the disruption process. 1 and 3-dimensional structures are not
shown. In the early stage a single stream was automatically detected, whereas in the
later stage a stream and two shells were correctly identified. Two-dimensional struc-
tures are of most importance in such investigations, but our system can be used for
investigation of structures across a variety of dimensions. It can also be used to build
a hierarchical mixture model for the full system (large galaxy + a satellite) for the pur-
poses of principled comparison of the simulated system with the real observations (in
the projected plane). This is a matter for our future work.
(a) Disrupted satellite galaxy at early stage (b) Disrupted satellite galaxy at later stage
Figure 5.9: Identified 2-D manifolds in a disrupted satellite galaxy at an early (a) and
later (b) stages of disruption by M31.
5.4 Summary
We represent the multiple manifolds aligned density distribution by a mixture model.
To overcome the local minima problem of the EM algorithm based optimization, we
proposed a novel hierarchical mixturemodel based framework to learnmultiplemani-
folds of possibly different intrinsic dimensionalities. We first filter the data points with
respect to the intrinsic dimensionality of the manifold patches they lie on. Then our
new multiple manifolds learning algorithm is applied to each such filtered dataset of
dimensionality d to detect d-dimensional manifolds along which the data are aligned.
This is later used to initialize generative latent variable models representing noisy
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manifolds underlying the data set. The generativemodels are combined in a hierarchi-
cal mixture representing the full data density. The proposed approach is significantly
different from the current manifold learning approaches which typically assume that
the whole data set is sampled from a single low dimensional manifold, which may not
always be realistic.
As with other manifold learning approaches, parameter selection (e.g. neighbor-
hood size) can be an issue. Model selection approaches can be used to select the ap-
propriate values for a given application, but obviously much more work is required in
this direction. In this work we present a proof of concept and show that our multiple
manifolds learning framework can be potentially applied in interesting application
domains, such as astronomy.
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Conclusions
6.1 Summary of the thesis
Kernel density estimator as a classical non-parametric density estimator has been
proved successfully when applied to many practical problems. It requires no prior
assumption about the density distribution form and no complex parameter learning
process for exploring data. But its computational cost is a big issue, especially when
the dataset is very large. After a review of several computational cost reduction strate-
gies proposed in the literature for the classical kernel density estimator, we propose
an efficient and sparse density estimation: Fast Parzen Windows (FPW). It could be
viewed as a “sloppy Gaussian mixture model”. On the one hand, the proposed den-
sity estimator (FPW) does not involve any “global” optimization process, which is
usually very time consuming, but keeps the parameter learning process simple by
estimating the Gaussian components locally. On the other hand, since our FPW com-
ponents are designed to align along the local low structure of high dimensional data
points, with carefully selected neighbor size, the local distribution could be captured
by the local component accurately. Preliminary theoretical work also shows that the
performance of the local component is relating to unknown true density, the Gaussian
form and the local size. Experiments on both synthetic and real galaxy simulation
datasets demonstrate that our proposed density estimator could provide a compara-
ble density estimation accuracy, especially when the dataset in high dimensional space
is generated from some low dimensional structure up to some noise. A significant im-
provement on the computational efficiency of our method over other non-parametric
and semi-parametric density estimators is also observed.
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An significantly improved algorithm efficiency makes applying the density esti-
mator to astronomical research possible. A principled calibration of galaxy disruption
simulations based on the density estimation is introduced in Chapter 3. Verified by
a series of pseudo-observation datasets about the disrupted galaxy, the methodology
based on our efficient and sparse density estimator shows a much more reliable cal-
ibration correct rate over the classical chi-square test, which is widely used in the
Astronomy.
The other line of our research work is estimating the manifold aligned density
through explicit manifold modeling. It’s with the the assumption that the data with
high dimensionality could be represented by a set of variables with lower dimension-
ality after some linear or non-linear transformation. Many algorithms were proposed
to obtain an explicit manifold form. Of these, generative model based manifold learn-
ing algorithm is more attractive because it not only makes the manifold learning pro-
cess generative to new observation but also provides the possibility to represent more
than one manifold in a single density model. We developed a new manifold learning
algorithm. It explores and learns the manifold by crawling over the connected mani-
fold along its low dimensional structure. The learnt manifold is represented by graphs
that could initialize the manifold modeling algorithm: Generative topographic map-
ping (GTM) easily. Compared with the classical GTM algorithm initialization, which
is based on linear PCA, our proposed manifold learning algorithm could captures the
underlying non-linear manifold correctly.
In contrast to the general assumption (that is the data points observed in one set is
generated from a single low dimensional structure) in manifold learning algorithms,
we proposed a learning framework in a scenario that the observed data points are ac-
tually lying along several different manifolds with different dimensionalities. Using
a single GTM model to represent an explicit manifold embedded, the overall density
estimated along multiple manifolds is a hierarchical mixture model of these GTMs. To
initialize these manifold associated GTMs accurately, we utilized the following two
steps: the first step is filtering the datasets according to the estimated intrinsic dimen-
sionality of each data point. Then, we iteratively detect and learn the embedded man-
ifolds for each filtered subset by employing the manifold learning approach proposed
for initializing a single GTM. The effectiveness of the presented hierarchical mixture
model is verified on synthetic datasets consisting of data points generated from more
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than one manifold. We also demonstrate that the more than one 2-D structure could
be detected and learnt from the galaxy disruption simulations by using our proposed
framework.
6.2 Future work
In this section, we briefly highlight the possible future work of this thesis. One part
of the work is about continuing the theoretical analysis work of our proposed efficient
and sparse density estimator: Fast Parzen Windows. The FPW method employs full
covariance Gaussian components to capture the local density distribution and repre-
sents the overall density by the mixture of these Gaussian component. Preliminary
theoretical work presented in the thesis shows that the main contributed component
in FPW has the similar properties of the locally parametric density estimator [1].
To continue the theoretical analysis, we would like to investigate the contribution
of other components in the FPW. Therefore, we could obtain the accuracy of the whole
FPW algorithm instead of only a single component.
Further work about the multiple manifolds aligned density estimation could be
carried out along two different lines. First, work about proving the algorithm conver-
gence, improving the computational efficiency have not been touched yet.
The other line is about the application of our proposed multiple manifold density
estimation. In both Chapter 4 and Chapter 5, we showed the application of our man-
ifold(s) aligned manifold density estimation on estimating the density of disrupted
galaxy with explicit 2-D manifolds. However, as shown in Chapter 4, due to lack of
the the prior knowledge about the distribution of the “shell” data points in the vicinity
of the main galaxy M31, it is difficult to improve the learnt the manifold through fit-
ting the GTMmodel to the observations. Similar problem appeared in the experiments
of Chapter 5. Our proposed initializing framework for hierarchical mixture model is
capable of detecting and learning more than one interesting 2-D structure formed by
the data points, but a further refining the density learning process is required. Accord-
ingly, we proposed the following future work along this line:
• With closer collaboration with astronomers, we will develop a better model fit-
ting process by taking account of the prior knowledge about the galaxy density
distribution observed by the astronomers. Consequently, the manifolds learnt
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from the hierarchical mixture model could represent the low dimensional struc-
tures more accurately.
• Then, we could use our multiple manifolds density estimator as a tool to auto-
matically detect and learn the 2-D manifolds in batches of different disrupted
galaxy simulations. More than that, we expect that different types of 2-D mani-
folds could be separated automatically as well.
x1, ..., xN Kh(·) f˜ (x) fˆ (x) M, M˜ L(·) N(x;m,C) p(x) τ K(xi,D) pˆ(x)δ(·)
Φ(·)Wβ−1UU(a, b)G,Gm
EM KDE PW FPW GTM M31,M32 SMM RSDE KL GMM ALL PO
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.1 Equation derivation of local parametric density esitmator
It was shown [1] that maximizing the local likelihood function (2.22) is equivalent to
solving
Vn(x,θ) =
∫
Kh(t− x)v(x, t,θ){dFn(t)− f (t,θ)dt}
=
1
N
N
∑
i=1
Kh(xi − x)v(x, xi,θ)
−
∫
Kh(t− x)v(x, t,θ) f (t,θ)dt = 0
(1)
with the weight function
v(x, t,θ) = u(t,θ) =
∂ log f (t,θ)
∂θ
.
Considering the local model with parameters a, µ and δ
f (t; a,µ, δ) =
a√
2piδ
exp
{
− (t−µ)
2
2δ2
)
}
for f around x. Accordingly, the weight functions are ∂ log f (t;a,µ,δ)∂a ,
∂ log f (t;a,µ,δ)
∂µ and
∂ log f (t;a,µ,δ)
∂δ . Hence, there are three equations to solve:
1
N
N
∑
i=1
Kh(xi − x)

1
a
(xi−µ)
δ2
1
δ
{ (xi−µ)2
δ2
− 1}

=
∫
Kh(t− x)

1
a
(t−µ)
δ2
1
δ
{ (t−µ)2
δ2
− 1}
 a√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt.
(2)
The first equation in Eq. (2) is
1
Na
N
∑
i=1
Kh(xi − x) = 1√
2pia
∫
Kh(t− x) a
δ
exp{− (t−µ)
2
2δ2
}dt. (3)
If we remove the same constant 1a from both sides of the equation, the left hand side
of the new equation is actually f˜ (x). With Kh(t− x) = 1√2pih exp
{
− (t−x)22h2
}
, the right
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hand side term can be written as follows:∫
Kh(t− x) a√
2piδ
exp{− (t−µ)
2
2δ2
}dt
=
a
2pihδ
∫
exp{− (t− x)
2
2h2
} exp{− (t−µ)
2
2δ2
}dt
=
a
2pihδ
∫
exp{− (t− x)
2δ2 + (t−µ)2h2
2h2δ2
}dt
=
a
2pihδ
∫
exp{E(t)}dt,
(4)
where E(t) is defined as:
E(t) =− (t− x)
2δ2 + (t−µ)2h2
2h2δ2
=− (δ
2 + h2)t2 − 2(xδ2 + h2µ)t+ h2µ2 + δ2x2
2h2δ2
=− δ
2 + h2
2h2δ2
(
t2 − 2δ
2x+ 2h2µ
δ2 + h2
t
)
+
δ2x2 + h2µ2
2δ2h2
=− δ
2 + h2
2h2δ2
(
t− δ
2x+ 2h2µ
δ2 + h2
)2
+
(δ2x+ h2µ)2
(2h2δ2)(δ2 + h2)
− δ
2x2 + h2µ2
2δ2h2
=− δ
2 + h2
2h2δ2
(
t− δ
2x+ 2h2µ
δ2 + h2
)2
+
−(x−µ)2
2(δ2 + h2)
.
(5)
Then, replacing E(t) in (4) with Eq. (5), we obtain:
a
2pihδ
∫
exp{E(t)}dt =− a
2pihδ
exp
{
− (x−µ)
2
2(δ2 + h2)
}
∫
exp
{
−δ
2 + h2
2h2δ2
(
t− δ
2x+ 2h2µ
δ2 + h2
)2}
dt
=
a
2pihδ
√
pi2h2δ2
δ2 + h2
exp
{
− (x−µ)
2
2(δ2 + h2)
}
=
a√
2pi(δ2 + h2)1/2
exp
{
− (x−µ)
2
2(δ2 + h2)
}
.
(6)
Therefore, the first equation in (2) becomes:
f˜ (x) =
a√
2pi(δ2 + h2)1/2
exp
{
− (x−µ)
2
2(δ2 + h2)
}
. (7)
124
.1 Equation derivation of local parametric density esitmator
Then we consider the second equation in (2):
1
N
N
∑
i=1
Kh(xi − x) (xi −µ)
δ2
=
∫
Kh(t− x) (t−µ)
δ2
a√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt
(8)
Similarly, by removing the same term 1
δ2
from the both sides, the equation reads:
1
N
N
∑
i=1
Kh(xi − x)(xi −µ)
=
∫
Kh(t− x) a(t−µ)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt,
(9)
where the left hand side can be expanded as follows:
1
N
N
∑
i=1
Kh(xi − x)(xi −µ)
=
1
N
N
∑
i=1
Kh(xi − x)(xi − x+ x−µ)
=
1
N
N
∑
i=1
Kh(xi − x)(xi − x) + 1N
N
∑
i=1
Kh(xi − x)(x−µ).
(10)
Since the first derivative of f˜ (x) is
f˜ ′(x) =
1
N
N
∑
i=1
Kh(xi − x)(xi − x),
Eq. (10) could be written in terms of f˜ (x) as
h2 f˜ ′(x) + (x−µ) f˜ (x).
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Also, we expand the right hand side into two terms:
∫
Kh(t− x) a(t−µ)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt
=
∫
Kh(t− x) a(t− x+ x−µ)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt
=
∫
Kh(t− x) a(t− x)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt
+
∫
Kh(t− x) a(x−µ)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt.
(11)
From (3), we know that
f˜ (x) =
∫
Kh(t− x) a(x−µ)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt, (12)
we could simplify (9) to be
h2 f˜ ′(x) =
∫
Kh(t− x) a(t− x)√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt (13)
by removing two the equal terms
(x−µ) f˜ (x)
and ∫
Kh(t− x) a(x−µ)√
2piδ
exp{− (t−µ)
2
2δ2
}dt
from (10) and (11)), respectively.
With the specific form of the smooth kernel Kh(t − x), we rewrite (13) in the fol-
lowing form:
h2 f˜ ′(x) =
a
2piδh
∫
exp
{
− (t− x)
2δ2 + (t−µ)2h2
2δ2h2
}
(t− x)dt
=
a
2piδh
∫
exp {E(t)} (t− x)dt.
(14)
According to the new form of E(t) derived in (5), Eq. (14) becomes:
h2 f˜ ′(x) =
a
2piδh
exp
{
− (x−µ)
2
2(δ2 + h2)
}
∫
exp
{
−δ
2 + h2
2δ2h2
(
t− xδ
2 +µh2
δ2 + h2
)2}
(t− x)dt.
(15)
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We use a constant C to represent the constant term in (15), i.e.,
C =
a
2piδh
exp{− (x−µ)
2
2(δ2 + h2)
}. (16)
We continue simplify (15) as follows:
h2 f˜ ′(x) =C
∫
exp
{
−δ
2 + h2
2δ2h2
(t− xδ
2 +µh2
δ2 + h2
)2
}
(
t− xδ
2 +µh2
δ2 + h2
+
xδ2 +µh2
δ2 + h2
− x
)
dt
=C
∫
exp
{
−δ
2 + h2
2δ2h2
(t− xδ
2 +µh2
δ2 + h2
)2
}(
t− xδ
2 +µh2
δ2 + h2
)
dt
+ C
∫
exp
{
−δ
2 + h2
2δ2h2
(t− xδ
2 +µh2
δ2 + h2
)2
}(
xδ2 +µh2
δ2 + h2
− x
)
dt
=− C
√
pi2δ2h2
δ2 + h2
h2(x−µ)
δ2 + h2
.
(17)
Bringing the constant C (16) back to (17), we obtain the following equation from
the second equation of (2):
f˜ ′(x) = − a(x−µ)
(δ2 + h2)3/2
exp
{
− (x−µ)
2
2(δ2 + h2)
}
.
Finally, we analyze the third equation in (2):
1
N
N
∑
i=1
Kh(xi − x) (xi −µ)
2
δ2
=
∫
Kh(t− x) a(t−µ)
2
√
2piδ3
exp
{
− (t−µ)
2
2δ2
}
dt
(18)
Removing 1
δ2
from both sides of the equation, (18) is updated to be:
1
N
N
∑
i=1
Kh(xi − x)(xi −µ)2
=
∫
Kh(t− x) a(t−µ)
2
√
2piδ
exp
{
− (t−µ)
2
2δ2
}
dt.
(19)
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Then, we expand the left-hand side of Eq. (19) in the following way:
1
N
N
∑
i=1
Kh(xi − x)(xi −µ)2
=
1
N
N
∑
i=1
Kh(xi − x)(xi − x+ x−µ)2
=
1
N
N
∑
i=1
Kh(xi − x)(xi − x)2 + 1N
N
∑
i=1
Kh(xi − x)(x−µ)2
+ 2
1
N
N
∑
i=1
Kh(xi − x)(xi − x)(x−µ).
(20)
Since the second derivative of f˜ (x) is
f˜ ′′(x) =
1
h4N
N
∑
i=1
Kh(xi − x)(xi − x)2 − 1h2N
N
∑
i=1
Kh(xi − x),
we obtain the representation of the first term in(20) in terms of f ′′(x) and f (x) as:
1
N
N
∑
i=1
Kh(xi − x)(xi − x)2 =h4 f˜ ′′(x) + h2 1N
N
∑
i=1
Kh(xi − x)
=h4 f˜ ′′(x) + h2 f˜ (x).
(21)
Also, from (3) and (13), the second and third terms in the right side of (20) can be
simplified as
2h2(x−µ) f˜ ′(x) + (x−µ)2 f˜ (x). (22)
The right hand side of (19) can be derived and splitted into three terms:∫
Kh(t− x)(t−µ)2 a√
2piδ
exp
{
− (t−µ)
2
δ2
}
dt
=
∫
Kh(t− x) a√
2piδ
exp
{
− (t−µ)
2
δ2
}
(t− x+ x−µ)2dt
=
∫
Kh(t− x) a√
2piδ
exp
{
− (t−µ)
2
δ2
}
(t− x)2dt
+ 2
∫
Kh(t− x) a√
2piδ
exp
{
− (t−µ)
2
δ2
}
(t− x)(x−µ)dt
+
∫
Kh(t− x) a√
2piδ
exp
{
− (t−µ)
2
δ2
}
(x−µ)2dt.
(23)
According to (3) and (13), the sum of the second and the third terms on the right side
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of (20) represented as Eq. (22) is equal to the sum of the second and third terms in (23):
2(x−µ)
∫
Kh(t− x) a√
2piδ
exp
{
− (t−µ)
2
δ2
}
(t− x)dt
+ (x−µ)2
∫
Kh(t− x) a√
2piδ
exp
{
− (t−µ)
2
δ2
}
dt.
(24)
Therefore, we update Eq. (18) to be
h4 f˜ ′′(x) + h2 f˜ (x) =
a√
2piδ
∫
Kh(t− x) exp
{
− (t−µ)
2
δ2
}
(x− t)2dt (25)
by removing these equal terms.
Considering the specific format of the kernel Kh(t − x) on right hand side of Eq.
(25), we have:
h4 f˜ ′′(x) + h2 f˜ (x) =
a
2piδ
∫
exp
{
E(t)}(x− t)2
}
dt. (26)
By replacing E(t) with (5), it gives
h4 f˜ ′′(x) + h2 f˜ (x) =C
∫
exp
{
−δ
2 + h2
2δ2h2
(
t− xδ
2 +µh2
δ2 + h2
)2}
(t− x)2dt, (27)
where C is defined earlier.
Rewriting the right hand of Eq. (27), we obtain the following three terms:
C
∫
exp
{
−δ
2 + h2
2δ2h2
(
t− xδ
2 +µh2
δ2 + h2
)2}(
t− xδ
2 +µh2
δ2 + h2
)2
dt
2C
∫
exp
{
−δ
2 + h2
2δ2h2
(
t− xδ
2 +µh2
δ2 + h2
)2}(
t− xδ
2 +µh2
δ2 + h2
)(−h2(x−µ)
δ2 + h2
)
dt
C
∫
exp
{
−δ
2 + h2
2δ2h2
(
t− xδ
2 +µh2
δ2 + h2
)2}(h2(x−µ)
δ2 + h2
)2
dt.
(28)
Furthermore, we have
h4 f˜ ′′(x) + h2 f˜ (x) =C
[
1
2
√
pi(2δ2h2)3
(h2 + δ2)3
+
(
h2(x−µ)
δ2 + h2
)2√
pi(2δ2h2)
(h2 + δ2)
]
=
a√
2pi
[
δ2h2
(h2 + δ2)3/2
+
h4(x−µ)2
(h2 + δ2)5/2
]
exp
{
− (x−µ)
2
2(δ2 + h2)
}
.
(29)
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Therefore, the third function becomes:
h2 f˜ (x) + h4 f˜ ′′(x) =
a√
2pi
[
δ2h2
(δ2 + h2)3/2
+
h4(x−µ)2
(δ2 + h2)5/2
]
exp
{
− (x−µ)
2
2(δ2 + h2)
}
.
From the (2), we obtain the following three equation:
f˜ (x) =
a√
2pi(h2 + δ2)1/2
exp
{
− (x−µ)
2
2(δ2 + h2)
}
(30)
f˜ ′(x) = − a(x−µ)√
2pi(δ2 + h2)3/2
exp
{
− (x−µ)
2
2(δ2 + h2)
}
(31)
h2 f˜ (x) + h4 f˜ ′′(x) =
a√
2pi
[
δ2h2
(δ2 + h2)3/2
+
h4(x−µ)2
(δ2 + h2)5/2
]
exp
{
− (x−µ)
2
2(δ2 + h2)
}
. (32)
The estimated local model with the estimated parameters is
fˆ (x) = fˆ (x; aˆ, µˆ, δˆ) =
aˆ√
2piδˆ
exp
{
− (x− µˆ)
2
2δˆ2
}
. (33)
According to Eq. (30), we can represent the estimated aˆ as
aˆ = f˜ (x)
√
h2 + δ2 exp
{
(x−µ)2
2(h2 + δ2)
}
. (34)
Combining (34) with (33), fˆ (x) can be further written as:
fˆ (x; aˆ,µ, δ) = f˜ (x)
√
h2 + δ2
δ
exp
{
(x−µ)2
2(h2 + δ2)
}
exp
{
− (x−µ)
2
2δ2
}
= f˜ (x)
√
h2 + δ2
δ2
exp
{
− (x−µ)
2
2(h2 + δ2)
h2
δ2
}
= f˜ (x)
√
h2 + δ2
δ2
exp
{
− (x−µ)
2
2(h2 + δ2)2
h2(h2 + δ2)
δ2
}
= f˜ (x)Q−1/2 exp
{
− (x−µ)
2
2(h2 + δ2)2
Q−1h2
}
(35)
where
Q =
δ2
δ2 + h2
.
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Dividing Eq. (30) by Eq. (31), we obtain
f˜ ′(x)
f˜ (x)
= − x−µ
h2 + δ2
. (36)
Similarly, dividing (31) by (32), we obtain
h2 f˜ (x) + h4 f˜ ′′(x)
f˜ (x)
=a
[
δ2h2
(δ2 + h2)3/2
+
h4(x−µ)2
(δ2 + h2)5/2
]
(h2 + δ2)1/2
a
=
[
δ2h2
(δ2 + h2)
+
h4(x−µ)2
(δ2 + h2)2
]
.
(37)
With (36), Eq. (37) can be written as:
f˜ ′′(x)
f˜ (x)
=
(x−µ)2
(δ2 + h2)2
− 1
δ2 + h2
.
Therefore, Q can be represented in terms of f (x), f ′(x) and f ′′(x) as follows:
Q =
δ2
δ2 + h2
= 1− h
2
δ2 + h2
= 1− h2
{(
f˜ ′(x)
f˜ (x)
)2
− f˜
′′(x)
f˜ (x)
}
,
and we can write fˆ (x) as
fˆ (x) = f˜ (x)Q−1/2 exp{−1
2
(
f˜ (x′)
f˜ (x)
)2Q−1h2}
= f˜ (x)
√
f˜ 2(x)
f˜ 2(x) + h2 f˜ ′′(x) f˜ (x)− h2 f˜ ′2(x)
exp{−1
2
h2 f˜ ′2(x)
f˜ 2(x) + h2 f˜ ′′(x) f˜ (x)− h2 f˜ ′2(x)}.
(38)
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It is straightforward to get
α j = f˜ (s j). (39)
For µ j, we have
µ j =
∑Ni=1 Kh(xi − s j)(xi − s j) + ∑Ni=1 Kh(xi − s j)s j
∑Nn=1 Kh(xn − s j)
=
∑Ni=1 Kh(xi − s j)(xi − s j)
∑Nn=1 Kh(xn − s j)
+ s j
=
h2 f˜ ′(s j)
f˜ (s j)
+ s j.
(40)
Note that the last step in Eq. (40) used
f ′(s j) =
1
h2
N
∑
i=1
Kh(xi − s j)(xi − s j). (41)
As to δ2j , we expand it to
δ2j =
∑Ni=1 Kh(xi − s j)(xi − s j + s j −µ j)2
∑Nn=1 Kh(xn − s j)
=
∑Ni=1 Kh(xi − s j)[(xi − s j)2 + 2(s j −µ j)(xi − s j) + (s j −µ j)2]
∑Nn=1 Kh(xn − s j)
=
∑Ni=1 Kh(xi − s j)(xi − s j)2
N f˜ (s j)
+
2(s j −µ j)∑Ni=1 Kh(xi − s j)(xi − s j)
N f˜ (s j)
+
(s j −µ j)2 f˜ (s j)
f˜ (s j)
.
(42)
The first term in (42) can be
∑Ni=1 Kh(xi − s j)(xi − s j)2
N f˜ (s j)
=
h2 f˜ (s j) + h4 f˜ ′′(s j)
f˜ (s j)
, (43)
where the second derivative of f˜ (s j) is
f˜ ′′(s j) =
1
h4N
N
∑
i=1
Kh(xi − s j)(xi − s j)2 − 1h2N
N
∑
i=1
Kh(xi − s j). (44)
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Bringing (40) to the second and third terms in (42), we obtain
2(s j −µ j)
N f˜ (s j)
N
∑
i=1
Kh(xi − s j)(xi − s j)
=− 2h
2 f˜ ′(s j)
f˜ (s j)
∑Ni=1 Kh(xi − s j)(xi − s j)
f˜ (s j)
=− 2h
2 f˜ ′(s j)
f˜ (s j)
h2 f˜ ′(s j)
f˜ (s j)
=− 2h
4 f˜ ′2(s j)
f˜ 2(s j)
(45)
and
(s j −µ j)2 f˜ (s j)
f˜ (s j)
=
(
−h
2 f˜ ′(s j)
f˜ (s j)
)2
f˜ (s j)
f˜ (s j)
=
h4 f˜ ′2(s j)
f˜ 2(s j)
.
(46)
Therefore, Eq. (42) is the sum of Eqs. (43), (45) and (46), i.e.,
δ2j =
h2 f˜ 2(s j) + h4 f˜ ′′(s j) f˜ (s j)− h4 f˜ ′2(s j)
f˜ 2(s j)
. (47)
Using the estimated parameters of jth component of FPW-S, α j, µ j and δ j, the
estimated jth compnonent reads
gˆ(s j;α j,µ j, δ j) =
1√
2pi
˜f (s j)
∑Mq=1 f˜ (sq)
1
δ
exp
{
− (µ j − s j)
2
2δ2
}
=
1√
2pi
˜f (s j)
∑Mq=1 f˜ (sq)
1
δ
exp
−
( h
2 f˜ ′(s j)
f˜ (s j)
)2
2δ2

=
1√
2pi
˜f (s j)
∑Mq=1 f˜ (sq)
√√√√ f˜ 2(s j)
h2 f˜ 2(s j) + h4 f˜ ′′(s j) f˜ (s j)− h4 f˜ ′2(s j)
exp
{
− h
2 f˜ ′2(s j)
h2 f˜ 2(s j) + h4 f˜ ′′(s j) f˜ (s j)− h4 f˜ ′2(s j)
}
.
(48)
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