Abstract 1 Introduction
Introduction
Neural networks models have attracted a lot of interest in recent years iiiainly Ixcaase there
The main purpose of this paper is to introduce a useful tool for the analysis of discrete neuwere perceived as a new idea for computing.
These models c m be described as a network in which every node computes a linear threshold function. One of the main difficulties in nnalyzing the properties of these networks is t h e fact that they consist of nonlinear elements. 1 will present a novel approach, based on harmonic We will introduce the basic concepts of harmonic analysis of Boolean functions and mention two applications to neural networks.
The first application is related to feedforward networks-we prove that a two layer feedforward network of linear threshold gates can compute strictly more than a a single polynomial threshold gate [l] . The second application is The paper is organized as follows, in the next section we present the representation theorem.
In Section 3 we present a necessary and'sufficient condition for a fnnction to be polynomial threshold and its applications. In Section 
The Representation Theorem
In this section the representation of Boolean functions as polynomials over the field of rational numbers is presented. For more detailes see [7] it contains a n excellent presentation of the subject.
Throughout the paper a boolean function of f of n variables is a mapping, f : {I, -l}n H {l,-l}. Note that we use the multiplicative representation of {0,1} via the transformation a c) Definition: Given a Boolean function f of order n, p is a polynomial (with coefficients over llie field of rational numbers) equivalent to f iff for all X E { I , -1p: f ( X ) = p ( X ) .
As an example, let f = . 31 zz; that is, f is the XOR function of two variables. It is easy to check that in the {l,-l} representa- f ( X ) = C a J " .
aE{0,1)"

Necessary and Sufficient
Conditions
The results in this section are based on [l] , where more details can be found. We use the polynomial representation of Boolean functions presented in the previous section to derive a necessary and sufficient condition for a function to be an S-threshold function, for arbitrary S. A function f ( X ) is an S-threshold, for a'given set S C {0,1}", iff there exist weights such that f(X) = 3S4C,E,%X"). . .
Spurious Memories in the Hopfield Model
The results in this section are based on Using the harmonic analysis approach it is proved that in certain cases the number of spu-
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