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Executive Summary
ThegoaloftheImpulseprojectwastodevelopa"smart"memorycontroller,andrelatedsoftware,capableofgreatly improving the performance of data-intensive applications. To do so, Impulse adds an optional level of address indirection at the memory controller. Applications can use this level of indirection to remap their data structures in memory to control how their data is accessed and cached, thereby improving cache and bus utilization. Of particular importance is that the Impulse design does not require any modification to processor, cache, or bus designs -all novel hardware functionality resides at the memory controller. As a result, Impulse optimizations can be adopted in conventional systems without major system changes.
We describe the design of the Impulse architecture and show how an Impulse memory system can be used in a variety of ways to improve the performance of data-intensive applications. Impulse can be used to dynamically create superpages cheaply, to dynamically recolor physical pages, to perform strided fetches, to perform gathers and scatters through indirection vectors, and to dynamically gather cache lines from randomly dispersed data.
Ourperformanceresultsdemonstratetheeffectivenessoftheseoptimizationsinavarietyofscenarios.Impulse improvedtheperformanceofthesix Data Intensive System (DIS) programStressmarksfrom1.25Xto 16X (or470Xinthecaseofin-place CornerTurn, which was unusually well-suited for Impulse). Impulse sped up the twenty-twoprogramsinourbench-mark suite by a geometric mean of 2.4X on 2002-class hardware, and 3.3X on 2007-class hardware. In addition to its applicability for data-intensive applications, Impulse can be used by the OS for dynamic superpage creation, which is useful for arbitrary applications. We found that the best policy for creatingsuperpagesusingImpulseoutperforms previously known super page creation policies.
In summary, through our design, simulation, and prototyping efforts, we have demonstrated that it is possible to dramatically improve the cache, Translation Lookaside Buffer (TLB), and memory system performance of modern computers for data intensive applications. Impulse does so via a smart memory controller that gives programmers or compilers a high degree of control over when, how, and where the data is moved from main memory to a processor cache. The resulting applications suffer far lower cache and TLB missrates, consume far less of bus bandwidth, and spend much less time stalled on memory operations.
Introduction
Since 1987, microprocessor performance has improved at a rate of 55% per year; in contrast, DRAM latencies have improved by only 7% per year, and DRAM bandwidths by only 15-20% per year [26] . The result is that the relative performance impact of memory accesses continues to grow. In addition, as instruction issue rates increase, the demand for memory bandwidth grows at least proportionately, possibly even superlinearly [10, 29] . Many important applications (e.g., sparse matrix, database, signal processing, multimedia, and CAD applications) do not exhibit sufficient locality of reference to make effective use of the on-chip cache hierarchy. For such applications, the growing processor/memory performance gap makes it more and more difficult to effectively exploit the tremendous processing power of modern microprocessors. In the Impulse project, we are attacking this problem by designing and building a memory controller that is more powerful than conventional ones.
Impulse introduces an optional level of address translation at the memory controller. The key insight that this feature exploits is that "unused" physical addresses can be translated to "real" physical addresses at the memory controller. An unused physical address is a legitimate address that is not backed by DRAM. For example, in a conventional system with 4GB of physical address space and only 1GB of installed DRAM, 3GB of the physical address space remains unused. We call these unused addresses shadow addresses, and they constitute a shadow address space that the Impulse controller maps to physical memory. By giving applications control (mediated by the OS) over the use of shadow addresses, Impulse supports application-specific optimizations that restructure data. Using Impulse requires software modifications to applications (or compilers) and operating systems, but requires no hardware modifications to processors, caches, or buses.
As a simple example of how Impulse's memory remapping can be used, consider a program that accesses the diagonal elements of a large, dense matrix A. The physical layout of part of the data structure A is shown on the righthand side of Figure 1 . On a conventional memory system, each time the processor accesses a new diagonal element (A [i] [i]), it requests a full cache line of contiguous physical memory (typically 32-128 bytes of data on modern systems). The program accesses only a single word of each of these cache lines. Such an access is shown in the top half of Figure 1 .
Using Impulse, an application can configure the memory controller to export a dense, shadow-space alias that contains just the diagonal elements, and can have the OS map a new set of virtual addresses to this shadow memory. The application can then access the diagonal elements via the new virtual alias. Such an access is shown in the bottom half of Figure 1 .
Remapping the array diagonal to a dense alias yields several performance benefits. First, the program enjoys a higher cache hit rate because several diagonal elements are loaded into the caches at once. Second, the program consumes less bus bandwidth because non-diagonal elements are not sent over the bus. Third, the program makes more effective use of cache space because the diagonal elements now have contiguous shadow addresses. In general, Impulse's flexibility allows applications to customize addressing to fit their needs.
Section 2 describes the Impulse architecture. It describes the organization of the memory controller itself, as well as the system call interface that applications use to control it. The operating system must mediate use of the memory controller to prevent applications from accessing each other's physical memory.
Section 3 describes the types of optimizations that Impulse supports. Many of the optimizations that we describe are not new, but Impulse is the first system that provides hardware support for them all in general-purpose computer systems. The optimizations include transposing matrices in memory without copying, creating superpages without copying, and doing scatter/gather through an indirection vector. Section 4 presents the results of a simulation study of Impulse, and shows that these optimizations can benefit a wide range of applications. Impulse improved the performance of the six DIS program Stressmarks from 1.25X to 16X (or 470X in the case of in-place CornerTurn, which was unusually well-suited for Impulse). Impulse sped up the twenty-two programs in our benchmark suite by a geometric mean of 2.4X on 2002-class hardware, and 3.3 on 2007-class hardware. OS policies for dynamic superpage creation using Impulse have around 20% better speedup than those from prior work.
Section 5 describes the compiler infrastructure used to automate the exploitation of Impulse. Our key innovation is a set of cost models for when a compiler should modify a program to use Impulse's remapping features, as well as which combinations of features to employ [14, 15, 30] .
We also derived a set of heuristics that programmers can use to modify their applications to better regroup computations so as to enhance temporal locality [54] .
Section 6 briefly describes our hardware prototyping effort. Section 7 describes related work. A great deal of work has been done in the compiler and operating systems communities on related optimizations. The contribution of Impulse is that it provides hardware support for many optimizations that previously had to be performed purely in software. As a result, the tradeoffs for performing these optimizations are different.
Finally, Section 8 summarizes our conclusions.
Impulse Architecture
Impulse expands the traditional virtual memory hierarchy by adding address translation hardware to the memory controller. This optional extra level of remapping is enabled by the fact that not all physical addresses in a traditional virtual memory system typically map to valid memory locations. The unused physical addresses constitute a shadow address space. The technology trend is putting more and more bits into physical addresses. For example, more and more 64-bit systems are coming out. One result of this trend is that the shadow space is getting larger and larger. Impulse allows software to configure the memory controller to interpret shadow addresses. Virtualizing unused physical addresses in this way can improve the efficiency of on-chip caches and TLBs, since hot data can be dynamically segregated from cold data. Data items whose physical DRAM addresses are not contiguous can be mapped to contiguous shadow addresses. In response to a cache line fetch of a shadow address, the memory controller fetches and compacts sparse data into dense cache lines before returning the data to the processor. To determine where the data associated with these compacted shadow cache lines reside in physical memory, Impulse first recovers their offsets within the original data structure, which we call pseudo-virtual addresses. It then translates these pseudo-virtual addresses to physical DRAM addresses. The pseudo-virtual address space page layout mirrors the virtual address space, allowing Impulse to remap data structures that lie across non-contiguous physical pages. The shadow pseudo-virtual physical mappings all take place within the memory controller. The operating system manages all the resources in the expanded memory hierarchy and provides an interface for the application to specify optimizations for particular data structures.
Software Interface and OS Support
To exploit Impulse, appropriate system calls must be inserted into the application code to configure the memory controller. The Architecture and Language Implementation group at the University of Massachusetts is developing compiler technology for Impulse. In response to an Impulse system call, the OS allocates a range of contiguous virtual addresses large enough to map the elements of the new (synthetic) data structure. The OS then maps the new data structure through shadow memory to the corresponding physical data elements. It does so by allocating a contiguous range of shadow addresses and downloading two pieces of information to the Main Memory Controller (MMC): (i) a function that the MMC should use to perform the mapping from shadow to pseudo-virtual space and (ii) a set of page table entries that can be used to translate pseudo-virtual to physical DRAM addresses.
As an example, consider remapping the diagonal of an Figure 2 depicts the memory translations for both the matrix A[] and the remapped image of its diagonal. Upon seeing an access to a shadow address in the synthetic diagonal data structure, the memory controller gathers the corresponding diagonal elements from the original array, packs them into a dense cache line, and returns this cache line to the processor. The OS interface allows alignment and offset characteristics of the remapped data structure to be specified, which gives the application some control over L1 cache behavior. In the current Impulse design, coherence is maintained in software: the OS or the application programmer must keep aliased data consistent by explicitly flushing the cache.
We have developed a compiler infrastructure that is capable of analyzing un-modified applications, identifying loop nests with naturally poor spatial locality, estimating the potential benefits of a variety of Impulse optimizations, and (when sufficiently profitable) modifying the application to employ Impulse. These optimizations are driven by a set of cost models that we developed, which estimate the total memory access costs of both unmodified applications and Impulse-optimized applications. These cost models and the compiler transformations that they drive are described inmoredetailinSection5.
Hardware Organization
The organization of the Impulse controller architecture is depicted in Figure 3 . The critical component of the Impulse MMC is the shadow engine, which processes all shadow accesses. The shadow engine contains a small SRAM Assembly Buffer, which is used to scatter/gather cache lines in the shadow address space; some shadow descriptors to store remapping configuration information; an ALU unit (AddrCalc) to translate shadow addresses to pseudo-virtual addresses; and a Memory Controller Translation Lookaside Buffer (MTLB) to cache recently used translations from pseudo-virtual addresses to physical addresses. The shadow engine contains eight shadow descriptors, each of which is is capable of saving all configuration settings for one remapping. All shadow descriptors share the same ALU unit and the same MTLB.
Since the extra level of address translation is optional, addresses appearing on the memory bus may be in the physical (backed by DRAM) or shadow memory spaces. Valid physical addresses pass untranslated to the DRAM interface.
Shadow addresses must be converted to physical addresses before being presented to the DRAM. To do so, the shadow engine first determines which shadow descriptor to use and passes its contents to the AddrCalc unit. The output of the AddrCalc will be a series of offsets for the individual sparse elements that need to be fetched. These offsets are passed through the MTLB to compute the physical addresses that need to be fetched. To hide some of the latency of fetching remapped data, each shadow descriptor can be configured to prefetch the remapped cache line following the currently accessed one.
Depending on how Impulse is used to access a particular data structure, the shadow address translations can take three forms: direct, strided, or scatter/gather. Direct mapping translates a shadow address directly to a physical DRAM address. This mapping can be used to recolor physical pages without copying or to construct superpages dynamically. Strided mapping creates dense cache lines from array elements that are not contiguous. The mapping function maps an address soffset in shadow space to pseudo-virtual address pvaddr + stride ¡ soffset, where pvaddr is the starting address of the data structure's pseudo-virtual image. pvaddr is assigned by the OS upon configuration. Scatter/gather mapping uses an indirection vector vec to translate an address soffset in shadow space to pseudo-virtual address pvaddr + stride ¡ vec [soffset] . Although the performance numbers reported herein are derived from execution-driven simulation, we built an FPGA-based Impulse prototype to validate the practicality of our ideas and the accuracy of our simulation platform. This prototyping effort and our validation efforts are described in Section 6.
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Impulse Optimizations
Impulse remappings can be used to enable a wide variety of optimizations. We first describe how Impulse's ability to pack data into cache lines (either using stride or scatter/gather remapping) can be used. We examine two scientific application kernels-sparse matrix-vector multiply (SMVP) and dense matrix-matrix product (DMMP)-and three image processing algorithms-image filtering, image rotation, and ray tracing. We then show how Impulse's ability to remap pages can be used to automatically improve TLB behavior through dynamic superpage creation. Some of these results have been published in prior conference papers [12, 21, 62, 70] .
Sparse Matrix-Vector Product
Sparse matrix-vector product (SMVP) is an irregular computational kernel that is critical to many large scientific algorithms. For example, most of the time in conjugate gradient [5] or in the Spark98 earthquake simulations [49] is spent performing SMVP.
To avoid wasting memory, sparse matrices are generally compacted so that only non-zero elements and corresponding index arrays are stored. For example, the Class A input matrix for the NAS conjugate gradient kernel (CG-A) is 14,000 by 14,000, and contains only 1.85 million non-zeroes. Although sparse encodings save tremendous amounts of memory, sparse matrix codes tend to suffer from poor memory performance because data must be accessed through indirection vectors. CG-A on an SGI Origin 2000 processor (which has a 2-way, 32K L1 cache and a 2-way, 4MB L2 cache) exhibits L1 and L2 cache hit rates of only 63% and 92%, respectively.
The inner loop of the sparse matrix-vector product in CG is roughly:
for i := 1 to n do sum := 0 for j :
The code and data structures for SMVP are illustrated in Figure 4 . Each iteration multiplies a row of the sparse matrix A with the dense vector x. The accesses to x are indirect (via the COLUMN index vector) and sparse, making this code perform poorly on conventional memory systems. Whenever x is accessed, a conventional memory system fetches a cache line of data, of which only one element is used. The large sizes of x, COLUMN, and DATA and the sparse nature of accesses to x inhibit data reuse in the L1 cache. Each element of COLUMN or DATA is used only once, and almost every access to x results in an L1 cache miss. A large L2 cache can enable reuse of x, if physical data layouts can be managed to prevent L2 cache conflicts between A and x. Unfortunately, conventional systems do not typically provide mechanisms for managing physical layout.
The Impulse memory controller supports scatter/gather of physical addresses through indirection vectors. Vector machines such as the CDC STAR-100 [27] provided scatter/gather capabilities in hardware within the processor. Impulse allows conventional CPUs to take advantage of scatter/gather functionality by implementing the operations at the memory, which reduces memory traffic over the bus.
To exploit Impulse, CG's SMVP code can be modified as follows:
The impulse remap operation asks the operating system to 1) allocate a new region of shadow space, 2) map x' to that shadow region, and 3) instruct the memory controller to map the elements of the shadow region x'[k] to the physical memory for x[COLUMN [k] ]. After the remapped array has been set up, the code accesses the remapped version of the gathered structure (x') rather than the original structure (x).
This optimization improves the performance of SMVP in two ways. First, spatial locality is improved in the L1 cache. Since the memory controller packs the gathered elements into cache lines, each cache line contain 100% useful data, rather than only one useful element. Second, the processor issues fewer memory instructions, since the read of the indirection vector COLUMN occurs at the memory controller. Note that the use of scatter/gather at the memory controller reduces temporal locality in the L2 cache. The remapped elements of x' cannot be reused, since all of the elements have different addresses.
An alternative to scatter/gather is dynamic physical page recoloring through direct remapping of physical pages. Physical page recoloring changes the physical addresses of pages so that reusable data is mapped to a different part of a physically-addressed cache than non-reused data. By performing page recoloring, conflict misses can be eliminated. On a conventional machine, physical page recoloring is expensive: the only way to change the physical address of data is to copy the data between physical pages. Impulse allows physical pages to be recolored without copying. Virtual page recoloring has been explored by other authors [8] .
For SMVP, the x vector is reused within an iteration, while elements of the DATA, ROW, and COLUMN vectors are used only once in each iteration. As an alternative to scatter/gather of x at the memory controller, Impulse can be used to physically recolor pages so that x does not conflict with the other data structures in the L2 cache. For example, in the CG-A benchmark, x is over 100K bytes: it would not fit in most L1 caches, but would fit in many L2 caches.
Impulse can remap x to pages that occupy most of the physically-indexed L2 cache, and can remap DATA, ROWS, and COLUMNS to a small number of pages that do not conflict with x. In our experiments, we color the vectors x, DATA, and COLUMN so that they do not conflict in the L2 cache. The multiplicand vector x is heavily reused, so we color it to occupy the first half of the L2 cache. To keep the large DATA and COLUMN structures from conflicting, we divide the second half of the L2 cache into two quarters, and then color DATA and COLUMN so they each occupy one quarter of the cache. In effect, we use pieces of the L2 cache as a set of virtual stream buffers [44] for DATA, ROWS, and COLUMNS.
Tiled Matrix Algorithms
Dense matrix algorithms form an important class of scientific kernels. For example, LU decomposition and dense Cholesky factorization are dense matrix computational kernels. Such algorithms are tiled (or blocked) to increase their efficiency. That is, the iterations of tiled algorithms are reordered to improve their memory performance. The difficulty with using tiled algorithms lies in choosing an appropriate tile size [40] . Because tiles are non-contiguous in the virtual address space, it is difficult to keep them from conflicting with each other or with themselves in cache. To avoid conflicts, either tile sizes must be kept small, which makes inefficient use of the cache, or tiles must be copied into non-conflicting regions of memory, which is expensive.
Impulse provides an alternative method of removing cache conflicts for tiles. We use the simplest tiled algorithm, dense matrix-matrix product (DMMP), as an example of how Impulse can improve the behavior of tiled matrix algorithms. Assume that we are computing ¡ , we want to keep the current tile of the ¦ matrix in the L1 cache as we compute it. In addition, since the same row of the A matrix is used multiple times to compute a row of the ¦ matrix, we would like to keep the active row of A in the L2 cache.
Impulse allows base-stride remapping of the tiles from non-contiguous portions of memory into contiguous tiles of shadow space. As a result, Impulse makes it easy for the OS to virtually remap the tiles, since the physical footprint of a tile will match its size. If we use the OS to remap the virtual address of a matrix tile to its new shadow alias, we can then eliminate interference in a virtually-indexed L1 cache. First, we divide the L1 cache into three segments. In each segment we keep a tile: the current output tile from ¦ , and the input tiles from A and B. When we finish with one tile, we use Impulse to remap the virtual tile to the next physical tile. To maintain cache consistency, we must purge the A and B tiles and flush the C tiles from the caches whenever they are remapped. As Section 4.2.2 shows, these costs are minor.
Image Filtering
Image filtering applies a numerical filter function to an image to modify its appearance. Image filtering may be used to attenuate high-frequency components caused by noise in a sampled image, to adjust an image to different geometry, to detect or enhance edges within an image, or to create various special effects. Box, Bartlett, Gaussian, and binomial filters are common in practice. Each modifies the input image in a different way, but all share similar computational characteristics.
We concentrate on a representative class of filters, binomial filters [24] , in which each pixel in the output image is computed by applying a two-dimensional "mask" to the input image. Binomial filtering is computationally similar to a single step of a successive over-relaxation algorithm for solving differential equations: the filtered pixel value is calculated as a linear function of the neighboring pixel values of the original image and the corresponding mask values. For example, for an order-5 binomial filter, the value of pixel
in the output image will be
. To avoid edge effects, the original image boundaries must be extended before applying the masking function. Figure 5 illustrates a black-and-white sample image before and after the application of a small binomial filter.
In practice, many filter functions, including binomial, are "separable," meaning that they are symmetric and can be decomposed into a pair of orthogonal linear filters. For example, a two-dimensional mask can be decomposed into two, one-dimensional, linear masks ([ ]) -the two-dimensional mask is simply the outer product of this one-dimensional mask with its transpose. The process of applying the mask to the input image can be performed by sweeping first along the rows and then the columns, calculating a partial sum at each step. Each pixel in the original image is used only for a short time, which makes filtering a pure streaming application. Impulse can transpose both the input and output image arrays without copying, which gives the column sweep much better cache behavior.
Image Rotation
Image warping refers to any algorithm that performs an image-to-image transformation. Separable image warps are those that can be decomposed into multiple one-dimensional transformations [13] . For separable warps, Impulse can be used to improve the cache and TLB performance of one-dimensional traversals orthogonal to the image layout in memory. The three-shear image rotation algorithm is an example of a separable image warp. This algorithm rotates a 2-dimensional image around its center in three stages, each of which performs a "shear" operation on the image, as illustrated in Figure 6 . The algorithm is simpler to write, faster to run, and has fewer visual artifacts than a direct rotation. The underlying math is straightforward. Rotation through an angle can be expressed as matrix multiplication:
The rotation matrix can be broken into three shears as follows:
None of the shears requires scaling (since the determinant of each matrix is 1), so each involves just a shift of rows or columns. Not only is this algorithm simple to understand and implement, it is robust in that it is defined over all rotation values from
. Two-shear rotations fail for angles near W U ( V . We assume a simple image representation of an array of pixel values. The second shear operation (along the y axis) walks along the column of the image matrix, which gives rise to poor memory performance for large images. Impulse improves both cache and TLB performance by transposing the matrix without copying, so that walking along columns in the image is replaced by walking along rows in a transposed matrix.
Isosurface Rendering Using Ray Tracing
Our isosurface rendering benchmark is based on the technique demonstrated by Parker et al. [53] . This benchmark generates an image of an isosurface in a volume from a specific point of view. In contrast to other volume visualization methods, this method does not generate an explicit representation of the isosurface and render it with a z-buffer, but instead uses brute-force ray tracing to perform interactive isosurfacing. For each ray, the first isosurface intersected determines the value of the corresponding pixel. The approach has a high intrinsic computational cost, but its simplicity and scalability make it ideal for large data sets on current high-end systems.
Traditionally, ray tracing has not been used for volume visualization because it suffers from poor memory behavior when rays do not travel along the direction that data is stored. Each ray must be traced through a potentially large fraction of the volume, giving rise to two problems. First, many memory pages may need to be touched, which results in high TLB pressure. Second, a ray with a high angle of incidence may visit only one volume element (voxel) per cache line, in which case bus bandwidth will be wasted loading unnecessary data that pollutes the cache. By carefully hand-optimizing their ray tracer's memory access patterns, Parker et al. achieve acceptable performance for interactive rendering (about 10 frames per second). They improve data locality by organizing the data set into a multi-level spatial hierarchy of tiles, each composed of smaller cells. The smaller cells provide good cache-line utilization. "Macro cells" are created to cache the minimum and maximum data values from the cells of each tile. These macro cells enable a simple min/max comparison to detect whether a ray intersects an isosurface within the tile. Empty macro cells need not be traversed.
Careful hand-tiling of the volume data set can yield much better memory performance, but choosing the optimal number of levels in the spatial hierarchy and sizes for the tiles at each level is difficult, and the resulting code is hard to understand and maintain. Impulse can deliver better performance than hand-tiling at a lower programming cost. There is no need to preprocess the volume data set for good memory performance: the Impulse memory controller can remap it dynamically. In addition, the source code retains its readability and modifiability.
Like many real-world visualization systems, our benchmark uses an orthographic tracer whose rays all intersect the screen surface at right angles, producing images that lack perspective and appear far away, but are relatively simple to compute.
We use Impulse to extract the voxels that a ray potentially intersects when traversing the volume. The right-hand side of Figure 7 illustrates how each ray visits a certain sequence of voxels in the volume. Instead of fetching cache lines full of unnecessary voxels, Impulse can remap a ray to the voxels it requires so that only useful voxels will be fetched.
Online Superpage Promotion
Impulse can be used to improve TLB performance automatically, by having the operating system automatically create superpages dynamically. Superpages are supported by the translation lookaside buffers (TLBs) on almost all modern processors; they are groups of contiguous virtual memory pages that can be mapped with a single TLB entry [19, 46, 61] . Using superpages makes more efficient use of a TLB, but the physical pages that back a superpage must be contiguous and properly aligned. Dynamically coalescing smaller pages into a superpage thus requires that all the pages be be coincidentally adjacent and aligned (which is unlikely), or that they be copied so that they become so. The overhead of promoting superpages by copying includes both direct and indirect costs. The direct costs come from copying the pages and changing the mappings. Indirect costs include the increased number of instructions executed on each TLB miss (due to the new decision-making code in the miss handler) and the increased contention in the cache hierarchy (due to the code and data used in the promotion process). When deciding whether to create superpages, all costs must be balanced against the improvements in TLB performance. Romer et al. [57] study several different policies for dynamically creating superpages. Their trace-driven simulations and analysis show how a policy that balances potential performance benefits and promotion overheads can improve performance in some TLB-bound applications by about 50%. Our work extends that of Romer et al. by showing how Impulse changes the design of a dynamic superpage promotion policy.
The Impulse memory controller maintains its own page tables for shadow memory mappings. Building superpages from base pages that are not physically contiguous entails simply remapping the virtual pages to properly aligned shadow pages. The memory controller then maps the shadow pages to the original physical pages. The processor's TLB is not affected by the extra level of translation that takes place at the controller. Figure 8 illustrates how superpage mapping works on Impulse. In this example, the OS has mapped a contiguous 16KB virtual address range to a single shadow superpage at "physical" page frame 0x80240. When an address in the shadow physical range is placed on the system memory bus, the memory controller detects that this "physical" address needs to be retranslated using its local shadow-to-physical translation tables. In the example in Figure 8 , the processor translates an access to virtual address 0x00004080 to shadow physical address 0x80240080, which the controller, in turn, translates to real physical address 0x40138080.
Performance
We performed a series of detailed simulations to evaluate the performance impact of the optimizations described in Section 3. Our studies use the URSIM [69] execution-driven simulator, which is derived from RSIM [51] . URSIM models a microarchitecture close to MIPS R10000 microprocessor [46] with a 64-entry instruction window. We configured it to issue four instructions per cycle. We model a 64-kilobyte L1 data cache that is non-blocking, writeback, virtually indexed, physically tagged, direct-mapped, and has 32-byte lines. The 512-kilobyte L2 data cache is non-blocking, write-back, physically indexed, physically tagged, two-way associative, and has 128-byte lines. L1 cache hits take one cycle, and L2 cache hits take eight cycles.
URSIM models a split-transaction MIPS R10000 cluster bus with a snoopy coherence protocol. The bus multiplexes addresses and data, is eight bytes wide, has a three-cycle arbitration delay and a one-cycle turn-around time. We model two memory controllers: a conventional high-performance MMC based on the one in the SGI O200 server and the Impulse MMC. The system bus, memory controller, and DRAMs have the same clock rate, which is one third of the CPU clock's. The memory system supports critical word first, i.e., a stalled memory instruction resumes execution after the first quad-word returns. The load latency of the first quad-word is 16 memory cycles.
The unified TLB is single-cycle, fully associative, software-managed, and combined instruction and data. It employs a least-recently-used replacement policy. The base page size is 4096 bytes. Superpages are built in power-of-two multiples of the base page size, and the biggest superpage that the TLB can map contains 2048 base pages. We model a 128-entry TLB.
In the remainder of this section we examine the simulated performance of Impulse on the examples given in Section 3. Our calculation of "L2 cache hit ratio" and "mem (memory) hit ratio" uses the total number of loads executed (not the total number of L2 cache accesses) as the divisor for both ratios. This formulation makes it easier to compare the effects of the L1 and L2 caches on memory accesses: the sum of the L1 cache, L2 cache, and memory hit ratios equals 100%.
DIS stressmarks
As part of DARPA's Data Intensive Systems program, researchers at the Atlantic Aerospace Electronics Corporation developed a suite of memory-intensive benchmarks that represented the core kernels of applications of interest to DARPA's customers [42] . At the midway point of the DIS program, it became clear that a set of smaller "stressmark" microbenchmarks that isolated key features of the benchmarks would be of great use [4] . Each stressmark implemented a particular memory access pattern that appeared in multiple DIS benchmarks or other memory-intensive applications. The stressmarks were:
We hand-optimized each of these stressmarks to exploit Impulse memory remapping. The results of these optimizations can be seen in Tables 1 through 5 .
We optimized the Pointer benchmark to search along linked lists in parallel using Impulse's DCA (dynamic cache line assembly) mechanism. In essence, rather than traverse each linked list serially, we traversed 8-16 lists in parallel. For each step, we calculated the addresses of the "next" entry in each list, placed this set of 8-16 addresses in a DCA address array, and had the Impulse memory controller fetch the 8-16 next nodes in parallel. As a result, we suffered substantially fewer cache misses (0.2% of memory operations went to DRAM in Impulse, versus 8.5% in the base version), and all of the data fetched in the Impulse version was useful, which reduced cache pollution. This resulted in a 2.4X performance improvement (i.e., 240%). This result actually underestimates the benefit of Impulse, because the inherent sequential nature of following a linked list severely limited our ability to fully exploit Impulse's powerful memory system. We exploited Impulse's ability to remap addresses through an indirection vector (i.e., fetch
) to optimize the Matrix stressmark. This resulted in a four-fold reduction in memory accesses and a 2.8X speedup. This stressmark is very similar to the Conjugate Gradient application discussed in Section 4.2.1, so we defer further discussion to that section.
The Impulse version of the Transitive Closure stressmark made extensive use of Impulse's strided access mechanism, since column walks can be expressed as strided accesses through an array. This stressmark demonstrates Impulse's impressive performance on column walks. The Impulse version saw a 25-fold reduction in cache misses, which resulted in more than a ten-fold increase in application performance.
The Corner Turn stressmark even more pointedly demonstrates Impulse's impressive performance on column walks. For this stressmark, we consider three possible implementations, a conventional version, a tiled version without Impulse, and a version that uses Impulse to operate on virtually transposed matrices. The in-place transpose, where the source matrix need not be available after the transposed version is created, is 650 times faster using Impulse hardware, although this result is highly misleading. For this version of Corner Turn, Impulse's only cost was the fixed set up time.
No data was copied, so the fact that individual remapped accesses are slower using Impulse was not a factor. A more fair evaluation of Impulse's potential performance benefits can be seen in Table 5 , which presents the copying version of a corner turn. For this stressmark, we perform a matrix-to-matrix copy from the Impulse-remapped transpose array to a "real" transpose array. This version of the application is 15.8 times faster than the baseline copying version, and 2.6 times faster than a highly optimized tiled version of the copying.
In summary, Impulse provides substantial performance benefits for the DIS stressmark applications.
Fine-Grained Remapping
The first set of experiments exploit Impulse's fine-grained remapping capabilities to create synthetic data structures with better locality than in the original programs. Table 4 .2.1 shows how Impulse can be used to improve the performance of the NAS Class A Conjugate Gradient (CG-A) benchmark. The first column gives results from running CG-A on a non-Impulse system. The second and third columns give results from running CG-A on an Impulse system. The second column numbers come from using the Impulse memory controller to perform scatter/gather; the third column numbers come from using it to perform physical page coloring. On the conventional memory system, CG-A suffers many cache misses: nearly 17% of accesses go to the memory. The inner loop of CG-A is very small, so it can generate cache misses quickly, which leads to there being a large number of cache misses outstanding at any given time. The large number of outstanding memory operations causes heavy contention for the system bus, memory controller, and DRAMs; for the baseline version of CG-A, bus utilization reaches 88.5%. As a result, the average latency of a memory operation reaches 163 cycles for the baseline version of CG-A. This behavior combined with the high cache miss rates causes the average load in CG-A to take 47.6 cycles compared to only 1 cycle for L1 cache hits. Scatter/gather remapping on CG-A improves performance by over a factor of 3, largely due to the increase in the L1 cache hit ratio and the decrease in the number of loads/stores that go to memory. Each main memory access for the remapped vector x' loads the cache with several useful elements from the original vector x, which increases the L1 cache hit rate. In other words, retrieving elements from the remapped array x' improves the spatial locality of CG-A.
Sparse Matrix-Vector Product
Scatter/gather remapping reduces the total number of loads executed by the program from 493 million from 353 million. In the original program, two loads are issued to compute x[COLUMN [j] ]. In the scatter/gather version of the program, only one load is issued by the processor, because the load of the indirection vector occurs at the memory controller. This reduction more than compensates for the scatter/gather's increase in the average cost of a load, and accounts for almost one-third of the cycles saved.
To provide another example of how useful Impulse can be, we use it to recolor the pages of the major data structures in CG-A. Page recoloring consistently reduces the cost of memory accesses by eliminating conflict misses in the L2 cache and increasing the L2 cache hit ratio from 19.7% to 22.0%. As a result, fewer loads go to memory, and performance is improved by 17%.
Although page recoloring improves performance on CG-A, it is not nearly as effective as scatter/gather. The difference is primarily because page recoloring does not achieve the two major improvements that scatter/gather provides: improving the locality of CG-A and reducing the number of loads executed. This comparison does not mean that page recoloring is not a useful optimization. Although the speedup for page recoloring on CG-A is substantially less than scatter/gather, page recoloring is more broadly applicable.
Dense Matrix-Matrix Product
This section examines the performance benefits of tile remapping for DMMP, and compares the results to software tile copying. Impulse's alignment restrictions require that remapped tiles be aligned to L2 cache line boundaries, which adds the following constraints to our matrices:
Tile sizes must be a multiple of a cache line. In our experiments, this size is 128 bytes. This constraint is not overly limiting, especially since it makes the most efficient use of cache space.
Arrays must be padded so that tiles are aligned to 128 bytes. Compilers can easily support this constraint: similar padding techniques have been explored in the context of vector processors [9] . Table 4 .2.2 illustrates the results of our tiling experiments. The baseline is the conventional no-copy tiling. Software tile copying outperforms the baseline code by almost 10%; Impulse tile remapping outperforms it by more than 20%. The improvement in performance for both is primarily due to the difference in cache behavior. Both copying and remapping more than double the L1 cache hit rate, and they reduce the average number of cycles for a load to less than two. Impulse has a higher L1 cache hit ratio than software copying, since copying tiles can incur cache misses: the number of loads that go to memory is reduced by two-thirds. In addition, the cost of copying the tiles is greater than the overhead of using Impulse to remap tiles. As a result, using Impulse provides twice as much speedup.
This comparison between conventional and Impulse copying schemes is conservative for several reasons. Copying works particularly well on DMMP: the number of operations performed on a tile of size § is © §
, which means the overhead of copying is relatively low. For algorithms where the reuse of the data is lower, the relative overhead of copying is greater. Likewise, as caches (and therefore tiles) grow larger, the cost of copying grows, whereas the (low) cost of Impulse's tile remapping remains fixed. Finally, some authors have found that the performance of copying can vary greatly with matrix size, tile size, and cache size [63] , but Impulse should be insensitive to cross-interference between tiles. ¡ 1024 color image. The Impulse version of the code pads each pixel to four bytes. Performance differences between the hand-tiled and Impulse versions of the algorithm arise from the vertical pass over the data. The tiled version suffers more than 3.5 times as many L1 cache misses and 40 times as many TLB faults, and executed 134 million instructions in TLB miss handlers. The indirect impact of the high TLB miss rate is even more dramatic -in the baseline filtering program, almost 300 million instructions are issued but not graduated. In contrast, the Impulse version of the algorithm executes only 3.3 million instructions handling TLB misses and only 10 million instructions are issued but not graduated. Compared to these dramatic performance improvements, the less than 1 million cycles spent setting up Impulse remapping are a negligible overhead.
Image Filtering
Although both versions of the algorithm touch each data element the same number of times, Impulse improves the memory behavior of the image filtering code in two ways. When the original algorithm performs the vertical filtering pass, it touches more pages per iteration than the processor TLB can hold, yielding the high kernel overhead observed in these runs. Image cache lines conflicting within the L1 cache further degrade performance. Since the Impulse version of the code accesses (what appear to the processor to be) contiguous addresses, it suffers very few TLB faults and has near-perfect temporal and spatial locality in the L1 cache. benefit. The tiled version walks through all columns 32 pixels at a time, which yields a hit rate higher than the original program's, but lower than Impulse's. The tiles in the source matrix are sheared in the destination matrix, so even though cache performance for the source is nearly perfect, it suffers for the destination. For the same reason, the decrease in TLB misses for the tiled code is not as great as that for the Impulse code.
Three-Shear Image Rotation
The Impulse code requires 33% more memory to store a 24-bit color image. We also measured the performance impact of using padded 32-bit pixels with each of the non-Impulse codes. In the original program, padding causes each cache line fetch to load useless pad bytes, which degrades the performance of a program that is already memorybound. In contrast, for the tiled program, the increase in memory traffic is balanced by the reduction in load, shift, and mask operations: manipulating word-aligned pixels is faster than manipulating byte-aligned pixels. The padded, tiled version of the rotation code is still slower than Impulse. The tiled version of the shear uses more cycles recomputing (or saving and restoring) each column's displacement when traversing the tiles. For our input image, this displacement is computed
times, since the column length is 1024 and the tile height is 32. In contrast, the Impulse code (which is not tiled) only computes each column's displacement once, since each column is completely traversed when it is visited.
Isosurface Rendering Using Ray Tracing
For simplicity, our benchmark assumes that the screen plane is parallel to the volume's z axis. As a result, we can compute an entire plane's worth of indirection vector at once, and we do not need to remap addresses for every ray. This assumption is not a large restriction: it assumes the use of a volume rendering algorithm like Lacroute's [39] , which transforms arbitrary viewing angles into angles that have better memory performance. The isosurface in the volume is on one edge of the surface, parallel to the x-z plane.
The measurements we present are for two particular viewing angles. Table 10(A) shows results when the screen is parallel to the y-z plane, so that the rays exactly follow the layout of voxels in memory (we assume an x-y-z layout order). Table 10(B) shows results when the screen is parallel to the x-z plane, where the rays exhibit the worst possible cache and TLB behavior when traversing the x-y planes. These two sets of data points represent the extremes in memory performance for the ray tracer.
In our data, the measurements labeled "Original" are of a ray tracer that uses macro-cells to reduce the number of voxels traversed, but that does not tile the volume. The macro-cells are 4 ¡ 4 ¡ 4 voxels in size. The results labeled "Indirection" use macro-cells and address voxels through an indirection vector. The indirection vector stores precomputed voxel offsets of each x-y plane. Finally, the results labeled "Impulse" use Impulse to perform the indirection lookup at the memory controller.
In Table 10 (A), where the rays are parallel to the array layout, Impulse delivers a substantial performance gain. Precomputing the voxel offsets reduces execution time by approximately 9 million cycles. The experiment reported in the Indirection column exchanges the computation of voxels offsets for the accesses to the indirection vector. Although it increases the number of memory loads, it still achieves positive speedup because most of those accesses are cache hits. With Impulse, the accesses to the indirection vector are performed only within the memory controller, which hides the access latencies. Consequently, Impulse obtained a higher speedup. Compared to the original version, Impulse saves the computation of voxels offsets.
In Table 10 (B), where the rays are perpendicular to the voxel array layout, Impulse yields a much larger performance gain -a speedup of 5.49. Reducing the number of TLB misses saves approximately 59 million graduated instructions while reducing the number of issued but not graduated instructions by approximately 120 million. Increasing the cache hit ratio by loading no useless voxels into the cache saves the remaining quarter-billion cycles. The Indirection version executes about 3% slower than the original one. With rays perpendicular to the voxel array, accessing voxels generates lots of cache misses and frequently loads new data into the cache. These loads can evict the indirection vector from the cache and bring down the cache hit ratio of the indirection vector accesses. As a result, the overhead of accessing the indirection vector outweighs the benefit of saving the computation of voxel offsets and slows down execution.
Online Superpage Promotion
To evaluate the performance of Impulse's support for inexpensive superpage promotion, we reevaluated Romer et al.'s work on dynamic superpage promotion algorithms [57] in the context of Impulse. Our system model differs from theirs in several significant ways. They employ a form of trace-driven simulation with ATOM [60] , a binary rewriting tool. That is, they rewrite their applications using ATOM to monitor memory references, and the modified applications are used to do on-the-fly "simulation" of TLB behavior. Their simulated system has two 32-entry, fully-associative TLBs (one for instructions and one for data), uses LRU replacement on TLB entries, and has a base page size of 4096 bytes. To better understand how TLB size may affect the performance, we model two TLB sizes: 64 and 128 entries.
Romer et al. combine the results of their trace-driven simulation with measured baseline performance results to calculate effective speedup on their benchmarks. They execute their benchmarks on a DEC Alpha 3000/700 running DEC OSF/1 2.1. The processor in that system is a dual-issue, in-order, 225 MHz Alpha 21064. The system has two megabytes of off-chip cache and 160 megabytes of main memory.
For their simulations, they assume the following fixed costs, which do not take cache effects into account: each 1Kbyte copied is assigned a 3000-cycle cost; the asap policy is charged 30 cycles for each TLB miss;
and the approx-online policy is charged 130 cycles for each TLB miss.
The performance results presented here are obtained through complete simulation of the benchmarks. We measure both kernel and application time, the direct overhead of implementing the superpage promotion algorithms and the resulting effects on the system, including the expanded TLB miss handlers, cache effects due to accessing the page tables and maintaining prefetch counters, and the overhead associated with promoting and using superpages with Impulse. We present comparative performance results for our application benchmark suite.
Application Results
To evaluate the different superpage promotion approaches on larger problems, we use eight programs from a mix of sources. Our benchmark suite includes three SPEC95 benchmarks (compress, gcc, and vortex), the three image processing benchmarks described earlier (isosurf, rotate, and filter), one scientific benchmark (adi), and one benchmark from the DIS benchmark suite (dm) [42] . All benchmarks were compiled with Sun cc Workshop Compiler 4.2 and optimization level "-xO4".
Compress is the SPEC95 data compression program run on an input of ten million characters. To avoid overestimating the efficacy of superpages, the compression algorithm was run only once, instead of the default 25 times. gcc is the cc1 pass of the version 2.5.3 gcc compiler (for SPARC architectures) used to compile the 306-kilobyte file "1cp-dec1.c". vortex is an object-oriented database program measured with the SPEC95 "test" input. isosurf is the interactive isosurfacing volume renderer described in Section 4.2.5. filter performs an order-129 binomial filter on a 32 ¡ 1024 color image. rotate turns a 1024 ¡ 1024 color image clockwise through one radian. adi implements algorithm alternative direction integration. dm is a data management program using input file "dm07.in".
Two of these benchmarks, gcc and compress, are also included in Romer et al.'s benchmark suite, although we use SPEC95 versions, whereas they used SPEC92 versions. We do not use the other SPEC92 applications from that study, due to the benchmarks' obsolescence. Several of Romer et al.'s remaining benchmarks were based on tools used in the research environment at the University of Washington, and were not readily available to us. Table 11 lists the characteristics of the baseline run of each benchmark with a four-way issue superscalar processor, where no superpage promotion occurs. TLB miss time is the total time spent in the data TLB miss handler. These benchmarks demonstrate varying sensitivity to TLB performance: on the system with the smaller TLB, between 9.2% and 35.1% of their execution time is lost due to TLB miss costs. The percentage of time spent handling TLB misses falls to between less than 1% and 33.4% on the system with a 128-entry TLB. Figures 9 and 10 show the normalized speedups of the different combinations of promotion policies (asap and approx-online) and mechanisms (remapping and copying) compared to the baseline instance of each benchmark. In our experiments we found that the best approx-online threshold for a two-page superpage is 16 on a conventional system and is 4 on an Impulse system. These are also the thresholds used in our full-application tests. Figure 9 gives results with a 64-entry TLB; Figure 10 gives results with a 128-entry TLB. Online superpage promotion can improve performance by up to a factor of two (on adi with remapping asap), but it also can decrease performance by a similar factor (when using the copying version of asap on isosurf). We can make two orthogonal comparisons from these figures: remapping versus copying, and asap versus approx-online. Figure 10 : Normalized speedups for each of two promotion policies on a 4-issue system with a 128-entry TLB.
Asap vs. Approx-online
We first compare the two promotion algorithms, asap and approx-online, using the results from Figures 9 and 10 . The relative performance of the two algorithms is strongly influenced by the choice of promotion mechanism, remapping or copying. Using remapping , asap slightly outperforms approx-online in the average case. It exceeds the performance of approx-online in 14 of the 16 experiments, and trails the performance of approx-online in only one case (on vortex with a 64-entry tlb). The differences in performance range from asap+remap outperforming aol+remap by 32% for adi with a 64-entry TLB, to aol+remap outperforming asap+remap by 6% for vortex with a 64-entry TLB. In general, however, performance differences between the two policies are small: asap is on average 7% better with a 64-entry TLB, and 6% better with a 128-entry TLB.
The results change noticeably when we employ a copying promotion mechanism: approx-online outperforms asap in nine of the 16 experiments, while the policies perform almost identically in three of the other seven cases. The magnitude of the disparity between approx-online and asap results is also dramatically larger. The differences in performance range from asap outperforming approx-online by 20% for vortex with a 64-entry TLB, to approx-online outperforming asap by 45% for isosurf with a 64-entry TLB. Overall, our results confirm those of Romer et al.: the best promotion policy to use when creating superpages via copying is approx-online. Taking the arithmetic mean of the performance differences reveals that asap is, on average, 6% better with a 64-entry TLB, and 4% better with a 128-entry TLB.
The relative performance of the asap and approx-online promotion policies changes when we employ different promotion mechanisms because asap tends to create superpages more aggressively than approx-online. The design assumption underlying the approx-online algorithm (and the reason that it performs better than asap when copying is used) is that superpages should not be created until the cost of TLB misses equals the cost of creating the superpages. Given that remapping has a much lower cost for creating superpages than copying, it is not surprising that the more aggressive asap policy performs relatively better with it than approx-online does.
Remapping vs. Copying
When we compare the two superpage creation mechanisms, remapping is the clear winner, but by highly varying margins. The differences in performance between the best overall remapping-based algorithm (asap+remap) and the best copying-based algorithm (aonline+copying) is as large as 97% in the case of adi on both a 64-entry and 128-entry TLB. Overall, asap+remap outperforms aonline+copying by more than 10% in eleven of the sixteen experiments, averaging 33% better with a 64-entry TLB, and 22% better with a 128-entry TLB.
Discussion
Romer et al. show that approx-online is generally superior to asap when copying is used. When remapping is used to build superpages, though, we find that the reverse is true. Using Impulse-style remapping results in larger speedups and consumes much less physical memory. Since superpage promotion is cheaper with Impulse, we can also afford to promote pages more aggressively.
Romer et al.'s trace-based simulation does not model any cache interference between the application and the TLB miss handler; instead, that study assumes that each superpage promotion costs a total of 3000 cycles per kilobyte copied [57] . Table 12 shows our measured per-kilobyte cost (in CPU cycles) to promote pages by copying for four representative benchmarks. (Note that we also assume a relatively faster processor.) We measure this bound by subtracting the execution time of aol+remap from that of aol+copy and dividing by the number of kilobytes copied. For our simulation platform and benchmark suite, copying is at least twice as expensive as Romer et al. assumed. For gcc and raytrace, superpage promotion costs more than three times the cost charged in the trace-driven study. Part of these differences are due to the cache effects that copying incurs. Table 12 : Average copy costs (in cycles) for approx-online policy.
We find that when copying is used to promote pages, approx-online performs better with a lower (more aggressive) threshold than used by Romer et al. Specifically, the best thresholds that our experiments revealed varied from four to 16, while their study used a fixed threshold of 100. This difference in thresholds has a significant impact on performance. For example, when we run the adi benchmark using a threshold of 32, approx-online with copying slows performance by 10% with a 128-entry TLB. In contrast, when we run approx-online with copying using the best threshold of 16, performance improves by 9%. In general, we find that even the copying-based promotion algorithms need to be more aggressive about creating superpages than was suggested by Romer et al. Given that our cost of promoting pages is much higher than the 3000 cycles estimated in their study, one might expect that the best thresholds would be higher than Romer's. However, the cost of a TLB miss far outweighs the greater copying costs; our TLB miss costs are about an order of magnitude greater than those assumed in his study.
Compiler Support for Impulse
Compilers use cost models to choose among optimization strategies. If cost models are not available, choices must be heuristic or ad hoc. In this paper, we present a cost model that evaluates combinations of code and data restructuring optimizations to increase memory locality. We consider both Impulse and non-Impulse data restructuring (i.e., both remapping and copying). Such optimizations can be used to improve the utilization of current multi-level memory subsystems. Better memory hierarchy performance translates into better execution times for applications that are latency and bandwidth-limited, particularly scientific computations containing complex loops that access large data arrays.
The optimizations we address focus on array-based applications, and they improve cache locality by transforming the iteration space [11, 36, 67] or by changing the data layout [18, 41] . These loop transformations and array restructuring techniques can be complementary and synergistic. Combining these optimizations is therefore often profitable, but exactly which set of transformations performs best depends on which of the variations has the minimum overall cost on a particular application. We use integrated restructuring to refer to the ability to combine legal, complementary code and data restructuring optimizations.
Finding the best choice of optimizations to apply via detailed simulations or hardware measurements is slow and expensive. An analytic model that provides a sufficiently accurate estimate of the cost/benefit tradeoffs between various optimizations makes choosing the right strategy much easier. We have developed such an analytic model to estimate the memory cost of applications at compile time. Like Carr et al. [11] , we estimate the number of cache lines accessed within loop nests, and then use this estimate to choose which optimization(s) to apply.
The memory cost of an array reference,
¢ ¡
, in a loop nest is directly proportional to the number of cache lines it accesses. Consider the line that references in the loop nest in Figure 11 . The array is accessed sequentially in a nest, loopTripCount be the number of times that the innermost loop whose stride is non-zero is executed, and be the fraction of cache lines reused from a previous iteration of that loop. The memory cost of array reference ¡ in the loop nest is estimated as:
Unfortunately, we do not have a framework for accurately estimating , but in most cases we expect to be very small for large working sets. For the benchmarks that we examine here, the working sets are indeed large, and data reuse is very low. We therefore approximate as zero, and we may neglect the
term without introducing significant inaccuracies.
We estimate the memory cost of the whole loop nest to be the sum of the memory costs of the independent array references in the nest. We define two array references to be independent if they access different cache lines in each iteration. This distinction is necessary to avoid counting some lines twice. For example, references are independent, because we assume they access different cache lines. The memory cost of the entire program is estimated to be the sum of the memory costs of all loop nests.
The cost model's goal is to compute a metric for choosing the combination of array and loop restructuring optimizations with minimum memory cost for the entire program. We assume that the relative order of memory costs determines the relative ranking of execution times. The above formulation of total memory cost of an application as the sum of the memory costs of individual loop nests makes an important assumption -that the compiler knows the number of times each loop nest executes, and that it can calculate the loop bounds of each loop nest at compile time. This assumption holds for many applications. In cases where this does not hold, other means must be used to estimate the frequencies of loop nests (e.g., profile-directed feedback). We also assume that the line size of the cache closest to memory is known to the compiler.
The cost of copying-based array restructuring is the sum of the cost of creating the new array, the cost of executing the optimized loop nest, and the cost of copying modified data back to the original array. The setup cost equals the sum of the memory costs of the original and new arrays in the setup loop.
When using remapping-based hardware support, we can no longer model the memory cost of an application as being directly proportional to the number of cache lines accessed, since all cache line fills no longer incur the same cost. Cache line fills to remapped addresses undergo a further level of translation at the memory controller. After translation, the corresponding physical addresses need not be sequential, and thus the cost of gathering a remapped cache line depends on the stride of the array, the cache line size of the cache closest to memory, and the efficiency of the DRAM scheduler. To accommodate this variance in cache line gathering costs, we model the total memory cost of an application as proportional to the number of cache lines gathered times the cost of gathering this cache line. The cost of gathering a normal cache line,
, is assumed to be fixed, and the cost of gathering a remapped cache line,
, is assumed to be fixed for a given stride. We use a series of simulated microbenchmarks with the Impulse memory system to build a table of 
The overhead costs involved in remapping-based array restructuring include the cost of remapping setup, the costs of updating the memory controller, and the costs of flushing the cache. The initial overhead of setting up a remapping through the map shadow call is dominated by the cost of setting up the page table to cache virtual-tophysical mappings. The size of the page table depends on the number of elements to be remapped. We model this cost as
elementsToBeRemapped. Updating the remapping information via the remap shadow system call prior to entering the innermost loop incurs a fixed cost, which we model as " . We model the flushing costs as proportional to the number of cache lines evicted, where the constant of proportionality is . We estimate these constants via the simulation of microbenchmarks.
To evaluate our cost-model driven integration, we study eight benchmarks used in previous loop or data restructuring studies. Four of our benchmarks-matmult, syr2k, ex1, and the ir kernel -have been studied in the context of data restructuring. The former two are used by Leung et al. [41] , and the latter two by Kandemir et al. [36] . Three other applications -btrix, vpenta, cfft2d -are NAS kernels used to evaluate data and loop restructuring in isolation [11, 35, 41] . Finally, kernel6 is the sixth Livermore Fortran kernel, a traditional microbenchmark within the scientific computing community. Table 13 shows which optimizations are suitable for each benchmark. The candidates include copying-based array restructuring (ac), remapping-based restructuring (ar), loop transformations (lx), a combination of loop and copyingbased restructuring (lc), and a combination of loop and remapping-based restructuring (lr). A checkmark % indicates that the optimization is possible, N indicates that the optimization is not needed, and I indicates that the optimization is either illegal or inapplicable. In this study, we hand coded all optimizations, but have subsequently automated them via a compiler [30] .
We run each benchmark over a range of input sizes, with the smallest input size typically just fitting into the L2 cache. Whenever there are several choices for a given restructuring strategy, we choose the best option by hand. In other words, the results we report for lx represent the best loop transformation choice (loop permutation, fusion, distribution or reversal) among the ones we evaluate. Similarly, the results for lr are for the best measured combination of optimizations. Although we could use our model to estimate which combinations of optimizations performs best, the goal of this study is to validate our model against the actual best choices. The appendix gives more details of the experiments conducted using each benchmark and includes the relevant source code for each baseline version.
We summarize the results of our experiments in Figure 12 . We describe the experiments in detail in the appendix. For each input size, we simulate the original benchmark and the best version for each candidate optimization (ac for array copying, ar for array remapping, lx for loop restructuring, and lc or lr for integrating loop restructuring and array restructuring via copying or remapping, respectively). We also compute which version the cost model cm selects for a given input size. The cost model data are generated using the appropriate values of
to choose among optimization options. Our primary performance metric is the geometric mean speedup obtained for each optimized version over the range of input sizes. We compare the speedups of each version with the post-facto best set of candidate optimizations b for a given benchmark/input combination.
The results in Figure 12 show that using our cost model delivers an average of 95% of the best observed speedups (1.68 versus 1.77), whereas the best single optimization, copying-based array restructuring, obtains only 77% (1.35 versus 1.77). Even within the same benchmark, the best optimization choice is dependent on input data size. The cost-model strategy therefore performs well because it adapts its choices to each application/input. For example, in syr2k, the cost model is able to choose between ac and lr for different inputs, achieving a higher speedup (1.88) than using either ac or lr for all runs (i.e., it picks ac when lr performs poorly, and vice-versa). Overall, our cost model is usually able to select the correct strategies over an entire range of inputs.
Our cost model can be inaccurate for several reasons. First, it is not exact, since it is a model: even though the model is accurate when averaged over an entire range of inputs, it may not be accurate for specific input values. Second, it does not model conflict misses. Third, it does not account for reuse of cache lines between outer loop iterations. When none of these issues come into play, our model is accurate to within 1% of b. When these issues arise, however, our model can be inaccurate: performance can be from 5-15% less than b. The first and second problems are of greater significance: reuse of cache lines between outer loop iterations is not that frequent for programs with large data sets and optimized inner loops.
No single optimization performs best for all benchmarks. Examining which optimization is the most beneficial for the maximum number of benchmarks reveals a four-way tie between ac, ar, lx and lr (syr2k and ex1 vote for ac, cfft2d and kernel6 for ar, matmult and btrix for lx, and vpenta and ir kernel for lr). Thus, it makes sense to choose optimizations based on benchmark/input combinations, rather than to blindly apply a fixed set of optimizations.
Combining loop and array restructuring can result in better performance than either individual optimization achieves. For example, in vpenta, loop permutation optimizes the two most expensive loop nests, but the five remaining nests still contain strided accesses that loop transformations alone cannot optimize. Combining loop permutation with remapping-based array restructuring results in a speedup higher than either optimization applied alone. The cost model predicts this benefit correctly.
Nonetheless, combining restructuring optimizations is not always desirable, even when they do not conflict. For example, in btrix, loop restructuring is able to bring three out of four four-dimensional arrays into loop order. The remaining array can be optimized using either remapping-based or copying-based array restructuring. Unfortunately, adding the array restructuring optimization degrades performance, because the overhead of array restructuring is higher than its benefits. The cost model correctly recognizes this and chooses pure loop restructuring.
Within a single benchmark, the choice of what optimization to apply differs depending on the loop and array characteristics. For example, in kernel6 remapping and copying are both beneficial and resulting in good speedups. However, the cost model achieves an even higher speedup than either of these by choosing remapping when copying is expensive and vice-versa.
More details on the compiler work and cost models can be found elsewhere [14, 15, 30] .
Hardware Prototype
A high-level overview of the Impulse hardware architecture is given in Section 2.2 and illustrated in Figure 3 . Figure 13 shows a more detailed architectural view of the hardware that we designed and built. The Impulse memory controller consists of 8 major components, namely a system bus interface, a prefetch unit, two shadow engines, two memory controller TLBs (MTLBs), a DRAM interface backend, a shadow collection unit, an output buffer, an IO interface, and an operation scoreboard. The front end receives transactions and data from the system bus and queues them for service in the request queue (RQ). Data associated with write operations on the bus are stored in the write buffer. The front end separates reads from writes, issuing reads before write as long as doing so introduces no read-after-write hazards. Writes are issued when the front end has no writes to issue, when the write data buffer is nearly full, or when the current read depends on a write that has not yet issued. As long as there are no conficts, the front end issues reads to prefetch engine, IO interface, or to the backend as approrpiate. Bus IO reads and writes are issued to the IO interface, cache-line reads with the top address bit not set are issued directly to the backend, and cache-line reads with the top address bit set are sent to the prefetch engine. To maintain sequentiality and consistency read-write conflicts between individual operations are checked using a scoreboard. Operations are issued to the shadow engine pipeline or DRAM backend in the same order as issued by the processor, except that reads may bypass writes when doing so does not introduce read-write conflicts.
Requests sent to the prefetch engine are shadow reads, or reads that need to be remapped through the shadow engine. The prefetch unit both manages prefetching operations and maintains the shadow configuration registers for the shadow engines. The prefetch unit first checks the prefetch cache tags for a cache hit. If there is a hit, the prefetch unit signals the shadow collection unit to send the cache-line back to the processor via the output buffer. It also checks in the configuration to determine whether prefetching is enable on the associated shadow configuration, and issues a prefetch request as appropriate.
The shadow engines consist of an address calculation pipeline and some simple control logic. The 29-bit address calculation pipeline is made up of a multiplier, a couple of shifters, a couple of masks, a couple of subtractors, and adder, and a couple of muxes. The SCU performs the fine-grained remapping from shadow-addresses to pseudophysical addresses. It then passes the 29-bit pseudo-physical word addresses to the MTLB.
Each MTLB is a 4-way 32 entry superpage TLB with 32 physical pages (one cache-line worth) per entry. The MTLB performs a lookup to determine if it has the translation for the incoming pseudo-physical address. If there is a hit, the MTLB replaces the top 17 bits (page number) of the physical address with the physical page number and sends the word address down to the backend. If the MTLB does not have the current translation, it holds the missed address in a miss status handling register (MSHR) and moves on to the next address from the shadow engine. It calculates the physical address of the page table entry by a simple shift and concatenate operation. (page tables are properly alignedinphysicaladdressspacesuchthatanadderisnotrequired.Inotherwords,theyarealignedonboundaries equal to their size.) The MTLB can handle one outstanding miss. On a second miss, the MTLB stalls the shadow engine until the first miss is handled. Once the DRAM returns a cache-line full of remapping information, the MTLB issues the missed translation. The sub-blocked, four-way set associative, 1024-entry MMC TLB has a total reach of 16MBytes [48] and a hardware fill engine. It supports hit-under-miss and early restart. Conceptually, the path from the final stage of the BIU to that of the TLB may be considered a single pipeline that stalls on TLB and tag misses. Intermediate stages can squash bubbles when a downstream stage stalls.
The backend manages 2 128-bit 100MHz DRAM banks. Each bank supports 4 64-bit DIMMs, each internally 4-way banked. The backend busses are cache-line interleaved. The physical addresses generated by the MTLBs are sent to the DRAM controller. The DRAM controller employs hot-row optimizations, reordering the sequence of operations (without causing data hazards) to reduce SDRAM latency [59, 45] , so returned data may need to be rearranged. Requests arriving at the backend are directed to one of two 8-entry reorder queues. Even numbered cache addresses in one, odd numbered cache addresses in the other. For shadow data types smaller than the 128-bit DRAM data bus, the appropriate sub-datum must be selected and shuffled into the correct location in the response cache line.
Our implementation supports two banks with two SDRAM DIMMs per bank. Each bank has its own address bus and 128-bit data bus. As long as the two MTLBs are sending requests to different DRAM banks, they can do so in the same cycle. Otherwise, the priority of the MTLB units to each DRAM bank alternates each access. The shadow address calculation pipeline has several cycles of additional latency compared to the fast pipeline for nonshadow requests, and the front end always issues memory requests in order. If shadow and non-shadow requests arrive simultaneously, the shadow request must be older. We therefore give shadow requests higher priority to DRAM than non-shadow requests. This heuristic expedites older requests that are more likely to stall the processor. Our observations confirm that this priority scheme does indeed yield better performance. Figure 14 : Photograph of the Impulse prototype system. The board on the lower right (shown in more detail in Figure 15 is a custom built motherboard replacement for an SGI O200 server, seen in the rear of the photo. The small board in the lower right is the MIPS R10K processor card.
The shadow collection unit collects both prefetch and demand shadow accesses and assembles the pieces into a cache-line. Demand fetches are forwarded on to the OB as soon as they are fully collected. Prefetched entries are held until the PF unit detects a hit, at which time they are forwarded to the OB. The SCU has 8 entries for demand fetches (to match the 8 outstanding fetches supported on the MIPS R10000/R12000 bus.) and 16 entries for prefetches, 2 per shadow configuration. The shadow collection unit sends fully assembled cache lines to the output buffer (OB). For non-shadow accesses, a 128-byte block of data is sent directly to the OB from DRAM in an uninterrupted 8-cycle burst, and the OB begins arbitrating for the system bus as soon as the request is issued to the DRAM, knowing that the regular access burst will return without interruption. For shadow read accesses, the OB must wait until the final datum has been requested from the DRAM before arbitrating for the system bus.
The output buffer (OB) arbitrates for the bus and returns data to the processor as soon as it arrives from either the BE or the SCU. The SCU and BE notify the OB that they are about to return data so that it can arbitrate for the bus early to reduce memory latency. The OB can store 8 cache-lines worth of return data, to match the 8 outstanding entries supported on the system bus.
The IO unit, not shown in Figure 13 , controls the FLASH (boot prom) interface and the external PCI bus interface. The Impulse prototyping effort consisted of two phases: (i) a simple FPGA-base in-order memory controller and (ii) a highly optimized FPGA-based Impulse memory controller. For both prototypes, we replaced the motherboard of an SGI O200 server with a custom board of our own design that supported identical connectors, bus interfaces, and coherence protocols as a "real" SGI O200 server motherboard. At the core of the initial in-order prototype design was a small FPGA that implemented a very simple in-order memory controller. This prototype was used extensively to debug the basic O200 system bus interface and timing issues, much of which involved reverse engineering SGI's design to determine where and how their O200 implementation differed from the documented interfaces.
Once we had fully documented the implemented SGI O200 bus and coherence specifications, we implemented a full Impulse memory controller in a 2.6M gate-equivalent Xilinx Virtex XCV2600E-7FG1156. We chose this part as it provided sufficient SRAM and pins to implement the desired functionality. We used 725 I/O pins, 90% of the internal SRAMs, and a small percentage of the total logic. This prototype memory controller, pictured in Figures 14  and 15 , ran at 25MHz. This required us to underclock the MIPS R10k process in the O200 server by 75% to slow its expected bus speed down from 100MHz to 25MHz. In essence, we built a 25% speed O200 server that supported the full suite of Impulse memory controller functions. We measured the microbenchmark performance measurements on the prototype system and found that they matched within 5% of the simulated performance numbers.
The initial Impulse grant called for the development of a full-speed (100MHz) Impulse prototype. However, in consultation with the cognizant DARPA PM (Mr. Robert Graybill), we decided to forgo this final prototype implementation. We felt that the value of a full ASIC effort was not worthwhile given that FPGA technology had progressed to the point where we could build a 25% speed prototype, since the R10K's PLL's were capable of running at one-quarter speed and thus we were able to model a complete system. However, before we abandoned the ASIC effort, we had fully written, synthesized, placed, and routed the Impulse ASIC chip. It would have consisted of two chips, an ASIC and an FPGA in a north bridge (MMC-ASIC) and south bridge (IO-FPGA) fashion. The ASIC would have been approximately 600 pins, about 8.5mm on a side, and pad (package size) limited.
Related Work
A number of projects have proposed modifications to conventional CPU or DRAM designs to improve memory system performance, including supporting massive multithreading [3] , moving processing power on to DRAM chips [38] , or developing configurable architectures [71] . While these projects show promise, it is now almost impossible to prototype non-traditional CPU or cache designs that can perform as well as commodity processors. In addition, the performance of processor-in-memory approaches are handicapped by the optimization of DRAM processes for capacity (to increase bit density) rather than speed.
The Morph architecture [71] is almost entirely configurable: programmable logic is embedded in virtually every datapath in the system, enabling optimizations similar to those described here. The primary difference between Impulse and Morph is that Impulse is a simpler design that can be used in current systems.
The RADram project at UC Davis is building a memory system that lets the memory perform computation [50] . RADram is a PIM, or processor-in-memory, project similar to IRAM [38] . The RAW project at MIT [65] is an even more radical idea, where each IRAM element is almost entirely reconfigurable. In contrast to these projects, Impulse does not seek to put an entire processor in memory, since DRAM processes are substantially slower than logic processes.
Several researchers have proposed different forms of hardware to improve the performance of applications that access memory using regular strides (vector applications, for example). Jouppi proposed the notion of a stream buffer [34] , which is a device that detects strided accesses and prefetches along those strides. McKee et al. [43] proposed a programmable variant of the stream buffer that allows applications to explicitly specify when they make vector accesses. Both forms of stream buffer allow applications to improve their performance on regular applications, but they do not support irregular applications.
Many others have investigated memory hierarchies that incorporate stream buffers. Most of these focus on nonprogrammable buffers to perform hardware prefetching of consecutive cache lines, such as the prefetch buffers introduced by Jouppi [34] . Even though such stream buffers are intended to be transparent to the programmer, careful coding is required to ensure good memory performance. Palacharla and Kessler [52] investigate the use of similar stream buffers to replace the L2 cache, and Farkas et al. [22] identify performance trends and relationships among the various components of the memory hierarchy (including stream buffers) in a dynamically scheduled processor. Both studies find that dynamically reactive stream buffers can yield significant performance increases.
In contrast, systems that prefetch within the memory controller itself never waste bus bandwidth fetching unneeded data onto the processor chip. The Dynamic Access Ordering systems studied by McKee et al. [43] and Hong et al. [28] combine programmable stream buffers and prefetching within the memory controller with intelligent DRAM scheduling. For vector or streaming applications with predictable memory reference patterns, these systems dynamically reorder stream accesses to improve bus utilization, to exploit parallelism in the memory system (e.g., from multi-bank memories or sophisticated command interfaces), and to increase locality of reference with respect to the DRAM page buffers. In the same vein, Corbal et al. [20] propose a Command Vector Memory System that exploits parallelism and locality of reference to improve effective bandwidth for vector accesses on out-of-order vector processors with SDRAM memories. For SRAM memory systems, Valero et al. [64] show how reordering of strided accesses can be used to eliminate bank conflicts on a vector machine.
The Impulse DRAM scheduler that we are designing has similar goals to these other studies of dynamic access ordering. With Impulse, though, the set of addresses to be reordered will be more complex: for example, the set of physical addresses that is generated for scatter/gather is much more irregular than strided vector accesses.
The Imagine media processor is a stream-based architecture with a bandwidth-efficient stream register file [55] . The streaming model of computation exposes parallelism and locality in applications, which makes such systems an attractive domain for intelligent DRAM scheduling.
A great deal of research has gone into prefetching into cache. For example, Chen and Baer [17] describe how a prefetching cache can outperform a non-blocking cache. Fu and Patel [23] use cache prefetching to improve memory hierarchy performance on vector machines, which is somewhat related to Impulse's scatter/gather optimization. Cache prefetching is orthogonal to Impulse's controller-based prefetching. In addition, our results show that controller prefetching can outperform simple forms of cache prefetching.
Yamada [68] proposed instruction set changes to support combined relocation and prefetching into the L1 cache. Relocation is done at the processor in this system, and thus no bus bandwidth is saved. In addition, because relocation is done on virtual addresses, the L2 cache utilization cannot be improved. With Impulse, the L2 cache utilization increases directly, and the operating system can then be used to improve L1 cache utilization.
Alexander and Kedem [2] describe a memory-based prefetching scheme that can significantly improve the performance of some applications. They use a prediction table to store up to four possible "next-access" predictions for any given memory address. When an address is accessed, the targets of the associated predictions are prefetched into SRAM buffers.
Competitive algorithms perform online cost/benefit analyses to make decisions that guarantee performance within a constant factor of an optimal offline algorithm. Romer et al. [57] adapt this approach to TLB management, and employ a competitive strategy to decide when to perform dynamic superpage promotion. They also investigate online software policies for dynamically remapping pages to improve cache performance [8, 56] . Competitive algorithms have been used to help increase the efficiency of other operating system functions and resources, including paging, synchronization, and file cache management.
Chen et al. [16] report on the performance effects of various TLB organizations and sizes. Their results indicate that the most important factor for minimizing the overhead induced by TLB misses is reach, the amount of address space that the TLB can map at any instant in time. Even though the SPEC benchmarks they study have relatively small memory requirements, they find that TLB misses increase the effective CPI (cycles per instruction) by up to a factor of five. Jacob and Mudge [33] compare five virtual memory designs, including combinations of hierarchical and inverted page tables for both hardware-managed and software-managed TLBs. They find that large TLBs are necessary for good performance, and that TLB miss handling accounts for much of the memory-management overhead. They also project that individual costs of TLB miss traps will increase in future microprocessors.
Proposed solutions to this growing TLB performance bottleneck range from changing the TLB structure to retain more of the working set (e.g., multi-level TLB hierarchies [1, 25] ), to implementing better management policies (in software [32] or hardware [31] ), to masking TLB miss latency by prefetching entries (again, in software [6] or hardware [58] ).
All of these approaches can be improved by exploiting superpages. Most commercial TLBs support superpages, and have for several years [46, 61] , but more research is needed into how best to make general use of them. Khalidi [37] and Mogul [47] discuss the benefits of systems that support superpages, and advocate static allocation via compiler or programmer hints. Talluri et al. [48] report on many of the difficulties attendant upon general utilization of superpages, most of which result from the requirement that superpages map physical memory regions that are contiguous and aligned.
Conclusions
The Impulse project attacks the memory bottleneck by designing and building a smarter memory controller. Impulse requires no modifications to the CPU, caches, or DRAMs. It has one special form of "smarts": The controller supports application-specific physical address remapping. This paper demonstrates how several simple remapping functions can be used in different ways to improve the performance of two important scientific application kernels.
Flexible remapping support in the Impulse controller can be used to implement a variety of optimizations. Our experimental results show that Impulse's fine-grained remappings can result in substantial program speedups. Using the scatter/gather through an indirection vector remapping mechanism improves the NAS conjugate gradient benchmark performance by 210% and the volume rendering benchmark performance by 449%; using strided remapping improves performance of image filtering, image rotation, and dense matrix-matrix product applications by 94%, 166%, and 21%, respectively.
Impulse's direct remappings are also effective for a range of programs. They can be used to dynamically build superpages without copying, and thereby reduce the frequency of TLB faults. Our simulations show that this optimization speeds up eight programs from a variety of sources by up to a factor of 2.03, which is 25% better than prior work. Page-level remapping to perform cache coloring improves performance of conjugate gradient by 17%.
The optimizations that we describe should be applicable across a variety of memory-bound applications. In particular, Impulse should be useful in improving system-wide performance. For example, Impulse can speed up messaging and interprocess communication (IPC). Impulse's support for scatter/gather can remove the software overhead of gathering IPC message data from multiple user buffers and protocol headers. The ability to use Impulse to construct contiguous shadow pages from non-contiguous pages means that network interfaces need not perform complex and expensive address translations. Finally, fast local IPC mechanisms like LRPC [7] use shared memory to map buffers into sender and receiver address spaces, and Impulse could be used to support fast, no-copy scatter/gather into shared shadow address spaces.
Business Status Report
As of the date of this report, all funds allocated for this project have been spent. The budgeted funds and actual expenditures matched very closely for the most part. The sole exception is that the initial budget included funds for a VLSI fab run and associated packaging and manufacturing costs. A significant portion of these funds were instead spent on building the FPGA-based prototype described herein. The remainder were spent on personnel costs associated with additional experimentation and evaluation on both the execution-driven simulation framework and FPGA-based Impulse prototype. This change in allocation was done with the permission and encouragement of the cognizant DARPA program manager (Mr. Robert Graybill).
