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ABSTRACT 
In this paper we prove a factorization theorem for strictly m-banded totally 
positive matrices. We show that such a matrix is a product of m one-banded matrices 
with positive entries. 
A bi-infinite matrix A =( Ai, i), - ca <i, j< co, is called strictly m-banded 
if Ai i=O for i<i-m, j>i, and Ai i_n,Ai i #O. These matrices arise quite 
freqiently in applications, and recently the; have been the subject of several 
independent investigations [2,3]. 
In this paper we prove a factorization theorem for strictly m-handed 
totally positive matrices. We show that such a matrix is a product of m 
one-banded matrices with positive entries. 
Let us begin by recalling that a matrix A is totally positive if and only if 
ull its minors are nonnegative: 
A. . . . 11.11 Ail j I I 
A = . 
A.’ I,,,, ... 
30, 
i,< ... <i,,j,< . ..<i.. 
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For any positive sequence {r,} we define R to be the one-banded matrix 
given by 
Ri i=l, Ri,i--l==ri-,. 
Any matrix of this type will be called elementary. 
Our main theorem is 
THEOREM 1. Let A he a strictly m-handed totally positive matrix normal- 
ized so that Ai,i =l. Then 
A=R, . . .R,,,, 
where euch Rj is elementary. 
It is well known that the product of totally positive matrices is totally 
positive. Hence, Theorem 1 gives a complete characterization of strictly 
nl-banded totally positive matrices. Specifically, they have the form R i . . . R m B 
where B is a diagonal matrix with positive entries and each Ri is elementary. 
We prove Theorem 1 in a series of ancillary results of independent interest. 
A lower triangular matrix A has the characteristic property that Ai, i ~0, 
i> i. A finite lower triangular matrix is invertible if and only if Ai, i #O, and 
the same holds for a bi-infinite matrix when we restrict our attention to lower 
triangular inverses. To make this precise, we introduce for any indices p<q 
the submatrices 
AP’Q=(Ai,i), p<i, iGq 
Here we use the same indexing for the entries of A and Ap,y; thus ( AP’q)p,p is 
the upper left-hand element in A P%q. With this notation one observes that if A 
and B are lower triangular matrices, then 
Exploiting this simple observation, we have 
LEMMAS. lf A is a lower triangular b&infinite matrix and Ai, i # 0, then 
A has a (unique) lower triangulur inverse which is given by 
FACTORIZATION OF BANDED MATRICES 231 
for any p, q with piidq, p<j<q. 
Proof. The observation shows that B is a lower triangular inverse of A if 
and only if BP.4 = (AP,q ) -’ for all p =G q. In particular, B is then the unique 
lower triangular inverse of A, which we denote henceforth by A-‘. n 
We will use the following notation. The diagonal matrix with diagonal 
entries D,, i =( - 1)’ will be denoted by D. Also, we set ) Al =(I Ai, i 1). 
PROPOSITION 1. Let A he a lower triangular hi-infinite matrix which is 
totally positive, and Ai,i >O. Suppose A-’ is the lower triangular inverse of 
A. Then DA-‘D=] A-‘], and ) A-’ 1 is totally positive. 
Proof. We wish to show that 
for i, < . . . Ci,, il < . . . Ci,. We do this by choosing p, q with p C i, 
(... <i,dq,p<j,< . ..<j.<q so that 
It is known that for finite matrices D(AP.Q)-lD=j(Ap~q)-lJ is totally 
positive. Thus the theorem is proved. H 
We will eventually apply the proposition to the lower triangular inverse of 
a strictly m-banded matrix. But first we prove 
THEOREM 2. Let A he a strictly m-banded totally positive matrix. Zf i,, jr 
are indices satisfying O&i, -i, <m, I= l,.. . , s, then 
A 
21,...‘1, i’ I iI>...> i, >O, OGiil-jlGm, I=1 ,..., S. 
Proof. We will prove this result by induction on s. First we verify that 
Ai,i>O, O<i--j<m. If i-j=0 or i--j=m, the strict bandedness of A 
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insures the positivity of A i I’ For 0 < i - j < m, we have 
(. ‘)I 
A. 
()<A 
Ai i 
1 ’ = ,II’;Irn ’ , 
i-m i 1.1 m Ai,j 
which gives Ai i_,Ai i LA, iAi i_-m >O, insuring that Ai i >O. NOW, SUP 
pose the theorem is true for alI s k s minors. We wish to show that 
for OGi, -jl Gm, I= l,..,, s-t 1. 
If i, -il =O then Ai,,,=O, l-2,. . . , s-t 1, and so 
,=A&( ;~;:::~;~~~)-” 
by the induction hypothesis. Similarly, if i, -jl=m, then Ai,i,=O, 1~2 ,..., 
s+ 1, and again we have 
In the case that 0 < i r - ii <m, we use Sylvester’s determinant identity which 
gives 
O<A 
( 11 ’ -m,i,,i2,...,i,+l 
! ( A j,,i, ,..., irtl 11 ’ -m,i%,..., i,,l I i A jl,i21.,.,i,+l , I . I 11~12~~..‘ls+1 - - . . 
’ 
t1,22,...‘~,+1 
21 -nz,j2,...,istl 
) A( ?::;,::i 
Since we have already shown that the minors in the lower left and upper right 
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positions in this matrix are positive, it follows that 
as claimed. 
We now can combine Proposition 1 and Theorem 2 to obtain 
n 
THEOREMS. lf A is a strictly m-banded, totally positive matrix and A-’ 
is its lower triangular inverse, then as long as m > 1, 
(-l)‘+‘A,t >O, jCi. 
Proof. Pick p, q so that p&i, j<q; then using Lemma 1 and Cramer’s 
rule. 
According to Theorem 2, these minors are all positive, which proves the 
theorem. n 
LEMMA 2. Let A be a bi-infinite, totally positive lower triangular matrix 
with A,,i>O, i>i. Then for each i, A,,i/Ai,i+l is a nonincreasing function 
of i (i > j + 1) which converges to 
Aij 
1;(A)= lim ) 
i-m A,,{+1 
Proof. The inequality 
234 
gives 
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*i i *i+l,i 
G 3 *i+l,j+l ’ 
from which the lemma readily follows. n 
THEOREM 4. If A is a strictly m-banded totally positive matrix, then for 
all j 
?((A-‘()>O. 
Proof, Fix j and consider all i > j. Then 
j + t,, 
01 x *,i*,,i> 
i 
which gives 
(-l)‘IAe’(i,IAi,i +(-l)it’l*-lli,i+lAi+~,i f . . . 
+ ( _ l)i+*-l l*-‘li,i+m_~Ai+m-l,~ +(-l)itml*-l)i,~+mA~+~,i=O. 
Dividing both sides of this equation by 1 A- ’ 1 i, i+m and letting i + ~0 gives 
ri( A) . . .ri+,-l (A)(-l)iAi,i+~+l(A)~-~~+,-~(*)(-l)ii’A~+~,~ 
+ . ..+l.+,-,(A)(4) i+m-lAi+m_l,i +( -l)i+mAi+m,i =O. 
Now if rs( A ) = 0, we choose i = s - m + 1 above. This gives * i + ,,,, i = 0, which 
is a contradiction. w 
tit S= S( A) be the one-banded matrix defined by Si,i = 1, Si,i-l= 
-1;-,(A). 
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THEOREM 5. Let A he a bu;er triangular totally positive matrix, Ai, i b-0, 
j<i. Then T=AS is also a lower triangular totally positive matrix. 
Proof. Pick any integers N, p, q, i with p-t N<i and N>,O. Then the 
matrix 
1 A,,, “. Ap&N 
A pt1.q ... A p+1,q+lv 
k p+N,q .” A p+N,q+N 
is totally positive. Using an idea which appears to have originated in [l], 
divide the last row by Ai,q;N, let i -+ 00, and conclude that the matrix 
A 
p.q 
A . . . 
p.q+1 
A p,q+N-1 A p,q+N 
A * p+N.q A * p+.v,q+1 
. . . A ’ p+N,q+N-1 A * P+h’,q+N 
‘. ’ i rq.. .r q+N-1 rq+1 . . ‘rq+N-_l TqiN-I 1 
is also totally positive. 
Since 
Ti,/= ~Ai,lS~,i=Ai,i-riA~,~+~, 
Gaussian elimination on the last row of the above matrix gives 
i T 
P.9 
T p,qfl ... T p,q+N-1 A p,q+N 
T ’ 
P+N,q T ’ p+N,q+l .I. T,,,,;+N-, Ap+,v,q+zv ’ 
, 0 0 . . . 0 1 I 
we 
and thus by a result of A. Whitney [4) the matrix (Ti,i) p=~idp+N, 
9~ j<9 + N- 1, is totally positive. Since p, 9, N were arbitrarily chosen, the 
proof is complete. n 
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We are now ready to prove Theorem 1. 
Proof. We apply Theorem 5 to ) A-’ 1 and conclude that I’= 1 A-’ IS, 
S = S( 1 A- ’ I), is totally positive. According to Proposition 1, 1 T -’ I= DT -‘D 
is totally positive. Moreover 
ISIlT --I) =( DSD)( D(IA-llS)-lD) 
Thus setting B=(T-‘1, R=ISI, we get 
A=RB, 
where (according to Proposition 1 and Theorem 4) R is elementary and B is 
totally positive. Since R is obviously a “band expander,” B must be strictly 
(m-l)-banded with Bi,i=l. 
We may now continue to apply this factorization procedure to the residual 
matrix B until we finally factor A as a product of m elementary matrices. This 
proves Theorem 1. n 
We can modify the procedure given in Theorem 5 and obtain another 
factorization of banded matrices. Working with ratios of adjacent rows (rather 
than columns as in our previous work) we obtain the values 
Ai+I,i 
c,(A)= lim - 
i--m Ai,i ’ 
Using these values in a manner completely analogous to what has gone before, 
we obtain 
A=BC,, 
where C, is an elementary matrix with Ci, i_ i =ci_ i(1 A-’ I), and B is some 
(m- l)-banded totally positive matrix. If we repeat the process, we obtain 
finally a factorization 
A=C,&_, . . .C 1 
where each Ci is an elementary factor. We now specialize to the case when A 
is N-periodic. 
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Observe that if the matrix Az(A,,~) is N-periodic, Ai+iv,i+iL: EA~,~, then 
so are its elementary factors as determined by Theorem 1. Hence, we have in 
this case 
A=R, . . .R rn’ 
where each Ri is an elementary N-periodic matrix. In the study of the 
invertibility of N-periodic matrices, the symbol S(Z) defined by 
is fundamental. Notice that S(Z) is a NX N matrix-valued polynomial when A 
is banded. 
It is easily seen that if A=BC then 
s, = s,s,. 
Thus for N-periodic strictly m-banded, totally positive matrices, we have a 
complete factorization of its symbol 
II 0 
rZ,i l 
S(z)= fi : 
i=l 
0 0 
,o 0 
. . . 0 
0 
. . 
1 
. . . 
'N,i 
‘I,!’ 
0 
. > 
0 
1 
where ri i>O, i=l,..., N, i=l,..., m. 
Since the determinant of the individual factors above are 1-t (- l)N+lyi~, 
yi = ri, i . . . rN, i, we obtain 
This equation shows that det S( z ) is a polynomial of exact degree m with real 
zeros having a common sign (- 1) “, We proved this fact earlier by other 
means in [3]. 
We note further that the factorization process for S( ,z) given above yields 
a special order in the factors. Indeed, we can prove 
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THEOREM 6. yi >Y~+~, i= l,.. . , m- 1. 
Thus in the factorization of S(z) given above, the first factor corresponds 
to the zero of det S(Z) which has the smallest modulus, and in general the jth 
factor provides the ith zero of det S(z), provided we have ordered the zeros of 
det S(Z) according to increasing modulus. 
As our factorization is an iterative process, for Theorem 6 it is sufficient to 
prove the following lemma, which is then applied to 1 A-’ ) just as in the proof 
of Theorem 1. 
LEMMA 3. Let A be an N-periodic matrix which satisfies the hypotheses 
of Theorem 5. Then 1;(A). . .q+N_-l(A)~ri(T). . *q+N_l(T), where T is us 
given in Theorem 5. 
Proof. From the N-periodicity of A we obtain, independently of i, 
where as before in Lemma 2 
Ai / 
1;.=r,(A)= Iim L 
i-+m Ai,j+l 
so 
Ai,i 
I*= i\mm Ai,j+N ’ i any integer. 
Similarly, referring back to the proof of Theorem 5, we find 
,‘=lj’ . . .?&+ i any integer, 
where 
Tii ri’ = lim --!-- 
i-+m Ti,j+l 
and 
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Tli 
p’= ikm, e= 
Ai,i -riAi,i+l 
= lim ei, 
t,l+N ik Ai,i+N_1;.+NAi,i+N+l i-00 
where, since 1; =G+~, we can set 
Ai,j -I;‘i j+l 
ei = Ai,i+N -r,Ai’j+N+l ’ i fixed. 
Observe 
Ai.j+l 
ei - Ai,j+N+l = 
Ai iAi j+N+l-Ai i+lAi j+N 
(Ai:j+N’-~iAi,i+N~l)‘i,l~+N+l ’ 
and this difference is nonpositive, since the numerator on the right-hand side 
is the negative of the determinant 
Thus 
Passing i to infinity, we find f.~‘<p as desired. n 
Let us now add a few comments on the uniqueness of factorizations of the 
type given in Theorem 1. In general, such factorizations are not unique. For 
example, consider the two-banded Toeplitz matrix A determined by the 
sequence 
. . . . O,O,a,b,l,O,O )..., b2 -4a>O, a, b>O. 
Let R, and R, be elementary factors with (Ri)t,i--l=~i_-l, (Rz)i,i_l=Si_l. 
Then A =R,R, is equivalent to 
a=p&i, 
b=p, +Sj 
240 
for all i. and hence 
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S,=b--&. 
We have to choose appropriate starting values S, so that the above iteration 
yields positive ai for all i. Because of the total positivity, the quadratic 
UX’ + bx+ 1 has only negative zeros --x1< -x0 (0. Using this fact, one 
easily verifies that the above iteration yields ai >O for all i provided x0 f S,, c 
xi. If 8, =x0 or 8, =x1, the two elementary factors R, and R, are Toeplitz, 
and this yields the only factorization into elementary Toeplitz factors. But if 
x0 <a0 <xi, we obtain non-Toeplitz elementary factors. 
Recalling that the factorization given in Theorem 1 produces, for an 
N-periodic matrix, elementary factors which are themselves N-periodic, we 
might expect such a periodic factorization to be unique. Up to a prescribed 
ordering of the zeros of det S(Z) this conjecture is correct. To understand the 
situation fully, let us consider the following simple twoperiodic, two-banded 
example: 
A= 
. ,. . . . 0 a c 1 0 0 ... 
. . . 0 0 d b 1 0 ... 
. . 
By the remarks following Theorem 1, we know that S,(Z) factors as 
where cx, p, yl, ys are all positive and yt- ’ and ya- ’ are the two zeros of S,( z ), 
The fact that y i > ya (see Proposition 1) distinguishes this factorization. WC 
can find another factorization of the form 
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For such a factorization of S,(z) we require 
Clearly, the first two equations can be solved for di, s. Then since u = a-$y,, 
we get d = cxj? -‘yz = &fi - ’ y,, so that the last equation is automatically 
satisfied. To check the third equation, merely observe that 
Thus we indeed have two different factorizations of SA( z), provided only that 
the zeros of det S,(a) are distinct. The proof of Theorem 7 given below will 
reveal that this second factorization arises from the column procedure out- 
lined after the proof of Theorem 1. 
As the above example suggests, the order of the zeros of det S,(: ) plays an 
essential role in the factorization of S,(: ). This observation we formulate as 
THEOREM 7. Let S(n) be the symbol of a strictly m-banded totally 
positive, N-periodic matrix A. Zf the zeros of det S(z) are listed as zl,. . . , z,,, 
then to this ordering of the zeros there corresponds a unique factorization, 
S(z) =P,( z) . . .P,,,( z) 
where each Pi(z) is the symbol of an N-periodic elementary factor and 
det Pi( =;)=(I only when z=zj. 
Proof. Let us first prove uniqueness. Suppose S( = )= P1( z ) . . . P,,,( z )= 
Q,(z) . . .o,,,( z>, where 
det P,( zi)=det Qi( zi)=O, i=l ,...,m. 
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The assertion being trivial for m= 1, we proceed by induction on m and 
assume we have uniqueness when there are only m-l factors. Suppose 
1 0 
1 
P*(Z)’ “.” . 
. . 
0 0 
and 
. . 0 PlZ 
. , . 0 0 
. . . q, 1 
Then x={xi]F1, ~~=(-l)~-$r.. ‘pi, and y={yi)lN,r, vi =(-l)-‘qr . . .qi> 
satisfy 
and hence 
But from [3, Corollary 11, we know that the null space of the symbol S(Z,,) 
must be one-dimensional and hence x=cy for some constant c. However, 
since by hypothesis xN = yN, we conclude c = 1. So P,,,( z ) = Qn,( z ) and 
consequently 
so that the assertion follows by induction. 
We now turn to existence. We have already established, as a consequence 
of Theorem 1, the factorization which corresponds to zi =yi-r, i= 1,. . . , m, SO 
that the zeros are given in order of increasing modulus. Any other listing 
Zr, 1.. ) zn of the zeros is a permutation of yr- ‘, . . . , y, ’ and as such is a 
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product of transpositions. It follows that the factorization given in the 
theorem will be established provided we can settle the special case when 
111= 2. 
So let A be a fixed twobanded, N-periodic, totally positive matrix. Using 
Theorem 1 and the remarks immediately following its proof, we obtain two 
factorizations: 
S,(=)=R,(=)R,(,_)=C,(,_)C,(=). 
We will show that det R i( ~)=det C,(Z), whence it will follow that det R2( z ) 
=det CZ( z). Thus SA( Z) is factored in two distinct ways corresponding to the 
two possible orderings of its zeros. 
Set 
As in Lemma 3, we observe that 
A 
y= lim AiX 0 ---Q_ = lim d 
i-+x Ai,N i-+oc AiN,M’ 
Similarly, 
A* j 
q= lim A== 
AN iN 
i--m 0, i iJ!?* G ’ 
Since the matrix A is N-periodic the submatrix {A iN, iN}Ti= _ oc is a Toeplitz 
matrix, and as such we have 
AiN iN =ui+, 
where 
244 
Then 
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q= lim ‘i-i _ hm ‘l+i _y, 
j--o2 Kj i-00 aj 
as was desired. This completes the proof of Theorem 7. n 
As a final remark, we mention that not every m-banded, N-periodic matrix 
is factorizable into elementary factors. The following example of a two-periodic 
matrix, 
. . . 
... *= i 0 6 0 1 0 0 ... 
. . . 0 0 5 0 1 0 .‘. 
. . . 
has the symbol 
If A were to factor as the product of two elementary matrices, we would have 
where each of the components is constant or linear. From the orthogonality 
conditions implicit in the zeros of S*(Z), we see that the second factor must 
have the form 
for some pair (Y, p. Hence, 
whereas 
(1+5~)=/3[d(,_)a(~)-c(=)b(=)] = --pa-‘(1+6,-)> 
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which is impossible. So A does not factor. Thus we see that total positivity is a 
convenient hypothesis which is sufficient to guarantee a factorization, but 
that mere nonnegativity of the matrix entries will not guarantee that the 
matrix factors. 
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