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요 약
기존의 방송 단말에서 제공되는 IoT 서비스는 방송과 연계되지 않은 독립형 서비스의 형태로 제공되고 있었으나 최근 하이브리드
방송 관련 기술의 확산으로 방송과 IoT가 유기적으로 연계된 다양한 서비스로의 발전이 기대되고 있다. 하지만 현행 IoT 서비스는 다
양한 프로토콜이 혼재된 클라우드 형태로 구성되어 임베디드 어플리케이션인 하이브리드 방송 단말에서의 접근에 많은 제약을 가지고
있다. 이러한 문제를 해결하기 위해, 본 논문에서는 Fog Computing의 개념을 어플리케이션으로 확장한 하이브리드 방송용 Fog 
Applet 아키텍쳐를 제안한다. Fog Applet 아키텍쳐는 클라우드 기반 IoT 서비스와 방송 단말 어플리케이션 사이에 Fog Applet을 위
치시킴으로써 임베디드 어플리케이션의 서비스 접근 요구를 감소시키고 다양한 클라우드 기반 IoT 서비스와 유연한 구성을 제공하는
목적을 가진다. 제안된 아키텍쳐는 하이브리드 방송 기반의 서비스 환경에 대한 구현을 통하여 다종 IoT 서비스의 연동을 지원하는
하이브리드 어플리케이션의 구현을 통하여 그 기능을 검증한다. 
Abstract
Recently, IoT applications are being deployed in Smart TVs, and these IoT applications are using smart TVs as application 
platforms rather than broadcast platforms. With the advent of Hybrid broadcast technologies, now it becomes available to develop 
IoT applications which are coupled to the broadcast information. However, the existing IoT services are not suitable for Hybrid 
broadcast application since they are built on cloud and require various protocol implementations. In this paper, a Fog 
Computing-based architecture for hybrid broadcast application is proposed. Instead of accessing IoT services from hybrid broadcast 
app directly, the proposed architecture places Fog Applet Server between them and distribute loads of hybrid broadcast app to the 
Fog Applet. The proposed architecture is implemented as a service to control IoT device with hybrid application. 
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Ⅰ. 서 론
최근 방송 단말의 성능 향상 및 네트워크 접근성의 제공
을 통하여 방송 환경은 브로드밴드와 브로드캐스트가 공존
하는 하이브리드 환경으로 빠르게 이동하고 있다. Hybrid 
Broadcast and Broadband TV (HbbTV), Advanced Televi- 
sion Systems Committee (ATSC), Integrated Broadcast and 
Broadband (IBBTV) 등 주요 방송 표준들은 하이브리드 방
송 환경을 반영한 서비스 표준들을 갱신하여 브로드밴드와
연계된 서비스들을 방송 단말에서 제공할 수 있도록 하고
있다. 이러한 하이브리드 방송 기반 서비스는 사용자가 시
청 중인 방송과 연계된 부가 서비스를 TV 혹은 별도의 부
가 단말을 통하여 제공할 수 있도록 구성되어 보다 풍성한
방송 시청 경험을 제공한다. 제공될 수 있는 부가 서비스는
기존과 유사한 형태인 방송 정보 EPG (Electronic Program 
Guide), 뉴스 정보, 긴급 재난 서비스, 맞춤형 광고 등이 제
시되고 있으며, 최근 TV 등 방송 단말에서의 Internet of 
Things (IoT) 기술 탑재에 힘입어 IoT를 활용하는 다양한
형태의 구성이 가능하다. 방송 단말에서의 IoT 지원 서비스
는 기존에도 존재하였으나, 이는 방송과의 연계가 없는 형
태인 TV – IoT 단말간의 peer-to-peer 연결 형태 혹은 독립
된 서비스 형태로 구성되어 방송 단말을 단순 어플리케이
션 플랫폼으로 활용하는 수준에 머물러 있었다. 하이브리
드 방송의 경우 브로드캐스트와 브로드밴드의 연계를 통한
방송 및 IoT 정보간의 유기적인 연동이 제공될 수 있어 보
다 높은 수준의 방송 연계 서비스 제공이 가능하다. 다만, 
현재의 IoT 서비스들은 대부분 클라우드 서비스 형태로 제
공되고 있으며 서비스간 연계를 위한 다양한 프로토콜이
요구되고 있어 하이브리드 방송 어플리케이션에 직접 적용
하기에는 어려움이 있다. 특히, 현행 IoT 서비스들은 각각
독립적인 API와 SDK를 제공하고 있어 다종 IoT의 연동이
필요한 서비스의 경우 그 적용에 대한 개발 자원이 추가적
으로 요구되는 문제가 있다.  
본 논문은 상기와 같은 문제를 해결함으로써 보다 유연
하고 효율적인 하이브리드 방송 서비스 개발 환경을 제공
하기 위하여, 하이브리드 방송 환경에서의 IoT Service 지
원을 위한 fog computing 아키텍쳐를 제시한다. 본 논문에
서 제안되는 아키텍쳐는 하이브리드 방송에서의 IoT 관련
서비스를 Fog Applet Server로 분산시켜 network edge의
proximity로부터 얻을 수 있는 장점을 확대하고, 다양한
IoT 서비스와 연동될 수 있는 유연한 서비스 구성 구조를
제시한다. 이를 위하여 제안된 아키텍쳐는 어플리케이션
– Fog Applet Server – 서비스의 형태로 구성되며, Fog 
Applet Server가 어플리케이션과 서비스의 사이에 위치하
여 복수의 서비스에 접근하기 위한 어플리케이션의 역할을
분담하게 된다. 
본 논문의 구성은 다음과 같다. 2장은 방송 단말에서의
IoT 서비스 기술 동향 및 fog computing architecture 활용
에 대한 관련 동향을 기술한다. 3장은 본 논문에서 제시하는
Fog Applet Architecture의 구성을 기술하며, 이를 통한 하이
브리드방송 기반 IoT 제어서비스의구현은 4장에기술된다. 
5장에서는 제안된 아키텍쳐에 대한 결론을 제시한다. 
Ⅱ. 관련 기술
현재 제공되고 있는 IoT 서비스 중 하이브리드 방송 단말
시스템과 연관되는 특징은 크게 두 가지로 생각해 볼 수
있다. 첫 번째는 클라우드 기반의 서비스 형태이며, 두 번째
는 서비스의 다양화이다. IoT 서비스들은 서비스 접근성의
향상을 위하여 클라우드 아키텍쳐를 활용한 클라우드 기반
서비스로 제공되고 있다. 하지만 이러한 클라우드 기반의
서비스는 IoT 서비스 제공에 대하여 몇 가지 문제점을 내포
하고 있다. 첫째는, 인터넷을 통한 클라우드 서비스 형태의
구성으로 인한 전송 지연의 문제이다. 인터넷은 그 성능을
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개선하기 위한 IPv6의 도입이 지속적으로 추진되고 있으나
아직까지 대부분의 인터넷은 IPv4에 의거하고 있으며, 이
는 best effort 망으로써 실시간성에 대한 서비스 요구사항
을 충족시키는 데 여러 제약을 가지고 있다. 두 번째는 클라
우드에 의존적인 서비스 구성이다. IoT 서비스는 그 서비스
목적에 따라 MQ Telemetry Transport(MQTT), Constrain- 
ed Application Protocol(CoAP) 등의 다양한 형태의 프로토
콜 및 아키텍쳐를 가지게 된다[1][2]. 또한, 최종적으로 사용
자에게 제공되는 형상은 통상 HTTP 서비스를 제공하는 클
라우드의 형상을 가진다. 표 1은 상용 IoT 서비스에서 제공
하는 프로토콜 및 기술 방법을 표시하고 있다. HTTP 프로
토콜은 사용자 인터페이스 구성을 위한 다양한 기능을 제
공하고 있으나 stateless 프로토콜로 인한 제약이 존재한다. 
우선, subscription 기반 프로토콜이 아닌 서버 – 클라이언
트 형태의 아키텍쳐로써 클라이언트의 요청이 아닌 서버에
서 클라이언트로 동적인 컨텐츠의 전송이 필요할 경우
AJAX, WebSocket 등의 기능이 클라이언트에 추가로 요구
될 수 있으며, 이 때 클라이언트가 private network에 있을
경우 NAT traversal등의 설정이 추가로 필요할 수 있다. 표
1에 표시되어 있는 서비스들의 경우, 이벤트 전달을 위한
방법으로 long polling, WebSocket 혹은 URL callback 등
을 지원하고 있다. 
Company Protocol Language Endpoint
Fitbit HTTP HTML https://api.fitbit.com
Withings HTTP HTML https://wbsapi.withings.net
Jawbone HTTP HTML https://jawbone.com
SmartThings HTTP
HTML, 
Groovy
https://graph.api.smartthings.
com/register
표 1. IoT 서비스 개발용 API의 예
Table 1. Example of API Endpoints provieded by IoT Servce Vendor
서비스 연동의 경우, 각 서비스 제조사에서 제공하는
API들을 조합한 형태로 북미/ 유럽의 정보통신 전문 기업
으로부터 제공되고 있다. 이러한 연동 구현을 하는 서비스
는 대표적으로 IFTTT[3], Muzzley[4] 등을 확인할 수 있다. 
이러한 기업들은 상기의 API를 통하여 각 기기간 연동을
지원한다. 예를 들어, SmartThings sensor를 통하여 사용자
가 근접하였음을 확인하면 Hue사의 전구를 원격으로 켜 주
는 서비스의 구현이 가능하다. 하지만 해당 서비스는 관련
개발도구가 공개되어 있지 않아 서비스가 연계의 구성에
제한이 존재한다. 이 절에서는 이와 같은 IoT 서비스의 특
징을 고려한 방송 단말에서의 IoT 서비스 구성 및 fog com-
puting 기술 동향에 대해 알아 본다. 
1. 방송 단말에서의 Internet of Things 서비스 구성
방송 단말이 브로드밴드 및 주변 기기와의 연결성을 지
원하기 시작하면서 인터넷 및 주변기기와의 연동을 지원하
는 서비스들이 최근 수년간 다양하게 개발 및 배포되었다. 
특히 TV 단말이 Connected TV, Smart TV로 발전되면서
제조사에서만 보유하던 개발환경 중 어플리케이션 개발과
관련된 부분들이 SDK의 형태로 공개됨에 따라 브로드밴드
기반의 Smart TV 서비스들의 개발이 가능해졌다. 배포되
는 Smart TV용 어플리케이션들은 대부분 브로드밴드와의
연결을 통한 서비스를 제공하고 있으며, 뉴스, 게임 및 스트
리밍 어플리케이션들이 그 대표적인 예이다[5][6]. 이와 함께
Smart TV에서의 IoT 어플리케이션도 지속적으로 연구 및
개발되고 있다. 삼성전자의 TV는 자사의 Smart Home 
Platform을 통하여 자사의 세탁기, 에어컨, 로봇 청소기 및
스마트 와치 등과 연계되는 서비스를 제시한 바 있다[7]. 또
한, 자사의 스마트폰 및 스마트 와치와 스마트 TV와 블루
투스를 통한 직접 연결을 통하여 스마트 TV 어플리케이션
의 입력 도구로 활용하거나, 관련 제어를 제공하는 형태의
서비스를 제시한 바 있다. LG전자의 스마트 TV는 AllJoyn 
프로토콜을 지원하고 있으며 각 AllJoyn 기기로부터 발생
하는 메시지 이벤트를 자사의 TV 화면에 표시하는 기능을
포함하고 있다[8]. 디지엠정보기술의 PTer는 스마트폰과 스
마트 TV를 연계하여 운동에 대한 가이드를 제시하는 온라
인 트레이닝 서비스를 제시하였다[9]. 다만, 현재까지 제시
되는 TV에서의 IoT활용 서비스는 방송 정보와의 유기적인
연계가 미비되어 있어 단순히 TV를 IoT 서비스 단말로 사
용하는 형태에 국한되어 있다. 
최근 다양한 방송 표준에서 방송과 연계된 부가서비스
표준을 갱신함에 따라 방송과 직접 연계된 서비스에 대한
연구도 활발히 진행되고 있다. 하지만 아직까지는 MPEG 
Media Transport (MMT), Dynamic Adaptive Streaming 
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over HTTP (DASH) 등 브로드밴드와 브로드캐스트를 연
계한 컨텐츠 전송에 대한 부분[10]에 대한 연구가 많으며, 서
비스 관련 기술에 대한 연구는 확인되지 않고 있다. 방송에
서 IoT 기술을 활용한 서비스의 경우 TV와 스마트폰간의
연동을 제공하는 companion screen 기반의 연구가 진행되
고 있다. Milosevic et Al.은 하이브리드 방송하에서 HbbTV 
단말이 수신중인 정보를 기반으로 스마트폰에서 부가 정보
를 시청할 수 있는 서비스의 구현을 제시하였다 [11]. Bass- 
bouss et al.은 애플사의 iBeacon을 활용하여 TV와 스마트
폰간의 정보를 동기화하고 각 단말에서의 콘텐츠를 동기화
하는 방법을 제시하였다[12]. 이러한 연구들은 Simple Ser- 
vice Discovery Protocol (SSDP) 등 IoT에서 사용하는 프로
토콜을 일부 적용하고 있으나, 그 형태는 TV와 단말간의
peer-to-peer 연결에 기반하고 있어 다양한 IoT 서비스로의
확장에 대한 추가적인 연구가 요구되고 있다. 
2. Fog Computing
Fog computing은 클라우드 컴퓨팅의 가지고 있는 지연
및 구성의 복잡성을 해결하기 위해 최근 제안되고 있는 구
조로써, 사용자의 기기나 network edge에 있는 기기들에게
로드를 분산함으로써 보다 빠른 반응성을 제공하는 특징을
가진다[13]. 기존의 edge computing은 네트워크 Edge 기기
에 Computing, Storage 등의 기능을 분산하고 있는데, fog 
computing은 이에 대해 IoT 기기의 sensor와 actuator 관련
기능을 추가로 제공함으로써 인터넷을 통해 클라우드에 전
송/반환되는 latency와 response time을 감소시키는 구조로
구성되어 있다. Fog computing을 사용한 연구는 특히 웨어
러블 기기, 헬스 케어 서비스 등 사용자로부터 즉각적인 반
응을 확인해야 하는 분야를 중심으로 연구가 진행되고 있
다. Condry et al.은 edge device를 통하여 IoT환경에서의
보안을 확장시키고 반응성을 개선하는 구조를 제시한 바
있다[14]. FAST는 사용자의 안전을 검증하기 위한 시스템을
fog computing 기반으로 구현하여 스마트폰 기반의 빠른
상황 감지를 지원한다[15]. Stantchev et al.은 스마트 헬스케
어 서비스를 fog computing으로 구현하기 위한 시나리오
및 모델을 제시한다[16]. EPHOES는 fog computing을 통한
아키텍쳐 모델을 제시하고 기존 cloud 서비스와의 성능 비
교를 제시한다[17]. 
Fog computing 뿐만 아니라 다양한 구성 모델을 통한
Internet of Things 서비스 구성을 위한 연구도 지속적으로
진행되고 있다. Baghli et al.은 비표준 IoT 서비스를 위한
3-layer 아키텍쳐를 제시한 바 있으며[18], RESTful archi-
tecture를 활용한 자원 기반의 서비스 구성 방법 또한 다양
한 프로토콜 등을 통하여 연구되고 있다[19][20]. Linthicum은
IoT 서비스의 반응성을 높이기 위한 서비스 구성 방법을
edge computing과 fog computing을 통하여 제시하고 있다
[21]. Anumala et al.은 각 IoT 기기간의 peer-to-peer 구성을
통한 분산 형태의 아키텍쳐를 통하여 각 기기가 분산 처리
기능을 담당하는 구성을 제안하였다[22]. 
살펴본 바와 같이, fog computing의 기본 개념은 서비스
와 기기 사이에 fog server를 위치시키고 fog server 에서
computing, storage 및 sensing/actuating 관련 서비스를 제
공하는 것이다. 하지만 해당 아키텍쳐를 복수의 서비스에
적용하는 방안은 아직까지 확인되지 않고 있으며, 특히 브
로드캐스트와 브로드밴드를 연동하는 하이브리드 방송 클
라이언트에 서비스를 구현 및 배포하기 위한 프로토콜 및
구성 방법에 대한 추가적인 연구가 필요하다. 
Ⅲ. Fog Applet Architecture
본 논문에서 제안하는 Fog Applet Architecture는 하이브
리드 방송용 어플리케이션으로부터 클라우드 기반의 IoT 
서비스들에 접근하는 서비스의 유연한 구성을 지원하고자
하는 목적을 가진다. 이를 위하여 기존 fog computing의 개
념을 차용하여, 클라이언트 어플리케이션과 복수의 IoT 서
비스 사이에 Fog Applet Server를 위치시키고, 이 Fog 
Applet Server가 복수의 클라이언트와의 통신을 담당하도
록 구성한다. 기존의 fog computing architecture는 기기와
클라우드 사이에 fog server를 위치시키고 있으나 제안되는
architecture는 어플리케이션과 클라우드 사이에 Fog 
Applet을 위치시키는 차이가 있다. 이러한 Fog Applet 
Architecture는 application이 접근하는 클라우드 기반 서비
스 접근 기능을 application과 Fog Applet Server로 분배함
으로써 하이브리드 방송용 앱의 구성을 단순화하고 타 서
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비스와의 연동을 위한 유연성을 높인다. 또한, HTTP 프로
토콜의 기존 서비스가 가지는 event 전송의 문제점을 해결
한다. 
1. Fog Applet Architecture
본 논문에서 제안하는 Fog Applet Architecture의 구성은
그림 1과 같다. Fog Applet Architecture는 IoT 서비스를 제
공하는 복수의 클라우드 서버와 해당 서비스에 접속하기
위한 하이브리드 방송 어플리케이션의 사이에 위치한다. 
Fog Applet Service를 구성하는 모듈은 크게 두 가지로 분
류될 수 있다. 첫 번째는 Aggregator node로써, 각 서비스
클라우드로부터 IoT 관련 정보를 수집하여 하이브리드 방
송 어플리케이션에 제공하는 역할을 제공한다. 이 Aggre- 
ga-tor node는 하이브리드 방송용 어플리케이션의 서비스
표현을 위한 다수의 IoT Service Cloud에의 접근을 대체하
여 하이브리드 방송용 어플리케이션의 기능을 대체한다. 
두 번째는 Pseudo Pub/Sub node이다. 이 node는 각 서비스
종단 (하이브리드 방송 어플리케이션과 Pseudo Pub/Sub 
node)간의 이벤트 메시지 전달 기능을 담당한다. 이를 위하
여 해당 node는 각각의 서비스 종단에서 독립적으로 접근
할 수 있는 network socket을 제공한다, 각 연결된 socket은
특정 identifier를 가지며, 동일한 Identifier를 가진 socket간
의 메시지 터널링을 제공함으로써 서비스로부터 발생하는
이벤트를 네트워크 구조에 무관하게 서비스 종단간에 전달
할 수 있는 기능을 제공한다. Fog Applet Architecture를 통
하여 하이브리드 방송 어플리케이션이 가질 수 있는 장점
은 다음과 같다. 
․각 서비스 클라우드에 전송되는 복수의 서비스 요청을
Aggregator node로 대체함으로써 하이브리드 방송용
application의 클라우드 IoT 서비스 연동 유연성 확보
․양방향 통신이 가능한 Pseudo Pub/Sub node의 기능을
통하여 private network 및 public network가 혼재하는
네트워크 환경에 대한 서비스 구성 유연성 확보
․양방향 통신이 가능한 Pseudo Pub/Sub node의 기능을
통하여 HTTP 기반의 이벤트 전달을 위한 하이브리드
TV 앱 호환성 확보
2. Aggregator node
Fog Applet Architecture 중 Aggregator node의 역할은
그림 1. Fog Applet Architecture 구성
Fig. 1. Fog Applet Architecture Configuration
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각 cloud IoT Service로부터 IoT 정보를 수집 및 저장하고, 
이 저장된 데이터를 하이브리드 방송 어플리케이션에 제공
하는 데 있다. 이를 위하여, Aggregator node는 각 cloud 
IoT service에 접근을 허용받기 위한 인증 처리 기능 및 각
cloud IoT Service로부터 데이터 수집 및 저장을 처리하는
기능을 제공한다. Fog Applet Architecture의 Aggregator 
node 구성은 그림 2에 표시되어 있다. Cloud Service Mana- 
ger는 각 단위 cloud IoT service의 사용자 및 기기 인증 처
리 과정을 지원하며, Resource Manager는 각 단위 cloud 
IoT service에 접근하여 cloud IoT service 자원 정보를 수집
및 저장한다. 
복수의 cloud IoT service를 연동하는 하이브리드 방송
어플리케이션은 각 단위 cloud IoT 서비스들에 접근하는
대신, 제안된 Aggregator node에 한 번만 접근함으로써 사
용자가 가지고 있는 모든 IoT 관련 기기 및 자원 정보에
접근할 수 있다. 이를 위하여, Aggregator node는 Resource 
Access API를 가진다. Resource Access API는 RESTful ar-
chitecture를 적용하여 하이브리드 방송 어플리케이션의 호
환성을 확보한다. 
Aggregator node는 Client에는 HTTP server로 동작하며, 
각각의 cloud IoT service에는 HTTP client로 동작한다. 따
라서, client로 메시지를 전송하기 위한 back channel이 필
요치 않으며 이는 Aggregator node를 private network 혹은
public network 어디에든 위치시킬 수 있는 자유로운 구성
을 가능하게 한다. 
3. Pseudo Pub/Sub node
Pseudo Pub/Sub node는 기존의 HTTP 기반 이벤트 처리
기술이 가지는 문제들을 해결하기 위하여 cloud IoT serv-
ice와 application 양 종단이 접근할 수 있는 양방향 소켓을
활용한다. 그림 3은 Pseudo Pub/Sub node의 구조를 표시한
다. Pseudo Pub/Sub node는 크게 두 가지 기능을 제공한다. 
첫 번째는 public network와 private network 사이에서 메시
지를 전달할 수 있는 양방향 소켓 기능으로, bi-directional 
socket 모듈에서 제공된다. 두 번째는 public network으로
그림 2. Aggregator node 의 구성
Fig. 2. Aggregator node Configuration
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부터 callback URL을 통한 이벤트 전달을 처리하기 위한
모듈로써, Subscription Manager 모듈에서 제공된다. 
Bi-directional socket 모듈은 public network와 private 
network에 대한 각각의 네트워크 인터페이스를 가지며, 각
인터페이스 모듈은 웹소켓을 통한 서비스 접근을 제공한다.  
웹소켓은 각 IoT service에 대하여 고유한 endpoint를 가진
다. 만일 private-side socket으로부터 접근된 웹 소켓과
public-side socket으로부터 접근된 웹 소켓이 동일한 end-
point를 가질 경우 Socket Manager는 이 소켓들을 paring한
후, 각 소켓으로부터 전달되는 메시지를 상대 소켓으로 전
달하는 역할을 수행한다. 아래의 psuedo code는 이 bi-di-
rectional socket module의 동작을 기술한다. 
Private network/ public network 모두에 위치할 수 있는
Aggregator node와 달리, 본 Pseudo Pub/Sub node는 그 위
치가 public network에 포함되어 있어야 한다. Private net-
work으로 다시 메시지를 보내는 과정에서 불필요한 NAT 
traversal 문제를 야기시키지 않기 위하여, 본 Pseudo Pub/ 
Sub node는 public network 혹은 public network과 private 
network의 경계에 위치하여야 한다. 
Subscription Manager는 cloud IoT service로부터의 call-
back을 처리하여 private network으로 제공한다. 앞서 기술
된 바와 같이 현재의 IoT service들은 HTTP 기반의 이벤트
콜백 기능을 제공하고 있으며, 이는 callback URL이 인터
넷으로부터 접근 가능해야한다는 제약이 있다. 하지만 이
러한 구성은 consumer 기기에서 두 가지 문제점을 야기한
다. 첫 번째는 네트워크 구성의 문제로, 인터넷 공유기 등을
활용한 private network이 활용되고 있는 상황으로 인하여
private network 내에 callback URL이 위치할 경우 인터넷
에서의 접근성을 제공하기 쉽지 않으며, 둘째는 본 구성을
위해서는 방송 단말에 callback URL처리를 위한 서버가 실
/* create sockets for each public and private interface 
   and wait for connection */
create public_socket, private_socket;
listen (public_socket, match_socket);
listen (private_socket, match_socket);
/* if socket is connected, 
   find and pair socket with the same id from the other network interface */
match_socket() 
{
    for (public_socket.length)
        if (public_socket.id equals private_socket.id)
            public_socket.paired_socket = private_socket.id;
            private_socket.paired_socket = public_socket.id;
        end if
    end for
}
/* when socket receives a packet, 
   forward the packet to the paired socket if exists */
socket.onPacketReceived()
{
    if socket.paried_socket exists
        socket.paired_socket.send( socket.received_data );
    end if
}
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장되어야 하며 다종 IoT에 대한 접근이 필요할 경우 제한적
인 하이브리드 TV 어플리케이션의 자원을 효율적으로 사
용하기 어려운 점이다. 
Bi-Directional Socket과 마찬가지로, Subscription Mana- 
ger는 public network과 private network에 대한 인터페이스
를 각각 가진다. Event Callback Module은 public network 
interface와 연동되며, cloud IoT service에 대한 HTTP 기반
subscription을 수행하고 cloud IoT service로부터 접근 가
능한 event callback URL을 제공한다. Subscri- ption Mo- 
dule은 private network interface와 연동되며 application에
이벤트에 대한 pub/sub을 제공한다. 하이브리드 TV 어플리
케이션은 이 Subscription Module에 subscribe함으로써 각
cloud IoT service로부터 전달되는 메시지를 수진할 수 있
게 된다. Subscription Manager API는 하이브리드 TV 어플
리케이션에서 접근할 수 있는 API를 제공하며, 이를 통한
public network과 private network간의 메시지 전달 기능을
담당한다. 
그림 3. Pseudo Pub/Sub node 구성
Fig. 3. Pseudo Pub/Sub node Configuration
그림 4. Fog Applet기반의 Hybrid TV App 구현 구성
Fig. 4. Configuration of Fog Applet based Hybrid TV App
금승우 외 2인: 하이브리드 방송 환경에서의 IoT 서비스 지원을 위한 Fog Computing Architecture 구현 115
(Seung Woo Kum et al.: Implementation of Fog Computing Architecture for IoT Service on Hybrid Broadcast Environment)
Ⅳ. 구 현
본 논문에서 제안한 Fog Applet Architecture의 검증을
위하여, hybrid 방송 어플리케이션을 사용한 현행 IoT 
cloud service와의 연동을 지원하는 서비스가 구현되었다. 
서비스의 구성은 그림 4와 같으며, hybrid 방송 구성은
HbbTV 2.0[23]을 산정하였다. 각 구성의 주요 기능은 다음
과 같다. TV는 브로드캐스트 신호의 app signaling에 의거
하여 Hybrid TV App Server로부터 어플리케이션을 로드하
고 실행한다. Hybrid TV App Server는 Fog Applet Server
의 API에 기반한 웹 어플리케이션을 브로드밴드를 통하여
제공한다. Fog Applet Server는 본 논문에서 제안하는
Architecture에 의거하여 구성되었으며, 각 클라우드 기반
IoT 서비스에 대한 접근성을 제공한다. Hybrid TV applica-
tion은 PHP 기반의 웹 서비스로 개발되었다. 다만, TV는
아직까지 관련 개발환경이 공개되지 않은 관계로 검증은
PC의 web browser에서 앱을 로드하여 진행되었다.  
Fog Applet은 i5 기반의 Linux box에서 PHP 언어 및
node.js를 사용한 웹 서비스 환경으로 구성한다. Aggregator 
node는 private network에 위치하고 있으며 클라이언트 단
말에 대한 proximity를 확보하고 이를 통한 서비스 운용성
을 향상시킨다. Aggregator node는 총 SmartThings, Fitbit, 
Withings, NetAtmo 등 총 4종의 현행 클라우드 서비스와의
연동을 제공한다. 하이브리드 TV 어플리케이션에서의 접
근을 위한 Resource Access API는 HTTP기반의 RESTful 
architecture로 구성되었다. Resource Access API는 하이브
리드 TV 어플리케이션에게 사용자 정보, 보유 기기 정보
및 기기 사용 이력 정보를 제공한다. 
Subscription Manager는 웹소켓을 활용한 node.js 서비스
로 구현되었다. 해당 모듈은 기술된 바와 같이 public net-
work (cloud)와 private network 각각의 네트워크 인터페이
스를 가지며, 각 인터페이스는 독립된 웹소켓 서버를 통하
여 client 및 cloud로부터의 접속을 지원한다. 각각의 웹 소
켓은 웹 소켓 접속 URL에 포함된 identifier를 통하여 pub-
lic socket과 private socket에 대한 paring을 진행한다. 구현
된 시스템은 192.168.123.10의 private network interface와
123.214.186.226의 public network interface를 가지며, 각
각 ws://192.168.123.10, ws://123.214.186.226의 웹 소켓
서비스가 운용된다. 본 구현에 적용된 서비스에 대한 Iden- 
tifier는 iotHub로 정의되었다. Subscription Manager는 이
그림 5. Hybrid TV App을 통한 IoT 기기 접근 구현
Fig. 5. Implementation of IoT Accessibility on Hybrid TV App
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Pseudo Pub/Sub Cloud-based
Network Configuration Private/ Public
Public Only 
(Callback URL)
Subscription HTTP HTTP
Event WebSocket HTTP (Callback URL)
Event Forwarding 
(to Private Network)
O
(Bi-Directional 
Socket)
N/A
표 2. Pseudo Pub/Sub 노드 구현 기능
Table 2. Functions of Pseudo Pub/Sub node Implementation
suffix 값을 비교하여, 동일한 suffix (iotHub)를 가지는
public/ private socket 간의 메시지 터널링을 수행한다. 표
2는 구현된 Pub/Sub node에서 제공되는 기능의 요약이다. 
구현된 시스템의 예는 그림 5에서 확인할 수 있다. 
Hybrid TV Simulator가 Hybrid TV App을 로드 및 실행하
게 되며, 이 때 실행된 앱은 Fog Applet Server를 통하여
스마트 도어락을 원격 제어하는 기능과 주변 기온 정보를
확인할 수 있는 기능으로 구성되었다. Fog Applet Server는
기기에 대한 원격 제어 요청을 수행하고, Psuedo Pub/Sub 
node는 기기 상태 변경에 대한 이벤트를 수신한 후 실시간
으로 UI에 반영한다. 
Ⅴ. 결 론
IoT Service는 방송/통신 융합환경에서의 hybrid applica-
tion에서 기존 부가서비스와 차별화된 서비스를 제공할 수
있을 것으로 기대되고 있다. 지금까지 제공된 TV에서의
IoT 서비스는 방송정보와 무관하게 스마트 어플리케이션
의 형태로 제공되고 있었으나 최근 방송 표준들이 개정됨
에 따라 방송 정보와 유기적으로 연계될 수 있는 IoT 서비
스가 제공될 수 있는 환경이 구성되었다. 본 논문에서는 이
러한 hybrid 방송 환경하에서 현행 IoT 서비스들을 보다 안
정적으로 TV 단말에 제공할 수 있는 fog computing 기반의
아키텍쳐를 제안하였다. 현행 IoT 서비스에 대한 연결을
hybrid 서비스로 제공하고자 할 경우 hybrid 서비스 단말, 
즉 TV는 각 IoT 서비스에 대한 접근성을 모두 제공해야
하는 형태로 구성되어 범용적인 서비스 시스템의 구성에
제약을 가진다. 제안된 아키텍쳐는 각 IoT 클라우드와의 연
동기능을 network edge에 위치시킴으로써 TV 단말에서의
IoT 접근에 대한 역할을 분담하고, 이를 통하여 각 cloud 
기반 IoT 서비스를 유연하게 구성할 수 있는 방법을 제시한
다. 제안된 아키텍쳐의 검증을 위하여 hybrid 서비스의 구
성을 통한 총 4종의 IoT 서비스와의 연동 기능이 구현되었
으며, 이를 통하여 다양한 클라우드 기반 IoT 서비스와 hy-
brid 방송 서비스 간의 효율적인 연계가 가능함을 확인할
수 있다. 향후, 제안된 아키텍쳐를 기반으로 보다 실질적으
로 방송과 연계된 서비스에 대한 제안 및 구현이 검토될
예정이다. 
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