We propose a modified version of the classical gradient descent method to compute the capacity of finite-state channels with Markovian input. Under some concavity assumptions, our algorithm proves to achieve polynomial accuracy in polynomial time for general finite-state channels. Moreover, for some special families of finite-state channels, our algorithm can achieve exponential accuracy in polynomial time.
I. INTRODUCTION
As opposed to a discrete memoryless channel, which features a single state and thereby can be characterized by input and output random variables only, the characterization of a finite-state channel has to resort to additional state random variables. Encompassing discrete memoryless channels as special cases, finite-state channels have long been used in a wide range of communication scenarios where the current behavior of the channel may be affected by its past. Among many others, conventional examples of such channels include intersymbol interference channels, partial response channels and Gilbert-Elliott channels.
While it is well-known that the Blahut-Arimoto algorithm [1] , [2] can be used to efficiently compute the capacity of a discrete memoryless channel, the computation of the capacity of a general finite-state channel has been a notoriously difficult problem, which has been open for decades. The difficulty of this problem may be justified by the widely held (yet not proven) belief that the capacity of a finite-state channel may not be achieved by any Markovian input of finite-order, and an increase of the order of the input may lead to an increase of the channel capacity.
We are mainly concerned with finite-state channels with Markov processes of a fixed order as its inputs. Possibly an unavoidable compromise we have to make in exchange for progress in this area, the extra fixed-order assumption imposed on the input processes is also necessary for the situation that the channel input has to satisfy certain constraints, notably finite-type constraints [12] that are commonly used in magnetic and optical recording. Recently, there have been some progress for computing the capacity of finite-state channels with such input constraints. Below we only list the most relevant work in the literature, and we refer the reader to [6] for a comprehensive list of references: In [9] , the Blahut-Arimoto algorithm was reformulated into a stochastic expectation-maximization procedure and a similar algorithm for computing the lower bound of the capacity of finite-state channels was established, which led to a generalized Blahut-Arimoto algorithm [14] that proves to compute the capacity under some concavity assumptions. More recently, inspired by ideas in stochastic approximation, a randomized algorithm was proposed [6] to compute the capacity under weaker concavity assumptions, which can be verified to hold true for families of practical channels [8] , [10] . Both of the abovementioned algorithms, however, are of randomized nature (any feasible implementation of the generalized Blahut-Arimoto algorithm will necessitate a randomization procedure), which means their outputs can only be interpreted in a statistical sense and therefore are of limited value for some practical purposes. By comparison, among many other advantages, our deterministic algorithm can be used to derive accurate estimation on the channel capacity, as evidenced by the tight bounds in Section V.
In this paper, we propose and examine the deterministic algorithm to compute the capacity of finite-state channels with Markovian inputs of a fixed order, which proves to be convergent under some concavity assumptions. In general, our algorithm is efficient in the sense that, for a general finitestate channel, it achieves polynomial accuracy in polynomial time (see Theorem 6), and for some special families of finitestate channels, it achieves exponential accuracy in polynomial time (see Section V). A variant of the classical gradient descent method, our algorithm is of general interest and can be applied to any sequence of convergent functions. Moreover, the algorithm can be of particular interest in information theory since many information-theoretic quantities are defined as the limit of their finite block versions. Notably, for a finite-state channel, its mutual information rate is defined as the limit of the mutual information sequence over finite blocks, and our algorithm may be applied to the mutual information sequence for eventually computing the channel capacity.
The remainder of this paper is organized as follows. We first describe our channel model in detail in Section II. Then, in a general setting, we present our algorithm in Section III and analyze its convergence behavior in Section IV. Applications of our algorithm for computing the capacity of finite-state channels will be discussed in Section V. In particular, in this section, we provably show that the estimation of the channel capacity can be improved by increasing the Markov order of the input process.
II. CHANNEL MODEL
In this section, we introduce the channel model considered in this paper, which is essentially the same as that in [14] , [6] .
As mentioned before, we are concerned with a discretetime finite-state channel with a Markovian input. Let X = {X n : n = 1, 2, . . . } denote the channel input process, which is often assumed to be a first-order Markov chain 1 over a finite alphabet X , and let Y = {Y n : n = 1, 2, . . . } and S = {S n : n = 0, 1, . . . } denote the channel output and state processes over finite alphabets Y and S, respectively.
Let Π be the set of all the stochastic matrices of dimension |X | × |X |. For any finite set F ⊂ X 2 and any δ > 0, define
It can be easily verified that if some matrix from Π F,δ is primitive (which means, some positive power of the matrix is a positive matrix), then all matrices from Π F,δ will be primitive, in which case, as elaborated in [6] , F gives rise to a so-called mixing finite-type constraint. Such a constraint has been widely used in data storage and magnetic recoding [13] , the best known example being the so-called (d, k)-run length limited (RLL) constraint over the alphabet {0, 1}, which forbids any sequence with fewer than d or more than k consecutive zeros in between two successive 1's.
The following conditions will be imposed on the finite-state channel described above: (II.a) There exist F ∈ X 2 and δ > 0 such that the transition probability matrix of X belongs to Π F,δ , all elements of which are primitive matrices. (II.b) (X, S) is a first-order stationary Markov chain whose transition probabilities satisfy p(x n , s n |x n−1 , s n−1 ) = p(x n |x n−1 )p(s n |x n , s n−1 )
for n = 1, 2, . . . where p(s n |x n , s n−1 ) > 0 for any s n−1 , s n , x n . (II.c) the channel is stationary and characterized by p(y n |y n−1 1 , x n 1 , s n−1 1 ) = p(y n |x n , s n−1 ) > 0 for n = 1, 2, . . . , that is, conditioned on the pair x n , s n−1 , the output Y n is statistically independent of all outputs, inputs and states prior to Y n , X n and S n−1 , respectively. It turns out that a finite-state channel specified as above is indecomposable [4] , and its capacity can be computed as
where the two suprema are both over all X satisfying Assupmptions (II.a) and
III. OUR ALGORITHM Let Θ be a convex domain in R d , d ∈ N, and let f (θ) be an analytic function of θ ∈ Θ, which may not have an explicit expression yet can be well approximated by {f k (θ) : k = 0, 1, . . . }, a sequence of analytic functions that feature explicit expressions, in the following sense: there exist N > 0 and 0 < ρ < 1 such that for l = 0, 1, 2,
where the superscript ( ) denotes the -th order derivative and || · || 2 denotes the Frobenius norm of a vector/matrix. Note that the first part of (3) implies that there exists M > 0 such that for all k ≥ 0 and = 0, 1, 2,
In this section, we present our algorithm for finding the optimal point of f (θ) under (3) . The algorithm we propose is in fact a modified version of the classical gradient descent algorithm (see, for example, Section 9 of [3] ). To overcome the issue that the target function f (θ) does not have an explicit expression, we capitalize on the fact that it can be well approximated by {f k (θ)}, which will instead be used to compute the sequence estimations in each iteration.
Below is our algorithm:
Step 0. Set k = 0, and choose α ∈ (0, 0.5), β ∈ (0, 1) and θ 0 ∈ Θ such that ∇f 0 (θ 0 ) = 0.
Step 1. Set t = 1 and increase k by 1.
Step
, set t = βt and go to Step 2, otherwise set θ k = τ and go to Step 1.
For technical reasons, α is chosen within (0, 0.5) to ensure the convergence of this algorithm, and the two expressions of τ are used to prevent the algorithm from getting stuck into a single point forever.
IV. CONVERGENCE ANALYSIS
This section examines the convergence behavior of our algorithm. In a nutshell, we will prove that our algorithm converges exponentially in time under some strong concavity assumption.
Note that the variable k as in Algorithm 1 actually records how many times Step 1 has been executed at the present moment. To facilitate the analysis of our algorithm, we will put it into an equivalent form, where an additional variable n is used to record how many times Step 2 has been executed.
Below is Algorithm 1 rewritten with the variable n: Algorithm 2. An equivalent form of Algorithm 1.
Step 0. Set n = 0, k = 0,f 0 = f 0 , choose α ∈ (0, 0.5), β ∈ (0, 1) andθ 0 ∈ Θ such that ∇f 0 (θ 0 ) = 0.
Step 2. Increase n by 1. If ∇f n−1 (θ n−1 ) = 0, set
otherwise, set
then setθ n =θ n−1 ,f n = f k−1 , t = βt and go to Step 2, otherwise, setθ n = τ,f n = f k and go to Step 1.
Remark 3. Let n 0 = 0 and for any k ≥ 1, recursively define n k = inf{n > n k−1 :θ n =θ n−1 }.
Then, one verifies that for any k ≥ 1,θ n k = θ k ,f n k = f k and moreover,θ l =θ l+1 ,f l =f l+1 for any l with n k−1 ≤ l ≤ n k − 1, which justifies the equivalence between Algorithm 1 and Algorithm 2.
The following theorem establishes the exponential convergence of Algorithm 2 with respect to n. 
where I d denotes the d × d-dimensional identity matrix, and moreover, f (θ) achieves its maximum in the interior of Θ at θ * . Then, there existM > 0 and 0 <ξ < 1 such that for all n, |f n (θ n ) − f (θ * )| ≤Mξ n .
Proof: For convenience only, in Step 2 of Algorithm 2, we only deal with the case ∇f n−1 (θ n−1 ) = 0 (and therefore (6) is actually executed) since the opposite case follows from a completely parallel argument.
For any integer k ≥ 1, observing that if
for some p ∈ N, then it also holds for any integer p > p, we let T 1 (k) denote the smallest non-negative integer p such that (10) holds. And moreover, let T (k) denote the smallest non-negative integer q such that q ≥ T 1 (k) and
It is straightforward to verify that
which is the number of Step 2 iterations executed to obtain θ k =θ n k from θ k−1 =θ n k−1 .
The remainder of the proof consists of the following four steps:
1) Uniform boundedness of T 1 (k).
2) Uniform boundedness of T (k).
3) Exponential convergence of {f (θ n k )}, i.e., there exist 0 < ξ < 1 and M > 0, both depending on m, M, N and ρ such that
4) Exponential convergence of {f n (θ n )}. For the details of the proof of these four steps, we refer to [15] .
Theorem 4, together with the uniform boundedness of T k established in its proof, immediately implies that Algorithm 1 exponentially converges in k. More precisely, we have the following theorem. 
V. APPLICATIONS For a general finite-state channel satisfying (II.a)-(II.c), assume that all the matrices from Π F,δ are analytically parameterized by θ ∈ Θ, where Θ is a bounded convex domain in R d , d ∈ N. Apparently, the channel capacity can be computed by solving the following optimization problem:
Note that (II.a)-(II.c) imply that the mutual information rate of such a channel and its derivatives can be exponentially approximated by their finite block versions uniformly over all θ ∈ Θ. More precisely, setting f (θ) = I(X; Y ) and
it has been shown in [5] that there exist N > 0 and 0 < ρ < 1 such that for any k ≥ 1 and all θ ∈ Θ, (3) holds. So, if further assuming f (θ) is strongly concave with respect to θ as in (8), our algorithm applied to {f k (θ)} exponentially converges. This, together with Theorem 5 and the easily verifiable fact that the computation complexity of f k (θ) is at most exponential in k, leads to the conclusion that Algorithm 1, when applied to {f k (θ)} as above, achieves exponential accuracy in exponential time. We now trade the exponential accuracy with exponential time for polynomial accuracy with polynomial time. For any fixed r ∈ R + and any large k, choose the largest l ∈ N such that k = r log l . Substituting this into (12), we have
In other words, as summarized in the following theorem, we have shown that Algorithm 1, when used to compute the channel capacity as above, achieves polynomial accuracy in polynomial time.
Theorem 6. For a general finite-state channel satisfying (II.a)-(II.c) and parameterized as above, if I(X; Y ) is strongly concave with respect to θ ∈ Θ, then there exists an algorithm computing its fixed order Markov capacity that achieves polynomial accuracy in polynomial time.
In the following, we show that for certain special families of finite-state channels, we do get a stronger convergence result than that in Theorem 6. In particular, for the following two examples, Algorithm 1 can be used to compute the capacity, achieving exponential accuracy in polynomial time.
A. A noisy channel with one state
Consider a binary erasure channel (BEC) whose input satisfies the (1, ∞)-RLL constraint, which can be mathematically characterized by the following input-output equation:
where {X n } ∞ n=1 is a stationary input Markov chain taking values in {1, 2} with the transition probability matrix
Here we note that the BEC as above can be viewed as a degenerate finite-state channel with only one state.
It has been established in [11] that the mutual information rate I(X; Y ) of the BEC channel (14) can be computed as
which is strictly concave with respect to θ. Now, setting f (θ) = I(X; Y ) and H(α) −α log α−(1−α) log(1−α) to be the so-called binary entropy function, one verifies, through straightforward computations, that
In the remainder of this section, assuming that ε = 0.1, we will use our algorithm to approximate the capacity of the channel (14), i.e., the maximum of f (θ) over all θ ∈ [0, 1].
First of all, we claim that f (θ) achieves its maximum within the interval (0.2, 0.6). To see this, we note that by the fact that 
On the other hand, using the stationarity of Y and the fact that conditioning reduces entropy, we have
Then, by straightforward computations, we deduce that 
as desired. Next, through direct but tedious computations (which can be found in [15] ), it can be verified that for all θ ∈ (0.2, 0.6) and k ≥ 18, (3), (4) and (8) which further implies that when the input is a first-order Markov chain, the capacity of the BEC channel (14) can be bounded as
Now we consider the case that the input is a second-order Markov chain, whose transition probability matrix (indexed by 00, 01, 10) is in the following form:
For this case, it can be verified that when p = 0.593475 and q = 0.610634, the mutual information rate I(X; Y ) is approximately 0.442311, which is a lower bound on the second-order channel capacity yet strictly larger than the upper bound on the capacity for the first-order Markov case given in (16). Hence we can draw the conclusion that for the BEC channel under Markov input with (1, ∞)-RLL constraint, an increase of the Markov order of the input processes from 1 to 2 does provably increase the channel capacity.
B. A noiseless channel with two states
In this section, we consider a noiseless finite channel with two channel states, for which although the capacity is already known, we show that our algorithm can be applied to conclude that higher order memory can give higher capacity. More precisely, the stationary channel input {X n } takes values from the alphabet {0, 1}, and except at time 0, the channel state {S n } is determined by the channel input, that is, S n = X n , n = 1, 2, . . . . The channel is characterized by the following input-output equation:
where φ is a deterministic function with φ(0, 0) = 1, φ(0, 1) = 0, φ(1, 0) = 0 and φ(1, 1) = 0. It can then be easily verified that the mutual information rate can be computed as
In the following, we consider the cases when {X n } is i.i.d. and a first-order Markov chain.
For the i.i.d. case, letting θ = P (X 1 = 0), the Markov chain {(X n , X n−1 )} has the transition probability matrix (indexed by 00, 01, 10, 11):
whose left eigenvector corresponding to the largest eigenvalue is (π 1 , π 2 , π 3 , π 4 ) = (θ 2 , θ(1 − θ), θ(1 − θ), (1 − θ) 2 ).
Then, using the formula (7.22) in [7] , we compute that Similarly, as in the previous section, we can show that f (θ) will achieve its maximum within the interval (0.4, 0.9). Moreover, for the purpose of running the algorithm, we can choose (Below, N is a polynomial in k (rather than a constant), but the proof of Theorem 4 carries over almost verbatim) N = (374.945k 2 + 6207.73k + 46587.2), ρ = 0.875, m = 1.2, M = 10.37.
Again, the detailed analysis for choosing these constants is contained in [15] . Here, we remark that f (θ) is shown as above to be concave within the interval (0.4, 0.9), however computations suggest the function f (θ) is not concave near θ = 0; and moreover, similarly as in Section V-A, one verifies that when applied to the channel (17), Algorithm 1 achieves exponential accuracy in polynomial time.
In the following, assuming again α = 0.4, β = 0.9, we apply our algorithm to the sequence {f k (θ) : k ≥ 120} over Θ = (0.4, 0.9) with ξ = 0.901061, and we obtain that θ 450 ≈ 0.6257911, f 450 (θ 450 ) ≈ 0.4292892. Now from (3), (11) and the fact thatθ n k = θ k , we conclude that 
Finally, as in the previous example, comparing the upper bound in (19) with 0.442311, a feasible mutual information rate for the first-order Markov input case, we conclude that the capacity is increased when increasing the Markov order of the input from 0 to 1.
