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1. CONDIT IONING FOR FACTORIZAT ION 
Consider the linear difference quations of order m with continuous coefficients 
L(t,S)y(t)=_ S ~+ E ak(t)Sk y(t) =0,  ao #0,  
k=O 
where S is the translat ion operator, such that 
Sy(t) - y(t + h), h > O. 
~o #0. 
Let us take another difference quation of order q < m 
L2(t,S)y(t)  = S q + ~ ck(t)S k y(t) : O, 
k=0 
We seek an operator factorization of the type 
L(t, S) = Ll(t, S)L2(t, S), 
b0 ¢0 ,  (p+q=m,  p>_ 1, q> 1). 
where 
L I ( t ,S)  = S p+ bk(t)S k , 
k=o 
We prove the result. 
(1) 
(2) 
(3) 
(4) 
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THEOREM 1. The operator factorization (4) holds if and only if any solution of the difference 
equation (3) is a solution of the difference quation (1). 
PROOF. Necessity is evident• 
SuiIiciency. Let y~(t),...,yq(t) be linearly independent solutions of equation (3) and let 
yl(t),... ,yq(t) , . . .  ,ym(t) be linearly independent solutions of equation (1). For simplicity of 
notation, we write ysk(t) instead of yk(t + sh -  h) (k = 1 , . . . ,  m; s = 1, 2, 3, . . .  ). Let us introduce 
the determinants 
Yll(t) 
i¥k(t) = y21(t) 
yk~(t) 
y~(t) 
y21(t) 
zxk(t) . . . .  
yk~(t) 
Yk+Ll(t) 
y]2(t) . . .  y~k(t) 
y2~(t) . . .  y2k(t) 
yk~(t) . . .  ykk(t) 
yl~(t) . . .  
y~2(t) . . .  
yk2(t) . . .  
yk+l,2(t) .-. 
(k= l , . . . ,m) ,  (5) 
ylk(t) y(t) 
y2k(t) Sy(t) 
ykk(t) Sk-ly(t) 
yk+l,k(t) Sky(t) 
(k = 1 , . . . ,m) .  (6) 
If y~(t) , . . .  ,yk(t) 
lVk(t) ¢ 0, then the difference quation Ak(t) = 0 has particular solutions y] (t),..., Yk(t). 
Let us first prove the formula 
are linearly independent solutions of a k-order difference equation and 
wk+~(t) 
/,k+~(t) - wk(t  + h) 
that can be written in the form 
where 
Introducing the matrix 
Ak(t + h) Wk+l(t + h) Ak(t) (7) 
Wk (t + h) 
w~+~(t) 
Ak+l(t) - Wk(t Jr- h) (S  - Ctk+ 1(t))A k(t), (8) 
wk(t  + h) 
(~k(t) --= , (k = 1 . . . .  ,m-  1). 
Wk(t) 
Yll(t) Y12(t) 
y~(t)  y~2(t) 
| ykl(t) yk~(t) 
lye-+2 l(t) yk+2,2(t) 
... ylk(t) 
y2k(t) 
ykk(t) 
yk+l,k(t) 
• . .  Yk+2,k ( t )  
yl,k+l(t) y(t) 
y2,k+l(t) Sy(t) 
yk,k+l(t) Sk-ly(t) 
yk+l,k+l(t) Sky(t) 
yk+2,k+l(t) Sk+ly(t) 
H(t) = (9) 
we have that det H(t) = Ak+l(t) and all determinants appearing in the formula (7) are minors 
of the matrix H(t): 
Ak+l(t) = det H(t), 
(1) 
Ak( t+h)=H k+l  ' 
Wk+l(t) = H ( ~ + 2 ) 
+2 ' 
Ak( t )=H(k+2)  
k+l  ' 
Wk(t+h)=H k+l  k+2 ' 
(1) 
Wk+l(t + h) = H k + 2 " 
From this, the decomposition (7) takes the form 
detH(t)H k+l  k+ +2 k+l  k+2 \k+l  " (lO) 
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Let F(t) denote the inverse of the matrix H(t) and let f js(t) be its elements. For these elements 
we have the well-known formula 
f j , ( t )  - det H(t) H , 
The equality (10) may be written in the form 
H k+l  k+ 
det H(t) 
or  
( j ,s = 1 . . . .  ,k + 2). 
= (--1) k (fk+2,k+2(t)fk+l,l(t) -- fk+2,1(t)fk+l,k+2(t)) 
H k+l  k+ 
detH(t )  = (_ l )k  fk+l,l(t) fk+l,k+2(t) 
fk+2,1(t) fk+2,k+2(t) " 
The right-hand side of the last equality is a minor of the matrix F(t), and as proved in [1] we 
have 
detH(t )  = F 3 ...  k k + l 
Let us denote linear difference operators by 
w~(t) ( w~(t + h) 
Sk(t 'S)  = Wk- l ( t  + h) _S wk-(D J ' (k=l , . . . ,m) ,  (11) 
setting Wo(t) -- 1. From this we obtain 
Ak(t) = Sk(t, S)Sk_](t,  S ) . . .  Sl(t, S)y(t). (12) 
The difference equation Ak(t) = 0 has linearly independent solutions y l ( t ) , . . . ,yk( t ) .  Equa- 
tion (1) can be written in the form 
1 
l/Vrn(t----~ Sin(t, S) " " Sq+l (t, S)Sq(t, S) " " Sl (t, S)y(t) = 0 (13) 
and can be represented as the factorization (4), where 
1 
Ll(t ,  S) - Win(t) Sin(t, S ) " .  Sq+l(t, S)l/Vq(t), 
1 
L2(t, S) - Wq(t) Sq(t, S ) . . .  Sl(t, S). 
This finishes the proof of Theorem 1. 
. 
We shall transform the difference quation (13) by using the formula 
1 ( Wk(t+_h)~ Wk_ l ( t  ) ~-- S --  Wk(t j- h) 
wk_l(t + h) _s w~(t) ] wk(t) 
If we introduce notation 
ilk(t) =-- Wk(t + h) Wk- l ( t )  
wk(t) Wk_l(t + h)' Wo(t) - 1, 
then the equation (13) may be written as 
(S - i lm(t))(S - i lm-l(t))""" (S - l l ( t ) )y(t )  = 0 
FACTORIZATION INTO F IRST-ORDER OPERATORS 
Wk- -1  ( t )  
Wk- l ( t  + h)" 
(k : 1,...,,~), (14) 
(is) 
We have thus proved the following. 
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THEOREM 2. I fWk( t )  ?~ 0 (k = 1, . . .  ,m) then the linear difference equation (1) can always be 
factorized into first-order operators and represented in the form (15), where/3k(t) (k = 1 , . . . ,  m) 
are defined by (14). 
The factorization (4) may be represented in the form 
L~(t, S) = (S - ~,~(t ) ) (S  - ?m-~(t ) ) ' ' "  (S -- A+l ( t ) ) ;  
L2(t, S) = (S - /3q( t ) ) (S  - ~q_ l ( t ) ) . . .  (S - -  fi;1 (t)); (16) 
L(t, S) = (S - G,,~(t))(S - 3 .... l ( t ) ) . . .  (S - -  ,~l(t)). 
THEOREM 3. Suppose that the linear difference equation (3) L2(t, S)y(t)  = 0 has linearly in- 
dependent solutions y~ ( t ) , . . . ,  yq(t). It" the factorization (4) L(t, S) = L 1 (t~ S)L  2(t ,  S )  is valid 
and tim di~brence quation (1) L( t, S)y( t ) = 0 has linearly independent solutions Yl ( t ), . . . , yq( t ), 
Yq+ l ( t ) , . . . , Ym ( t ) , then the//near difference equation 
L l ( t ,S )z ( t )  = 0 
has l inear/y independent solutions 
where 
(17) 
~V[y l ' " ' "  ' Yq 'Yq÷J]  ( j  = 1 , . . .  ,p ;  p = m - -  q ) ,  (18) 
Zj(t) z I/V[yl,...,Yq] , 
PROOF. 
equaUon (S  -- 9~+, ( t ) )z ( t )  = O. 
This equation may be written in the form 
z(t + 1,.) V<,+~(t + h) (m,+~(t)) - '  
%(t  + /,.) \ %( t )  } ~(t) = o 
yl(t) y2(t) . . .  yq(t) 
ya(t + h) y2(t q- h) . . .  gq(t q- h) 
Vg-[yl,..., gq] = 
91( t+hq-h)  y2( t+hq-h)  . . .  yq( t+hq-h)  
It follows from (15) that  the difference equation (17) will have a solution satisfying the 
and has a solution 
z(t) -- I{Tq4-1(t) 
l%( t )  ' 
that  coincides with a solution of the type (18) for j = 1. 
(19) 
It follows from formula (19) that fornmla (18) is correct. Since it is possible to take Pq+l(t) for 
any solution yq+ 1 ( t ) , . . . ,  yq+p (t), the theorem follows. 
EXAMPLE. Consider the second-order difference equation 
(S2+al ( t )S+a2( t ) )y ( t )=_y( t+2h)+a~(t )y ( t+h)+a2( t )y ( t )=O.  (20) 
The difference operator can be factorized as 
L(t, S) =~ S 2 + a l ( t )S  + a2(t) - (S + b(t))(S + e(t)) (21) 
if all solutions of the difference equation 
(S + c(t))y(t) = 0 or y(t + h) = -e( t )y( t )  
are solutions of equation (20). This leads to the condition 
c(t + t~)c(t) - a, ( t )c ( t )  + ,,~(t) = 0. 
In fact, if this condition is realized, then the factorization (21) is valid. 
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3. GENERAL IZAT IONS 
Let us mention two important consequences of Theorem 1. 
THEOREM 4. In  order  that the po lynomia l  
m-  I 
L(S) = S "~ + E akSk' m >_ 2, 
k=0 
be divisible (without remainder) by the polynomial 
q--1 
L2(S) = + ekS (1 < q < 
k=O 
it is necessmy and sufficient hat all solutions of the difference quation 
q 1 
L2(S)y(t) - y(t + qh) + E cky(t + kh) = 0 
k=0 
be solutions of the difference quation 
m -  1 
L(S)y(t) = y(t + mh) + E aty(t + kh) = O. 
k=O 
Theorem 1 may be generalized for systems of difference equations. 
obtained without giving a cumbersome proof. 
THEOREM 5. //1 order that the linear difference operator 
77l-- 1 
L(t ,S) =- ESm + E Ak(t)Sk' (m _> 2) 
k=O 
be factorizable as 
We present the result 
L(t, S) = Ll(t, S)L2(t, S), 
p--1 
Ll(t, S) = ES  p + E Bk(t)Sk' 
k :0  
q -1  
L2(t, S) = ES q + E Ck(t)Sk' (P + q = m, p > 1, q > 1), 
k=O 
it is necessary and sufficient hat any solution of the system of difference quations 
q--1 
L~(t,S)Y(t)  =_ Y(t  + qh) + E Ck(t)Y(t + kh) = 0 
k=0 
dimY(t) = n be n solution of the system of difference quations 
7r~-- 1 
L(t ,S)Y(t )  =_ Y(t  + mh) + E Ak(t)Y(t  + kh) = O. 
k=0 
The results obtained may be used for a decomposition of solutions of systems difference qua- 
tions and for investigations of stability of solutions. 
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