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The first essay evaluates the predictive ability of a high frequency dividend price ratio. I show that
we can uncover both dividend growth and return predictability across equity markets by weighting the
dividends in each month differently through the application of MIDAS regressions. For US equity markets, I
find strong predictability of long horizon real dividend growth with the theoretically correct sign and show
that there is some predictability with nominal dividend growth as well. Out-of-sample I find that the high
frequency constructed dividend price ratio can result in superior predictability for returns over the annual
single frequency dividend price ratio. When combined with other predictors, the high frequency constructed
dividend price ratio results in even better out-of-sample predictability for both returns and the equity premium.
The out-of-sample performance is robust to horizons as well.
In the second essay, a joint work with Eric Ghysels and Christian Conrad, we use the GARCH-MIDAS
model to extract the long- and short-term volatility components of cryptocurrencies. As potential drivers of
Bitcoin volatility, we consider measures of volatility and risk in the US stock market as well as a measure
of global economic activity. We find that S&P 500 realized volatility has a negative and highly significant
effect on long-term Bitcoin volatility. The finding is atypical for volatility co-movements across financial
markets. Moreover, we find that the S&P 500 volatility risk premium has a significantly positive effect on
long-term Bitcoin volatility. Finally, we find a strong positive association between the Baltic dry index and
long-term Bitcoin volatility. This result shows that Bitcoin volatility is closely linked to global economic
activity. Overall, our findings can be used to construct improved forecasts of long-term Bitcoin volatility.
In the third essay, a joint work with Mike Aguilar, economic forecasts are often disseminated via a
survey of professionals (i.e. “Consensus”). In this essay we compare and contrast the Consensus with a
crowdsourced alternative wherein anyone may submit a forecast. We focus on U.S. Nonfarm Payrolls and
find that, on average, Consensus is more accurate, but the best crowdsourced forecasters are superior to the
best Consensus forecasters. We also find that information plays a key role. When the Consensus is uncertain
iii
and herds together, the crowdsourced forecasts appear to be more accurate. Our findings provide evidence
that crowdsourcing might provide a valuable supplement to traditional macroeconomic forecasts.
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CHAPTER 1
A Mixed Frequency Approach to Return and Dividend Growth Predictability
1.1 Introduction
The return predictability literature has accumulated a large body of evidence documenting both the existence
and lack thereof of market return predictability. Despite the contradictory findings, the general impression
is that market returns are predictable (see Lettau and Ludvigson (2001) and Welch and Goyal (2007)) by
a number of financial variables, you just have to find the right combination of variables. This paper poses
the question: what if it is not just about the right combination of variables, but also the choice of sampling
frequency in estimation?
One branch of the literature is mainly concerned with finding possible predictors while another analyzes
return predictability in conjunction with dividend growth predictability. This paper considers the latter and
provides a comprehensive study, examining the in-sample and out-of-sample predictability of market returns
and dividend growth through the application of the mixed frequency data sampling (MIDAS regressions)
approach of Ghysels et al. (2006). I examine formally whether systematic differences exist in the predictive
ability of the mixed frequency regression approach and the single frequency approach commonly used in
the literature for both dividend growth and market returns. Then, I consider the performance of the mixed
frequency approach with the inclusion of control variables and at longer horizons.
The time series models used in the literature generally involve data sampled at the same frequency.
However, some models might predict long-term market returns better than short-term returns, or vice-versa.
Given this, it is not uncommon to look at multiple frequencies when exploring return predictability (see
Welch and Goyal (2007), Ang (2011), Engsted and Pedersen (2009), Chen (2009), and others).
By only estimating models involving data sampled at the same frequency, we are not fully exploiting all
of the available information. Consider the case of a simple annual return predictability regression model,
which is the most common one used within the literature:
rt+1 = β0 + β1xt + εt+1 (1.1.1)
where r is market return and x is some predictor. In this case, we are only using some annual aggregate
predictor. Though, this predictor may be available at a much higher frequency, say monthly. By estimating
equation (1.1.1) at the annual aggregate frequency, we are implicitly forcing each month to have the same
effect on returns. If this assumption does not hold true then the model might potentially be misspecificied
and potentially useful information may be destroyed.
Recently, econometric models that take into account information in unbalanced frequencies have attracted
substantial attention. In particular, the application of the MIDAS regression approach has amassed a
substantial literature. It is particularly attractive given that it exploits a much larger information set and is
more flexible than say equation (1.1.1). Many studies have uncovered relationships between the data that was
previously undetectable due to data aggregation. For example, Ghysels et al. (2005) used MIDAS volatility
models and uncovered a significantly positive relation between risk and return. Clements and Galvão (2008)
find that MIDAS regressions can lead to improvements in forecasting current and next quarter output growth.
For the sake of brevity I omit many other examples from the literature.1
This paper explores whether or not relationships between the data was possibly undetectable due to
data aggregation. Specifically, MIDAS regression weights are only applied to the monthly dividends in the
dividend price ratio, the main predictor under consideration here. I allow dividends paid out in different
months to be weighted differently and keep the end of year price constant when constructing the annual
mixed frequency dividend price ratio. In many cases I uncover predictability (for dividend growth, market
returns and the equity premium) and this finding is robust to horizon. This paper shows that we can uncover
dividend growth predictability and that we can improve out-of-sample return predictability by leveraging
higher frequency data.
Furthermore, I uncover statistically significant long horizon predictability for dividend growth for
domestic aggregate equity markets. Here, I am able to estimate all coefficients with the theoretically correct
sign and uncover statistical significance at long horizons for the both the SP500 and CRSP. In this paper,
1For other applications of MIDAS regressions see for example Ghysels et al. (2006), Engle et al. (2013a), Ghysels (2016),
Andreou et al. (2013), Clements and Galvão (2009), among many others.
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I also show that using MIDAS regressions can result in superior out-of-sample return predictability when
compared to the conventional annual frequency.
The findings of this paper have implications for both the return predictability literature and for other
applications in finance, such as portfolio management. Most applications of portfolio management require a
robust method out-of-sample to forecast expected market returns. The mixed frequency dividend price ratio
predictor proposed here meets much of that criteria, especially when combined with other predictors. There
are important implications for the asset pricing literature in general here as well, especially in applications
where the dividend price ratio is assumed to be a satisfactory proxy for expected stock returns.
1.1.1 Motivation and Related Literature
The present value decomposition from Campbell and Shiller (1988) suggests that the dividend price ratio
must be related to either future returns or future dividend growth. It is possible for both future returns and
future dividend growth to be predictable by the dividend price ratio, but at least one must be significantly
related to it. Put differently, any variation in the dividend price ratio must be caused by either movement in
expected returns, dividend growth, or both.
If the dividend price ratio were constant, then neither expected returns nor dividend growth would be
forecastable by it. We know that the dividend price ratio is not constant over time: it does move. The
present value identity then implies that at least one of either expected returns or dividend growth should be
forecastable by the dividend price ratio. This relation is why the dividend price ratio is almost always chosen
as a possible predictor of returns or dividend growth while other market ratios have assumed a secondary role.
Most of the research within the literature centers around return predictability, as the most common
finding is that dividend price ratio is only significantly related to returns (see Lettau and Ludvigson (2005)
Cochrane (2007), Lettau and Van Nieuwerburgh (2007), among others). Some studies found that small
adjustments to the classic dividend price ratio can even improve the relation with market returns. Lacerda
and Santa-Clara (2010) are able to improve forecasts of both returns and dividend growth by incorporating
the moving averages of past dividend growth into the dividend price ratio. Lettau and Nieuwerburgh (2008)
adjust the dividend price ratio to accommodate for shifts in the steady state of the economy and find strong
evidence of in-sample return predictability.
A few studies that looked at international equity markets have uncovered a significant relationship
between the dividend price ratio and dividend growth like Engsted and Pedersen (2009) and Rangvid et al.
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(2014). Maio and Santa-Clara (2015) find that there is strong evidence of dividend growth predictability by
the dividend price ratio when one looks at the cross-section of stock returns. Kelly and Pruitt (2013) showed
that by using cross-sectional firm disaggregated data one can successfully uncover a significant relationship
between the dividend price ratio and dividend growth. Chen (2009) finds that the lack of detection of a
significant relationship between dividend growth and the dividend price ratio for aggregate markets is in part
due to postwar dividend smoothing by firms.
Recently, Asimakopoulos et al. (2017) use MIDAS regressions and regress monthly dividend price ratio
growth data on annual dividend growth data. They decompose the dividend price ratio into two components:
dividend price ratio growth, which is the high frequency component, and lagged annual dividend price ratio.
Their findings suggest that it is the dividend price ratio growth that is the predictable component of the
dividend price ratio.
This paper builds upon their findings and shows that it is not just the dividend price ratio growth that
is the predicable component. Specifically, here MIDAS regression weights are only applied to the monthly
dividends in the dividend price ratio, as opposed to dividend price ratio growth as in Asimakopoulos et al.
(2017). Asimakopoulos et al. (2017) only consider the relationship between the dividend price ratio and
dividend growth. While I consider dividend growth, I also examine the relationship between the dividend
price ratio and returns. To the best of my knowledge, this is the first paper to apply a mixed frequency
approach to examine the relationship between the dividend price ratio and returns.
The general consensus within the literature continues to be that the dividend price ratio is mainly related
to expected returns for aggregate equity markets, especially at longer horizons. The empirical findings for
US equity markets within the literature are counter intuitive to the classic asset pricing theories2. With the
application of MIDAS regressions, I show that this is not the case.
This finding that the dividend price ratio is strongly related to market returns can be heavily impacted
by the data. Ang (2011), Ang and Bekaert (2006) and Goyal and Welch (2003) find that returns are not
predictable by the dividend price ratio when the 1990’s are included in the estimation period. Chen (2009)
concluded that returns are strongly related to the dividend price ratio, but mainly in the post war period
(1946-2005). This finding of predictability is also rarely validated out-of-sample, aside from that of Chen
(2009), Welch and Goyal (2007), Lacerda and Santa-Clara (2010) and Goyal and Welch (2003). In this
2Many asset pricing theories state the dividend price ratio should forecast returns or dividend growth.
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paper, I show that using MIDAS regressions can result in superior out-of-sample return predictability when
compared to the conventional annual frequency.
The paper is organized as follows: section 1.2 describes the data and methodology used in the analysis. It
will also provide a brief description of MIDAS regressions and the Almon polynomial. Section 1.3 presents
empirical findings at the annual horizon. Section 1.4 presents empirical findings at long horizons. Finally,
section 1.5 concludes the paper.
1.2 Data and Methodology
In this section, I discuss the Campbell and Shiller (1988) present value identity in more detail. Then I present
a more in formal overview of the econometric methodology utilized within this paper. Finally, this section
will detail the source and construction of the data used in empirical estimation.
1.2.1 The Present Value Model
To derive the present value model we first start with the definition of returns, where asset returns are comprised








. Taking a first-order Taylor approximation yields the original Campbell and Shiller (1988) log
linearized model.
dpt ≈ −κ+ rt+1 −∆dt+1 + ρ(dpt+1)
Where ρ ≡ exp(p− d)/1 + exp(p− d) = (P/D)/(1− (P/D)) ∈ (0, 1) is the log linearization discount
coefficient and κ = −ln(1− ρ)− ρln((1/1− ρ)− 1) is defined as a constant.












gives us the present-value relation, which says that the current log dividend price ratio is positively related
with future discounted log returns and future discounted log dividend price ratio at time t + k. From the
relation, the log dividend price ratio is negatively related with future discounted log dividend growth. This
gives us the theoretically correct sign for dividend price ratio when we estimate later. In the limit, if we
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assume no bubbles the present value decomposition states that the dividend price is equal to a constant plus
the difference between the future discounted returns and the future discounted dividend growth.
Methods commonly used in the literature to estimate the model are long horizon regressions and VAR’s.
One convention is to follow Cochrane (2007) and to directly estimate weighted long-horizon regressions of
future log returns, log dividend growth and log dividend to price ratio on the current dividend to price ratio.
The second method is to run a first-order VAR as in Cochrane (2007), Engsted and Pedersen (2009), Maio
and Santa-Clara (2015), and others.
1.2.2 The Almon Polynomial and MIDAS Regressions
First I briefly discuss the Almon polynomial and distributed lag models, then I move onto MIDAS regressions.
If we have reason to believe that our dependant variable, yt, is affected by more than one lag of our explanatory




wkxt−k + εt (1.2.2)
where K is equal to the lag length.
The Almon polynomial distributed lag structure was put forth by Almon (1965) and has since become







where k = 0, 1, 2, ....,K − 1 and p is the degree of the polynomial. Given that the order of the polynomial
is much lower than that of the lag length, K, the resulting Almon distributed lag model can be estimated
parsimoniously via OLS.
Define a MIDAS regression model as follows with a basic single high frequency regressor (one-step
ahead).









The MIDAS regression weights are governed by polynomial specifications.3 The weighting scheme is purely
data driven, there are no assumptions required for estimation and MIDAS does not suffer from parameter
proliferation.
Combining equation (1.2.2) with (1.2.3) is a specific case of MIDAS regressions, which can be estimated
via OLS. Throughout this paper, I will use the Almon polynomial for estimation with degree set to two. A
quadratic Almon polynomial is able to take on many shapes, they can be very similar to the Beta weighting
function and the Exponential Almon weighting function. Estimating via OLS will allow us to stay very
close to the Campbell and Shiller (1988) framework and utilize evaluation methods which will ease any
comparisons within the literature.
The Almon polynomial, as specified above, does not necessarily result in MIDAS regression weights that
sum to one. The estimation of Almon lags in MIDAS regressions via OLS requires properly transformed
high frequency data regressors. Once the weights are estimated, given that they do not sum to zero, they
can be re-scaled to obtain the slope coefficients and normalized weights. I recover the slope coefficient and
normalize the weights so that they do sum to one throughout this paper. Hence, the equations specified in the
following sections will be written under this assumption.4
Normalizing the weights after estimation ensures that the weights sum to one, then our high-frequency
slope, β1, is identified. This process is what weights each monthly observation (dividends) differently.
Motivated by the findings of Asimakopoulos et al. (2017), I focus on monthly data rather than quarterly.
Asimakopoulos et al. (2017) demonstrated that even aggregating at the quarterly frequency resulted in a loss
of useful information.
All of the empirical analysis that follows was also estimated via MIDAS profiling (put forth by Ghysels
and Qian (2019)) with the exponential Almon and Beta weighting schemes. The results and conclusions
are largely the same. I choose to report results estimated with the Almon polynomial MIDAS regressions
technique rather than the MIDAS profiling method so as to avoid any possible generated regressor issues.
3For a more detailed treatment of MIDAS weighting schemes see Ghysels et al. (2007)
4If I reported results where the MIDAS regression weights were not normalized to 1 and the slope coefficient was not recovered,






The bulk of this analysis is concerned with domestic equity market data. The main domestic data are from
the CRSP value-weighted portfolio and from the SP500 value-weighted portfolio. Both domestic data sets
span from January 1927 to December 2017. These are the two most commonly used data sets within the
literature, see Cochrane (2007), Maio and Santa-Clara (2015), Engsted and Pedersen (2009), Campbell and
Shiller (1988), and others. The CRSP data is a total market measures, it consists of all firms listed on US
stock exchanges. CRSP consists of small, medium, and large cap stocks while SP500 only has large caps. I
also consider the Russell 2000 Index obtained from Factset. The data set spans from 1980 to 2018.
Some of the analysis will consider international equity market data. I follow Asimakopoulos et al.
(2017) and Engsted and Pedersen (2009) who look at international equity markets alongside domestic. The
international data are from Factset and consist of three different large equity market indices. I consider the
FTSE All Shares Index, the FTSE Euro First 300 Index, and the Canada SP/TSX Composite Index. All of the
international data sets span from 1987 to 2018.
Within the literature, there are two common ways of constructing the dividend price ratio. Cochrane
(2007), Maio and Santa-Clara (2015) and many others do assume that monthly dividends are reinvested in the
stock market. Under reinvestment, the dividend price ratio is constructed from the difference between the
value-weighted returns with dividends and the value-weighted returns excluding dividends.5
Campbell and Shiller (1988), Chen (2009), Ang (2011), Ang and Bekaert (2006) and others construct
the dividend price ratio assuming that monthly dividends are not reinvested in the stock market. Under this
assumption, monthly dividends are recovered from the value-weighted returns with dividends and the value-
weighted returns excluding dividends. The monthly dividends are then summed to get annual dividends.6
Here, I assume no reinvestment and apply MIDAS regression weights to only the monthly dividends.
5See Cochrane (2007) for an in depth explanation of calculations.
6See Chen (2009) or Ang (2011) for an in depth explanation of calculations without re-investment.
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1.3 Annual Empirical Results
1.3.1 One Year Ahead Predictability
In this section, the empirical results for equity markets are presented. All empirical results that follow in this
section are for one step ahead (annual) horizons. Before we look at the empirical results of the models we
will first briefly look at the data.
1.3.2 Properties of the data
Table 1.1 displays the annual sample statistics for both the annual dividend growth rate and the returns. I
report the annual mean, maximum, minimum, standard deviation and auto-correlation (φ). There are no
issues of persistence with either dividend growth or returns. We can also see that the sample statistics for
both CRSP and the SP500 are very similar.
Figure 1.1 plots the annually constructed dividend price ratios7 for both CRSP and the SP500. We see
that they track one another rather closely. Maio and Santa-Clara (2015) demonstrated that there are in fact
differences between what drives small cap vs. large cap stocks. CRSP consists of small, medium, and large
cap stocks while the SP500 is only tilted towards large cap stocks. As such, I expect to see differences in the
monthly weights.
Table 1.1: Sample Statistics for Annual Dividend Growth and Returns
This table provides sample mean, max, min, standard deviation and auto-correlation (φ) for the annual
dividend growth, annual return and annual dividend price ratio. Panel A is for the CRSP data set. Panel B is
for the SP500 data set.
Mean Max Min Std. φ
Panel A: CRSP Data
∆dL 0.05 0.43 -0.51 0.12 0.28
rL 0.09 0.45 -0.56 0.19 0.04
dpL -3.41 -2.35 -4.48 0.45 0.89
Panel B: SP500 Data
∆dL 0.05 0.45 -0.63 0.13 0.21
rL 0.09 0.42 -0.58 0.19 0.05
dpL -3.38 -2.29 -4.45 0.46 0.88
7While I am unable to reject the null hypothesis of a unit root with the Augmented Dickey-Fuller test for the annual dividend
price ratio (both CRSP and SP500), I am able to reject it for the high frequency dividend price ratio data that is used in estimating the
MIDAS regression.
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Figure 1.1: CRSP and SP500 Dividend Price Ratio
This figure depicts the annually constructed dividend price ratio for CRSP and the SP500.
1.3.3 The Benefits of High Frequency Data
Within this subsection I explore the potential gains from utilizing high-frequency data by looking at large
equity market data. I only allow the monthly dividends to be weighted differently in the construction of
the dividend price ratio. In contrast, Asimakopoulos et al. (2017) allowed the monthly dividend price ratio
growth rate to be weighted differently. To test the possibility that dividends paid in certain months matter
more than other months of the year, we will first explore annual one year ahead regressions for large equity
markets. I then compare the results using the mixed frequency constructed dividend price ratio to that of the
conventional annually constructed dividend price ratio.
Table 1.2 presents the empirical results of the one year ahead regressions for both the CRSP and SP500
data sets. The following models are estimated,
∆dLt+1 = β0 + β1dp
L
t (ω) + ε
d
t+1 (1.3.1)
rLt+1 = β0 + β1dp
L
t (ω) + ε
r
t+1 (1.3.2)







is the MIDAS regression weighted high frequency data. The model
is estimated via OLS using the Almon polynomial specification. Recall that estimation of Almon lags in
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MIDAS regressions via OLS requires properly transformed high frequency data regressors. Once the weights
are estimated via OLS, I rescale them to obtain the slope coefficient and normalized weights.
Table 1.2: Annual Regressions
This table provides empirical results for one-year ahead predictability. The dependent variables are the annual
log dividend growth and annual log returns. The models are estimated via OLS. The resulting weights are
normalized and the slope coefficient is recovered. T-NW reports the calculated Newey-West t-statistic for
each estimate with one lag. T-H reports the calculated Hodrick (1992) 1B t-statistic for each estimate with
one lag. As usual, *, **, *** denote statistical significance at the 10%, 5%, and 1% levels, respectively.
Coef. t-NW t-H R2 Coef. t-NW t-H R2
Almon Annual
CRSP ∆d -0.14 -2.67∗∗∗ -2.41∗∗∗ 0.23 -0.08 -1.68∗ -1.49 0.09
SP500 ∆d -0.15 -2.2∗∗ -2∗∗ 0.18 -0.09 -1.62 -1.46 0.09
CRSP r 0.08 0.93 0.84 0.03 0.06 1.05 0.96 0.02
SP500 r 0.07 0.9 0.82 0.03 0.06 1.12 1.03 0.02
We can see from Table 1.2 that there are benefits to using high frequency data. Conventional estimation
involves equal weights, which implicitly forces each month to be as important as the rest. For the annual
CRSP data, there is only a statistically significant relationship with dividend growth at the 10% level, when
looking at the Newey and West (1987) t-statistics. When estimating with high frequency data, there is now
a statistically significant relationship with dividend growth at the 1% level, judged by both the Newey and
West (1987) t-statistic and the Hodrick (1992) t-statistic. For the SP500, we only see a statistically significant
relationship between the dividend price ratio and dividend growth when we estimate with Almon weights.
Given that neither the annual, nor mixed frequency approach resulted in a statistically significant
relationship between the dividend price ratio and returns, it is difficult to draw any conclusions in-sample.
However, it is important to note that there does exist a statistically significant relationship between returns
and the mixed frequency regressor if we consider different sampling periods.8
We can note that the mixed frequency approach resulted in slightly larger estimated coefficients and R2.9
From Table 1.2 we can see that this result of the mixed frequency approach having slightly larger estimated
coefficients holds true when either dividend growth or returns are the dependent variables. In regards to the
R2 coefficients for dividend growth, the mixed frequency approach resulted in an R2 that is almost 150%
8When the same mixed frequency model is estimated with the data spanning from 1950-2017, I find it is statistically highly
significant. I also find it to be statistically highly significant when I only include the past 30 years of data.
9Note, this result holds for the different sampling periods as well. The mixed frequency model results in slightly larger coefficients
and R2’s when data from 1950-2017 is used and when only the past 30 years is included.
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larger than that of the annual approach. This is true for both CRSP and SP500 data. For returns, we see a
more modest increase in the R2 of 50% for both data sets.
For robustness, I also conduct an F-test test. The estimated mixed frequency coefficients are a linear
combination of the estimated monthly weights. The null hypothesis is that all weights are jointly equal to
zero. The resulting p-values when the dependant variable is returns, coincides with the results of Table 1.2
for both CRSP and SP500 data. For dividend growth, the CRSP data has statistical significance at well below
the 5% level. For the SP500 however, the resulting p-value from the F-test is 15%.
Figure 1.2: CRSP and SP500 Dividend Price Ratio Weighting Schemes
This figure depicts the MIDAS regressions Almon weighting schemes for equation (1.3.1).
Figure 1.3: CRSP and SP500 Dividend Price Ratio Weighting Schemes
This figure depicts the MIDAS regressions Almon weighting schemes for equation (1.3.2).
Figures 1.2 and 1.3 plot the optimal weighting schemes from estimating equations (1.3.1) and (1.3.2).
The two weighting schemes differ for dividend growth and for returns, even though the sample statistics
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looked very similar. Figure 1.4 plots the dividend price ratios constructed from each of the four weighting
schemes from estimation. While the weighting schemes from estimating equation (1.3.2) for both the SP500
and CRSP are rather similar, the weighting schemes from estimating equation (1.3.1) differ. The SP500
weighting scheme is almost linearly increasing from January through December. For CRSP, it is slightly
more curved, with January being weighted almost 1.5 times more than in the SP500 weighting scheme from
Figure 1.2.
Figure 1.4: CRSP and SP500 Dividend Price Ratios
This figure depicts the mixed frequency constructed dividend price ratio for CRSP and the SP500, both
returns and dividend growth weighting schemes.
The results that dividends paid in the month farthest out in time are weighted the most is consistent with
the findings of Ball and Easton (2013). Ball and Easton (2013) examine the intra-year relationship between
earnings of a firm and news for that firm, where news is annual returns calculated as the sum of daily price
change plus daily dividend payments divided by beginning of year price. They find that news at the beginning
of year t is incorporated into the earnings of year t. They also find that news at the beginning of year t is
incorporated into the earnings of year t and the earnings of year t+ 1. Ball and Easton (2013) explain that
there is less time for news at the end of the year t to be incorporated into the earnings. For example, news on
trading day 250 would then only have 1 trading day to be incorporated into the earnings.
If dividends are a fraction of earnings, then it is possible that dividends in year t and t+ 1 are affected by
news at the beginning of the year. Dividend growth is defined as dt+1 − dt. Hence, it is also possible that
dividend growth is affected mainly by news at the beginning of the year since it is calculated from dividends
in year t and t+ 1. This effect might be what we are seeing in Figure 1.2.
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Asimakopoulos et al. (2017) conclude that it is only the monthly dividend price growth which is the
predictable component of dividend growth. Here, it is demonstrated that this might not necessarily be the case.
The application of MIDAS regressions above shows that the monthly dividend price ratio can still produce
the theoretically correct sign and significance. The results above also suggest that it matters how we construct
our dividend price ratio when exploiting the high frequency data. If I allow the monthly dividends paid out to
vary across the year and use the year end price, the dividend price ratio is still a predictable component of
dividend growth.
1.3.4 Dividend Growth and Returns Over Time
There is evidence within the literature of a reversal of return and dividend growth predictability. Chen (2009)
explores this in great detail, Lettau and Ludvigson (2005) and Engsted and Pedersen (2009) also examine the
post war US data. Chen (2009) shows that there does exist a strong relationship between dividend growth
and the dividend price ratio, but only if you use pre war data. In the post war period Chen (2009) finds that
this dividend growth predictability tends to disappear and that instead returns become strongly related to the
dividend price ratio.
Engsted and Pedersen (2009) demonstrate that this reversal does not necessarily hold true when you
look at both nominal and real returns and dividend growth. Their results show that real dividend growth is
unpredictable in the pre war period, but strongly predictable in the post war period. It is important to mention
that this significant predictability in the post war period was in the wrong direction, that is the estimated
coefficient had the theoretically incorrect sign.
In this section, I explore whether there is a reversal in predictability over time and whether or not it holds
true with real or nominal data. I estimate in-sample expanding MIDAS regressions, so that we can see how
the estimated coefficients, t-statistics and R2 change over time. This approach is similar to that of Goyal
and Welch (2003), where they reported time varying coefficients for their dividend models. Similarly to
Welch and Goyal (2007), I begin the expanding window10 regressions 20 years after data is available. This
brings us close to the post war period. If there is a reversal in predictability we should see this reflected in the
estimation results.
10By implementing expanding windows we are able to utilize a much larger sample size than in rolling window regressions, and
thereby increasing the power of the tests.
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Throughout this section I will continue comparing the mixed frequency regressions to the conventional
annual regressions. The equations are specified as follows:
yLt+1 = β0 + β1dp
L
t (ω) + εt+1 (1.3.3)
yt+1 = β0 + β1dpt + εt+1 (1.3.4)
where yLt+1 in equation (1.3.3) and (1.3.4) is either returns or dividend growth (nominal and real) and dp
L
t (ω)
is the MIDAS regression weighted dividend price ratio. Equation (1.3.4) is the usual regression run in the
literature, all are annual data.
We can see from Figure 1.5 that the estimated slopes from the CRSP data for returns generally start
higher near the post war period. There is also an increase in the coefficients from the 1970’s through the early
1990’s. This pattern is reflected in the t-statistics sub plot in Figure 1.5. We see the t-statistics peak in the
early 1990’s. This is in line with what Ang (2011) found, that estimating with the 1990’s destroys return
predictability. Ang and Bekaert (2006) and Goyal and Welch (2003) also find that return predictability is not
detectable when the 1990’s are included in the estimation period. Figure 1.7 with the SP500 data set has the
same pattern for returns.
We can see from Figure 1.6, however, that we also have benefits from using the mixed frequency approach
when it comes to dividend growth predictability over time. The estimated t-statistics of the CRSP slopes are
statistically significant at or below the 5% level starting in the post-war period and remain so until the end of
the data period. This is only true when we estimate using high frequency data. Using annual data, we see
that in 1997 we lose statistically significant predictability with nominal dividend growth. For real dividend
growth we lose statistically significant predictability in 2000. Figure 1.8 echos the results of the CRSP data
set for the SP500.
The β slope coefficient is a linear combination of the estimated 12 monthly weights. Hence, I also test
whether or not the 12 monthly weights estimated are all equal to zero via a F-test. For returns, the p-values
from the F-test test coincide with the associated p-values from the reported t-statistics. This is true for both
the SP500 and CRSP. Figures A.3 and A.4 in the Appendix plot the p-values from the F-test.
For CRSP dividend growth, the p-values from the F-test generally coincide with the p-values reported
in Figure 1.6. Figure A.1 in the Appendix plots the p-values from the F-test over time. We can see that the
15
Figure 1.5: Expanding Window Returns Regressions (CRSP Data)
This figure plots the expanding window estimated return coefficients, their respective t-statistics and R2 for






Figure 1.6: Expanding Window Dividend Growth Regressions (CRSP Data)
This figure plots the expanding window estimated dividend growth coefficients, their respective t-statistics
and R2 for the mixed frequency dpt and the annual dpt. Each is estimated with real and nominal dividend





mixed frequency approach with real dividend growth associated p-values are near zero throughout the entire
time period. Figure A.1 also shows that for nominal dividend growth the associated p-values are statistically
significant below the 5% level for all but eight years reported. Put differently, the p-values are statistically
significant below the 5% level for the mixed frequency approach about 89% of the sample period compared
to the 70% of the sample period when using the annual approach.
Figure A.2 in the Appendix echos the results of the CRSP data set for the SP500, with slight differences.
For the SP500, we can see that the mixed frequency approach with real dividend growth associated p-values
are near zero throughout the entire time period. There are only six years in the sample period where the
p-value goes slightly above 5%, but remains well below 10%. Figure A.2 also shows that for nominal
dividend growth the associated p-values are statistically significant below the 5% level for all years until
2000, when it goes slightly above the 10% significance level.
Not only did the mixed frequency approach result in larger estimated coefficients for both the SP500 and
CRSP data, but in general, higher R2’s as well. For dividend growth (nominal and real) the mixed frequency
estimated R2’s surpass the annual model R2 throughout the entire sample period. For returns (nominal
and real), the mixed frequency estimated R2’s surpass the annual model R2 starting in the 1990’s. This is
particularly interesting since Ang (2011), Ang and Bekaert (2006) and Goyal and Welch (2003) found that
return predictability is destroyed if the 1990’s are included in the estimation sample. Here, we can see that
the mixed frequency estimation approach loses less of it’s explanatory power for return predictability than the
annual approach.11
1.3.5 Out-Of-Sample Performance
In sections 1.3.3 and 1.3.4 we saw that the gains of utilizing mixed frequency data are maintained throughout
the sample. In the return predictability literature it is commonplace to test predictability out-of-sample since
the in-sample significance is sometimes undetectable. In this section I explore whether or not the mixed
frequency approach maintains superiority out-of-sample. I estimate out-of-sample regressions similar to
Welch and Goyal (2007). As per Welch and Goyal (2007), I estimate the expanding out-of-sample MIDAS
regressions 20 years after the sample starts (1947) and also starting in 1965.
11I conducted the same analysis, but only considered data from 1950-2017. I find much larger return coefficients and R2’s for
market returns. The finding that the mixed frequency approach results in larger estimated coefficients for both the SP500 and CRSP
data and in higher R2’s was also true during this data period.
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Figure 1.7: Expanding Window Returns Regressions (SP500 Data)
This figure plots the expanding window estimated return coefficients, their respective t-statistics and R2 for






Figure 1.8: Expanding Window Dividend Growth Regressions (SP500 Data)
This figure plots the expanding window estimated dividend growth coefficients, their respective t-statistics
and R2 for the mixed frequency dpt and the annual dpt. Each is estimated with real and nominal dividend





Following Welch and Goyal (2007) and Chen (2009), I estimate equations (1.3.3) and (1.3.4). I also
estimate the following,
yt+1 = β0 + εt+1 (1.3.5)
where yt+1 is rt+1 or ∆dt+1. Equation (1.3.5) assumes no predictability, it is the benchmark historical mean
model. Equations (1.3.3) and (1.3.4) assume there exists a relationship between the variables.
First, denote the mean-square error (MSE) calculated from equation (1.3.5) as MSEN and denote
the MSE calculated from either equations (1.3.3) and (1.3.4) as MSEA. I then calculate the following
out-of-sample R2 (OOS R2) based off of the error terms:
OOSR2 = R2 − (1−R2)× T − k
T − 1
(1.3.6)




MSEA and the MSE-F statistic from McCracken (2007). A positive ∆RMSE implies that
equations (1.3.3) or (1.3.4) are out performing the benchmark historical mean model out-of-sample. Put
differently, a positive ∆RMSE suggests that the dividend price ratio is a better predictor than the historical
mean.
The MSE-F statistic is calculated as follows:
MSE − F = (T − h+ 1)× MSEN −MSEA
MSEA
. (1.3.7)
Following Welch and Goyal (2007) and Chen (2009), significance is based off of bootstrapped12 MSE-F
statistics. One advantage of the MSE-F statistic is that it is scaled, unlike MSE, and can be compared across
horizons.
I do not have much success in predicting dividend growth out-of-sample with neither annual nor mixed
frequency data, so I omit those results. Within this subsection, I mainly focus on predicting market returns
out-of-sample. Engsted and Pedersen (2009) found that there are differences in-sample when you use real or
nominal data. I will explore both nominal and real returns to see if differences also exist out-of-sample.
During the expanding window out-of-sample evaluation period, I am not only re-estimating the co-
efficients, but also the high frequency weighting scheme for the dividend price ratio. If I conducted the
12For a more in depth treatment see Welch and Goyal (2007).
21
out-of-sample evaluation with the optimal full sample weighting scheme applied to the dividend price ratio
at each time t, and only re-estimated the coefficient, there would be consistently positive and statistically
significant out-of-sample performance. This is true for both the CRSP and SP500 data sets at the 1% level.
However, this would result in look ahead bias so I do not report these results, but only the ones where I am
re-estimating the high frequency weighting scheme.
Table 1.3: Out-Of-Sample Performance- 20 Years After the Sample
This table provides the out-of-sample results for both the mixed frequency and annual methods, denoted as
HF and Ann respectively. The dependent variables are returns, both nominal and real. All numbers reported
are in percentage terms. ∆RMSE is the RMSE difference between the unconditional and conditional
forecast for the same sample/forecast period. A positive number signifies superior OOS conditional forecast.
The OOS statistics are calculated as reported in section 1.3.5. Significance levels are based off of the bootstrap
procedure described in the section.
∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
Nominal Real
CRSPHF rt+1 -0.22 -2.7 -1.87 -0.37 -4.34 -2.95
CRSPAnnrt+1 -0.06 -0.68 -0.48 -0.14 -1.69 -1.12
SPHF rt+1 -0.12 -1.52 -1.06 -0.3 -3.64 -2.49
SPAnnrt+1 -0.06 -0.68 -0.48 -0.14 -1.69 -1.12
Tables 1.3 and 1.4 report the out-of-sample results for returns. We see from Table 1.3 that the annual
dividend price ratio and the mixed frequency dividend price ratio cannot successfully predict returns when
we start forecasts 20 years after the sample begins.
Though, from Table 1.4 we can also see that when the mixed frequency approach is used, it results
in a consistently positive ∆RMSE and OOS R2 for the SP500. While the annually constructed dividend
price ratio for the SP500 has poor out-of-sample performance, the mixed frequency approach has statistical
significance at the 5% level when it comes to nominal returns.
The mixed frequency approach also results in a statistically significant out-of-sample performance for
nominal returns for both the SP500 and the CRSP data sets, while the annual dividend price ratio has poor
performance for nominal returns. Thus, we can see that there are benefits to the mixed frequency approach
when it comes to predicting returns.
For robustness, I now consider four other equity markets, three of which are international. I will consider
the Russell 2000 Index, the FTSE All Shares Index, the FTSE Euro First 300 Index, and the Canada SP/TSX
Composite Index. From Table 1.5 we see that for three out of the four indices reported, the mixed frequency
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Table 1.4: Out-Of-Sample Performance- 1965-2017
This table provides the out-of-sample results for both the the mixed frequency and annual methods, denoted as
HF and Ann respectively. The dependent variables are returns, both nominal and real. All numbers reported
are in percentage terms. ∆RMSE is the RMSE difference between the unconditional and conditional
forecast for the same sample/forecast period. A positive number signifies superior OOS conditional forecast.
The OOS statistics are calculated as reported in section 1.3.5. Significance levels are based off of the bootstrap
procedure described in the section.
∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
Nominal Real
CRSPHF rt+1 0.12 1.38 0.74∗ -0.04 -0.52 -0.27
CRSPAnnrt+1 -0.06 -0.72 -0.38 -0.15 -1.72 -0.89
SPHF rt+1 0.25 3.03 1.65∗∗ 0.04 0.47 0.25
SPAnnrt+1 -0.06 -0.72 -0.38 -0.15 -1.72 -0.89
approach yields very similar results to that of the annual approach. The mixed frequency approach appears to
have better predictive power for the FTSE Euro First 300 Index, resulting in a ∆RMSE and an OOS R2
almost twice as high as with the annual approach.
Though unreported, I also explore the out-of-sample performance of dividend growth for the Russell
2000 Index, the FTSE All Shares Index, the FTSE Euro First 300 Index, and the Canada SP/TSX Composite
Index. The Canada SP/TSX Composite Index is the only one with a positive and statistically significant
dividend growth out-of-sample performance. To see the out-of-sample performance over time, I construct the
Welch and Goyal (2007) out-of-sample plots. These can be seen in Appendix A.
Table 1.5: Out-Of-Sample Performance- 20 Years After the Sample
This table provides the out-of-sample results for both the the mixed frequency and annual methods, denoted
as HF and Ann respectively. The dependent variables are nominal returns. All numbers reported are in
percentage terms. ∆RMSE is the RMSE difference between the unconditional and conditional forecast
for the same sample/forecast period. A positive number signifies superior OOS conditional forecast. The
OOS statistics are calculated as reported in section 1.3.5. Significance levels are based off of the bootstrap
procedure described in the section.
∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
HF Annual
Russell 0.3 3.12 0.61 0.49 4.6 0.63
FTSE All 1.67 20.57 3.11∗∗ 1.72 21.17 3.22∗∗
FTSE EUR 0.43 3.57 0.48∗ 0.21 1.72 0.23
Canada -3.75 -29.37 -2.95 -0.17 -1.25 -0.16
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1.3.6 Out-Of-Sample Performance with Controls
Now that we have seen that there are gains in predictability when the mixed frequency data is utilized, I
consider adding predictors from Welch and Goyal (2007) to see if that improves out-of-sample predictability.
Within this subsection I mainly focus on predicting market returns (real and nominal) and the equity premium
(real and nominal) out-of-sample.
I first only consider predictors at the annual frequency that have data available since 1927 or earlier, so as
to not sacrifice sample length. Then, I further limit the possibilities by only considering predictors that are not
highly correlated with the dividend price ratio. This immediately excludes a number of price ratio predictors.
Additionally, I check that potential predictors have a somewhat poor out-of-sample performance them-
selves. I do this to ensure that any improvement in the out-of-sample performance is not simply a result of
the predictor itself having a strong out-of-sample performance. For example, had I included the consumption,
wealth, income ratio (cay) of Lettau and Ludvigson (2001) the out-of-sample performance would have
improved dramatically, but only because cay itself is a strong out-of-sample predictor of returns. Note, I
also do not consider cay as it has forward looking information that would not be available at the time of the
forecast as mentioned by Welch and Goyal (2007).
I will consider two different Welch and Goyal (2007) predictors13 along with the mixed frequency
dividend price ratio: percent equity issuing (eqis) and the default return spread (dfr).14 The percent equity
issuing ratio contains information that the dividend price ratio may not necessarily have like IPO’s. Likewise,
the default return spread is a measure of risk that the dividend price ratio might not contain.
It is important to note that both percent equity issuing and default return spread had negative out-of-
sample performance individually, regardless of what year the forecast evaluation began. When combined,
the two had even worse out-of-sample performance. Hence, if the addition of the mixed frequency dividend
price ratio resulted in positive out-of-sample performance, we can be confident it is due to the inclusion of
the mixed frequency predictor and not being driven by the performance of default return spread or percent
equity issuing.
13For more details on how the predictors are constructed see Welch and Goyal (2007).
14I also consider dividend payout ratio (de) along with eqis and find positive OOS results. However, the performance begins to
significantly decline when OOS forecasts start in 1965 so results are unreported here as it was judged a poor predictor combination.
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Both the measure of corporate issuing activity and default return spread could improve the out-of-sample
performance of the mixed frequency dividend price ratio. To test this, I estimate15 the following two
expanding window equations:
yLt+1 = β0 + β1dp
L
t (ω) + β2eqis
L
t εt+1 (1.3.8)
yLt+1 = β0 + β1dp
L




t + εt+1 (1.3.9)
where yL is either returns (rt+1) or the equity premium (r
ep
t+1) (nominal and real). I do not bootstrap the
MSE-F statistics, but rather obtain the p-values from the tables in McCracken (2007). Notice that I do not
allow for more than three predictors at a time, this is to avoid over-fitting.
Table 1.6: Out-Of-Sample Performance- CRSP Data
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables
are either returns or the equity premium, both nominal and real. Panel A reports results for equation (1.3.8)
while Panel B reports results for equation (1.3.9). All numbers reported are in percentage terms. ∆RMSE is
the RMSE difference between the unconditional and conditional forecast for the same sample/forecast period.
A positive number signifies superior OOS conditional forecast. The OOS statistics are calculated as reported
in section 1.3.5. Significance levels are based off of the (McCracken, 2007) asymptotic values.
∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
20 yrs 1965
Panel A: Equation (1.3.8)
rnomt+1 0.45 5.32 3.99
∗∗∗ 0.54 6.35 3.6∗∗
rrealt+1 0.6 6.94 5.29
∗∗∗ 0.53 6.06 3.42∗∗
repnomt+1 0.51 6.07 4.59
∗∗∗ 0.64 7.42 4.25∗∗
reprealt+1 0.64 7.27 5.57
∗∗∗ 0.6 6.63 3.76∗∗
Panel B: Equation (1.3.9)
rnomt+1 0.06 0.67 0.48
∗ 0.26 3.03 1.65∗
rrealt+1 0.2 2.37 1.72
∗∗ 0.25 2.91 1.59∗
repnomt+1 0.08 0.94 0.67
∗∗ -0.03 -0.39 -0.21
reprealt+1 0.2 2.33 1.69
∗∗ 0.27 3.02 1.65∗
From Tables 1.6 and 1.7 we can see that the mixed frequency approach combined with additional
predictors results in positive and significant out-of-sample performance for both CRSP and the SP500. The
results are particularly strong for equation (1.3.8), where with the CRSP data we have statistical significance
at the 1% level for all dependent variables when forecasts begin 20 years after the sample starts.
15Equations (1.3.8) and 1.3.9 are estimated via OLS using the Almon polynomial specification. Once the weights are estimated
via OLS, I re-scale them to obtain the slope coefficient and normalized weights. For this reason, I am able to write the equations with
the normalized weights and recovered slope coefficients.
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Though unreported, I estimate equations (1.3.8) and (1.3.9) with the annual dividend price ratio to
compare. When it comes to predicting market returns (both nominal and real) out-of-sample, it is the mixed
frequency dividend price ratio that consistently out performs the annual dividend price ratio. Overall, we
can see that there are gains in out-of-sample predictability when mixed frequency data is utilized. This can
be seen in Tables 1.4 and 1.5 above. However, it is the inclusion of additional predictors (corporate issuing
activity and default return spread) with the mixed frequency dividend price ratio that results in consistent,
statistically significant out-of-sample predictability of returns regardless of when the evaluation period begins.
To evaluate the out-of-sample performance over time for both equations (1.3.8) and (1.3.9), I construct
the Welch and Goyal (2007) out-of-sample plots. These can be seen in the Appendix. From the plots we can
see that equation (1.3.8) has consistent positive performance out-of-sample since the 1970’s. There is a slight
dip around the mid 2000’s in out-of-sample performance, but there appears to be a turn around since 2009.
Table 1.7: Out-Of-Sample Performance- SP500 Data
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables
are either returns or the equity premium, both nominal and real. Panel A reports results for equation (1.3.8)
while Panel B reports results for equation (1.3.9). All numbers reported are in percentage terms. ∆RMSE is
the RMSE difference between the unconditional and conditional forecast for the same sample/forecast period.
A positive number signifies superior OOS conditional forecast. The OOS statistics are calculated as reported
in section 1.3.5. Significance levels are based off of the (McCracken, 2007) asymptotic values.
∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
20 yrs 1965
Panel A: Equation (1.3.8)
rnomt+1 0.25 3.05 2.23
∗∗ 0.53 6.51 3.69∗∗
rrealt+1 0.42 4.91 3.66
∗∗ 0.45 5.38 3.01∗∗
repnomt+1 0.23 2.77 2.02
∗∗ 0.49 6.01 3.39∗∗
reprealt+1 0.41 4.7 3.5
∗∗ 0.41 4.67 2.6∗∗
Panel B: Equation (1.3.9)
rnomt+1 -0.07 -0.91 -0.64 0.19 2.39 1.3
∗
rrealt+1 0.06 0.77 0.55
∗∗ 0.13 1.59 0.85∗
repnomt+1 -0.11 -1.36 -0.95 0.14 1.68 0.9
∗
reprealt+1 0.04 0.43 0.31
∗ 0.06 0.7 0.37
Motivated by the findings of Lacerda and Santa-Clara (2010), I now consider a moving average dividend
growth control variable. Similarly to Lacerda and Santa-Clara (2010), I create a 10 year moving average
dividend growth variable. I then lag it to make sure there is no look ahead bias when estimating. I estimate
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the following two expanding window equations:
yLt+1 = β0 + β1dp
L
t (ω) + β2∆d
L,MA
t + εt+1 (1.3.10)
yLt+1 = β0 + β1dp
L




t + εt+1 (1.3.11)
where yL is either returns (rt+1) or the equity premium (r
ep
t+1) (nominal and real), ∆d
L,MA is the 10 year
moving average of dividend growth, and eqis is percent equity issuing. I do not bootstrap the MSE-F statistics,
but rather obtain the p-values from the tables in McCracken (2007).
Table 1.8: Out-Of-Sample Performance- Equation (1.3.11)
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables
are either returns or the equity premium, both nominal and real. Panel A reports results for the CRSP data
while Panel B reports results for the SP500 data. All numbers reported are in percentage terms. ∆RMSE is
the RMSE difference between the unconditional and conditional forecast for the same sample/forecast period.
A positive number signifies superior OOS conditional forecast. The OOS statistics are calculated as reported
in section 1.3.5. Significance levels are based off of the (McCracken, 2007) asymptotic values.
∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
20 yrs 1965
Panel A: CRSP
rnomt+1 0.78 9.21 6.29
∗∗∗ 0.79 9.27 5.52∗∗∗
rrealt+1 0.52 5.95 3.92
∗∗ 0.42 4.84 2.75∗∗
repnomt+1 0.73 8.39 5.68
∗∗∗ 0.68 7.82 4.58∗∗∗
reprealt+1 0.55 6.13 4.05
∗∗∗ 0.44 4.83 2.74∗∗
Panel B: SP500
rnomt+1 0.91 10.97 7.64
∗∗∗ 0.64 7.66 5.14∗∗∗
rrealt+1 0.62 7.32 4.89
∗∗∗ 0.49 5.59 3.67∗∗
repnomt+1 0.76 9.28 5.52
∗∗∗ 0.42 5.05 2.87∗∗
reprealt+1 0.48 5.64 3.23
∗∗ 0.32 3.62 2.03∗∗
Both CRSP and the SP500 had positive, statistically significant out-of-sample performance when equation
(1.3.10) was estimated. For brevity, I do not report the results of equation (1.3.10) since they are only an
improvement on equation (1.3.9), but not on equation (1.3.8). The out-of-sample results for equation (1.3.11)
can be found in Table 1.8. From Table 1.8 we can see that there are substantial improvements in the OOS
R2’s for both CRSP and the SP500 over both Tables 1.6 and 1.7 if we add a lagged moving average dividend
growth control variable.
To evaluate the out-of-sample performance over time for equation (1.3.11), I construct the Welch and
Goyal (2007) out-of-sample plots. These can be seen in the Appendix. From the plots we can see that
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equation (1.3.11) has consistent positive performance out-of-sample since the start of the out-of-sample
evaluation period. There is a dip in performance during the 1990’s, which is consistent with the findings of
Chen (2009) and Ang and Bekaert (2006). Despite this fall in out-of-sample predictability the past 20 years
out-of-sample are better than that of equation (1.3.8). In conclusion, we can see that the mixed frequency
approach combined with a slow moving dividend growth component and percent equity issuing can result in
consistently positive and highly statistically significant out-of-sample performance for both CRSP and the
SP500.
1.3.7 Out-Of-Sample Portfolio Application
We have seen that the mixed frequency data improves the out-of-sample performance of the models specified
in sections 1.3.5 and 1.3.6. Now, how can we judge the usefulness or economic benefits of those models?
Following Welch and Goyal (2007), Campbell and Thompson (2008), and Ferreira and Santa-Clara (2011), I
compare the models based on the the certainty equivalence (CEV) measure of a trading strategy.





where γ is a risk aversion parameter, rft+1 is the risk free rate, E[rt,equity] is the expected return on the asset
forecasted using all data available up to time t, and σ2t+1,equity is the variance of the asset forecasted by a
GARCH(1,1) process using all data available up to time t. The only input that varies across the portfolios
under consideration are the estimates of the expected returns, either via mixed frequency data or annual single
frequency data.
Using the Markowitz optimal weights, I then calculate the portfolio return at the end of each time period
t+ 1 as:
rpt+1 = wt,equityrt+1,equity + (1− wt,equity)rft+1. (1.3.13)
I then iterate the process until the end of the sample period. This allows us to compare the economic benefits
of the two methods at hand.
To evaluate the performance of the two portfolios, I calculate the certainty equivalent return (CEV):




where rp is the mean of the portfolio returns and σ2(rp) is the variance of those returns. The CEV is
the risk-free return that a Markowitz optimal investor with a risk-aversion coefficient of γ would consider
equivalent to investing in the strategy. Further, the CEV can also be viewed as the fee an investor would
be willing to pay to use the information in each forecast model. The CEV gain can be viewed as the fee an
investor would be willing to pay to use the information in the mixed frequency model over the annual single
frequency model.
Welch and Goyal (2007) choose a γ = 3, based off a power-utility investor, whereas Ferreira and Santa-
Clara (2011) set γ = 2. I consider a number of different values for γ, specifically I set γ = 1, 2, 3, 4, 5, 6.
This allows the models under consideration here to contribute to an investment strategy not just by increasing
the average trading performance, but also by reducing the variance.
Table 1.9: Certainty Equivalent (CEV) Gains of SP500
This table provides the out-of-sample CEV gains in percent for the mixed frequency model (equation (1.3.3))
over the annual single frequency (equation (1.3.4)). Panel A reports results for the models with a single
predictor. Panel B reports results when controls are used as specified in equation (1.3.11) are reported as well.
γ = 1 γ = 2 γ = 3 γ = 4 γ = 5 γ = 6
Panel A: Equations (1.3.3) & (1.3.4)
CEV Gain 0.89% 2.19% 3.48% 4.77% 6.07% 7.37%
Panel B: Equation (1.3.11)
CEV Gain 0.38% 1.03% 1.67% 2.32% 2.97% 3.60%
I consider two different models when forecasting returns. The first is the single dividend price ratio
regressor model. The mixed frequency dividend price ratio equation is specified as in (1.3.3) and the single
annual frequency model is specified as in (1.3.4). The second model under consideration is equation (1.3.11).
For the sake of brevity, I only report the out-of-sample portfolio CEV gains for the SP500 dataset starting in
1965. The results for the CRSP dataset are consistent with the SP500 results.
Table 1.9 reports the CEV measure for the portfolios where expected returns were either forecasted using
the mixed frequency approach or the annual single frequency approach. We would expect the more accurate
forecasting model to result in higher CEV measures.
Looking at Table 1.9 we can see that the mixed frequency approach has CEV gains over the annual
frequency approach for all values of γ for the SP500 dataset. Panel A shows that the mixed frequency
portfolio with the single regressor consistently garners a higher CEV than the annual portfolio. The CEV
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gains are about range from just under 1% with very low risk aversion to gains as high as 7.37% for higher
levels of risk aversion. Since the gains increase as the level of risk aversion increases, we can infer that the
mixed frequency approach results in a much lower variance than the annual single frequency approach.
In Panel B, we see that the CEV gains are not as high for the mixed frequency approach when we include
additional control variables, specifically the 10 year dividend growth moving average and the percent equity
issuing activity. The CEV gains for this specification range from 0.38% to 3.60%. The mixed frequency
approach appears to be the more useful model for investors, offering higher economic gains than the annual
single frequency approach. This is especially true when an investor is more risk averse and only uses the
mixed frequency dividend price ratio to forecast returns.
1.4 Long Horizon Empirical Results
In this section, I continue to present empirical results for large equity markets. All empirical results that
follow are for long horizons. We first look at the in-sample long horizon results and then the out-of-sample
long horizon results.
1.4.1 Long Horizon Regressions
Within this subsection I explore predictability at longer horizons following the method of Ang (2011), Engsted
and Pedersen (2009), Chen (2009), and many others. Specifically, I directly estimate16 the following long































t (ω) + ε
rep
t+k (1.4.3)
16Equations (1.4.1), (1.4.2) and (1.4.3) are estimated via OLS using the Almon polynomial specification. Once the weights are
estimated via OLS, I re-scale them to obtain the slope coefficient and normalized weights. For this reason, I am able to write the
equations with the normalized weights and recovered slope coefficients.
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where again, dpLt (ω) is our MIDAS regression weighted dividend price ratio. The null hypothesis of no
predictability I want to test for each equation is as follows: bkr = 0 for equation (1.4.1), b
k
d = 0 for equation
(1.4.2), and brep = 0 for equation (1.4.3). An acceptance of the null hypothesis implies that the MIDAS
regression weighted dividend price ratio has no predictive power at long horizons.





is no longer serially uncorrelated, but rather follows a MA(k− 1) process. With a large enough sample and if
the horizon is not too long, then the OLS estimator will be consistent. Hence, I am more so concerned with
correct inference as this is what becomes distorted due to the over-lapping observations used to construct the
long horizon return or dividend growth.
Within the literature it is common to use Newey and West (1987) t-statistics or Hodrick (1992) t-statistics
for inference. Valkanov (2003) and Liu and Maynard (2007) have demonstrated that they may not be
appropriate for inference of long horizon regressions. Liu and Maynard (2007) showed that the Newey and
West (1987) t-statistic has poor size for various specifications17 of the xt (independent) variable. Ang (2011)
also demonstrated that the Newey and West (1987) t-statistics did not have high power for long horizon
inference.
Liu and Maynard (2007) show that the Campbell and Dufour (1995) and Campbell and Dufour (1997)
sign and signed rank tests can be used to conduct inference on long horizon regressions. In order to use
the sign and signed rank methods for long horizon regressions, I first rearrange the long horizon equations
defined earlier in the section. First, consider the following:
k∑
j=1
yt+j = β0 + β(k)xt + εt+k (1.4.4)
where in our case y is either returns, the equity premium or dividend growth and x is dpLt (ω). The null
hypothesis of no predictability is β(k) = 0.
17Specifically, they simulate size and power when xt is generated by an AR(1) process, a historical break model, a markov
switching model, a long-memory model and a STOP-BREAK model.
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Liu and Maynard (2007) suggest rearranging the long horizon regression to follow an approach similar
to Jegadeesh (1991) and Cochrane (1991). Now, define the long horizon regression instead as:
yt+1 = α0 + α(k)
k∑
j=1
xt+j−k + εt+1 (1.4.5)
where once again y is either returns, equity premium or dividend growth and x is dpLt (ω).
This rearrangement will avoid the MA(k − 1) process in the error terms. The null hypothesis β(k) = 0
for equation (1.4.4) is the same as the null hypothesis α(k) = 0 for equation (1.4.5). Because of this,
Jegadeesh (1991) and Cochrane (1991) suggest testing the α(k) = 0 hypothesis instead of the hypothesis
β(k) = 0. Under this specification, a rejection of the null α(k) = 0 also implies a rejection of the null
β(k) = 0.18
Following the notation of Liu and Maynard (2007), the original sign (ST ) and signed rank (SRT ) tests
from Campbell and Dufour (1995) and Campbell and Dufour (1997) are as follows:
ST (yt+1, gt, r, s) =
T−s∑
t=1+r
u((yt+1 − b0)gt) (1.4.6)
SRT (yt+1, gt, r, s) =
T−s∑
t=1+r
u((yt+1 − b0)gt)R+t+1(b0) (1.4.7)
where u is an indicator function indicating whether or not yt+1 − b0 is greater than or equal to zero and
R+t+1(b0) =
∑T−s
t=j+r u(|yt+1 − b0| − |yj − b0|). In equations (1.4.6) and (1.4.7), r is the rank and s is the
number of observations that were truncated. Define xk∗ as the median centered19 value of
∑k
j=1 xt+j−k.
Again, following Liu and Maynard (2007), I test ST (yt+1, x(ω)k∗t , k − 1, 1), which follows a binomial
distribution, and SRT (yt+1, x(ω)k∗t , k − 1, 1), which is described by the Wilcoxon signed-rank test.
The simulations of Liu and Maynard (2007) demonstrated that the above sign and signed rank test
perform very well when applied to long horizon regression inference. They are slightly conservative, but they
do not over reject. Given how robust the tests are to long horizon regression inference, I only report p-values
from the sign and signed rank tests.
18It is important to note that Liu and Maynard (2007) demonstrate that this rearrangement holds true even when xt is non-stationary.
19Campbell and Dufour (1997) tried a number of centering methods and showed that this type improves test power.
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Table 1.10: Long Horizon Predictability- CRSP Dividend Growth and Returns
This table provides empirical results for long horizon predictability for both dividend growth and returns
(nominal and real). Below, K denotes the horizon in years, Coef. is the estimated coefficient, ST is as
defined in equation (1.4.6), and SRT is as defined in equation (1.4.7). As usual, *, **, *** denote statistical
significance at the 10%, 5%, and 1% levels, respectively.
K Coef. ST SRT R2 Coef. ST SRT R2
Dividend Growth Returns
nominal
5 -0.14 0.37 0.16 0.04 0.45 0.37 0.25 0.23
10 -0.18 0.09∗ 0.04∗∗ 0.08 0.62 0.22 0.13 0.36
15 -0.35 0.45 0.38 0.15 0.84 0.15 0.29 0.4
20 -0.38 0.09∗ 0.25 0.19 0.81 0.32 0.3 0.26
Dividend Growth Returns
real
5 -0.15 0.01∗∗∗ 0.01∗∗∗ 0.1 0.43 0.29 0.39 0.23
10 -0.18 0.01∗∗∗ 0.01∗∗∗ 0.12 0.62 0.33 0.39 0.35
15 -0.3 0.01∗∗∗ 0.01∗∗∗ 0.18 0.89 0.36 0.38 0.44
20 -0.11 0.03∗∗ 0.02∗∗ 0.09 1.07 0.41 0.46 0.43
From Tables 1.10 and 1.11 we can see that there is long horizon predictability of dividend growth by
dpLt (ω) and that it is primarily for real dividend growth. Engsted and Pedersen (2009) also found some
dividend growth predictability, but the estimated coefficients sometimes had the theoretically incorrect sign.
Also, they were unable to detect a significant relationship for dividend growth in the CRSP data set. By using
MIDAS regressions and leveraging higher frequency data, I am able to estimate all coefficients with the
theoretically correct signs.
The lack of statistical significance (for the most part) in Tables 1.10 and 1.11 between long horizon
returns and dpLt (ω) is not entirely surprising. Chen (2009) was unable to detect long horizon significance
when he constructed his dividend price ratio with dividends unreinvested. Ang (2011) was also unable to
detect a significant relationship between the dividend price ratio and returns, unless the 1990’s were omitted
from estimation.
Results for equation (1.4.3) are reported in Table 1.12. We can see from the top panel of the table that
the dividend price ratio for both CRSP and the SP500 does not have any statistically significant predictability
at horizons equal to five, ten, fifteen or twenty for nominal equity premium. Though, there is some evidence
of predictability at horizons fifteen and twenty for real equity premium for the CRSP data. For the SP500,
there is evidence of predictability at a horizon of fifteen years.
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Figure 1.9: Long Horizon ST and SRT p-values
This figure plots the p-values of the long horizon predictive coefficients for both CRSP and the SP500 for the
signed test and signed rank test. Each plot has the p-values using real and nominal returns/dividend growth/
equity premium. The sample is 1928 to 2017.
((a)) CRSP ∆d ((b)) CRSP r
((c)) CRSP rep ((d)) SP500 rep
((e)) Sp500 ∆d ((f)) SP500 r
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Table 1.11: Long Horizon Predictability- SP500 Dividend Growth and Returns
This table provides empirical results for long horizon predictability for both dividend growth and returns
(nominal and real). Below, K denotes the horizon in years, Coef. is the estimated coefficient, ST is as
defined in equation (1.4.6), and SRT is as defined in equation (1.4.7). As usual, *, **, *** denote statistical
significance at the 10%, 5%, and 1% levels, respectively.
K Coef. ST SRT R2 Coef. ST SRT R2
Dividend Growth Returns
nominal
5 -0.14 0.09∗ 0.03∗∗ 0.04 0.45 0.16 0.12 0.45
10 -0.14 0.13 0.5 0.04 0.62 0.29 0.39 0.32
15 -0.3 0.06∗ 0.13 0.11 0.85 0.24 0.14 0.37
20 -0.3 0.04∗∗ 0.19 0.1 0.86 0.45 0.23 0.23
Dividend Growth Returns
real
5 -0.16 0.01∗∗∗ 0.01∗∗∗ 0.11 0.43 0.22 0.25 0.43
10 -0.15 0.02∗∗ 0.01∗∗∗ 0.08 0.61 0.37 0.31 0.32
15 -0.28 0.15 0.14 0.17 0.88 0.15 0.22 0.42
20 -0.03 0.06∗ 0.06∗ 0.09 1.13 0.45 0.38 0.4
The tables reported here understate the long horizon predictability found for both CRSP and the SP500 as
only four horizons are shown. Figure 1.9 plots the p-values from the sign and signed rank tests from a horizon
of two years to a horizon of twenty years (K=2 to K=20). We can see that some real return predictability does
exist for the SP500, and some nominal return predictability exists for CRSP at the 10% level. We can also
see that there are some pockets of nominal dividend growth predictability in both CRSP and the SP500.
Figure 1.9 also shows us that the predictability of real dividend growth remains statistically significant
through most of the horizons. This holds true for both CRSP and the SP500. Specifically, the CRSP real
dividend growth predictability is statistically significant, at the 10% level, at 100% of the horizons tested
above when judged by both the sign and signed rank tests. For CRSP nominal dividend growth is statistically
significant at the 10% level at about 50% of the horizons when judged by both tests. Though we see only one
or two instances of real and nominal market returns being statistically significant, the real equity premium
has a number of statistically significant horizons at the 10% level.
For the SP500, there is significance for real dividend growth predictability at the 10% level about 89% of
the time, when judged by both tests. The SP500 nominal dividend growth predictability has a number of
horizons with statistical significance at the 10% level. Similarly to the CRSP results, there are only one or
two horizons of real and nominal returns being statistically significant. The real equity premium is significant
at the 10% level at about 32% of the horizons tested above.
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Table 1.12: Long Horizon Equity Premium Predictability
This table provides empirical results for long horizon equity premium (nominal and real) predictability for
both CRSP and SP500. Below, K denotes the horizon in years, Coef. is the estimated coefficient, ST is as
defined in equation (1.4.6), and SRT is as defined in equation (1.4.7). As usual, *, **, *** denote statistical
significance at the 10%, 5%, and 1% levels, respectively.
K Coef. ST SRT R2 Coef. ST SRT R2
CRSP SP500
nominal
5 0.38 0.46 0.32 0.22 0.39 0.33 0.32 0.19
10 0.49 0.41 0.25 0.43 0.52 0.5 0.46 0.42
15 0.75 0.28 0.19 0.51 0.79 0.12 0.17 0.49
20 1.1 0.5 0.3 0.53 1.21 0.45 0.46 0.47
CRSP SP500
real
5 0.36 0.33 0.2 0.21 0.37 0.33 0.38 0.18
10 0.49 0.18 0.15 0.35 0.51 0.25 0.31 0.37
15 0.8 0.08∗∗∗ 0.05∗∗ 0.42 0.82 0.01∗∗∗ 0.01∗∗∗ 0.44
20 1.37 0.12 0.07∗ 0.51 1.47 0.31 0.3 0.49
I also estimate equations (1.4.1), (1.4.2), and (1.4.3) with annual single frequency data for comparison.
The results for the SP500 dataset are similar to those of the CRSP dataset, thus I only report results for
CRSP. Further, the results with the annual single frequency data are largely similar to those established in the
literature. Looking at Figure 1.10, we can see that the annual frequency dividend price ratio does not have a
statistically significant relationship with nominal dividend growth at any horizon. For real dividend growth,
there are only a handful of horizons with significance below the 10% level, compared to all horizons being
statistically significant below the 10% level for the mixed frequency approach.
For the real equity premium, we can see that the annual single frequency approach has two horizons with
p-values below the 10% threshold as judged by both the sign and sign-rank test. However, with the mixed
frequency approach we have that 35% of the horizons tested are below the 10% threshold as judged by both
the sign and sign-rank test. These results imply that the use of mixed frequency data is beneficial when it
comes to detecting predictability at longer horizons.
1.4.2 Long Horizon Out-of-Sample Evaluation
Now that we have seen that there does exist statistically significant predictability at long horizons, I explore
the out-of-sample performance here. Again, following Welch and Goyal (2007), I estimate expanding
out-of-sample long horizon regressions 20 years after the sample begins. I do this for horizons equal to five,
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Figure 1.10: CRSP Long Horizon ST and SRT p-values
This figure plots the p-values of the long horizon predictive coefficients for the signed test and signed rank
test. In each plot, the mixed frequency (MIDAS) results are plotted with the annual single frequency results.
Each plot has the p-values using real and nominal returns/dividend growth/ equity premium. The sample is
1928 to 2017.
((a)) Nominal ∆d ((b)) Real ∆d
((c)) Nominal r ((d)) Real r
((e)) Nominal rep ((f)) Real rep
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ten, fifteen and twenty years. out-of-sample performance is again measured by the ∆RMSE, the OOS R2
and the MSE-F statistic as defined in section 1.3.5. The MSE-F p-values reported below are all derived from
the bootstrap procedure referenced in section 1.3.5.
I evaluate performance of (real and nominal) dividend growth, returns, and the equity premium at various
horizons. Nominal dividend growth and nominal returns for both CRSP and the SP500 have poor long horizon
out-of-sample performance so they are not reported here. Table 1.13 reports the out-of-sample performance
for real dividend growth, for both CRSP and the SP500. We can see from the table that both have statistically
significant positive out-of-sample performance for horizons of ten, fifteen and twenty years.
Table 1.13: Out-Of-Sample Performance- Real Dividend Growth
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables are
long horizon real dividend growth. All numbers reported are in percentage terms. ∆RMSE is the RMSE
difference between the unconditional and conditional forecast for the same sample/forecast period. A positive
number signifies superior OOS conditional forecast. The OOS statistics are calculated as reported in section
1.3.5. Significance levels are based off of the bootstrap procedure described in earlier sections.
Horizon ∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
CRSP SP500
5 -0.24 -2.68 -1.67 -0.25 -2.62 -1.63
10 2.32 21.29 14.61∗∗∗ 1.96 18.22 12.03∗∗∗
15 2.33 17.31 9.21∗∗∗ 1.9 14.57 7.5∗∗∗
20 0.88 6.65 2.42∗∗ 1 7.22 2.65∗∗
Table 1.14: Out-Of-Sample Performance- Real Returns
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables are
long horizon real returns. All numbers reported are in percentage terms. ∆RMSE is the RMSE difference
between the unconditional and conditional forecast for the same sample/forecast period. A positive number
signifies superior OOS conditional forecast. The OOS statistics are calculated as reported in section 1.3.5.
Significance levels are based off of the bootstrap procedure described in earlier sections.
Horizon ∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
CRSP SP500
5 -1.62 -9.59 -5.6 -1.84 -10.13 -6.16
10 4.21 16.05 10.32∗∗∗ 4.26 14.99 9.52∗∗∗
15 10.32 31.67 22.71∗∗∗ 10.81 30.72 19.51∗∗∗
20 9.45 28.55 13.59∗∗∗ 8.96 25.49 11.63∗∗∗
Likewise, Table 1.14 reports the out-of-sample performance for real returns. We see results similar to
that of Table 1.13, statistically significant positive out-of-sample performance for horizons of ten, fifteen and
twenty years for both the SP500 and CRSP. For the SP500, it appears that a horizon of five years always
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results in poor out-of-sample performance for all dependant variables while horizons of ten, fifteen and
twenty years result in positive out-of-sample predictability.
The same general pattern appears to hold true for the CRSP data as well. We can see from Table 1.15
that once again, at horizon equal to five years we have negative out-of-sample performance. However, Table
1.16 tells a slightly different story for the CRSP data. When it comes to predicting the real equity premium,
the CRSP data has positive out-of-sample performance for all four horizons considered, with three being
highly statistically significant.
Table 1.15: Out-Of-Sample Performance- Real Equity Premium
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables are
long horizon real equity premiums. All numbers reported are in percentage terms. ∆RMSE is the RMSE
difference between the unconditional and conditional forecast for the same sample/forecast period. A positive
number signifies superior OOS conditional forecast. The OOS statistics are calculated as reported in section
1.3.5. Significance levels are based off of the bootstrap procedure described in earlier sections.
Horizon ∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
CRSP SP500
5 0.2 1.03 0.67 -0.18 -0.87 -0.55
10 8.65 26.46 19.43∗∗∗ 9.27 26.97 19.94∗∗∗
15 15.31 34.37 23.04∗∗∗ 16.42 35.47 24.18∗∗∗
20 21.46 39.95 22.62∗∗∗ 19.53 35.95 19.09∗∗∗
We can see from the results within this section that the out-of-sample R2 tends to increase monotonically
with respect to the horizons20 under consideration. Table 1.13 is an exception, where it appears that the
performance improves up through a horizon of ten years and then slightly declines. This is evident in the
decreasing MSE-F statistic and OOS R2 for horizons of fifteen and twenty years. For Tables 1.14 and 1.16
the OOS R2 increases up through a horizon of fifteen years with a slight decrease in a horizon of twenty years.
Table 1.15 has an increasing OOS R2 through all horizons under consideration for both the SP500 and CRSP.
Overall, the findings within this section are consistent with those from section 1.4.1. In section 1.4.1, we
had statistical significance at multiple horizons for real dividend growth and the real equity premium. Given
this, it is not surprising to find both with good out-of-sample performance.21
20Note, we are only considering four different horizons, so this may not necessarily hold at a more granular level where horizon is
increased by one year.
21That is not to say that a highly statistically significant in-sample predictor will always have positive out-of-sample performance
or vice verse.
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Table 1.16: Out-Of-Sample Performance- Nominal Equity Premium
This table provides the out-of-sample results for the mixed frequency estimation. The dependent variables
are long horizon nominal equity premiums. All numbers reported are in percentage terms. ∆RMSE is the
RMSE difference between the unconditional and conditional forecast for the same sample/forecast period. A
positive number signifies superior OOS conditional forecast. The OOS statistics are calculated as reported in
section 1.3.5. Significance levels are based off of the bootstrap procedure described in earlier sections.
Horizon ∆RMSE OOS R2 MSE-F ∆RMSE OOS R2 MSE-F
CRSP SP500
5 0.76 4.6 3.23∗∗ -0.09 -0.49 -0.31
10 9.3 35.2 29.33∗∗∗ 9.14 32.65 26.17∗∗∗
15 16.63 46.46 38.18∗∗∗ 16.69 44.71 35.58∗∗∗
20 17.9 43.43 26.1∗∗∗ 14.52 35.13 18.41∗∗∗
1.5 Conclusion
The empirical results from this paper indicate that through the application of MIDAS regressions, the dividend
price ratio predicts dividend growth, market returns and the equity premium. Asimakopoulos et al. (2017)
found that the dividend price ratio growth is the predictable component of the dividend price ratio when
MIDAS regressions were used. The findings of this paper are not necessarily in contrast to theirs.
This paper demonstrates that it matters how we aggregate the dividend price ratio when exploiting high
frequency data. By using MIDAS regressions, I show that in many cases we can uncover predictability. In
particular, we saw that weighting the dividends in each month differently uncovered statistical significance
across large equity markets.
Not only could we uncover statistical significance across large equity markets, but we also saw that there
are gains in utilizing high frequency data compared to annual data. The gains for nominal and real dividend
growth in-sample were relatively consistent over time. Out-of-sample we saw that the MIDAS regression
weighted dividend price ratio resulted in predictability gains post 1965. We also saw that the inclusion
of additional predictors with the mixed frequency dividend price ratio resulted in consistent, statistically
significant out-of-sample predictability of returns and equity premium. These models resulted in portfolios
with higher CEV measures, showing they not only offer statistical improvements out-of-sample, but also
economic benefits to the investor.
Engsted and Pedersen (2009) found strong predictability of long horizon real dividend growth, but with
the theoretically incorrect sign. Chen (2009) does not find dividend growth predictability at any horizon
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greater than one when the sample begins in 1926. Similarly, Ang (2011)22 only finds dividend growth
predictability at the one year horizon. With a mixed frequency approach, I found strong predictability of long
horizon real dividend growth with the theoretically correct sign. I also showed that there is some predictability
with nominal dividend growth in US equity markets. Chen (2009) found a statistically significant relationship
between dividend growth and the equity premium, but only for two horizons. Here, I find significance at
multiple horizons. In addition, I find strong long horizon out-of-sample performance for both the real and
nominal equity premium, real dividend growth and real market returns.
22Note, Ang (2011) does not test a horizon greater than 5. However, we find significance between horizon 1 and 5.
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CHAPTER 2
Long- and Short-term Cryptocurrency Volatility Components: A GARCH-MIDAS Analysis
2.1 Introduction
Bitcoin is surely not short on publicity as its rise, subsequent decline and volatile swings have drawn the
attention from academics and business leaders alike. There are many critics. For example, Nobel laureate
Joseph Stiglitz said that bitcoin ought to be outlawed whereas fellow Nobel laureate Robert Shiller said the
currency appeals to some investors because it has an anti-government, anti-regulation feel. Many business
leaders, including Carl Icahn and Warren Buffett, characterized its spectacular price increases as a bubble.
Jamie Dimon, CEO of JP Morgan called it a fraud, and implicitly alluding to bubbles which ultimately burst,
predicted that it eventually would blow up. Along similar line, Goldman Sachs CEO Lloyd Blankfein is on
the record for saying that the currency serves as a vehicle for perpetrating fraud, although he acknowledged
that the currency could have potential if volatility drops.
Cryptocurrencies has its defenders and enthusiasts as well. The CME Group listed Bitcoin futures in
mid-December 2017 and Nasdaq plans to launch Bitcoin futures this year. The currency also has many
supporters in Silicon Valley. The listing of Bitcoin futures and the proliferation of cryptocurrencies in general
has generated a growing literature on the topic.
Most of the existing studies focus on Bitcoin returns. For example, Baur et al. (2018) show that Bitcoin
returns are essentially uncorrelated with traditional asset classes such as stocks or bonds which points to
diversification possibilities. Others investigate on the determinants of Bitcoin returns. The findings of Li and
Wang (2017), among others, suggest that measures of financial and macroeconomic activity are drivers of
Bitcoin returns. Kristoufek (2015) considers financial uncertainty, Bitcoin trading volume in Chinese Yuan
and Google trends as potential drivers of Bitcoin returns. The inclusion of Google trends as some sort of
proxy for sentiment or interest is fairly common within the literature (see, for example, Polasik et al. (2015)).
A recurrent theme in the literature is the question to which asset class Bitcoin belongs, with many comparing
it to gold, others to precious metals or to speculative assets (see, among others, Baur et al. (2018), or Bouri
et al. (2017)). Some have classified Bitcoin as something in between a currency and a commodity (see, for
example, Dyhrberg (2016)). For other recent contributions see Cheah et al. (2018), Khuntia and Pattanayak
(2018) and Koutmos (2018).
A second strand of literature tries to model Bitcoin volatility. Among the first papers is Balcilar et al.
(2017) who analyze the causal relation between trading volume and Bitcoin returns and volatility. They find
that volume cannot help predict the volatility of Bitcoin returns. Dyhrberg (2016) explores Bitcoin volatility
using GARCH models. The model estimates in Dyhrberg (2016) suggest that Bitcoin has several similarities
with both gold and the dollar. Bouri et al. (2017) find no evidence for asymmetry in the conditional volatility
of Bitcoins when considering the post December 2013 period and investigate the relation between the VIX
index and Bitcoin volatility. Al-Khazali et al. (2018) consider a model for daily Bitcoin returns and show that
Bitcoin volatility tends to decrease in response to positive news about the US economy. Finally, Katsiampa
(2017) explores the applicability of several ARCH-type specifications to model Bitcoin volatility and selects
an AR-CGARCH model as the preferred specification. Although this paper suggests that Bitcoin volatility
consists of long- and short-term components, it does not investigate the determinants of Bitcoin volatility.
We use the GARCH-MIDAS model of Engle et al. (2013b) for investigating the economic determinants of
long-term Bitcoin volatility. While all the previous studies considered Bitcoin returns/volatility as well as their
potential determinants at the same (daily) frequency, the MIxed Data Sampling (MIDAS) technique offers a
unique framework to investigate macroeconomic and financial variables that are sampled at a lower (monthly)
frequency than the Bitcoin returns as potential drivers of Bitcoin volatility. Specifically, the two-component
GARCH-MIDAS model consists of a short-term GARCH component and a long-term component. The model
allows explanatory variables to enter directly into the specification of the long-term component.
As potential drivers of Bitcoin volatility, we consider macroeconomic and financial variables, such as
the Baltic dry index and the VIX, but also Bitcoin specific variables, such as trading volume. In addition,
we analyze the drivers of the volatility of the S&P 500, the Nikkei 225, gold and copper. This allows for a
comparison of the effects on the different assets and provides further useful insights for a classification of
Bitcoin as an asset class.
Our main findings can be summarized as follows: First, Bitcoin volatility is negatively related to US
stock market volatility. This observation is consistent with investors who consider Bitcoin as a safe-haven.
Second, in contrast to stock market volatility, Bitcoin volatility behaves pro-cyclical, i.e. increases with
higher levels of global economic activity. Third, the response of Bitcoin volatility to higher levels of US
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stock market volatility is the opposite from the response of gold volatility. This questions the meaningfulness
of comparisons between Bitcoin and gold. Finally, while most previous studies focused on short-term
relationships using exclusively daily data, our results highlight the importance of also investigating the
relationship between long-term Bitcoin volatility and its economic drivers.
In section 2.2 we introduce the GARCH-MIDAS model as it is applied in the current setting. Section 2.3
describes the data. The empirical results are presented in Section 2.4. Section 2.5 concludes the paper.
2.2 Model
We model Bitcoin volatility as a GARCH-MIDAS processs. Engle et al. (2013b) discuss the technical details
of this class of models where the conditional variance is multiplicatively decomposed into a short-term
(high-frequency) and a long-term (low-frequency) component. The long-term component is expressed as a
function of observable explanatory variables. This allows us to investigate the financial and macroeconomic
determinants of Bitcoin volatility. In the empirical application, we consider daily Bitcoin returns and monthly
explanatory variables.
We define daily Bitcoin returns as ri,t = 100 · (ln(Pi,t − ln(Pi−1,t)), where t = 1, . . . , T denotes the
monthly frequency and i = 1, . . . , Nt the number of days within month t. We assume that the conditional
mean of Bitcoin returns is constant, i.e.





The innovation Zi,t is assumed to be i.i.d. with mean zero and variance one. hi,t and τt denote the short- and
long-term component of the conditional variance, respectively. The short-term component hi,t varies at the
daily frequency and follows a unit-variance GARCH(1,1) process











where Xt denotes the explanatory variable and ϕ(ω1, ω2) a certain weighting scheme. We opt for the Beta
weighting scheme which is given by
ϕk(ω1, ω2) =
(k/(K + 1))ω1−1 · (1− k/(K + 1))ω2−1∑K
j=1 (j/(K + 1))
ω1−1 · (1− j/(K + 1))ω2−1
. (2.2.5)
By construction, the weights ϕk(ω1, ω2) ≥ 0, k = 1, . . . ,K, sum to one. In the empirical application, we
impose the restriction that ω1 = 1 which implies that the weights are monotonically declining. Following
Conrad and Loch (2015), we employ three MIDAS lag years, i.e. we choose K = 36 for the monthly
explanatory variables. Our empirical results show that this choice is appropriate in the sense that the estimated
weights approach zero before lag 36. As in Engle et al. (2013b), we estimate the GARCH-MIDAS models by
quasi-maximum likelihood and construct heteroscedasticity and autocorrelation consistent (HAC) standard
errors.
2.3 Data
Our analysis utilizes cryptocurrency specific data, measures of financial conditions, and measures of macroe-
conomic activity from May 2013 to December 2017. Data are collected from a number of sources and are
described in more detail in what follows.
2.3.1 Data descriptions
Daily Bitcoin prices and trading volumes were taken from bitcoinity.1 The monthly realized volatility for
Bitcoin was constructed using daily squared returns. The Bitcoin (BTC) trading volume by currency is simply
the sum of all BTC traded in a selected period in specific currencies. It is worth noting, however, that traders
are able to trade in any currency they choose, regardless of geographic location.
The financial measures used consist of the following: commodity ETFs, a luxury goods index, monthly
realized volatility and daily returns for the S&P500 and the Nikkei 225, the VIX index, and the Variance Risk
1All data on data.bitcoinity.org is retrieved directly from exchanges through their APIs and is regularly updated for accuracy.
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Premium. For the luxury goods index we use the S&P Global Luxury Index (Glux). This offers exposure to
over 80 luxury brands in a number of countries. For our commodities, we use SPDR Gold Shares ETF (GLD)
and iPath Bloomberg Copper ETF (JJC).
The S&P500 monthly realized volatility is constructed using the daily realized variances,RV arSPi,t , based
on 5-minute intra-day returns from the Oxford-Man Institute of Quantitative Finance. The daily realized vari-







The Nikkei 225 monthly realized volatility is constructed analogously. The VIX index, from the Chicago
Board of Options Exchange (Cboe), is computed from a panel of options prices and is a “risk-neutral” implied
volatility measure of the stock market. It is frequently referred to as a “fear index” and is a gauge of perceived
volatility, in both directions. The Variance Risk Premium, V RPt, is calculated as the difference between the
squared VIX and the expected realized variance. Assuming the realized variance is a random walk, this is
then a purely data-driven measure of the risk premium.
The measure of macroeconomic activity used consists of the Baltic dry index (BDI), retrieved from
Quandl.2 BDI is an economic indicator issued by the Baltic Exchange based in London and was first released
in January 1985. The BDI is a composite of the following four different Baltic indices: the Capesize,
Handysize, Panamax, and Supramax. Everyday, a panel submits current freight cost estimates on various
routes. These rates are then weighted by size to create the BDI. The index covers a range of carriers who
transport a number of commodities and provides a cost assessment of moving raw materials by water. It is
frequently thought of as a good indicator of future economic growth and production.
Since Bitcoin has been receiving more attention in the news, we follow Kristoufek (2015) and utilize
Google Trend data to see how this may contribute to the volatility of Bitcoin. We use monthly indexes
constructed by Google Trends for all web searches and monthly indexes for news searches only. The spikes
in the indices coincide with big events, both positive and negative. Moreover, we were able to match large
weekly swings in the index to specific events throughout the sample period. Periods in the sample where
Bitcoin did not have any major events take place had low, constant interest index values. Hence, we believe
that the Google Trends index is a fair proxy for large events, both positive and negative, that may affect the
volatility of Bitcoin.
2Note, Quandl’s data source for the BDI is Lloyd’s List.
46
2.3.2 Summary statistics
Table 2.1 provides summary statistics. Panel A presents descriptive statistics for the Bitcoin returns as well as
returns on the S&P 500, Nikkei 225, Gold and Copper. The average daily Bitcoin return is 0.271% during
our sample period. On an annualized basis, this corresponds to a return of approximately 68% which is much
higher than for the other assets (e.g., 11.34% for the S&P 500). However, the minimum and maximum of
daily Bitcoin returns are also much more extreme than for the other assets. This is also reflected in a kurtosis
of 11.93 (vs. 5.99 for the S&P 500). Note that Bitcoins are traded seven days per week while the other
assets are not traded over the weekend or on bank holidays which explains the variation in the number of
observations across the assets. The extraordinary price development of the Bitcoin is depicted in Figure 2.1.
In particular, the price action in 2017 is dramatic: from January 2017 to December 2017 the Bitcoin price
increased by 1318%!
Figure 2.1: Bitcoin Price development in the 2013:M5 to 2017:M12 period
The monthly realized volatilities (RV) are presented in Panel B. Clearly, Bitcoin realized volatility stands
out as by far the highest. The average annualized Bitcoin RV is 73% as compared to 11% for the S&P 500.
Figure 2.2 shows the times series of annualized monthly realized volatilities. During the entire sample period
Bitcoin realized volatility by far exceeds realized volatility in all other assets. Specifically, the year 2017 was
characterized by unusually low volatility in stock markets: in 2017 the Cboe’s volatility index, VIX, fell to
the lowest level during the last 23 years and realized volatility in US stock markets was the lowest since the
mid-1990s. In sharp contrast, Bitcoin volatility was increasing over almost the entire year.
Panels C and D provide summary statistics for the macro/financial and Bitcoin specific explanatory
variables. Prior to the estimation, all explanatory variables are standardized.
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Table 2.1: Descriptive statistics
The reported statistics include the mean, the minimum (Min) and maximum (Max), standard deviation (SD),
Skewness (Skew.), Kurtosis (Kurt.), and the number of observations (Obs.). The sample covers the 2013M05
- 2017M12 period.
Variable Mean Min Max SD Skew. Kurt. Obs.
Panel A: Daily return data
Bitcoin 0.271 -26.620 35.745 4.400 -0.139 11.929 1706
S&P 500 0.045 -4.044 3.801 0.748 -0.423 5.985 1176
Nikkei 225 0.043 -8.253 7.426 1.389 -0.391 7.817 1145
Gold -0.012 -5.479 4.832 0.967 0.022 5.873 1177
Copper -0.004 -5.126 6.594 1.323 0.018 4.812 1177
Panel B: Monthly realized volatilities (annualized)
RV-Bitcoin 73.063 21.519 224.690 42.349 1.414 5.472 56
RV-S&P 500 10.879 4.219 28.435 4.825 1.263 4.909 56
RV-Nikkei 225 19.701 6.336 41.969 9.328 0.981 3.039 56
RV-Gold 14.519 8.026 30.734 5.014 1.052 3.735 56
RV-Copper 20.132 8.265 36.396 6.037 0.493 2.930 56
RV-Glux 12.469 4.087 31.537 5.114 1.359 5.536 56
Panel C: Monthly explanatory variables
VIX 14.684 9.510 28.430 3.602 1.424 5.832 56
VRP 9.819 -8.337 20.299 5.837 -0.463 4.538 56
Baltic dry index 983.150 306.905 2178.059 383.597 0.774 3.613 56
RV-Glux 12.469 4.087 31.537 5.114 1.359 5.536 56
Panel D: Monthly Bitcoin specific explanatory variables
Google Trends (all) 7.661 2.000 100.000 14.395 5.156 32.147 56
Google Trends (news) 10.625 2.000 100.000 15.304 4.056 22.532 56
US-TV 2308314 603946 4947777 1047524 0.573 2.686 56
CNY-TV 24897595 4693 173047579 42509087 2.180 7.056 56
Table 2.2 presents the contemporaneous correlations between the realized volatilities of the different
assets. While there is a strong co-movement between the realized volatilities of the S&P 500 and the
Nikkei 225 as well as a very strong correlation of both RVs with the realized volatility of the luxury goods
index, Bitcoin realized volatility is essentially uncorrelated with the RV of all other assets. Although the
contemporaneous correlations are close to zero, the correlation between RV olBitt and RV ol
SP
t−1 is -0.1236
and between RV olBitt and RV ol
SP
t−2 is -0.2623. This suggests that lagged S&P 500 realized volatility may be
a useful predictor for future Bitcoin volatility.
In the empirical analysis, we use the explanatory variables in levels. This is justified because the
persistence of the explanatory variables is not too strong at the monthly frequency. For example, the first
order autocorrelation of the Baltic dry index and trading volume in US dollars is 0.79 and 0.48, respectively.
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Nevertheless, we also estimated GARCH-MIDAS models using the first difference of the explanatory
variables. All our results were robust to this modification.
Table 2.2: Contemporaneous correlations between monthly realized volatilities.
The table reports the contemporaneous correlations between the various realized volatilities. The sample
covers the 2013M05 - 2017M12 period.
RV-Bitcoin RV-S&P 500 RV-Nikkei 225 RV-Gold RV-Copper RV-Glux
RV-Bitcoin 1.000 -0.074 -0.048 0.059 -0.080 -0.179
RV-S&P 500 1.000 0.636 0.369 0.252 0.818
RV-Nikkei 255 1.000 0.634 0.333 0.743




2.4.1 Macro and financial drivers of long-term Bitcoin volatility
In this section, we analyze the determinants of long-term Bitcoin volatility. In general, once the long-term
component is accounted for, the short-term volatility component is well described by a GARCH(1,1) process.
As potential drivers of Bitcoin volatility, we consider measures of volatility and risk in the US stock market
as well as a measure of global economic activity. These measures have been shown to be important drivers of
US stock market volatility in previous studies (see, among others, Engle et al. (2013b), Conrad and Loch
(2015), and Conrad and Kleen (2018)). Bouri et al. (2017) found only weak evidence for a relation between
US stock market volatility and Bitcoin volatility. However, their analysis was based on daily data and focused
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on short-term effects. In contrast, the GARCH-MIDAS model allows us to investigate whether US stock
market volatility has an effect on long-term Bitcoin volatility. For comparison, we also present how these
measures are related to the volatility of the S&P 500, the Nikkei 225 and the volatility of gold and copper.3
As a benchmark model, we estimate a simple GARCH(1,1) for the Bitcoin returns. The parameter
estimates are presented in the first line of Table 2.3. The constant in the mean as well as the two GARCH
parameters are highly significant. The sum of the estimates of α and β is slightly above one. Therefore,
the estimated GARCH model does not satisfy the condition for covariance stationarity. This result is likely
to be driven by the extreme swings in Bitcoin volatility and suggests that a two-component model may be
more appropriate.4 We also estimated a GJR-GARCH and – somewhat surprisingly – found no evidence for
asymmetry in the conditional volatility.
The remainder of Table 2.3 presents the parameter estimates for the GARCH-MIDAS models. For those
models, the estimates of α and β satisfy the condition for covariance stationarity, i.e. accounting for long-term
volatility reduces persistence in the short-term component. First, we use S&P 500 realized volatility as an
explanatory variable for long-term Bitcoin volatility. Interestingly, we find that RV olSPt has a negative and
highly significant effect on long-term Bitcoin volatility. Since the estimated weighting scheme puts a weight
of 0.09 on the first lag, our parameter estimates imply that a one standard deviation increase in RV olSPt this
month predicts a decline of 17% in long-term Bitcoin volatility next month. The finding that RV olSPt is
negatively related to Bitcoin volatility is in contrast to the usual findings for other markets. For comparison,
Tables 2.4 and 2.5 present parameters estimates for GARCH-MIDAS models applied to the S&P 500 and the
Nikkei 225. As expected, higher levels of RV olSPt predict increases in S&P 500 long-term volatility as well
as increases in the long-term volatility of the Nikkei 225.
Second, we find that the VIX and RV-Glux are negatively related to long-term Bitcoin volatility. Since
both measures are positively related to RV olSPt (see Table 2.2), this finding is not surprising. Again,
Tables 2.4 and 2.5 show that the opposite effect is true for the two stock markets.
Third, Table 2.3 implies that the VRP has a significantly positive effect on long-term Bitcoin volatility. A
high VRP is typically interpreted either as a sign of high aggregate risk aversion (Bekaert et al. (2009)) or
3Fang et al. (2018) investigate whether global economic policy uncertainty predicts long-term gold volatility. We are not aware of
any applications of the GARCH-MIDAS to copper returns.
4Also Katsiampa (2017) estimates a non-stationary GARCH(1,1) for Bitcoin returns (see his Table 1). See also Chen et al. (2018)
for GARCH estimates of Bitcoin volatility.
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high economic uncertainty (Bollerslev et al. (2009)). We observe the same effect for the Nikkei 225 (see
Table 2.5) but no such effect for the S&P 500 (see Table 2.4).
Fourth, we find a strong positive association between the Baltic dry index and long-term Bitcoin volatility.
The finding of a pro-cyclical behavior of Bitcoin volatility is noteworthy, since it contrasts with the counter-
cyclical behavior usually observed for financial volatility (see Schwert (1989), or Engle et al. (2013b)).
Table 2.3: Bitcoin: financial and macroeconomic explanatory variables.
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
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Table 2.4: S&P 500
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c



































































Table 2.5: Nikkei 225
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c















































































According to the Akaike and Bayesian information criteria the preferred GARCH-MIDAS model is based
on the Baltic dry index. The left panel of Figure 2.3 shows the estimated long- and short-term components
from this specification. About 65% percent of the variation in the monthly conditional volatility can be
explained by movements in long-term volatility. For comparison, the right panel shows the long- and short-
term components for the model based on the volatility of the luxury goods index. Clearly, the comparison of
graphs confirms that the Baltic dry index has more explanatory power for Bitcoin volatility than RV-Glux.
Figure 2.3: Baltic Dry Index and RV Glux
The figure shows the annualized long-term (bold red line) and short-term (black line) volatility components
as estimated by the GARCH-MIDAS models with the Baltic dry index (left) and the realized volatility of the
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Finally, Table 2.6 presents the GARCH-MIDAS estimates for gold and copper. In the table, we include
only explanatory variables for which the estimate of θ is significant. We find that the GARCH persistence
parameter, β, is high for both Gold and Copper across all models. Long-term gold volatility is positively
related to realized volatility in the S&P 500, the VIX and realized volatility in the luxury goods index.
Interestingly, there is a strongly negative relation between long-term copper volatility and the baltic dry index.
Elevated levels of global economic activity go along with high demand for copper and, hence, an increasing
copper price and low volatility.
Table 2.6: Gold and Copper
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c




































































In summary, we find that the behavior of long-term Bitcoin volatility is rather unusual. Unlike volatility in
the two stock markets and volatility of gold/copper, Bitcoin volatility decreases in response to higher realized
or expected volatility in the US stock market. A potential explanation might be that Bitcoin investors may
have lost faith in institutions such as governments and central banks and consider Bitcoin as a safe-haven.5
Further, while stock market volatility and copper volatility behave counter-cyclical, Bitcoin volatility appears
to behave strongly pro-cyclical. This is an interesting result that distinguishes Bitcoin from stocks but also
from commodities or precious metals. Since Bitcoin neither has an income stream (as compared to stocks)
nor an intrinsic value (as compared to commodities), it is often compared to precious metals such as gold.
5For example, in a Reuters article from April 11, 2013, it is argued that the Bitcoin “currency has gained in prominence amid the
euro zone sovereign debt crisis as more people start to question the safety of holding their cash in the bank. Bitcoins shot up in value
in March when investors took fright at Cyprus’ plans to impose losses on bank deposits.”
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However, our results suggest that the link between Bitcoin volatility and macro/financial variables is very
different from the link between those variables and stocks/copper/gold.
2.4.2 Bitcoin specific explanatory variables
Next, we consider Bitcoin specific explanatory variables. The parameter estimates are presented in Table 2.7.
As expected, we find that both Google Trend measures (all web searches and monthly news searches) are
significantly positively related to Bitcoin volatility. That is, more attention in terms of Google searches
predicts higher levels of long-term volatility.6 Finally, we estimate two models that include Bitcoin trading
volume in US dollar (US-TV) and Chinese yuan (CNY-TV), respectively. In both cases, we find a significantly
negative effect of trading volume. We conjecture that increasing trading volume goes along with higher
levels of “trust” or “confidence” in Bitcoin as a payment system and, hence, predicts lower Bitcoin volatility.
Recall that Balcilar et al. (2017) analyze the causal relation between trading volume and Bitcoin returns and
volatility. They find that volume cannot help predict the volatility of Bitcoin returns. It appears therefore
that separating out long-term components is important in finding significant patterns between volatility and
trading volume.
Table 2.7: Bitcoin specific explanatory variables
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c
Variable µ α β m θ ω2 LLF AIC BIC




















































6There is already some evidence that Google searches can be used to forecast macroeconomic variables such as the unemployment
rate (see D’Amuri and Marcucci (2017)).
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2.5 Conclusions
Cryptocurrency is a relatively unexplored area of research and the fluctuations of Bitcoin prices are still poorly
understood. As cryptocurrencies appear to gain interest and legitimacy, particularly with the establishment
of derivatives markets, it is important to understand the driving forces behind market movements. We tried
to tease out what are the drivers of long-term volatility in Bitcoin. We find that S&P 500 realized volatility
has a negative and highly significant effect on long-term Bitcoin volatility and that the S&P 500 volatility
risk premium has a significantly positive effect on long-term Bitcoin volatility. Moreover, we find a strong
positive association between the Baltic dry index and long-term Bitcoin volatility and report a significantly
negative effect of Bitcoin trading volume.
It is worth noting that there are a number of series we considered - such as crime-related statistics - which
did not really seem to explain Bitcoin volatility, despite the popular press coverage on the topic. We also
experimented with a flight-to-safety indicator suggested in Fleming et al. (2012) and found that long-term
Bitcoin volatility tends to decrease during flight-to-safety periods. This result squares with our finding of a
negative relation between Bitcoin volatility and risks in the US stock market.
Since our findings suggest that Bitcoin volatility forecasts based on the GARCH-MIDAS model are
superior to forecasts based on simple GARCH models, our results can be used, for example, to construct
improved time-varying portfolio weights when building portfolios of Bitcoins and other assets such as
stocks and bonds. Our results may also be useful for the pricing of Bitcoin futures, since they allow us to
anticipate changes in Bitcoin volatility at longer horizons. Finally, the GARCH-MIDAS model can be used
to simulate Bitcoin volatility based on alternative scenarios for the development of the US stock market or
global economic activity. We look forward to sort out these possibilities in future research.
Nevertheless, we would like to emphasize that all our results are based on a relatively short sample period.
It will be interesting to see, whether our results still hold in longer samples and when the Bitcoin currency





Economic forecasts are crucial inputs for policy makers, regulators, businesses, and investors. A common
method of obtaining such forecasts is via a poll of professionals who are asked to provide their assessments
of the future state of the economy. Such polls typically fall under the moniker “Consensus”. Within the field
of economics and finance, key examples of Consensus polls include the Survey of Professional Forecasters1
and Consensus Economics2. In this paper we explore an alternative to Consensus, wherein the forecasts are
crowdsourced.
Crowdsourcing can be defined as the practice of obtaining needed services, ideas, or content by soliciting
contributions from a large group of people, and especially from the on-line community3. For our purposes,
crowdsourcing differs from Consensus in two key ways: i) openness of the poll, and ii) composition of the
participants. Regarding openness, poll administrators may allow anyone to contribute (i.e. an open poll)
or restrict contributions to specific individuals (i.e. a closed poll). Throughout the balance of this paper
we consider Consensus polls to be closed to the public, inviting only professional forecasters to participate.
Meanwhile, we refer to crowdsourced polls as those that are open to anyone, including professionals and
non-professionals alike.
This paper compares forecasts of U.S. Nonfarm Payrolls (NFP) from Consensus as derived by Bloomberg,
with those from a crowdsourcing platform called Estimize4. We find that on average, Consensus forecasts are
slightly more accurate than Estimize. The source of the relative forecasting accuracy does not seem to reside





participate. Instead, we find that a small group of “All stars” are important. Specifically, the best Estimize
forecasters are significantly more accurate than the best Consensus forecasters. This finding is consistent
with the notion of super-forecasters from Tetlock and Gardner (2015) and Clement (1999) who suggests that
forecaster ability improved the accuracy of analysts’ forecasts. We also find that, when the pool of Consensus
forecasters is uncertain and herds together, the Estimize forecasters appear to be more accurate.
Although common in fields such as image analysis, biomedical, and urban planning, crowdsourcing
platforms like Estimize are rare in economics and finance. Notable examples include Chen et al. (2014)
that shows textual analysis of user’s posts on seekingalpha.com, a popular opinion forum for stock market
investors, has predictive power for future stock returns and earnings surprises. Brown et al. (2017) shows
that sentiment analyses via Twitter messages may improve prediction accuracy on sports betting exchanges.
Peeters (2018) finds that crowdsourcing in soccer valuations is more accurate than typical models. Finally,
Adebambo et al. (2015) find that crowdsourced earnings forecasts on the Estimize platform are more accurate
than Consensus.
Surowiecki (2005) explores the “wisdom of the crowds” by identifying the circumstance under which
crowdsourcing is likely to be successful. Specifically, a wise crowd is necessarily: i) diverse, ii) independent,
and iii) decentralized. Diversity of opinion allows for the broadest possible information set to be used. An
independent decision making process may prevent individual errors from being correlated with one another.
Furthermore, independence is more likely to lead to new information being introduced to the crowd, thereby
fostering diversity. Decentralization allows for individuals to specialize and acquire local knowledge.
This characterization of a “wise crowd” is complemented and expanded upon by Simmons et al. (2011)
who suggest that a crowd is wise if it is diverse, independent, knowledgeable, and motivated to be accurate.
Diversity and independence are criterion shared by both Simmons et al. (2011) and Surowiecki (2005).
The decentralized aspect of Surowiecki (2005) rests upon the poll participant’s ability to aggregate local
information, which is akin to the knowledgeable criterion of Simmons et al. (2011). However, the motivation
for accuracy noted by Surowiecki (2005) is unique. In the following we provide a brief survey of the literature,
organized by these four criterion (diversity, independence, decentralization, and motivation for accuracy).
First, Batchelor and Dua (1995) attribute the success of their sample of crowdsourced forecasts to the
diversity of their participants. Similarly, while studying a crowdsourced platform of company earnings
forecasts, Adebambo et al. (2016) finds that crowdsourced forecasts are more accurate than Consensus, and
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that this relative forecast accuracy increases with forecaster diversity. Specifically, relative to Consensus, the
crowdsourced forecasters tend to have more varied professional backgrounds.
Second, regarding independence, Brown (1993) attributes the success of crowdsourcing in the context of
earnings forecasts to the averaging across a large pool of forecasts, thereby allowing the idiosyncratic error of
individual forecasters to be canceled out. This virtue of crowdsourcing is largely supported by the forecast
model averaging work of Clemen (1989), among others, who notes that forecast combination schemes can be
more accurate than any single forecasting technique.
Third, Adebambo et al. (2016) suggests that the decentralized nature of the Estimize crowdsourcing
platform permits the forecasters to more effectively incorporate local information. Similarly, Lang et al.
(2016) find that when forecasting a wide range of market outcomes for an anonymous Fortune 100 company,
crowdsourcing is 70% more accurate than standard forecasting techniques. The authors attribute the relative
accuracy of crowdsourcing to its ability to exploit specialized information obtained by the forecasters.
Fourth, incentives may influence the behavior of Consensus forecasters in a way that mutes their
motivation for accuracy. As shown by Ager et al. (2009) and Gallo et al. (2002), members of the Consensus
forecast may be attracted to the mean forecast, inducing a herding behavior. In the context of corporate
Earnings per Share (EPS) forecasts, Jame et al. (2016) notes myriad ways in which incentive structures and
conflicts of interest would prevent a crowd of traditional Wall Street analysts from being “wise”. Furthermore,
Jame et al. (2016) highlights that approximately half of Estimize EPS forecasts are issued in the two days
prior to the earnings announcement date, while less than 2% of Thomson Reuters’ Institutional Brokers’
Estimate System forecasts, which is used as a Consensus measure, are issued in the same period. The authors
suggest that this finding supports the notion that sell-side analysts are somehow adversely incentivized not to
include all relevant information.
As Lamont (2002) suggests, forecasters may produce biased forecasts because they may not have an
incentive to report a value that minimizes expected square forecast error, but may optimize profits, wages,
credibility, shock value, marketability, or political power. Clements (2018) offers herding as a potential
explanation for this behavior. According to Clements (2018) herding occurs when forecasters put undue
weight on the views of others, which either moves their forecasts toward or away from the Consensus view
in a way that is detrimental to forecast accuracy. Clements et al. (2007) show that a Mincer Zarnowitz type
regression can be used to test herding. Holden and Peel (1990) provide an augmented version of this test
based off of the forecast error and a test of the associated intercept.
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Clements et al. (2007) emphasize that these tests are typically performed for one horizon at a time,
suggesting that a more powerful approach would come from pooling across horizons. The situation that
Clements et al. (2007) describes is known as Fixed Event Forecasts. In our setting, a poll participant might
submit a forecast on December 15th for January’s Nonfarm Payrolls number. That same participant might
submit another forecast on December 17th for that same January Nonfarm Payrolls number. This is in contrast
to Rolling Event Forecasts where, for example, on the 15th of each month the poll participants are asked to
submit their forecast for the following month’s Nonfarm Payrolls number.
The Estimize database is a type of fixed event forecast. However, the Clements et al. (2007) approach
is not applicable since theirs was derived for a single forecaster (i.e. the FED), whereas ours has multiple
forecasters. Clements et al. (2007) point to the work of Davies and Lahiri (1995) as a possibility for including
multiple poll participants, but their approach is built for rolling event forecasts. Moreover, our measure of
Consensus is a rolling event forecast, and so our methodology must be robust to both type of surveys.
Forecast efficiency is typically evaluated via forecast revisions. Ager et al. (2009) build on the pooled
approach of Clements et al. (2007) and develop a test of whether or not forecast revisions are predictable.
Again, as outlined above, these pooled approaches are not applicable in our setting. Moreover, our database
does not include forecast revisions, which limits our ability to explore efficiency.
To the best of our knowledge, we are the first to explore the accuracy of the Estimize platform for
economic forecasts. This is the same platform studied by Jame et al. (2016), but our focus is on the labor
markets rather than company earnings. Perhaps closest to our application is Montgomery et al. (1998), which
compares the accuracy of a number of forecasting methods for the U.S. unemployment rate. The universe of
models considered includes a variety of linear and nonlinear time series models as well as a consensus survey
forecast of the U.S. unemployment rate. Their findings show that forecasting performance can be greatly
improved by combining subjective methods with traditional time series models.
Our focus on the NFP is motivated by its stated importance as an indicator of the health of the US
economy. As indicated by Taylor (2010), the NFP is known to impact Federal Reserve policy. Moreover,
Miao et al. (2013) shows that the broad U.S. equity market responds to NFP releases. The Federal Reserve
Bank of San Francisco (2004) suggests three main reasons why NFP can be considered the most important
indicator for measuring the overall health of the U.S. economy. First, the NFP is highly correlated with the
overall economy and is published on a higher frequency (monthly) than GDP (quarterly). Second, the NFP
report can be disaggregated by industry, permitting for a detailed understanding of labor market conditions.
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Last, monthly national NFP data is complemented by publications at the state and metropolitan level, allowing
for regional analysis. Moreover, out of the 80 measures of the economy tracked by Estimize, it is the one
with the longest time history and largest number of forecasts.
The rest of the paper proceeds as follows. In Section 3.2 we describe the Estimize platform and the
related crowdsourcing forecasts, as well as provide summaries of the Consensus forecasts and our object
of interest, the monthly NFP. In Section 3.3 we evaluate the accuracy of the Consensus and crowdsourced
forecasts. In Section 3.4 we identify the source of the relative forecasting accuracy, and in Section 3.5 we
conclude.
3.2 Data
In this section we describe the data used in our study. In the first subsection below we detail the Estimize
platform and its forecasts of NFP. In the second and third subsections we summarize the Consensus NFP
forecasts and the NFP data, respectively. We conclude with exploratory analysis.
3.2.1 The Estimize Platform
In this subsection we describe the structural details of the Estimize platform. Estimize was launched in
2011 as an “open financial estimates platform designed to collect forward looking financial estimates from
independent, buy-side, and sell-side analysts, along with those of private investors and academics” 5. The
platform began sourcing Earnings Per Share (EPS) estimates on equities, which today has more than 50,000
contributors and 650,000 estimates across 2,200 stocks. On its EPS platform, the Estimize user base is
split evenly between investment professionals, independent researchers, individual traders, and students (see
Drogen, L., Jha, V. (2013)). This differs from traditional aggregating platforms like the Institutional Brokers’
Estimate System (I/B/E/S), generally considered to be the Consensus for EPS forecasting, which consists
entirely of sell-side equity research analysts (i.e. professionals).
Estimize launched its Economics platform in the first quarter of 2014. The platform provides users with
the ability to forecast over 80 economic indicators across developed and major emerging markets. Major US
indicators consistently receive close to 50 estimates per release, whereas international indicators typically
5https://www.estimize.com/about
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receive less than 20. Nonfarm Payrolls are the most frequently forecasted indicator on Estimize, with 2,491
forecasts created from 4/2014 through 3/2017, compared with 1,380 for the next-highest indicator.
Estimize provides an intuitive user interface, which should permit parties of varying levels of sophistica-
tion to participate easily. The platform offers a visual history of user accuracy, as well as the actual values
for the indicator’s release and subsequent revisions. After at least one forecast has been submitted for a
monthly release of an indicator, an average will appear in a “Value” box, allowing users to observe what the
community believes. Forecasts that are deemed unrealistic, or are entered in the wrong units, are “flagged”
by Estimize as outliers6.
A useful characterization of the Estimize platform would be that of a real-time Delphi method. The survey
literature (for example, Green et al. (2007), Aengenheyster et al. (2017) and others) defines a conventional
Delphi process as one in which experts within a certain field submit their forecasts on a future topic along
with their reasoning behind the forecast. The process is iterative, with multiple rounds where the forecasts
and justifications are shared after the completion of each round. The expert participants would then use the
information from the previous round to revise their prior forecasts.
The real-time Delphi method is similar to the conventional process, where participants are asked to
provide a forecast for some future event. However, a real-time Delphi method need not be iterative, and
feedback can be provided continuously. Since a real-time Delphi method does not require rounds, participants
can submit as many forecasts as they want at any point in time. The forecasts are accepted up until the actual
object of interest is revealed, after which participants are instantly able to determine their forecast accuracy.
Aengenheyster et al. (2017) note that a real-time Delphi method can only truly be administered on-line.7
The Estimize platform conforms to this definition of a real-time Delphi method. It is administered on-line,
where participants are free to log in and out as frequently as they choose. They are able to submit as many
forecasts as they wish, until the economic data is released. Once participants log onto the platform they are
able to see a complete history of previous forecasts and a quantitative assessment of all participant responses.
For the analysis in this paper, Estimize graciously provided to us all participant forecasts for Nonfarm
Payrolls (NFP) during the period of May 2014 to February 2017. There are 35 events in our sample, with
6We note the possibility of an anchoring bias induced by the display of this “Value” box. A detailed examination is beyond the
scope of our paper.
7See Aengenheyster et al. (2017) for an in depth description of Delphi methods.
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3,171 total observations. In those cases where there was more than one forecast by a user for a given month,
we followed the procedure used by Consensus and kept only the most recent forecast.
3.2.2 Consensus Forecasts
As a proxy for Consensus, we use responses from the survey of professional forecasters conducted by
Bloomberg. Note that Bloomberg polls roughly 100 professional forecasters each month. This is similar to
services like Reuters and Dow Jones, and greater than the Survey of Professional Forecasters conducted by
the Federal Reserve Bank of Philadelphia. As such, we believe Bloomberg serves as a credible proxy for
Consensus.
3.2.3 NFP Data
The U.S. Nonfarm Payrolls indicator is part of the monthly Employment Situation Report produced by the
Bureau of Labor Statistics (BLS).8 The NFP indicator measures the change in the number of workers in the
non-farm sector of the U.S. economy. The NFP data is compiled on a monthly basis by the Bureau of Labor
Statistics (BLS). Each report contains information on the coverage month’s payrolls data (i.e. As Reported)
as well as revisions to the payrolls data for the two months immediately prior (i.e. Revised) that take into
account new government and business reports as well as a recalculation of seasonality factors. There are also
annual benchmark revisions based on unemployment insurance tax records. In this paper, we examine both
the As Reported and Revised numbers.
Although U.S. data on NFP is available as early as 1948, our sample begins in 2014 due to the short
tenure of the Estimize sample.
3.2.4 Exploratory Analysis
Figure 3.1 depicts the evolution of the number of forecasters over time. We find that the number of forecasters
participating in the Consensus poll remains quite constant over our sample, with about 90 participants each
month. Meanwhile, the number of Estimize participants is generally growing over the sample, but highly
variable.
8Further details on the BLS revisions can be found on the BLS website at:
https://www.bls.gov/web/empsit/cesbmart.htm
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Figure 3.1: Monthly Participants for Estimize and Consensus
Numbers of participants making NFP forecasts in each month from April 2014 - February 2017. The
number of Estimize forecasters is indicated in red, and the number of Consensus forecasters, as measured by
Bloomberg, is indicated in blue.
Table 3.1 characterizes the sample moments of all four data sets (As Reported, Revised, Estimize,
Consensus). The table entries are ensemble averages, summarizing first over forecasts in a given month, and
then across the months. We run two-tailed t-tests of equal means of Estimize and Consensus for each of the
monthly sample statistics listed in Table 3.1. Though we see that on average Estimize tends to forecast a
higher number of payrolls each month, with a mean forecast of 215,000 compared to that of 208,000 for
Consensus, these differences are not statistically significant. We find that the only statistically significant
differences are with the average standard deviations and IQR.
The sample statistics suggest that Estimize might be more variable with a standard deviation of 28
compared to Consensus’ value of 23. Estimize’s IQR and skew is also higher than that of Consensus,
suggesting it has a wider spread in forecasts than Consensus does. We test these claims that Estimize appears
to have a wider spread than Consensus does in the forecasts. We run one-tailed t-tests of equal means for
the average monthly standard deviations and the average monthly IQR. The results indicate that Estimize
does in fact have a wider spread in forecasts than Consensus. The p-value from testing that Estimize has a
greater standard deviation than Consensus is < 0.01% and the p-value that Estimize has a greater IQR than
Consensus is 1%. This finding is depicted in Figure 3.2, which shows that the variability of forecasts for
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Estimize is much larger than the spread for Consensus. This could potentially suggest less herding amongst
the Estimize forecasters, which we discuss in Section 3.4.
Table 3.1: NFP (As Reported, Revised), Estimize, and Consensus
Sample statistics for the As Reported and Revised NFP data, as well as for the forecasts from Estimize and
Consensus, as proxied by the survey of professional forecasts conducted by Bloomberg.
The sample is from May 2014 - February 2017. The column labeleved pval contailes the p-value of a
two-tailed t-test of equality of means between the Estimize and Consensus values in each row. The *,**,***
denote statistical significance at the 10%, 5% 1% levels, respectively. Data is in thousands (’000). Each entry
is an ensemble average summarizing first over forecasts in a given month, and then across the months.
As Reported Revised Estimize Consensus pval
Mean 221 221 215 208 0.23
Median 220 225 214 207 0.21
Max 321 423 287 278 0.33
Min 126 24 145 135 0.24
Std. Dev. 55 71 28 23 <0.01***
IQR 110 91 32 27 0.03**
Skew -0.05 0.06 0.05 -0.03 0.64
N 35 35 35 35
3.3 Measuring Forecast Accuracy
Regarding forecast accuracy, Hyndman and Koehler (2006) evaluate the relative merits of myriad measures
categorized as follows: i) scale dependent measures, such as Mean Squared Error (MSE), ii) measures based
on percentage errors, such as Mean Absolute Percentage Error (MAPE), iii) measures based on relative errors,
such as Mean Relative Absolute Error (MRAE), iv) relative measures, such as Relative Mean Absolute Error
(RelMAE), and v) scaled errors, such as their preferred Mean Absolute Scaled Error (MASE). Much of the
authors’ evaluation revolves around the measure’s ability to facilitate cross-series comparisons. In our setting,
we are forecasting only a single series, and as such, such considerations are not relevant.
Dovern and Weisser (2011) examine forecasts for GDP and inflation for G7 countries provided by
Consensus Economics. Their measure of accuracy is RMSE. Loungani (2001) studies Consensus Forecasts
for GDP across 69 countries, and uses MAE, RMSE, and Thiel’s inequality coefficient. While studying
company earnings forecasts, Jame et al. (2016) compares the accuracy of crowdsourced forecasts to a
consensus measure using six measures, similar to those explored by Hyndman and Koehler (2006).
We follow Jame et al. (2016) by evaluating forecasts with several measures of accuracy to address
whether crowdsourced forecasts of NFP are more accurate than Consensus forecasts. In Table 3.2 we detail
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Figure 3.2: Estimize and Consensus Monthly Forecasts
Box plots of individual NFP forecasts for each month of the sample (May 2014 - February 2017). The
top panel captures forecasts from Estimize, while the bottom panel captures forecasts from Consensus, as
measured by Bloomberg.
the accuracy measures, wherein we denote F as the forecast, which could come either from Estimize or
Consensus, and we denote A as the actual NFP value, which could either be “As Reported” or “Revised”.
The Absolute Forecast Error (AFE), Mean Squared Forecast Error (MSFE), and Proportional Mean Absolute
Forecast Error (PMAFE) all provide a sense of accuracy that is agnostic to the sign of the forecast error.
Meanwhile, Forecast Error (FE), Percent Forecast Error (PFE), and Standard Forecast Error (SFE) all provide
a measure of the bias of the forecasts, which accommodates for the sign of the error.
Table 3.2: Definitions of forecasting accuracy and bias where F denotes the forecast of the NFP value, and A
denotes the actual NFP value. Subscripts i capture individual forecasts, and t indicates the calendar month of
the NFP event.
Absolute Forecast Error AFE |Fi,t −At|
Mean Squared Forecast Error MSFE (Fi,t −Ai,t)2









Forecast Error FE Fi,t −Ai,t
Percent Forecast Error PFE Fi,t−Ai,tAi,t
Standardized Forecast Error SFE FEi,tσFEt
In Figure 3.3 we overlay the As Reported (Revised) release of the NFP data with the Estimize and
Consensus averages for each month. A quick visual inspection suggests little difference between the
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forecasting platforms. In fact, the correlation between Estimize and Consensus is 0.86. However, closer
inspection reveals important differences.
Figure 3.3: Monthly average AFE of Estimize and Consensus for NFP Data
Monthly average AFE (as defined in Table 3.2) for Consensus forecasts (in black) and Estimize forecasts (in
red) during the period May 2014- February 2017. The left hand panel computes the AFE relative to the As
Reported NFP data, while the right hand panel computes the AFE relative to the Revised NFP data.
In the top panel of Table 3.3 we present each of the six measures outlined in Table 3.2 for both the
Estimize and Consensus forecasts as they pertain to the As Reported NFP data. In the last row of the table we
list the p-value of a two tailed t-test examining the equality of these monthly sample measures. The bottom
panel of Table 3.3 repeats this structure for the Revised NFP data. We find that there are indeed statistically
significant differences between Estimize and Consensus for all of our sample measures for both As Reported
and Revised data.
With regard to the top panel of As Reported data, Estimize appears approximately 8.5% less accurate
than Consensus, with Estimize AFE of 53 versus the Consensus AFE of 48. However, Consensus appears to
have much larger bias, with a FE of -12.26, the negative sign implying that Consensus tends to underestimate
the As Reported value. Meanwhile, Estimize has a slight positive bias, with FE of 0.72. We confirm that
Consensus has a much larger bias than Estimize with one-tailed t-tests.
The bottom panel of Table 3.3 tells a slightly different story. Consensus and Estimize are about equally
as accurate in forecasting the Revised NFP data as measured by AFE and MSFE. Consensus remains highly
negatively biased, but Estimize is now negatively biased as well. Note that Consensus is approximately twice
as biased as Estimize, with a FE of -12.94 versus -6.28 for Estimize. Though Estimize has a larger FE with
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Revised NFP data than with As Reported, one-tailed t-tests again confirm that Consensus remains more
biased than Estimize.
Also note that the Consensus appears more accurate at forecasting the As Reported data than at forecasting
the Revised data. This finding is consistent with Loungani (2001) who notes that previous studies have
suggested it is more likely that forecasters are trying to forecast the initial release of the data rather than
revisions.
Table 3.3: Sample Statistics for As Reported and Revised NFP Data
Sample statistics for each of the accuracy and bias measures outlined in Table 2 for both the Estimize and
Consensus forecasts. The top panel bases the computations off of As Reported NFP data, and the bottom
panel bases the computations off of Revised NFP data. The statistics reported are the averages of monthly
values. The column n reports the average number of participants throughout our sample, and pval reports the
p-value for a two-tailed t-test of the equality of means. The *, **, *** denote statistical significance at the
10%, 5%, and 1% levels, respectively. The sample is from May 2014 - February 2017.
As Reported n AFE MSFE PMAFE FE PFE SFE
Estimize 56 52.50 4366.83 0.35 0.72 0.15 0.02
Consensus 91 48.43 3622.11 0.23 -12.26 0 -0.43
pval < .001*** < .001*** < .001*** < .001*** < .001*** < .001***
Revised
Estimize 56 55.84 5300.34 0.43 -6.28 0.21 -0.20
Consensus 91 55.60 5427.60 0.44 -12.94 0.20 -0.42
pval 0.07* < .001*** < .001*** < .001*** < .001*** < .001***
3.4 The Source of Relative Forecasting Accuracy
In this section we examine several potential sources of the relative forecasting accuracy between Consensus
and Estimize. In subsection 3.4.1 we examine whether the ability and activity of the forecaster impacts the
relative forecasting accuracy of our samples. In subsections 3.4.2 and 3.4.3 we explore whether forecasting
horizon or the number of forecasters impacts forecast accuracy. In subsection 3.4.4 we examine the role of
public and private information. Finally, in subsection 3.4.5 we run a series of multivariate regressions to
explore the marginal explanatory power of these various potential drivers of relative forecast accuracy.
3.4.1 Forecaster Ability and Activity
In this subsection we examine whether the relative forecasting power can be attributed to a specific group of
forecasters. This type of analysis is similar in spirit to Clement (1999) who found that forecaster ability and
resources impact the accuracy of analysts’ forecasts. First, we ask if the average forecasting power comes
67
from only the best forecasters i.e. the “All Stars”? We begin by identifying individual forecasters within the
Consensus sample. We restrict our analysis to all those who had at least two forecasts over the entire sample.
We compute the mean AFE for each forecaster over the sample. We then rank the analysts from lowest AFE
(“best”) to highest AFE (“worst”). We repeat for the Estimize analysts.
Table 3.4 provides the AFE for each of the “All Star” forecasters. The first column provides the
forecaster’s rank, the second column represents the AFE for Consensus, the third column is the AFE for
Estimize, the fourth column gives the difference between those AFE’s, and the fifth column is the p-value for
a two-tailed t-test of equal means.
The results of the t-tests in the top panel of Table 3.4 suggest that there are differences among the “All
Stars” from each forecasting pool. The positive signs of the difference suggest that the AFE for Estimize
tends to be smaller than AFE for Consensus, implying greater accuracy for Estimize. These findings are
echoed in the bottom panel of Table 3.4 for Revised data.
Of particular note is the dramatically lower AFE for the top 3 Estimize “All Stars” with AFE values equal
to 2, 5, 8, for As Reported data compared to 23, 24, 24, for Consensus, as well as AFE values equal to 8, 8, 9
for Estimize Revised data compared to 17, 23, 26 for Consensus. This may not be a fair comparison. The
average number of forecasts submitted by the top 10 Consensus “All Stars” is 19 while the top 10 Estimize
“All Stars” submitted only 3 forecasts. Hence, it may not be surprising that the top Consensus forecasters
have higher AFE’s.
Due to this participation disparity we conduct a similar analysis with the most “regular” forecasters from
Consensus and from Estimize. By looking at the most “regular” forecasters, we hope to glean if the apparent
out-performance of the Estimize All-Stars is only driven by their low participation rates within our sample
size. Clement (1999) constructed a similar forecast regularity variable as a proxy for forecaster ability. He
reasons that a forecaster with more experience would have likely acquired more knowledge, which would in
turn improve their forecasting ability.
Within the entire pool of Consensus and Estimize forecasters we count the number of times each
individual forecaster submits forecasts over our sample of 34 months. We create the following four bins of
forecasting “regularity”: those who participate less than 25%9 of the time, those who participate between
9As mentioned earlier, we drop submissions from any participants that only contribute a single forecast during our sample.
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Table 3.4: Accuracy of the “All Stars” Forecasters for As Reported and Revised NFP Data
The top 10 rows are results using As Reported NFP data and the bottom 10 rows are results using Revised NFP
data. Rank is determined by calculating individual forecaster’s AFE over time and then rank ordering from
lowest AFE to highest. Only those who had at least two forecasts over the entire sample were considered.
AFEC is the AFE as defined in Table 2 for Consensus and AFEE is defined analogously for Estimize.
“Diff.” is the difference AFEC −APEE , and pval reports the p-value for the test of the equality of means.
The, *, **, *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. The sample is
from May 2014 - February 2017.
As Reported Rank AFEC AFEE Diff. pval
1 23.00 2.00 21.00 0.30
2 23.71 5.25 18.46 0.02**
3 24.20 8.33 15.87 0.01***
4 25.22 10.30 14.92 0.01***
5 27.61 12.24 15.37 0.00***
6 29.26 13.87 15.39 0.00***
7 30.55 15.03 15.52 0.00***
8 31.53 16.03 15.50 0.00***
9 32.39 16.91 15.48 0.00***
10 33.08 17.64 15.44 0.00***
Revised
1 17.29 7.50 9.79 0.20
2 23.48 8.00 15.48 0.01***
3 25.56 8.72 16.84 0.01***
4 27.42 10.42 17.00 0.01***
5 28.58 11.88 16.70 0.01***
6 29.73 13.32 16.41 0.00***
7 31.05 14.42 16.63 0.00***
8 32.10 15.49 16.61 0.00***
9 32.92 16.36 16.56 0.00***
10 33.63 17.13 16.50 0.00***
25 − 49% of the time, those who participate between 50 − 74% of the time, and those who participate at
least 75% of the time. Table 3.5 computes the AFE for each bin for the Consensus and Estimize samples.
Table 3.5 reveals several important aspects of our data. First, Consensus forecasters participate much
more regularly than Estimize forecasters. Second, among the most “regular” forecasters, the t-test results
suggest that there are differences, and the positive sign of the difference (6.73) suggests greater accuracy for
Estimize. This finding holds for the Revised numbers as well. By contrast, the least “regular” forecasters
have a negative sign of the difference in AFE (-6.73). This finding holds for the Revised data as well.10
10We note that due to the small size of the Estimize sample, any inferences should be made cautiously.
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Table 3.5: “Regular” Forecasters for As Reported and Revised NFP Data
Forecasting accuracy within four bins: those who participate less than 25% of the time, those who participate
between 25−49% of the time, those who participate between 50−74% of the time, and those who participate
at least 75% of the time. AFE is as defined in Table 2, and N is the number of forecasters. The superscripts
“C” and “E” denote Consensus and Estimize respectively. “Diff.” is the difference AFEC − AFEE , and
pval reports the p-value for the test of the equality of means. The top panel presents results for the As
Reported data while the bottom panel presents results for the Revised data. The *, **, *** denote statistical
significance at the 10%, 5%, and 1% levels, respectively. The sample used is from May 2014 - February
2017.
As Reported AFEC NC AFEE NE Diff. pval
≥ 75% 54.62 83 47.89 4 6.73 0.09*
50− 74% 49.43 12 52.01 16 -2.63 0.38
25− 49% 55.66 10 50.57 24 5.09 0.24
< 25% 45.24 17 54.94 122 -9.69 0.03**
Revised
≥ 75% 60.21 83 52.06 4 8.15 0.10*
50− 74% 55.49 12 55.16 16 0.33 0.93
25− 49% 62.72 10 56.40 24 6.32 0.25
< 25% 51.1 17 60.43 122 -9.36 0.10*
3.4.2 Forecasting Horizon
Adebambo et al. (2016) notes that the forecast horizon might be a useful determinant of the relative forecasting
power because forecasts made closer to the announcement date should contain more information, and thus
be more accurate. We investigate this claim by counting the number of days between the date a particular
month’s NFP forecast and the associated NFP release date. We group the counts into discrete buckets of
horizon: 1 week prior to the NFP release, 2 weeks prior to the NFP release, 3 weeks prior to the NFP
release, 4 weeks prior to the NFP release and over 4 weeks prior to the NFP release. Within each bucket we
compute the absolute forecast error (AFE) for the associated consensus forecasts, as well as for the associated
Estimize forecasts. The column labeled “Diff.” in Table 3.6 computes the mean Consensus AFE minus the
mean Estimize AFE. The column labeled “pval” captures the p-value from the two tailed t-test with the null
hypothesis of that difference being equal to zero.
The negative values of Diff suggest Consensus forecasters are more accurate than Estimize forecasters.
This advantage tends to grow as the horizon lengthens and is most statistically significant at one week horizon.
This is true for both As Reported as well as Revised data. Importantly, however, there is a reversal of relative
accuracy at very long horizon forecasts. When forecasts are made more than 4 weeks prior to the event,
Estimize tends to be more accurate, with this being especially true for Revised data.
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Table 3.6: Forecasting Horizon for As Reported and Revised NFP Data
Horizon is defined as the difference between the date of a particular month’s NFP forecast and the date of
the associated NFP release. The horizon is grouped into buckets: 1 week prior to release, 2 weeks prior to
release, 3 weeks prior to release, 4 weeks prior to release and over 4 weeks prior to the NFP release. AFE is
as defined in Table 2 and N is the number of forecasters. The superscripts “C” and “E” denote Consensus
and Estimize, respectively. “Diff.” is the difference AFEC −AFEE , and pval reports the p-value for the
test of the equality of means. The top panel presents results for As Reported NFP data while the bottom
panel presents results for Revised data. The *, **, *** denote statistical significance at the 10%, 5%, and 1%
levels, respectively. The sample is from May 2014 - February 2017.
As Reported AFEC NC AFEE NE Diff. pval
week 1 46.48 2374 53.23 1748 -6.75 0.00***
week 2 49.01 681 56.51 90 -7.50 0.11
week 3 53.63 83 60.47 37 -6.84 0.42
week 4 46.10 20 69.67 47 -23.57 0.04**
>week 4 82.48 92 77.96 63 4.52 0.54
Revised
week 1 50.41 2374 57.08 1748 -6.68 0.00***
week 2 56.21 681 61.64 90 -5.44 0.29
week 3 62.61 83 60.73 37 1.88 0.85
week 4 48.75 20 69.93 47 -21.18 0.05**
>week 4 181.13 92 70.07 63 111.06 0.00***
It is possible that the advantage of Consensus at shorter horizons reflects their superior ability to access
and/or incorporate high frequency public information. Analogously, the advantage of Estimize forecasters
with Revised NFP data at very long horizons, might reflect their ability to incorporate private information.
We explore these ideas further in subsection 3.4.4.
3.4.3 Number of Forecasters
Does the size of a group of forecasters (i.e. the crowd) impact it’s accuracy? The forecast model averaging
work of Timmermann (2006) suggests that this might be the case. Moreover, Adebambo et al. (2016) also
notes that the number of forecasters might influence the relative accuracy of differing forecasting groups. A
group with more forecasters could result in less herding, and thus possibly influence forecasting accuracy.
We examine the impact of the size of the crowd upon relative forecast accuracy. For each month in
our sample we compute the number of forecasters in the Estimize sample (NE). We also compute the
number of forecasters in the Consensus sample (NC). We then compute the difference in that month:
NDiff = NC − NE . We repeat this process for each month in our sample, and create three buckets of
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roughly equal size: the top tercile of NDiff , the middle tercile, and the bottom tercile. Within each bucket
we compute the mean AFE, compute the difference, and test if that difference is equal to zero.
We find that the difference in the number of analysts is not significant. We run the same analysis for
Revised NFP data, and find that the number of analysts again remains insignificant.
This finding that the number of analysts does not impact forecast accuracy is in line with that of Ashton
and Ashton (1985) and Batchelor and Dua (1995). Ashton and Ashton (1985) found that when aggregating
subjective forecasts one only needs to combine a small number of forecasts in order to realize most of the
benefits. Batchelor and Dua (1995) demonstrate how combining and aggregating individual forecasts can
increase the accuracy and the utility of the forecast. They also found diminishing gains with the inclusion of
an additional forecast after a certain N .
3.4.4 The Role of Information
Within this subsection we explore different measures of herding and its impact on forecast accuracy. As per
Jame et al. (2016) and Hong et al. (2000), we first consider the boldness of a forecast as it might be relevant
to explaining relative accuracy. The boldness statistic measures the extent to which the individual forecast
deviates from the Consensus. The larger the boldness statistic is, the less herding there is between analysts.
Boldness is computed as follows,






where F popi,t is the forecast (i) of the population (either Estimize or Consensus) made for month (t), F
full
t
is the average forecasts made for month (t) among all populations (i.e. Estimize and Consensus combined),
and F popt is the average forecast for month (t) within that population (Estimize or Consensus).
We compute boldness for every forecast from the Estimize and the Consensus samples. The average
monthly boldness for the Estimize sample is 0.13 and the average monthly boldness for the Consensus sample
is 0.12.
To examine if boldness is associated with relative forecasting accuracy, we group the boldness for
Consensus (Estimize) into bins: low, medium and high boldness. For each bin we compute the AFE, take the
difference between the Consensus and Estimize AFE, and test the equality of means via a two tailed t-test.
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In Table 3.7 we find that the average forecast error is in fact different for Consensus than it is for Estimize,
across all boldness bins. However, the differences do not appear to vary systematically across bins for either
As Reported nor Revised, suggesting little impact of boldness upon forecast accuracy.
Table 3.7: Boldness for As Reported and Revised NFP Data
The top 3 rows are results using As Reported NFP data and the bottom 3 rows are results using Revised NFP







for every individual forecast, i, from the Consensus and Estimize
sample and grouped into bins: low, medium and high boldness. AFE as defined in Table 2, and N is the
number of forecasters. The superscripts “C” and “E” denote Consensus and Estimize, respectively. “Diff.” is
the difference AFEC −AFEE , and pval reports the p-value for the test of the equality of means. The *, **,
*** denote statistical significance at the 10%, 5%, and 1% levels, respectively. The sample is from May 2014
- February 2017.
As Reported
Boldness AFEC NC AFEE NE Diff. pval
low 46.38 988 50.55 623 -4.17 0.00***
medium 46.34 1182 54.31 637 -7.97 0.00***
high 51.93 1080 59.91 658 -7.97 0.00***
Revised
low 61.26 988 53.17 623 8.09 0.00***
medium 49.90 1182 58.71 637 -8.82 0.00***
high 56.69 1080 63.56 658 -6.87 0.01***
Following Barron et al. (1998) we investigate whether the information sets of Estimize and Consensus





where V = 1N
∑N




i=1Ci. Barron et al. (1998) defines Vi as the level of uncertainty for
analyst (i) and Ci as the mean covariance between analyst (i)’s beliefs and the rest of the analysts’ beliefs.
V can be thought of as the overall uncertainty for all analysts, and C can be interpreted as the common
uncertainty. This common uncertainty, C, is different from the overall uncertainty, V , because C is the
common uncertainty based off of the analysts’ reliance on incorrect common information. All analysts
are relying on some degree of public information, which is potentially inaccurate, to form their individual
forecasts.
Within this framework, ρ is the ratio of common uncertainty to overall uncertainty. As ρ → 1, all
analysts’ beliefs are converging to some common belief based off of the publicly available information used.
Herding is generally defined as a high degree of agreement among predictions by analysts. Thus, a high ρ
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potentially indicates a high degree of herding among analysts. As ρ→ 0, all analysts’ beliefs are diverging
from the imprecise common information available to all.
Unfortunately, the above defined ρ requires data that is unobservable, and so cannot be directly calculated.
To circumvent this, Barron et al. (1998) shows that the measures of V and ρ can be recovered with observable
data as such:
V = (1− 1
N
)D + SE (3.4.1)
ρ =
SE − DN
(1− 1N )D + SE
. (3.4.2)
In the above definition, D is the unconditional sample variance of the forecasts and SE is the expectation of
mean squared forecast. The interpretations of V and ρ remain unchanged despite using the above construction.
We compute ρ and V for every month from the Estimize and the Consensus samples. For the Consensus
sample, the average monthly ρ is 0.98 and the average monthly V is 3,645. For the Estimize sample, the
average monthly ρ is 0.98 and the average monthly V is 4,394. When we compute both measures using
the Revised data, the average values of ρ remain unchanged while the average monthly V for Consensus
increases to 5,450 and for Estimize to 5,328.
To examine if uncertainty and diversity is associated with relative forecasting accuracy, we group the
monthly calculated measures for Consensus (Estimize) into bins: low, medium and high boldness. For each
bin we compute the AFE, take the difference between the Consensus and Estimize AFE, and test the equality
of means via a two tailed t-test.
In Table 3.8 we find that the average forecast error is in fact different for Consensus than it is for Estimize,
within the low diversity and low uncertainty bins using Revised data. We find no other statistically different
average forecast errors across the bins. Within subsection 3.4.5, we formally test the impact of herding upon
forecast accuracy via multivariate regressions.
3.4.5 Multivariate Regressions
Following the approach of Clement (1999) we implement a series of multivariate regressions to explore
further the relative forecasting accuracy of Estimize and Consensus.
Similar to Adebambo et al. (2016) we construct our dependent variable as the monthly mean AFE
for Consensus minus the mean AFE for Estimize. If this dependent variable is positive (negative), this
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Table 3.8: Uncertainty & Diversity for As Reported and Revised NFP Data
The top 3 rows are results using As Reported NFP data and the bottom 3 rows are results using Revised NFP
data. V and ρ are calculated as per equations 3.4.1 and 3.4.2, and grouped into low, medium, and high. “Diff.”
is the difference AFEC −AFEE , and pval reports the p-value for the test of the equality of means. The *,
**, *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. The sample is from May
2014 - February 2017.
As Reported
Diversity AFEC AFEE Diff. pval
low 19.65 23.26 -3.61 0.11
medium 40.28 43.46 -3.18 0.41
high 86.10 91.61 -5.51 0.59
Uncertainty
low 19.79 22.39 -2.60 0.11
medium 40.10 44.30 -4.20 0.26
high 86.16 91.56 -5.40 0.59
Revised
Diversity
low 19.77 24.98 -5.21 0.03**
medium 41.94 43.04 -1.10 0.81
high 106.18 100.68 -5.51 0.77
Uncertainty
low 19.77 24.56 -4.79 0.03**
medium 41.94 42.51 -0.57 0.89
high 106.18 101.67 4.52 0.81
implies that Estimize is more accurate than (less) Consensus. We examine several independent variables as
highlighted in the previous subsections. The horizon is calculated as the average number of days prior to
release that forecasts are made for Estimize (HorE) and Consensus (HorC). We compute the number of
Estimize forecasters (NE) and Consensus forecasters (NC) that submitted a forecast in any given month (t).
Measures of dispersion, ρC (ρE), and uncertainty, V C (V E), are calculated as defined above at each time (t).
We also calculate the “All Stars” and the “regulars” as described in the subsections above and include
them in the multivariate regression. The regressor BestC%t − BestE%t is defined as the percentage of
“All Stars” at month (t) for Consensus minus the percentage of “All Stars” at month (t) for Estimize.11 The
difference in “regulars”, where “regulars” are characterized as those who participated in at least half of our
sample period, is defined analogously.
11Due to the nature of this analysis, and the irregularity with which the best forecasters participate over the sample, we augment
the cutoff for “All Star” classification that was defined in Section 4.1 to be the top 30 analysts. Supplemental exercises suggest that
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(3.4.3)
Table 3.9: Multivariate Regression for As Reported NFP Data
Results for Equation 3.4.3 estimated via OLS on As Reported data. The column “Estimate” reports the
estimated coefficient for each variable. HorC−HorE is the difference in horizon, where horizon is defined as
in 3.4.2 subsection, for Consensus and Estimize. NC −NE is the difference in the number of forecasters for
Consensus and Estimize. ρC − ρE and V C − V E are defined as subsection 3.4.4. BestC%−BestE% is the
difference in the percentage of top forecasters in each month for Consensus and Estimize. RegC%−RegE%
is the difference in the percentage of regular forecasters in each month for Consensus and Estimize. SE
reports the standard error of each estimated coefficient. t-stat reports the calculated t-statistic for each estimate
and pval reports the p-value for the corresponding t-statistic. The, *, **, *** denote statistical significance at
the 10%, 5%, and 1% levels, respectively. The sample is from May 2014 - February 2017.
Estimate SE t-stat pval
(Intercept) -1.50 6.68 -0.22 0.82
HorC −HorE 1.19 0.34 3.52 0.00***
NC −NE -0.0039 0.027 -0.15 0.89
ρC − ρE 590.5 103.33 5.71 0.00***
V C − V E 0.0061 0.0006 10.97 0.00***
BestC%−BestE% -3.43 10.52 -0.33 0.75
RegC%−RegE% -6.38 8.51 -0.75 0.46
Table 3.9 presents results for the As Reported NFP data. The horizon is significant and positive, implying
that as Estimize forecasters tend to make forecasts closer to the event, they tend to be more accurate than
Consensus. We also find that ρ differences are significant and positive, implying that more herding in
Consensus relative to Estimize implies less accuracy of Consensus relative to Estimize. Similarly, the
significant positive coefficient on V implies that the higher uncertainty of Consensus relative to Estimize is
associated with a loss of relative forecasting accuracy for Consensus. The results in Table 3.10 for Revised
NFP data are largely consistent with those in Table 3.9.
In both Tables 3.9 and 3.10 we see that neither the difference in the share of “regulars” nor the difference
in the share of “All Stars” are statistically significant determinants of relative forecasting accuracy. This
finding stands in contrast to Timmermann (2006) who found that the source of relative accuracy can be traced
in part to the abilities of the forecasters. It is possible that the explanatory power of “All Stars” and “regulars”
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Table 3.10: Multivariate Regression for Revised NFP Data
Results for Equation 3.4.3 estimated via OLS on Revised data. The column “Estimate” reports the estimated
coefficient for each variable. HorC − HorE is the difference in horizon, where horizon is defined as in
3.4.2 subsection, for Consensus and Estimize. NC −NE is the difference in the number of forecasters for
Consensus and Estimize. ρC − ρE and V C − V E are defined as subsection 3.4.4. BestC%−BestE% is the
difference in the percentage of top forecasters in each month for Consensus and Estimize. RegC%−RegE%
is the difference in the percentage of regular forecasters in each month for Consensus and Estimize. SE
reports the standard error of each estimated coefficient. t-stat reports the calculated t-statistic for each estimate
and pval reports the p-value for the corresponding t-statistic. The, *, **, *** denote statistical significance at
the 10%, 5%, and 1% levels, respectively. The sample is from May 2014 - February 2017.
Estimate SE t-stat pval
(Intercept) 7.66 8.38 0.914 0.37
HorC −HorE -0.83 0.26 -3.16 0.00***
NC −NE -0.036 0.032 -1.12 0.27
ρC − ρE 579.90 96.00 6.04 0.00***
V C − V E 0.0052 0.00058 8.91 0.00***
BestC%−BestE% -13.22 14.18 -0.93 0.36
RegC%−RegE% 0.47 8.69 0.054 0.96
is subsumed by other regressors, or that our inference is contaminated by a small sample size in either length
of calender time (T ) and/or the number of participants (N ).
To explore this second possibility, we construct a pseudo matched pairs sample around the “regulars”
and “All Stars”. We use the seven most active forecasters from Consensus and the seven most active from
Estimize, thereby ensuring that we have multiple observations for each month of the data sample12. By using
the top seven most active forecasters we are also ensuring that each month in our data sample has roughly
the same number of observations. Since the seven most active forecasters from Consensus all participated
in each month of our data sample, we were able to match them with the seven most active forecasters from
Estimize. Note, only one of the most active forecasters from Estimize had participated in each month of our
sample. The least active Estimize participant (out of the most active seven) participated a total of 23 out of 34
months in our sample period. This technique allowed us to expand our sample from 34 observations to a total
of 189 observations.
With this expanded sample we specify our model similar to that above with the exception that, we do not
include the number of analysts, but instead include a measure of boldness for each forecast. The measures of
12Our general findings are robust to this choice.
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(3.4.4)
The results in Table 3.11 show some similarities with the multivariate regressions reported in Table 3.9.
In particular, we see that the difference in uncertainty remains highly significant, and is associated with higher
relative forecasting accuracy for Estimize.
Table 3.11: “Regulars” Multivariate Regression for As Reported NFP Data
Results for Equation 3.4.4 estimated via Panel OLS for As Reported data. All regressors are constructed
at the individual forecaster level. HorC −HorE is the difference in forecasting horizon, boldC − boldE
is the difference in the measure of boldness, while ρC − ρE and V C − V E are as defined in subsections
3.4.2 and 3.4.4. t-stat reports the calculated t-statistic for each estimate, and pval reports the p-value for
the corresponding t-statistic. The *, **, *** denote statistical significance at the 10%, 5%, and 1% levels,
respectively. The sample is from May 2014 - February 2017.
Estimate SE t-stat pval
(Intercept) 2.11 2.46 0.86 0.39
HorC −HorE 0.72 0.39 1.84 0.07*
ρC − ρE 101.02 168.23 0.60 0.55
V C − V E 0.0023 0.0007 3.55 0.00***
boldC − boldE 20.89 16.33 1.28 0.20
We repeat this exercise with the Revised data. The results depicted in Table 3.12 echo those of Table
3.11, with the exception that boldness matters. Specifically, a bolder Consensus is related to less relative
forecasting accuracy for Consensus, or said differently, herding amongst the “regular” Consensus forecasters
improves their accuracy relative to that of Estimize.
Based upon our findings above with the “regulars”, we also explore the “All-Stars”. We create a panel
of the AFECi −AFEEi for i = {1, ..., 30}.13 Using this approach, we were able to expand our panel to 79
observations. Within this panel dataset we no longer have all 34 months as before, but rather 17 months since
there were a number of months that only had one “All Star” from Estimize or one from Consensus. Since
many of the regressors we include require calculations based off of multiple forecasters, we removed these
months as they could potentially provide highly unreliable regressors. Further, calculating monthly averages
and standard deviations would be meaningless with so few observations.
13Our choice of 30 analysts is a compromise between focusing on the few elite forecasters from each group, while ensuring that
we have sufficient regularity of forecasts. Supplemental exercises suggest that our general findings are not sensitive to this choice.
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Table 3.12: “Regulars” Multivariate Regression for Revised NFP Data
Results for Equation 3.4.4 estimated via Panel OLS for Revised data. All regressors are constructed at the
individual forecaster level. HorC −HorE is the difference in forecasting horizon, boldC − boldE is the
difference in the measure of boldness, while ρC − ρE and V C − V E are as defined in subsections 3.4.2
and 3.4.4. t-stat reports the calculated t-statistic for each estimate, and pval reports the p-value for the
corresponding t-statistic. The, *, **, *** denote statistical significance at the 10%, 5%, and 1% levels,
respectively. The sample is from May 2014 - February 2017.
Estimate SE t-stat pval
(Intercept) -1.28 2.42 -0.53 0.60
HorC −HorE -0.33 0.34 -0.98 0.33
ρC − ρE -96.01 148.18 -0.65 0.52
V C − V E 0.0049 0.00086 5.76 0.00***
boldC − boldE 36.11 15.70 2.30 0.02**
We then regress these differences in the AFE values upon the differences in horizons, differences in
boldness, and differences in ρ and V , noting that ρ and V are computed with the universe of the “All Stars”
at each point in time.
Our results in Table 3.13 support the previously reported multivariate regression results within this
section. For the As Reported NFP data, uncertainty (V ) is highly statistically significant, positively related to
relative forecasting accuracy, and similar in magnitude to the results in Table 3.11. Similarly, the results of
Table 3.14 echo the results of Table 3.12 for Revised NFP data. Differences in uncertainty (V ) and boldness
are important. In contrast to earlier findings, ρ is important for the Revised data, implying that for “All Stars”
there is some differences in information that impacts the accuracy of the forecasts.
Table 3.13: “All Stars” Multivariate Regression for As Reported NFP Data
OLS regression output for As Reported NFP data using only the best forecasters. All regressors are also
constructed at the individual forecaster level. HorC − HorE is the difference in forecasting horizon,
boldC − boldE is the difference in the measure of boldness, while ρC − ρE and V C − V E are as defined
in subsections 3.4.2 and 3.4.4. t-stat reports the calculated t-statistic for each estimate and pval reports the
p-value for the corresponding t-statistic. The *, **, *** denote statistical significance at the 10%, 5%, and
1% levels, respectively. The sample is from May 2014 - February 2017.
Estimate SE t-stat pval
(Intercept) -4.26 2.90 -1.47 0.15
HorC −HorE 1.0086 0.43 2.35 0.02**
ρC − ρE 92.96 96.44 0.96 0.34
V C − V E 0.0090 0.0017 5.14 0.00***
boldC − boldE 2.13 21.27 0.10 0.92
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Table 3.14: “All Stars” Multivariate Regression for Revised NFP Data
OLS regression output for As Reported NFP data using only the best forecasters. All regressors are also
constructed at the individual forecaster level. HorC − HorE is the difference in forecasting horizon,
boldC − boldE is the difference in the measure of boldness, while ρC − ρE and V C − V E are as defined
in subsections 3.4.2 and 3.4.4. t-stat reports the calculated t-statistic for each estimate and pval reports the
p-value for the corresponding t-statistic. The *, **, *** denote statistical significance at the 10%, 5%, and
1% levels, respectively. The sample is from May 2014 - February 2017.
Estimate SE t-stat pval
(Intercept) -1.85 2.89 -0.64 0.52
HorC −HorE 0.65 0.412 1.56 0.12
ρC − ρE 231.20 86.74 2.67 0.01***
V C − V E 0.0050 0.00087 5.74 0.00***
boldC − boldE 46.80 20.61 2.27 0.03**
3.5 Conclusion
To the best of our knowledge, we are the first to examine the accuracy of Estimize’s crowdsourced forecasts
of U.S. Nonfarm payrolls. Estimize appears to offer a forecast aggregating platform that is comparable to the
traditional “Consensus”.
Similar to Batchelor and Dua (1995) and Adebambo et al. (2016), on average we find that Estimize
crowdsourced forecasts are similar to those of Consensus. However, closer inspection reveals important
differences. When considering the As Reported NFP data, Consensus appears more accurate in terms of mean
squared error, but tends to have a large negative bias. Meanwhile, when considering the Revised NFP data,
Estimize and Consensus are equally accurate, with the Consenus maintaining a negative bias. Consensus
tends to be more accurate at shorter horizons, while Estimize tends to be more accurate with very long
horizons.
Consistent with Timmermann (2006) the source of these differences can be traced in part to the relative
abilities of participants in each platform. For instance, the most accurate Estimize forecasters seem to be
superior to the most accurate Consensus forecasters. Moreover, consistent with Ager et al. (2009), we find
that during episodes of Consensus herding, the crowdsourced platform appears relatively more accurate. Ager
et al. (2009) link this herding to the lack of anonymity among professional forecasters and the associated
reputational concerns associated with poor, out-of-consensus forecasts.
Our study is limited by the short tenure of the Estimize crowdsourcing platform. In time, a natural
extension of our work would follow the approach of Adebambo et al. (2016) who judges the ability for
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forecasting platforms to reflect market expectations of the underlying event. In addition, since Estimize
maintains crowdsourced forecasts for over 80 U.S. economic indicators, the approach of our paper could easily
be repeated for other aspects of the economy. Lastly, again following Adebambo et al. (2015), associated
trading strategies could be developed for economically sensitive asset prices.
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APPENDIX A
Return and Dividend Growth Predictability
Figure A.1: Expanding Window Dividend Growth Regressions (CRSP Data)
This figure plots the expanding window estimated p-value for the Wald Test. I test the null hypothesis that all
12 estimated monthly weights are equal to zero. The dependant variable is real and nominal dividend growth.
The sample is 1928 to 2017.
Figure A.2: Expanding Window Dividend Growth Regressions (SP500 Data)
This figure plots the expanding window estimated p-value for the Wald Test. I test the null hypothesis that all
12 estimated monthly weights are equal to zero. The dependant variable is real and nominal dividend growth.
The sample is 1928 to 2017.
Figure A.3: Expanding Window Returns Regressions (CRSP Data)
This figure plots the expanding window estimated p-value for the Wald Test. I test the null hypothesis that all
12 estimated monthly weights are equal to zero. The dependant variable is real and nominal returns. The
sample is 1928 to 2017.
Figure A.4: Expanding Window Returns Regressions (SP500 Data)
This figure plots the expanding window estimated p-value for the Wald Test. I test the null hypothesis that all
12 estimated monthly weights are equal to zero. The dependant variable is real and nominal returns. The
sample is 1928 to 2017.
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Figure A.5: Russell 2000 Index Out-of-Sample Performance
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both returns and the dividend
growth ratio. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of
the null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
Figure A.6: Canada SP/TSX Composite Index Out-of-Sample Performance
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both returns and the dividend
growth ratio. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of
the null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
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Figure A.7: FTSE All Shares Index Out-of-Sample Performance
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both returns and the dividend
growth ratio. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of
the null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
Figure A.8: FTSE Euro First 300 Index Out-of-Sample Performance
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both returns and the dividend
growth ratio. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of
the null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
85
Figure A.9: CRSP Index Out-of-Sample Performance equation 1.3.8
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both real and nominal equity
premium. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of the
null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
Figure A.10: CRSP Index Out-of-Sample Performance equation 1.3.9
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both real and nominal equity
premium. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of the
null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
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Figure A.11: SP500 Index Out-of-Sample Performance equation 1.3.8
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both real and nominal equity
premium. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of the
null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
Figure A.12: SP500 Index Out-of-Sample Performance equation 1.3.9
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both real and nominal equity
premium. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of the
null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
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Figure A.13: CRSP Index Out-of-Sample Performance equation 1.3.11
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both real and nominal equity
premium. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of the
null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
Figure A.14: SP500 Index Out-of-Sample Performance equation 1.3.11
This figure depicts the (Welch and Goyal, 2007) annual OOS performance for both real and nominal equity
premium. As per (Welch and Goyal, 2007), the y-axis is the cumulative squared prediction errors of the
null model minus the cumulative squared prediction error of the alternative model. An increase in the
lines indicates better performance of the mixed frequency model, while a decrease in a line indicates better
performance of the null.
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APPENDIX B
Long- and Short-term Cryptocurrency Volatility Components: A GARCH-MIDAS Analysis
Table B.1: Flight-to-safety
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M06. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c
Variable µ α γ β m θ ω2 LLF AIC BIC





















































































































Table B.2: USD - Korean Won
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c































Table B.3: USD - JPY
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c











































Table B.4: CNY - USD
The table reports estimation results for the GARCH-MIDAS-X models including 3 MIDAS lag years
(K = 36) of a monthly explanatory variable X . The sample period is 2013M05 - 2017M12. The conditional
variance of the GARCH(1,1) is specified as hi,t = m+ αε2i−1,t + βhi−1,t. The numbers in parentheses are
HAC standard errors. ???, ??, ? indicate significance at the 1%, 5%, and 10% level. LLF is the value of the
maximized log-likelihood function. AIC and BIC are the Akaike and Bayesian information criteria.
c
Variable µ α β m θ ω2 LLF AIC BIC
RV-USD-KWON no convergence
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