Abstract. We consider for each t the set K(t) of points of the circle whose forward orbit for the doubling map does not intersect (0, t), and look at the dimension function η(t) := H.dim K(t). We prove that at every t, the local Hölder exponent of the dimension function equals the value of the function η(t) itself.
which gives the Hausdorff dimension of the set K(t) as a function of the parameter t. By definition, the function η(t) is monotonically decreasing, hence differentiable almost everywhere. It turns out that it is actually locally constant on an open dense set; we shall call stable set the set of parameters t for which the function t → K(t) is locally constant at t, and the complement of the stable set will be called bifurcation set and denoted by U. Clearly, the dimension function t → η(t) is locally constant on the stable set.
On the other hand, we shall see that on the bifurcation set the dimension function η(t) has the following strong self-parametrizing property: its local Hölder exponent at every bifurcation parameter equals the value of the function itself. Recall that the local Hölder exponent α(f, t) of a function f at a point t is the supremum of all values s such that f is locally Hölder continuous of exponent s in some neighborhood of t. Theorem 1. The dimension function η(t) is continuous and monotonically decreasing on [0, 1]. Moreover, for each parameter t in the bifurcation set, the local Hölder exponent of η at t equals η(t), i.e.
α(η, t) = η(t).
As a corollary, the dimension function is always locally Hölder continuous except at t = 1 2 (where η(1/2) = 0) and becomes more and more regular as t tends to 0. Moreover, the plateaux of the entropy function correspond precisely to connected components of the stable set (see Figure 1) . The set K(t) has been introduced by Urbański [8] , who proved that η(t) is continuous (also for more general expanding circle maps). More recently, a characterization of the bifurcation set has been given by Nilsson [7] . The proof of Theorem 1 follows from an explicit characterization of the binary expansions of elements in the bifurcation set, and by the remark that for each t ∈ U which has purely periodic binary expansion, the set K(t) has a Markov partition which we can easily describe. In particular, we shall give an effective algorithm to compute the Hausdorff dimension of K(t) in terms of the binary expansion of t. In order to state the theorem precisely, note that each real number t ∈ (0, 1] admits exactly one binary expansion t = 0. 1 2 . . . such that the sequence ( n ) n∈N is not eventually 0. We shall call such expansion the non-degenerate binary expansion of t.
Theorem 2. Let t ∈ U a bifurcation parameter with non-degenerate binary expansion t = 0. 1 2 . . . . Then η = η(t) the Hausdorff dimension of K(t) is given by η = − log λ log 2 where λ is a root of the equation
and P t (X) is the power series
Note that the series P t (X) always converges inside the unit disk and, by the intermediate value theorem, equation (1) has exactly one root in the interval (0, 1]. Whenever t has a purely periodic binary expansion (i.e. it is a rational number with odd denominator) of period p, the series P t (X) becomes a rational function and 2 −η(t) is the root of a polynomial of degree p.
As an example, if t = 0.001 = 1/7, then
is a root of P t (λ) = 1, i.e. satisfies λ 3 + λ 2 + λ − 1 = 0. The series P t (X) is an analog to the "kneading series" which allows to compute the entropy of multimodal interval maps. In particular, in our approach we do not need to compute the entire transition matrix, but instead we can immediately from the binary expansion of t construct a polynomial whose root is the dimension; this makes the dimension much faster to compute (compare [7] , Section 5). Let us remark that with our approach one can also recover in a more elementary way the classical result by Urbański [8] 
using word combinatorics instead of thermodynamic formalism. Note moreover that the set U can be seen as a particular subset of the set of kneading sequences of Lorenz maps, whose combinatorics is analyzed e.g. in Hubbard and Sparrow [3] and Moreira and Labarca [5] .
Word combinatorics and ordering
If S, T ∈ {0, 1} n are binary words of equal length, we write S < T to denote the lexicographical order; moreover, we shall extend the order to a partial order on the set of all finite binary words in the following way. If S = (a 1 , . . . , a n ) and T = (b 1 , . . . , b m ) are finite words, we write S << T (and read S is strongly less than T ) if there exists an index k ≤ min{m, n} such that a i = b i for all 1 ≤ i ≤ k − 1 and a k < b k . For instance, 00101 is strongly less than 01 but not strongly less than 001.
Let us define a finite word S to be dominant if it is strongly less than all its proper suffixes; that is, if for each decomposition S = XY in two non-empty words one has S << Y. For instance, 011 is dominant because 011 << 11 and 011 << 1, but 01101 is not dominant because 01101 is not strongly less than 01. We shall call a dyadic rational number r ∈ (0, 1) dominant if it admits a finite binary expansion r = 0. 1 . . . m such that the word S = 1 . . . m is dominant (note that such expansion is unique, because the dominance implies m = 1). We shall denote Q dyd the set of dyadic rational numbers contained in the interval (0, 1), and Q dom the set of dominant rational numbers in (0, 1). Finally, if S = 1 . . . m is a binary word and x ∈ [0, 1], we shall denote by
the number whose binary expansion is S followed by the binary expansion of x. The affine map x → S · x is an inverse to g m and is uniformly contracting with derivative 2 −m . Let us remark that dominant words are sometimes addressed to as Lyndon words (see e.g. [1] ). Dominant words with respect to the alternate lexicographical order play an essential role in [2] to analyze maps which are not orientation preserving.
The bifurcation set
Let us start by considering the function t → K(t) as a function into sets. We shall call a parameter t ∈ [0, 1] stable if the function t → K(t) is locally constant at t: that is, if there exists > 0 such that the equality
holds for each t ∈ [t − , t + ]. We call such a set of parameters the stable set. A parameter which is not stable will be called a bifurcation parameter, and the set of all bifurcation parameters will be called bifurcation set and denoted U. (1) the element t belongs to K(t); (2) t is a bifurcation parameter.
Proof of Lemma 3. If t ∈ K(t), then for each t > t the element t belongs to
Moreover, let us show that there exists > 0 such that for t ∈ (t − , t) we have K(t ) = K(t). If not, then there is a sequence of parameters t n → t, t n < t and a sequence of elements x n ∈ K(t n ) \ K(t). By taking forward images of x n , we then get a sequence y n = g kn (x n ) ∈ K(t n ) ∩ [t n , t]: this implies that y n → t and
for each k and n: thus, since g is continuous on S, we have g k (t) ∈ [t, 1], which contradicts the fact that t / ∈ K(t).
The main goal of this section is to characterize all connected components of the complement of U; we shall see that they are naturally labeled by dominant rational numbers.
Let us define for each dyadic rational r ∈ Q dyd the interval
with left endpoint r and right endpoint the rational number with periodic binary expansion 1 . . . m (such number will have odd denominator). The proposition will follow from the following lemmata.
Lemma 5. For each dyadic rational r ∈ Q dyd , the interval I r is contained in the stable set [0, 1] \ U.
Proof. Indeed, if r = 0. 1 . . . m , then the map g m is uniformly expanding of derivative 2 m , it has r = 0. 1 . . . m as its fixed point and maps (r, r) onto (0, r). Thus, if x ∈ (r, r), then |g k (x) − r| > |x − r|, hence g k (x) ∈ (0, x) and x / ∈ U.
Lemma 6. Let x / ∈ U. Then x belongs to some interval I r with ∂I r ⊆ U.
Proof. Let x / ∈ U, and k ≥ 1 be the minimum value such that
Let 0. 1 2 . . . the non-degenerate binary expansion of x, denote S k := 1 . . . k its truncation and write r := S k · 0 = 0. 1 . . . k . Note that the map g k is an orientation-preserving bijection from J k := S k · (0, 1) onto (0, 1) with derivative 2 k , and r := 0. 1 . . . k is its fixed point. Thus, x belongs to I r := (r, r) because if x ≥ r, then g k (x) = 2 k (x − r) + r ≥ x, contradicting eq. (2). We claim moreover that for each h = {1, . . . , k − 1} we have
which implies that both r and r belong to U. To prove eq. (3), let us pick y ∈ J k ; if y ≥ r, then
Now, if there exists y ∈ J k ∩ (0, r) such that g h (y) < r, then by the intermediate value theorem there must exist z ∈ J k ∩ (0, r) such that g h (z) = r, hence g k (z) = g k−h (r) ≥ r by the previous observation. However, this is contradictory because g k (z) ∈ g k ((0, r)) = (0, r). thus equality must hold. Note also that two intervals I r whose endpoints lie in U may not overlap, hence their union must be disjoint. Moreover, by Lemma 7 the set of rationals r for which ∂I r ⊆ U coincides with the set Q dom of dominant rationals, hence we get
As a consequence, the complement of U contains a left neighborhood of any dyadic rational, hence U has no interior.
Structure and dimension of K(t)
Let t ∈ (0, 1], and t = 0. 1 2 . . . be its non-degenerate binary expansion. For each k ≥ 1, define the word
and consider the set of words
The following proposition characterizes precisely the elements which belong to K(t) in terms of the alphabet Σ(t).
Proposition 8. Let t ∈ U a bifurcation parameter. Then we have the identity
That is, an element belongs to K(t) if and only if its (non-degenerate) binary expansion is a concatenation of words in Σ(t).
Proof. Let x ∈ K(t).
Then by definition x ∈ [t, 1], hence either x = t or the expansion of t starts with S k , where k is the first digit for which the expansions of t and x differ. Hence, x = S k · y with y ∈ [0, 1], and since K(t) is forward invariant then also y = g k (x) belongs to K(t), so x ∈ S k · K(t).
Conversely, let x = S k · y with S k ∈ Σ(t) and y ∈ K(t). We have to prove
and the claim is proven. On the other hand, fix h ∈ {0, . . . , k − 1} and compare the expansions of g k (x) and g k (t). Since the expansion of g k (x) begins with 0. h+1 . . . k−1 1 and the expansion of g k (t) begins with 0. h+1 . . . k−1 0, then we have
where in the last inequality we used that t belongs to U, and the claim is proven.
Proof of Theorem 2. Consider the setK(t) := {x ∈ K(t) : g k (x) = t ∀k ≥ 0}. Since K(t) andK(t) differ by a countable set of preimages of t, their Hausdorff dimension is the same; moreover, by Proposition 8 we haveK
The setK(t) is thus the attractor of a countable iterated function system; each map x → S k · x is an affine map of derivative 2 −k , and moreover, by construction all the images S k ·K(t) are disjoint and satisfy the open set condition ( [4] , [6] ), hence the Hausdorff dimension η ofK(t) is determined implicitely by the formula
which, by definition of Σ(t), can also be written as
thus taking X = 2 −η yields the claim.
Local Hölder exponent
Let us recall that a real function f : U → R is called Hölder continuous on U of exponent α if there exist a constant C > 0 such that for each x, y ∈ U one has
Given t ∈ U , we shall call local Hölder exponent and denote by α(f, t) the supremum of all values s for which f is Hölder continuous of exponent s on some neighborhood of t. In symbols, we shall write
is the open ball of radius and center t. Note that α(f, t) > 0 if and only if f is locally Hölder continuous at t. Moreover, by definition the local Hölder exponent is lower semicontinuous, meaning that for each t
The goal of this section is to establish Theorem 1: let us start with some preliminary remarks.
Let us first note that for t ∈ (1/2, 1] the set K(t) = {0} is one point so η(t) = 0 and there is nothing to prove, so we shall assume t ∈ [0, 1/2]. In this case, let us note that P t (X) = X + ∞ k=2 (1− k )X k , hence the function P t (x) is strictly increasing on [0, 1). Moreover, P t (0) = 0 and lim x→1 − P t (x) > 1 unless t = 1/2 (in which case P t (x) is a polynomial), thus for each t ∈ [0, 1/2] P t (x) has a unique solution λ ∈ (0, 1], which we will denote λ(t). Note also that for each x ∈ (0, 1) we have
hence λ(t) is always a simple root of P t (X).
If t ∈ [0, 1], we shall denote k (t) the k th digit of the non-degenerate binary expansion of t. Moreover, if t 1 , t 2 ∈ [0, 1], let us define m(t 1 , t 2 ) to be the first position where the binary expansions of t 1 and t 2 differ; namely, we let m(t 1 , t 2 ) := inf{k ≥ 1 :
Lemma 9. For each t 0 > 0, there exists a constant C 1 > 0 such that for each t 1 , t 2 ∈ U ∩ [t 0 , 1] one has
Proof. Indeed, |t 1 −t 2 | = 2 −m |g m (t 1 )−g m (t 2 )| ≥ 2 −m t 0 2 because both g m (t 1 ) and g m (t 2 ) belong to K(t 0 ), and the expansion of one of them
Lemma 10. Let t = 0. 1 . . . m , with S = 1 . . . m a dominant word, S = (1). Then there exists a sequence t n → t with t n > t such that t n ∈ U for each n, and
Proof. Let S = 1 . . . m a dominant word. Then for each n ≥ 1, the word S n 1 m is dominant, hence by Lemma 7 the parameter t n with periodic expansion S n 1 m belongs to U, and moreover for each k the k th digit in the binary expansion of t is less than or equal to the k th digit of the binary expansion of t n , proving the claim.
We are now ready to prove the main theorem stated in the introduction.
Proof of Theorem 1. Monotonicity of η(t) is immediate from the definition, while continuity follows from Rouché's theorem. Indeed, let t ∈ U ∩ [0, 1/2] and suppose λ = λ(t) < 1. Then, λ(t) is a simple root of P t (X), and P t (X) converges uniformly on compact sets to P t (X) as t → t,hence the root λ(t ) converges to λ(t). Suppose now λ(t) = 1, which implies t = 1/2. Then P t (X) − 1 = X − 1 has no roots in any strip {x + iy :
log 2 , then continuity of λ(t) implies continuity of η(t).
Let us now estimate the modulus of continuity of η(t). First note that, since η(t) = − log λ(t) log 2 and the function h(x) := − log x log 2 is bi-Lipschitz on [1/2, 1], it is equivalent to prove the claim for λ(t). Let t 1 , t 2 ∈ U ∩ [0, 1/2], and to simplify notation, we denote λ 1 := λ(t 1 ), λ 2 := λ(t 2 ), and also P 1 (X) := P t 1 (X), P 2 (X) := P t 2 (X) and suppose λ 1 , λ 2 < 1. Now, using that P 2 (λ 2 ) = P 1 (λ 1 ) = 1 and applying Lagrange's theorem we have
On the other hand, by writing out the power series we get (8)
where R(t 1 , t 2 ) := ±1 + for each t 1 , t 2 ∈ U sufficiently close to t. Since λ(t) is constant on the complement of U, the above upper bound actually works for any t 1 , t 2 close to t, thus proving α(η, t) ≥ η(t) for each t ∈ U.
For the lower bound, let us first note that by lower semicontinuity of the local Hölder exponent and continuity of η(t), it is sufficient to prove the lower bound on a dense subset of U; we shall prove it for all parameters t = r which are right endpoints of the intervals I r , with r ∈ Q dyd \ {1/2}. Thus, let t = 0. 1 . . . m with S = 1 . . . m a dominant word, S = (1). By Lemma 10, there exists a sequence t n → t with t n > t such that for each k and each n we have k (t) ≤ k (t n ); thus, R(t, t n ) is a power series in λ(t) whose all coefficients are either 0 or 1, hence R(t, t n ) ≥ 1 and
where C 3 := (1 − λ(t 1 )) 2 , proving the lower bound α(η, t) ≤ η(t).
