On the joint antieigenvalues of operators in normal subalgebras  by Seddighin, Morteza
J. Math. Anal. Appl. 312 (2005) 61–71
www.elsevier.com/locate/jmaa
On the joint antieigenvalues of operators
in normal subalgebras
Morteza Seddighin
Department of Mathematics, Indiana University East, Richmond, IN 47374, USA
Received 18 November 2003
Available online 5 April 2005
Submitted by J.H. Shapiro
Abstract
We will study the joint antieigenvalues of pairs of operators that belong to the same closed normal
subalgebra of B(H). This extends antieigenvalue theory from single normal operators to pairs of
commuting normal operators.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
For an operator T on a Hilbert space H , the first antieigenvalue of T , µ1(T ), is defined
by Gustafson to be
µ1(T ) = inf
Tf =0
‖f ‖=1
Re(Tf,f )
‖Tf ‖ (1)
(see [2–4]). The quantity µ1(T ) is also denoted by cosT and is called the cosine of T . The
quantity µ1(T ) has important applications in the study of the numerical range of operators
and numerical methods for optimization (see [3,7,8]). It is proved in Gustafson [5] that for
an accretive operator T we have sinT = √1 − cos2 T , where sinT is defined by sinT =
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62 M. Seddighin / J. Math. Anal. Appl. 312 (2005) 61–71inf>0 ‖T − I‖. A vector f for which the inf in (1) is attained is called an antieigenvector
of T .
Here we define the quantity
µ1(T ,S) = inf
Tf =0, Sf =0
Re(Tf,Sf )
‖Tf ‖‖Sf ‖ . (2)
We call µ1(T ,S) the joint antieigenvalue of T and S. We also call a vector f for which the
infimum in (2) is attained a joint antieigenvector of T and S.
The author and Karl Gustafson have studied µ1(T ) for normal operators on finite and
infinite dimensional spaces [9,10,15]. See also Davis [1] and Mirman [12]. Our objective
here is to generalize the results obtained for µ1(T ) to µ1(T ,S), where S and T are two
operators belonging to the same closed normal subalgebra of B(H). Note that µ1(T ) =
µ1(T , I ), where I is the identity operator. The following two theorems, summarize what
we know, as to date, about µ1(T ) for normal operators T . See [9,10,14] for their proofs.
We will use these results in the following analysis of normal subalgebras.
Theorem 1. Let T be a compact normal operator on a separable complex Hilbert space H .
Suppose
λi = βi + δii
are the eigenvalues of T and let sets E and F be defined as follows:
E =
{
βi
|λi |
}
(3)
and
F =
{
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λi |2 :
0 <
βj |λj |2 − 2βi |λj |2 + βj |λi |2
(|λi |2 − |λj |2)(βi − βj ) < 1, |λi | = |λj |
}
, (4)
then µ1(T ) = infE ∪ F .
Theorem 2. Let T be a strictly accretive normal operator such that the numerical range of
S = ReT + iT ∗T
is closed. Then we have one of the following two cases:
1. µ1(T ) = βi|λi |
for some λi = βi + δii in the spectrum of T .
2. µ1(T ) =
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
2 2|λj | − |λi |
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λi = βi + δi i, λj = βj + δj i,
where we may assume that |λi | = |λj |, in the spectrum of T .
Let us mention here that we know which pair of complex numbers in the spectrum of T
(among all possible pairs) actually express µ1(T ) in Theorems 1 and 2 above (in the case
that µ1(T ) is expressed by two eigenvalues), and that the denominators in the expressions
for µ1 are nonzero. See [15]. Let us also mention that Gustafson [6] treats a quantity
µ1(A,B) = inf
y =0
Re(AB−1y, y)
‖AB−1y‖‖y‖
similar to (2) for two SPD operators A and B , which may not commute. As we will be
clear in the following, in the present paper we will be dealing with two compact normal
operators which do commute.
2. µ1(T ,S) for elements of closed normal subalgebras
Let B(H) be the algebra of all bounded operators on a Hilbert space H . Recall that
a commutative subalgebra A(H) of B(H) is called a normal subalgebra of B(H) if
T ∈ A(H) implies T ∗ ∈ A(H). See [13]. In other words, a normal subalgebra of B(H)
is a commutative C∗ subalgebra of B(H). In this paper we are concerned with normal sub-
algebras of B(H) which are closed with respect to the norm topology of B(H) and contain
the identity operator I . Recall that the weak operator topology on B(H) is the weak topol-
ogy generated by all functions of the form T → (T x, y). A subalgebra V(H) of B(H) is
called a Von Neumann subalgebra of B(H) if it is a C∗ subalgebra which is closed with
respect to the weak topology. Such Von Neumann subalgebras are also called W ∗ subalge-
bras or rings of operators. Since the weak topology is weaker than the norm topology, every
weakly closed subset of B(H) is also closed with respect to the norm topology (see [11]).
Therefore, every commutative Von Neumann subalgebra of B(H) is a normal subalgebra
of B(H). Among normal subalgebras of B(H) are certain classes of functions of a single
normal operator N . For example, if σ(N) denotes the spectrum of N and L∞(σ (N)) de-
notes the set of all measurable functions on σ(N), then the set {f (N): f ∈ L∞(σ (N))} is
a normal subalgebra of B(H) (see [13]).
The following theorem identifies two sets within which the joint antieigenvalue
µ1(T ,S) must lie. We remark that although these expressions may appear complicated,
they may be clearly understood as sets analogous to those previously identified for single
compact normal operators, see [9,10,14,15].
Theorem 3. Let K be a closed normal subalgebra of B(H) which contains the identity
operator I. Assume ∆, the maximal ideal space of K, is countable, i.e., ∆ = {h1, h2, . . .}.
Suppose T and S are two compact operators in K and T̂ , Ŝ are Gelfand transforms of T
and S, respectively. Let λi ∈ σ(T ) and ηi ∈ σ(S) be such that
T̂ (hi) = λi = βi + δi i, Ŝ(hi) = ηi = αi + γj i.
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q(i, j) = −2(βiαi + δiγi)|λj |2|ηj |2 + (βjαj + δj γj )|λi |2|ηj |2
+ (βjαj + δj γj )|λj |2|ηi |2,
r(i, j) = (βiαi + δiγi)|λi |2|ηj |2 + (βiαi + δiγi)|λj |2|ηi |2
− 2(βjαj + δj γj )|λi |2|η2i |.
Define sets G and H as follows:
G =
{
Re(λiηi)
|λiηi | : λi = 0, ηi = 0
}
,
H =
{
2
√
((βiαi+δiγi )|λj |2−(βj αj+δj γj )|λi |2)((βj αj+δj γj )|ηi |2−(βiαi+δiγi )|ηj |2)
|λj |2|ηi |2−|λi |2|ηj |2 :
0 <
q(i, j)
q(i, j) + r(i, j) < 1, λiηj = λiηj
}
, (5)
then µ1(T ,S) ∈ G ∪ H .
Proof. There is a unique resolution of identity E on the Borel subsets of ∆ that satisfies
(Tf,f ) =
∫
∆
T̂ dEf,f (f ∈ H, T ∈ K), (6)
where T̂ is the Gelfand transform of T . So, by Gelfand–Naimark theorem (see [13]) we
have (Tf,Sf ) = (S∗Tf,f ) = ∫
∆
Ŝ∗T dEf,f =
∫
∆
Ŝ T̂ dEf,f . Also we have
‖Tf ‖2 = (Tf,Tf ) = (T ∗Tf,f ) =
∫
∆
|T̂ |2 dEf,f ,
‖Sf ‖2 = (Sf,Sf ) = (S∗Sf,f ) =
∫
∆
|Ŝ|2 dEf,f . (7)
Therefore,
Re(Tf,Sf )
‖Tf ‖‖Sf ‖ =
Re
∫
∆
Ŝ T̂ dEf,f√∫
∆
|T̂ |2 dEf,f
√∫
∆
|Ŝ|2 dEf,f
. (8)
If ∆ = {h1, h2, h3, . . .}, then the above integrals become summations. To see this, let zi =
E({hi})f , then we have
f =
∞∑
i=1
zi (9)
and
(Tf,Sf )
‖Tf ‖‖Sf ‖ =
∑∞
i=1 Re Ŝ(hi)T̂ (hi)‖zi‖2√∑∞ |T̂ (hi)|2‖zi‖2√∑∞ |Ŝ(hi)|2‖zi‖2 . (10)i=1 i=1
M. Seddighin / J. Math. Anal. Appl. 312 (2005) 61–71 65Recall that the range of the Gelfand transforms T̂ and Ŝ are σ(T ) and σ(S), respectively.
Hence we have
(Tf,Sf )
‖Tf ‖‖Sf ‖ =
∑∞
i=1 Reλiηi‖zi‖2√∑∞
i=1 |λi |2‖zi‖2
√∑∞
i=1 |ηi |2‖zi‖2
, λi ∈ σ(T ), ηi ∈ σ(S). (11)
Therefore, the problem of finding µ1(T ,S) is the same as the problem of finding the infi-
mum of the expression
B(f ) =
∑∞
i=1 Reλiηi‖zi‖2√∑∞
i=1 |λi |2‖zi‖2
√∑∞
i=1 |ηi |2‖zi‖2
(12)
on the set
∞∑
i=1
‖zi‖2 = 1. (13)
The analysis of (12) is divided into three steps. First, we assume that a joint antieigen-
vector f which has been normalized to have norm 1, has only one nonzero component and
we compute µ1(T ) based on this assumption. Next, we assume f has only two nonzero
components and compute µ1(T ) based on it. Finally, based on a convexity argument
similar to those that we made in [9,10,14] it can be shown that the number of nonzero
components of a joint antieigenvector is at most two. To avoid repetitions in our papers,
we will omit the proof of the final step and refer the reader to the just cited references. The
proofs of the first two steps are as follows.
1. Assume for a joint antieigenvector f , expressed by (9), we have zi = 1 for some i
and zj = 0 for i = j . This implies B(f ) = Re(λiηi )|λiηi | , directly from (12).
2. Assume for a joint antieigenvector f , expressed by (9), we have zi = 0, zj = 0 for
some i and j but zk = 0 if k = i and k = j . In this case (12) becomes
B(f ) = λiηi‖zi‖
2 + λjηj‖zj‖2√
|λi |2‖zi‖2 + |λj |2‖zj‖2
√
|ηi |2‖zi‖2 + |ηj |2‖zj‖2
. (14)
To find the infimum of B(f ) on the set
‖zi‖2 + ‖zj‖2 = 1,
let
a = Reλiηi, b = Reλjηj , c = |λi |2, d = |λj |2,
f = |ηi |2, h = |ηj |2 (15)
and x = ‖zi‖2. The infimum of the B(f ) on the convex set ‖zi‖2 + ‖zj‖2 = 1 is therefore
the same as the infimum of the function
g(x) = (a − b)x + b√
(c − d)x + d√(f − h)x + h (16)
on the open interval (0,1). Direct computations show that
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(xc − xd + d)√(xf − xh + h)
− 1
2
(a − b)x + b
(
√
(xc − xd + d))3√(xf − xh + h)(c − d)
− 1
2
(a − b)x + b√
(xc − xd + d)(√(xf − xh + h))3 (f − h) (17)
and
x∗ = −2adh + bch + bdf
ach + adf − 2adh + bch + bdf − 2bcf (18)
is the only root of g′(x) = 0. If we substitute the x∗ in g(x) and simplify we get
g(x∗) = 2
√
(ad − bc)(bf − ah)
df − ch . (19)
Substituting the values of a, b, c, d , f , and h defined by (15) in expression (19) above
yields
2
√
((βiαi+δiγi )|λj |2−(βj αj+δj γj )|λi |2)((βj αj+δj γj )|ηi |2−(βiαi+δiγi )|ηj |2)
|λj |2|ηi |2−|λi |2|ηj |2 . (20)
Also substituting the values of a, b, c, d , f , and h defined by (15) in the expression
x∗ = −2adh + bch + bdf
ach + adf − 2adh + bch + bdf − 2bcf
yields
q(i, j)
q(i, j) + r(i, j) , (21)
where
q(i, j) = −2(βiαi + δiγi)|λj |2|ηj |2 + (βjαj + δj γj )|λi |2|ηj |2
+ (βjαj + δj γj )|λj |2|ηi |2,
r(i, j) = (βiαi + δiγi)|λi |2|ηj |2 + (βiαi + δiγi)|λj |2|ηi |2
− 2(βjαj + δj γj )|λi |2|η2i |. 
Theorem 1 is a special case of Theorem 3 with S = I .
As we showed in [15] for the expression
µ1(T ) =
2
√
(βj − βi)(βi |λj |2 − βj |λi |2)
|λj |2 − |λi |2
of (4) above, the denominator of the fraction on the right-hand side is nonzero. There may
be elements in set H in the statement of Theorem 3 which are undefined (either because
the radicand in the numerator is negative or the denominator is zero). However, since we
know that
µ1(T ,S) = inf Re(Tf,Sf )
Tf =0, Sf =0 ‖Tf ‖‖Sf ‖
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the smallest element of set G in Theorem 3 or else µ1(T ,S) is equal to an expression of
the form
2
√
((βiαi+δiγi )|λj |2−(βj αj+δj γj )|λi |2)((βj αj+δj γj )|ηi |2−(βiαi+δiγi )|ηj |2)
|λj |2|ηi |2−|λi |2|ηj |2 .
In the latter case the expression describing µ1(T ,S) is well defined.
Let us illustrate this situation. If both S and T are unitary operators, then an expres-
sion of the form (20) is not defined (due to zeros in the denominator) and cannot express
µ1(T ,S). In this case µ1(T ,S) is the smallest element in set G in Theorem 3. To see
this, note that the product of any pair of unitary operators is a unitary operator. Hence
S∗T is a unitary operator. Furthermore, since both T , S, and S∗ are unitary we have
‖S∗Tf ‖ = ‖Tf ‖ and ‖Sf ‖ = ‖f ‖ and hence
µ1(T ,S) = inf
Tf =0, Sf =0
Re(Tf,Sf )
‖Tf ‖‖Sf ‖ = infS∗Tf =0
Re(S∗Tf,f )
‖S∗Tf ‖‖f ‖ = µ1(S
∗T ).
In [15] we have shown that for a unitary operator, µ1 is the smallest element in set E in
Theorem 1 above. Equivalently, this means that µ1(T ,S) is the smallest element of set G
in Theorem 3. In this way, the µ1(T ,S) entities coming out of Theorem 3 are always well
defined.
In Theorem 3 we computed the joint antieigenvalue of two compact normal operators
T and S belonging to the same closed normal subalgebra. We can also use the technique
employed in Theorem 3 to compute the antieigenvalue of the product of such a pair of
operators.
Theorem 4. Let K be a closed normal subalgebra of B(H) which contains the identity
operator I. Assume ∆, the maximal ideal space of K, is countable, i.e., ∆ = {h1, h2, . . .}.
Suppose T and S are two compact operators in K and T̂ , Ŝ are Gelfand transforms of T
and S, respectively. Let λi ∈ σ(T ) and ηi ∈ σ(S) be such that
T̂ (hi) = λi = βi + δi i, Ŝ(hi) = ηi = αi + γj i.
Let sets I and J be defined as follows:
I =
{
Re(λiηi)
|λiηi | : λi = 0, λj = 0
}
and
J =
{
2
√
(Reλjηj − Reλiηi)(Reλiηi |λjηj |2 − Reλjηj |λiηi |2)
|λjηj |2 − |λiηi |2 :
0 <
Reλjηj |λjηj |2 − 2 Reλiηi |λjηj |2 + Reλjηj |λiηi |2
(|λiηi |2 − |λjηj |2)(Reλiηi − Reλjηj ) < 1,
|λiηi | = |λjηj |
}
,
then µ1(ST ) ∈ I ∪ J .
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Re(STf,f )
‖STf ‖ =
Re
∫
∆
ŜT dEf,f√∫
∆
|ŜT |2 dEf,f
.
If ∆ = {h1, h2, h3, . . .}, then the above integrals become summations. Let ‖f ‖ = 1 and
define zi = E({hi})f , where E is the resolution of identity on the Borel subsets of ∆. We
have
f =
∞∑
i=1
zi
and
(T Sf,f )
‖STf ‖ =
∑∞
i=1 Re Ŝ(hi)T̂ (hi)‖zi‖2√∑∞
i=1 |Ŝ(hi)T̂ (hi)|2‖zi‖2
.
Hence
µ1(T S) = inf∑
i ‖zi‖2=1
∑
Reλiηi‖zj‖2√∑
i |λiηi |2‖zj‖2
. (22)
Then one can again make a convexity argument similar to one that we presented in The-
orem 3 above to find the inf in (22). Also notice that one can also prove this theorem by
simply replacing T with T S and S with I in Theorem 3. 
Theorems 3 and 4 are somewhat simplified if the trigonometric forms of the eigenvalues
are used.
Corollary 1. Let K be a closed normal subalgebra of B(H) which contains the identity
operator I. Assume ∆, the maximal ideal space of K, is countable, i.e., ∆ = {h1, h2, . . .}.
Suppose T ∈ K , S ∈ K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let
λi ∈ σ(T ) and ηi ∈ σ(S) be such that
T̂ (hi) = λi = ri(cosβi + sinβii), Ŝ(hi) = ηi = si(cosαi + sinαii).
Let q(i, j) and r(i, j) be the following numbers:
q(i, j) = −2 cos(βi − αi)risj r2j s2j + cos(βj − αj )rj r2i s3j + cos(βj − αj )r3j sj s2i ,
r(i, j) = −2 cos(βj − αj )rj sj r2i s2j + cos(βi − αi)r3i sis2j + cos(βi − αi)rir2j s3i .
Define sets G and H as follows:
G = {cos(βi − αi): ri = 0, si = 0}
and
H =
{
2
√
ri rj si sj [rj si cos(βi−αi)−ri sj cos(βj−αj )][si rj cos(βj−αj )−sj ri cos(βi−αi)]
r2j s
2
i −r2i s2j
:
0 <
q(i, j)
q(i, j) + r(i, j) < 1, risj = rj si
}
,
then cos(T ,S) ∈ G ∪ H .
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operator I. Assume ∆, the maximal ideal space of K, is countable, i.e., ∆ = {h1, h2, . . .}.
Suppose T ∈ K , S ∈ K and T̂ , Ŝ are Gelfand transforms of T and S, respectively. Let
λi ∈ σ(T ) and ηi ∈ σ(S) be such that
T̂ (hi) = λi = ri(cosβi + sinβii), Ŝ(hi) = ηi = si(cosαi + sinαii).
Let sets I and J be defined as follows:
I = {cos(βi + αi): ri = 0, si = 0}
and
J =
{
2
√
ri rj si sj (cos(βj+αj )rj sj−cos(βi+αi)ri si )(cos(βi+αi)rj sj−cos(βj+αj )ri si )
r2j s
2
j −r2i s2i
:
0 <
rj sj cos(βj+αj )r2j s2j −2rj sj cos(βi+αi)ri si rj sj+rj sj cos(βj+αj )r2i s2i
(2j s
2
j −rr2i s2i )(cos(βj+αj )rj sj−cos(βi+αi)ri si )
< 1,
risi = rj sj
}
,
then µ1(ST ) ∈ inf I ∪ J .
Finally, we close with an observation that our results may be viewed as extensions of the
Greub–Rheinboldt inequality to two commuting compact normal operators. The Greub–
Rheinboldt inequality is one of a set of “complementary inequalities” and we refer to the
recent paper Gustafson [6] for further background and literature citations. In [6] the Greub–
Rheinboldt inequality is treated for two commuting selfadjoint operators. To connect to the
treatment of [6] with that of the present paper, we note that ifA(H) is a commutative closed
subalgebra of B(H) whose elements are SPD operators, then its elements can be written
in terms of the same spectral family. Assume T and S are two elements of A(H) with
eigenvalues {βi}∞i=1 and {αi}∞i=1, respectively, then the expression (20) will be reduced to
2
√
αiαj βiβj
αiαj+βiβj . Hence
µ1(T ,S) = inf
{2√αiαjβiβj
αiαj + βiβj
}
. (23)
In fact, we can show that the infimum of the set on the right side of (23) is 2
√
m1m2M1M2
m1m2+M1M2 ,
where m1 = min{βi}∞i=1, M1 = max{βi}∞i=1, m2 = min{αi}∞i=1, and M2 = max{αi}∞i=1. To
see this note that in this case we have
µ1(T ,S) = inf
x =0
Re(T S−1x, x)
‖T S−1x‖‖x‖ = µ1(T S
−1).
Now we show that if m and M are the smallest and the largest eigenvalues of T S−1,
respectively, then m = m1M−12 and M = M1m−12 . To see this note that by the spectral
mapping theorem {α−1}∞ is the set of eigenvalues of S−1. Also T̂ S−1(h) = T̂ (h)Ŝ−1(h),i i=1
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Gustafson [6] have
µ1(T ,S) = µ1(T S−1) = 2
√
mM
m + M =
2
√
m1M
−1
2 M1m
−1
2
m1M
−1
2 + M1m−12
which simplifies further to
µ1(T ,S) = 2
√
m1m2M1M2
m1m2 + M1M2 . (24)
The Greub–Rheinboldt complementary inequality now follows easily from (24). The
Greub–Rheinboldt complementary inequality states that for two commuting SPD operators
T and S we have
(T x,T x)(Sx,Sx) (M1M2 + m1m2)
2
4m1m2M1M2
 (T x,Sx)2 (25)
(see [6]). To see this, notice that (25) is equivalent to
‖T x‖2‖Sx‖2
(T x,Sx)2
 (M1M2 + m1m2)
2
4m1m2M1M2
,
which is equivalent to
(T x,Sx)2
‖T x‖2‖Sx‖2 
4m1m2M1M2
(M1M2 + m1m2)2 .
The last inequality is equivalent to
(T x,Sx)
‖T x‖‖Sx‖ 
2
√
m1m2M1M2
m1m2 + M1M2 ,
which follows from (24). In [6] Gustafson has also generalized Greub–Rheinboldt inequal-
ity to two SPD operators which may not commute.
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