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Abstract 
This thesis presents a comparative empirical study of fixed collocational patterns in written 
academic English. The fixed collocational pattern is a continuous string of words which is found 
to occur frequently in language data. This study uses lexical analysis software to study an 
electronic corpus of academic research articles in an attempt to identify and compare the forms 
and discourse functions of fixed collocational patterns in different disciplines. 
In comparative studies of the language of different academic disciplines there are two ways of 
collecting comparable amounts of corpus data, both of which are problematic. One approach is 
to subdivide existing normative (Sinclair 2005) corpora in order to allow comparisons to be 
made between different disciplines. The amount of data in each resulting subcorpus is often 
unequal, however, and results might be biased in favour of the subcorpus with the greatest 
number of texts or tokens. The other approach is to balance the number of tokens in each 
subcorpus by using incomplete text samples. This can mean that individual subcorpora do not 
completely represent all areas of the discourse, and some fixed collocational patterns which 
perform discourse functions relating to these areas may as a result be missed by the 
researcher. 
This study attempts to establish what might be a comparable amount of data by investigating 
fixed collocational patterns in two different comparative corpora. First it identifies fixed 
collocational patterns in an equal number of tokens in each discipline, i. e. an isolexical 
comparison. It then identifies fixed collocational patterns in an equal number of texts in each 
discipline, i. e. an isotextual comparison. The findings indicate that the same fixed collocational 
patterns are frequent in both versions of the corpus, and so what is frequent isolexically is also 
frequent isotextually. This suggests that an isotextual corpus is more suitable for comparative 
studies of the discourse functions of fixed collocational patterns, since it allows their functions to 
be investigated across similar numbers of communicative acts rather than across similar 
amounts of language. 
The thesis then compares these isotextual fixed collocational patterns with the results from two 
previous studies of an isolexical collocational pattern, the lexical bundle (Biber et al. 1999), one 
of which (Biber 2006) used data from a different academic genre, the other (Hyland 2008) data 
from three academic genres. There then follows a case study of the relationship between the 
lexical, semantic, and textual environments of the fixed collocational pattern in the case of the 
and its discourse functions. The thesis concludes by outlining areas of future research into fixed 
collocational patterns which have been suggested by the results of this study. 
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Chapter 1 Introduction 
1.1 Overview 
This thesis presents a comparative empirical study of a subset of written academic 
English. It attempts to describe and compare quantitative and qualitative aspects of 
fixed collocational patterns observed in a corpus of research journal articles from 
different academic disciplines. This first chapter outlines my reasons for undertaking 
the study, the primary research questions it attempts to answer, and then provides a 
brief rationale for the methodological approach taken in order to answer these 
questions. 
As in any empirical study of language, a decision first has to be made regarding the 
language feature to be studied. Once identified, occurrences of these units can be 
counted, classified, compared, rearranged, substituted for one another so that the 
researcher can say something about the language data, and possibly say something 
that has not been said before about the language from which the sample is taken. 
The basic unit of written English is the word, a commonly used unit with roles in 
many systems for the description of language. For example, it can variously be seen 
as a semantic unit with one or more meanings, a unit of grammar with a syntactic 
role in how sentences are put together, or a morphological unit with a form indicated 
by a string of letters and other characters between two spaces. Written words can, of 
course, be further broken down into smaller units of analysis such as morphemes, 
syllables, or letters, or can be combined to form larger units of analysis such as 
clauses, sentences, sections, and whole texts. 
The language features investigated in this thesis, however, are empirical: frequently 
occurring strings of words which do not necessarily fit into standard semantic, 
grammatical or morphological descriptions. The term fixed collocational pattern will 
be used to refer to them: they appear to be fixed, as they are only identified with this 
form; they are collocational, since the words in the string are next to each other; they 
are patterns because they are found to occur frequently with this regularity of form. 
This study seeks to discover which fixed collocational patterns are used frequently 
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by writers in different academic disciplines, and it is hoped that this will add to 
findings from previous work on fixed collocational patterns in academic discourse. 
In order to investigate these patterns, I have collected on computer a sample of 
research articles in the form of a corpus divided into eight subcorpora, each of which 
contains texts from journals from a particular academic discipline. I have used 
computer software to measure the frequency of occurrence of fixed collocational 
patterns in each subcorpus. As this study aims to investigate similarities and 
differences in occurrences of fixed collocational patterns in different disciplines, the 
subcorpora for each discipline must be comparable. A novel dual sampling 
methodology has therefore been employed in order to compensate for the different 
lengths of research articles in different disciplines. Two versions of each subcorpus 
are investigated, one with an equal number of words in each discipline, here called 
an `isolexical' sample (a new coinage from "same number of words"), and the other 
with a equal number of texts in each discipline, termed here an 'isotextual' sample 
(from "same number of texts"). The study compares the quantitative results from 
both versions of the corpus with the results of three previous studies of fixed 
collocational patterns, all of which identified and described them in different ways. 
The study then concludes with a case study of where and how the most frequent 
isotextual collocational pattern is used in the discourse of different disciplines. 
The next section will provide a rationale for the study through an extended example 
which arose from my work as a teacher of English for Academic Purposes (EAP). 
1.2 The puzzle of why contradictions are stark 
During the past decade, EAP has been an area of rapid growth in the UK higher 
education sector and in the English as a Foreign Language (EFL) industry 
worldwide. As state funding has fallen to the point where teaching UK and EU 
undergraduate students is often a loss-making activity, many UK universities have 
looked to international postgraduate students, who pay far higher tuition fees than 
other students, to make up the funding shortfall. The consequent 60% increase in 
international student numbers (including those from the EU) has been rapid, from 
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around 200,000 in 1995-6 to approximately 320,000 in 2004-5 (HESA 2006). These 
students contribute around £4 billion annually to the HE sector (The Guardian 2006). 
Of course, the English language encountered by these students on entering 
academic study in the UK is often very different from the English they have 
encountered up to that point. Students need to engage with the language as it is 
used to disseminate, preserve and create knowledge in different disciplines, and 
subsequently use the language to participate in these activities as experts 
themselves. Since the 1960s, therefore, most UK universities have employed 
English language teachers such as myself to provide language support to 
international students whose first language is not English. 
As part of my teaching duties I offer advice individually to students on their academic 
writing. This gives me the opportunity to consult with advanced users of English from 
across the University, and to observe at first hand the English used in a wide variety 
of academic disciplines. In one such consultation I noticed the following sentence in 
a paper by a Korean student of Law: 
Example 1.1: There is a stark contradiction here. 
To me this seemed an exceptionally appropriate use of the adjective stark to modify 
the noun contradiction; I congratulated the student on this and asked him why he 
chose to describe the contradiction with this word. He said that he wanted to mean 
that at this point in his paper there occurred two widely different situations which 
could not both be true at the same time. I found, however, that it was difficult to 
explain to the student why to me the combined use of these two words seemed 
particularly apt. This is a simple sentence in which there is nothing puzzling about 
modifying contradiction, a noun, with stark, an adjective. This is how words 
belonging to the word classes "noun" and "adjective" behave according to the rules 
of English grammar, and this sentence is plainly grammatical. 
What was more difficult to explain, however, was why I felt that his choice of stark 
contradiction was preferable to other grammatically acceptable choices, such as 
clear contradiction or obvious contradiction. A possible reason for this preference 
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may be that there are some contradictions whose meaning can only be described 
using the word stark. Or instead, there may be a special meaning of stark which the 
word only has when it means this particular type of contradiction. A third possibility is 
that there is an idiomatic meaning of stark contradiction which cannot be understood 
by adding the meaning of stark to the meaning of contradiction, and which cannot be 
replaced by clear contradiction or obvious contradiction without meaning something 
else. 
A fourth possible reason why this combination of words appears so preferable may 
not relate to the semantics of the individual words or their combined use, but may be 
something to do with the context of situation in which stark contradiction is used, and 
the particular force of argument that such a sentence has when it is addressed to the 
reader of a paper on Law. Although there is a superficial similarity to the meanings of 
the two statements there is a stark contradiction here and there are two widely 
different situations here which cannot both be true at the same time, the reader's 
reaction to the writer's choice of one rather than the other may have important 
consequences for the writer. The words in Example 1.1 may be the only appropriate 
ones for the writer to use to say this in the context of situation, namely a Law paper; 
any alternative way of expressing it may be seen as inappropriate by the reader. The 
combination in Example 1.1 may therefore have a pragmatic function in Law texts 
which it does not have in texts in other academic disciplines. This may be something 
which Law writers know intuitively but which is rarely articulated explicitly to 
international students whose first language is not English. 
Since my work involves looking at academic writing in many different disciplines, I 
was interested in to what extent frequent word combinations had similar or different 
meanings and functions in different academic subjects. The syntactic, semantic, and 
pragmatic features of the combination of stark and contradiction in Example 1.1 
might be the same across different disciplines in academic English, or they may only 
be significant in the language of Law. 
The rest of this chapter explores theory and approaches which may help explain why 
stark tends to combine with other words, and then leads to the fixed collocational 
patterns which will be the subject of this study. 
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1.3 Frequent word combinations: restrictions on form, 
meaning, and use 
Stark is an adjective which can be used in an attributive position before a noun or as 
a predicate (Quirk and Greenbaum 1973: 115) as in Example 1.2 and Example 1.3 
below: 
Example 1.2: His occasional use of stark lighting, often originating on the set, created a 
cold aspect that exposed the harsh realities of Dickens's times. 
Example 1.3: The lighting is stark: no major shadows or darkness and no style. 
Stark is termed an "inherent adjective" (Quirk & Greenbaum 1973: 121) since stark 
characterises the referent of the noun, i. e. the lighting is stark expresses a similar 
meaning to the stark lighting. In its predicative position as in Example 1.3 it can be 
used with verbs such as be, seem, appear, look, sound, taste, and feel, smell (Swan 
1995: 13; Crystal 1996: 158). 
Semantically, there are several senses for stark which can be found in standard 
reference dictionaries. The Oxford English Dictionary 2nd Edition (1989) (OED) lists 
five: hard; violent, strong, rigid, and absolute. The different senses of a word derive 
from the contexts in which it is used, and an empirical approach to language can 
identify which words are used most frequently in the context of stark and in turn 
show which of these senses is used most often. The evidence from the language 
data in the Bank of English (see Corpora referred to in this study on page 244 for 
details of corpora referred to in this thesis), for example, shows that, among all other 
nouns that it could possibly premodify, stark has an overwhelming tendency to 
modify contrast, as in Example 1.4 and Example 1.5 below: 
Example 1.4:... there is a stark contrast between the light and dark areas of the 
image. 
Example 1.5: The contrast could hardly have been more stark. 
In the 450 million words of the Bank of English (BoE) there are 4,877 occurrences of 
stark. Figure 1.1 below shows that 785 of these (16%) occur immediately to the left 
of contrast, as in Example 1.4 above, while stark also occurs more frequently with 
nouns like choice, warning, reality, reminder, and truth than with other possible 
nouns. 
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If there is a restriction of some kind on the things that can be described as being 
stark, then it follows that there will be restrictions on the words that a user can use 
stark with. Consequently these words which can be used with stark will be observed 
to occur in corpus data with stark more frequently than other words. It is this kind of 
restriction which seems to make Example 1.1 in the previous section more likely to a 
native speaker than any alternate wording, since a contradiction is one of the things 
with which the use of stark is not restricted. This study will treat such noticeable 
differences in frequency of occurrence as an indicator of significance. Other 
approaches to calculating statistical significance of fixed collocational patterns are 
discussed in section 5.5.3 below. 
800 
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Figure 1.1: Words occurring immediately to the right of stark in the BoE 
It can also be seen in Figure 1.1 above that in the Bank of English stark modifies 
adjectives such as naked, white, and black more often than others, as in Example 
1.6: 
Example 1.6: Philip was so tightly wedged that when he was pulled out he left his 
pyjamas behind and emerged stark naked, although not seriously harmed. 
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Stark also seems to have the tendency, when classed as an adverb, to be restricted 
to modifying some adjectives more than others. The meaning of stark, moreover, 
changes according to which adjective it modifies, an observation which has 
implications for lexicography. A lexicographer writing a definition of stark would need 
to decide whether its tendency to occur with naked is so strong that stark naked 
should be treated as a single choice, or unit of meaning, and given its own separate 
entry in the dictionary. Both the OED and the Collins English Dictionary 6th Edition 
(2003) (CED) treat it in this way, i. e. as a headword with its own dictionary entry. The 
OED defines stark naked as "absolutely without clothing, " while CED defines the 
hyphenated stark-naked as "completely naked". 
The decision by lexicographers to give this combination its own entry in the 
dictionary suggests that the meaning of stark naked cannot be broken down into the 
meaning of the single word stark and the meaning of the single word naked together. 
The observed tendency of stark to occur with naked in corpus data thus reveals a 
new meaning. Someone who is stark naked is not wearing any fewer items of 
clothing than someone who is naked. It could thus be argued that the stark part of 
stark naked would be delexicalised, and have no meaning if naked were not 
immediately next to it. 
A language user's decision to use stark naked seems not only to be motivated by 
semantics in the sense that in Example 1.6 stark naked means Philip was not 
wearing any clothes, but also by pragmatics, in that the sight of Philip not wearing 
any clothes was a shock or surprise. The writer's choice of stark naked rather than 
completely naked or totally naked has an interpersonal function in the discourse: the 
writer means to emphasise the shocking aspect of Philip's complete lack of clothing 
to the reader. A more precise definition of stark naked could therefore be "shockingly 
naked". Stark naked is an initial example of how single words are not always 
satisfactory units of meaning, and that combinations of words perform semantic and 
pragmatic roles in the discourse. 
Example 1.6 contains 22 distinct single words and 23 different contiguous pairs of 
words, as shown in Table 1.1 below: 
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Word Frequency Adjacent word pair* Frequency 
he 2 although not - 1 
was 2 and emerged 1 
although 1 behind and 1 
and 1 emerged stark 1 
behind 1 he left 1 
emerged 1 he was 1 
harmed 1 his pyjamas 
his 1 left his 1 
left 1 naked although 1 
naked 1 not seriously I 
not 1 out he 1 
out 1 Philip was 
Philip 1 pulled out 1 
pulled 1 pyjamas behind 1 
pyjamas 1 seriously harmed 1 
seriously 1 so tightly 
so 1 stark naked 1 
stark 1 that when 1 
that 1 tightly wedged 1 
tightly 1 was pulled 1 
wedged 1 was so 1 
when 1 wedged that 1 
when he 1 
Table 1.1: Frequencies of single words and contiguous combinations in example 1.6 
* arranged in alphabetical order 
Table 1.1 was obtained by processing Example 1.6 using the Wordsmith Tools 4 
lexical analysis computer software (Scott 2005), and provides an initial indication of 
the methodological approach taken in this study. The table on its own may not reveal 
much about the properties of word pairs such as stark naked, but when large 
numbers of texts are processed using this software, frequently recurring pairs and 
longer combinations can be counted easily, allowing the more frequent combinations 
to be identified. A computer can be made to retrieve and manipulate electronically- 
stored corpus data and present progressively more abstract representations, i. e. 
from concordance lines to wordlists, and on to collocate tables and lexica 
frameworks (Barlow 2004b). These different perspectives are discussed in more 
detail in Chapter 4. 
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It is noticeable from corpus data that some pairs of words containing stark also have 
a tendency to combine with particular single words. For example, stark raving pre- 
modifies the adjective mad, as in Example 1.7: 
Example 1.7: David Aird jumped in alarm as I burst into song, rocking the boat 
dangerously. "For heaven's sake Bruce, have you gone stark, raving mad? " 
In the Bank of English it modifies mad three times more frequently than its next most 
common word, bonkers, as shown in Figure 1.2 below: 
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Figure 1.2: Words occurring immediately to the right of stark raving in the BoE 
In turn, stark raving modifies bonkers eight times more frequently than it modifies 
other words. This means that stark raving is less likely to modify adjectives with 
similar meanings to mad and bonkers, such as insane or deranged. Such noticeable 
differences in the frequency of occurrence is significant. Native speaker intuition 
would also judge combinations such as stark raving mad and stark raving bonkers to 
be more marked and preferable than other possible choices such as stark raving 
insane or stark raving deranged, but evidence obtained by this method is less 
reliable than empirical evidence, as will be described in more detail in Chapter 2. 
mad bonkers blind crazy dad I lunatic made oh pottery rap 
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Stark also tends to be used frequently as part of a longer pattern containing a 
mixture of lexical and grammatical words such as that underlined in Example 1.8 
below: 
Example 1.8: This line of argument is in stark contrast to Drebin et al. 
It can be seen from Figure 1.3 and Figure 1.4 below that in the Bank of English is in 
stark is followed by contrast many more times than it is followed by other words, and 
is in stark contrast in turn is followed much more often by to than it is by other words: 
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contrast comparison black decline need 
Figure 1.3: Words occurring immediately to the right of is in stark in the BoE 
Again, the wide difference in frequency of occurrences in the corpus suggests there 
is a significant tendency of the words in question to be used in fixed combinations, 
and that combinations such as is in stark contrast to are likely to be fixed 
collocational patterns. 
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Figure 1.4: Words occurring immediately to the right of is in stark contrast in the BoE 
Intuitively, is in stark contrast to seems particularly suited to written academic style. 
This brings up the question of pragmatics: what makes a particular sequence of word 
choices the most appropriate way to say something in a particular communicative 
context, and what is a writer doing in the text when he or she uses this pattern? 
These questions will be elaborated in the next section. 
1.4 Functions of fixed collocational patterns in academic 
English 
Since my interest in these fixed collocational patterns arises from my work with 
international students in the UK, this study accordingly focuses on comparing the 
form and use of such patterns in academic English. The preference by expert 
academic writers for some combinations over others has for many years been 
recognised by producers of academic writing materials, at least in the UK. Many 
academic writing textbooks contain lists of appropriate-sounding phrases in order to 
help students to write in a suitable academic style, or to structure essays in an 
appropriately academic way. For example, one widely-used UK academic writing 
to with after of where 
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textbook (Jordan 1990: 67,1999: 69) presents "impersonal verb phrases often 
associated with conclusions" as in Table 1.2 below: 
It has been suggested that 
lt is generally agreed that 
It is widely accepted that (these indicate 
It is now generally recognised that stronger evidence) 
Table 1.2: "Impersonal verb phrases" in Jordan (1990; 
1999) 
These word combinations are presented to the student as stand-alone linguistic 
items: introductory it, verb be in the present simple or present perfect with or without 
an adverb, a passive verb form followed by a clause beginning with that. A functional 
relationship for these forms in the text is specified; they have a pragmatic function, 
i. e. signalling the discourse structure to the reader, in this case the conclusion to a 
text or part of a text. They also appear to have a stylistic function: the choice of verb 
indicates the degree of commitment to the proposition made by the writer, and that 
this item, rather than a formulation such as many people think that, is a more 
appropriate academic writing style. 
The University of Leeds School of Education PhD Handbook 2007-2008, in a similar 
way, matches suggested word combinations to discourse function, and advises 
candidates writing their theses to "show transitions carefully" (2007: 12) by using 
such preferred word combinations as "the second possibility is that... " or "7 should 
now like to turn to ... 
" (ibid. ). 
Phrases such as these provide students with apparently expert-level linguistic 
frames which they can immediately use to organise the discourse of their theses; 
such phrases might therefore be said to function as "discourse organisers". 
However, textbook authors who specify these phrases in their materials give little 
indication of why they have chosen these combinations but not others. Authors 
provide intuitive rather than empirical evidence for the appropriacy of these phrases 
for academic writing, and why they were seen as appropriate for organising certain 
text sections, such as conclusions. Such textbooks also do not give an indication 
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whether such phrases are only appropriate for use in some disciplines but not 
others, or whether they are appropriate in any discipline. 
In previous work (Oakey 1998,2002a) I investigated the form and function of a 
similar, but less fixed, collocational pattern, the lexical phrase proposed by Nattinger 
and DeCarrico (1992). I was interested in knowing more about how such units, 
captured in some way by materials writers and exhibited out of context, behaved in 
their original academic writing context. In these studies I was ultimately frustrated 
both by the lack of agreement on the ontological status of the lexical phrase and the 
unsatisfactory size and range of the academic English data available. Lexical 
phrases were specified for use in student essays; if items with the same form as 
lexical phrases were found in data from the same register of academic writing but 
from a different genre such as textbooks, were these forms still lexical phrases? I 
therefore undertook the present study of fixed collocational patterns in a corpus of 
my own design and construction which I intended to be an improvement on the 
written academic English data available, and which would give quantitative 
information on the frequency of fixed collocational patterns in different disciplines. 
It is important to check whether results from corpora are replicable (Stubbs 2001: 
124). Findings from corpora may be an artefact of that corpus, and so results need to 
be compared with results from different, though comparable, corpora. There are 
three other important studies of fixed collocational patterns against which to compare 
the findings from this investigation. The study by Ellis and Simpson (2005) identified 
"written academic formulas" using a very different methodology and data set, and will 
provide a measure of the replicability of my results. Two studies of "lexical bundles" 
(Biber 2006; Hyland 2008) provide two different functional frameworks for fixed 
collocational patterns in academic writing with which to compare results of my study. 
The issue of register and genre, which is discussed in Chapter 3 below, is relevant to 
these studies. Both Hyland and Biber specified discourse functions for lexical 
bundles which were found in a sample of language representing the register of 
academic writing. Lexical bundles, however, perform discourse functions in relation 
to a text which belongs to a particular genre. The register data in which they 
identified their lexical bundle functions therefore did not contain a balanced number 
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of texts, and so some discourse could have been over- or under-represented in 
relation to the others. The data for my study, therefore, needs to be balanced for the 
number of words to make it comparable with these previous studies, and yet must 
also be balanced for the number of texts so as to make sure all possible discourse 
functions are represented. 
1.5 Initial research questions 
The first aim of the study was then to collect a corpus of complete texts from one 
genre, the research article, in a range of disciplines, in order to ensure that all 
possible fixed collocational patterns could be identified. This leads to the three initial 
research questions: 
1. What are the most frequent fixed collocational patterns in a sample of journal 
articles from eight academic disciplines? 
2. Do any fixed collocational patterns occur frequently across all eight academic 
disciplines? 
3. How do these fixed collocational patterns relate to lexical bundles found by other 
studies? 
1.6 The methodological approach 
The following section briefly outlines the methodological procedure used to identify 
fixed collocational patterns in the data, and to ensure a balance between the number 
of texts and the number of tokens in each discipline. 
The methodology for identifying the fixed collocational patterns in this study makes 
up a significant part of the original contribution of this thesis. A common approach in 
corpus studies is for the researcher to choose an interesting item - such as is in stark 
contrast to - and offer a description of the words that occur near it, or how it is used; 
such an approach reveals facts about language that have not been seen before. The 
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contribution of such analyses is ultimately limited, however, since the choice of stark 
above to exemplify this type of word combination was largely random: it was chosen 
for this chapter because of the linguistic puzzle which arose from a pedagogical 
encounter in the course of my work. I have no empirical indication to begin with of 
the significance of is in stark contrast to in academic English as a whole to justify 
investigating it in preference to other patterns. 
The approach described in this thesis is instead corpus-driven (Tognini-Bonelli 
2001): the patterns to be investigated were not chosen by me on the basis of 
intuition, or to test some other theoretical view of language already propounded, but 
instead presented themselves as an emergent property of the data collected for the 
study. 
This data takes the form of a corpus of journal articles from eight different academic 
disciplines, partly constructed along the lines of that collected by Hyland (1998a). 
The corpus has several novel features. It is sizeable, at its full extent totalling a little 
over 40 million tokens. It is homogenous, as it contains texts from only one genre, 
the research article. It contains expert-level academic English, as the five journals in 
each section of the corpus are those judged by academics at my institution as most 
prestigious in their disciplines. It is a contrastive (Sinclair 2005) corpus, as its eight 
subcorpora are designed both to stand alone and to be compared with each other. 
The most unusual aspect of the corpus in this study is that it has two versions, one 
isolexical (from "same number of words") and one isotextual (from "same number of 
texts"). The reasoning behind the distinction will be discussed in Chapter 5, but, 
briefly, it is difficult to compare subcorpora containing journal articles of different 
lengths in different disciplines. A data sample balanced for the same number of 
words in each discipline will contain an imbalance in the number of texts in each 
discipline. This imbalance in the number of texts may mean that some genre stages 
could be over- or under-represented in relation to other genre stages. For example, 
in a million-word subcorpus of 250 Electrical Engineering texts there are more 
introduction sections than in a million-word subcorpus of 25 Sociology texts. So, 
even though both subcorpora contain a million words, the Electrical Engineering 
subcorpus may contain more occurrences of fixed collocational patterns which are 
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common because they have a discourse function in introduction sections. Having 
two versions of the corpus should reveal more about what is a comparable amount 
of data. 
The isolexical version of the corpus is balanced so that each subsection contains the 
same number of words, while the other, isotextual, version is balanced so that each 
subsection contains the same number of texts. The study will first compare 
occurrences of fixed collocational patterns between isolexical and isotextual versions 
to see whether the patterns that emerge are affected by the rebalancing from tokens 
to texts. Both versions of the corpus are potentially useful: each subsection in the 
isolexical version contains the same amount of language, and its quantitative 
findings are thus comparable with Biber's and Hyland's work on lexical bundles, 
which are defined isolexically in terms of occurrences per million words. Each 
subsection in the isotextual version of the corpus, on the other hand, contains the 
same amount of communication, so that the discourse functions of the patterns in 
the same number of texts can be compared qualitatively. 
1.7 Organisation of the thesis 
This thesis draws on insights from several overlapping areas of research which will 
be outlined in the following three chapters. Chapter 2 concerns work on 
Phraseology. It discusses fixed collocational patterns in relation to the field of 
"Eastern European" Phraseology and within the "Empirical Firthian" approach to 
collocation. Chapter 3 surveys earlier studies of Academic Discourse and discusses 
previous descriptions of the discourse functions of fixed collocational patterns. 
Chapter 4 describes how methodological tools from Corpus Linguistics can be used 
to identify fixed collocational patterns, and restates the research questions in more 
detail in the light of the previous three chapters. Chapter 5 then describes the 
application of the methodology developed in order to tackle these questions. 
The next chapter presents the quantitative results of this study: Chapter 6 contains 
the detailed quantitative results for searches of the most frequent 3-word and 4-word 
fixed collocational patterns in all eight disciplines. Chapter 7 compares these 
patterns with those of Biber (2006), Hyland (2008), and Ellis and Simpson (2005). 
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Chapter 8 contains a detailed case study of the most frequently occurring fixed 
collocational pattern in the case of. Chapter 9 discusses these results and how they 
relate back to the original research questions. The final chapter, Chapter 10, outlines 
the implications of the study for the fields of Phraseology, Academic Discourse, and 
Corpus Linguistics, and then outlines the possible applications of the methodological 
approach in an agenda for further research. 
Having set out the general background to the thesis and the initial research 
questions, we now continue by surveying the different perspectives on word 
combinations in order to situate the fixed collocational patterns which are the main 
focus of the study. 
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Chapter 2 Conceptual and methodological 
approaches to word combinations 
2.1 Introduction 
This chapter is an attempt to survey different approaches to the study of word 
combinations in order to show how the fixed collocational patterns described in this 
thesis relate to descriptions of word combinations in previous research. The literature 
on word combinations is particularly wide, and much of it has been produced as a 
result of research into other subjects. These include work on memory, knowledge, 
processing and production (Van Lancker 1974; Bolinger 1976; Pawley & Syder 1983; 
Wray 1999,2002; Underwood et al. 2004), on first and second language acquisition 
(Hakuta 1974; Peters 1983; Wray 2002; Schmitt 2004), on dictionary design (Moon 
1987; Sinclair 1987,1991,1996,1998; Moon 2001,2007), on poetry and stylistics 
(McIntosh 1961; Mackenzie 2000; Dillon 2006), and sociology (Kuiper 2004). 
Researchers in these fields are interested in different, sometimes overlapping, 
aspects of word combinations, and so the field is characterised by a degree of 
heterogeneity. Similar types of word combinations are given different names by 
different researchers; word combinations with very different theoretical motivations 
are at times referred to by the same name. While work on cognition falls outside the 
scope of this study, it is possible to group the literature on word combinations 
relevant to the present study into three areas of primary focus: meaning and the 
combination of individual word forms; extended empirical word combinations; and 
the social situations of language knowledge and use. 
This chapter aims to situate the fixed collocational patterns in this study in relation to 
these three areas. While they emerge from the data without any prior theory, 
combinations of individual word forms have meaning; they are extended empirical 
word combinations; and as will be seen below they play a role in the social situations 
of language use. 
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2.1.1 The terminology of word combinations 
The terminology associated with different theoretical approaches to word 
combinations reflects the many aspects of the subject. From the perspective of 
lexicography, which seeks to order meaning in dictionaries, meaning has over time in 
particular word combinations become static and their forms largely fixed; these forms 
are seen as having become frozen or fossilized. Cognitive approaches, namely 
those concerned with language processing, production and reception, instead can 
employ a building metaphor to hint at how such forms might be acquired, stored, and 
employed in language use, as in preassembled, pre-formulated, or ready-made, 
although here terms like syntactic freezes (Eskildsen & Cadierno 2006), in which 
form rather than meaning has become static, can also be found. Sociolinguistic 
perspectives, which highlight the role of word combinations in language use, duly 
focus on the repetitive, routine nature of the social situations in which they occur, as 
in formulaic speech and conventionalized forms (Wray 2002: 9). Computational 
linguists employ more literal terms, such as multiword expressions (Piao et al. 2003), 
to refer to those combinations whose ambiguous meaning cannot be reliably 
interpreted by natural language processing algorithms. 
As already mentioned above, the abundance of terms used in the literature (Wray 
(2002: 9) lists over 40) arises from the different priorities of the researchers who use 
them. At times the combinations referred to by these terms overlap to some extent, 
while at others a common, shared nomenclature appears not to be possible. One 
potential source of confusion is that ostensibly similar items are given different 
names by different researchers. For example word combinations such as the more 
the merrier, and the harder they come, the harder they fall are for Goldberg (2003: 
220) realisations of an underlying construction, in this case a type called a 
91 covariational conditional", with the form the er the er. For Nattinger and 
DeCarrico however, the er the er is a type of lexical phrase called a 
"comparator phrasal constraint" (1992: 42). 
Another possible source of confusion is that different perspectives on word 
combinations, such as the Firthian and "Eastern European" traditions, can contest 
the meaning of a single term such as collocation, as will be discussed in section 2.2 
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below. For example, in the Firthian tradition stark naked would be referred to as a 
collocation because of the observed high probability of stark and naked co-occurring 
in language use. In the "Eastern European" approach, by contrast, it would be called 
a collocation due to the fact that it meets certain syntactic, pragmatic, semantic, and 
lexical criteria, as it will be seen below. The Firthian idea described by the term 
collocation, moreover, would be explicitly rejected by the Eastern European tradition: 
"neither native speakers nor learners produce word combinations on the basis of 
their frequency and probability of co-occurrence" (Howarth 1998: 26). 
This review of the literature therefore aims to include all work from any perspective 
on word combinations which is seen as relevant to the fixed collocational patterns in 
this study, while seeking to avoid conflating, under a particular term, distinct 
phenomena which are not compatible. The next section discusses approaches to 
word combinations which are primarily concerned with meaning and the relations 
between individual words. 
2.2 Meaning and the combination of individual word forms 
2.2.1 Collocation in Lexicology 
Lexicology, the study of a store of individual words in a given language (Jackson & 
Ze Amvela 2000: 1), describes word combinations in terms of the semantic relations 
between individual words. This approach can be illustrated using the verb and noun 
forms of purse. Purse is an ergative verb, i. e. it has both a transitive form, in which 
the Subject does something, as in Example 2.1 below, and an intransitive form, as in 
Example 2.2 below (Hunston & Francis 2000: 183). The distinguishing feature of 
ergative verbs is that the object of the transitive form can also function as subject of 
the intransitive form. 
Example 2.1: Richard pursed his lips in a long, slow whistle 
Example 2.2: William deals. He picks up his cards and his lips purse. 
According to the Collins English Dictionary (2003: 1317) this sense of purse means 
to contract (the mouth, lips, etc. ) into a small rounded shape. " By specifying mouth 
and lips as part of the definition of purse, the dictionary shows that there are 
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restrictions on what can be pursed in the real world. If there is a restriction on what 
can be pursed, then it follows that there will be restrictions on the words that an 
English language user can use purse with, and therefore these words which can be 
used with purse will be used with it more frequently than other words. The dictionary 
definition, however, cannot fully state the list of words which can be used with purse, 
i. e. the collocational restrictions on the use of this verb; indeed, the New Shorter 
Oxford English Dictionary (1994: 2422) in its definition of purse specifies a 
collocation with brow rather than with mouth, and refers to the final shape of 
something that has been pursed as "wrinkles or puckers" rather than "rounded. " 
In the field of lexical semantics, which investigates and describes lexical relations 
such as synonymy, the customary method of testing the restrictions on a word's use 
deriving from a particular sense is to juxtapose a set of verbs with individually similar 
meanings with a set of nouns with individually similar meanings. A native speaker 
can then be asked to judge their acceptability as a combination, similar to how a 
native speaker is asked to judge the grammaticality of sentences. If a native speaker 
decides that a particular combination is unacceptable, perhaps by saying "you could 
say this, but you probably wouldn't as it somehow sounds odd, " then the researcher 
could conclude that there is a restriction on the use together of the two words. Table 
2.1 below illustrates this approach by showing the acceptability (or not) of different 
verb-noun combinations. Combinations marked with a "+" are those which someone 
might intuitively judge as acceptable, those with "-" as perhaps unacceptable, and 
those as "? " as questionable (cf. Cruse 1986: 281): 
lips mouth brow forehead 
purse + ? - - 
pucker + + - - 
furrow - - + ? 
knit - - + ? 
Table 2.1: Collocational relationships of purse and its near-synonyms 
Table 2.1 suggests the existence of what Cruse (ibid. ) calls "semi-systematic 
collocational restrictions" which act on purse and other near-synonyms. It could be 
that the meanings of purse and pucker is that they form a person's lips and mouth 
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into a rounded shape, but not their brow or forehead. The semantic motivation 
behind these restrictions might be physical: mouths and lips are able to assume 
rounded shapes, unlike brows and foreheads which, being wider, can only assume 
linear shapes. This information would be useful for a lexicographer in improving the 
definition of purse, and creating an entry for purse in a dictionary of collocations (cf. 
Benson et al. 1997). 
The lexical semantic approach is not suitable for the aims of the current study since 
it is more concerned with collocational relations between individual word forms, 
rather than with strings. It is also intuitive, taking little account of observed frequency 
of combination, and seeks to show what is allowed or not allowed, rather than what 
is typical. It also often seems to be more concerned with the anomalous nature of 
infrequent words, such as pucker and furrow, and as such is not relevant to an 
empirical investigation of frequently occurring patterns such as the present study. 
2.2.2 Collocation in "Eastern European" Phraseology 
The next approach to word combinations originates in the linguistic traditions of the 
former Soviet Union and Eastern Europe, and is widely studied by Western scholars, 
particularly those working in lexicology and lexicography (Cowie 1998a). This field, 
which could be termed "Eastern European" Phraseology, also investigates the 
properties of an individual word which cause it to combine, or be restricted from 
combining, with other individual words, and categorises these combinations 
accordingly. The main difference between the phraseological approach and a lexical 
semantic approach is that these combinations are considered to be units of meaning, 
i. e. "word-like units which function syntactically at or below the level of the simple 
sentence, and sentence-like units, which function pragmatically as sayings, 
catchphrases, etc. " (ibid. : 4). Many individual words can combine either according to 
syntactic and semantic rules, or in fixed expressions such as proverbs and idioms. A 
large number of word combinations, however, are somewhere in between: they "are 
much less fixed in form than idioms, but whose elements are not strictly free to 
associate" (ibid. ). This approach is of special use to lexicographers, for whom a 
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fundamental question would be whether to list fixed collocations such as stark naked 
as one item or two separate words. 
The methodological approach to description in this field is to intuitively select 
combinations of words with particular properties and categorise them according to 
their similarities. For example, a combination such as stark naked would be classed 
as a "restricted collocation" (Aisenstadt 1981), in that it satisfies each of four criteria, 
namely at the syntactic, pragmatic, semantic, and lexical levels. It is grammatically 
well-formed (an adverb modifying an adjective); institutionalised (somehow 
distinctive and memorised); partially semantically transparent, in which one element 
of the combination (naked) has a literal, unidiomatic meaning; and of limited 
commutability: stark naked would be acceptable to a native speaker, while 
combinations such as stark nude, stark unclothed, or stark bare would be judged as 
much less likely (Howarth 1996: 34-45). Similarly stark could replace completely in 
completely naked, to give stark naked, but completely in I completely agree with you 
could not be replaced by stark to give / stark agree with you. * 
Since they concern relations between single words, rather than the fixed strings of 
words investigated in the current study, most of the insights from the lexical semantic 
and Eastern European phraseological perspectives outlined above are less relevant 
here. It will be seen in section 2.3.1 below, however, that there is potential for the 
four-criterion framework from the Eastern European perspective to be applied to 
fixed collocational patterns. 
One area of Phraseology that does concern strings of words is that of phrasal verbs 
and idioms, here used in the narrow sense to mean fully semantically opaque items 
like kick the bucket (Moon 1997: 47). Once again, however, these are not within the 
scope of this study. Idioms tend to be studied because their very unusualness, rather 
than their typicality, leads to curiosity about their origins (e. g. Funk 1950; Jack 2004). 
Their rarity, as O'Keeffe et al. (2007: 61) point out, often leads to idioms being 
presented to language learners ahead of more frequent but less salient 
phraseological features: 
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many aspects of language are fascinating and curious in themselves, and teachers 
and learners know that oddity and unusualness can often be more enjoyable, 
learnable and memorable than the more anodyne, utilitarian elements of everyday 
language. (O'Keeffe et al. 2007: 61) 
Idioms are commonly used in high profile areas such as sports journalism, as in 
example 2.3 below: 
Example 2.3: Leeds had won twice in a week and Alan Smith's four goals against 
Hapoel Tel Aviv had kept them in Europe. "I had thought that maybe we had turned the 
corner, " Venables complained. "But now we are back to square one. " 
(Hopps 2002) 
This kind of data is easily available and much collected in electronic language 
corpora, with the result that work on idioms and metaphor draws on this kind of data 
for examples. Nonetheless, there is more evidence that idioms occur fairly 
infrequently, (Moon 1994,1998) and that there is an "apparent register-constrained 
avoidance of idioms in expository non-fiction, in ephemera, ... 
in business books, and 
especially in academic writing" (Moon 2001: 240). Biber et al. (1999: 1025) regard 
them as "for the most part not common. " Back to square one is relatively frequent, 
occurring once in every two million words (Moon 1996: xvii), while turn the corner is 
"regularly encountered in English, " occurring between one and three times in ten 
million words. 
The fixed collocational patterns which are the focus of this study are much more 
frequent and less marked than idioms, and therefore more important in descriptions 
of academic discourse. Of more relevance to this study is the approach to collocation 
based on the work of J. R. Firth, Halliday, Sinclair, and Hunston, which will be 
discussed next. 
2.2.3 Collocation in the Firthian tradition 
The area of word combinations which is most closely related to the fixed 
collocational patterns in this study is that of collocation. This has been an area of 
study in British linguistics since the work of Otto Jespersen at the beginning of the 
20th century and H. E. Palmer in the 1920s (Cowie 1998b: 211). In the 1950s, J. R. 
Firth appropriated the anthropologist Bronislaw Malinoswski's notion of meaning as 
'context of situation' : 
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... utterance and situation are bound up inextricably with each other and the context of 
situation is indispensable for the understanding of the words ... the utterance has no meaning except in the context of situation. 
(Malinowski 1923: 307) 
Firth argued that words derived their meanings from their use in texts in particular 
situations: "the placing of a text as a constituent in a context of situation contributes 
to a statement of meaning since situations are set up to recognise use" (Firth 1957: 
11, original emphasis). This means that the likelihood of whether words combine is 
dependent not only on individual words and the words with which they combine, but 
also the text in which they occur and the situation in which the text is used. This 
insight is of crucial importance to the present study, which looks at word 
combinations in a very clearly defined set of texts used in predictable situations. 
While, for Firth, collocation was an abstract, linear, syntagmatic relationship between 
individual words which contributed to their meaning, aspects of the concept 
remained uncertain. Firth "was not ... the clearest of writers" (Robins 1961: 198) and 
his writing has been criticised as being "often allusive rather than explicit, and 
sometimes infuriatingly obscure on points obviously vital to the theory he was 
expounding" (ibid. ). He was vague as to the distance collocational relationships 
could operate between words. It has also been noted that Firth seemed to use the 
term both to refer to the abstract tendency of words to co-occur, i. e. "collocation, " 
and also to attested instances of the phenomenon observable in texts, i. e. 
"collocations" (some writers, e. g. Hoey (1991: 8), refer to these as "collocates"). 
Moreover, when referring to these observed, i. e. realised collocations, Firth is not 
consistent in his definition; at times he seems to be referring only to contiguous pairs 
of words, as in cheese sandwich or strong tea, and at other times to the relationship 
between words which are separated by longer stretches of text. Thus, at the time of 
Firth, the textual environment within which collocation relationships operated 
remained unclear. 
Another area of uncertainty was that, while the occurrence of words together in such 
"habitual collocations" established a collocational level of meaning, Firth remained 
enigmatic about how often collocations needed to occur for them to be considered 
"habitual", i. e. when the frequency of occurrence of a collocation became significant 
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and could be recognised as in some way preferred to other possible combinations. In 
his famous example of "You silly ass! ", "Don't be such an ass! " "What an ass he is! " 
the word ass was in "familiar and habitual company... one of the meanings of ass is 
its habitual collocation with such other words as those above quoted" (1957: 11). But 
while he saw collocation as the tendency of some words to occur frequently together 
more with some words rather than with others, he never defined what "frequent" 
actually meant. 
Later work by Firth's student Michael Halliday, and in turn Halliday's student John 
Sinclair, prepared the ground for empirical studies of collocation using corpora. 
Halliday proposed a definition of collocation which specified both linear and statistical 
elements: 
the syntagmatic association of lexical items, quantifiable, textually, as the probability 
that there will occur, at n removes (a distance of n lexical items) from an item x, the 
items a, b, c ... . 
Any given item thus enters into a range of collocation, the items with 
which it is collocated being ranged from more or less probable. 
(Halliday 1961: 276) 
The key advance from Firth's notion of collocations here, as Nesselhauf (2003: 5) 
has pointed out, was that this defined collocation as a relationship between lexical 
items (rather than between word forms/lexemes) which were not necessarily 
consecutive, and which could also cross sentence boundaries. Halliday (1966: 159) 
reasoned that it was "not known how far collocational patterns are dependent on the 
structural relations into which the items enter" which formed the basis for his 
argument that the analysis of lexis should be performed in tandem with the analysis 
of grammar. This was a somewhat radical position as it implied a suspension of the 
basic distinction in linguistics between lexis and grammar. Halliday also pointed out 
that the empirical investigation of collocational relations between items "would 
require the study of very large samples of text" (ibid. ). 
The work of Firth thus prepared the way for the empirical study of word combinations 
using computers. This in turn led to the adoption of new units of analysis longer than 
a single word, such as the fixed collocational patterns investigated in the present 
study. This empirical approach will be discussed in section 2.3 below. 
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2.3 Empirical approaches to word combinations 
This section discusses developments in approaches to Firthian collocation which 
were made possible by the development of electronic language corpora after the 
1960s, and which will inform the methodological approach adopted in this study. The 
term used here to refer to these developments is the "Empirical Firthian" tradition. In 
this section the focus will be on the word combinations extracted from corpus data, 
rather than the issues in the design and construction of corpora, which will be 
discussed separately in Chapter 4, which is concerned with Corpus Linguistics. 
2.3.1 Collocation in the Empirical Firthian tradition 
Empirical approaches to collocation have a number of advantages over methods 
which rely on intuition, such as the lexical semantic and phraseological approaches 
described above. First, intuition reflects a user's knowledge of only those 
collocational relationships which they can recall having encountered in their 
experience of life. Some users might therefore judge some collocations acceptable 
whereas other users might not. Second, users recall their experiences differently. 
Examples of acceptable collocations elicited directly from a native speaker's intuition 
may only be memorable or salient to that user, and might not be recalled as 
memorable or salient by another user. These two limitations mean that recall data is 
an unreliable way of learning the most frequent acceptable collocations. Fox (1987: 
146), for example, found that experimental subjects, when asked to think of 
collocates of a word, frequently "think more of semantic sets than of words which are 
actually likely to occur in the near vicinity of each other" (ibid. ). Thus when asked to 
think of collocates of feet, some respondents gave other parts of the body - legs, 
toes, head, etc - while others gave shoe, sandals, sock; very few thought of tall or 
high or long, which are frequent collocates in corpus data. Fox also noted that once 
respondents were told which were the most frequent lexical collocates, they were not 
able to say why they had not thought of these themselves. 
Instead of eliciting from native speaker intuition, empirical methods of investigating 
collocation use language data from a corpus, here defined as a large collection of 
language use, in the form of written texts or transcripts of speech, usually stored on 
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a computer and often designed to be a representation of the way a language is used. 
While in practice it is not possible to create a fully representative corpus, when data 
from a near-representative corpus is examined, the object of study becomes very 
close to being the language system itself, rather than individual users' intuitive 
knowledge of the language system. 
The application of computing power to language study in the 1960s introduced a 
computer-mediated view of language as a progression of characters and spaces. 
This allowed researchers to measure objectively, on a large scale, both the 
frequency with which words occur and the frequency with which they occur with 
other words, and so frequently occurring collocations could be quantified. 
One consequence of this development was the emergence of differing perspectives 
on the syntagmatic dimension of collocational relations, so that researchers adopted 
different views on how far apart collocational relations between words, i. e. between a 
node and a collocate, operate. One position is that there is no practical limit to the 
distance (measured in words) between the node and the collocate. All words in a 
text, i. e. "any group of sentences/utterances that functions as a unity, whether 
spoken or written, " (Hoey 1991: 270) are in a collocational relationship with each 
other simply because they are all in the same text. Words combine with each other in 
order to create textual coherence, and these "textual collocates" (Hoey 2005: 116) 
make "connections between sentences across long distances of text [which] are 
subconsciously recognised by the reader" (1991: 219). Scott (1999) refers to words 
in this type of collocational relationship with another word as 'coherence collocates', 
similar to the collocational meaning ascribed by Sinclair (1966: 411) to words like 
edition, bookshop, paper, and print when they co-occur with tome and paperback. 
For words which actually co-occur very close to the word letter- (my, this, a, etc. ), 
Scott uses the term 'neighbourhood collocates'. This mirrors Halliday and Hasan's 
explanation of this aspect of coherence in texts: "a word that is in some way 
associated with another word in the preceding text, because it is a repetition of it, or 
is in some sense synonymous with it, or tends to occur in the same lexical 
environment, coheres with that word and so contributes to the texture" (Halliday & 
Hasan 1976: 319). This approach to collocation has been taken furthest by Hoey 
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(2005), who uses corpus evidence as a way of explaining how language is acquired. 
When a language user is repeatedly exposed to the different frequent contexts of a 
word, namely its collocational environments, the user's knowledge of and ability to 
use that word is developed, or 'primed'. This takes the Empirical Firthian approach to 
collocation from Corpus Linguistics to Psycholinguistics. While crucial to a full 
understanding of the role of word combinations in language acquisition, reception 
and production, the cognitive aspects of collocations is less relevant to the field of 
written academic discourse under investigation here. The issues relating to the 
investigation of the role of fixed collocational patterns in the different aspects of 
language cognition, however, are crucial to a broader understanding of word 
combinations in language, and so they will be briefly discussed in section 2.4.2 and 
also nearer the end of this thesis in section 10.5 which deals with areas for future 
research. 
Sinclair's work on collocation, in contrast to the textlinguistic dimension investigated 
by Hoey, is more concerned with relationships between words over shorter 
distances. Sinclair proposes that any point between words in a text can be 
considered to be either part of a collocational relationship, or not. Sometimes, at 
points between words in a text, the choice of the next word is largely open. The 
lexicon, once it has satisfied local constraints, can provide virtually any word. At 
other times the language user's choice is restricted to "a large number of semi- 
preconstructed phrases that constitute single choices, even though they might 
appear to be analysable into segments" (Sinclair 1991: 110). Text is interpreted 
according to either of these 'open choice' and 'idiom' principles, but not at the same 
time. The idiom principle is "as least as important as grammar in the explanation of 
how meaning arises in text" (ibid.: 112). 
One attempt to estimate the relative quantities of these choices found that in one 
written text, on average, only 45 of every hundred words were single-word choices 
made, suggesting that "the production of a text involves frequent alternation between 
prefab and non-prefabricated strings" (Erman & Warren 2000: 51). In addition to 
writers, speakers have also been found to pause rarely between the component 
parts of prefabricated strings, suggesting that prefabs "are stored in long-term 
memory as units" (Erman 2007: 49); this suggests a role for fixed collocational 
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patterns in cognition. The connection of the idiom principle to Firthian collocation is 
clear: the meaning of words depends on the other words around them in the text and 
there is a strong tendency for some combinations of words to co-occur repeatedly. 
This closer proximity of a word with its collocate along the syntagmatic plane, 
Halliday's 'n removes', is referred to as the 'span' by Sinclair (1991: 175), who 
estimates it as being approximately four words to the left or right of the word. A 
slightly wider criterion was applied to the COBUILD Collocations dictionary 
(COBUILD 1995) when the definition of a collocate used was a lexical item 
"occurring within five words either way of the headword with a greater frequency than 
the law of averages would lead you to suspect" (Krishnamurthy 1987: 70). Later 
research by Mason (1997) has questioned whether a span should be symmetrical, 
i. e. the same number of words to the left or right of the node. It has instead been 
argued that different nodes have different spans, since "each word form has an 
individual influence on the variability of its environment" (Mason 1997: 361). This 
influence is what Mason calls 'lexical gravity', and results in a unique span for any 
word, based on the restriction the word imposes on the variability of its context. 
As work on collocation in the Empirical Firthian tradition has progressed, the single 
word has become seen as less of a unit of meaning in its own right and more as a 
constituent of longer meaningful collocations. Hunston and Francis (2000) propose 
the construct of `pattern', such as Nn or link verb V that (Hunston 2002: 139). In a 
more extreme interpretation of Firthian collocation, they argue that "words have no 
meaning in isolation, or at least are very ambiguous, but have meaning when they 
occur in a particular phraseology" (Hunston & Francis 2000: 270). Multi-sense words 
tend to associate each sense most frequently with a different set of patterns, and 
words with the same pattern tend to share aspects of meaning. Meaning thus 
belongs "to the whole phrase rather than to individual words in it" (Hunston 2002: 
140). A pattern is a compromise between an instance of specific behaviour of a 
lexical item and a generalisation for which the specific examples are evidence 
(Hunston & Francis 2000: 81), and "each distinct meaning in a language can be 
associated with a word pattern that is unique to it" (Sinclair 2004: 281). 
Page 42 
This approach to meaning was incorporated into empirically produced reference 
materials for English language learners. The COBUPLD Advanced Learner's 
Dictionary (Sinclair 2006) has a column containing the pattern of a word used for a 
particular sense, and the two books on grammar patterns (Hunston & Francis 1996a, 
1996b) contain a list of patterns and the most common verbs, nouns or adjectives 
used in them. Sinclair envisages a time when 
each meaning will be associated with a phrase that reliably creates that meaning and 
no other; questions like "What preposition goes with that verb? " will disappear because 
the most appropriate preposition will be part of the model expression. 
(Sinclair 2004: 281). 
The fixed collocational patterns in the present study can be viewed as the "model 
expressions" to which Sinclair refers. They are less abstract than grammar patterns, 
since their forms are fixed and non-generalisable, and their discourse function is 
more explicit because it is part of their definition. 
Work on extended empirical collocations in the Empirical Firthian tradition, such as 
Stubbs' construct of the extended lexical unit (Stubbs 2001: 87), view the 
phenomenon in terms of the four levels of collocation, namely the lexical, 
grammatical, the semantic, and the pragmatic. At the lexical level this involves 
observing the frequent collocation of individual word-forms or lemmas, while at the 
syntactic level this involves observing the frequent colligation of word classes. The 
semantic level is shown by the observed semantic preference, such as lexical sets, 
semantically related word-forms or lemmas, while the pragmatic aspect involves the 
discourse prosody: the speaker's attitude and the item's discourse function. In 
Stubbs' exposition of the model he adds an additional criterion of "distribution in text 
types", or genre, illustrating this with the behaviour of the lemma UNDERGO in 
"general English" (in the form of a normative sample of the British National Corpus 
(see section 4.3.1 below)). In its left-hand environment, UNDERGO has an 
"involuntary" discourse prosody and in its right-hand environment a discourse 
prosody of "unpleasantness": people are forced to undergo unpleasant experiences. 
In technical English data, by contrast, Stubbs finds that it has "no necessarily 
unpleasant connotations" (ibid.: 91). 
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The two different perspectives on collocation, the Eastern European and the 
Empirical Firthian traditions, can be applied to different collocational units using 
similar criteria, as shown in Table 2.2 below: 
Criterion/Level Eastern European Perspective Empirical Firthian Perspective 
Lexical Limited commutability Frequent collocation of individual 
word-forms or lemmas 
Syntactic Grammatically well-formed (an Observed frequent colligation of 
adverb modifying an adjective ; word classes 
Semantic Partially semantically transparent, Observed semantic preference, 
in which one element of the such as lexical sets, semantically 
combination has a literal, related word-forms or lemmas 
unidiomatic meaning 
Pragmatic Institutionalisation; distinctive and Discourse prosody; descriptor of 
memorised speaker attitude and discourse 
function 
Table 2.2: Comparison of Eastern European and Empirical Firthian approaches to 
collocation 
Little investigation has yet been conducted into the collocational environments of 
fixed collocational patterns along these lines. These four levels, together with the 
wider level of genre, constitute a heuristic framework with which to investigate fixed 
collocational patterns. At the lexical level their form is fixed, and so they are not 
commutable according to the Eastern European perspective. A fixed collocation with 
another word substituted would become another fixed collocational pattern, provided 
it was seen to occur frequently enough. From the Empirical Firthian perspective they 
are frequent collocations of individual word forms. 
The three other criteria, together with Stubbs' wider criterion of text type (or genre), 
can be used to investigate the use of fixed collocational patterns in research articles: 
0 At the syntactic level the study will investigate whether there is any relation 
between the position of the combination in the sentence and its adjacent 
lexis, its location in the text, and its role in the discourse. 
" At the semantic level, is there any relation between the lexis adjacent to the 
pattern and its role in the discourse? 
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0 In terms of function, is there any relation between the pattern's location in the 
text and its role in the discourse, e. g. does a combination occurring in a 
named section, such as the results/discussion section, perform a function 
associated with conclusions? 
Textual positioning can be determined by use of a discourse map (Biber et al. 1998: 
122), on which the location of occurrences of a linguistic feature is plotted through 
the text. In this case the location of each pattern in the text in which it occurs can be 
determined and compared to its observed function. 
We have seen that work on collocation began with studying the influence on the 
semantics of a single word by its lexical relations with other words, and subsequently 
took into account the influence of other factors such as pragmatics. The next section 
focuses on collocations which consist of longer strings of words. 
2.3.2 Extended empirical collocations 
The fixed collocational patterns investigated in the present study are extended 
collocations, recurring fixed strings of three or more words. In computational 
linguistics these are referred to as "n-grams, " strings of n words where n is greater 
than one. Table 2.3 below shows some examples of 4-grams identified in the Google 
Public Web Training Corpus of 1.025 trillion tokens (Franz & Brants 2006). This is a 
vast amount of data compared to the data sets on which previous empirical 
investigations of collocations were conducted. 
4-gram Frequency 
serve as the incoming 92 
serve as the incubator 99 
serve as the independent 794 
serve as the index 223 
serve as the indication 72 
serve as the indicator 120 
serve as the indicators 45 
serve as the indispensable ill 
serve as the indispensible 40 
serve as the individual 234 
Table 2.3: Examples of 4-grams from the Google Public Web Training Corpus 
Page 45 
N-grams reflect the computer-mediated view of language as a sequence of 
characters and spaces, and so such strings do not follow traditional grammatical 
boundaries. They are identified regardless of their meaning, use, or the word classes 
their components might belong to. It can be seen that the above 4-grams only 
partially correlate with traditionally recognised linguistic structures. They contain an 
intransitive verb and a fragment of a prepositional phrase: serve as the . 
The 
prepositional phrase in turn contains a noun group such as the indication, the index, 
or a fragment of a longer noun group such as the incoming, or the indispensable. 
These n-grams are identified without regard to any mis-spelling: serve as the 
indispensable and serve as the indispensible are separate n-grams. The 
methodology for obtaining n-grams has been used in applications of Corpus 
Linguistics to the study of different spoken and English registers, particularly in the 
case of the lexical bundles described by Biber et al. (1999). These are the principal 
items with which the results from the present study will be compared. 
The theoretical and methodological aspects of lexical bundles overlap with 
Phraseology, Academic Discourse, and Corpus Linguistics, and so they will be 
discussed in relation to each field in different parts of this thesis: here in this section, 
in section 3.3, and in section 4.4.3. Lexical bundles are frequently recurring extended 
collocations of three or more words which show "a statistical tendency to co-occur" 
(Biber et al. 1999: 989) and therefore "commonly go together in natural discourse" 
(ibid.: 990). Lexical bundles are corpus-driven phenomena and are used by Biber as 
an indicator of register. They can be spoken, as in going to be a and I said to him, or 
written, as in in contrast to the, one of the, the use of, and on the other hand. 
The statistical measure used by Biber to show significance is, as in the present 
study, absolute frequency. The frequency criterion specified, by which an extended 
collocation can be deemed a lexical bundle, is more than ten times per million words 
for 4-word bundles, whereas for 5- and 6-word bundles it is at least five times per 
million words (ibid.: 993). In addition, lexical bundles must occur in at least five texts 
in the register so that idiosyncratic uses by individual authors do not bias the study. 
One difference between n-grams and lexical bundles is that lexical bundles cannot 
be interrupted by punctuation, or sentence or turn boundaries. By definition, shorter 
lexical bundles are more frequent than longer bundles, since the former occur both in 
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their own right and within the longer bundles. While, for example, the 4-word lexical 
bundle the use of the occurs 2,491 times in the Bank of English, the 3- word bundle 
the use of occurs 21,094 times, which includes its 2,491 occurrences within the use 
of the. 
The lexical bundle appears to be still in development as a construct. The lexical part 
of the term is slightly problematic because the empirical nature of the identification 
criteria means that there is no guarantee that such frequently occurring fixed strings 
will always contain a "lexical" or "open class" word. Many extended collocations such 
as and in off the or that and the consist of entirely grammatical or closed class 
words. While these extended collocations are fairly infrequent on the Bank of English 
and the British National Corpus, they could conceivably occur more than 10 times 
per million words in larger corpora such as the Google Public Web Training Corpus. 
The frequency criterion is also arbitrary: in later work on lexical bundles (Cortes 
2002; Biber, Conrad, & Cortes 2004; Cortes 2004; Biber & Barbieri 2007) this is 
increased to 40 occurrences per million. 
The patterns to be investigated in this study have the same form as lexical bundles 
but are not identified using the same criteria, hence the term fixed collocation pattern 
is used as an umbrella term to include extended empirical collocations such as 
lexical bundles and other similar forms. The functional framework for lexical bundles 
developed by Biber and Hyland will be discussed in section 3.3 below. 
The other fixed collocation pattern that will be compared with the results of the 
present study is the "written academic formula" found by Ellis and Simpson (2005). 
Their study aimed at finding psychologically salient fixed collocational patterns for 
learner writers of academic English. They used a very different methodology from 
that of the present study: a corpus of 9 million tokens was collected comprising 
various publicly available written and spoken academic and non-academic English 
corpora, and their formula candidates were retrieved from the data via Collocate 
software (Barlow 2004a). From these candidates they identified written academic 
formulas using a triangular identification procedure, matching corpus validity, 
educational validity, and psychological validity. To establish corpus validity, log 
likelihood ratios were used to identify combinations which were significantly more 
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common in academic writing than in other registers of English. To establish 
educational validity, teachers of academic English were asked to rate each formula 
according to whether they thought it was a fixed phrase, had a cohesive meaning or 
function, and was seen as worth teaching. To establish psychological validity, 
phrases and non-phrases were presented as visual stimuli to native speakers who 
rated them in terms of their acceptability. Table 2.4 below lists the top 20 written 
academic formulas in their study: 
Written Academic 
Formula 
Weighted z 
score 
as well as 3.27 
in order to 2.96 
the use of 2.81 
the number of 2.55 
there is a 2.43 
there is no 2.32 
a number of 2.32 
on the other hand 2.26 
it is not 1.99 
that it is 1.59 
in the case of 1.59 
the other hand 1.49 
the case of 1.47 
as a result 1.41 
based on the 1.38 
on the other 1.36 
in the case 1.34 
in which the 1.29 
likely to be 1.24 
on the basis of 1.23 
Table 2.4: Top 20 written academic formulas (Ellis & Simpson 2005) 
These written academic formulas are fixed collocational patterns identified from 
different corpus data using statistical measures not used in the present study, and so 
will be a useful alternative benchmark for comparison with the fixed collocational 
patterns to be identified in the present study. Having examined the two main 
empirical approaches to collocation, we now turn to the third aspect of word 
combinations, that of the context of situation in which they are used. 
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2.4 The situational contexts of word combinations in use 
The third area of word combinations of relevance to this study, and which I have 
already touched on when referring to register and genre, involves the situation in 
which word combinations are used. Much work has been done on word 
combinations, spoken or written, which perform some function in a social interaction. 
Many social interactions, such as when someone greets a friend, or a lecturer gives 
a presentation in an airless lecture theatre, or a diplomat concludes a polite 
exchange with a host government, take place in physical and social settings which 
are familiar to the participants. Participants in a social interaction each have been in 
similar situations many times before, and will have a good idea of what the other 
participant expects to happen during the exchange, and therefore will know the 
linguistic choices required for the completion of the interaction in an appropriate way. 
The language used in common social interactions consequently tends to consist of a 
high proportion of well-worn, rather than newly-minted and original, extended 
collocations, e. g. How are you?; Could somebody open a window please?, / have 
the honour to convey to Your Excellency the assurance of my highest consideration. 
To many of the researchers in this area, when users use the same word combination 
over and over again its character, if not its form, becomes different from language 
which has been generated on a one-off basis for a unique situation with which the 
participants are not familiar. Word combinations which are regularly used in specific 
communicative situations are often seen as "formulaic" utterances made for social 
reasons rather than to achieve any specific communicative goal. May (2002) 
focuses on this aspect of collocation in her construct of the formulaic sequence, a 
very flexibly-defined continuous or discontinuous collocation which is highly context- 
dependent and pragmatically very efficient. 
2.4.1 Word combinations in social situations: creativity and cliche 
A particular extended collocation or formulaic sequence is "pragmatically efficient" if 
it is what is understood to be what is normally said in the circumstances: in many 
social situations there are phrases which are seen as being particularly appropriate 
Page 49 
to the occasion. Knowledge of the collocations which make up these phrases 
therefore comprises part of a language user's communicative competence (Hymes 
1971). Through repeated exposure, use, and feedback, the collocations used in 
successful communication in these situations are internalised by language users, so 
that in effect these collocations constitute a single choice, a formula which the user 
knows will contribute to the success of a social interaction. 
One example of a highly specialised social interaction involving a relatively fixed 
extended collocation is in a diplomatic exchange between two countries. At the end 
of a diplomatic Note, the formula shown in Example 2.4 is always used: 
Example 2.4: The Embassy of [country A] avails itself of this opportunity to renew to 
the Ministry of Foreign Affairs of [country B] the assurances of its highest 
consideration. 
Apart from the variation permitted with the insertion of the names of the countries 
involved in the exchange, this phrase is completely fixed: these words are always 
used in exactly this order and "lend a degree of gravity to the content that would 
perhaps be missing if the same message was passed in a letter" (Protocol Division 
of the Foreign and Commonwealth Office, Personal Communication). At this point in 
the communication there is little room for any linguistic creativity on the part of the 
diplomat writing the Note. Regardless of its actual contents, the omission of this 
formula by the writer, or the slightest variation - intentional or not - from the 
collocations of which it is composed, could have serious diplomatic consequences. 
The use of extended collocations in certain communicative situations is mandated by 
the weight of convention and precedent established by previous users of the 
language, and by the expectations of current members of the discourse community. 
However, while empirical linguists observe and describe the role of collocations in 
particular communicative situations, language users themselves often make value 
judgements about extended collocations which appear to be neither creative nor 
original. Some extended collocations are seen as cliches, which are felt to have lost 
their force through over-use (Howarth 1996: 13). Where the empirical linguist 
observes "a large number of semi-preconstructed phrases that constitute single 
choices" (Sinclair 1991: 110), the language user sees "phrases tacked together like 
the sections of a prefabricated hen-house" (Orwell 1946: 3; Parris 2007). The Irish 
libl_ 
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writer Flann O'Brien (writing as 'Myles na Gopaleen') pokes fun at this kind of over- 
use in his catechism of cliche, a "unique compendium which is all that is nauseating 
in contemporary writing" (O'Brien 1968: 202): 
If a thing is fraught, with what is it fraught? 
The gravest consequences. 
What does one sometimes have it on? 
The most unimpeachable authority. 
(ibid.: 209-210) 
So, while using fixed collocational patterns such as fraught with the gravest 
consequences and on the most unimpeachable authority may not always be the 
height of creativity, and thus fail to count as good language style, in certain situations 
their employment is mandated by the weight of convention and precedent 
established by previous users of the language, and also by the expectations of 
current members of the discourse community. 
There is consequently an apparent tension between creativity and collocation in 
certain communicative situations: 
what we value most in language - creativity, expressiveness [... ) - allows us to succeed 
less well in having others understand us than the largely prefabricated phrases we use 
to say almost the same thing over and over again. Paradoxically, language is at its best 
when it matters least; at its worst when it matters most. 
(Moore & Carling 1988: 72) 
There is a difference between perceived and observed frequent use, however. A 
collocation which appears to be used repetitively may not in fact be used repeatedly, 
and vice versa. As mentioned earlier in this chapter, empirical work on collocation 
has revealed that cliches and idioms are rare in the use of English as a whole (Moon 
1998), and that they only appear to be over-used by speakers in particular domains 
or genres. The fixed collocational patterns in this study are certainly used repeatedly 
but do not immediately appear cliched. 
The tension between the creativity of the language user and the urge to conform to 
expectations by using a restricted number of collocations is very apparent in the 
context of English literature, when writers deliberately try to break collocational 
relations between words in order to say something new. 
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the prose writer or the poet strives, over a larger or smaller stretch of text, to convey 
something which he cannot achieve by normal means, and he thereby sets us a 
problem in which we can lean on no experience of directly relevant instances. 
(McIntosh 1961: 336) 
The communicative purpose of the writer of a novel is situated in the literary genre in 
which they are writing, and literary authors can go to great lengths to avoid using 
language which appears to them to be unoriginal and lacking creativity. Smith 
(2007), for example, is highly self-critical when she describes occasions when she 
has been unable to break collocational relations successfully: 
... 
in each of my novels somebody "rummages in their purse" for something because 
I was too lazy and thoughtless and unawake to separate "purse" from its old, 
persistent friend "rummage". To rummage through a purse is to sleepwalk through a 
sentence -a small enough betrayal of self, but a betrayal all the same. 
(Smith 2007: 3) 
Figure 2.1 below shows evidence from the Bank of English of the collocates of the 
noun purse. Without distinguishing between the British sense of purse (in American 
English a change purse) or the American sense (in British English a handbag), it can 
be seen that rummage is the second most frequent collocate after fumble. To find a 
more original collocation in an attempt to convey a more profound literary meaning, 
the writer would need to choose a verb with a conceivably similar meaning to 
rummage, fumble and so on, but which the reader is unlikely to have encountered 
before in connection with purse. 
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Figure 2.1: Frequent left-hand verb collocates of the noun purse in the Bank of English 
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Extended collocations of various kinds have been seen as the means by which users 
conform to the communicative norms of a particular discourse community in order to 
bid for inclusion in that community. Carter (2004) has pointed out the interplay 
between the individual language user's conventional and appropriate use of these 
forms and their creativity in communicating with others in the context of a particular 
social situation. Creativity in this sense, however, is not merely the "breaking or 
bending of rules and norms of language, including a deliberate play with its forms 
and its potential for meaning, " (ibid.: 9) like the innovative uses of words aimed at by 
writers in literary genres such as Smith. It also has an important interpersonal 
function in spoken communicative situations. 
The communicative situation in which the fixed collocational patterns in this study will 
be investigated is the genre of the research article in different disciplines. It will be 
seen below that research article lengths in different disciplines vary so widely that it 
is difficult to collect a comparable amount of data in each discipline. Consequently, 
one of the main questions of this study will be to find out whether texts are a better 
measure of comparison than tokens. Are similar fixed collocational patterns found in 
a comparison between equal amounts of language, i. e. an isolexical comparison, 
and in a comparison between an equal number of communicative situations, i. e. an 
isotextual comparison? If the same patterns are frequent in both comparisons, then 
the findings from the isotextual comparison should reveal more about the pragmatic 
functions of these patterns, since the same number of communicative acts in each 
discipline have been compared. 
2.4.2 Word combinations in social situations: language 
processing and cognition 
The focus on written data in this thesis investigates language as an observable 
social phenomenon, one instantiated in social practices in the form of texts, or, to 
paraphrase (Sinclair 2001: ix), language on paper or in the air, not language in the 
mind. It is clear, however, that as well as a set of systems of symbols and meanings 
which transcends time, place, and the mental and physiological capabilities of its 
individual users, language can also be viewed from another perspective as a mental 
and psychological phenomenon used by individuals to communicate in social 
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situations. The role of word combinations in cognition is outside the main scope of 
this study, but some attempts have been made to look at the psycholinguistic validity 
of fixed collocational patterns from corpus data, e. g. Schmitt et al. (2004) which will 
be returned to in section 10.5, and so there is a brief discussion here of the main 
areas in relation to artificial intelligence and cognitive psychology. 
In the 1970s Bolinger focused on word combinations as a way of providing an 
alternative to the dominant Chomskian perspective on language of generally 
applicable rules, a lexicon of minimal units, and a set of semantic principles of 
orientation (Cowie 1998a: 2). The claim that fixed forms are commonly observed in 
language use because users have learned, and in someway stored mentally, these 
forms was initially contentious, as it suggests that individuals gain part of their mental 
language knowledge from interaction with the semiotic system of the speech 
community, rather than wholly relying on a biological language faculty. Language 
"learning goes on constantly ... 
in segments of collocation size as much as it does in 
segments of word size, and ... much 
if not most of our later manipulative grasp of 
words is by way of analysis of collocations" (Bolinger 1976: 8). The alternative to the 
prevailing Chomskian view was that speakers possess a non-homogeneous store of 
language knowledge, consisting of the set of generative rules and also a store of 
pre-assembled patterns. But a speaker may at times `bypass' the system of 
grammatical rules and retrieve a word combination instead: 
a good stock of the wordings we use are stored a higher rank, ranging from formulaic 
expressions like the manager will see you in a minute through it needs to be put on a 
sound commercial footing to the small change of family life like have you remembered 
to take your Vitamin C? and where's that cat?. Proverbial sayings provide an extreme 
case of learned syntagms stored at higher rank, but they are by no means unique. " 
(Halliday 1994: xxi) 
Similar conclusions were drawn in the field of artificial intelligence, where attempts to 
model language for comprehension and production by computer algorithms were 
impeded by the lack of Chomskian interest in language use: 
the "modern" linguist spends his or her time starring or unstarring terse unlikely 
sentences like "John, Bill, and Tom killed each other" (to pick one at random from a 
recent journal), which seethe with repressed frustration and are difficult to work into a 
conversation. 
(Becker 1975: 1) 
Page 54 
As a computational linguist whose goal was to replicate human reception, 
processing, understanding, and production of language, Becker felt that any theory 
of language which favoured memory storage over processing power became easier 
to model with the available computer technology at the time. Becker proposed a view 
of language whereby "utterances are composed by the recitation, modification, 
concatenation, and interdigitation of previously-known phrases consisting of more 
than one word" (ibid. ). In other words, language users mostly put together pieces of 
text that they have heard before, and productive processes have the secondary role 
of adapting the old phrases to the new situation, i. e. the concatenation, modification 
and so on referred to. 
Parallels can be drawn between the work of Becker and research in cognitive 
psychology, which, by analysing spoken and to a lesser extent written language in 
use, attempts to model the nature of language knowledge in the mind: how it is 
stored, processed, retrieved for production, and recognised, decoded and 
understood. One of the key papers in this area, and which can be found in the 
literature reviews of analyses of word combinations from virtually any theoretical 
perspective, is that of Pawley and Syder (1983). They made a similar point to that of 
Becker, arguing that language users do not fully exploit the creative potential of 
syntactic rules, and "only a small proportion of the total set of grammatical sentences 
are nativelike in form" (Pawley & Syder 1983: 171). They defined 'nativelike in form' 
sentences as those which are "ordinary and natural, rather than 'unidiomatic', 'odd' 
or 'foreignisms"' (ibid. ). 
In an attempt to account for this nativelike selection and nativelike fluency, Pawley 
and Syder hypothesised that a language user has a store of memorised sentences 
and 'lexicalised sentence stems' which "the speaker is capable of consciously 
assembling or analysing, but which on most occasions are recalled as wholes or as 
automatically chained strings" (ibid.: 205). Only "a minority of spoken clauses are 
entirely novel creations in the sense that the combination of lexical items is new to 
the speaker" (ibid. ). Fluency is used more in familiar situations, while creative, less 
fluent, language is used in novel or unexpected situations. These findings are still 
widely quoted in many subsequent papers on the phenomenon, although they were 
based on a relatively small amount of conversation data. The situated nature of such 
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aids to fluency has obvious parallels to work on word combinations in different social 
settings discussed in section 2.4.1. The travel writer Stuart Maconie amusingly 
describes the effect of a sudden unexpected change in the situation on a language 
user's performance, when familiar word combinations can no longer be used and the 
user's fluent production becomes dysfluent. He observes a senior conductor making 
announcements on a train who "declaim[s] with the verbiage and prolixity of 
Laurence Olivier doing Shakespeare, until something goes wrong, when he suddenly 
turns into Buster Keaton doing Harold Pinter, all mysterious pauses and menacing 
silences" (2007: 35). 
Wray and Perkins seek to highlight the role of formulaicity in language processing 
and production, with creativity complementing the process, again in a similar way to 
that suggested by Becker: 
the best deal in communicative language processing is achieved by a suitable 
balance between creative and holistic processes. The advantage of the creative 
system is the freedom to produce or decode the unexpected. The advantage of the 
holistic system is economy of effort when dealing with the expected. " 
(Wray & Perkins 2000: 11). 
Utterances can be novel in that they are "tailor made to a particular situation, but at 
the same time can conform to a paradigm of sequences" (ibid.: 12). Much of the 
work cited in this section does not rely on corpus evidence, and relatively few studies 
have attempted so far to evaluate these claims, with the exception of those by Ellis 
and Simpson (2005) and Erman (2007). Another study by Schmitt et al. (2004) was 
less successful in establishing a link between fixed collocational patterns and 
cognition. The study by Schmitt et al. will be discussed near the end of this thesis in 
section 10.5 as a basis for further research. 
2.4.3 Word combinations and English as a lingua franca 
A final consideration relating to the fixed collocational patterns in this study is that of 
the role of the native speaker. The approaches to collocation outlined above rely on 
the English native speaker as a data source: intuitive descriptions of collocational 
relations rely on a native speaker's judgement, while corpora such as the Brown or 
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the British National Corpus (see section 4.3.1 below) have been designed to 
represent the language used by American or British native speakers, and so the 
collocational tendencies identified normally reflect native speaker usage. These 
approaches to collocation are being re-assessed in the light of the unique status of 
English as both a language with different standard versions around the world 
(Kachru 1992) and as a lingua franca in which the majority of communication 
worldwide now involves one or more non-native speakers (Crystal 2003). 
The main area of uncertainty is the place of native speaker varieties of English in 
English language teaching and learning. If a minority of the users of a language 
speak it as a mother tongue, then it is not clear which variety of the language should 
continue to be taught to its learners. The variety of English chosen as the model for 
learning will ultimately depend on the communicative situations in which learners 
intend, or will be obliged, to use it. Some learners will prefer to learn English the way 
native speakers use it (Timmis 2002) since "being perceived as a member of a 
certain linguistic group that speaks the L2 natively ... 
is also important to certain 
learners of a language" (Nesselhauf 2005: 2). On the other hand, some learners 
might be suspicious of the ideological assumptions behind a native speaker model. 
Over the past two decades, several writers (Phillipson 1988; Pennycook 1994; 
Canagarajah 1999) have warned that politically and economically powerful native 
English-speaking countries seek to perpetuate and extend their dominance by 
disseminating a native English-speaking view of the world through the "imperial 
troopers" (Edge 2003: 10) of the global English language teaching industry. 
In the field of Academic Discourse, it may be difficult to predict the possible effects of 
releasing English, and thereby its collocations, from the obligation to be acceptable 
to native speakers. Johns (1996: 1) identifies a "slight oddity" arising from a learner's 
collocation of present and insight in Example 2.5: 
Example 2.5: The variation of these ratios presents some insight about the financial 
intermediary role of banks. 
After referring to a corpus of technical English, Johns suggests that the sentence 
could be improved using present with its more frequent collocate findings, or by 
using offer with its frequent collocate insights. Users of English as a lingua franca 
may come to have higher tolerances of formerly odd-sounding collocations, since by 
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definition these will no longer sound "odd". Alternatively, lingua franca users might 
insist upon continued restrictions on collocability. Defining a suitable lingua franca 
speaker is not straightforward, however (Prodromou 2006). Initial moves towards 
identifying novel and continuing tendencies of words to co-occur have already been 
made with the VOICE corpus (Seidlhofer 2001). Descriptions of lingua franca 
collocational patterning have also been reported (Mauranen 2004) which suggest 
that non-native speaker use continues at times to approximate to native speaker 
use. 
The corpus I have collected for the study of fixed collocational patterns does not aim 
to represent native, non-native, or lingua franca speaker use. The status of the writer 
of the text is not relevant to the decision whether or not to include a text in the 
corpus: a text only needs to have satisfied the expectations of the discourse 
community in each discipline by being published in a journal considered to be 
prestigious by other members of the discourse community (see Appendix 1). It can 
then be considered to belong to the genre of the research article (see section 3.2.3 
below). 
It is highly likely that a large number of texts in the corpus collected for this study will 
have been written by lingua franca speakers, given that academic discourse 
communities are global in scope. Some "oddities" will as a result be observed in the 
collocational behaviour of particular items in the corpus. For example, the usual Vn 
pattern of the reporting verb obtain is sometimes extended (Hunston 2007 using 
Oakey's data) by lingua franca speakers to fit the V that pattern of other reporting 
verbs such as find, claim or argue, as shown in the three examples below: 
Example 2.6: In the case of the QD dimension with the lateral size of 10 nm and the 
height of 3 nm, which is the case of our measured QD, we have obtained that the 
biexciton binding energy is negative and the magnitude is 27.1 meV. 
Example 2.7: We concluded that the collisionless dissipation occurs and we obtained 
that the damping time is about 40 fm/c for the energy density (160 MeV)4. 
Example 2.8: In what respects to citizen participation, it was obtained that each and 
every dimension of market orientation has a significant relationship with it, confirming 
H7a (partially), HA, and H7c. 
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These examples are all used at a particular stage of a successful communicative act, 
and so their correctness or incorrectness is a moot point. 
2.5 Summary 
This chapter has attempted to establish the fixed collocational pattern in relation to 
studies of textual meaning, empirical studies of collocation, and its use in particular 
communicative situations. A framework of four criteria, derived from the Eastern 
European and Empirical Firthian approaches, has been proposed as a possible 
heuristic for further investigating the role of fixed collocational patterns in the genre 
of the research article, namely by examining their lexical, syntactic, semantic, and 
pragmatic levels. The thesis now moves on to examine the specific context of 
situation in which the fixed collocational patterns in this study will be investigated: the 
research article. 
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Chapter 3 Academic English discourse 
3.1 Introduction 
So far in this thesis I have argued that fixed collocational patterns are extended 
empirical collocations grounded in the Empirical Firthian approach to meaning as 
context of situation. We now move on to the situation in which the fixed collocational 
patterns in this study are described, namely the research article. This chapter 
surveys the different approaches to the description of the linguistic features that 
differentiate research articles from other written texts. It will discuss how 
comparisons between varieties can be made at different levels, such as text, genre, 
or register, and briefly surveys the different theoretical perspectives in which these 
terms are used. 
3.1.1 Discourse analysis 
Descriptions of written academic English belong to a long tradition of discourse 
analysis (Sinclair & Coulthard 1975; Stubbs 1983; Schiffrin 1993; J. Flowerdew 
2002). Much of this work has been concerned not only with analysis of linguistic 
forms, but also with the wider social practices and contexts in which the discourse is 
produced (Myers 1990; Hyland 2000). Through looking at records of instances of 
spoken or written human communication, more can be learned about the social 
semiotic systems in and through which the communication takes place, and so more 
can be learned about the relationship between culture, society, meaning and 
language. This focus on language and social interaction makes discourse analysis 
an area of Sociolinguistics, although as a methodology it is also used in Psychology, 
Anthropology, Sociology, Philosophy, and Artificial Intelligence (Stubbs 1983: 12). 
The primary unit of discourse analysis is the communicative act: discourse analysts 
work with spoken or written texts, and stretches of language "above the sentence or 
above the clause" (ibid. ). One aim of discourse analysis is typological: describing, 
categorising, and accounting for the language used in social interactions to reveal 
the relationships between the participants and into which they can be classed as 
being distinct from other instances of communication (McCarthy 2001). Discourse 
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analyses have been performed in a wide range of social interactions, such as service 
encounters (Koester 2004: 88), radio phone-ins (McCarthy & O'Keeffe 2003), 
business meetings (Handford & McCarthy 2004), as well as the academic journal 
articles to be used in this study. 
In studies of Academic Discourse, the primary typological goals have been to 
classify texts and other instances of communication in different disciplines (J. 
Flowerdew 2002). These typologies have had different goals: in Anthropology, the 
aim of this grouping is to make clearer the epistemological differences between 
disciplines, namely the way each discipline makes knowledge. In Education and the 
pedagogical field of English for Specific Purposes (ESP), the goal is to match 
linguistic descriptions to pedagogical needs of learners of academic English who will 
be expected to use it in similar situations. In Corpus Linguistics the goal is to allow 
contrastive corpora to be collected so that comparative studies of linguistic features 
can be conducted. 
3.2 Descriptions of written academic discourse 
The study of academic discourse for pedagogic purposes intensified during the 
second half of the 20th century, when English became widespread as the global 
language of communication in the fields of Science, Technology, Business and 
Academia (Phillipson 1988; Pennycook 1994; Dudley-Evans & St John 1998: 19; 
Crystal 2003). There was a corresponding increase in the number of learners of 
English who needed to use it to communicate in these settings, and a lack of suitable 
materials from which they could learn. This need for teaching materials contributed 
to the beginnings of the field of applied linguistics when, in The Linguistic Sciences 
and Language Teaching, Halliday et al. (1964) argued that materials for these new 
learners should be based on sound linguistic descriptions of the language used in 
these situations: "detailed studies of restricted language and special registers 
[should be] carried out on the basis of large samples of the language used by the 
particular persons concerned" (1964: 190). Before linguistic analyses could be 
performed, however, there was a need to develop criteria for establishing texts as 
belonging to a particular type, or belonging to a particular register, or being instances 
of a particular genre, which could then be grouped together and studied. 
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Register and genre are somewhat contested terms: they have specific roles in 
Systemic Linguistics, while in Corpus and Applied Linguistics they are more related 
to discourse typology. The next sections will explore their possible meanings further 
with respect to theoretical models and explain how they will be used in this study. 
3.2.1 Hallidayan approaches to Language, Register, and Genre in 
Systemic Functional Linguistics 
The concepts of language, register, and genre in Halliday's systemic-functional 
model of language (Halliday 1973,1978,1994) were developed from Firth's 
polysystemic theory of meaning, and so, like Sinclair's work on collocation described 
in Chapter 2, derive from the anthropological work of Malinowski in the 1920s. 
Halliday, and later Martin, formulated the systemic relationship between language 
and Malinowski's notions of meaning as context of situation and context of culture, 
eventually developing the model now used in the field of Systemic Functional 
Linguistics. In this model, language is not only a semiotic system itself, but is also 
the means by which meaning is expressed through two other semiotic systems, 
namely register and genre. The term register in this model refers to the systematic 
relationship between language and Malinowski's context of situation, while genre 
corresponds to Malinowski's broader notion of context of culture (Martin 2001: 152). 
Genre acts on register by constraining the possible combinations of different 
categories of register, and register in turn constrains language by limiting the 
linguistic choices available to the participants. 
Register in this model consists of three categories: the field of discourse, i. e. the 
area of operation of language activity; the mode of discourse, primarily spoken or 
written, and the tenor of discourse, the relationship between discourse participants. 
The relationship between language and meaning as context of situation is the 
correspondence of these three categories of register to three aspects of meaning, 
termed metafunctions: field corresponds to ideational meaning; mode relates to 
textual meaning; tenorto interpersonal meaning (Halliday 1994: xiii; Martin 2001: 
154). The most abstract semiotic system, genre, is a "staged, goal-oriented 
purposeful activity in which speakers engage as members of our culture" (Martin 
2001: 155). This framework is illustrated in tabular form in Figure 3.1 below: 
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Context of 
culture 
Genre 
Context of Register 
situation Field Tenor Mode 
Functional 
component 
Ideational 
meaning 
Interpersonal 
meaning 
Textual 
meaning 
Figure 3.1: Martin's framework of genre and register related to the contexts of culture 
and situation. 
The systemic functional framework does not only seek to describe how language 
performs these functions with the other semiotic systems, but also attempts to 
account for how "the form of language has evolved to serve these functions and in 
the process been shaped by the need to perform these functions" (Halliday 1973: 7). 
For example, once a language develops a writing system, the structure of that 
anguage is influenced by its use in writing (Martin 2001: 153). While studies of 
academic discourse do not usually use the whole of Halliday and Martin's systemic 
functional framework, their three functional components have been employed as the 
basis for analyses of the roles of extended collocations in academic discourse. 
These will be further discussed in section 3.3 below. 
3.2.2 Register Analysis 
A different framework for describing academic discourse, which somewhat 
confusingly uses the terms register and genre in another way, is employed in the 
field of ESP. While genre encompasses register in the Hallidayan approach outlined 
above, register in the ESP perspective is a broader category than genre, and refers 
to language used in a particular situation. The term is "used in a less theoretically 
precise way to mean simply discourse occurring in a particular context" (Hunston 
2002: 160). Early in the history of ESP, texts belonging to the academic register 
were seen as easier to analyse scientifically than the literary texts which had 
previously been the object of linguistic analysis (Swales 2001). Academic texts could 
be described rationally and objectively because, instead of being polluted by literary 
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or stylistic pretensions, they were "rhetorically simple and transparent linguistic 
mechanisms for the display and transmission of knowledge, hypotheses, methods 
and experimental results" (ibid.: 43). 
These early analyses of academic register aimed to describe how the linguistic forms 
in texts in one register differed from those in other registers. Barber (1962), for 
example, focused on quantitative studies of different linguistic features, such as the 
ratio between the number of types (individual word forms) to the number of tokens 
(total word forms) in academic texts. Texts from the Life Sciences were found to 
have higher type/token ratios than other texts, which meant that they had fewer 
repeated words, and thus were more lexically "dense". Other features examined 
were the number of simple sentences, the number of passives, and so on. This type 
of approach was useful for identifying academic texts but had little to say about why 
such features were common, i. e. why academic writers viewed the use of large 
numbers of passives as appropriate in that context of situation. The main focus in the 
1970s moved to relating language form to language use within texts, and resulted in 
the analysis of sections of texts in academic register in terms of their rhetorical 
functions, such as definition, classification, description and hypothesising (Dudley- 
Evans & St John 1998: 23). 
Later register analysis has attempted to address these issues through the use of 
corpus linguistic techniques. Biber et al. (1998) compared the distribution of selected 
grammatical features across a corpus of different registers and then applied these 
"to more comprehensive register characterisations" (ibid.: 138). They also undertook 
a genre analysis (see section 3.2.3 below) by looking at linguistic variation across 
texts from Biology and History and "how these linguistic patterns are related to the 
primary purposes and methods of each discipline" (ibid.: 139). Biber's research focus 
then moved from the investigation of grammatical features across different registers 
to the investigation of extended empirical collocations, i. e. lexical bundles, across 
registers. This work will be further discussed in section 3.3 below. 
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3.2.3 Genre Analysis 
In ESP, the field of Genre Analysis (Swales 1990; Bhatia 1993) or Academic 
Discourse Analysis (J. Flowerdew 2002) treats genre as a class of communicative 
acts. Writers produce texts for particular purposes, and if the writer of a text belongs 
to a discourse community whose members also produce texts with similar 
communicative goals, then these texts constitute a genre. According to Swales 
(1990: 52), the rationale behind a particular genre is determined by the expert 
members of the parent discourse community, who set the "constraints on allowable 
contributions in terms of their content, positioning and form" (ibid.: 52). A writer 
wishing to produce a text acceptable to the experts in the parent discourse 
community must therefore pay attention to content, organisation and form in order to 
ensure his or her text is an allowable contribution. Writers who aim to join this 
discourse community and need to be able to produce these genres need to learn 
how to produce these genres. 
As a result, much genre analysis has been conducted in order to identify and 
describe the lexico-grammatical patterning of texts belonging to different genres so 
that they can be taught to writers wishing to become members of the relevant 
discourse community (J. Flowerdew 2002). The field of genre analysis accordingly 
has a narrower focus than register analysis. It looks at specific genres rather than 
the register of "academic writing" in general. Its focus is also deeper, looking not just 
at formal features but also at communicative purposes (Swales 1990: 3). 
One of the most studied genres of academic writing is the research article, typically 
those published in peer-reviewed journals. The research article is the primary means 
by which knowledge is peer-reviewed, assessed and disseminated, although it has 
been pointed out that another genre, that of the patent, is said to hold more than 
80% of mankind's technical knowledge, much of which is not available to 
researchers in any other form (Groom 2002). Early work on research articles was 
formal, such as that of West (1980), who examined the occurrence of that-nominals. 
In terms of the communicative purpose of the genre, Hunston (1993) looked at 
evaluation in scientific research articles, while Myers (1990) compared research 
articles with popular scientific articles. 
Page 65 
Other studies of research articles have also looked at stages of the genre, e. g. article 
introductions (Swales 1981,1990) or discussion sections (Dudley-Evans 1986; 
Hopkins & Dudley-Evans 1988), conclusions (Hewings 1993) or acknowledgements 
sections (Bloor & Bloor 1989; Hyland 2003,2004). These studies have revealed the 
rhetorical moves associated with particular stages of the discourse, and the typical 
linguistic realisations of these moves. Swales (1990), for example, developed the 
influential CARS ("create a research space") model of research article introductions 
(ibid.: 141). He identifies the communicative purposes behind three characteristic 
'moves': establishing a territory, establishing a niche and then occupying the niche. 
Research on extended collocations in the research article genre has been conducted 
by Hyland (1996b; 1996a; 1998b; 1998a; 2000) who, in a series of related articles, 
writes on the role of metadiscourse in structuring texts in different disciplines. 
Gledhill (1999; Gledhill 2000b, 2000a) has also examined the discourse function of 
collocations of function words in cancer research articles. As these investigations 
involve the study of a corpus, they will be discussed in section 4.4 below. Work on 
the different stages of the genre of the research article has revealed the different 
discourse functions employed. The next section explores in more detail work on fixed 
collocational patterns which are seen to perform discourse functions in this genre. 
3.3 Functions of fixed collocational patterns in academic 
English discourse 
This section attempts to relate the frequently occurring fixed collocational patterns 
investigated in this study to the two most recent studies of lexical bundles in 
academic discourse available, those of Biber (2006) and Hyland (2008). Both these 
studies provide functional frameworks for lexical bundles observed in register 
corpora. Both compare lexical bundles in different disciplines: Biber (2006: 166-168) 
presents a genre-based study of the functions of lexical bundles found in the 
textbook section of the T2K-SWAL corpus, comprising the disciplines of Business, 
Engineering, Natural Science, Social Science, and Humanities disciplines (this 
corpus is discussed in more detail in section 4.4.3 below). Hyland (2008: 13-14), on 
the other hand, presents a register-based study of the functions of lexical bundles in 
a corpus of academic prose, containing research articles, dissertations and MA 
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theses in the disciplines of Biology, Electrical Engineering, Applied Linguistics, and 
Business Studies (this corpus is also discussed in more detail in section 4.4.3 
below). While these studies compare occurrences of the forms of different lexical 
bundles in different disciplines, they do not compare the functions of lexical bundles 
in different disciplines: a bundle is assumed to have the same function whichever 
discipline it occurs in, and regardless of its location in the text in which it occurs. 
This section will compare the functional frameworks of Biber and Hyland and then 
discuss the two main issues which require further investigation, both of which relate 
to register and genre: the possibility of lexical bundles and discourse functions being 
missed as a result of the incomplete text samples in the register corpora used to 
develop these frameworks, and the lack of comparability of data between disciplines. 
3.3.1 Functional frameworks for lexical bundles in academic 
discourse: Biber (2006) and Hyland (2008) 
Lexical bundles were originally proposed as structural, rather than functional units, 
and were used in a similar way to other linguistic features to illustrate differences 
between registers. Biber et al. (1999) reveal differences in the forms of lexical 
bundles between the register of academic prose and the register of conversation. 
The principal findings in the 1999 study were that the structures of lexical bundles in 
each register are different: "most lexical bundles in conversation are building blocks 
for verbal and clausal structural units, while most lexical bundles in academic prose 
are building blocks for extended noun phrases or prepositional phrases" (1999: 992). 
Several years after describing the formal features of lexical bundles, Biber, in 
collaboration with other researchers (Biber, Conrad, & Cortes 2004), developed a 
framework (from an initial taxonomy proposed by Cortes (2004)) to categorise their 
functions. The term function "refer[s] to the meanings and purposes of the language, 
functions that try to provide texture or organise the discourse according to situations 
or contexts" (Cortes 2004: 422). This definition explicitly connects the pragmatic 
meaning of lexical bundles, i. e. their discourse functions, to the context of situation. 
The study by Biber et al. (2004) determined the function of lexical bundles in different 
registers, and grouped together lexical bundles with similar functions into categories. 
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The focus of Biber's study was still on register rather than genre, however, as the 
goal of the functional framework was to "describe the extent to which each register 
uses lexical bundles for each of these functions" (Biber, Conrad, & Cortes 2004). 
The original framework proposed by Cortes has three core categories of function 
which relate to Halliday's metafunctional categories of register discussed in section 
3.2.1, namely the ideational, textual, and interpersonal: 
Referential bundles perform an ideational function; they help writers structure their 
experience and determine their way of looking at things. Expressions in this category 
are time, place, or text markers, such as at the beginning of, the end of the, or at the 
same time. 
Text organizers are word combinations used to express textual functions which are 
concerned with the meaning of the sentence as a message in relation to the 
surrounding discourse. Some of the functions performed by these expressions are 
contrast (e. g. on the other hand), inference (e. g. as a result of), or focus (e. g. it is 
important to) 
Stance bundles and interactional bundles perform interpersonal functions. Stance 
bundles express attitudes that frame some other proposition; expressions such as 
(e. g., I don't know why, are more likely to). Interactional bundles are conversational 
word combinations used to express politeness or to report, as in thank you very 
much, and I said to him. 
(Cortes 2004: 41) 
The framework has subsequently evolved according to the data in which the bundles 
have been found. Cortes' framework was developed further in the more detailed 
study of academic register by Biber et al. (2004), which in turn was further revised by 
Biber (2006). Since this last study focused on academic discourse and did not make 
any comparisons with other registers, some bundles occurred more frequently or 
less frequently than in previous studies, and so the categories into which bundles 
were grouped either became more detailed and contained further subcategories, or 
were subsumed into superordinate categories. For example, some of the 
"interactional bundles" mentioned above by Cortes, such as thank you very much 
and and I said to him, occur often in the register of conversation, but seldom occur in 
the register of academic discourse. The category to which these lexical bundles 
belong is therefore less relevant to a study of academic discourse, since few bundles 
would occur to justify its existence as a separate category. As a result, while Biber's 
latest framework (see Table 3.1 below) still has the same three core categories, it 
subsumes "interactional bundles" into the "stance bundle" category. 
The other study of lexical bundles in academic discourse is by Hyland (2008), in 
which he suggests an alternative functional framework for lexical bundles based on 
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his register corpus of academic prose (this is a different corpus from his 1998 journal 
article corpus). Although this framework was developed from that of Biber (Biber, 
Conrad, & Cortes 2004; Biber 2006) Hyland also found the interactional categories 
arising from conversation data to be un-necessary for classifying lexical bundles in 
academic discourse. Biber's data from "service encounters, institutional texts, and so 
on ... seems to have yielded far more personal, referential, and directive bundles 
than my more research-focused genres" (Hyland 2008: 13). The communicative 
purposes of the spoken and written texts included in Biber's conversational register 
subcorpus are so different from those in texts in academic discourse that many of 
Biber's categories and the bundles in them are not comparable: "use of the same 
sub-groups would invite unproductive comparisons" (ibid. ). 
Hyland's functional framework, therefore, does not use the same category headings 
as Biber. His categories are grouped under the headings of "research", "text" and 
"participants", and these categories in turn contain "sub-categories which specifically 
reflect the concerns of research writing" (Hyland 2008: 13). He places "stance" as a 
sub-ordinate category of interpersonal "participant-oriented" bundles which refer to 
either the writer or reader. 
The two frameworks are presented side by side in Table 3.1 below, which aims to 
show the overlap between their superordinate categories. The lexical bundle 
functions in Biber's framework were originally identified in the register-based T2K- 
SWAL corpus, but he applies them here to the bundles found in a single genre, the 
textbook. The issue of the overlap between lexical bundle functions in a register and 
lexical bundle functions in a genre is discussed in the next section (3.3.2 below). The 
functions in Hyland's framework are those performed by lexical bundles identified in 
his register corpus. 
Both frameworks have a roughly "interpersonal" category which is used to show a 
writer's attitude towards and stance on what is being written about, evaluating the 
propositions made, and including the audience. While "stance" is superordinate in 
Biber's study, it is a subcategory in Hyland's study. Both frameworks have a 
superordinate "textual" category, in which bundles are used to organise the 
discourse, although Hyland's category includes some functions, particularly those 
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Functions of common lexical bundles 
in academic textbooks (Biber 2006: 
166-168) 
Stance bundles express attitudes that 
frame some other proposition 
1 Epistemic stance - impersonal 
are more likely to, by the fact that 
2 Attitudinal/Modality stance 
a) Ability/effort: Impersonal 
it is difficult to, it is possible to 
b) Importance: Impersonal 
it is important to, of the most important 
Discourse organizers express textual 
functions which are concerned with the 
meaning of the sentence as a message in 
relation to the surrounding discourse 
on the other hand, at the same time 
Referential bundles help writers 
structure their experience and determine 
1 Identification 
is one of the, is known as the 
2 Specification of attributes 
a) Quantity/mathematical expression 
of the number of, the magnitude of the 
b) Predicative 
is equal to the, is given by the 
c) Tangible framing attributes 
the size of the, in place of the 
d) Intangible framing attributes 
in the case of, as a result of 
3 Time/place/text/other reference 
a) Place or institution reference 
the united states and, in the united states 
b) General location reference or framing 
in the same direction, the surface of the 
c) Text deixis 
as shown in figure, in this chapter we 
Functions of the top 50 lexical bundles in 
RAs, dissertations and MA theses (Hyland 
2008: 13-14) 
Participant-oriented 
1 Stance features - convey the writer's attitudes 
and evaluations 
are likely to be, it is possible that 
2 Engagement features - address readers 
directly 
it should be noted that, as can be seen 
in the present study, as shown in figure 
4 Framing signals - situate arguments by 
specifying limiting conditions 
Text-oriented - concerned with the organisation 
of the text and its meaning as a message or 
argument: 
1 Transition signals - establishing additive or 
contrastive links between elements 
on the other hand, in contrast to the 
2 Resultative signals - mark inferential or 
causative relations between elements 
as a result of, it was found that 
3 Structuring signals - text-reflexive markers 
which organise stretches of discourse or direct 
reader elsewhere in text 
in the case of, with respect to the 
Research-oriented - help writers to structure 
their activities and experiences of the real world: 
1 Location - indicating time/place 
at the beginning of, at the same time 
2 Procedure 
the use of the, the role of the 
3 Quantification 
the magnitude of the, a wide range of 
4 Description 
the structure of the, the size of the 
5 Topic - related to the field of research 
in the Hong Kong, the currency board system 
Table 3.1: Comparison of the functional frameworks of Biber (2006) and Hyland 
2008 
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relating to "framing", which Biber puts in another category. Biber's "discourse 
organisers" is a single category, while Hyland's similar text-oriented category is sub- 
divided into transitional, resultative, structuring, and framing signals. The category 
with most difference between the two is the ideational metafunctional category. 
There are a number of questions arising from Biber's and Hyland's work on the 
functions of lexical bundles which the isotextual, genre-based study of fixed 
collocational patterns in the present study may be able to clarify. Since Biber (2006) 
and Hyland (2008) have already proposed two alternate functional frameworks for 
fixed collocational patterns in academic discourse, it is not appropriate for this study 
to put forward a third, competing framework arising from the fixed collocational 
patterns in the corpus. It is instead more relevant to learn more about the bundles in 
Biber's and Hyland's functional frameworks by comparing their results with the 
frequent fixed collocational patterns found in the present study, since up to now few 
attempts have been made to compare or replicate their results. The next section 
outlines the areas which this study will aim to clarify. 
3.3.2 Lexical bundles and the fixed collocational patterns in this 
study 
The first issue which this study could clarify concerns the overlaps between register 
and genre. The corpus data in which Biber et al. (1999) identified lexical bundles was 
collected to represent a register, but the discourse functions later assigned to these 
bundles all work at the level of genre. As I have argued, it was logical for Biber to do 
this since genres are instantiations of registers, and registers include genres. 
However, the T2K-SWAL register corpus did not contain complete texts, only 
samples, and so not all areas of the discourse were included. I have also argued that 
genres are staged and goal-oriented: texts in a genre have beginnings, middles, and 
ends, and discourse functions are linked to these stages. The sampling procedure 
used by Biber meant that some discourse features in texts from a particular genre 
might have been excluded from the register corpus, and so Biber's results might 
have excluded some lexical bundles which customarily occur in texts in that genre. 
The only lexical bundles to be assigned discourse functions were those bundles 
which occurred in his register data, leaving the possibility that some of the "missing" 
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bundles - those that occur in the parts of the texts which were not sampled and 
which were therefore excluded from his corpus - might have different functions to 
the ones he identified. His functional categories might as a result comprehensively 
reflect the discourse functions in a register, but might not fully represent the 
discourse functions of the genres in that register. A study of lexical bundles in the 
genre-based research article corpus in this study could, therefore, reveal some of 
these "missing" bundles, and their functions could be further investigated. 
The second aspect concerns both Biber's and Hyland's way of identifying a bundle's 
function from context, since it is not clear how much context they use to determine 
such discourse functions. There is some indication that Biber's and Hyland's 
functions were determined from concordance lines, which provide a limited amount 
of context (see section 4.2 below). Some categories seem to equate the function of a 
lexical bundle with its lexical content: the lexical bundle the number of, for example, 
is termed a referential "quantifier" (Biber's referential category 2a in Table 3.1 above) 
because it can be seen from the concordance line that it contains the word number. 
The category of "stance bundles of importance" (Biber's stance category 2b in Table 
3.1 above) similarly includes bundles such as of the most important. It would difficult, 
using concordance lines alone, to assign a function to a lexical bundle which 
contains no lexical words, such as in off the. It may be that looking at the textual 
location of a bundle and the wider context in which it occurs, using the heuristic 
framework suggested in the previous chapter, may give a clearer idea of its function. 
A related issue with the functions of lexical bundles is the assumption by both Biber 
and Hyland that all occurrences of a bundle have the same function wherever they 
occur in the register, regardless of genre, discipline, or where they are located in the 
text in which they occur. Only the frequency of occurrence of a bundle in each 
discipline is compared, and does not allow for the possibility that the function of a 
lexical bundle in the text in which it occurs might be related to its location. For 
example, a "quantifying" lexical bundle might occur more in the results sections of a 
research article, or a "stance bundle of importance" might occur more in introduction 
or discussions sections. In order to test such hypotheses, neither an isolexical 
register corpus nor a non-isotextual genre corpus would be suitable. Instead an 
isotextual study of a genre corpus of research articles, such as in the present study, 
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should reveal more about the relationship between location in the text of a fixed 
collocational pattern and its discourse function. 
3.4 Summary 
This chapter has attempted to situate the fixed collocational patterns in the present 
study in relation to academic discourse, particularly the notions of genre and register. 
In discussing previous work on lexical bundles in academic genres, it has also 
revealed issues which the present study of fixed collocations in isolexical and 
isotextual corpora may be able to clarify. The isotextual version of the corpus is likely 
to be able to reveal fixed collocational patterns, such as lexical bundles, which have 
specific discourse functions in particular areas of the discourse. Little can be said 
about a lexical bundle which is found more often in a subcorpus containing many 
short full texts than in a subcorpus containing an equal number of tokens but which 
contains a few long or fragmented texts. This study will investigate whether fixed 
collocational patterns can be found with similar forms to the lexical bundles identified 
by Biber and Hyland. It will then be able to investigate whether lexical bundle 
specified as having a particular function in the discourse by Biber and Hyland has a 
similar discourse function in the present study, and it will then investigate whether 
this function influences the location where the bundle occurs in a text. 
It is obvious from the above discussion that the construction of the corpus in any 
empirical study of language is crucial. The next chapter accordingly discusses 
aspects of the field of Corpus Linguistics which will be employed in this study, and 
then discusses the benefits a distinction between isolexical and isotextual corpora 
may bring. 
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Chapter 4 Corpus Linguistics: a methodology and 
theory of language 
4.1 Introduction 
Studies of frequent fixed collocational patterns are necessarily empirical. It would be 
impossible to discover the most frequent fixed collocational patterns in research 
articles in different academic disciplines solely using intuition. It has already been 
pointed out in section 2.3.1 that language users are not always reliable at recalling 
the most frequent collocations of a word when asked to do so. It was argued that 
while some collocational patterns are sometimes easily retrievable from a 
researcher's intuition, for example stark raving mad, or stark raving bonkers, intuition 
is an unreliable basis for their systematic study. 
Instances of collocational patterns are instead most comprehensively retrieved via 
computerised analysis of large amounts of language data. Indeed, it is "difficult and 
arguably pointless to study such things except through using large amounts of real 
data, " (Moon 1997). It would be impossibly time-consuming to read all the data in 
order to find examples. Studies such as the present one are therefore computer- 
mediated, using large computer-held corpora to find and count attested occurrences 
of collocational patterns in use by many language users. 
The construction of the corpus used in this study would not have been feasible ten 
years ago. Since the advent of the early computerised corpora of the 1 960s, the 
amount and variety of the language data available electronically has grown 
exponentially, as has the amount of computer storage space and processing power 
available to individual researchers. Corpora produced as recently as the mid 1990s 
were limited by constraints which no longer pertain. The increase in capacity of the 
average home or office desktop PC in the last five to ten years has meant that large 
collections of texts can be built by individual researchers. Language data stored in 
computer memory can be retrieved, manipulated, and re-presented to researchers 
quickly. 
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This chapter first explains why I decided to construct a corpus for the present study, 
as none of the many large corpora which have already been constructed and which 
are available to researchers were suitable. It describes the composition and content 
of these existing corpora in some detail and shows how the incomplete or unequal 
numbers of texts and tokens in their different sections means that they cannot be 
used for comparative studies between academic disciplines. Having discussed these 
limitations, this chapter will then describe the design of the specialised research 
article corpus constructed as part of this study. The final section draws on work from 
Chapter 2 and Chapter 3 in comparing the research aims and methodology of this 
study with previous studies of word combinations in academic discourse. 
4.2 The methodological approach 
4.2.1 Introduction: corpus-based and corpus-driven approaches 
Corpus linguists use large collections of textual data to investigate language, 
although there are different perspectives on what can be found in this way. Two 
distinct approaches to using corpora in linguistic research have been identified by 
Tognini-Bonelli (2001: 10): corpus-based and corpus-driven. A corpus-based 
approach is primarily a methodological application which uses a corpus as "a 
repository of examples to expound, test, or exemplify given theoretical statements" 
(ibid. ). In contrast to corpus-based research, corpus-driven approaches use corpora 
to challenge existing views of language rather than confirm them. The corpus is used 
to generate, then test, then adjust or confirm hypotheses. Thus "a theoretical 
statement can only be formulated in the presence of corpus evidence and is fully 
accountable to it" (Tognini-Bonelli 2001: 11). This approach is more than purely 
methodological, as it has the potential to offer insights into language which have 
theoretical implications. This section outlines some of the drawbacks to some of the 
features of a corpus-based approach, and explains why, in order to identify the fixed 
collocations to be investigated, this study will take a corpus-driven approach. 
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4.2.2 The limitations of annotated data 
One methodological feature of corpus-based work is that data is usually annotated 
with tags: labels within brackets which corpus software uses but does not process as 
being part of the actual corpus text. These tags contain extra information, such as 
the part of speech for each word or the constituent role of each word in a sentence 
after parsing. Other information can indicate anaphoric reference or semantic field 
(Hunston 2002: 87-88). While annotation has a number of advantages and 
disadvantages, the corpus in the present study will not be annotated. Annotation is 
useful for learning more about features such as parts of speech, for which there are 
existing analytical frameworks and for which tagsets have been developed. More can 
be learned from a corpus about the finite base verb form of break, for example, if the 
corpus data has been annotated with part-of-speech tags. This allows the researcher 
to look at examples of break which are used as finite verbs, i. e. <VVB>break, without 
having to sort and discard instances of break which are used as infinitives 
(<VVI>break) or singular nouns (<NN1>break). 
One drawback to using a pre-annotated corpus is that the researcher views the data 
through the prism of existing theories. If a corpus is tagged according to word 
classes, for example, then the theory of word classes is not likely to be changed by 
analyses of that corpus which relies on these tags. As pointed out by Sinclair, many 
such tagging systems used for corpora are "based on problematic analytical systems 
derived from traditions of language analysis which have, in the past, rejected corpus 
evidence" (1991: 22). Annotated data limits "not the kind of question that can be 
asked, but the kind of question that usually is asked" (Hunston 2002: 93). 
In a corpus-driven approach, using non-annotated corpus data means that existing 
categories are not taken as given, and that researchers can notice "the strength of 
patterning which emerges from the rawest of unprocessed data" (Sinclair 1991: 117) 
This can be illustrated by the `new' word classes identified by Hunston and Francis 
(2000: 181). These are mostly sub-classes of the existing classes of nouns and 
verbs, and would not necessarily have been revealed if the corpus data was tagged 
and searched according to existing word classes. "Variable nouns", for example, are 
nouns which have both countable and uncountable forms, such as injustice or lunch, 
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but whose patterns of behaviour are observed to be sufficiently different from that of 
other countable and uncountable nouns that Hunston and Francis class them 
separately. The corpus-driven work of Hunston and Francis has led to a 
reformulation of the theory of word classes. 
Another form of annotation used in corpus-based work is lemmatisation, in which 
different word forms are given the same tag because they are seen as belonging to 
the same lemma. In the case of was and were the lemma is BE, and so in the BNC 
all instances of was and were are tagged as the past tense forms of the verb BE, i. e. 
<VBD>. Oakes (1998: 153) recommends "pre-preparing" a corpus in this way so as 
to prevent orthographically distinct instances of the same word such as be and was 
being listed separately. To Sinclair, on the other hand, listing occurrences of such 
word forms together as instances of the same lemma risks obscuring the evidence of 
how individual word forms behave. "Each distinct form of a verb is potentially a 
unique lexical unit, and that forms should only be conflated into lemmas when their 
environments show a certain amount and type of flexibility" (1991: 8). Corpus-driven 
approaches do not therefore lemmatise data. 
An example of how annotation determines what the corpus can or cannot easily 
reveal is the case of it. In the BNC all occurrences of it are tagged as <w PNP>, i. e. 
as a pronoun with reference to another noun in the text. However, those occurrences 
of it which function very differently, namely as a "dummy subject, " are also annotated 
with the same <w PNP> tag, as in Figure 4.1: 
Though the Report could be interpreted as advocating an exchange 
rate union, it is now accepted that it recommends a currency union. 
<s n=112> 
<w CJS>Though <w ATO>the <w NN1>Report <w VMO>could <w VBI>be 
<w VVN>interpreted <w CJS-PRP>as <w VVG>advocating <w ATO>an 
<w NN1>exchange <w NN1>rate <w NNO>union<c PUN>, <w PNP>it <w VBZ>is 
<w AVO>now <w VVD-VVN>accepted <w CJT>that <w PNP>it 
<w VVZ>recommends <w ATO>a <w NN1>currency <w NNO>union<c PUN>. 
Figure 4.1: A sentence from the BNC with and without tags 
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The tagging of it in this way means a researcher cannot use tags to distinguish 
between anaphoric or catephoric it and introductory or dummy it. The different uses 
of it would have to be separated manually 
The field of learner corpora also illustrates the problems arising from a corpus-based 
approach using annotated data. Errors made by learner writers are tagged according 
to an error tagset so that more can be learned about the types of errors made by 
particular learners. A problem arises due to the fact that erroneous writing can only 
be identified in terms of what would be seen as correct, and, since the learner is not 
present, there needs to be an element of guesswork about what the learner was 
unsuccessfully trying to mean. It is difficult to decide when something that has been 
identified as "an error" has been corrected sufficiently for it to become "not wrong": 
there is obviously no such construct as "a correct". Dagneaux et al. (1998: 165), for 
example, admit that "... the quality of error correction ... remains problematic 
because there is regularly more than one correct form to choose from. The inserted 
correct form should therefore rather be viewed as one possible correct form - ideally 
the most plausible one than as the one and only possible form. " 
A specific example of the limitations of error tagging are illustrated in Figure 4.2 
below, which shows a concordance of the occurrence of a particular class of lexico- 
grammatical error, XNPR, in Dagneaux et al. (1998: 168): 
complemented by other (XNPR) approaches of $approaches to$ the subject. The written 
are concerned. Yet, the (XNPR) aspiration to $aspiration for$ a more equitable society 
can walk without paying (XNPR) attention of $attention to$ the (LSF) circulation $traffic$ 
could not decently take (XNPR) care for $care of$ a whole family with two half salaries 
be ignored is the real (XNPR) dependence towards $dependence on$ television, 
are trying to affirm their (XNPR) desire of $desire for$ recognition in our society. 
such as (GA) the $a$ (XMPR) drop of $drop in$ meat prices. But what are these 
decisions by their (XNPR) interest for $interest in$ politics. As a conclusion we can 
hope to unearth the (XNPR) keys of $keys to$ our personality, But (GVT) do scientists 
and (GVN) puts $put$ (XNPR) limits to $Iimits on$ the introduction of technology in their 
This dream, or rather (XNPR) obsession of $obsession for$ power of some leaders can 
Figure 4.2: Output of search for XNPR (Dagneaux et al. 1998: 168) 
The final concordance line in Figure 4.2 shows that obsession of has been 
diagnosed as a lexico-grammatical error, and has been corrected to obsession for. 
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This dream, or rather (XNPR) obsession of $obsession for$ power of 
some leaders can 
Although obsession for may be a possible correction at this point, it may not be the 
most appropriate correction. In the BoE, 2,770 of the 5,241 occurrences of 
obsession are followed by with, in contrast to the 364 occurrences followed by for, 
(the 131 occurrences of obsession of notwithstanding) so that obsession with power 
is much more common. However, both obsession for power (2), or obsession with 
power (4), both of which are possible combinations, are much less frequent than lust 
for power (72 occurrences) or appetite for power (21) or desire for power (28). The 
learner's error may not have been with the use of obsession at all; rather it was a 
lack of knowledge of the backward collocates of power. 
The focus of the present study of fixed collocational patterns means that it is 
necessarily corpus-driven, and so the fixed collocational patterns to be investigated 
will emerge from the corpus without any prior annotation or manipulation of the data. 
According to Sinclair's open choice/idiom principle discussed in section 2.3.1, any 
point in a text is either part of a collocational pattern or not, and so the point in the 
text which has been tagged may be part of a collocational relationship that extends 
backwards as well as forwards. These relationships will be missed by manual or 
automatic tagging which only works on text forwards from left to right. Instead of 
identifying tags, the corpus software can be instructed to identify strings of 
characters and spaces of set lengths occurring above a particular frequency. There 
is also little point in tagging frequently occurring fixed collocational patterns as items 
themselves, since they can only be tagged once they have been identified as 
frequently occurring fixed collocational patterns. Once they have been identified in 
the present study, then there is no further need to tag them. 
4.2.3 Viewing context: the limitations of concordance lines 
Another methodology traditionally used in corpus-driven approaches, but of limited 
use for this study, is the manipulation of corpus data by computer concordancing 
software. The software is instructed to search for a given string of characters in the 
electronic text files comprising the corpus, and then presents the results in the form 
of concordance lines. A concordance line is a line of around 70 characters which 
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shows the search item in the centre of the screen. Most screens are wide enough to 
allow between 5 and 7 words of context to be displayed either side of the search 
item. This limit is arbitrary, arising from limits of the technology used in the 1960s 
and 1970s: this was as much information as a computer screen could display and 
which a printer could print (Johns, King, Leech, personal communication). 
Concordance lines are essential for showing the researcher the linguistic patterns 
entered into by individual words in context. Figure 4.3 below shows two miniaturised 
displays of a set of concordance lines for stark (Partington 1998: 9) in which the lines 
are arranged in alphabetical order. Words immediately to the right of stark are sorted 
so that words nearer the beginning of the alphabet are higher up the screen. On the 
left of Figure 4.3, the data after this manipulation is presented in Courier New, a non- 
proportional font in which every character takes up the same space. On the right it is 
in Times New Roman, a proportional font which does not reveal the regularity around 
stark and its environment (i. e. the fixed collocational pattern in stark contrast to) in 
the same way. 
The choice of font is crucial to whether the information about the data presented in 
the concordance lines can be noticed by the researcher. In order to identify linguistic 
features in concordance lines the researcher does not use any cognitive linguistic 
processes. He or she does not engage linguistically with the data until his or her 
brain, using cognitive procedures not connected to language recognition, has noticed 
the graphical regularity (circled). "The computer is valuable in stressing the 
difference between the text as a physical object and the way it is perceived by a 
language user" (Sinclair 1991: 7). 
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mple of ' rtructiv,, criminal 1 
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18 the stock market is now providing stark. illustration of how equities and c 
19 e_ the changes are an eloquently stark illustration of the massive reorie 
20 oman bears the burden. From these stark.. images he switches style complete) 
21 arge expanses of solid colour and start: images, often depicted in black. T 
22 can police Colonel who is affably star M, mad. rp> There is not room for all 
23 egan stripping again and was seen stark naked running in and out of traffi 
24 ANTHONY MOULD Ishbel Myerscough. Stark nudes and portraits. 173 New Bond 
25 ugh not everything that blurs the stark opposition of the one and the six 
26 11 of this doesn't mean he wasn't stark raving mad, and just putting on B 
27 cocked hat. All this happens on a stark. net, bare but for two leather arme 
28 anner. In Sarajevo, witnessed the stark. transformation of a bustling totorau 
29 under of Scotland United, takes a stark view: `We can take Westminster. Or 
I ancellor of the Exchequer, faces a stark choice between a penny off tax or 
2 entire career has revolved around stark choices and moments of daring brav 
3 the mid1990s. The prediction is in stark contrast to Mr Horion's belief tha 
4 Irrost all the Muslim conquests in stark contrast to the failure of medieva 
5 ntribution to 1930s housing, is in stark contrast to the cottagey suburban 
6d an unbridled aggression, were in stark contrast to the shortcomings of St 
7 ntribution to 1930s housing, is in stark contrast to the cottagey suburban 
8 ccess as scrumhalf and captain, in stark contrast to his first taste of the 
9e management. The profits were in stark contrast to others in the construe 
10 gestures ( <i> nutus <1>) This stark contrast is not invention, but it 
I ow had enough". <p- It is all in stark contrast to the two pages Neues De 
12 but fell back to close at 47p 
_a 
stark contrast to the year's high of 234 
13 the change was made. It seems in stark contrast to the crackdown on radle 
14 to normal living conditions". In stark contrast, yesterday's statement fr 
15 ednesday, their back line in such stark disarray, so frequently outsmarted 
16 g to prevent an arrest. This is a stark example of constnrctive criminal I 
17 ore importantly, his productions' stark expression of human vanity perhaps 
18 the stock market is now providing stark illustration of how equities and c 
19 e_ the changes are an eloquently stark illustration of the massive reorie 
20 oman bears the burden. From these stark images he switches style completel 
21 arge expanses of solid colour and stark images, often depicted in black. T 
22 can police Colonel who is affably stark mad. <p> There is not room for all 
23 egan stripping again and was seen stark naked running in and out of traffi 
24 ANTHONY MOULD Ishbel Myerscough Stark nudes and portraits. 173 New Bond 
25 ugh not everything that blurs the stark opposition of the one and the six 
26 11 of this doesn't mean he wasn't stark raving mad, and just putting on B 
27 cocked hat. All this happens on a stark set, bare but for two leather amte 
28 anner In Sarajevo, witnessed the stark transformation of a bustling commu 
29 under of Scotland United, takes a stark view: 'We can take Westminster. Or 
Figure 4.3: Concordance of stark (Partington 1998: 9) in Courier New (left) and in 
Times New Roman (right) 
Concordance lines can thus reveal the "strict interconnection between an item and 
its environment" (Tognini-Bonelli 2001: 11), both syntactic and paradigmatic, 
something which not all empirical studies of language use in academic discourse 
take into account. Jasienski (2006), for example, in a test of whether natural 
scientists admit surprise at their findings more frequently than social scientists or 
non-scientists, searched for "words indicating surprise" among 30 million abstracts of 
English-language scientific papers and 8 million articles in the Social Sciences and 
Arts & Humanities citation indices. He compared the frequencies of words appearing 
in these abstracts with their frequencies in the Brown corpus and found that "the 
word 'surprising' appears 12 times more frequently in the natural sciences than in 
standard English and 1.3 times more frequently than in social sciences, arts and 
humanities, " and concludes from this observation that: 
the study of nature does indeed seem to surprise us. The odds of finding in abstracts 
of scientific research papers a result or conclusion described as 'surprising', 
'unexpected', or 'unusual' are an order of magnitude greater than in standard 
language and several times greater than in non-science academic abstracts. 
(Jasienski 2006: 1112) 
Jasienski's conclusion is not necessarily supported by the evidence, however. If one 
uses a corpus to search for surprising and find n occurrences, then, before one 
makes any claims about what this finding means, one would do well to check its 
textual environment, namely whether not is used somewhere in the span to the left of 
Page 81 
surprising. All the examples below (from natural science journals) use the word 
surprising, and which thus would be counted in Jasienski's results, but only in 
Example 4.1 and Example 4.3 is surprise actually expressed in the text: 
Example 4.1: Given that Hrpl p is required for nuclear mRNA polyadenylation, it is 
surprising that the cell survives Hrp1p relocalization to the cytoplasm during 
hypertonic conditions. (0070040140934 Cell Biology) 
Example 4.2: The experimentally determined losses have relatively large error bars 
at the highest T, so it would not be surprising if the nominal result for int (300 K) is 
somewhat too high. (0030030940310 Electrical Engineering) 
Example 4.3: These two characteristics are quite surprising actually and therefore 
they should be added to the increasing collection of phantom weird properties. 
(0090056970112 Nuclear Physics) 
Example 4.4: Considering gravitational effects, the larger is d, the more efficient are 
gravity effects to deform the interface. It is thus not surprising that inertia I effects 
have to be increased to compensate for it. 
(0060011230328 Mechanical Engineering) 
Jasienski's generalisation from his results is therefore unfounded. Surprising may 
indeed be used much more often in Natural Science abstracts than Social Science 
abstracts, and even more often than in the Brown corpus, as he claims, but it does 
not necessarily follow from this observation that natural scientists "admit surprise at 
their findings" any more than do social scientists or writers in standard English. 
This study will use concordancing software to investigate the immediate co-textual 
environment of fixed collocational patterns, such as the noun groups they appear to 
frame, but the limited width of concordance lines means they are less useful for 
examining the wider context of a pattern. When the search item is a string of words, 
more of the screen is taken up with the search item and there is less room for the co- 
text. Academic discourse has a well known tendency to contain long complex noun 
groups (Biber 1988: 268; Cohen et at. 1988; Carter & McCarthy 2006). Such 
nominalization is used frequently because it allows processes and developments 
which are commonly expressed in clauses to be treated as concepts. Switching from 
a clause, such as in Example 4.5, to a nominalised form, such as Example 4.6, 
makes it easier to evaluate as part of the developing argument in the discourse 
(Kress 1989). 
Example 4.5: The incidence of tuberculosis in England and Wales suddenly 
increased between 1988 and 1992. 
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Example 4.6: Bhatti et al., for example, discuss the sudden increase of the incidence 
of tuberculosis in England and Wales between 1988 and 1992. According to these 
authors the recent entry of African refugees was not of major importance for the 
national tuberculosis increase. 
The length of such noun groups in academic discourse means that any lexical or 
syntactic patterns in their surrounding co-text are harder to spot visually since they are 
off-screen, a point illustrated by Figure 4.4 below. This shows concordance citations 
for evaluations in an Economics research article sorted alphabetically up to three 
words to the left. It can be seen that repeated regularities continue up to four places to 
the left of the sorted words because of the frequent occurrence of the eight-word noun 
group the relationship/correlation between tip sizes and service evaluations. The 
regular patterns displayed on screen are largely those of the constituents of this noun 
group and do not allow other clause elements to be fully seen. 
14 service evaluations after statistically controlling for food evaluations; 4) the differen 
15 s calculated and used in tests of the effects involving food evaluations. For studies wit 
16 ervice evaluations and the correlation of tip size with food evaluations; 5) the zero-ord 
17 was not significantly related to servers' or third-parties' evaluations of the service 
18 ; 6) the correlation between patronage frequency and service evaluations; 7) the partial 
19 and the relationship between patronage frequency and service evaluations was significantl 
20 8) the interaction effect of patronage frequency and service evaluations on tip size. Tes 
21 s of the correlation between patronage frequency and service evaluations. Meta-analyses o 
22 though the average relationship between tip size and service evaluations was statisticall 
23 within-restaurant relationship between tip size and service evaluations more than on the 
24 ically significant relationship between tip size and service evaluations. However, that r 
25 nges. However, the relationship between tip size and service evaluations was weaker than 
26 xplanation for the correlation between tip sizes and service evaluations is that tip size 
27 vailable, partial-correlations between tip sizes and service evaluations that statistical 
28 not moderate the relationship between tip sizes and service evaluations and that server 
29 s should be comparable to that between tip sizes and service evaluations. Tests of the pr 
30 ificant positive relationships between tip sizes and service evaluations (Lynn and Grassm 
31 ns; 7) the partial correlation between tip sizes and service evaluations after statistica 
32 s conclusion, the relationship between tip sizes and service evaluations remained signifi 
33 od; 3) the partial correlation between tip sizes and service evaluations after statistica 
34 explanations for the correlation between tipping and service evaluations. These findings 
35 effects of customer' patronage frequency on tips and service evaluations rather than to a 
36 ct of some third variable's effects on both tips and service evaluations. One likely cand 
37 es (percent tips or bill-adjusted residual tips) and service evaluations. Tests of this r 
38 mall, but reliable and positive relationship between service evaluations and tip sizes an 
39 alculated and used in tests of the effects involving service evaluations. Similarly, in c 
40 ionship is due to the effects of customers' moods on service evaluations and tips rather 
41 . 46, one-tailed p< . 0004, and marginally related to service evaluations, r=0.03, z=1 
42 ying the service-tipping relationship is specific to service evaluations and that custome 
Figure 4.4: Concordance of evaluations in an Economics research article, sorted 3 
words to the left (Oakey 2005: 176) 
Having discussed the benefits of a corpus-driven approach in relation to a corpus- 
based approach, this chapter moves on to discussing the written academic English 
corpus data already available, and why it was not seen as suitable for the present 
study. 
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4.3 Limitations of existing corpora of written academic 
English 
There are two possible methodological approaches to corpus-driven comparisons of 
the frequency and role of fixed collocational patterns: either data in existing 
representative "off-the-shelf" corpora can be grouped into categories reflecting 
different areas of language use, or original corpora of data chosen from different 
categories can be constructed. As discussed in Chapter 3, various overlapping 
labels can be used for these different categories: comparing different registers (Biber 
et al. 1998: 135) reveals linguistic features typical of different situations of use, such 
as purpose, topic, and setting; making comparisons between texts belonging to 
different genres (Lee 2001: 46) can show how language varies according to socio- 
culturally determined factors. 
However, while there are several sources of academic writing data available in 
existing off-the-shelf corpora, the design principles underlying these corpora mean 
that their suitability for both register and genre-based comparative work on 
collocational patterns is limited by two considerations. First, while it is possible for 
such corpora to be sub-divided to allow the study of language features across 
different registers or genres, the amount of data in each subcorpus is often unequal. 
Second, some corpus compilers achieve a balanced number of tokens by using text 
fragments, with the result that discourse features from the parts of the texts which 
are not included in the sample are not represented in the corpus, which in turn risks 
biasing the results of searches of the corpus. This section discusses these limitations 
in more detail, and then shows how they might be addressed by introducing a 
distinction between isolexical and isotextual versions of a corpus. As I have already 
suggested, one version will allow results to be compared across a similar number of 
tokens, while the other will allow results to be compared across a similar number of 
texts. 
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4.3.1 The Brown corpus tradition: Brown, LOB, FLOB, FROWN 
and BNC 
The corpora in this tradition date back to the first attempt to make a representative 
computerised corpus, the Standard Corpus of Present Day American English 
compiled by Francis and Kucera at Brown University in 1964 (Francis & Kucera 
1964/1979). This corpus, known as the "Brown" corpus, was intended to be a 
representative sample of American written English, what Sinclair (2005: 3) calls a 
normative corpus. Statements made about linguistic features in the corpus were to 
be accepted as reflecting American written English as a whole. The data collected 
for the Brown corpus had to satisfy a number of criteria in order to be included. First, 
most obviously, the texts had to be written in English by an American author. Francis 
and Kucera were confident that "so far as it has been possible to determine, the 
writers were native speakers of American English" (1964/1979: 1). The second 
criterion concerned the subject matter of the texts in the corpus; the compilers had to 
identify the topics which were written about in English by Americans, and then 
decide how much of each subject to include in the corpus so that it represented 
American written English. 
The process of attempting to represent all of a particular language in this way is in 
danger of becoming circular. In order to accurately replicate a language in 
microcosm in a corpus, the compilers face two problems: which varieties to include, 
and how much of each variety to include. They need to know how many different 
varieties of language - such as mode (spoken or written), utterer (male or female), 
register (formal or informal) - are used in the macrocosm, i. e. the language as a 
whole: their corpus must include samples of each variety. Second, they need to 
know the proportion of the language accounted for by each variety, in order to 
ensure that the proportions of the different types of language in the microcosm 
reflected the proportions in the macrocosm. Since most languages are spoken and 
written by many millions of people, these proportions are almost impossible to 
determine for a whole language. To be able to determine these proportions 
accurately, researchers would have to investigate the language as a whole, and in 
order to do this they would need a representative corpus, and so the process begins 
again from the same point. 
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Rather than attempting to represent the whole English language, Francis and Kucera 
aimed to represent American written English as a "standard" against which to 
compare other instances of language use. They were thus able to solve the first 
problem by consulting Brown University's librarians to decide on a classificatory 
system that would include every variety of American written English. This approach 
yielded two basic classes of American written English texts: "informative" and 
"imaginative" prose, which were in turn subdivided into smaller categories. 
"Informative" prose consisted of Press (Reportage, Editorial, and Reviews), Religion, 
Skills and Hobbies, Popular Lore, Belles Lettres (Biography, Memoirs, etc. ), 
Miscellaneous, and Learned. "Imaginative" prose consisted of General, Mystery and 
Detective, Science Fiction, Adventure and Western, Romance and Love Story, and 
Humor. These are library-derived subject categories; they reflect a concern with the 
topic of a text, rather than with context-of-situation factors such as the form of a text 
or the intended audience it was written for, and so the Brown corpus categories 
reflect subjects rather than genres or registers. 
Francis and Kucera tackled the second problem, of making sure that the quantities in 
the corpus reflected the quantities actually in the language as a whole, by 
canvassing the opinions of distinguished linguists' as to how many texts from each 
category should be included. They averaged out the various answers and then 
collected 500 random samples of 2000 words from texts, restricted to those written in 
1961, in each of these categories (Francis & Kucera 1964/1979). 
The LOB corpus, a collocation of one million words of British English written in 1961 
continued the Brown tradition of corpus design and construction in the 1 970s. This 
aimed to mirror the Brown corpus as closely as possible in order to allow 
comparisons between British and American English (Johansson et al. 1978). 
Categories and sampling criteria for the two corpora were largely unchanged; Figure 
4.5 below illustrates the composition of the two corpora. Linguists at the University of 
Freiburg updated these two corpora with texts written in the early 1 990s to create the 
FROWN and FLOB corpora (Hundt et al. 1998; Hundt et al. 1999). The largest 
corpus constructed in the Brown tradition, the British National Corpus (BNC) (1995; 
1 John B. Carroll, W. Nelson Francis, Philip B. Gove, Henry Kucera, Patricia O'Connor, and 
Randolph Quirk 
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revised as the BNC World 2000), contained 90 million written and 10 million spoken 
words of British English from 1991. It contained texts in similar categories to the 
Brown/LOB corpora, but which were termed subject domains. 
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Figure 4.5: Distribution of text samples in the Brown Corpus and the LOB Corpus 
The Brown, LOB, and BNC are very small in relation to 21st century normative 
corpora, such as those of commercial publishing houses such as the Collins Word 
Web and the Cambridge International Corpus, which contain hundreds of millions of 
tokens; and they can only be said to be representative of the written American and 
British English of one or two generations ago. Despite this, the systematicity with 
which they were constructed and annotated, as well as the volume of scholarly work 
based on them, has meant that they are still widely used as reference corpora and 
for the training of automatic text parsing software. 
Apart from the advancing age of their data, however, their main drawback for the 
purposes of this study is the status of the language data in their respective 
categories or domains. If language in different categories is collected as a normative 
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sample of a language, none of the individual categories can on their own be 
representative of that category in the language as a whole, simply because they 
were collected as part of a larger representative whole sample. The Brown corpus 
"Learned" category of 160,000 words, for example, consists of samples from 
academic texts which were collected in order to go towards representing something 
else, i. e. American Written English as a whole. It cannot be seen on its own as being 
representative of all American Learned writing. Comparisons of the language of this 
category with the 160,000 words in the "Learned" category of the LOB corpus cannot 
therefore be treated as comparisons of the two categories of "Learned" writing. This 
point has been made by Sinclair: "a sample corpus will be discontinuous; its 
subdivisions will not stand as samples themselves, " (1991: 24) and "it is perfectly 
possible, and indeed very likely, that a corpus component can be adequate for 
representing its variety within a large normative corpus, but inadequate to represent 
its variety when freestanding" (Sinclair 2005: 3). Sinclair stressed that "only those 
components of corpora which have been designed to be independently contrastive 
should be contrasted" (ibid. ). Such corpora he termed contrastive corpora. 
An attempt was made by Lee (2001) to reclassify texts in the BNC in order to make it 
easier to see what genre a particular instance of language use came from, and 
therefore its context of situation (through features such as author type, author age, 
author sex, audience type), and to allow researchers to isolate subcorpora from the 
BNC in order to compare different genres. Lee proposed a reclassification of the 
BNC text samples from its domains (Imaginative, Natural Science, Applied Science, 
Social Science, World Affairs, Commerce, Arts, Belief & Thought, Leisure, and 
Unclassified) into `genres' (such as academic and non-academic, administrative, 
advertising, biography, broadsheet news). 
While Lee's genre categories were seen as helpful, and were incorporated into the 
2000 World edition of the BNC, they also were based on an underlying assumption 
that a normative corpus could be divided into a contrastive one. It was not the 
intention of the BNC designers, however, for it to be used for contrastive studies 
between or within different genres (Aston 2001). The number of texts, and 
consequently the number of tokens, in each genre category is unequal. The study in 
Oakey (2002a) used the "academic writing" genre of the BNC based on Lee's 
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categories to compare occurrences of lexical phrases in three different academic 
disciplines within this genre. However, the wide disparity in the number of texts and 
numbers of words in the three disciplines, as can be seen in Figure 4.6 below, meant 
that the results needed to be normalised for comparisons to be made. 
Figure 4.6: comparison of three different academic writing sub-corpora in the BNC 
For occurrences of lexical phrases to be compared between these three disciplines, 
results either had to be normalised down to the level of the subcategory with the 
fewest tokens, in this case the approximately 500,000 tokens of Technical and 
Engineering writing, or normalised up to the level of the sub-category with the most 
tokens, namely the 2,500,000 or so tokens of Social Science writing. The former 
method involved dividing the results for Medicine roughly by three and those for 
Social Science roughly by five. The latter method would have involved multiplying 
results for Technical and Engineering writing by five, and those for Medicine by 
roughly three. In this latter case, the results would have been highly dubious, 
because the "long tail" distribution of language data (see section 4.3.3 below) means 
that the most frequent words in a text occur very frequently in relation to the 
infrequent words in the text. It cannot therefore be assumed, for example, that if a 
lexical phrase occurs n times in 500,000 tokens of Technical and Engineering 
writing, it will occur 5n times in 2,500,000 tokens. Similarly it cannot be assumed that 
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if a lexical phrase occurs n times in 5,000,000 tokens of Sociology writing, it will 
occur n/10 times in 500,000 tokens. It is thus essential for the corpus for the present 
study to contain a comparable amount of data so that like can be compared with like. 
When written data from a single text type, the periodical, is isolated from the BNC 
using Lee's criteria, the resulting subcorpora are even more unbalanced. The 
proportionally larger amount of words taken from two journals, Gut and the Weekly 
Law Reports, is particularly noticeable, as can be seen on the right of Figure 4.7 
below. It has been found that this imbalance causes normally infrequent words such 
as gastric (adj), mucosa (n), and colitis (n) to "leap up into the top 8000 frequent 
words of English" (Kilgarriff 2002: 1). This also affects research into the discourse 
functions of lexical bundles, and so this point will be returned to in section 4.4.3 
The second reason why the BNC (as well as the Brown and LOB) is unsuitable for 
the present study is the fact that text samples, rather than whole texts, were used. In 
many existing corpora whole texts were not included, as in order to keep the sample 
size balanced in terms of tokens, text samples rather than whole texts were used. 
The inclusion of text fragments in a corpus means that the data is in some way 
incomplete (Sinclair 1991: 23-24; L. Flowerdew 2004: 15). Meaning as context of 
situation by definition cannot be investigated in such a corpus because not all of the 
situation, namely the text, is included. The Brown tradition's sampling process leads 
to fragmented texts; this invalidates their status as texts since they are no longer 
whole. If a text is to be studied as a communicative act in a particular context of 
situation, then all language used to perform that act needs to be available for study. 
As a brief illustration of this difficulty in relation to the present study, we can propose 
the existence of a collocational pattern which plays a role in the introduction section 
of texts. If a corpus consisting of randomly-selected text fragments is searched in 
order to test this hypothesis, the results will inevitably prove inconclusive, since the 
sampling construction method may or may not have included the introduction 
sections of the texts in the corpus. Since the present study is not only quantitative 
(counting and comparing frequencies of fixed collocational patterns) but also 
qualitative (attempting to describe the use of these patterns), it needs to study full 
texts which include all the linguistic aspects of each communicative act. 
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4.3.2 The MicroConcord B corpus 
The next available corpus of written academic English, the MicroConcord B corpus, 
is a collection of "more-or-less academic texts" (Murison-Bowie 1993: 53) supplied 
with MicroConcord software (Scott & Johns 1993) as an attempt to make corpora 
accessible to language teachers and learners (Johns 1986; Thurstun & Candlin 
1997; Partington 1998). While the corpus contains data from five different disciplines 
(see the left of Figure 4.7 below) allowing comparison of the language used in 
different subjects, the individual sections are between 180,000 to 220,000 tokens 
each, which does not permit large-scale analysis of frequently occurring word 
combinations. Moreover, the texts in each area are fragments, leading to the 
problem mentioned in the previous section. 
4.3.3 The Bank of English 
Written academic English data is also available in the Bank of English. This corpus 
was the result of the COBUILD project, (Sinclair 1987) the first large-scale 
commercial corpus compilation project. COBUILD aimed to produce corpus-informed 
dictionaries and other English language teaching materials, and so its corpus is 
different in composition from corpora constructed along the lines of the Brown 
corpus. First of all, its designers eschewed sampling, and instead proceeded 
according to the principle of "more is better. " This insistence on a large corpus was 
due to the fact that word frequencies are distributed unevenly, so that at least half 
the words in any text occur only once. This type of distribution was identified as a 
property of word frequency lists by Zipf (1935) in the pre-computer era, but has since 
been found - and named the "long tail" distribution - in other areas such as the sales 
figures of online retailers- 
I used to work at Amazon. com ... 
here's how I described the long tail to a marketing 
guy who didn't get it (and thought we should focus more on bestsellers): We sold 
more books today that didn't sell at all yesterday than we sold today of all the books 
that did sell yesterday. ' 
(Brier 2005) 
The long tail distribution of online book sales reflects the fact that online retailers 
such as Amazon. com make more money selling single copies of two million different 
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books a year than they would if they sold one million copies of a bestselling Harry 
Potter book annually. 
The long tail distribution of words meant for Sinclair that a corpus had to be large 
enough to contain sufficient occurrences of the different senses and uses of 
infrequent words on which to base a dictionary entry. The definition of "large enough" 
has continued to expand. Moon (2007: 166) for example, points out that the entry for 
skate in the first COBUILD dictionary was based on 35 occurrences of the lemma, as 
opposed to the approximately 5,000 occurrences in the 450-million word 2001 BoE 
version. 
While the "academic writing" portion of the BoE, which consists of around seven 
million tokens from American academic textbooks from several disciplines, is larger 
than those of the corpora in the Brown/BNC tradition, its principal limitation for the 
purposes of the present study is that there is little balance, both in terms of texts and 
tokens, between the disciplines represented (see Figure 4.7 below); comparisons 
between subject disciplines in this study would be hard to make. The disciplines 
represented are also biased towards non-Science disciplines. 
Figure 4.7 below shows a graphical representation of the corpora discussed in this 
section and shows the number of texts and tokens in relation to each other: It can be 
seen that using academic writing from normative corpora would not be appropriate 
for the present study. A corpus consisting of comparable subcorpora was instead 
constructed, as will be discussed in section 5.2. The additional benefit to this study of 
a purpose-built corpus, in addition to the ability to control the number of texts and 
tokens in each discipline subcorpus, would be that I have the advantage of knowing 
what is in the data. Both Hoey (1997: 2ff. ) and Lee (2001: 53) point out that mis- 
labelling or misclassification of files in off-the-shelf corpora can lead to compromised 
research results for other users of the data. 
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Figure 4.7: Comparison of academic sub-sections of Brown, LOB, MicroConcord B, 
Bank of English, and the British National Corpus 
Having explained the decision to compile a corpus for the present study, I now draw 
together previous research on Phraseology, Corpus Linguistics, and Academic 
Discourse in a description of how the current study is similar and different to previous 
corpus-informed studies of word combinations in academic discourse. 
4.4 Corpus studies of word combinations in academic 
discourse 
As already discussed in section 2.3.2 above, the progression beyond the word as a 
useful unit of meaning (cf. Sinclair 1996,1998; Danielsson 2007; Gardner 2007) has 
led to a great deal of research in what I have already collectively termed extended 
empirical collocations: multi-word phrases of varying lengths, degrees of fixedness 
and variability whose status as linguistic units is not yet determined. At the same 
time, more attention has been paid to the communicative conventions that 
characterise different contexts of situation. Also, as will be seen below, the linguistic 
features of registers and genres and the pragmatic features of communication within 
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discourse communities have been described in more detail (Biber et al. 1998; Hyland 
2000). In this section, I discuss work on some of these extended collocations, and 
show how they are related to the goals of the present study. 
4.4.1 Studies with a pedagogical aim 
Howarth (1996), working within the Eastern Phraseology tradition (see section 2.2.2), 
studied written data from native and non-native student writers of English in the 
social sciences to compare their use of restricted collocations (Aisenstadt 1981). 
Native speaker use is an important aspect of the Eastern Phraseological approach to 
collocation at the pragmatic level, since "acceptability to a native speaker" is one 
method by which a collocation is judged to be institutionalised. Howarth measured 
the "phraseologically deviant" (1996: 156) performance of non-native students 
compared to that of native students, but could find no direct connection between 
collocational use and proficiency. Some errors were in fact made by "more proficient 
writers who felt confident enough to experiment with collocability, " (ibid.: 159) while 
writers felt to be less proficient seemed to avoid producing such features. 
Howarth's work is an example of a corpus-based approach, which elucidates existing 
phraseological theory on restricted collocations from corpus evidence. As I have 
argued on the other hand, the present study does not seek to investigate the 
native/non-native dimension of fixed collocational patterns, since this is not a 
criterion for their identification. Occurrences in the data will all be attested, published 
instances of language use and will have already been accepted by the discourse 
community. As I have argued in section 2.4.3, whether a fixed collocational pattern is 
"right" or "wrong" is immaterial: this study investigates whether it occurs frequently in 
the data and how it is used. Secondly, identifying whether a writer of a particular text 
is a native or non-native speaker is very difficult. Contributors to international 
journals in English belong to a global academic community where the mother tongue 
is not a membership criterion. Peacock (2007) refers to a method of identifying 
native English speakers by Anglo-Saxon sounding names with an affiliation to an 
institution in a native-speaking country, but this risks miscategorising second or third 
generation migrants to native speaking countries. 
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The concept of "the author" itself in academic journal articles is also unclear. In some 
disciplines, articles are mostly co-authored and it is impossible to identify an 
individual author. In some disciplines journal articles are generally monographs, 
while in others, particularly when research from large-scale projects is reported, the 
number of listed authors is close to three figures (see Figure 4.8 for an example from 
Nuclear Physics). In recognition of this difficulty, in this thesis I more often refer to 
"how a pattern is used in a text" than "how the writer of a text uses a pattern. " 
,, MI Nl. V'41", 1-'I I'II' ; 1. '. I kIVII 'rý III Ilb: >. I. ".,., --I 1 1. 
,. I1111-: 11011111 iili l , 11.11-1, I-114.1411 I. iU"I II , ul A it 4 . 1u': I, 
Ili, ll. 11, aI sr, 'x :: ':. 1.1111.;, \ 
. Adl: 'i. 
" /, 
. 'duuuw`. 
L"`I. '.. 1111",., 4.1' ll. 'rrn. ! '. '.?,.. 'rl: ht^.: I II., I""I. I `' I. I;. nnuulrr,., 
I. ',. I'., IitI 1' J, ILrn, 1. "I. S. I'. 'I.: 1: ' 'r. V. U'144,4 I". I; 91"'. r: ". I - J. I(! w.,, ' II, II, I__I' 111.1111. 
l'. (! 1(1.111' I'. I L'"ulrr"' li. 1.,, uI!, II . 
".: L. I>ru. limit, A. h'114"1 IL . nur 11 I. ddrl"rr_I: LI I,. rrr S. ruan"+ , \. C'' .. rl, 'nr 
I. I. ni. I, ' I. ý . lnll"" ). I I, 'r. nur'' Il. r': hr., ': 
; `:. lau, 1-.. IL, 1 I. 1'II: II ). ! ). 'n' : S. I Il twill. M. I lion'... , 1. lliik 111. rn I; "il"l. 
'" 5''. hrr. nr 
I. 1' llilt 'I': nul' "ILI r, rwl: r J. ;. Ilm. i" II. 1. I r,,,,. brlI '. I. I45lal.. '''"4'.. . 
ll: l, 'r' 
., V A.. I"; L"r;, ": liil. ' : I_Ih, lrulp'. J. I. 14.11.1 I. I1.1 it,, J. (: ". Ihmbl IIa, U' L,. I: hu, 
'"'. I twit m'.. " I. I, I: ': LI, "ý'. (;. I t'jJ'' 17.11, vl 11 . 
°'' I'. I , rlnm. M. I. 1 rr"u: uII nrA 5. Ic : Il.. 
0. II"I G. J. 1.1'', )r. ,. n11111511.111. I , ill'. M. 1, . 1lI, III 1, I. 1 41111" 
ý''t: ldu: dlnm. 11 I, (, 1Jr. l. i 
! LI; rr. i.. ".. Ill; 1!, 1v,,.. V1. II", rpl:,:... I; -l; will, I'T. J. ILill lruli, 'Ir. 11,101l. ". "' J. "''.. 14111 11. II: "Ihn", 
S. II: I'1 "luaun. ^' I. 11: "I"I, I. I.; IIill, "d, I'. '"1. III, "rll. I. IIG. IX. I loll 111'. it 1.11. -1 -1: % 
ILX. Iln, lri''''I. J. Ibmrnw: II. IIluuulII4"L' . 
1.1!, A. Ilull.., I 'in I, l",. rJun'' I I.,. I"14' 5', ' . 
J... ", I,.. ' 
I. b, lin, PI; J"rv". I Ili H. 'd I.. lr" \I 1, gLilt I' '"''u. 1,11, hu .' 'A. ki 1: 1 
1. I, Ln" S. I:. farw. ' : 1.. F. I,.,. IiL'". ' ; '..: ';. k,. n. i. rnu". t I. Ivr. h: l. ll. ": 1.1>. 1. "r,. d, "nl, r: : '. I. Am" ., ' 
I' 1. r r4 (4 '' K. K1110, a I. I.: tlIli, J. G uIr. L" '. L. l. nn: ' P. lat. I: uul''° 5.5. 
1. I 
. 111 
't)I'., "r. l". ` 11 , 'r. ! '. I muvu I.. '"I. I. nulrr., l. ti. I . nu: 
'' I' I'' I_uwL"II I;. I.. r pik. I. ]'. It - 
.1. I.: I>, "d:,: --I, I; '! 1. glqn: 
('". 'rl. I r'rnnr'. 1'. I,. ^::. nrr 1.1. '' '"I. J. I'. ln: I I_I. '' : ý. (. I ur. L'nb. rnu 
', L A. I. r. r'I. 111111.1, . 
J. I i'I !II, 1'111 II. I, rr"'" I?.:,. Lrnl, ". I: r: ' tl. I "1, l" : \"u. 1,,:: 4v. A. I. " 
I). I''ml. 1.1lld. nr. l: c':. '' I":. \I: gLI A. I 11:, 1,. ".. II. S. \I' ll t" 
`111 "' '. lalul-u . '' 
l.: i. Ll'SIi. rn: ' \u . 
`. L"hu,: l. ' ,. 'I `down" L '. Id,.. ". yd: ` I, '. luv: " J. S111Chtll. r: 
\'.. i. '. Ira .. Id, a' 1"I. M41,1'. i. \I, i, ' r. 'I M. &r 16upr°' SI. ir. \Imlll., '. l,, \. '. Iluallrr.. " 
. 
1.. 'rl. SICluny P. \1,,. l: i. '":: 1. ', Il. n \,. ,,: II. '' Ii, `..., rlnm `" `:. I5 %: nurLý"+ `. ' J. \', Ir m. l. ' i.. r tMu,, u 
A. I(', pn.,. ('. .1I(, ii l1, . 
'. L I l. l'niunr I.! ' llK, lr, ':. I:;. I'. ii. `:. I. '. IY. I'. ul, "Iýr, d'.:.. ''. Y. I'mill. nr. '" 
!. l Ilr; lmrrc 'I". I'i'' I. 4. S. I'rrrt,. ', '1' lnL r": 55. Prl-r! ": 5. , I5"Ir\.: 111v. r1. m, 1 I. N. rwrc" 1.11111.1 
N. I`, 4 16". J. Prrrr: l LI. I'" l.. u::, "I V' IIu: l'. "lul., r. vI 1lmdlr. k. 1.,, .l 
!! I: '. _ I. ' Il. k., ý ; S. 1'. lL, znll .I , "IrLL, 
t. l' J. k: 1,. l. ' I'. I! : u"I: "'" 'r. I<idl" , "I :" I1.1.1011,1. ' I. I;. IvJ, "rn. 
(., 1' k. 1,: ". v: b:, "l. i l'. l:. ', I. . 
kor I7; 1. "r, I. ti' ,u 'I1l. r 
z` 1.111:: 1`<. : 1. i'. > mb. I. ti. r w ;u 
. 
'.,. i min.:. '' I_\. }. lu, .. "J: I . 
'"' : \. >: IIUU. mI. " 1.1, ycr I!. ý"h',,: I.. n. n ,-. I. }: ll. wd, p, 'Ii 
I{. I? '4dwdid-vp""N 
I'. K, 1. SIu. l: pIILn{. r,: \. \ 'In li1l: Lll. ý.. ',. "Ir"['kt4, "' I;, ýLarr.: 
' \. }nrlm,.: 
1 111,11' II. V 'y+wLu' Ii, \Ir. nl. a,: A. N, '1' I. '.. 'eL `., ull. iu. ncr.. 
II. Suln, "L"Ilrt. II. 'dl., "b: l'' I: ". ß! I, L. '`: 1.. 5 I'. >wI, L' ' I. '"uv., II ILA"! '. time'' I J. 11. yrunru I, 
`v. In4. r' "; 1. I. Il. vh, i lu II. Iur"'-1. I1. I Irvine`. '" '"'. 1 1.11 In-. I. It .l Ill, l 
Ir}.. n: ".. Slnllill ",, I, I'. Iinurl. l. lIll irh: `"IIL.. ln. l: r+". "... I' 
li. '4141Ishu n. A. M. t, n. kr\lol: u" X Viu, -, piI.: '"I. l. r-. llvr'Ii, '' , \. \ 'C. IVIIr 
"&L 0rr'. la. '. 
S. A. \".. Ir. lun. I-. \'ý. un". `ý II. Ai i: ' I;. "". 'll""" I" ..: ILnn. S"i. l', S'''iI, Ii Ol.. " 
1'. lntl: n Jr. " R hi'nl. rr " 
'1. "I"r Kwmm. S11'. 45'u -_pn1" II. Wm I \. My 1. Xn. . \. l l. rl. uuu- I. }unnn"o. 1. Y. mr: IS 
A. VA liu: -+I, II' 1'. 5'. /. InnX1.11. /Iiuul. '"4',.: 11. /hiui, 'P Ii.: r, ulL,, PI. 'P" ": uni: \. \. AM'. " 
r a'1, : 
ý,; 
., v:. 1, ".,. ' ....... . r- fr rrI kor. ý. Iý+I1, 
17 
I r.. 
ý"irn 
, _1 r,: 11'ý: ""rlý, _... .!: U "dt 
e, 
(ci 
"1: 11 , YK4'1 -z' a -; '. t`;, i'. 7 JF ; hilt: ' r . -': 1 -u'".. fl. ''. " 
' I, 4 ,1 
51 I: "'.. ..,..,. 
Iß:: 1.: ,' 
1'. 11.11 , rI-I., rni7 iI,,. `I, I, %"c tiles 14 .4 .1 
11, Ail ru:. wllr. ý... Itit h 
Figure 4.8: Authors of a research article in Nuclear Physics 
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A well-known pedagogical study which described extended collocations in academic 
writing was Lexical Phrases and Language Teaching (Nattinger & DeCarrico 1992). 
Nattinger and DeCarrico's construct, the lexical phrase, is a collocation, continuous 
or discontinuous, fixed or variable, which has a pragmatic discourse organising 
function. Nattinger and Decarrico presented a taxonomy of lexical phrases based on 
their form and function. For example, they describe a type of lexical phrase called a 
'phrasal constraint' which could take a form like the er the er, which would 
structure a phrase like the more the merrier. These shorter lexical phrases, 
according to Nattinger and DeCarrico's model, can be built up into extended 
collocations. For example turning a phrasal constraint into a 'sentence builder' 
requires the addition of noun groups or verb groups as in the er X, the Y, 
which occurs in phrases like the harder they come, the harder they fall. These 
sentence-building lexical phrases can be extended to produce quite complex frames 
offering paradigmatic choices of verbs and other optional clause elements, marked 
by brackets, as in Example 4.7: 
Example 4.7: this paper will compare/contrast/describe/demonstrate that X (first) (by 
analysing/comparing/demonstrating (that Y) (then by ing Z, and finally by 
ing A; 
The lexical phrase was conceived as a unit with direct applicability to language 
teaching, and Nattinger and DeCarrico specified discourse models, such as those 
underlying informal and business letters or academic essays, together with the 
lexical phrases which they intended learners to use when writing these texts. This 
meant, however, that whether a collocation can be classed as a lexical phrase 
depends very much on the text in which it is used, since it must have the specified 
communicative function according to the discourse model for that text proposed by 
Nattinger and DeCarrico. 
In the case of lexical phrases specified for use in written academic discourse, the 
model for academic discourse was the freshman composition. This is an essay 
written by undergraduate university students in the United States who are all 
expected to complete two composition courses in order to fulfil their English 
language and writing requirements for their degree programmes (Macksoud, 
personal communication). The "freshman comp. " typically follows a five-paragraph 
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sequence of opening, body, and closing. The lexical phrases specified as typical of 
freshman comp. writing, therefore, were only suitable for teaching students who 
needed to produce such texts. It is not clear what the data was from which these 
lexical phrases were identified by Nattinger and DeCarrico, other than that it was 
"written discourse collected from a variety of textbooks for ESL, textbooks for 
academic courses, letters to the editor of various news publications, and personal 
correspondence" (Nattinger & DeCarrico 1992: xvi). Little more information was 
given, such as how many tokens or texts there were for each of these different 
contexts of situation. 
In view of the unclear nature of the data on which the notion of lexical phrases was 
based, in an earlier corpus-based study I searched in off-the-shelf corpora of 
academic English, namely the MicroConcord B corpus and academic periodicals 
from the BNC (following Lee's genre re-classification), in order to discover whether 
the form of the lexical phrase it has/is been that X could be seen in attested 
data, and also whether the form-function relationship they specified for this lexical 
phrase in student essays was replicated in the different genres of books and 
research articles (Oakey 1998,2002a). In the latter study I found that extended 
collocations with the same form as this lexical phrase could be found in academic 
writing, although there was considerably more paradigmatic variation of the verb, 
and the form was observed to perform more than one observable function. There 
was also evidence of cross-functioning (Moon 1998: 21) where a lexical phrase 
performed more than one function at the same time. 
It seemed that by proposing a form-function relationship for lexical phrases, 
Nattinger and DeCarrico had made their lexical phrases model too dependent on 
their own discourse model, and thus reduced the potential applicability of lexical 
phrases, certainly to other genres such as research articles, and possibly to the 
register of academic writing in general. Again, however, the functions I identified in 
Oakey (1998; 2002a) are themselves suspect, since the MicroConcord B and the 
BNC are normative corpora containing text fragments which were not designed for 
contrastive studies such as these. The comparison of the present study results with 
those of Biber's and Hyland's lexical bundles, therefore, will hopefully reveal more 
about the functions of fixed collocational patterns in research articles. 
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4.4.2 Studies of disciplinary differences 
Earlier work by Hyland (1 996b; 1998b; 1998a) on pragmatics is concerned primarily 
with explaining the conventions of research articles (Hyland 2000: 90). He takes a 
corpus-based approach, in which corpora "assist not drive" (ibid.: 92) the research, in 
order to explore the use of metadiscourse. This is a theoretical concept from the field 
of pragmatics which is aligned with the Hallidayan interpersonal metafunction. It 
involves the evaluation of statements within a text, the creation of stance and the 
construction of discourse, and which functions rather like the "participant-oriented" 
lexical bundles discussed above. Hyland's corpus contained research articles from 
eight different disciplines and he searched for target functions (ibid.: 91) by using 
180 items compiled from "grammars, dictionaries and earlier studies, " (Hyland 
1998a: 355). 
Some of Hyland's metadiscourse markers are extended collocations, which he calls 
boosters and hedges, which construct academic discourse and show the writer's 
stance towards the knowledge they are creating, allowing 
writers to express conviction and assert a proposition with confidence, representing a 
strong claim about a state of affairs. Affectively they also mark involvement and 
solidarity with an audience, stressing shared information, group membership, and 
direct engagement, with readers 
(Hyland 1998a: 350) 
For example, from the discussion section of a biology paper (ibid.: 377): 
Example 4.8: Recently it has been shown that over expression of active GAD causes 
severe abnormalities in growth and development of tobacco plants... 
Example 4.9: It is generally believed that the decline in cytoisolic pH during hypoxia 
might trigger the GAD activity that leads to GABA accumulation... 
These two examples, according to Hyland, show that the writer uses these boosters 
to indicate that he accepts as facts these findings from other work. In his work 
Hyland continually refers to the "writers" of the texts he analyses. As I argued in 
section 4.4.1 above, however, it is difficult to confer a distinct identity on the "writer" 
of a research article submitted with more than 70 authors' names. This study will 
instead, as already stated, refer to how language is used in a text rather than to how 
the writer uses language. 
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Hyland's work on boosters and hedges is corpus-based: it reinforces existing notions 
on the pragmatics in journal articles but does specify the frequency of these forms in 
relation to each other. While the present study is more corpus-driven, as the fixed 
collocational patterns to be investigated will emerge from the data, it will employ 
Hyland's approach to corpus building, as it relied on non-linguists' opinions to 
determine which texts should be included. He interviewed practitioners in each 
academic discipline to find the journals which were most prestigious in each 
discipline, and which were most widely read. As far as possible research articles 
from the same journals as Hyland will be used. 
Two corpus-driven studies of phraseology in academic discourse have shared a 
similar methodology, identifying statistically significant grammatical words and then 
examining their frequent collocational environments. Gledhill (Gledhill 2000a) looks 
at the collocation patterns of grammatical words in approximately 500,000 words 
from cancer research articles. Gledhill states that "analysis of grammatical words is 
an efficient way of arriving at a description of the most typical expressions in the 
corpus" (Gledhill 2000b: 117). He searches his corpus using words such as of, for, 
has, is, and been, before trying to identify the patterns in which they most frequently 
occur. He finds that has been is used with "extraposed that-clauses" (i. e. strings 
such as it has been thought that) which "project a research idea or fact through an 
empty subject" (ibid.: 121). He also finds that for signalling the general research aims 
of the article only shown, found and demonstrated can be used in both it is/has been 
that forms, so a relationship between form, function, and genre can be seen in 
his work. 
Groom (2007), in a contrastive study, takes a similar approach and compares two 
genres, those of the research article and book review, in Historical Studies and Art 
History. He is more concerned with the relationship between phraseology of 
grammatically salient words and the epistemology of different disciplines. Groom 
abstracts the frequent patterns into "semantic sequences" such as PROPERTY + of 
+ ENTITY, realised, for example, in the noun group major patterns of societal 
development. 
Page 99 
4.4.3 Corpus background to lexical bundles 
The word combinations most similar to the fixed collocational patterns in this study 
are lexical bundles (Biber et al. 1999). Having discussed the functional frameworks 
above, I focus here more on the corpora used for their identification. As previously 
mentioned, lexical bundles are frequently recurring fixed strings of three or more 
words which "commonly go together in natural discourse" (ibid.: 990) and are similar 
in form to n-grams in section 2.3.2. Because computers process text as a 
progression of strings of characters and spaces, n-grams can include words from 
different sides of grammatical boundaries, or across turns. Lexical bundles, however, 
exclude strings which cross turns or contain punctuation. In order for a string to be 
classed as a lexical bundle, it must occur a certain number of times per million words 
in five or more texts in the corpus. Lexical bundles are therefore fixed collocational 
patterns, identified irrespective of their meaning, use, or the word classes their 
constituent words might belong to. Examples of lexical bundles are one of the, part 
of the, the use of, in contrast to the and on the other hand. 
The aim of Biber et al. was to use lexical bundles to explore differences between 
spoken and written registers. The corpora representing the registers of academic 
prose and conversation for the first discussion of lexical bundles, part of the 
Longman Spoken and Written English Corpus (LSWE) (ibid.: 24), are shown in 
Figure 4.9 below. The corpus of academic prose contains 75 book extracts and 333 
research articles, "nearly all" (ibid.: 33) of which are complete. The focus in that 
study was on comparing the forms and structures of lexical bundles found in the 
register of academic prose with those found in other registers such as conversation. 
Lexical bundles in conversation were found predominantly to begin with a 
pronominal subject followed by a verb phrase plus the start of a complement clause, 
such as I don't know why and / thought that was, while in academic prose the most 
common form was part of a noun phrase, as in the nature of the, or prepositional 
phrases such as as a result of (ibid.: 991). 
It can be seen that Biber's two register subcorpora in which lexical bundles were first 
identified are not equal in size. The academic prose subcorpus contains around 1.4 
million more tokens than the conversation subcorpus, but contains around 3,000 
fewer texts. According to Biber et al. there was "no need to use subcorpora with 
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exactly the same number of words, because all frequency counts are normed to a 
common basis (occurrences per million words of text)" (ibid.: 25-26). A lexical bundle 
which is found to occur 50 times in 5 million tokens of academic discourse, for 
example, can be normed to a frequency of 10 times per million words, which would 
allow it to be compared with a lexical bundle which occurs 40 times in 4 million 
tokens of conversation. Once their frequency counts have been thus normalised, 
lexical bundles can therefore be compared across registers. Biber et al. say little, 
however, about how this disparity in text lengths, and the fragmented nature of some 
of these texts, might influence the lexical bundles they identify in their study. 
We now come to the areas of uncertainty which the main research questions of this 
thesis attempt to clarify. The first problem stems from attempting to contrast 
discourse functions of lexical bundles in different registers. Grouping texts within a 
sample of register means that the sample often contains different numbers of texts 
from different genres. This in turn means that the register samples may be of 
different sizes, either in terms of the number of tokens or in terms of the numbers of 
texts, or in terms of both. The difficulty presented by unequal numbers of words is 
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traditionally overcome by normalising the results so that the frequency of occurrence 
is expressed in the same number of words, such as occurrences per million. This 
might be called an isolexical (from 'same number of words') comparison. 
Normalisation is possible when abstract linguistic categories such as passive verbs 
are being counted, for example, since these features are linearly distributed (Biber 
2006: 253). Words, on the other hand follow a non-linear distribution, the 'long tail' 
already discussed. As argued above, this non-linear distribution means that 
normalising up or down to achieve an isolexical comparison risks skewing the 
results. 
The lexical bundle is an isolexical construct, defined as an extended collocation 
which occurs at least 40 times per million words; the cut-off point is "somewhat 
arbitrary" (Biber, Conrad, & Cortes 2004: 376; Biber 2006: 134; Biber & Barbieri 
2007: 267; Hyland 2008: 8). Without normalisation of results, therefore, lexical 
bundles are hard to identify in non-isolexical subcorpora which contain fewer than a 
million words. Biber and Barbieri (2007) in their comparative study of lexical bundles 
between non-isolexical subcorpora of spoken and written academic registers, have 
recently conceded that this problem has the potential to affect the results of 
normalised isolexical studies: some of their subcorpora contain more than a million 
tokens, while others are much smaller. Biber and Barbieri admit that "more 
comprehensive analyses based on much larger samples, with the sample design 
more evenly matched across registers" (268ff. ) are required. The corpus in the 
present study attempts to meet this need in relation to the genre of the research 
article, and so section 4.5 below outlines how having two versions of a larger corpus 
might solve some of the problems caused by uneven sample sizes. 
In addition to his contrastive work on register, Biber has also compared lexical 
bundles within a single genre, that of the academic textbook (2006: 164), from the 
textbook section of the T2K-SWAL corpus, comprising the disciplines of Business, 
Engineering, Natural Science, Social Science, and Humanities. The corpus is neither 
isolexical nor isotextual, and each subcorpus (see Figure 4.10 below) contains fewer 
than a million words, and so Biber adjusts the frequency cut-off point (to 20 
occurrences per million words) and the minimum number of texts in which a lexical 
bundle occurs (either 3 or 2) in order to obtain sufficient results for a comparison. 
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Biber (2006: 166-168) then counted how many lexical bundle types there were with 
particular discourse functions each subcorpus, gaining the results shown in Figure 
4.11 below. It can be seen that the number of bundles does not match the size of the 
subcorpus. While Engineering has the fewest tokens, Humanities has the fewest 
bundles. While Social Science has the most tokens, Natural Science has the most 
bundles: 
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Figure 4.10: Texts and tokens in the textbook genre in Biber (2006: 25) 
140 
120 
100 
80 
60 
40 
20 
0 
Business Engineering Natural Science Social Science Humanities 
D Stance   Discourse organisers Q Referential 
Figure 4.11: Distribution of lexical bundles across functional 
categories in academic textbooks (Biber 2006: 164 
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While Biber suggests that the above results "need to be interpreted with caution, 
since the distributional patterns seen in the above figure do not in anyway correlate 
with sample size", he also adds that "we can be fairly confident that these are 
genuine differences rather than a mere artefact of sampling differences" (ibid. ). I 
would suggest that this statement needs further investigation, which this study will be 
able to provide. Biber can only say that the number of bundle types in each 
subcorpus appears not to be related to the number of tokens in each subcorpus. If 
the samples are compared in terms of the number of texts i. e. in an isotextual 
comparison, there may indeed be a correlation. For example, it can be seen from 
Figure 4.11 that Engineering has the fewest texts, and also has the fewest discourse 
organising lexical bundles. 
The other study of lexical bundles by Hyland (2008) is a register-based study of the 
functions of lexical bundles in academic prose, from a corpus of research articles, 
dissertations and MA theses in the disciplines of Biology, Electrical Engineering, 
Applied Linguistics, and Business Studies. Hyland does not specify the numbers of 
texts in each discipline, nor how many texts from each genre there are in total, but 
instead gives totals per discipline: 
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Only one discipline subcorpus, that of Applied Linguistics, contains more than a 
million tokens, and so results for lexical bundles in the other subcorpora will require 
norming upwards in order to be quoted in terms of occurrences per million words, 
and so Hyland's results might also be skewed. 
Problems seem to occur, therefore, when comparing lexical bundles between 
disciplines both in a single genre or within a single register. These are due to the 
inclusion of incomplete samples or the result of normalising upwards between 
subcorpora of different sizes. The means of addressing these problems in the 
present study is to propose a distinction between isolexical and isotextual corpora. 
This will be discussed further in the next section. 
4.5 The advantages of a distinction between isolexical and 
isotextual versions of a comparative corpus 
The difficulty in collecting a comparable amount of data needs to be addressed. 
When comparative subcorpora are compared, there is usually an imbalance between 
either the number of tokens in each subcorpus or the number of texts. Sinclair points 
out that balancing for an equal number of tokens is difficult to achieve without 
making compromises, and that there is a trade-off between the size of component 
subcorpora and the completeness of the texts in it. "Long texts in a small corpus 
could exert undue influence on the results of queries yet it is not good practice to 
select only part of a complete artefact, " (Sinclair 2005: 6), and therefore, "samples of 
language for a corpus should wherever possible consist of entire documents or 
transcriptions of complete speech events, or should get as close to this target as 
possible. This means that samples will differ substantially in size" (ibid.: 7). 
This tradeoff has so far been acceptable for comparative studies of the structures of 
lexical bundles in different registers mentioned above. Lexical bundles are defined 
and measured in occurrences per million words, so in previous studies the number of 
tokens has been more important than the number of texts. However, comparisons of 
the functions of bundles between registers are potentially more problematic. A 
corpus of research article data with equal numbers of tokens in different disciplines 
but with different numbers of texts is only balanced for the amount of language that it 
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contains; it is not evenly balanced for the amount of communication that it contains. 
If each discipline contains a million tokens each, it will address the norming problem 
raised by Biber and Barbieri, but if there are different numbers of texts in each 
discipline then there are different numbers of communicative acts or situations in the 
corpus. In the genre of the research article there would be an imbalance in the 
number of genre stages: despite the fact that the subcorpora are evenly balanced in 
terms of the number of tokens, they contain different numbers of introductions, 
conclusions, and so on which might bias any results from the corpus in favour of the 
discipline with the largest number of texts. 
For studies of the function of fixed collocational patterns, i. e. their possible roles in 
the act of communication, this possible bias can be investigated by examining two 
versions of the corpus. The isolexical corpus of research articles can be collected 
containing an equal number of tokens from each discipline to be compared. In this 
case it is possible to collect around a million words from each journal so that no 
norming will be required. The results from this corpus can be compared with the 
results from previous isolexical studies of lexical bundles between registers, as all 
results can be normalised to the same "occurrences per million words" measure 
which is the criterion for the identification of a lexical bundle. A better suggestion of 
the frequencies of the functions of fixed collocational patterns in texts, however, can 
be gained by creating another, isotextual, version of the corpus containing an equal 
number of texts. In this case a figure such as 100 texts per journal could be 
compared. The two versions would overlap: a certain number of texts would be 
included in order for a million tokens to be collected, and a certain number of tokens 
would be included in order for 100 texts to be collected, but there would be some 
texts in each version which were not included in the other. 
What is not known is whether the fixed collocational patterns which are frequent in 
the isolexical version of a corpus would be the same fixed collocational patterns 
which are frequent in the isotextual version of the corpus. The re-balancing from 
equal numbers of tokens to equal numbers of texts will reduce the number of texts in 
some subcorpora but increase the number of texts in others. This changes the 
number of communicative acts in each subcorpus, and thus creates the potential for 
other fixed collocational patterns to become more frequent isotextually than they are 
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isolexically. To my knowledge this type of distinction has not been made before. 
Previous corpora have either been isolexical or isotextual, but not both. 
Having investigated the two versions of the corpus, this study will then be able to 
clarify Biber's and Hyland's findings by introducing a distinction between constructs 
which are isolexical and constructs which are isotextual. The lexical bundle is an 
isolexical construct because its frequency in different registers has been measured 
in terms of the same number of tokens (per million words) so that its frequency can 
be shown in terms of the same amount of language in each register. The "fixed 
collocational pattern" in this study will be an isotextual construct with a number of 
occurrences per communicative event, and thus should be a better indicator of the 
relative amounts of functions in the same genre. 
The decision of which disciplines to include is based on Hyland's Journal Corpus 
(1998a) which he used to investigate the boosters and hedges discussed above. 
This corpus consists of eight independent subcorpora, four from Science disciplines 
and four from non-Science disciplines (see Table 4.1 below). Since Hyland was 
looking at discourse functions of these items, his corpus was isotextual. He included 
one article each from seven journals in eight disciplines, totalling 330,000 tokens. He 
does not specify the number of tokens in each discipline, as his study did not seek to 
contrast the frequency of occurrence of boosters and hedges in different disciplines. 
Discipline Texts Tokens 
Microbiology 7 not specified 
Electrical Engineering 7 not specified 
Mechanical Engineering 7 not specified 
Physics 7 not specified 
Applied Linguistics 7 not specified 
Marketing 7 not specified 
Philosophy 7 not specified 
Sociology 7 not specified 
Total 56 330k 
Table 4.1: Distribution of texts in the Journal Corpus (Hyland 1998a) 
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This section has established the main focus of the study, namely that fixed 
collocations can be viewed as isolexical constructs such as lexical bundles, and also 
can be viewed as isotextual constructs. The isolexical perspective highlights 
occurrences in language, whereas the isotextual perspective highlights occurrences 
in communication. The first aim of the study therefore is to compare isolexical 
occurrences of fixed collocational patterns across disciplines, and compare 
isotextual occurrences of fixed collocational patterns across disciplines, and then 
compare the isolexical occurrences with isotextual occurrences. These results can 
then be compared with the results of the non-isotextual studies in Biber (2006) and 
Hyland (2008) in order to reveal more about the register and genre-based behaviour 
of lexical bundles. We have now therefore come to the stage in this thesis where its 
research questions can be re-stated in more detail. 
4.6 Detailed research questions 
The distinction between the lexical bundle as an isolexical construct and the fixed 
collocational pattern as an isotextual construct requires a refinement of the initial 
research questions. The first question addressed in this study is to find the most 
frequent fixed collocational patterns in a sample of research papers in different 
academic disciplines, but the samples in each discipline must be comparable. This 
study therefore should also compare occurrences of fixed collocational patterns 
between the isolexical and isotextual versions of the corpus. It is hoped that this will 
reveal whether the imbalance between the number of texts and tokens in each 
subcorpus influences which patterns are frequent. The first research question can 
accordingly be re-expressed as: 
1. What are the most frequent fixed collocational patterns in 
a) an isolexical sample of an equal number of tokens from journal articles from eight 
academic disciplines? 
b) an isotextual sample of an equal number of texts from journal articles from eight 
academic disciplines? 
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The second question, which attempts to identify fixed collocations across disciplines, 
now also needs to compare across disciplines isolexically and also isotextually. 
Again, this will hopefully reveal whether the imbalance between the number of texts 
and tokens in each subcorpus influences which patterns are frequent. The answer to 
this question will require comparisons not only between Science and non-Science 
disciplines, but also between isolexical disciplines and isotextual disciplines. The 
second research question can accordingly be re-expressed as: 
2. Do any fixed collocational patterns occur frequently in all eight academic 
disciplines in 
a) an isolexical sample of an equal number of tokens from journal articles from eight 
academic disciplines? 
b) an isotextual sample of an equal number of texts from journal articles from eight 
academic disciplines? 
The third question will need to be focused on investigating whether the isotextual 
construct identified in the first two questions appears in the isolexical results of Biber 
(2006) and Hyland (2008). If any fixed collocational patterns are identified by the first 
two questions, then the isotextual corpus can be investigated to see whether these 
patterns perform the discourse functions proposed for them by Biber and by Hyland. 
These functions will be genre-based, rather than register-based, and so the location 
of each pattern in the text in which it is used will be investigated alongside its 
discourse function. The third research question can accordingly be re-expressed as: 
3. Are any of the fixed collocational patterns identified in 1 and 2 found in Biber 
(2006) and Hyland (2008)? If so, is there a relationship between textual environment, 
namely at the syntactic, semantic, and pragmatic levels, of these fixed collocational 
patterns 
a) within disciplines? 
b) across disciplines? 
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4.7 Summary 
Having looked at previous work on aspects of Phraseology, Academic Discourse 
analysis, and Corpus Linguistics, and having refined the research questions, we now 
turn to methodological considerations. It is now possible for the contrastive corpus of 
journal articles to be used in this study to be larger than those previously 
constructed. In the same way that the boom in language data in the 1980s permitted 
the construction of academic-industrial corpora, the development of the internet in 
the late 1990s has given individual researchers access to large amounts of data from 
a wide variety of language contexts. This easier access, coupled with the powerful 
computing power available in most desktops and university computer clusters, has 
allowed larger corpora to be collected and studied by individual scholars working 
autonomously. The corpus in the present study takes advantage of these 
developments, and the next chapter will describe its overall design and construction, 
how comparable subcorpora were created, and the methods used to tackle the 
research questions. 
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Chapter 5 Methodology: working with corpora 
5.1 Introduction 
This chapter details the design and construction of the research article corpus used 
in this study. It presents quantitative information about the size and composition of its 
isolexical and isotextual versions. The second section describes the corpus-driven 
approach to be used to identify fixed collocational patterns in both versions in order 
to answer the first two research questions. The final section describes the 
methodology to be used in analysing any fixed collocational patterns which are 
identified in relation to the third research question. 
5.2 The design and construction of the corpus in this study 
5.2.1 The design of the corpus 
The corpus in this study is contrastive, and comprises data from research articles in 
different academic disciplines. The subcorpus for each discipline is intended to be 
similar enough for it to be compared with the subcorpora for other disciplines without 
any normalisation. The corpus is designed to follow the composition of Hyland's 
1998 Journal Corpus. Because the collocational patterns in this corpus-driven study 
emerge from the data, the corpus has to be sufficiently large for any frequently 
occurring patterns to be noticeably more frequent than other patterns. Studies of 
smaller corpora can identify differences between disciplines, but if the differences in 
frequency are only one or two, then this is not enough to illustrate clear differences. 
Normalised occurrences per million words of different permutations of it is/has been 
that barely pass single figures in the MicroConcord B corpus and the 
periodicals section of the BNC (Oakey 1998,2002a). 
I therefore decided to collect a corpus similar in design to Hyland's corpus, but on a 
larger scale. For the size of the isolexical version of the corpus, a figure of a million 
words per journal was chosen. This meant that isolexical frequencies would be per 
five million words, and comparisons of fixed collocational patterns with lexical 
bundles could be made without the need for any normalisation. 
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The disciplines represented in the corpus were mainly the same as in Hyland's 
corpus, but two of the disciplines chosen were different. Physics at my institution 
largely consists of Nuclear Physics, as the department has been active in teaching 
and research in the subject since the 1930s, and so the more specialised discipline 
was substituted. The discipline of Applied Linguistics was also dropped from the 
corpus, since it was felt that it was too close to the subject of this study. The potential 
existed for me to say something about the language of Applied Linguistics based on 
my insider's knowledge of the subject which I could not say for the language in any 
of the other disciplines. The discipline of Economics was substituted in its place in 
order to maintain the basic Science/Non-Science balance of the subcorpora. 
Following Hyland's methodology, five journals per discipline were used: the journals 
chosen in each discipline were the same as Hyland's study or identified by the 
relevant head of department at the University of Birmingham as being the most 
prestigious in each discipline. My request for guidance and the responses it elicited 
from the various heads of department can be found in Appendix 1. 
5.2.2 The corpus construction procedure 
The creation by one researcher of a corpus this size - over twice as large as the 
original Bank of English - was only possible due to the many technological 
innovations which have been applied to the production, dissemination, and 
preservation of academic texts since the 1970s. Each of these technological 
innovations has quickly been superseded by newer technology; the microfiche of the 
1960s and 1970s, in which very small graphical reproductions of texts were stored 
on plastic sheets, were in the 1980s replaced by digital reproductions of texts which 
were stored on compact discs and read using computer software. These CDROMs 
became the storage medium of choice for many publishers of academic journals, 
and university libraries introduced networked computers on which library users could 
browse the back-issues held centrally on CDROM. This model of information storage 
and retrieval was in its turn quickly outmoded, however, by the introduction of 
networked servers which held as much information as thousands of CDROMs, and 
in the late 1990s these CDROM journals began to be replaced by subscription 
services to the internet. University libraries in the UK have continued to encourage 
Page 112 
library users to make use of online electronic journals in order to free up shelf space 
for clusters of PCs on which these electronic journals can be read. 
The terms of use of these subscription services permit downloading and storing of 
articles for individual scholarly study, and - provided a user does not download the 
whole, i. e. every single part, of a particular issue - constructing an electronic 
collection of journal articles in the form of a corpus is permitted. The research articles 
in the corpus can only be used for my personal study and will not be available to 
other researchers. This is unfortunate, but is a condition of being allowed to collect 
the data in the first place. The University of Birmingham's online journals service is 
based on software called Metalib, supplied by Ex Libris Ltd, and known as the 
eLibrary. At the time when the corpus for this study was collected, the University of 
Birmingham was using the TDNet electronic journals management system produced 
by TDNet Ltd, a subsidiary of Teldan Information Systems. 
The corpus was created by downloading journal articles from the eLibrary and 
preparing them for use by Wordsmith Tools 4 lexical analysis software (details of 
which are in section 5.3 below). This software processes text in plain text files, i. e. 
the simplest form of electronic text storage which contain characters stored as a 
series of 1s and Os, and which has a . txt 
file extension. However, most online journal 
articles are only available in hypertext markup language (html) or portable document 
format (pdf), which allow extra information about the text to be displayed, such as 
fonts, graphics, and formulae. It is therefore necessary to convert these into plain 
text, Conversion is usually a straightforward process, since files in both pdf and html 
contain plain text stored alongside the other information. This plain text can in most 
cases be electronically selected, copied, and pasted into plain text files. 
Figure 5.1 below shows the same portion of a research article displayed in the three 
different formats: 
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anode discharge, a HC3,4 placed at the bottom of the HPA was used (see Fig. 1). The HC consists 
of a 1.2 cm in diameter and 5 cm in length HC cylinder with three Sa-Co coaxial magnets. The HC 
was separated by a perspex-made ring insulator from a cylindrical intermediate electrode of 6 cm 
diameter and 9 cm length. The intermediate electrode has an output extraction hole of 0.5 cm 
diameter. A constant N2 gas injection was supplied through a hole made in the bottom wall of the 
HC. We used three high-voltage (HV) pulse forming network (PFN) generators. The PFN1 generator 
[negative amplitude 10 kV, 10 is full width at half maximum (FWHM) pulse duration, 11 
impedance] was used as a power supply for the HC discharge. The PFN2 generator (negative 
amplitude 10 kV, 10 is FWHM pulse duration, 5 impedance) was 
Figure 5.1: Part of a journal article in pdf format (above right) html format (above left), and plain 
text format above 
Some decisions on which journals to include in the corpus were subject to 
technological restraints. Journals which publish articles in protected pdf format could 
not be included in the corpus, as text cannot be extracted directly from such files. A 
more time-consuming procedure is required, in which the articles are either printed 
onto paper and then scanned into text files, or saved in a document image file (with a 
tiff file extension) from which the text can be extracted using optical character 
recognition software. The one discipline affected by this type of problem was 
Mechanical Engineering, for which only one of the most prestigious journals was 
available electronically. Other international journals cited by members of the 
department were substituted. 
Once downloaded, two copies of each journal article file were stored on the hard disk 
drive of a PC in a hierarchical folder structure, as on the left in Figure 5.2 below. The 
version of the article in plain text format was the one processed by Wordsmith Tools, 
while the version in pdf format, where available, allowed the pattern to be examined 
in its original typographical context in the qualitative stage of the analysis (see 5.5.4 
below). 
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File Edit 'hero Faxoritex Tuck Help 
t' Back Search ' Folders X =) Q- 
Folders X Name Size Type Date Modified 
. _j 
Full PhD corpus (complete) 156 KS Adobe Acrobat Document 11101/2004 15: 18 
02 Economics r_ 0090047230101. txt 24 KB Text Document 11101/2004 15: 18 
+ 03 Electrical Engineering 0090047 30102. pdf 396 KB Adobe Acrobat Document 11101/2004 15: 18 
±; C-j 05 Marketing 
_ i 0090047230102. txt 55 KB Text Document 11101/2004 15: 19 
j 06 Mechanical Engineering %y 0090047230103. pdf 175 KB Adobe Acrobat Document 11/01)2004 15: 19 
ý, +, ij 07 Cell Biology 0090047230103. txt 33 KB Text Document 11/0112004 15: 19 
i+ 08 Philosophy 0090047230104. pdf 300 KB Adobe Acrobat Document 11/01/2004 16: 06 
09 Nuclear Physics 0090047230104. txt 58 KB Text Document 11101/2004 16: 07 
'i 001 Journal of Physics G Nuclear and Particle Physics 0090047230105. pdf 299 KB Adobe Acrobat Document 11/01/2004 16: 07 
tj 002 Physical Review Letters I 0090047230105. txt 51 KB Text Document 11/01/2004 16: 07 
*' 003 Physical Review C Nuclear Physics 0090047230106. pdf 175 KB Adobe Acrobat Document 11/01/2004 16: 07 
004 Nuclear Physics A I 0090047230106. txt 21 KB Text Document 11/01/2004 16: 08 
720 0090047230107. pdf 468 KB Adobe Acrobat Document 11101/2004 16: 08 
721 Iy 0090047230107, txt 50 KB Text Document 11101 J2004 16: 08 
722 0090047230108. pdf 271 KB Adobe Acrobat Document 11/01/200416: 08 
L 723 I>_ 0090047230108. txt 37 KB Text Document 11/0112004 16: 09 
724 0090047230109. pdf 412 KB Adobe Acrobat Document 11/01/2004 16: 09 
725 10090047230109. txt 80 KB Text Document 11/01/2004 16: 09 
726 0090047230110. pdf 306 KB Adobe Acrobat Document 11J01/2004 16: 09 
1 727 0090047230110. txt 51 KB Text Document 11)01/2004 16: 10 
L; ) 728 0090047230111. pdf 257 KB Adobe Acrobat Document 11/0112004 16: 10 
729 0090047230111. txt 46 KB Text Document 11/01/2004 16: 10 
730 0090047230112. pdf 246 KB Adobe Acrobat Document 11/01/2004 16: 10 
+ 
_j 
005 Nuclear Physics 8 0090047230112. txt 47 KB Text Document 11/01/2004 16: 11 
+ 
., _, 
j 10 Sociology v< i 
Type: Adobe Acrobat Document Title: dol: 10.1016/50375-9474(03)01228-4 Date Modified: 11/0112004 15: 18 Size: 155 KB 155 KB My Computer 
Figure 5.2: Folder structure for storage of the research article corpus 
A simple 13-digit file-naming system was devised for easy identification of the files in 
the corpus, as on the right in Figure 5.2 above. Each name consists of a series of 
three-digit numbers representing the academic discipline, the journal, and the 
volume, followed by two two-digit numbers representing the issue and article. Thus 
in Figure 5.2 the highlighted file is the first article in the first issue of volume 723 of 
Nuclear Physics A, which is the fourth journal in the discipline of Nuclear Physics, 
which in turn is the ninth discipline in the corpus (collection was discontinued in 
some disciplines originally included), and so has the file name 0090047230101, 
being made up of 009,004,723,0101. 
5.3 Issues in determining corpus size 
Measuring the precise size of a corpus containing data collected in the manner 
described above is not straightforward, and it should be stressed that the size of the 
corpus in this study cannot be stated with complete accuracy. There is something of 
a trade-off between number of tokens in an isolexical corpus and the accuracy with 
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which its size can be known. This section describes how this inaccuracy arises from 
both the software used to count the data and the methodology of collecting the data 
itself, and provides an estimate of how much influence each feature might have on 
the results of the study. 
First, it is not certain how much of the text in a file containing a journal article actually 
should be considered as part of the article. Features such as the article title, 
abstract, numerical data in tables, the legends under figures and tables, 
bibliographical references, and footnotes and endnotes all contain text which, while 
to a greater or lesser extent related to the article, is not actually part of the writer's 
running prose. In some previous studies, e. g. Charles (2004), individual texts are 
"cleaned up" before inclusion in the corpus so that only running prose is counted. In 
the corpus in the present study, which contains thousands of files, manual "cleaning 
up" would be an extremely slow and lengthy process, and the longer it took, the less 
data could be collected, and the greater would be the risk of inconsistencies being 
introduced into the data as a result of human error. Since this study aims to 
investigate fixed collocational patterns rather than individual words, it is more 
appropriate to remove text which is not part of the running prose of an article later in 
the methodological process (see section 5.5 below). It was therefore decided to 
include in the corpus all text in each file. 
5.3.1 Issues in determining corpus size: software 
A basic source of uncertainty in calculating the size of the corpus is the software 
used. Instructing Wordsmith Tools 4 or Microsoft Word to count the number of words 
in a file is a very simple operation, but no two applications ever seem to give the 
same result. Table 5.1 below shows word counts for a single text file by Microsoft 
Word and two different versions of WordSmith Tools. However, while it is clear that 
no two agree exactly, the difference between the largest and smallest counts is no 
more than half a percent. 
Software Word count 
WS Tools 3 18,699 
WS Tools 4 18,708 
MS Word 18,614 
Table 5.1: Word counts of the same text by different software 
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5.3.2 Issues in determining corpus size: symbol noise 
In addition to the uncertainty that surrounds the amount of text which is part of a 
journal, and the fact that word counts by different software do not agree, there are 
other sources of uncertainty in the size of the corpus. One of these comes from the 
fact that computers represent characters as codes, in most cases the American 
Standard Code for Information Interchange (ASCII), based on the characters in the 
English alphabet. Academic articles often contain formulae and other characters 
which are not covered by the ASCII codes, and which when converted into plain text 
do not look like letters of the alphabet; these characters are here termed "symbol 
noise". Figure 5.3 below shows a text first saved in pdf format and also in html 
format, which has been converted into plain text format. It can clearly be seen that 
the two resulting plain text files are not identical: 
original text in pdf: converted to plain text: 
, waTir, "< tun' m or firms and (in , m, " , 1., ">I , "r till),, I'dr !k ti) 
The covariates vary over firms and 
lmw: (in some cases) over time for 
_ ",,,.,:, _ ;. _..,,., 
given 
firms: 
ý. _ ..,,. ":,;.....,; Q()Xpx, x,... 'x , ... 'x , 11 
If rr r, l, r, ">"m rllr . 
lisrurh; ln, "<;, < 
12 K1 KI 
()xpx, x,... x. ki kil ki2 
_A. .,, ......,,. kini 
IIICn it - (MI %'rrirý" rhý" Grr. rrlýu:, l ln"I,: iiPL, '. i". ýrirn, rr, ", I :, > If we represent the disturbances 
as 
()upuu,... u, i il i2 ini 
then we can write the structural 
model to be estimated as 
yp Xb Q u. 
original text in html: converted to plain text: 
The covariates vary over firms and 
The covariates vary over firms and (in some cases) over time for given firms: (in some cases) over time for 
given firms: 
Multiple line equation(s) cannot be represented in ASCII text. 
Multiple line equation (s) cannot If we represent the disturbances as be represented in ASCII text. 
Multiple line equation(s) cannot be represented in ASCII text. If we represent the disturbances 
then we can write the structural model to be estimated as as 
y= Xb + u. 
Multiple line equation (s) cannot 
be represented in ASCII text. 
then we can write the structural 
model to be estimated as 
y= Xb + u. 
Figure 5.3: Noise from non-ASCII characters in pd f and html files 
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The main distortion in word counts caused by symbol noise arises from "false 
positives": symbols being counted by the software as words. There are a number of 
ways in which Wordsmith Tools can be instructed by the user to identify a "word", 
but, for this study, a word is defined as a character or string of characters between 
two spaces. Symbol noise from pdf files is thus mistaken as words by the software, 
which inflates the reported size of the corpus. Text from journal articles originally in 
html format can contain a different form of symbol noise, as shown in the lower part 
of Figure 5.3. Since the special characters in formulae cannot be rendered in html, a 
nine-word standard phrase Multiple line equation(s) cannot be represented in ASCII 
text is used, which also inflates the word count. The nine words are included in the 
word count, even though the original formula may not be nine words long. 
Single line equations which can be represented in plain text may still cause a minor 
distortion in the word count, as can be seen with the final equation in Figure 5.3 
above. Conversion from pdf to plain text yields Example 5.1 below: 
Example 5.1: yp Xb Q u. 
Because it only contains four recognised characters, this is counted as four tokens 
by Wordsmith Tools. Conversion of the same equation from html to plain text, on the 
other hand, yields Example 5.2 below: 
Example 5.2: y= Xb + u. 
which the software counts as three tokens. 
It is difficult to estimate how much of this type of symbol noise exists in the text files 
in the corpus. Such characters cannot be counted automatically by Wordsmith Tools 
because they cannot be recognised as search terms by the software. To find each 
occurrence of symbol noise, each text file would need to be manually read, a task 
which would be very time-consuming for a corpus of this size. In relation to the 
present study, it was decided to leave symbol noise in the texts uncorrected. 
Removing such noise may damage the integrity of the individual texts in the corpus 
because characters from formulae are often part of the syntax of a sentence, as in 
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the case of the = sign being used as the finite verb equals. They ought to be seen as 
part of the running prose of the text, and thus should indeed be counted as tokens, 
even if they are not traditionally viewed as "words. " 
Moreover, the potential of symbol noise to distort the results of the present study is 
reduced by the fact that this is a study of fixed collocational patterns rather than 
single words. Although symbol noise caused by this type of mathematical formula is 
likely to inflate reported totals of individual words, it is unlikely to have much effect on 
the number of fixed collocational patterns missed by the software because of the 
syntactic position of such formulae. These tend to occur at the end of clause or 
sentence elements, as in Example 5.3 below: 
Example 5.3: then we can write the structural model to be estimated as y= Xb + u. 
5.3.3 Issues in determining corpus size: fluff 
A more problematic type of symbol noise arises from the character codes used to 
represent paper texts electronically. When seriffed fonts such as Times New Roman 
are printed, some pairs of characters can be hard to read because the serifs in 
particular characters, such as the bulb on the end of the f character in Times New 
Roman, are very close to the adjacent character2. Examples of this in Times New 
Roman are ff, fi, and fl. Some computer character coding systems represent these 
pairs of characters, known as digraphs, as a single character, known as a ligature. In 
journal articles in two disciplines in this study, namely Mechanical Engineering and 
Philosophy, which both use the Unicode character encoding system, these digraphs 
are encoded using ligatures. 
Since the ANSI (American National Standards Institute) character encoding used in 
the plain text files for this corpus does not have codes for ligatures, this meant that 
when articles in these disciplines are converted from pdf to plain text, the ligature 
character is replaced by the nearest possible substitute in the ANSI code. The 
Unicode ligature character representing fi, for example, is replaced by the ® symbol, 
2 This thesis is written in Arial, a "sans serif" font which is designed to be easy to read 
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and so the words specific and configuration would appear in text files as speci®c and 
con®guration. WordSmith Tools in turn does not recognise the @ character, and so 
counts speci®c as two tokens, speci and _c. 
This has the potential to inflate the word 
count. 
This type of interference, termed here fluff, presents a more serious problem than 
symbol noise because it not only potentially inflates the reported word count, but also 
has the potential to affect the counting of fixed collocational patterns in the corpus. If 
the software is instructed to search for a particular pattern, such as specific 
configuration, which would be processed as a mixed string of characters and spaces, 
the fluff within the words in the pattern, in this case speci®c con®guration, will cause 
the software to miss the occurrence of the entire pattern, and thus it will be under- 
counted in the corpus. 
This problem could have been addressed by saving plain texts using the Unicode 
standard of electronic character encoding, rather than the older ANSI format. 
Unicode is a unique coding system which represents characters in such a way that 
they are recognised by any platform or software. Fluff would then have been 
recognised as the relevant ligature, rather than mis-stored as ® or _. 
When the 
corpus for the present study was being constructed, however, Unicode had not yet 
become standard in the software I was using: my version of Notepad only offered the 
option to save in ANSI format until 2004, when the option to save a file in Unicode 
format was also offered. WordSmith Tools 4, moreover, was not fully functional with 
Unicode until 2005, and so ANSI format was used instead. The use of ligatures 
rather than digraphs is not considered best practice in electronic text encoding 
precisely because it causes this kind of problem (Unicode 2008). Unicode has a 
code for f (U+0066) and a code for I (U+0006C) and so fl should be represented as a 
digraph (U+0066 + U+0006C) rather than as a ligature (U+FBO2). 
For the purposes of the present study, the influence of potential miscounts of such 
combinations resulting from fluff was judged to be acceptably low: specific occurs 
14555 times, while speci®c and speci? _c occur a 
total of 751 times (5% of the total 
for specific); configuration occurs 5091 times while con®guration occurs 196 times 
(3.7% of the total for specific). Since this is a corpus-driven study which allows the 
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target items to emerge from the corpus, any frequent contiguous combinations which 
contain a word potentially affected by fluff, such as the effect of, will obviously be 
reported as occurring less frequently than actually is the case. However, fluff affects 
mainly two disciplines; in the quantitative analysis, the frequencies of occurrences of 
word combinations suspected of being affected by "fluff', and which are found to be 
frequent in the other six disciplines, will be more closely examined in Mechanical 
Engineering and Philosophy. The fact remains, however, that "fluff' has the potential 
to obscure some of the quantitative results of this study. 
5.3.4 Issues in determining corpus size: extra-textual noise 
The third type of noise I have termed "extra-textual" noise. This consists of features 
of paper documents which are reproduced when an article is stored electronically, 
such as footnotes, page numbers, and headers and footers, or features unique to 
online formats, such as text from navigation links on electronic journal pages, which 
contain expressions like New Search, View Folder, Preferences, Help, and Exit. 
Some of this noise, such as headers and footers, interrupts sentences regardless of 
syntax, and thus has the potential to cause Wordsmith Tools to miss some 
occurrences of fixed collocational patterns. Figure 5.4and Figure 5.5 below show 
examples of how web page and pdf formats translate into extra-textual noise: 
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Labor Pains: Change in 
Organizational 
Models and Employee Turnover in 
Young, 
High-Tech Firmsl 
James N. Baron and Michael T. Hannan 
Stanford University 
M. Diane Burton 
Massachusetts Institute of 
Technology 
Organizational theories, especially 
ecological perspectives, emphasize 
the disruptive effects of change. 
However, the mechanisms producing 
these effects are seldom examined 
explicitly. This article examines 
one such mechanism-employee 
turnover. Analyzing a 
sample of high-technology start-ups, 
Figure 5.5: Extra-textual noise in plain text file caused by the header in a pdf file 
An attempt was made to estimate how much the size of an article was inflated by 
extra-textual noise. One article from Sociology and one from Electrical Engineering 
were converted into plain text from both pdf and html formats and all extra-textua 
noise removed. Word counts of the resulting "raw" and "clean" text files were 
performed by three different software applications. The amount of noise in the 
Sociology article was found to be around 13%, while the amount of noise in the 
Electrical Engineering article was around 5%, as in Table 5.2 below: 
Software raw 
pdf 
clean 
pdf 
"noise" in 
pdf %) 
raw 
html 
clean 
html 
"noise" in 
html (% 
Sociology article 
WS Tools 3 21,617 18,780 13.1 21,647 18,699 13.6 
WS Tools 4 21,617 18,780 13.1 21,685 18,708 13.7 
MS Word 24,029 18,592 22.6 21,415 18,614 13.1 
Electrical Engineering article 
WS Tools 3 2,535 2,405 5.1 2,602 2,454 5.7 
WS Tools 4 2,536 2,405 5.2 2,602 2,454 5.7 
MS Word 2,390 2,298 3.8 2,548 2,390 6.2 
Table 5.2: Effects of extra-textual noise on calculations of Sociology and Electrical 
Engineering article size 
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While the amount of noise is different in these disciplines, it is estimated that the 
effects of extra-textual noise in different subcorpora will not be sufficient to 
unbalance the different sizes. Articles in Sociology journals are much longer than 
texts in Electrical Engineering journals, and fewer texts are required to collect a 
million words of Sociology than are required to collect a million words of Electrical 
Engineering. As each article page has a header and a footer, a thirty-page Sociology 
article has 60 headers and footers while a four-page Electrical Engineering text has 
eight. One hundred Sociology texts and 750 Electrical Engineering texts would 
therefore both contain 6000 headers and footers. It was decided to over-collect texts 
in each journal by around five percent, so that a subcorpus of 1,050,000 tokens from 
five journals would count as 5,250,000 tokens, which will be taken to represent 
around five million running words without the noise. 
In three disciplines, Electrical Engineering, Nuclear Physics, and Philosophy, the 
majority of texts in the subcorpus were collected from articles published in pdf format 
rather than html, and as a result these discipline subcorpora are likely to contain 
more extra-textual noise than in subcorpora from disciplines whose texts were 
collected from articles published in html format. To allow for this greater amount of 
noise around 20 percent more data was accordingly collected from each of the five 
journals texts in Electrical Engineering and Nuclear Physics, and so the token count 
taken to represent five million running words for these two disciplines is nearer six 
million. Philosophy journal articles were seen to be different in character from those 
in Electrical Engineering and Nuclear Physics, as Philosophy articles contain much 
more running prose and almost no tables and diagrams and thus less extra-textual 
noise. As in the case of Sociology and Electrical Engineering, it was decided to 
overcollect tokens from each Philosophy journal by 5 percent, so that a subcorpus of 
1,050,000 tokens from five journals would total as 5,250,000 tokens, which will be 
taken to represent around five million running words without the noise. 
A summary of the composition of the research article corpus which was collected 
according to the procedure outlined above is shown in Appendix 2. The token counts 
for both versions of each subcorpus, including the original format of the article from 
which the text was collected, is shown in Appendix 3. 
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The research article corpus has achieved its aim of being several times larger than 
corpora collected for previous studies of academic English. Figure 5.6 on the next 
page shows a comparison between the isolexical version of the research article 
corpus and the "academic" parts of previous off-the-shelf corpora discussed in 
section 4.3 above. In addition to its larger size, the research article corpus also 
provides a more equal balance between different disciplines, and, allowing for 
different sources of noise in texts in each discipline, there are an equal number of 
tokens in each discipline. Only in the US textbooks section of the Bank of English 
does any discipline contain as many tokens as one journal in the research article 
corpus. Figure 5.6 also compares the research article corpus with the section of the 
T2K-SWAL corpus in which Biber (2006) identified the functions of lexical bundles in 
the genre of the academic textbook, and also Hyland's academic discourse corpus 
(Hyland 2008) in which his functional framework for lexical bundles was developed. It 
can be seen that only the Applied Linguistics section of Hyland's corpus contains as 
many tokens as the journals in the research article corpus. 
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Figure 5.6: The isolexical version of the research article corpus compared with 
other academic English corpora 
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5.4 Comparing isolexical and isotextual versions of the 
corpus 
5.4.1 Texts and tokens in the isolexical and isotextual versions of 
the corpus 
The disparity in the number of texts in each subcorpus in the isolexical version of the 
corpus is apparent in Figure 5.6, (two journals have 760 and 466 texts each which is 
too many to show in the figure) but is shown more clearly in Figure 5.7 below. This is 
a bar chart of the isolexical version of the corpus which shows texts and tokens in 
the same bar for each discipline. The blue bar represents the number of tokens 
(shown on the left-hand axis); these totals include noise and represent approximately 
5 million tokens in each subcorpus. The red portion of each bar (shown on the right- 
hand axis) gives the number of texts required to collect this number of tokens. 
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Figure 5.7: Texts and tokens in the isolexical version of the research article corpus 
It is noticeable from Figure 5.7 that many fewer texts are required in non-Science 
disciplines to obtain an equal number of tokens than are required in Science 
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disciplines. It is this difference that may bias results of comparisons between 
isolexical subcorpora between disciplines. If a linguistic feature is found to be more 
common in the Electrical Engineering isolexical subcorpus than in subcorpora from 
other disciplines, the finding may not be due to the nature of the language of 
Electrical Engineering per se, i. e. something occurs more often in a given amount of 
language of Electrical Engineering than it does in a given amount of language from 
another discipline, but may instead be due to the fact that the Electrical Engineering 
isolexical subcorpus contains more than twice as many texts as the subcorpora for 
the other disciplines. Comparing such isolexical results with comparisons between 
isotextual subcorpora from different disciplines will make it possible to observe 
whether this imbalance in the number of texts influences the results. 
To allow isolexical results to be compared with isotextual results, an isotextual 
version of the research article corpus was prepared. This in effect meant choosing a 
subset of the isolexical version for each discipline which comprised an equal number 
of texts from each journal. The size of the isotextual subset was determined by the 
disciplines with the fewest texts in the isolexical subcorpora. The isolexical 
Economics subcorpus contained 477 texts (see Appendix 3.5), the Marketing 
subcorpus 512 (see Appendix 3.6), and Sociology 505 (see Appendix 3.8). It was 
therefore decided to fix the size of each isotextual corpus at 500 texts, comprising 
100 texts per journal. In deciding which texts to include, a chronological rather than 
linguistic criterion was used: the 100 most recent texts in each journal were included. 
This meant that the isolexical version of the corpus is largely a subset of the 
isolexical corpus, so that in most disciplines, texts from the isolexical version are also 
in the isotextual version. 
It can be seen in Figure 5.6 that in some journals in non-Science disciplines, the 
isolexical version of the corpus contained fewer than 100 texts. This meant that texts 
had to be added to the isotextual version of the corpus for that discipline. In 
Economics, a total of 27 texts was added from the most recent volumes of three 
Economics journals to bring the total number of texts for those journals up to 100 
(see Appendix 3.5). In Marketing, 31 texts were added in total, although 12 were also 
removed from other journals (see Appendix 3.6) to bring the total number of texts for 
that journal down to 100. In Philosophy, 18 texts were added for one journal, while 
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67 were taken away from other journals (see Appendix 3.7). In Sociology, 51 texts 
were added from the most recent volumes of two journals to bring the total number 
of texts for those journals up to 100 while 5 were taken away from other journals 
(see Appendix 3.8). 
Figure 5.8 below is a bar chart of the isotextual version of the corpus which shows 
texts and tokens in the same bar for each discipline. The red bar represents the 
number of texts (shown on the left-hand axis); The blue portion of each bar (shown 
on the right-hand axis) gives the number of tokens collected by including 500 texts. 
The token totals again include noise. 
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Figure 5.8: Texts and tokens in the isotextual version of the research article corpus 
It can be seen from Figure 5.8 that, as expected, collecting a similar number of texts 
in each subcorpus results in an imbalance between the number of tokens in each 
discipline. 500 texts in non-Science disciplines contain more tokens than 500 texts in 
Science disciplines. This difference may again bias results of comparisons between 
isotextual subcorpora between disciplines. If a linguistic feature is found to be less 
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common in the Electrical Engineering isotextual subcorpus than in subcorpora from 
other disciplines, for example, the finding again may not be due to the language of 
Electrical Engineering per se, but may instead be due to the fact that the Electrical 
Engineering isotextual subcorpus contains many fewer tokens than the subcorpora 
for the other disciplines. Comparing such results with comparisons between 
isotextual subcorpora of different disciplines will make it possible to observe whether 
the disparity between the number of tokens has affected the result. 
In this thesis, findings from the isotextual version of the corpus will be viewed as 
being more revealing than findings from the isolexical version. This is because a text 
is a communicative event, written in order to achieve a pragmatic, communicative 
goal, and will contain all the functions needed to achieve that goal. The literature on 
lexical bundles assigns these fixed collocational patterns a pragmatic function, yet 
relies on corpora measured in language rather than communication. A corpus 
containing a large amount of tokens, i. e. language, and a corpus containing a large 
number of texts, i. e. communication, will both contain a large number of instances of 
pragmatic functions, but the corpus balanced for texts should, it is hoped, reveal 
more about the instances of pragmatic functions. 
The isotextual version of the research article corpus contains fewer tokens than the 
isolexical version. As shown in Figure 5.9 below, however, it nonetheless still 
contains more tokens than the other corpora of academic discourse mentioned in the 
previous chapter, and also contains more tokens than the T2K-SWAL corpus and the 
corpus used by Hyland (2008). 
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Figure 5.9: The isotextual version of the research article corpus compared with 
other academic English corpora 
Page 130 
5.4.2 Measuring the difference between isolexical and isotextual 
subcorpora 
It is possible to quantify the relative size of the isolexical and isotextual versions of 
the corpus in each discipline, both in terms of the number of tokens and in terms of 
the number of texts. This measure, here called a version size differential (VSD), is 
obtained by dividing the number of tokens in the isotextual corpus by the number of 
tokens in the isolexical corpus. The closer the VSD is to zero, the larger the 
difference in size between the two versions. For Electrical Engineering, for example, 
the VSD is 
2,050,397 / 5,983,954 = 0.34 
which means that the isotextual Engineering subcorpus is around a third of the size 
of the Engineering isolexical corpus, i. e. the isolexical subcorpus is around three 
times larger than the isotextual subcorpus. In Marketing, the same calculation 
returns a VSD of 1, meaning that the isolexical and isotextual subcorpora for this 
discipline are almost identical in size on the other hand. This is because the 
isolexical Marketing subcorpus contained 505 texts, which is almost the same as the 
isotextual version which contains 500 texts. The VSD for each discipline is shown in 
Table 5.3 below: 
Discipline subcorpus 
Tokens 
(isolexical 
version 
Tokens 
(isotextual 
version) 
Version size 
differential 
(tokens) 
Cell Biology 5,248,895 4,210,833 0.80 
Electrical Engineering 5,983,954 2,050,397 0,34 
Mechanical Engineering 5,345,399 2,798,202 0.52 
Nuclear Physics 5,999,688 3,225,066 0.54 
Economics 5,261,076 5,728,437 1.09 
Marketing 5,274,564 5,275,402 1.00 
Philosophy 5,173,961 4,840,725 0.94 
Sociology 5,181,285 5,453,244 1.05 
Table 5.3: Measures of the difference in size between isolexical and isotextual 
versions of the corpus by discipline 
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The VSD measure reflects the difference in size between the two versions, and will 
allow any observed differences in the frequencies of fixed collocational patterns to be 
checked against the differences in size between the two subcorpora. It would of 
course be possible to measure the difference between the two versions in terms of 
the number of texts in each subcorpus, but since this study is starting with the 
isolexical and comparing with the isotextual, it is felt that the VSD in terms of tokens 
is more useful. 
The next section of this chapter describes the procedure used for identifying fixed 
collocational patterns in both versions of the research article corpus. 
5.5 Identification procedure for fixed collocational patterns 
5.5.1 The WordSmith Tools cluster function 
As discussed in section 4.2, this study follows a corpus-driven methodology: the 
items which are under investigation will emerge from the data without prior 
annotation of the data by the researcher. It will be recalled that the items required to 
answer the first research question are the most frequently occurring fixed 
collocational patterns in research articles across all eight disciplines. In order to 
identify these targets, it was first necessary to identify the most frequent fixed 
collocational patterns in each discipline, then find which of these occur in all eight 
disciplines. 
Once the two versions of the corpus had been collected, a process which took just 
over two years, an index was created for the subcorpus for each discipline. An index 
consists of two files which in effect contain all the information from the subcorpus in 
a reduced form. One file contains a list of word types found to occur in the 
subcorpus, while the other contains information about the position of each token in 
the subcorpus. The index files contain less information than the text files in the 
subcorpus, and are therefore smaller, and so can be searched more quickly by the 
lexical analysis software than the whole subcorpus could be. Indexes were created 
for each discipline subcorpus in both versions of the corpus. 
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Once the index files were created, the Wordsmith Tools cluster function was used in 
order to obtain frequencies of fixed collocational patterns in each subcorpus index. It 
is important to be precise about terminology: the term cluster is used in this section 
since it is the theory-neutral name used in WordSmith Tools to denote a string of 
spaces and characters with a space either side. It will be decided later in the study 
whether the clusters found using Wordsmith Tools can be judged to be fixed 
collocational patterns or not. 
The cluster search can include or exclude certain clusters depending on the search 
criteria used. These criteria can be set by the user and relate to whether clusters 
including punctuation are counted, whether strings including hyphens are regarded 
as words, and how often a cluster has to occur before it is included in the frequency 
list. The software was instructed to ignore punctuation, so that clusters that included 
a sentence boundary would still be counted. This meant that possible n-grams, 
which by definition can cross sentence or turn boundaries, would be counted as well 
as possible lexical bundles, which cannot cross sentence boundaries. The inclusion 
of clusters which contain punctuation also helps prevent accidental undercounting, 
such as when the software misinterprets a decimal point as a full stop and excludes 
a cluster from the frequency count. 
The software also allows the user to set a maximum and minimum number of 
occurrences of clusters; no maximum limit was set, but a minimum cut-off point of 
100 occurrences in each discipline was specified. In the isolexical version of the 
corpus, this equates to 20 occurrences per million words, which is between the cut- 
off point of 10 per million words in Biber et al. (1999: 992) and the cut-off point of 40 
per million words of Biber et al. (2004: 376). In the isotextual version this cut-off point 
of 100 occurrences per discipline equates to 20 occurrences per 100 texts. Also 
following Biber, the software was instructed to ignore clusters which occurred in 
fewer than 5 texts, in order to avoid counting idiosyncratic uses by a small number of 
authors. 
Using the cluster function, frequency tables were obtained for 3,4,5,6,7, and 8- 
word clusters in each subcorpus in both versions of the corpus. These frequency 
tables included clusters which were part of extra-textual noise (see 5.3.1 above). 
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Clusters appearing to contain noise were checked and then, if confirmed to be noisy, 
were discarded. Table 5.4 below illustrates how this is done with an example of 
results returned by the Wordsmith Tools cluster function for 4-word clusters, in this 
case for Philosophy and Nuclear Physics: 
Philosophy freq. Nuclear Physics freq. 
1 the editors of the 1484 et al phys rev 2152 
2 editors of the philosophical 1254 as a function of 2092 
3 in the case of 826 et al nuclear physics 1975 
4 on the other hand 730 al nuclear physics a 1867 
5 on the basis of 701 summa lus full text links 1189 
6 that there is a 678 in the case of 1182 
7 of the philosophical quarterly 656 full text via crossref 1111 
8 if and only if 545 al phys rev c 1015 
9 that there is no 499 full text links pdf 994 
10 in terms of the 453 on the other hand 983 
11 at the same time 427 al phys rev lett 954 
12 in the sense that 385 a function of the 869 
13 cambridge cambridge university press 368 in terms of the 860 
14 the fact that the 362 et al nucl phys 810 
15 on the one hand 352 with respect to the 757 
16 it is true that 339 hs nucl 634 
17 in such a way 311 et al phys Jett 607 
18 oxford oxford university press 310 nucl part phys 584 
19 that it is not 302 phys g nucl part 584 
20 in so far as 295 the american physical society 537 
Table 5.4: Noise in frequency lists for 4-word isotextual clusters in Philosophy and 
Nuclear Physics (shown in italics) 
It can be seen from the table that several of the top 20 4-word clusters appear to be 
noise, rather than part of the running text. The methodological advantages of leaving 
this type of noise in the corpus, rather than deleting it manually file by file before any 
searches are performed, can now be seen. In most cases it is clear which clusters 
are noise and which are part of running text: cambridge cambridge university press 
and et al phys lett are both part of a bibliographical reference rather than running 
text, while summaryplus full text links comes from a sequence of navigational links in 
an article in html format. All of these examples can be discarded from the frequency 
list, which means being able to discard several hundred instances of noise all at 
once. 
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In cases where it is not immediately clear whether the combination is noise or part of 
the running text of the article, e. g. the editors of the, there are two ways of 
determining whether it should be discarded. The first is the "plot" function in 
WordSmith Tools, which displays a graphical representation, from left to right, of the 
occurrences of a feature in each text in the corpus. Figure 5.10 shows how 
occurrences of the editor of the are evenly spaced in each text. It is in fact part of a 
standard copyright notice which is repeated at the foot of every page in all articles 
and which thus counts as extra-textual noise rather than running prose. 
File Edit Vievi Compute Settings VJindov. c Help 
Filet Words[ Hits I Plot 
15 006xxx0070430405 txt 5,347 12 
16 008xxx0070430406 txt 7,792 16 
17 008xxx0070440101txt 3,259 8 
18 008xxx0070440102txt 8,351 16 
19 008xxx0070440103txt 9,765 18 
20 008xxx0070440104, txt 9,621 20 
21 008xxx0070440105txt 4,358 9 
22 008xxx0070440201txt 6,979 15 
23 006xxx0070440202. txt 9,316 19 
24 006xxx0070440203 txt 7,795 16 
25 008o0070440204 txt 7,584 16 
26 008xxx0070440301 txt 6.923 14 
27 008 xxx0070440302txt 7,932 17 
28 008xxx0070440303. txt 10,009 22 
29 008xxx0070440304tx1 8,493 20 
30 006xxx0070440401txt 5,078 9 
31 008xxx0070440402txt 8,605 13 
32 008xxx0070440403txt 9.534 20 
33 
A 
006xxx0070450101. txt 8,328 19 
34 008xxx0070450102txt 9,413 21 
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I fi 
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lenames , source text notes 
Figure 5.10: Regularity of noisy clusters in Philosophy articles: 
distribution of the editors of the as shown by WordSmith Tools plot 
function 
The regularity of occurrence displayed in Figure 5.10 can be contrasted with the plot 
for a non-noisy cluster in the case of the displayed in Figure 5.11 below. The location 
of this pattern in the various texts is less regular, and so quickly shows that this 
cluster is not noise. 
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File Edlt View Compute Settings Windows Help 
File Words Hits Plot 
90 0031000061510504txt 5,956 1 
91 003r, xx0061510509txt 4,068 1 
92 005», rx0020640304 txt 13,119 1 
93 005xxx0020640305 txt 18,495 1 
94 005xxx0020640403txt 13,545 2 
95 005xxx0020640405 tot 13,179 1 
96 005 xx x0020650302 tot 12,555 1 
97 D05xHH0020650401 tot 11,458 16 ýilý III ýý 
98 005xxx0020660201txt 12,249 2 
99 005xxx0020660302txt 10,667 1 
100 005xxx0020660406txt 12,404 1 
101 005 xx x0030370208. t xt 9,170 1 
102 01J5xxx003037030511xt 15,879 2 
103 r05x : »0030380303 tot 10,832 2 
104 005xxx0030380304txt 9,048 1 
105 005xxx0030380403txt 12,441 1 
106 005xxx0030380406 tot 11,480 1 
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109 005 373 1 0030390308 6 xxx txt , 
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Figure 5.11: Distribution of in the case of the as shown by the WordSmith Tools 
plot function 
The area in Figure 5.11 where the plot lines are close together represents the 
paragraph in Example 5.4 from a Marketing text in which in the case of the is used 
very often. 
Example 5.4: In the case of the brand Alpha, displays and advertising information 
were not included, because these factors were active in less than 1% of the 
purchases made in this category. In the case of the brand Zeta, the display 
information is not included for the same reason. The reciprocal effect variable (IND) 
is significant at the 1% risk level for extensions Alpha and Zeta, but it is not 
significant for brand Gamma. The odds ratio for the reciprocal effect variable is 16 in 
the case of the brand Alpha and 52 in the case of the brand Zeta. (10) This suggests 
that in the case of the brand Alpha, extension trial enhances the odds of purchasing 
the parent brand as opposed to some other brand by 16 times. Similarly, in the case 
of the brand Zeta, extension trial enhances the odds of purchasing the parent brand 
by 52 times. 
(Marketing 0050020650401) 
If the plot function did not confirm whether a cluster was noise, then the second way 
of determining whether or not it was noisy was to produce a concordance of the 
cluster using the concordance tool. This allowed it to be seen in context and its 
statues determined. If the cluster was found to be noisy it was deleted from the 
frequency list. 
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Deleting noise from frequency lists at this point in the study meant that it was 
possible to discard hundreds of occurrences of false positives, i. e. clusters arising 
from noise, all at once. This way of discarding noise is much more time-efficient than 
individually pruning copyright notices, headers and footers and so on from each of 
the thousands of articles in the corpus. This method is also more consistent and 
reliable: the amount of time required to clean up all individual texts would have 
undoubtedly allowed human error into the pruning process. This noise-pruning 
procedure was performed for 3,4,5,6,7, and 8-word clusters in each of the eight 
academic disciplines in both the isolexical and isotextual versions of the corpus. 
5.5.2 Quantitative identification procedure for fixed collocational 
patterns 
Once the noisy clusters were removed from the WordSmith cluster frequency tables, 
the tables were saved as Microsoft Excel spreadsheets. Spreadsheets are useful for 
performing simple statistical functions on frequency data, and can produce charts to 
illustrate distributions graphically. Excel was most useful for identifying fixed 
collocational patterns which occurred across all 8 disciplines in both versions of the 
corpus. In the case of 3-word patterns, for example, this was done by inserting the 3- 
word cluster frequency lists for all 8 disciplines in one version into a single column in 
a Microsoft Excel spreadsheet, in this case column A, resulting in a spreadsheet with 
nearly 19,000 rows. The cells in the adjacent rows all contained a conditional formula 
(COUNTIF(A: A, A2)=8). The conditional formula counts the number of occurrences of 
the patterns in column A and, if the total number of occurrences of a pattern in 
column A is equal to 8, changes the value of each cell adjacent to that pattern to 
"true". If the number of occurrences of a pattern is less than 8, the value of the 
adjacent cell is "false". It was possible to extract the combinations adjacent to a 
"true" result by use of a sort command, and thus identify those fixed collocational 
patterns which occur more than 100 times in all 8 disciplines. Finally, these 
combinations were ranked in order of their frequency in the corpus as a whole. 
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5.5.3 The statistical significance of fixed collocational patterns 
It was stated in section 1.3 that absolute frequency of occurrence (Kjellmer 1984) will 
be regarded as an indication that a fixed collocational pattern is important. Many 
studies of collocations, however, use a variety of statistical measures to evaluate the 
probability that a particular combination of words is not only important but also 
significant, i. e. a statistically calculated statement that the collocation is extremely 
unlikely to occur by chance and is therefore not a random occurrence. This can be 
determined by comparing the observed frequency of occurrence of a collocation 
(how often one of the words occurs with the other word), with its expected frequency 
of occurrence (how often each word occurs in the corpus). The most commonly used 
measurements of collocational significance are the Mutual Information score (Church 
& Hanks 1990) which indicates the strength of a collocational relationship between 
two words. For the present study, however, it was assumed that the size of the 
corpus was sufficient for absolute frequencies of occurrence of important fixed 
collocational patterns to be noticeably greater than for less important patterns. 
The assumptions behind these statistical methods, moreover, are open to criticism. 
Statistical approaches to language treat words in a similar way: a collection of texts 
is not seen as a purposeful communicative act, but as an abstract set of data 
containing information about a series of events which have occurred. When a word is 
used in a text its statistical equivalent is the occurrence of an independent event with 
a probability attached to it, such as tossing a coin (Stubbs 2001: 73). Statistical 
methods test the strength of relationships between what are assumed to be 
independent events in the data set, and then these are re-expressed as 
generalisations about the language. The test for significance is that a collocation 
occurs much more often than would "otherwise be expected. " A statistically 
significant collocation is extremely unlikely to occur by chance and is therefore not a 
random occurrence. However words do not occur at random in a corpus, and they 
are not independent events. Language data is a record of the instantiation of goal- 
oriented communicative acts, and it is difficult to imagine what might be the 
"expected" number of occurrences of a word or fixed collocational pattern in the first 
place. 
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It was thought therefore, that calculating the statistical significance of fixed 
collocational patterns in this study would not be useful. The larger size of this corpus 
means that the numbers of occurrences are consequently larger than in previous 
studies, meaning that the frequencies of fixed collocational patterns stand as they 
are, and do not need to be normed or otherwise processed. This lends the results of 
this study a robustness not found in other studies with normed frequencies. 
5.5.4 Qualitative identification procedure for fixed collocational 
patterns 
The third research question of this thesis involves investigating in more detail the 
discourse function of frequent fixed collocational patterns. While Corpus Linguistics 
methodology enabled these combinations to be identified quantitatively across 
disciplines, the qualitative investigation of the use of these patterns in the discourse 
must be analysed manually. Software can be instructed to count but cannot analyse 
for semantics and pragmatics no matter how much context is available. The 
methodological approach developed in this section thus moves from corpus-driven 
linguistics to a more corpus-based text and discourse analysis. 
Concordance lines as seen above can reveal more about the meaning or use of a 
word from a screen's width containing around 200 characters, but such concordance 
lines do not provide enough context for the textual aspects of the use of each 
occurrence to be discerned. The "grow" function of the concordancer in Wordsmith 
Tools can only increase the length of a concordance line to a maximum of 2000 
characters, which equates to around a paragraph of surrounding text. 
There are two ways of determining the textual location of a pattern. First the "source 
text" view of the Wordsmith concordancing tool allows any plain text file from the 
corpus to be viewed in its entirety. Figure 5.12 below shows how, using the "source 
text" function, an occurrence of in the case of the was identified as being near the 
Introduction section of an Electrical Engineering article. The other way is to look in 
the text itself, either in plain text format (for files only available in html format) or in 
pdf format. In the case of files displayed in pdf format, this is often a more revealing 
way to examine the context of each pattern, since the pdf format preserves 
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typographical features of the text such as layout, formatting, and equations. As we 
have seen, in plain text files these can be displayed as noise and can obscure the 
relevant parts of the text to the analyst. 
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Figure 5.13: Identification of the textual location of in the case of the 
using the search function of Adobe Acrobat Reader 8 
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Figure 5.13 above shows the same pattern identified in the same article displayed in 
pdf format. A comparison of Figure 5.12 and Figure 5.13 shows the advantages of 
pdf over plain text format. The sub-heading "Introduction" is visible in the same 
screen as the pattern in the pdf version, making obvious its location in the article. 
The researcher needs to scroll further through the plain text version of this article in 
order to find the pattern; extra-textual noise from a footer interrupts the text in the top 
right-hand portion of the figure. 
An Excel file was used to facilitate the qualitative investigation of patterns. The file, 
as shown in Figure 5.14 contained eight worksheets, one for each discipline. Each 
worksheet contained one row for each occurrence of the pattern, and each row 
consisted of cells containing information from the analysis of the pattern in its wider 
context. Two cells in each row indicated the pattern's position in the sentence and 
the section of the article in which it occurred. The adjacent cell contained this 
section's equivalent in the discourse macro-structure, which allowed this discipline to 
be compared with other disciplines. For example, the sections of Electrical 
Engineering articles with the different titles Experimental Results, Results and 
Discussion, Discussion, and Numerical Results were all classed as being Results 
/Discussion. This would allow pattern locations to be compared with those from other 
disciplines where sections containing results might have slightly different titles. 
Articles in Sociology, for example, present results in sections with titles such as 
Findings, Discussion, Results, Empirical Evidence, or Analysis. Other cells in each 
row contained the use identified for this pattern, the headword of the noun group 
immediately to the right of the pattern, and the context sentence from the 
concordance line. Finally a hyperlink was created from the cell containing the 
filename of the article to the pdf file so the original context could be accessed 
quickly, as in Figure 5.13 above. 
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Figure 5.14: Excel file used to facilitate the qualitative investigation of in the case of 
the 
Determining the location in text for journal articles in different disciplines is 
problematic. The names given to sections in research articles vary between 
disciplines, between journals in the same discipline, and even between articles in the 
same journal. Some journals distinguish between a "results" section and a 
"discussion" section, while others have a single section called "results and 
discussion". Some sections in Philosophy articles are numbered without headings, 
whereas Cell Biology article sections generally have the same sequence of 
headings. 
This problem can be addressed by developing a standard macro-structure of 
headings, which can be developed from a sample of the different journals, as shown 
in Table 5.5 below: 
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Abstract 
Introduction 
Methodology 
Body 
Results/discussion 
Conclusion 
Appendix 
Footnote 
Table 5.5: Standard macro-structure of journal article sections 
The main drawback to the above macro-structure is that it features a section with the 
heading "Body", containing all those text sections for which a common heading could 
not be identified. While this model represents only a small improvement on the 
discourse model of Nattinger and DeCarrico (1992), which Willis (1995: 89) criticised 
for seeming to "lead to the disappointing conclusion that essays, informal letters, and 
business letters all consist of opening, body, and conclusion, " it nonetheless 
provides a framework in which comparison can be made between stages of the 
genre of the research article in different disciplines. 
5.6 Summary 
This chapter has discussed the reasons for the methodological procedures chosen 
for this study. It outlined approaches taken in previous corpus-based and corpus- 
driven studies of fixed collocational patterns in corpora of written academic English 
and showed why it was necessary to construct a corpus for the present study. It has 
discussed in detail the composition of the corpus, the procedures used to ensure that 
its subcorpora were comparable, and the measures taken to allow for noisy data. 
The chapter has also described the methodological procedures for identifying the 
forms and textual locations of the fixed collocational patterns in the different versions 
of the corpus. We now move on to the quantitative results of this study. 
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Chapter 6 Quantitative results 
6.1 Introduction 
This chapter presents the results of searches for fixed collocational patterns in the 
research article corpus. For both isolexical and isotextual version of the corpus it 
describes the overall distribution of these forms in the corpus and then in individual 
disciplines. It then presents the fixed collocational patterns which are found to occur 
in all eight disciplines. 
6.2 Isolexical and isotextual frequency comparison: a brief 
example 
The first quantitative finding from this study is that there are very few 6,7, or 8-word 
fixed collocational patterns which occur more than 100 times and which are part of 
running text. All 7 and 8-word clusters which occur 100 times or more consist of 
extra-textual noise, such as may print download or email articles for individual or 
refine search print e-mail save folder is empty. Of those 7 and 8-word clusters from 
running text, none occurs more than 100 times; indeed nearly all occur fewer than 
ten times and in only one text. Examples of these in Philosophy are i am not a brain 
in a vat, which occurs 40 times in 5 texts, i am thinking that some water is dripping 
(40 times in 2 texts) and the sound exercise of a capacity for practical (21 times in 
one text). 
The frequencies for 6-word patterns are similarly low, with the exception of two 
clusters, in the presence or absence of and as described in materials and methods 
which meet the frequency criteria for fixed collocational patterns in both the isolexical 
and isotextual versions of the corpus. Since such patterns do not occur in every 
discipline, however, they cannot be discussed as part of the main quantitative results 
of this study. Despite this, these occurrences are useful as a way of briefly illustrating 
the methodology adopted to compare the occurrence of fixed collocational patterns 
between isolexical and isotextual versions. 
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Table 6.1 below shows the 6-word clusters which meet the isolexical fixed 
collocational pattern frequency threshold of at least 100 occurrences. It shows the 
isolexical and isotextual frequency of each cluster, and also their rank in each 
frequency distribution. It can be seen that only the first two clusters in Cell Biology 
occur isotextually more than 100 times, and can thus be considered as fixed 
collocational patterns. The right-hand column is a measure of the difference in 
ranking in the frequency distribution of a cluster between the two versions. If a 
cluster's isolexical rank is the same as its isotextual rank, then the rank difference is 
equal to zero. It can be seen from Table 6.1 that, despite the difference between 
their isolexical and isotextual frequencies of occurrence, all 6-word clusters have a 
rank difference of zero since the most frequent 6-word cluster in the isolexical 
subcorpus in each discipline is also the most frequent 6-word cluster in the isotextual 
subcorpus. The second most frequent 6-word cluster in the isolexical subcorpus in 
each discipline is also the second most frequent 6-word cluster in the isotextua 
subcorpus, and so on. 
Discipline/6-word pattern or cluster Isolexical 
fre uenc 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
Cell Biology 
in the presence or absence of 265 1 198 1 0 
as described in materials and methods 246 2 197 2 0 
in the absence or presence of 109 3 84 3 0 
Electrical Engineering 
it can be seen that the 171 1 65 1 0 
it should be noted that the 118 2 44 2 0 
Mechanical Engineering 
it can be seen that the 154 1 86 1 0 
it should be noted that the 110 2 66 2 0 
Philosophy 
from the point of view of 106 1 86 1 0 
Table 6.1: Comparison of isolexical and isotextual frequencies of 6-word fixed 
collocational patterns 
The rank difference is a useful measure since it indicates the frequency of a pattern 
relative to the frequencies of other patterns, regardless of what its actual frequency 
is in either the isolexical and isotextual version. If a pattern has a low (i. e. near 0) 
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rank difference, then its rank is very similar in both versions of the subcorpus and 
reflects the stability of the distributions of patterns in the two versions. A positive rank 
difference for a pattern would mean that it has a higher frequency rank in the 
isotextual version than in the isolexical version, while a negative frequency rank 
difference would mean a higher isolexical frequency rank. 
It is also revealing to compare the rank difference with the VSD measure described 
earlier. It would be expected that most patterns would have a low rank difference in a 
subcorpus with a higher VSD. In Marketing, for example, which has a VSD of 1, the 
ranking of patterns would be expected to be similar in both the isolexical and 
isotextual subcorpora, since the texts and tokens in both versions are virtually 
identical. It would also be expected that patterns would have a higher rank difference 
in a subcorpus with a lower VSD, such as Electrical Engineering which has a VSD of 
0.34. This would be because there are far fewer texts and tokens in the isotextual 
version than in the isolexical version, and so it could be expected that patterns which 
are isolexically frequent may not be so frequent isotextually. This in turn would mean 
that the change in frequency would be so large as to reduce their ranking in the 
isotextual frequency distribution, and so lead to a higher rank difference for that 
pattern between the versions. 
It can be seen in the brief example in Table 6.1, however, that the 6-word clusters 
(still called clusters here because isotextually they occur too infrequently to be 
considered fixed collocational patterns) in Marketing have a rank difference of zero, 
which is not surprising, but 6-word clusters in Electrical Engineering also have a rank 
difference of zero, which is contrary to what might be expected since its VSD is 
much lower. This type of table is used later in this section to show the rank 
differences between 3-, 4- and 5-word fixed collocational patterns in each discipline. 
Having presented the rather sparse results for 6-, 7- and 8-word clusters, but given 
in the process an idea of the usefulness of the two measures VSD and rank 
difference, this chapter continues with the results for 3-, 4-, and 5-word patterns in 
general. 
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6.3 Frequency distributions for fixed collocational patterns 
Table 6.2 below shows the distribution of occurrences of 3-, 4-, and 5-word fixed 
collocational patterns in the isolexical and isotextual versions of the research corpus. 
These results give an indication of the differing levels of patterning in different 
disciplines, and between the isolexical and isotextual versions of the corpus. Figures 
are given for types, i. e. different patterns, and tokens, i. e. the number of times each 
pattern occurs. While all these types and tokens were originally found as clusters, 
they can all be considered to be fixed collocational patterns: the table shows only 
those forms remaining after the removal of noisy clusters (see Table 5.4 above) and 
the implementation of the cut-off point of 100 occurrences (equivalent to 20 times per 
million tokens in the isolexical version of the corpus, and 20 times per hundred texts 
in the isotextual version). Table 6.2 shows the number of patterns found in each 
version of the corpus as a whole, and also in each academic discipline. 
3-word pat erns 4-word pa tterns 5-word pa terns 
Version Subcorpus (VSD) Isolexical Isotextual Isolexical Isotextual Isolexical Isotextual 
Full corpus 5,931 2,446 800 325 78 30 
Cell Bio. (0.8) 1,192 855 157 96 13 5 
Elec. Eng. (0.34 1,469 285 204 30 35 3 
Mech. Eng. (0.52 1,364 489 166 62 19 4 
Types Nucl. Ph s. (0.54) 1,700 640 273 81 20 3 
Economics (1.09) 1,135 1,310 122 153 6 9 
Marketing (1.00) 1,017 1,008 90 88 4 4 
Philosophy (0.94) 1,452 1,346 192 174 13 9 
Sociology (1.05) 867 896 74 79 3 3 
Full corpus 2,179,950 1,405,945 244,508 138,074 18,345 5,970 
Cell Bio. (0.8) 244,826 169,022 28,595 17,177 2,129 734 
Elec. Eng. (0.34 324,004 52,689 45,197 6,297 6,306 464 
Mech. Eng. (0.52 290,408 93,889 34,236 11,085 3,026 585 
Tokens Nucl. Ph s. (0.54) 370,737 126,299 50,924 14,345 3,485 708 
Economics (1.09) 239,996 277,160 22,531 28,187 683 1,182 
Marketing (1.00) 206,952 204,800 16,808 16,779 704 743 
Philosophy (0.94) 323,773 294,545 33,652 29,963 1,655 1,197 
Sociology (1.05) 179,942 187,894 14,677 14,679 357 357 
Table 6.2: Frequencies of 3,4, and 5-word pattern types and tokens occurring 100 
times or more in the isolexical and isotextual versions of the corpus 
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It can be seen that in all disciplines, in both versions of the corpus, there are many 
more 3-word combination tokens than 4 and 5-word combination tokens, and many 
more 4-word combination tokens than 5-word combination tokens. This is a common 
property of fixed collocational patterns in general, as discussed in work on lexical 
bundles (Biber et al. 1999; Cortes 2004; Hyland 2008) and is inevitable, given that 5 
word patterns are made up of 4 and 3-word patterns, and 4-word patterns are made 
up of 3-word patterns and so on. The VSD, the difference in size (in word tokens) 
between the isolexical subcorpus of a discipline in relation to its isotextual 
subcorpus, is also shown for each discipline. 
6.3.1 Isolexical and isotextual frequency distributions of fixed 
collocational pattern types in the research article corpus 
An isolexical comparison between the disciplines reveals that the discipline with the 
largest number of 3-word patterns is Nuclear Physics, followed by Electrical 
Engineering, Mechanical Engineering, and Cell Biology. It would thus be reasonable 
to conclude from this observation that, since 3-word patterns are more frequent in 5 
million words of these four disciplines than in 5 million words from the other 
disciplines, Science research articles contain more patterning than those in non- 
Science disciplines. However, this conclusion would be based on the assumption 
that 5 million words in each discipline contain not only the same amount of language 
but also the same amount of communication. In fact, as discussed in the previous 
chapter, this conclusion is based on a biased corpus which favours the disciplines 
containing shorter texts. If the isotextual frequencies of these patterns are compared, 
then this bias is eliminated. 
Table 6.2 therefore reveals much about how the elimination of this bias affects the 
frequencies of different patterns. While there are more 3,4, and 5-word pattern types 
in Science disciplines than in non-Science disciplines in the isolexical version of the 
corpus, this distribution is reversed in the isotextual version of the corpus, so that 
there are more 3,4, and 5-word pattern types in non-Science disciplines than in 
Science disciplines. This distinction is more noticeable for 3-word combinations than 
for 4 and 5-word combinations, as shown graphically in Figure 6.1 to Figure 
6.3 
below. 
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Figure 6.1: Frequencies of 3-word pattern type in the isolexical and isotextual versions of 
the research article corpus 
When the same amount of language is compared, fixed collocational patterns are 
more common in Science disciplines, but the reverse is true when the same amount 
of communication is compared. This suggests that the motivation for fixed 
collocational patterns to occur frequently isolexically depends on the number of texts 
in the corpus. It also suggests that this motivation may not have been accounted for 
in previous isolexical corpus-based studies of collocation. 
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Figure 6.2: Frequencies of 4-word pattern types in the isolexical and isotextual versions of 
the research article corpus 
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Figure 6.3: Frequencies of 5-word pattern types in the isolexical and isotextual versions of 
the research article corpus 
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One other tendency observed concerns the differences between the isolexical and 
isotextual frequencies of pattern types as can be seen in Table 6.2. In non-Science 
disciplines, the difference between isolexical and isotextual frequencies by and large 
reflects the VSD for that discipline. In Marketing, for example, in which the isolexical 
version and isotextual version are the same size, giving a VSD of 1, pattern types 
occur with similar frequencies: 1,017 and 1,008 in the case of 3-word pattern types, 
90 and 88 in the case of 4-word pattern types, and 4 and 4 in the case of 5-word 
pattern types. Similarly in Philosophy, in which the isotextual version is 94% of the 
size of the isolexical version (giving a high VSD of 0.94), the isotextual frequencies 
of patterns are smaller by a similar proportion: 1,452 and 1,346 (92.6%) in the case 
of 3-word pattern types, 192 and 174 (90.6%) in the case of 4-word pattern types, 
and a rather larger difference 13 and 9 (69.2%) in the case of 5-word pattern types. 
By contrast, in Science disciplines the difference between the two frequencies does 
not reflect the difference in size between the two versions, i. e. the difference is 
greater than the VSD might suggest. In Electrical Engineering, for example, in which 
the isotextual version is roughly a third of the size of the isolexical version (a low 
VSD of 0.34), the isotextual frequencies are less than a third of the size of the 
isolexical frequencies: 1,469 and 285 (19.4% of the isolexical frequency) in the case 
of 3-word pattern types, 204 and 30 (14.7%) in the case of 4-word pattern types, and 
35 and 3 (8.5%) in the case of 5-word pattern types. Similarly for Nuclear Physics, in 
which the isotextual version is just over half the size of the isolexical version (giving 
a VSD of 0.54), the isotextual frequencies are less than half as frequent as in the 
isolexical version: 1,700 and 640 (37.6% of the isolexical frequency) in the case of 3- 
word pattern types, 273 and 81 (29.7%) in the case of 4-word pattern types, and 20 
and 3 (15%) in the case of 5-word pattern types. 
6.3.2 Isolexical and isotextual frequency distributions of fixed 
collocational pattern tokens in the research article corpus 
The tendency observed for fixed collocation pattern types in section 6.3.1 can also 
be seen in the distribution of 3,4, and 5-word pattern tokens in each discipline. 
Patterns are again more common isolexically in Science disciplines, but more 
common isotextually in non-Science disciplines, as shown in Figure 6.4 to Figure 6.6 
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below. Again this tendency would have been missed in a purely isolexical 
comparison. 
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Figure 6.4: Frequencies of 3-word pattern tokens in the isolexical and isotextual versions of 
the research article corpus 
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In a similar way to the frequencies of pattern types, the difference between isolexical 
and isotextual pattern token frequencies in non-Science disciplines largely reflects 
the difference in size between the two versions. In Marketing, for example, in which 
the isolexical version and isotextual version are the same size, pattern tokens occur 
with similar frequencies, as can be seen in Table 6.2, while in Philosophy the 
isotextual frequencies of pattern tokens reflect the smaller size of the isotextual 
version. Again in the case of 5-word pattern types the difference in frequencies 
between the two versions is larger. 
In the case of Science disciplines, once more, the difference between the two 
frequencies does not reflect the difference in size between the two versions. In 
Electrical Engineering, for example, with a VSD of 0.34, the isotextual frequencies 
are again less than a third as frequent as the isolexical frequencies, and in Nuclear 
Physics, in which the isotextual version is just over half the size of the isolexical 
version (giving a VSD of 0.53), the isotextual frequencies are less than half as 
frequent as in the isolexical version. 
Having reported the overall isolexical and isotextual frequencies of fixed collocationa 
pattern types and tokens in different disciplines, the chapter continues by discussing 
the rankings of the most frequent patterns to occur in each discipline. 
6.4 Frequency rankings for fixed collocational patterns in the 
corpus in different disciplines 
This section presents the frequency rankings of fixed collocational patterns in both 
versions of the corpus. It focuses on the differences between the frequencies rather 
than the actual forms of the patterns themselves. 
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6.4.1 Isolexical and isotextual frequency rankings for the top 50 3- 
word fixed collocational patterns in different disciplines 
This section presents the frequencies of 3-word patterns in the corpus in each 
discipline. Figure 6.7 and Figure 6.8 below show a graphical representation of the 
isotextual and isolexical frequencies of 3-word patterns in the corpus in each 
discipline. This gives an idea of the distribution of patterns in each discipline, such as 
how much more frequently the most frequent pattern occurs than the next most 
frequent, and how much more frequently in turn this pattern is to the next most 
frequent and so on. The figures also allow the distributions for the disciplines to be 
seen in relation to each other. The coloured lines are shown to aid the eye only: the 
line between each value does not represent a frequency of occurrence between two 
patterns. Figure 6.7 shows the differences between disciplines in an isolexical 
comparison, while Figure 6.8 shows the differences in an isotextual comparison. The 
distributions are also shown in tabular form in Appendices 4-11, which also show 
which pattern occurs in each rank in the distribution. 
The isolexical comparison between the disciplines shows that the most frequent 3- 
word pattern occurs in Electrical Engineering, as shown in Figure 6.7 below. This 
pattern is shown in fig (see Appendix 5) and it occurs isolexically far more than the 
next most frequent pattern in that discipline or any other. The next most frequent 3- 
word pattern is in Mechanical Engineering, and is again shown in fig (see Appendix 
6), and the next most frequent is the presence of in Cell Biology (see Appendix 4). 
The pattern frequency curve of these disciplines is initially very steep, as the most 
frequent pattern occurs many times more than the next pattern, which in turn occurs 
many times more frequently than the next pattern, and so on. After the first five 
patterns there is less and less difference between the frequencies of successive 
patterns in the list, and so the frequency curves flatten rapidly. This gives the 
isolexical frequency distributions for 3-word patterns in these three disciplines their 
distinctive "long tail" shape, so that after the first 30 patterns or so their frequencies 
have largely converged. 
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Figure 6.7: Isolexical frequency distribution of the top 50 3-word patterns 
After Electrical Engineering, Mechanical Engineering, and Cell Biology, the discipline 
in which the most frequent 3-word pattern is the next most frequent is Philosophy 
where that it is occurs 2660 times (see Appendix 10). This is followed by Nuclear 
Physics (in order to, 2270 times; see Appendix 7), Economics, (the number of, 1910 
times; see Appendix 8), Sociology (in terms of, 1757 times; see Appendix 11), and 
finally Marketing (the number of, 1585 times; see Appendix 9). The frequency 
distributions for these latter five disciplines are flatter, being less steep initially, and 
gradually begin to follow the distributions for the first three disciplines. The 
distributions are mostly concave, although the distribution for Philosophy patterns is 
convex from the third to the tenth point. This feature occurs when adjacent patterns 
in a distribution have similar frequencies. After 30 patterns the frequency curves for 
all disciplines are almost identical in shape, with the difference in frequencies 
between them remaining largely constant. 
147 10 13 16 19 22 25 28 31 34 37 40 43 46 49 
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These isolexical frequency distributions suggest that there is a relationship between 
the length of texts in a discipline and the frequency of the most frequent 3-word 
patterns: the more texts, the greater the number of occurrences of 3-word patterns. 
In the isolexical comparison the most frequent 3-word patterns in the disciplines with 
shorter texts (and therefore more texts in their subcorpus) occur much more 
frequently than the frequent 3-word patterns in the disciplines with longer texts (and 
therefore fewer texts in their subcorpus). It appears that the greater the version size 
differential (see Table 5.3 above), the greater the frequency with which the most 
frequent 3-word pattern occurs. The one exception to this is Philosophy, with a VSD 
of 0.94, in which the most frequent 3-word pattern is more frequent than the most 
frequent 3-word pattern in Nuclear Physics (0.54). 
When a comparison between isotextual frequencies of 3-word patterns is made, 
however, several differences are noticeable, as can be seen in Figure 6.8 below. 
The top four most frequent 3-word patterns occur in both Science and non-Science 
disciplines. The most frequent 3-word patterns occur in Cell Biology (the presence 
of, 2564 times; see Appendix 4), Philosophy (that it is, 2468 times; see Appendix 
10), Economics (the number of, 2147 times; see Appendix 8) and Mechanical 
Engineering (shown in fig, 2001 times; see Appendix 6). The frequency curves again 
follow a long tail distribution, although Philosophy again has a convex shape initially. 
After 40 patterns the frequency curves for all disciplines are again almost identical in 
shape, with the difference in frequencies between them remaining largely constant. 
The main finding of this first comparison of individual disciplines is that the frequency 
of occurrence of particular 3-word patterns in different disciplines therefore depends 
on the version of the corpus which is used to make the comparison. In the isolexical 
comparison, 3-word patterns occur more in disciplines containing a larger number of 
shorter texts than in disciplines containing a smaller number of longer texts. This 
finding suggests that 3-word patterns may have a functional role, as there appears to 
be a relationship between the number of texts and the frequency of these patterns. 
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Figure 6.8: Isotextual frequency distribution of the top 50 3-word patterns 
6.4.2 Rank differences for the top 50 3-word fixed collocational 
patterns in different disciplines 
The next comparison needs to be made between the actual forms of the 3-word 
patterns in the frequency tables for each discipline. While the previous section has 
revealed that there is clearly a difference between isolexical and isotextual 
frequencies of 3-word patterns in each discipline in the corpus, it is not clear whether 
these patterns are the same in each version of the corpus. The most frequent 3-word 
pattern isolexically in one discipline may not be the most frequent pattern 
isotextually. 
147 10 13 16 19 22 25 28 31 34 37 40 43 46 49 
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Table 6.3 below summarises the rank differences between isolexical and isotextual 
frequency distributions for the top 50 3-word patterns in each discipline. Its eight 
columns are the right-hand column taken from each of the tables in Appendices 4- 
11. The third column from the left, for example, contains the rank differences for 3- 
word bundles in Mechanical Engineering calculated in Appendix 6. Putting the rank 
differences for all eight disciplines in one table allows the rank differences in each 
discipline to be compared at a glance. It can be seen that the difference in 
frequencies of 3-word bundles between the isolexical and isotextual versions of each 
subcorpus has little effect on the frequency rankings of these patterns: the 3-word 
patterns which are most frequent isolexically are also the most frequent isotextually. 
It can be seen that in the top 20 rank positions in all subcorpora no patterns have a 
rank difference of more than 5 places. This is regardless of the VSD: for example, 
the most isolexically frequent pattern in Electrical Engineering (0.34), shown in fig 
(see Appendix 5), is also the most isotextually frequent, i. e. the pattern is ranked first 
in both versions and so its rank difference is zero. In Marketing (1.00) the most 
isolexically frequent pattern, the number of (see Appendix 9), is likewise also the 
most isotextually frequent. Even though the two versions of the Marketing subcorpus 
are the same size, however, they do not contain identical texts, and so the rankings 
are not completely stable. 
Lower down the frequency table, rank differences become larger as the tail of the 
distribution is reached. At this point in the distribution patterns occur with very similar 
frequencies, so a small change in the frequency of a pattern can have a larger effect 
on its ranking in the frequency table, making the rankings of the patterns between 
the two versions less stable overall. 
It is noticeable that one pattern in Electrical Engineering has a rank difference which 
stands out from the others. This is in this letter which, as shown in Appendix 5, 
occurs far less often isotextually (ranked 90th with 150 occurrences) than it does 
isolexically (ranked 23Id with 971 occurrences), and so has a rank difference of -67. 
This does not appear to be an idiosyncratic use: it occurs in 790 texts isolexically 
and in 153 texts in the isotextual subcorpus, and so is not used repeatedly by a small 
number of writers of a small number of texts. 
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0 0 0 -4 0 0 0 0 
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1 1 1 -3 1 0 -2 -3 
0 -4 1 3 0 -2 1 -1 
0 -4 1 1 -1 1 1 -2 
0 2 0 -1 -1 1 0 -3 
0 2 0 4 2 -1 0 4 
0 2 0 -3 -1 1 0 4 
0 2 0 1 -1 0 -2 -4 
-1 0 -1 -2 -1 0 0 -4 
1 0 1 1 3 0 2 -1- 
0 1 0 3 -2 0 -4 2 
-2 -2 0 -5 
1 0 1 5 
0 1 -1 1 1 -2 1 -4 
2 1 -6 2 0 1 0 0 
0 4 -1 1 0 1 -2 0 
1 1 -2 3 -1 -5 3 -5 
-3 -1 2 -9 -3 -1 -1 
1 
0 -8 -4 -3 2 1 2 -1 
0 3 2 0 -2 3 0 -8 
4 -3 -4 5 2 
1 0 -4 
0 -67 8 -3 2 
3 -2 11 
0 -5 -1 2 0 
2 1 -1 
-2 2 -6 
7 0 1 1 1 
0 7 -6 -9 -3 0 0 
4 
2 5 -3 -2 -3 0 0 
2 
-3 4 -1 -2 
2 -6 -2 0 
0 3 -8 9 -6 4 -5 -3 
2 -7 6 6 -6 
0 2 9 
-4 -2 9 -3 
3 4 2 0 
5 2 -7 5 1 4 
1 -5 
-8 6 -13 -3 -4 -3 
1 4 
-6 0 0 
9 0 3 -2 -2 
5 6 1 -4 3 6 2 -8 
4 -12 8 4 
3 4 1 1 
4 2 -5 3 -3 
2 -5 -4 
2 7 -3 -5 -4 -12 -2 -6 
7 18 6 6 -2 22 -6 2 
3 10 -10 0 -6 
6 2 -2 
3 5 -2 10 -10 
2 2 7 
-2 9 8 
6 3 -10 0 -3 
9 -12 7 -20 -4 
5 2 3 
-24 -10 4 -2 
17 3 7 -5 
-19 -10 1 
8 -4 0 1 -1 
4 -9 1 -6 
3 6 2 -1 
0 -g -4 
11 -3 4 4 8 
-17 6 
0 0 0 1 1 -6 
5 g -5 -1 
3 5 -1 -1 
10 6 12 12 0 4 -1 -7 
Table 6.3: Rank differences between top 5u ; s-wora pattern types 
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The reduction in frequency of occurrence of this pattern arises from the fact that the 
isotextual subcorpus contains fewer tokens than the isolexical version. As shown in 
Table 6.4 below, in the isolexical subcorpus in this letter occurs 680 times in 
Electronics Letters, 290 times in Applied Physics Letters, and once in the Journal of 
Applied Physics. In the isotextual subcorpus this pattern occurs 88 times in 
Electronics Letters, 60 times in Applied Physics Letters and once in the Journal of 
Applied Physics. Since this pattern refers to the text in which the pattern occurs (the 
genre of the research article in these journals is referred to as a "letter") it would 
seem logical that this pattern should occur less frequently in a corpus of 500 texts 
(the isotextual version (see Appendix 3.2)) than it would in a corpus of 1909 texts 
(the isolexical version), because if there are fewer texts in the corpus there are fewer 
instances of texts referring to themselves. 
What is more surprising from these results, however, is that in this letter is the only 
3-word pattern which has such a high rank difference. Table 6.3 shows that few 
patterns have a rank difference of more than 20, and all these are in the lower 
reaches of the frequency table. Another pattern on the frequency list, in this paper, 
has a similar form and contains a near synonym of letter in this context, and also 
refers to the text in which it occurs. The difference in frequency of its occurrence in 
the two subcorpora is, however, not reflected in its rank difference, as also shown in 
Table 6.4 below. Instead of a high negative rank difference, its rank difference of 18 
is both smaller and positive: its isotextual rank (21st with 346 occurrences) is higher 
than its isolexical rank (39th with 701 occurrences). It again does not appear to be an 
idiosyncratic use: it occurs in 312 texts isolexically and in 150 texts in the isotextual 
subcorpus, and so is again not used repeatedly in a small number of texts. 
in this letter in this paper 
isolexical 
frequency 
isotextual 
frequency 
isolexical 
frequency 
isotextual 
frequency 
Electronics Letters 680 88 0 0 
Applied Physics Letters 60 60 2 1 
Journal of Applied Physics 1 1 15 0 
EEE Transactions on Microwave 
Theory and Techniques 
0 0 436 191 
lEE Proceedings - Electric Power 
Applications 
0 0 195 146 
Table 6.4: Occurrences of in this letter and in this paper 
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This chapter now continues with the quantitative results for 4-word fixed collocational 
patterns. 
6.4.3 Isolexical and isotextual frequency rankings for the top 50 4- 
word fixed collocational patterns in different disciplines 
This section presents the frequencies of 4-word patterns in the corpus in each 
discipline. Figure 6.9 and Figure 6.10 below show a graphical representation of the 
isotextual and isolexical frequencies for the top 50 patterns, again giving an idea of 
the distribution of patterns in each discipline and showing the distributions for the 
disciplines in relation to each other. Figure 6.9 shows the differences between 
disciplines in the isolexical comparison, while Figure 6.10 shows the differences in 
the isotextual comparison. The distributions are also shown in tabular form in 
Appendices 12-19, which also show which pattern occurs in each rank in the 
distribution. 
The isolexical comparison between the subcorpora shown in Figure 6.9 reveals that 
4-word patterns occur most frequently in the four Science disciplines. Nuclear 
Physics contains the most frequent pattern, as a function of, which occurs 2092 
times (see Appendix 15). The frequencies of the most frequent 4-word patterns in 
the top four disciplines are less spread out than those for the isolexical 3-word 
patterns described above. The discipline with the next most frequent 4-word pattern 
is Cell Biology, in which in the presence of occurs 1970 times (see Appendix 12), 
and then Electrical Engineering (as a function of, 1837 times; see Appendix 13), and 
Mechanical Engineering (as a function of, 1410 times; see Appendix 14). 
The 4-word pattern frequency curve for the first four disciplines is initially very steep, 
as the most frequent pattern occurs many times more than the next pattern, which in 
turn occurs many times more frequently than the next pattern, and so on. After the 
first five patterns the difference between the frequencies of successive patterns in 
the list becomes gradually smaller, and so the frequency curve flattens rapidly. The 
isolexical frequency distributions for 4-word patterns again have a "long tail" shape, 
so after the first 30 patterns the frequency curves for all disciplines are again almost 
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identical in shape, with the difference in frequencies between them remaining largely 
constant. 
After the four Science disciplines, the discipline with the next most frequent 4-word 
pattern is Marketing, in which on the basis of occurs 1024 times (see Appendix 17), 
followed by Philosophy (in the case of, 826 times; see Appendix 18), Sociology (in 
the united states, 767 times; see Appendix 19), and Economics (in the united states, 
735 times; see Appendix 16). It can be seen from Figure 6.9 that the frequency 
distributions for these latter four disciplines are flatter, being less steep initially, and 
begin to converge earlier than for the first four disciplines. After 15 patterns the 
frequency curves for all disciplines are almost identical in shape. 
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Figure 6.9: Isolexical frequency distribution of the top 50 4-word patterns 
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Figure 6.10: Isotextual frequency distribution of the top 50 4-word patterns 
When a comparison between isotextual frequencies of 4-word patterns is made, 
however, several differences are noticeable, as can be seen in Figure 6.10. The 
most frequent 4-word patterns in three disciplines, in both Science and non-Science, 
occur more frequently than in the other disciplines. The discipline with the most 
frequent 4-word pattern to occur isotextually is Cell Biology (in the presence of, 1627 
times; see Appendix 12), then Marketing (on the basis of, 1062 times; see Appendix 
17, Economics (in the united states, 787 times; see Appendix 16) and Mechanical 
Engineering (as shown in fig, 696 times; see Appendix 14). The frequency curves 
again follow a long tail distribution, with a less noticeable convexity to the shape of 
the Philosophy curve. After 20 patterns the frequency curves for all disciplines are 
again almost identical in shape, with the difference in frequencies between them 
remaining largely constant. 
There seems to be a weaker relationship between the length of texts in a discipline 
and the frequency of the most frequent 4-word patterns, compared to that for 3-word 
patterns. In the isolexical comparison the most frequent 4-word patterns in the 
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disciplines with shorter texts (and therefore more texts in their subcorpus) do not 
always occur much more frequently than the frequent 4-word patterns in the 
disciplines with longer texts. 
6.4.4 Rank differences for the top 50 4-word fixed collocational 
patterns in different disciplines 
While the previous section has again revealed that there is clearly a difference 
between isolexical and isotextual frequencies of 4-word patterns in each discipline in 
the corpus, it can be seen from Table 6.5 below that this difference in frequency 
again does not have much effect on the frequency rankings of these patterns. 
Table 6.5 summarises the rank differences between isolexical and isotextual 
frequency distributions for the top 50 4-word patterns in each discipline. Its eight 
columns are the right-hand column taken from each of the tables in Appendices 12- 
19. The third column from the right, for example, contains the rank differences for 4- 
word bundles in Marketing calculated in Appendix 17. Putting the rank differences for 
all eight disciplines in one table again allows the rank differences in each discipline 
to be compared at a glance. It can be seen that in the top 10 rank positions in all 
subcorpora no patterns have a rank difference of more than 5 places. This is again 
regardless of the VSD: for example, the most isolexically frequent pattern in 
Electrical Engineering (0.34) is also the most isotextually frequent, i. e. they are both 
ranked first in the distribution; this gives a difference in rank for shown in fig of zero 
between the isolexical and isotextual versions. 
The one rank difference to stand out from the others is for the pattern is an element 
of, which, as Appendix 16 shows, occurs in Economics far less often isotextually 
(ranked 54th with 159 occurrences) than it does isolexically (ranked 9`h with 324 
occurrences), and so has a rank difference of -45. This difference is the result of an 
idiosyncratic use which has not been excluded by the criterion requiring a fixed 
collocational pattern to occur in at least five texts. In the isolexical version the 324 
occurrences come from 31 texts, which passes the criterion, but in a few texts in the 
Economic Journal (files 0020071090405,406,407, and 408) it is used many times. 
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Cell 
Biology 
(0.80) 
Electrical 
Engineering 
(0.34) 
Mechanical Nuclear 
Engineering Physics 
(0.52) (0.54) 
Economics 
(1.09) 
Marketing 
(1.00) 
Philosophy 
(0.94) 
Social 1 
Science 
(1.05) 
0 0 00 0 0 0 0 
0 0 00 0 0 0 0 
2 0 00 0 0 0 0 
1 -2 0 -2 0 0 0 0 
1 -5 01 -1 0 0 -1 
-2 1 01 1 -1 0 1 
-5 3 00 0 -2 0 -3 1 1 00 0 2 0 1 
0 -2 02 -45 1 0 1 
0 2 -1 1 -2 0 0 -1 0 2 1 -1 0 -2 0 2 
6 - -3 -3 -2 -2 0 -3 
-1 1 -1 2 3 -2 -3 1 1 -2 14 -4 -3 -1 1 0 -4 -1 -5 1 3 -8 1 3 2 63 -1 -3 2 -1 0 4 -6 -12 3 -1 4 1 1 -7 6 -5 2 -3 1 0 
0 -6 -5 0 -3 3 1 0 
0 5 -4 5 -5 -2 -1 -2 
-2 4 -8 -6 2 1 2 0 
-1 - -5 -3 1 -1 2 2 
2 3 0 -11 4 -1 1 -3 
4 8 44 5 -1 -3 1 
2 7 -12 -7 4 -1 -4 -2 
4 - 24 1 -2 -1 -3 
-3 3 -6 10 3 1 -1 3 
6 7 7 -19 1 6 1 -7 
2 - 9 -2 0 2 -3 1 
-5 - 8 -20 -4 2 4 -16 
7 - 12 0 3 2 -3 -1 
7 9 79 -3 -4 -7 -2 
-15 8 49 2 0 -4 2 
6 - -2 5 0 3 4 4 
-2 - -4 7 2 3 -12 -4 
1 - 8 18 4 6 -6 -2 
6 14 44 -1 2 1 -4 
2 - 10 -2 -5 -3 -7 
-2 - 5 13 2 0 5 5 
10 - 32 -13 4 3 14 
2 - 21 -4 4 -12 2 
9 15 7 -1 6 1 15 -8 
15 - -5 -12 -6 6 2 0 
10 - 12 -2 1 1 0 7 
1 - 13 -2 3 5 -1 -9 
-5 20 28 -10 2 6 -4 
-3 - 54 -2 -1 0 -7 
5 - 57 5 -1 -4 -5 
9 - 3- -3 1 4 
4 
7 - 6 -9 -2 -4 1 
7 
Tak le E 5- Rank d ifferences between too 50 4-word pattern tvlDes 
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This is the result of the articles containing mathematical proofs which might use this 
pattern ten times in one sentence, as underlined in Example 6.1 below: 
Example 6.1: It is customary to write, for all x, y is an element of X, xRy if and only if 
(x, y) is an element of R. When a binary relation R satisfies completeness (For all x, y 
is an element of X, x not equal to y implies {(x, y) is an element of R or (y, x) is an 
element of R}), reflexivity (For all x is an element of X, (x, x) is an element of R) and 
transitivity (For all x, y, z is an element of X, {(x, y) is an element of R& (y, z) is an 
element of R} implies (x, z) is an element of R), we say that R is an ordering on X. 
Purely as a result of the sampling methodology, those texts in which is an element of 
occurs frequently were not included in the isotextual version of the Economics 
subcorpus. The isotextual version needed to include the 100 most recent texts from 
each journal, and, as Appendix 3.5 shows, 60 texts were available from the 
Economic Journal in the most recent year, 2000, and so only 40 texts needed 
sampling from this journal for 1999. The most recent 40 texts from 1999 were those 
from 0020071090409 to 809 and so these were included, meaning that texts 405- 
408, which contained many of the occurrences of is an element of, were excluded. 
Had these four papers been published just one issue later, they would have been 
included in the isotextual corpus and the isotextual frequency of this pattern would 
have been higher. In fact, the isotextual frequency of occurrence of this pattern is 
much lower - 324 occurrences from 24 texts - than its isolexical frequency, and the 
pattern thus falls in the rankings, which leads to it having a higher rank difference. 
Lower down the frequency table, rank differences become greater as the tail of the 
distribution is reached. At this point in the distribution patterns occur with very similar 
frequencies, so a small change in frequency of a pattern can have a larger effect on 
its ranking in the frequency table, making the rankings less stable overall. 
It can also be seen in Table 6.5 that no rank difference is given for some patterns in 
some disciplines. This is because the isotextual frequency of these clusters is too 
low for them to be considered as fixed collocational patterns, and so their rankings 
cannot be compared. 
This chapter continues with the quantitative results for the second research question, 
concerning the fixed collocational patterns occurring across disciplines. 
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6.5 Fixed collocational patterns occurring frequently across 
all disciplines 
Having looked at the frequency rankings and structural forms of frequently occurring 
fixed collocational patterns, we now turn to identification of those patterns which 
occur in all eight disciplines. No 5,6, or 7-word patterns were found to occur across 
all eight disciplines, and so this section will present only results for 3 and 4-word 
patterns. 
6.5.1 3-word fixed collocational patterns occurring frequently 
across all disciplines 
Overall, more 3-word patterns occur across non-Science disciplines than occur 
across Science disciplines. 166 3-word pattern types were found to occur isolexically 
in all four of the Science disciplines, while a total of 226 3-word pattern types were 
found to occur isolexically in all four of the non-Science disciplines (see Table 6.6 
below). The difference was noticeably larger between the isotextual subcorpora. 64 
3-word pattern types were found to occur isotextually in all four of the Science 
disciplines, while a total of 227 3-word pattern types, almost the same number as 
occurred isolexically, were found to occur isotextually in all four of the non-Science 
disciplines. 
3-word pa terns 
Isolexical Isotextual 
Science disciplines 166 64 
Non-Science disciplines 226 227 
All disciplines 77 42 
Table 6.6: Totals for 3-word pattern types occurring isolexically and isotextually in 
Science, non-Science, and all disciplines 
To a large extent the differences between isolexical and isotextual versions seem to 
reflect the version size differentials in the different disciplines. The non-Science 
disciplines each have a VSD of 1.0 or greater, and so similar numbers of 3-word 
pattern types occur in each version of the subcorpus. The non-Science disciplines 
have a VSD of less than 1.0, and so far fewer 3-word pattern types occur in each 
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version of the subcorpus. The version size differential does not, however, explain the 
overall difference between Science and non-Science disciplines. In both versions, 
non-Science disciplines share more 3-word patterns than Science disciplines, 
regardless of the number of texts or tokens. 
There are many fewer 3-word fixed collocational patterns shared between Science 
and non-Science disciplines. A total of 77 3-word pattern types were found to occur 
across all eight disciplines in the isolexical version of each subcorpus, and a total of 
42 3-word pattern types were found to occur across all eight disciplines in the 
isotextual version of each subcorpus. Considering that no discipline has fewer than 
800 isolexical 3-word patterns, and in six out of the eight disciplines there are more 
than 600 isotextual 3-word pattern types (see Figure 6.1 above), the figures of 77 
and 42 seem rather low. The isolexical subcorpus with the fewest 3-word pattern 
types, Sociology, has 867, and so only around 9% of its 3-word patterns occur in all 
the other disciplines. The percentage for the other subcorpora was even lower. The 
isotextual subcorpus with the fewest 3-word pattern types, Electrical Engineering, 
has 285, and so only 15% of its 3-word patterns occur in all the other disciplines. The 
percentage for the other subcorpora again was even lower. 
In view of the relationship between frequent isolexical and frequent isotextual fixed 
collocational patterns identified above, it was decided to focus on those patterns 
which were frequent both isolexically and isotextually. Table 6.7 below shows these 
42 patterns in the left hand column, and gives the isolexical and isotextual 
frequencies for each pattern. It also shows the rankings in the frequency distribution 
for each version of the corpus. There are gaps in the frequency rankings because 
some patterns which are frequent in the corpus as a whole do not occur more than 
100 times in every discipline. For example, the most frequent 3-word pattern in the 
isolexical corpus as a whole is shown in fig, but since it does not occur across all 
eight disciplines, it is not included in the list. The second most frequent 3-word 
pattern, in order to, which does occur more than 100 times in each discipline, is 
therefore the first item in the list. 
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Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
Ellis & 
Simpson 
rank 
in order to 10964 2 7360 4 -2 2 the number of 10543 3 8228 1 2 4 
as well as 10305 4 7963 3 1 1 
due to the 8316 6 4729 15 -9 - the case of 7650 7 5583 9 -2 13 
with respect to 7507 8 5627 8 0 - the fact that 7325 9 6080 5 4 - the presence of 7235 11 5463 10 1 - there is a 6859 12 5881 7 5 5 
a function of 6809 13 3901 24 -11 - 
one of the 6316 14 4853 14 0 - based on the 6055 15 3862 26 -11 15 there is no 5896 16 5112 12 4 6 
in the case 5782 17 4184 21 -4 17 
part of the 5754 18 4373 17 1 - the use of 5449 22 4197 20 2 3 
in which the 5109 24 4301 19 5 18 
in this paper 4645 28 3406 32 -4 - the other hand 4625 29 3414 31 -2 12 
a number of 4311 32 3597 27 5 7 
as a result 3806 41 3038 36 5 14 
according to the 3696 43 2586 54 -11 - 
of the two 3664 44 2453 60 -16 - 
analysis of the 3587 45 2677 49 -4 - 
is that the 3516 46 2967 41 5 - 
because of the 3489 47 2481 57 -10 - 
the results of 3424 51 2458 58 -7 - 
at the same 3124 60 2427 62 -2 - 
in the present 2976 65 1945 99 -34 - 
in the same 2925 68 2374 66 2 - 
that of the 2882 71 1664 133 -62 - 
such as the 2846 74 2292 70 4 - 
it is possible 2776 80 2157 76 4 - 
it has been 2565 89 1676 130 -41 - 
well as the 2520 94 1827 109 -15 - 
between the two 2517 95 1843 107 -12 - 
as in the 2368 112 1918 101 11 - 
most of the 2357 113 1843 107 6 - 
and in the 2251 123 1726 123 0 - 
a result of 2027 146 1600 143 3 - 
the analysis of 2026 147 1478 163 -16 - 
to that of 1757 198 1052 274 -76 - 
Table 6.7: 3-word patterns occurring across all disciplines in this study, compared 
with the academic writing part of the BNC and the most frequent written academic 
formulas of Ellis and Simpson (2005) 
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The rank differences are also shown in Table 6.7 above for each pattern in each 
version of the subcorpus. At first glance, it appears that the rank differences between 
isolexical and isotextual versions of the full corpus are less stable than the frequency 
rankings for individual disciplines described in the previous sections. Several 
patterns have rank differences higher than 30 places, and few have a rank difference 
of zero. However, only 12 patterns have a rank difference greater than 10 places. 
The top three combinations in the isolexical version, namely in order to, the number 
of, and as well as, are the same top three combinations as in the isotextual version. 
These fixed collocational patterns can be compared with the written academic 
formulas of Ellis and Simpson (2005). The top 20 most significant written academic 
formulas consist of 17 3-word and 3 4-word fixed collocational patterns. 13 of Ellis 
and Simpson's 3-word academic formulas are also 3-word fixed collocational 
patterns which occur 100 times in all eight disciplines in the present study. The 
rankings of the same 3-word patterns in the study by Ellis and Simpson are shown in 
the right-hand column of Table 6.7. Despite the vastly different corpora collected, 
software employed, and identification procedures used in this study and in that of 
Ellis and Simpson, the similarities between the two sets of results are remarkable. 
The overlap between the two sets of results suggest that these 3-word patterns are 
in some way universal, regardless of the corpus data or methodology used. 
6.5.2 4-word fixed collocational patterns occurring frequently 
across all disciplines 
The tendency for greater numbers of patterns to be shared within non-Science 
disciplines than within Science disciplines was repeated in the case of 4-word 
patterns. In the isolexical version of each subcorpus a total of 6 4-word pattern types 
were found to occur in Science disciplines, while a total of 17 3-word pattern types 
were found to occur in non-Science disciplines (see Table 6.8 below). The difference 
was slightly larger between the isotextual subcorpora. 4 4-word pattern types were 
found to occur isotextually in all four of the Science disciplines, while a total of 17 4- 
word pattern types, again the same number as occurred isolexically, were found to 
occur isotextually in all four of the non-Science disciplines. 
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4-word pa terns 
Isolexical Isotextual 
Science disciplines 6 4 
Non-Science disciplines 17 17 
All disciplines 3 3 
Table 6.8: Totals for 4- word pattern types occurring isolexically and isotextually in 
Science, non-Science, and all disciplines 
The differences between isolexical and isotextual versions again seem to reflect the 
version size differentials in the different disciplines. The non-Science disciplines 
each have a VSD of 1.0 or greater, and so similar numbers of 4-word pattern types 
occur in each version of the subcorpus. The non-Science disciplines have a VSD of 
less than 1.0, and so far fewer 4-word pattern types occur in each version of the 
subcorpus. The version size differential, however, again does not explain the overall 
difference between Science and non-Science disciplines. In both versions, non- 
Science disciplines share more 4-word patterns than Science disciplines, regardless 
of the number of texts or tokens. 
There are many fewer 4-word fixed collocational patterns shared between Science 
and non-Science disciplines. The number of 4-word patterns occurring more than 
100 times in every discipline is far lower than for 3-word patterns. Only three 4-word 
pattern types: as a result of, as well as the, and in the case of were found to occur 
across all eight disciplines in the isolexical version of each subcorpus, and three 4- 
word pattern types: as well as the, in the case of, and on the other hand, were found 
to occur across all eight disciplines in the isotextual version of each subcorpus. 
Considering that no discipline has fewer than 74 isolexical 4-word patterns, and no 
discipline has fewer than 40 isotextual 4-word pattern types (see Figure 6.1 above), 
the figures of 3 in both versions again seems rather low, and are lower in percentage 
terms than the results for 3-word patterns. The isolexical subcorpus with the fewest 
4-word pattern types, Sociology, has 74, and so only around 4% of its 4-word 
patterns occur in all the other disciplines. The percentage for the other subcorpora is 
even lower. The isotextual subcorpus with the fewest 4-word pattern types, Electrical 
Engineering, has 30, and so only 10% of its 4-word patterns occur in all the other 
disciplines. The percentage for the other subcorpora again is even lower. 
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Only two 4-word pattern types occur across all eight disciplines in both the isolexical 
and isotextual versions of the corpus, as shown in Table 6.9 below. One of these, in 
the case of, is also one of Ellis and Simpson's 3 most significant 4-word academic 
formulas. This is fairly remarkable, given how few 4-word patterns occur in all 
disciplines in the research article corpus. 
ISO- ISO- ISO- ISO- Ellis & 
lexical lexical textual textual Rank Simpson 
freq. rank freq. rank 
diff. 
rank 
in the case of 10964 2 7360 4 -2 11 
as well as the 10543 3 8228 1 2 - 
Table 6.9: 4-word patterns occurring across all disciplines in this study, compared 
with the academic writing part of the BNC and the most frequent written academic 
formulas of Ellis and Simpson (2005) 
6.5.3 Summary 
These results show that fixed collocational patterns which are most frequent 
isolexically are also most frequent isotextually This relationship has been observed 
with five million words in each isolexical subcorpus and 500 texts in each isotextual 
subcorpus. Further comparison of different numbers of texts and tokens might 
establish if there is a minimum threshold below which this relationship no longer 
applies. 
In order to investigate whether there is any similarity between the frequent isotextual 
patterns found in this study and frequent isolexical fixed collocational patterns from 
other studies, i. e. lexical bundles, the results from the present study can be 
compared with the frequent lexical bundles identified in Biber and Hyland. If frequent 
isolexical fixed collocational patterns which are frequent in genre corpora (i. e. the 
lexical bundles in Biber 2006) are found to be similar to isolexical fixed collocational 
patterns frequent in a register corpus (i. e. the lexical bundles in Hyland 2008), which 
are in turn found to be similar to isotextual fixed collocational patterns frequent in a 
genre corpus (i. e, the patterns identified in this study) then this would be more 
evidence of stability in the forms of frequent fixed collocational patterns. It is 
important, as Stubbs (2001: 124) points out, to check the findings from a corpus 
study "on different, but comparable, data, in order to see whether they were an 
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artefact of one single data set" (emphasis added). While a textbook genre corpus 
(Biber 2006) and an academic register corpus (Hyland 2008) do not immediately 
appear directly comparable, the point here is that we are not investigating the 
comparability of the corpora, but investigating the extent of the similarity between 
isotextual and isolexical fixed collocational patterns in different data sets. 
In regard to the function of these fixed collocational patterns, the comparison of 
frequent isotextual fixed collocational patterns in this study with Biber (2006) and 
Hyland (2008) will also give a clearer idea of which patterns are more important in 
research articles in different disciplines, since they are by definition frequent across 
the same number of communicative acts, and are not biased by the imbalances 
between the subcorpora in which they were found. We now, therefore, move on to 
the comparison of the isotextual fixed collocational patterns in this study with the 
lexical bundles of Biber (2006) and Hyland (2008). 
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Chapter 7 Fixed collocational patterns and lexical 
bundles 
7.1 Comparison of fixed collocational patterns with the 
lexical bundles of Biber (2006) and Hyland (2008) 
This section attempts to compare the frequently occurring fixed collocational patterns 
in this study to the two most recent functional classifications of lexical bundles 
available, those of Biber (2006) and Hyland (2008). Biber (2006: 166-168) presents a 
genre-based study of the functions of lexical bundles found in the textbook section of 
the T2K-SWAL corpus, comprising the disciplines of Business, Engineering, Natural 
Science, Social Science, and Humanities disciplines. Hyland (2008: 13-14), on the 
other hand, presents a register-based study of the functions of lexical bundles in 
academic prose, from a corpus of research articles, dissertations and MA theses in 
the disciplines of Biology, Electrical Engineering, Applied Linguistics, and Business 
Studies. 
These previous sets of results are not ideal for comparison as they contain differing 
amounts of detail and are not comprehensive lists of how many bundles occur with 
each function. Biber lists "common" (2006: 166) lexical bundles and uses asterisks to 
indicate their frequency (see the left of Table 7.1 below), but he is not specific about 
whether the bundles in his results comprise all the bundles with these functions, or 
merely the frequent ones. In specifying his functional framework (see the right of 
Table 7.1 below), Hyland gives two or three examples of bundles with each function, 
but again does not list all the bundles which were identified as having that function. 
The frequent isotextual fixed collocational patterns in the present study can 
nonetheless be matched with those lexical bundles found in Biber's and Hyland's 
studies. It can be assumed that both Biber and Hyland chose to include their 
examples in their results because these were the most salient or typical. It will 
therefore be relevant to find whether frequent bundles found to have particular 
functions by Biber and Hyland are also frequent isotextually in the present study. It 
will also be important to find out whether any lexical bundles are "missing" from their 
results as a consequence of their decision to assign genre-related textual discourse 
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functions to lexical bundles found in register corpora. A summary of the two 
functional taxonomies is given in Table 7.1 below: 
Key to Biber's lexical bundle functions 
Stance bundles 
1 Epistemic stance - impersonal 
2 Attitudinal/Modality stance 
a) Ability/effort: Impersonal 
b) Importance: Impersonal 
Discourse organizers 
Referential bundles 
1 Identification 
2 Specification of attributes 
a) Quantity/mathematical expression 
b) Predicative 
c) Tangible framing attributes 
d) Intangible framing attributes 
3 Time/place/text/other reference 
a) Place or institution reference 
b) General location reference or framing 
c) Text deixis 
Key to frequency symbols for Biber 
(2006) Table 7.2 to Table 7.7 below: 
Key to Hyland's lexical bundle functions 
Research-oriented 
1 Location 
2 Procedure 
3 Quantification 
4 Procedure 
5 Topic 
Text-oriented 
1 Transition signals 
2 Resultative signals 
3 Structuring signals 
4 Framing signals 
Participant-oriented 
1 Stance features 
2 Engagement 
Key to frequency symbols for 
Hyland (2008) in Tables 23-27 
below: 
* 20-39 occurrences per million words *** occurs in the top 50 lexical 
** 40-99 occurrences per million words bundles 
*** >100 occurrences per million words 
Key to isotextual frequency 
symbols for the present study 
in Tables 23-27 below: 
* 0-199 occurrences 
** 200-499 occurrences 
*** >500 occurrences 
Table 7.1: Summary of Biber's (2006) and Hyland's (2008) functional taxonomies for 
lexical bundles; keys to symbols used in Tables 7.2-7.7 
Table 7.1 also provides the key to each type of function used in the next six tables, 
from Table 7.2 to Table 7.7 in section 7.1.2, and which show the comparison 
between Biber's study, Hyland's study, and the present study. 
7.1.1 Comparison of isotextual fixed collocational patterns with 
lexical bundles: a brief example 
An initial example is given here of the findings presented in the following six tables. 
One left-hand column and one right-hand column of a table display all the available 
information regarding Biber's and Hyland's lexical bundles respectively, while the 
table's central columns show the isotextual fixed collocational patterns found in the 
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this study. To the left of each table a column shows Biber's functional categories and 
subcategories, and lists the lexical bundles which he identifies in his study as 
performing that function in textbooks. Asterisks are used to indicate how common 
that lexical bundle is in his corpus (the key is given in Table 7.1). 
The right-hand column of each table lists the function which Hyland assigns to the 
same lexical bundle in that row, if the information is available. It also gives indication 
of whether it occurs in the top 50 lexical bundles in any discipline in his corpus. For a 
small number of lexical bundles, such as the operation of the in Table 7.6, there is no 
such indication. This is because while Hyland lists such bundles as having particular 
functions in his specified framework, they are not in fact listed in his tables showing 
the top 50 bundles in each discipline. A cross t is used to denote such bundles. 
While Hyland's framework is for 4-word lexical bundles, he also, presumably in error, 
lists a 5-word bundle it should be noted that as an example of a bundle with a 
"participant-oriented engagement" function. 
The central columns in the tables indicate whether isotextual fixed collocational 
patterns with the same form as these lexical bundles occur frequently in any 
disciplines in the present study. A summary of the content of each table is given in 
the two columns to the far left. The first shows the total number of disciplines the 
pattern occurs in, and the second shows the number of asterisks for each pattern in 
total. The more asterisks in the row for any lexical bundle, then the more overlap 
there is between the three corpora: a count of 1-15 is considered low, 16-30 
medium, and more than 31 is considered high. 
An example of the insights which can be gained from this comparison is given by the 
lexical bundle at the same time, which is shown near the bottom of Table 7.2. In 
Biber's framework this lexical bundle functions as a "discourse organizer" (left-hand 
column) while in Hyland's framework (right-hand column) it is assigned the function 
of a "research-oriented location signal, " shown by the abbreviation "Research 1. " It 
can be seen in the table that at the same time occurs as a frequent lexical bundle in 
every discipline in both Biber and Hyland, and also frequently in non-Science 
disciplines in my research article corpus, occurring in a total of 13 disciplines with 32 
asterisks. This finding reveals a number of things: 
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The lexical bundle at the same time is highly frequent in the wider register of 
academic writing, as it occurs in every discipline in Hyland (2008). It is also frequent 
in texts belonging to a different genre, that of academic textbooks, since it occurs in 
every discipline in Biber (2006). It is occurs both isolexically and isotextually 
frequently in non-Science disciplines in my research article corpus, and so it is a 
frequent fixed collocational pattern which occurs independently of text length. If this 
bundle is also assigned a function by both Biber and by Hyland, it then becomes a 
candidate for further detailed study. The next section summarises the findings from 
Table 7.2 to Table 7.7. 
7.1.2 Comparison of isotextual fixed collocational patterns with 
lexical bundles: full results 
The large numbers of gaps in tables 23-28 reveal, however, that there is not much 
overlap between the results given by Biber and those given by Hyland. Only four 
bundles are assigned functions by both Biber and Hyland in Table 7.2, three in Table 
7.3, five in Table 7.4, and two in Table 7.5. The functions and lexical bundles in 
Table 7.6 are those of Hyland's framework only, as there was no overlap between 
these and Biber. This lack of overlap reveals that there is a limited number of 4-word 
patterns which are common across academic textbooks and the register of academic 
prose. Those patterns which are common therefore, such as on the other hand, 
consequently assume more importance in this study. 
Table 7.2 below shows the lexical bundles identified by Biber (2006) as being in the 
first two of his three main functional categories: stance bundles and discourse 
organizers. No stance bundles occur frequently across all the studies. The most 
frequent text organising bundles are on the other hand, as well as the, and at the 
same time. The text-organising transition function assigned by Hyland to on the other 
hand is in agreement with Biber's, while Hyland does not assign a function to as well 
as the. The text-organising transition function assigned by Hyland to at the same 
time is instead classed as "research oriented location. " This kind of bundle for 
Hyland "help[s] writers to structure their activities and experiences of the real world" 
(Hyland 2008: 13) such as the time in which an event is located. 
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Table 7.3 below shows the lexical bundles identified by Biber (2006) as being in the 
second main functional category of referential bundles. There is very little overlap 
between the studies for this function. Only one bundle, as a function of occurs with 
even medium frequency, and this is mainly in Science disciplines, although it is also 
found in Economics and Marketing research articles in the present study. 
Table 7.4 below shows lexical bundles in more of Biber's referential subcategories. 
Six of these occur with medium frequency. Three of these, in terms of the, in the 
form of, and in/of the united states/us are not assigned a function by Hyland, 
however. The bundle the size of the, which occurs almost equally in Science and 
non-Science disciplines in all three studies, is assigned by Biber a "tangible framing 
attribute" function, while Hyland assigns it another "research-oriented location" 
function. As a result of for Hyland is a "text-oriented resultative signal", while for 
Biber it is an "intangible framing attribute". The functions assigned by Biber and 
Hyland are more in agreement for on the basis of, which occurs mostly in non- 
Science disciplines as both their functions are topic-related: Hyland assigns it a 
"research-oriented topic" function while for Biber it has an "intangible framing 
attribute" function. 
The most frequent bundle in Table 7.4 is in the case of, which occurs in every 
discipline in every study, one of the only bundles to do so. It is also the only 4-word 
bundle which occurs in every discipline in every study and is also found in Ellis and 
Simpson's top 20 written academic formulas. The functions assigned in the two 
studies are also fairly similar: Biber assigns in the case of an "intangible framing 
attribute" function, while Hyland terms it a "text-oriented framing signal. " Its ubiquity 
in all these studies suggests that in the case of is worthy of further investigation, and 
so a case study will be made of it in the next chapter. 
Only one bundle in Table 7.5 deserves mention: as shown in figure/fig. This is 
common in Science disciplines, and is assigned similar functions by Biber and 
Hyland: "referential text deixis" and "text-oriented structuring signal" respectively. 
Table 7.6 lists those bundles which are not mentioned by Biber but are seen as 
important by Hyland. The one bundle of interest here is with respect to the, termed a 
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"text-oriented framing signal" by Hyland. This occurs in most disciplines both in 
Hyland's study and the present study. 
The final table in the group is Table 7.7, which contains fixed collocational patterns 
rather than lexical bundles. All these patterns occur frequently in more than one 
discipline in the present study, but do not occur in Biber's or Hyland's study. They do 
not occur in the genre of textbooks but they might have if Biber had used a large 
enough corpus for an isolexical study to be made without the need to normalise 
results. Biber's textbook subcorpora ranged from 72,000 tokens for Engineering to 
213,000 for Social Science, which meant that all results had to be multiplied to reach 
the isolexical definition of a lexical bundle of occurrences per million words. These 
patterns might also have been found in Biber's study if he had used a isotextual 
corpus which contained the same number of each textbooks in each discipline so 
that an equal number of communicative events were included. The number of texts 
in his corpus ranged from 9 in the Engineering subcorpus to 21 in the Social Science 
subcorpus (see Figure 4.10 above). Similarly these patterns might have occurred in 
Hyland's study if he had used a large enough corpus for an isolexical study to be 
made without the need for normalising results. Only one of his subcorpora had more 
than a million tokens, while the rest ranged from 632,500 in the case of the Electrical 
Engineering subcorpus to 844,400 in Business Studies (see Figure 4.12 above). As 
his register corpus contains an unknown proportion of texts in each genre, it is 
difficult to see which parts of the discourse outweigh the others. 
These patterns in Table 7.7, if they are seen as lexical bundles, could be called the 
"missing" bundles. They are missing because of the isolexical methodology for 
identifying lexical bundles: they are missing from Hyland's and Biber's results 
presumably because they are not frequent enough in isolexical terms to meet their 
isolexical identification criteria. These fixed collocational patterns, however, are 
isotextually frequent and so occur frequently irrespective to the length of texts or 
number of tokens in the corpus. 
The tables discussed in this section follow over the next six pages. 
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Having compared the frequencies of isotextual fixed collocational patterns in the 
present study with those of Biber and Hyland, this section now turns to describing 
their structural forms using the categories developed by Biber et al. (1999) for lexical 
bundles and adapted by Hyland (2008). While lexical bundles are purely an 
isolexically-defined construct, it has been shown above that they are very similar in 
form to isolexical and isotextual fixed collocational patterns, and so the same 
structural categories can be used for both. 
7.2 Forms of 4-word fixed collocational patterns 
Biber et al. needed to develop their descriptive formal categories because, since 
lexical bundles and fixed collocational patterns are defined empirically, their forms, 
like n-grams, do not necessarily map onto traditional ways of describing language. 
For most patterns, there is no simple one-to-one correlation between the words in 
the pattern and recognised structural categories. Biber et al. (1999: 999) found that 
"there are almost no lexical bundles representing complete structural units. " Instead, 
most bundles span two structures and end in a function word such as an article or 
preposition. Thus the end of the consists of a noun phrase and the beginning of a 
prepositional phrase. The category for this form would be noun phrase + of- 
fragment. Similarly, in the case of that it is not, Biber et al. categorise it as (verb 
phrase +) that clause fragment, since it contains part of a verb phrase (it is not), and 
the that comes from the beginning of an extraposed that clause such as it can be 
seen that. 
In a small number, less than 5% (Biber, Conrad, & Cortes 2004: 377) of cases, 
lexical bundles have existing structural correlates. For example the 4-word pattern in 
the united kingdom can be described as a prepositional phrase. Biber et al. (1999: 
999) make the interesting observation that "when a lexical bundle is structurally 
complete in academic prose, it is typically a prepositional phrase that functions as a 
discourse signalling device, " such as in the next chapter or in the present study. It is 
argued in this study that the isolexical nature of lexical bundles makes it difficult to 
say whether bundles typically have such discourse signalling functions. Since Biber's 
lexical bundles were compared between registers (in the case of Biber et al., 
conversation and academic prose), his two corpora were balanced for tokens, and 
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so they contained different numbers of texts and different numbers of communicative 
acts, and also contained text fragments and thus excluded an unknown number of 
acts within the communication. They therefore could not be sure that the full range of 
discourse functions for texts in those registers had been included in his data, and so 
any frequent functions observed in their data were not necessarily typical of texts in 
those registers. 
Biber et al. only describe structural categories for 4-word lexical bundles, and so only 
the forms of 4-word fixed collocational patterns can be compared. It is not possible to 
compare quantitatively the forms of patterns with the lexical bundles of Biber et al. 
since, as it is a study of register, they give quantitative results about the relative 
numbers of different forms in each register: "most lexical bundles in conversation are 
building blocks for verbal and clausal structural units, while most lexical bundles are 
building blocks for extended noun phrases or prepositional phrases" (1999: 992). 
Hyland (2008: 10), however, does give quantitative data about the relative 
frequencies of the different structural forms of lexical bundles in different disciplines, 
namely between journal articles in two Science (Biology and Electrical Engineering) 
and two non-Science disciplines (Applied Linguistics and Business Studies), and so 
it will be possible to compare the results of this study with these. Again, however, he 
focuses on 4-word lexical bundles, and so it is only possible to compare his results 
with 4-word fixed collocation patterns. 
Biber et al's 12 structural categories for 4-word lexical bundles in academic prose 
(1999: 1014-1024) are shown in the first column on the left of Table 7.8 below. The 
second column explains the abbreviation of the form which is used in Figure 7.1 
below. Hyland's slightly simplified set of 7 categories (2008: 9), with more categories 
collapsed into "other", is shown in the third column. 
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Lexical bundle structural category Biber et Hyland Example 
Biber et al. (1999) al. (1999) (2008) 
noun phrase + of-fragment NP+OF NP+OF the nature of the 
the size of the 
noun phrase + other post-modifier fragment NP+OM NP+OM the extent to which 
the united states and 
prepositional phrase + embedded of-clause PP+OF PP+OF on the basis of 
fragment in the case of 
other prepositional phrase fragment OPP OPP in this paper we 
at the same time 
anticipatory it + verb phrase/adjective IT+AP/VP IT+APNP it is possible to 
phrase it should be noted 
passive verb + prepositional phrase PV+PP PV+PP shown in fig 6 
fragment was added to the 
copula be + noun phrase/adjective phrase BE+NP/AP OTHER is the number of 
is likely to be 
(verb phrase +) that clause fragment (VP+) THAT OTHER can be seen that 
that it is not 
(verb/adjective +) to-clause fragment (V/A+) TO OTHER has been shown to 
adverbial clause fragment ADV OTHER as described in materials 
as a function of 
pronoun/noun phrase + be (+ ... 
) PRON OTHER there is no reason 
there has been a 
other expressions OTHER OTHER if and only if 
as well as the 
Table 7.8: Structural categories of lexical bundles Biber et al. 1999 and Hyland 
(2008) 
In four structural categories there are noticeable similarities in the percentages of 
fixed collocational patterns in the present study and the percentages of the lexical 
bundles in Hyland's study (2008). The percentage of fixed collocational patterns with 
the form prepositional phrase + embedded of-clause fragment is higher in non- 
Science than in Science disciplines. This difference can also be seen in the 
differences between percentages of lexical bundles with this form in different 
disciplines in Hyland. 
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Figure 7.1: Comparison of the percentage of the top 50 4-word fixed collocational patterns 
in the present study with a particular form with the percentage of lexical bundles in Hyland 
(2008) with the same form 
This broad agreement between the present study and Hyland's study can also be 
seen in the percentages of patterns with the form other prepositional phrase 
fragment. Again these are broadly higher in non-Science disciplines than in Science 
disciplines, with the one noticeable exception in this study being Cell Biology. The 
percentage of the form anticipatory it + verb phrase/adjective phrase is similar in all 
four of Hyland's disciplines, and is largely the same in the disciplines in the present 
study. One noticeable difference is in Philosophy, however, where the percentage of 
this form is markedly higher. 
The fourth structure, that of passive verb + prepositional phrase fragment is, both in 
the present study and Hyland's study, much more common in Science than non- 
Science disciplines. In the present study it does not occur at all in Philosophy and 
Social Science. 
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The main differences between the percentages of forms in this study and the 
percentages of forms in Hyland's study are connected with noun phrases. There is a 
noticeable difference in the percentage of patterns with the form noun phrase + of- 
fragment between the disciplines in this study and the percentage of lexical bundles 
found in Hyland's study which have the same form. While the percentages are 
largely similar across the four disciplines in Hyland's study, the percentages in the 
present study do not reveal any observable tendency; in particular, a simple 
Science/non-Science difference cannot be seen. The percentage of patterns of this 
form occurring in Cell Biology, Philosophy and Sociology is less than for those in the 
other five disciplines 
The percentage of lexical bundles with the form noun phrase + other post-modifier 
fragment again occur with similar percentages in each discipline in Hyland's study, 
while in the present study the percentages are generally larger in non-Science than 
Science disciplines. One exception is Cell Biology which has a higher percentage 
than the other Science disciplines. 
The final difference between the two studies is the percentage of forms which are 
categorised as Other. In Hyland's study the percentages are very similar in each 
discipline, while in the present study there is wide variation across disciplines. This is 
a consequence of the larger amounts of data in this study. Patterns which are less 
important in Hyland's study may occur more frequently in this study as a result of 
there being more opportunities for them to be used in the texts in the corpus and 
thus occur in the data. 
7.3 Summary 
This chapter has presented the main quantitative results of this study, relating to the 
first two questions. It first presented the relative quantities of fixed collocational 
pattern types and tokens occurring in the isolexical and isotextual versions. It then 
presented the distributions of the most frequent 3- and 4-word fixed collocational 
patterns in the isolexical and isotextual versions of the corpus, and showed that 
there is a remarkable stability in the rankings of these two sets of patterns. What is 
frequent isolexically has in this study been shown to be frequent isotextually. 
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This chapter then compared the results for the present study with those of Biber and 
Hyland, and showed that there are a limited number of isolexical fixed collocational 
patterns which are universally frequent in academic English regardless of genre. 
Some of Biber's isolexically fixed collocational patterns, i. e. the lexical bundles in his 
study, which are frequent in a genre corpus of textbooks in different academic 
disciplines, are also frequent in the present study, as are some of Hyland's 
isolexically fixed collocational patterns, i. e. the lexical bundles in his study, which are 
frequent in a corpus of academic English register. 
The study will now move on to the exploratory study of the discourse function of the 
pattern in the case of. This is the most suitable pattern for detailed investigation in 
the remainder of this thesis as it is the only one to occur in all four data sets 
mentioned above. As was shown in Table 7.4, in the present study it occurs more 
than 100 times in all disciplines in both isolexical and isotextual versions of the 
corpus; it also occurs in every discipline in the textbooks in Biber (2006); it also 
occurs in every discipline in Hyland (2008), and, as shown in Table 6.9, it is also one 
of the three most significant 4-word academic written formulas in Ellis and Simpson 
(2005). The case study will apply the heuristic framework proposed in section 2.3.2 
to this pattern in an attempt to reveal more about the relationship between its textual 
environment and discourse function. 
Page 192 
Chapter 8 Exploratory case study: in the case of 
8.1 Introduction 
This section investigates how further studies of the functions of fixed collocational 
patterns in comparative studies across isotextual subcorpora might proceed. It 
examines the textual environments of in the case of using the heuristic framework of 
the four levels of collocation described in section 2.3.1. In the case of may not 
intuitively be the most interesting pattern to investigate, but it is the one suggested 
by the inductive, corpus-driven methodological approach developed in this thesis as 
the pattern most worthy of study. 
The figures presented in this section are for occurrences in the isotextual corpus, 
allowing the use of this pattern across a similar number of communicative events to 
be compared. The low rank differences between frequent fixed collocational patterns 
found in the previous chapter mean that the two potential imbalances created by 
comparisons between data from texts of uneven length can be discounted. Because 
these results are from isotextual subcorpora, they will not be skewed by any 
discipline whose subcorpus contains many more texts than other disciplines. They 
will also not be overly influenced in favour of any discipline whose subcorpus, due to 
the shorter texts of which it is comprised, contains far fewer tokens than any other 
disciplines. 
Examination of isotextual occurrences should be able to reveal whether there is a 
relationship between the uses of this pattern in research articles in one discipline and 
its uses in research articles in other disciplines. In Biber's lexical bundle framework 
in the case of is a "referential bundle with intangible framing attributes", while in 
Hyland's lexical bundle framework it is a "text-oriented framing signal". Both these 
studies assign these functions to in the case of and assume that this bundle 
functions in the same way regardless of the discipline in which it is used. This case 
study takes the opportunity to explore whether there might be other aspects of the 
observed use of in the case of, and which are common in and across different 
disciplines. Finally, since the functional frameworks of Biber and Hyland were 
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produced using register corpora, this case study should reveal more about the 
functions of this pattern in a corpus balanced for genre, i. e. the isotextual corpus of 
research articles in this study. 
8.2 The most frequent collocation of in the case of 
In the isotextual version of the corpus, in the case of occurs 3,661 times. To fully 
investigate this number of occurrences would be beyond the scope of this study, 
which has already involved the construction and analysis of two versions of a large 
corpus. This pattern does have a fairly restricted textual environment, however, and 
so an investigation can be made of this pattern with its next most frequent collocate. 
As shown in Figure 8.1 below, the most frequent word to occur immediately on the 
right of in the case of is the, which occurs 777 times. The next most frequent word is 
a, which occurs 288 times, only 37% of the frequency with which in the case of 
occurs with the. In the next position to the right of in the case of the there is very little 
regularity: only brand occurs more than ten times to the right of in the case of the, 
and these occurrences all come from a single text in the discipline of Marketing, as 
illustrated by Example 5.4 above. 
Figure 8.1: Words to the right of in the case of in the isotextual version of the corpus 
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This case study of in the case of with its most frequent collocate the will investigate 
its environments according to the levels of collocation suggested by both the Eastern 
European and empirical phraseological traditions described in section 2.3.1, namely 
those of lexis, syntax (namely position in sentence), semantics and pragmatics. 
Since this is a study of the genre of the research article, it will also investigate the 
additional element of textual location by adopting Biber et al's tool of the discourse 
map (Biber et al. 1998: 122). 
Also, since this is a study of the functions of isotextual in the case of the, it will 
investigate the possibility of a relationship between the pragmatics of in the case of 
the with the other levels of collocation. Since these occurrences are found in a 
similar number of texts across disciplines, any relationship between the pragmatics 
of the pattern and these other levels of collocation should be revealed by the 
comparison. This should give a clearer indication of whether there is a relationship 
between the use of a pattern and its accompanying lexis. For example, do 
occurrences of in the case of the which are used to present findings from previous 
work exhibit a tendency to frame noun groups which contain lexis from semantic sets 
to do with results or findings? Or is there, for example, any relationship between the 
use of in the case of the and its position in the sentence, or between the use of in the 
case of the and its location in the text? 
It should be pointed out here that this section examines only the most frequent 
collocation of the 4-word fixed collocational pattern in the case of. It does not 
investigate in the case of the as a fixed collocational pattern in its own right as it is 
only a 5-word fixed collocational pattern in Nuclear Physics, Philosophy, and 
Sociology. As Figure 8.2 below shows, in the case of the does not occur more than 
100 times in the other five disciplines. 
The first finding to be noticed in Figure 8.2 is that there is no observable difference in 
the number of occurrences of in the case of the between Science and non-Science 
disciplines. Neither is there an observable relation between the number of 
occurrences of in the case of the in a particular discipline and the VSD for that 
discipline. Nuclear Physics overall has the most occurrences even though its VSD is 
0.54, (meaning that the isotextual subcorpus contains fewer tokens than those of 
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most other disciplines) and Cell Biology, which has a higher VSD of 0.8, has the 
fewest occurrences. 
200 
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0 
Figure 8.2: Occurrences of in the case of the in isotextual subcorpora 
Two things can be said relating to the genre of the research article in different 
disciplines. The finding that in the case of the occurs most often isotextually in 
Nuclear Physics regardless of the number of tokens suggests that Nuclear Physics 
articles communicate more aspects of their research using this sequence than 
articles in other disciplines. This finding only concerns how texts communicate: it 
cannot be used to suggest any wider motivation of individual writers in Nuclear 
Physics articles since, as discussed above, Nuclear Physics articles are extensively 
co-authored. 
The finding that the sequence occurs least of all isotextually in Cell Biology suggests 
that Cell Biology articles in this discipline communicate fewer aspects of their 
research using this sequence than articles in other disciplines. This same 
observation could have been made using the isolexical corpus: the sequence occurs 
Cell Bio. Elec. Eng. Mech. Eng. Nucl. Phys. Economics Marketing Philosophy Sociology 
(0.8) (0.34) (0.52) (0.54) (1.09) (1.00) (0.94) (1.05) 
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338 times in Nuclear Physics and 36 times in Cell Biology. However, the isotextual 
finding is needed in order to confirm that the isolexical quantities have not been 
distorted by the imbalance in the number of texts in the isolexical corpus. The next 
sections investigate individual occurrences of this sequence further, beginning with 
the lexical environment. 
8.3 Lexical environment 
The lexis of in the case of the is itself a constant. There is no other lexical variation 
"permissible, " in the Eastern European perspective, or "observable, " in the empirical 
phraseological perspective. In the case of is by definition fixed, and its most frequent 
collocation is the. The wider lexical environment in the case of the can be 
investigated by examining what it is which is framed by in the case of the. All 
occurrences of the string are followed by a noun group. There is one occurrence of a 
verb phrase (see Example 8.1 below), but this is in fact nominalised and in context 
refers to 'a sentence containing the words "it's raining. "' 
Example 8.1: Knowledge of the observational sort we are talking about in the case of 
the present-tensed 'It's raining' must be causally based. 
(Philosophy 0080070480203) 
An indication of the lexical environment of in the case of the is given by the head 
noun of the noun group framed by this sequence, which usually occurs between one 
and four words to the right. In Example 8.2 the head noun is protein, while in 
Example 8.3 the head noun is control. Some head nouns occur further to the right in 
noun groups with more premodification, such as in Example 8.4, but these are 
relatively rare. 
Example 8.2: filament-forming ParM protein of plasmid R1 
(Cell Biology 0070050221938) 
Example 8.3: thermostat oven control 
(Sociology 0100020480406) 
Example 8.4: coupled-line phase-shifter topology 
(Electrical Engineering 0030040520230) 
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This tendency for head nouns to occur within a limited number of words to the right 
of in the case of the is reminiscent of the collocational span around a node word 
described in section 2.3.1. This might suggest that different types of collocations 
collocate with each other, and that there are groups of lexical items which occur 
within a certain span of a fixed collocational pattern. The possibility of there being a 
separate collocational span for fixed collocational patterns is a question for further 
research and will be discussed in section 10.4 below. The lexical items to the right of 
in the case of the will, however, offer insights into the contexts of situation of the 
pattern as it is used in the different disciplines. 
The relatively short length observed in the noun groups to the right of in the case of 
the meant it was possible to investigate its lexical environment using concordance 
lines. Even ambiguous noun groups, such as in Example 8.5 where the head noun 
could be resonator or probes, were short enough to be disambiguated using the 
concordance line. In this example, probes is not in fact part of the noun phrase 
introduced by in the case of the, but functions instead as the subject of the finite 
passive verb form were placed: 
Example 8.5: In the case of the dual-mode resonator probes were placed in the 
sidewalls for the WGE mode (Electrical Engineering 0030020400127) 
All head nouns occurring with in the case of the are shown in Appendix 20. A 
summary of these is shown below in Table 8.1 which shows the extent of the lexical 
environment framed by the string in each discipline, and also gives an indication of 
how much that environment is shared with other disciplines. The table first shows 
how many nouns are framed by the string, and then how many of these nouns are 
also framed by the string in other disciplines. This latter figure is given as a 
percentage figure in the third row. The next rows show the actual nouns, together 
with their distribution across disciplines. So, as an example, in the case of the frames 
93 different nouns in Sociology, 15 of which it shares with other disciplines, so that 
16.1 % of the lexical environment which this string frames in Sociology is also framed 
by it in other disciplines. 
Page 198 
Cell 
Bio. 
(0.8) 
Elec. 
Eng. 
(0.34) 
Mech. 
Eng. 
(0.52) 
Nucl. 
Phys. 
(0.54) 
Econ- 
omics 
(1.09 
Market 
-ing 
(1.00) 
Philos 
-ophy 
(0.94) 
Socio- 
logy 
(1.05) 
Occurr- 
ences of 
each noun 
Number 
of 
disciplines 
Total nouns 26 42 56 102 44 43 104 93 
Total shared nouns 2 8 16 18 15 9 15 15 
% of total nouns 7.7 19 28.6 17.6 34.1 21 14.4 16.1 
agents 1 1 2 2 
analysis 1 1 2 2 
categories 3 4 7 2 
components 1 1 2 2 
concepts 1 1 2 T 
control 1 1 2 2 
data 3 1 1 5 3 
equation 1 1 2 2 
example 1 1 3 2 7 4 
experiment 1 1 2 2 
film 4 1 5 2 
former 1 1 3 5 3 
formulation 1 1 2 2 
function 3 2 5 2 
functions 1 1 2 2 
grid 3 1 4 2 
industry 1 2 2 3 8 4 
latter 2 2 4 2 
material 1 1 2 2 
method 1 1 2 2 
model 5 13 6 5 1 21 5 
models 1 1 2 2 
number 1 1 2 2 
particle 2 2 4 2 
_problem 
1 2 2 5 3 
. 
programme 1 1 2 2 
rate 1 1 2 2 
reduction 1 1 2 2 
results 1 1 2 2 
right 1 1 2 2 
set 1 2 3 2 
solution 1 1 2 2 
state 1 1 2 2 
states 5 2 3 10 3 
structure 2 1 3 2 
studies 1 1 2 2 
survey 1 1 2 2 
s stem 3 1 4 1 1 10 5 
theory 2 3 5 2 
thesis 1 1 2 2 
treatments 1 2 3 2 
waves 2 1 3 2 
Total shared 
occurrences: 2 16 25 41 25 19 22 22 
Table 8 
. 1: Head nouns of noun groups 
framed by in the case of the in the isotextual version of the corpus 
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The discipline which shares the most of the lexical environment of this string, 34.1 %, 
is Economics. The subcorpus for Economics also has the highest VSD (1.09) and so 
the reason it shares the most environment with other disciplines could be that its 
isotextual subcorpus contains more tokens than the other subcorpora, and thus it 
contains more lexis to share. However, the amount of shared lexical environment 
appears to be independent of subcorpus size when percentages for other disciplines 
are examined. The discipline with the lowest VSD, Electrical Engineering (0.34) 
shares 19% of its environment, while a discipline with a much higher VSD, Cell 
Biology (0.8) shares only 7.7% of its environment. The fact that most disciplines 
share no more than 20% of their lexical environment with other disciplines suggests 
that the lexical environment framed by in the case of the depends on the 
communicative purposes of the text in the discipline in which it is used. This shows 
that the lexical environment at least is largely discipline-specific. 
8.4 Semantic environment 
Table 8.1 suggests there is little regularity in the semantic environment of this 
sequence, and so this level will not be investigated further in this thesis. 
8.5 Syntactic position 
In the case of the can be used in three positions in a sentence: initial, near-initial, 
and non-initial. Initial position is at the start of the sentence, as in Example 8.6 and 
Example 8.7 below: 
Example 8.6: In the case of the low-lying 2+ states, the disagreement is almost 
certainly related to the existence of important effects which go beyond the mean field 
theory adopted here, 
(Nuclear Physics 0090047260101) 
Example 8.7: In the case of the concepts of symbolization and generalization, thirdly, 
the former refers to the exchange-value of money as well as the symbolic utility of 
language 
(Sociology 0100040530306) 
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Near-initial position is defined as before the main verb, i. e. after an initial connective 
or as part of the subject of the main clause, as in Example 8.8 and Example 8.9 
below: 
Example 8.8: However, at least in the case of the regular synaptotagmin 7 variant, 
we only obtained evidence for a regulatory effect in recycling upon stimulation of 
exocytosis by strong, unphysiological K+ depolarizations. 
(Cell Biology 0070050222003) 
Example 8.9: Knowledge of the observational sort we are talking about in the case of 
the present-tensed 'It's raining' must be causally based. 
(Philosophy 0080070480203) 
Non-initial position is anywhere after the main clause, as in Example 8.10 and 
Example 8.11 below: 
Example 8.10: The dependence of Young's modulus on is slightly more complex than 
in the case of the aggregate modulus, as shown in Eq. (32). 
(Mechanical Engineering 0060050370316) 
Example 8.11: The heterogeneity parameters in Table 2 indicate that there is some 
heterogeneity in the intrinsic brand preferences in the case of the most general 
model although the variances are not very large in magnitude. 
(Marketing 0050050200410) 
The relative proportions of occurrences of in the case of the in different positions are 
shown in Figure 8.3 below. There are few noticeable patterns in the syntactic 
distribution of occurrences of in the case of the. Occurrences in initial position show 
little relationship to Science or non-Science disciplines, nor to the length of the texts 
in the subcorpora for that discipline. Less than a third of occurrences are in initial 
position in Nuclear Physics, while over half are in initial position in Mechanical 
Engineering, even though the subcorpora for these disciplines have similar VSDs 
(0.52 and 0.54). Economics and Sociology, on the other hand, whose subcorpora 
also have similar VSDs (1.09 and 1.05) show virtually no difference in the 
percentage of sentence-initial occurrences. These two observations suggest that the 
difference in the proportion of sentence-initial uses of in the case of the is not likely 
to be a result of differences in text lengths in these disciplines. 
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Figure 8.3: Sentence position of in the case of the in each discipline in the isotextual 
version of the corpus 
There is also a lack of any relationship noticeable in the percentage of occurrences 
which are non-initial and near-initial, other than the larger the percentage of 
occurrences which are sentence-initial, the smaller the percentage of occurrences 
which are initial. The one exception to this is Cell Biology, in which occurrences are 
evenly split between each of the three positions. 
8.6 Textual location 
The textual location of in the case of the can be shown in two ways. First, it can be 
seen in percentage terms: the further from the beginning of the text it occurs, the 
higher the percentage figure. This gives an objective view of the physical location of 
the string in the text rather than its functional location in the discourse. The 
percentage locations of each occurrence of in the case of the in each subcorpus are 
shown in Figure 8.4 below. The graph for each discipline is divided into ten deciles, 
and each bar shows the number of occurrences of in the case of the in each decile. 
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Figure 8.4: Textual location of in the case of the in each isotextual subcorpus, by percentage of 
text 
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It can be seen in Figure 8.4 that on the percentage count there is little indication of a 
concentration of occurrences of in the case of the in any location. The sequence is 
fairly evenly distributed through texts in Economics, tends to occur more in the 
second half of Electrical Engineering and Philosophy, and irregularly throughout 
texts in other disciplines. Its occurrence in Philosophy is unusual since this is the 
only discipline in which it occurs in the last 90% of a text. The likely explanation for 
this is that three journals the Philosophical Review, the Philosophical Quarterly, and 
Philosophy place bibliographical references in footnotes rather than endnotes, and 
so running prose continues right to the end of the text, unlike articles in other 
disciplines. 
When the occurrences of in the case of the are examined in relation to the section in 
which they occur, rather than in terms of the percentage decile, their distribution 
among different sections appears more regular. It can be seen in Figure 8.5 below 
that in all disciplines the string occurs most often in the Body section or the Results 
and Discussion section. Nuclear Physics is the only discipline in which the string 
occurs with any sizeable frequency in any other section, as it occurs 20 times in 
Introduction sections. 
This finding may not seem particularly revealing with in the case of the, but in future 
studies of other fixed collocational patterns using this methodology, concentrations in 
particular locations which had not been expected might be revealed. Figure 8.5 
below shows the locations of in the case of the in each text section: 
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Having discussed the lexical, semantic and syntactic environments of this string, as 
well as its textual location, we now move on to an investigation of its pragmatic 
discourse function. 
8.7 Pragmatic function 
In order to examine the more detailed pragmatic use of the sequence, all 
occurrences of in the case of the were examined with reference to their original 
context. This was done according to the procedure described in section 5.5.4 rather 
than relying on concordance lines. Uses of this pattern appear to fall into four main 
categories: description of procedure, findings from previous work, report of findings, 
and explanation of topic. The uses of in the case of the within each category will be 
described briefly, and representative examples given from each discipline. Some 
examples contain more than one sentence in order to make the context of the use of 
the sequence clearer and show that it belongs in the category assigned to it. The 
final section in this case study will then investigate the relationship between the 
observed use of in the case of the and the previous criteria, namely its syntactic 
position, lexical environment, and text location. 
The observed uses of each occurrence in each discipline are shown in Figure 8.6 
below. The uses of in the case of the seem to show some variation between Science 
and non-Science disciplines. In Science disciplines the sequence is most often used 
as a "report of findings", while in non-Science disciplines, apart from Marketing, its 
most frequent use is for "explanation of topic". This might be the result of the 
influence of the number of tokens in each isotextual subcorpus. Non-Science 
disciplines have higher VSDs and so contain more tokens, and so their longer texts 
might contain more explanation of the topics which they are about. 
The variation between Science and non-Science disciplines might on the other hand 
reflect epistemological practices between Science and non-Science disciplines. It 
may be that since knowledge in Science papers is created more by experimentation 
than in non-Science papers, then each Science text will contain more reports of 
findings. However, there are some similarities between non-Science and Science 
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disciplines. In Marketing and Electrical Engineering in the case of the is used for 
reporting of findings a similar number of times in the same number of texts. 
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Figure 8.6: Uses of in the case of the in all eight disciplines 
Q Report of findings 
Q Finding from previous work 
* Explanation of topic 
Q Description of procedure 
The next sections present examples of each function from each discipline. 
8.7.1 Description of procedure 
This use of in the case of the frames an aspect of the process by which the findings 
presented in the article were obtained. As shown by the examples in Table 8.2 
below, the sequence is used to frame a range of methodological approaches. In 
Science subjects it is mostly used to frame an aspect of an experimental procedure, 
as in Cell Biology (Example 8.12), Mechanical Engineering (Example 8.14), and 
Nuclear Physics (Example 8.15). In Electrical Engineering (Example 8.13), however, 
it more often is used in descriptions of how a device works or is tested. In non- 
Science subjects the pattern is used when describing the design of an experiment, 
such as reasons why a sample population is chosen (in Sociology Example 8.18), 
the instructions given to game participants (in Economics Example 8.17), and 
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questionnaire design (in Marketing Example 8.16). No occurrences of this use could 
be identified in Philosophy. A small number of occurrences in some of the more 
mathematical journals in Economics in the case of the is used when describing the 
workings of a mathematical model expounded, developed, and applied in the article 
(Example 8.19). 
Example 8.12: Proteins bound to each column were applied to the next column, except that 
the flow-through (FT) fractions were used in the case of the heparin column. 
(Cell Biology 0070011630601) 
Example 8.13: The thyristors were also used to control the inrush current on converter start- 
up. In the case of the boost converter, the thyristor bridge was operated as a simple phase 
controlled converter, the turn-on angle being determined by the DC link voltage and the 
impedance of the boost inductor. (Electrical Engineering 0030061500606) 
Example 8.14: During the forming process, tests were performed at a uniform strain rate; 
theoretical calibration curves were obtained from a finite element (FE) analysis. The friction 
factor of the oil-base lubricant was about 0.30; in the case of the water-base lubricant, it was 
0.60, as shown in Fig. 1.2.2. (Mechanical Engineering 0060032170710) 
Example 8.15: In the case of the 60Ni(n, p)60mCo and 61 Ni(n, x)60mCo reaction cross 
section measurements, where the irradiation time was too short to build up sufficient 24Na 
activity, the 27AI(n, p)27Mg and 56Fe(n, p)56Mn reactions were used as monitors. 
(Nuclear Physics 0090047300301) 
Example 8.16: For a given pair, the average per-letter credit was always 50 cents. In the case 
of the benevolent dictators (and in their case alone), there was only one phase. They were 
informed of their role as allocator, of their $5 fixed fee in addition In two cases, however, 
certain information was not provided until a later phase. (Economics 0020080900422) 
Example 8.17: To assist subjects with their understanding of the product category, sample 
products in the category were noted. For example, in the case of the home security products 
category, reference products included smoke detectors, carbon monoxide detectors, fire 
extinguishers, and home security alarms. (Marketing 0050030380304) 
Example 8.18: In the case of the 'greens' this did not involve much selection though I 
attempted to ensure that all the main types of campaigning organisation were represented. 
This was more difficult in the case of the feminists for the reasons which I mentioned earlier, 
though I was able to interview women representing diverse strands of feminism. (Sociology 
0100020470203) 
Example 8.19: For example, in the case of the CES production function these elasticities are 
ax[x/F(x)]Iota, where ax represents the various distributional parameters and Iota is the 
substitution parameter. (Economics 0020080900422) 
Table 8.2: Examples of in the case of the used for "description of procedure" 
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8.7.2 Finding from previous work 
This use of in the case of the is the fairly straightforward framing of a previous 
research finding that is introduced into the text. 
Example 8.20: In the case of SFCs a few protein domains have been described: the RS- 
domain and the RNA-recognition motif for SR proteins and CrkRS (Caceres et al., 1997; 
Gama-Carvalho et al., 1997; Ko et al., 2001); the 'forkhead-associated' domain in the case of 
the protein phosphatase-1 regulator NIPP1 (Jagiello et al., 2000); 
(Cell Biology 0070021161504) 
Example 8.21: It is important to notice that vibration excitation Qvib measured by Moran in 
the case of the 02+/02 system is quite low and therefore does not really affect the ion swarm 
data. 
(Electrical Engineering 0030030940110) 
Example 8.22: MRI or CT based studies (e. g. Nordt et al., 1999; Eckstein et al., 2000) have 
also been used to evaluate the deformation of soft tissues or motion under a particular 
loading. However, the time required to acquire a full image limits its use to quasi-static 
applications or highly reproducible motion. Overall, even if those techniques have shown 
better results than external markers, they are still limited in terms of accuracy for the current 
application. Furthermore, their sample rate is generally limited to 30 frames per second at the 
most in the case of the fluoroscopy. 
(Mechanical Engineering 0060050370707) 
Example 8.23: In the case of the 2SC phase, this is studied in Ref. [26]. It is shown that the 
three gluons of the unbroken SU(2)c, unlike the other five gluons of the original SU(3)c, do 
not experience the Debye screening in the far infrared region. 
(Nuclear Physics 0090047290209) 
Example 8.24: Riezman [1985], Yi [1996], and Burbridge et al. [1997] show that in many 
cases, because of international redistributive effects of preferential arrangements, multilateral 
free trade may not evolve in equilibrium in frictionless coalition games (even in the presence 
of international side payments, in the case of the latter paper). 
(Economics 0020091170207) 
Example 8.25: One exception is the research by Erdem (1998), who examined household 
purchase data collected alter the brand extensions had been introduced and demonstrated 
that quality perceptions transfer between umbrella-branded products in the case of the 
companion categories of toothpaste and toothbrushes. 
(Marketing 0050030380304) 
Example 8.26: Malament then finally proves, as his main result, that in the case of the Kerr 
solution, there is no generalized criterion of non-rotation that satisfies both adequacy 
conditions. 
(Philosophy 0080010540101) 
Example 8.27: In the case of the Mardu, of Australia, it is observed that whatever trade that 
occurs among them takes place as either ritual activities during big meetings, gift exchange 
between friendly kin when small bands meet, or 'as part of obligations owed to certain close 
kin and affines' (Tonkinson, 1991: 53). 
(Sociology 0100030500103) 
Table 8.3: Examples of in the case of the used for "finding from previous work" 
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The pattern may frame a substance, phenomenon, technique, or construct about 
which more was learned in the earlier work and which is relevant to the current 
paper. The examples in Table 8.3 above illustrate this use of the sequence in each 
discipline. 
8.7.3 Report of findings 
This identified use of the sequence is to report the findings of the research in the 
current paper. Again, no occurrences of this use could be identified in Philosophy. 
Example 8.28: Fluorescent labels of membranes (FM4-64), lipid (Nile Red, not shown) and 
the cytosol (targeted GFP; 10,000 kDa dextran-dye conjugates; Figs 1,4) showed by dye 
accumulation, or in the case of the cytosolic markers, by dye exclusion, that the BIA consists 
of lipid as membranes. (Cell Biology 0070021161308) 
Example 8.29: When 40 impulse voltages are supplied the search coil EMF values are higher 
than in the case of the 30 voltages. But the search coil EMF ratio values show the same 
magnitude as in the case of the 30 voltages. (Electrical Engineering 0030061510401) 
Example 8.30: The following observations can be made: (a) the vortex trace becomes closer 
(vertical distance) to the hydrofoil as the gap size is increased; (b) the trajectories in the 0.6 
and 1.4 mm gaps are continuous and do not show a bump, i. e., a change in slope of the 
vortex trace that is clearly evident in the case of the 2.6 mm gap (Fig. 11(c)); 
(Mechanical Engineering 0060011240420) 
Example 8.31: For the five states with similar angular distributions the secondary maxima 
shift a little with increasing excitation energy (as indicated by the dashed line in Fig. 3), but lie 
within the region 29° to 41 °. We note that the secondary maxima appear to be less strong in 
the case of the 14.1 and 14.6 MeV states. (Nuclear Physics 0090047280102) 
Example 8.32: Finally, column (5) of Table 1 states the percentage of allocations that 
conform exactly to the theory, i. e., the percentage of observations that equal the point 
predictions in the case of the discretionary treatments or the interval predictions in the case of 
the standard and double treatments. 
(Economics 0020080900422) 
Example 8.33: When addressability is *i perfect (a 1), we have that p r. In other words, '`i 
when all consumers are addressable, the posted prices become irrelevant for consumer 
decision making and all consumers buy at the addressable prices. In the case of the choice 
of addressability, we find a similar result to that of Proposition 2 when addressability comes at 
zero marginal cost. (Marketing 0050050210205) 
Example 8.34: Though there was indeed some association between smoking and the image 
of being an adult it was not a very strong link (not statistically significant in the case of the 
girls) with less than one in eight of the girls who were regular smokers agreeing with the 
statement that 'Smoking is part of being grown up' and about one in six of the boys who were 
regular smokers doing so. (Sociology 0100040520109) 
Table 8.4: Examples of in the case of the used for "report of findings" 
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8.7.4 Explanation of topic 
In this last category, the sequence is used to convey information as part of the 
general expository discourse of the text, as shown in Table 8.5 below. 
Example 8.35: In the case of the melanosome, the melanophilin-dependent coupling of 
Rab27a to myosin-Va drives the biological end-point of this organelle, which is its myosin-Va- 
dependent accumulation at dendritic tips. (Cell Biology 0070030040401) 
Example 8.36: The filled circles and the open squares represent the films with and without 
metallic Hf layer predeposition, respectively. In the case of the films with metallic Hf layer 
predepositon, the horizontal axis represents the reactive sputtering time after the metallic Hf 
metal layer predeposition. (Electrical Engineering 0030050850118) 
Example 8.37: Feedback is an aspect of the system structure and also of the organization. In 
the case of the man±machine interface, human reliability increases if the same information is 
received by at least two sensory organs. (Mechanical Engineering 0060032171112) 
Example 8.38: These two recent developments have been responsible for a renewed 
focusing of attention on the subject of relativistic shock fronts. In each case, the observations 
imply that the photon density in the source is so large, that the gamma-rays would be subject 
to strong absorption due to photon-photon interactions, were not the source moving in our 
direction with a speed close to that of light. The implied Lorentz factors are about 50-100 in 
the case of the active galaxies, and several hundreds in the case of gamma-ray burst 
sources. (Nuclear Physics 0090010250801) 
Example 8.39: Instead, a large part of the causation appears to run in the other direction, 
from growth to saving. This is most evident in the case of the East Asian economies, which 
had high growth rates long before they had exceptionally high saving rates. 
(Economics 0020080900302) 
Example 8.40: Applied to the advertising context, the specific activation mechanism suggests 
that omitting an ad element should improve later recall specifically along dimensions related 
to that element. For example, in the case of the Olympus advertisement that exemplifies 
overt omission, the omitted element (i. e., a missing camera on the man's chest) is related 
only to the product category (camera). (Marketing 0050030390204) 
Example 8.41: There is a regular, though not invariable, connection between the appearance 
of heavy clouds and the falling of rain; and there is the same kind of connection between the 
command 'Sit! ' and the dog's sitting. It is true, however, that in the case of the dog the 
regularity has been produced by a process of conditioning-a process in which the desired 
regularity is itself created by a regular combining of behaviour with sanctions. 
(Philosophy 0080050780102) 
Example 8.42: We prefer the term representation, however, because it indicates not only 
formal involvement, but involvement for the purposes of representing the interests of a 
typically excluded and voiceless constituency. Thus, in the case of the homeless, 
representation provides a level of institutional voice for the homeless population 
by enabling 
the SMO to have input in policy decisions that affect homeless people. 
(Sociology 0100040520109) 
Table 8.5: Examples of in the case of the used for "explanation of topic" 
Having given examples of the four identifiable pragmatic uses of this sequence, 
the 
case study continues by investigating possible relationships between 
its use with the 
other levels of collocation, namely lexical environment, syntactic 
location, and textual 
location. 
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8.8 Investigating the relationship between pragmatics, lexis, 
syntax, and text location 
8.8.1 Pragmatics, lexis and text location 
Table 8.6 below relates the lexical environment of in the case of the to the 
collocational levels of textual location and pragmatics. 
Explanation of Finding from Report of Description of 
topic previous work findings procedure 
Introduction function (Nucl) categories (Mktg) system (Nucl) 
states (Econ) film (Mech) 
states (Econ) former (Soc) 
industry (Econ) 
Body categories (Phil) categories (Phil) categories (Mktg) former (Soc) 
categories (Phil) former (Mktg) data (Nucl) function (Econ) 
former (Phil) industry (Mech) function (Nucl) model (Mech) 
former (Soc) industry (Mktg) industry (Mktg) model (Mech) 
function (Econ) industry (Mktg) model (Nucl) model (Mech) 
industry (Econ) states (Soc) model (Nucl) model (Mech) 
industry (Mktg) states (Soc) model (Nucl) model (Nucl) 
model (Econ) states (Soc) model (Mktg) model (Nucl) 
model (Econ) system (Elec) model (Mktg) model (Nucl) 
model (Mktg) states (Nucl) model (Nucl) 
model (Mktg) system (Elec) model (Nucl) 
model (Soc) system (Elec) model (Nucl) 
system (Phil) system (Mech) model (Nucl) 
model (Nucl) 
system (Nucl) 
Results / data (Mech) model (Nucl) categories (Mktg) states (Nucl) 
Discussion system (Soc) data (Mech) 
data (Mech) 
data (Soc) 
film (Elec) 
film (Elec) 
film (Elec) 
film (Elec) 
function (Econ) 
model (Mech) 
model (Econ) 
model (Econ) 
model (Econ) 
model (Mktg) 
states (Nucl) 
system (Nucl) 
system (Nucl) 
Conclusion categories (Phil) industry (Mktg) 
model (Econ) 
states (Nucl) 
states (Nucl) 
Appendix model Nucl 
Table 8.6: The relations between pragmatics, lexis, and text location of in the case of the for 
the in mast frequent nouns 
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Table 8.6 shows the 10 most frequent nouns to occur to the right of the sequence, 
the section in which they occur, and its use. It can be seen that that the majority of 
occurrences are either in the Body section or the Results and Discussion section. 
There are relatively few occurrences of frequent lexis in Introduction and Conclusion 
sections. The sequence is used for all four functions in the Body section, while in the 
Results and Discussion section the majority of uses are for "report of findings. " In the 
Body section, the most frequent lexis is model, which is particularly commonly used 
for "explanation of topic", "report of findings", and "description of procedure", 
although this last use is almost exclusively in Nuclear Physics. 
The lexical environments of the sequence when used in the Body section give some 
idea to the context of situation in this section with each function in the different 
disciplines: 
Explanation of topic: categories, former, function, industry, model, system 
Finding from previous work: categories, former, industry, states, system 
Report of findings: categories, data, function, industry, model, states, system 
Description of procedure: former, function, model, system 
There is a considerable amount of overlap between these lexical items and those 
occurring with this sequence with the "report of findings" function in the Results 
section: 
Report of findings: categories, data, film, function, model, states, system 
8.8.2 Pragmatics and syntactic location 
The next comparison to be made between the different collocational levels is 
between the discourse function and the syntactic location, namely the position in the 
sentence. The occurrences in terms of these two levels in each discipline are shown 
in Figure 8.7 below. There appears to be little relationship between the location of 
the string and its discourse function in any of the disciplines, however. 
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Figure 8.7: The relation between sentence location and use of in the case of the in each isotextual 
Subcorpus 
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8.8.3 Pragmatics and textual location 
The final relationship to be investigated in this case study is between the discourse 
function of each isotextual occurrence of the string and its location in the text in 
which it occurs. The results are shown in Figure 8.8 below, and it can be seen that 
there is no noticeable distinction between Science and non-Science disciplines with 
respect to the locations of the sequence with a particular function. 
For sequences of in the case of the with the function of "finding from previous work", 
these are found most often in the Body section in Electrical Engineering, Economics, 
Marketing, and Sociology, in the Results and Discussion section in Cell Biology, in 
the Introduction section in Mechanical Engineering, and hardly at all in Philosophy. 
For sequences with the function of "description of procedure", these are found most 
often in the Body section in Electrical Engineering, Mechanical Engineering, 
Marketing, and Sociology, again in the Results and Discussion section in Cell 
Biology, in a footnote in Economics, and again hardly at all in Philosophy. 
Sequences with the function of "explanation of topic" are found most often in the 
Body section in all disciplines with the exception of Cell Biology, where they again 
occur most often in the Results and Discussion section with this function. Finally, 
when the sequence has the function of "report of findings, " it occurs most often in the 
Results and Discussion section in Cell Biology, Electrical Engineering, Economics, 
and Marketing, and is equally split between the Body section and the Results and 
Discussion body in Mechanical Engineering, Nuclear Physics, and Sociology. Once 
again it does not occur in Philosophy. 
In view of these results, it can be concluded that there is some evidence of a 
relationship between discourse function and text location for "explanation of topic", 
and to a lesser extent for "report of findings". 
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Figure 8.8: The relation between textual location and use of in the case of the in each isotextual 
subcornus 
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8.9 Summary 
The case study has examined the textual environments and discourse functions of in 
the case of with its most frequent collocate the. The lexical, semantic, pragmatic 
environments of each occurrence were investigated, as well as the location of each 
occurrence in the text in which it occurred. Although the framework was effective in 
revealing the different environments of in the case of the at the different levels, the 
case study was unable to discover any particularly noticeable systematic relationship 
between the discourse function of in the case of the and the other levels of 
collocation. 
While this is something of a disappointment, it raises the possibility that attempting to 
investigate universal fixed collocational patterns, namely those which occur 
frequently isolexically and isotextually across disciplines, may not be appropriate, 
and that studies within individual disciplines may be more productive. This possibility, 
and other areas of potential further research interest, will be discussed in the final 
chapter. Before that, the next chapter summarises and discusses the results of the 
study as a whole and attempts to assess its contribution to the field. 
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Chapter 9 Discussion 
9.1 Introduction 
This chapter aims to assess the contribution of this thesis to the fields of 
Phraseology, Academic Discourse, and Corpus Linguistics. It first summarises the 
key findings of the study in relation to the research questions and discusses the 
extent to which it was possible to answer them. It then discusses the strengths of this 
research and its limitations. 
9.2 Summary of research findings 
9.2.1 Research question 1: isolexical and isotextual fixed 
collocational patterns 
The first research question in this study was concerned with the most frequent fixed 
collocational patterns in comparable samples of journal articles in different academic 
disciplines. A contrastive (Sinclair 2005) corpus was constructed in order to answer 
this question, since it is clear from the overview of existing corpora of academic 
discourse in Chapter 4 that the component parts of a normative (ibid. ) corpus would 
not have constituted a comparable amount of data. Few available normative corpora 
which contain journal articles, such as the BNC, have been constructed with 
comparative studies in mind, and are unsuitable because they include unequal 
amounts of data in each discipline. In addition, the sampling methodology used in 
the BNC means that not all texts in each subcorpus are complete, and so the 
subcorpora do not fully represent all discourse functions. Some stages of the genre 
of the research article are therefore missing from these subcorpora, and so fixed 
collocational patterns which may perform discourse functions in these genre stages 
may also be missing from the results. Other normative corpora such as the BoE 
contain textbooks rather than journal articles. Each discipline contains an unequal 
number of texts, and so there is not a like number of genre stages to be compared. 
Since the number of texts included is rather low, it is also possible for idiosyncratic 
uses in one or two texts to influence the results. 
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Answering the first research question, therefore, meant I had to address the issue of 
what constitutes a comparable amount of data when subcorpora containing complete 
texts of different lengths are to be compared. Comparing a similar number of tokens 
in each subcorpus leads to an imbalance in the number of texts in each subcorpus. 
Comparing a similar number of texts in each subcorpus leads to an imbalance in the 
number of tokens in each subcorpus. This issue is of particular relevance when 
comparing fixed collocational patterns with lexical bundles, since the latter have 
been assigned discourse functions. Comparing subcorpora containing an equal 
number of tokens but an unequal number of texts risks skewing the results in favour 
of the subcorpus containing the most texts. If a pattern is found to occur more in a 
subcorpus containing many short texts than in a subcorpus containing a few long 
texts, then it can be difficult to determine whether there is a tendency for the pattern 
to be used more often in that discipline than others, or whether the pattern merely 
appears frequently because of the imbalance in the number of texts in that discipline. 
The relationship between a pattern's discourse function in texts and its frequency of 
occurrence in the subcorpus for that discipline is therefore difficult to discern using 
an isolexical comparison. 
The issue of comparability was addressed by constructing two comparable versions 
of the corpus - one comparable in terms of texts, the other comparable in terms of 
tokens - and so a distinction between isolexical and isotextual corpora was 
introduced. The first question aimed to identify the most frequent fixed collocational 
patterns in both an isolexical sample containing an equal number of tokens in each 
discipline, and an isotextual sample containing an equal number of texts from each 
discipline. The isolexical measure chosen was one million tokens per journal, and 
the isotextual measure chosen was 100 texts per journal, the number required to 
collect one million tokens in Marketing. If any pattern occurred more frequently in a 
discipline than other disciplines, the imbalance from text numbers on the results 
could be discounted. 
Several differences between the isolexical and isotextual versions of the corpus were 
noted. The most obvious was the difference in size (measured in tokens) caused 
by 
the difference in text lengths between disciplines. In non-Science disciplines, the 
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isotextual subcorpora tended to be as large as or larger than the isolexical 
subcorpora, whereas in Science disciplines the isotextual versions were between 
80% and 33% of the size of the isolexical versions. A version size differential (VSD) 
measure was developed to indicate the difference in size. The study focused on 3- 
and 4-word patterns since there were far fewer patterns greater in length which were 
found to occur with the minimum frequency. In overall terms the difference in the 
overall numbers of pattern types and tokens between isolexical and isotextual 
versions varies between Science and non-Science disciplines. In Science disciplines 
the difference between the number of isolexical and isotextual occurrences is larger 
than the VSD for those disciplines, while in non-Science disciplines the difference 
between isolexical and isotextual type and token frequencies is largely the same as 
the VSD. 
In order to answer the first research question, two sets of results, one isolexical and 
one isotextual, were obtained for 3- and 4-word patterns in each discipline. The 
results were ranked in order of frequency and then the two frequency distributions 
were compared and differences in rank positions calculated. This comparison of 
rankings produced the most surprising finding of this study as a whole. The answers 
for question 1 a) and 1 b) are to all intents and purposes the same, as the rank 
differences for the top 50 most frequent patterns are very low. This means that the 
most frequent fixed collocational patterns in an isolexical sample of journal articles in 
different academic disciplines are also the most frequent fixed collocational patterns 
in an isotextual sample of journal articles in different academic disciplines. This 
finding is surprising because it holds true in every discipline, regardless of 
Marketing's VSD of 1.00 or Electrical Engineering's 0.34. This study has shown, 
therefore, that in individual disciplines frequent fixed collocational patterns are 
frequent irrespective of the length of research articles in that discipline. 
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9.2.2 Research question 2: isolexical and isotextual fixed 
collocational patterns across disciplines 
The second research question concerned whether fixed collocational patterns 
occurred across all eight disciplines. A relatively small percentage of isolexically 
frequent 3-word patterns were found to occur in each discipline (9% or less), and a 
slightly higher percentage of 3-word patterns were found to occur isotextually (15% 
or less). Even smaller proportions of 4-word fixed collocational patterns were found 
to occur in all eight disciplines. The results for 4-word patterns were even lower: 4% 
of isolexically frequent 4-word patterns or less were found to occur in each discipline, 
and 10% of 4-word patterns or less were found to occur isotextually. This is similar to 
Hyland's finding that for the top 50 4-word bundles in each discipline only five occur 
in all four disciplines (Hyland 2008: 13). 
The findings in relation to the second research question are therefore fairly clear: the 
different disciplines have few 3-word fixed collocational patterns in common, and 
even fewer 4-word patterns in common. Both isolexical and isotextual subcorpora in 
non-Science disciplines share more 3- and 4-word patterns than Science disciplines, 
a finding that would not have been confirmed by a purely isolexical comparison. The 
rank differences between isolexical and isotextual subcorpora for those fixed 
collocational patterns which occur in all eight disciplines are wider than the rank 
differences for fixed collocational patterns in single disciplines, although not by 
much: around 75% of the patterns across disciplines still have a rank difference of 10 
or below. 
9.2.3 Research question 3: comparability 
The third research question concerned the comparability of the isotextual fixed 
collocational patterns from the present study with results from other studies of 
isolexical fixed collocational patterns, namely the lexical bundles found by Biber 
(2006) and Hyland (2008). The fact that all three studies are of different levels of 
discourse: the textbook genre (Biber 2006), the register of academic prose 
consisting of research articles, doctorates, and MA dissertations (Hyland 2008), and 
the research article genre (the present study), might suggest that it is not useful to 
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compare occurrences of isolexical fixed collocational patterns (i. e. lexical bundles). 
However, the finding from the first research question in this study, namely that 
frequent isolexical fixed collocational patterns are also frequent isotextually, needed 
to be tested against isolexical studies of genre and register corpora. The isotextual 
fixed collocational patterns from the present study were therefore compared with the 
lexical bundles in Biber and Hyland. 
The frequent lexical bundles in both studies, and the discourse functions ascribed to 
them, were tabulated and compared with the isotextual fixed collocational patterns in 
this study. There was little overlap between the results from Biber's study and the 
results from Hyland's study. This lack of overlap reveals that there is a limited 
number of 4-word lexical bundles which are common across academic textbooks 
and the register of academic prose. It is important to determine, therefore, whether 
those lexical bundles which are common also occur as isotextually frequent fixed 
collocational patterns in the present study. It was found that this was indeed the 
case: on the other hand, as well as the, and in the case of, which are frequent in all 
disciplines in both Hyland and Biber are also frequent in every discipline in the 
present study. None of these patterns are assigned a stance or interpersonal 
discourse function by Biber or Hyland's framework: they are primarily text organisers, 
although Biber classes in the case of as a referential bundle. Several other "missing" 
fixed collocational patterns were identified, namely those occurring isotextually in 
more than one discipline in the present study but which are not listed among Biber's 
or Hyland's lexical bundles. 
The results of the comparison between the isotextual fixed collocational patterns in 
the research article genre in the present study and the lexical bundles in the textbook 
genre in Biber (2006) and the lexical bundles in the academic register of Hyland 
(2008) are therefore inconclusive. Only three frequent isolexical fixed collocational 
patterns (i. e. lexical bundles) also occur as frequent isotextual fixed collocational 
patterns in the present study. This may be because the lexical bundles in both 
Biber's and Hyland's studies were normed upwards to obtain an isolexical "per 
million words" measure of frequency, and so the subcorpora in Biber's study and 
Hyland's study, which fewer contain than a million words, are too small, and are not 
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therefore comparable with the data in the present study. The threshold for similarities 
between lexical bundles in academic genres and registers may lie above this level. 
The forms of isotextual 4-word fixed collocational patterns were also compared with 
the forms of the 4-word lexical bundles in Hyland's study. Broad agreement was 
found in four structural categories between the percentages of fixed collocational 
patterns in the present study and the percentages of the lexical bundles in Hyland's 
study (2008). Only in patterns of the formal categories of noun phrase + of-fragment 
and other was there no noticeable similarity between the two studies. 
Finally a case study was made of the only frequent isotextual fixed collocational 
pattern to occur in the present study, in the two lexical bundle studies of Biber and 
Hyland, and in the study of academic formulas by Ellis and Simpson. This aimed to 
investigate the collocational environment of this pattern in relation to the four levels 
of collocation used in "Eastern European" Phraseology and in the "Empirical Firthian" 
tradition. The heuristic framework incorporating these levels seemed to provide a 
useful tool for investigating the environments of this pattern, but yielded few 
interesting results for in the case of the. It was not possible to find any common 
semantic environment by examining the frequent head nouns framed by this 
sequence. Four discourse functions were identified for the sequence, two of which, 
"explanation of topic" and "report of findings" had an observable relationship with its 
location in text. It may be that an investigation of one pattern across eight disciplines 
was too ambitious, and that more useful results might be obtained from studies 
within a single discipline. 
Having summarised the answers to the research questions, I now move on to 
evaluating the strengths and weaknesses of how the study tackled them in this 
thesis. 
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9.3 Strengths of the research 
9.3.1 Corpus construction and methodology 
The corpus constructed for this study is large in relation to corpora collected for 
previous studies of phraseological features in academic discourse. A considerable 
amount of care and attention has been paid to its construction in order to ensure that 
it contains comparable subcorpora of texts from prestigious journals in each 
discipline. Both versions of these subcorpora are also large in relation to previous 
studies, meaning that many occurrences of both isolexical and isotextual patterns 
could be found. The numbers of occurrences are consequently larger than in 
previous studies, meaning that the frequencies of fixed collocational patterns stand 
as they are and do not need to be normed or otherwise adjusted. This lends the 
results of this study a robustness not found in other studies with normed frequencies. 
The size of the corpus also adds to the strengths of the claims that can be made for 
these findings in relation to the genre of the research article. Previous influential 
studies, such as those on research article introductions, have made strong claims 
based on detailed analysis of a limited number of texts. The case study in the 
previous chapter, on the other hand, looked at one pattern in 493 texts. In the case 
of was not simply chosen, moreover, as an item of interest for further study: it chose 
itself as the best possible candidate by emerging as the most frequent pattern in the 
data in this study and three others. 
9.3.2 Breadth of scope 
This study is broad in scope, and offers insights into the Phraseology of language, 
into Genre and Register, and into Corpus Linguistics. It has required a detailed 
understanding of the numerical, technical, and statistical issues in corpus 
compilation. At the same time, it has also been important to keep the focus of the 
investigation on the fact that the data in a corpus is the instantiation of 
communicative acts in particular discourse communities, rather than merely a large 
amount of language which can be abstracted into numbers and treated in the same 
way as other numerical data. This has required as much understanding of 
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collocational theory and the nature of language, and the applications of skills in the 
analysis of staged, situated discourse, as a non-corpus-informed study would have 
required. 
The study adds to knowledge of Phraseology by revealing more about the forms, 
functions, and textual environments of the fixed collocational pattern as a 
phraseological unit, and by proposing a framework for which these collocational 
environments can be further investigated; it adds to knowledge of the genre of the 
research article by revealing more about the relationship between the location and 
discourse function of fixed collocational patterns; it adds to knowledge of Corpus 
Linguistics by proposing the distinction between isolexical and isotextual 
comparative corpora, and by suggesting the possibility of a threshold above which 
the rankings of fixed collocational patterns may be stable. 
9.4 Limitations of the research 
9.4.1 Data and software 
One possible area which might limit this study is the amount of noise in the data. For 
the reasons described in section 5.3, extra-textual noise was included in the data to 
allow time for more texts to be collected and for the corpus to be consequently 
larger. Estimates were made of the amount of noise likely to be in the texts in each 
subcorpus, and allowance was made for this by collecting more than a million tokens 
per journal in the isolexical version, so that at least a million running words were 
included. The problem that might remain is that some of the estimates for noise were 
not accurate, resulting in over- or underestimation of the actual number of running 
words in each subcorpus. This would be unlikely to affect the frequency counts for 
fixed collocational patterns, since noise is extracted before the pattern frequency lists 
are compiled, as explained in section 5.5.1, but it could have affected the calculation 
of the version size differential (VSD). 
The reason for this is that if texts in a discipline contain more noise than allowed for, 
then both its isolexical subcorpus and its isotextual subcorpus will contain fewer 
running words than realised. For a discipline like Marketing, where the isolexical and 
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isotextual versions both contain similar numbers of texts, the version size differential 
will still give a fair reflection of the difference in size of the two versions because the 
number of tokens in each version will be similar: the VSD will remain near 1.0 
despite the underestimation of noise. In disciplines such as Electrical Engineering, 
however, where the isolexical subcorpus contains many more texts than the 500 in 
the isotextual subcorpus, there is disproportionately more noise in the isolexical 
subcorpus than in the isotextual subcorpus. This extra noise could artificially inflate 
the size of the isolexical subcorpus and make the VSD lower than if the noise 
estimates were accurate. 
One other type of noise, termed in this study as "fluff", also has the potential to affect 
some of the rankings of any fixed collocational patterns containing ligatures such as 
fl and if. If the corpus had been collected slightly later, text could have been stored in 
Unicode rather than ANSI format. The Unicode system contains characters 
representing these ligatures, and so less fluff would have been included had Unicode 
been available at the time the corpus was collected. This limitation is an almost 
inevitable consequence of the rapid technological developments in any area of 
computing. In the case of software, the fully functional shelf-life of a product such as 
WordSmith Tools is under three years: WordSmith Tools version 4 used in this study 
was released in 2005 and continually updated with bug fixes throughout the two 
years during which I was measuring the size of the corpus, identifying patterns, and 
analysing their discourse functions. WordSmith Tools 5 was released in Spring 2008, 
by which time this thesis was nearly completed; it contains additional clustering 
functions which may reveal other aspects of fixed collocational patterns but which 
cannot now be considered in this study. 
An additional limitation is that other lexical processing software, such as Wmatrix 
(Rayson 2008), SketchEngine (Kilgarriff et al. 2004), and ConcGram (Greaves 
2005), have been released since I began analysing the corpus, and this study might 
have found other insights had I been able to use them. Also, other large-scale 
corpora of academic research articles in different disciplines, particularly the Brigham 
Young University Corpus of American English (Davies 2008), have recently been 
released and may have been comparable for this study. 
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9.4.2 Statistical significance 
Another possible limitation is the lack of any statistical measure of the significance of 
the frequencies of fixed collocational patterns in each version of the corpus. The 
reasons why this study relied on raw frequency counts instead of statistical measure 
were discussed in section 5.5.3 above, but it remains that some corpus linguists and 
researchers in Phraseology may view this reliance on raw frequency as a limitation 
of the study. 
9.4.3 Intuitive functional categories 
A further limitation of the analysis in the case study is my reliance on intuition to 
group the occurrences of in the case of the into functional categories. Such a 
subjective methodological approach would seem at odds with the rigorous empirical 
corpus-driven approach originally taken in identifying this pattern as one which 
merited further study. And yet, as was argued in 9.3.2, one of the strengths of this 
study is that it employs both a corpus-driven approach and a traditional discourse 
analytical approach. Subjective meaning in language cannot be automatically 
analysed by a computer without prior annotation of the data by a corpus, or "training" 
of the analysis software on other annotated data. The computer is merely a tool for 
arriving at the linguistic feature to be studied, which must then be analysed by a 
human linguist. 
9.5 Summary 
This chapter has summarised how this study has answered the research questions, 
and evaluated the strengths and weaknesses of the way in which they were 
answered. We now move on to the final chapter, which discusses some of the 
implications of the study and the opportunities it creates for further research. 
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Chapter 10 Implications and further research 
10.1 Introduction 
This final chapter discusses the implications of this study for the field of comparative 
corpus studies of Phraseology in Academic Discourse. It suggests areas where 
further research might clarify some of the remaining issues in Corpus Linguistics, 
Academic Discourse, Phraseology, and finally Psycholinguistics and Pedagogy. 
10.2 Corpus Linguistics 
The results of the present study are likely to have considerable implications for 
researchers working on studies of comparative corpora. Other researchers, however, 
may feel that the results do not require any reconsideration of what constitutes a 
comparable amount of data. It might be thought that the similarity identified in this 
study between the isolexical and isotextual rankings of frequent fixed collocational 
patterns means that there is actually no need for a distinction to be made between 
isolexical and isotextual data sets in comparative studies of fixed collocational 
patterns. If there is little difference between the frequency rankings for frequent 
patterns in the two versions, then quantitative findings of comparisons between 
isolexical corpora are perfectly valid, and the imbalance of texts between subcorpora 
will not bias the results. 
I would instead argue that this study has only established that there is a threshold 
above which this similarity exists, and it is clear that neither existing comparative 
corpora, nor previous studies of fixed collocational patterns, contain enough texts or 
tokens to exceed this threshold. Other studies will therefore need to take account of 
the findings of this study unless each of their comparative corpora consist of at least 
5 million tokens or 500 texts, or the results of anticipated further research (see 
below) establish a lower threshold. The important isolexical/isotextual distinction 
would not have been drawn if the present study had not been undertaken, and 
it 
should encourage more corpus linguists to think of their data in terms of the amount 
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of communication it contains rather simply in terms of the quantity of language it 
contains. 
Other comparative studies of the discourse functions of fixed collocational patterns in 
a genre, whether isolexical or isotextual, should also consider the implications of this 
distinction. When the discourse functions of a fixed collocational pattern are being 
investigated I would argue that an isotextual comparison is more useful than an 
isolexical comparison for comparative studies of the same genre. As I have argued, 
discourse functions are related to stages in a genre, and so an isotextual measure 
reveals more about the relationship between form and function. 
There is one other issue raised by the introduction of the construct of the isotextual 
fixed collocational pattern, namely the ontological status of the lexical bundle as an 
isolexical form-function construct. Lexical bundles are defined isolexically in terms of 
minimum occurrences per million words, but also are assigned discourse functions, 
which are features of genre stages in text. The present study, however, has 
suggested that isotextual studies of fixed collocational patterns give a clearer 
indication of the discourse functions in a genre. This finding in turn suggests that as 
isolexical constructs, lexical bundles cannot reliably be assigned discourse functions, 
and are therefore not as useful as first thought. 
While the similarity between isolexical and isotextual rankings of frequent fixed 
collocational patterns has been highlighted by this study, it remains to be 
satisfactorily explained. Further work would need to compare different isolexical and 
isotextual versions of the same corpus. The different versions of the isolexical corpus 
could be constructed, perhaps in progressively smaller sizes from 800,000 tokens 
down to 200,000 tokens per journal, so that the relationship could be tested in 
subcorpora containing from four million to one million tokens. Comparisons could 
also be made between isotextual corpora containing the oldest 500 texts rather than 
the 500 most recent texts, and the number of texts could also be reduced 
progressively from 80 to 20 to see how far the isolexical/isotextual relationship holds. 
These further studies would help establish whether a threshold exists below which 
the isolexical/isotextual similarity is no longer discernable. 
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10.3 Academic Discourse 
The field of Academic Discourse would also benefit from further study of the 
isolexical/isotextual distinction for a number of reasons. First, this relationship has 
only been established in research articles in eight disciplines. It would be important 
to see whether it still pertains in research articles in other disciplines, such as Law or 
Medicine. Second, it would also be important to learn whether this relationship is a 
feature of other written academic genres, such as student dissertations or textbooks. 
While this study has shown that a limited number of the isotextual fixed collocational 
patterns in this study were also frequent in the textbook studies by Biber (2006) and 
the study of dissertations by Hyland (2008), their corpora were not designed for the 
isolexical/isotextual distinction to be tested. The obvious difficulty here would be to 
collect progressively larger numbers of textbooks in order to establish a large 
enough isotextual corpus. 
In view of the weak relationship between the discourse function of in the case of the 
and its syntactic, semantic, and textual environments across disciplines in the case 
study, it would seem that a more fruitful area of investigation of functions of 
isotextual fixed collocational patterns would be within single disciplines. Using the 
framework employed in the case study, isotextually frequent fixed collocational 
patterns which are frequent in one discipline could be examined. This would reveal 
more about the context of situation of each discipline through its lexical environment, 
and also show whether the relationship between the pattern's discourse function and 
its textual location is any stronger. 
The isolexical/isotextual distinction could be further investigated beyond academic 
discourse by constructing isolexical and isotextual corpora of texts in other genres. 
Recent work by O'Donnell (2007) has clarified the relationship between the lexical 
priming of a word and its textual location using the Guardian News Archive, a large 
corpus of 60,000 newspaper articles. It would be a simple matter to collect different 
500-text and one-million-word samples from this corpus and compare the resultant 
isolexical and isotextual fixed collocational patterns. The final area where the results 
of this study could be investigated further is the opinion of the members of the 
discourse community. It would be useful to discuss the frequent fixed collocational 
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patterns with academics from the relevant disciplines and gain a clearer idea of the 
functions they assign to them. 
10.4 Phraseology 
The results from the present study also have a number of implications for work on 
Phraseology. It would be interesting to test the isolexical/isotextual distinction on the 
phenomenon of collocation in general. As noted in section 2.3, the Empirical Firthian 
tradition identified collocational relations between lexical items based on corpus 
evidence, but the corpora used were normative, and the context of situation was 
taken as its co-text in a span of 5 words to the left or right. It would be interesting to 
see whether collocation has isolexical and isotextual dimensions: are the frequent 
collocations of a word the same isolexically as they are isotextually? Such studies 
would reveal more about the semantic behaviour of individual words, not merely how 
they are used, but how they are used in a particular number of communicative 
situations. 
Another issue for further investigation is the possibility of a collocational "span" 
around a fixed collocational pattern. The results of the case study suggest that this 
would probably be best attempted on different patterns in the same discipline rather 
than for one pattern across disciplines. One pattern may have one set of collocates 
isolexically and another set isotextually, and then be found to have completely 
different sets isolexically and isotextually in another discipline. 
Isotextual fixed collocational patterns would also be worthy of further investigation in 
the wider area of lexico-grammar. Previous work on pattern grammar by Hunston 
and Francis sees lexical phrases and other phraseological form-function constructs 
as rather peripheral items: 
collections of lexical phrases are, ultimately, fairly random lists of phrases, organised 
either according to their relative fixedness, or to their function (discourse organising, 
opinion giving and so on) or to one of their core words... They are an attempt 
to 
account for a portion only of the lexicon. Grammar patterns, on 
the other hand, 
constitute an attempt to describe the whole of the language 
(or rather, all the 
frequently-occurring items in the language) in a principled way, and the lists of words 
collected in a given pattern are not random. (Hunston & Francis 2000: 14) 
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The results found in section 7.2, however, were that the forms of lexical bundles 
identified in previous studies are largely similar to the forms of the fixed collocational 
patterns in the present study. It may be that the forms abstracted from the patterns 
found in the discourse, such as NP+OF, and IT+APNP, could be seen as a link 
between the grammar patterns of Hunston and Francis and the lexical phrases they 
criticise. The isotextual nature of these fixed collocational patterns connects their 
form more securely to their function, and the stability of their isolexical/isotextual 
frequency rankings observed in all eight disciplines means that they are by no 
means random. 
10.5 Psycholinguistics and Pedagogy 
In addition to the study of language on paper or in the air (Sinclair 2001: ix), the final 
area for which this study has implications is in the study of language in the mind, 
namely in investigations of the role of corpus-derived forms in cognition and 
language learning. Early work on attempting to test whether frequent fixed 
collocational patterns identified from corpora are also stored holistically and used in 
language production was attempted by Schmitt et al. (2004: 128), who tested the 
hypothesis that "the language in corpora has been produced by people using 
language and so must reflect language competence to some extent" (2004: 128). 
Their findings suggest that "corpus data on its own is a poor indicator of whether 
these clusters are actually stored in the mind as wholes" (ibid. ). The study by Schmitt 
et al. has a number of limitations which suggest that its results are not conclusive, 
and that a closer attention to the context of situation of the target patterns used in 
such experiments may produce clearer results. These limitations will be briefly 
summarised here. 
The first issue is with the target corpus-derived fixed collocational patterns which 
they intended to use as an indicator that patterns were stored holistically in the 
minds of the subjects. These are shown in Table 10.1 below. These patterns cannot 
be considered to be completely corpus-derived, however. Schmitt et al. drew up the 
above list from existing work on Phraseology, much of which has already been 
discussed in Chapter 2. 
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aim of this study 
as a consequence of 
as a matter of fact 
as shown in figure 
for example 
from the point of view 
go away 
don't know what to do 
see what you 
in a variety of 
in addition to the 
in the middle of the 
in the number of 
in the same way as 
is one of the most 
it was going to 
it's not too bad 
night and day 
on and off 
something like that 
to give you an example 
to make a long story short 
what l want to 
you know 
you've got to have 
Table 10.1: Fixed collocational patterns in Schmitt et al. (2004: 130) 
These patterns were taken from the lexical bundles in Biber et al. (1999), the lexical 
phrases of Nattinger and DeCarrico (1992), and others were also found from corpus 
searches for some of Hyland's words expressing doubt and uncertainty (Hyland 
2000: 188). Biber et al's lexical bundles, as we have seen, were identified in register 
corpora and so are corpus-derived, although they are found in two very different 
registers. Nattinger and DeCarrico's lexical phrases, as we have also seen in section 
4.4.1, were taken from a vaguely defined data set which cannot, in view of the lack of 
information regarding its construction and content, be regarded as a corpus in the 
usual sense of the term. It is also less certain that the patterns derived from Hyland's 
work are also corpus-derived. Hyland's original list of words was not identified from 
corpus data but was instead taken from the existing non-corpus-based literature on 
evaluation (Hyland 2000: 90). It is difficult to regard patterns based on corpus 
searches for these words in the same way as empirically-identified fixed collocational 
patterns. 
The second issue is with the methodology used by Schmitt et al. A story was written 
with these patterns "embedded" (2004: 131) in it and which was dictated to subjects 
in bursts. The subjects then were recorded retelling the story and the number of 
patterns in their recordings counted. From Table 10.1 it would seem that these 
patterns come from many different registers, and possibly from more than one genre 
within each register. I would argue that the existence of patterns from such disparate 
contexts of situation, e. g. as shown in figure and it's not too bad, embedded in one 
genre, the story, creates a highly unusual text (ibid.: 149-151). Schmitt et al's finding 
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that few subjects used these patterns when retelling the story could be the result of 
this dislocation between the pattern role in the story (i. e. its artificial context of 
situation) and the actual genre from it was taken, rather than the result of any factors 
relating to cognition. 
I would suggest that any further work arising from the present study which goes on to 
investigate the role of fixed collocational patterns in language cognition and 
production should not treat patterns as being independent of their context of 
situation. An attempt could be made to try and replicate Schmitt et al's study while 
using more rigorously corpus-derived fixed collocational patterns. The criterion of 
genre compatibility should also be applied so that patterns identified as target 
patterns are presented in a sample text from the same genre, and possibly the same 
contexts of situation as that in which the target patterns were found. 
In addition to further studies on the role of fixed collocational patterns in language 
cognition and production, there could also be more investigation of whether the use 
of fixed collocational patterns might be pedagogically suitable. Although several 
attempts have been made to base EAP teaching materials on findings from corpus 
data, e. g. (Oakey 2002b; Harwood & Hadley 2004; Harwood 2005), a pessimistic 
view is that of Swales (2002: 152), who asserts that much of the "enthusiastic yet 
fragmented efforts" to identify pedagogically useful features from corpus studies can 
be regarded as banked intellectual resources whose pedagogical time has yet to 
come" (ibid.: 159). However, if fixed collocational patterns are found to have a role in 
language cognition, they might be more pedagogically relevant than other features 
identified from corpus data. 
The most appropriate pedagogical area to investigate would be determining the role 
of fixed collocational patterns in improving the accuracy of students' lexico-grammar. 
In my experience, students' inaccuracies in production seem to stem less from 
difficulties with unfamiliar words and more from problems with unfamiliar 
combinations of familiar words (Oakey 2005). Fixed collocational patterns can be 
presented to learners as lexical words frozen in the act of combining with their 
accompanying grammatical words, such as in the regulation of, have been shown to, 
and that it is a. They present an alternative pedagogical unit to the word or clause or 
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sentence, and could be used, in a complementary way to the COBUILD Grammar 
Patterns, for raising students' awareness of the lexico-grammatical environments of 
the vocabulary they are likely to need to use. 
10.6 Conclusion 
Having discussed the many possible areas for future research arising from the 
findings of the present study, it is now time for me to draw this thesis to a close. The 
original aim of the study was to make a comparative study of the forms and functions 
of fixed collocational patterns in a subset of written academic English, and in 
attempting to achieve this goal the isolexical/isotextual similarity was discovered. 
The study has made a number of other findings which clarify our understanding of 
fixed collocational patterns in the genre of the research article, and has suggested a 
method of finding out more about the discourse functions of fixed collocational 
patterns in texts. It has also raised a number of questions in relation to Phraseology, 
Academic Discourse, and Corpus Linguistics. This final chapter has outlined the 
agenda for future research, an agenda which I very much look forward to pursuing. 
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the University of Birmingham. In 2008 the corpus stands at 524 million words; 
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Retrieved 1 January 2008, from 
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Appendices 
Appendix 1 Letter to university departments and their replies 
Appendix 1.1: Initial letter 
From: David J. Oakey 
To: Professor X 
Subject: English in [your academic subject] journals 
Dear Professor X, 
I am a lecturer in the English for International Students Unit, providing academic 
English support to non-native speaking international students. I am conducting some 
research into the English of [your academic subject]. I hope to look at some journals 
in the field, and I would like to ask your opinion about the best ones to look at. I am 
hoping to focus on those which are most prestigious, widely read, but not too 
specialised in a particular sub-discipline. I have a list of journals below used by 
another researcher but I'm not sure whether they are the same ones used at 
Birmingham: 
[list of journals from Hyland Journal Corpus] 
I'd be grateful if you could help at all, or could pass this email on to one of the 
academic staff whom you think might be able to help, or let me know who else in the 
department to contact. 
Yours sincerely, 
David Oakey 
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Appendix 1.2 Responses from departments: Cell Biology 
The most prestigous Cell Biology journals are; 
xCell (not just cell biology but some) 
yEMBO journal (as above) 
yNature Cell Biology 
yJournal of Cell Biology 
yJournal of Cell Science 
Current Biology (this is general journal but with lots of Cell Bio in) 
Molecular and Cellular Biology 
yMolecular Biology of the Cell 
Trends in Cell Biology (for reviews). 
Appendix 1.3 Responses from departments: Electrical and Electronic 
Engineering 
Attached is a pdf file containing a list of journals. This is compiled by the survey 
company 'Evidence' based on the last research assessment exercise. The report is 
from research and business enterprises. 
UoA 29 Electrical and Electronic Engineering 
Top 20 journals submitted to this UoA - by frequency of occurrence in RA2 
ISSN . Gutmai title 
0013 5194 E. ectronic Letters 
0003-6951 Applied Physics Letters 
0021-$978 Journal Of Applied Physics 
0018-9480 leee Transactions On Microwave Theory And 
1350-2352 lee Proceedings-elecIric: Power Appiicaoors 
Rank on Rank on Rank on 
papers - papers - average Papers - Papers - Average 
5 and 5' all units impact 5 and 5' all units impact 
1 1 161 14? 208 2.10 
2 3 14 67 74 7.19 
3 2 59 62 76 3 83 
4 5 143 58 68 2.32 
5 6 337 54 62 0.84 
Appendix 1.4 Responses from departments: Mechanical Engineering 
I am replying your recent enquiry regarding the above. 
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From your list these two are available in electronic format via Talis: 
'Mechanics & Machine Theory' and `International Journal of Mechanical 
Sciences' . They are published by Elsevier who is regarded very highly in the 
profession. 
The following three titles are parts of the `Proceedings of the Institute of Mechanical 
Engineers' which is regarded as almost a bible for Mechanical Engineers and very 
prestigious. They are available in hardbound format. 
'Journal of Process Mechanical Engineering' Part Eq TJ1.14 
`Journal of Mechanical Engineering Science' Part Cq TJ1.14 
'Journal of Engineering Manufacture' Part Bq TJ1.14 
The other two titles are not available in the University Library but I think there is more 
than enough choice for the students from the above. 
Please contact me if I can help further. 
Appendix 1.5 Responses from departments: Nuclear Physics 
The journals given are all respected Journals. Let me give a little more information. 
Physical Review Letters is the most prestigious, but carries articles on all aspects of 
physics not just nuclear physics. It is also an american journal as is Physical Review 
C, Nuclear Physics. 
Journal of Physics G: Nuclear and Particle Physics is a British journal which has 
become more significant in recent years. 
The other two are North Holland publications. 
Nuclear Instruments and Methods in Physics Research, is an odd man out as it 
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deals with instrumentation rather than physics per se. 
Another North Holland journal is Nuclear Physics A. This was the preferred journal 
for UK publications but is being eclipsed somewhat by J. Phys G. Phys Rev C and 
Phys Rev Lett have always been popular places to publish. 
Both the american journals charge authors to puplish (although one can get round 
these costs) and by doing so keep their costs to readers down. 
The others journals do not have page charges. 
Appendix 1.6 Responses from departments: Economics 
I wish I could share with you a paper I recently refereed and my referee report, but 
that is confidential. It was a massive statistical analysis of language in six journals, 
marred, in my view, by a peculiar choice of journals. 
It is difficult to answer your question simply. At one time, the EJ was probably the 
major journal, but it has declined. There are numerous studies of journal rankings in 
economics - and you could look at some of those rankings to get an idea of prestige. 
When people think of the top "general" general journals, the ones that they usually 
think of are the American Economic Review, the Quarterly Journal of Economics, 
and the Journal of Political Economy. (Economics is dominated by the US, even 
more than many other disciplines, so they are all American). Econometrica is also 
usually considered to be a top journal, but that is more specialised on mathematical 
and quantitative work (not that you will think the other three non-mathematical! ). 
In the rankings the EJ is usually, I believe, around 10 or so, though its editors have 
been actively trying to remedy this situation. 
The AER (above) is the one with refereed submitted articles. The JEL(iterature) is 
also produced by the American Economic Association, and is their abstracting 
journal, containing a small number of articles that are of a survey nature (broadly 
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interpreted). The JEP(erspectives) is also an AEA journal, but deliberately aimed to 
present economic ideas in a way that is accessible to students, for whom the main 
technical journals are too difficult. The EJ, combines this type of material in the main 
journal, though recently it began to put this type of material into separately-paginated 
issues so as not to "dilute" the main refereed articles. 
After these, and the Brookings Papers, a policy journal, which are at the top of most 
rankings, the field journals come next - covering various applied fields. There are 
other general journals, but a lot of these come lower down and are considered 
places that most economists would publish in if they cannot get into the top journals 
(or if they are simply not maximizing or are publishing material that is of only local (ie 
non US) interest. Of these, the European Economic Review is a good one 
(sponsored by the European Economic Association). The EJ is up at the top of this 
category, if it is not higher. The Southern Economic Journal also often gets ranked 
highly (another US one) Other regional US journals come a bit lower (Economic 
Inquiry, Eastern (quite low that), Atlantic (ditto)). 
JET(heory) is in a sense a specialist journal, but it is mathematical theory that 
defines the specialism, so there is a sense in which it is general. Economic Theory is 
probably similar, though I don't know it so well. 
Agricultural Economics is really a different discipline - historically that has always 
been the case. In some places Ag econ is in economics departments, but it has 
historically been pretty separate. Most economists would not read it or even know 
anyone in that field. 
Journal of Socio-Economics: I am not sure about this one, but I suspect it is either a 
sort of "fringe" journal, or even one that might be thought of as Sociology rather than 
economics. It certainly is not either a central journal or a highly ranked one. 
As you will tell, economics is in a sense a very hierarchical discipline when it comes 
to journals. I once did a survey of the literature on journal rankings and other 
exercises, though did not publish it. I could dig it out, or else you could probably 
find 
some examples of the genre looking through the Journal of Economic Perspectives. 
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My advice on journal selection would be that it would depend on the questions you 
want to ask. The problem with the paper I mentioned at the start was that it had 
some wonderful techniques and must have analyzed a corpus of millions of words, 
but it ended up proving what anyone who knew the literature would have predicted 
with 15 minutes careful thought. The questions are very important. I assume you are 
aware that the work with Dudley-Evans and Henderson was the tip of an iceberg of 
work on language in economics. If not, you should consult Tony Dudley-Evans (in 
English, who did not retire that long ago) as much of it was done in Birmingham - 
they had several research projects that produced several reports and articles. 
Henderson is still around as Head of continuing education (if that is what it is still 
called). Tim Johns was also involved in some of it. 
For your purposes, the selection of journals may be less critical. The author I 
mentioned (and I admit that I had to say that I did not think it suitable for the journal 
to which it had been sent -I did not think it would hold the interest of economists 
given its length in relation to what it said) wanted to make comparisons within the 
subject, so his sample was much more critical. 
If you wanted High-prestige refereed articles, the QJE, JPE, AER and EJ (you might 
want to select certain parts of the EJ, depending on your purposes - it contains book 
reviews and some JEP type material as well as the refereed articles) would be fine. 
The JEP is also central if you bear in mind its aim at a less technical audience 
including students. The JEL is the standard bibliographic one. Brookings Papers on 
Economic Activity would be a good policy-related choice. Oxford Review of 
Economic Policy would be a comparable UK one, though less prestigious I think. 
Appendix 1.7 Responses from departments: Marketing 
What an interesting project. All the journals you have below are prestigious and well 
respected. I have ranked these (number next to Journal below). It is a subjective 
assessment as we do not have an official journal ranking. Incidentally I would add 
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European Journal of Marketing which is slightly more prestigious than Journal of 
Marketing Management. Regards Leslie 
002 Journal of Marketing ly 
003 Journal of Marketing Research 2y 
004 Journal of the Academy of Marketing Science 3y 
Marketing Science 4y 
International Journal of Research in Marketing 5n 
European Journal of Marketing 
Journal of Marketing Management 6y 
001 Journal of Marketing Communication 7y 
Appendix 1.8 Responses from departments: Philosophy 
These journals are the most prestigious. 
You could add to your list: The philosophical review 
Appendix 1.9 Responses from departments: Sociology 
These journals are all sensible ones to use and could be retained if you wished to 
retain comparability with the previous study. 
Otherwise, I would recommend AJS and Social Problems as your two American 
Journals (both highly prestigious, but the first with a professional agenda and the 
second with a remit to engage with public issues) and the British Journal of 
Sociology (as broadly comparable with the AJS) and Sociology (rather than 
Sociological Review) as the top-ranked British journal. 
if it is a question of rankings then, American Journal of Sociology, American 
Sociological review and social forces are the US top three, while British Journal of 
Sociology and Sociology are the top British two. 
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Appendix 2: Summary of the isolexical and isotextual 
versions of the corpus 
Discipline Journal Isolexical version Isotextual version 
Texts Tokens Texts Tokens 
Electronics Letters 760 1,153,020 100 152,484 
Electrical 
Journal of Applied Physics 225 1,215,514 100 542,619 
Engineering IEEE Transactions on Microwave Theo and Techniques 213 1,171,677 100 570,175 
Applied Physics Letters 466 1,191,938 100 255,320 
IEE Proceedings -- Electric Power Applications 245 1,251,805 100 529,799 
Journal of Physics G: Nuclear and Particle Physics 259 1,221,472 100 553,513 
Nuclear 
Physical Review Letters 353 1,151,874 100 334,611 
Physics Physical Review C, Nuclear Physics 184 1,287,367 100 722,140 
Nuclear Physics A 143 1,137,837 100 823,352 
Nuclear Physics B 146 1,201,138 100 791,450 
Journal of Fluids Engineering 171 1,067,269 100 636,689 
Mechanical 
Mechanism and Machine Theory 218 1,094,820 100 521,763 
Engineering Journal of Enineerin Manufacture 205 1,080,586 100 527,780 
International Journal of Mechanical Sciences 196 1,057,634 100 539,653 
Journal of Biomechanics 178 1,045,090 100 572,317 
Journal of Cell Biology 114 1,070,665 100 936,473 
Cell Biolo Journal of Cell Science 121 1,045,245 100 868,431 gy 
Nature Cell Biology 177 1,079,429 100 611,358 
Molecular Biolo of the Cell 111 1,037,615 100 934,823 
European Molecular Biology Organization Journal 118 1,015,941 100 859,748 
Journal of Economic Theory 109 1,055,025 100 972,254 
Econ i Economic Journal 119 1,055,996 100 913,054 om cs 
American Economic Review 97 1,055,245 100 1,101,638 
Quarterly Journal of Economics 70 1,068,130 100 1,515,275 
Journal of Political Economy 82 1,026,680 100 1,189,145 
Erkenntnis 117 1,037,525 100 899,020 
Philos h Inquiry 114 1,047,527 100 938,382 y op 
Philosophy 129 1,031,376 100 812,087 
The Philosophical Review 72 1,024,927 100 1,433,013 
The Philosophical Quarterly 135 1,032,606 100 758,223 
Journal of Marketing 81 1,022,229 100 1,266,016 
Mark ti Journal of Marketing Research 96 1,053,618 100 1,094,675 e ng 
Journal of the Academy of Marketing Science 109 1,061,118 100 959,213 
Marketing science 92 1,065,549 100 1,153,401 
European Journal of Marketing 134 1,072,050 100 802,097 
American Journal of Sociology 66 1,059,862 100 1,620,002 
So i l The Sociological Review 107 1,025,828 100 960,777 c o ogy 
Current Sociology 132 1,025,750 100 767,649 
British Journal of Sociology 115 1,037,081 100 914,893 
Annual Review of Sociology 85 1,032,764 100 1,189,923 
Totals 6664 43,468,822 4000 33,352,770 
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Appendix 3: Detailed information on the composition of the 
isolexical and isotextual versions of the research article 
corpus 
Tokens are counted using WordSmith Tools 4 with the following conditions: numbers 
included; hyphens break words. For the isotextual version the column "details" lists 
the articles included from each volume. 
Appendix 3.1 Cell biology 
Isolexical version Isotextual version 
Journal Year Vol. Texts Tokens Format Texts Details Tokens Format 
Journal of Cell 2003 162 17 163,798 html 3 709-711 29,690 html 
Biology 2003 163 97 906,867 html 97 906,783 html 
Totals 114 1,070,665 100 936,473 
Journal of Cell 
Science 
2003 116 121 1,045,245 html 100 
1013- 
15-17 
868,431 html 
Totals 121 1,045,245 100 868,431 
2001 3 100 615,277 pdf 0 0 n/a 
Nature Cell Biology 2002 4 77 464,152 pdf 77 464,152 pdf 
2003 5 0 0 pdf 23 147,206 pdf 
Totals 177 1,079,429 100 611,358 
Molecular Biology of 
the Cell 
2003 14 111 1,037,615 html 100 
1001- 
1234 
934,823 html 
Totals 111 1,037,615 100 934,823 
European Molecular 
Biology Organization 
Journal 
2003 22 118 1,015,941 html 100 
1919- 
2219 
859,748 html 
Totals 118 1,015,941 100 859,748 
Full 
Totals 
641 5,248,895 500 4,210,833 
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Appendix 3.2 Electrical Engineering 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
Electronics 
2003 39 391 590,761 pdf 0 0 n/a 
Letters 
2004 40 369 562,259 pdf 100 1-303 152,484 pdf 
Totals 760 1,153,020 100 152,484 
Journal of 2003 94 225 1,215,514 html 100 1 only 542,619 html 
Applied 
Physics 
Totals 225 1,215,514 100 542,619 
IEEE 2003 51 35 182,721 pdf 0 0 n/a 
Transactions 2004 52 178 988,956 pdf 100 1-320 570,175 pdf 
on 
Microwave 
Theory and 
Techniques 
Totals 213 1,171,677 100 570,175 
Applied 2003 84 187 478,478 html 0 0 n/a 
Physics 2004 85 279 713,460 html 100 1-247 255,320 html 
Letters Totals 466 1,191,938 100 255,320 
IEE 2001 148 28 134,838 pdf 0 0 n/a 
Proceedings 2002 149 49 232,363 pdf 0 0 n/a 
-- Electric 2003 150 90 467,019 pdf 22 512-617 112,246 pdf 
Power 2004 151 78 417,585 pdf 78 1 to 5 417,553 pdf 
Applications Totals 245 1,251,805 100 529,799 
Full Totals 1,909 5,983,954 500 2,050,397 
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Appendix 3.3 Mechanical Engineering 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
Journal of 2001 123 57 328,843 html 0 0 n/a 
Fluids 2002 124 114 738,426 html 100 118-426 636,689 html 
Engineering Totals 171 1,067,269 100 636,689 
2001 36 14 57,430 html 0 0 n/a 
2002 37 83 406,347 html 0 0 n/a Mechanism 
405- 
and Machine 2003 38 57 296,337 html 36 187,057 html 
1211 
Theory 
2004 39 64 334,706 html 64 334,706 html 
Totals 218 1,094,820 100 521,763 
2002 216 85 438,320 pdf 0 0 n/a Journal of 
211- 
Engineering 2003 217 120 642,266 pdf 100 527,780 pdf 1213 
Manufacture 
Totals 205 1,080,586 100 527,780 
2002 44 40 203,454 html 0 0 n/a International 
610- 
Journal of 2003 45 105 583,548 html 49 269,021 html 
1207 
Mechanical 
2004 46 51 270,632 html 51 270,632 html 
Sciences 
Totals 196 1,057,634 100 539,653 
2003 36 44 284,129 html 0 0 n/a Journal of 
2004 37 134 760,961 html 100 311-915 572,317 html 
Biomechanics 
Totals 178 1,045,090 100 572,317 
Full 
968 5,345,399 500 2,798,202 
Totals 
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Appendix 3.4 Nuclear physics 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
Journal 
of 1998 24 110 471,779 pdf 0 0 n/a Physics 
G 
1999 25 149 749,693 pdf 100 301-1206 553,513 pdf : 
Nuclear 
and 
Particle 
Physics 
Totals 259 1,221,472 100 553,513 
1999 82 83 263,944 pdf 0 0 n/a 
1999 83 78 250,297 pdf 0 0 n/a Physical 
Review 2000 84 60 198,098 pdf 0 0 n/a 
Letters 2000 85 66 216,311 pdf 34 1304-2603 111,387 n/a 
2001 86 66 223,224 pdf 66 223,224 na 
Totals 353 1,151,874 100 334,611 
Physical 57 184 1,287,367 pdf 100 533-663 722,140 pdf 
Review 
C, 
Nuclear 
Physics 
Totals 184 1,287,367 100 722,140 
Nuclear 2003 724 28 201,276 pdf 0 0 n/a 
Physics 2003 725 16 120,743 pdf 1 116 7,534 pdf 
A 2003 726 17 138,202 pdf 17 138,202 pdf 
2003 727 20 187,136 pdf 20 187,136 pdf 
2003 728 25 185,101 pdf 25 185,101 pdf 
2003 729 10 85,027 pdf 10 85,027 pdf 
2004 730 27 220,352 pdf 27 220,352 pdf 
Totals 143 1,137,837 100 823,352 
Nuclear 2003 648 23 191,888 html 0 0 n/a 
Physics 2003 649 21 179,376 html 0 0 n/a 
B 2004 691 12 94,530 html 10 103-303 55,958 html 
2004 692 15 123,431 html 15 123,431 html 
2004 693 11 84,654 html 11 84,654 html 
2004 694 16 134,397 html 16 134,397 html 
2004 695 14 78,116 html 14 78,138 html 
2004 696 17 147,836 html 17 147,913 html 
2004 697 17 166,910 html 17 166,959 html 
Totals 146 1,201,138 100 791,450 
Full totals 1,085 5,999,688 500 3,225,066 
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Appendix 3.5 Economics 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
2000 91 13 113,045 pdf 4 204-207 30,274 pdf 
2000 92 12 134,547 pdf 12 134,547 pdf 
2000 93 13 109,602 pdf 13 109,602 pdf 
Journal of 2000 94 11 103,146 pdf 11 103,146 pdf 
Economic 2000 95 10 94,492 pdf 10 94,492 pdf 
Theory 2001 96 11 98,357 pdf 11 98,357 pdf 
2001 97 13 129,431 pdf 13 129,431 pdf 
2001 98 15 137,021 pdf 15 137,021 pdf 
2001 99 11 135,384 pdf 11 135,384 pdf 
Totals 109 1,055,025 100 972,254 
Economic 
1999 109 59 499,898 html 40 409-809 356,956 html 
Journal 
2000 110 60 556,098 html 60 556,098 html 
Totals 119 1,055,996 100 913,054 
American 1999 89 10 96,271 of 13 405-417 142,664 of 
Economic 2000 90 87 958,974 of 87 958,974 of 
Review Totals 97 1,055,245 100 1,101,638 
Quarterly 2002 117 30 451,960 html 40 101-410 600,538 html 
Journal of 2003 118 40 616,170 html/pdf 40 616,290 html/pdf 
Economics 2004 119 0 0 n/a 20 101-210 298,447 html 
Totals 70 1,068,130 100 1,515,275 
Journal of 
2002 110 40 472,250 html 40 472,250 html 
Political 
2003 111 42 554,430 html 42 554,626 html 
Economy 
2004 112 0 0 n/a 18 101-211 199,340 pdf 
Totals 82 1,026,680 100 1,226,216 
Full Totals 477 5,261,076 500 5,728,437 
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Appendix 3.6 Marketing 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
1999 63 0 0 n/a 19 1-405 243,787 html 
Journal of 
2000 64 27 325,326 html 27 325,326 html 
Marketing 
2001 65 25 295,388 html 25 295,388 html 
2002 66 29 401,515 html 29 401,515 html 
Totals 81 1,022,229 100 1,266,016 
Journal of 
2000 37 19 210,335 html 23 207 to 410 251,392 html 
Marketing 
2001 38 40 428,961 html 40 428,961 html 
Research 
2002 39 37 414,322 html 37 414,322 html 
Totals 96 1,053,618 100 1,094,675 
Journal of 1999 27 18 186,213 html 9 305-406 84,308 html 
the 2000 28 36 314,577 html 36 314,577 html 
Academy 2001 29 23 252,937 html 23 252,937 html 
of 2002 30 32 307,391 html 32 307,391 html 
Marketing 
Science 
Totals 109 1,061,118 100 959,213 
1998 17 0 0 n/a 8 307-406 87,852 html 
1999 18 23 272,475 html 23 272,475 html 
Marketing 2000 19 23 270,995 html 23 270,995 html 
Science 2001 20 21 218,649 pdf 21 218,649 pdf 
2002 21 25 303,430 pdf 25 303,430 pdf 
Totals 92 1,065,549 100 1,153,401 
Euro ean 
2000 34 27 218,284 html 0 0 n/a 
p 
Journal of 
2001 35 64 498,552 html 57 108-1111 446,883 html 
Marketing 
2002 36 43 355,214 html 43 355,214 html 
Totals 134 1,072,050 100 802,097 
Full Totals 512 5,274,564 500 5,275,402 
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Appendix 3.7 Philosophy 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
2000 52 16 129,459 pdf 0 0 n/a 
2000 53 16 165,887 pdf 15 156,841 pdf 
2001 54 15 121,997 pdf 15 121,997 pdf 
Erkenntnis 2001 55 17 148,398 pdf 17 148,398 pdf 
2002 56 17 150,824 pdf 17 150,824 pdf 
2002 57 19 177,015 pdf 19 177,015 pdf 
2003 58 17 143,945 pdf 17 143,945 pdf 
Totals 117 1,037,525 100 899,020 
1998 41 17 136,123 pdf 3 404-406 26,978 pdf 
1999 42 24 241,723 pdf 24 241,723 pdf 
Inquiry 2000 43 26 230,737 pdf 26 230,737 pdf 
2001 44 22 244,015 pdf 22 244,015 pdf 
2002 45 25 194,929 pdf 25 194,929 pdf 
Totals 114 1,047,527 100 938,382 
1998 73 8 39,569 pdf 0 0 n/a 
1999 74 24 201,901 pdf 3 404-406 22,181 pdf 
Phil h 
2000 75 24 213,925 pdf 24 213,925 pdf osop y 2001 76 26 202,472 pdf 26 202,472 pdf 
2002 77 24 214,194 pdf 24 214,194 pdf 
2003 78 23 159,315 pdf 23 159,315 pdf 
Totals 129 1,031,376 100 812,087 
1994 103 15 206,082 of 15 205,012 of 
1995 104 11 127,292 of 11 127,292 of 
1996 105 0 0 n/a 10 136,340 pdf 
The 1997 106 12 177,745 pdf 12 177,745 pdf 
Philosophical 1998 107 11 175,799 pdf 11 175,799 pdf 
Review 1999 108 11 166,869 pdf 11 166,869 pdf 
2000 109 12 171,140 pdf 12 171,140 pdf 
2001 110 0 0 n/a 11 166,389 of 
2002 111 0 0 n/a 7 101-302 106,427 of 
Totals 72 1,024,927 100 1,433,013 
1991 41 18 142,443 of 0 0 n/a 
1992 42 18 136,336 of 0 0 n/a 
1993 43 17 123,080 of 2 405-406 13,250 of 
The 1994 44 16 124,269 of 16 124,269 of 
Philosophical 1995 45 19 124,883 of 19 124,883 of 
Quarterly 1996 46 0 0 n/a 16 114,226 pdf 
1997 47 17 142,604 pdf 17 142,604 pdf 
1998 48 17 121,699 pdf 17 121,699 pdf 
1999 54 13 117,292 pdf 13 117,292 pdf 
Totals 135 1,032,606 100 758,223 
Full Totals 567 5,173,961 500 4,840,725 
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Appendix 3.8: Sociology 
Isolexical Isotextual 
Year Vol. Texts Tokens Format Texts Details Tokens Format 
American 1998 104 0 0 n/a 10 503-606 158,706 
Journal of 1999 105 38 581,495 html 38 581,495 html 
Sociology 2000 106 0 0 na 24 301-606 401,434 
2001 107 28 478,367 html 28 478,367 html 
Totals 66 1,059,862 100 1,620,002 
The 1999 47 28 281,342 html 21 201-407 216,291 html 
Sociological 2000 48 30 282,030 html 30 282,030 html 
Review 2001 49 21 196,172 html 21 196,172 html 
2002 50 21 192,205 html 21 192,205 html 
2003 51 7 74,079 pdf 7 74,079 pdf 
Totals 107 1,025,828 100 960,777 
Current 1999 47 6 44,814 pdf 0 0 n/a 
Sociology 2000 48 21 164,798 pdf 0 0 n/a 
2001 49 38 311,023 pdf 33 106-606 262,534 pdf 
2002 50 41 304,650 pdf 41 304,650 pdf 
2003 51 26 200,465 pdf 26 200,465 pdf 
Totals 132 1,025,750 100 767,649 
British 1999 50 12 98,599 html 0 0 n/a 
Journal of 2000 51 27 267,475 html 24 104-308 243,886 html 
Sociology 2001 52 33 304,493 html 33 304,493 html 
2002 53 35 300,040 html 35 300,040 html 
2003 54 8 66,474 html 8 66,474 html 
Totals 115 1,037,081 100 914,893 
Annual 2000 26 22 242,417 pdf 22 242,417 pdf 
Review of 2001 27 19 243,147 pdf 19 243,147 pdf 
Sociology 2002 28 20 257,765 pdf 20 257,765 pdf 
2003 29 24 289,435 pdf 24 289,435 pdf 
2004 30 0 0 n/a 15 157,159 pdf 
Totals 85 1,032,764 100 1,189,923 
Full Totals 505 5,181,285 500 5,453,244 
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Appendix 4: Comparison of top 50 3-word patterns: Cell Bio. 
3-word patterns in Cell 
Biology 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
the presence of 3,176 1 2564 1 0 
in the presence 2,353 2 1939 2 0 
is required for 1,708 3 1289 4 -1 
the absence of 1,703 4 1364 3 1 
in the absence 1,576 5 1274 5 0 
the plasma membrane 1,359 6 1134 6 0 
as well as 1,279 7 1018 7 0 
at 37 c 1,217 8 998 8 0 
in response to 1,194 9 959 9 0 
at 4c 1,106 10 891 10 0 
the formation of 961 11 717 12 -1 
as described reviousl 908 12 798 11 1 
the role of 881 13 705 13 0 
the expression of 851 14 652 16 -2 
the cells were 832 15 665 15 0 
we found that 809 16 670 14 2 
the effect of 799 17 649 17 0 
the number of 791 18 623 19 -1 
been shown to 754 19 572 22 -3 
of the cell 743 20 603 20 0 
for 1h 732 21 578 21 0 
a and b 717 22 636 18 4 
the ability of 711 23 568 23 0 
for 30 min 709 24 561 24 0 
required for the 708 25 502 27 -2 
consistent with the 673 26 515 26 0 
were incubated with 660 27 526 25 2 
as shown in 654 28 463 31 -3 
the amount of 607 29 474 29 0 
as described in 604 30 498 28 2 
activation of the 594 31 448 35 -4 
the effects of 593 32 502 27 5 
the cell cycle 591 33 421 41 -8 
has been shown 579 34 430 40 -6 
the cell surface 568 35 468 30 5 
is essential for 567 36 459 32 4 
involved in the 558 37 456 33 4 
expression of the 557 38 448 36 2 
at room temperature 555 39 459 32 7 
the actin cytoskeleton 551 40 447 37 3 
the level of 545 41 446 38 3 
the activation of 542 42 407 44 -2 
analysis of the 541 43 450 34 9 
results indicate that 523 44 342 68 -24 
to determine whether 522 45 351 64 -19 
were treated with 517 46 420 42 4 
we show that 511 47 402 47 0 
shown in fi 510 48 350 65 -17 
the localization of 510 48 418 43 5 
the re ulation of 503 49 433 39 10 
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Appendix 5: Comparison of top 50 3-word patterns: Electrical 
Engineering 
3-word patterns in 
Electrical Engineering 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
shown in fig 5,574 1 1954 1 0 
due to the 2,812 2 1048 2 0 
as shown in 2,218 3 771 4 -1 
a function of 2,043 4 788 3 1 
in fig 1 1,971 5 554 9 -4 
in fig 2 1,876 6 547 10 -4 
as a function 1,844 7 706 5 2 
in order to 1,827 8 646 6 2 
the number of 1,699 9 637 7 2 
is shown in 1,685 10 577 8 2 
in fig 3 1,468 11 486 11 0 
based on the 1,400 12 449 12 0 
are shown in 1,276 13 449 12 1 
as well as 1,262 14 403 16 -2 
of the proposed 1,219 15 436 14 1 
the case of 1,145 16 430 15 1 
with respect to 1,121 17 446 13 4 
in fig 4 1,067 18 392 17 1 
function of the 1,015 19 354 20 -1 
the presence of 985 20 301 28 -8 
it can be 978 21 384 18 3 
the use of 976 22 323 25 -3 
in this letter 971 23 150 90 -67 
in terms of 938 24 288 29 -5 
the effect of 887 25 326 23 2 
in the case 869 26 359 19 7 
is given by 859 27 344 22 5 
dependence of the 856 28 324 24 4 
can be seen 821 29 317 26 3 
that of the 814 30 256 37 -7 
one of the 805 31 271 33 -2 
in this case 785 32 286 30 2 
in fig 5 746 33 305 27 6 
can be used 729 34 262 34 0 
used in the 728 35 288 29 6 
at room temperature 727 36 213 48 -12 
is used to 723 37 261 35 2 
on the other 709 38 276 31 7 
in this paper 701 39 346 21 18 
may be more 699 40 286 30 10 
can be obtained 698 41 260 36 5 
value of the 698 41 272 32 9 
be more efficient 694 42 200 54 -12 
using a second 693 43 202 53 -10 
are available with 692 44 200 54 -10 
efficient using a 691 45 200 54 -9 
more efficient using 691 45 200 54 -9 
the value of 665 46 240 40 6 
the other hand 662 47 251 38 9 
accordin to the 648 48 234 42 6 
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Appendix 6: Comparison of top 50 3-word patterns: 
Mechanical Engineering 
3-word patterns in 
Mechanical Engineering 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
shown in fig 3862 1 2001 1 0 
in order to 2273 2 1209 2 0 
as shown in 1714 3 834 6 -3 
the number of 1684 4 946 3 1 
due to the 1648 5 901 4 1 
based on the 1609 6 875 5 1 
the effect of 1489 7 800 7 0 
with respect to 1486 8 738 8 0 
the case of 1254 9 617 9 0 
in terms of 1174 10 585 10 0 
in this paper 1119 11 546 12 -1 
as well as 1107 12 553 11 1 
a function of 1036 13 544 13 0 
it can be 972 14 513 14 0 
is shown in 947 15 497 16 -1 
are shown in 906 16 446 22 -6 
in fig 1 904 17 488 18 -1 
in the case 892 18 455 20 -2 
the use of 860 19 493 17 2 
in fig 2 858 20 427 24 -4 
in the resent 819 21 484 19 2 
as a function 813 22 419 26 -4 
the effects of 783 23 499 15 8 
values of the 771 24 420 25 -1 
respect to the 771 24 402 30 -6 
in fig 4 758 25 388 31 -6 
one of the 747 26 414 29 -3 
is given by 741 27 415 28 -1 
in fig 3 736 28 362 36 -8 
part of the 733 29 436 23 6 
in this study 730 30 452 21 9 
according to the 694 31 346 38 -7 
1 and 2 693 32 315 45 -13 
used in the 684 33 370 33 0 
to determine the 677 34 370 33 1 
the influence of 672 35 416 27 8 
can be obtained 667 36 337 41 -5 
in this case 656 37 338 40 -3 
the results of 653 38 376 32 6 
can be used 649 39 308 49 -10 
value of the 639 40 333 42 -2 
can be seen 635 41 370 33 8 
analysis of the 631 42 365 35 7 
the value of 625 43 340 39 4 
length of the 621 44 327 43 1 
in table 1 611 45 318 44 1 
in fig 5 600 46 304 50 -4 
function of the 595 47 311 47 0 
is used to 568 48 293 53 -5 
of the flow 566 49 361 37 12 
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Appendix 7: Comparison of top 50 3-word patterns: Nuclear 
Physics 
3-word patterns in Nuclear 
Physics 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
in order to 2,270 1 1223 1 0 
a function of 2,234 2 1021 6 -4 due to the 2,231 3 1205 3 0 
as a function 2,100 4 941 7 -3 
in terms of 1,996 5 1214 2 3 
the case of 1,778 6 1026 5 1 
the number of 1,673 7 931 8 -1 
is given by 1,571 8 1047 4 4 
shown in fig 1,515 9 764 12 -3 
as well as 1,499 10 834 9 1 
part of the 1,374 11 738 13 -2 
in the case 1,361 12 784 11 1 
with respect to 1,337 13 792 10 3 
function of the 1,224 14 584 19 -5 
dependence of the 1,127 15 647 14 1 
the fact that 1,107 16 647 14 2 
values of the 1,074 17 633 16 1 
in this case 1,063 18 643 15 3 
the ground state 1,060 19 478 28 -9 
in fig 1 1,053 20 548 23 -3 
on the other 1,032 21 567 21 0 
in the present 1,019 22 590 17 5 
based on the 996 23 507 26 -3 
the other hand 990 24 555 22 2 
terms of the 951 25 587 18 7 
in fig 2 950 26 400 35 -9 
the results of 924 27 472 29 -2 
the cross section 910 28 462 30 -2 
in this paper 898 29 573 20 9 
value of the 878 30 524 24 6 
one of the 868 31 432 34 -3 
the value of 849 32 498 27 5 
energy of the 842 33 390 36 -3 
the presence of 840 34 514 25 9 
are shown in 813 35 383 39 -4 
related to the 789 36 447 32 4 
respect to the 778 37 432 34 3 
in fig 3 769 38 348 43 -5 
the effect of 762 39 437 33 6 
agreement with the 752 40 381 40 0 
given by the 732 41 447 31 10 
the experimental data 727 42 390 36 6 
because of the 688 43 304 63 -20 
is shown in 686 44 343 46 -2 
note that the 678 45 389 37 8 
of the two 675 46 329 52 -6 
corresponding to the 669 47 390 36 11 
degrees of freedom 664 48 338 48 0 
analysis of the 640 49 333 50 -1 
there is no 634 50 386 38 12 
Page 265 
Appendix 8: Comparison of top 50 3-word patterns: 
Economics 
3-word patterns in 
Economics 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
the number of 1,910 1 2147 1 0 
the united states 1,416 2 1484 2 0 
there is a 1,334 3 1355 4 -1 
the effect of 1,251 4 1369 3 1 
the fact that 1,218 5 1315 5 0 
with respect to 1,147 6 1203 7 -1 
the set of 1,107 7 1110 8 -1 
the value of 1,105 8 1205 6 2 
there is no 1,028 9 1063 10 -1 
in which the 983 10 1046 11 -1 
in this case 967 11 1020 12 -1 
as well as 947 12 1077 9 3 
in terms of 934 13 986 15 -2 
in the united 930 14 988 13 1 
the effects of 910 15 987 14 1 
an increase in 906 16 974 16 0 
in this paper 884 17 966 17 0 
in order to 859 18 925 19 -1 
is given by 857 19 863 22 -3 
we assume that 843 20 926 18 2 
the level of 810 21 854 23 -2 
the case of 803 22 888 20 2 
the distribution of 780 23 868 21 2 
increase in the 775 24 831 24 0 
of the model 771 25 818 25 0 
on the other 735 26 756 29 -3 
value of the 709 27 754 30 -3 
the size of 704 28 784 26 2 
if and only 700 29 702 35 -6 
and only if 698 30 700 36 -6 
is that the 695 31 760 28 3 
the impact of 676 32 743 31 1 
the probability of 657 33 699 37 -4 
changes in the 655 34 709 34 0 
a number of 652 35 724 32 3 
the presence of 650 36 710 33 3 
the other hand 649 37 667 40 -3 
that there is 630 38 656 42 -4 
as a result 609 39 662 41 -2 
the rate of 592 40 622 46 -6 
the existence of 589 41 593 51 -10 
in the first 588 42 672 39 3 
the cost of 580 43 615 47 -4 
percent of the 578 44 764 27 17 
in the case 566 45 609 49 -4 
size of the 564 46 640 43 3 
assume that the 562 47 603 50 -3 
consistent with the 558 48 610 48 0 
likely to be 558 48 623 45 3 
the us 552 49 609 49 0 
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Appendix 9: Comparison of top 50 3-word patterns: Marketing 
3-word patterns in 
Marketing 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
the number of 1585 1 1586 1 0 
as well as 1573 2 1538 2 0 
the effect of 1441 3 1481 3 0 
the effects of 1413 4 1431 4 0 
in terms of 1399 5 1339 7 -2 the impact of 1355 6 1356 5 1 
the use of 1313 7 1352 6 1 
the role of 1167 8 1122 9 -1 
the basis of 1093 9 1127 8 1 
on the basis 1033 10 1068 10 0 
one of the 935 11 918 11 0 
the relationship between 919 12 908 12 0 
the importance of 905 13 883 13 0 
each of the 852 14 874 14 0 
the level of 832 15 760 17 -2 
more likely to 808 16 800 15 1 
likely to be 779 17 779 16 1 
based on the 733 18 705 23 -5 
there is a 732 19 732 20 -1 
are likely to 729 20 752 19 1 
extent to which 724 21 755 18 3 
the nature of 710 22 709 21 1 
the extent to 702 23 732 20 3 
in which the 680 24 708 22 2 
is likely to 678 25 680 24 1 
the context of 671 26 666 26 0 
the results of 669 27 637 27 0 
the development of 668 28 580 34 -6 
with respect to 644 29 673 25 4 
as a result 639 30 624 30 0 
may not be 637 31 637 27 4 
the case of 636 32 634 28 4 
a number of 624 33 572 36 -3 
in this study 612 34 596 31 3 
consistent with the 594 35 628 29 6 
in other words 578 36 587 32 4 
in the context 574 37 573 35 2 
in order to 570 38 466 50 -12 
the influence of 570 58 572 36 22 
because of the 551 39 583 33 6 
a function of 550 40 563 38 2 
of market orientation 548 41 458 51 -10 
of the product 538 42 567 37 5 
nature of the 505 43 510 40 3 
related to the 504 44 491 44 0 
some of the 503 45 515 39 6 
in addition to 501 46 502 42 4 
part of the 488 47 489 46 1 
the value of 484 48 499 43 5 
there is no 477 49 490 45 4 
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Appendix 10: Comparison of top 50 3-word patterns: 
Philosophy 
3-word patterns in 
Philosophy 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
that it is 2,660 1 2468 1 0 
it is not 2,304 2 2096 2 0 
the fact that 2,245 3 2060 3 0 
there is a 2,211 4 2006 6 -2 
there is no 2,205 5 2051 4 1 
that there is 2,121 6 2032 5 1 
in terms of 1,933 7 1791 7 0 
in order to 1,613 8 1499 8 0 
to say that 1,366 9 1254 9 0 
it is a 1,184 10 1088 12 -2 
that there are 1,175 11 1107 11 0 
with respect to 1,155 12 1165 10 2 
the existence of 1,154 13 1004 17 -4 
the concept of 1,148 14 1064 13 1 
the case of 1,100 15 1033 14 1 
to be a 1,068 16 1010 16 0 
is not a 1,053 17 955 19 -2 
the claim that 1,052 18 1016 15 3 
the notion of 1,037 19 949 20 -1 
i do not 1,012 20 963 18 2 
on the other 1,011 21 917 21 0 
it does not 971 22 893 22 0 
the possibility of 949 23 856 25 -2 
the nature of 940 24 886 23 1 
in the case 917 25 860 24 1 
in which the 901 26 840 26 0 
is to be 890 27 827 27 0 
one of the 867 28 787 30 -2 
as well as 853 29 769 34 -5 
part of the 837 30 820 28 2 
it would be 835 31 811 29 2 
is that the 829 32 781 31 1 
the basis of 827 33 780 32 1 
it is the 808 34 746 36 -2 
in the sense 807 35 771 33 2 
a matter of 806 36 752 35 1 
but it is 796 37 703 42 -5 
is not the 795 38 718 40 -2 
the problem of 789 39 667 45 -6 
if it is 788 40 735 38 2 
the idea that 785 41 721 39 2 
of the world 759 42 703 42 0 
to show that 753 43 707 41 2 
be able to 742 44 740 37 7 
the idea of 738 45 670 44 1 
the other hand 734 46 670 44 2 
on the basis 722 47 679 43 4 
to be the 711 48 655 47 1 
and so on 692 49 628 50 -1 
this is not 686 50 619 51 -1 
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Appendix 11: Comparison of top 50 3-word patterns: 
Sociology 
3-word patterns in 
Sociology 
Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
in terms of 1,757 1 1784 1 0 
as well as 1,717 2 1766 2 0 
the united states 1,227 3 1475 3 0 
in order to 1,149 4 1123 7 -3 
one of the 1,144 5 1124 6 -1 
a number of 989 6 1011 8 -2 the role of 945 7 952 10 -3 
the number of 918 8 1129 4 4 
the effects of 910 9 1125 5 4 
the fact that 901 10 878 14 -4 
part of the 886 11 870 15 -4 
there is a 863 12 891 13 -1 
the development of 857 13 920 11 2 
in the united 801 14 965 9 5 
on the other 767 15 768 19 -4 
more likely to 735 16 864 16 0 
the importance of 733 17 782 17 0 
of the social 727 18 686 23 -5 
the case of 724 19 769 18 1 
the use of 720 20 751 21 -1 
the concept of 709 21 657 29 -8 
some of the 689 22 670 26 -4 
the effect of 685 23 918 12 11 
it is not 683 24 671 25 -1 
at the same 676 25 683 24 1 
the relationship between 675 26 741 22 4 
there is no 675 26 683 24 2 
the same time 674 27 668 27 0 
in relation to 645 28 589 31 -3 
the impact of 644 29 755 20 9 
in which the 624 30 655 30 0 
that it is 595 31 575 36 -5 
likely to be 589 32 663 28 4 
the nature of 589 32 581 34 -2 
ways in which 584 33 544 41 -8 
such as the 573 34 586 33 1 
the basis of 572 35 554 39 -4 
the context of 558 36 530 42 -6 
as a result 551 37 580 35 2 
the end of 549 38 547 40 -2 
the level of 541 39 588 32 7 
the other hand 531 40 526 43 -3 
the study of 528 41 564 38 3 
the idea of 521 42 500 47 -5 
in other words 514 43 525 44 -1 
in the case 502 44 518 45 -1 
the emergence of 484 45 568 37 8 
to be a 468 46 459 52 -6 
a variety of 463 47 499 48 -1 
of the world 462 48 444 55 -7 
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Appendix 12: 
Biology 
Comparison of top 50 4-word patterns: Cell 
4-word patterns in Cell Biology 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
diff. 
in the presence of PP+OF 1970 1 1627 1 0 
in the absence of PP+OF 1359 2 1091 2 0 
has been shown to V/A+TO 400 3 299 5 -2 
cells were transfected with PV+PP 396 4 334 3 1 
to the plasma membrane OPP 364 5 310 4 1 
as shown in fig ADV 353 6 233 8 -2 
these results indicate that VP 349 7 226 12 -5 is required for the BE+NP/AP 342 8 242 7 1 
the presence or absence NP 295 9 231 9 0 
presence or absence of NP+OF 294 10 229 10 0 
it is possible that IT+AP/VP 292 11 227 11 0 
these results suggest that VP 285 12 253 6 6 
in the presence or PP+OF 281 13 222 14 -1 
the presence of the NP+OF 274 14 225 13 1 
in materials and methods OPP 264 15 214 15 0 
in the regulation of PP+OF 259 16 225 13 3 
described in materials and PV+PP 248 17 199 17 0 
for 1h at OPP 248 17 210 16 1 
as described in materials ADV 246 18 197 18 0 
cells were treated with PV+PP 246 18 197 18 0 
as shown in figure ADV 245 19 184 21 -2 
according to the manufacturer's OPP 234 20 184 21 -1 
for 30 min at OPP 232 21 193 19 2 
see materials and methods VP 228 22 197 18 4 
had no effect on VP 227 23 184 21 2 
as well as the OTHER 226 24 185 20 4 
at the plasma membrane OPP 224 25 166 28 -3 
at 37 c for OPP 223 26 185 20 6 
have been shown to V/A+TO 222 27 171 25 2 
is consistent with the BE+NP/AP 219 28 151 33 -5 
similar results were obtained VP 217 29 179 22 7 
in the case of PP+OF 212 30 177 23 7 
on the basis of PP+OF 211 31 129 46 -15 
was performed as described PV+PP 211 31 171 25 6 
been shown to be PV+PP 209 32 150 34 -2 
mm he es ph 7 NP 209 32 156 31 1 
of the actin cytoskeleton OPP 208 33 168 27 6 
cells were incubated with PV+PP 204 34 154 32 2 
here we show that VP 202 35 145 37 -2 
min at 37 c NP+PP 199 36 170 26 10 
hat 4c OPP 195 37 149 35 2 
min at 4c NP+PP 193 38 164 29 9 
these data suggest that VP 191 39 172 24 15 
play a role in VP 185 40 159 30 10 
of the cell cycle OPP 183 41 136 40 1 
we have shown that VP 180 42 126 47 -5 
is not required for BE+NP/AP 179 43 129 46 -3 
Lwas added to the PV+PP 178 44 139 39 5 
in this stud we OPP 176 45 146 36 9 
on the other hand OPP 176 45 144 38 7 
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Appendix 13: Comparison of top 50 4-word patterns: 
Electrical Engineering 
4-word patterns in Electrical 
Engineering 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank Rank diff. 
as a function of ADV 1837 1 704 1 0 
as shown in fig ADV 1750 2 608 2 0 
is shown in fig BE+NP/AP 1484 3 522 3 0 
shown in fig 1 PV+PP 1039 4 294 6 -2 
shown in fig 2 PV+PP 885 5 245 10 -5 
are shown in fig PV+PP 870 6 300 5 1 
in the case of PP+OF 810 7 333 4 3 
a function of the NP+OF 765 8 283 7 1 
shown in fig 3 PV+PP 691 9 224 11 -2 
on the other hand OPP 660 10 251 8 2 
with respect to the OPP 638 11 249 9 2 
in this letter we OPP 590 12 - - - 
shown in fig 4 PV+PP 512 13 188 12 1 
in fig 2 the OPP 390 14 121 16 -2 
as well as the OTHER 383 15 113 19 -4 
it can be seen IT+APNP 381 16 148 14 2 
shown in fig 5 PV+PP 363 17 155 13 4 
the performance of the NP+OF 360 18 101 25 -7 
the thickness of the NP+OF 355 19 101 25 -6 
can be used to PV+PP 354 20 133 15 5 
can be expressed as PV+PP 352 21 117 17 4 
in fig 1 the OPP 350 22 - - - 
in this case the OPP 316 23 112 20 3 
is due to the BE+NP/AP 316 24 121 16 8 
can be seen that VP+THAT 296 25 116 18 7 
in terms of the PP+OF 288 26 - - - 
the size of the NP+OF 287 27 108 24 3 
it is possible to IT+APNP 279 28 111 21 7 
than that of the OTHER 279 28 - - - 
in fig 3 the OPP 278 29 - - - 
fig 2 shows the VP 267 30 - - - 
shown in fig 7 PV+PP 266 31 110 22 9 
as can be seen ADV 265 32 108 24 8 
is based on the PV+PP 261 33 - - - 
the fact that the NP+THAT 261 33 - - - 
the length of the NP+OF 260 34 - - - 
the effect of the NP+OF 259 35 111 21 14 
in the range of PP+OF 258 36 - - - 
the case of the NP+OF 253 37 - - - 
it should be noted IT+APNP 250 38 - - - 
the output of the NP+OF 245 39 - - - 
shown in fig 6 PV+PP 241 40 101 25 15 
the magnitude of the NP+OF 240 41 - - - 
is the number of BE+NP/AP 239 42 - - - 
can be written as PV+PP 237 43 - - - 
the amplitude of the NP+OF 237 43 109 23 20 
are shown in fi s PV+PP 236 44 - - - 
at the same time OPP 236 44 - - - 
fig 3 shows the VP 230 45 - - - 
_ the temperature dependence of NP+OF 230 45 - - - 
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Appendix 14: Comparison of top 50 4-word patterns: Mech. Ena 
4-word patterns in 
Mechanical Engineering 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
diff. 
as shown in fig ADV 1410 1 696 1 0 
is shown in fig BE+NP/AP 838 2 439 2 0 
as a function of ADV 810 3 419 3 0 
in the case of PP+OF 799 4 404 4 0 
with respect to the OPP 763 5 396 5 0 
are shown in fig PV+PP 616 6 306 6 0 
shown in fig 1 PV+PP 552 7 297 7 0 
on the other hand OPP 498 8 270 8 0 
shown in fig 2 PV+PP 460 9 228 9 0 
in terms of the PP+OF 392 10 211 11 -1 
a function of the NP+OF 385 11 211 10 1 
shown in fig 3 PV+PP 379 12 187 15 -3 
as well as the OTHER 368 13 193 14 -1 
the length of the NP+OF 367 14 195 13 1 
shown in fig 4 PV+PP 362 15 183 16 -1 
it can be seen IT+AP/VP 357 16 214 10 6 
can be expressed as PV+PP 353 17 161 23 -6 
the effect of the NP+OF 337 18 207 12 6 
can be used to PV+PP 333 19 160 24 -5 
can be written as PV+PP 297 20 160 24 -4 
shown in fig 5 PV+PP 297 20 144 28 -8 
on the basis of PP+OF 291 21 155 26 -5 
the magnitude of the NP+OF 291 21 167 21 0 
it is possible to IT+AP/VP 290 22 172 18 4 
for the case of PP+OF 287 23 129 35 -12 
can be seen that VP+THAT 283 24 165 22 2 
the position of the NP+OF 278 25 137 31 -6 
it should be noted IT+AP/VP 276 26 170 19 7 
the size of the NP+OF 274 27 172 18 9 
in the present study OPP 272 28 168 20 8 
the influence of the NP+OF 268 29 174 17 12 
the end of the NP+OF 267 30 161 23 7 
at the end of PP+OF 265 31 146 27 4 
is based on the PV+PP 265 31 132 33 -2 
it is necessary to IT+AP/VP 258 32 128 36 -4 
should be noted that VP+THAT 258 33 159 25 8 
shown in fi 6 PV+PP 256 34 139 30 4 
is assumed to be PV+PP 251 35 131 34 1 
the center of the NP+OF 242 36 137 31 5 
the results of the NP+OF 239 37 131 34 3 
in this case the OPP 238 38 128 36 2 
the shape of the NP+OF 232 39 133 32 7 
in this paper the OPP 231 40 106 45 -5 
the direction of the NP+OF 227 41 142 29 12 
the accuracy of the NP+OF 224 42 142 29 13 
in the form of PP+OF 223 43 114 41 2 
the value of the NP+OF 212 44 117 39 5 
the surface of the NP+OF 211 45 116 40 5 
the fact that the NP+THAT 209 46 109 43 3 
is the number of BE+NP/AP 206 47 114 41 6 
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Appendix 15: Comparison of top 50 4-word patterns: Nuclear 
Physics 
4-word patterns in Nuclear 
Physics 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
diff. 
as a function of ADV 2092 1 939 1 0 
in the case of PP+OF 1182 2 662 2 0 
on the other hand OPP 983 3 554 3 0 
a function of the NP+OF 869 4 379 6 -2 in terms of the PP+OF 860 5 535 4 1 
with respect to the OPP 757 6 416 5 1 
the fact that the NP+THAT 508 7 300 7 0 
as well as the OTHER 475 8 266 8 0 
in this paper we OPP 469 9 300 7 2 
the case of the NP+OF 460 10 262 9 1 
is shown in fig BE+NP/AP 427 11 213 12 -1 
are shown in fig PV+PP 403 12 202 15 -3 
can be written as PV+PP 397 13 248 11 2 
in this case the OPP 397 14 250 10 4 
shown in fi 1 PV+PP 345 15 166 20 -5 
is given by the BE+NP/AP 333 16 210 13 3 
by a factor of PP+OF 317 17 148 29 -12 
of the order of PP+OF 317 17 162 22 -5 
the other hand the NP 315 18 177 18 0 
the value of the NP+OF 313 19 209 14 5 
the results of the NP+OF 309 20 153 26 -6 
the effect of the NP+OF 304 21 158 24 -3 
the energy of the NP+OF 303 22 139 33 -11 
in the framework of PP+OF 302 23 173 19 4 
the ratio of the NP+OF 292 24 143 31 -7 
can be found in PV+PP 288 25 165 21 4 
in this section we OPP 287 26 195 16 10 
shown in fig 2 PV+PP 286 27 120 46 -19 
the contribution of the NP+OF 284 28 146 30 -2 
the ground state of NP+OF 277 29 114 49 -20 
is due to the BE+NP/AP 275 30 146 30 0 
the sum of the NP+OF 274 31 162 22 9 
in the present work OPP 270 32 160 23 9 
is consistent with the BE+NP/AP 267 33 151 28 5 
the size of the NP+OF 266 34 152 27 7 
in the presence of PP+OF 257 35 184 17 18 
the mass of the NP+OF 249 36 140 32 4 
as shown in fig ADV 247 37 133 37 0 
the calculation of the NP+OF 246 38 155 25 13 
the values of the NP+OF 245 39 133 37 2 
it is possible to IT+AP/VP 241 40 129 39 1 
to the fact that PP+THAT 240 41 127 42 -1 
shown in fig 3 PV+PP 238 42 108 54 -12 
as can be seen ADV 235 43 123 45 -2 
in addition to the OPP 234 44 120 46 -2 
is related to the BE+NP/AP 233 45 133 37 8 
we find that the VP+THAT 233 45 128 41 4 
for the case of PP+OF 232 46 129 39 7 
for the first time OPP 229 47 - - - 
the analysis of the NP+OF 229 47 103 56 -9 
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Appendix 16: Comparison of top 50 4-word patterns: 
Economics 
4-word patterns in 
Economics 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
in the united states OPP 735 1 787 1 0 
if and only if OTHER 682 2 697 2 0 
on the other hand OPP 641 3 666 3 0 
the size of the NP+OF 474 4 532 4 0 
in the absence of PP+OF 409 5 436 6 -1 in the case of PP+OF 408 6 445 5 1 
an increase in the NP+PP 380 7 405 7 0 
as a function of ADV 371 8 384 8 0 
is an element of OTHER 324 9 159 54 -45 
with respect to the OPP 309 10 312 12 -2 
the fact that the NP+THAT 292 11 319 11 0 
in this case the OPP 286 12 297 14 -2 
on the basis of PP+OF 282 13 325 10 3 
it is easy to IT+APNP 280 14 284 18 -4 
the value of the NP+OF 280 14 300 13 1 
in terms of the PP+OF 278 15 286 16 -1 
in this paper we OPP 273 16 300 13 3 
in this section we OPP 268 17 291 15 2 
in the presence of PP+OF 266 18 273 21 -3 
in the sense that PP+THAT 255 19 255 24 -5 
we assume that the VP+THAT 254 20 276 18 2 
in the context of PP+OF 246 21 274 20 1 
at the beginning of PP+OF 245 22 284 18 4 
at the end of PP+OF 245 22 285 17 5 
as well as the OTHER 235 23 276 19 4 
the case in which NP 231 24 257 23 1 
the rest of the NP+OF 229 25 267 22 3 
at the same time OPP 226 26 250 25 1 
is consistent with the BE+NP/AP 219 27 231 27 0 
the united states and NP 214 28 214 32 -4 
the end of the NP+OF 210 29 239 26 3 
that there is a THAT 207 30 209 33 -3 
the effect of the NP+OF 207 30 228 28 2 
as a result of ADV 203 31 218 31 0 
the change in the NP 196 32 221 30 2 
in the long run OPP 194 33 227 29 4 
federal reserve bank of NP+OF 191 34 201 35 -1 
in the united kingdom OPP 190 35 196 37 -2 
the extent to which NP 188 36 204 34 2 
the existence of a NP+OF 180 37 170 50 -13 
a function of the NP+OF 178 38 184 42 -4 
to the extent that PP+THAT 177 39 209 33 6 
the growth rate of NP+OF 176 40 178 46 -6 
can be written as PV+PP 171 41 187 40 1 
is likely to be BE+NP/AP 171 41 193 38 3 
is equal to the BE+NP/AP 169 42 161 52 -10 
it is possible to IT+APNP 167 43 179 45 -2 
are more likely to V/A+TO 165 44 187 39 5 
the sum of the NP+OF 163 45 172 48 -3 
a lar e number of NP+OF 162 46 172 48 -2 
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Appendix 17: Comparison of top 50 4-word patterns: Marketing 
4-word patterns in Marketing 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
on the basis of PP+OF 1024 1 1062 1 0 
the extent to which NP 701 2 731 2 0 
in the context of PP+OF 561 3 562 3 0 
the degree to which NP 400 4 406 4 0 
in the case of PP+OF 390 5 380 5 0 
as well as the OTHER 362 6 349 7 -1 
on the other hand OPP 353 7 331 9 -2 
are more likely to V/A+TO 348 8 350 6 2 
it is important to IT+APNP 329 9 334 8 1 
as a function of ADV 303 10 314 10 0 
the nature of the NP+OF 303 10 303 12 -2 
the basis of the NP+OF 293 11 301 13 -2 
for each of the PP+OF 280 12 287 14 -2 
as a result of ADV 274 13 265 16 -3 
in the united states OPP 263 14 309 11 3 
in terms of the PP+OF 254 15 242 18 -3 
are likely to be V/A+TO 247 16 250 17 -1 
at the same time OPP 241 17 224 20 -3 
than or equal to OTHER 239 18 274 15 3 
the results of the NP+OF 235 19 220 21 -2 
is likely to be BE+NP/AP 230 20 229 19 1 
in the absence of PP+OF 206 21 204 22 -1 
can be used to PV+PP 204 22 203 23 -1 
to the extent that PP+THAT 195 23 198 24 -1- 
in the form of PP+OF 194 24 196 25 -1 
the size of the NP+OF 193 25 187 27 -2 
with respect to the OPP 192 26 196 25 1 
the quality of the NP+OF 189 27 220 21 6 
extent to which the NP 188 28 190 26 2 
is consistent with the BE+NP/AP 178 29 187 27 2 
a function of the NP+OF 174 30 174 28 2 
at the time of PP+OF 170 31 146 35 -4 
is more likely to BE+NP/AP 168 32 166 32 0 
more likely to be OTHER 167 33 168 30 3 
in addition to the OPP 163 34 167 31 3 
it is possible that IT+APNP 159 35 172 29 6 
on the part of PP+OF 149 36 152 34 2 
a hi h degree of NP+OF 147 37 133 42 -5 
is based on the PV+PP 147 37 143 37 0 
less than or equal OTHER 147 37 162 33 4 
the total number of NP+OF 145 38 152 34 4 
a large number of NP+OF 143 39 140 38 1 
in the next section OPP 141 40 
152 34 6 
in the presence of PP+OF 141 40 
138 39 1 
the relationship between the NP 140 41 146 
36 5 
a wide range of NP+OF 136 42 137 
40 2 
a high level of NP+OF 133 43 
130 44 -1 
of the variance in OPP 131 
44 126 45 -1 
the impact of the NP+OF 131 44 
131 43 1 
the case of the NP+OF 128 45 
120 49 -4 
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Appendix 18: Comparison of top 50 4-word patterns: 
Philosophy 
4-word patterns in 
Philosophy 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
in the case of PP+OF 826 1 774 1 0 
on the other hand OPP 730 2 667 2 0 
on the basis of PP+OF 701 3 664 3 0 
that there is a THAT 678 4 643 4 0 
if and only if OTHER 545 5 495 5 0 
that there is no THAT 499 6 486 6 0 
in terms of the PP+OF 453 7 424 7 0 
at the same time OPP 427 8 412 8 0 
in the sense that PP+THAT 385 9 360 9 0 
the fact that the NP+THAT 362 10 338 10 0 
on the one hand OPP 352 11 316 11 0 
it is true that IT+APNP 339 12 296 12 0 
in such a way OPP 311 13 270 16 -3 
that it is not THAT 302 14 273 15 -1 
in so far as OPP 295 15 239 23 -8 
the way in which NP 292 16 282 14 2 
in a way that PP+THAT 286 17 286 13 4 
in the context of PP+OF 280 18 264 17 1 
in the sense of PP+OF 270 19 257 18 1 
as we have seen ADV 259 20 251 21 -1 
it seems to me IT+APNP 256 21 254 19 2 
to be able to VP 251 22 253 20 2 
for the sake of OPP 247 23 249 22 1 
as a matter of ADV 244 24 212 27 -3 
from the fact that PP+THAT 233 25 208 29 -4 
that it is a THAT 233 25 213 26 -1 
it is possible to IT+APNP 232 26 212 27 -1 
to say that the VP 232 26 224 25 1 
that is to say THAT 229 27 207 30 -3 
with respect to the OPP 227 28 237 24 4 
there is no reason PRON 226 29 198 32 -3 
the property being NP+OF 223 30 188 37 -7 
such a way that OTHER 222 31 190 35 -4 
the nature of the NP+OF 215 32 210 28 4 
it is not the OTHER 212 33 170 45 -12 
of the concept of PP+OF 212 33 186 39 -6 
would have to be OTHER 205 34 197 33 1 
the notion of a NP+OF 204 35 187 38 -3 
in the philosophy of PP+OF 203 36 206 31 5 
it is important to IT+AP/VP 202 37 195 34 3 
but it is not IT+APNP 200 38 162 50 -12 
in a position to OPP 200 38 239 
23 15 
in the same way OPP 199 39 188 
37 2 
it is clear that IT+APNP 199 40 184 
40 0 
it is hard to IT+AP/VP 198 41 179 42 -1 
in the light of PP+OF 197 42 
189 36 6 
one and the same NP 194 
43 177 43 0 
in the absence of PP+OF 189 
44 167 48 -4 
the case of the NP+OF 188 
45 182 41 4 
in the course of PP+OF 186 
46 170 45 1 
Page 276 
Appendix 19: Comparison of top 50 4-word patterns: Sociology 
4-word patterns in 
sociology 
Form Isolexical 
frequency 
Isolexical 
rank 
Isotextual 
frequency 
Isotextual 
rank 
Rank 
difference 
in the united states OPP 767 1 767 1 0 
at the same time OPP 640 2 632 2 0 
on the other hand OPP 531 3 525 3 0 
in the case of PP+OF 474 4 486 4 0 
in the context of PP+OF 439 5 421 6 -1 
on the basis of PP+OF 436 6 428 5 1 
the ways in which NP 391 7 355 10 -3 
the extent to which NP 385 8 388 7 1 
in terms of the PP+OF 357 9 371 8 1 
on the one hand OPP 342 10 338 11 -1 
are more likely to V/A+TO 307 11 361 9 2 
the end of the NP+OF 304 12 296 15 -3 
as well as the OTHER 302 13 312 12 1 
as a result of ADV 297 14 301 13 1 
it is important to IT+APNP 274 15 299 14 1 
in the form of PP+OF 249 16 250 17 -1 
to the extent that PP+THAT 243 17 265 16 1 
one of the most NP 236 18 235 18 0 
the nature of the NP+OF 231 19 234 19 0 
the way in which NP 220 20 198 22 -2 
at the level of PP+OF 218 21 203 21 0 
more likely to be OTHER 204 22 224 20 2 
in relation to the OPP 197 23 175 26 -3 
at the end of PP+OF 179 24 189 23 1 
the social construction of NP+OF 176 25 170 27 -2 
the role of the NP+OF 175 26 166 29 -3 
the case of the NP+OF 173 27 181 24 3 
on the part of PP+OF 172 28 154 35 -7 
the fact that the NP+THAT 169 29 169 28 1 
of the social sciences OPP 168 30 146 46 -16 
in the face of PP+OF 164 31 159 32 -1 
of women in the OPP 157 32 156 34 -2 
at the time of PP+OF 150 33 160 31 2 
in the absence of PP+OF 149 34 161 30 4 
it is possible to IT+APNP 149 34 140 38 -4 
in the sense that PP+THAT 148 35 144 37 -2 
there has been a PRON 145 36 137 40 -4 
is one of the BE+NP/AP 143 37 131 44 -7 
the degree to which NP 142 38 158 33 5 
the united states and NP 139 39 177 25 14 
that there is a THAT 134 40 140 38 
2 
of the welfare state OPP 133 41 123 49 -8 
in the social sciences OPP 132 42 134 42 
0 
as a means of ADV 131 43 146 
36 7 
can be seen as VP+ADV 131 43 120 
52 -9 
in the course of PP+OF 131 43 127 
47 -4 
in the process of PP+OF 130 44 
121 51 -7 
as part of the ADV 129 45 
122 50 -5 
in the number of 
a wide range of 
PP+OF 
NP+OF 
127 
126 
46 
47 
134 
137 
42 
40 
4 
7 
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Appendix 20: Lexis framed by in the case of the 
20a) Science disciplines 
Cell Bio aggresomes; cells; channels; column; cones; CSP83-198; E2; hammerhead, - 
ligament(s), markers; melanosome; mutant; panel; promoter; protein; 
receptor; regulator; replisome; Spindles; state; strain; strengths; transgene; 
treatments; TTSS; variant 
Electrical absence; anisotropy; components; control; converter (2); devices; dimension; 
Engineering electrode; etching; fault; field; film (4); films (3); gas (2) generation; grid (3); 
H-bridge; heterostructure; HF-UPC; HPA; Hugoniot; igniter; invertor; ions; 
loop; machine (2); material; parameter; paths; range (2) rectifier; rectifiers; 
resonator; sample (3); samples (4); set; signal; spacing (2); strategy; 
structure (2); system (3); topology; transmission (2); voltages (3) 
Mechanical analysis; beams; behaviour; bending; bodies; boundary; capacity (4); 
Engineering cascade; curve (3); CVT; data (3); diameter; drive (5); example; features; 
film; fluorosopy; fraction; fracture; functions; gap (2); generation; IKM; 
industry; interface; lubricant; manipulator; material; mechanism (3); 
mechanisms (2); method; model (5); modulus; nozzle; number; onset; 
particle (2); particles (2); perturbation (2); platform; pressure; problem (2); 
prototype; punch; results; set (2); shortness; singularity; size; steel; surface; 
system; tool (3); Venturi; wake (2); waves (2) 
Nuclear Onbb; 1); analysis; anti-neutrinos; antiproton; background (4); bang; brane; 
Physics calculation; capture (2); chain; channel (3); classification; compactification; 
constraints; contribution; coupling; couplings; data; decay; decays; 
description; deuteron (3); diagrams; dibaryon; doublets; DR (2); droplet; 
effects; elements; emission (2); energy (2); EOS; equation; excitation (2); 
experiment; factor (2); formulation; function (3); functions; g; galaxies; gas; 
GMR; Hamiltonian; IBFBPM; instanton; interaction (3); isomer (2) isotones; 
isotopes (3); Lagrangian; lattice; level; levels; map; measurement (2); 
measurements; method; mode; model (13); models; MSSM; necessity; nuclei 
(4); nucleon (2) nucleus (6); operator; operators; oscillator; particle (2); phase 
(3); plane; potential (4); process (2); propagator; quarks (2); rate; reaction 
(10); reactions (4); realisation; reduction; region; resonance (2); result; 
scattering; section (4); self-energy; setup (2); SGII (3); SIll (5); simulation; 
situation; solution; states (5); supposition; system (4); target; theory (2); 
torus; transition (3); tube; wall; waves 
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20b) Non-Science disciplines 
Economics agents; caste; components; country; crisis; criterion (2); cut; dictators; dummy; economies; 
economy (5); equation; example; formula (2); function (2); games; IMF; industry (2); 
Kingdom (3); L-1011; logit; mark; miracle; model (6); Netherlands (2); paper; parameters; 
period; probability; problem (2); programme; rate; regressors (3); results; score; security; 
States (2); structure; survey; tournament; treatments (2); Treaty (2); vaccine; yen 
Marketing advertisement (2); arrangement; attention; brand (11); categories (3); category (3); choice; 
competition; computer (2); conditions; conference; congress; designs; elasticity; emphasis 
(2); entrant; example (3); extension (3); fee; former; index; industry (2); latter (2); market 
(3); merger; model (5); models; name (2); parties; permit; provider; questions; 
relationships; scale; scandal; specification; sponsorship; state (2); studies; study; Taurus; 
variable; version 
Philosophy agent; agents; A-image (5); assassin; attitudes; attribution; B-image (4); blasts; body; 
brightness-line; brightness-space; builders; categories (4); causation; child; community (2); 
concept (2); concepts; connectives; constants; copula; difficulties; disclosure; distinction 
(2); doctrine; dog (2); driver; embryo; endorsement; engine (2); entities; equations; 
essence (4); event; example (2); exemplification; existence; experiment; eye; fish; form; 
former; formulation; game; hologram-viewer; hypothesis; I; 'It's raining'; laws; liar; lines, 
waves; lotteries; moment; moral, legal; names; number; numbers; nurse; occurrent; 
painter; pendulum; person (2); perspective; philosophy; pigeon; Prince; prince, cobbler; 
principle (2); problem (2); properties (4); proposition (3); psychologist; quantifier; quantifier- 
prefixes; question (4); R; reals (2); reasoning; reduction; relation (3); relations; 
representations; revolution; right; sceptic (2); sciences (4); senses; sexers; shoppers; 
solution; substitutions; suggestion; system; theories; theory (3); Thesis; Tractatus; village; 
Way; wedding-speech; whole; woodsellers; workplace; yogi-concepts 
Sociology anti-materialism; anti-Americanism; Armenians; automaker; bank (2); BHPS; bikers; 
bricklayer; committee; commons; communication; company; concepts; contract; control; 
countries; cult; cultures; data, Deal development; East; elite; environmentalists (2); 
fa'afafine; feminists; force; forces; former (3); frame; GDR; genocide; girls; greens (4); grid; 
group; groups; hippies; homeless; industries; industry (3); Internet (3); Israeli-Arabs; 
Japanese; jewellery; latter (2); LFS; MA; Man; Mardu (2); marketing; measure; media; 
military; miner and soldier; model; monopoly; movement (5); Muslims; nationalism; navy; 
NIRA; objects; OCG; officers and servants; owners; panic; patient; Plot; programme; PUH, 
respondent; Right; schema; School; second; sibling (2); SMOs; States (3); studies; super- 
panopticon; survey; system; tagging (4); taking up; telephoning; thesis; Trobrianders; 
UK, 
USA (3); videoing; weavers; world; Zapatistas 
