The Perceived Stress Scale (PSS) is a self-report measure intended to capture the degree to which persons perceive situations in their life as excessively stressful relative to their ability to cope (Cohen, Kamarck, & Mermelstein, 1983) . The PSS has emerged as the most popular measure of perceived stress (Karam et al., 2012) . It has been translated into 25 different languages (Cohen, 2013) , validated on diverse samples (Mitchell, Crane, & Kim, 2008) , and used across a broad range of fields to answer empirical questions and guide clinical practice (e.g., Roberti, Harrington, & Storch, 2006) . Despite this popularity, interest in the PSS's psychometric properties is a relatively recent occurrence and little is known about the measure's psychometric capabilities in the extant literature. The purpose of this article is to address important gaps in the psychometric literature of the 10-item version of the PSS (PSS-10).
The PSS was developed to serve as a global, subjective measure of perceived stress (Cohen et al., 1983) . Cohen et al. (1983) noted at the time that stress measures tended to assess stress objectively (e.g., frequency of stressful stimuli) and emphasize specific events (e.g., job loss) while ignoring the cognitive appraisal process individuals engage in when they encounter stressful stimuli. Cohen et al. (1983) argued that ignoring the appraisal process was limiting and developed the PSS using Lazarus's original transactional stress model to address the problem-a model that characterizes stress in terms of the interchange between the appraisal of the stressor (e.g., severity) and one's perceived ability to cope (Shewchuk, Elliott, MacNair-Semands, & Harkins, 1999) . Although the PSS was developed to primarily serve researchers' interests, it has since been used in clinical settings (Cohen et al., 1983; Mitchell et al., 2008) . Cohen and Williamson (1988) resisted the idea of the PSS as being a diagnostic measure, but Cohen et al. (1983) claimed the instrument likely taps prodromal stages of psychiatric disorders. Thus, the PSS has since been recommended as a means of identifying individuals at risk for worsening conditions, a tool to aid clinicians in treatment planning, and a means of tracking a client's response to an intervention (Roberti et al., 2006) .
To date, there are three standard versions of the PSS: the original 14-item form , the PSS-10, and a four-item form (PSS-4; Cohen et al., 1983) . Cohen et al. (1983) reported that scores on the PSS-14 exhibited good consistency (e.g., Cronbach's alpha was .86 among participants in a smoking-cessation intervention) and moderate predictive and concurrent validity. However, using exploratory factor analysis (EFA) in a subsequent study, Cohen and Williamson (1988) identified four poorly performing items and dropped them from the PSS-14 giving rise to the more commonly used PSS-10. In addition, Cohen and Williamson (1988) further shortened the measure to the PSS-4 for situations where measurements need to be taken quickly. Cohen and Williamson (1988) reported that scores on both the PSS-10 and PSS-4 demonstrated moderate convergent validity, but scores from the PSS-4 exhibited relatively low reliability (␣ ϭ .60) compared to scores produced by the PSS-10 (␣ ϭ .78). As a result, they suggested that the PSS-10 is the best form of the PSS and recommended the PSS-10 be used in future research.
In subsequent studies PSS-10 scores have continued to exhibit good measurement properties consistent with the original findings of Cohen and Williamson (1988) . For example, Karam et al. (2012) reported that PSS-10 scores exhibited good reliability in a sample of pregnant women taking an antidepressant (␣ ϭ .90), including better reliability than scores produced by the PSS-4 (␣ ϭ .79). Mitchell et al. (2008) found PSS-10 scores to exhibit good convergent validity and reported some evidence of concurrent validity. Similar reliability and validity findings have been observed across cultures as well (e.g., Ramírez & Hernanzez, 2007; Reis, Hino, & Rodriguez-Anez, 2010; Remor, 2006) . These studies highlight, however, that the psychometric literature on the PSS-10 has been limited to aggregate-level methods.
While aggregate-level methods are useful, they provide limited information at the item level. Most previous analyses of the PSS assume the items estimate perceived stress across the latent continuum equally well and do not directly assess the fit of the items to a model (Embretson & Reise, 2000) . Thus, there is a need to complement classical psychometric methods with modern methods. Item response theory (IRT) is well-equipped to assess modeldata fit of individual items and to identify the estimation capacity of each item at different points along the latent continuum (de Ayala, 2009 ). Yet IRT analysis has not been used to assess the performance of scores on the PSS-10 at the item level. One exception is that Sharp, Kimmel, Kee, Saltoun, and Chang (2007) reported using IRT to study the PSS; however, none of the IRT results were provided (e.g., item location) as their interest in IRT was limited to tests for racial bias.
Gender Bias
The study by Sharp et al. (2007) introduces the fact that bias is a significant issue for the PSS in general and the PSS-10 specifically. Bias is a test characteristic involving the degree of disparity between respondents' true score on a latent variable and manifest score on the latent indicator (e.g., total test score, subscale score, item score; Sass, 2011) . When bias is present, parameters are likely subject to systematic under-or overestimation (de Ayala, 2009 ). Researchers in the last decade have been particularly interested in bias that varies as a function of sample characteristics (i.e., measurement noninvariance; Milfont & Fischer, 2010; Sass, 2011) . The interest is understandable given that noninvariant measures can undermine the validity of inferences, particularly inferences involving group comparisons (Zumbo, 1999) . Namely, when variance in a measure is a function of the underlying latent variable and an unintended secondary factor such as group membership (i.e., bias), differences observed between groups are not necessarily indicative of differences on the latent variable (Sass, 2011) .
The PSS has been studied in samples with diverse characteristics (e.g., pregnant females taking an antidepressant) often for the purpose of identifying whether the psychometric properties of the PSS (e.g., factor structure) remain invariant under changing conditions (e.g., Karam et al., 2012; Ramírez & Hernanzez, 2007) . Such studies demonstrate the consistency of the PSS's properties across diverse samples, but most have not directly tested for noninvariance. Direct tests for invariance typically take the form of one or more differential item functioning (DIF) methods or multigroup confirmatory factor analysis (MCFA; Stark, Chernyshenko, & Drasgow, 2006) . Although positive findings from DIF tests or MCFA are only cause for further study, if measurement invariance is not supported through one of these approaches then bias can be suspected in the latent indicator (Zumbo, 1999) . In most PSS studies that have employed direct tests for noninvariance evidence of bias has been found (e.g., Sharp et al., 2007) .
Of the possible sources of bias, gender bias has been the most salient for the PSS. Cohen and Williamson (1988) found a statistically significant difference between males' and females' total scores on the PSS-10 with females reporting higher levels of overall perceived stress than males, on average. In studies dividing the PSS-10 and 14 into two subscales, females commonly report higher scores among the negatively phrased items (i.e., Perceived Helplessness Subscale [PHS]) compared to males but not among the remaining positively phrased items (i.e., Perceived SelfEfficacy Subscale [PSES]; e.g., Hewitt, Flett, & Mosher, 1992; Roberti et al., 2006) . Several explanations have been put forth to explain mean gender differences, including that the PSS is gender biased (Lavoie & Douglas, 2012) .
However, the few studies that have directly examined the possibility of gender bias in the PSS have not produced consistent findings. For example, Gitchel, Rosessler, and Turner (2011) used the poly-SIBTEST to conduct a DIF test on six negatively phrased items from the PSS-14. Four of the items were found to exhibit DIF in an adult sample diagnosed with multiple sclerosis (Gitchel et al., 2011) . In contrast, Lavoie and Douglas (2012) used confirmatory factor analysis (CFA) to test for noninvariance in a recently discharged adult psychiatric sample and found none in the PSS-14. Lavoie and Douglas (2012) speculated that the inconsistency between their findings and Gitchel et al.'s (2011) could be attributed to the different types of methods used or the different samples used. The issue of gender bias remains unclear.
Factor Structure
Prior to tackling the invariance issues of the PSS-10, or analysis of the items, the dimensionality of the PSS-10 needs to be firmly established (de Ayala, 2009) . Although results from an EFA suggested the intercorrelations of both the PSS-14 and PSS-10 are explained by two latent factors, Cohen and Williamson (1988) dismissed the second factor as "irrelevant" (p. 43). Since then, nearly all studies have found results similar to that of Cohen and Williamson, with the negatively phrased items loading onto the perceived helplessness factor and the positively phrased items loading onto the perceived self-efficacy factor (e.g., Roberti et al., 2006) . Unlike Cohen and Williamson, other researchers do not reject the second factor as irrelevant. For example, Hewitt et al. (1992) studied the factor structure of the PSS-14 on a psychiatric sample and found that the two factors identified through EFA made distinct contributions in a subsequent regression analysis. Both PHS and PSES predicted depression in women but only the PHS predicted depression in men (Hewitt et al., 1992) . The distinct predictive quality of the subscales suggests the two-factor solution is relevant.
But studies such as Hewitt et al. (1992) have methodological limitations that are important for understanding whether this is a unidimensional measure. First, there is some concern that the manifestation of two latent factors in EFA is an artifact of psychiatric samples (Lavoie & Douglas, 2012) . Second, with few exceptions, EFA has been the method used to determine the number of factors underlying the PSS. Although a powerful tool, EFA is not without problems, such as the criteria researchers use to select the This document is copyrighted by the American Psychological Association or one of its allied publishers.
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number of underlying factors (Ledesma & Valero-Mora, 2007) . For example, Hewitt et al. (1992) used a scree plot to determine the number of factors that underlie the PSS-14. But scree plots have been criticized for being too subjective, and researchers who use them often overestimate the number of factors underlying a measure (Ledesma & Valero-Mora, 2007) . It is possible that studies such as Hewitt et al. (1992) overestimate the number of factors underlying the PSS-10. Still, the cumulative evidence from the literature favors a twofactor model, including with nonclinical samples. Multiple criteria have been applied across studies to determine the number of factors, and the results have been highly consistent regardless of the method used or sample studied. For example, Roberti et al. (2006) found that both the Kaiser criterion and screen plot suggested two factors underlie the PSS-10 in a sample of university students recruited from various introductory courses. The results were supported by a CFA that suggested the two-factor solution exhibits good fit (Roberti et al., 2006) .
Nevertheless, a comparison of competing hypothesized models has not been fully addressed in the literature. Two studies provide limited evidence. Barbosa-Leiker et al. (2013) studied the PSS-10 using CFA and found the unidimensional model tended to fit the data poorly while the two-factor model consistently fit the data well. Leung, Lam, and Chan (2010) reported similar findings from a CFA study of the Chinese version of the PSS-10. Unfortunately, in both studies the ordered categories of the PSS-10 items were treated as continuous, a practice generally discouraged since it can undermine the validity of inferences (Flora & Curran, 2004) . Simulation studies have demonstrated that normal-theory CFA methods tend to underperform ordinal CFA methods when analyzing ordered categories (e.g., exaggerates the misfit of models) and it has been observed in the literature that choice of ordinal CFA methods over that of normal-theory CFA methods can influence outcomes (e.g., Holgado-Tello, Carrasco-Ortiz, Gándara, & Moscoso, 2009; Holgado-Tello, Chacón-Mascoso, Barbero-García, & Vila-Abad, 2010). As a result, it remains unclear whether the one-factor model of the PSS-10 shows good fit and whether a multidimensional model is an improvement over a unidimensional model that justifies rejection of the more parsimonious unidimensional model.
Present Study
The discussion above highlights three significant gaps in the psychometric literature of the PSS-10. First, there is some debate as to whether a one-factor or a two-factor model best describes the underlying factor structure of the PSS-10. Second, there is little information available on the performance of the individual items that make up the PSS-10. In particular, the estimation capacity of each item at different points along the latent continuum is unknown, and it is also unknown whether one or more of the items exhibit poor model-data fit. Finally, it is unclear whether scores on the PSS-10 are subject to gender bias. The concern is that the tendency of female respondents' to report higher levels of global perceived stress, or perceived helplessness, than males on the PSS-10 may not represent genuine differences on the latent variable(s; Lavoie & Douglas, 2012) . Thus, the aim of this study was threefold: (a) clarify the dimensionality of the PSS-10, (b) assess the performance of the items, and (c) test for DIF.
Method Participants
The present analyses uses data from the National Survey of Midlife Development in the United States II (MIDUS II; Ryff, Seeman, & Weinstein, 2004 -2009 ). According to Brim, Ryff, and Kessler (2004) , the MIDUS data consists of English-speaking adults available through random digit dialing from within the 48 contiguous United States. The purpose of MIDUS was to conduct a national longitudinal study of the links between "psychological and social factors" and an array of health outcomes of middle-aged and older adults (Love, Seeman, Weinstein, & Ryff, 2010 , p. 1059 . The first wave (MIDUS I) was initiated in 1995 and was composed of 7,108 adults between the ages of 25 and 74 years (Love et al., 2010; Morozink, Friedman, Coe, & Ryff, 2010) . The second wave (MIDUS II) was initiated in 2004 and was composed of five distinct projects (Love et al., 2010) .
Analyses in this study are based upon 1,236 adults from the Biomarker project, which is a subset of MIDUS II participants (Love et al., 2010) . Love et al. (2010) reported that the Biomarker project added a broad array of biological data to the MIDUS data. To be eligible participants had to be healthy enough to travel to one of three clinics at University of California, Los Angeles; University of Wisconsin; or Georgetown University for 2 days of assessments (Love et al., 2010) . Ages reported in the present sample ranged from 34 to 83 years (M ϭ 54.48, SD ϭ 11.69). Five-hundred forty participants were males, and 696 were females. Approximately 77% identified themselves as White; 17.31% identified themselves as Black and/or African American; and 2.5% identified themselves as Native American or Aleutian Islander/ Eskimo, Asian or Pacific Islander, multiracial, or other. According to Morozink et al. (2010) , participants in the Biomarker project are similar to participants in the MIDUS II except that participants in the Biomarker project reported higher levels of education.
Measure
The PSS-10 is a self-report measure consisting of 10 items purported to measure "how unpredictable, uncontrollable, and overloaded respondents find their lives" (Cohen & Williamson, 1988, p. 34) . According to Cohen and Williamson (1988) , the instrument was designed for use in community samples and assumes respondents have at least a middle school education. Respondents complete the PSS-10 on a Likert-type scale with response categories ranging from 1 (Never) to 5 (Very often) and total scores are tallied by reverse-scoring Items 4, 5, 7, and 8 and then summing across all 10 items (Cohen et al., 1983; Cohen & Williamson, 1988) . Consistent with previous studies, reliability of the overall measure in this sample was .84 while the reliabilities of the PHS and PSES were .86 and .82, respectively (e.g., Roberti et al., 2006) .
Data Analysis
In order to address the first goal three separate factor models were tested using ordinal CFA. The first model specified was a unidimensional congeneric model with all 10 items loaded onto one latent factor (i.e., original hypothesized factor structure; Cohen This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. & Williamson, 1988) . The next two models were an orthogonal two-factor solution and an oblique two-factor solution. In both cases the six negatively phrased items were loaded onto the perceived helplessness factor and the remaining four positively phrased items 1 were loaded onto the perceived self-efficacy factor (Hewitt et al., 1992; Roberti et al., 2006) . All models were estimated by analyzing an asymptotic polychoric covariance matrix using robust unweighted least squares estimation in LISREL 8.80 (Jöreskog & Sörbom, 2006) . Model-data fit was assessed using the comparative fit index (CFI), Tucker-Lewis index (TLI), and rootmean-square error of approximation (RMSEA), indices that are commonly reported in CFA studies with ordinal indicators. Although the literature provides little guidance regarding assessment of model fit with ordinal indicators, prior studies conducting similar analyses have typically considered CFI and TLI values greater than 0.95 as evidence of good model-data fit along with RMSEA values less than 0.06 (e.g., Lavoie & Douglas, 2012; Sass, 2011) . These same guidelines were employed in this study.
Typically, the graded response model (GRM) and rating scale model (RSM) are used to estimate IRT parameters for Likert-type items (de Ayala, 2009). However, there is some evidence that the RSM performs poorly when tests are 20 items or less (Wang & Chen, 2005) . In contrast, the GRM estimates item parameters well in short tests since estimation bias appears to be influenced by sample size rather than test length (Kieftenbeld & Natesan, 2012) . Therefore, the GRM was implemented in the present study to address the second goal. Samejima's (1969) GRM is defined as (de Ayala, 2009, p. 219) :
where the probability of crossing threshold x or higher, on item j, is determined by the person's location , the threshold's location parameter ␦ x j , and the discrimination parameter ␣ j . IRT parameters were estimated in the R package ltm using the unconstrained GRM (Rizopoulos, 2006) . However, ltm does not provide item-fit indices for the GRM. Instead, item-fit was inspected visually using the program MODFIT (Stark, 2002) . In MODFIT an observed category probability curve, or empirical option response function (EMP), is plotted against a predicted category probability curve, or predicted option response function (ORF), for each item's response categories (de Ayala, 2009) . If an observed item curve shows significant deviation from the predicted item curve, then the item is suspected of misfit (de Ayala, 2009). Although item-fit can be assessed using 2 values provided by MODFIT, 2 tests are overpowered when based upon large samples, falsely flagging items as exhibiting misfit (Cheung & Rensvold, 2002) . Note that MODFIT requires an instrument's lowest response category to be coded as 0 (Stark, 2002) . So the PSS-10's items were recoded for the MODFIT analysis with response categories ranging from 0 (Never) to 4 (Very often).
As discussed above, DIF methods and MCFA are commonly used frameworks to assess noninvariance of latent indicators and both are used in the present study (Stark et al., 2006) . There are few DIF methods available for analyzing short tests. However, since there is some evidence that ordinal logistic regression (OLR) adequately controls type I and type II error rates in such cases, OLR was used to address the third goal (Scott et al., 2009) . OLR confers the additional advantage of testing for uniform and nonuniform DIF (Zumbo, 1999) . Uniform DIF occurs when the probably of endorsing a response category is higher for one group compared to another group across all levels of the latent variable's continuum (de Ayala, 2009; Zumbo, 1999) . Nonuniform DIF is similar to uniform DIF except that the group difference is no longer constant (Zumbo, 1999) . Nonuniform DIF is an interaction where the probably of endorsing a response category is higher for one group compared to another group at one end of the latent continuum but lower at the opposite end (de Ayala, 2009 ). In essence, uniform DIF tests whether item locations, analogous to intercepts in CFA, are invariant and nonuniform DIF tests whether item locations and slopes are invariant (de Ayala, 2009; Stark et al., 2006) . Although nonuniform differential test functioning has been investigated in the PSS, to this author's knowledge, nonuniform DIF has not been examined in the PSS before (Lavoie & Douglas, 2012) .
Consistent with standard DIF practices, three proportional odds models were specified: The nonuniform DIF model, uniform DIF model, and the base model (Zumbo, 1999) . Each model was estimated using the R package Ordinal (Christensen, 2011 ). The nonuniform model in the present study is defined as (Zumbo, 1999) :
where the probability of a respondent crossing threshold j with intercept ␣ j is a function of the respondent's total score on the scale (X total ), gender (X gender ), and the interaction of gender and total score (X total by gender ). The uniform model is defined similarly (Zumbo, 1999) :
The base model is defined as (Zumbo, 1999) :
(4) DIF was tested by examining the ratio of likelihoods between models (⌬G 2 )-the ratio between the nonuniform and uniform model to test for nonuniform DIF and the ratio between the uniform and base model to test for uniform DIF (de Ayala, 2009 Jodoin & Gierl, 2001) . MCFA is well suited to assess how items work together to influence scale means, including whether mean differences between groups are genuine or potentially a function of bias (Lavoie & Douglas, 2012; Milfont & Fischer, 2010) . Given that the concern for gender bias emerged from observing mean differences between males and females on PSS scores, MCFA is an appropriate framework to help address the third goal (Lavoie & Douglas, 2012; Milfont & Fischer, 2010) . This study is specifically interested in testing the loadings and intercepts for noninvariance across gender (i.e., scalar invariance [SI]; Sass, 2011) . According 1 Items were reverse scored for all analyses. This document is copyrighted by the American Psychological Association or one of its allied publishers.
to Sass (2011) , loadings and intercepts are used in MCFA to estimate latent factor means and when they fail to be invariant across groups latent mean differences may be obscured by bias, which impedes the attribution of group mean differences to genuine differences on the latent variable(s). Although the emphasis here is on latent means and concern for gender bias emerged from observed means, given the popularity of latent variable modeling, researchers are likely to still be interested in the findings. Furthermore, Lavoie and Douglas (2012) imply that findings regarding bias in latent means are generalizable to observed means as well.
Testing for SI proceeded in four steps as outlined by Sass (2011) . First, the factor solution selected in the initial ordinal CFA was fit in males and females separately and examined for modeldata fit to identify whether the factor structure is invariant across gender (i.e., configural invariance [CI]; Milfont & Fischer, 2010) . Second, assuming the model fit the data well in males and females separately, the same factor model was simultaneously estimated across males and females with loadings and intercepts free to vary between groups. This CI model serves as a base for testing increasingly restrictive models (Sass, 2011) . Third, loadings that were free in the CI model were constrained to be equal across males and females in the metric invariance (MI) model and tested for evidence of noninvariance (Sass, 2011) . Testing the invariance of the loadings identifies whether the relationship between items and the factor(s) are equivalent across gender (Lavoie & Douglas, 2012; Milfont & Fischer, 2010) . Fourth, assuming MI held, factor loadings and intercepts were constrained to be equal across groups in the SI model and tested against the MI model for noninvariance (Sass, 2011) . Constraining the intercepts identifies whether males and females treat the Likert-type scale in a similar way (Milfont & Fischer, 2010) . Note that the covariance between the latent factors, latent variances, and error terms were freely estimated in each model.
Metric and scalar models were tested for noninvariance using both 2 difference ( diff 2 ) testing and changes in CFIs between models (⌬CFI). The invariance testing outlined above produced a series of nested models whose 2 values and degrees of freedom were subtracted and tested for significant differences (i.e., noninvariance; Loehlin, 2004) . That being said, diff 2 testing can be overly sensitive and may display problematic type I error rates in large samples and complex models, for example (Cheung & Rensvold, 2002) . As a result, this study followed the recommendation of Cheung and Rensvold (2002) , Sass (2011) , and Chen (2007) that multiple criteria should be used to test for noninvariance. Cheung and Rensvold examined 20 goodness-of-fit (GFI) indices in a simulation study and found only ⌬CFI and two additional fit indices were independent of sample size and model complexity and recommended a cutoff of ⌬CFI Ն 0.01 as evidence of noninvariance. Chen came to a similar conclusion and recommended the same criteria, while Sass found the ⌬CFI Ͻ 0.01 criteria to work well in ordinal MCFA. Thus, this same criterion was used in the present study.
Results

Ordinal CFA
Polychoric correlations for the PSS-10 are displayed separately for females and males in Table 1 Although the CFI and TLI suggest the model fit the data well, the RMSEA is a bit high. In contrast, the two-factor oblique solution fit the data well:
2 ϭ 136.133, df ϭ 34, p Ͻ .001; CFI ϭ 0.992; TLI ϭ 0.989; RMSEA ϭ 0.0493 (CI: 0.0408 to 0.0582). The standardized correlation coefficient between the latent factors was .76. As a result of these findings the unidimensional and orthogonal two-factor models were rejected for the oblique two-factor model. IRT and OLR DIF analyses were subsequently conducted on each subscale separately and the oblique two-factor model was specified in the SI testing.
IRT Analysis
As indicated previously, item-level fit was assessed visually by inspecting item-fit plots generated by MODFIT. Because this produced five separate graphs for each of the 10 items, only fit plots from one item ("Been Angered") are provided and displayed in Figure 1 as an example. Although, no other item showed as much deviation in the empirical probability curves from the pre- Note. PSS-10 ϭ 10-item Perceived Stress Scale. Interitem polychoric correlations for males (n ϭ 540) are presented above the diagonal, and interitem polychoric correlations for females (n ϭ 696) are presented below the diagonal. This document is copyrighted by the American Psychological Association or one of its allied publishers.
dicted probability curves than Item 5, inspection of Figure 1 shows that the predicted probability curves generally fall within the error bars of the empirical probability curves. The exception is category 1 (Almost Never) where we see some minor deviation of the predicted curve from the error bars of the observed curve for values approximately between -0.75 and 0.00. Still, the evidence suggests that Item 5 fits the GRM well. Overall, all items for both subscales fit the GRM well. Figure 2 displays the trace lines for each item of the PHS and PSES subscales and Table 2 provides the estimated parameters for both subscales. On the PSES subscale, the item threshold parameters show little variation with ␦ 1 estimates ranging from -0.505 to -1.507, ␦ 2 estimates ranging from 0.376 to 0.897, ␦ 3 estimates ranging from 1.655 to 1.895, and ␦ 4 estimates ranging from 2.31 to 2.844. The ␣ j estimates suggest that all the items are highly discriminating (de Ayala, 2009; Estrada, Probst, Brown, & Graso, 2011) . On the PHS subscale, the item threshold parameters are also fairly homogenous. The estimates for the lowest threshold parameters range from -1.587 to -0.183, ␦ 2 values range from 0.086 to 0.834, ␦ 3 values range from 1.628 to 2.117, and ␦ 4 estimates range from 2.582 to 3.256. As with the PSES, the ␣ j estimates suggest that all items are highly discriminating (de Ayala, 2009; Estrada et al., 2011) . However, Item 6 ("Couldn't Overcome") has an exceptionally high discrimination estimate (␣ ϭ 3.106), which may indicate a problem with the item (Estrada et al., 2011) .
Although the theoretical range for ␣ j is Ϫϱ to ϱ, negative values and estimates larger than 3.00 are generally considered problematic (Baker & Kim, 2004; Estrada et al., 2011) . In the latter case, ␣ j values larger than 3.00 are considered too good to be true and draw suspicion in applied contexts where values greater than 2.5 are unusual (Baker & Kim, 2004; Steinberg & Thissen, 1996) . However, ␣ j estimates higher than 3.00 have been seen in the literature before (e.g., Estrada et al., 2011) . Masters (1988) argued that an exceptionally high ␣ j estimate is more likely a product of a secondary (i.e., nuisance) factor in the form of item bias favoring respondents high on the latent continuum over that of respondents low on the continuum, giving the impression that an item is more discriminating between respondents of high and low latent levels than it actually is. Contrary to Masters (1988) , however, Zhang (2008) found in a simulation study that ␣ j estimates tend to be an underestimate when influenced by a secondary factor. An investigation into Item 6 for DIF across high and low scorers (i.e., respondents above and below the mean) did not produce evidence of bias (⌬G 2 ϭ 0.489, p ϭ .484). Trace lines for Item 6 displayed in Figure 2 are not diagnostic of any problems with the item (e.g., method effects; Steinberg & Thissen, 1996) , and Item 6 fit the data well. Thus, the evidence in the present analysis suggests ␣ j may be accurate for Item 6. Figure 4 displays the item and total test information curves for the PHS and PSES. Both the PHS and PSES exhibit a wide estimation range. On the PHS, the test information function suggests the subscale predominantly provides information for location estimates between -2.0 and 4.0. Respondents whose true locations are outside of these bounds are estimated with less reliability. The estimation ranges for the six PHS items are fairly homogenous with the exception of Item 6. As expected, the large contribution of Item 6 to the estimation of perceived helplessness is accompanied by a restricted estimation range relative to the other items (de Ayala, 2009 ). Most of the information Item 6 contributes appears to be over the interval -1.0 and 3.0. On the PSES, the test information function suggests the subscale predominantly provides reliable estimation of respondents' perceived self-efficacy over the interval -2.0 and 3.5. Examination of the item information curves Figure 1 . Empirical and predicted option response functions (ORF) with 95% error bars for Item 5 ("Been Angered"). Prob. ϭ probability. This document is copyrighted by the American Psychological Association or one of its allied publishers.
reveals the estimation ranges of the four items are fairly homogenous.
Measurement Invariance
DIF. Consistent with previous studies (e.g., Lavoie & Douglas, 2012) , on the PHS females tended to report higher scores (M ϭ 13.73, SD ϭ 4.36) than males (M ϭ 12.75, SD ϭ 4.16), while on the PSES females tended to report slightly lower scores (M ϭ 8.87, SD ϭ 2.88) than males (M ϭ 9.00, SD ϭ 3.00). As expected, independent samples t tests revealed a statistically significant difference between the means of males and females on the PHS (t ϭ 4.001, df ϭ 1234, p Ͻ .001) and not on the PSES (t ϭ 0.747, df ϭ 1234, p ϭ .455). However, analyses (see Table 2 ) provided no evidence of uniform or nonuniform DIF for any of the items for This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
either subscale. None of the items exhibited statistically significant nonuniform DIF, but as expected most items showed statistically significant uniform DIF due to the large sample size (Cheung & Rensvold, 2002) . Items flagged as significant were inspected further for evidence of DIF using ⌬R 2 ; however, none of the items in either the PHS or PSES exhibited moderate or severe uniform DIF. Figure 3 shows that only Item 2 of the PSES ("Going Your Way") came close to the 0.035 criteria for moderate DIF (⌬R 2 ϭ 0.032). (Bryant, 2013) . However, given the limitations of the diff 2 discussed above, the results of the ⌬CFI, and the good fit of the MI model, the significant diff 2 does not justify rejection of the null hypothesis that the factor loadings are invariant. Thus, the analysis proceeded with the SI test assuming factor loadings are invariant. Again, the model fit the data well: Satorra-Bentler 2 ϭ 266.107, df ϭ 87, p Ͻ .001; CFI ϭ 0.987; TLI ϭ 0.986; RMSEA ϭ 0.058 (CI: 0.050 to 0.066). The ⌬CFI between the MI and SI models was Ͻ 0.01 but the Scaled diff 2 test was significant again (Scaled diff 2 ϭ 76.59, df ϭ 11, p Ͻ .01), which suggests the intercepts may not be invariant. Also again, given the limitations of the diff 2 , the results of the ⌬CFI, and the good fit of the SI model, the significant diff 2 does not justify rejection of the null hypothesis. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
According to Sass (2011) , mixed results in invariance testing similar to those seen in this study suggests that the latent means may be subject to some bias but calls into question the practical significance of the violation. Thus, group comparisons of the latent factor means introduced in the SI model are likely to still be substantively meaningful. In the SI model the latent means of the female group were constrained to zero but freed in the male group. The latent factor mean of perceived helplessness was 0.143 units lower in males compared to females, while the latent factor mean of perceived self-efficacy was 0.003 units lower in males compared to females. Consistent with observed mean difference testing elsewhere in this study, the latent mean difference between males and females was significant on the perceived helplessness factor (z ϭ -12.573, p Ͻ .01) and not on the perceived self-efficacy factor (z ϭ -0.095, p ϭ .924).
Discussion
The PSS has emerged as the most popular measure of perceived stress (Karam et al., 2012) . Despite this popularity, a review of the literature reveals three significant gaps: (a) There is some debate as to whether a one or a two-factor model best describes the relation- This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
ships among the PSS-10 items, (b) little information is available on the performance of the items on the scale, and (c) it is unclear whether PSS-10 scores are subject to gender bias. These gaps were addressed in this study using a sample of 1,236 adults from the MIDUS II study (Ryff et al., -2009 ). This study compared the original unidimensional factor structure hypothesized by Cohen and Williamson (1988) , a correlated two-factor model, and an orthogonal two-factor model using ordinal CFA. In the latter two models the six negatively phrased PSS-10 items were loaded onto the perceived helplessness factor and the remaining four positively phrased items were loaded onto the perceived self-efficacy factor. The unidimensional and orthogonal models did not fit the data well, but the correlated two-factor model did. Thus, consistent with previous research, findings from the ordinal CFA suggests two factors-perceived helplessness and perceived self-efficacy-underlie the PSS-10 (e.g., Hewitt et al., 1992; Lavoie & Douglas, 2012) . Additionally, Cohen and Williamson (1988) had asserted that the second factor is "irrelevant" in the measurement of perceived stress (p. 43). However, the critical role of the covariance between the two latent factors to the fit of the model suggests perceived self-efficacy is indispensable to the measurement of perceived stress including in nonclinical samples. As a result, the rest of the analyses focused on the two subscales (i.e., PHS and PSES) of the PSS-10 rather than the PSS-10 as a whole.
Results from an IRT analysis addressing item-level performance suggest both the PHS and PSES items generally follow the GRM well. Parameterization of the items indicate both the PHS and PSES effectively estimate a wide range of values along the latent continuum and discriminate well between respondents of differing latent levels. Nevertheless, researchers and clinicians who use the PSS-10 should be aware that reliable measurement of perceived stress becomes untenable as the degree of perceived helplessness becomes increasingly low and the degree of perceived self-efficacy becomes increasingly high. Prior to this study, the estimation capacity of each item at different points along the latent continuum had not been described, and it was unknown whether one or more of the items exhibit misfit.
Finally, measurement invariance tests suggest that PSS-10 scores may not be substantially affected by gender bias. Concern about gender bias emerged because female respondents tend to report higher levels of perceived stress than males on the PSS-10 (e.g., Cohen & Williamson, 1988; Lavoie & Douglas, 2012) . Previous studies that addressed the issue found conflicting results. For example, Gitchel et al. (2011) found evidence of gender bias in four of the PSS-14's items, while Lavoie and Douglas (2012) found no evidence of gender bias in the PSS-14. The present study used ordinal logistic regression to test the items of each subscale for uniform and nonuniform DIF across gender while ordinal MCFA was used to test whether the PHS and PSES scale means may be subject to gender bias. DIF analyses provided no evidence for the view that the PHS and PSES items are subject to gender bias. Although the findings were mixed, the SI results suggested that the tendency of female respondents to report higher levels of perceived helplessness than males on the PSS-10 is substantively meaningful.
Limitations and Future Directions
The psychometric findings described in this study should be interpreted in light of a number of limitations. First, findings are generalizable only to populations the sample represents. In particular, participants were adults between the ages of 34 and 83 years, the sample did not reflect the full ethnic distribution in the United States, and participants had higher levels of education than the general U.S. population (Morozink et al., 2010) . Thus, generalizability of the findings in this study to other respondents is unknown. Future research will need to validate the PSS-10's psychometric properties on diverse samples-especially in light of the concern that the PSS-10 may be biased by sample characteristics other than gender (e.g., race; Sharp et al., 2007) . Second, although the general conclusion drawn in this study is that the PHS and PSES are not substantially affected by gender bias the issue may not be fully resolved. As seen between studies and even within this study, different methods of testing for invariance can produce different results and addressing these discrepancies in future studies will likely benefit both the study and application of the PSS-10 in research and clinical settings.
Implications
In spite of the limitations, the present study adds to the knowledge of the PSS-10's psychometric properties. The findings have at least three important implications. First, this study suggests inferences made based upon the PSS-10's scores are valid, as long as the instrument is used properly. That being said, second, researchers and clinicians must attend to the multidimensional nature of the PSS-10. Since multidimensionality can leave interpretations of test scores ambiguous, PSS-10 scores based upon all 10 items will be difficult to interpret and may not be valid (Ackerman, 1989) . Finally, this study helps refine our understanding of stress. In particular, it supports a conceptualization of stress as involving both perceived helplessness and perceived self-efficacy as critical, interrelated elements. Interestingly, Lazarus's original stress model was revised years later and now emphasizes the role of perceived eustress alongside perceived distress (Golden-Kreutz, Browne, Frierson, & Andersen, 2004) .
