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1. Einführung 
Das Multimomentverfahren ist ein mathematisch-statistisches Verfahren der Ist-Zeitdaten-
ermittlung, das auf Basis von Stichproben „Aussagen über die prozentuale Häufigkeit bzw. 
über die Dauer von vorwiegend unregelmäßig auftretenden Vorgängen und Größen beliebiger 
Art für eine frei wählbare Genauigkeit bei einer statistischen Sicherheit von 95 Prozent gibt“ 
(Haller-Wedel 1969). In der Statistik wird eine Multimoment-Studie als homogene, 
mehrfache, unregelmäßig durchgeführte Stichprobe gleichen Umfanges bei einer freien 
Auswahl bezeichnet. 
Auf der höchsten Beschreibungsebene können nach REFA (1997) sieben Ablaufarten bei der 
Arbeit des Menschen differenziert werden: 1) die Haupttätigkeit als planmäßige, unmittelbar 
der Erfüllung der Arbeitsaufgabe dienende Tätigkeit, 2) die Nebentätigkeit als planmäßige, 
jedoch nur mittelbar der Aufgabenerfüllung dienende Tätigkeit, 3) zusätzliche Tätigkeiten, die 
unplanmäßig sind und deren Vorkommen oder Ablauf nicht vorausbestimmt werden kann, 4) 
ablaufbedingtes Unterbrechen, 5) störungsbedingtes Unterbrechen, 6) Erholen der 
Arbeitsperson sowie 7) persönlich bedingtes Unterbrechen. Diese grundlegenden Ablaufarten 
können für betriebliche Belange weiter untergliedert werden. Jedoch ist für die nachfolgende 
Methodenentwicklung die Grundgliederung völlig ausreichend. 
Gegenstand des Beitrags ist die Optimierung des Schätzprozesses der relativen Häufigkeiten 
von Ablaufarten auf Basis des in der Industrie weit verbreiteten Multimoment-Häufigkeits-
Zählverfahrens (MMH-Verfahren). Die Entwicklung dieses Verfahrens geht auf klassische 
Untersuchungen an industriellen Arbeitsplätzen zurück, in denen beispielsweise Qualitäts-
schwankungen und Betriebsmittelzeiten bei der Herstellung gezogener Drähte (Kohlweiler 
1931) oder Maschinenstillstände in der Textilindustrie (Tippett 1934) erfasst wurden. Der 
Begriff „Multimomentaufnahme“ stammt von de Jong (1964), der sich mit dem Problem der 
auftretenden Abhängigkeiten einzelner Vorgänge in der betrieblichen Praxis beschäftigte und 
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Betriebsmitteluntersuchungen durchführte (vgl. Haller-Wedel 1969). Das Verfahren wird 
gerne zur Ermittlung von Verteilzeiten eingesetzt. Im angelsächsischen Sprachraum hat sich 
der allgemeine Begriff des „work sampling“ (BRISLEY 2001) durchgesetzt. Grundsätzlich 
können jedoch nicht nur Tätigkeitsanteile des arbeitenden Menschen Gegenstand von MMH-
Studien sein, sondern auch andere Variablen, wie z.B. Warteschlangenlängen oder 
Lagerbestände. Mit Hilfe des MMH-Verfahrens kann ein Arbeitsprozess optimiert werden, 
indem beispielsweise Verteilzeiten zunächst erfasst und danach minimiert werden. 
Inhärente Vorteile der Methode sind, dass keine Messgeräte benötigt werden, nur eine 
zeitweise Bindung des Arbeitsgestalters an den beobachteten Arbeitsplatz besteht, wodurch 
Störungen vermieden werden, und nahezu beliebig viele Arbeitsplätze beobachtet werden 
können. Außerdem kann nach dem Gesetz der großen Zahlen (PAPOLIS / PILLAI 2002) bei 
hinreichendem Stichprobenumfang ein abgesichertes Abbild des durchschnittlichen Ist-
Ablaufes angenommen werden. Eine Unterbrechung der Beobachtung sowie der 
Wiederbeginn sind jeder Zeit möglich und die Auswertung ist relativ schnell und fehlerfrei 
durchführbar. Im Vergleich zu Zeitaufnahmen mit einer Stoppuhr kann der zeitliche Aufwand 
zwischen 40% und 70% geringer ausfallen. 
Methodeninhärente Nachteile sind, dass die Schätzung von Tätigkeitsanteilen keine Auskunft 
über Leistungsgrade oder die Gestaltung des Arbeitsplatzes geben. So ist auch keine Aussage 
über Ursachen und Einflussgrößen möglich, die zum Ist-Zustand geführt haben. Mit dem 
Multimoment-Häufigkeitsverfahren lässt sich nur eine Aussage über relative Häufigkeiten 
treffen, nicht aber über die Dauer einer einzelnen Arbeitstätigkeit im Prozess. Bei dem in der 
Industrie weit verbreiteten Schätzverfahren nach REFA (1997) bzw. Haller-Wedel (1969) 
existieren noch weitere Schwächen, die in der zugrunde liegenden statistischen 
Schlussfolgerung begründet liegen: 
- Das Rechenverfahren ist mehrstufig und sieht etwaige Rückgriffe vor (Vertrauensbereich 
festlegen, minimalen Stichprobenumfang berechnen, evtl. Vertrauensbereich korrigieren/ 
Stichprobenumfang vergrößern etc.), so dass es für den betrieblichen Praktiker oft schwer 
nachvollziehbar ist. Eine detaillierte Darlegung der Verfahrensschritte findet sich im 
Anhang A. Es ist nicht vorgesehen, nach jedem Rundgang die Ergebnisse des 
Schätzprozesses modellgestützt zu analysieren und intelligent zu visualisieren. 
- Aufgrund der mangelnden Transparenz des Rechenverfahrens wird in der betrieblichen 
Praxis oft mit den durch die Verfahrensentwickler vorgegebenen Vertrauens-
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wahrscheinlichkeiten für die Schätzergebnisse der Zeitanteile gearbeitet, typischerweise 
95% (1 0,95)α− = , so dass oft unnötig große Stichproben erhoben werden. 
- A priori Plausibilitätsannahmen über die Häufigkeit von Ablaufarten, die in der 
betrieblichen Praxis typischerweise vorhanden sind, fließen beim klassischen 
Schätzverfahren lediglich bei der Berechnung der erforderlichen Anzahl von 
Beobachtungen im Sinne einer Stichprobengröße ein. Schätzfehler bzw. Streuungen in der 
Schätzung führen zu erheblichen Abweichungen in der Stichprobengröße und können bei 
unzureichender Korrektur zu Fehlschlüssen verleiten. 
Ziel des vorliegenden Beitrags ist folglich, ein Schätzverfahren zu entwickeln, das die oben 
genannten methodischen Schwächen nicht aufweist und eine schrittweise Schätzung von 
Anteilen der Ablaufarten ohne Rückgriffe ermöglicht, auch bei kleinen Stichproben präzise  
Schätzwerte liefert sowie a priori Informationen konsistent verarbeiten kann. Darüber hinaus 
wird durch die Visualisierung sog. Verteilungsfunktionen eine zusätzliche Entscheidungs-
unterstützung für den „Industrial Engineer“ im Unternehmen zur Verfügung gestellt. 
 
2. Grundlagen 
2.1 Statistisches Modell für zwei Ablaufarten 
2.1.1 Urnenmodell 
Ausgangspunkt der Verfahrensentwicklung ist der einfachste Fall der Tätigkeitsbeobachtung 
mit Hilfe von Multimoment-Rundgängen des Industrial Engineers, bei der lediglich zwei 
Ablaufarten relevant sind, beispielsweise die Haupttätigkeit und sonstige Tätigkeiten 
(Nebentätigkeit, zusätzliche Tätigkeiten, ablaufbedingtes Unterbrechen etc.). Geschätzt 
werden soll der Zeitanteil der Haupttätigkeit an der gesamten Arbeitszeit. Zur mathematisch-
statistischen Modellierung des Problems müssen zunächst geeignete Variablen eingeführt 
werden. Hierbei wird der didaktisch gut aufbereitete Ansatz von COMPLOJ (2003) 
verwendet. 
Zuerst wird mit der Variablen [0,1]θ ∈  die Wahrscheinlichkeit der Beobachtung einer 
Haupttätigkeit während der Rundgänge repräsentiert. In komplementärer Betrachtung kann 
mit (1 )θ−  die Beobachtungswahrscheinlichkeit sonstiger Tätigkeiten beschrieben werden. 
Ein geeignetes Urnenmodell sieht wie folgt aus: Die Beobachtung der Ablaufart durch den 
Industrial Engineer entspricht dem Ziehen mit Zurücklegen einer einzelnen Kugel aus einer 
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Urne, in der sich zwei Arten von Kugeln befinden, nämliche weiße Kugeln zur Repräsentation 
der Haupttätigkeit sowie schwarze Kugeln als Indikator sonstiger Tätigkeiten. Vor dem 
Ziehen als Metapher für das Beobachten der Tätigkeiten beim Rundgang im Betrieb kann man 
die Farbe der Kugel als Zufallsvariable X ansehen, die zwei Werte annehmen kann, entweder 
„Haupttätigkeit = 1“ oder „Andere Tätigkeit = 0“. Die Wahrscheinlichkeit, beim einmaligen 
Ziehen eine weiße Kugel zu beobachten ist einfach 
( ) ( )011 1P X θ θ= = − =θ .         (1) 
Allgemein gilt für die Wahrscheinlichkeit, eine Kugel in der Farbe { }0,1x∈ zu erhalten, wenn 
θ  der Anteil weißer Kugeln (Haupttätigkeit) ist 
( ) ( )1 11
1 0
xx für xP X x
für x
θθ θ θ
− == = − =  − =   .      (2) 
Bei den Rundgängen wird jedoch nicht nur eine Person an einem Arbeitsplatz beobachtet, 
sondern es wird eine Stichprobe über n Є N Beobachtungen gezogen. Dieser Vorgang kann 
durch das Ziehen von n Kugeln im eingeführten Urnenmodell modelliert werden. Die 
Zufallsvariable, welche die Farbe der Kugel bei der i-ten Ziehung ( 1,...,i n= ) beschreibt, soll 
mit iX bezeichnet werden. Mit 
1
n
i
i
Y
=
= ∑ X              (3) 
wird die Anzahl von Kugeln repräsentiert, die eine die Haupttätigkeit bezeichnende weiße 
Farbe besitzen. Y als Summenvariable ist somit auch eine Zufallsvariable. Zur Herleitung der 
Wahrscheinlichkeitsverteilung von Y wird noch die Variable {0,1}ix ∈  eingeführt. Sie 
repräsentiert die Farbe der Kugel in der i-ten Ziehung. Wie zuvor bezeichnet θ  den Anteil der 
weißen Kugeln in der Urne. Die Wahrscheinlichkeit, gerade 
1
n
i
i
y
=
=∑ x              (4) 
Kugeln in der mit der Ziffer 1 ausgezeichneten Farbe der Haupttätigkeit zu erhalten, lässt sich 
nach PAPOULIS / PILLAI (2002) mit Hilfe der sog. Binomialverteilung leicht berechnen: 
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( ) ( )1 n yynP Y y
y
θ θ − = = −     .        (5) 
Der zur Binomialverteilung gehörende Binomialkoeffizient ist wie folgt definiert  
!
!( )!
n n
y y n y
  ≡  −    .          (6) 
Der Binomialkoeffizient ist notwendig, da die Reihenfolge der gezogenen Kugeln bzw. 
beobachteten Tätigkeiten nicht relevant ist. Der Koeffizient bezeichnet einfach die Anzahl 
von Möglichkeiten, y Elemente aus n Elementen auszuwählen. 
Bislang wurde implizit stets davon ausgegangen, dass der Anteil θ  von weißen Kugeln im 
Sinne der Haupttätigkeitsanteile im Arbeitssystem bekannt ist. Der tatsächliche Anteil ist 
jedoch in der betrieblichen Praxis unbekannt, sonst würde sich die statistische Analyse ja 
erübrigen. Im klassischen Multimoment-Häufigkeitsverfahren wird versucht, aufgrund der 
Beobachtungen bei den Rundgängen den Parameter θ  zu schätzen und ein Vertrauens-
intervall anzugeben, in dem θ  mit der Vertrauenswahrscheinlichkeit 1 α−  liegt. 
Im neu zu entwickelnden Schätzverfahren soll hingegen versucht werden, aufgrund der 
Beobachtungen während der Rundgänge als Stichprobeninformation eine Wahrscheinlich-
keitsverteilung1 (.)p  für die möglichen Werte zwischen Null und Eins des unbekannten 
Parameters θ  abzuleiten. Die Verteilung (.)p  ist eine Funktion, die stets Werte größer oder 
gleich Null annimmt. Sie gibt einfach an, wie die stets zu 1 normierte Wahrscheinlich-
keitsmasse über das Intervall [0,1] des unbekannten Parameters θ  verteilt ist. Es gilt 
( )1
0
1p dθ θ =∫   .          (7) 
Eine beispielhafte Verteilung, die der Gauß´schen Glockenkurve ähnelt, ist in Abbildung 1 
dargestellt. Wie leicht ersichtlich ist, liegt das Maximum der Verteilung bei max 0,6θ ≈ . Das 
heißt, die Wahrscheinlichkeit, dass der Anteil der Haupttätigkeit in der Umgebung von 60% 
liegt, ist größer als in allen anderen Wertebereichen. 
                                                 
1 Nach Definition der mathematischen Statistik handelt es sich genau genommen um eine sog. Wahrscheinlich-
keitsdichtefunktion. Aus Gründen der besseren Verständlichkeit soll jedoch einfach von Verteilung gesprochen 
werden. 
 5
0.2 0.4 0.6 0.8 1
q
0.5
1
1.5
2
2.5
p@qD
 
Abbildung 1: Beispielhafte Wahrscheinlichkeitsverteilung für [0,1]θ ∈  mit großer Streuung 
Als punktueller Schätzwert θˆ  der analysierten Variable θ  bietet sich der Maximalwert der 
Kurve an, oder mathematisch ausgedrückt 
( )ˆ arg max pθθ θ=   .          (8) 
In Abbildung 1 ist weiterhin ersichtlich, dass die Streuung der Wahrscheinlichkeit nicht zu 
vernachlässigen ist, da die zu 1 normierte Wahrscheinlichkeitsmasse um den Maximalwert 
„weit“ verteilt ist. Man spricht auch von einer geringen Präzision der Verteilung. Stützt man 
sich folglich nur auf den punktuellen Schätzwert θˆ , so können bedeutsame Schätzfehler 
auftreten. Anders ist der in Abbildung 2 skizzierte Fall. Dort ist die Streuung gering und der 
punktuelle Schätzwert θˆ  ist verglichen mit Abbildung 1 präziser, da die Wahrscheinlichkeits-
masse sehr viel näher um das Maximum der Kurve konzentriert ist. 
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Abbildung 2: Beispielhafte Wahrscheinlichkeitsverteilung für [0,1]θ ∈  mit geringer Streuung 
Besitzt die Verteilung der Wahrscheinlichkeitsmasse eine erhebliche Streuung, so ist es 
sinnvoll, ein Vertrauensintervall [ ],unten obenθ θ  im Sinne einer oberen bzw. unteren Fehler-
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schranke anzugeben, in dem der gesuchte Parameter θ  mit einer vordefinierten Vertrauens-
wahrscheinlichkeit 1 α−  liegt. Man spricht auch von einer Intervallschätzung. Für das 
Vertrauensintervall mit 0 1unten obenθ θ< < <  muss gelten 
α
[0,1]Θ =
θ ∈
( )θ θ (1 nyny θ = −  Θ =
θ
( ) 1oben
unten
p d
θ
θ
θ θ = −∫   .         (9) 
 
2.1.2 Bayes-Schätzung für zwei Ablaufarten 
Der zuvor skizzierte Ansatz, Wahrscheinlichkeitsverteilungen für die zu schätzenden 
Parameter zu berechnen und nicht nur Punktschätzungen zu verwenden, ist der sog. Bayes-
Statistik entlehnt. Auf diese Weise können a priori Informationen konsistent verarbeitet 
werden, wenn Verteilungsannahmen aufgrund von Vorkenntnissen des Industrial Engineers 
schon vorliegen, und es kann ein iteratives Schätzverfahren entwickelt werden, dass nach 
jedem Rundgang die Plausibilität der erhobenen Tätigkeitsanteile im Sinne einer Änderung 
der Verteilung zu bewerten vermag. 
Der Anteil θ  an weißen Kugeln in der Urne, mit der im vorherigen Kapitel die Haupttätigkeit 
bezeichnet wurde und der als einziger Parameter der in Gleichung 5 dargelegten 
Binomialverteilung dient, ist in der Bayes-Statistik ebenfalls eine Zufallsvariable Θ , deren 
Verteilung im Intervall  zur Kennzeichnung der Wahrscheinlichkeitswerte berechnet 
werden soll. Beispielhafte Verteilungsfunktionen wurden bereits in den Abbildungen 1 und 2 
dargestellt.  Nachfolgend wird die allgemeine Berechnung der Wahrscheinlichkeitsverteilung 
von  für das zuvor entwickelte Urnenmodell des Multimoment-Häufigkeitsverfahrens für 
zwei Ablaufarten angegeben. 
Θ
Die Wahrscheinlichkeit, bei bekanntem Parameter [0,1]  und n-maligem Ziehen gerade 
 weiße Kugeln zu erhalten, kann als bedingte Wahrscheinlichkeit geschrieben 
werden, die sich auf die Binomialverteilung aus Gleichung 5 stützt: 
{0,1,..., }y∈ n
( ) ) yp y P Y y θ −≡ =   .      (10) 
Gesucht ist jedoch genau die „logisch umgekehrte“ bedingte Wahrscheinlichkeit des 
gesuchten Parameters  als Verteilungsfunktion der Wahrscheinlichkeitsmasse, wenn die 
Tätigkeitsbeobachtungen durch die Rundgänge gegeben sind: 
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( ) ( )p y P Y yθ θ≡ Θ = =  .         (11) 
Diese bedingte Wahrscheinlichkeit lässt sich anhand des sehr mächtigen Bayes-Theorems für 
Verteilungen berechnen. Eine gute Einführung in die Bayes-Statistik findet sich 
beispielsweise in PAPOULIS / PILLAI (2002). Das Bayes-Theorem lautet wie folgt: 
( ) ( ) ( )( ) ( )1
0
p p y
p y
p p y d
θ θθ
θ θ θ
= ∫   .        (12) 
In Gleichung 12 bezeichnet ( )p θ  die sog. Prioriverteilung. Sie gibt an, welche Plausibilität 
den möglichen Werten der zu schätzenden Variable θ  vor der Beobachtung der Ablaufarten 
zugeordnet wird. Im Normalfall ist die Zeitstruktur des Arbeitsprozesses unbekannt, und es 
können keine sinnvollen Präferenzen hinsichtlich des relativen Anteils θ  der Haupttätigkeit 
gebildet werden. Somit kann die Verteilung der zugehörigen Zufallsvariablen  einfach als 
Gleichverteilung (siehe auch Abbildung 3) geschrieben werden:  
Θ
( ) 1p θ θ= ∈[0,1] .         (13) 
Die Gleichverteilung wird häufig als sog. uninformative Verteilung bezeichnet, da ihr kein 
sachlogisch begründetes Präferenzsystem der relativen Anteile zugrunde liegt. Weiterhin wird 
mit ( )p y θ  die sog. Stichprobenverteilung spezifiziert, also die Verteilung der 
Beobachtungsvariable Y, wenn der Anteil θ  gegeben ist. Schließlich bezeichnet ( )p yθ  die 
angestrebte „logisch umgekehrte“ Posterioriverteilung im Sinne einer revidierten Priori-
verteilung, wenn die Stichprobenverteilung als Erzeugungsmodell der Daten sowie die 
Beobachtungen in Form von Stichprobeninformationen vorliegen. Mit anderen Worten kann 
man vermittelst des Bayes-Theorems in Gleichung 12 die Prioriverteilung nach Erhebung der 
Daten in eine Posterioriverteilung transformieren, die geänderte Plausibilitätsverhältnisse 
repräsentiert, welche sich aufgrund der Beobachtung der Arbeitsplätze ergeben haben. 
Setzt man die Prioriverteilung ( ) 1p θ =  sowie die binomiale Stichprobenverteilung ( | )p y θ  
in das Bayes-Theorem der Gleichung 12 ein, so gilt für die Posterioriverteilung 
( ) ( )
( )1
0
1 1
1 1
n yy
n yy
n
y
p y
n
d
y
θ θ
θ
θ θ θ
−
−
 ⋅ −  =  ⋅ −  ∫
  .        (13) 
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Das Integral im Nenner der Posterioriverteilung wird als sog. Beta-Integral bezeichnet. Die 
Lösung des Beta-Integrals findet sich beispielsweise in PAPOULIS / PILLAI 2002 und lautet 
( )1
0
( 1) ( 1) !( )1
( 2) ( 1
n yyn y n y y nd
y n y n
θ θ θ−  Γ + Γ − + −− = =  Γ − + + ∫
!
)!
y   .     (14) 
In Gleichung 14 bezeichnet  die Gammafunktion, die für natürlichzahlige Argumente a Є 
N wie folgt definiert ist: 
(.)Γ
   .          (15) ( ) ( )1 !a aΓ ≡ −
Setzt man die Lösung des Beta-Integrals aus Gleichung 14 in Gleichung 13 ein, so erhält man 
die gesuchte Posterioriverteilung 
( ) ( ) ( )( 2) ( 1)!1 1
( 1) ( 1) !( )!
n y n yy yn np y
y n y y n y
θ θ θ θ θ− −Γ + += − =Γ + Γ − + − −   .   (16) 
Wie bei einem Vergleich der Gleichungen 10 und 16 leicht ersichtlich wird, ist die Posteriori-
Verteilung ( )p yθ  vom selben Funktionstyp wie die Stichprobenverteilung ( )p y θ , lediglich 
der Binomialkoeffizient wird mit (n + 1) multipliziert. In der Bayes-Statistik wird nach 
GELMAN et al. (2003) auch von einer konjugierten Verteilungsfamilie für θ  gesprochen, da 
für alle möglichen Werte y der gezogenen Stichprobe die Posteriori-Verteilung des gesuchten 
relativen Haupttätigkeitsanteils ( )p yθ  wieder der Familie der Binomial-Verteilungen 
angehört. Die Posteriori-Verteilung nach Gleichung 16 wird auch als sog. Betaverteilung mit 
den Hyperparametern (  bezeichnet: , )a b
( ) ( )( ) ( ) ( ) 11, ba
a b
B a b
a b
θ θ −−Γ +≡ Γ Γ 1 θ−   .       (17) 
Wenn aufgrund von Vorwissen über das Arbeitssystem die relative Häufigkeit der 
Haupttätigkeit θ  gewissen Präferenzen unterliegt, so würde man nicht mit einer 
uninformativen Gleichverteilung nach Gleichung 13 die Schätzprozedur beginnen, sondern 
stattdessen mit einer Beta-Prioriverteilung (Gleichung 17), um mit Hilfe des Bayes-Theorems  
die Posteriori-Verteilung zu berechnen. Diese Posteriori-Verteilung ist wiederum eine 
Betaverteilung, deren  Binomialkoeffizient adjustiert wurde etc. 
Kommt man auf den Normalfall zurück, dass aufgrund einer Unkenntnis des Arbeitsprozesses 
keine sinnvollen Präferenzen hinsichtlich des relativen Anteils θ  der Haupttätigkeit a priori 
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gebildet werden können, so kann man diesen uninformativen Fall nach Gleichung 17 durch 
eine Betaverteilung mit den Hyperparametern 1a b= =  sehr einfach ausdrücken als: 
1⋅ ⋅ =
(1 θ−
) (1 1 1yy θ+
( ) ( )( ) ( ) ( )1 11 1
2 1!1,1 1 1 1
1 1 0!0!
B θ θ θ −−Γ≡ − =Γ Γ   .      (18) 
Gleichung 18 gilt für alle Werte von θ  zwischen Null und Eins. A priori ist also im 
uniformativen Fall ein betriebswirtschaftlich optimaler Haupttätigkeitsanteil von 100% (nur 
weiße Kugeln) genauso wahrscheinlich wie der wirtschaftlich wohl ungünstigste Anteil von 
0% (nur schwarze Kugeln). 
Die Hyperparameter der Beta-Verteilung können auch als Pseudobeobachtungen verstanden 
werden. Die Analyse von ( 1,1B θ )  in Gleichung 18 legt nahe, mit 1a −  bzw. mit b  die 
scheinbare a priori Anzahl von Beobachtungen der Haupttätigkeit bzw. der sonstigen 
Tätigkeiten zu bezeichnen. Liegen gar keine Erkenntnisse vor, so ist die scheinbare Anzahl 
von Beobachtungen gleich Null und a = 1 bzw. b = 1.  
1−
Schließlich soll Gleichung 16 noch auf eine parametrisch endgültige Form gebracht werden, 
die sowohl die abhängige Variable θ  als auch die unabhängigen Variablen der Stichprobe 
umfasst. Wenn y Haupttätigkeitsindikatoren und n - y Indikatoren sonstiger Tätigkeiten in der 
Stichprobe vom Umfang n erhoben wurden, so ist die Wahrscheinlichkeit, dass sich im Sinne 
des Urnenmodells θ -Haupttätigkeitsanteile bzw. )  sonstige Tätigkeitsanteile vorliegen, 
durch die folgende Posterioriverteilung gegeben 
( ) ( ) (( ) ),1 1, 1 2 n y
y n
p y n y
n
θ θ θ −Γ + Γ −− + − + = −Γ + .    (20) 
Zum besseren Verständnis der nicht trivialen mathematischen Modellierung soll anhand eines 
einfachen Beispiels die Transformation der Verteilungsfunktionen durch das Bayes-Theorems 
erörtert werden. Zu diesem Zweck ist es hinreichend, die Kurven der Verteilungsfunktionen 
zu visualisieren und auf weitere Algebra zu verzichten. Ausgangpunkt ist eine uninformative 
Prioriverteilung, die in Abbildung 3 dargestellt ist.  
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Abbildung 3: Prioriverteilung ( )1,1B θ  
Der Industrial Engineer beginnt nun seinen ersten Rundgang zur Beobachtung der 
Tätigkeitsarten von Mitarbeitern im Betrieb. Er beginnt den Rundgang zu einem zufällig 
gewählten Zeitpunkt und beobachtet in Folge n = 10 Personen am Arbeitsplatz. Beim 
Rundgang werden 6-mal Haupttätigkeiten registriert und 4-mal sonstige Tätigkeiten 
( ). Setzt man diese Werte in die Bestimmungsgleichung 20 der Posteriori-
verteilung ein, so ergibt sich 
6, 1y n= = 0
( ) ( ) ( ),1 6 1,10 6 1 1 6,1 10 6 7,5p Bθ θ θ θ− + − + = + + − = B .    (21) 
Die Posterioriverteilung nach dem ersten Rundgang ist in Abbildung 4 visualisiert. Wie man 
sieht, hat sich die Kurve über dem Wert der relativen Häufigkeit der Haupttätigkeit 6/10 = 0,6 
(6 Beobachtungen der Haupttätigkeit bei insgesamt 10 Beobachtungen) zusammengezogen.  
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Abbildung 4: Posterioriverteilung ( )7,5B θ  nach dem ersten Rundgang 
Der Industrial Engineer beginnt nun einen zweiten Rundgang zu einem ebenfalls zufällig 
gewählten Zeitpunkt und beobachtet dabei 7-mal die Haupttätigkeit und lediglich 3-mal 
andere Tätigkeiten ( ´ 7 13, ´ 10 20y y n n= + = = + = ). Es ergibt sich eine Posterioriverteilung 
nach Abbildung 5. Ein Vergleich der Abbildungen 4 und 5 macht deutlich, dass sich die 
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Kurve aufgrund der zusätzlichen Beobachtungen in zweifacher Hinsicht geändert hat. Erstens 
ist das Maximum nach rechts zu größeren Wahrscheinlichkeitswerten des Anteils der 
Haupttätigkeit verschoben. Zweitens hat sich Kurve aufgrund des größeren Stichproben-
umfangs merklich „konze d weist eine geringere Streuung (Varianz) auf. ntriert“ un
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Abbildung 5: Posterioriverteilung ( )14,8B θ  nach dem zweiten Rundgang 
Am Ende der fiktiven Studie wurden bei insgesamt zehn Rundgängen 77-mal die 
Haupttätigkeit und 33-mal andere Tätigkeiten beobachtet ( ). Die 
zugehörige Posterioriverteilung findet sich in Abbildung 6. Man kann dort ablesen, dass der 
gesuchte Haupttätigkeits
10 1077, 100y n= =
anteil θ vermutlich zwischen 60% und 80% liegt, da sich in diesem 
Vertrauensintervall der Großteil der Wahrscheinlichkeitsmasse befindet.  
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Abbildung 6: Posterioriverteilung ( )78,34B θ  nach dem zehnten Rundgang 
Die Posteriorverteilung ( 78,34B θ )  nach zehn Rundgängen kann genutzt werden, um ein 
Vertrauensintervall [ ],n obenθ θunte
0,95
 für die Schätzung des Anteils der Haupttätigkeit zu erhalten. 
Nach Gleichung 10 muss für eine vorher geforderte Vertrauenswahrscheinlichkeit, z.B. 
0,05 1α α= ⇔ − = , nach Gleichung 9 gelten 
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( )78,34 1 0,95oben
unten
B d
θ
θ
θ θ α= − =∫   .        (22) 
Mit anderen Worten müssen die Intervallgrenzen ,unten obenθ θ  so bestimmt werden, dass sich 
95% der zu 100% normierten Wahrscheinlichkeitsmasse im Intervall [ ],unten obenθ θ  befindet. 
Mit Hilfe der sog. inversen Betaverteilung (PAPOULIS / PILLAI 2002) kommt man zu 
folgendem Ergebnis: 
0,78 und 0,61oben untenθ θ= =   .        (23) 
Das Vertrauensintervall muss jedoch nicht erst nach zehn Rundgängen berechnet werden, 
sondern kann bereits nach jedem einzelnen Rundgang oder bei lediglich ausgewählten 
Rundgängen ermittelt werden. Es ist folglich keine minimale Stichprobengröße wie im 
klassischen MMH-Verfahren (Haller-Wedel 1969, REFA 1997) notwendig, um statistisch 
abgesicherte Aussagen treffen zu können. Stattdessen kann der Industrial Engineer die 
Rundgänge abbrechen, wenn ihm das Vertrauensintervall hinreichend klein für seine 
Entscheidungszwecke erscheint. Hierbei ist die Visualisierung der Verteilungskurven in den 
Abbildungen 3, 4, 5 und 6 sehr hilfreich, da man leicht die schrittweise Zunahme der 
Schätzungspräzision beobachten kann. 
Schließlich soll noch kurz auf die Vorgabe der Hyperparameter (  der Beta-Verteilung 
nach Gleichung 17 eingegangen werden, da in der betrieblichen Praxis häufig der Fall 
anzutreffen ist, dass bereits plausible Annahmen (oder vorherige empirisch begründete 
Schätzungen) über die Anteile der Tätigkeitsarten vorliegen. Wie bereits angedeutet, können 
die Hyperparameter  als Pseudobeobachtungen verstanden werden, auch wenn noch 
keine Ablaufarten bei Rundgängen aktuell beobachtet worden sind. Mit anderen Worten 
drücken die Pseudobeobachtungen Plausibilitätsannahmen des beauftragten Industrial 
Engineers bzw. des beauftragenden Unternehmens aus. Gibt es plausible Annahmen über die 
relativen Anteile der Ablaufarten, so beginnt man die im obigen Beispiel dargelegte 
Schätzprozedur nicht mit einer uninformativen Prioriverteilung nach Abbildung 3 sondern mit 
einer informativen Beta-Verteilung, wie sie bereits in den Abbildungen 4, 5 und 6 dargestellt 
wurde. 
, )a b
( , )a b
Existieren Häufigkeitswerte  durch vorherige Multimomentstudien, die auf das neue 
Arbeitssystem übertragbar sind, dann kann man direkt (
( , )alt alty n
, ) ( 1, 1)alt alt alta b y n y= + − +  für die 
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Parametrisierung verwenden. Allerdings muss dabei beachtet werden, dass in den 
nachfolgenden Beobachtungen durch die neue Multimomentstudie mindestens ebenso viele 
Erfassungen  durchgeführt werden müssen, damit die neuen Daten die Verteilung der 
alten Daten dominieren. 
neun
jθ ∈
Ist die Übertragbarkeit von Altdaten fraglich, so sollte man lieber mit einer plausiblen 
Schätzung der Prioriverteilung beginnen und die Verteilung partizipativ und iterativ 
zusammen mit dem Experten den Annahmen anpassen. Man fragt also beispielsweise den 
betrieblichen Experten nach dem geschätzten Prozentsatz c der Haupttätigkeit mit Bezug auf 
die Gesamttätigkeit. Da solche Schätzungen in der Regel mit einer recht großen Streuung 
versehen sind, setzt man als Hyperparameter dann  ( , ) ( /10 1, (100 ) /10 1)a b c c= + − +
ˆ
 und 
visualisiert die Verteilungsfunktion. Durch Veränderung der Hyperparameter bei 
gleichzeitiger Darstellung der Verteilung für den Experten werden die Verteilungsparameter 
so angepasst, dass sowohl der Maximalwert der Verteilung θ  nach Gleichung 8 als auch die 
Streuung den Plausibilitätsannahmen des Experten entsprechen. 
 
2.2 Statistisches Modell für mehr als zwei Ablaufarten 
2.2.1 Urnenmodell 
Das in Kapitel 2.1.1 eingeführte Urnenmodell der MMH-Studie lässt sich leicht 
generalisieren. Zu diesem Zweck wird eine Urne herangezogen, die nicht nur Kugeln mit zwei 
Farben (schwarz oder weiß) enthält, sondern stattdessen wird eine beliebige endliche Anzahl k 
von Farben (gelb, grün, rot etc.) der Kugeln zugelassen. Jede Farbe repräsentiert eine 
relevante Ablaufart im Arbeitssystem (siehe Kapitel 1), deren relative Häufigkeit mit Hilfe 
der Multimomentstudie geschätzt werden soll. Zur mathematisch-statistischen Modellierung 
des Problems kann man sich direkt an die in Kapitel 2.1.1 eingeführte Notation anlehnen. So 
bezeichnet [0,1]  ( {1,..., }j k∈
3
) den relativen Anteil der j-ten Ablaufart an der 
Gesamttätigkeit. Für j =  kann man beispielsweise mit 1θ  den Anteil der Haupttätigkeit 
beschreiben, mit 2θ  den Anteil der Nebentätigkeit und mit 3 11 2θ θ θ= − −  den Anteil sonstiger 
Tätigkeiten. Generell gilt 
1
1
k
j
j
θ
=
=∑ .           (24) 
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Werden durch die Rundgänge n-mal die Tätigkeiten beobachtet, so entspricht dieser Fall 
einem n-fachen Ziehen mit Zurücklegen von Kugeln aus der Urne. Bezeichnet man wie zuvor 
mit  die Anzahl gezogener Kugeln der Farbe j, dann gilt iy
1
k
j
j
y
=
=∑ n .           (25) 
Die Wahrscheinlichkeit, bei n-maligem Ziehen die Farbkombination (  zu erhalten 
lässt sich durch die folgende Stichprobenfunktion berechnen: 
1,..., )ky y
1
1 1 1
1
( ,..., ,..., ) kyyk k
k
n
p y y
y y k
θ θ θ =  ⋅⋅⋅  θ⋅⋅⋅ .       (26) 
Die Verteilung in Gleichung 26 wird als sog. Multinomialverteilung bezeichnet (GELMAN et 
al. 2003) und ist eine Generalisierung der Binomialverteilung nach Gleichung 10. Für k = 2 ist 
die Dirichlet-Verteilung der Binomialverteilung äquivalent. 
Analog zum vorherigen Kapitel ist das Ziel die Berechnung der Wahrscheinlichkeit, dass eine 
bestimmte Kombination der relativen Häufigkeiten von Ablaufarten 1( ,..., )kθ θ , wenn eine 
bestimmte Kombination  von Tätigkeiten bei den Rundgängen beobachtet wurde. 
Wie beim einfachen Fall des Zwei-Farben-Modells wird von einer uninformativen 
Prioriverteilung 
1( ,..., )ky y
) 1k1( ,...,P θ θ =  ausgegangen. Setzt man diese Prioriverteilung sowie die 
Multinomial-Stichprobenfunktion (Gleichung 26) in das Bayes-Theorem aus Gleichung 12 
ein und löst man das generalisierte Beta-Integral im Nenner, dann gelangt man nach 
GELMAN et al. (2003) zu einer sog. Dirichlet-Verteilung: 
1 111
1 1 1
1
( ... )( ,..., ,..., )
( ) ( )
kk
k k
k
D αα k
α αθ θ α α θ θα α
−−Γ + +≡ Γ ⋅⋅⋅Γ ⋅⋅⋅ .     (27) 
In Gleichung 27 bezeichnen ( 1,..., )kα α  die Hyperparameter der Verteilung, die wie in Kapitel 
2.1.2 als Pseudobeobachtungen angesehen werden können, mit denen man 
Plausibilitätsannahmen repräsentieren kann. Ein Vergleich der Gleichungen 17 und 27 
verdeutlicht, dass es sich bei der Dirichlet-Verteilung wie erwartet um eine Generalisierung 
der Beta-Verteilung handelt. Geht man von einer uninformativen Prioriverteilung aus, dass 
heißt, man hat aufgrund mangelnder Kenntnisse des Arbeitsprozesses keine sinnvolle 
Präferenz für die Anteile der Haupttätigkeit, der Nebentätigkeit oder sonstige Tätigkeiten, 
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dann lassen sich die Hyperparameter wie zuvor gleich Eins setzen: 1 ... 1kα α= = =
1,..., )ky y
. Die 
Posteriori-Verteilung, nachdem die Kombination von Tätigkeiten (  beobachtet 
wurde, folgt dann einfach der Dirichlet-Verteilung nach Gleichung 27:  
1,..., kθ θ
1
11
1
k
j
jk
n y
k kθ θ
−
=−
  −  
−
∑⋅⋅⋅ y
 11 1 1
1
( )( ,..., ,..., )
( 1) ( 1)
kyy
k k
k
n kD y y
y y k
θ θ Γ + θ θ= ⋅⋅⋅Γ + ⋅⋅⋅Γ + .     (28) 
Da in einer Multimomentstudie nur eine Anzahl von Beobachtungen vorliegen kann, die 
gleich einer natürlichen Zahl ist, kann die Posteriori-Dirichlet-Verteilung nach Gleichung 28 
unter Berücksichtigung der Definition der Gamma-Funktion in Gleichung 15 vereinfacht 
werden: 
 11 1 1
1
( 1)!( ,..., ,..., )
! !
kyy
k k
k
n kD y y
y y k
θ θ + − θ θ= ⋅⋅⋅⋅⋅ ⋅ .      (29) 
Gleichung 29 lässt sich in ihre endgültige Form bringen, wenn man nach Gleichung 24 
berücksichtigt, dass sich die relativen Häufigkeiten der Ablaufarten  stets zu Eins 
summieren müssen und nach Gleichung 25 die Gesamtzahl von Beobachtungen mit n 
bezeichnet werden kann: 
 1
1 1
1 1 1 1 11
1 1
1 1
1
( 1)!( ,... ,1 ,... , )
! !( )!
k k
y
k j k j k
j j
k j
j
n kD y y n y
y y n y
θ θ θ θ− −− − −
= =
−
=
+ −− − =
⋅⋅⋅ −
∑ ∑ ∑
. (30) 
Zum besseren Verständnis der statistischen Modellierung der Multimomentstudie für mehr als 
zwei Tätigkeitsarten soll abermals ein Fallbeispiel dienen, das auf dem Beispiel des Kapitels 
2.1.2 aufsetzt. Ausgangpunkt ist eine uninformative Prioriverteilung, so dass Gleichung 30 
zur Berechnung der Posteriori-Wahrscheinlichkeit direkt genutzt werden kann. Ist die 
Prioriverteilung hingegen aufgrund vorheriger Plausibilitätsannahmen oder Multi-
momentstudien informativ, so kann man auf das bereits am Ende von Kapitel 2.1.2 skizzierte 
Verfahren zurückgreifen und mit der informativen Verteilung die Schätzungen beginnen. 
Im Beispiel liegen drei Ablaufarten vor: 1) die Haupttätigkeit, deren Anteil mit der Variablen 
1θ  statistisch beschrieben wird, 2) die Nebentätigkeit, deren Anteil durch die Variable 2θ  
ausgedrückt wird sowie 3) die restlichen Tätigkeiten, deren Anteil durch 3 11 2θ θ θ−= −  
repräsentiert wird. Die Gleichverteilung 1 2 3( , , ) 1P θ θ θ =  als uninformativer Ansatz für die 
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Variablen 1 2 3, ,θ θ θ  kann analog zur Darstellung in Abbildung 3 in höheren Dimensionen als 
Ebene visualisiert werden und bedarf keiner zusätzlichen Abbildung. 
1 21 θ θ− −
Der Industrial Engineer beginnt nun seinen ersten Rundgang zur Beobachtung der drei 
Tätigkeitsarten der involvierten Personen im Unternehmen. Er beginnt den Rundgang zu 
einem zufällig gewählten Zeitpunkt und beobachtet in Folge n = 10 Personen an ihren 
Arbeitsplätzen. Bei diesem Rundgang werden 6-mal Haupttätigkeiten registriert, 3-mal 
Nebentätigkeiten und 1-mal eine restliche Tätigkeit ( 1 2 3 1 210, 6, 3, 1n y y y n y y= = = = − − = ). 
Setzt man diese Werte in die Bestimmungsgleichung 32 der Posterioriverteilung ein, so ergibt 
sich 
 
1 2 1
1 2 1 2 1 2 1 2 1 2
1 2 1 2
6 3 10 6 3
1 2 1 2
6 3
1 2 1 2
!( , , , , ) (1 )
! !( )!
10! (1 )
6!3!(10 6 3)!
10! (1 )
6!3!
y y n y ynD y y n y y
y y n y y
θ θ θ θ θ θ
θ θ θ θ
θ θ θ θ
− −
− −
− − = − −− −
= − −− −
= − −
. (33) 
2
Die Posterioriverteilung nach dem ersten Rundgang (Gleichung 33) ist in Abbildung 7 als 3D-
Diagramm für die Variation der relativen Anteile 1 2( , )θ θ  wiedergegeben. Wie man sieht, 
wird die Fläche über den Werten der relativen Häufigkeit der Haupttätigkeit 6/10 = 0,6 sowie 
der relativen Häufigkeit der Nebentätigkeit 3/10 = 0,3 „in die Höhe gefaltet“. Den 
Faltungseffekt kann man auch gut im zugehörigen Konturdiagramm in Abbildung 8 erkennen. 
Dieser Effekt der besseren Informationsversorgung auf die Präzision der Schätzung ist 
vollkommen analog zum Spezialfall der Binomialverteilung aus Kapitel 2.1.2, der bereits in 
den Abbildungen 4 und 5 dargestellt wurde. 
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Abbildung 7: Posterioriverteilung 1 2 1 2( , ,1 7, 4,10 6 3 1)D θ θ θ θ− − − − +  nach dem ersten 
Rundgang als 3D-Diagramm 
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Abbildung 8: Posterioriverteilung 1 2 1 2( , ,1 7, 4,10 6 3 1)D θ θ θ θ− − − − +
3
 nach dem ersten 
Rundgang als Konturdiagramm 
Zur Vereinfachung der Interpretation der Tätigkeitsbeobachtungen wird man in der Praxis 
selbst bei lediglich drei Ablaufarten wohl kaum mit einer dreidimensionalen visuellen 
Darstellung der Posterioriverteilung arbeiten. Bei vier oder mehr Ablaufarten ist die 
ergonomische Visualisierung der Verteilungsfunktion in höheren Dimensionen ohnehin 
schwierig zu gestalten. Stattdessen liegt es nahe, die Anteile der Ablaufarten 1 2, ,θ θ θ  separat 
in der bereits gewohnten zweidimensionalen Art nach den Abbildungen 3, 4, 5 und 6 
darzustellen. Für eine solche Darstellungsart müssen die sog. Randverteilungen der 
Zufallsvariablen 1 2 3, sowieθ θ θ  bestimmt werden. Eine Randverteilung einer interessierenden 
Zufallsvariable ergibt sich nach PAPOULIS / PILAI (2002) einfach durch „herausintegrieren“ 
der restlichen Zufallsvariablen aus der gemeinsamen Verteilung 1 2 3( , ,p )θ θ θ . So gilt für die 
Randverteilung 1( )p θ  von 1θ  beispielsweise 
( ) ( ) ( )
3 1 2
1 1 1
1 1 2 3 2 3 1 2 1 2
0 0 0
1
, , , ,1 2p p d d p
θ θ θ
dθ θ θ θ θ θ θ θ θ θ θ
= − −
= = −∫ ∫ ∫ − .     (34) 
Für die in der Gleichung 27 definierte Dirichlet-Verteilung lässt sich mit Bezug auf 
GELMAN et al. (2003) die Randverteilung sehr einfach bestimmen. So ist die Randverteilung 
für jede interessierende Variable ( 1,..., )j j kθ =  des Anteils der j-ten Ablaufart eine bereits 
aus Kapitel 2.1.2, Gleichung 14, bekannte Beta-Verteilung mit den Hyperparametern jα  und 
0 jα α−  
( ) 0 0
1
( , ) mit
k
j j j
j
p B jθ α α α α α
=
= − =∑ .       (35) 
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Mit anderen Worten lässt sich hinsichtlich der Berechnung und Visualisierung von 
Randverteilungen der Fall von mehr als zwei Ablaufarten auf den Grundfall von lediglich 
zwei Ablaufarten zurückführen. Kommt man auf das oben beschriebene Beispiel der 
Beobachtung von drei Ablaufarten zurück, so ergeben sich nach dem ersten Rundgang 
( ), ausgehend vom uninformativen Anfangsfall mit 1 2 3 1 210, 6, 3, 1n y y y n y y= = = = − −
1 2 3 1
=
α α α= = = , die folgenden Verteilungsfunktionen  
 .  (36) 
( )
( )
( )
1 1 1 0 1 1
2 2 2 0 2 2
3 0 1 2 1 2 0 1 2 1 2
( , ) (1 6,3 1 10 6) (7,6)
( , ) (1 3,3 1 10 3) (4,9)
( ( ) , ( ) )
(3 (1 1) 10 6 3,3 (1 1) 6 3) (1 1,1 9) (2,10)
p B y n y B B
p B y n y B B
p B n y y y y
B B
θ α α α
θ α α α
θ α α α α α α
= + − + − = + − + − =
= + − + − = + − + − =
= − + + − − − + + +
= − + + − − − + + + = + + = B
Diese Randverteilungen sind in den Abbildungen 9, 10 und 11 dargestellt. 
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Abbildung 8: Posterioriverteilung für 1 (7,6)Bθ =  nach dem ersten Rundgang  
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Abbildung 9: Posterioriverteilung für 2 (4,9)Bθ =  nach dem ersten Rundgang 
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Abbildung 10: Posterioriverteilung für 3 (2,10)Bθ =  nach dem ersten Rundgang 
Mit Hilfe der Randverteilungen 1 2( ), ( ) und ( )p p p 3θ θ θ können erneut Schätzwerte maximaler 
Wahrscheinlichkeit für die Anteile der Ablaufarten nach Maßgabe des Maximums der 
Verteilungsfunktion berechnet werden. Weiterhin lassen sich Vertrauensintervalle für eine 
vom Industrial Engineer vorher geforderte Vertrauenswahrscheinlichkeit, typischerweise 
0.05 1 0.95α α= ⇔ − = , bestimmen. Dieses Verfahren wurde bereits ausführlich in Kapitel 
2.1.2 erörtert und muss hier nicht wiederholt werden.  
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Anhang: Prinzip des REFA-Standardprogramms zur Multimomentaufnahme 
1. Zielsetzung 
Zuerst wird eine Auswahl und Beschreibung der zu beobachtenden Arbeitssysteme 
vorgenommen und die zu beobachtenden Menschen oder Betriebsmittel werden 
festgelegt. 
 
2. Ablaufarten festlegen und beschreiben 
Bei der Festlegung der Ablaufarten muss berücksichtigt werden, dass diese durch 
Kurzzeitbeobachtungen eindeutig erkannt werden können. Eine starke Abgrenzung der zu 
beobachtenden Ereignisse ist nötig, um damit eine eindeutige Beobachtung und 
Zuordnung zu ermöglichen. 
 
3. Rundgangsplan festlegen 
Skizzenmäßig werden die Beobachtungsstandpunkte und Beobachtungsfolgen dargestellt. 
 
4. Erforderlichen Beobachtungsumfang n´ bestimmen 
In diesem Schritt wird die Frage geklärt, wie viele Rundgänge bzw. Beobachtungen nötig 
sind, um zu ausreichenden Ergebnissen zu kommen. Ausgangspunkt ist die Ablaufart, die 
am meisten interessiert.  
Geschätzt wird der pi –Wert für die Hauptgröße i zur Berechnung der vorläufigen Anzahl 
der Beobachtungen N:  
100∗=
N
n
p ii  
wobei: 
N= Gesamtzahl der aufgenommenen Notierungen 
ni = Anzahl der Notierungen mit dem bestimmten Merkmal i 
pi = tatsächlicher Anteil des Merkmals i in der Gesamtheit 
 
Standardabweichung der Stichprobe 
N
pp ii )100( −=σ  
Der zugehörige Vertrauensbereich f, die Gesamtabweichung von pi in % von N,  
σα ∗= zf  , mit  
zα= Maß für statistische Sicherheit in Abhängigkeit von s (z =1,96 für s=95%) 
s= Standardabweichung der Stichprobe  
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α= Statistisches Fehlschlussrisiko 
In der Regel wird bei Multimoment-Studien nur eine 95%ige Sicherheit der Aussage zur 
wahren relativen Wahrscheinlichkeit bei der Auswertung verwendet. 
 
Unter Voraussetzung einer Normalverteilung der Grundgesamtheit ergeben sich die 
Vertrauensgrenzen folgender Weise: 
σα ∗±= zpp ii  
Daraus ergibt sich die Gesamtabweichung f bei bekanntem pi und zα = 1,96 für s=95%, 
womit der gewünschte Streubereich f des Anteilswertes pi feststeht. 
N
ppf ii )100(96,1 −±=  
Die Anzahl der Notierungen wird nach der Multimoment-Hauptformel berechnet. 
2
)100(84,3
f
pp
N ii
−∗∗=  
Anschließend wird die Anzahl der zu beobachtenden Plätze n festgelegt und die Anzahl 
der Rundgänge je Beobachter B.  
Zur Berechnung der Anzahl der Rundgänge R und der Anzahl der Rundgänge je 
Beobachter B werden folgende Formeln angewendet: 
n
NR =  und 
Z
RB =  
Durch Zurückrechnen ergibt sich die endgültige Zahl der nötigen Notierungen. 
Eine ausreichend häufige unabhängige Beobachtung von Einzelvorgängen ist nötig, um 
die festgestellten Merkmale als normalverteilt auffassen zu können. Eine Annäherung an 
eine Normalverteilung wird bei Hinnahme eines nur geringen Fehlers bei genügend großer 
Anzahl an Notierungen erreicht. Eine weitere Grundlage stellt der „Zentrale 
Grenzwertsatz“ dar: die beobachteten Ergebnisanteile pi nähern sich mit der fortschreitend 
zunehmenden Summe aller Notierungen Ni immer mehr der Grundwahrscheinlichkeit p an 
und berühren die theoretisch zulässigen Vertrauensgrenzen nirgends. 
 
5. Bestimmung der Rundgangszeitpunkte 
Vor Festlegung der Rundgangszeitpunkte sollte ein Proberundgang durchgeführt werden 
um festzustellen, ob der veranschlagte Zeitbedarf realistisch ist. 
Die Bestimmung der Zeitpunkte selbst muss zur Erfüllung statistischer Bedingungen und 
Vermeidung einer unbewussten Ergebnisbeeinflussung zufällig erfolgen. 
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In dieser Phase sollten auch spätestens alle Beteiligten informiert werden. 
 
6. Durchführung von n = x Beobachtungen 
Die Beobachtungen werden zeitlich aufgrund der Rundgangszeitpunkte und räumlich 
aufgrund des Rundgangsplanes durchgeführt. Es wird dabei die Ablaufart notiert, die auf 
den ersten Blick festgestellt wird 
 
7. Zwischenauswerten 
Nach allgemein n=500 Beobachtungen wird eine Zwischenauswertung durchgeführt, um 
zu prüfen, ob die geschätzte Zahl Ni zutreffend sein wird. Dabei wird die Gesamtzahl N 
der Beobachtungen jeder interessierenden Ablaufart ermittelt und der Anteil p der 
Beobachtungen jeder interessierenden Ablaufart. 
Rechnerisch oder mittels Leitertafel wird der tatsächliche Vertrauensbereich der 
interessierenden Ablaufart bestimmt und, falls f > f´ ausfällt, die korrigierte Zahl der 
notwendigen Beobachtungen n´ ermittelt, um weitere Beobachtungen durchzuführen. 
N
ppf ii )100(96,1 −±=  
Wenn der Vertrauensbereich f kleiner als der erforderliche f´ ist, erfolgt die 
Endauswertung. 
 
8. Endauswertung 
Bei der Endauswertung wird als erstes die Gesamtzahl x der Beobachtungen jeder 
Ablaufart und ihr Anteil p festgestellt. Außerdem wird für jede Ablaufart der erzielte 
absolute Vertrauensbereich f nach Leitertafel bestimmt. 
Die Ergebnisse werden auf Zusammenstellungsbogen in Form eines Ablaufartenprofils 
zusammengefasst und Kontrollkarten für den Nachweis des enger werdenden 
Vertrauensbereiches des Anteilswertes jeder Ablaufart während der 
Multimomentaufnahme werden aufgebaut. 
(Stellt man Mindest- und Höchstanteil über der Anzahl n der Beobachtungen dar, entsteht 
eine Trichterkurve; trägt man in diese Darstellung den aus der bisher festgestellten 
Häufigkeit der Ablaufart berechneten Anteilswert ein, wie er sich am Ende eines Tages 
ergibt, entsteht wegen des ständig zunehmenden Beobachtungsumfanges eine Punktfolge, 
deren Schwankungen im Laufe der MMA immer kleiner werden. Diese Aufnahme wird 
als Kontrollkarte bezeichnet.) 
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Durch diese Ergebnisse kann eine Entscheidung über die Brauchbarkeit der 
Multimomentaufnahme gefällt werden. 
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