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A novel approach for modeling anthropogenically-initiated wildfire ignition was
developed that significantly advances the theoretical knowledge of human-wildfire
interactions. Gravity interaction models that are commonly used for economic analyses
associated with business competition were combined with fluid dynamics models that
mimic human movement patterns to predict the probability of anthropogenically-initiated
wildfire. Herein, a combined gravity interaction and fluid dynamics models is developed
and validated for wildfire potential prediction against historic and current wildfire data.
The study identified population centers and transportation corridors, in particular:
proximity to railroads and roads; traffic volume; and density of the corridors as the most
influential factors for wildfire ignition. The population centers are identified as global
influencing factors, and are modeled as the gravity term. The transportation corridors are
identified as local influencing factors, and are modeled using fluid flow analogy as
diffusion and convection terms. An analytic convection diffusion model (CDM) model is
derived and the model coefficients calibrated using historic wildfire data.

The model is implemented in GIS, and applied for the prediction of wildfire
potential prediction in southeastern Mississippi. The model shows a correlation of
R2=0.87 against winter historic data, whereas the Gravity model with a fuel component
shows only R2=0.75 correlations. The improved predictions using the proposed CDM
model is due to its capability to predict both the global and the local measure of
incendiary activity patterns within a single dynamic equation.
The CDM model can be used as a standalone model that can predict the wildfire
potential in a region. It can also be combined with the fuel layer and meteorological
conditions to obtain spatio-temporal variation of wildfire risks, which would provide a
decision support system for wildfire mitigation and land use planning and development.
The CDM model will help fire managers better plan wildfire mitigation (fuel reduction)
strategies and effectively stage equipment and personnel geographically in areas of
drought that are coincident with high ignition probability. Land use and transportation
managers will gain better understanding of the changes in wildfire risk pattern due to
urban fringe development.
Keywords: Spatial interaction, Forest fire potential, Fluid mechanics
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CHAPTER I
INTRODUCTION

This study builds on the gravity model to predict wildfire risk in southeastern
Mississippi. From a very broad perspective, occurrence of wildfires depends on the
availability of fuels and the presence of an ignition source (Zhai et al. 2003, Pew et al.
2001, Brewer et al. 2006, Cooke et al. 2007a & b). Fuels are usually derived from the
vegetation loads such as dead leaves, branches, pine needles, and other natural debris,
including both horizontal and vertical vegetation structure. The spatial distribution of the
fuel loads depends on the vegetative characteristics, whereas the temporal variations are
governed by the meteorological conditions, including drought events (Grala et al. 2010).
Moving from fuels to ignition sources, wildfires are usually initiated by humans.
These antropogenically initiated fires constitute more than two-thirds of all wildfires in
the U.S., and the numbers are even larger for the southern U.S. (NIFC 2006). Today,
wildfires consume anywhere from two million to ten million acres in forests every year,
and the majority of them are due to humans (Johnson, and Govatski, 2013).
There are three main categories of antropogenically-initiated wildfire ignition
sources: accidental, incendiary and prescribed (Zhai et al. 2003). Accidental fires are
unintentionally started, such as by children, camp fires, smoking, hunting, vehicle and
rail-roads etc. Incendiary wildfires are set deliberately without the consent of a property
owner. This is a broad category that takes into account wildfires started through
1

negligence with no criminal intent, as well as arson fires that are set with malicious intent
and expectation to cause damage (Kraskey 1985, Kuhlken 1999). Prescribed fires are set
in a controlled environment to compensate for the lack of natural fire, and burn their off
accumulated fuel to mitigate or better manage future wildfire events (Parsons 2000).
Studies have shown the strong influence of humans on the spatial pattern of
wildfire, either as ignition source at shorter distances to human infrastructure, such as
roads and cities (Grala et al. 2010, Petrakis et al. 2005, Pye et al. 2003, Pyne et al. 1996,
Cardille et al. 2001, Stephens 2005, Yang et al. 2007), or by suppressing/managing
wilderness fires (Miller 2003, Radeloff et al. 2005). The widespread devastation from the
June, 2012 Colorado wildfire caused estimated damages of about $3.2 millon and
displaced 30 thousand people, appears to have been anthropogenically-initiated, probably
due to the blending of rural and urban areas in dense web of greenery (BBC 2012,
Hellmund et al. 2006).
Wildfires also have significant effect on forest resources and lead to loss of
sequestered carbon and loss of ecological biodiversity, which in the long run affect
carbon cycle, radiation budget, and climatic balance (Fig. 1.1 Perry, 1998; Roy and
Ravan, 1996). Considering the impact, the United States spends $3 billion annually in the
last decade to mitigate the risk of wildfires (Congress Research Service report, 2011).
Wildfires pose serious economic and environmental hazard over much of the U.S., and
have significant impact on the availability of the cultural resources (Eccleston 2011).
The Schematic diagram in the Fig. 1.1, showing the interaction between human
activities from population interaction, location and time and its effects on the ecosystem
through land use and wildfire and its feedback to further alter the effects due to
2

population interaction that results to myriad of local interactions among the multiple
agents of land use / land cover and urban fringes. Therefore the distribution of land uses,
such as residential, industrial, or commercial, agriculture, open or closed forests, along
the city radius determines not only the locations of households and firms but also the time
and location of human activities such as living, working, shopping, education, recreation
and crime (Fisher et al., 2013). The spatial distribution of accessibility influences causes
environmental and ecological changes of global significance which contribute to
changing biodiversity and a great vulnerability to new dimensions such as species
invasions which alter human economic and social activities. The altered ecosystem
effects mediated by changes in diversity are ‘outside the box’ of anthropogenic initiated
wildfires. While the impact of the wildfires on our ecosystem/cultural resources is better
understood, our understanding of the complex set of biophysical and social factors that
initiate such events is preliminary. Development of better understanding of such factors,
including understanding of the natural ecological role of the fires in wilderness, is critical
for wildfire management and prevention (USDA & USDI 1998).
Background
Studies available in the academic literature indicate that human induced wildfire
is an important component in determining anthropogenic wildfire potential (Zhai et al.,
2003; Cardille et al., 2001; Lavin, 1997; Gilreath, 2006; Cooke et al., 2007a). Wildfire
frequency is negatively correlated with distance from roads and is normally distributed
with respect to road density (Zhai et al., 2003; Gilreath, 2006). Gilreath (2006) showed
that wildfire frequency is highest at medium road densities and that frequency decreases
with low and road density. The study reinforces the idea that human population
3

settlement patterns are important predictors of wildfire potential. But there are problems
with measuring the impact of human population on wildfire potential using road density
and/or distance from roads, because changes in human behavior and new lifestyles (e.g.
increased recreation activities and urbanization into forest areas) also contribute to the
increase in wildfire events (Griffith, 2009; Yang et al., 2007). Density models rely on
either convolution functions (moving window) that require the analyst to arbitrarily
choose a window size, or they rely on a ‘Kernel’ density function that approximates a
Gaussian distribution and that assign greater importance to values near the ‘kernel’ center
and contribute more to the cell's total density value. Therefore, selecting a suitable kernel
size is a key element in the density estimation because diverse kernel sizes will capture
different spatial variation at different scales. Kernel radius choices are often made with
appropriate bandwidth selection can be made either by using nearest neighbor index
(NNI) that gives the distance threshold or the sill from the correlogram that approaches
Moran’s-I, that attempts to maintain local variation without over-generalizing density
estimates (Gilreath, 2006; Cooke et al., 2007a, b; Fischer and Wang, 2011; Lloyd, 2010).
Distance from roads is easily calculated in a GIS, but a generalized function of distance is
often used that requires specification of a decay function. The most commonly used
distance decay models are those in which distance is introduced as an inverse function to
some power, typically 1 or 2 (Batty, 1976). Thus, while the choice of the power should be
based on objective evidence of the wildfire frequency decay rate versus road distance,
this decay rate is often subjectively determined and may vary considerably due to the
effects of climate, fuel loadings, and interactions with human populations. Overall, these
models involve the assumption that the strength of relationships between locations
4

diminishes simply as separation increases (Batty, 1976), without considering the size of
the population or the interactive effects of two populations on each other. Therefore all
current GIS models that use these simplistic functions do not adequately model wildfire
occurrence they do not take into account the key parameters. A better and more inclusive
GIS model is needed. A key component of this study is an investigation into the role
population interactions have on the spatial distribution of wildfire and on wildfire
frequency.
Several wildfire risk description models have been used by the United States
Forest Service to develop management tools and for evaluation of wildfire damage to
state forest resources (Burgan et al. 1998, Countryman 1972, Gilreath 2006). These
models use correlations between the historical observational data and geographical
locations, meteorological conditions and vegetation components to obtain wildfire risk
potential indices (Romero-Calcerrada et al. 2008). In essence, such models use maps of
the fuel loads to identify areas with high wildfire potential. Currently, there are few
models which can account for both fuel loads and ignition sources to predict wildfire
potential (Sadasivuni et al. 2009, 2013). The first step in development of such advanced
models is to understand the underlying mechanisms governing the interaction of the
wildfire events with the anthropological factors. The mechanisms can then be expressed
in mathematical equations to develop robust predictive models that are more accurate.
The wildfire observations have systematically reminded us that wildfire ignition
distribution occurs in a hierarchal process, originating from the initiation centers and
diffusing spatially along preferential directions of anthropogenic susceptibility. Literature
has emphasized populated areas as the initiation centers, however they fail to define the
5

diffusion direction. Furthermore, the definition of the spatial distance from the initiation
center is a complex one, as the diffusion seldom occurs across the Euclidean distance, but
along the transportation corridors (Ayeni 1979). Literature shows that besides human
component, the other factors that exacerbate the wildfire risk are from the climate and the
type of vegetation.
Cooke, et al. (2007a &b) and Gilreath (2006) have previously analyzed wildfire
occurrence as it relates to vegetation, precipitation, and road density (total length of the
road polyline feature per unit area) data in Mississippi for the 15 year period (1991 –
2005) to identify the variables which most closely describe the wildfire distribution.
Gilreath (2006) confirmed that the water budgets, i.e., cumulative precipitation minus
evaporation (P-E) as a departure from long-term P-E averages, resulted in a strong spatial
correlation between the wildfire events and the dynamic meteorological conditions. Road
density including both designated highways and county roads was found to be a good
indicator of wildfire frequency. Gilreath (2006) road density model captures the
distribution of wildfires with medium density roads that are located in urban fringes. The
study indicated that: wildfire frequency and road density follow a normal distribution; the
areas of very high and very low road density correlated with low fire risk potential; and
the areas of moderate road density correlate with significantly higher risk. Grala et al.
(2010) found that 60-70% of wildfires occur within a 1 kilometer (km) buffer of the
designated highways. To the best of authors knowledge, no studies are available that
describe the interaction of traffic volume and railroads with wildfires.
One of the fundamental spatial principles used for predictive modeling of socialeconomic human activities is based on the Tobler (1961) first law, which states that:
6

“..everything is related to everything else, but closer things are more related than distant
things.” The factors that have been associated with this principle of ‘spatial
autocorrelation’ include technology, politics and social environments (Kathrin 2011). An
interaction is seen as a co-variation between the adjacent observations which can be
referred as a neighborhood view of spatial association in geographic space.
An example of a spatial interaction model is the “gravity model,” wherein one of
the most important variables is the specification of the “distance matrix” or “proximity.”
As expected, the distance matrix is dependent on the influencing factors involved in a
real world environment (Faghri et al. 2001). The spatial interaction models available in
the literature build on the gravity model framework by calibrating the distance matrix
coefficients to include the effects of influencing factors (Chan 2011, Huff 1963, Porojan
2001). Discrete choice logit models (Fotheringham et al. 1989) have extended the gravity
model to include; competitiveness between the available choices, time as the proximity
matrix, and adjustment of the model exponent based on observations. There are several
other models which build on the gravity model framework and use various constraints to
model the anisotropic nature of the interactions (Openshaw 1998, Wilson et al. 1999).
Stouffer (1940) introduced the concept of “intervening opportunities,” to model the
traveler’s behavior due to the influence of additional opportunities. The modeling was
performed using probabilistic theory and has been used in conjunction with the gravity
model, wherein the multiple opportunities provide a multiplicative constant (Rietveld and
Nijkamp 2002, Stillwell et al. 2010). One of the issues associated with such models is the
calibration of model coefficients. Secondly, the models employ adhoc weight functions
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when used for modeling multi-criteria interaction (Sadasivuni 2007, Sadasivuni et al.
2009, 2012).
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Figure 1.1

Schematic diagram showing the interaction between human activities
(population interaction, location and time) and its effects on the ecosystem
through land use and wildfire.

The filled arrows are the specific interaction studied.

Objective and Approach
The key components for the wildfire predictions models are: (1) fuel distribution;
(2) anthropogenically-initiated ignition sources (Gilreath 2006; Sadasivuni et al. 2012;
Bhushan et al. 2012); and (3) inflammability of the fuel, which depends on the fuel type
and climatic factors (Gilreath 2006; Grala and Cooke, 2010; Cooke et al., 2012; Figure.
1.2). The overarching goal of this project is to develop a Geographic Information System
(GIS) tool to obtain the ignition potential map of an area, which can be combined with
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meteorology and fuel type and distribution maps to assist in wildfire management and
prevention.

Figure 1.2

Block diagram showing the components of the wildfire management and
prevention decision support tool.

The specific objectives of this research are to:
1. Understand the correlation between the observed wildfire events with the
anthropogenic factors, such as cities, transportation corridors and traffic
volume;
2. Develop a robust spatial interaction model, referred to as convectiondiffusion model (CDM), to predict anthropogenically-initiated accidental
and incendiary wildfire ignition prediction model using fluid flow
metaphor for movement of people, and calibration of the model
coefficients using observational data; and
9

3. Application of the model for the wildfire risk prediction in southeast
Mississippi region, comparison of the model predictions with previously
developed Gravity and road density models, and validation using
observational data.
The principle hypothesis that guides the wildfire ignition potential model
development is that the movement of people across a landscape is the primary cause of
wildfire ignition, and that their movement is analogous to fluid flow. In particular: (1) the
movement of the people are in general guided by the cities or population areas, which is a
global influencing factor such as pressure gradients in fluid flow; (2) the direction of the
movement of the people is aligned with the roads (or intermodal transportation corridors),
and is anisotropically aligned along the high traffic volume roads; and (3) roads provide
the access points to the wild/woods for people with incendiary motive, and they are
expected to move away from the roads into woods – which is similar to fluid diffusion.
The last two factors are local influencing factors which are similar to convective and
diffusive fluxes across the local boundaries in fluid flow. The modeling philosophy is
depicted in Fig. 1.3 and the details in (Fig. 1.4). The global influencing factor is modeled
using Newton’s gravity (Tobler, 1961) term, whereas the local factors are modeled using
convection-diffusion terms. The former has been well adopted as discussed above.
Shields (1997) previously introduced the flow metaphor for the movement of people,
commodity, capital and information across the geographic space, and related them to
vector or direction and movability or diffusion of the fluid. In this model, convection
corresponds to movements over a long range of distances, and diffusion corresponds to
movements over short distances (Dauphiné, 2012).
10

Figure 1.3

Schematic diagrams showing the proposed ignition potential prediction
model.
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In the following Chapter 2, the interaction between the historic wildfires and
transportation corridors is studied using 18 years data in southeastern Mississippi. In
Chapter 3, the results from previous modeling effort, namely Gravity and road density
models (Gilreath, 2006; Sadasivuni et al., 2013) has been presented along with additional
regression analysis. In Chapter 4, a convection-diffusion model (CDM) is developed for
wildfire ignition potential prediction, the model coefficients are calibrated from the
observational data, and analytic validation of the model is performed. In Chapter 5, the
model is implemented in ArcGIS, and applied for prediction of wildfire risk map in
southeastern Mississippi. The model predictions are compared with Gravity model
predictions (as presented in Chapter 3), and are validated against observational data.
Finally, conclusions are drawn and future work is discussed in chapter 6.

12

CHAPTER II
OBSERVATIONAL DATA ANALYSIS: WILDFIRES, POPULATION, FUELS

The overview of this chapter focuses on the observational data analysis on the
interaction of wildfire distribution along the roads, railroads and from cities.
Study Area
The hilly landscape of Mississippi increases from sea level at the Gulf of Mexico
to the maximum elevation of 806 ft (246 m) at Woodall Mountain, located at the extreme
northeast corner of the state. Mississippi is located in two lowland plains. One extends
towards the east from the Mississippi River, and the alluvial Plain of Mississippi
considered as the Delta. The other is the Gulf Coastal Plain that includes the rest of the
state. The Gulf coastal plain includes various sub regions. The prominent sub regions are
the Red Clay Hills of north-central Mississippi and the Piney Woods of the south and
southeast. Wildfire is an integral element of forest ecosystems in the southeastern
United States. It plays an important role in habitat health, species diversity, carbon
storage, biomass accumulation, and fuel loads reduction (Grala, 2010). In the south the
fuel accumulates rapidly every year and fire has been used for generations as a
management tool to control annual growth (Pyne 1982). These conditions are very rare in
the south-east owing to high population density and a fragmented landscape (Grala,
2010).
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Figure 2.1

Study area located in the southeastern Mississippi

The study area (Fig. 2.1) includes the southeast region of Mississippi. It includes
22 counties that are considered by the Mississippi Forestry Commission as the
Southeastern Fire District of Mississippi. It has coastal plains in mid-coast having gentle
hill topography, is well drained, and has diverse soils. The southern part of this study area
is the lower coastal plain, which possesses well drained forest soils and deep sandy
alluvial soils (Schultz, 1997). The region includes over 60 cities and towns with
population ranging from 120 to 72,000 persons. The most populated cities Gulfport with
72,000 and Biloxi with 50,000 are located along the Gulf coast in 2006. In the interior of
the region, Hattiesburg with population of 45,000 in 2006.
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Wildfire Data
The wildfire data analysis performed previously for dynamic meteorological
conditions (Gilreath 2006) and road density (Grala et al. 2010) in the entire Mississippi
region, is extended to elucidate the effect of cause and area, seasons, intermodal
transportation corridors, traffic volume and cities, using recent data for 18 year period
1992- 2009.
The GIS data available for this region includes highways and county roads railroads obtained from the Mississippi Bureau of Transportation statistics - locations for
wildfire occurrences from the Mississippi Forestry Commission for 18 year period 1992 –
2009; and real traffic volume data – a shapefile from the Mississippi Department of
Transportation Planning Division. This analysis focuses on: (a) causes of wildfires; (b)
yearly variations; (c) wildfire sizes; (d) monthly and seasonal variations and (e)
interaction of wildfires with roads, railroads and cities. For the analysis of the road
interaction, the designated highways have been partitioned into primary and secondary
roads. The primary roads include interstates and federal highways, whereas the secondary
roads include state highways and major roads. For the city interaction analysis, road
density, including both designated and county roads, traffic volume, and city population,
are used. A vegetation layer derived from Landsat Thematic Mapper image mosaics and
scenes from the Spatial Information Technology Laboratory at Mississippi State
University Department of Forestry were analyzed previously (Pye et al. 2003, Openshaw,
1998) and made available to the authors.
The historical wildfire data are analyzed for better understanding of the
distribution pattern of anthropogenically-initiated wildfire events in the southeast MS
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region. The data analysis based on topological relationships of the observational data in
relation to proximity, were analyzed. For this purpose the following topological GIS tools
are used: (a) adjacency- the zone of influence on either side of an element, e.g., a 250m
buffer along the roads is the region between the road and a point 250m away from the
road; (b) distance- the Euclidean distance between two points of interest; (c)
neighborhood- interpolates data feature to raster objects to obtain continuous response
surface; and (d) map algebra functions - calculate regular mathematical functions. In
addition to these, interpolations were performed using moving window/kernel density
estimation. The size of the window is chosen using by using nearest neighbor index
(NNI) that gives the distance threshold that attempts to maintain the local variation
without over-generalizing density estimates. The optimal window size was found to be 4
kms, which is used in the analysis.
The figures that follow in this section herein are part of my original research.
Wildfire Cause and Area Analysis
The wildfire data contains around 19,200 wildfire events for the 18 year period
(1992-2009), and shows peaks in the years 1999-2000 and 2006-2007. The higher
frequency in these years associates very well with the wildfire drought index in the region
(Sadasivuni, 2013). The reported cause of wildfires included arson - 64%, prescribed
(both due to debris burning and equipment maintenance) - 32.75%, lightening - 0.96%,
smoking - 0.7%, children - 0.56%, railroad - 0.53% and camp fires - 0.28% (Fig. 2.2,
Table 2.1). Herein, the focus is on anthropogenically-initiated accidental and incendiary
wildfires, thus only wildfire events due to arson, smoking, children, railroad and
campfires are considered for the rest of the analysis, which account for 12,701 wildfires
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(66% of total). Wildfires activity is a bimodal pattern and the peaks in 1999-2000 and
2006-2007 (Fig. 2.3). The peaks relate very well with the wildfire drought index in the
background.
The distribution of the wildfire size (Figs. 2.4 a&b) shows peak frequency in the 1
to 5 acre range for the majority of the causes, and the overall mean fire size of 18.3 acres.
The fire sizes show a log-normal distribution (log scale with base e). Arson fires are
mostly distributed in the southern and south-eastern part of the region, which are the most
populated regions. The fire sizes range from 1 to 50 acres, with peak in 10 to 50 acre
(Figs. 2.5 a – i). Lightening caused wildfires are progressively decreasing in fire size and
are evenly distributed across the study area. Miscellaneous wildfires are distributed
across the study area and usually burn less than 1 acre. The prescribed wildfires are
observed all over the region. They are distributed mostly along the cities and roads and
burn an area between 1 to 5 acres.
Table 2.1

Numbers and percentage of wildfire activity based on causes
Cause

# Fires

% Fire

Arson
CampFire
Children
Debris Burning
Equipment
lightning
Smoking
RailRd
Misc
Total

12477
54
109
6023
339
186
135
103
10383
29809

64.22835
0.277978
0.561104
31.00484
1.745084
0.95748
0.694945
0.530217
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Figure 2.2

Wildfires activity comparison in Southeast Mississippi during 1992 and
2009

Severe
Drought

Figure 2.3

Low
Drought

Wildfires activity and its correlation with drought index in southeast
Mississippi during 1992 and 2009.

The drought index is obtained from http://droughtmonitor.unl.edu/archive.html
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(a)

(b)
Figure 2.4

Histogram for the distribution of fire size between 1992 and 2009 along
with the descriptive statistics of the fire size.

Histogram for the distribution of fire size between 1992 and 2009 along with the
descriptive statistics of the fire size. (a) Normal scale and (b) log scale (base e). Log of
fire size shows a normal distribution when natural log was taken on the raw data which
satisfies the log-normal distribution [ln (X) = W] and the statistics.
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Figure 2.5

Frequency distribution of wildfires due to different causes

Distribution of fires (1992-2009) caused by (a) arson, (b) campfires, (c) children, (d)
debris burning, (e) equipment, (f) railroad, (g) smoking – careless smokers, (h) lightning
and (i) miscellaneous sources in southeast Mississippi region for the years 1992-2009 are
shown in left panel. Right panel shows the distribution of the area of the fire size.
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Figure 2.5 (Continued)
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Figure 2.5 (Continued)
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Figure 2.5 (Continued)
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Figure 2.5 (Continued)

Seasonal Analysis
Grala and Cooke (2010) and Dutta (2010) categorized the seasons in the region as
spring winter (January–April), summer (May–August) and fall winter (September–
December). Herein, we have categorized the entire year into summer and winter of 6
months duration, i.e., summer from April through September, and winter from October
through March. Winter season shows 12,757 wildfires, which is 66% of total, and
summer shows 6443 which is 33% of total. The wildfire frequency and size distribution
with months of the years (Fig. 2.6), shows peak in early and late winter (October and
March) and wildfires are lower in summer. Winters are less prone to wildfire because of
less evaporation, more moisture/wet condition. This suggests that the winter fire have
more human involvement than summer fires.

24

Area weighted observational data distribution is calculated on the magnitude per
unit area from wildfire locations using a kernel function to fit a smooth surface. Figure
2.7 shows the area weighted observational data distribution of wildfires in the region and
are used to validate the models. Annual observational data shows that the fires are more
concentrated in the highly populated southern area, and northern part around Meridian.
Winter fires are more concentrated in-and-around cities and along the road, and show
sharp distinction in high and low risk regions compared to the annual fires. Summer fires
are more evenly distributed with some concentration in the southwestern and central part
of the study area.
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Variation of average wildfire size and number of wildfires with months
(summer-shaded) during 1992 and 2009.
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Figure 2.7
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Normalized distribution of area weighted historic wildfire risk for 19922009: (a) annual, (b) winter and (c) summer.
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Correlation of Wildfires with Roads
Pyne (1996) suggested that in the past, most wildfires were in remote areas caused
by lightning, whereas the majority of wildfires nowadays are burning closer to developed
areas of the wild land urban interface. Comparison of these historic ranges of variability
suggests that the distribution of wildfires across the landscape is shifting. Analysis of the
data shows that up to 60-70% of the wildfires lie within 1.5 kilometer buffer of the road
in accordance with Grala and Cooke (2010). The distribution of the wildfire event
percentages within the primary road buffers (Fig. 2.8 a) show a peak value of 25% within
250m of the road, a value of about 15% within 250 – 500m buffer, and rapid decay
beyond 500m. The distributions along the secondary roads are almost uniform. The
secondary roads usually have less traffic volume than the primary roads and are less
likely to be ignition sources (ORNL 2011), nonetheless a decay in the fire distribution
should have been observed. One possible reason for the absence of the decay could be
due to the large buffer size, as secondary roads are much closely spaced than the primary
roads. In this research, only the primary roads are considered for the modeling of wildfire
ignition and the future work will focus on further analysis of the correlation of wildfires
with secondary roads.
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(a)

(b)

Figure 2.8

Distribution of historic fires along the roads

Distribution of wildfires along the (a) primary roads and (b) secondary roads for years
1992 - 2009. The data for years 1997, 2008 and 2009 are not presented as the numbers of
wildfires were small to obtain reliable statistics. The road buffers are from 250m to 1.75
km. Figure (a) also shows the averaged profiles and the exponential potential function
(RO) model.
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Correlation of Wildfires with Railroads
In the study area, the railroads run parallel to the primary roads, thus the
distribution of wildfires along the railroad buffers are same as that predicted for the
roads. This analysis does not provide the interaction of railroads with wildfires alone. To
evaluate the effect of railroads, the study region was divided in quadrats, and the wildfire
events per unit length of the railroad and roads were computed. The results (Fig. 2.9),
excluding the quadrats with small railroad lengths, show that there are 30% more wildfire
events in the multimodal transportation corridors than the road corridors alone. This
indicates that the presence of railroads result in 30% higher wildfire events than roads
alone.
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Figure 2.9

Quadrat Analysis of wildfire events along the transportation corridors (rails
& roads)

Wildfire events per unit length of the intermodal transportation and road corridors are
compared in (a) quadrats (Q0-Q8) of the study region (quadrats shown in Fig. 4) and
averaged data for the entire region except Q3 and Q6 for all wildfires in years 1992-2009,
and (b) for all years for the entire region except Q3 and Q6. Quadrats Q3 and Q6 are
removed as these have significantly small railroad length to obtain reliable statistics.
Correlation of Wildfires with Cities
The feature data of the traffic volume and roads were interpolated to the raster
datasets, which provided a continuous response surface. The interpolation was performed
using moving window/kernel density estimation. In this study, the size of the window is
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chosen using an iterative method to maintain local variation without over-generalizing
the density estimation following Cooke et al. (2007a). For this purpose, kernel sizes from
200 m to 10 kms were tested. The large kernel sizes produced a near uniform response
surface, and failed to capture the local variation patterns. On the other hand, very small
regional variations were lost for smaller kernel sizes, and also lead to regions of zero road
density as the roads are sparsely distributed. The optimal window size was found to be 4
kms, which is used in the analysis. Once the raster datasets were obtained, algebraic
calculation of traffic volume by road density was performed. The road density values
were then extracted to the wildfire event feature location.
Gilreath’s (2006) road density analysis in the same region for a 15 year period
dataset (1991 – 2005) showed that the wildfire events correlate well with the medium
road density, i.e., the outskirts of the cities. Herein, the study is extended for the 18 year
period data (Fig. 2.10 a). The results are almost identical to Gilreath (2006). In addition
to the Gilreath (2006) analysis, the road densities are also related to the normalized
distance from the city center (normalized using city radius). The variation of the wildfire
events along city radius (Fig. 2.10 b) helps to evaluate the wildfire ignition potential
damping inside the city.
The correlation of the wildfire events with the road density is not sufficient to
model the anisotropic variation of the wildfire ignition potential around a city. Herein,
traffic density (Vt/Lro) is used as a surrogate variable to represent such interaction. The
traffic density variation for selected cities (Fig. 2.11) shows peak values in the outskirts
of the city due to high traffic volume and low road density. The variable has low values
for low traffic volume, and inside the city where the road density is high. This parameter
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provides strong anisotropy in the wildfire potential along the high traffic volume
directions which are mostly aligned along the primary roads. The anisotropy in the
potential field is compared with the wildfire events within the 2km road buffers. A
qualitatively good correlation is observed between the traffic density and wildfire events,
and both are prominent along the primary roads connecting the cities.
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Wildfire ignition potential behavior radial of the city

(a) Road density at the wildfire locations are shown as bar chart for wildfires in years
1992-2009. The line plot shows the distribution of the road density with respect to
the normalized distance (using city radius) from the city center. Analysis is
performed using 3 large cities in the central region (Hattiesburg, Laurel and
Ellisville). (b) Variation of the wildfire ignition potential (events) inside the city.
Also shown is the gravity model wildfire ignition potential estimates for a city,
and derived damping function.
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(a)

(b)

Figure 2.11

Correlation of wildfire with traffic volume

Traffic volume and primary and secondary roads (LEFT) and traffic volume by road
density (RIGHT) are shown for (a) Hattiesburg and (b) Laurel city areas. The arrows
show the anisotropy in the city potential field due to the normalized high traffic volume.
The anisotropic potential pattern shows a good correlation with the wildfire events in
years 1991 – 2009 (White dots).
Population Interaction
Population of cities is used to generate population interaction map (Fig. 2.12).
The cities layer was obtained from the MARIS-Mississippi Automated Resource
Information System (http://www.maris.state.ms.us). The layer was clipped to the study
area, and centroids were generated for the cities. Herein, only the towns with more than
1000 people are considered for the population interaction. The US Census Bureau
recognizes towns with at more than 2500 population as the urban areas, thus the study
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includes both urban and rural areas (Lee, 2006). Distance from one city to other cities
was calculated using the ArcInfo coverage point distance tool, which calculates the
Euclidean distance. The population and distance factors of the cities layer were used to
calculate the population interaction. From this gravity model, a population interaction
layer was generated.
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MS-15

MS-35

I-59

Figure 2.12

Area weighted wildfire risk potential in Southeastern Mississippi along
with transportation corridors, cities and wildfire incidences for the years
1992 to 2009.

Southeastern Mississippi study area, primary roads (white lines), rail roads (black lines),
cities) and wildfire incidences (caused by arson, railroad and smoking) for the years 1992
to 2009 (black symbols). The background color is the gravity model wildfire potential
predictions. Inset figure shows an enlarged view (along with the secondary roads) around
the Hattiesburg city.
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Fuel Layer
The fuel component is obtained from the unique vegetation age-species
combination layer (Fig. 2.13). To derive this layer, Landsat images and aerial photos for
the Mississippi region beginning in 1972 were classified into thematic maps of land cover
types and approximate forest stand age by the Spatial Information Technologies
Laboratory (Collins, et al. 2005). The maps were recoded to unique integer values based
on forest age and land cover type. These unique records of land cover and age class were
analyzed using additive map algebra functions to produce unique classes of forest type by
age. As the pine with needle leaf category of land cover of 10 to 19 years is highly prone
to fire (Gilreath, 2006), this particular unique class is separated for our analysis. This
hazardous fuel class is later used in the model. A threshold size of 40 hectare (ha) is
considered as a basic unit in our study. All forested areas of size < 40 ha were eliminated
by clump and sieve method. The noise associated with the clumped image is removed
using a 5x5 optimum size filter in the Fourier domain before sieving. The centroids
generated from these clumps were utilized to calculate the kernel density of fuels with a
search radius of 2500 meter. The appropriate kernel size was obtained by experimenting
with various kernel sizes starting from 250 m up to 5000m. The smaller kernel sizes
showed poor distribution of the fuel layer, i.e., the distribution looks like Dirac-delta
variation close to the hazardous fuel point surrounded by zero-potential elsewhere. This
is because the hazardous fuel points are widely scattered in the region. The larger kernel
sizes show dissipated peaks and near-uniform distribution throughout. The kernel size
2500 m gives the best distribution, thus is used in the study. Gilreath (2006) used a
similar kernel size for road density distribution evaluation.
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Figure 2.13

Hazardous pine forests as fuel to wildfire are extracted from land use in
Southeast Mississippi.

The chapter summarizes that the observational data of wildfires are over 65% in
the region which is due to arson, and most burn an area of 10-50 acres and about 2/3rd of
the wildfires occur in winter season and shows peak in the late and early winter. It is up
to 60-70% of the wildfires lie within 1.5 kilometer buffer of the designated highways.
The winter wildfires are clustered near the populated regions and roads connecting them,
whereas summers fires are more-or-less evenly distributed. The wildfire ignition
distribution along the city radius helped to evaluate the ignition potential and damping
function α to include decay inside the city. The wildfire distribution decreases with the
increase of the distance from the roads and the calibration of ν (nu) through the curve fit
of the observational data.
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CHAPTER III
GRAVITY BASED SPATIAL INTERACTION MODEL

Spatial interaction is a broader term for “the movement of people, commodities,
capital and information over geographic space that results from a decision process”
(Fischer, 2006; Haynes and Fotheringham, 1984). The gravity model is one of the most
commonly used spatial interaction model (Haynes and Fotheringham, 1984). This model
is similar to interacting particles due to gravitational force, and can be used to describe
spatial interactions based on attractiveness of one city area relative to other city areas.
The spatial interaction of individual cities is modeled based on the Tobler’s (1961) first
law of Geography: “everything is related to everything else, but near things are more
related than distant things” utilizing the mass and friction variables (Batty, 1976; Fischer,
2013; Haynes and Fotheringham, 1984; Skov-Petersen, 2001; Thrall, 2002.).
Mathematically, the gravity model is stated as follows:

f (M i M j )
I ij  
f ( Dij )

(3.1)

where Mi = population of city i, Mj = population of city j or forest area of stand j, and D =
distance between city i and city j, or between city i and forest stand j. The gravity model
can be simply described as a ratio of the product of objects’ mass divided by a decay
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function described by distance between the entities. Cities’ populations are substituted for
objects mass while distance is viewed as a friction variable that retards movement (Batty,
1976). Similarly, the attractiveness of cities to forests can also be considered by
substituting forest stand area for mass and calculating gravitational attraction among
cities and forest stands. Reilly (1929) used the law of retail gravitation considering
attractiveness as well as the distance to alternative shopping opportunities for retail trade
market area analyses (Perry, 1998). Hundreds of papers have estimated gravity equations
to investigate the determinants of interaction after controlling for the sizes of numbers
and the geographic distances separating them (Van Bergeijk and Brakman, 2010). Studies
generally use Euclidean distance between the two points of interest for this purpose. The
Gravity-based Spatial Interaction Model (SIM) has made it possible to recognize the
interaction between population, activities (of the population), locations (of the activities)
and times (of the day when the activities take place). This method, unlike the
conventional modeling techniques, which considers the attractivity of a space in a
mechanistic or unidirectional way, recognizes attractivity in terms of interaction between
populations (people). This leads to complex activity pattern at the local scale suggesting
‘individual spatial behavior’, ‘individual temporal behavior’, ‘activity location’, and ‘land
usage’ and are often scale-invariant and continuous (Batty, 1976; Van Bergeijk and
Brakman, 2010; Procos and Harvey, 1977; Batten, 2001; Abler and Adams, 1971; Ayeni,
1992; 1979).
Wildfire Risk Map from Population Interaction and Fuel Size
The model brings the account of both fuel loads and anthropogenic ignition
component from the Gravity model to predict wildfire potential.
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Lee (2006) brings together different types of impacts in a 3-tier integrated
assessment which is described below (Fig. 3.1):
(1) horizontal integration of assessments, which brings together different types of
impacts (fuels from land use, social, etc.) into a single, overall assessment at one or more
stages in the planning cycle; (2) vertical integration of assessment, which links separate
impacts from the horizontal impacts that can be considered at different stages in the forest
resource management policy, planning and project cycles; and (3) integration of overall
assessments into decision-making, that integrates assessment findings into different
decision-making stages in the planning and project cycles.
This study uses the horizontal integration of assessments and is achieved by
combining population interaction and unique species age fuel layer using a cost raster
algorithm (Population interaction layer + unique age species density layer)/2 (Fig. 3.1).

Figure 3.1

Flow chart for the methodology of population and fuel layer integrations
for the predictions of the wildfire risk map.
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Figure 2.12 shows the population interaction among cities as a continuous surface
with a normalized distinct value at each location. The demarcated potentials of
interaction are: < 0.1 as ‘very low’, 0.2 – 0.1 as low 0.4-0.6 as ‘medium’, 0.6-0.8 as
‘high’ > 0.8 as ‘very high’.
The interaction is high inside and around the cities, and in the regions were cities
are in close proximity. The population interaction is aligned along the major highways of
the study, i.e., along northern MS-15, MS-35 and MS-37, I-59. The alignment along the
road is expected as the roads are designed to pass through the major population
settlements. The highest interactions are observed in the coastal region, which is densely
populated, and around the Hattiesburg along the I-59 corridor. Overall, the population
interaction map reflects the general activity pattern of the populations. The population
activity will influence incendiary activity, e.g., as the city dwellings push into lush
vegetation landscapes, it outstrips fire protection, and chances of fire sprawl increases
(Pyne, 2001; Batty, 1976).
The distribution of the fire fuel in the region is shown in Fig. 3.2. The fuels are
scattered in ribbon pockets with high values around Wiggins – Poplarville stretch in the
south, along the western border and around Leaksville area. The fuel is almost negligible
in the north-eastern part of the domain, and in the coastal region. Around Hattiesburg and
New Augusta, the fuel layer is scattered in the outskirts of the cities. This is expected, as
the expanding population settlement shrink forest resources.

41

Low-risk
region

Medium-risk
region

High-risk
region

Figure 3.2

Normalized wildfire risk map generated using the Gravity model in
Southeast Mississippi.

The symbols are the observed wildfire incidences for the years 1999 to 2003. The boxed
areas are the low-, medium- and high-risk regions used in the analysis in Figure 2.6.
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The wildfire risk map of the region (Fig. 3.3) showing high-potential regions are
around the Wiggins – Poplarville stretch, which has abundance of both population
interaction and fuel components. A medium-risk is predicted in the outskirts of the larger
cities, such as Hattiesburg and Meridian, where there is equal contribution from
population and city interaction; and in the eastern part of the area which has high fuel.
The wildfire risks are low in the cities and the entire Gulf coast, where the fuels are
absent; and portions of the north-western region, which lacks both population and fuel.
Comparison of Road Density and Gravity models
t-test and ANOVA Analysis
Statistical analysis including “t-test” is performed to compare the model
predictions with road density model predictions (Gilreath, 2006), and validate against
historical wildfire event data for 1999-2003, a 5 year period procured from Mississippi
Forestry Commission. There were 8940 wildfires during this period, and 2069 were
identified to be during summer season and 4095 during winter season, and rest were fall
wildfires. The seasonal analysis focuses on summer wildfires, which are mostly
influenced by climatic conditions, while winter wildfires are expected to be
anthropogenically induced. There are 2-times more wildfires in winter than in summer,
which confirms that antropogenic factors are one of the leading causes of wildfires.
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Figure 3.3

Road density estimation by kernel density function and reclassification.
The figure taken from Gilreath, 2006.

Inset: ignition layer derived from road density histogram values.
The wildfire risk map predicted by the gravity model was re-classified into five
risk zones based on quantile breaks (Cooke et al. 2007a, 2007b), which are named: Very
Low- risk, Low-risk, Medium-risk, High-risk, and Very high-risk zones. The quantile
breaks are defined such that each class has equal number of map raster cells or cell
centroids. In the present case, the 343 km x 225 km region is divided into 30 m x30 m
cell resolution, which gives total of 77.2 million cells and 15.4 million cells in each bin.
Gilreath (2006) used the same quantile approach to reclassify wildfire risk map predicted
by the road density model (Fig. 3.4).
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The wildfire probability predicted by the gravity and road density models are
interpolated on the observed wildfire location and the number of wildfires (or wildfire
frequency) within each risk zones are shown in Tables 3.1 and 3.2. Gravity model
predictions in Table 3.1 show that the wildfire occurrences increase consistently from
very low-risk to very high-risk zone for all seasons. In the road density model
predictions, wildfire occurrences in the medium-risk zone are larger than those in the
high-risk zone for all seasons. Since winter wildfires are more influenced by
anthropogenic factors than summer wildfires, more wildfire frequency is expected in
winter than in summer. As expected, gravity model predicts 5.5% higher wildfire
frequency in the very high-risk zone during winter season compared to summer. On the
other hand, road density model shows 2% lower winter wildfire frequency. Thus overall,
the wildfire risk map predicted by the gravity model is more reliable than the road density
model.
Table 3.1

Seasonal wildfire frequency for various risk zones predicted by Gravity and
Road density models.

Wildfire
Risk Gravity model: Wildfire Frequency
Zone
Annual (%)
Summer (%)
850 (9.5%)
195 (9.4%)
Very low
1251 (14.0%)
295 (14.3%)
Low
1563 (17.5%)
395 (19.1%)
Medium
2159 (25.2%)
527 (25.5%)
High
3118 (34.9%)
657 (31.8%)
Very high

Winter (%)
362 (8.8%)
557 (13.6%)
705 (17.2%)
944 (23.0%)
1529 (37.3%)

Road density model: Wildfire Frequency
Annual
Summer
Winter
187 (2.1%)
52 (2.5%)
52 (1.3%)
852 (9.52%)
183 (8.8%)
368 (9.0%)
2646 (29.6%)
576 (27.8%)
1277 (31.2%)
2416 (27.0%)
554 (26.8%)
1086 (26.5%)
2839 (31.8%)
704 (34.0%)
1312 (32.0%)

% values are #Fires/Total #Fires100
Table 3.2

Analysis of Variance (ANOVA) for the Gravity and Road density model
predictions.

F-value
Gravity Model
Road Density Model

Annual
55.92*
19.24*

Winter
19.24*
13.9*

*Statistically Significant
45

Summer
11*
25.55*

Analysis of Variance (ANOVA): Analysis of variance is performed to evaluate if
the wildfire-frequencies predicted by both the gravity and road density models within the
classified risk zones are statistically significant or not. The null-hypothesis (H0) for this
analysis is that the mean wildfire-frequencies (μ) in all the risk zones are the same:
H0: μvery low = μlow = μmedium = μhigh = μvery High

(3.2)

The above hypothesis is expected to be satisfied if the F-value  critical F-value = 2.432
at 5% level of significance. As shown in Table 3.2, F-value > critical F for both the
models and seasons. Thus, the null-hypothesis is rejected, and statistically the wildfirefrequencies within the zones differ significantly for both the models. However, this test
does not provide information regarding which zones differ most significantly. For this
purpose independent sample t-tests are performed below.
Table 3.3

Statistical validation: Independent sample t-test for Gravity and Road
density models.

Gravity Model
Wildfire Risk
Annual
Zones
t-stat
P-Value
Very Low &
1.59
0.12
Low
Very Low &
3.06*
0.0034
Medium
Very Low &
4.28*
0.0007
High
Very Low &
4.07*
0.0015
Very High
Low &
1.34
0.185
Medium
Low & High 2.98*
0.0043
Low & Very
3.35*
0.0014
High
Medium &
2.06*
0.0444
High
Medium &
2.83*
0.0064
Very High
High & Very
1.64
0.106
High

Winter
Summer
t-stat P-Value t-stat P-Value

Road density model
Annual
Winter
t-stat P-Value t-stat P-Value

Summer
t-stat P-Value

1.57

0.12

1.79

0.077

3.6*

0.0059

3.87*

0.0027

3.24*

0.002

2.93*

0.0049

3.88*

0.0024

7.7*

0

6.59*

0

9.32*

0

3.82*

0.0032

4.73*

0

6.7*

0

6.07*

0

6.78*

0

3.46*

0.001

5.22*

0

7.3*

0

5.7*

0

8.27*

0

0.86

0.23

1.76

0.086

4.9*

0

4.5*

0.0032

6.18*

0

2.47*

0.02

3.11*

0.0029

4.2*

0

3.8*

0.0033

4.65*

0

2.86*

0.0058

3.93*

0.0023

4.99*

0

4.03*

0.0016

6.2*

0

1.58

0.12

1.84

0.07

0.5

0.62

0.76

0.45

0.25

0.81

2.44*

0.02

2.91*

0.0049

0.4

0.68

0.12

0.9

1.38

0.174

1.67

0.1

1.28

0.21

0.87

0.39

0.813

0.42

1.43

0.157

*Statistically Significant
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Independent Sample T-Test: Statistical analysis are performed to compare the
mean wildfire-frequency within two different risk zones, as summarized in Table 3.3, to
evaluate if the observed differences between the two groups are statistically significant.
The null-hypothesis for this analysis is that the two risk zones (zones A & B) have the μ,
H0: μzone,A –μzone, B = 0

(3.3)

The hypothesis is expected to be satisfied if t-stat  critical t-stat = 1.96 for p-value  5%.
For the gravity model, the null-hypothesis “failed to reject H0” for the narrow risk zones,
such as Very Low & Low, Low & Medium, High & Very High. On the other hand, they
are rejected for wider risk zones (Table 3). This suggests that the wildfire-frequencies are
significantly different (p < 0.05) for the wider risk zone, which should be expected. For
the road density model as shown in Table 3.3, the null-hypothesis was rejected for the
lower risk zones. o significant differences were observed for the higher risk zones such as
Medium & High, Medium & Very High. This is not acceptable, especially for the
Medium & Very High risk zones. This suggests that the road density model performs
better for the low-risk zones, but has limitations for the higher risk zones.
Table 3.4

Statistical validation: t-test comparing Gravity and Road density models.

Wildfire Risk Zones
Very Low Gravity &
Very Low Road Density
Low Gravity &
Low Road Density
Medium Gravity &
Medium Road Density
High Gravity &
High Road Density
Very High Gravity &
Very High Road Density

Annual
t-stat
P-Value

Winter
t-stat
P-Value

Summer
t-stat

P-Value

3.51*

0.0085

3.64*

0.0058

3.58*

0.007

1.6

0.11

1.56

0.13

2.0*

0.05

3.09*

0.003

2.82*

0.0064

2.78*

0.007

0.62

0.534

0.67

0.5

0.29

0.77

0.44

0.664

0.08

0.58

0.42

0.68

*Statistically Significant
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Gravity Model and Road Density Statistical Validation (T-Test): T-tests are
performed to evaluate the significant differences between the gravity and road density
models wildfire frequency predictions within each risk zone as summarized in Table 3.4.
The null-hypothesis for the analysis is that the mean wildfire-frequency predictions by
the two models are same for a given risk zone,
H0: μGravity –μRoad = 0

(3.4)

The conditions for the satisfaction or rejection of the hypothesis are the same as described
for the independent sample t-tests. The two models are found to be different for very low
and medium-risk zones for all seasons and for the low risk zone in summer (Table 3.4).
For the higher risk zones, the models do not show significant differences.
Overall, the statistical analysis show that the gravity model performs better than the
road density model for the higher risk zones, whereas the road density model performs
better than the gravity model for the lower risk zones. The two models are compared
against the observed wildfire incidences in selected low-, medium- and high-risk regions
(which are selected based on the frequency of the observed wildfire incidences) in Fig.
3.4. The low-risk region is near Morton-Forest cities, medium-risk region around
Hattiesburg and high-risk region around Poplarville-Wiggins. The results show that the
road density model performs better than the gravity model for the low-risk region,
whereas the gravity model outperforms road density model for the high-risk region. The
methods are comparable in the medium-risk region, where both the model shows good
predictions in specific areas. These results are in agreement with the statistical analysis.
Thus, it can be concluded that each model captures different aspects of wildfirepopulation interaction physics and should be combined to obtain a better model.
48

Gravity

Road Density

(a) Low-risk Morton-Forest region
Gravity

Road Density

(b) Medium-risk Hattiesburg region
Gravity

Road Density

(c) High-risk Poplarville-Wiggins region

Low

High

Figure 3.4

Comparison of Gravity (left) and Road density (right) model predictions

Comparison of gravity (left) and road density (right) model predictions in (a) low-risk
Morton-Forest region, (b) medium-risk Hattiesburg region and (c) high-risk PoplarvilleWiggins region. The zones are shown in Figure. 3.3.

49

Figure 3.5

Comparison of quantile distribution for Road density and Gravity models

Number of observed wildfires (or wildfire frequency) in the quantile bins identified as
Very low fire risk, Low fire risk, Medium fire risk, High fire risk, and Very high fire risk
zones for road density (Gilreath 2006) and Gravity model (Sadasivuni 2007) are
compared.
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Low

High

Figure 3.6

Comparison of Road density and Gravity model with the observational data

(a) Normalized distribution of area weighted historic wildfire risk for 1992-2009.
Normalized distribution of the wildfire risk obtained using (b) road density model, and
(c) Gravity model infused with high risk fuel layer in the southeast Mississippi region.

51

Annual Regression Analysis
The random sample points within 2 kms buffer zones of the roads and cities were
used for this analysis. Anthropogenically initiated wildfires mostly (about 80%) lie within
2km of the road, (Chapter 2). The model predictions and actual area weighted wildfire
risk are plotted on a scatter plot, and a linear regression curve is fitted. The estimated
attributes of the regression curve provides a measure of the accuracy of the predictions
against the observation. An ideal prediction should show a slope of unity (1), intercept of
zero (0) and R2 = 1. The model predictions are judged based on deviation from the ideal
prediction.
The road density model predicts a slope of 0.4758, intercept of 0.2515 and R2 =
0.23 (Fig. 3.7 a). On the other hand, Gravity model predicts slope of 0.891, intercept of
0.0637 and R2 = 0.73 (Fig. 3.7 a). The Gravity model predictions are reasonable and
perform significantly better than the road density model.
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Annual

Normalized Historic Fire Risk

0.8

y = 0.4758x + 0.2515
R² = 0.2321

0.6

0.4

0.2

Fire potential
Linear Regression
0
0

0.4

0.6

0.8

(a) Road Density Model Fire Potential

Annual

0.8

Normalized Historic Fire Risk

0.2

y = 0.8917x + 0.0637
R² = 0.7316

0.6

0.4

0.2

Fire Potential
Linear Regression
0
0

Figure 3.7

0.2

0.4

0.6

(b) Gravity Model Fire Potential

0.8

Regression plot comparing the prediction of (a) road density and (b)
Gravity with historical wildfire risk in southeastern Mississippi region.
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Discussions
A population interaction model is developed by integrating Newton’s Gravity
model for population interaction and vegetation layer, and applied for predicting wildfire
potential map in the southeastern Mississippi region. The population interaction model
helps in characterizing the influence of human settlement patterns on the probability of
wildfire risk in the study region. The Gravity model predictions are compared with road
density reclassification method (Gilreath, 2006) and validated against the 5 year historical
wildfire data.
The gravity model predicts high interaction inside and around the cities, in the
regions where cities are in close proximity, and are aligned along the major highways.
The population interaction map reflects the general activity pattern of the populations,
and provides wildfire ignition potential distribution in the region. The fuel distribution
map is complimentary in nature to the population map, i.e., low fuel is observed in the
densely populated areas. This validates the intrusive nature of human settlement patterns
and their role in redefining land use. The highest wildfire probability is predicted in the
southeastern part of the study region, which has abundance of fuel and scattered human
population. Medium wildfire probability is predicted in the outskirts of the major cities
and the along the roads where fuel and human activities are play an equal role. The
lowest wildfire probability is predicted in highly populated area due to low fuel
availability.
The historical wildfire data shows that the winter wildfires are more
anthropogenically influenced than summer wildfires. The wildfire risk map predicted by
the gravity model is found to be more reliable than the density model for all seasons,
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when compared with the historical wildfire data. Statistical comparison of two models
shows that the Gravity model performs better than the road density model for low- and
high-risk zones, whereas an opposite trend is predicted for medium risk zone (or outskirts
of the city). An improved prediction by the gravity model in the low and high-risk zones
is due to the coupling of human activity pattern and fuel layers, whereas the road density
model considers only the human activity pattern.
Gravity model performance is relatively poor in the outskirts of the city, as it
does not account for the variations of the human activity pattern across the city.
McCormack (1999) pointed out that the gravity model cannot be applied in general for
any interaction, e.g., the model works well for traffic analysis using longer trips, but not
for shorter trips. This suggests that the gravity model is more applicable for global
influencing factors than for local behavioral patterns. Sadasivuni (2007) applied gravity
models to measure the interaction among cities and medium-age large contiguous pine
forests to predict the wildfire risk in southeastern Mississippi. The wildfire risk potentials
maps were overlaid over the road buffers to test the applicability of such models in
predicting road interactions. The results (Fig. 3.6) were also compared with road density
model predictions (Gilreath 2006). The gravity model captures the general activity
pattern of the populations well and predicts high wildfire risk potential in and around the
cities, in the regions where cities are in close proximity, and are aligned along the major
highways (Fig. 3.2). Analysis of the wildfire frequency distribution in the various risk
zones (Fig. 3.5) shows an increase in the frequency with increased risk, which should be
expected. On the other hand, the road density model shows a secondary peak for the
medium risk zone. Statistical t-test analysis showed that the gravity model performs
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better than the road density model for low and high wildfire risk zones, whereas an
opposite trend is predicted for medium wildfire risk zone (or outskirts of the city). It was
concluded that the population and road density models capture only a part of the human
interaction and perhaps need to be combined with other information to enhance depiction
of the human activity pattern, and obtain improved estimates of potential wildfire
distribution patterns.
Applications of population-vegetation interaction models may have immense
impact on(NWCG, 2007): (1) wildfire management decisions (Gill, et al. 2009); (2)
planning department’s decision making process in issuing property development permits
and standards for developing safer communities (Fire Hazard, 2012); (3) forestry and fire
service department planning, policy and administration to assist local units in the
prevention of unsolicited, human-caused wildfires, which can result in extensive loss of
life, property, natural resources, and associated costs; (4) managing pervasive processes
of the urban population on the ecosystem and potential impacts to communities adjacent
to wildlands (Whitehead, 1999); (5) dissemination of wildfire prevention messages
especially in the areas of more recreational locations and incorporation into existing
agency publications (NWCG, 1998); and (6) education initiatives and training, especially
for those living in high wildfire potential regions, about wildfire prevention techniques
fire safety, the role of wildfire on fire dependent ecosystems just to name a few.
However, to achieve the above goals improvements in the wildfire prediction
models are required. The gravity model is suitable only for the global influencing factors,
such as region-wide distance effects, but fails to predict the local affects, such as the
effects of traffic volume and roads (McCormack, 1999; Griffith, 2009). To develop such
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requires improved understanding of the interactions of the ecological processes with
urban fringe and/or transportation corridors (Hellmund, and Smith, 2006). The emphasis
should be to isolate anthropogenic factors into local and global variables. As evident in
this study, population and road density models capture the complementary aspects of the
human-wildfire correlation, where the population interaction is more of a global factor
and road density a local factor. These factors need to be combined, hopefully as
independent models, to enhance wildfire predictions. In the following Chapter such a
model is developed, using analogy of anthropogenic factors with convection-diffusion of
fluid dynamics equations.
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CHAPTER IV
CONVECTION-DIFFUSION MODEL (CDM) FOR WILDFIRE IGNITION

The potential of occurrence of wildfire () at any spatial and temporal location
(x,y,t) is expressed in terms of presence of fuel potential (f) and ignition potential (i) as:

 ( x, y, t )   f ( x, y, t )  i ( x, y)

(4.1)

f varies in space (spatial vegetative characteristics) and time (variation of the seasons),
and will be obtained from the drought index developed by Cooke et al. (2007a & b) and
Gilreath (2006). i is a function of space only and depends on the components of the
transportation corridors namely, proximity (D) to city or population area (P); proximity
to railroads and roads (dro/ra), where subscript ro is for road and ra is for railroads; traffic
volume (Vt); density of the corridors (Lro/ra). The factors influencing the ignition potential
are grouped as “local” and “global” variable, i.e., city or population interactions are
global, whereas the transportation corridors are local variables. The global variables are
modeled as Gravity model, whereas the local variables are modeled as convective and
diffusive fluxes across the local region boundaries (LB) (Fig. 1.3) of chapter 1. Previous
studies (Grala et al. 2010, Gilreath 2006) and a preliminary study performed herein show
that the interactions diffuse along the transportation corridors, thus are modeled as
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diffusive flux. The traffic volume density (Vt/Lro) generates anisotropy in the potential
distribution, i.e., acts as a convection term. The potential variation is described as:
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(4.2)

where, Vn is the convection parameter normal to the region boundary, n is the direction
normal to the boundary LB,  is the diffusivity coefficients, and  is a gravity model
damping term inside the city. The above model couples the multi-criteria behavioral
pattern within a single dynamic equation, where the global and local behavioral factors
are accounted separately to enhance predictive capability. The solution of the above
equation using numerical methods of fluid mechanics (Tannehill et al. 1997), but is
extremely time consuming and requires large computational resources. The alternative
approach is to obtain an analytic solution of the above equation under simplifying
assumption, especially for i as discussed in the following section. In the following
section the wildfire and transportation corridor interaction mechanism is studied using
observational data, which helps in evaluating or relating the unknown variables Vn and 
to the transportation corridor parameters.
Derivation of Convection Diffusion Model
As shown by the data, the gravity ignition potential due to the cities needs to be
modified to include a damping inside the city. The damping function is derived from an
exponential curve fit over the data (Fig. 2.10 b) which gives:
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(4.3)
As expected the damping function  < 1.0 for d/R  1.1, and  = 1.0 for d/R >
1.1.
The convective term can be expressed in finite difference form as summation of
fluxes across the local region (B) boundaries LB as below:

Vn

 

n
Vt
Lro

B

1
LB

V  LV

t

ro



(4.4)

As shown in Fig. 1.3, which was explained in the objective and approach of the
Chapter 1, the most important role of the traffic volume (or the convection along the
roads) is to generate an anisotropic behavior of the city gravity ignition potential, i.e., acts
mostly in the city angular direction (c). Thus, only the dominant fluxes in the angular
direction are retained in the finite-difference formulation as below:


B

1
LB

Vn  LV  
t

ro

V



  VTr ( c )

(4.5)

where, VTr is normalized traffic volume which depicts the variation of convective
parameter along the angular direction. A Gaussian distribution is assumed for the
variation of VTr along the traffic volume direction c as below:

VTr (c )  Ae4( c )

2

/

(4.6)

where, A is the amplitude of the Gaussian distribution. The value of A is obtained from
the traffic volume normalized using road density and it ranges from 1 to 15 in the study
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area. The lower and higher values represent the low and high traffic volume corridors,
respectively.
The convective term acts along the circumferential direction and causes
anisotropy in the city potential. On the other hand, the population gravity terms acts in
the radial direction (D) and produces an isotropic city potential. Thus, these two
independent components can be added together to obtain total city potential as below:

c   L1 V  LV   
t

B

B

ro

P
P
 1  VTr ( c ) 2
2
D
D

(4.7)

The wildfire distribution along the primary roads was analyzed in regions close to
the cities and regions away from the cities (figure not shown). The distribution showed
very similar pattern in both regions, which suggests that, the ignition potential due to road
and cities are somewhat independent of each other, and can be treated separately. Using
separation of variable:

i 

c

City ignition

R



(4.8)

Transportation corridor ignition

Equation (4.2) then gives:

(4.9)

The solution of the above equation is:

(4.10)
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A curve fit through the observation data provides

(Fig. 2.8 a). The

observation data shows that the railroads usually run parallel with the road and causes a
30% increase of wildfire potential as shown in Fig. 2.9 of chapter 2. Thus for railroads,

(4.11)
To summarize, the wildfire ignition potential is computed as below:
1. Eqs. (4.3) and (4.7) are used to obtain city ignition potential as a function
of distance from the city (D), damping inside the city () and anisotropy
due to normalized traffic volume (VTr).
2. Equation (4.10) provides the ignition potential due to the roads as a
function of distance from the road (dro), and equation (4.11) provides the
ignition potential due to the railroads as a function of distance from the
railroad (dra).
3. The ignition potentials due to the city in Eq. (4d) and those to intermodal
transportation [Eq. (4.10) + Eq. (4.11)] are multiplied as in Eq. (4.8) to
obtain the wildfire ignition potential distribution.
Analytic Validation of Convection-Diffusion Model
The combined wildfire ignition potential due to gravity based potential for the
cities and diffusion potential along the intermodal transportation corridor is tested using
an in-house Fortran code. The problem considered for the test is a simplified case with
two cities: one with 4 km city radius and 10K population and second with 5 km city
radius and 20K population. One road was considered passing through the cities, and an
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additional road was considered which connected the cities. A railroad was also
considered to demonstrate the intermodal transport interaction. A test was also performed
by supplying hypothetical high traffic volume along some of the roads. The domain size
was considered to be 100100 km2 with coarse 11 km2 grids. The inputs were provided
to the Fortran code via an input text file.
Figure 4.1 shows the spatial distribution of the gravity ignition potential without
and with city damping. The damping function decreases the potential levels inside the
city. Figure 4.2 (a) shows the ignition potential distribution along the road. The potential
is high close to the road and decreases away from the road. The intersection of the roads
leads to higher potential, which is a favorable result. Figure 4.2 (b) shows the combined
potential due to roads and railroads. The railroads show peak potential with lower values
than the road. Figure 4.3 shows the combined potential due to roads and cities for two
different configurations. As expected, the potential aligns along the road due to the
inclusion of the diffusion parameter along the road. The peak potential occurs at outskirts
of the cities along the roads.
Figure 4.4 (a) shows the effect of the traffic volume convection parameter on the
city gravity potential. As expected, the potential shows anisotropy in the high traffic
volume direction. The model when applied to the city interaction case (Fig. 4.4 b) shows
high potential along the road connecting the two cities than the other roads, as desired.
The model showed high potential at the periphery of the cities and high potential
along the roads with high traffic volume. The potentials decrease as we move away from
the road or towards inside the city. Overall, these results show that the mathematical
models are behaving as expected, and can be applied to a general or more complicated
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city-road network. The code will be further developed to include a fuel potential layer,
and the ability to read GIS raster files, for realistic calculations.
The wildfire ignition potential model is applied to a simplified model of the
Hattiesburg area (Fig. 4.5 a). The selected area has domain size of 85 kms in the X
direction and 51 kms in the Y direction. This region has 8 cities with population varying
from 45,000 for Hattiesburg to 603 for McLain. The cities are represented as circular
region (Fig. 4.5 b) with radius varying from 6.4 kms for Hattiesburg to 1.3 kms for
Sumrall, where the radius is computed from the city area available from the observational
data. The region contains several primary roads connecting the cities, which are
segmented in 40 straight line segments and imported to the Fortran code. The region has
three railroad lines, which are segmented into 20 straight line segments. The data shows
high traffic volume emerging mostly from Hattiesburg at 81, 130, -70, 170 and -100.
VTr are estimated to vary from 2.0 to 8.0. The high traffic volume corridors for smaller
cities are aligned towards Hattiesburg.
The simulation is performed using a 10011001 grid which allows 85 m  51 m
resolution. As shown in (Fig. 4.6 a) the city potential is proportional to the population
density, i.e, Patel has the higher potential as it has highest density (1100 people/km2)
followed by Hattiesburg (9500 people/km2), and New Augusta has the lowest potential as
it has lowest density (160 people/km2). The potential is highest at the Hattiesburg-Patel
intersection, and all the cities show strongest interaction with Hattiesburg-Patel area. The
potential is low inside the city due to damping. The potentials align along the high traffic
volume direction (Fig. 4.6b). The potentials along the road show highest values at the
road and the values dissipate away from the road. Similar behavior is predicted for
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railroads. The total potential distribution shows high values in the city sub-urban areas
along the high traffic volume corridors. The potentials are also high at road intersections
connecting multiple cities.
To obtain a quantitative measure of the accuracy of the model, quantile analysis is
performed in a sub-region of the study area (Fig. 4.7 a). A sub-region is considered
instead of the entire area, because the wildfire potential near the domain boundaries are
expected to be inaccurate since the influence of cities or roads outside the area are absent.
Overall, the historical wildfire locations and the predicted wildfire potential show good
qualitative correlations, as both show higher wildfires in the city outskirts and along the
primary roads. One notable exception is the cluster of historical wildfires around the
region X = 60000 and Y = 25000, which is away from both the roads and the cities. The
location of these wildfires suggests that they could be due to recreational causes, such as
camping/fishing, which are not included in the model. The historical data had only 0.3%
reported campfires, i.e., 54 out of 18500. Thus, it is expected that some campfires (or
broadly recreational fires) were mistakenly reported as smoking fires. For the quantile
analysis, the wildfire potential is categorized into five zones: Very low fire risk, Low fire
risk, Medium fire risk, High fire risk, and Very high fire risk. The quantile breaks are
defined such that each class has equal number of grid cells, i.e., 250 thousand cells in
each bin. The wildfire potential predicted by the city, road and the complete model are
then interpolated at the historical wildfire locations (1104 events) in the analysis region.
Finally, the number of wildfires (or wildfire frequency) within each five risk zones were
(Fig. 4.8). In this analysis, a good model should show more wildfire frequency in the high
risk zones and less in the low risk zones. The city potential model both with and without
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damping show a decrease in wildfire frequency from medium to high risk zones,
suggesting that the model is not accurate in the medium-high risk zones. A visual
inspection of the wildfire locations in (Fig. 4.7 a) show that the damping model captures
the potential pattern better, as there are very few wildfires inside the city. The road
potential model shows almost uniform frequency in medium to very high risk zones, thus
is also not a very reliable model. The combined model shows the best prediction, as the
wildfire frequency in the bins increases with the risk. Overall, the predictions of the
complete model are 55% of the observed wildfires occur in the high fire risk zones and
only 3.5% in the very low risk zone.
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Figure 4.1

Spatial distribution of the gravity ignition potential

(a) without city damping and (b) with city damping.
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Railroad
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Figure 4.2

Spatial distribution of the intermodal transportaion corridor ignition
potential

(a) road and (b) road and railroad together.
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Figure 4.3

Spatial distribution of the combined road and city ignition potential for two
different city and road connection patterns.
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(a)

(b)

Figure 4.4

Spatial distribution of the combined road and city ignition potential for two
different city and road connection patterns.

Arrows show the high traffic volume roads.
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(a)

(m)

(b)

Figure 4.5

(m)

Simplified representation of the Hattiesburg area

(a) Map of the region around Hattiesburg area along with primary roads and railroads.
The white box shows the numerical domain. The dots represent the wildfire incidences.
(b) The depiction of the study region for the Fortran simulations. The cities are
represented as filled circular regions, roads with solid black lines and railroads with solid
brown lines. The axis dimensions are in meters
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(a)

(b)

Figure 4.6

Wildfire ignition potential distribution due to city population interaction

(a) with damping inside the city, and (b) including traffic volume. The plots show the 3D
view with potentials as the Z axis. The 2D view is shown as the inset.
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(m)

(a)

(m)

(b)

Figure 4.7

Total wildfire ignition potential distribution due to city population
interaction including traffic volume, roads and railroads.

(a) 2D view and (b) 3D view with potentials as the Z axis. The symbols in subplot (a)
show the 19 year fire events in the interior sub-region.
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Figure 4.8

Low
Medium
High
Fire Probablity Quintile Bins

Very High

Quantile analysis comparing the models

Number of observed wildfires (or fire frequency) in the quantile bins identified as Very
low fire risk, Low fire risk, Medium fire risk, High fire risk, and Very high fire risk zones
obtained using city, road and combined (Total) models.
This chapter accomplishes the model formulation, calibration of the coefficients
and the analytical development for a localized wildfire risk prediction built on the gravity
and fluid dynamics. It shows that the traffic volume and population, influences the city
potential along the circumferential and radial directions, respectively along the wildfire
ignition potential distribution. The model is initially validated around the Hattiesburg
area. The model demonstrates the wildfire ignition distribution in a hierarchal process,
originating from the urban fringes and diffusing spatially along preferential directions of
anthropogenic susceptibility. Overall, the historical wildfire locations and the predicted
wildfire potential show good qualitative correlations, as both show higher wildfires in the
city outskirts and along the primary roads.

74

CHAPTER V
VALIDATION OF CONVECTION-DIFFUSION MODEL

The chapter presents the validation of the CDM model which was developed in
the previous chapter. It was implemented within GIS framework to obtain the ignition
potentials. The resulting map is compared with the observational data and the gravity
model predictions. The following provides the discussion of the comparisons.
As shown in (Fig. 5.1), the annual historic wildfire map shows more wildfires in
the south and south-western part of the region, and in parts of the northern region. The
historic winter fires are more concentrated in and around cities and along the road, and
show sharp distinction in high and low risk regions compared to annual fires. The gravity
model predicts high risks in the southern region, which has abundance of both population
and fuel; and towards the eastern part of domain, which is mostly contributed by fuel.
When compared with the historic risks, the model performs relatively well in the southern
region, but is over predictive in eastern region. The convection-diffusion model predicts
risks mostly aligned with the interstates and major highways, and in the outskirts of the
cities. The influence of fuel distribution on the potential reveals its independency in the
prediction. However, the presence of fuel can be improving the fineness in its output, and
nonetheless a close inspection reveals that the risks are higher in the fuel regions and
vice-versa when the fuels are absent. The predictions compare well with the historic data
in the southern and central region, but over predict in the north-western region.
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Comparing (Fig. 5.1 b and Fig 5.1 d) it seems like the CDM predictions compare better
with historic winter fire risks than annual fire risk. Detailed comparison of the CDM
model with Gravity model, and validation with observation data is provided below.

0

Figure 5.1

(b)

Comparison of the Models for the wildfire prediction with the historic
wildfires

Normalized distribution of area weighted historic wildfire risk for 1992-2009 (a) annual, (b) winter. Normalized distribution of the
wildfire risk obtained using (c) Gravity model and (d) CDM model in the southeast Mississippi region.
Inset Figure (d): Shows the distribution by CDM model in Hattiesburg metropolitan area
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Wildfire frequency and t-test Analysis
t-test analysis is performed to compare the wildfire mean frequency predictions
by the CDM and Gravity model in different risk zones. The wildfire risk map predictions
are re-classified into five zones based on quantile breaks (Cooke et al. 2007a, 2007b),
which are named: Very Low- risk, Low-risk, Medium-risk, High-risk, and Very high-risk
zones (refer to Sadasivuni et al., 2013 for details of reclassification methodology). To
perform the t-test, the entire southeastern Mississippi region was divided into 30 subregions, and the historic wildfire frequency in each sub-region (and each risk zone) was
calculated. The null hypothesis for t-test is the mean frequency (), over the sub-regions,
predicted by both the models is same,
H0: CDM – Gravity = 0

(5.1)

The null hypothesis is rejected when the predicted p-value < 0.05. Otherwise, the
hypothesis is accepted.
The number of wildfires in each risk zone for the entire domain is shown in (Fig.
5.2). An ideal model should predict more fires in the high-risk zones and less in low risk
zones. Gravity model predicts an increase in the frequency from very low- to mediumrisk zones, but shows near uniform frequency for higher risk zones. CDM model predicts
that the frequency increases with the severity of the risk, and most fires lie in high and
very high-risk zones. However, shows near uniform frequency for lower risk zones. t-test
analysis in Table 5.2 shows that the P value < 0.05 for all the risk zones, except the highrisk zone for which p-value is 0.225. Thus, the null hypothesis is failed to reject only for
the high-risk zone.
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Overall, CDM model performs better than Gravity model for the prediction of
wildfire frequency. Both the models are consistent in the prediction of high-risk. The
Gravity model has some inaccuracies in the prediction of medium- and very high-risk
zones; similarly CDM over-predicts the very low- and low-risk zones.
Wildfire Risk Area Analysis
Historic observational data in (Fig. 5.3) shows that the wildfire risk area decreases
with the severity, except for the sharp decline in the very low-risk zone. CDM model
predicts that the risk area decreases as the severity of risk increases. On the other hand,
gravity model predicts more or less same range of area in every risk zone. Almost
uniform area distribution in Gravity model is expected as it depends only on the distance
from the city. Overall, CDM wildfire area predictions agree with the expected trend in the
region, however the area is significantly over predicted in very low-risk zone.
Annual and Seasonal Regression analysis
The regression analysis is performed to quantify the accuracy of the models. For
this purpose, 4000 randomly distributed points were generated within 2 km buffer zones
of the roads and cities, and historic wildfire risk and model wildfire risks were
interpolated on these points. The points were selected within the 2km buffer, as most
(around 80%) anthropogenically initiated wildfires lie in this region, as discussed in
Chapter 2. The historic wildfire risks are plotted against model predictions using a scatter
plot, and a linear regression curve is fitted. The model predictions are judged based on
deviation from the ideal prediction.
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The road density model shows a poor correlation with the annual historic data for
which slope is 0.78, intercept is 0.25 and R2 = 0.23. Considering the poor predictions,
seasonal regression analysis were not performed.
Gravity model predictions (Fig.5.4 a) display a slope of 0.8917, intercept of 0.063
and R2 = 0.731 against the annual historic data. The predictions are relatively poor
prediction against summer data, for which slope is 0.597, intercept is 0.0792 and R2 =
0.619 as displayed in (Fig. 5.5 a). The predictions as revealed in Fig. 5.5 (b) are
relatively better for winter season, for which slope is 0.8145, intercept is 0.0836 and R2 =
0.7543.
CDM model predictions as shown annual predictions in Fig.5.4 (b) shows a slope
of 0.9237, intercept of 0.0468 and R2 = 0.796 against the annual historic data. The
predictions are comparatively show poor prediction against summer data as shown in Fig.
5.6 (a) shows slope of 0.667, intercept = 0.1313, and R2 = 0.6057.
CDM model predictions also show a similar trend, i.e., model performance is
better in winter than in summer. The predictions as exhibited in winter are remarkably
good with higher values as shown in Fig. 5.6 (b) shows slope of 0.99, intercept =
0.0212, and R2 = 0.8725. Overall, model performances are better in winter than in
summer. This is expected as winter fires are more anthropogenically related than summer
fires. CDM model performance is comparable to Gravity model in summer, slightly
better for annual predictions, but outperforms Gravity model in winter season.
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Table 5.2

t-test for paired two sample for means: CDM and Gravity model prediction
in: (a) very high, (b) high, (c) medium, (d) low and (e) very low risk zones.
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Annual regression analysis comparing the Gravity and CDM models

Regression plot comparing the prediction of (a) Gravity and (b) CDM models with
historical wildfire risk in southeastern Mississippi region.
82

Normalized Historic Fire Risk

y = 0.5978x + 0.0792
R² = 0.6192

(a)

0.8

0.6

0.4

0.2

Fire Potential
Linear (Fire Potential)
0
0

0.4

0.6

Gravity Model Potential (Summer)

0.8

y = 0.8145x + 0.0836
R² = 0.7543

(b)

0.8

Normalized Historic Fire Risk

0.2

0.6

0.4

0.2

Fire Potential
Linear (Fire Potential)
0
0

Figure 5.5

0.2

0.4

0.6

Gravity Model Potential (Winter)

0.8

Regression plot comparing the Gravity model wildfire risk prediction in (a)
summer and (b) winter season in southeastern Mississippi region.
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Regression plot comparing the CDM model wildfire risk prediction in (a)
summer and (b) winter season in southeastern Mississippi region.
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This chapter accomplishes the implementation of the analytical model in GIS.
During model validation, the model performance with observational data reproduced the
similar measurements with respect to the observational data resulting to the higher value
of R2 in annual and winter regression analysis.
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CHAPTER VI
CONCLUSIONS AND FUTURE WORK

A novel approach for modeling anthropogenically-initiated wildfire ignition is
developed that significantly advances the theoretical knowledge of human-wildfire
interactions. Gravity interaction models that are commonly used for economic analyses
associated with business competition were combined with fluid dynamics models that
mimic human movement patterns to predict the probability of anthropogenically-initiated
wildfire. Herein, a combined gravity interaction and fluid dynamics models is developed
and validated for wildfire potential prediction against historic and current wildfire data.
A convection-diffusion model for wildfire ignition potential is developed by
grouping the anthropogenic factors as “global” and “local” variables, where city or
population interactions are global variables and the transportation corridors are local
variables. The city potential is modeled as Gravity term with damping inside the city, the
variation of potential due to the roads and railroads are modeled as diffusive fluxes, and
the potential along the high traffic volume direction is modeled as convective fluxes. An
analytic form of the model is developed assuming that the transportation corridor and city
potential are uncorrelated; and the traffic volume and population influences the city
potential along the circumferential and radial directions, respectively.
The unknown model coefficients for convection parameter and diffusivity are
calibrated from the historic wildfire data in the southeastern Mississippi region for an 18
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year period 1992- 2009. The analysis of the observation wildfire data show that over 65%
of the wildfires in the region are due to arson, and most burn an areas of 10 -50 acres.
Wildfire activity in the region correlates very well with the wildfire drought index,
validating the expected strong correlation of wildfires with climatic factors. About 2/3 of
the wildfires occur in winter season and shows peak in the late and early winter. In
addition, winter wildfires are clustered near the populated regions and roads connecting
them, whereas summers fires are more-or-less evenly distributed. High number of
wildfires in the early and late winter season, when the natural conditions are less prone to
wildfire and when the human activity pattern is expected to be higher, suggests that
winter fires have strong correlation with anthropogenic factors than the summer fires. Up
to 60-70% of the wildfires lie within 1.5 kilometer buffer of the designated highways, and
the frequency decays exponentially as the distance from the road increases. In–andaround the cities, wildfires mostly occur in in the suburban areas, and are aligned along
the busy roads.
The CDM model was implemented in GIS to predict wildfire potential in
southeast Mississippi region. The model prediction was compared with those of Gravity
model with fuel predictions, and with historic wildfire data. Both the CDM and Gravity
model predictions agree with the prediction of high-risk zone, but disagree for the
prediction of low, medium and very high-risk zones. The models complementary in in the
high risk zone due to the strong influence of the gravity term in the high risk urban
fringes. Both the models show better agreement with the historic observation data in
winter season than in summer season, i.e., averaged R2 = 0.61 in summer and averaged
R2 = 0.81 in winter. This is because winter fires are more anthropogenically initiated than
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summer fires. CDM model performs better than the Gravity model both for the prediction
of wildfire frequency, and for characterizing risk area and wildfire risk distribution. The
CDM predictions shows good correlation with winter wildfire data for which R2 = 0.87,
whereas Gravity model shows modest a correlation of R2 = 0.75. The improved
prediction by CDM model over the Gravity model, especially in the very high-risk zone,
is due to its ability to account for anthropogenic risks along the roads. The study validates
that a convection-diffusion based wildfire ignition model captures the anthropogenicallyinitiated wildfire ignition behavior better than the previously developed Gravity model.
Overall, in this study a robust theoretical model has been developed and validated
for wildfire ignition prediction that captures different aspects of human impacts through
the movement of people across the landscape. The model shows high ignition potential in
urban fringes aligned along the transportation corridors in particular along high traffic
volume. The model predictions compare very well with observational data in high risk
regions but the model predictions were not good in the low risk regions. This is expected
as the human movement pattern is most clearly depicted mostly high risk regions.
The CDM model can be used as a standalone model that can predict the wildfire
potential in a region or the entire USA. It can also be combined with fuel layer and
meteorological conditions to obtain spatio-temporal variation of wildfire risks, which
would provide a decision support system for wildfire mitigation and land use planning
and development as listed below (NWCG, 2007; Terry, 1997):


Fire managers can plan better wildfire mitigation (fuel reduction) and stage
equipment geographically, even if they can't reduce the fuels; the fire managers can
stage equipment in the areas of drought with high ignition probability and coordinate
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fire prevention efforts with local agencies, fire departments, businesses, citizens and
civic and homeowners organizations.


Managers from land use planning and development, can use the CDM model to
predict initiation of wildfires. The model can also be combined with the wind flow
dynamics in the atmospheric boundary layer to predict fire behavior, in particular
advancement of fire front that coordinate interagency restrictions and closures.



Transportation managers can use this model as a planning tool, enabling collaboration
with the forestry officials in identifying the vulnerable areas along corridors in high
risk zones.



City planning personnel can use the outputs of the model to facilitate risk awareness
and educate in the public about fire prevention strategies along the urban fringes
namely, pamphlets, trainings, billboards, and posters.
Future research efforts will focus on: (a) identification of an appropriate model

fusion or coupling criteria for ignition, meteorological conditions and fuel layers; (b)
development of accurate interpolation techniques as the different layers may have
different data resolution; (c) improved derivation of the fuel layer using canopy height
and leaf-area index following Ashworth et al. (2010) and Leafsky et al. (2005) (d) higher
temporal resolution for analysis (monthly) and (e) tests of wildfire size and frequency
spatial auto correlation and investigation of the within - and among - region variation in
fuels and anthropogenic influences on wildfire ignition probabilities using the CDM
approach.
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