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NEW CONSTRUCTIONS OF UNEXPECTED HYPERSURFACES IN Pn
BRIAN HARBOURNE, JUAN MIGLIORE, AND HALSZKA TUTAJ-GASIN´SKA
Abstract. In the paper we present new examples of unexpected varieties. The research
on unexpected varieties started with a paper of Cook II, Harbourne, Migliore and Nagel and
was continued in the paper of Harbourne, Migliore, Nagel and Teitler. Here we present three
ways of producing unexpected varieties that expand on what was previously known. In the
paper of Harbourne, Migliore, Nagel and Teitler, cones on varieties of codimension 2 were
used to produce unexpected hypersurfaces. Here we show that cones on positive dimensional
varieties of codimension 2 or more almost always give unexpected hypersurfaces. For non-
cones, almost all previous work has been for unexpected hypersurfaces coming from finite sets
of points. Here we construct unexpected surfaces coming from lines in P3, and we generalize
the construction using birational transformations to obtain unexpected hypersurfaces in
higher dimensions.
1. Introduction
We work over an arbitrary algebraically closed field K except for results that depend on
computer calculations, and for these we assume characteristic 0. The notion of an unexpected
variety was introduced in [5]. That paper, using the results of [6], produced an example of
a quartic curve in P2 which passes through a certain special set B of nine points imposing
independent conditions on quartics. Thus the space of quartics passing through B has
(affine) dimension 6; however, for any general point P on P2, there exists a quartic passing
through B and vanishing at P with multiplicity 3. This is unexpected since vanishing at
a triple point typically imposes 6 conditions, so there should be no quartic vanishing on B
and triply at P .
In general, let R = K[Pn] = K[x0, . . . , xn] denote the homogeneous coordinate ring of
Pn; it is a polynomial ring in n+ 1 indeterminates with the standard grading in which each
variable xi has degree 1. Then, given a scheme Z ⊆ P
n, we denote by IZ ⊂ R the saturated
homogeneous ideal defining Z. Now let λi ⊂ P
n, 1 ≤ i ≤ r, be general linear varieties and
let δi = dimλi. For integers mi ≥ 0, X = m1λ1 + · · ·+mrλr denotes the scheme defined by
the ideal IX = ∩iI
mi
λi
⊆ R.
We denote the Hilbert polynomial of R/IX by HX . We denote by [R]t the K-vector space
span of all forms in R of degree t. Given a homogeneous ideal I ⊆ R we denote by [I]t the
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sub-K-vector space spanned by all forms in I of degree t. Thus HX(t) = dim[R]t−dim[IX ]t.
Given a linear variety λ ⊆ Pn of dimension δ, we set cn,δ,m,t = Hmλ(t) and say that vanishing
on λ to order m imposes cn,δ,m,t conditions on forms of degree t. If λ1, . . . , λr are pairwise
disjoint, then HX(t) =
∑
i cn,δi,mi,t.
Now let Z ⊆ Pn be a scheme and let X =
∑
imiλi where λi ⊂ P
n, 1 ≤ i ≤ r, are general
linear varieties of dimension δi which are disjoint from Z and where eachmi > 0 is an integer.
We say (n,X, Z, t) (or just (X,Z, t) if n is understood) is unexpected if
dim[IX∪Z ]t > max(0, dim[IZ ]t −HX(t));
i.e., (n,X, Z, t) is unexpected if vanishing on X imposes on [IZ ]t fewer than the expected
number of conditions (namely, HX(t)). We refer to the varieties defined by the forms [IX∪Z ]t
as being unexpected hypersurfaces for Z (with respect to X in degree t). In the example
above of plane quartics vanishing on B with a general triple point at a general point P , we
thus have (2, 3P,B, 4) being unexpected and we say that the quartics vanishing on B with
a general triple point are unexpected curves for B.
In [5] the focus was on unexpectedness of (n,X, Z, t) where n = 2, Z ⊂ P2 was a finite
reduced set of points and X = mP for a general point P ∈ P2 with m = t − 1. Since
[5], more papers on unexpected varieties have appeared, including [2], [13] and [8], among
others: for [2], (n,X, Z, t) has 2 ≤ n ≤ 3 with X = mP , m = t − 1 and Z a finite reduced
set of points; for [13], (n,X, Z, t) has n arbitrary, X = mP for a general point P with t ≥ m
and Z a reduced set of points; and for [8], (n,X, Z, t) has n = 3, X =
∑
miλi where the
λi are general lines and Z = ∅. In [13] in particular, a method of producing unexpected
surfaces in Pn is described which is based on building cones over codimension 2 subvarieties
in Pn. The paper [8] considers four surfaces in P3 vanishing on lines with multiplicities; these
surfaces, by dimension count, should not exist, but [8] shows they do exist and are unique
and irreducible.
The present paper builds on the developments of [13] and [8]. In §2 we generalize the
cone method of [13] to obtain unexpected varieties in Pn where X = mλ for a positive
dimensional linear variety λ; here the unexpected varieties are cones with apex λ. (Given an
equidimensional variety V ⊂ Pn of dimension e and a disjoint linear variety λ of dimension
n− e− 2, recall that the cone Cλ(V ) over V with apex (or vertex or axis) λ is the union of
all lines through a point of λ and a point of V . An easy argument using projection from λ
to a complementary linear subvariety shows that Cλ(V ) is Zariski closed; see, for example,
the proof of Lemma 2.3.) The main theorem in §2 is Theorem 2.6, which is as follows:
Theorem 1.1. Let V ⊂ Pn be a reduced, equidimensional, non-degenerate subvariety of
dimension e (1 ≤ e ≤ n − 2) and degree d. Let λ be a general linear space of dimension
n − 2 − e (i.e., of codimension e + 2). Then Cλ(V ) is the unique hypersurface of degree d
vanishing to order d on λ and containing V , and (n, dλ, V, d) is unexpected.
In §3 we introduce a notion u of unexpectedness, measuring how much the actual dimension
of a system (of forms of degree d vanishing on a given subscheme Z) differs from the virtual
dimension. We prove the following theorem.
Theorem 1.2. Let L1, . . . , Lr, L
′
1, . . . , L
′
s be general lines in P
3. Let X = m1L1+ · · ·+mrLr
and Z ′ = m′1L
′
1 + · · ·+m
′
sL
′
s. If u(X + Z
′,∅, t) > u(Z ′,∅, t), then (X,Z ′, t) is unexpected
(i.e., u(X,Z ′, t) > 0), in which case so is (X,Z, t), where Z is obtained from Z ′ by, for
each i, either keeping m′iL
′
i as is or replacing it by a fat point subscheme consisting of any
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si ≥ t−m
′
i+2 points of L
′
i, each having an assigned multiplicity of at most m
′
i but where at
least t−m′i + 2 of the si points on L
′
i have multiplicity exactly m
′
i.
We apply Theorem 1.2 using the results of [8] to give examples of unexpected surfaces
with multiple lines in P3.
In §4, the last section of the paper, we use certain birational transformations of Pn, called
Veneroni transformations, to construct examples of unexpected hypersurfaces in Pn for n =
3, 4, 5. For n = 4 and 5, the linear spaces of which X is composed are not disjoint, in contrast
to our constructions in sections 2 and 3.
2. Cones
Throughout this section we denote by V ⊂ Pn a reduced, equidimensional, non-degenerate
subvariety of dimension e (1 ≤ e ≤ n − 2) and degree d in Pn. Furthermore, we denote by
λ a general linear space of dimension n − e − 2 (i.e. of codimension e + 2). Experiments
leading to the results in this section were obtained using CoCoA [4].
Lemma 2.1 ([10] Lemma A.2(C)). Let L be a linear subspace of Pn of dimension δ < n.
Let t ≥ m be positive integers. Then vanishing to order at least m along L imposes exactly
cn,δ,m,t =
∑
0≤i<m
(
t− i+ δ
δ
)(
i+ n− δ − 1
n− δ − 1
)
linearly independent conditions on forms of degree t. When m = t, this gives
cn,δ,m,m =
(
m+ n
n
)
−
(
m+ n− δ − 1
n− δ − 1
)
,
while for δ = 0 it gives
cn,0,m,t =
(
n+m− 1
n
)
and for δ = 1 it gives
cn,1,m,t = (t + 1)
(
m+ n− 2
n− 1
)
− (n− 1)
(
m+ n− 2
n
)
.
Remark 2.2. We denote by dλ the subscheme of Pn defined by the ideal Idλ, which it is
easy to see is saturated. With V and λ as above, applying Lemma 2.1 with (n, δ,m, t) =
(n, n− e− 2, d, d) allows us to write the number of conditions that we expect dλ to impose
on [IV ]d, namely
cn,n−e−2,d,d =
(
d+ n
n
)
−
(
d+ e+ 1
e + 1
)
.
We now consider the cone over V with axis λ.
Lemma 2.3. Let V be as above, let p1, . . . , pi, i = n− e− 1, be general points of P
n and let
λ be the span of the points pj (so λ is itself general). Let S be the union of lines PQ, where
P ∈ V and Q ∈ λ. Then S = Cλ(V ) is a hypersurface of degree d = deg V .
Proof. Let β : Pnλ → P
n be the blow up of Pn along λ and let π : Pnλ → P
e+1 be the
projection from λ to a general linear subspace Pe+1 ⊂ Pn of complementary dimension. (So,
identifying Pn\λ as an open subset of Pnλ, if P ∈ P
n\λ then π(P ) = span(P, λ)∩Pe+1.) Then
S = β(π−1(π(V ))) and dim π(V ′) = e for each component V ′ of V . (To see dim π(V ′) = e,
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note that we can regard π : Pn\λ → Pe+1 as a composition of a sequence of projections
from the points pj. Take a flag P
e+1 = Pi ( Pi−1 ( · · · ( P1 ( P0 = P
n of linear spaces
Pj such that p1 ∈ λ ∩ P0, p2 ∈ λ ∩ P1, . . ., pi ∈ λ ∩ Pi−1, and define πj : Pj−1\λ → Pj
to be the projection of Pj−1\λ from pj to Pj. Since each πj has one dimensional fibers, if
W ⊂ Pj−1 is closed and irreducible with W ∩λ = ∅, then πj |W is finite so not only is πj(W )
irreducible and closed in Pj, but dim πj(W ) = dimW . Thus dim π(V
′) = dim V ′ = e under
the composition of the πj .)
Since π has fibers of dimension (n−e−2)+1, each component of π−1(π(V )) has dimension
e+ (n− e− 2) + 1 = n− 1. Since β is birational off λ, dimS = dim π−1(π(V )) = n− 1. Let
Vj be the image of V in Pj under the composition of the projections π1, . . . , πj. Since for
any point p ∈ Vj , the cone over Vj with apex p has dimension at most 1 + dimVj < dimPj,
projection from a general point in Pj will be generically injective. Thus deg Vj = deg V
for all j. In particular, deg π(V ) = deg V = d. Since π maps a general line L in Pn to a
general line L′ in Pi, L
′ meets π(V ) in d distinct points. Thus L meets S in d points so
deg(S) = d. 
Lemma 2.4. Let V, λ and S be as in Lemma 2.3. Then S has multiplicity d along λ.
Proof. Let Q be a general point of λ and P a general point of Pn. Let L be the line defined by
P and Q. With β and π as in the proof of Lemma 2.3, then π(P ) 6∈ π(V ) and L ⊂ β−1(π(P )),
so L meets S only at Q. Thus S has multiplicity d at Q. 
Proposition 2.5. Let C be a reduced, equidimensional, non-degenerate curve of degree d in
Pn. Let λ be a general linear space of dimension n − 3 in Pn. Let S be the hypersurface
defined in Lemma 2.3. Then (n, dλ, C, d) is unexpected, hence S is unexpected for C.
Proof. Using Lemma 2.1, it is enough to show
dim[IC ]d −
[(
d+ n
n
)
−
(
d+ 2
2
)]
≤ 0.
By [12, Remark 1, p. 497] the map
H0(OPn(d))→ H
0(OC(d))
is surjective. We also know that h0(OC(d)) = d
2 − gC + 1 and that gC < gD, where gC is
the arithmetic genus of C and where D is a plane curve of degree d (see the proof of [13,
Proposition 2.1]). Hence
dim[IC ]d −
[(
d+ n
n
)
−
(
d+ 2
2
)]
=
(
d+ n
n
)
− [d2 − gC + 1]−
[(
d+ n
n
)
−
(
d+ 2
2
)]
=
(
d+ 2
2
)
− [d2 − gC + 1]
<
(
d+ 2
2
)
− [d2 − gD + 1]
= 1.

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Theorem 2.6. Let V ⊂ Pn be a reduced, equidimensional, non-degenerate subvariety of
dimension e (1 ≤ e ≤ n − 2) and degree d. Let λ be a general linear space of dimension
n− e− 2 (i.e. of codimension e+2). Let S be the corresponding union of lines as above (so
S = Cλ(V )). Then S is the unique hypersurface of degree d vanishing to order d on λ and
containing V , and (n, dλ, V, d) is unexpected, hence S is unexpected for V .
Proof. Since S = Cλ(V ), S contains V . By Lemmas 2.3 and 2.4, S is a hypersurface of degree
d vanishing to order d on λ. But any hypersurface of degree d containing V and vanishing
to order d along λ must contain each line from λ to V , hence any such hypersurface must
contain S, and thus must be S; this shows uniqueness. From Lemma 2.1 we know that the
expected number of conditions imposed by dλ is(
d+ n
n
)
−
(
d+ e+ 1
e+ 1
)
.
We want to show that
dim[IV ]d −
[(
d+ n
n
)
−
(
d+ e + 1
e+ 1
)]
≤ 0.
Our proof is by induction on e. The case e = 1 is Proposition 2.5, so assume e ≥ 2. Let H
be a general hyperplane and W = V ∩H ⊂ H = Pn−1. Note that dimW = e− 1. We have
the exact sequence
0 → [IV ]d−1 → [IV ]d → [IW |H]d −→ H
1(IV (d− 1)) → . . .
ց ր
[K]d
ր ց
0 0
so
dim[IV ]d = dim[IV ]d−1 + dim[IW |H]d − dim[K]d.
Then
dim[IV ]d −
[(
d+ n
n
)
−
(
d+ e + 1
e+ 1
)]
= dim[IV ]d−1 + dim[IW |H]d − dim[K]d −
[(
d+ n
n
)
−
(
d+ e+ 1
e + 1
)]
≤ dim[IV ]d−1 +
(
d+ n− 1
n− 1
)
−
(
d+ e
e
)
− dim[K]d −
(
d+ n
n
)
+
(
d+ e + 1
e+ 1
)
≤ dim[IV ]d−1 −
(
d+ n− 1
n
)
+
(
d+ e
e+ 1
)
(using induction on the third line). As in [13] Remark 2.2, for any f ≤ d − 1 there can be
no hypersurface of degree f containing V and having multiplicity f along λ because then
such a hypersurface would contain S, which is impossible since deg S = d > f . This implies
that the number of independent conditions dλ imposes on [IV ]d−1 is at least dim[IV ]d−1, so
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(using Lemma 2.1 and taking m = t = d− 1, δ = n− e− 2)
dim[IV ]d−1 ≤
(
d− 1 + n
n
)
−
(
d− 1 + n− (n− e− 2)− 1
n− (n− e− 2)− 1
)
=
(
d+ n− 1
n
)
−
(
d+ e
e+ 1
)
hence dim[IV ]d −
[(
d+n
n
)
−
(
d+e+1
e+1
)]
≤ 0 and we are done. 
Remark 2.7. Given a nonzero vector subspace V ⊆ (k[Pn])t with t > 0, a general point of
multiplicity 1 imposes exactly one condition on V . It is natural to ask the analogous ques-
tion of whether a general (reduced) line always imposes the expected number of conditions
(namely t+ 1). We now give a simple example in P4 to show that this is not the case.
Let V = 2L1 + L2, where L1, L2, L3 are general lines in P
4. Then dim[I2L1]2 = 6 and
dim[I2L1 ∩ IL2 ]2 = 3 as expected. If L3 were to impose the expected 3 conditions, there would
be no hypersurface of degree 2 containing 2L1+L2+L3. However, hyperplane the H spanned
by L1 and L2 and the hyperplane spanned by L1 and L3 together contain 2L1+L2+L3. Thus
L3 fails to impose the expected 3 conditions on [IV ]2. (Here it is easy to see why the number
of conditions is less than 3, and thus why, at least in some cases, counting conditions imposed
by general lines is more complicated than doing so for general points. The hyperplane H
is a fixed component of the linear system [I2L1 ∩ IL2 ]2 and L3 intersects H ; this point of
intersection reduces the number of conditions imposed by L3.)
Example 3.9 gives a more subtle and less easily explained instance of the conditions im-
posed by a reduced general line failing to be independent, but this time in P3.
3. Lines in P3
Let L1, . . . , Lr be general linear subvarieties of P
n where di = dimLi. LetX(m1, . . . , mr) =
m1L1 + · · · + mrLr be the scheme defined by the ideal ∩iI
mi
Li
⊂ K[Pn]. When di = δ for
all i and some δ, to efficiently indicate how often each multiplicity is repeated, we will use
Xδ(m
×r1
1 , . . . , m
×rs
s ) to denote that there are ri general Li of dimension δ with multiplicity
mi (with m
×ri
i written as mi when ri = 1).
Let Z be any subscheme of Pn and let X = X(m1, . . . , mr). When Z = ∅, we regard
IZ = K[P
n]. Given the triple (X,Z, t), where t ≥ 0 is an integer, we introduce the following
notation:
adim(X,Z, t) = dim[IX ∩ IZ ]t is the actual dimension of (X,Z, t);
vdim(X,Z, t) = dim[IZ ]t −HX(t) is the virtual dimension of (X,Z, t); and
edim(X,Z, t) = max(0, vdim(X,Z, t)) is the expected dimension of (X,Z, t),
and we have
adim(X,Z, t) ≥ edim(X,Z, t) ≥ vdim(X,Z, t).
We now define u(X,Z, t), the unexpectedness of (X,Z, t), as
u(X,Z, t) =
{
0, if adim(X,Z, t) = 0
adim(X,Z, t)− vdim(X,Z, t), otherwise.
Thus (X,Z, t) is unexpected if and only if u(X,Z, t) > 0.
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An important special case is when L1, . . . , Lr are pairwise disjoint, because then we can
be more explicit about the Hilbert polynomial HX since HX(t) =
∑
1≤i≤r cn,δ,mi,t. Of course,
there are no nontrivial forms of degree t vanishing on X(m1, . . . , mr) when t < mi for some
i. For t ≥ maxi{mi}, we can apply Lemma 2.1 to compute cn,δ,mi,t. When δ = 0, it gives the
well known fact that
cn,0,m,t =
(
n+m− 1
n
)
and for δ = 1 it gives
cn,1,m,t = (t + 1)
(
m+ n− 2
n− 1
)
− (n− 1)
(
m+ n− 2
n
)
.
So, for example,
c3,1,m,t =
1
6
m(m+ 1)(3t+ 5− 2m);
i.e., dim[ImL]t =
(
d+3
3
)
− c3,1,m,t holds when t ≥ m and L is a line in P
3.
We begin with a proposition that will be useful for our main focus of lines in P3, and
which we use in the proof of Theorem 3.2.
Proposition 3.1. Let p1, . . . , ps ∈ L ⊂ P
3, where L is a line and let F ∈ K[P3] be a form
of degree t. Assume F vanishes at each pi to order at least m. If s ≥ t − m + 2, then F
vanishes to order at least m on L.
Proof. If t < m, then F = 0 and the claim holds. Also, the claim clearly holds if m = 0. So
assume t ≥ m > 0, so t = m+ ǫ for some ǫ ≥ 0. The order of vanishing of F on L equals the
order of vanishing of F |H on L, where H is a general plane containing L. Then the number
of zeros of F |H on L is at least sm ≥ (t−m+2)m = 2m+ ǫm > m+ ǫ = t, so F vanishes on
L. Since F |H vanishes on L, we see F |H−L vanishes at s points of L to order at least m−1,
but F |H − L has degree t− 1 ≥ m− 1, and we have s ≥ t−m+ 2 = (t− 1)− (m− 1) + 2.
If m− 1 > 0, arguing as before shows that F |H − L vanishes on L. We can continue in this
way until m is reduced to 0; thus F |H vanishes to order at least m on L, and hence so does
F . 
Theorem 3.2. Let L1, . . . , Lr, L
′
1, . . . , L
′
s be general lines in P
3. Let X = m1L1+ · · ·+mrLr
and Z ′ = m′1L
′
1 + · · ·+m
′
sL
′
s. If u(X + Z
′,∅, t) > u(Z ′,∅, t), then (X,Z ′, t) is unexpected,
in which case so is (X,Z, t), where Z is obtained from Z ′ by, for each i, either keeping m′iL
′
i
as is or replacing it by a fat point subscheme consisting of si points of L
′
i each having an
assigned multiplicity of at most m′i but where at least t−m
′
i+2 of the points have multiplicity
exactly m′i.
Proof. By Proposition 3.1, [I(Z ′)]t = [I(Z)]t, hence if (X,Z
′, t) is unexpected, then so is
(X,Z, t).
To prove the rest of the statement of the theorem, say u(X +Z ′,∅, t) > u(Z ′,∅, t). Then
u(X + Z ′,∅, t) > 0, so adim(X,Z ′, t) = adim(X + Z ′,∅, t) > 0. Moreover,
dim[IX+Z′]t −
(
dim[K[P3]]t −
∑
1≤i≤r
c3,1,mi,t −
∑
1≤i≤s
c3,1,m′
i
,t
)
= u(X + Z ′,∅, t) > u(Z ′,∅, t) = dim[IZ′]t −
(
dim[K[P3]]t −
∑
1≤i≤s
c3,1,m′
i
,t
)
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so
u(X,Z ′, t) = dim[IX+Z′]t −
(
dim[IZ′ ]t −
∑
1≤i≤r
c3,1,mi,t
)
> 0;
i.e., (X,Z ′, t) is unexpected. 
In order to have examples where we can apply Theorem 3.2, we recall [8, Theorem 3.3]:
Theorem 3.3. Let X ⊂ P3 be a union of general lines with multiplicity. Then the triple
(X,∅, t) is unexpected in the following cases:
A) X = X1(3
×4, 1×5) and t = 10 (here adim = 1 and vdim = −1);
B) X = X1(4, 3
×5) and t = 12 (here adim = 1 and vdim = −5);
C) X = X1(3
×6, 2) and t = 12 (here adim = 1 and vdim = −2); and
D) X = X1(6
×5, 1) and t = 20 (here adim = 1 and vdim = −105).
Since for t ≥ m and a linear variety L, we have (by Lemma 2.1) that u(mL,∅, t) = 0, we
get many new examples of unexpected triples by applying Theorem 3.2 to Theorem 3.3 in
case Z ′ is a single line in P3.
Example 3.4. Consider general lines L1,1, . . . , L1,4, L2,1, . . . , L2,5 in P
3. LetX = 3L1,1+· · ·+
3L1,4+L2,1+ · · ·+L2,4, Z
′ = L2,5 and let Z be any 11 or more points of L2,5 of multiplicity 1.
Then by Theorem 3.3(A) we have 2 = adim− vdim = u(X + Z ′,∅, 10) > u(Z ′,∅, 10) = 0,
so (X,Z, 10) and (X,Z ′, 10) are unexpected by Theorem 3.2.
In more detail, (X,Z ′, 10) is unexpected since dim[I(Z ′)]10 =
(
10+3
3
)
− c3,1,1,10 by Lemma
2.1 and
(
13
3
)
− 4c3,1,3,10 − 5c3,1,1,10 = −1, so we get
dim[I(X) ∩ I(Z ′)]10 = dim[I(X(3
4, 15))]10 = 1 > 0 = max
(
0,
(
13
3
)
− 4c3,1,3,10 − 5c3,1,1,10
)
= max
(
0,
((
13
3
)
− c3,1,1,10
)
− 4c3,1,3,10 − 4c3,1,1,10
)
= max (0, dim[I(Z ′)]10 − 4c3,1,3,10 − 4c3,1,1,10) .
Example 3.5. Consider general lines L1,1, . . . , L1,4, L2,1, . . . , L2,5. Let X = 3L1,1 + 3L1,2 +
3L1,3 + L2,1 + · · ·+ L2,5, Z
′ = L1,4 and let Z be any 9 or more points of L1,4 of multiplicity
at most 3, where at least 9 of the points have multiplicity exactly 3. Then as before, by
Theorem 3.3(A) and Theorem 3.2, (X,Z, 10) and (X,Z ′, 10) are unexpected.
The preceding two examples work by replacing one of a set of lines coming from the
schemes listed in Theorem 3.3 by fat points. Using the following proposition we can extend
the construction given in the examples above by replacing more of the lines with points in a
suitable way.
Proposition 3.6. Let L1, . . . , Lr, L
′
1, . . . , L
′
s be general lines in P
3. Let (X + Z ′,∅, t) cor-
respond to one of the systems (A), (B), (C) or (D) listed in Theorem 3.3, where X =
m1L1 + · · ·+mrLr and Z
′ = m′1L
′
1 + · · ·+m
′
sL
′
s (so X + Z
′ is a partition of one of the fat
line schemes enumerated in the theorem). Then u(X+Z ′,∅, t) > u(Z ′,∅, t) = 0 (and hence
(X,Z ′, t) and (X,Z, t) as given in Theorem 3.2 are unexpected), unless X = ∅ or, in case
(A), Z ′ includes all four lines of multiplicity 3, or, in case (D), Z ′ includes four or more
lines of multiplicity 6.
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Proof. It is enough in each case to show that u(Z ′,∅, t) = 0. This is equivalent to showing
adim(Z ′,∅, t) = edim(Z ′,∅, t), for which it is sufficient by semi-continuity to replace the
general lines L′i by any choice of lines such that we get adim(Z
′,∅, t) = edim(Z ′,∅, t). So
using Macaulay2 [11] we checked adim(Z ′,∅, t) = edim(Z ′,∅, t) for each Z ′ using random
lines. 
Example 3.7. Consider general lines L1, . . . , L6. Let X = 4L1, Z
′ = 3L2 + · · · + 3L6 and
let Z be any 55 or more points of L2 ∪ · · · ∪ L6, each of multiplicity at most 3, with at
least 11 points of multiplicity 3 on each line L2, . . . , L6. By Proposition 3.6(B), we have
u(X + Z ′,∅, 12) > u(Z ′,∅, 12) so (X,Z ′, 12) and (X,Z, 12) are unexpected. (In fact, in
this case, as noted in the proof of Proposition 3.6 for the case (B), u(Z ′,∅, 12) = 0, but
u(X + Z ′,∅, 12) = 6 by Theorem 3.3(B).)
Example 3.8. We now present an example where u(X + Z ′,∅, t) > u(Z ′,∅, t) = 0 but
X+Z ′ is not one of the cases listed in Theorem 3.3. Let X = X(3×3) = 3L1+3L2+3L3 and
Z ′ = 3L4. Since Z
′ is a single fat line, we have u(Z ′,∅, 10) = 0. We claim u(X+Z ′,∅, 10) =
2; given this, we have u(X + Z ′,∅, 10) > u(Z ′,∅, 10) so by Theorem 3.2 (X,Z ′, 10) and
(X,Z, 10) are unexpected.
To justify u(X,∅, 10) = 2, note that by [14] general lines of multiplicity 1 impose inde-
pendent conditions on forms of degree d when the virtual dimension is nonnegative for that
degree, so we get adim(X(1×4),∅, 6) = 56 and u(X1(1
×4),∅, 6)) = 0.
We now apply a certain cubo-cubic Cremona transformation (where the terminology cubo
means that that the transformation is defined by degree 3 forms, and the terminology cubic
means the inverse transformation is also defined by degree 3 forms), given by the linear
system of cubics containing 4 general lines in P3. (This map is a special case of a Veneroni
Cremona transformation, described below.) It converts (X1(1
×4),∅, 6) into (X1(3
×4),∅, 10)
(see [8] or Example 4.1), so adim(X1(3
×4),∅, 10) = adim(X(1×4),∅, 6) = 56 but now
vdim(X1(3
×4),∅, 10) = 54 so u(X + Z ′,∅, 10) = u(X1(3
×4),∅, 10) = 2.
Example 3.9. This example uses a linear system of surfaces of degree 20, with four lines of
multiplicity 6. The unexpectedness in our example satisfies
u(X + Z ′,∅, t) > u(Z ′,∅, t) > 0.
We have the following facts (justified below):
(a) adim(X1(6
×5, 1),∅, 20)) = 1, vdim(X1(6
×5, 1),∅, 20)) = −105;
(b) 6 ≤ adim(X1(6
×5),∅, 20)) ≤ 16, vdim(X1(6
×5),∅, 20)) = −84; and
(c) adim(X1(6
×4),∅, 20)) = 307, vdim(X1(6
×4),∅, 20)) = 287.
Thus we have
106 = u(X1(1) +X1(6
×5),∅, 20) > 100 ≥ u(X1(6
×5),∅, 20) ≥ 90,
so by Theorem 3.2 we see that (X1(1), X1(6
×5), 20) is unexpected. In a similar but less
surprising way, we see that
100 ≥ u(X1(6) +X1(6
×4),∅, 20) ≥ 90 > u(X1(6
×4),∅, 20) = 20,
so by Theorem 3.2 we see that (X1(6), X1(6
×4), 20) is unexpected.
We now briefly justify the actual and virtual dimensions given above.
For (a), the triple
(X1(1
×5, 6),∅, 8)
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is expected since vdim((X1(1
×5, 6),∅, 8)) = 1 and we checked by computer that
adim(X1(1
×5, 6),∅, 8) = 1.
As explained in [8], a Cremona transformation due to J. Todd (given by surfaces of de-
gree 19, passing through 5 general lines with multiplicity 5) converts (X1(1
×5, 6),∅, 8) into
(X1(6
×5, 1),∅, 20). Thus adim(X1(6
×5, 1),∅, 20) = 1 but now vdim(X1(6
×5, 1),∅, 20) =
−105.
For (b) we have (X1(6
×5),∅, 20)) which by applying the Todd transformation tranforms
into (X1(4
×5, 10),∅, 20)). Note that (X1(4
×5, 10),∅, 20)) is obtained from (X1(2
×5, 5),∅, 10))
by doubling both the degree and the multiplicities. We get edim(X1(2
×5, 5),∅, 10) = 6
whereas by computer (using random lines) we get adim(X1(2
×5, 5),∅, 10) = 6, and hence
adim(X1(2
×5, 5),∅, 10) = 6 holds for general lines. Thus adim(X1(6
×5),∅, 20)) ≥ 6. Like-
wise, by computer (using random lines) we get adim(X1(4
×5, 10),∅, 20)) = 16 and thus
adim(X1(4
×5, 10),∅, 20)) ≤ 16 holds for general lines.
Finally, for (c) we have adim(X1(2
×4),∅, 12) = 307 (by computer, using random lines,
semicontinuity and the fact that vdim(X1(2
×4),∅, 12) = 307). A cubo-cubic Cremona trans-
formation converts (X1(2
×4),∅, 12) into (X1(6
×4),∅, 20). Thus adim(X1(6
×4),∅, 20) = 307
but vdim(X1(6
×4),∅, 20) = 287.
4. Veneroni Cremona transformations
Up to now, we have considered unexpectedness only with respect to vanishing on linear
spaces that are disjoint. To relax this condition, we look to Veneroni maps. These are
Cremona transformations of Pn studied by Veneroni [18] (see [17] for n = 4, and also [1], [16]
and [9] for additional exposition). Here we use them to give some examples of unexpectedness
with respect to vanishing on linear spaces that are not disjoint, thereby showing that the
notion of unexpectedness does not only make sense when the linear spaces are disjoint.
We recall how Veneroni maps are constructed. The linear system of all degree n forms
vanishing on n+1 general linear subspaces Π1, . . . ,Πn+1 of codimension 2 in P
n has dimension
n+1 [18, 9]. Thus this linear system defines a rational map vn : P
n
99K Pn, called the Veneroni
map. In fact, vn is birational and its inverse is also a Veneroni map, defined by the degree
n forms vanishing on n + 1 codimension 2 linear subspaces Π′1, . . . ,Π
′
n+1 [18, 9]. The base
locus of vn consists of all the Πj together with the variety Rn (also of codimension 2) of all
common transversal lines (i.e., all lines which intersect each Πj) [16, 9].
For example, the quadratic Cremona transformation is obviously a Veneroni transforma-
tion v2 on P
2. Recall that a Cremona transformation given by forms of degree d whose
inverse is given by forms of degree r is called a d-o–r-ic Cremona transformation. Thus v3 is
a cubo-cubic Cremona transformation on P3 (which we applied above in Examples 3.8 and
3.9) and v4 is a quarto-quartic Cremona transformation on P
4 (one such was used in [17]).
To describe the map vn and its inverse, we will use the expression dH − m1Π2 − · · · −
mn+1Πn+1 to denote the linear system of all forms of degree d that vanish to order at least
mi on Πi for each i. So consider vn : P
n
1 99K P
n
2 and v
−1
n : P
n
2 99K P
n
1 , where we use subscripts
to distinguish the source and target of vn. Let H denote the linear system of all hyperplanes
(i.e., linear forms) on Pn1 and let H
′ denote the linear system of all hyperplanes on Pn2 . Then
H ′ pulls back under vn to nH −Π1 − · · · − Πn+1. We indicate this by writing
H ′ = nH − Π1 − · · · −Πn+1.
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Moreover, the linear systems (n− 1)H −Π1 − · · · −Πn+1 +Πj each have a unique member,
and this hypersurface is the inverse image under vn of Π
′
j. We indicate this by writing
Π′1 = (n− 1)H − Π2 − · · · − Πn+1,
Π′2 = (n− 1)H −Π1 − Π3 − · · · − Πn+1,
. . .
Π′1 = (n− 1)H − Π1 − · · · − Πn.
The inverse image under vn of R
′
n is Rn. Likewise, with respect to v
−1
n we have
H = nH ′ − Π′1 − · · · −Π
′
n+1,
Π1 = (n− 1)H
′ −Π′2 − · · · −Π
′
n+1,
Π2 = (n− 1)H
′ − Π′1 −Π
′
3 − · · · − Π
′
n+1,
. . .
Πn+1 = (n− 1)H
′ − Π′1 − · · · −Π
′
n.
We saw in Example 3.8 for n = 3 that by applying a Veneroni transformation to S =
6H − Π1 − · · · − Π4 on P
3 that S ′ = v−13 (S) = 10H − 3(Π1 + · · · + Π4) is unexpected,
even though the linear system S had the expected dimension. We saw similar behavior in
Example 3.9 with respect to a different kind of Cremona transformation. We now show some
additional examples using Veneroni transformations that suggest this behavior may be fairly
widespread.
Example 4.1. Take the linear system of surfaces S = 7H − Π1 − · · · − Π4 in P
3 of degree
7 vanishing on 7 general lines Πj. The expected number of conditions imposed on forms of
degree 7 by vanishing on Π1+· · ·+Π4 is 4c3,1,1,7 = 32. Thus we get vdim(S) =
(
7+3
3
)
−32 = 88,
which is equal to adim(S) by [14]. In particular, the linear system S has the expected
dimension, but we now use a Veneroni transformation to obtain a linear system S ′ giving an
unexpected hypersurface.
Pulling S back by v−13 gives the linear system
S ′ = 7(3H − Π1 − · · · −Π4)− (2H − Π2 − Π3 −Π4)− · · · − (2H −Π1 − Π2 − Π3) =
(21− 8)H − (7− 3)Π1 − · · · − (7− 3)Π4 = 13H − 4Π1 − · · · − 4Π4.
Each 4Πj imposes c3,1,4,13 = 120 conditions on forms of degree 13, for a total of 4c3,1,4,13 =
480. Thus u(S ′,∅, 13) = adim(S ′)−vdim(S ′) = adim(S)−vdim(S ′) = 88− (
(
13+3
4
)
−480) =
88− (560− 480) = 8, so S ′ is unexpected.
We now want to consider similar cases for n = 4 and n = 5, but here the linear spaces
Πj are not disjoint so computing Hilbert polynomials is more involved. Suppose we have
two schemes, A and B, in Pn, defined by homogeneous ideals I and J in the homogeneous
coordinate ring R of Pn. Let C be the scheme defined by I + J (this ideal need not be
saturated even if I and J are, but this doesn’t affect computing Hilbert polynomials). Then
we have the Mayer-Vietoris exact sequence
0→
R
I ∩ J
→
R
I
⊕
R
J
→
R
I + J
→ 0
so we have HA∪B = HA +HB −HC . In the examples that follow, we want to compute the
Hilbert polynomial for m1Π1 + · · ·+mrΠr in cases where Πi ∩Πj is nonempty for i 6= j but
all triple intersections Πi ∩ Πj ∩ Πk are empty for i 6= k 6= j. We can do this recursively by
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taking A = m1Π1 and B = m2Π2+ · · ·+mrΠr, noting that triple intersections being empty
implies C = (m1Π1 ∩m2Π2) + · · ·+ (m1Π1 ∩mrΠr). Thus for X = m1Π1 + · · ·+mrΠr we
get recursively that
HX =
∑
i
HmiΠi −
∑
i 6=j
HmiΠi∩mjΠj .
Example 4.2. Take the hypersurface S = 7H − Π1 − · · · − Π5 in P
4. Because each pair of
spaces Πi and Πj intersect in a point and there are
(
5
2
)
such points, the expected number
of conditions imposed on forms of degree 7 by vanishing on Π1 + · · · + Π5 is not 5c4,2,1,7,
but rather 5c4,2,1,7 −
(
5
2
)
. Thus we get vdim(S) =
(
7+4
4
)
− 5
(
7+2
2
)
+ 10 = 160, which is
equal to adim(S) (checked by Singular and Macaulay2), hence as before S has the expected
dimension.
Pulling S back by v−14 gives the linear system
S ′ = 7(4H−Π1−· · ·−Π5)− (3H −Π2−Π3−Π4−Π5)−· · ·− (3H−Π1−Π2−Π3−Π4) =
(28− 15)H − (7− 4)Π1 − · · · − (7− 4)Π5 = 13H − 3Π1 − · · · − 3Π5.
Each 3Πj imposes c4,2,3,13 = 521 conditions on forms of degree 13, for a total of 5c4,2,3,13 =
2605. But the nonempty intersection of each 3Πj and 3Πi reduces this by 36, this being
the (computer calculated) value of the Hilbert polynomial of I3Πj + I3Πi in degree 13, giving
2605−
(
5
2
)
36 = 2245 conditions. (This also agrees with the value of the Hilbert polynomial of
I3Π1+···+3Π5 in degree 13, computed by Singular and Macaulay2 in a large positive characteris-
tic.) Thus u(S ′,∅, 13) = adim(S ′)−vdim(S ′) = adim(S)−vdim(S ′) = 160−(2380−2245) =
25, so S ′ is unexpected.
Example 4.3. Now take the hypersurface S = 8H−Π1−· · ·−Π5 in P
4. The expected number
of conditions imposed on forms of degree 8 by vanishing on Π1 + · · ·+Π5 is 5c4,2,1,8 −
(
5
2
)
=
5
(
8+2
2
)
− 10 = 215. Thus we get vdim(S) =
(
8+4
4
)
− 5
(
8+2
2
)
+ 10 = 280, which is equal to
adim(S) (checked by Singular and Macaulay2).
Pulling S back by v−14 gives the linear system
S ′ = 8(4H−Π1−· · ·−Π5)− (3H −Π2−Π3−Π4−Π5)−· · ·− (3H−Π1−Π2−Π3−Π4) =
17H − 4Π1 − · · · − 4Π5.
Each 4Πj imposes c4,2,4,17 = 1365 conditions on forms of degree 17, for a total of 5c4,2,4,17 =
6825. But the nonempty intersection of each 4Πj and 4Πi reduces this by 100, this be-
ing the (computer calculated) value of the Hilbert polynomial of I4Πj + I4Πi in degree 17,
giving 6825 −
(
5
2
)
100 = 5825 conditions. (This also agrees with the value of the Hilbert
polynomial of I3Π1+···+3Π5 in degree 17, computed by Singular and Macaulay2 in a large
positive characteristic.) Thus u(S ′,∅, 17) = adim(S ′) − vdim(S ′) = adim(S)− vdim(S ′) =
280− (
(
17+4
4
)
− 5825) = 280− (5985− 5825) = 280− 160 = 120, so S ′ is unexpected.
Example 4.4. Take the hypersurface S = 8H−Π1−· · ·−Π6 in P
5. Again each pair of spaces
Πi and Πj intersect, this time in a line, the expected number of conditions imposed on forms
of degree 8 by vanishing on Π1+ · · ·+Π6 is not 6c5,3,1,8, but rather 6c5,3,1,8−
(
6
2
)
c5,1,1,8 = 855.
This is confirmed using Singular [7] to compute the Hilbert polynomial of the ideal of 6
random codimension 2 linear spaces, thus vdim(S) =
(
5+8
8
)
−855 = 432. (Singular also gives
adim(S) = 432.)
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Pulling S back by v−15 gives the linear system
S ′ = 8(5H−Π1−· · ·−Π6)− (4H −Π2−Π3−Π4−Π6)−· · ·− (4H−Π1−Π2−Π3−Π5) =
16H − 3Π1 − · · · − 3Π6.
The value of the Hilbert polynomial of the ideal of 3Π1+· · ·+3Π6 in degree 16 is 6c5,3,3,16−(
6
2
)
516 = 20106, since 516 is the (computer calculated) value of the Hilbert polynomial of
I3Πj + I3Πi in degree 16, so we get vdim(S
′) =
(
16+5
5
)
− 20106 = 243. But adim(S ′) =
adim(S) = 432, so we have u(S ′,∅, 13) = adim(S ′) − vdim(S ′) = adim(S) − vdim(S ′) =
432− 243 = 189, so S ′ is unexpected.
Example 4.5. Take the hypersurface S = 9H − Π1 − · · · − Π6 in P
5. Each pair of spaces
Πi and Πj intersect in a line, so the expected number of conditions imposed on forms of
degree 9 by vanishing on Π1+ · · ·+Π6 is 6c5,3,1,9−
(
6
2
)
c5,1,1,9 = 1170. This is confirmed using
Macaulay2. Thus vdim(S) =
(
5+9
9
)
− 1170 = 832. (Macaulay2 also gives adim(S) = 832.)
Pulling S back by v−15 gives the linear system
S ′ = 9(5H−Π1−· · ·−Π6)− (4H −Π2−Π3−Π4−Π6)−· · ·− (4H−Π1−Π2−Π3−Π5) =
21H − 4Π1 − · · · − 4Π6.
The value of the Hilbert polynomial of the ideal of 4Π1+· · ·+4Π6 in degree 21 is 6c5,3,4,21−(
6
2
)
1800 = 66036, since 1800 is the (computer calculated) value of the Hilbert polynomial
of I4Πj + I4Πi in degree 21. Hence vdim(S
′) =
(
21+5
5
)
− 66, 036 = −256. But adim(S ′) =
adim(S) = 832, so we have u(S ′,∅, 21) = adim(S ′) − vdim(S ′) = adim(S) − vdim(S ′) =
832 + 256 = 1088, so S ′ is unexpected.
Remark 4.6. For convenience we used computer calculations in the examples above. Here
we demonstrate how to avoid using the computer by computing the Hilbert polynomial of
the ideal of 4Π1+ · · ·+4Π6 from Example 4.5. Let I1, . . . , I6 be the corresponding ideals, so
each is generated by two general linear forms. By Lemma 2.1 and a calculation, we see that
the Hilbert polynomial of R/I4i is
5
3
t3 + 10
3
t+ 1 for each 1 ≤ i ≤ 6. In particular the scheme
4Π has degree 10.
Notice that the intersection of any two Πi is a line, and the intersection of any three
is empty. By [15] Lemma 4.2, this means that the schemes meet “very properly” (in the
language of that paper), and so by Corollary 4.6 of that paper, the degree of the scheme-
theoretic intersection of any two of the schemes 4Πi has degree 10
2 = 100 and is supported
on a line, and its saturated ideal is I4Π1 + I
4
Π2
.
We now want to find the Hilbert polynomial of this scheme, say 4Π1 ∩ 4Π2. Without loss
of generality say IΠ1 = (x0, x1) and IΠ2 = (x2, x3). The artinian reduction of R/I
4
Π1
can
be taken to be K[x0, x1]/(x0, x1)
4 and analogously for Π2, and the h-vectors are (1, 2, 3, 4).
The tensor product of these two artinian rings is K[x0, x1, x2, x3]/((x0, x1)
4 + (x2, x3)
4),
which is the artinian reduction of R/(I4Π1 + I
4
Π2
). One can compute the h-vector to be
(1, 4, 10, 20, 25, 24, 16). Then “integrating” this twice we obtain the Hilbert function of 4Π1∩
4Π2 to be the sequence
1, 6, 21, 56, 116, 200, 300, 400, ..., 100t− 300
so the Hilbert polynomial of 4Π1 ∩ 4Π2 is 100t− 300 (confirming the degree to be 100).
From the Mayer-Vietoris sequence
0→ R/(I ∩ J)→ R/I ⊕ R/J → R/(I + J)→ 0
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we see that the Hilbert polynomial of 4Π1 + 4Π2 is
2
[
5
3
t3 +
10
3
t + 1
]
− [100t− 300] =
10
3
t3 −
280
3
t+ 302.
Putting together all six components, and recalling that no two of the intersections meet, we
obtain the Hilbert polynomial of 4Π1 + · · ·+ 4Π6 to be
6
[
5
3
t3 +
10
3
t+ 1
]
− 15[100t− 300] = 10t3 − 1480t+ 4506.
In particular, consider t = 21. We obtain the value of this Hilbert polynomial to be
10(21)3 − 1480(21) + 4506 = 66036.
Remark 4.7. We have seen by applying a Veneroni transformation to S = (n + 3)H −
Π1 − · · · − Πn+1 on P
n that S ′ = v−1n (S) = (3n + 1)H − 3(Π1 + · · · + Πn+1) is unexpected
for n = 3 (Example 3.8), n = 4 (Example 4.2) and n = 5 (Example 4.4), and for S =
(n+4)H−Π1−· · ·−Πn+1 that S
′ = v−1n (S) = (3n+2)H−4(Π1+· · ·+Πn+1) is unexpected for
n = 3 (Example 4.1), n = 4 (Example 4.3) and n = 5 (Example 4.5). It would be interesting
to understand more generally for which values of t and n the system v−1n (tH−Π1−· · ·−Πn+1)
is unexpected.
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