Abstract-
I. INTRODUCTION
VOLUTIONARY Algorithms (EAs) [1] are a broad class of stochastic optimization algorithms inspired by biology and, in particular, by those biological processes that allow populations of organisms to adapt to their surrounding environments: genetic inheritance and survival of the fittest. EAs have a prominent advantage over other types of numerical methods, among which the following two are the most important [2] :
• They can be applied to problems that consist of discontinuous, non-differentiable and non-convex objective functions and/or constraints.
• They can easily escape from local optima EAs have been applied to a wide range of functions and real life problems [3] - [6] . Some common EAs are Genetic Algorithms (GA), Evolutionary Programming (EP), Particle Swarm Optimization (PSO), Differential Evolution (DE) etc. In the present research paper, we have concentrated our work on DE, which is comparatively a newer addition to the class of population based search techniques. DE is a stochastic, population based search strategy developed by Storn and Price [7] in 1995. It is a novel evolutionary approach capable of handling non-differentiable, non-linear and multimodal objective functions. DE has been designed as a stochastic parallel direct search method, which utilizes concepts borrowed from the broad class of EAs. The method M. Pant is with the Indian Institute of Technology Roorkee, Saharanpur -247001, India (phone: +91-9759561464; e-mail: millifpt@iitr.ernet.in) R. Thangaraj is with the Indian Institute of Technology Roorkee, Saharanpur -247001, India (e-mail: t.radha@ieee.org)
A. [8] , [9] . While DE shares similarities with other EAs, it differs significantly in the sense that in DE, distance and direction information is used to guide the search process [10] .
Despite several attractive features, it has been observed that DE sometimes does not perform as good as the expectations. Empirical analysis of DE has shown that it may stop proceeding towards a global optimum even though the population has not converged even to a local optimum [12] . The situation when the algorithm does not show any improvement though it accepts new individuals in the population is known as stagnation. Besides this, DE also suffers from the problem of premature convergence. This situation arises when there is a loss of diversity in the population. It generally arises when the objective function is multi objective having several local and global optimums. Like other EA, the performance of DE deteriorates with the increase in dimensionality of the objective function. Several modifications have been made in the structure of DE to improve its performance. Some interesting modifications include parameter adaption strategy for DE by Zaharie [13] , Abbas [14] proposed a self adaptive crossover rate for multiobjective optimization problems, Omran et al. [15] introduced a self adaptive scaling factor parameter F, Brest et al. [16] proposed SADE, which encoded control parameters F and Cr into the individuals and evolved their values by using two new probabilities. Das et al. [17] introduced two schemes for the scale factor F in DE. some other recent modified versions include Opposition based DE (ODE) by Rahnamayan et al. [18] , a hybridization of DE with Neighborhood search by Yang et al. [19] , Fittest Individual refinement [FIR] method by Noman and Iba [20] . Several recent developments in DE algorithm design and application can be found in [21] .
In continuation to the techniques of improving the performance of DE, in the present study we present a modified version of DE called MDE. The proposed MDE is a semi adaptive type DE in which the scaling factor F takes value according to the Laplace Distribution. The scaling factor F plays a significant role in the generation of perturbed mutant vector. The presence of a good scaling factor may help in preserving the diversity by enhancing the exploration and exploiting capabilities of the population.
The structure of the paper is as follows: in Section II, we briefly explain the Differential Evolution Algorithm, in Section III; we have defined and explained the proposed MDE algorithm. Section IV deals with experimental settings, Sections V and VI give the benchmark problems
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II. DIFFERENTIAL EVOLUTION
DE shares a common terminology of selection, crossover and mutation operators with GA however it is the application of these operators that make DE different from GA; while, in GA crossover plays a significant role, it is the mutation operator which affects the working of DE [11] . The working of basic DE may be described as follows:
For . In order to increase the diversity of the perturbed parameter vectors, crossover is introduced [8] . The parent vector is mixed with the mutated vector to produce a trial vector 
III. MODIFIED DE ALGORITHM
In the present study, we have replaced the proposed mutant vector with the basic mutant vector given in (1). The performance of DE depends largely on the selection of control parameters. The control parameters generally take the fixed values as decided by the user. If these values are taken probabilistically then the user may be saved from the trouble of undergoing rigorous sensitivity analysis for deciding the appropriate value of parameters. Various continuous probability distributions are available in literature which may be taken for deciding the behavior of control parameters. In the present article we propose a 'semi adaptive' type of DE in which one of the control parameters F is generated probabilistically while the sensitivity analysis is done for the other parameter CR. Instead of taking a fixed value of F the proposed MDE algorithm takes random variable following Laplace distribution. The Probability Density Function (pdf) of Laplace distribution is similar to that of normal distribution however, the normal distribution is expressed in terms of squared difference from the mean, Laplace density is expressed in terms of absolute difference from the mean. As a result Laplace distribution has a fatter tail than normal distribution. The proposed mutation operation makes use of only two candidate vectors, in place of three candidate vectors like the usual mutation operation given in (1) (3), the symbols have the usual meaning as described in Section II. The density function of Laplace distribution is given as: ,
Its distribution function is given by:
is the scale parameter. From equation (3), it can be seen that the newly generated mutant vector mutant vector will lie in the vicinity of the candidate vector will be controlled by L, a random variable having Laplace distribution. For smaller values of , the mutant vector is likely to be produced near the initially chosen vector, whereas for larger values of , the mutant vector is more likely to be produced at a distance from the chosen vector. This self adaptive behavior helps in preserving the diversity of the population by exploring the search space more effectively.
IV. EXPERIMENTAL SETTINGS
In order to make a fair comparison of DE and MDE algorithms, we fixed the same seed for random number generation so that the initial population is same for both the algorithms. The population size is taken as 100 for all the test problems. The crossover rate and scaling factor F, for classical DE, are fixed at 0.2 and 0.9 respectively. For MDE we did a sensitivity analysis for various crossover rates varying it from 0.1 to 0.9 (please also see Table IV ) for all the test problems and observed that the crossover rate of 0.2 is most suitable. As mentioned in the previous section, the scaling factor in MDE follows Laplace distribution.
For each algorithm, the maximum number of iterations allowed was set to 5000 and the error goal was set as 1*e-04. A total of 30 runs for each experimental setting were conducted and the average fitness along with the average number of function evaluations (NFE), time taken and number of generations (GNE) of the best solutions throughout the run were recorded. The algorithms were programmed using Developer C++ and were executed on a Pentium IV PC.
V. BENCHMARK PROBLEMS
For the present study we considered a test bed of 10 benchmark problems given in Table I . Though this test bed is rather narrow, we have tried to include problems having different characteristics. Except for the last two functions; f 9 and f 10 , all the problems are solved for dimension 50. In this section we describe briefly the properties of these functions.
• Rastringin's function's contour is made up of a large number of local minima which increases with the increase in the dimensionality of the problem.
• The second function is a simple sphere function which is strictly convex and unimodal and is generally considered as a good starting point for testing an optimization algorithm.
• Griewank function is a continuous multimodal function considered difficult to optimize because of its non-separable nature.
• The search space of Rosenbrock function is dominated by a large gradual slope which is raised along one edge to a fine point. Though it looks simple, it is notoriously hard for some optimization algorithms because of the extremely large search space combined with relatively small global minima.
• Noisy function is constructed by adding a uniformly distributed random noise to a quartic function. Due to the presence of noise the global optimum keeps on shifting from one position to another.
• The surface of Schwefel function consists of a large number of peaks and valleys. Also for this function the global minimum is near the bounds of the domain.
• In Ackley function, the presence of an exponential term makes is surface covered with several local minima.
• The eighth function is again a multimodal function having several local and global minima.
• Himmelblau's function is also a multimodal function with one global minimum and four identical local minima.
• Shubert's function has 760 local minima out of which 18 are global minima. Function  Fig 1(a) -1(d) ; Sensitivity analysis of MDE with respect to the various crossover rates for selected benchmark problems 
VI NUMERICAL RESULTS AND COMPARISONS
The MDE algorithm is compared with the classical DE in terms of Average fitness function value, number of function evaluations (NFE), average number of iterations (GNE) and run time. In Table II , we have shown the numerical results of benchmark problems in terms of average fitness function value and standard deviation. Table III gives the number of function evaluations, number of generations and time taken. From Table II , it can be seen that for Rastringin function (f 1 ), the difference in the average fitness function values for DE and MDE is quite visible. The true global minimum for Rastringin function is located at 0.0. None of the algorithms were able to reach this value for the dimension 50. However MDE gave a much better value in comparison to DE. Similarly for Rosenbrock function, the proposed MDE gave a value much closer to the true optimum (0.0) in comparison to DE. For all other functions both the algorithms gave more or less similar values quite near to the true optimum value.
The better performance of MDE is more visible from The performance curves of MDE vs. DE for selected benchmark problems are shown in Fig 1(a) -Fig 1(d) . Performance curves of MDE using different crossover rates are given in Figures 2 (a) -2(d) . In the present study we proposed a new self adaptive mutation operation using Laplace distribution to produce a mutant vector in the vicinity of the candidate participating in the mutation operation. The proposed MDE algorithm is tested on 10 benchmark problems and the results are compared with the classical DE. The numerical results show that the use of random variable having Laplace distribution as a scaling factor F, improves the performance of classical DE significantly. Although, we have not done any theoretical analysis but from the empirical results it can be seen that instead of fixing scaling factor it is better to take it in an adaptive manner. Also we would like to add that though we have tried to take a diverse set of bench mark problems, it is still a narrow test bed and we are continuing it to solve more complex problems and compare its performance with other existing EA for global optimization. The proposed work is still in the preliminary stage and several improvements can be added to it; like an adaptive crossover rate. Also, the work can be extended for other distributions like Cauchy and Levy distributions which have shown promising results in Evolutionary Programming.
