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Prediksi curah hujan sangat dibutuhkan dalam meningkatkan hasil produksi 
tanaman pangan pada suatu wilayah, salah satunya pada area Tengger. Kesalahan 
dalam memprediksi curah hujan dapat mengakibatkan kesalahan saat 
menentukan masa tanam, dan jenis tanaman yang tepat. Agar menghasilkan 
prediksi curah hujan dengan tingkat kesalahan sedikit, penelitian ini 
menggunakan metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time 
Series. Metode tersebut telah terbukti mampu memprediksi closing price pada 
Taiwan Stock Exchange Capitalization Weighted Stock Index (TAEIX) dengan 
tingkat kesalahan lebih sedikit dibandingkan metode Fuzzy Time Series Chen. 
Penelitian ini akan menghasilkan prediksi curah hujan di empat kecamatan area 
Tengger yaitu Puspo, Sumber, Tosari, dan Tutur. Dari hasil pengujian 36 data pada 
tahun 2014, didapatkan nilai Mean Square Error (MSE) terbaik senilai 28,0470 
pada kecamatan Tosari. 
Kata Kunci : prediksi, curah hujan, fuzzy time series, adaptive expectation 
ABSTRACT 
Prediction of rainfall is needed in increasing the production of food crops in a 
region, one of them is Tengger area. Errors in predicting rainfall can cause errors 
when determining the planting period, and the right type of plant. In order to 
produce rainfall predictions with a slight error rate, this study uses the Adaptive-
Expectation Based Multi-Attribute Fuzzy Time Series method. The method has 
been proven to predict the closing price on the Taiwan Stock Exchange 
Capitalization Weighted Stock Index (TAEIX) with fewer error rates than Chen 
Fuzzy Time Series methods. This study will produce rainfall predictions in the four 
districts of Tengger area, namely Puspo, Sumber, Tosari, and Tutur. From the 
results of testing 36 data in 2014, obtained the best Mean Square Error (MSE) 
value of 28.0470 in Tosari district. 
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BAB 1 PENDAHULUAN 
1.1 Latar belakang 
Data curah hujan merupakan salah satu aspek penting dalam beberapa sektor 
terutama sektor pertanian. Dengan mengetahui curah hujan yang akan terjadi, 
petani dapat menentukan masa tanam yang tepat untuk menghindari terjadinya 
gagal panen. Selain menentukan masa tanam, prediksi curah hujan dapat 
membantu untuk menentukan jenis tanaman pangan agar mendapatkan hasil 
panen terbaik (Mardawilis & Ritonga, 2016). Sehingga prediksi curah hujan sangat 
dibutuhkan dalam meningkatkan hasil produksi tanaman pangan terutama pada 
iklim ekstrim seperti El-Nino dan La-Nina (Suciantini, 2015). 
Pertanian di Indonesia memiliki kontribusi yang cukup besar dalam kebutuhan 
pangan, dan ekspor, salah satunya adalah kentang. Tanaman kentang sangat 
tergantung pada tingkat curah hujan yang terjadi pada suatu daerah. Salah satu 
daerah produksi tanaman kentang yang berkembang dengan pesat di Indonesia 
adalah Tengger di Jawa Timur (Billah, 2013). Daerah Tengger meliputi beberapa 
kecamatan yaitu kecamatan Sumber, Puspo,  Tutur, dan Tosari. Sehingga 
penelitian tentang prediksi curah hujan pada kecamatan tersebut sangat 
dibutuhkan untuk meningkatkan produktivitas tanaman kentang di area Tengger. 
 Pendekatan tentang prediksi curah hujan pada empat tempat di area Tengger 
telah dilakukan oleh beberapa penelitian sebelumnya, salah satunya penelitian 
untuk meramalkan curah hujan menggunakan metode  Generalized Model Space 
Time Autoregressive-Seemingly Unrelated Regression (Iriani, et al., 2015). Pada 
area tersebut juga pernah dilakukan beberapa penelitian untuk meramalkan 
curah hujan, diantaranya menggunakan metode Fuzzy Neural Networks (Utomo, 
et al., 2017), dan metode Hybrid Adaptive Neuro Fuzzy Inference System dengan 
Algoritma Genetika (Wahyuni & Mahmudy, 2017). Data pada ketiga penelitian 
tersebut akan digunakan ulang pada penelitian ini dengan tujuan pengembangan 
pendekatan mengenai curah hujan. 
Selain di area Tengger, prediksi curah hujan juga pernah dilakukan di kota 
Samarinda menggunakan Fuzzy Time Series Chen (Fauziah, et al., 2016). 
Sedangkan dalam penelitian ini menggunakan metode Adaptive-Expectation 
Based Multi-Attribute Fuzzy Time Series untuk memprediksi curah hujan di area 
Sumber, Puspo, Tutur, dan Tosari. Metode ini pernah digunakan untuk 
meramalkan Taiwan Stock Exchange Capitalization Weighted Stock Index (TAIEX) 
dengan hasil Average Error Percentage (MAER) lebih kecil dibandingkan dengan 
metode Fuzzy Time Series Chen (Chen, 1996) (Liu, et al., 2010). Pada penelitian 
tersebut, Adaptive-Expectation digunakan untuk memperbaiki kesalahan dari 
hasil prediksi yang berasal dari data historis yang bersifat linguistik. Adaptive-
Expectation juga pernah digunakan untuk memperbaiki kesalahan prediksi 
metode Adaptive Neuro Fuzzy Inference System pada TAEIX Forecasting (Wei, 




















menggunakan metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time 
Series dengan memperoleh tingkat kesalahan prediksi sedikit. 
1.2 Rumusan masalah 
Berdasarkan latar belakang penelitian ini, maka diperoleh beberapa rumusan 
masalah sebagai berikut: 
1. Bagaimana mengimplementasikan metode Adaptive-Expectation Based Multi-
Attribute Fuzzy Time Series untuk memprediksi curah hujan? 
2. Bagaimana tingkat kesalahan dari hasil prediksi curah hujan menggunakan 
metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series?  
1.3 Tujuan 
Tujuan: 
1. Mengimplementasikan metode  Adaptive-Expectation Based Multi-
Attribute Fuzzy Time Series untuk memprediksi curah hujan.  
2. Menguji tingkat kesalahan dari hasil prediksi curah hujan menggunakan 
metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series.  
1.4 Manfaat 
Dengan adanya penelitian ini diharapkan memberi manfaat sebagai berikut: 
1. Dapat membantu penduduk daerah Puspo, Sumber, Tosari, Tutur, Jawa Timur 
khususnya sektor pertanian agar hasil panen tanaman pangan menjadi lebih 
baik. 
2. Dapat membantu Badan Meteorologi dan Geofisika dalam memprediksi curah 
hujan agar mendapatkan hasil yang lebih akurat. 
3. Dapat membantu Badan Penelitian dan Pengembangan (Balitbang) dalam 
membuat Kalender Tanam (KATAM) dengan menggunakan data hasil prediksi 
curah hujan yang lebih akurat.  
1.5 Batasan masalah 
Penelitian ini memiliki beberapa batasan masalah sebagai berikut : 
1. Faktor perubahan atmosfer dan gejala iklim ekstrim seperti El-Nino dan La-
Nina tidak mempengaruhi hasil prediksi curah hujan pada penelitian ini.  
2. Hasil yang didapat dari penelitian ini adalah prediksi  jumlah debit curah hujan 
berdasarkan data curah hujan, kelembaban , suhu, dan lama penyinaran 
matahari selama sepuluh tahun. 
3. Area yang digunakan sebagai studi kasus adalah empat kecamatan Sumber, 





















1.6 Sistematika pembahasan 
Berikut sistematika penulisan yang diterapkan pada penelitian ini: 
BAB l Pendahuluan 
Bab ini membahas tentang latar belakang, rumusan masalah, tujuan, manfaat, 
batasan masalah, dan sistematika penulisan. 
BAB ll Landasan Kepustakaan 
Bab ini membahas tentang dasar teori dan referensi penelitian sebelumnya 
untuk pemahaman permasalahan yang dibahas pada penelitian ini. Teori-teori 
yang dibahas pada bab ini adalah curah hujan, Adaptive Expectation, Fuzzy Time 
Series, Fuzzy C-Means, Adaptive-Expectasion based Multi-Attribute Fuzzy Time 
Series, dan Mean Square Error (MSE). 
BAB lll Metodologi 
Bab ini membahas tentang langkah-langkah yang dilalui dalam menyelesaikan 
penelitian ini, meliputi studi litelatur, perancangan proses, implementasi 
algoritma, pengujian, dan pengambilan kesimpulan. Selain itu bab ini juga 
membahas teknik pengumpulan data, algoritma yang digunakan, lingkungan 
pengujian dan skenario pengujian. 
BAB IV Perancangan 
Bab ini berisi tentang formulasi masalah yang harus diselesaikan, siklus 
algoritma Adaptive-Expectasion based Multi-Attribute Fuzzy Time Series, siklus 
penyelesaian masalah metode Adaptive-Expectation Based Multi-Attribute Fuzzy 
Time Series dalam bentuk perhitungan manual, dan perancangan antarmuka. 
BAB V Implementasi 
Bab ini berisi tentang struktur class yang menyusun program beserta 
potongan kode program dalam penyelesaian masalah menggunakan metode 
Adaptive-Expectasion based Multi-Attribute Fuzzy Time Series dan implementasi 
antarmuka. 
BAB VI Pengujian dan Pembahasan 
Bab ini berisi tentang pengujian metode yang digunakan dengan menghitung 
nilai Mean Square Error (MSE) sebagai tolak ukur pengujian. Pada bab ini 
menjelaskan hasil dan analisis dari perhitungan MSE pada setiap skenario 
pengujian. 
BAB VII Penutup 
Bab ini menguraikan kesimpulan akhir yang didapatkan dari penelitian dan 




















BAB 2 LANDASAN KEPUSTAKAAN 
Dalam bab ini terdapat bagian kajian pustaka dan dasar teori yang 
berhubungan dengan prediksi curah hujan. Dalam kajian pustaka dibahas tentang 
penelitian-penelitian terdahulu yang menjadi perbandingan, dan dasar dalam 
penulisan penelitian ini. Dalam bagian dasar teori berisi tentang konsep, metode, 
model, dan teori dari berbagai sumber pustaka yang digunakan dalam penelitian.  
2.1 Kajian pustaka  
Dalam melakukan sebuah penelitian, beberapa temuan dari penelitian 
terdahulu sangat penting karena dapat dijadikan sebagai materi pendukung 
dalam penelitian yang akan dilakukan. Pada bagian ini akan dibahas secara 
singkat tentang beberapa penelitian terdahulu yang cukup relevan dengan 
permasalahan atau metode yang digunakan dalam penelitian ini. 
Penelitian terdahulu pernah dilakukan oleh Utomo pada tahun 2017 pada area 
Tengger, yaitu melakukan penelitian terhadap prakiraan curah hujan time series, 
metode yang digunakan adalah kombinasi antara Logika Fuzzy dan Jaringan Syaraf 
Tiruan (Utomo, et al., 2017). Dalam penelitiannya menggunakan masukan berupa 
data curah hujan, dengan hasil evaluasi menggunakan Root Mean of Square Error 
(RMSE) 2,399. 
Di kota Samarinda tahun 2016, Fauziah, Wahyuningsih, dan Nasution 
melakukan peramalan curah hujan menggunakan metode Fuzzy Time Series Chen. 
Hasil peramalan curah hujan tersebut mendapatkan nilai kesarahan RMSE sebesar 
79,96 untuk data 2011 sampai 2016, 84,91 untuk data 2013 sampai 2016, dan 
73,68 untuk data 2014 sampai 2016. 
Pada tahun 2010, Liu, Cheng, dan Chen melakukan penelitian dengan objek 
Taiwan Stock Exchange Capitalization Weighted Stock Index (TAIEX) 
menggunakan metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time 
Series (Liu, et al., 2010). Kesimpulan pada penelitian ini adalah metode ini dapat 
digunakan untuk memprediksi Indeks pada TAIEX dan mendapatkan nilai 
kesalahan MAER sebesar (1.36% untuk 2002, 0.94% untuk 2003, dan 1.051% 
untuk 2004) dalam setiap periode pengujiannya. 
Pada penelitian ini membahas tentang prediksi curah hujan menggunakan 
metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series. Penelitian 
ini menggunakan empat data masukan yaitu curah hujan, suhu, kelembaban, dan 
lama penyinaran dengan data curah hujan sebagai attribute utamanya. Pada 
penelitian ini akan menggunakan Mean Square Error (MSE) untuk mengukur 
tingkat kesalahan prediksi curah hujan yang diusulkan. 
Setelah menganalisis dan mempelajari beberapa penelitian terdahulu, 
penulis kemudian membandingkan objek penelitian, metode yang digunakan 




















Tabel 2.1 Kajian pustaka 
No Judul Objek dan Input Metode dan Nilai Evaluasi 
1. Kombinasi Logika 
Fuzzy Dan Jaringan 
Syaraf Tiruan Untuk 
Prakiraan Curah 
Hujan Timeseries Di 
Area Puspo – Jawa 
Timur (Utomo, et 
al., 2017) 
Objek : Curah hujan 
Input Penelitian : 
Data curah hujan 
Metode : Logika Fuzzy dan 
Jaringan Syaraf Tiruan 
Nilai evaluasi : 
Root Mean of Square Error 




Studi Kasus: Curah 
Hujan Kota 
Samarinda (Fauziah, 
et al., 2016) 
Objek; Curah hujan 
Input Penelitian:  
Data curah hujan 
Metode: Fuzzy Time Series 
Chen 
Nilai Evaluasi:  
Root Mean of Square 
Error (RMSE) dengan 
nilai (79.96, 84.91, 







(Liu, et al., 2010) 
Objek : TAIEX 







Attribute Fuzzy Time Series 
Nilai evaluasi : 
MAER (1.36%, 0.94%, 
1.051%) di setiap periode 
testnya. 






Fuzzy Time Series 
Objek : Curah hujan 








Attribute Fuzzy Time Series 
 
2.2 Dasar teori 
Dalam bagian ini membahas tentang konsep, metode, model, dan teori  yang 
digunakan pada penelitian ini, meliputi curah hujan, Fuzzy Time Series, Fuzzy C-
Means, metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series, 




















2.2.1 Curah hujan 
Hujan merupakan air yang jatuh ke bumi karena titik air yang tertampung di 
awan ataupun udara melebihi kapasitas awan. Sedangkan pengertian dari curah 
hujan adalah air hujan yang ditampung dan diukur pada permukaan dengan luas 
1 meter persegi (m2). Curah hujan menggunakan satuan milimeter (mm), sehingga 
curah hujan 1 mm berarti bahwa terkumpulnya air hujan pada tempat seluas 1m2 
dengan kedalaman atau ketinggian air sebesar 1mm. Curah hujan yang terukur 
kurang dari 0,1 mm akan dicatat sebagai 0. 
2.2.2 Adaptive Expectation 
Adaptive Expectation merupakan sebuah teori dari ilmu ekonomi dengan 
dasar apa yang akan terjadi di masa yang akan datang sama dengan yang telah 
terjadi di masa lampau (Kmenta, 1971). Adaptive Expectation digunakan untuk 
memperbaiki kesalahan prediksi yang akan datang dengan mempelajari kesalahan 
prediksi sebelumnya. Untuk mendapatkan hasil prediksi yang akan datang, 
dibutuhkan data aktual dan kesalahan prediksi pada periode sebelumnya (Liu, et 
al., 2010). Misalkan  adalah data pada waktu ,  adalah data pada 
waktu ( ), maka untuk memprediksi data pada waktu t dapat dilihat pada 
persamaan (2.2). 
     (2.2) 
Keterangan: 
 = kesalahan prediksi. 
  = bobot. 
2.2.3 Fuzzy Time Series (FTS) 
Fuzzy Time Series diperkenalkan oleh Song, dan Chissom pada tahun 1993 
untuk memprediksi masalah menggunakan data time series yang bersifat 
linguistik (Song & Chissom, 1993). Kemudian banyak peneliti mengembangkan 
Fuzzy Time Series dengan mengubah interval ataupun ordernya. Pada tahun 1996, 
Chen menemukan model Fuzzy Time Series dengan akurasi yang lebih baik dan 
dikenal dengan metode Fuzzy Time Series Chen (Chen, 1996). Perhitungan metode 
Fuzzy Time Series Chen termasuk paling mudah dan memiliki peforma yang baik. 
Berikut langkah-langkah Fuzzy Time Series Chen : 
a. Langkah pertama yaitu menentukan Universe of Discourse dari 
bilangan aktual ke dalam subinterval dengan interval yang sama. 
b. Langkah kedua untuk menentukan fuzzy set menggunakan Universe of 
Discourse dan menghasilkan A1, A2 ,....,An dengan nilai linguistik sesuai 
dengan masing-masing Universe of Discourse. 
c. Langkah ketiga fuzzifikasi set data historis dari bilangan crisp ke 
bilangan fuzzy dalam bentuk derajat keanggotaan. Dari beberapa 
derajat keanggotaan kemudian dipilih satu fuzzy set yang memiliki 
derajat keanggotaan tertinggi. 
d. Langkah keempat membuat tabel Fuzzy Logical Relationsip (FLR) 




















e. Mengklasifikasikan FLR yang telah diperoleh dari tahap ke-3 ke dalam 
grup-grup sehingga terbentuk Fuzzy Logical Relationship Group (FLRG) 
dan mengkombinasikan hubungan yang sama. 
f.  
2.2.4 Fuzzy C-Means 
Fuzzy klastering adalah salah satu teknik untuk menentukan klaster optimal 
dalam suatu ruang vektor yang didasarkan pada bentuk normal euclidean untuk 
jarak antar vektor. Fuzzy C-Means (FCM) adalah salah satu contoh metode yang 
didasari oleh fuzzy klasterisasi (Bezdek, 1981). Tujuan dari algoritma FCM yaitu 
untuk menemukan pusat klaster (centroid) dengan menggunakan fungsi objektif 
dan iterasi maksimal sebagai kondisi berhenti. Algoritma dari FCM dijelaskan 
sebagai berikut (Kusumadewi & Purnomo, 2010): 
a. Memasukkan data yang akan diklasterisasi.  
b. Menentukan nilai variabel jumlah klaster, bobot, iterasi maksimum, 
dan error terkecil yang diharapkan. 
c. Membangkitkan bilangan random ik;  =1, 2, 3, ..., , dan  =1, 2, 3, ..., 
 (  = jumlah data sampel,  = jumlah cluster (berupa kolom) yang akan 
dibentuk) sebagai elemen-elemen matriks partisi awal. Kemudian 
menghitung normalisasi matriks partisi. Sehingga di dapatkan matriks 
derajat keanggotaan dari bilangan acak, dengan jumlah setiap barisnya 
bernilai 1. Langkah c dapat dilihat pada Persamaan 2.3. 
   
      (2.3)
  
Keterangan: 
 = bilangan acak (jumlah dari semua kelas dalam satu data = 1). 
 = jumlah data (berupa baris). 
 = jumlah klaster (berupa kolom). 
d. Menghitung pusat klaster ke-k: , (  = 1, 2, 3 ...,  dan j =1, 2, 3, ..., 
m). Perhitungan langkah d dapat dilihat pada persamaan 2.4. 
       (2.4) 
Keterangan: 
 = pusat klaster pada klaster ke-k dan atribut ke-j. 
 = derajat keanggotaan pada data ke-i, klaster ke-k. 
 = data sampel pada data ke- , attribute ke- . 
 = pembobot. 
e. Menghitung fungsi objektif pada iterasi ke-t, menggunakan persamaan 
2.5. 
   (2.5) 
f. Menghitung perbaikan matriks partisi. 
g. Memeriksa kondisi berhenti, iterasi akan berhenti ketika sudah 




















nilai objektif  dikurangi nilai objektif  kurang dari error 
minimal. 
2.2.5 Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series 
Metode ini diperkenalkan oleh Liu, Chen, dan Cheng pada tahun 2010 (Liu, et 
al., 2010) dengan langkah-langkah sebagai berikut : 
a. Menentukan jumlah data dan attribute untuk dataset. Misalkan data 
time series  dengan  data dan  atribut. Maka dapat ditulis sebagai 
 dengan keterangan t = 1, 2, ….,  dan  = 1, 2, …., m. 
b. Melakukan klasterisasi pada data latih time series  menggunakan 
Fuzzy C-Means  ke dalam jumlah klaster ( ) yang ditentukan dengan 
aturan ( ). Berdasarkan keterbatasan manusia dalam 
memproses informasi pada penelitian Miller, angka tujuh digunakan 
sebagai jumlah klaster pada metode ini (Miller, 1956). Sehingga 
didapatkan tujuh pusat klaster  dengan perhitungan Fuzzy C-Means 
secara iterative pada persamaan 2.3 dan persamaan 2.4. Setelah 
pusat setiap cluster didapatkan, maka terbentuklah matriks 
 
c. Melakukan perankingan secara ascending dari setiap klaster pada 
atribut utama dan mengubah data time series ke dalam Fuzzy set 
(fuzzifikasi). Perangkingan pusat klaster  
digunakan untuk menentukan nilai liguistik pada fungsi keanggotaan.   
 
Gambar 2.1 Fungsi keanggotaan 
Sumber: Liu (2010) 
d. Membentuk Fuzzy Logical Relationship (FLR) dari data latih. FLR 
pertama terbentuk pada data ketiga. FLR kiri tersusun dari attribute 
pendukung dari data ketiga itu sendiri dan 2 data sebelumnya, 
sedangkan FLR kanan berisi attribute utama data ketiga itu sendiri. 
Setiap FLR kanan menunjuk pada FLR kanan selanjutnya 
, kemudian dikelompokkan sesuai 
dengan ruas kiri dari kombinasi tersebut. Misalnya jika  , 
, , maka dapat dikelompokkan menjadi  
.       (2.6) 
e. Melakukan defuzzifikasi sesuai FLR. FLR kiri digunakan untuk mencari 
FLR yang paling cocok (terpilih) dengan menghitung selisihnya. 
Setelah mendapatkan FLR terpilih, defuzzifikasi dilakukan sesuai 




















kanan terpilih dari data uji  , dan  merupakan pusat klasternya (
), maka hasil prediksi ( ) dilakukan 
sesuai kondisi sebagai berikut 
Rule 1:  , maka   
(sesuai Naive Forecasting Principle)   (2.7) 
Rule 2:  , maka  
Rule 3:   ,   
maka  
 
f. Memperbaiki hasil prediksi dengan Adaptive-Expectation 
menggunakan parameter alpha ( ) secara iteratif dari 0 sampai 1 
dengan jarak 0.01. 0 <  <1. Menyimpan nilai  terbaik dengan nilai 
MSE terkecil dari setiap iterasinya, dan menggunakan  tersebut 
untuk mengadaptasi hasil prediksi pada data uji.  Langkah ini 
menggunakan persamaan 2.8. 
    (2.8) 
Keterangan:  
Pn = Adapted Forecast (hasil prediksi yang baru) 
A  = Data aktual 
P = Hasil Prediksi 
t  = time series (urutan data) 
2.2.6 Mean Square Error 
Mean Square Error (MSE) merupakan salah satu metode untuk mengetahui 
tingkat kesalahan prediksi dengan mengkuadratkan selisih antara data aktual 
dengan hasil prediksi kemudian dilakukan perataan kesalahan prediksi tersebut 
untuk semua data (Suryaningrum & Wijaya, 2015). Perhitungan MSE dapat dilihat 
pada persamaan (2.7). 
    (2.9) 
Keterangan: 
  = jumlah data 
  = data aktual 
  = hasil prediksi 





















BAB 3 METODOLOGI 
Bab ini membahas tentang tahapan atau proses pengerjaan penelitian untuk 
meramalkan curah hujan menggunakan metode Adaptive-Expectation Based 
Multi-Attribute Fuzzy Time Series di area Sumber, Puspo, Tutur, Dan Tosari – Jawa 
Timur. Penelitian ini termasuk dalam penelitian non-implementatif dengan 
pendekatan analitik (analytic). Penelitian ini akan menghasilkan perangkat lunak 
(software) yang dapat digunakan untuk meramalkan curah hujan. 
3.1 Tahapan penelitian 
Tahapan-tahapan yang dilakukan dalam penelitian ini meliputi: studi 
literatur, pengumpulan data, analisis kebutuhan sistem, perancangan sistem, 
implementasi sistem, pengujian sistem, dan pengambilan kesimpulan.  Ilustrasi 
mengenai tahapan dalam penelitian ini dapat dilihat dalam 
bentuk diagram blok seperti pada Gambar 3.1. 
 
Gambar 3.1 Diagram blok metodologi penelitian 
3.1.1 Studi literatur 
Studi literatur merupakan tahapan mempelajari literatur dari berbagai 
sumber pustaka sebagai pendukung dalam melakukan penelitian ini. Literatur 
berupa teori, maupun informasi yang berkaitan dengan penelitian diperoleh dari 
buku, internet, jurnal-jurnal penelitian terdahulu, serta dari proses bimbingan 
dengan dosen pembimbing. Informasi dan teori yang dipelajari antara lain:   
a. Curah hujan.  
b. Adaptive Expectation. 
c. Fuzzy Time Series. 
d. Fuzzy C-Means. 
e. Metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series. 
f. Mean Square Error. 
Studi Literatur 

























3.1.2 Perancangan proses 
Pada tahap perancangan penelitian ini membahas tentang perancangan yang 
dilakukan untuk dapat melakukan implementasi. Pada sub-bab ini meliputi 
perancangan tahapan-tahapan  yang didasari dari hasil pengumpulan data dan 
analisis kebutuhan yang sudah dilakukan. Pada sub-bab perancangan ini 
dijelaskan mengenai desain dan arsitektur sistem prediksi curah hujan dengan 
metode Adaptive-Expectation Based Multi-Attribute Fuzzy Time Series, meliputi 
perancangan flowchart tahapan-tahapan proses metode, perancangan 
perhitungan manualisasi data menggunakan aplikasi Excel, perancangan 
gambaran sederhana tentang antarmuka, dan skenario pengujian metode untuk 
mengetahui tingkat kesalahan sistem dalam mengimplementasikan metode 
untuk meramalkan curah hujan. 
3.1.3 Implementasi algoritma 
Sistem ini akan diimplementasikan menggunakan bahasa pemrograman Java. 
Berikut ini merupakan proses atau langkah-langkah 
pengimplementasian sistem : 
a. Memasukkan data yang berbentuk teks (.txt) yang nantinya akan 
digunakan sebagai masukan ke dalam sistem. 
b. Memasukkan proses perhitungan Adaptive-Expectation Based Multi-
Attribute Fuzzy Time Series ke dalam sistem. 
c. Membuat antarmuka sistem 
3.1.4 Pengujian 
Pengujian perlu dilakukan untuk mengukur seberapa baik kemampuan sistem 
yang dibangun, dan menunjukkan pengaruh variabel inputan terhadap hasil 
prediksi. Proses pengujian pada penelitian ini  yaitu pengujian variabel masukan 
dan validasi sistem dengan menggunakan tingkat akurasi sebagai tolak ukur. 
Perhitungan tingkat akurasi sistem menggunakan indikator Mean Square Error 
(MSE). 
3.1.5 Kesimpulan dan saran 
Proses pengambilan kesimpulan baru dapat dilakukan ketika seluruh tahapan 
dalam penelitian ini (perancangan, implementasi, dan pengujian) telah selesai 
dilakukan. Kesimpulan diambil melalui hasil pengujian yang dilakukan terhadap 
sistem. Tahap akhir dari penulisan penelitian ini adalah pemberian saran untuk 
memperbaiki kesalahan-kesalahan yang ada dan memberikan masukan untuk 





















3.2 Teknik pengumpulan data 
Data yang digunakan dalam penelitian ini diperoleh dari Badan Meteorologi 
Klimatologi dan Geofisika (BMKG) Karangploso. Data yang diambil merupakan 
data curah hujan, suhu, kelembaban udara, dan lama penyinaran matahari pada 
area Tengger, yaitu Sumber, Puspo, Tutur, dan Tosari. Data pada daerah tersebut 
telah digunakan  pada penelitian-penelitian tentang curah hujan meliputi 
penelitian Utomo, dan Mahmudy (2016), Iriany, Mahmudy, Handoyo, Sulistiono, 
dan Nisak tahun 2015 (Iriani, et al., 2015), Utomo, Mahmudy, dan Anam tahun 
2017 (Utomo, et al., 2017), dan Wahyuni, dan Mahmudy tahun 2017 (Wahyuni & 
Mahmudy, 2017). Data tersebut digunakan ulang dalam penelitian ini dengan 
tujuan pengembangan dari pendekatan sebelumnya mengenai prediksi curah 
hujan. 
3.3 Algoritma yang digunakan 
Penelitian ini menggunakan algoritma Adaptive-Expectation Based Multi-
Attribute Fuzzy Time Series yang seperti telah diuraikan pada Bab 2 telah terbukti 
efektif digunakan untuk menghasilkan hasil prediksi atau peramalan. 
Implementasi algoritma menggunakan bahasa pemrograman Java karena dalam 
penelitian ini akan menghasilkan prototype aplikasi dekstop. 
3.4 Lingkungan pengujian 
Agar perangkat lunak berjalan dengan baik maka pengujian perangkat lunak 
dijalankan pada personal computer dengan spesifikasi sebagai berikut: 
1. Kebutuhan hardware  
a. Laptop dengan processor Intel core i7 
b. Memori 4GB  
2. Kebutuhan software   
a. Sistem operasi Windows 10 64-bit  
b. Database MySQL  
c. Tool pemrograman Netbeans 
d. Java JDK, JDBC 
3.5 Skenario pengujian 
Pada penelitian ini akan menggunakan 36 data dasarian setiap tahunnya dari 
tahun 2012 sampai dengan 2014 dalam proses pengujiannya. Proses pengujian 
pada penelitian ini dibagi menjadi 2 skenario pengujian yaitu skenario pengujian 
pengaruh variabel yang diuji, dan skenario pengujian dengan variabel terbaik 
menggunakan data set yang berbeda. 
Skenario pengujian pertama bertujuan untuk mengetahui pengaruh nilai 




















dihasilkan. Variabel-variabel yang diuji pada skenario ini yaitu nilai jumlah data 
latih, jumlah data uji, bobot, dan iterasi maksimum. 
3.5.1 Skenario pengujian pengaruh jumlah data latih terhadap MSE 
Pengujian ini bertujuan untuk mengetahui pengaruh jumlah data latih 
terhadap MSE yang didapatkan dari hasil prediksi. Pada pengujian ini dilakukan 5 
kali pengujian untuk setiap jumlah data latih dengan nilai variabel lainnya tetap, 
kemudian dihitung kesalahan prediksi menggunakan MSE. 
Tabel 3.1 Skenario pengujian pengaruh jumlah data latih terhadap MSE 
Jumlah 
data latih 
Uji ke- Rata-Rata  




36 … … … … … ... ... 
72 … … … … … ... ... 
108 … … … … … ... ... 
144 … … … … … ... ... 
3.5.2 Skenario pengujian pengaruh jumlah data uji terhadap MSE 
Pengujian ini bertujuan untuk mengetahui pengaruh jumlah data uji terhadap 
MSE yang didapatkan dari hasil prediksi. Pada pengujian ini dilakukan 5 kali 
pengujian untuk setiap jumlah data uji dengan nilai variabel lainnya tetap, 
kemudian dihitung kesalahan prediksi menggunakan MSE. 
Tabel 3.2 Skenario pengujian pengaruh jumlah data latih terhadap MSE 
Jumlah 
data uji 
Uji ke- Rata-Rata  




36 … … … … … ... ... 
72 … … … … … ... ... 
108 … … … … … ... ... 
144 … … … … … ... ... 
 
3.5.3 Skenario pengujian pengaruh bobot terhadap MSE 
Pengujian ini bertujuan untuk mengetahui pengaruh nilai bobot terhadap MSE 
yang dihasilkan. Variabel Bobot dibutuhkan untuk menghasilkan matriks partisi 




















untuk setiap bobot dengan nilai variabel lainnya tetap, kemudian dihitung 
kesalahan peramalan menggunakan MSE. 
Tabel 3.3 Skenario pengujian pengaruh bobot terhadap MSE 
Bobot 
Uji ke- Rata-Rata  




2 … … … … … ... ... 
3 … … … … … ... ... 
4 … … … … … ... ... 
5 … … … … … ... ... 
3.5.4 Skenario pengujian pengaruh iterasi maksimal terhadap MSE 
Pengujian ini bertujuan untuk mengetahui pengaruh iterasi maksimal 
terhadap MSE yang didapatkan dari hasil prediksi. Iterasi maksimum dibutuhkan 
untuk menghasilkan pusat klaster pada algoritma Fuzzy C-Means. Pada pengujian 
ini dilakukan 5 kali pengujian untuk setiap nilai iterasi maksimum dengan nilai 
variabel lainnya tetap, kemudian dihitung kesalahan peramalan menggunakan 
MSE. 
Tabel 3.4 Skenario pengujian pengaruh iterasi maksimum terhadap MSE 
Iterasi 
Maksimal 
Uji ke- Rata-Rata  




3 … … … … … ... ... 
4 … … … … … ... ... 
5 … … … … … ... ... 
6 … … … … … ... ... 
7 … … … … … ... ... 
8 … … … … … ... ... 
3.5.5 Pengujian validasi sistem 
Skenario pengujian yang ketiga dilakukan sebanyak 5 kali uji coba dengan 4 
data yang berbeda untuk menguji kestabilan sistem dengan menggunakan 
kombinasi dari variabel yang telah didapatkan dari pengujian yang pertama. 
Keempat data tersebut adalah data tahun 2010 sampai 2014 dari kecamatan 




















Tabel 3.5 Skenario pengujian validasi sistem 
Kecamatan 
Uji ke- Rata-Rata 




Puspo … … … … … … 
Sumber  … … … … … … 
Tosari … … … … … … 




















BAB 4 PERANCANGAN 
Bab ini membahas tentang perancangan perangkat lunak prediksi curah hujan 
dengan menggunakan metode Adaptive-Expectation Based Multi-Attribute Fuzzy 
Time Series. Perancangan pada perangkat lunak ini terdiri dari formulasi 
permasalahan, siklus algoritma, siklus penyelesaian permasalahan, perancangan 
antarmuka, dan perancangan pengujian. 
4.1 Formulasi permasalahan 
Penelitian ini menggunakan 4 attribute data yang mempengaruhi hasil 
prediksi curah hujan yaitu curah hujan, suhu, kelembaban udara, dan lama 
penyinaran matahari pada area Tengger (Sumber, Puspo, Tutur, dan Tosari). 
Empat attribute tersebut menjadi masukan untuk perangkat lunak pada 
implementasi penelitian ini. Contoh data masukan perangkat lunak pada 
penelitian ini dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Data sampel masukan 







1/1/2010 19.800 24.060 84.200 3.730 
2/1/2010 6.400 24.556 77.000 3.611 
3/1/2010 0.000 23.100 86.545 3.282 
1/2/2010 19.700 23.670 85.700 3.440 
2/2/2010 16.800 23.867 84.556 3.989 
3/2/2010 11.625 24.450 81.375 5.575 
1/3/2010 9.900 24.340 84.700 4.710 
2/3/2010 18.300 24.278 80.556 5.456 
3/3/2010 10.727 24.436 82.727 3.973 






















4.2 Siklus algoritma Adaptive-Expectation Based Multi-Attribute 
Fuzzy Time Series 
Penelitian ini menggunakan metode Adaptive-Expectation Based Multi-
Attribute Fuzzy Time Series untuk memprediksi curah hujan. Metode Multi-
Attribute Fuzzy Time Series digunakan untuk memperoleh hasil prediksi curah 
hujan, sedangkan metode Adaptive-Expectation digunakan untuk memperbaiki 
hasil prediksi curah hujan. Diagram alir (flowchart) dari proses prediksi perangkat 




Data curah hujan, 
suhu, kelembaban, 
dan lama penyinaran 
For  = 1 to 4 
Pembentukan subinterval dengan 
Fuzzy C-Means 

























Gambar 4.1 Diagram alir prediksi curah hujan menggunakan metode Adaptive-
Expectation Based Multi-Attribute Fuzzy Time Series. 
Penjelasan dari diagram alir  pada Gambar 4.1 adalah sebagai berikut: 
1. Memasukkan data yang digunakan untuk prediksi dalam bentuk (.txt) ke 
dalam perangkat lunak, dan menginisialisasi jumlah data latih,jumlah data 
uji, bobot, dan iterasi maksimum. Sedangkan variable lain telah ditentukan 
didalam sistem yaitu error terkecil, dan jumlah kelas. 
2. Pembentukan subinterval yang diawali dengan klasterisasi dengan 
menggunakan algoritma Fuzzy C-Means. 






Nilai Hasil Prediksi 
Berhenti 




















4. Fuzzifikasi data set berdasarkan derajat keanggotaan maksimum sebanyak 
4 tahap sesuai attribute yang digunakan. 
5. Pembentukan FLR menggunakan Multi-Attribute Fuzzy Time Series. 
6. Melakukan fitnes untuk mendapatkan nilai alpha terbaik. 
7. Defuzzifikasi untuk mendapatkan hasil prediksi curah hujan. 
8. Perbaikan populasi induk menjadi populasi baru dengan menggunakan 
Adaptive-Expectation. 
9. Mendapatkan hasil prediksi curah hujan. 
4.3 Siklus penyelesaian masalah Menggunakan Algoritma Adaptive-
Expectation Based Multi-Attribute Fuzzy Time Series. 
Data Sampel yang digunakan pada siklus penyelesaian masalah ini yaitu data 
dasarian pertama bulan Januari sampai dasarian pertama bulan April pada tahun 
2010, data tersebut seperti ditunjukkan pada tabel 4.1. Data tersebut akan diolah 
menjadi hasil predisksi sementara menggunakan multi-attribute fuzzy time series 
yaitu meliputi proses pembentukan subinterval, pembentukan himpunan fuzzy, 
fuzzifikasi, pembentukan Fuzzy Logic Relationship, dan Deffuzifikasi. Hasil prediksi 
sementara tersebut kemudian diolah menggunakan Adaptive-Expectation. Dalam 
Adaptive-Expectation hasil prediksi tersebut digunakan sebagai chromosome dan 
dengan parameter tambahan α sebesar 0,1 dilakukan fitness sebanyak 100 kali. 
Nilai α akan berubah secara adaptive sebanyak 0,1 dalam setiap tahap fitness-nya. 
Nilai α terbaik yaitu memiliki nilai Mean Square Error terkecil akan disimpan. Nilai 
α tersebut akan menghasilkan hasil prediksi optimal menggunakan persamaan 
2.8. 
4.3.1 Pembentukan subinterval menggunakan Fuzzy C-Means 
Dalam pembentukan subinterval menggunakan Fuzzy C-Means terdapat tiga 
tahap yaitu penentuan Universe of Discourse (U), penentuan pusat klaster dan 
penentuan batas subinterval. 
4.3.1.1 Penentuan Universe of Discourse (U) 
Dalam menentukan universe of discourse dibutuhkan beberapa proses yaitu 
variabel Dmin, Dmax, mean, dan standard deviasi. Nilai mean (rata-rata) dalam 























Setelah mendapatkan nilai rata-rata, kemudian mencari standar deviasi. 
Untuk mempermudah dalam perhitungan, masing-masing data 
 dikurangi rata-rata kemudian dikuadratkan. Perhitungan 
standar deviasi pada attribute A dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Nilai kuadrat dari selisih data ke-i dengan rata-rata 
Data ke- data ke-i (data ke-i)-(rata-rata) ((data ke-i) - (rata-rata))2 
1 19.800 7.565 57.2262 
2 6.400 -5.835 34.0496 
3 0.000 -12.235 149.7001 
4 19.700 7.465 55.7232 
5 16.800 4.565 20.8374 
6 11.625 -0.610 0.3723 
7 9.900 -2.335 5.4532 
8 18.300 6.065 36.7818 
9 10.727 -1.508 2.2747 
10 9.100 -3.135 9.8295 
Jumlah 372.2480 
Dengan menggunakan nilai jumlah pada Tabel 4.2, perhitungan standard 




Perhitungan yang sama dilakukan juga pada attribute suhu (B), kelembaban 
(C), dan lama penyinaran (D). Nilai Dmin, Dmax, dan standard deviasi dari setiap 





















Tabel 4.3 Nilai maksimum, nilai minimum, dan standard deviasi 
Attribute Dmin Dmax standard deviasi 
A 0.000 19.800 6.4312 
B 23.100 24.556 0.4456 
C 77.000 86.545 2.8960 
D 3.282 5.575 0.8083 





Kemudian dengan melakukan perhitungan yang sama pada attribute B, C, dan 
D maka Universe of Discourse untuk setiap attribute dapat dilihat pada Tabel 4.4 
Tabel 4.4 Universe of Discourse 
Attribute 
U 
Batas Bawah Batas Atas 
A -6.431 26.231 
B 22.654 25.002 
C 74.104 89.441 
D 2.474 6.383 
4.3.1.2 Penentuan pusat klaster 
Proses penentuan pusat klaster dilakukan menggunakan algoritma Fuzzy C-
Means yang terdiri dari beberapa tahap yaitu: pembentukan matriks partisi awal 
( ), normalisasi matriks partisi, dan perhitungan pusat klaster (V). 
Variabel yang sudah ditentukan untuk melakukan proses penentuan pusat 
klaster sebagai berikut 
a. Banyak klaster yang akan dibentuk = 7 
b. Nilai bobot ( )   = 2 
c. Iterasi awal    = 1 
d. Iterasi maksimum   = 3 




















Pembentukan matriks partisi awal ( ) 
Matriks partisi awal memiliki ukuran jumlah data ( ) x jumah klaster ( ), 
sehingga matriks partisi awal untuk attribute A pada tabel 4.1 memiliki ukuran 10 
x 7 yang berisi data acak atau random. Matriks partisi awal attribute A dapat 
dilihat pada Tabel 4.5. 
Tabel 4.5 Matriks partisi awal 
 
Cluster ( ) 
c1 c2 c3 c4 c5 c6 c7 
1 214 68 189 135 205 70 215 
2 142 224 238 120 84 68 15 
3 76 34 133 47 238 21 5 
4 58 32 63 125 215 87 219 
5 44 167 165 204 229 191 137 
6 68 154 68 17 142 70 180 
7 237 163 148 11 96 134 100 
8 181 20 12 83 253 127 162 
9 178 137 168 32 146 107 202 
10 228 108 207 234 130 1 174 
 
Normalisasi matriks partisi 
Normalisasi matriks partisi merupakan proses menormalisasi matriks partisi 
awal sehingga data random tersebut antara 0 sampai 1 dan jumlah dari setiap 
baris bernilai 1 sesuai dengan aturan persamaan 2.3.  Langkah awal dalam 
melakukan normalisasi matriks partisi adalah mencari jumlah dari setiap baris 
pada matriks partisi awal. 
 = 214 + 68 + 189 + 135 + 205 + 70 + 215  = 1096 
= 142 + 224 + 238 + 120 + 84 + 68 + 15  = 891 
………………………………………………………………………………. 
 = 228 + 108 + 207 + 234 + 130 + 1 + 174  = 1082 
Langkah selanjutnya adalah mencari nilai dari setiap data dari matriks partisi 
yang sudah ternormalisasi ( ) yaitu dengan membagi setiap datanya dengan 
























Sehingga    
Perhitungan yang sama juga dilakukan untuk data berikutnya. Matriks partisi 
yang sudah dinormalisasi attribute A dapat dilihat pada Tabel 4.6. 




c3 c4 c5 c6 c7 
1 0.1953 0.0620 0.1724 0.1232 0.1870 0.0639 0.1962 
2 0.1594 0.2514 0.2671 0.1347 0.0943 0.0763 0.0168 
3 0.1372 0.0614 0.2401 0.0848 0.4296 0.0379 0.0090 
4 0.0726 0.0401 0.0788 0.1564 0.2691 0.1089 0.2741 
5 0.0387 0.1469 0.1451 0.1794 0.2014 0.1680 0.1205 
6 0.0973 0.2203 0.0973 0.0243 0.2031 0.1001 0.2575 
7 0.2666 0.1834 0.1665 0.0124 0.1080 0.1507 0.1125 
8 0.2160 0.0239 0.0143 0.0990 0.3019 0.1516 0.1933 
9 0.1835 0.1412 0.1732 0.0330 0.1505 0.1103 0.2082 
10 0.2107 0.0998 0.1913 0.2163 0.1201 0.0009 0.1608 
Perhitungan Pusat klaster (V) 
Perhitungan pusat klaster menggunakan Persamaan (2.4). Langkah pertama 
yaitu mencari nilai dari  pada Tabel 4.6 dipangkatkan dengan nilai bobot ( ) 
kemudian dikalikan dengan nilai aktual pada attribute A Tabel 4.1. Hasil perkalian 
tersebut kemudian dijumlahkan setiap kolomnya kemudian dibagi dengan jumlah 
hasil kuadrat dari matriks partisi. Langkah tersebut dapat dilihat pada Tabel 4.7, 
dan Tabel 4.8. 
Tabel 4.7 Kuadrat dari attribute A 
 
 
c1 c2 c3 c4 c5 c6 c7 
1 0.0381 0.0038 0.0297 0.0152 0.0350 0.0041 0.0385 
2 0.0254 0.0632 0.0714 0.0181 0.0089 0.0058 0.0003 
























c1 c2 c3 c4 c5 c6 c7 
4 0.0053 0.0016 0.0062 0.0245 0.0724 0.0119 0.0751 
5 0.0015 0.0216 0.0211 0.0322 0.0406 0.0282 0.0145 
6 0.0095 0.0485 0.0095 0.0006 0.0413 0.0100 0.0663 
7 0.0711 0.0336 0.0277 0.0002 0.0117 0.0227 0.0127 
8 0.0467 0.0006 0.0002 0.0098 0.0911 0.0230 0.0374 
9 0.0337 0.0199 0.0300 0.0011 0.0227 0.0122 0.0434 
10 0.0444 0.0100 0.0366 0.0468 0.0144 0.0000 0.0259 
Jumlah 0.2943 0.2066 0.2899 0.1555 0.5225 0.1193 0.3140 
 
Tabel 4.8 Perhitungan pusat klaster attribute A 
  
 
c1 c2 c3 c4 c5 c6 c7 
1 19.800 0.7549 0.0762 0.5888 0.3004 0.6927 0.0808 0.7619 
2 6.400 0.1626 0.4045 0.4566 0.1161 0.0569 0.0373 0.0018 
3 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
4 19.700 0.1038 0.0316 0.1225 0.4822 1.4264 0.2336 1.4800 
5 16.800 0.0252 0.3624 0.3538 0.5408 0.6815 0.4741 0.2439 
6 11.625 0.1100 0.5643 0.1100 0.0069 0.4798 0.1166 0.7709 
7 9.900 0.7036 0.3328 0.2744 0.0015 0.1154 0.2249 0.1253 
8 18.300 0.8537 0.0104 0.0038 0.1795 1.6680 0.4203 0.6839 
9 10.727 0.3612 0.2140 0.3218 0.0117 0.2430 0.1305 0.4652 
















Perhitungan pusat klaster attribute A dari dan menggunakan persamaan 






















Perhitungan serupa juga diterapkan untuk menghitung pusat klaster dari 
attribute B, C, dan D. Hasil perhitungan pusat klaster attribute A dapat dilihat pada 
Tabel 4.9. 
Tabel 4.9 Pusat klaster attribute A 
Attribut
e 
c1 c2 c3 c4 c5 c6 c7 
A 11.818





Perhitungan fungsi objektif (P) 
Setelah mendapatkan pusat klaster, kemudian menghitung fungsi objektif 
dengan menggunakan persamaan (2.5). Langkah pertama dalam menghitung 
fungsi objektif adalah dengan mengkuadratkan selisih dari data aktual ( ) 
dikurangi pusat klaster ( ). Hasil perhitungan dapat dilihat pada Tabel 4.10. 
Tabel 4.10 Hasil dari attribute A 
i c1 c2 c3 c4 c5 c6 c7 
1 63.7062 94.0998 120.0248 42.6397 86.2022 29.1499 21.3191 
2 29.3589 13.6863 5.9752 47.1982 16.9372 64.0150 77.1365 
3 139.6743 101.9998 78.2237 176.0954 110.5755 207.3870 230.5155 
4 62.1198 92.1697 117.8437 41.3437 84.3553 28.0801 20.4057 
5 24.8165 44.8967 63.2913 12.4602 39.4951 5.7555 2.6155 
6 0.0374 2.3272 7.7316 2.7063 1.2310 7.7058 12.6575 
7 3.6802 0.0398 1.1143 11.3575 0.3788 20.2584 27.9073 
8 42.0113 67.2483 89.4080 25.2999 60.5987 15.2027 9.7173 
9 1.1911 0.3938 3.5441 6.4673 0.0447 13.4978 19.8536 
10 7.3896 0.9990 0.0653 17.3897 2.0036 28.0999 36.9997 
Langkah selanjutnya menghitung nilai dari  dikalikan dengan Data 
aktual  ( ) pada attribute A, 
kemudian dijumlahkan untuk setiap kolomnya. Nilai Objektif didapatkan melalui 
jumlah dari jumlah setiap kolomnya. Hasil perhitungan tersebut dapat dilihat pada 
Tabel 4.11. 
Tabel 4.11 Perhitungan nilai objektif  attribute A 
 
 
c1 c2 c3 c4 c5 c6 c7 
1 2.4288 0.3622 3.5692 0.6469 3.0158 0.1189 0.8204 
2 0.7457 0.8650 0.4263 0.8561 0.1505 0.3729 0.0219 




















Tabel 4.11 (lanjutan) 
 
 
c1 c2 c3 c4 c5 c6 c7 
4 0.3273 0.1478 0.7326 1.0119 6.1080 0.3329 1.5330 
5 0.0372 0.9686 1.3329 0.4011 1.6021 0.1624 0.0380 
6 0.0004 0.1130 0.0732 0.0016 0.0508 0.0773 0.8393 
7 0.2616 0.0013 0.0309 0.0017 0.0044 0.4603 0.3531 
8 1.9599 0.0383 0.0183 0.2482 5.5235 0.3492 0.3632 
9 0.0401 0.0079 0.1063 0.0070 0.0010 0.1642 0.8610 
10 0.3281 0.0100 0.0024 0.8133 0.0289 0.0000 0.9568 
Jumlah 8.7576 2.8982 10.8006 5.2554 36.8928 2.3361 5.8055 
Fungsi 
Objektif 
= 8.7576 + 2.8982 + 10.8006 + 5.2554 + 36.8928 + 2.3361 + 5.8055 
=72.7461 
Perbaikan matriks partisi 
Perbaikan martisi dihitung dengan memangkatkan hasil pada Tabel 4.10 
dengan -1/1 (karena w-1=1 (w=2)),kemudian dijumlahkan setiap barisnya untuk 
menghitung hasil perbaikan matriks partisi seperti ditunjukkan pada Tabel 4.12 
Tabel 4.12 Perhitungan perbaikan matriks partisi attribute A 
  Jumlah c1 c2 c3 c4 c5 c6 c7 
1 0.0157 0.0106 0.0083 0.0235 0.0116 0.0343 0.0469 0.1509 
2 0.0341 0.0731 0.1674 0.0212 0.0590 0.0156 0.0130 0.3833 
3 0.0072 0.0098 0.0128 0.0057 0.0090 0.0048 0.0043 0.0536 
4 0.0161 0.0108 0.0085 0.0242 0.0119 0.0356 0.0490 0.1561 
5 0.0403 0.0223 0.0158 0.0803 0.0253 0.1737 0.3823 0.7400 
6 26.7392 0.4297 0.1293 0.3695 0.8123 0.1298 0.0790 28.6888 
7 0.2717 25.1264 0.8975 0.0880 2.6398 0.0494 0.0358 29.1085 
8 0.0238 0.0149 0.0112 0.0395 0.0165 0.0658 0.1029 0.2746 
9 0.8395 2.5396 0.2822 0.1546 22.3523 0.0741 0.0504 26.2927 
10 0.1353 1.0010 15.3086 0.0575 0.4991 0.0356 0.0270 17.0642 
Perhitungan selanjutnya yaitu dengan membagi setiap titik data pada Tabel 
4.12 dengan jumlah setiap barisnya pada baris yang sama. Perhitungan dari Tabel 
4.13 dapat dilihat sebagai berikut: 
 
 
Perhitungan tersebut dilakukan untuk setiap elemen penyusun matriks partisi 




















Tabel 4.13 Matriks partisi perbaikan 
 
 
c1 c2 c3 c4 c5 c6 c7 
1 0.1040 0.0704 0.0552 0.1554 0.0769 0.2273 0.3108 
2 0.0889 0.1906 0.4366 0.0553 0.1540 0.0408 0.0338 
3 0.1335 0.1828 0.2384 0.1059 0.1686 0.0899 0.0809 
4 0.1031 0.0695 0.0544 0.1550 0.0759 0.2281 0.3140 
5 0.0545 0.0301 0.0214 0.1085 0.0342 0.2348 0.5166 
6 0.9320 0.0150 0.0045 0.0129 0.0283 0.0045 0.0028 
7 0.0093 0.8632 0.0308 0.0030 0.0907 0.0017 0.0012 
8 0.0867 0.0542 0.0407 0.1440 0.0601 0.2396 0.3748 
9 0.030
4 
0.0048 0.0117 0.0022 0.2719 0.0015 0.6775 
10 0.313
1 
0.0292 0.5928 0.0068 0.0379 0.0041 0.0161 
Langkah selanjutnya yaitu mengecek kondisi berhenti, iterasi akan berhenti 
apabila nilai objektif (t) dikurangi nilai objektif (t-1) lebih kecil dari nilai error 
terkecil ( ) atau jumlah iterasi sudah mencapai iterasi maksimal yang telah 
ditentukan. Jika kondisi belum berhenti, maka akan diulang proses mulai dari 
Tabel 4.6 sampai Tabel 4.13 dengan catatan nilai tiap data pada matriks partisi 
ternormalisasi (t+1) pada Tabel 4.6 diganti dengan matriks partisi perbaikan (t) 
pada Tabel 4.13. Setelah mencapai kondisi berhenti, urutkan pusat klaster dari 
yang terkecil ke terbesar maka akan didapatkan Pusat Klaster dari setiap attribute 
seperti pada Tabel 4.14. 




A B C D 
c1 5.3988 23.5958 80.6509 3.5971 
c2 8.8597 23.8894 80.6679 3.8893 
c3 10.1051 23.9458 82.0039 3.9246 
c4 11.3725 24.0199 82.3896 4.5347 
c5 16.7926 24.0827 84.1763 5.2245 
c6 18.9222 24.2777 84.6811 5.3521 





















4.3.1.3 Penentuan batas subinterval 
Batas subinterval terdiri dari 2 bagian yaitu batas bawah dan batas atas. 
Untuk batas bawah subinterval pertama menggunakan batas bawah Universe of 
Discourse, dan batas atas subinterval terakhir menggunakan batas atas Universe 
of Discourse. Selain dua nilai batas tersebut, nilai batas ditentukan dari nilai 
tengah diantara 2 pusat klaster berdekatan. Penentuan batas subinterval pada 
attribute A (Tabel 4.15) sebagai berikut:  
Subinterval 1 
Batas bawah  = -6.4312 (batas bawah Universe of Discourse)  
Batas atas = nilai tengah antara pusat klaster ke-1 dan ke-2 yaitu 7.1293 
Subinterval 2 
Batas bawah  = nilai tengah antara pusat klaster ke-1 dan ke-2 yaitu 7.1293 
Batas atas = nilai tengah antara pusat klaster ke-2 dan ke-3 yaitu 9.4824 
Subinterval 3 
Batas bawah  = nilai tengah antara pusat klaster ke-2 dan ke-3 yaitu 9.4824 
Batas atas = nilai tengah antara pusat klaster ke-3 dan ke-4 yaitu 10.7388 
Subinterval 4 
Batas bawah  = nilai tengah antara pusat klaster ke-3 dan ke-4 yaitu 10.7388 
Batas atas = nilai tengah antara pusat klaster ke-4 dan ke-5 yaitu 14.0825 
Subinterval 5 
Batas bawah  = nilai tengah antara pusat klaster ke-4 dan ke-5 yaitu 14.0825 
Batas atas = nilai tengah antara pusat klaster ke-5 dan ke-6 yaitu 17.8574 
Subinterval 6 
Batas bawah  = nilai tengah antara pusat klaster ke-5 dan ke-6 yaitu 17.8574 
Batas atas = nilai tengah antara pusat klaster ke-6 dan ke-7 yaitu 18.9395 
Subinterval 7 
Batas bawah  = nilai tengah antara pusat klaster ke-6 dan ke-7 yaitu 18.9395 

























Penentuan batas subinterval serupa juga dilakukan pada attribute B, C, dan 
D. Batas subinterval untuk semua attribute dapat dilihat pada Tabel 4.15. 





A B C D 
u1 
bawah -6.4312 22.6544 74.1040 2.4737 
atas 7.1293 23.7426 80.6594 3.7432 
u2 
bawah 7.1293 23.7426 80.6594 3.7432 
atas 9.4824 23.9176 81.3359 3.9070 
u3 
bawah 9.4824 23.9176 81.3359 3.9070 
atas 10.7388 23.9828 82.1967 4.2297 
u4 
bawah 10.7388 23.9828 82.1967 4.2297 
atas 14.0825 24.0513 83.2829 4.8796 
u5 
bawah 14.0825 24.0513 83.2829 4.8796 
atas 17.8574 24.1802 84.4287 5.2883 
u6 
bawah 17.8574 24.1802 84.4287 5.2883 
atas 18.9395 24.3526 84.9914 5.3534 
u7 
bawah 18.9395 24.3526 84.9914 5.3534 






















4.3.2 Pembentukan Himpunan Fuzzzy 
Himpunan fuzzy terbentuk berdasarkan subinterval yang telah terbentuk 
pada proses sebelumnya. Himpunan fuzzy dari attribute A (Tabel 4.16) dihitung 









Operator himpunan gabungan ditunjukan menggunakan simbol “+” dan  
merupakan subinterval( ). Himpunan fuzzy  
terbentuk antara batas bawah  yaitu -1.8882 dan nilai tengah dari  (  ) 
dengan nilai 6.7820 dari hasil jumlah kedua batas  dibagi dua. Himpunan fuzzy 
 terbentuk antara nilai tengah dari  (  ) yaitu 2.0395 (hasil jumlah kedua 
batas  dibagi dua) dan nilai tengah dari  (  ) dengan nilai 8.6337 (hasil 
jumlah kedua batas  dibagi dua). Begitu seterusnya menggunakan perulangan, 
misalkan himpunan ( ) terbentuk antara nilai tengah  yaitu (jumlah kedua 
batas  dibagi dua) dan antara nilai tengah  yaitu (jumlah kedua batas 
 dibagi dua). Untuk himpunan fuzzy terakhir  terbentuk antara nilai 
tengah  dan batas atas subinterval ( ). Hasil batas subinterval dari setiap 





















Tabel 4.16 Himpunan Fuzzy attribute A 
Himpunan Fuzzy Batas Nilai 
A1 bawah -6.4312 
atas 8.3058 
A2 bawah 0.3490 
atas 10.1106 
A3 bawah 8.3058 
atas 12.4107 
A4 bawah 10.1106 
atas 15.9700 
A5 bawah 12.4107 
atas 18.3984 
A6 bawah 15.9700 
atas 22.5854 




















































Fuzzifikasi merupakan proses untuk mengubah data asli menjadi nilai fuzzy 
sesuai dengan nilai derajat keanggotaan tertinggi. Perhitungan derajat 
keanggotaan data curah hujan (A) pada baris pertama Tabel 4.1 yaitu sebagai 
berikut 
Curah hujan (A)   = 19.8000 
Derajat keanggotaan   = 0 
Derajat keanggotaan   = 0 
Derajat keanggotaan   = 0 
Derajat keanggotaan   = 0 
Derajat keanggotaan   = 0 
Derajat keanggotaan   =   
Derajat keanggotaan   =   
Dari hasil perhitungan tersebut, data  pada attribute curah hujan (A) 
termasuk ke dalam himpunan fuzzy , karena nilai derajat keanggotaan  
senilai 0.6653 paling besar dibandingkan dengan derajat keanggotaan lainnya. 
Perhitungan derajat keanggotaan tersebut juga digunakan untuk menghitung 
data selanjutnya ( ). Adapun hasil perhitungan semua data sampel pada 
attribute A dapat dilihat pada Tabel 4.17. 
Tabel 4.17 Derajat keanggotaan attribute A 
No X(i) A1 A2 A3 A4 A5 A6 A7 Hasil 
Fuzzy 
1 19.800 0.000 0.000 0.000 0.000 0.000 0.665 0.335 A6 
2 6.400 0.240 0.760 0.000 0.000 0.000 0.000 0.000 A2 
3 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 A1 
4 19.700 0.000 0.000 0.000 0.000 0.000 0.689 0.311 A6 
5 16.800 0.000 0.000 0.000 0.000 0.658 0.342 0.000 A5 
6 11.625 0.000 0.000 0.342 0.658 0.000 0.000 0.000 A4 
7 9.900 0.000 0.117 0.883 0.000 0.000 0.000 0.000 A3 
8 18.300 0.000 0.000 0.000 0.000 0.041 0.959 0.000 A6 
9 10.727 0.000 0.000 0.732 0.268 0.000 0.000 0.000 A3 




















Perhitungan nilai derajat keanggotaan pada attribute B, C, dan D sama 
dengan perhitungan pada Tabel 4.17. Hasil fuzzifikasi dari semua attribute dapat 
dilihat pada Tabel 4.18. 
Tabel 4.18 Hasil fuzzifikasi semua attribute data 
Data ke-  A B C D 
1 
A6 B4 C5 D2 
2 
A2 B7 C1 D2 
3 
A1 B1 C7 D1 
4 
A6 B2 C6 D1 
5 
A5 B2 C6 D3 
6 
A4 B6 C2 D6 
7 
A3 B6 C6 D4 
8 
A6 B6 C2 D6 
9 
A3 B6 C4 D3 
10 
A2 B3 C6 D4 
 
4.3.4 Pembentukan Fuzzy Logic Relationship (FLR) 
Pembentukan FLR berdasarkan data latih/training dengan runtun waktu 
tertentu (order). Misalkan order yang digunakan adalah tiga, maka dari 10 data 
pada Tabel 4.18 akan terbentuk 6 FLR (untuk uji 1 menggunakan data ke-9) dan 7 
FLR (untuk data uji 2 menggunakan data ke-10) karena 2 data awal akan digunakan 
untuk membentuk FLR yang pertama ( ). Berdasarkan hasil fuzzifikasi pada Tabel 





















Tabel 4.19 Fuzzy Logic Relationship 
No FLR 
kiri kanan 
















































Dari Tabel 4.19 untuk pengujian pertama menggunakan  sampai  
sebagai FLR latih dan   sebagai FLR uji untuk memprediksi data periode 9. 
Sedangkan untuk pengujian kedua menggunakan  sampai  sebagai FLR latih 
dan   sebagai FLR uji untuk memprediksi data periode 10. 
Dari Tabel 4.19 FLR kanan dikombinasikan dengan FLR selanjutnya 
menggunakan aturan . Kombinasi FLR kanan tersebut 







kemudian dikelompokkan sesuai ruas kiri yang sama. Pengelompokan kombinasi 







Dari pengelompokkan tersebut untuk pengujian pertama menggunakan  
sampai  sebagai perhitungan frekuensi untuk memprediksi data periode 9. 
Sedangkan untuk pengujian kedua menggunakan  sampai  sebagai 
perhitungan frekuensi untuk memprediksi data periode 10. 
4.3.5 Fitnes nilai  
Dari kombinasi FLR yang terbentuk dilakukan prediksi data latih untuk 
mencari nilai , perhitungan defuzzifikasi dijelaskan pada subbab 4.3.6 
Defizzifikasi. Hasil defuzzifikasi FLR latih sebagai berikut 
Tabel 4.20 Hasil prediksi data latih 
Dasarian/Bulan/Tahun Data Aktual Hasil Prediksi 
1/1/2010 19.800 - 
2/1/2010 6.400 - 
3/1/2010 0.000 - 





















Tabel 4.20 (lanjutan) 
Dasarian/Bulan/Tahun Data Aktual Hasil Prediksi 
2/2/2010 16.800 18.9222 
3/2/2010 11.625 16.7926 
1/3/2010 9.900 11.3725 
2/3/2010 18.300 10.1051 
Dengan menggunakan data perbandingan pada Tabel 4.20, Adaptive 
Expectation mencari nilai parameter  terbaik yang memiliki nilai MSE terkecil 
dari 99 tahap perulangan sesuai dengan persamaan 2.6. Perhitungan dalam 
pembentukan generasi baru (prediksi baru) pada tahap pertama sebagai berikut. 
Prediksi (1/2/2010)  
  




Prediksi (2/3/2010)  
 
 Langkah selanjutnya meghitung nilai MSE pada setiap tahapnya. Contoh 
perhitungan MSE pada tahap pertama sebagai berikut. 
 
 
Kedua tahap perhitungan tersebut dilakukan juga pada tahap-tahap 
berikutnya. Hasil dari kedua perhitungan terebut pada 99 tahap dapat dilihat pada 
Tabel 4.21. 
Tabel 4.21 Fitnes  
 1/2/2010 2/2/2010 3/2/2010 1/3/2010 2/3/2010 MSE 
0.01 0.053988 19.692 16.800 11.622 9.902 98.92061 
0.02 0.107977 19.684 16.800 11.620 9.904 98.47916 
0.03 0.161965 19.677 16.800 11.617 9.906 98.03891 
0.04 0.215953 19.669 16.800 11.615 9.908 97.59986 
0.05 0.269942 19.661 16.800 11.612 9.910 97.16199 
0.06 0.32393 19.653 16.800 11.610 9.912 96.72533 




















Tabel 4.21 (lanjutan) 
 1/2/2010 2/2/2010 3/2/2010 1/3/2010 2/3/2010 MSE 
0.08 0.431907 19.638 16.799 11.605 9.916 95.85557 
0.09 0.485895 19.630 16.799 11.602 9.918 95.42249 
0.1 0.539883 19.622 16.799 11.600 9.921 94.9906 
0.11 0.593872 19.614 16.799 11.597 9.923 94.5599 
0.12 0.64786 19.607 16.799 11.595 9.925 94.1304 
0.13 0.701848 19.599 16.799 11.592 9.927 93.70209 
0.14 0.755837 19.591 16.799 11.590 9.929 93.27497 
0.15 0.809825 19.583 16.799 11.587 9.931 92.84905 
0.16 0.863813 19.576 16.799 11.585 9.933 92.42433 
0.17 0.917802 19.568 16.799 11.582 9.935 92.0008 
0.18 0.97179 19.560 16.799 11.580 9.937 91.57846 
0.19 1.025778 19.552 16.799 11.577 9.939 91.15732 
0.2 1.079767 19.544 16.799 11.574 9.941 90.73737 
0.21 1.133755 19.537 16.798 11.572 9.943 90.31862 
0.22 1.187743 19.529 16.798 11.569 9.945 89.90106 
0.23 1.241732 19.521 16.798 11.567 9.947 89.4847 
0.24 1.29572 19.513 16.798 11.564 9.949 89.06953 
0.25 1.349708 19.506 16.798 11.562 9.951 88.65555 
0.26 1.403697 19.498 16.798 11.559 9.953 88.24277 
0.27 1.457685 19.490 16.798 11.557 9.955 87.83118 
0.28 1.511673 19.482 16.798 11.554 9.957 87.42079 
0.29 1.565662 19.474 16.798 11.552 9.959 87.01159 
0.3 1.61965 19.467 16.798 11.549 9.962 86.60358 
0.31 1.673639 19.459 16.798 11.547 9.964 86.19677 
0.32 1.727627 19.451 16.798 11.544 9.966 85.79116 
0.33 1.781615 19.443 16.798 11.542 9.968 85.38674 
0.34 1.835604 19.436 16.797 11.539 9.970 84.98351 
0.35 1.889592 19.428 16.797 11.537 9.972 84.58148 
0.36 1.94358 19.420 16.797 11.534 9.974 84.18064 
0.37 1.997569 19.412 16.797 11.532 9.976 83.781 
0.38 2.051557 19.404 16.797 11.529 9.978 83.38255 





















Tabel 4.21 (lanjutan) 
 1/2/2010 2/2/2010 3/2/2010 1/3/2010 2/3/2010 MSE 
0.4 2.159534 19.389 16.797 11.524 9.982 82.58923 
0.41 2.213522 19.381 16.797 11.521 9.984 82.19436 
0.42 2.26751 19.373 16.797 11.519 9.986 81.80069 
0.43 2.321499 19.366 16.797 11.516 9.988 81.40821 
0.44 2.375487 19.358 16.797 11.514 9.990 81.01693 
0.45 2.429475 19.350 16.797 11.511 9.992 80.62684 
0.46 2.483464 19.342 16.797 11.509 9.994 80.23794 
0.47 2.537452 19.334 16.797 11.506 9.996 79.85024 
0.48 2.59144 19.327 16.796 11.504 9.998 79.46374 
0.49 2.645429 19.319 16.796 11.501 10.000 79.07842 
0.5 2.699417 19.311 16.796 11.499 10.003 78.69431 
0.51 2.753405 19.303 16.796 11.496 10.005 78.31138 
0.52 2.807394 19.296 16.796 11.494 10.007 77.92965 
0.53 2.861382 19.288 16.796 11.491 10.009 77.54912 
0.54 2.91537 19.280 16.796 11.489 10.011 77.16978 
0.55 2.969359 19.272 16.796 11.486 10.013 76.79163 
0.56 3.023347 19.264 16.796 11.484 10.015 76.41468 
0.57 3.077335 19.257 16.796 11.481 10.017 76.03892 
0.58 3.131324 19.249 16.796 11.479 10.019 75.66436 
0.59 3.185312 19.241 16.796 11.476 10.021 75.29099 
0.6 3.2393 19.233 16.796 11.473 10.023 74.91882 
0.61 3.293289 19.226 16.795 11.471 10.025 74.54784 
0.62 3.347277 19.218 16.795 11.468 10.027 74.17805 
0.63 3.401265 19.210 16.795 11.466 10.029 73.80946 
0.64 3.455254 19.202 16.795 11.463 10.031 73.44206 
0.65 3.509242 19.194 16.795 11.461 10.033 73.07586 
0.66 3.56323 19.187 16.795 11.458 10.035 72.71085 
0.67 3.617219 19.179 16.795 11.456 10.037 72.34704 
0.68 3.671207 19.171 16.795 11.453 10.039 71.98442 
0.69 3.725195 19.163 16.795 11.451 10.042 71.62299 
0.7 3.779184 19.156 16.795 11.448 10.044 71.26276 





















Tabel 4.21 (lanjutan) 
 1/2/2010 2/2/2010 3/2/2010 1/3/2010 2/3/2010 MSE 
0.72 3.88716 19.140 16.795 11.443 10.048 70.54588 
0.73 3.941149 19.132 16.795 11.441 10.050 70.18923 
0.74 3.995137 19.124 16.795 11.438 10.052 69.83378 
0.75 4.049125 19.117 16.794 11.436 10.054 69.47952 
0.76 4.103114 19.109 16.794 11.433 10.056 69.12645 
0.77 4.157102 19.101 16.794 11.431 10.058 68.77458 
0.78 4.21109 19.093 16.794 11.428 10.060 68.42391 
0.79 4.265079 19.086 16.794 11.426 10.062 68.07443 
0.8 4.319067 19.078 16.794 11.423 10.064 67.72614 
0.81 4.373055 19.070 16.794 11.420 10.066 67.37904 
0.82 4.427044 19.062 16.794 11.418 10.068 67.03315 
0.83 4.481032 19.054 16.794 11.415 10.070 66.68844 
0.84 4.53502 19.047 16.794 11.413 10.072 66.34493 
0.85 4.589009 19.039 16.794 11.410 10.074 66.00261 
0.86 4.642997 19.031 16.794 11.408 10.076 65.66149 
0.87 4.696985 19.023 16.794 11.405 10.078 65.32156 
0.88 4.750974 19.016 16.793 11.403 10.080 64.98283 
0.89 4.804962 19.008 16.793 11.400 10.083 64.64529 
0.9 4.858951 19.000 16.793 11.398 10.085 64.30895 
0.91 4.912939 18.992 16.793 11.395 10.087 63.9738 
0.92 4.966927 18.984 16.793 11.393 10.089 63.63984 
0.93 5.020916 18.977 16.793 11.390 10.091 63.30708 
0.94 5.074904 18.969 16.793 11.388 10.093 62.97551 
0.95 5.128892 18.961 16.793 11.385 10.095 62.64514 
0.96 5.182881 18.953 16.793 11.383 10.097 62.31596 
0.97 5.236869 18.946 16.793 11.380 10.099 61.98798 
0.98 5.290857 18.938 16.793 11.378 10.101 61.66119 
0.99 5.344846 18.930 16.793 11.375 10.103 61.33559 
Dari Tabel 4.21 telah didapatkan nilai  terbaik senilai (0.99) dengan MSE 
terkecil yaitu (61.3355). Nilai  yang didapatkan disimpan dan akan digunakan 





















Defuzzifikasi dilakukan dengan mencari selisih atribut pendukung (di ruas kiri 
pada tabel FLR) data uji dengan FLR. Perhitungan selisih nilai attribute pendukung 
FLR dengan data uji dilakukan untuk menemukan FLR yang paling cocok dengan 
data uji. FLR yang paling cocok akan disimpan berdasarkan atribut utama (di ruas 
kanan pada tabel FLR).  
Dari hasil fuzzifikasi data pada Tabel 4.18 akan dibagi menjadi 2 tipe data 
yaitu data latih dan data uji, dengan data latih pada periode ke-1 sampai ke-8 
sedangkan data uji pada periode ke-9 dan ke-10. Berikut merupakan contoh 
perhitungan selisih atribut pendukung data uji pertama (periode ke-9). 
Nilai pangkat bawah atribut pendukung periode ke-9 pada Tabel 4.19 yaitu 
 (FLR sebelum data uji) sebagai data uji pertama adalah sebagai berikut: 
 
Nilai pangkat bawah atribut pendukung periode ke-1 sampai ke-8 Tabel 4.18 






Selisih atribut pendukung bernilai absolut dari selisih atribut pendukung data 
uji terhadap setiap data latih. Adapun cara menghitungnya sebagai berikut: 


































4. Selisih atribut pendukung (data uji) dan  (data latih) 
 
5. Selisih atribut pendukung (data uji) dan  (data latih) 
 
FLR yang paling cocok dengan data uji adalah dengan selisih antar attribute 
pendukung paling sedikit, sehingga dari hasil perhitungan tersebut dapat 
disimpulkan bahwa FLR yang paling cocok untuk data uji pertama adalah  
dengan selisih terkecil senilai 18. Perhitungan yang sama juga dilakukan untuk 
data uji kedua dengan  sampai  sebagai FLR latih, dan  sebagai FLR uji. Data 
uji kedua cocok dengan FLR  dengan nilai selisih 5. Langkah selanjutnya 
menghitung frekuensi himpunan fuzzy yang tergabung dalam FLR terpilih 
terhadap setiap pusat klaster atribut utama pada data uji. Dari Tabel 4.19 dan 
aturan pengelompokkan, FLR terpilih dapat diuraikan pada atribut utama sebagai 
berikut 
Data uji ke-1    
Data uji ke-2  
Hasil perhitungan frekuensi sesuai dengan uraian tersebut dapat dilihat pada 
Tabel 4.22.  




A1 A2 A3 A4 A5 A6 A7 
5.3988 8.8597 10.1051 11.3725 16.7926 18.9222 18.9567 
data uji 1  0 0 1 0 0 0 0 
data uji 2  0 0 1 0 1 0 0 
Dengan menggunakan pusat klaster dan frekuensi yang didapat maka 






















Perbandingan data curah hujan (A) aktual dengan hasil prediksi dapat dilihat 
pada Tabel 2.23. 
Tabel 4.23 Perbandingan data aktual dengan hasil prediksi 
Dasarian 
/ Bulan / 
Tahun 
Data aktual Hasil prediksi 
2/3/2010 18.300 - 
3/3/2010 10.727 10.1051 
1/4/2010 9.100 13.4488 
 
4.3.7 Adaptive Expectation 
Adaptive Expectation memperbaiki hasil prediksi pada Tabel 4.23 dengan 
menggunakan nilai  terbaik sebesar (0.99) yang didapatkan dari Tabel 4.21. 
Perhitungan Adaptive expectation untuk memperbaiki hasil prediksi sebagai 
berikut 
Prediksi (3/3/2010)  
 
Prediksi (1/4/2010)  
 
Setelah mendapatkan hasil prediksi akhir, melakukan perhitungan MSE. 
Perbandingan MSE sebelum dan setelah proses Adaptive Expectation dapat dilihat 
pada Tabel 2.24 
Tabel 4.24 Perbandingan MSE Adaptive Expectation 
Dasarian 











2/3/2010 18.300 - - 
3/3/2010 10.727 10.1051 10.1870 
1/4/2010 9.100 13.4488 13.4216 






















4.4 Perancangan antarmuka 
Perancangan antarmuka penelitan ini bertujuan untuk memberi gambaran 
tampilan yang diharapkan pada aplikasi dan merancang letak tombol-tombol 
operasi beserta fungsinya. 
 
Gambar 4.3 Perancangan antarmuka 
Keterangan : 
1. Logo  : Tempat menampilkan logo fakultas. 
2. Home  : Tombol menuju halaman penjelasan dan dasar teori 
3. Input  : Tombol menuju halaman masukkan. 
4. Proses  : Tombol menuju halaman proses. 
5. Pengujian : Tombol menuju halaman pengujian. 
6. Judul  : Tempat menampilkan judul penelitian. 
7. Sub Menu : Tempat menampilkan judul halaman dan tombol halaman. 




























BAB 5 IMPLEMENTASI 
Hasil implementasi dari metode Adaptive-Expectation based Multi-Attribute 
Time Series dibahas pada bab ini. Implementasi dilakukan pada bahasa 
pemrograman Java. Bab ini terbagi menjadi dua subbab, yaitu meliputi 
implementasi Algoritma, Implementasi antarmuka. 
5.1 Implementasi Algoritma 
Dalam subbab implementasi algoritma ini membahas hasil implementasi dari 
prediksi curah hujan menggunakan metode Adaptive-Expectation based Multi-
Attribute Time Series. Langkah-langkah dalam implementasi sesuai dengan bab 
sebelumnya yaitu bab perancangan. 
5.1.1 Implementasi pembentukan subinterval dengan Fuzzy C-
Means 
Implementasi proses pembentukan subinterval menggunakan Fuzzy C-Means 
terdapat tiga tahap yaitu penentuan Universe of Discourse (U), penentuan pusat 
klaster dan penentuan batas subinterval. 
5.1.1.1 Penentuan Universe of Discourse 
Implementasi proses Penentuan Universe of Discourse terlampirkan pada 
Kode Program 5.1. Pada kode program tersebut baris 6, dan 10 dilakukan 
pemanggilan method mencari nilai Minimum dan Maksimum, dan mencari 
standard deviasi. Pada baris ke-7 dihitung jumlah dari semua data, dan pada baris 
ke-8 dihitung rata-rata dari semua data. Setelah mendapatkan hasil dari nilai 
minimun, maksimum, dan standar deviasi, hasil tersebut digunakan untuk 















public void universeOfDiscourse() { 
        this.Dmin=9999; 
        this.Dmaks=0; 
        this.jumlah=0; 
        for(int i=0;i<this.data.length;i++){ 
            setMinMax(i); 
            this.jumlah+=this.data[i];         
        } 
        rata=getJumlah()/data.length; 
        stdev(); 
        this.universeAtas=getDmaks()+getStdev(); 
        this.universeBawah=getDmin()-getStdev(); 
} 





















5.1.1.2 Implementasi proses perhitungan standar deviasi 
Implementasi proses mencari standar deviasi dapat dilihat pada Kode 
Program 5.2. Implementasi proses tersebut dilakukan dari setiap atribut data yang 
akan digunakan untuk mencari batas dari Universe of Discorse. Pada baris 4 
merupakan selisih antara data dengan rata-rata data, kemudian hasilnya 
dikuadratkan pada baris 5. Pada baris 5 juga menjumlahkan semua selisih kuadrat 
dari tiap data. Baris 4 dan 5 ini merupakan implementasi dari tabel 4.2 sebagai 










private void stdev() {                
    double jmlks=0; 
    for(int i=0;i<data.length;i++){ 
        double x=data[i]-getRata(); 
        jmlks += Math.pow(x, 2);             
    }         
    stdev=Math.sqrt(jmlks/(data.length-1)); 
} 
Kode Program 5.2 Proses perhitungan standar deviasi 
 
5.1.1.3 Implementasi proses penentuan pusat klaster 
Setelah mendapatkan nilai standar deviasi dilakukan implementasi proses 
penentuan pusat klaster yang dapat dilihat pada Kode Program 5.3. Pada Baris 1 
sampai 16 merupakan pembentukan matriks partisi awal yang dipanggil hanya 
saat pertama kali dijalankannya fungsi penentuan pusat klaster. Pada baris 2 dan 
3 menunjukkan bahwa matriks partisi awal terbentuk dengan jumlah baris 
sebanyak jumlah data dan jumlah kolom sebanyak jumlah klaster. Pada baris 9 
sampai 11 menunjukkan bahwa matriks partisi awal terbentuk dari bilangan 
random dan baris 13 menyimpan jumlah dari setiap barisnya yang akan digunakan 
sebagai pembagi pada normalisasi matriks partisi. 
Normalisasi matriks partisi ditunjukkan  pada baris 17 sampai 28. Pada baris 
23 sampai 25, matriks partisi awal dinormalisasi yaitu dengan membagi data 
random matriks partisi awal dengan jumlah dari tiap barisnya. Setelah 
mendapatkan matriks partisi ternormalisasi, pada baris 29 sampai 60 dilakukan 
perhitungan pusat klaster secara iterative yang akan berhenti ketika kondisi 
berhenti terpenuhi. Baris 47 sampai 49 merupakan implementasi Tabel 4.5 dan 
Tabel 4.6 yaitu perhitungan pembilang dan penyebut untuk menghitung pusat 
klaster pada baris 54 dan 55. Langkah selanjutnya menghitung fungsi objektif dari 
hasil pusat klaster yang ditunjukkan pada baris 61 sampai 72 yaitu dengan jumlah 
semua (selisih dari data aktual dengan pusat klaster) dipangkatkan bobot. 
Implementasi dari Tabel 4.10 disimpan didalam array temp[i][j] pada baris 66 dan 
67 disimpan dan digunakan untuk memperbaiki matriks partisi pada baris 72 
sampai 97. Baris 98 sampai 111 menunjukkan kondisi berhenti perulangan 




















ketika selisih nilai objektif dengan nilai objektif sebelumnya lebih kecil dari 
minerror (baris 103 sampai 106) atau iterasi sudah mencapai iterasi maksimal 
yang ditentukan (baris 107 sampai 110). Setelah mencapai kondisi berhenti, pada 












































private void setMatriksPartisi() { 
        this.mPartisiAwal=new Integer 
                [this.data.length][this.jml_klaster]; 
        this.jml_rowMP=new Integer 
                       [this.data.length]; 
        for(int i = 0; i < mPartisiAwal.length; i++){ 
            this.jml_rowMP[i]=0; 
            for(int j=0;j<this.jml_klaster;j++){ 
                this.mPartisiAwal[i][j]= 1 + 
                    (int)(Math.random() * ((300 - 1) + 
1)); 
                
this.jml_rowMP[i]+=this.mPartisiAwal[i][j]; 
            } 
        } 
    } 
private void NormalisasiMP 
       (Integer[][] mPartisi, Integer[] jml_rowMP) { 
            this.mPartisi=new Double 
              [mPartisi.length][mPartisi[0].length]; 
            for(int i=0;i<mPartisi.length;i++){ 
                for(int j=0;j<mPartisi[0].length;j++){ 
                    this.mPartisi[i][j]= 
                       ((double)mPartisi[i][j]/ 
                            (double)jml_rowMP[i]); 
                } 
            } 
} 
private void perhitunganPusatKlaster() { 
        this.nilaiObjektif[this.iterasi]=0.0; 
        //pembilang pada rumus perhitungan pusat  
          Klaster yaitu jumlah dari  
         (MPnormalisasi dipangkatkan bobot) dikali 
          Data untuk setiap pusat klaster. 
        //penyebut pada rumus perhitungan pusat  
          klaster yaitu jumlah dari (MPnormalisasi  
          dipangkatkan bobot) untuk setiap pusat 
klaster. 
        for(int j=0;j<this.jml_klaster;j++){ 
            jml_penyebut[j]=0.0; 
            jml_pembilang[j]=0.0; 
        }      





































































            for(int j=0;j<this.jml_klaster;j++){ 
                Xij[i][j]=Math.pow 
                 this.mPartisi[i][j],this.bobot); 
                jml_penyebut[j]+=Xij[i][j]; 
               jml_pembilang[j]+= 
                      Xij[i][j]*this.data[i]; 
            }           
        } 
        //set pusat klaster 
        for(int i=0;i<this.jml_klaster;i++){ 
            this.pusatKlaster[i]= 
               jml_pembilang[i]/jml_penyebut[i];       
        } 
        perhitunganFungsiObjektif(); 
        perbaikanMPartisi(); 
        cekKondisiBerhenti(); 
    } 
    private void perhitunganFungsiObjektif() { 
        for(int i=0;i<this.data.length;i++){ 
            for(int 
j=0;j<this.pusatKlaster.length;j++){ 
                
temp[i][j]=Math.pow(Math.abs(this.data[i]- 
                  this.pusatKlaster[j]),this.bobot); 
                nilaiObjektif[this.iterasi] 
                 +=temp[i][j]*Xij[i][j]; 
            } 
        }        
    } 
    private void perbaikanMPartisi() { 
        int hitung=this.bobot-1;  
        double pangkat= (double)(-1/hitung); 
        this.temp_rowMatriks=new 
Double[this.data.length]; 
        for(int i=0;i<this.data.length;i++){ 
            temp_rowMatriks[i]=0.0; 
            for(int 
j=0;j<this.pusatKlaster.length;j++){                 
                temp_rowMatriks[i]+= 
                  Math.pow(this.temp[i][j],pangkat); 
            } 
        } 
        //memperbaiki matriks normalisasi 
 































































        for(int i=0;i<this.data.length;i++){ 
            for(int j=0; 
                  j<this.pusatKlaster.length;j++){ 
                      this.mPartisi[i][j]= 
                        Math.pow(temp[i][j],pangkat)/ 
                         this.temp_rowMatriks[i]; 
 
            } 
        } 
    } 
private void cekKondisiBerhenti() {        
            if(this.iterasi==0){ 
                this.iterasi+=1; 
                this.perhitunganPusatKlaster(); 
            }else{ 
                if((Math.abs( 
                 this.nilaiObjektif[iterasi]- 
                  this.nilaiObjektif[iterasi-1]) 
                  >this.minerror) 
                  &&this.iterasi<this.maksiterasi-1){ 
                    this.iterasi+=1; 
                    this.perhitunganPusatKlaster(); 
                } 
            }         
} 
private void rankPusatCluster() { 
        for(int i=0;i<this.jml_klaster;i++){ 
            for(int j=0;j<this.jml_klaster-1;j++){ 
                if(this.pusatKlaster[j]> 
                  this.pusatKlaster[j+1]){ 
                   double tempo = 
this.pusatKlaster[j]; 
                    this.pusatKlaster[j]= 
                        this.pusatKlaster[j+1]; 
                    this.pusatKlaster[j+1]=tempo;      
   } 
  } 
 } 
} 
Kode Program 5.3 (lanjutan) 
5.1.1.4 Implementasi pembentukan batas subinterval 
Dari implementasi sebelumnya didapatkan hasil pusat klaster masing-masing 
attribute yang digunakan dalam implementasi pembentukan subinterval. 
Implementasi pembentukan subinterval tersebut dapat dilihat pada Tabel 5.4. 
Pada baris 7 sampai 11 menunjukkan bahwa batas bawah subinterval pertama 
diisi dengan nilai batas bawah universe of discourse, dan batas atas subinterval 
pertama diisi dengan nilai tengah antara pusat pertama dan pusat kedua. Pada 
baris 11 sampai 18 menunjukkan bahwa batas atas subinterval terakhir diisi 




















terakhir diisi dengan nilai tengah antara pusat terakhir dan pusat sebelumnya.  
Pada baris 18 sampai 28 menunjukkan bahwa selain dua kondisi diatas yaitu 
subinterval diantara pertama dan terakhir, batas bawah subinterval berisi nilai 
tengah antara pusat tersebut dengan pusat sebelumnya, sedangkan batas atas 






























private void batasSubinterval() { 
    this.subIntervalBawah=new 
       Double[this.jml_klaster]; 
    this.subIntervalAtas=new  
        Double[this.jml_klaster]; 
    for(int i=0;i<this.jml_klaster;i++){ 
        if(i==0){             
      this.subIntervalBawah[i]=this.universeBawah;   
      this.subIntervalAtas[i]= 
 (this.pusatKlaster[i]+this.pusatKlaster[i+1])/2; 
        }else{ 
            if(i==this.jml_klaster-1){ 
                this.subIntervalBawah[i]= 
                  (this.pusatKlaster[i]+ 
                    this.pusatKlaster[i-1])/2; 
                this.subIntervalAtas[i]= 
                this.universeAtas; 
            }else{ 
                this.subIntervalBawah[i]= 
                (this.pusatKlaster[i]+ 
                 this.pusatKlaster[i-1])/2; 
                this.subIntervalAtas[i]= 
                (this.pusatKlaster[i]+ 
                 this.pusatKlaster[i+1])/2; 
            } 
        } 
    }         
} 
Kode Program 5.4 Penentuan batas subinterval 
5.1.2 Implementasi pembentukan himpunan Fuzzy 
Proses selanjutnya yaitu implementasi pembentukan himpunan fuzzy yang 
dapat dilihat pada Kode Program 5.5. Pembentukan himpunan fuzzy ini 
berdasarkan hasil batas atas dan bawah subinterval dari proses sebelumnya. Baris 
3 sampai 7 menunjukkan himpunan fuzzy pertama berada di antara batas bawah 
subintervalnya (baris 4) sampai nilai tengah dari kedua batas subinterval 
himpunan selanjutnya (baris 5 dan 6). Baris 7 sampai 12 menunjukkan bahwa 
himpunan fuzzy terakhir berada di antara nilai tengah dari kedua batas subinterval  
himpunan sebelumnya (baris 9 dan 10)  sampai batas atas subinterval himpunan 
terakhir itu sendiri (baris 11). Selain himpunan pertama dan terakhir, himpunan 




















sebelumnya (baris 14 dan 15) sampai nilai tengah dari kedua batas subinterval 























private void setBatas() { 
 for(int i=0;i<this.jml_klaster;i++){ 
   if(i==0){             
    this.fuzzySetBawah[i]=this.subIntervalBawah[i]; 
    this.fuzzySetAtas[i]=(this.subIntervalBawah[i+1]+ 
                        this.subIntervalAtas[i+1])/2; 
   }else if(i==this.jml_klaster-1){ 
    this.fuzzySetBawah[i]= 
        (this.subIntervalBawah[i-1]+ 
         this.subIntervalAtas[i-1])/2; 
    this.fuzzySetAtas[i]=this.subIntervalAtas[i]; 
   }else{ 
    this.fuzzySetBawah[i]=                   
        (this.subIntervalBawah[i-1]+ 
         this.subIntervalAtas[i-1])/2; 
    this.fuzzySetAtas[i]= 
        (this.subIntervalBawah[i+1]+ 
         this.subIntervalAtas[i+1])/2; 
   } 
 } 
} 
Kode Program 5.5 Pembentukan Himpunan Fuzzy 
5.1.3 Implementasi proses fuzzifikasi 
Implementasi proses fuzzifikasi dilakukan berdasarkan himpunan fuzzy yang 
telah terbentuk dari proses sebelumnya. Implementasi proses fuzzifikasi dapat 
dilihat pada Kode Program 5.6. Baris 1 sampai 52 menunjukkan perhitungan 
fuzzifikasi data sesuai letak data dari batas atas dan bawah semua himpunan 
fuzzy.  
Pada baris 6 sampai 19 menunjukkan perhitungan pada himpunan fuzzy 
pertama yang terbagi menjadi tiga kondisi. Kondisi pertama pada baris 7 sampai 
10, jika data berada diantara batas bawah himpunan fuzzy pertama dan batas 
bawah himpunan fuzzy selanjutnya maka hasil fuzzifikasi bernilai 1. Kondisi kedua 
pada baris 11 sampai 17, jika data berada diantara batas atas himpunan fuzzy 
pertama  dan batas bawah himpunan fuzzy selanjutnya ( ) maka hasil 
fuzzifikasi . Selain kedua kondisi tersebut hasil fuzzifikasi bernilai 0 (baris 
18). 
 Baris 20 sampai 38 menunjukkan perhitungan pada himpunan fuzzy terakhir 
yang terbagi menjadi tiga kondisi. Kondisi pertama pada baris 21 sampai 29, jika 
data berada diantara batas bawah himpunan fuzzy terakhir ( ) dengan batas atas 
fuzzy sebelumnya  maka hasil fuzzifikasi  . Kondisi kedua pada baris 




















batas atas himpunan sebelumnya maka hasil fuzzifikasi = 1. Selain pada kedua 
kondisi tersebut (baris 35 sampai 37)  hasil fuzzifikasi bernilai 0. 
Baris 38 sampai 52 menunjukkan perhitungan pada himpunan fuzzy selain 
himpunan pertama dan kedua yang terbagi menjadi tiga kondisi. Kondisi pertama 
pada 38 sampai 44, jika data berada diantara batas bawah himpunan fuzzy 
sekarang ( ) dan batas bawah himpunan selanjutnya ( ) maka hasil fuzzifikasi = 
. Kondisi kedua pada 44 sampai 50, jika data berada diantara batas atas 
himpunan fuzzy sekarang ( ) dan batas bawah himpunan selanjutnya ( ) maka 
hasil fuzzifikasi = . Selain dua kondisi tersebut (baris 50 dan 51), hasil 
fuzzifikasi bernilai 0. 
Setelah mendapatkan semua nilai hasil fuzzifikasi, pada baris 54-57 dilakukan 
pencarian nilai maksimal setiap baris datanya. Jika nilai maksimal berada pada 
himpunan fuzzy  maka data tersebut ditandai 
sebagai .  Perhitungan fuzzifikasi pada proses ini dilakukan pada empat attribute 































private void hitungFuzzifikasi() { 
 double maks; 
 for(int i=0;i<this.data.length;i++){ 
   maks=0.0; 
   for(int j=0;j<this.jml_klaster;j++){                
    if(j==0){                    
      if(this.data[i]>this.fuzzySetBawah[j]&& 
       this.data[i]<this.fuzzySetBawah[j+1]){ 
          this.hitungFuzzy[i][j]=1.0; 
      }else                    
      if(this.data[i]<this.fuzzySetAtas[j]&& 
       this.data[i]>this.fuzzySetBawah[j+1]){ 
          this.hitungFuzzy[i][j]= 
         (this.fuzzySetAtas[j]-this.data[i])/ 
         (this.fuzzySetAtas[j]- 
         this.fuzzySetBawah[j+1]); 
      }else{ 
         this.hitungFuzzy[i][j]=0.0; 
      } 
     }else if(j==this.jml_klaster-1){ 
        if(this.data[i]>  
        this.fuzzySetBawah[jml_klaster-1]&& 
        this.data[i]<  
        this.fuzzySetAtas[jml_klaster-2]){ 
             this.hitungFuzzy[i][j]=(this.data[i]- 
                  this.fuzzySetBawah[jml_klaster-1])/ 
                 (this.fuzzySetAtas[jml_klaster-2]- 
                  this.fuzzySetBawah[jml_klaster-1]); 
        }else  





















































          if(this.data[i]> 
          this.fuzzySetAtas[jml_klaster-2] 
          &&this.data[i]< 
          this.fuzzySetAtas[jml_klaster-1]){ 
             this.hitungFuzzy[i][j]=1.0; 
          }else{ 
                this.hitungFuzzy[i][j]=0.0; 
          } 
       }else{if(this.data[i]>this.fuzzySetBawah[j] 
            &&this.data[i]<this.fuzzySetBawah[j+1]){ 
                this.hitungFuzzy[i][j]=(this.data[i]- 
                this.fuzzySetBawah[j])/ 
               (this.fuzzySetBawah[j+1]- 
                this.fuzzySetBawah[j]); 
       }else if(this.data[i]>this.fuzzySetBawah[j+1] 
&&this.data[i]<this.fuzzySetAtas[j]){                  
            this.hitungFuzzy[i][j]= 
           (this.fuzzySetAtas[j]-this.data[i])/ 
           (this.fuzzySetAtas[j]-  
           this.fuzzySetBawah[j+1]); 
       }else {this.hitungFuzzy[i][j]=0.0; 
             } 
       } 
      //mencari maksimal dalam satu baris 
      if(maks<this.hitungFuzzy[i][j]){ 
      maks=this.hitungFuzzy[i][j]; 
      this.hasilFuzzifikasi[i]=j+1; 
      } 
     } 
     } 
    } 
Kode Program 5.6 (lanjutan) 
5.1.4 Implementasi Proses Pembentukan FLR 
Proses pembentukan Fuzzy Logic Relationship menggunakan data hasil 
fuzzifikasi dari proses sebelumnya. Adapun proses pembentukan FLR dapat dilihat 
pada Kode Program 5.7. Baris 6 dan 7 menunjukkan pembentukan FLR kiri, 
sedangkan baris 10 menunjukkan pembentukan FLR kanan. Kemudian FLR kanan 







public class FLR { 
    private void setFLRlatih() {       
        for(int i=0;i<flr_kiri.length;i++){ 
            for(int j=0;j<this.order;j++){ 









































                for(int k=0;k<this.attribute-1;k++){ 
                    this.flr_kiri[i][j][k]= 
                      this.fuzz[i+j][k+1]; 
                } 
            } 
            flr_kanan[i]=fuzz[i+2][0]; 
        } 
 for(int i=0;i<this.jml_klaster;i++){ 
  for(int j=0;j<this.flr_kanan_latih.length-1;j++){ 
   if(this.flr_kanan_latih[j]==i){ 
this.flr_kanan_def[i][flr_kanan_latih[j+1]]= 
      this.flr_kanan_latih[j+1]; 
                }     
            } 
    } 
}        
Kode Program 5.7 (lanjutan) 
5.1.5 Implementasi proses fitnes nilai  
Setelah mendapatkan Fuzzy Logic Relationship (FLR) langkah selanjutnya 
yaitu melakukan pelatihan atau pencarian nilai alpha terbaik dari prediksi data 
latih itu sendiri. Proses pencarian nilai alpha terbaik dapat dilihat pada Kode 
Program 5.7. Baris 1 sampai 26 merupakan proses memprediksi curah hujan pada 
data latih yang nantinya digunakan untuk mencari nilai alpha yaitu pada baris 38 
sebagai (this.hasil prediksi). Baris 27 sampai 52 merupakan suatu fungsi untuk 
mencari nilai alpha terbaik dengan melakukan fitnes sebanyak 99 kali. Baris 44 
sampai 47 melakukan pencarian nilai MSE paling kecil, dan nilai alpha yang 
memiliki nilai MSE terkecil akan dipilih dan disimpan pada baris 45. Nilai alpha 










private void prediksiTraining() { 
        int flr_terpilih,count; 
        double jumlah_defuzzifikasi;      
        for(int i=0;i<this.flr_kanan.length-1;i++){ 
            jumlah_defuzzifikasi=0; 
            count=0; 
            flr_terpilih=this.flr_kanan[i]; 
            } 

































































            for(int j=0;j<this.jml_klaster;j++){ 
                
if(this.flr_kanan_def[flr_terpilih][j]!=null){ 
                    
jumlah_defuzzifikasi+=this.pusatKlaster[j]; 
                    count+=1;               
                } 
            } 
            if(jumlah_defuzzifikasi==0){ 
                
this.hasilPrediksi[i]=this.pusatKlaster[flr_terpilih
]; 
            }else{ 
                
this.hasilPrediksi[i]=jumlah_defuzzifikasi/count; 
            } 
        } 
} 
private void adaptiveEx() { 
        double alpha=0.01,temp,MSE,minMSE=99999.9; 
        int count; 
        for(int i=0;i<99;i++){ 
            temp=0; 
            count=0; 
            for(int 
t=0;t<this.hasilPrediksi.length;t++){ 
  // (t) pada data sama waktunya dengan (t-1) pada 
rumus hasil prediksi. 
this.Adapted_forecast[t]=data[t]+  
alpha*(this.hasilPrediksi[t]-data[t]);               
                
temp+=Math.pow(this.Adapted_forecast[t]-
data[t+1],2); 
                count+=1; 
            MSE=temp/count; 
            if(minMSE>MSE){ 
                this.fixAlpha=alpha; 
                minMSE=MSE; 
            } 
            alpha+=0.01; 
        } 
} 

























5.1.6 Implementasi proses defuzzifikasi 
Implementasi proses defuzzifikasi dapat dilihat pada Kode Program 5.9. Pada 
baris 9 sampai 31 dilakukan perhitungan selisih FLR kiri data latih dengan FLR kiri 
data uji. Baris 20 sampai 22 menunjukkan bahwa semua selisih FLR kiri data latih 
dengan uji dijumlahkan dan disimpan pada variabel (hitung_selisih). Setelah 
menghitung selisih data uji dengan semua FLR latih, pada baris 25 sampai 29 
dilakukan pencarian selisih terkecil dan menyimpannya sebagai FLR terpilih. Pada 
baris 39 penjumlahan  pusat klaster dari frekuensi FLR terpilih, baris 40 
menghitung frekuensi kemunculan kombinasi. Jika kombinasi FLR kanan kosong 
yaitu pada baris 43 sampai 46, maka sesuai Naive Forecasting Principle hasil 
prediksi sama dengan nilai pusat klaster pada FLR terpilih itu sendiri. Jika 
kombinasi FLR kanan tidak kosong, maka Pada baris 48 dilakukan perhitungan 
defuzzifikasi menggunakan jumlah pusat klaster dibagi frekuensi (sesuai dengan 

































Defuzzifikasi(Integer[][][] flr_kiri,  
Integer[] flr_kanan, int makslatih, Double[] 
pusatKlaster) { 
        this.makslatih=makslatih; 
        this.jml_klaster=7; 
        menghitungSelisih(); 
        prediksi();         
    } 
    private void menghitungSelisih() { 
        int hitung_selisih; 
        int min=9999; 
        for(int i=0;i< 
          this.flr_kiri_latih.length;i++){ 
            hitung_selisih=0; 
            for(int 
j=0;j<this.flr_kiri_latih[0].length;j++){ 
                for(int 
k=0;k<this.flr_kiri_latih[0][0].length;k++){ 
                    
hitung_selisih+=Math.abs(this.flr_kiri_latih[i][j][k] 
                                                      
-this.flr_kiri_uji[0][j][k]); 
                } 
            } 
            if(hitung_selisih<min){ 
                
this.flr_terpilih=this.flr_kanan_latih[i]; 
                min=hitung_selisih; 
            } 
        }         
    } 














































    private void prediksi() { 
        double jumlah_defuzzifikasi=0; 
        int count=0; 
        for(int i=0;i<this.jml_klaster;i++){ 
            
if(this.flr_kanan_def[this.flr_terpilih][i]!=null){ 
                
jumlah_defuzzifikasi+=this.pusatKlaster[i]; 
                count+=1;                 
            } 
        } 
        if(jumlah_defuzzifikasi==0){ 
            
this.hasilPrediksi=this.pusatKlaster[flr_terpilih]; 
        }else{ 
            
this.hasilPrediksi=jumlah_defuzzifikasi/count; 
        } 
    } 
    public double getHasilPrediksi() { 
        return hasilPrediksi; 
    }     
} 
Kode Program 5.9 (lanjutan) 
5.1.7 Implementasi proses Adaptive-Expectation pada hasil 
defuzzifikasi 
Implementasi proses adaptive-expectation pada hasil defuzzifikasi dapat 
dilihat pada Kode Program 5.10. Pada baris 3 dan 4 merupakan proses menghitung 









private void hitung() { 
        this.prediksiAkhir= 
            this.data_tmin1+(this.fixAlpha* 
           (this.hasilPrediksi-this.data_tmin1)); 
    } 
} 





















5.2 Implementasi antarmuka 
5.2.1 Antarmuka halaman input 
Halaman input atau masukan digunakan untuk melakukan pengisian data dan 
variabel yang dibutuhkan sistem untuk memprediksi curah hujan. Data yang 
berupa (.txt) dimasukkan yang akan digunakan sebagai data latih dan uji. Variabel 
yang dibutuhkan sistem diantaranya, jumlah data latih, jumlah data uji, bobot, 
dan iterasi maksimal. Antarmuka halaman input dapat dilihat pada Gambar 5.1. 
 
Gambar 5.1  Antarmuka halaman input 
5.2.2 Antarmuka halaman proses 
5.2.2.1 Antarmuka proses subinterval 
Halaman proses subinterval digunakan untuk menampilkan hasil 
perhitungan subinterval berupa Universe of Discourse dan Pusat Klaster. 
Antarmuka halaman proses subinterval dapat dilihat pada Gambar 5.2. 
 





















5.2.2.2 Antarmuka proses fuzzifikasi 
Halaman proses fuzzifikasi digunakan untuk menampilkan hasil perhitungan 
fuzzifikasi berupa hasil fuzzifikasi sesuai dengan derajat keanggotaannya. 
Antarmuka halaman proses subinterval dapat dilihat pada Gambar 5.3. 
 
 
Gambar 5.3 Antarmuka proses fuzzifikasi 
5.2.2.3 Antarmuka proses defuzzifikasi 
Halaman proses defuzzifikasi digunakan untuk menampilkan hasil 
perhitungan defuzzifikasi berupa hasil prediksi dan MSE. Hasil prediksi, variabel-
variabel input, dan MSE dapat disimpan sebagai data  dalam pengujian. 
Antarmuka halaman proses defuzzifikasi dapat dilihat pada Gambar 5.4. 
 





















5.2.3 Antarmuka halaman pengujian 
5.2.3.1 Antarmuka pengujian jumlah data latih 
Halaman pengujian jumlah data latih digunakan untuk menampilkan hasil 
pengujian data latih berupa Tabel. Antarmuka halaman pengujian data latih dapat 
dilihat pada Gambar 5.5. 
 
 
Gambar 5.5 Antarmuka pengujian jumlah data latih 
5.2.3.2 Antarmuka pengujian jumlah data uji 
Halaman pengujian jumlah data uji digunakan untuk menampilkan hasil 
pengujian data uji berupa Tabel. Antarmuka halaman pengujian data uji dapat 
dilihat pada Gambar 5.5. 
 





















5.2.3.3 Antarmuka pengujian bobot 
Halaman pengujian bobot digunakan untuk menampilkan hasil pengujian 
bobot berupa Tabel. Antarmuka halaman pengujian bobot dapat dilihat pada 
Gambar 5.7. 
 
Gambar 5.7 Antarmuka pengujian bobot 
5.2.3.4 Antarmuka pengujian iterasi maksimal 
Halaman pengujian iterasi maksimal digunakan untuk menampilkan hasil 
pengujian iterasi maksimal berupa Tabel. Antarmuka halaman pengujian data uji 
dapat dilihat pada Gambar 5.8. 
 























BAB 6 PENGUJIAN DAN ANALISIS 
Pembahasan tentang hasil pengujian beserta analisis dari implementasi 
prediksi curah hujan menggunakan metode Adaptive-Expectation based Multi-
Attribute Fuzzy Time Series berada pada bab ini. 
6.1 Sistematika pengujian 
Sistematika pengujian penelitian ini berdasarkan atas skenario pengujian 
yang tercantum pada bab 3, yaitu pengujian pada 4 variabel masukan. Variabel 
masukan yang diuji yaitu pengujian jumlah data latih, pengujian jumlah data uji, 
pengujian bobot, dan pengujian iterasi maksimal. Pengujian tersebut 
menggunakan nilai Mean Square Error (MSE) sebagai tolak ukur pengaruh 
variabel- variabel tersebut terhadap hasil prediksi. 
6.2 Hasil dan analisis pengujian 
Untuk mengetahui pengaruh suatu variabel masukan terhadap nilai MSE dari 
hasil prediksi, pengujian dilakukan menggunakan nilai yang berbeda dari variabel 
tersebut dan variabel lainnya bernilai tetap pada setiap pengujiannya. Pengujian 
dari suatu nilai variabel dilakukan sebanyak 5 kali dan mengambil nilai rata-rata 
MSE dari pengujian nilai tersebut. Berikut merupakan hasil dan analisis pengujian 
setiap variabel sesuai dengan skenario pengujian. 
6.2.1 Pengujian pengaruh jumlah data latih terhadap nilai MSE 
Pengujian jumlah data latih ini menggunakan data dasarian dimulai dari 
tahun 2010 sampai 2013 sebagai jumlah data latih yang berubah. Sedangkan 
variabel lain bernilai tetap yaitu jumlah data uji sebesar 36 data tahun 2014, bobot 
bernilai 2, dan iterasi maksimal bernilai 3. Penambahan jumlah data latih yaitu 1 
tahun, 2 tahun, 3 tahun, dan 4 tahun sebelumnya dari data uji tahun 2014. 
Penambahan data tersebut sebesar 36 data karena dalam setahun terdapat 36 
data dasarian. Hasil pengujian data latih dapat dilihat pada Tabel 6.1. 




Pengujian ke- (MSE) Rata-Rata 




36 38.971 41.619 37.388 37.667 41.485 39.4265 15 
72 35.222 35.578 34.978 36.141 36.306 35.6456 15 
108 35.696 35.499 34.857 36.029 34.860 35.3885 15 





















Dari hasil pengujian yang ditunjukkan pada Tabel 6.1, terjadi perubahan MSE 
ketika jumlah data latih bertambah. Perubahan nilai MSE pada pengujian data 
latih dapat dilihat dalam bentuk grafik yang ditunjukkan Gambar 6.1.  
 
Gambar 6.1 Grafik hasil pengujian pengaruh jumlah data latih terhadap MSE 
Dari grafik menunjukkan nilai MSE terhadap jumlah data latih memiliki 
trendline menurun. Semakin besar jumlah data latih yang digunakan, semakin 
kecil nilai MSE yang dihasilkan. Dari grafik 6.1 didapatkan nilai MSE terbaik dengan 
menggunakan 144 data latih. 
6.2.2 Pengujian pengaruh jumlah data uji terhadap nilai MSE 
Pengujian jumlah data uji ini menggunakan data dasarian dimulai dari 36 
sampai 144 data uji dengan penambahan sebesar 36 data pada setiap tahap 
ujinya. Sedangkan variabel lain bernilai tetap yaitu jumlah data latih sebesar 36 
data, bobot bernilai 2, dan iterasi maksimal bernilai 3. Penambahan setiap tahap 
pengujiannya sebesar 36 data karena dalam setahun terdapat 36 data dasarian. 
Hasil pengujian data uji dapat dilihat pada Tabel 6.2. 




Pengujian ke- (MSE) Rata-Rata 




36 38.750 36.840 38.188 39.977 38.398 38.430 15 
72 37.287 37.566 38.870 41.384 41.518 39.325 24 
108 45.804 45.517 47.170 45.732 46.366 46.117 31 



































Dari hasil pengujian yang ditunjukkan pada Tabel 6.2, terjadi perubahan MSE 
ketika jumlah data uji bertambah. Perubahan nilai MSE pada pengujian data uji 
dapat dilihat dalam bentuk grafik yang ditunjukkan Gambar 6.2. 
 
Gambar 6.2 Grafik hasil pengujian jumlah data uji terhadap MSE 
Dari grafik menunjukkan nilai MSE terhadap jumlah data uji memiliki 
trendline naik namun tidak selalu naik dalam setiap penambahan jumlah data. Hal 
ini disebabkan oleh berubahnya jumlah data uji, data aktual, dan hasil prediksi 
pada perhitungan MSE. Sedangkan pada pengujian variabel lain, hanya hasil 
prediksi yang berubah pada proses perhitungan MSE. Dari hasil pengujian jumlah 
data uji didapatkan 36 data terbaik sebagai data uji, yang ditunjukkan dengan nilai 
MSE paling sedikit dan lama komputasi terkecil. 
6.2.3 Pengujian pengaruh bobot terhadap nilai MSE 
Pengujian variabel bobot ini menggunakan nilai yang berbeda yaitu dimulai 
dari 2 sampai 5 dengan penambahan sebesar 1 pada setiap tahap ujinya. 
Sedangkan variabel lain bernilai tetap yaitu 36 data latih, 36 data uji, dan iterasi 
maksimal bernilai 3. Hasil pengujian bobot dapat dilihat pada Tabel 6.3. 
Tabel 6.3 Pengujian bobot 
Bobot 
Pengujian ke- (MSE) Rata-Rata 




2 40.438 35.180 39.759 38.063 38.463 38.381 15 
3 36.043 36.043 36.043 36.043 36.043 36.043 15 
4 36.043 36.043 36.043 36.043 36.043 36.043 15 

































Dari hasil pengujian yang ditunjukkan pada Tabel 6.3, terjadi perubahan MSE 
ketika bobot bertambah. Perubahan nilai MSE pada pengujian bobot dapat dilihat 
dalam bentuk grafik yang ditunjukkan Gambar 6.3. 
 
Gambar 6.3 Grafik hasil pengujian bobot terhadap MSE 
Dari grafik menunjukkan nilai MSE terhadap bobot memiliki trendline 
menurun dan bernilai tetap yaitu 36,043 pada bobot bernilai 3 ke atas. Semakin 
besar jumlah bobot yang digunakan, semakin kecil nilai MSE yang dihasilkan. Dari 
grafik 6.3 didapatkan nilai MSE terbaik menggunakan bobot dengan nilai 3. 
6.2.4 Pengujian pengaruh iterasi maksimal terhadap nilai MSE 
Pengujian variabel iterasi maksimal ini menggunakan nilai yang berbeda yaitu 
dimulai dari 3 sampai 10 dengan penambahan sebesar 1 pada setiap tahap ujinya. 
Sedangkan variabel lain bernilai tetap yaitu 36 data latih, 36 data uji, dan bobot 
bernilai 2. Hasil pengujian bobot dapat dilihat pada Tabel 6.4. 
Tabel 6.4 Pengujian Iterasi maksimal 
Iterasi 
Maksimal 
Pengujian ke- (MSE) Rata-Rata 




3 39.288 39.667 41.872 38.024 37.560 39.2822 16 
4 33.475 39.884 38.432 35.261 39.872 37.3848 15 
5 36.980 39.761 34.173 35.686 36.626 36.6452 15 
6 35.622 35.377 32.845 39.640 38.828 36.4624 15 
7 36.881 39.660 34.074 35.085 36.823 36.5046 15 
8 35.562 35.277 32.795 39.550 38.718 36.3804 18 
9 33.352 39.482 38.321 35.140 39.621 37.1832 18 
10 39.974 39.987 38.422 36.863 33.576 37.7644 18 






























Dari hasil pengujian yang ditunjukkan pada Tabel 6.4, terjadi perubahan MSE 
ketika iterasi maksimal bertambah. Perubahan nilai MSE pada pengujian bobot 
dapat dilihat dalam bentuk grafik yang ditunjukkan Gambar 6.4. 
 
Gambar 6.4 Grafik hasil pengujian iterasi maksimal terhadap MSE 
Dari grafik menunjukkan nilai MSE terhadap iterasi maksimal memiliki 
trendline menurun dan mendekati konvergen pada data ke 6 sampai 8, sedangkan 
pada iterasi ke 9 sampai 10 menunjukkan trendline naik. Dari grafik 6.3 didapatkan 
nilai MSE terbaik menggunakan iterasi maksimal dengan nilai 8 karena iterasi 
selanjutnya menunjukkan trendline nilai MSE bertambah. 
6.2.5 Pengujian validasi sistem 
Pengujian validasi sistem dilakukan sebanyak 5 kali uji coba dengan 4 data 
yang berbeda menggunakan kombinasi dari variable terbaik yang telah 
didapatkan dari pengujian sebelumnya. Keempat data tersebut adalah data tahun 
2010 sampai 2014 dari kecamatan Puspo, Sumber, Tosari, dan Tutur. Hasil 
pengujian validasi sistem dapat dilihat pada Tabel 6.5. 
Tabel 6.5 Pengujian validasi sistem 
Kecamatan 
Uji ke- Rata-Rata 




Puspo 37.314 37.314 37.314 37.314 37.314 37,314 38 
Sumber  35.053 35.053 35.053 35.053 35.053 35.053 39 
Tosari 28.047 28.047 28.047 28.047 28.047 28.047 37 









































Dari hasil pengujian yang ditunjukkan pada Tabel 6.5, terjadi perubahan MSE 
ketika data yang digunakan berbeda. Perubahan nilai MSE pada pengujian bobot 
dapat dilihat dalam bentuk grafik yang ditunjukkan Gambar 6.5. 
 
Gambar 6.5 Grafik hasil pengujian validasi sistem 
Dari grafik pada Gambar 6.5 menunjukkan nilai MSE berbeda-beda untuk 
setiap kecamatan. Perbedaan MSE yang ditunjukkan grafik cukup stabil dengan 
jarak tidak terlalu jauh walaupun menggunakan data yang berbeda. Oleh karena 
itu sistem prediksi curah hujan menggunakan Adaptive-Expectation based Multi-



































BAB 7 PENUTUP 
Bab penutup terdiri dari sub bab kesimpulan dan saran.  Sub bab kesimpulan 
berisi hasil penelitian yang dilakukan dengan menjawab semua rumusan masalah 
yang telah ditetapkan pada bab satu. Sedangkan saran berisi tentang 
pertimbangan untuk tujuan pengembangan lebih lanjut terkait dengan penelitian 
ini. 
7.1 Kesimpulan 
Kesimpulan yang dapat diambil dari penelitian prediksi curah hujan 
menggunakan metode Adaptive-Expectation based Multi-Attribute Fuzzy Time 
Series adalah sebagai berikut. 
1. Berdasarkan hasil implementasi prediksi curah hujan menggunakan metode 
Adaptive-Expectation based Multi-Attribute Fuzzy Time Series menggunakan 
urutan langkah sebagai berikut, langkah pertama membentukan subinterval 
dengan mencari nilai Universe of Discourse, standar deviasi, perhitungan pusat 
klaster, dan menentukan batas subinterval, langkah kedua yaitu 
membentukan himpunan fuzzy, langkah ketiga yaitu proses fuzzifikasi data, 
langkah keempat yaitu membentuk Fuzzy Logic Relationship, langkah kelima 
yaitu mencari nilai alpha terbaik dari prediksi data latih, langkah keenam yaitu 
defuzzifikasi data uji, dan langkah ketujuh yaitu memperbaiki prediksi data uji 
menggunakan nilai alpha Adaptive-Expectation. 
2. Berdasarkan hasil pengujian prediksi curah hujan menggunakan metode 
Adaptive-Expectation based Multi-Attribute Fuzzy Time Series, maka 
disimpulkan bahwa sistem cukup baik untuk memprediksi curah hujan tahun 
2014 di empat kecamatan yaitu Puspo dengan nilai MSE (37.3140), Sumber 
dengan nilai MSE (35.0530), Tosari dengan nilai MSE (28.0470), dan Tutur 
dengan nilai MSE (30.5960). 
7.2 Saran 
Prediksi curah hujan menggunakan Adaptive-Expectation based Multi-
Attribute Fuzzy Time Series pada penelitian ini masih memiliki ruang untuk 
pengembangan ataupun variasi untuk penelitian selanjutnya yaitu sebagai berikut 
1. Menambahkan atribut pendukung yang mempengaruhi hasil prediksi 
curah hujan. Pada penelitian ini menggunakan empat atribut curah 
hujan, suhu, kelembaban udara, dan lama penyinaran matahari. 
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