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IDEAL CLASSES OF THREE DIMENSIONAL ARTIN-SCHELTER
REGULAR ALGEBRAS
KOEN DE NAEGHEL AND MICHEL VAN DEN BERGH
Abstract. We determine the possible Hilbert functions of graded rank one
torsion free modules over three dimensional Artin-Schelter regular algebras. It
turns out that, as in the commutative case, they are related to Castelnuovo
functions. From this we obtain an intrinsic proof that the space of torsion free
rank one modules on a non-commutative P2 is connected. A different proof of
this fact, based on deformation theoretic methods and the known commutative
case has recently been given by Nevins and Stafford [30]. For the Weyl algebra
it was proved by Wilson [40].
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1. Introduction and main results
In most of this paper we work over an algebraically closed field k. Put A =
k[x, y, z]. We view A as the homogeneous coordinate ring of P2.
Let Hilbn(P
2) be the Hilbert scheme of zero-dimensional subschemes of degree
n in P2. It is well known that this is a smooth connected projective variety of
dimension 2n.
Let X ∈ Hilbn(P
2) and let IX ⊂ OP2 be the ideal sheaf of X . Let IX be the
graded ideal associated to X
IX = Γ∗(P
2, IX) = ⊕lΓ(P
2, IX(l))
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The graded ring A(X) = A/IX is the homogeneous coordinate ring of X . Let hX
be its Hilbert function:
hX : N→ N : m 7→ dimk A(X)m
The function hX is of considerable interest in classical algebraic geometry as hX(m)
gives the number of conditions for a plane curve of degree m to contain X . It is
easy to see that hX(m) = n for m ≫ 0, but for small values of m the situation is
more complicated (see Example 1.2 below).
A characterization of all possible Hilbert functions of graded ideals in k[x1, . . . , xn]
was given by Macaulay in [28]. Apparently it was Castelnuovo who first recognized
the utility of the difference function (see [16])
sX(m) = hX(m)− hX(m− 1)
Since hX is constant in high degree one has sX(m) = 0 for m ≫ 0. It turns out
that sX is a so-called Castelnuovo function [16] which by definition has the form
(1.1) s(0) = 1, s(1) = 2, . . . , s(σ−1) = σ and s(σ−1) ≥ s(σ) ≥ s(σ+1) ≥ · · · ≥ 0.
for some integer σ ≥ 0.
It is convenient to visualize a Castelnuovo function using the graph of the stair-
case function
Fs : R→ N : x 7→ s(⌊x⌋)
and to divide the area under this graph in unit cases. We will call the result
a Castelnuovo diagram. The weight of a Castelnuovo function is the sum of its
values, i.e. the number of cases in the diagram.
In the sequel we identify a function f : Z → C with its generating function
f(t) =
∑
n f(n)t
n. We refer to f(t) as a polynomial or a series depending on
whether the support of f is finite or not.
Example 1.1. s(t) = 1 + 2t+ 3t2 + 4t3 + 5t4 + 5t5 + 3t6 + 2t7 + t8 + t9 + t10 is a
Castelnuovo polynomial of weight 28. The corresponding diagram is
It is known [16, 20, 24] that a function h is of the form hX for X ∈ Hilbn(P
2) if
and only of h(m) = 0 for m < 0 and h(m)− h(m− 1) is a Castelnuovo function of
weight n.
Example 1.2. Assume n = 3. In that case there are two Castelnuovo diagrams
These distinguish whether the points in X are collinear or not. The corresponding
Hilbert functions are
1, 2, 3, 3, 3, 3, . . . and 1, 3, 3, 3, 3, 3, . . .
where, as expected, a difference occurs in degree one.
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Our aim in this paper is to generalize the above results to the non-commutative
deformations of P2 which were introduced in [4, 5, 6, 11, 31, 32]. Let A be a three
dimensional Koszul Artin-Schelter regular algebra (see §3.2). For the purposes of
this introduction it suffices to say that A is a non-commutative graded ring which
is very similar to a commutative polynomial ring in three variables. In particular
it has the same Hilbert function and the same homological properties. Let P2q be
the corresponding non-commutative P2 (see §3.1,§3.2 below).
The Hilbert scheme Hilbn(P
2
q) was constructed in [30] (see also [17] for a some-
what less general result). The definition of Hilbn(P
2
q) is not entirely straightfor-
ward since in general P2q will have very few zero-dimensional non-commutative sub-
schemes (see [34]), so a different approach is needed. It turns out that the correct
generalization is to define Hilbn(P
2
q) as the scheme parametrizing the torsion free
graded A-modules I of projective dimension one such that
hA(m)− hI(m) = dimk Am − dimk Im = n for m≫ 0
(in particular I has rank one as A-module, see §3.3). It is easy to see that if A is
commutative then this condition singles out precisely the graded A-modules which
occur as IX for X ∈ Hilbn(P
2).
The following theorem is the main result of this paper.
Theorem A. There is a bijective correspondence between Castelnuovo polynomials
s(t) of weight n and Hilbert series hI(t) of objects in Hilbn(P
2
q), given by
(1.2) hI(t) =
1
(1− t)3
−
s(t)
1− t
Remark 1.3. By shifting the rows in a Castelnuovo diagram in such a way that they
are left aligned one sees that the number of diagrams of a given weight is equal to
the number of partitions of n with distinct parts. It is well-known that this is also
equal to the number of partitions of n with odd parts [2].
Remark 1.4. For the benefit of the reader we have included in Appendix B the list
of Castelnuovo diagrams of weight up to six, as well as some associated data.
From Theorem A one easily deduces that there is a unique maximal Hilbert
series hmax(t) and a unique minimal Hilbert series hmin(t) for objects in Hilbn(P
2
q).
These correspond to the Castelnuovo diagrams
... and
...
We will also prove:
Theorem B. Hilbn(P
2
q) is connected.
This result was recently proved for almost all A by Nevins and Stafford [30],
using deformation theoretic methods and the known commutative case. In the case
where A is the homogenization of the first Weyl algebra this result was also proved
by Wilson in [40].
We now outline our proof of Theorem B. For a Hilbert series h(t) as in (1.2)
define
Hilbh(P
2
q) = {I ∈ Hilbn(P
2
q) | hI(t) = h(t)}
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Clearly
(1.3) Hilbn(P
2
q) =
⋃
h
Hilbh(P
2
q)
We show below (Theorem 6.1) that (1.3) yields a stratification of Hilbn(P
2) into
non-empty smooth connected locally closed subvarieties. In the commutative case
this was shown by Gotzmann [22]. Our proof however is entirely different and seems
easier.
Furthermore there is a formula for dimHilbh(P
2
q) in terms of h (see Corollary
6.2.3 below). From that formula it follows that there is a unique stratum of maximal
dimension in (1.3), (which corresponds to h = hmin). In other words Hilbn(P
2
q) con-
tains a dense open connected subvariety. This clearly implies that it is connected.
To finish this introduction let us indicate how we prove Theorem A. Let M be
a torsion free graded A-module of projective dimension one (so we do not require
M to have rank one). Thus M has a minimal resolution of the form
(1.4) 0→ ⊕iA(−i)
bi → ⊕iA(−i)
ai →M → 0
where (ai), (bi) are finite supported sequences of non-negative integers. These num-
bers are called the Betti numbers of M . They are related to the Hilbert series of
M by
(1.5) hM (t) =
∑
i(ai − bi)t
i
(1− t)3
So the Betti numbers determine the Hilbert series of M but the converse is not
true as some ai and bi may be both non-zero at the same time (see e.g. Example
1.7 below).
Theorem A is an easy corollary of the following more refined result.
Theorem C. Let q(t) ∈ Z[t−1, t] be a Laurent polynomial such that qσtσ is the
lowest non-zero term of q. Then a finitely supported sequence (ai) of integers occurs
among the Betti numbers (ai), (bi) of a torsion free graded A-module of projective
dimension one with Hilbert series q(t)/(1− t)3 if and only if
(1) al = 0 for l < σ.
(2) aσ = qσ > 0.
(3) max(ql, 0) ≤ al <
∑
i≤l qi for l > σ.
This theorem is a natural complement to (1.5) as it bounds the Betti numbers
in terms of the Hilbert series.
In Proposition 4.4.1 below we show that under suitable hypotheses the graded
A-module whose existence is asserted in Theorem C can actually be chosen to be
reflexive. This means it corresponds to a vector bundle on P2q (see §3.5).
Corollary 1.5. A Laurent series h(t) = q(t)/(1− t)3 ∈ Z((t)) occurs as the Hilbert
series of a graded torsion free A-module of projective dimension one if and only if
for some σ ∈ Z
(1.6)
∑
i≤l
qi
{
> 0 for l ≥ σ
0 for l < σ
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I.e. if and only if
(1.7) q(t)/(1− t) = (1− t)2h(t) =
∑
l≥σ
plt
l
with pl > 0 for all l ≥ σ.
In the rank one case Theorem C has the following corollary
Corollary 1.6. Let h(t) = 1/(1 − t)3 − s(t)/(1 − t) where s(t) is a Castelnuovo
polynomial and let σ = maxi si (this is the same σ as in (1.1)). Then the number
of minimal resolutions for an object in Hilbh(P
2
q) is equal to∏
l>σ
[1 + min(sl−1 − sl, sl−2 − sl−1)]
This number is bigger than one if and only if there are two consecutive downward
jumps in the coefficients of s(t).
Example 1.7. Assume I ∈ Hilbn(P
2
q) has Castelnuovo diagram
By Corollary 1.6 we expect two different minimal resolutions for I. It follows from
Theorem C that these are given by
0→ A(−4)→ A(−2)2 → I → 0(1.8)
0→ A(−3)⊕A(−4)→ A(−2)2 ⊕ A(−3)→ I → 0(1.9)
In the commutative case (1.8) corresponds to 4 point in general position and (1.9)
corresponds to a configuration of 4 points among which exactly 3 are collinear.
Remark 1.8. Let M be a torsion free graded A-module of projective dimension one
and let its Hilbert series be equal to q(t)/(1 − t)3. Then Theorem C yields the
constraint 0 ≤ al < q(1) for l≫ 0 and it is easy to see that q(1) is equal to the rank
of M . Hence if M has rank one then there are only a finite number of possibilities
for its Betti numbers but this is never the case for higher rank.
It follows that in the case of rank > 1 the torsion free modules M of projective
dimension one with fixed Hilbert series are not parametrized by a finite number
of algebraic varieties. This is to be expected as we have not imposed any stability
conditions on M .
2. Notations and conventions
In this paper k is a field which is algebraically closed except in §3 where it is
arbitrary.
Except for §6.1 which is about moduli spaces and appendix A, a point of a
reduced scheme of finite type over k is a closed point and we confuse such schemes
with their set of k-points.
Some results in this paper are for rank one modules and others are for arbitrary
rank. To make the distinction clear we usually denote rank one modules by the
letter I and arbitrary rank modules by the letter M .
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3. Preliminaries
In this section k will be a field, not necessarily algebraically closed.
3.1. Non-commutative projective geometry. We recall some basic notions of
non-commutative projective geometry. For more details we refer to [8, 29, 34, 36,
35, 39].
Let A be a positively graded noetherian k-algebra. With an A-module we will
mean a graded right A-module, and we use this convention for the rest of this paper.
We write GrMod(A) (resp. grmod(A)) for the category of (resp. finitely generated)
graded A-modules. For convenience the notations HomA(−,−) and ExtA(−,−)
will refer to HomGrMod(A)(−,−) and ExtGrMod(A)(−,−). The graded Hom and
Ext groups will be written as Hom and Ext.
As usual we define the non-commutative projective scheme X = ProjA of A
as the triple (Tails(A),O, s) where TailsA is the quotient category of GrModA
modulo the direct limits of finite dimensional objects, O is the image of A in
Tails(A) and s is the automorphism M 7→ M(1) (induced by the corresponding
functor on GrMod(A)). We write Qch(X) = Tails(A) and we let coh(X) be the
noetherian objects in Qch(X). Sometimes we refer to the objects of coh(X) as
coherent “sheaves” on X . Below it will be convenient to denote objects in Qch(X)
by script letters, like M.
We write π : GrMod(A) → Tails(A) for the quotient functor. The right adjoint
ω of π is given by ωM = ⊕nΓ(X,M(n)) where as usual Γ(X,−) = Hom(O,−).
3.2. Three dimensional Artin-Schelter regular algebras. Artin-Schelter reg-
ular algebras are non-commutative algebras which satisfy many of the properties
of polynomial rings, therefore their associated projective schemes are called non-
commutative projective spaces.
Definition 3.2.1. [8] A connected graded k-algebra A is an Artin-Schelter regular
algebra of dimension d if it has the following properties:
(i) A has finite global dimension d;
(ii) A has polynomial growth, that is, there exists positive real numbers c, δ
such that dimk An ≤ cnδ for all positive integers n;
(iii) A is Gorenstein, meaning there is an integer l such that
ExtiA(kA, A)
∼=
{
Ak(l) if i = d,
0 otherwise.
where l is called the Gorenstein parameter of A.
If A is commutative then the condition (i) already implies that A is isomorphic
to a polynomial ring k[x1, . . . xn] with some positive grading.
There exists a complete classification for Artin-Schelter regular algebras of di-
mension three ([4] and later [5, 6, 37, 38]). It is known that three dimensional
Artin-Schelter regular algebras have all expected nice homological properties. For
example they are both left and right noetherian domains.
In this paper we restrict ourselves to three dimensional Artin-Schelter regular
algebras which are in addition Koszul. These have three generators and three
defining relations in degree two. The minimal resolution of k has the form
0→ A(−3)→ A(−2)3 → A(−1)3 → A→ kA → 0
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hence the Hilbert series of A is the same as that of the commutative polynomial
algebra k[x, y, z] with standard grading. Such algebras are also referred to as quan-
tum polynomial rings in three variables. The corresponding ProjA will be called a
quantum projective plane and will be denoted by P2q.
To a quantum polynomial ring in three variables A we may associate (see [5]) a
triple (E, σ,OE(1)) where E is either P
2 or a divisor of degree 3 in P2 (in which case
we call A linear resp. elliptic), OE(1) = j∗OP2(1) where j : E → P
2 is the inclusion
and σ ∈ AutE. If A is elliptic there exists, up to a scalar in k, a canonical normal
element g ∈ A3 and the factor ring A/gA is isomorphic to the twisted homogeneous
coordinate ring B = B(E,OE(1), σ) (see [6, 7, 8]).
The fact that A may be linear or elliptic presents a notational problem in §4.31
and the fact that E may be non-reduced also presents some challenges. We side
step these problems by defining C = Ered if A is elliptic and letting C be a σ
invariant line in P2 if A is linear. The geometric data (E, σ,OE(1)) then restricts
to geometric data (C, σ,OC(1)). Denote the auto-equivalence σ∗(− ⊗C OC(1)) on
Qch(C) by −⊗OC(1)σ. ForM ∈ Qcoh(C) put Γ∗(M) = ⊕lΓ(C,M⊗(OC(1)σ)⊗l)
and D = B(C,OC(1), σ)
def
= Γ∗(OC). It is easy to see that D has a natural ring
structure and Γ∗(M) is a right D-module. Furthermore it is shown in [6, Prop.
5.13] that there is a surjective map A→ D = B(C, σ,M) whose kernel is generated
by a normalizing element h.
By analogy with the commutative case we may say that P2q = ProjA contains
ProjD as a “closed” subscheme. Indeed it follows from [7, 8] that the functor
Γ∗ : Qch(C)→ GrMod(D) defines an equivalence Qch(C) ∼= Tails(D).
The inverse of this equivalence and its composition with π : GrMod(D) →
Tails(D) are both denoted by (˜−).
We define a map of non-commutative schemes [34] u : C → P2q by
u∗πM = (M ⊗A D)˜
u∗M = π(Γ∗(M)A)
We will call u∗(πM) the restriction of πM to C. Clearly u∗ is an exact functor
while u∗ is right exact.
It will be convenient below to let the shift functors −(m) on coh(C) be the ones
obtained from the equivalence coh(C) ∼= tails(D) and not the ones coming from the
embedding C ⊂ P2. I.e. M(n) =M⊗ (OC(1)σ)
⊗n.
3.3. Hilbert series. The Hilbert series of M ∈ grmod(A) is the Laurent power
series
hM (t) =
+∞∑
i=−∞
(dimkMi)t
i ∈ Z((t)).
This definition makes sense since A is right noetherian. If M ∈ coh(P2q) then
hM(t) = hωM(t) (if ωM is finitely generated).
Using a minimal resolution of M we obtain the formula
hM (t) =
qM (t)
hA(t)
(3.1)
1Note that if A is linear then P2q ∼= P
2 and we could have referred to the known commutative
case.
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where qM (t) is an integral Laurent polynomial.
We may write
(3.2) hM (t) =
r
(1− t)3
+
a
(1− t)2
+
b
1− t
+ f(t)
where r, a, b ∈ Z and f(t) ∈ Z[t−1, t]. The first coefficient r is a non-negative
number which is called the rank of M .
IfM = πM then the numbers r, a, b are determined by M. We define the rank
of M as the rank of M .
Assume I ∈ grmod(A) has rank one. We say that I is normalized if the coefficient
a in (3.2) is zero. In that case we call n = −b the invariant of I. We use the same
terminology for objects in coh(P2q). It is easy to see that if I has rank one then
there is always an unique integer l such that I(l) is normalized.
Lemma 3.3.1. Assume that I is an object in grmod(A). Then the following are
equivalent.
(1) I has rank one and is normalized with invariant n.
(2) The Hilbert series of I has the form
(3.3)
1
(1 − t)3
−
s(t)
1− t
for a polynomial s(t) with s(1) = n.
(3) dimk Am − dimk Im = n for m≫ 0.
Proof. Easy. 
If I and s(t) are as in this lemma then we write sI(t) = s(t). We also put
sI(t) = sωI(t).
3.4. Torsion free sheaves. An object in coh(P2q) or in grmod(A) is torsion if it
has rank zero. The corresponding notion of torsion free is defined in the usual way.
Proposition 3.4.1. Assume thatM ∈ coh(P2q) is torsion free. Then ωM is finitely
generated torsion free and has projective dimension one.
Proof. Assume M = πM . Without loss of generality we may assume that M is
finitely generated and torsion free. It follows from standard localization theory
that ωM is the largest extension N of M such that N/M is a union of finite length
modules. From this it easily follows M ⊂ ωM ⊂ M∗∗ where M∗ = HomA(M,A),
and hence ωM is finitely generated and torsion free. We now replace M by ωM.
In particular Ext1A(k,M) = 0.
Consider a minimal resolution of M
· · · → F2 → F1 → F0 →M → 0
By applying to it the right exact functor Ext3A(k,−) we see that Ext
1
A(k,M) = 0
implies F2 = 0 and hence M has projective dimension one. 
Corollary 3.4.2. The functors π and ω define inverse equivalences between the
full subcategories of coh(P2q) and grmod(A) with objects
{torsion free objects in coh(P2q)}
and
{torsion free objects in grmod(A) of projective dimension one}
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Proof. The only thing that remains to be shown is that if M is a torsion free object
in grmod(A) of projective dimension one then M = ωπM . But this is clear since
coker(M → ωπM) is finite dimensional and Ext1A(k,M) = 0 using the Auslander
regularity of A and the fact that pdM = 1. 
In case M ∈ grmod(A) is torsion free of rank one and normalized it turns out
that the invariant of M is non-negative [17, 30].
3.5. Line bundles and vector bundles. A module M ∈ grmod(A) is reflexive
if M∗∗ = M where M∗ = HomA(M,A) is the dual of M . Every reflexive module
is torsion free and has projective dimension one. We say that M ∈ coh(P2q) is
reflexive if this the case for ωM. If M is reflexive then it will be called a vector
bundle. If in addition it has rank one then it will be called a line bundle.
The following criterion was proved in [17, 30]
Lemma 3.5.1. Assume that A is an elliptic algebra and that in the geometric data
(E,OE(1), σ) associated to A, σ has infinite order. If M ∈ grmod(A) is torsion free
of projective dimension one then it is reflexive if and only if its restriction u∗πM
to the curve C is a vector bundle.
4. Proof of Theorem C
From now on we assume that k is algebraically closed.
4.1. Preliminaries. Throughout A will be a quantum polynomial ring in three
variables and P2q = ProjA is the associated quantum projective plane.
We will need several equivalent versions of the conditions (1-3) in the statement
of Theorem C. One of those versions is in terms of “ladders”.
For positive integers m,n consider the rectangle
Rm,n = [1,m]× [1, n] = {(α, β) | 1 ≤ α ≤ m, 1 ≤ β ≤ n} ⊂ Z
2
A subset L ⊂ Rm,n is called a ladder if
∀(α, β) ∈ Rm,n : (α, β) 6∈ L⇒ (α+ 1, β), (α, β − 1) 6∈ L
Example 4.1. The ladder below is indicated with a dotted line.
∨
>
α
β
· · · · · · · ·
· · · · · · · ·
· · · · · · · ·
· · · · ·
· · · ·
· · · ·
· · ·
· · ·
· · ·
Let (ai), (bi) be finitely supported sequences of non-negative integers. We as-
sociate a sequence S(c) of length
∑
i ci to a finitely supported sequence (ci) as
follows
. . . , i− 1, . . . , i− 1︸ ︷︷ ︸
ci−1 times
, i, . . . , i︸ ︷︷ ︸
ci times
, i+ 1, . . . , i+ 1︸ ︷︷ ︸
ci+1 times
, . . .
where by convention the left most non-zero entry of S(c) has index one.
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Let m =
∑
i ai, n =
∑
i bi and put R = [1,m]× [1, n]. We associate a ladder to
(ai), (bi) as follows
(4.1) La,b = {(α, β) ∈ R | S(a)α < S(b)β}
Lemma 4.1.1. Let (ai), (bi) be finitely supported sequences of integers and put
qi = ai − bi. The following sets of conditions are equivalent.
(1) Let qσ be the lowest non-zero qi.
(a) al = 0 for l < σ.
(b) aσ = qσ > 0.
(c) max(ql, 0) ≤ al <
∑
i≤l qi for l > σ.
(2) Let aσ be the lowest non-zero ai.
(a) The (ai), (bi) are non-negative.
(b) bi = 0 for i ≤ σ
(c)
∑
i≤l bi <
∑
i<l ai for l > σ
(3) Put m =
∑
i ai, n =
∑
i bi.
(a) The (ai), (bi) are non-negative.
(b) n < m.
(c) ∀(α, β) ∈ R : β ≥ α− 1⇒ (α, β) ∈ La,b.
Proof. The equivalence between (1) and (2) as well as the equivalence between (2)
and (3) is easy to see. We leave the details to the reader. 
4.2. Proof that the conditions in Theorem C are necessary. We will show
that the equivalent conditions given in Lemma 4.1.1(2) are necessary. The method
for the proof has already been used in [6] and also by Ajitabh in [1]. Assume that
M ∈ grmod(A) is torsion free of projective dimension one and consider the minimal
projective resolution of M .
(4.2) 0→ ⊕iA(−i)
bi → ⊕iA(−i)
ai →M → 0
There is nothing to prove for (2a) so we discuss (2b)(2c). Since (4.2) is a minimal
resolution, it contains for all integers l a subcomplex of the form
⊕i≤lA(−i)
bi φl−→ ⊕i<lA(−i)
ai
The fact that φl must be injective implies∑
i≤l
bi ≤
∑
i<l
ai
In particular, if we take l = σ this already shows that bi = 0 for i ≤ σ which
proves (2b). Finally, to prove (2c), assume that there is some l > σ such that∑
i≤l bi =
∑
i<l ai. This means that cokerφl is torsion and different from zero.
Note that ⊕i<lA(−i)ai is not zero since l > σ. We have a map
cokerφl →M
which must be zero since M is assumed to be torsion free. But this implies that
⊕i<lA(−i)ai → M is the zero map, which is obviously impossible given the mini-
mality of our chosen resolution (4.2). Thus we obtain that∑
i≤l
bi <
∑
i<l
ai
which completes the proof.
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4.3. Proof that the conditions in Theorem C are sufficient. In this section
the notations and conventions are as in §3.1,§3.2.
We will assume the equivalent conditions given in Lemma 4.1.1(3) hold. Thus
we fix finitely supported sequences (ai), (bi) of non-negative integers such that
n =
∑
i bi < m =
∑
i ai and we assume in addition that the ladder condition (3c)
is true.
Our proof of the converse of Theorem C is a suitably adapted version of [13,
p468]. It is based on a series of observations, the first one of which is the next
lemma.
Lemma 4.3.1. If M ∈ grmod(A) has a resolution (not necessarily minimal)
0→ ⊕iA(−i)
bi φ−→ ⊕iA(−i)
ai →M → 0
such that the restriction
u∗(πφ) : ⊕iOC(−i)
bi → ⊕iOC(−i)
ai
has maximal rank at every point in C then M is torsion free.
Proof. Assume that M is not torsion free and that u∗(πφ) has the stated property.
This means that u∗(πφ) is an injective map whose cokernel u∗πM is a vector bundle
on C.
Let T be the torsion submodule of M . Note first that M cannot have a submod-
ule of GK-dimension ≤ 1 as Ext1A(−, A) is zero on modules of GK-dimension ≤ 1
[6]. Hence T has pure GK-dimension two.
If T contains h-torsion then TorA1 (D,M) is not zero and in fact has GK-dimension
two. Thus u∗(πφ) is not injective, yielding a contradiction.
Assume now that T is h-torsion free. In that case T/Th is a submodule of GK-
dimension one of M/Mh. And hence u∗πT is a submodule of dimension zero of
u∗πM which is again a contradiction. 
Now note that the map
(4.3)
HomA(⊕iA(−i)
bi ,⊕iA(−i)
ai)→ HomC(⊕iOC(−i)
bi ,⊕iOC(−i)
ai) : φ 7→ u∗(πφ)
is surjective. Let H be the linear subspace of HomC(⊕iOC(−i)bi ,⊕iOC(−i)ai)
whose elements are such that the projections on HomC(OC(−i)bi ,OC(−i)ai) are
zero for all i. If we can find N ∈ H of maximal rank in every point then an arbitrary
lifting of N under (4.3) yields a torsion free A-module with Betti numbers (ai), (bi).
The elements ofH are given by matrices (hαβ)αβ for (α, β) ∈ La,b where La,b is as
in (4.1) and where the hαβ are elements of suitable non-zero HomC(OC(−i),OC(−j)).
We will look for N in the linear subspace 0H of H given by those matrices where
hαβ = 0 for β 6= α, α − 1.
To construct find N we use the next observation.
Lemma 4.3.2. For p ∈ C and N ∈ 0H let Np be the restriction of N to p and
write
0Hp = {N ∈
0H | Np has non-maximal rank}
If
(4.4) codim0H
0Hp ≥ 2 for all p ∈ C
then there exists an N in 0H which has maximal rank everywhere.
12 KOEN DE NAEGHEL AND MICHEL VAN DEN BERGH
Proof. Assume that (4.4) holds. Since (0Hp)p is a one-dimensional family of sub-
varieties of codimension ≥ 2 in 0H it is intuitively clear that their union cannot be
the whole of 0H , proving the lemma.
To make this idea precise let E1, E0 be the pullbacks of the vector bundles
⊕iOC(−i)
bi , ⊕iOC(−i)
ai to 0H ×C and let N : E1 → E0 be the vector bundle map
which is equal to Np in the point (N, p) ∈ 0H × C. Let 0H ⊂ H × C be the locus
of points x in 0H × C where Nx has non-maximal rank. It is well-known and easy
to see that 0H is closed in 0H × C. A more down to earth description of 0H is
0H = {(N, p) ∈ 0H × C | Np has non-maximal rank}
By considering the fibers of the projection 0H×C → C we see that 0H has codimen-
sion ≤ 2 in 0H × C. Hence its projection on 0H , which is
⋃
p
0Hp, has codimension
≥ 1. 
Fix a point p ∈ C and fix basis elements for the one-dimensional vector spaces
OC(−i)p. Let L be the vector spaces associated to the ladder La,b (see (4.1)) as
follows
L = {A ∈Mm×n(k) | Aαβ = 0 for (α, β) 6∈ L}
and let 0L be the subspace defined by Aαβ = 0 for β 6= α, α − 1. Then there is a
surjective linear map
φp :
0H 7→ 0L : N 7→ Np
Let V be the matrices of non-maximal rank in 0L. We have
0Hp = φ
−1
p (V )
Now by looking at the two topmost n × n-submatrices we see that for a matrix
in 0L to not have maximal rank both the diagonals β = α and β = α − 1 must
contain a zero (this is not sufficient). Using condition 4.1.1(3c) we see that V has
codimension ≥ 2 and so the same holds for 0Hp. This means we are done.
Remark 4.3.3. It is easy to see that the actual torsion free module constructed in
this section is the direct sum of a free module and a module of rank one.
4.4. A refinement.
Proposition 4.4.1. Assume that A is a elliptic and that in the geometric data
(E,OE(1), σ) associated to A, σ has infinite order. Then the graded A-module
whose existence is asserted in Theorem C can be chosen to be reflexive.
Proof. The modules that are constructed in §4.3 satisfy the criterion given in
Lemma 3.5.1, hence they are reflexive. 
5. Proof of other properties of Hilbert series
Proof of Corollary 1.5. It is easy to see that the conditions (1-3) in Theorem C
have a solution for (ai) if and only if (1.6) is true. The equivalence of (1.6) and
(1.7) is clear. 
Proof of Theorem A. Let h(t) is a Hilbert series of the form (3.3). Thus h(t) =
q(t)/(1−t)3 where q(t) = 1−(1−t)2s(t) and hence q(t)/(1−t) = 1/(1−t)−(1−t)s(t).
Thus (1.7) is equivalent to (1− t)s(t) being of the form
(1 − t)s(t) = 1 + t+ t2 + · · ·+ tσ−1 + dσt
σ + · · ·
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where di ≤ 0 for i ≥ σ. Multiplying by 1/(1− t) = 1 + t+ t2 + · · · shows that this
is equivalent to s(t) being a Castelnuovo polynomial. 
Proof of Corollary 1.6. The number of solutions to the conditions (1-3) in the state-
ment of Theorem C is∏
l>σ
(∑
i≤l
qi
)
−max(ql, 0)
 =∏
l>σ
min
(∑
i<l
qi,
∑
i≤l
qi
)
Noting that
∑
i≤l qi = 1 + sl−1 − sl finishes the proof. 
Convention 5.1. Below we will call a formal power series of the form
1
(1 − t)3
−
s(t)
1− t
where s(t) is a Castelnuovo polynomial of weight n an admissible Hilbert series of
weight n.
6. The stratification by Hilbert series
In this section we will prove the following result.
Theorem 6.1. There is a (weak) stratification into smooth, non-empty connected
locally closed sets
(6.1) Hilbn(P
2
q) =
⋃
h
Hilbh(P
2
q)
where the union runs over the (finite set) of admissible Hilbert series of weight n
and where the points in Hilbh(P
2
q) represents the points in Hilbn(P
2
q) corresponding
to objects with Hilbert series h.
Furthermore we have
(6.2) Hilbh(P
2
q) ⊂
⋃
h′≥h
Hilbh′(P
2
q)
In the decomposition (6.1) there is a unique stratum of maximal dimension 2n which
corresponds to the Hilbert series hmin(t) (see §1).
That the strata are non-empty is Theorem A. The rest of Theorem 6.1 will be a
consequence of Lemma 6.1.1, Corollary 6.2.3 and Proposition 6.3.1 below.
We refer to (6.1) as a “weak” stratification (for an ordinary stratification one
would require the inclusions in (6.2) to be equalities, which is generally not the
case).
In the commutative case Theorem 6.2 was proved by Gotzmann [22]. It is not
clear to us that Gotzmann’s method can be generalized to the non-commutative
case. In any case, the reader will notice, that our proof is substantially different.
Proof of Theorem B. This is now clear from Theorem 6.1. 
It follows from Theorem C that given a Hilbert series h(t) = q(t)/(1− t)3 there
is a unique legal choice of Betti numbers (ai)i, (bi)i such that ai and bi are not
both non-zero for all i. Namely
(6.3) (ai, bi) =
{
(qi, 0) if qi ≥ 0
(0,−qi) otherwise
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We call this the minimal Betti numbers associated to h.
We have some extra information on the strata Hilbh(P
2
q). Define Hilbh(P
2
q)
min
as the subset of Hilbh(P
2
q) consisting of objects with minimal Betti numbers.
Proposition 6.2. Hilbh(P
2
q)
min is open in Hilbh(P
2
q)
This is proved in §6.1 below.
Assume that A is elliptic and that in the geometric data (E,OE(1), σ) associated
to A, σ has infinite order. Let Hilbn(P
2
q)
inv be the reflexive objects in Hilbn(P
2
q).
This is an open subset (see [30, Theorem 8.11]).
Proposition 6.3. For all admissible Hilbert series h with weight n we have
Hilbh(P
2
q) ∩ Hilbn(P
2
q)
inv 6= ∅
Proof. This is a special case of Proposition 4.4.1. 
Remark 6.4. Consider the Hilbert scheme of points Hilbn(P
2) in the projective
plane P2. The inclusion relation between the closures of the strata of Hilbn(P
2)
has been a subject of interest in [12, 14, 15, 27]. Although in general the precise
inclusion relation is still unknown, the special case where the Hilbert series of the
strata are as close as possible is completely settled (see [18, 23]). It is a natural
to consider the same question for the varieties Hilbn(P
2
q), where one may use the
same techniques as in [18].
6.1. Moduli spaces. In this section “points” of schemes will be not necessar-
ily closed. We will consider functors from the category of noetherian k-algebras
Noeth /k to the category of sets. For R ∈ Noeth /k we write (−)R for the base
extension − ⊗ R. If x is a (not necessarily closed) point in SpecR then we write
(−)x for the base extension −⊗R k(x). We put P
2
q,R = ProjAR.
It follows from [3, Prop. 4.9(1) and 4.13] that A is strongly noetherian so AR
is still noetherian. Furthermore it follows from [9, Prop. C6] that AR satisfies the
χ-condition and finally by [9, Cor. C7] Γ(P2q,R,−) has cohomological dimension two.
An R-family of objects in coh(P2q) or grmod(A) is by definition an R-flat object
[9] in these categories.
For n ∈ N let Hilbn(P
2
q)(R) be the R-families of objects I in coh(P
2
q), modulo
Zariski local isomorphism on SpecR, with the property that for any map x ∈
SpecR, Ix is torsion free normalized of rank one in coh(P
2
q,k(x)).
The main result of [30] is that Hilbn(P
2
q) is represented by a smooth scheme
Hilbn(P
2
q) of dimension 2n (see also [17] for a special case, treated with a different
method which yields some extra information).
Warning. The reader will notice that now the set Hilbn(P
2
q)(k) = Hilbn(P
2
q)(k)
parametrizes objects in coh(P2q) rather than in grmod(A) as was the case in the
introduction. However by Corollary 3.4.2 the new point of view is equivalent to the
old one.
If h(t) is a admissible Hilbert series of weight n then Hilbh(P
2
q)(R) is the set of
R-families of torsion free graded A-modules which have Hilbert series h and which
have projective dimension one, modulo local isomorphism on SpecR. The map π
defines a map
π(R) : Hilbh(P
2
q)(R)→ Hilbn(P
2
q)(R) : I 7→ πI
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Below we will write Iu for a universal family on Hilbn(P
2
q). This is a sheaf of graded
OHilbn(P2q) ⊗A-modules on Hilbn(P
2
q).
Lemma 6.1.1. The map π(k) is an injection which identifies Hilbh(P
2
q)(k) with
{x ∈ Hilbn(P
2
q)(k) | hIux = h}
This is a locally closed subset of Hilbn(P
2
q)(k). Furthermore
(6.4) Hilbh(P
2
q)(k) ⊂
⋃
h′≥h
Hilbh′(P
2
q)(k)
Proof. The fact that π(k) is an injection and does the required identification follows
from Corollary 3.4.2.
For any N ≥ 0 we have by Corollary A.3 that
Hilbh,N (P
2
q)(k) = {x ∈ Hilbn(P
2
q)(k) | hIux (n) = h(n) for n ≤ N}
is locally closed in Hilbn(P
2
q)(k). By Theorem A we know that only a finite num-
ber of Hilbert series occur for objects in Hilbn(P
2
q)(k). Thus Hilbh,N(P
2
q)(k) =
Hilbh(P
2
q)(k) for N ≫ 0. (6.4) also follows easily from semi-continuity. 
Now let Hilbh(P
2
q) be the reduced locally closed subscheme of Hilbn(P
2
q) whose
closed points are given by Hilbh(P
2
q)(k). We then have the following result.
Proposition 6.1.2. Hilbh(P
2
q) represents the functor Hilbh(P
2
q).
Before proving this proposition we need some technical results. The following is
proved in [30]. For the convenience of the reader we put the proof here.
Lemma 6.1.3. Assume that I, J are R-families of objects in coh(P2q) with the
property that for any map x ∈ SpecR, Ix is torsion free of rank one in coh(P
2
q,k(x)).
Then I, J represent the same object in Hilbn(P
2
q)(R) if and only if there is an
invertible module l in Mod(R) such that
J = l⊗R I
Proof. Let I be as in the statement of the lemma. We first claim that the natural
map
(6.5) R→ End(I)
is an isomorphism. Assume first that f 6= 0 is in the kernel of (6.5). Then the
flatness of I implies I ⊗R Rf = 0. This implies that Ix = I ⊗R k(x) = 0 for some
x ∈ SpecR and this is a contradiction since by definition Ix 6= 0.
It is easy to see (6.5) is surjective (in fact an isomorphism) when R is a field. It
follows that for all x ∈ SpecR
End(I)⊗R k(x)→ End(I ⊗R k(x))
is surjective. Then it follows from base change (see [30, Thm 4.3(1)(4)]) that
End(I) ⊗R k(x) is one dimensional and hence (6.5) is surjective by Nakayama’s
lemma.
Now let I, J be as in the statement of the lemma and assume they represent
the same element of Hilbn(P
2
q)(R), i.e. they are locally isomorphic. Put
l = Hom(I,J )
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It is easy to see that l has the required properties since this may be checked locally
on SpecR and then we may invoke the isomorphism 6.5. 
Lemma 6.1.4. Assume that R is finitely generated and let P0, P1 be finitely gen-
erated graded free AR-modules. Let N ∈ HomA(P1, P0). Then
V = {x ∈ SpecR | Nx is injective with torsion free cokernel}
is open. Furthermore the restriction of cokerN to V is R-flat.
Proof. We first note that the formation of V is compatible with base change. It is
sufficient to prove this for an extension of fields. The key point is that if K ⊂ L
is an extension of fields and M ∈ grmod(AK) then M is torsion free if and only if
ML is torsion free. This follows from the fact that if D is the graded quotient field
of AK then M is torsion free if and only if the map M →M ⊗AK D is injective.
To prove openness of V we may now assume by [3, Theorem 0.5] that R is a
Dedekind domain (not necessarily finitely generated).
Assume K = kerN 6= 0. Since gl dimR = 1 we deduce that the map K → P1 is
degree wise split. Hence Nx is never injective and the set V is empty.
So we assume K = 0 and we let C = cokerN . Let T0 be the R-torsion part
of C. Since AR is noetherian T0 is finitely generated. We may decompose T0
degree wise according to the maximal ideals of R. Since it is clear that this yields a
decomposition of T0 as AR-module it follows that there can be only a finite number
of points in the support of T0 as R-module.
If x ∈ SpecR is in the support of T0 as R-module then Tor
R
1 (C, k(x)) 6= 0 and
hence Nx is not injective. Therefore x /∈ V . By considering an affine covering of
the complement of the support of T0 as R-module we reduce to the case where C
is torsion free as R-module.
Let η be the generic point of SpecR and assume that Cη has a non-zero torsion
submodule Tη. Put T = Tη ∩ C. Since R is Dedekind the map T → C is degree
wise split. Hence Tk(x) ⊂ Ck(x) and so Ck(x) will always have torsion. Thus V is
empty.
Assume Tη = 0. It is now sufficient to construct an non-empty open U in SpecR
such that U ⊂ V . We have an embedding C ⊂ C∗∗. Let Q be the maximal AR
submodule of C∗∗ containing C such that such that Q/C is R-torsion. Since Q/C
is finitely generated it is supported on a finite number of closed points of SpecR
and we can get rid of those by considering an affine open of the complement of
those points.
Thus we may assume that C∗∗/C is R-torsion free. Under this hypothesis we
will prove that Cx is torsion free for all closed points x ∈ SpecR. Since we now
have an injection Cx → (C∗∗)x it is sufficient to prove that (C∗∗)x is torsion free.
To this end we way assume that R is a discrete valuation ring and x is the closed
point of SpecR.
Let Π be the uniformizing element of R and let T1 be the torsion submodule of
(C∗∗)x. Assume T1 6= 0 and let Q be its inverse image in C
∗∗. Thus we have an
exact sequence
(6.6) 0→ ΠC∗∗ → Q→ T1 → 0
which is cannot be split since otherwise T1 ⊂ C∗∗ which is impossible.
We now apply (−)∗ to (6.6). Using Ext1AR(T1, AR) = HomAx(T1, Ax) = 0 we
deduce Q∗ = C∗∗∗ = C∗. Applying (−)∗ again we deduce Q∗∗ = C∗∗ and hence
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the map Q → Q∗∗ ∼= C∗∗ gives a splitting of (6.6), which is a contradiction. This
finishes the proof of the openness of V .
The flatness assertion may be checked locally. So we may assume that R is a
local ring with closed point x and x ∈ V . Thus for any m we have a map between
free R-modules (P1)m → (P0)m which remains injective when tensored with k(x).
A standard application of Nakayama’s lemma then yields that the map is split, and
hence its cokernel is projective. 
Lemma 6.1.5. Assume I ∈ Hilbh(P
2
q)(R) and x ∈ SpecR. Then there exist:
(1) an element r ∈ R with r(x) 6= 0;
(2) a polynomial ring S = k[x1, . . . , xn];
(3) a point y ∈ SpecS;
(4) an element s ∈ S with s(y) 6= 0;
(5) a homomorphism of rings φ : Ss → Rr such that φ(x) = y (where we also
have written φ for the dual map SpecRr → SpecSs);
(6) an object I(0) in Hilbh(P
2
q)(Ss) such that I
(0) ⊗Ss Rr = I ⊗S Ss.
Proof. By hypotheses I has a presentation
0→ P1 → P0 → I → 0
where P0, P1 are finitely graded projective AR-modules. It is classical that we have
P0 ∼= p0⊗RA, P1 ∼= p1⊗RA where p0, p1 are finitely generated graded projective R-
modules. By localizing R at an element which is non-zero in x we may assume that
P0, P1 are graded free AR-modules. After doing this N is given by a p× q-matrix
with coefficients in AR for certain p, q.
Then by choosing a k-basis for A and writing out the entries of N in terms of this
basis with coefficients in R we may construct a polynomial ring S = k[x1, . . . , xn]
together with a morphism S → R and a p× q-matrix N (0) over AS such that N is
obtained by base-extension from N (0). Thus I is obtained by base-extension from
the cokernel I(0) of a map
N (0) : P
(0)
1 −→ P
(0)
0
where P
(0)
1 , P
(0)
0 are graded free AS-modules. Let y be the image of x in SpecS.
By construction we have Ix = I
(0)
y ⊗k(y) k(x). From this it easily follows that
I
(0)
y ∈ Hilbh(k(y)).
The module I(0) will not in general satisfy the requirements of the lemma but
it follows from Lemma 6.1.4 that this will be the case after inverting a suitable
element in S non-zero in y. This finishes the proof. 
Proof of Proposition 6.1.2. Let R ∈ Noeth /k. We will construct inverse bijections
Φ(R) : Hilbh(P
2
q)(R)→ Hom(SpecR,Hilbh(P
2
q))
Ψ(R) : Hom(SpecR,Hilbh(P
2
q))→ Hilbh(P
2
q)(R)
We start with Ψ. For w ∈ Hom(SpecR,Hilbh(P
2
q)) we put
Ψ(R)(w) = ω(IuR) =
⊕
m
Γ(P2q,R, I
u
R(m))
We need to show that ω(IuR) ∈ Hilbh(P
2
q)(R). It is clear that this can be done
Zariski locally on SpecR. Therefore we may assume that w factors as
SpecR→ SpecS → Hilbh(P
2
q)
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where SpecS is an affine open subset of Hilbh(P
2
q).
Now by lemma 6.1.1
SpecS → N : x 7→ dimk Γ(P
2
q,x, I
u
x (m))
has constant value h(m) and hence by Corollary A.4 below Γ(P2q,S , I
u
S(m)) is a
projective S-module and furthermore by [9, Lemma C6.6].
Γ(P2q,x, I
u
x (m)) = Γ(P
2
q,S , I
u
S(m))⊗S k(x)
Γ(P2q,R, I
u(m)R) = Γ(P
2
q,S , I
u
S(m))⊗S R
for x ∈ SpecS. We deduce that ω(IuS) is flat and furthermore
ω(IuS)x = ω(I
u
x )
ω(IuS)R = ω(I
u
R)
Using the first equation we deduce from Corollary 3.4.2 and Nakayama’s lemma
that ω(IuS) has projective dimension one. Thus ω(I
u
S) ∈ Hilbh(P
2
q)(S). From the
second equation we then deduce ω(IuR) ∈ Hilbh(P
2
q)(R).
Now we define Φ. Let I ∈ Hilbh(R). We define Φ(R)(I) as the map w : SpecR→
Hilbn(P
2
q) corresponding to ΠI. I.e. formally
πI = Iuw ⊗R l
where l is an invertible R module and where this time we have made the base change
map w explicit in the notation. We need to show that imw lies in Hilbh(P
2
q). Again
we may do this locally on SpecR. Thus by lemma 6.1.5 we may assume that there
is a map θ : S → R where S is integral and finitely generated over k and I is
obtained from I(0) ∈ Hilbh(S) by base change. Let v : SpecS → Hilbn(P
2
q) be the
map corresponding to I(0). An elementary computation shows that vθ = w. In
other words it is sufficient to check that im v ⊂ Hilbh(P
2
q). But since S is integral
of finite type over k it suffices to check this for k-points. But then it follows from
Lemma 6.1.1.
We leave to the reader the purely formal computation that Φ and Ψ are each
others inverse. 
Proof of Proposition 6.2. Let (ai)i, (bi)i be minimal Betti numbers corresponding
to h. Let Iu be the universal family on Hilbh(P
2
q). Then it is easy to see that
Hilbh(P
2
q)
min = {x ∈ Hilbh(P
2
q) | ∀i : dimk(x)(I
u
x ⊗Ax k(x))i = ai}
It follows from Lemma A.1 below that this defines an open subset. 
6.2. Dimensions. Below a point will again be be closed point.
Lemma 6.2.1. Let I ∈ Hilbh(P
2
q). Then canonically
TI(Hilbh(P
2
q))
∼= Ext1A(I, I)
Proof. If F is a functor from (certain) rings to sets and x ∈ F(k) then the tangent
space Tx(F) is by definition the inverse image of x under the map
F(k[ǫ]/(ǫ2))→ F(k)
which as usual is canonically a k-vector space. If F is represented by a scheme F
then of course Tx(F) = Tx(F ).
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The proposition follows from the fact that if I ∈ Hilbh(P
2
q)(k) then the tangent
space TI(Hilbh(P
2
q)) is canonically identified with Ext
1
A(I, I) (see [9, Prop. E1.1]).

We now express dimk Ext
1
A(I, I) in terms of sI(t).
Proposition 6.2.2. Let I ∈ Hilbh(P
2) and assume I 6= A. Let sI(t) be the Castel-
nuovo polynomial of I. Then we have
dimk Ext
1
A(I, I) = 1 + n+ c
where n is the invariant of I and c is the constant term of
(6.7) (t−1 − t−2)sI(t
−1)sI(t)
In particular this dimension is independent of I.
Corollary 6.2.3. Hilbh(P
2
q) is smooth of dimension 1 + n+ c where c is as in the
previous theorem.
Proof. This follows from the fact that the tangent spaces of Hilbh(P
2
q) have constant
dimension 1 + n+ c. 
Proof of Proposition 6.2.2. We start with the following observation.∑
i
(−1)ihExti
A
(M,N)(t) = hM (t
−1)hN (t)(1 − t
−1)3
for M,N ∈ grmod(A). This follows from the fact that both sides a additive on
short exact sequences, and they are equal for M = A(−i), N = A(−j).
Applying this withM = N = I and using the fact that pd I = 1, HomA(I, I) = k
we obtain that dimk Ext
1
A(I, I) is the constant term of
1− h(t−1)h(t)(1 − t−1)3 = 1− (1− t−1)3
(
1
(1− t−1)3
−
s(t−1)
1− t−1
)(
1
(1 − t)3
−
s(t)
1− t
)
= 1−
1
(1− t)3
+
s(t)
1− t
+
t−2s(t−1)
1− t
− t−2(1− t)s(t−1)s(t)
(where we dropped the index “I”). Introducing the known constant terms finishes
the proof. 
Corollary 6.2.4. Let I ∈ Hilbn(P
2
q) and I = ωI. Then
(6.8) min(n+ 2, 2n) ≤ dimk Ext
1
A(I, I) ≤ 2n
with equality on the left if and only if hI(t) = hmax(t) and equality on the right if
and only if hI(t) = hmin(t) (see §1).
Proof. Since the case n = 0 is obvious we assume below n ≥ 1. We compute the
constant term of (6.7). Put s(t) = sI(t) =
∑
sit
i. Thus the sought constant term
is the difference between the coefficient of t and the coefficient of t2 in s(t−1)s(t).
This difference is ∑
j−i=1
sisj −
∑
j−i=2
sisj
which may be rewritten as∑
j
sj+1sj −
∑
j
sj+2sj =
∑
j
sjsj−1 −
∑
j
sjsj−2 =
∑
j
sj(sj−1 − sj−2)
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Now we always have sj−1 − sj−2 ≤ 1 and s−1 − s−2 = 0. Thus∑
j
sj(sj−1 − sj−2) ≤ −1 +
∑
j
sj = n− 1
which implies dimk Ext
1
A(I, I) ≤ 2n by Proposition 6.2.2, and we will clearly have
equality if and only if sj−1 − sj−2 = 1 for j > 0 and sj 6= 0. This is equivalent to
s(t) being of the form
1 + 2t+ 3t2 + · · ·+ (u− 1)tu + vtu+1
for some integers u > 0 and v ≥ 0. This in turn is equivalent with hI(t) being equal
to hmin(t). This proves the upper bound of (6.8).
Now we prove the lower bound. Since sI(t) is a Castelnuovo polynomial it has
the form
s(t) = 1 + 2t+ 3t2 + . . .+ σtσ−1 + sσt
σ + sσ+1t
σ+1 + . . .
where
σ ≥ sσ ≥ sσ+1 ≥ . . .
We obtain
c =
∑
j
sj(sj+1 − sj+2)
= −(1 + 2 + 3 + . . .+ (σ − 2)) +
∑
j≥σ−2
sj(sj+1 − sj+2)
We denote the subsequence obtained by dropping the zeros from the sequence of
non-negative integers (sj+1 − sj+2)j≥σ−2 by e1, e2, . . . , er. Note that
∑
i ei = σ.
We get
c ≥− (1 + 2 + 3 + . . .+ (σ − 2))
+ (σ − δ)e1 + (σ − e1)e2 + . . .+ (σ − e1 − . . .− er−1)er
where δ = 1 if sσ < σ and 0 otherwise. Now we have that
(σ − e1 − · · · − er−1)er = erer ≥ 1 + · · ·+ er
(σ − e1 − · · · − er−2)er−1 = (er−1 + er)er−1 ≥ (1 + er) + · · ·+ (er−1 + er)
...
(σ − e1)e2 = (e2 + · · ·+ er)e2 ≥ (1 + e3 + · · ·+ er) + · · ·+ (e2 + · · ·+ er)
σe1 = (e1 + · · ·+ er)e1 ≥ (1 + e2 + · · ·+ er) + · · ·+ (e1 + · · ·+ er)
hence
c ≥ 2σ − 1− δe1
Hence c ≥ 0 and c = 0 if and only if σ = 1, r = 1 and δ = 1, so if and only if
sI(t) = 1. In that case, the invariant n of I is 1. If n > 1 then c ≥ 1 which proves
the lower bound of (6.8) by Proposition 6.2.2. Clearly c = 1 if and only if σ = 1
and r = 1, which is equivalent with hI(t) being equal to hmax(t). 
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Remark 6.2.5. The fact that dimk Ext
1
A(I, I) ≤ 2n can be shown directly. Indeed
from the formula
Ext1Tails(A)(I, I)
∼= lim
−→
Ext1A(I≥n, I)
and from the fact that Ext1A(k, I) = 0 we obtain an injection
Ext1A(I, I) →֒ Ext
1
Tails(A)(I, I)
and the right hand side is the tangent space I in the smooth variety Hilbn(P
2
q)
which has dimension 2n.
6.3. Connectedness. In this section we prove
Proposition 6.3.1. Assume that h is an admissible Hilbert polynomial. Then any
two points in Hilbh(P
2
q) can be connected using an open subset of an affine line.
Proof. Let I, J ∈ Hilbh(P
2
q). Then I, J have resolutions
0→ ⊕iA(−i)
bi → ⊕iA(−i)
ai → I → 0
0→ ⊕iA(−i)
di → ⊕iA(−i)
ci → J → 0
where ai− bi = ci− di. Adding terms of the form A(−j)
id
−→ A(−j) we may change
these resolutions to have the following form
0→ ⊕iA(−i)
fi M−→ ⊕iA(−i)
ei → I → 0
0→ ⊕iA(−i)
fi N−→ ⊕iA(−i)
ei → J → 0
for matrices M,N ∈ H = HomA(⊕iA(−i)ei ,⊕iA(−i)fi). Let L ⊂ H be the line
through M and N . Then by Lemma 6.1.4 an open set of L defines points in
Hilbh(P
2
q). This finishes the proof. 
Appendix A. Upper semi-continuity for non-commutative Proj
In this section we discuss some results which are definitely at least implicit in
[9] but for which the authors have been unable to find a convenient reference. The
methods are quite routine. We refer to [9, 26] for more details.
Below R will be a noetherian commutative ring and A = R+A1 +A2 + · · · is a
noetherian connected graded R-algebra.
Lemma A.1. Let M ∈ grmod(A) be flat over R and n ∈ Z. Then the function
SpecR→ Z : x 7→ dimk Tor
Ak(x)
i (Mk(x), k(x))n
is upper semi-continuous.
Proof. Because of flatness we have Tor
Ak(x)
i (Mk(x), k(x)) = Tor
A
i (M,k(x)). Let
F · → M → 0 be a graded resolution of M consisting of free A-modules of finite
rank. Then TorAi (M,k(x))n is the homology of (F
·)n ⊗A k(x). Since (F ·)n is a
complex of free R-modules, the result follows in the usual way. 
Now we write X = ProjA and we use the associated notations as outlined in
§3.1. In addition we will assume that A satisfies the following conditions.
(1) A satisfies χ [8].
(2) Γ(X,−) has finite cohomological dimension.
Under these hypotheses we prove
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Proposition A.2. Let G ∈ coh(X) be flat over R and let F ∈ coh(X) be arbitrary.
Then there is a complex L· of finitely generated projective R-modules such that for
any M ∈ Mod(R) and for any i ≥ 0 we have
Exti(F ,G ⊗R M) = H
i(L· ⊗R M)
Proof.
Step 1. We first claim that there is an N such that for n ≥ N one has that
Γ(X,G(n)) is a projective R-module, Γ(X,G(n) ⊗R M) = Γ(X,G(n)) ⊗R M and
RiΓ(X,G(n) ⊗R M) = 0 for i > 0 and all M . We start with the last part of
this claim. We select N is such a way that RiΓ(X,G(n)) = 0 for i > 0 and
n ≥ N . Using the fact that Γ(X,−) has finite cohomological dimension and degree
shifting in M we deduce that indeed RiΓ(X,G(n)⊗R M) = 0 for i > 0 and all M .
Thus Γ(X,G(n) ⊗R −) is an exact functor. Applying this functor to a projective
presentation ofM yields Γ(X,G(n)⊗RM) = Γ(X,G(n))⊗RM . Since Γ(X,G(n)⊗R
−) is left exact and Γ(X,G(n)) ⊗ − is right exact this implies that Γ(X,G(n)) is
flat. Finally since A satisfies χ and R is noetherian Γ(X,G(n)) is finitely presented
and hence projective.
Step 2. Now let N be as in the previous step and take a resolution P · → F → 0
where the Pi are finite direct sums of objects O(−n) with n ≥ N .
Then Exti(F ,G ⊗R M) is the homology of
Hom(P ·,G ⊗R M)) = Hom(P
·,G)⊗R M
where the equality follows from Step 1. We put L· = Hom(P ·,G) which is term
wise projective, also by Step 1. This finishes the proof. 
For a point x ∈ SpecR we denote the base change functor − ⊗R k(x) by (−)x.
We also put Xx = ProjAx.
Corollary A.3. If G is as in the previous proposition then the function
SpecR→ N : x 7→ dimk(x)RΓ
i(Xx,Gx)
is upper semi-continuous.
Proof. By [9, Lemma C6.6]
RΓi(Xx,Gx) = RΓ
i(X,G ⊗R k(x))
This implies
(A.1) RΓi(Xx,Gx) = H
i(L· ⊗R k(x))
The fact that the dimension of the right hand side of (A.1) is upper semi-continuous
is an elementary fact from linear algebra. 
Corollary A.4. Assume that G is as in the previous proposition and assume that
R is a domain. Assume furthermore that the function
SpecR→ N : x 7→ dimk(x)RΓ
i(Xx,Gx)
is constant. Then RΓi(X,G) is projective over R and in addition for any M ∈
Mod(R) the natural map
RΓi(X,G)⊗R M → RΓ
i(X,G ⊗R M)
is an isomorphism for all x ∈ SpecR.
Proof. This is proved as [26, Corollary 12.9]. 
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Appendix B. Hilbert series up to invariant 6
Let I be a normalized rank one torsion free gradedA-module of projective dimen-
sion one over a quantum polynomial ring with invariant n. According to Theorem
A the Hilbert series of I has the form hI(t) = 1/(1− t)3− sI(t)/(1− t) where sI(t)
is a Castelnuovo polynomial of weight n. For the cases n ≤ 6 we list the possible
Hilbert series for I, the corresponding Castelnuovo polynomial, the dimension of
the stratum (given by dimk Ext
1
A(I, I)) and the possible minimal resolutions of I.
n = 0 hI(t) = 1 + 3t + 6t
2 + 10t3 + 15t4 + 21t5 + . . .
sI(t) = 0
dimk Ext
1(I, I) = 0
0→ A→ I → 0
n = 1 hI(t) = 2t+ 5t
2 + 9t3 + 14t4 + 20t5 + 27t6 + . . .
sI(t) = 1
dimk Ext
1(I, I) = 2
0→ A(−2)→ A(−1)2 → I → 0
n = 2 hI(t) = t+ 4t
2 + 8t3 + 13t4 + 19t5 + 26t6 + . . .
sI(t) = 1 + t
dimk Ext
1(I, I) = 4
0→ A(−3)→ A(−1)⊕ A(−2)→ I → 0
n = 3 hI(t) = 3t
2 + 7t3 + 12t4 + 18t5 + 25t6 + . . .
sI(t) = 1 + 2t
dimk Ext
1(I, I) = 6
0→ A(−3)2 → A(−2)3 → I → 0
hI(t) = t+ 3t
2 + 7t3 + 12t4 + 18t5 + 25t6 + . . .
sI(t) = 1 + t+ t
2
dimk Ext
1(I, I) = 5
0→ A(−4)→ A(−1)⊕ A(−3)→ I → 0
n = 4 hI(t) = 2t
2 + 6t3 + 11t4 + 17t5 + 24t6 + . . .
sI(t) = 1 + 2t+ t
2
dimk Ext
1(I, I) = 8
0→ A(−4)→ A(−2)2 → I → 0
0→ A(−3)⊕ A(−4)→ A(−2)2 ⊕ A(−3)→ I → 0
hI(t) = t+ 3t
2 + 6t3 + 11t4 + 17t5 + 24t6 + . . .
sI(t) = 1 + t+ t
2 + t3
dimk Ext
1(I, I) = 6
0→ A(−5)→ A(−1)⊕ A(−4)→ I → 0
n = 5 hI(t) = t
2 + 5t3 + 10t4 + 16t5 + 23t6 + . . .
sI(t) = 1 + 2t+ 2t
2
dimk Ext
1
A(I, I) = 10
0→ A(−4)2 → A(−2)⊕A(−3)2 → I → 0
hI(t) = 2t
2 + 5t3 + 10t4 + 16t5 + 23t6 + . . .
sI(t) = 1 + 2t+ t
2 + t3
dimk Ext
1
A(I, I) = 8
0→ A(−3)⊕ A(−5)→ A(−2)2 ⊕ A(−4)→ I → 0
hI(t) = t+ 3t
2 + 6t3 + 10t4 + 16t5 + 23t6 + . . .
sI(t) = 1 + t+ t
2 + t3 + t4
dimk Ext
1
A(I, I) = 7
0→ A(−6)→ A(−1)⊕ A(−5)→ I → 0
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n = 6 hI(t) = 4t
3 + 9t4 + 15t5 + 22t6 + 30t7 + . . .
sI(t) = 1 + 2t+ 3t
2
dimk Ext
1
A(I, I) = 12
0→ A(−4)3 → A(−3)4 → I → 0
hI(t) = t
2 + 4t3 + 9t4 + 15t5 + 22t6 + . . .
sI(t) = 1 + 2t+ 2t
2 + t3
dimk Ext
1
A(I, I) = 11
0→ A(−5)→ A(−2)⊕A(−3)→ I → 0
0→ A(−4)⊕ A(−5)→ A(−2)⊕ A(−3)⊕ A(−4)→ I → 0
hI(t) = 2t
2 + 5t3 + 9t4 + 15t5 + 22t6 + . . .
sI(t) = 1 + 2t+ t
2 + t3 + t4
dimk Ext
1
A(I, I) = 9
0→ A(−3)⊕ A(−6)→ A(−2)2 ⊕A(−5)→ I → 0
hI(t) = t+ 3t
2 + 6t3 + 10t4 + 15t5 + 22t6 + . . .
sI(t) = 1 + t+ t
2 + t3 + t4 + t5
dimk Ext
1
A(I, I) = 8
0→ A(−7)→ A(−1)⊕A(−6)→ I → 0
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