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POLYNOMIALS IN CATEGORIES WITH PULLBACKS
MARK WEBER
Abstract. The theory developed by Gambino and Kock, of polynomials over a locally
cartesian closed category E , is generalised for E just having pullbacks. The 2-categorical
analogue of the theory of polynomials and polynomial functors is given, and its rela-
tionship with Street’s theory of fibrations within 2-categories is explored. Johnstone’s
notion of “bagdomain data” is adapted to the present framework to make it easier to
completely exhibit examples of polynomial monads.
1. Introduction
Thanks to unpublished work of Andre´ Joyal dating back to the 1980’s, polynomials admit
a beautiful categorical interpretation. Given a multivariable polynomial function p with
natural number coefficients, like say
p(w, x, y, z) = (x3y + 2, 3x2z + y) (1)
one may break down its formation as follows. There is a set In = {w, x, y, z} of “input
variables” and a two element set Out of “output variables”. Rewriting p(w, x, y, z) =
(x3y + 1 + 1, x2z + x2z + x2z + y), there is a set
MSum = {x3y, (1)1, (1)2, (x
2z)1, (x
2z)2, (x
2z)3, y}
of “monomial summands”, and a set
UVar = {x1, x2, x3, y1, x4, x5, z1, x6, x7, z2, x8, x9, z3, y2}
of “usages of variables”, informally consisting of no w’s, nine x’s, two y’s and three z’s.
The task of forming the polynomial p can then be done in three steps. First one takes
the input variables and duplicates or ignores them according to how often each variable is
used. The book-keeping of this step is by means of the evident function p1 : UVar→ In,
which in our example forgets the subscripts of elements of UVar. In the second step one
performs all the multiplications, and this is book-kept by taking products over the fibres
of the function p2 : UVar→MSum which sends each usage to the monomial summand
in which it occurs, that is
x1, x2, x3, y1 7→ x
3y x4, x5, z1 7→ (x
2z)1 x6, x7, z2 7→ (x
2z)2
x8, x9, z3 7→ (x
2z)3 y2 7→ y.
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2Finally one adds up the summands, and this is book-kept by summing over the fibres of
the evident function p3 :MSum→ Out. Thus the polynomial p “is” the diagram
In UVar MSum Outoo
p1 p2 // p3 // (2)
in the category Set. A categorical interpretation of the formula (1) from the diagram
(2) begins by regarding an n-tuple of variables as (the fibres of) a function into a given
set of cardinality n. Duplication of variables is then interpretted by the functor ∆p1 :
Set/In→ Set/UVar given by pulling back along p1, taking products by the functor Πp2 :
Set/UVar→ Set/MSum and taking sums by applying the functor Σp3 : Set/MSum→
Set/Out given by composing with p3. Composing these functors gives
P(p) : Set/In→ Set/Out
the polynomial functor corresponding to the polynomial p.
Functors of the form ∆p1 , Πp2 and Σp3 are part of the bread and butter of category
theory. For any map p3 in any category, one may define Σp3 between the appropriate
slices, and one requires only pullbacks in the ambient category to interpret ∆p1 more
generally. The functor Πp2 is by definition the right adjoint of ∆p2, and its existence is a
condition on the map p2, called exponentiability. Locally cartesian closed categories are by
definition categories with finite limits in which all maps are exponentiable. Consequently
a reasonable general categorical definition of polynomial is as a diagram
X A B Yoo
p1 p2 // p3 // (3)
in some locally cartesian closed category E . The theory polynomials and polynomial
functors was developed at this generality in the beautiful paper [11] of Gambino and
Kock. There the question of what structures polynomials in a locally cartesian closed E
form was considered, and it was established in particular that polynomials can be seen
as the arrows of certain canonical bicategories, with the process of forming the associated
polynomial functor giving homomorphisms of bicategories.
In this paper we shall focus on the bicategory PolyE of polynomials and cartesian maps
between them in the sense of [11]. Our desire to generalise the above setting comes from
the existence of canonical polynomials and polynomial functors for the case E = Cat and
the wish that they sit properly within an established framework. While local cartesian
closedness is a very natural condition of great importance to categorical logic, enjoyed for
example by any elementary topos, it is not satisfied by Cat. Avoiding the assumption of
local cartesian closure may be useful also for applications in categorical logic. For example,
the categories of classes considered in Algebraic Set Theory [14] are typically not assumed
to be locally cartesian closed, but the small maps are assumed to be exponentiable.
The natural remedy of this defect is to define a polynomial p between X and Y in a
category E with pullbacks to be a diagram as in (3) such that p2 is an exponentiable map.
Since exponentiable maps are pullback stable and closed under composition, one obtains
3the bicategory PolyE together with the “associated-polynomial-functor homomorphism”,
as before. We describe this in Section 3.
The main technical innovation of Sections 2 and 3 is to remove any reliance on type
theory in the proofs, giving a completely categorical account of the theory. In establishing
the bicategory structure on PolyE in Section 2 of [11], the internal language of E is used
in an essential way, especially in the proof of Proposition 2.9. Our development makes no
use of the internal language. Instead we isolate the concept of a distributivity pullback
in Section 2.2 and prove some elementary facts about them. Armed with this technology
we then proceed to give an elementary account of the bicategory of polynomials, and
the homomorphism which encodes the formation of associated polynomial functors. Our
treatment requires only pullbacks in E .
Our second extension to the categorical theory of polynomials is motivated by the fact
that Cat is a 2-category. Thus in Section 4.1 we develop the theory of polynomials within
a 2-category K with pullbacks, and the polynomial 2-functors that they determine. In this
context the structure formed by polynomials is a degenerate kind of tricategory, called a
2-bicategory, which roughly speaking is a bicategory whose homs are 2-categories instead
of categories. However except for this change, the theory works in the same way as for
categories. In fact our treatment of the 1-categorical version of the theory in Section 3
was tailored in order to make the previous sentence true (in addition to giving the desired
generalisation).
A first source of examples of 2-categorical polynomials come from the 2-monads consid-
ered first by Street [27] whose algebras are fibrations. In Proposition 4.2.3 these 2-monads
are exhibited as being polynomial in general. Fibrations in a 2-category play another role
in this work, because it is often the case that the maps participating in a polynomial may
themselves be fibrations or opfibrations in the sense of Street. This has implications for
the properties that the resulting polynomial 2-functor inherits. To this end, the general
types of 2-functor that are compatible with fibrations are recalled from [34] in Section
4.3, and the polynomials that give rise to them are identified in Theorem 4.4.5.
As explained in [7, 23] certain 2-categorical colimits called codescent objects are im-
portant in 2-dimensional monad theory. Theorem 4.4.5 has useful consequences in [32], in
which certain codescent objects which arise naturally from a morphism of 2-monads are
considered. When these codescent objects arise from a situation conforming appopriately
to the hypotheses of Theorem 4.4.5, they acquire extra structure which facilitates their
computation. Also of relevance to the computation of associated codescent objects, we
have in Theorem 4.5.1 identified sufficient conditions on polynomials in Cat so that their
induced polynomial 2-functors preserve all sifted colimits.
While the bicategorical composition of polynomials has been established in [11], and
more generally in Sections 3 and 4 of this paper, actually exhibiting explicitly a polynomial
monad requires some effort due to the complicated nature of this composition. However
one can often avoid the need to check monad axioms by using an alternative approach,
based on Johnstone’s notion of “bagdomain data” [13]. The essence of this approach is
described in Theorem 5.3.3 and its 2-categorical analogue Theorem 5.4.1. These methods
4are then illustrated in Section 5.4, where various fundamental examples of polynomial
2-monads on Cat are exhibited. In particular the 2-monads on Cat for symmetric and
for braided monoidal categories are polynomial 2-monads.
Polynomial functors over some locally cartesian closed category E arise in diverse math-
ematical contexts as explained in [11]. They arise in computer science under the name
of containers [1]. Tambara in [30] studied polynomials over categories of finite G-sets
motivated by representation theory and group cohomology. Very interesting applications
of Tambara’s work were found by Brun in [8] to Witt vectors, and in [9] also to equiv-
ariant stable homotopy theory and cobordism. Moreover in [22] one finds applications of
polynomial functors to higher category theory.
Having generalised to the consideration of non-locally cartesian closed categories we
have expanded the possible scope of applications. In this article we have described some
basic examples of polynomial monads over Cat. Further examples for Cat of relevance
to operads are provided in [3, 32, 33]. The results of Section 3 apply also to polynomials
over Top which were a part of the basic setting of the work of Joyal and Bisson [4] on
Dyer-Lashof operations.
Notations. We denote by [n] the ordinal {0 < ... < n} regarded as a category. The
category of functors A → B and natural transformations between them is usually denoted
as [A,B], though in some cases we also use exponential notation BA. For instance E [1] is
the arrow category of a category E , and E [2] is a category whose objects are composable
pairs of arrows of E . A 2-monad is a Cat-enriched monad, and given a 2-monad T on a
2-category K, we denote by T -Algs the 2-category of strict T -algebras and strict maps,
T -Alg the 2-category of strict algebras and strong maps1 and Ps-T -Alg for the 2-category
of pseudo-T -algebras and strong maps, following the usual notations of 2-dimensional
monad theory [5, 23].
2. Elementary notions
In this section we describe the elementary notions which underpin our categorical treat-
ment of the bicategory of polynomials in Section 3. In Section 2.1 we recall basic facts
and terminology regarding exponentiable morphisms. In Section 2.2 we introduce dis-
tributivity pullbacks, and prove various general facts about them.
2.1. Exponentiable morphisms. Given a morphism f : X → Y in a category E ,
we denote by Σf : E/X → E/Y the functor given by composition with f . When E
has pullbacks Σf has a right adjoint denoted as ∆f , given by pulling back maps along f .
When ∆f has a right adjoint, denoted as Πf , f is said to be exponentiable. A commutative
1Which are T -algebra morphisms up to coherent isomorphism
5square in E as on the left
A B
DC
f //
k

//
g

h
E/A E/B
E/DE/C
Σf //
OO
∆k
//
Σg
∆h
OO
α +3
E/A E/B
E/DE/C
oo
∆f
Πk

∆g
oo

Πh ks
β
determines a natural transformation α as in the middle, as the mate of the identity
ΣkΣf = ΣgΣh via the adjunctions Σh ⊣ ∆h and Σk ⊣ ∆k. We call α a left Beck-
Chevalley cell for the original square. There is another left Beck-Chevalley cell for this
square, namely Σh∆f → ∆gΣk, obtained by mating the identity ΣkΣf = ΣgΣh with the
adjunctions Σf ⊣ ∆f and Σg ⊣ ∆g. If in addition h and k are exponentiable maps, then
taking right adjoints produces the natural transformation β from α, and we call this a
right Beck-Chevalley cell for the original square. There is another right Beck-Chevalley
cell ∆kΠg → Πf∆h when f and g are exponentiable. It is well-known that the original
square is a pullback if and only if either associated left Beck-Chevalley cell is invertible,
and when h and k are exponentiable, these conditions are also equivalent to the right
Beck-Chevalley cell β being an isomorphism. Under these circumstances we shall speak
of the left or right Beck-Chevalley isomorphisms.
Clearly exponentiable maps are closed under composition and any isomorphism is
exponentiable. Moreover, exponentiable maps are pullback stable. For given a pullback
square as above in which g is exponentiable, one has Σh∆f ∼= ∆gΣk, and since Σh is
comonadic, ∆g has a right adjoint by the Dubuc adjoint triangle theorem [10].
When E has a terminal object 1 and f is the unique map X → 1, we denote by
ΣX , ∆X and ΠX the functors Σf , ∆f and Πf (when it exists) respectively. In fact since
ΣX : E/X → E takes the domain of a given arrow into X , it makes sense to speak of it
even when E doesn’t have a terminal object. An object X of a finitely complete category
E is exponentiable when the unique map X → 1 is exponentiable in the above sense (ie
when ΠX exists). A finitely complete category E is cartesian closed when all its objects
are exponentiable, and locally cartesian closed when all its morphisms are exponentiable.
Note that as right adjoints the functors ∆f and Πf preserve terminal objects. An
object h : A→ X of the slice category E/X is terminal if and only if h is an isomorphism
in E , but there is also a canonical choice of terminal object for E/X – the identity 1X .
So for the sake of convenience we shall often assume below that ∆f and Πf are chosen so
that ∆f (1Y ) = 1X and Πf(1X) = 1Y .
2.2. Distributivity pullbacks. For f : A → B in E a category with pullbacks,
∆f : E/B → E/A expresses the process of pulling back along f as a functor. One may
then ask: what basic categorical process is expressed by the functor Πf : E/A → E/B,
when f is an exponentiable map?
Let us denote by ε
(1)
f the counit of Σf ⊣ ∆f , and when f is exponentiable, by ε
(2)
f the
6counit of ∆f ⊣ Πf . The components of these counits fit into the following pullbacks:
Y X
BA
ε
(1)
f,b //
b

//
f

∆f b pb
Q P A
BR
ε
(2)
f,a // a //
f

//
Πfa

ε
(1)
f,Πfa
pb (4)
Now the universal property of ε
(1)
f , as the counit of the adjunction Σf ⊣ ∆f , is equivalent
to the square on the left being a pullback as indicated. An answer to the above question
is obtained by identifying what is special about the diagram on the right in (4), that
corresponds to the universal property of ε
(2)
f as the counit of ∆f ⊣ Πf . To this end we
make
2.2.1. Definition. Let g : Z → A and f : A→ B be a composable pair of morphisms in
a category E . Then a pullback around (f, g) is a diagram
X Z A
BY
p // g //
f

//
r

q pb
in which the square with boundary (gp, f, r, q) is, as indicated, a pullback. A morphism
(p, q, r)→ (p′, q′, r′) of pullbacks around (f, g) consists of s : X → X ′ and t : Y → Y ′ such
that p′s = p, qs = tq′ and r = r′s. The category of pullbacks around (f, g) is denoted
PB(f, g).
For example the pullback on the right in (4) exhibits (ε
(2)
f,a, ε
(1)
f,Πfa
,Πfa) as a pullback
around (f, a). One may easily observe directly that the universal property of ε
(2)
f,a is
equivalent to (ε
(2)
f,a, ε
(1)
f,Πfa
,Πfa) being a terminal object of PB(f, a). Thus we make
2.2.2. Definition. Let g : Z → A and f : A→ B be a composable pair of morphisms in
a category E . Then a distributivity pullback around (f, g) is a terminal object of PB(f, g).
When (p, q, r) is a distributivity pullback, we denote this diagramatically as follows:
X Z A
BY
p // g //
f

//
r

q dpb
and we say that this diagram exhibits r as a distributivity pullback of g along f .
Thus the answer to the question posed at the beginning of this section is: when
f : A → B is an exponentiable map in E a category with pullbacks, the functor Πf :
E/A→ E/B encodes the process of taking distributivity pullbacks along f .
7For any (p, q, r) ∈ PB(f, g) one has a Beck-Chevalley isomorphism as on the left
Πq∆p∆g ∼= ∆rΠf δp,q,r : ΣrΠq∆p → ΠfΣg
which when you mate it by Σr ⊣ ∆r and Σg ⊣ ∆g, gives a natural transformation δp,q,r as
on the right in the previous display. When this is an isomorphism, it expresses a type of
distributivity of “sums” over “products”, and so the following proposition explains why
we use the terminology distributivity pullback.
2.2.3. Proposition. Let f be an exponentiable map in a category E with pullbacks. Then
(p, q, r) is a distributivity pullback around (f, g) if and only if δp,q,r is an isomorphism.
Proof. Since (ε
(2)
f,g, ε
(1)
f,Πfg
,Πfg) is terminal in PB(f, g), one has unique morphisms d and
e fitting into a commutative diagram
Z
X Y
B
ED
ww
p ♦♦♦♦♦♦♦♦♦
q //
r
''❖❖
❖❖❖
❖❖❖
❖
gg
ε
(2)
f,g
❖❖❖
❖❖❖
❖❖❖
ε
(1)
f,Πf g
// Πf g
77♦♦♦♦♦♦♦♦♦
d

e

pb
in which the middle square is a pullback by the elementary properties of pullbacks. Thus
(p, q, r) is a distributivity pullback if and only if e is an isomorphism. Since the adjunctions
Σr ⊣ ∆r and Σg ⊣ ∆g are cartesian, δp,q,r is cartesian, and so it is an isomorphism if
and only if its component at 1Z ∈ E/Z is an isomorphism. Since ∆p(1Z) = 1X and
Πq(1X) = 1Y one may easily witness directly that (δp,q,r)1X = e.
When manipulating pullbacks in a general category, one uses the “elementary fact”
that given a commutative diagram of the form
A B C
FED
// //

////
 
pb
then the front square is a pullback if and only if the composite square is. In the remainder
of this section we identify three elementary facts about distributivity pullbacks.
2.2.4. Lemma. (Composition/cancellation) Given a diagram of the form
B6
B2
B
X Y
B3
B4 B5
Z
h9 // h6 //
h7

//
g
//
f
h
h2
h8
//
h3
 h5
h4

pb
dpb
pb
8in any category with pullbacks, then the right-most pullback is a distributivity pullback
around (g, h4) if and only if the composite diagram is a distributivity pullback around
(gf, h).
Proof. Let us suppose that right-most pullback is a distributivity pullback, and that C1,
C2, k1, k2 and k3 as in
B6
B2
B
X Y
B3
B4 B5
Z
C1 C2
C3
h9 // h6 //
h7

//
g
//
f
h
h2
h8
//
h3
 h5
h4

&&
k1
k2 //
k3
		✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
k4

k5
11
,,k6
k7
$$
k8

k9

k10

k11

pb
dpb
dpb
are given such that the square with boundary (hk1, gf, k3, k2) is a pullback. Then we
must exhibit r : C1 → B6 and s : C2 → B5 unique such that h2h8r = k1, h6h9r = sk2 and
h7s = k3. Form C3, k4 and k5 by taking the pullback of k3 along g, and then k6 is unique
such that k5k6 = k2 and k4k6 = fhk1. Clearly the square with boundary (hk1, f, k4, k6)
is a pullback around (f, h). From the universal property of the left-most distributivity
pullback, one has k7 and k8 as shown unique such that k1 = h2k7, h3k7 = k8k6 and
h4k8 = k4. From the universal property of the right-most distributivity pullback, one has
k9 and k10 as shown unique such that k8 = h5k9, h6k9 = k10k5 and h7k10 = k3. Clearly
h5k9k6 = h3k7 and so by the universal property of the top-left pullback square one has
k11 as shown unique such that h8k11 = k7 and h9k11 = k9k6. Clearly h2h8k11 = k1,
h6h9k11 = k10k2 and h7k10 = k3 and so we have established the existence of maps r and s
with the required properties.
As for uniqueness, let us suppose now that r : C1 → B6 and s : C2 → B5 are given
such that h2h8r = k1, h6h9r = sk2 and h7s = k3. We must verify that r = k11 and
s = k10. Since the right-most distributivity pullback is in particular a pullback, one has
k′9 : C3 → B4 unique such that h4h5k
′
9 = k4 and h6k
′
9 = sk5. Since (h4h5, h6) are jointly
monic, and clearly h4h5h9r = h4h5k
′
9k6 and h6h9r = h6k
′
9k6, we have h9r = k
′
9k6. By
the universal property of the left-most distributivity pullback, it follows that h5k
′
9 = k8
and h8r = k7. Thus by the universal property of the left-most distributivity pullback, it
follows that k9 = k
′
9 and k10 = s. Since (h8, h9) are jointly monic, h8k11 = k7 = h8r and
h9k11 = k9k6 = h9r, we have r = k11.
Conversely, suppose that the composite diagram is a distributivity pullback around
9(gf, h), and that C1, C2, k1, k2 and k3 as in
B6
B2
B
X Y
B3
B4 B5
Z
C3 C2C1
h9 // h6 //
h7

//
g
//
f
h
h2
h8
//
h3
 h5
h4

k3
		✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
✒✒
k2 ////k5
k4
$$
k1

k8

k7

k6

pb
dpb
pb
are given such that the square with boundary (h4k1, g, k3, k2) is a pullback. We must give
r : C1 → B4 and s : C2 → B5 unique such that k1 = h5r, h6r = sk2 and h7s = k3.
Pullback k1 along h3 to produce C3, k4 and k5. This makes the square with boundary
(hh2k4, gf, k3, k2k5) a pullback around (gf, h). Thus one has k6 and k7 as shown unique
such that h8k6 = k4, h6h9k6 = k7k2k1 and k7h7 = k3. By universal property of the right
pullback and since gh4k1 = h7k7k2, one has k8 as shown unique such that h5k8 = k1 and
h6k8 = k7k2. By the uniquness part of the universal property of the left distributivity
pullback, it follows that h5k8 = k1, and so we have established the existence of maps r
and s with the required properties.
As for uniqueness let us suppose that we are given r : C1 → B4 and s : C2 → B5
such that k1 = h5r, h6r = sk2 and h7s = k3. We must verify that r = k8 and s = k7.
By the universal property of the top-left pullback one has k′6 unique such that h8k
′
6 = k4
and h9k
′
6 = rk5. By the uniquness part of the universal property of the left distributivity
pullback, it follows that h8k6 = h8k
′
6 and h5k8 = h5r. Thus by the uniquness part of the
universal property of the composite distributivity pullback, it follows that k6 = k
′
6 and
s = k7. Since (h4h5, h6) are jointly monic, it follows that r = k8.
2.2.5. Lemma. (The cube lemma). Given a diagram of the form
A2
A3
A1
B2
B1
D2
D1
C2
C3
C1
f1 //
k1

//
g1

h1
f2 //
k2
//
g2
h2h3

d1
))❘❘❘
❘❘❘❘
❘
d2
))❘❘❘
❘❘❘
❘❘
d3
55❧❧❧❧❧❧❧❧
d4
55❧❧❧❧❧❧❧❧
d5
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
d6
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
pbpb(1) (2)
(3)
dpb
in any category with pullbacks, in which regions (1) and (2) commute, region (3) is a
pullback around (f2, d2), the square with boundary (f1, k1, g1, h1) is a pullback and the
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bottom distributivity pullback is around (g2, d4). Then regions (1) and (2) are pullbacks if
and only if region (3) is a distributivity pullback around (f2, d2).
Proof. Let us suppose that (1) and (2) are pullbacks and p, q and r are given as in
A2
A3
A1
B2
B1
D2
D1
C2
C3
C1
f1 //
k1

//
g1

h1
f2 //
k2
//
g2
h2h3

d1
))❘❘❘
❘❘❘❘
❘
d2
))❘❘❘
❘❘❘❘
❘
d3
55❧❧❧❧❧❧❧❧
d4
55❧❧❧❧❧❧❧❧
d5
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
d6
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
pbpbpb pb
pb
dpb
X Y

p☛☛☛☛☛☛☛
q //
r
✒✒
✒✒
✒✒
✒✒
✒✒
✒
s2

t2

s
ss t ++
such that the square with boundary (q, r, f2, d2p) is a pullback. Then one can use the
bottom distributivity pullback to induce s2 and t2 as shown, and then the pullbacks (1)
and (2) to induce s and t, and these clearly satisfy d1s = p, f1s = tq and r = d5t. On the
other hand given s′ : X → A1 and t
′ : Y → B1 satisfying these equations, define s
′
2 = h1s
′
and t′2 = k1t
′. But then by the uniqueness part of the universal property of the bottom
distributivity pullback it follows that s′2 = s2 and t
′
2 = t2, and from the uniqueness parts
of the universal properties of the pullbacks (1) and (2), it follows that s = s′ and t = t′,
thereby verifying that s and t are unique satisfying the aforementioned equations.
For the converse suppose that (3) is a distributivity pullback. Note that (2) being a
pullback implies that (1) is by elementary properties of pullbacks, so we must show that
(2) is a pullback. To that end consider s and t as in
A2
A3
A1
B2
B1
D2
D1
C2
C3
C1
f1 //
k1

//
g1

h1
f2 //
k2
//
g2
h2h3

d1
))❘❘❘
❘❘❘❘
❘
d2
))❘❘❘
❘❘❘
❘❘
d3
55❧❧❧❧❧❧❧❧
d4
55❧❧❧❧❧❧❧❧
d5
❧❧❧
❧❧❧
❧❧❧
uu❧❧❧❧
❧❧❧
❧❧
d6
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
pbpb= =
dpb
dpb
P Z
s
✒✒
✒✒
✒✒
✒✒
✒✒
✒
t
✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸
u
✱
✱✱
✱✱
✱✱
✱✱
✱✱
v //
w

x
y
ss
z
++
such that k2s = d6t, and then pullback s and f2 to produce P , u and v. Using the fact
that the bottom distributivity pullback is a mere pullback, one has w unique such that
d4d3w = h2u and g1w = tv. Using the inner left pullback, one has x unique such that
h3x = d3w and d2x = u. Using the distributivity pullback (3), one has y and z unique
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such that d1y = x, f1y = zv and s = d5z. By the uniqueness part of the universal property
of the bottom distributivity pullback, it follows that t = k1z. Thus we have constructed
z satisfying s = d5z and t = k1z. On the other hand given z
′ : Z → B1 such that s = d5z
′
and t = k1z
′, one has y′ : P → A1 unique such that d2d1y = u and f1y = zv, using the
fact that the top distributivity pullback is a mere pullback. Then from the uniqueness
part of the universal property of that distributivity pullback, it follows that y = y′ and
z = z′. Thus as required z is unique satisfying s = d5z and t = k1z.
2.2.6. Lemma. (Sections of distributivity pullbacks). Let
D A B
CE
p // g //
f

//
r

q dpb
be a distributivity pullback around (f, g) in any category with pullbacks. Three maps
s1 : B → A s2 : B → D s3 : C → E
which are sections of g, gp and r respectively, and are natural in the sense that s1 = ps2
and qs2 = s3f , are determined uniquely by the either of the following: (1) the section s1;
or (2) the section s3.
Proof. Given s1 a section of g, induce s2 and s3 uniquely as shown:
D A B
CE
p // g //
f

//
r

q dpb
B
C
s1

f

1
;;
s2 //
s3 //
using the universal property of the distributivity pullback. On the other hand given the
section s3, one induces s2 using the fact that the distributivity pullback is a mere pullback,
and then put s1 = ps2.
We often assume that in a given category E with pullbacks, some choice of all pullbacks,
and of all existing distributivity pullbacks, has been fixed. Moreover we make the following
harmless assumptions, for the sake of convenience, on these choices once they have been
made. First we assume that the chosen pullback of an identity along any map is an
identity. This ensures that ∆1X = 1E/X and that ∆f(1B) = 1A for any f : A → B.
Similarly we assume that all diagrams of the form
• • •
••
1 // 1 //
f

//
1

f dpb
• • •
••
1 // g //
1

//
g

1 dpb
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are among our chosen distributivity pullbacks. This has the effect of ensuring that
Πf (1A) = 1B for any exponentiable f : A→ B, and that Π1X = 1E/X .
3. Polynomials in categories
This section contains our general theory of polynomials and polynomial functors. In
Section 3.1 we give an elementary account of the composition of polynomials, culminating
in Theorem 3.1.10, in which polynomials in a category E with pullbacks are exhibited
as the 1-cells of the bicategory PolyE . Then in Section 3.2, we study the process of
forming the associated polynomial functor, exhibiting this as the effect on 1-cells of the
homomorphism PE : PolyE → CAT in Theorem 3.2.6. At this generality, the homs of
the bicategory PolyE have pullbacks, and the hom functors of PE preserve them. This
gives the sense in which the theory of polynomial functors could be iterated, and this is
described in Section 3.3. The organisation of this section has been chosen to facilitate its
generalisation to the theory of polynomials in 2-categories, in Section 4.1.
3.1. Bicategories of polynomials. Let E be a category with pullbacks. In this
section we give a direct description of a bicategory PolyE , whose objects are those of
E , and whose one cells are polynomials in E in the following sense. For X , Y in E , a
polynomial p from X to Y in E consists of three maps
X A B Yoo
p1 p2 // p3 //
such that p2 is exponentiable. Let p and q be polynomials in E from X to Y . A cartesian
morphism f : p→ q is a pair of maps (f0, f1) fitting into a commutative diagram
X
A B
Y
B′A′

p1 ⑧⑧⑧⑧⑧⑧⑧
p2 //
p3
❄
❄❄
❄❄
❄❄
__
q1 ❄❄
❄❄
❄❄
❄
q2
//
q3
??⑧⑧⑧⑧⑧⑧⑧
f0

f1

pb
We call f0 the 0-component of f , and f1 the 1-component of f . With composition inherited
in the evident way from E , one has a category PolyE(X, Y ) of polynomials from X to Y
and cartesian morphisms between them. These are the homs of our bicategory PolyE .
In order to describe the bicategorical composition of polynomials, we introduce the
concept of a subdivided composite of a given composable sequence of polynomials. This
enables us to give a direct description of n-ary composition for PolyE , and then to describe
the sense in which coherence for this bicategory “follows from universal properties”.
Consider a composable sequence of polynomials in E of length n, that is to say, poly-
nomials
Xi−1 Ai Bi Xioo
pi1 pi2 // pi3 //
in E , where 0 < i ≤ n. We denote such a sequence as (pi)1≤i≤n, or more briefly as (pi)i.
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3.1.1. Definition. Let (pi)1≤i≤n be a composable sequence of polynomials of length n.
A subdivided composite over (pi)i consists of objects (Y0, ..., Yn), morphisms
q1 : Y0 → X0 q2,i : Yi−1 → Yi q3 : Yn → Xn
for 0 < i ≤ n, and morphisms
ri : Yi−1 → Ai si : Yi → Bi
for 0 < i ≤ n, such that p11r1 = q1, pn3sn = q3 and
Yi Ai+1
XiBi
ri+1 //
pi+1,1

//
pi3

si =
Yi−1 Yi
BiAi
q2i //
si

//
pi2

ri pb
For example a subdivided composite over (p1, p2, p3), that is when n = 3, assembles
into a commutative diagram like this:
• • • • • • • • • •
• • • •
oo
p11 p12
//
p13
// oo
p21 p22
//
p23
// oo
p31 p32
//
p33
//
q21 // q22 // q23 //
r1

s1
⑧⑧
⑧⑧
⑧⑧
⑧
r2
❄
❄❄
❄❄
❄❄
s2
⑧⑧
⑧⑧
⑧⑧
⑧
r3
❄
❄❄
❄❄
❄❄
s3

q1
⑧⑧
⑧⑧
⑧⑧
⑧
q3
❄
❄❄
❄❄
❄❄
pb pb pb
We denote a general subdivided composite over (pi)i simply as (Y, q, r, s).
3.1.2. Definition. Let (pi)1≤i≤n be a composable sequence of polynomials of length n.
A morphism (Y, q, r, s) → (Y ′, q′, r′, s′) of subdivided composites consists of morphisms
ti : Yi → Y
′
i for 0 ≤ i ≤ n, such that q1 = q
′
1t0, q
′
2iti−1 = tiq2i, q3 = q
′
3tn, ri = r
′
iti−1 and
si = s
′
iti. With compositions inherited from E , one has a category SdC(pi)i of subdivided
composites over (pi)i and morphisms between them.
Given a subdivided composite (Y, q, r, s) over (pi)i, note that the morphisms q2i are
exponentiable since exponentiable maps are pullback stable, and that the composite q2 :
Y0 → Yn defined as q2 = q2n...q21 is also exponentiable, since exponentiable maps are
closed under composition. Thus we make
3.1.3. Definition. The associated polynomial of a given subdivided composite (Y, q, r, s)
over (pi)i is defined to be
X0 Y0 Yn Xnoo
q1 q2 // q3 //
The process of taking associated polynomials is the object map of a functor
ass : SdC(pi)i −→ PolyE(X0, Xn).
Having made the necessary definitions, we now describe the canonical operations on
subdivided composites which give rise to the bicategorical composition of polynomials.
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Let n > 0 and (pi)1≤i≤n be a composable sequence of polynomials in E . One has evident
forgetful functors res0 and resn as in
SdC(pi)1<i≤n SdC(pi)1≤i≤n SdC(pi)1≤i<n
oo res0 resn //
(−)·p1
// oo
pn·(−)
⊥ ⊥
and we now give a description of the right adjoints of these forgetful functors.
For (Y, q, r, s) a subdivided composite over (pi)1≤i<n, we construct the subdivided
composite
pn · (Y, q, r, s) := (pn · Y, pn · q, pn · r, pn · s)
over (pi)1≤i≤n as follows. First we form the diagram on the left
Xn−1 An Bn Xn
Yn−1 C
(pn · Y )n−1 (pn · Y )n
oo
pn1 pn2
//
pn3
//
oo
q3
 

(pn·q)2,n//

(pn·q)3
✴✴
✴✴
✴✴
✴
✴
✴✴
✴✴
✴✴
εn−1 ⑧⑧
⑧
⑧⑧
⑧
dpb
pb =
=
(pn · Y )n−k−1 (pn · Y )n−k
Yn−kYn−k−1
(pn·q)2,n−k//
εn−k

//
q2,n−k

εn−k−1 pb
and then for 1 ≤ k < n we form pullbacks as on the right in the previous display. Finally
we define
(pn · q)1 = q1ε0 (pn · r)i = riεi−1 (pn · s)i = siεi.
The εi are the components of a morphism
ε(Y,q,r,s) : resn(pn · (Y, q, r, s)) −→ (Y, q, r, s)
of subdivided composites. The n = 4 case of this construction is depicted in the diagram:
• • • • • • • • • •
• • • •
• • •
•
• •
oo
p11 p12
//
p13
// oo
p21 p22
//
p23
// oo
p31 p32
//
p33
// oo
p41 p42
//
p43
//
q21 // q22 // q23 //
• • •
r1

s1
⑧⑧
⑧⑧
r2
❄❄
❄
❄ s2⑧
⑧
⑧⑧
r3
❄❄
❄
❄ s3

q1
⑧⑧
⑧⑧
q3
❄❄
❄❄
ww♦♦♦♦
✹
✹✹
✹✹
✹✹
ww ♦♦♦♦
(p4·q)24//

(p4·q)3
✴
✴✴
✴✴
✴✴
✴✴
✴
ε0
⑧⑧
⑧⑧
ε1
ttt
zzttt
ε2
⑧⑧
⑧⑧
(p4·q)21 // (p4·q)22 // (p4·q)23 //
pb pb pb
pb pb pb
pb dpb
3.1.4. Lemma. The morphisms ε(Y,q,r,s) just described are the components of the counit
of an adjunction resn ⊣ pn · (−).
Proof. Let (Y ′, q′, r′, s′) be a subdivided composite over (pi)1≤i≤n, then for t as in
resn(pn · (Y, q, r, s)) (Y, q, r, s)
resn(Y
′, q′, r′, s′)
ε(Y,q,r,s) //
77
t♦♦♦
♦♦♦
♦♦♦
resn(t′)
gg
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we must give t′ unique so that the above triangle commutes. The following commutative
diagram assembles this given data in the case n = 4.
• • • • • • • • • •
• • • •
• • •
•
• •
oo
p11 p12
//
p13
// oo
p21 p22
//
p23
// oo
p31 p32
//
p33
// oo
p41 p42
//
p43
//
q21 // q22 // q23 //
• • •
r1

s1
⑧⑧
⑧⑧
r2
❄❄
❄
❄ s2⑧
⑧
⑧⑧
r3
❄❄
❄
❄ s3

q1
⑧⑧
⑧⑧
q3
❄❄
❄❄
ww♦♦♦♦
✹
✹✹
✹✹
✹✹
ww ♦♦♦♦
(p4·q)24//

(p4·q)3
✴✴
✴✴
✴
✴✴
✴
ε0
⑧⑧
⑧⑧
ε1
ttt
zzttt
ε2
⑧⑧
⑧⑧
(p4·q)21 // (p4·q)22 // (p4·q)23 //
pb pb pb
pb pb pb
pb dpb
• • • • •
q′21 //
q′22 //
q′23 //
q′24 //
t0

t1

t2

t3

q′3

r′4

s′4

Since qn−1tn−1 = pn1r
′
n one induces u : Y
′
n−1 → C using the defining pullback of C, and
then one induces t′n−1 : Y
′
n−1 → Yn−1 and t
′
n : Y
′
n → Yn from the maps u and s
′
n using the
distributivity pullback. The rest of the t′i are induced inductively as follows. For 0 < i < n
given t′i : Y
′
i → Yi, one induces t
′
i−1 using the maps ti−1 and t
′
i and the pullback which
defines (pn ·Y )i−1. By construction the t
′
i are the components of the required unique map
t′.
For (Y, q, r, s) a subdivided composite over (pi)1<i≤n, we construct the subdivided
composite
(Y, q, r, s) · p1 := (Y · p1, q · p1, r · p1, s · p1)
over (pi)1≤i≤n as follows. First one takes the pullback on the left, then for 0 < i < n the
distributivity pullbacks as in the middle,
C02 Y0
X1B1
f0 //
q1

//
p13

g0 pb
Ci1 Ci2
YiYi−1
Ci−1,2
q′2,i //
fi

//
q2,i

fi−1

gi
dpb
(Y · p1)n−i−1 (Y · p1)n−i
Cn−i−1,2Cn−i−1,1
(q·p1)2,n−i //
g′′i
//
q′2,n−i−1

g′i+1 pb
and then for 0 < i < n one takes the pullbacks as on the right in the previous display,
setting (q · p1)2,n = q
′
2,n−1, g
′′
1 = gn−1, g
′′
i+1 = gn−i+1g
′
i+1 for i+1 < n, g
′′
n−1 = g0g1g
′
n−1 and
q′02 = p12. Finally one defines
(q · p1)1 = p11g
′
n (q · p1)3 = q3fn−1.
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In the case n = 4 one obtains a diagram like this:
• • • • • • • • • • • • •
• • • •
oo
p11 p12
//
p13
// oo
p21 p22
//
p23
// oo
p31 p32
//
p33
// oo
p41 p42
//
p43
//
q21 // q22 // q23 //
r1

s1
☎☎
☎☎
r2
✿✿
✿
✿ s2☎
☎
☎☎
r3
✿✿
✿
✿ s3

q1
☎☎
☎☎
q3
✿✿
✿
✿pb pb pb
•
•
•
•
•
•
•
• ••
g′4

g′3

g1
f0
g′2
g2
f1

g3=g′′1
f2

f3

(q·p1)21 // (q·p1)22 // (q·p1)23 // (q·p1)24 //
q′22
//
q′21
//
g0
  ✁✁
✁✁
✁✁
✁✁
✁✁
✁
(q·p1)1
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘
✘✘
✘
(q·p1)3
✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
pb
pb
dpb
dpb
dpb
pb
pb
The equations ε′0 = f0g1g
′
3, ε
′
n−1 = fn−1 and ε
′
i = fig
′′
n−i−1 for 0 < i < n − 1, define the
components of the morphism
ε′Y,q,r,s : res0((Y, q, r, s) · p1) −→ (Y, q, r, s).
3.1.5. Lemma. The morphisms ε′Y,q,r,s just described are the components of the counit of
an adjunction res0 ⊣ (−) · p1.
Proof. Given (Y, q, r, s) in SdC(pi)1≤i≤n and t as in
res0((Y, q, r, s) · p1) (Y, q, r, s)
res0(Y
′, q′, r′, s′)
ε′Y,q,r,s //
55
t❧❧❧
❧❧❧
❧❧❧
❧
res0(t′)
ii
we must exhibit t′ as shown unique so that the above diagram commutes. In the case
n = 4 the data (Y ′, q′, r′, s′) and t fit into the following diagram:
• • • • • • • • • • • • •
• • • •
oo
p11 p12
//
p13
// oo
p21 p22
//
p23
// oo
p31 p32
//
p33
// oo
p41 p42
//
p43
//
q21 // q22 // q23 //
r1

s1
☎☎
☎☎
r2
✿✿
✿
✿ s2☎
☎
☎☎
r3
✿✿
✿
✿ s3

q1
☎☎
☎☎
q3
✿✿
✿
✿pb pb pb
•
•
•
•
•
•
•
• ••








 
(q·p1)21 // (q·p1)22 // (q·p1)23 // (q·p1)24 //
//
//
  ✁✁
✁✁
✁✁
✁✁
✁✁
✁
✘✘
✘✘
✘✘
✘✘
✘✘
✘
✘✘
✘✘
✘✘
✘✘
✘✘
✘
✫✫
✫✫
✫✫
✫✫
✫✫
✫
✫
✫✫
✫✫
✫✫
✫✫
✫✫
pb
pb
dpb
dpb
dpb
pb
pb
• • • • •

q′1
q′21 //
q′22 //
q′23 //
q′24 //
q′3

t1

t2

t3

t4

r′1



s′1

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Using the pullback that defines C02 and the maps s
′
1 and t1, one induces Y
′
1 → C02.
Using the distributivity pullbacks one induces successively the morphisms Y ′i → Ci1 and
Y ′i+1 → Ci2 for 0 < i < n. In the case i = n − 1 we denote these maps as t
′
n−1 and t
′
n
respectively. The components t′i for 0 ≤ i < n − 1 are then induced from this data and
the pullbacks that define the objects (Y · p1)i. By construction the t
′
i are the components
of the required unique map t′.
3.1.6. Proposition. For any composable sequence (pi)1≤i≤n of polynomials in a category
E with pullbacks, the category SdC(pi)i has a terminal object.
Proof. We proceed by induction on n. In the case n = 0, observe that a subdivided
composite consists just of the data Y0, q1 : Y0 → X0 and q3 : Y0 → X0, and that SdC() is
the category SpanE(X0, X0) of endospans of X0. The identity endospan is terminal. For
the inductive step apply either of the functors pn · (−) or (−) · p1 which as right adjoints,
preserve terminal objects.
3.1.7. Definition. Let E be a category with pullbacks. A composite of a composable
sequence (pi)1≤i≤n of polynomials in E , is defined to be the associated polynomial of a
terminal object in the category SdC(pi)i. When such a composite has been chosen, it is
denoted as pn ◦ ... ◦ p1.
Let us consider now some degenerate cases of Definition 3.1.7.
• n = 0: Choosing identity spans as terminal nullary subdivided composites (see the
proof of Proposition 3.1.6), nullary composition of polynomials gives polynomials
whose constituent maps are all identities. That is,
X X X Xoo
1X 1X // 1X //
is the “identity polynomial on X” as one would hope.
• n = 1: One may identify SdC(p) as the slice PolyE(X0, X1)/p, and thus choose 1p
as the terminal unary subdivided composite over (p). Thus the unary composite of
a given polynomial p is just p.
• n = 2: applying p2 · (−) to p1, or (−) ·p1 to p2, gives the same subdivided composite,
namely
• • • • • • •
•
• ••
oo
p11 p12
//
p13
// oo
p21 p22
//
p23
//

{{✇✇
✇✇
✇✇
##●
●●
●●
●



✔✔✔✔✔✔✔✔✔✔
// //
✯
✯✯
✯✯
✯✯
✯✯
✯

⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧ ❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
pb dpb
pb
which is terminal by the case n = 1 and since the functors p2 · (−) and (−) · p1,
as right adjoints, preserve terminal objects. Thus the associated composite of the
above is the binary composite p2 ◦ p1, and this agrees with the binary composition
of polynomials given in [11].
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3.1.8. Lemma. Let n > 0 and (pi)1≤i≤n be a composable sequence of polynomials in a
category E with pullbacks. Then one has canonical isomorphisms
SdC(pi)1≤i<n PolyE(X0, Xn−1)
PolyE(X0, Xn)SdC(pi)1≤i≤n
ass //
pn◦(−)

//
ass

pn·(−) ∼=
SdC(pi)1<i≤n PolyE(X1, Xn)
PolyE(X0, Xn)SdC(pi)1≤i≤n
ass //
(−)◦p1

//
ass

(−)·p1 ∼=
Proof. The canonical isomorphism on the left follows from the definitions and the el-
ementary properties of pullbacks. The canonical isomorphism on the right follows from
the definitions, and iterated application of Lemma 2.2.4.
In order to make explicit the horizontal composition of 2-cells in PolyE we consider a
horizontally composable sequence of morphisms of polynomials of length n, that is to say
diagrams
Xi−1
Ai Bi
Xi
B′iA
′
i
ww
pi1 ♦♦♦♦♦♦♦
pi2 //
pi3
''❖❖
❖❖❖
❖❖❖
77
qi3♦♦♦
♦♦♦
♦♦
//
qi2
qi1
gg❖❖❖❖❖❖❖
f0i

f1i

pb
in E , for 0 < i ≤ n. We denote such a sequence as (f0i, f1i)i : (pi)i → (qi)i since it
is a morphism of the category
∏n
i=1PolyE(Xi−1, Xi). The process of vertically stacking
subdivided composites and their morphisms on top of (f0i, f1i)i gives a functor
SdC(f0i, f1i)i : SdC(pi)i −→ SdC(qi)i.
The assignation (f0i, f1i)i 7→ SdC(f0i, f1i)i is functorial, and natural in the evident sense
with respect to the restriction and associated polynomial functors defined above. For
any choice t1 and t2 of terminal object of SdC(pi)i and SdC(qi)i respectively, one has
composites
pn ◦ ... ◦ p1 = ass(t1) qn ◦ ... ◦ q1 = ass(t2)
by Definition 3.1.7, and a unique morphism ut1,t2 : SdC(f0i, f1i)i(t1)→ t2.
3.1.9. Definition. Let E be a category with pullbacks and (f0i, f1i)i : (pi)i → (qi)i be
a horizontally composable sequence of polynomial morphisms of length n. Then in the
context just described, the 2-cell
fn ◦ ... ◦ f1 : pn ◦ ... ◦ p1 −→ qn ◦ ... ◦ q1
is defined to be ass(ut1,t2).
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In the case n = 2 the original data and the chosen terminal subdivided composites
comprise the solid parts of the diagram,
•
• •
•
• •
•
••••
ww
♦♦♦♦♦♦
//
''❖❖
❖❖❖
❖
ww
♦♦♦♦♦♦
//
''❖❖
❖❖❖
❖
77
♦♦♦
♦♦♦
//
gg❖❖❖❖❖❖
77
♦♦♦
♦♦♦
//
gg❖❖❖❖❖❖
f01

f11

f02

f12

pb pb
•
• ••

ww♦♦♦
♦♦♦
''❖❖
❖❖❖
❖
//
✲
✲✲
✲✲
✲✲
❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
  ✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁
✑✑
✑✑
✑✑
✑
//
pb
pb dpb
•
• ••
OO
gg❖❖❖❖❖❖
77♦♦♦♦♦♦
//
HH✑✑✑✑✑✑✑
@@✁✁✁✁✁✁✁✁✁✁✁✁✁
^^❂❂❂❂❂❂❂❂❂❂❂❂❂
VV✲✲✲✲✲✲✲
//
pb
pb dpb
φ1

φ2
		
φ3

φ4

and one then induces φ1 using the pullback defining its codomain, φ2 and φ3 are then
induced by the universal property of the bottom distributivity pullback, and finally φ4
is induced by the bottom pullback. One verifies easily that (φ4, φ2, φ3) a morphism of
subdivided composites, thus it is ut1,t2 , and so by Definition 3.1.9 the composite f2 ◦ f1 is
given by (φ4, φ3).
3.1.10. Theorem. Let E be a category with pullbacks. One has a bicategory PolyE , whose
objects are those of E , whose hom from X to Y is PolyE(X, Y ), horizontal composition
of 1-cells is given by Definition 3.1.7, and horizontal composition of 2-cells is given by
Definition 3.1.9.
Proof. By induction on n, using the fact that the functors pn · (−) and (−) · p1 pre-
serve terminal objects, and Lemma 3.1.8, it follows that any iterated binary composite
of polynomials of length n, is a composite in the sense of Definition 3.1.7. That is, such
an iterated composite is the associated polynomial of a terminal subdivided polynomial,
which arises from the composable sequence of polynomials that participates in the given
iterated binary composite. Hence between any two alternative brackettings of a given
composite, there is a unique isomorphism of their underlying subdivided composites, giv-
ing rise to a “coherence” isomorphism of the composites themselves upon application of
“ass”. Any diagram of such coherence isomorphisms must commute, since it is the image
by the appropriate “ass” functor, of a diagram whose vertices are all terminal subdivided
composites. Thanks to our conventions regarding chosen pullbacks and chosen distribu-
tivity pullbacks of identities described in Section 2.2, the unit coherence isomorphisms
here turn out to be identities.
The functoriality of horizontal composition comes from the functoriality of (f0i, f1i)i 7→
SdC(f0i, f1i)i and the naturality of SdC(f0i, f1i)i with respect to the “ass” functors. It
remains to verify the naturality of the coherence isomorphisms identified in the previous
paragraph. To this end we suppose that a horizontally composable sequence (f0i, f1i)i :
(pi)i → (qi)i of morphisms of polynomials of length n, and binary brackettings β1 and β2
of n things is given. Let us denote by tβ1(pi)i, tβ2(pi)i, tβ1(qi)i and tβ2(qi)i the terminal
subdivided composites witnessing the iterated binary composites of (pi)i and (qi)i via the
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given brackettings. In SdC(qi)i one has the diagram
SdC(f0i, f1i)i(tβ1(pi)i) SdC(f0i, f1i)i(tβ2(pi)i)
tβ2(qi)itβ1(qi)i
//
//
oo
oo
in which the top horizontal arrows are the effect of applying SdC(f0i, f1i)i to the unique
morphisms, and the other morphisms are determined uniquely and both squares commute
because tβ1(qi)i and tβ2(qi)i are terminal. Applying ass : SdC(qi)i → PolyE(X0, Xn) to
this diagram gives the squares witnessing the naturality of the coherence morphisms.
A span in E as on the left
X Z Yoo
s t // X Z Z Yoo
s 1Z // t //
may be identified as a polynomial in which the middle map is an identity as on the right.
Polynomial composition of spans coincides exactly with span composition, giving us a
strict inclusion
SpanE →֒ PolyE
of bicategories which is the identity on objects and locally fully faithful. For a given map
f : X → Y in E , we denote by f • : X → Y and f• : Y → X the polynomials
X X X Yoo
1 1 // f // Y X X Xoo
f 1 // 1 //
respectively. These are spans, it is well known that one has f • ⊣ f• and that this is part
of the basic data of the proarrow equipment (E ,SpanE) [36, 37]. By the above strict
inclusion, this extends to another proarrow equipment (E ,PolyE), and all this at the
generality of a category E with pullbacks. It is worth noting that polynomial composites
of the form f • ◦ p and q ◦ g• are particularly easy, these being
• • • •oo
p1 p2 // fp3 // • • • •oo
gq1 q2 // q3 //
respectively.
The homs of PolyE interact well with the slices of E . For all X and Y one has obvious
forgetful functors
E/X PolyE(X, Y ) E/Yoo
lX,Y rX,Y //
and we refer to these as the left and right projections of the homs of PolyE . From the
above descriptions of composites of the form f • ◦ p and q ◦ g•, one obtains immediately
the sense in which these forgetful functors are natural.
3.1.11. Lemma. For all f : Y → Z and g : X →W one has
ΣglX,Y = lW,Y ((−) ◦ g•) ΣfrX,Y = rX,Z(f
• ◦ (−))
lX,Y = lX,Z(f
• ◦ (−)) rX,Y = rW,Y ((−) ◦ g•)
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3.2. Polynomial functors. Let E be a category with pullbacks. In this section we
define a homomorphism of bicategories
PE : PolyE −→ CAT X 7→ E/X
with object map as indicated, in Theorem 3.2.6. Given a polynomial p : X → Y in E ,
the functor PE(p) : E/X → E/Y is defined to be the composite Σp3Πp2∆p1 , which for the
sake of brevity, will also be denoted as p(−) : E/X → E/Y . In more elementary terms the
effect of p(−) on an object x : C → X of E/X is described by the following commutative
diagram:
X A B Y
C C2
C3 C4
oo
p1 p2
//
p3
//
oo
x  

//

p(x)❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄dpb
pb
Similarly one may, by exploiting the universal property of the pullback and distributivity
pullback in this description, induce the maps which provide the arrow map of p(−). These
explicit descriptions together with Lemma 3.1.11 enables us to catalogue all the ways one
can use the composition of PolyE to describe the functor p(−), and we record this in
3.2.1. Lemma. Let p : X → Y be a polynomial in E .
1. Given x : C → X in E/X, one has
p(x) = rZ,Y (p ◦ x
• ◦ g•)
for all Z and g : C → Z.
2. Given x1 : C1 → X, x2 : C2 → X and h : C1 → C2 over X, one has
p(h) = rZ,Y (p ◦ h
′ ◦ g•)
for all Z and g : C2 → Z, where h
′ : x•2 → x
•
1h• is the mate of the identity x
•
2h
• = x•1
via h• ⊣ h•.
To prove Theorem 3.2.6 we exhibit an analogous result, Lemma 3.2.5, giving all the
ways of expressing PE ’s 2-cell map in terms of composition in PolyE . Preliminary to
this result we reconcile two ways of describing PE ’s 2-cell map – that given in [11] versus
a direct description in terms of morphisms of induced from pullbacks and distributivity
pullbacks, in Lemma 3.2.4. Lemmas 3.2.2 and 3.2.3 are preliminary to Lemma 3.2.4. The
reader not interested in such technical details is encouraged to skip ahead to the statement
of Theorem 3.2.6 below.
