ABSTRACT The fault diagnosis of the gearbox is a complex and important work. In this paper, a multilayer gated recurrent unit (MGRU) method is proposed for spur gear fault diagnosis, that is, three-layer gated recurrent unit (GRU). The vibration signals are firstly monitored on the test bench, and then extracted in both time domain and time-frequency domain. Finally, MGRU is used to learn representation and classification. The MGRU can improve the representation of information and identify the features of fault types more precisely with the increasing number of layers. The proposed method was tested by two spur gears with 10 state modes. To evaluate the method's classification accuracy, four methods were utilized for comparison, i.e., the GRU, long short-term memory (LSTM), multilayer LSTM (MLSTM), and support vector machine (SVM), respectively. In addition, the separability and robustness analysis are also discussed for the proposed MGRU performance. All of the results exhibited that the proposed MGRU approach is effective for spur gear fault diagnosis.
I. INTRODUCTION
With the improvement of automation in modern production, the demand for equipment is increasing sharply, and the maintenance of equipment is also paid more attention [1] . As an important part of mechanical equipment, gearbox is a crucial connection and transmission device. In the gearbox, the gear failure rate is the highest [2] , such as wear, pitting and broken teeth [3] - [5] . These faults may lead to the interruption of the production of machinery and equipment, resulting in huge losses and even human casualties [1] . Therefore, the study of gear fault monitoring and diagnosis is extremely critical.
In the early stage of the development of statistical science, researchers and engineers can only make some assumptions about the background distribution of a small sample, such
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as independent normal distribution, and then establish some hypothetical mathematical models. But these methods cannot deal with complex big data. With the development of computational systems, scholars have researched many computational methods (or data-driven model) to deal with a large number of problems. For instance, artificial decision trees [6] , random forests [7] , support vector machines (SVM) [8] and other algorithmic models [9] , [10] have been reported and widely used in this field.
As reported in literature [11] , a hierarchical clustering selection based weighted random forests scheme is proposed for fault classification in complex industrial processes. Literature [12] presented a novel signal processing scheme, bandwidth empirical mode decomposition, and adaptive multi-scale morphological analysis for early fault diagnosis of rolling bearings. In these methods, the SVM has been successfully applied for fault diagnosis because of its accurate classification ability [13] - [15] . The viewpoint of HVCBs based on an adaptive kernel principal component analysis and the SVM method is put forward in literature [16] .
Data sequence information collected by sensors is very important for describing machine state. However, the machine learning methods mentioned above may not capture the intrinsic relationship between data and state [17] . As a branch of machine learning model, deep learning has great advantages in this respect [18] , [19] . It mainly extracts hierarchical representation from input data by establishing a depth neural network of multi-layer non-linear transformation. By connecting layers with layers, the conversion from input value to output value can be achieved, and the information behind the data can be explored sufficiently. Literature [20] proposed a deep classifier model, which indicated the superiority of deep learning.
In deep learning, long short-term memory (LSTM) model with memory function has received a lot of attention and research [21] , [22] . But the LSTM has little potential for more complex tasks. To solve this problem, gated recurrent unit (GRU), proposed by Cho [23] in 2014, can better handle large training data. The GRU synthesizes a single update gate with the forgetting gate and the input gate. The final model is simpler and faster than the standard LSTM model [24] . It has been used in video recognition [25] , atmosphere quality management [26] , and some other fields. In the machine health monitoring, [27] experimented the local feature-based GRU on machine health monitoring tasks to verify the effectiveness.
However, these data-driven approaches are limited to specific research sample style to some extent. Therefore, the study of different data characteristics of samples can more accurately establish a high-performance analysis model [28] . For fault diagnosis, extracting common time, frequency and time-frequency domain analysis features and using them as input of the model can achieve better data fusion [29] . Follow these principles, the structural steps of this paper are divided into the following three phases: (1) signal acquisition. Acquisition of useful signals is the precondition. Generally, the signals of vibration [30] , sound [31] , electric current [32] and some other signals are collected in most cases [33] , [34] . A fault monitoring test bench is constructed in this paper, and vibration signals are collected, which is also the most commonly used signal acquisition method for researchers [35] . (2) Signal processing. Manual extraction of some representative features. (3) Fault diagnosis using appropriate models. In this paper, the author uses the deep learning method to construct the neural network gear fault diagnosis, and proposes a gear fault diagnosis method based on multilayer gated recurrent unit (MGRU) model.
The main original contributions of this research are presented as follows:
1) The multi-layer neural network model has a very strong learning ability. The feature data processed by the multi-layer model can simulate the original data better, which is conducive to the realization of classification problems. The advantage of this method is that it can express features more deeply and has stronger function simulation ability. Each layer of neurons learns the more abstract representation from the former layer, thus gaining better discrimination and classification ability. At the same time, due to adding a small number of layers and parameters, the computational complexity is within the acceptable range. 2) For gear fault diagnosis, this paper compared the LSTM, the multilayer long short-term memory (MLSTM), the GRU, the MGRU and the SVM models respectively. The experimental analysis of these models shown that the MGRU network can effectively improve the accuracy of gear fault diagnosis.
The rest of this paper is organized as follows. Section II describes the modeling methods used in this paper. Section III illustrates experimentation test bench, data set and feature extraction method. Section IV gives the experimental results of the proposed model and compares the other machine learning algorithm for fault diagnosis. Finally, conclusions are given in Section V.
II. METHODOLOGIES
In this section, the systematic methodologies are described in detail. The first subsection introduces the feature extraction method, the classifier MGRU for the modes' fault diagnosis is described in the second subsection, the third subsection summarizes our experimental steps, and the compared approaches are drawn in the last subsection.
A. FEATURE EXTRACTION
Sensors can only be placed outside the shell, and the signals collected are the synthesis of vibration information. Therefore, it is difficult to distinguish whether a machine has a fault or not only by extracting the time-domain features. Wavelet Packet Transform (WPT) can intuitively and effectively describe the fault characteristics of signals [36] . The process of extracting characteristic parameters of WPT energy spectrum is as below.
Firstly, choose suitable mother wave to decompose the vibration signal with n-layer wavelet packet, and the coefficient vectors are obtained as follows:
where x i n (i = 0, 1, 2, . . . , 2 n − 1) denotes the coefficients of the i-th node of the n-th layer decomposed.
Secondly, when the wavelet packet decomposition coefficient is reconstructed, the reconstructed total signal S can be expressed as:
where S i n denotes signal of the i-th node in the n-th layer. Then the energy values corresponding to each sub-band are calculated.
where x i k represents the amplitude of the reconstructed signal S i n , and N denotes the number of vibration signal samples. Finally, the eigenvector of energy spectrum F is finally constructed.
This paper uses common time domain features and the WPT to extract features in different time and timefrequency domains, thus providing an effective method for more complex fault diagnosis. For the signals measured in the accelerometers, the 20 considered features are used. There are 12 time-domain statistical features summarized in TABLE 1 and 8 time-frequency features, extraction of time-frequency features by WPT. In the experiment of the vibration signal, the WPT with ''daubechies 1'' (mother wave function) is applied to perform 3-levels decomposition, and results in 8 decomposed frequency bands. Through calculation, the energy sum for each frequency band can be obtained, which represents the 8 features of vibration signal in timefrequency domain (w 1 − w 8 ).
B. MGRU
Gated Recursive Unit (GRU) [23] is a model of the classification and prediction algorithm variation from long short term memory network (LSTM) [24] . The core idea of the LSTM and GRU is ''cell state''. It controls the ability of information to flow to the cell state by a structure called ''gate''. A gate includes a sigmoid neural network layer and a multiplication operation, which is shown in FIGURE 1 .
The values between 0 and 1 are outputs by the ''Sigmoid'' layer, where 0 stands for ''no quantity allowed to pass'' and 1 means ''any quantity allowed to pass''. The LSTM has three gates to protect and control the ''unit'' state in order to maintain long-term dependence on information. Each black carries an entire vector, and the circle represents a point-wise 1) Forget gate f t . It's used to decide what information to throw away from a cell. For the t-th sample of a set of data, the current input x t and neuron information l t are read by this layer, and the discarded information is determined by f t .
where the δ is activation function, W f is the weight matrices of f t gate, and the U f is parameter matrix. 
where the • denotes the element-wise product, W m is the weight matrices of m t gate, and the U m is parameter matrix. 4) Output the final result l t . It is based on cell state.
Specific steps are as follows:
The GRU is a very popular variant of the LSTM, and the same gate control mechanism is also used in the GRU. It can overcome the problem of gradient disappearance. But there are some differences in the GRU. That is, the forget gate f t and input gate i t in the LSTM are synthesized into an update gate. Similarly, cell state and hidden state are mixed. Hence the GRU has only two gates: update gate z t and reset gate r t . Compared with the LSTM, the structure is simpler and the calculation of the GRU is much less. Its structure is explained in FIGURE 2. The update gate z t is used to control the extent of the state information between the previous moment and the current state. The reset gate r t is used to control the degree of ignoring the state information of the previous moment. For an input vector x t , conversion functions in the GRU hidden elements are given as follows:
where W z , W r are weight matrices of z t and r t gates, respectively, W c is the weight matrix of the output state, H t−1 is the input data at time t-1, • denotes the element-wise product, h t and H t are candidate states and output states at time t, δ and tanh are activation functions for update gate and reset gate, and V z , V r are parameter matrices and vector. For the neural network models, increasing the layers and time steps will enhance the memory ability of the model. On the contrary, if add too many layers, the complexity of the model will also increase significantly. Therefore, this paper uses the layer-by-layer optimization method [37] . That is, on the basis of the trained model, add new levels and retrain, and then fine-tune the whole network. The first layer of the proposed model MGRU takes geometric features as inputs, and the upper GRU layer takes the output from the lower GRU layer as the inputs. After three layers of the GRU model training, the final results of fault diagnosis are obtained.
C. OVERVIEW OF OUR APPROACH ARCHITECTURE
The process of the fault diagnosis is shown in FIGURE 3. In the proposed framework, the experimental steps of fault diagnosis are summarized as follows: 
D. PRECISION INDEX
To assess the accuracy, the criterion is formulated as follows:
where S r is the right number and S t is the total number.
E. BASELINE
To evaluate the method's performance, four methods were applied to compare, i.e., GRU, LSTM, MLSTM, and support vector machine (SVM), respectively. The GRU model and LSTM model have been introduced in detail in Section II. In order to maintain the consistency principle of experimental comparison, the structure of the MLSTM is similar to MGRU to a great extent. But the units with three gates are used in MLSTM. The SVM is a typical machine learning algorithm [38] , and it is widely used in the field of fault diagnosis, so this paper chooses it as a comparative model. According to the limited sample information in machine statistical learning, it is able to find the best balance between the complexity of the model and the learning ability. It can map samples from original space to high-dimensional feature space, and separates them as far as possible in order to obtain the best classification ability. Given a training set {(x i , y i )|i = 1, 2, . . . n} with the input vector x i ∈ R n and the output value y i ∈ {−1,1}, n is the number of training samples. They can be separated by a hyper plane, it is as follows: where w is the weight coefficient vector in the feature space, and b ∈ R is a constant. For linear inseparable problems, the kernel function k is needed to achieve linear separable.
where k(x i , x j ) is the kernel function, a i is the Lagrange operator; B is the punishment factor, that is, tolerance of errors. Generally, the radial basis function (RBF) is used as the kernel function [36] . It can be expressed as follows:
where g is the kernel parameter, it implicitly determines the distribution of data after mapping to a new feature space.
III. EXPERIMENTAL TEST BENCH
In this study, experiments are carried out on the gear box fault diagnosis test bench. The experimental system is shown in FIGURE 4. The coupling connects the motor (Specification: SIEMENS, 3∼, 2.0HP), the input shaft of the gearbox. The output shaft of the gearbox is connected with the electromagnetic torque circuit breaker (Specification: ROSATI, 8.83kW). The controller (Specification: TDK-Lambda, GEN 100-15-IS510) manually adjusts the torque breaking load. The vibration signal is collected by an accelerometer (Specification: PCB ICP 353C03), and then through a data acquisition box (Specification: DAQ, NI cDAQ-9234), it is sent to a laptop computer. As shown in FIGURE 5, two spur gears (number of teeth Gear1 = 53, and Gear2 = 80) were installed on the gearbox. Fault diagrams and type descriptions of single spur gears are shown in In the experiment, the load condition is 30V. With the sampling frequency 50 kHz, signals each with the duration 0.5 sec were collected. After receives the vibration signal, 4500 sample points are consist the whole data sets. Each fault condition includes 5000 sample points. In the experimental process, the sample is split into two sets: 3000 samples for training and 1500 samples for testing. Since there are 20 features, a total of 4500 characteristic signals in the time domain and time-frequency domain are extracted. Then a 4500 × 20 original feature matrix is obtained.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In the task of gearbox fault diagnosis, as mentioned before, the 3000 samples are chosen to train the classifiers, and the 1500 samples are selected for testing. For each classifier, five experiments were carried out to compare the stability of the classification results. The training and testing data are selected randomly from the compressed feature matrix in each trial.
In order to test the performance of the designed MGRU spur gear fault diagnosis, three capabilities of accuracy, separability and robustness are studied respectively.
A. CLASSIFICATION CAPACITY
Through the previous work [27] and the characteristics of our data, structures of MGRU are defined as that the number of hidden layers are 3, 400 nodes in the first hidden layer, 300 nodes in the second hidden layer, and 200 nodes in the third hidden layer, respectively. The epoch number is 50. Based on these settings, the average result is 98.13%.
Regarding the MLSTM model [37] , the nodes of layer 1, layer 2 and layer 3 are set to be 200, 100 and 100, respectively. The epoch number is also 50. In this case, the average of accuracy is 94.08%.
Regarding the GRU and the LSTM, the hidden layer units are 300 and 100 respectively. The epoch number is 50, too. The average of the five experiments results is 94.41% in GRU and 93.62% in LSTM respectively.
Regarding the SVM model in this paper, B is 1.0 and g is 200, and the average result is 91.4%.
Detailed results are shown in TABLE 4, and the Box-plot in FIGURE 6. Four findings can be drawn: 1) Among the MGRU, the GRU, the MLSTM, the LSTM and the SVM models, the MGRU has the highest average classification accuracy in fault diagnosis. 2) Multi-layer neural network has better classification effect than single-layer neural network. The MGRU model is improved by 3.72% on the basis of GRU and MLSTM improved by 0.46% on the basis of LSTM.
3) The four neural network models (MGRU, GRU, MLSTM, and LSTM) perform better than the traditional data-driven model of SVM. 4) When these five experiments were carried out, the value distribution of MGRU model was concentrated and the veracity is highest. The MLSTM experiment produces outliers. The other three models (GRU, LSTM, and SVM) deviate greatly from the maximum and minimum values.
B. SEPARABILITY
Mechanical signals are chaotic. Whether the proposed model can extract effective information from them and classify them accurately is very important. To illustrate the effectiveness of the proposed method intuitively, the representation of fault classification results are visualized in FIGURE 7.
In this paper, principal components analysis (PCA) algorithm [39] - [41] are used to reduce the dimension of features and project the high-dimensional representation into two-dimensional space. It can compress data as much as possible to retain the main features of variables, while minimizing the loss of information. Scatters of different colors and shapes represent ten different categories from s_1 to s_10 in Table 3 , respectively. The graph shows that there are a small part of the classification results of s_2 and s_7, s_4 and s_8 coincide, because of signal aliasing when collecting vibration signals. It may exist due to some uncontrollable factors. However, several other fault types show a strong classification effect, especially the s_1, s_3, s_5, s_6, s_9, s_10 fault types.
The separability indicates that our model can learn from mechanical signals to identify fault types, and through training, can carry out strong information representation, which provides a powerful tool for fault diagnosis.
C. ROBUSTNESS
In addition, the robustness of our approach was investigated. FIGURE. 8(a) . In ex_1, When the parameter set is (Layer_1 = 300, Layer_2= 300, Layer_3 = 200 and the epoch = 50), the average prediction accuracy of the five experiments is the worst, 97.938%; when the parameter set is (Layer_1= 400, Layer_2 = 300, Layer_3 = 200 and the epoch = 50), the average prediction accuracy of the five experiments is the best, 98.126%. So even though the parameters vary greatly, the effect on the experimental results is only 0.188%. The experimental results of ex_2 are shown in FIGURE.8(b) . The best average prediction accuracy of five experiments is 98.318%, the worst is 97.764%, and the difference is 0.554%. Similarly, the experimental results of ex_3 are shown in FIGURE.8(c). The best average prediction accuracy of five experiments is 97.912%, the worst is 97.504%, and the difference is 0.408%. FIGURE.9 shows the classification accuracy using different numbers of the epoch numbers. The best average prediction accuracy of five experiments is 98.01%, the worst is 97.222%, and the difference is 0.788%.
The red lines in FIGURE.8 and FIGURE.9 show the overall average accuracy of the experiment in ex_1, ex_2, ex_3 and ex_4. They are 98.034%, 98.026%, 97.691% and 97.566% respectively. In summary, the different setting of parameters has little effect on classification accuracy. Obviously, the robust performance of the proposed method validates its generalization ability to diagnose various fault severity and mechanical equipment faults under different parameters.
V. CONCLUSION
Fault diagnosis plays an essential role in equipment maintenance. This paper introduces a fault diagnosis method based on a multi-layer GRU model. In this method, a deeper feature simulation is performed by adding layers of neural networks. Specifically, the vibration signals of healthy spur gears and nine different fault types are firstly collected on the experimental platform. Secondly twelve kinds of time domain feature extraction and eight WPT time-frequency domain feature extraction are carried out, and they are input into the three-layer GRU model to diagnose fault at last. VOLUME 7, 2019 To verify the classification accuracy, four comparative experiments is carried out, i.e., the LSTM, the MLSTM, the GRU, and the SVM. In addition, the diagnostic performance of the proposed method is verified in terms of separability and robustness analysis. The following conclusions are drawn:
1) Based on the average classification accuracy generated by five classifiers, the results show that the fault classification accuracy of multi-layer model is higher than that of single-layer model, and the proposed model MGRU has the best classification accuracy.
2) The separability analysis of the proposed method indicates that the MGRU model can extract the information behind the chaotic mechanical signals and separate the fault types. It has strong information representation ability. 3) Based on the robustness analysis of the different parameters in the experiment MGRU, the fluctuation of classification accuracy in each trial are relatively small, illustrating that the model is insensitive to parameter change and has high stability. Therefore, the proposed model has a great contribution to the research of fault diagnosis.
