Univariate polynomial root-finding has been studied for four millennia and still remains the subject of intensive research. Hundreds if not thousands of efficient algorithms for this task have been proposed and analyzed. Two nearly optimal solution algorithms have been devised in 1995, based on recursive factorization of a polynomial, and 2016, based on subdivision iterations, but both of them are superseded in practice by Ehrlich's functional iterations. By properly combining Ehrlich's and subdivision iterations with factorization techniques we devise a variety of new root-finders that promise to compete with both classes of iterations. By adding some simple but novel techniques we also devise a new competitive root-finder in a line segment.
Introducton
The solution of a univariate polynomial equation has been the central problem of mathematics for four millennia, since Sumerian times (see [B40] , [B68] , [P97] , [P98] ) and still remains the subject of intensive research with applications to signal processing, control, financial mathematics, geometric modeling, and computer algebra (see the books [M07] , [MP13] , a survey [EPT14] , the recent papers [PT13/16] , [SM16] , [BSSXY16] , [JS17] , [PZ17] , [P17b] , [BSSY18] , [IPY18] , and the bibliography therein).
Hundreds if not thousands efficient algorithms and techniques have been proposed until a nearly optimal solution algorithm for both root-fining and factorization appeared in 1995 (see [P95] , [P02] ), but it was quite involved in order to be practically competitive. Since 2000 the root-finder of the user's choice has been the package MPSolve, based on Ehrlich's iterations. In 2016 a distinct nearly optimal polynomial root-finder appeared in [BSSXY16] , [BSSY18] , based on subdivision iterations.
Its first implementation in [IPY18] is superseded by MPSolve, but in this paper we combine the known techniques in order to devise a variety of new polynomial root-finders that extend subdivision and Ehrlich's iterations and have chances to enhance performance of both groups of iterations. The difference in the complexity of the new and known algorithms is within poly-logarithmic factors, and so new variations of the algorithms of [BSSXY16] , [BSSY18] are also nearly optimal for the approximation of all complex roots of a polynomial as well as its roots in a disc. The difference, however, can be substantial for practical implementation.
By adding some simple novelties we extend our algorithms to nearly optimal and practically promising root-finding on a line segment.
Our acceleration of univariate polynomial root-finding can be translated to faster solution of various related computational problems, e.g., of triangular system of multivariate polynomial equations, although not of the 1995 record for numerical polynomial factorization.
Our amendment of functional iterations is practically promising, although it is very simple: it amounts to performing scaled FFTs and inverse FFT. Our amendment of subdivision iterations involves approximation of a factor of a polynomial with its root set lying either in a disc isolated from the other roots of a polynomial or outside such a disc. For these two tasks we apply Schönhage's advanced version of Delves and Lyness's algorithm of [DL67] . This highly efficient algorithm hidden in the long paper [S82] has been too little (if at all) used by researchers since [P02] , and we devote Appendix A to its concise exposition.
Otherwise we organize our paper as follows. We state four variations of the main root-finding problem in Section 2, deduce simple lower bounds on their Boolean complexity in Section 3, propose new variations of functional iterations in Section 4 and of subdivision iterations in Section 6 based on background in Section 5. In Section 7 we devise a new nearly optimal polynomial root-finder on a line segment. In Appendix B we cover some auxiliary and complementary algorithms and techniques towards further progress in polynomial root-finding.
2 Four fundamental computational problems ′ /2 on the number of Boolean (bit-wise) operations involved, each operation accessing at most two bits. Now let m denote the number of roots of p in the input domain, m = d for Problem 1. The next example, extending those of [P95] and [P02] , shows that one must access at least (d + 1)bm input bits and perform at least (d + 1)bm/2 Boolean operations in order to approximate even a single root of p(x) with the output precision of b bits, which is a sub-problem of Problems 1, 3 and 4. to the x-free term of the polynomials we change its root 1/3 by 1/2, making it unrecognizable. By extending this argument, fix a positive integer b and change the coefficient
Then its root 1/3 changes by 1/2 b . Therefore one must access
bits of the coefficients of a polynomial p = (x − 1/3) d in order to approximate its root 1/3 within 1/2 b . Likewise one must access at least (d + 1)mb/2 bits of the coefficients of a polynomial in order to approximate within 1/2 b even its single root of multiplicity m or a cluster of its m roots for 1 ≤ m ≤ d. Hence the solution of Problems 1, 3 and 4 involves at least (d + 1)mb/2 bits and (d + 1)mb/4 Boolean operations where m is an upper bound on the multiplicity of the roots and on the size of its 1/2 b -clusters in an input domain; m cannot exceedthe number of roots in the input domain.
The algorithm of [P95] and [P02] solves Problem 2 by usingÕ(b ′ d) bits and Boolean operations with the extension to the solution of Problems 1, 3 and 4 at the nearly optimal Boolean costÕ(bmd) (see Corollaries 11.1 and 11.2). Here and hereafter we writeÕ(s) for O(s) defined up to a poly-logarithmic factor in s, and so, in view of Example 2, the above upper bounds on the complexity of Problems 1 -4 are optimal up to such a factor. The algorithm solves these problems nearly as fast as one accesses the input coefficients within the minimal precision required for the solution, but is quite involved and cannot compete in practice with various other root-finders.
New Variations of Functional Iterations
The user's choice for polynomial root-finding is the package MPSolve [BF00], [BR14] , which implements Ehrlich's functional iterations of [E67] .
Assume that a constant initial number of correct bits of approximations to every root of p monotone increasing at every iteration performed with a constant (e.g., double) precision. Then estimate that the iterations would use
bit operations in order to approximate all roots of p with a precision b provided that the roots of p make up s clusters of m 1 , . . . , m s roots. Actually simultaneous monotone cubic convergence to all roots has been proved for Ehrlich's iterations locally, near the roots, but super-linear convergence to all roots of p right from the start has been consistently observed in extensive use of the iterations worldwide, under some standard choices of initial approximations of [BF00] , [BR14] .
By relying on this informal statistical property, Ehrlich's iterations solve Problems 1 -4 at a Boolean cost B. This informal statistical bound is nearly optimal for Problem 1 but exceeds the cost of the algorithms of [P95] and [P02] for Problems 2 by a factor of d and for Problems 3 and 4 by a factor of d/m where m denotes the maximal size of roots clusters of p in the input domain.
Somewhat surprisingly our variations of this extensively studied algorithm promise noticeable progress.
First recall that MPSolve of [BF00] and [BR14] performs Ehrlich's iterations with the precision of computing that dynamically increases as approximations approach the roots of p. As soon as the required error bound is reached (then we say that the root has been tamed), its approximation is not updated anymore, but the iterations continue for the other -wild roots, which we enumerate as x 1 , . . . , x w . The tame roots are stronger isolated than the wild roots, and typically they soon become more numerous, but the computational cost of the approximation of a smaller number w of wild roots can still be dominant overall.
When we stop updating the tame roots, the cost of an iteration decreases by a factor of γ = d/w, but another factor of γ can be saved (that is, we would use order of w 2 rather than dw operations) if we apply an iteration to the polynomial w(x) = w j=1 (x − x j ) of degree w rather than to p. The overall complexity becomes B Ehr,p + B w + B Ehr,w where B Ehr,p is the Boolean cost of Ehrlich's iterations applied to p and preceding the computation of the factor w(x), B w denotes the Boolean cost of the computation of the polynomial w(x), where B w =Õ(bdw), as we estimate later in this section, and B Ehr,w is the Boolean cost of Ehrlich's iterations applied to the polynomial w(x); at this stage we decrease the Boolean cost at least proportionally to the decrease of the degree.
2 We may postpone the computation of w(x) to the moment when d/w ≥ τ for a fixed constant τ > 1. E.g., for τ = 2 the wild roots are not more numerous than the tame roots. Ehrlich's iterations applied to the polynomial w(x) could again partition its roots into wild and tame, and then we reapply the same policy, say, with the same bound τ . We can proceed recursively, splitting out polynomials w i (x) for i = 1, . . . , s, w 0 (x) = w(x), s ≤ log τ d, and deg(w i ) ≤ deg(w i−1 )/τ . Then the Boolean cost of computing all polynomials w i (x) for i = 1, . . . , s is at most
We conclude this section with three recipes for computing the factor w(x). Recipe 1. Fix ρ ≥ 2 max w j=1 |x j | and an integer q such that 2 q−1 ≤ w < 2 q , write z j = ρ exp(2πi/2 q ) for j = 0, 1, . . . , 2 q − 1, and compute (i) p(z j ) for all j,
) for all j, and (iii) the coefficients of w(x). Besides scaling the variable x, we perform (d − w)2 q arithmetic operations at stage (ii) and ⌈d/w⌉ FFTs and single inverse FFT, each at 2 q points; overall we needÕ(bdw) Boolean operations [PLS91] , [K98] , [PT17] .
This cost bound can be verified for the two following recipes as well. Recipe 2. Compute at first the values of the polynomial w(x) at scaled roots of unity (as in Recipe 1), then the power sums of its roots, and finally its coefficients, by applying the algorithms of Sections 8 and 9.
Recipe 3 [Sa] . Compute the power sums of the roots of p by applying Newton's identities (cf. (10)) to the coefficients. Then by subtracting the powers of all tame roots compute the power sums of the roots of the polynomial w(x). Finally recover its coefficients by applying Newton's identities.
Recipe 3 involves the coefficients of p, while Recipes 1 and 2 as well as Ehrlich's, Weierstrass's and Newton's iterations can be applied to a polynomial p given just by a subroutine for its evaluation, which is an advantage when, say, the polynomial is given in a compressed form or by using Bernstein basis.
Approximation of a Factor: the Problem
Next we seek some promising variations of subdivision root-finders. We begin with defining isolation of a root set in a disc and on a segment.
Definition 3. Isolation of a disc and circle. The root set of a polynomial in a disc D(c, r) = {z : |z − c| ≤ r} is θ-isolated for θ > 1 if the polynomial has precisely the same root set in the discs D(c, r) and D(c, θr). Such a set on a circle C(c, r) = {z : |z − c| = r} is θ-isolated for θ > 1 if the polynomial has precisely the same root set on the circle C(c, r) and in the annulus A(c, r/θ, rθ) = {z : r/θ ≤ |z − c| ≤ rθ}. For a fixed polynomial in such cases the disc D(c, r) and the circle C(c, r) have an isolation ratio at least θ and are θ-isolated.
We cover a solution of the following subproblem of Problem 2 in Appendix A but use it already in the next sections.
Problem 5: Approximation of a factor with root set in an isolated disc.
of all roots of p, in which case w < d/1000 for d < 2 17 (we cite these data from the paper [SS17] ; no code is available for its algorithm so far). In this case we can apply similar recipes.
INPUT: a polynomial p of (1), a complex number c, and a positive number r such that the disc D(c, r) = {z : |z − c| ≤ r} on the complex plain is θ-isolated for θ = 1 + g/ log h (d), a positive constant g and a real constant h. OUTPUT: the number d f of the roots of p in the disc D(c, r) and the monic factor f of p of degree d f whose all d f roots lie in the disc D(c, r).
In Section 4 we dealt with infinitely isolated discs. Corollary 8.1 extends the solution of Problem 5 to the case where the unit input disc D(0, 1) is replaced by the unit circle C(0, 1).
Next we narrow Problem 5 by making the following assumption.
Assumption 4. In Problem 5 the disc D(c, R) is the 2-isolated unit disc D(0, 1) and a root x j of p lies in this disc if and only if j ≤ d f , that is,
The restriction to the unit disc D(0, 1) is no loss of generality because we can shift and scale the variable x (see Remark 1). We can ensure (2) by reenumerating the roots. Furthermore the following remark shows that instead of 2-isolation we can assume θ-isolation for θ quite close to 1.
, a positive constant g and real h, we can ensure its γ-isolation for any constant γ > 1, e.g., for γ = 2, by first performing α = O(log(log(d))) root-squaring lifting iterations
, and then applying the converse (descending) iterations of [P95] , [P02] . Let us briefly recall it. First notice that p i (x) = d j=1 (x − x i,j ) and x 2 i,j = x i+1,j for all i and j. Hence for a given x i+1,j we choose a single root x i,j of the polynomial p i (x) out of two candidate values of ± √ x i+1,j . At a dominated cost we can select the d roots of p i+1 (x) out of of the 2d values
, we recursively apply this recipe for i = α − 1, α − 2, . . . , 1, 0 and finally output the d roots of p(x).
Remark 6. By bounding the isolation ratio by 2 we simplify our analysis, but how does root-squaring really simplify our root-finding? It only affects the stage of the computation of the power sums in Section 8, which amounts to performing three FFTs, each at q points. By virtue of Theorem 15 the output at this stage approximates the power sum within roughly 1/θ q where θ denotes the isolation ratio. Root-squaring squares this ratio, and then we can keep the same error bounds when we decrease q and the computational cost of the power sum algorithm roughly by twice. This cost decrease, however, is deceptive: we come back to the original cost bound when we add the cost of root-squaring even if we ignore the increase of the precision of computing required in order to support root-squaring. Such a precision increase complicates numerical implementation of root-finding and increases the overall Boolean cost, although its increase is hidden in theÕ notation as long as we perform squaring O(log(log(d)) times.
Remark 7. We can extend our study of isolation from a disc to any convex domain on the complex plain that allows its dilation from a fixed center. If the root set is invariant in θ-dilation of the domain for θ > 1, then we say that the domain is θ-isolated. If such a domain is centered in the origin, then root-squaring squares its isolation ratio, and we can extend the comments in Remark 5. Our definition of θ-isolation and our comments can be also extended to the boundary of such a domain, whose θ-dilation is said to be the union of the boundaries of all z-dilations of the domain for 1/θ ≤ z ≤ θ.
Remark 8. Do we need a new algorithm for Problem 5a of the computation of the coefficients of p/f rather than those of f ? Not really, because Problem 5a for a polynomial p is equivalent to Problem 5 for the reverse polynomial p rev (x) :=
and because the isolation ratio of the disc D(0, 1)
remains the same for both p and
and that Problem 5a tends to be simpler than Problem 5 if
If we know a factor f of p, we can also solve Problem 5a by means of approximate polynomial division (see Section 12). Alternatively in that case (cf. Recipe 3 in the previous section) we can compute (i) the sums of the ith powers of the roots of p and f for i = 0, 1, . . . , d − d f , by applying Newton's identities (cf. (10)) or the algorithms of Section 8, then (ii) the sums of the ith powers of the roots of the polynomial p/f for i = 0, 1, . . . , d − d f , by subtracting the d − d f + 1 power sums of the roots of f from those of p, and finally (iii) the coefficients of p/f by applying the algorithms of Section 9, possibly by applying Newton's identities again.
Combining Subdivision Iterations with Factorization
Subdivision iterations extend the classical bisection iterations from root-finding on a line to polynomial root-finding in the complex plain. Under the name of Quad-tree Construction these algorithms have been studied in [HG69] , [H74] , [R87] , and [P00] and extensively used in Computational Geometry. The algorithms have been introduced by Herman Weyl in [W24] and advanced in [HG69] , [H74] , [R87] , and [P00] ; then under the name of subdivision Becker et al. modified them in [BSSXY16] and [BSSY18] . 3 Let us briefly recall the main steps of these algorithms for Problem 1; they are similar for Problem 3.
Every subdivision (quad-tree) iteration begins with at most 4d congruent suspect squares on the complex plain that cover all the d roots of p and ends with a similar cover of the roots where the edge length of the suspect squares is halved. Hence the centers of the suspect squares approximate the root set with error bound linearly converging to 0.
Every iteration defines connected components made up of the suspect squares. Cover these components by the minimal discs D 1 , . . . , D s ; some of them become well-isolated in O(log(d)) iterations. Cover the root sets of p in the discs D i by the minimal discs D ′ i for i = 1, . . . , s. For some i the distance from the center c i of the disc D i to the disc
Then the subdivision iterations would recursively halve the distance, but the algorithms of [R87] and [P00] super-linearly decrease it by applying Newton's iterations provided that the roots are confined to a θ-isolated disc for θ ≥ 3d − 3. This sufficient condition from [T98] softens the earlier sufficient condition θ ≥ 5d 2 of [R87] but still greatly exceeds bounds, say, θ ≥ 2, supporting nearly optimal solution of Problems 5 and 5a. Likewise the algorithms of [BSSXY16] and [BSSY18] first compute well-isolated discs and then approximate the clusters of roots of p lying in these discs. Having solved Problem 5 for such discs we can keep applying subdivision algorithm to a factor of lower degree m j rather than to polynomial p.
4 In this case the nearly optimal complexity estimate of [BSSXY16] and [BSSY18] for Problems 1 and 3 would change fromÕ(bd The bound decreases by at least a factor of four when both values d and m f decrease at least by twice, and we can always delay computing the factors until this assumption is met. Then, as in Section 4, we readily verify that the overall Boolean cost B f of computing all factors involved is inÕ(bdm), and so we define a variety of nearly optimal modifications of subdivision algorithms.
Remark 9. Bounding the degrees of the factors from above is essential; in the next example computation of too many factors of higher degree would imply sharp growth of the Boolean cost. Each of them shares a cluster of at least d/2 roots with the polynomial p, and so we must choose b ′ i ≥ bd/2 (see Example 2). Therefore we need order of bd 3 bits and Boolean operations for the approximation of all these factors. This bound is too large, and we should avoid approximation of the factors f i (x) by solving Problem 5a rather than Problem 5 until, say,
Solution of Problem 4 with Factorization
The algorithms of [PT13/16] and [SM16] solve Problem 4 in nearly optimal Boolean time but are still superseded by the algorithms of [BP91/98] , [BT90] , and [DJLZ97] (the user's choice) in the important case where the input polynomial p has only real roots. Next we reduce Problem 4 to this special case by approximating the factor f of p that shares with p the root set in the unit segment S[−1, 1] = {x : − 1 ≤ x ≤ 1} (see Remark 1).
First recall the two-to-one Zhukovsky function z = J(x), which maps the unit circle C(0, 1) onto the unit segment S[−1, 1], and its one-to-two inverse:
Now proceed according to the following stages: 2. Let g(z) denote the monic factor of the polynomial s(z) with the root set made up of the roots of s(z) lying on the unit circle C(0, 1). Notice that deg(g(z)) = 2a where we write a := deg(f ). By applying the algorithm that supports Corollary 8.1 approximate the power sums of the roots of the polynomial g(z).
3. By applying one of the two algorithms of Section 9 approximate the coefficients of g(z).
Compute the polynomial h(x)
Its root set is made up of the roots of the polynomial p lying in the segment S[−1, 1] and of their reciprocals; in the transition to h(x) the multiplicity of the roots of p either grows 4-fold (for the roots 1 and −1 if they are the roots of p ) or is doubled, for all other roots.
By applying the algorithm of [DJLZ97] approximate all the roots of the polynomial h(x).
6. Among them identify and output at most a roots that lie in the segment S[−1, 1]; they are precisely the roots of p(x).
Remark 11. One may simplify stage 5 by replacing the polynomial h(x) with its half-degree square root j(x) := x a f (x)f (1/x), but it is not clear if this observation can help simplify the overall computations. 
APPENDIX A. FACTORIZATION AND EXTENSION TO ROOT-FINDING 8 Computation of the Power Sums
Define the power sums s h of the d f roots of the factor f of (2):
and compute their approximations s * 1 , . . . , s * q−1 for a positive q such that
where ω = exp(2π √ −1/q) denotes a primitive qth root of unity. Under Assumption 4 the disc D(0, 1) is 2-isolated. Hence no roots of p(x) lie in the annulus {z : 1/2 ≤ |z| ≤ 2}; furthermore respectively. Now we can compute the values s * 1 , . . . , s * q−1 by performing less than 2d additions and three DFTs, each on the qth roots of unity. This cost bound is dominated by the cost of shifting the variable x to the origin.
Next we recall the estimates for the approximation errors from [S82] .
z ≤ 1/2 under Assumption 4. Then
Proof. Deduce the following expressions from Laurent's expansion:
for |x| = 1, s h of (4), and
The leftmost equation of (8) is verified by the differentiation of the polynomial p(x) = n j=1 (x − x j ). The middle equation of (8) is implied by the following equations for |x| = 1:
Equations (5) and (8) combined imply that
We assumed in (5) that 0 < h < q − 1. It follows that c −lq−h−1 = s lq+h and c lq−h−1 = −S lq−h for l = 1, 2, . . ., and we obtain
On the other hand
. ., for z of (6). Substitute these bounds into (9) and obtain (7). Proof. In view of Remark 5 it is sufficient to fix any constant θ > 1 and then to prove the corollary provided that the disc D(0, 1) is 2-isolated and the circle C(0, 1) is 4-isolated. In that case min{|x j |, 1/|x j |} ≤ 1/2 for all j. Choose q = b ′ + h + log 2 (d) + 2, combine Theorems 13 and 15, and obtain the claim of the corollary for the disc.
Furthermore, the discs D(0, 1/2) and D(0, 2) are 2-isolated if the circle C(0, 1) is 4-isolated. By scaling the variable x twice and by extending the corollary to the case where these discs replace the disc D(0, 1), compute the power sums of the roots of p lying in these discs within the claimed Boolean cost bound. Finally observe that the pairwise differences of these power sums are precisely the power sums of the roots of p lying on the circle C(0, 1).
Remark 16. The integer s * 0 approximates the number s 0 of roots in the disc or on the segment; we can recover this number if |s * 0 − s 0 | < 1/2.
Remark 17. In Theorem 13 we assume that the root set of a factor f is isolated in the unit disc D(0, 1). We support this assumption by shifting and scaling the variable x, which generally increase the input size for root-finding. One can avoid similar problem at the stage of reverse shift and scaling by delaying it until the roots are approximated. Moreover one can avoid shift and scaling at all by approximating the power sums s h by the integrals because by virtue of Cauchy's theorem
p(x) x h dx for all h and for Γ denoting the boundary Γ of any complex domain that contains the roots of f and no other roots of p. Kirrinnis in [K00] presents a fast algorithm for the approximation of such integrals at a nearly optimal Boolean cost provided that the domain is θ-isolated for a constant θ > 1. The algorithm is quite involved, but instead of the power sum approach we can apply the alternative one of Section 13.
From the Power Sums to the Coefficients
Next we recall two algorithms that approximate the coefficients f 0 , f 1 , . . . , f d f −1 of the factor f (x) of (2) within the norm bound 1/2 cd given approximations to the power sums s 1 , . . . , s d f of the d f roots of that factor. Solution 1. Recovery of the factor via Newton's identities.
Define the reverse polynomial
and apply Newton's identities (10).
This enables us to approximate the coefficients of the factor f (x) = 1 + [S82, page 25] ). The following algorithm of [S82, Section 13] is slightly faster, although supports the same asymptotic Boolean cost bound.
Solution 2. Recovery of the factor by means of applying Newton's iterations.
2 , and express the polynomial g 2r (x) as follows:
where
is an unknown polynomial. Equation (12) implies that
Equations (12) and (13) together imply that
Combine the latter identities with equation (11) for d f = 2r + 1 and obtain
Having the power sums s 1 , . . . , s 2d f and the coefficients of the polynomials g 1 (x) and g 2 (x) available, recursively compute the coefficients of the polynomials g 4 (x), g 8 (x), g 16 (x), . . . by using identities (12)- (14). Namely, having the polynomial g r (x) available, compute the polynomial 1 1+gr (x) mod x 2r and its product with g ′ r (x). Then obtain the polynomials h ′ r (x) from (14), h r (x) from (13), and g 2r (x) from (12).
Notice that 
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Recusive Splitting into Factors
Auxiliary Norm Bounds
We first state two simple lemmas.
Lemma 18. It holds that |u + v| ≤ |u| + |v| and |uv| ≤ |u| |v| for any pair of polynomials u = u(x) and v = v(x).
The following lemma relates the norms of a polynomial and its factors.
Proof. The leftmost bound was proved by Mignotte in [M74] . The rightmost bound follows from Lemma 19.
Error Bounds of Recursive Factorization
Suppose that we recursively split a polynomial p into factors over some θ-isolated discs until we arrive at linear factors of the form ux + v, some or all of which can be repeated. This defines a complete approximate factorization
Next, by following [S82, Section 5], we estimate the norm of the residual polynomial
We begin with an auxiliary result.
for some nonconstant polynomials f 1 , . . . , f k , f and g and for
Then
Proof.
Combine the latter inequalities and obtain ∆ k+1 ≤ ∆ k + ∆|f 2 · · · f k |. Combine this bound with (17)- (19) and Lemmas 18 and 20 and obtain (20).
Write f 1 := f and f k+1 = g. Then (20) turns into (17) for k replaced by k + 1. Now compute one of the factors f j as in (18), apply Theorem 21, then recursively continue splitting the polynomial p into factors of smaller degrees, and finally arrive at factorization (15) with
for ∆ * of (16). Let us call this computation Recursive Splitting Process provided that it begins with k = 1 and f 1 = p and ends with k = d.
Theorem 22. To support (17) for all j = 1, 2, . . . , d in the Recursive Splitting Process for a positive ǫ ≤ 1, it is sufficient to choose ǫ k in (18) satisfying
Proof. Prove bound (17) by induction on j. Clearly, the bound holds for k = 1. It remains to deduce (20) from (17) and (21) for any k. By first applying Lemma 20 and then bound (17), obtain
The latter bound cannot exceed 2 d+1 |p| for k ≤ d, ǫ ≤ 1. Consequently (21) ensures (19), and then (20) follows by virtue of Theorem 21.
Remark 23. The theorem shows that by using auxiliary precision b ≥b inf = 2d + 1 + log 2 d + b ′ throughout the process of recursive factorization we can ensure the output precision b ′ . This is quite satisfactory when b ′ is of order at least d, which s mandatory when we use scaling or shifts of the variable. Furthermore we should choose b ′ ≥ bm, for m denoting the maximal size of a root cluster in the input domain, and for a large class of inputs bm is indeed of order at least d. For a large class of input polynomials p the bounds of Lemma 20 and [M74] are overly pessimistic, and so we may tentatively choose an auxiliary precision that is lower thanb inf and then either keep it if Theorem 21 holds for the estimated norms of the factors of p or increase it dynamically otherwise.
From Factors to Roots
By following [S82, Section 19] we assume that a polynomial p of (1) is monic and that |x j | < 1 for all its roots x j ; we can satisfy these assumptions by scaling the variable x and the coefficients of the polynomial p.
Theorem 24. Suppose that
Define the open domain N (p, ǫ) = {x : |p(x)| < ǫ and |x| < 1}
in the complex plain. Partition this domain into connected components The corollary can be extended to the following well-known problem. Problem 6. Polynomial Root Isolation. Given a polynomial p of (1) that has integer coefficients and only simple roots, compute d disjoint discs on the complex plain, each containing exactly one root of p.
Corollary 11.2. Polynomial Root Isolation. (See [S82, Section 20] .) Suppose that a polynomial p of (1) has integer coefficients and has only simple roots. Let σ p denotes its root separation, that is, the minimal distance between a pair of its roots. Write ǫ := 0.4σ p and b ′ := log 2 (1/ǫ). Let ǫ < 1 and let m = m p,ǫ denote the maximal number of the roots of the polynomial p(x) in ǫ-clusters of its roots. Then Root Isolation Problem 6 for p can be solved in Boolean timẽ
APPENDIX B: OTHER AUXILIARY AND COMPLEMENTARY RESULTS

Approximate Polynomial Division
Given a factor f of a polynomial p we can approximate the factor g = p/f at the Boolean cost inÕ(b ′ d) by applying approximate polynomial division algorithm of [PLS91] and [PLS92] based on Toom's polynomial evaluation-interpolation method of [T63] . Here b ′ = bm(g) and m(g) denotes the maximal size of root clusters of g(x). The algorithm only involves the values of the input polynomial but not its coefficients.
6
Next we outline the algorithm of [PLS91] and [PLS92] . First let a polynomial f divide p and write p := f g.
, and evaluate the polynomials p, f , and g = p/f at the Kth roots of unity;
(ii) interpolate to the polynomial g from its values at the Kth roots of unity. The algorithm involve two FFTs and a single inverse FFT, each at K points, and in addition K divisions. Now suppose that p = gf + r for a nonzero polynomial r = r(x) =
r i x i . Then the papers [PLS91] and [PLS92] apply the above algorithm to the polynomials p(Hx) and f (Hx) for a sufficiently large scalar H.
The output polynomialg =g(x) closely approximates the polynomial g because deg(g) > deg(r) and H is large.
7 Namely (cf. [PLS91] and [PLS92] ) at the Boolean costÕ(b ′ d) we can compute approximationsg j to all the coefficients g j of the polynomial g = g(x) such that |g j − g j | ≤ 2
In an alternative algorithm one can perform the interpolation stage (ii) by first approximating the power sums of the roots of the polynomial g and then recovering its coefficients by means of applying Newton's identities or Newton's iterations (see Appendix A). In all these variants of polynomial division the overall Boolean cost is still inÕ(b ′ d).
Refinement of Splitting into Factors
Suppose that the root set for a polynomial p has been partitioned into s pairwise isolated subsets. Then by recursively applying the algorithm of the previous sections s− 1 times we can split the polynomial p into s factors f 1 , . . . , f s having these root sets. Kirrinnis's algorithm of [K98] , generalizing the algorithms of [S82, Sections 10 and 11] from the case s = 2 to any s, splits the polynomial p into s factors by using a single process of Newton's iterations at an overall Boolean cost inÕ(b ′ d). Within this cost bound the algorithm refines an initial approximate splitting of the polynomial p = p(x) into the product of s factors f 1 , . . . , f s for any s such that 1 ≤ s ≤ d and ensures that
Next we present a simplified version of that algorithm, which applies Newton's iterations to the partial fraction decomposition 8 of the fraction 1/p(x), whose sufficiently close initial approximate pfd is supposed to be available. We refer the reader to Section 13.2 for the computation of such a pfd at a nearly optimal Boolean cost (although the algorithm is a little more involved than that of the next subsection) and to [S82, Sections 10 and 11] and [K98, Section 3.5] for some sufficient upper bounds on the initial approximation errors. 
A concise version of the Kirrinnis's algorithm
the Kirrinnis's pfd in the case of s = 2. By performing these computations at a Boolean cost inÕ(b ′ d) he ensures approximation within the error norm bound
One can compute similar pfds for the fractions h1 f1 and h2 f1 and recursively extend the algorithm to the computation of all numerators in (22) for any s.
14 Simplified Isolation and Exclusion Tests
Simplified Isolation and Exclusion by Action
The subdivision algorithms include estimation of the isolation of the connected components from each other, but empirically one can decrease the cost of this computation by means of the estimation of isolation by action, that is, performing Newton's iterations and monitoring their convergence [PT13/16] .
By extending this idea we can use the power sum algorithm as an empirical exclusion test, that is, for testing whether a disc contains no roots of p, which is basic test in subdivision root-finders. Indeed if there is no roots of p in a disc, then clearly all their power sums vanish, and we conjecture that conversely for all or almost all inputs the disc contain no roots if the power sum s 0 vanishes. If the latter conjecture is true, we could substantially decrease precision of computing in view of Remark 16. So far, however, we can only prove the conjecture where we deal with a reasonably well-isolated disc.
Fast estimation of the distances to the roots
The following results can help simplify exclusion tests for some polynomials p.
Bini and Fiorentino in [BF00, 13, and 14] and Bini and Robol in [BR14, Sections 3.1 and 3.2] estimate the distances to the roots from a point ξ by computing the values p (k) (ξ) for some fixed k, 1 ≤ k ≤ d − 1, and applying the following well-known bound (cf. [P00, Remark 6.4] , [BF00, Theorem 9] , [H74] , [C91] ).
Theorem 26. For a polynomial p of (1), a complex point ξ, write
Then each disc D(ξ, r k ) = {z : |z − ξ| ≤ r k } contains a root of p. In particular for k = 1 this is the disc D(ξ, d p(ξ) p ′ (ξ) ).
The above bounds are computed very fast but can be too crude to be useful. The next simple but apparently novel application of a result by Coppersmith and Neff in [CN94] leads to a lower bound on the distance to the roots.
Theorem 27. (See Coppersmith and Neff [CN94] .) For any integer k satisfying 0 < k < n, for every disc D(X, r) containing at least k + 1 zeros of a polynomial p of degree d, and for any s ≥ 3 if k = d − 1 and any s ≥ 2 + 1/ sin(π/(d − k)) if k < d − 1, the disc D(X, (s − 2)r) contains a zero of p (k) (x), the kth order derivative of p(x).
By applying this result we can count the roots of p in D(X, r) by performing proximity test for p (k) (x), which is simpler than for p if some roots of p but not any root of p (k) (x) are close to the boundary circle C(X, r). Now, if a test shows that no roots of p (k) (x) lie in the disc D(X, (s − 2)r) (which is the desired outcome), then we would learn that the disc D(X, r) contains at most k roots of p(x). Hence we learn that the polynomial p(x) has no roots in the disc D(X, r) if our test detects that the polynomial u (k) (x) for u(x) = (x − X) k p(x)) has no roots in the disc D(X, (s − 2)r).
15 Speeding up subdivision by using fast multipoint polynomial evaluation
Multipoint polynomial evaluation is involved in every Ehrlich's and Weierstrass's iteration but also in other root-finders. E.g., each subdivision step is associated with a certain level of a quad-tree; the proximity tests are applied at the centers of the suspect squares associated with these vertices. The tests can be performed concurrently or can be reduced to multipoint evaluation of a polynomial p. Moenck and Borodin in [MB72] evaluate p at s points where d = O(s) by using O(s log 2 (d)) arithmetic operations. The Boolean cost of performing their algorithm with high precision is relatively low, although the algorithm fails numerically for d > 50.
The algorithms of [P15] and [P17a] for multipoint evaluation are numerically stable although are only efficient where the relative output error norms are in O(1/d c ) for a constant c. So they are of no value in the case of ill-conditioned roots but should be of some interest for approximation of well-conditioned roots.
