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MICHIGAN TECHNOLOGICAL UNIVERSITY 
ABSTRACT 
OPTIMIZATION OF COMPLEX REMEDIATION SYSTEMS 
 
Groundwater optimization and simulation is a maturing science. Research work 
contained in this thesis extends into areas that have not been fully explored. The 
incorporation of source and treatment systems selection and design produces 
information to help decision makers. Further insight is gained by evaluating some of 
the requirements and standards enforced by regulations such as, remediation time.  
 
The technical aspects of a remediation system are set by the physical properties and the 
regulatory constraints enforced. As an example, the addition of a realistic treatment 
system gives more accurate cost estimates, but the pump and treat (PAT) systems 
parameters do not change. Only when changes to the aquifer, contaminant, or 
constraint are applied, do the technical (i.e. pumping rates or technology selection) 
parameters change. The effects of remediation should not be viewed only in terms of 
costs. The effects of time and source remediation impact the aquifer in both 
contaminant and hydrologic areas. A framework to evaluate these effects is presented 
in the hope of furthering our knowledge. 
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Overview 
 
This dissertation is organized into four chapters detailing related research projects 
on groundwater remediation and optimization. The first chapter, the overview 
provides a general overview of the research projects. The second chapter presents 
an enhanced approach to modeling treatment systems in the form of a manuscript 
to be submitted to the Journal of Environmental Engineering, ASCE. The third 
chapter develops a source model and integrates in with the groundwater flow and 
transport simulator to optimize technology selection. This manuscript will be 
submitted to the Journal of Water Resources Planning and Management, ASCE. 
The final chapter investigates the assumption of fixed remediation time and the 
impact that it has on the remediation cost and operation of the system. This paper 
has been accepted for publication in Computational Methods in Water Resources, 
2004.   
  
1.0 Problem Statement 
The remediation of the nation’s contaminated soil and groundwater is a multi-
billion dollar problem. Optimization using computer simulations to determine 
parameters is a useful tool for subsurface remediation system design. Application 
of mathematical optimization to remediation design problems has been shown to 
produce significant cost savings over conventional design methods, as well as 
adding to our knowledge of the underlying physical system.   
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Pump and treat (PAT) remediation is the most prevalent and studied groundwater 
plume technology. Underlying the PAT optimization framework are simulators of 
groundwater flow and contaminant transport that are based on numerical 
approximations of the governing flow and transport models. Development and 
execution of a typical simulator involves the solution of systems of equations with 
thousands to millions of unknown variables. To solve this dilemma, in most 
remediation optimizations studies done to date, only a portion of the system is 
selected to be optimized and the rest of the system is either ignored or simplified. 
 
 To determine how these modeling assumptions affect the accuracy and 
effectiveness of the designs produced is the goal of this work. The enhanced 
models will provide guidelines to help decision makers in the remediation 
process. The three main topics of this research are: 
• Optimization of plume and treatment model 
• Optimization of source and plume model 
• Time as a decision variable  
 
The most common treatment for dissolved organic contaminant is adsorption by 
granular activated carbon (GAC). The cost of using GAC has typically been 
modeled by using simple equilibrium processes.  However, it is known that the 
process of adsorption is complex and varies by many factors resulting in non- 
equilibrium carbon usage rates. 
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Treatment capital and operational costs have a significant impact on the system 
design, but most studies have used treatment models that assume that the carbon 
adsorption can be treated as an equilibrium process, allowing the use of a 
Freundlich isotherm model. However, mass transfer limitations can be significant 
in the carbon adsorption process, leading to earlier breakthrough than that 
predicted by equilibrium models. Costs associated with the GAC system are 
dependent on flow rates, type of contaminant, concentration of contaminant, mass 
loading, required effluent concentration, site conditions and timing requirements. 
The incorporation of a treatment model will allow for these factors to be 
considered. 
 
PAT focuses exclusively on the removal of contaminants in the groundwater 
plume.  This plume emanates from a source that is frequently considered to be 
removed. However, complete source removal is frequently a poor assumption due 
to technical, economic or regulatory factors. In many sites where engineered 
source removal has been implemented, the efforts were incomplete, either because 
of poor design or because not all of the source material was identified. In other 
sites, engineered source removal was not implemented because it was deemed 
technically infeasible or economically impractical.  
 
Most single objective investigations focus on minimizing cost while meeting the 
cleanup requirements within a given time frame.  This period of time is normally 
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set by regulatory processes.  This constraint leads to a single set of parameters 
that may not be optimal when variable time frames are considered. The ability to 
visualize the trade-off between cost and remediation time will help decision 
makers in taking informed actions.  The effect of time on remediation costs has 
not been explored in depth.  
 
2.0 Optimization of Plume and Treatment Model 
This work incorporates a state-of-the-art GAC adsorption model with a 
groundwater simulation model to predict remediation costs and optimize both the 
hydraulic and treatment portions of the system.  The carbon model is based on 
pore diffusion kinetics using variable flow and concentration data from the 
groundwater model. The system of simulation models predicts optimal non-
equilibrium carbon usage rates, hydraulic parameters and treatment column 
design parameters. The parameters are optimized using an evolutionary algorithm 
resulting in an decision variable that correspond to pumping rates and source 
remediation allocations. The simulation of the treatment process is critical in the 
optimization of PAT. With an equilibrium model only the total mass of 
contaminant is used to determine the amount of carbon used in the treatment of 
the extracted water. This approach ignores the influent concentration as a driving 
force for the adsorption rate as well as the variability in the flow rate. The non-
equilibrium approach accounts for the realistic variation in the influent 
concentration and the current state of the carbon. The total cost of the carbon is a 
function of the usage rate and the volume of water treated. The effect influent 
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concentration on optimal solutions is explored by varying the degree of 
heterogeneity in the aquifer producing the effect of tailing. The effect of this 
phenomenon can only be assessed using a non-equilibrium simulator that takes 
influent concentration in the account. The use of a non-equilibrium model also 
allows for the exploration of empty bed contact time (EBCT) on the optimal 
design.  
 
Improvements in simulation of aquifer contaminant transport have been ongoing 
to closer simulate tracer study results and natural field conditions. One method 
currently under study is the dual domain method. The dual domain method can be 
considered as two first-order processes driven by the concentration gradient 
between the zones of mobile and immobile water. Incorporation of this method 
into the flow and transport simulator simulates natural aquifer heterogeneity. 
2.1 Methods 
A hypothetical contaminated aquifer system is used to assess the significance of 
including a sophisticated carbon simulator, by comparing the results for optimal 
designs found with equilibrium and mass transfer GAC treatment simulators. In 
our remediation design optimization framework, the objective consists of a single 
objective minimize cost function. The cost function includes capital and operating 
costs, which are a function of design variables and state variables. The design 
variables are the constant pumping rates at fixed-location extraction wells and the 
length of the GAC bed(s). The state variables are aquifer concentrations and 
hydraulic heads. A groundwater flow and transport simulator predicts the state 
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variables. The aquifer cleanup goal is incorporated as a constraint on the 
groundwater concentration at monitoring locations. The treatment goal for the 
GAC model is incorporated directly into the GAC simulator.  
 
We couple a conventional, subsurface flow and transport simulator with a state-
of-the-art GAC simulator, developed by our collaborator, Dr. David Hand, and his 
group at MTU. The GAC simulator is based on a fully dynamic mass transfer, 
pore diffusion model, which can account for multiple contaminants, the impact of 
NOM fouling of the GAC, and variable flow. Given the influent contaminant 
composition and concentration, the influent NOM concentration, the carbon type, 
the absorber configuration, and the flow rate, the GAC simulator predicts a rate of 
carbon utilization. The rate of carbon utilization is then used to determine the 
treatment cost. 
 
The effect of treatment design parameters on the cost of the remediation system is 
explored by using the empty bed contact time (EBCT) as a variable in the 
optimization process. Size of the treatment train is usually done using the highest 
contaminant concentration using steady state pumping rates, as these 
concentrations decline the mass transfer zone changes, changing the optimal 
EBCT.  
The optimization is done with a niched pareto genetic algorithm that uses 
evolutionary methods to produce optimal values of decision variables. The aquifer 
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simulation is done with a finite difference numerical simulator with a particle 
tracking transport method. 
 
2.2 Results 
The first set of experiments was conducted to assess the relationship between the 
equilibrium process used in prior optimization studies and the use of the new 
dynamic GAC simulation model. Previous work done with a multi-objective 
genetic algorithm used Freundlich isotherms to predict carbon usage and was used 
as the equilibrium model for this comparison.  The comparison of the GAC model 
to equilibrium model results in the pareto-optimal fronts and shows that the use of 
the equilibrium model differs from the dynamic model with the equilibrium 
model consistently lower. The greatest difference is seen in the low mass removal 
area, while the higher mass removal data matches well. 
 
The second set of experiments was conducted to assess the effect of tailing 
phenomenon on carbon usage rate.  The transport code was modified to include 
the mobile-immobile partitioning of the aquifer to simulate tailing. Several alpha 
parameters were used to assess a range of heterogeneity that may be encountered 
in natural aquifers. Alpha parameters control the rate mass transfer from one 
phase to the other.  The dual phase model runs were made using low immobile 
phase and high immobile phase porosities.  In the low immobile porosity runs, 
little difference was shown.  However in high immobile runs dramatic differences 
in pumping rates and treatment costs were observed.  The general trends 
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associated with the alpha parameters are increased cost as alpha is lowered.  The 
alpha parameter showed similar trends were seen in both the high and low 
immobility model runs. 
 
The third set of experiments was used to assess the feasibility of simultaneous 
hydraulic and treatment system design. The addition of an optimization parameter 
in the chromosome of the genetic algorithm was used to determine the number of 
beds of fixed length that were used in the treatment train.  The total bed length 
with the flow rate determines empty bed contact time, which affects carbon usage 
rate. The inclusion of the design of the treatment column size was done with no 
dual porosities present and with a moderate alpha and high mobility runs.  The 
homogeneous runs allowed a more efficient design, including a smaller column 
size, to be found.  The dual porosity model also found a more efficient design but 
selected column size is of equal value. 
  
2.3 Conclusions 
The use of the non-equilibrium model that considers the diffusive processes of 
carbon has shown insights into optimization of remediation processes.  The 
comparison of the equilibrium method to the non-equilibrium process shows that 
the use of the equilibrium model under estimates carbon usage.  The inclusion of 
the non-equilibrium model using the radial collocation methods does not 
dramatically change modeling efforts.  The advantage of the treatment model is 
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the inclusion of multiple contaminants, carbon selection, variable flow and 
contaminants concentrations which gives a more realistic carbon usage rate. 
 
Use of the dual domain model causes the time steps of the modeling process to be 
dramatically decreased in order to use alpha values consistent with literature.  The 
inclusion of this process changed the outflow concentrations to be consistent with 
the effect of tailing.  The effect of this tailing caused dramatic differences in the 
optimal design and costs of the remediation. 
 
The most noteworthy result of this work has been in the inclusion of the treatment 
process design along with a hydraulic design.    The inclusion of the design 
process did not alter the runtime or modeling effort for the homogenous system. 
However, the inclusion of the heterogonous system using the alpha parameters 
necessitated the reduction in time steps resulting in higher run times. The results 
indicate that the inclusion of treatment design will make more robust and efficient 
remediation designs. 
 
3.0 Optimization of Source and Plume  
From a management perspective, there is a tradeoff between the degree of cleanup 
effort and funds dedicated to source removal and to the cleanup of the 
groundwater plume emanating from the source. The dense non-aqueous phase 
liquid (DNAPL) source is modeled as a temporally varying, but non-dimensional, 
mass release input to the contaminant plume. The factors influencing the mass 
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release rate include the advective rate through the source area, which could be 
impacted by the regional groundwater flow and flow induced by plume cleanup 
efforts, the spatial distribution of the contaminant mass and hydraulic 
conductivity distribution within the source area, and the chemical composition of 
the source. Once the contaminant mass has entered the plume via dissolution, the 
spatial and temporal behavior of the plume is not only controlled by the advective 
rate and hydraulic conductivity distribution, but also by what have been loosely 
termed as attenuation factors, which include dispersion and degradation reactions. 
The degradation reactions could include both biotic and abiotic reactions.   
 
A “bundle of tubes” model is used to simulate the dissolution of the DNAPL 
source and provide the source term. The same model is used to simulate source 
removal under ambient and engineered conditions. This model represents the 
heterogeneous DNAPL distribution, and consequent distribution of DNAPL rates 
of dissolution. The source model accounts for variability in the aquifer properties 
with the use of an inverse log-normal probability distribution resulting in time-
variable source input to the flow and transport model. 
 
3.1 Methods 
The optimal allocation of costs for the remediation is produced using a niched-
pareto genetic algorithm to guide the optimization, coupled with simulation 
models for the source and the plume remediation systems. In our remediation 
design optimization framework, the objective consists of a single objective 
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minimize cost function. The cost function includes capital and operating costs, 
which are a function of design variables and state variables. The system is applied 
to a hypothetical aquifer containing both source and plume contamination. This 
process provides useful insight to the optimization of remediation systems that 
can present decision-makers with progressive tools for use in resource allocation.  
 
The hypothetical aquifer scenario implemented will be of a homogeneous aquifer 
with constant head and no-flow boundaries. The source, assumed to be a NAPL, 
will be at a fixed location with concentration inputs varying over time. The 
location of the pumping wells will be fixed with selection by the optimization 
algorithm. The pumping rates will be decision variables with constraints on 
observation well concentrations and drawdown. The extracted water will be 
treated to a given standard by a GAC adsorption unit as modeled by Freundlich 
equilibrium isotherms. Disposal of the water is assumed to be to surface receiving 
waters at no cost.  
 Models of flushing technologies (e.g. surfactant, co-solvent, and steam flushing) 
for NAPL removal that account for variablity in the aquifer properties with the 
use of an inverse log-normal probability distribution result in time-variable source 
input to the flow and transport model. The models are relatively simple, but are 
capable of simulating the “tailing” behavior that is often observed with these 
technologies. 
 
 
 A-12
By “tailing,” here we mean that the rate of removal decreases significantly after 
the majority of the source mass is removed, such that the last, say, 10% of the 
source mass, is removed less and less efficiently. Low permeability units, 
heterogeneities and insoluble contaminants may impose limitations and increase 
tailing. 
 
The flushing technology models are linked to the groundwater flow and transport 
simulator. In this way, the source term for the groundwater contaminant plume 
will be adjusted through time as the source is removed via the flushing 
technology. The groundwater flow and transport simulator is modified to include 
biodegradation of groundwater contaminants. Biodegradation of most common 
NAPL has been demonstrated to be affective in treating dissolved phase 
contamination; however, is not likely to take place directly in the nonaqueous 
phase. This modification allows the simulation of the full range of groundwater 
plume remediation options: from aggressive, engineered remediation to natural 
attenuation.  
 
3.2 Results 
The numerical experiments simulate four distinct stages: (1) source emplacement, 
(2) plume creation, (3) source remediation, and (4) plume remediation. The source 
emplacement is simulated as an instantaneous event. 
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The impact of the variability in the source is examined by changing the variance 
in tube lengths. The results of base case optimizations for a range of source (tube 
length) variances, show that source remediation was not chosen for any of the 
source variances and no feasible solution was found for the highest variance. 
These results indicate that source remediation is expensive relative to plume 
remediation and that plume remediation is sufficient for all but the highest 
variances. 
 
The flushing capital and operating cost coefficient were varied to assess the 
impact of a 50% reduction in costs. The optimization results for the case where 
the capital costs of the flushing are reduced by 50%, shows that the costs of 
source remediation are low enough to compete with plume remediation costs, but 
the variations in source variances produce optimal designs consisting of various 
configurations of source and plume remediation. Reduction of the operational cost 
of flushing by 50% also results in lowering the costs of source remediation 
enough to compete with plume remediation costs. 
 
The plume development time, tp. was varied to simulate the length of time from 
spill to remediation and the effect of this timing on the remediation efforts.  The 
period between the initial DNAPL release and the implementation of the source 
remediation can vary widely, because the time elapsed before discovery of the 
contamination and the decision to implement the source remediation varies from 
site to site. The variation in tp does not affect the selection of PAT as the only 
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remediation technology, since the source remediation is expensive relative to the 
plume remediation. When the flushing capital costs are reduced source 
remediation is chosen only for the base case plume development time. 
 
Finally, the effects of biodegradation in the dissolved plume  was examined by 
varying the first-order degradation rate constant, λ. The cost of source 
remediation is high enough, relative to the source remediation cost, such that only 
PAT is chosen in the optimal design. The overall costs for plume remediation 
decrease as the degradation rate increases, since less mass needs to be extracted 
and treated. At the highest degradation rate, PAT operation is not required, 
implying that natural attenuation is sufficient to meet the cleanup goal.   
3.3 Conclusions  
In this work, a framework for determining optimal designs of combined source 
and plume remediation efforts has been developed. The optimization framework 
has been developed to allow the remediation designer to analyze tradeoffs 
between degrees of effort and funds committed to source remediation and plume 
remediation. The presence of heterogeneity in the source distribution has been 
accounted for, such that the rate of mass release into the plume and the efficiency 
of source remediation efforts are controlled by the degree of heterogeneity.  
 
As expected, the optimal allocation of funds to source or plume remediation is 
sensitive to the unit costs associated with the remediation technologies. Only 
plume remediation, in the form of PAT remediation, is selected when the base 
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case, source remediation capital and operating costs are applied. In this case, the 
relationship between plume remediation costs and the source variance is not 
monotonic, revealing the complex relationship between the release rate from the 
source into the plume and the costs associated with pumping and treatment. 
 
Degradation of the contaminant within the plume lowers the total cost of 
remediation. For the highest degradation rate, no remediation is required, 
implying that natural attenuation is sufficient to meet the cleanup goal. For mid-
range degradation rates, source remediation is not required, since, even for 
relatively high source release rates, the mass residing in the plume is reduce to the 
point where plume remediation can meet the cleanup goal. 
 
 
4.0 Time as a decision variable 
Groundwater remediation is a lengthy process taking years or perhaps decades. 
The time frame used will affect the pumping rates and the removal efficiency of 
the system. Time is an important factor that has not been considered in 
optimization of these systems. Optimization of this parameter is undertaken with 
single and multi-objective optimization methods. 
 
Multi-objective optimization attempts to simultaneously find the minimum of two 
conflicting objective functions, in this case time and cost. A tradeoff curve for 
these objective functions is produced by the procedure. This curve can be verified 
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by running multiple single objective optimization runs, while varying the other 
objective. In this process, the time variable was successively increased by small 
increments from the minimum time to the maximum time. This produced a series 
of optimal single objective points. The multi-objective optimization was then 
preformed to produce a true 
pareto-optimal front. 
 
The application of interest rates scenarios was used to determine how financial 
management decisions would affect the process. Two cases of interest rate 
calculations were used – annualized and present worth cost.  The interest rate 
calculations for annualized cost assumed that a bond for the complete remediation 
costs was purchased at the beginning of the remediation period.  The present 
worth interest run assumed that operating capital was used to pay for each 
operating costs period and capital investment was available for the purchase of the 
initial purchase of equipment and installation. The choice of these two interest 
rates applications encompasses both extremes of funding opportunities.  The 
interest rate chosen was a nominal five percent. 
4.1 Methods  
 
A multi-objective problem is formulated to minimize the design cost while also 
minimizing the remediation time. The multi-objective approach utilized operates 
on the concept of “Pareto domination”, which states that one candidate dominates 
another only if it is at least equal in all objectives and superior in at least one. The 
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niched Pareto genetic algorithim (NPGA) relies on a ranking scheme that ordered 
the population according to each containment design’s degree of domination. 
Tradeoff curves produced by the multi-objective optimization give decision 
makers the capability of making better-informed decisions.  
 
 
4.2 Results 
 
The multi-objective optimization results matched the single objective runs well, 
providing a confidence in the multi-objective results. However, the multi-
objective results did not exhibit full coverage of all the remediation times 
examined by the single-objective runs and some regions of the curve produced 
infeasible results for both the single and multi objective runs. This is due to the 
limited feasible region of the problem caused by the mass remaining constraint 
and model limitations. The trade-off curve exhibits a weak relationship to the 
remediation time, as shown by the flattening of the curve as remediation time is 
increased. 
 
The interest rate runs showed a difference in costs for each of the scenarios 
examined. The decision variables of the optimal designs did not change in any of 
the interest rate scenarios, which represent extremes in financial funding options. 
The first scenario examined, in which a well-funded company can offset the 
operational costs of the remediation by investments, produced a lower overall 
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cost. This produced an overall reduction in the cost of the remediation that was 
further reduced with longer remediation times. The second one, in which a bond 
must be purchased and the total cost borrowed, sharply increases the total costs. 
This run showed a sharp increase in the remediation cost and more sensitivity to 
remediation time. Both single and multi-objective runs were preformed with 
multi-objective interest rate runs followed the single-objective results, but 
exhibited the same lack of completeness from previous the discussion. 
 
4.3 Conclusions 
The process of defining and documenting the application of multi-objective 
optimizations for complex processes such as groundwater remediation is a 
daunting task. The verification of the trade-off curve represents a shift in the 
mindset of decision makers. Cost is no longer the overriding consideration. The 
ability to consider remediation time, funding options, or aquifer impact is now an 
option. This work has shown the relative low impact of remediation time on 
overall cost and investigating other issues associated with remediation processes 
and modeling efforts, for the given simulation models and parameters used. 
 
The effect of interest rate on the optimization process produced varying results 
dependent on the financial method used for funding. However, the decision 
variables selected for the remediation did not change. This leads us to the 
conclusion that interest rates are a managerial rather than a technical component 
of the remediation process.  
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The most interesting results of this process came from the analysis of the effects 
of the different remediation time scenarios on the aquifer. The detailed 
examination of the timing runs has lead to interesting results and allows for 
issues, other than just remediation time and cost, to be considered. The results 
clearly show that the effects on the aquifer and the efficiency of the system will 
be maximized by  longer remediation times. The minimization of water extracted 
means less drawdown and less impact on surrounding hydrology.  These results 
indicate that the longer remediation times produce a lesser impact on the aquifer 
and deliver higher concentrations to the treatment system. The higher 
concentration and lower volumes associated with longer remediation times are 
due to lower pumping rates, which in turn extract less surrounding clean water. 
The effect of higher concentrations will lead to better efficiency and lower capitol 
costs of the treatment system.  
 
 
5.0 Summary 
This body of research attempts to detail effects of various areas of groundwater 
remediation systems that have been simplified or ignored. This effort has lead to 
some overall insights for the remediation community. 
 
First, the technical aspects of a remediation system are set by the physical 
properties and the regulatory constraints enforced. As an example, the addition of 
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a realistic treatment system gives more accurate cost estimates, but the PAT 
systems parameters do not change. Only when changes to the aquifer, 
contaminant, or constraint are applied, do the technical parameters (i.e. pumping 
rates or technology selection) change. 
 
Secondly, the effects of remediation should not be viewed only in terms of costs. 
The effects of time and source remediation impact the aquifer in both contaminant 
and hydrologic areas. The framework to evaluate these affects is presented in the 
hope of furthering our knowledge. 
 
 
 
 
6.0 Presentation of Research 
This work has been presented at the following conferences: 
 
Optimization of Plume and Treatment  
Endres, KL, Mayer AS, Hand, D, Optimization of Pump and Treat Systems by 
Genetic Algorithm Incorporating a Carbon Pore Diffusion Simulator, 
Environmental and Water Resources Institute, ASCE Orlando, Fla, Spring 2001 
Oral Presentation.  
 
 A-21
Endres, KL, Mayer AS, Hand, D, Optimization of Plume and Treatment Systems, 
Environmental and Water Resources Institute, ASCE Reston, Va, Spring 2002  
Oral Presentation.  
 
Optimization of Source and Plume  
 
Endres, KL, Mayer AS, Enfield, C, Analysis of Tradeoffs Between Optimal 
Source and Dissolved Plume Remediation, American Geophysical Union, Fall 
2001, Oral Presentation. 
Endres, KL, Mayer AS, Enfield, C, Optimization of Source and Plume 
Remediation, American Chemical Society, New Orleans, Spring 2003 Poster 
Presentation. 
 
Time as a decision variable 
Endres, KL, Mayer AS, Using Time as an Objective Function & Decision 
Variable in Remediation Optimization, American Geophysical Union, Fall 2003, 
Oral Presentation. 
 
Endres, KL, Mayer AS, Using remediation time as an optimization variable in 
groundwater remediation systems, Computational Methods in Water Resources, 
2004 International Conference, Chapel Hill, North Carolina, June 13 - 17, 2004.  
 
 A-22
The research has also been or will be submitted to : 
Optimization of Plume and Treatment  
Endres, KL, Mayer AS, Hand, D, Optimization of Pump and Treat Systems by 
Genetic Algorithm Incorporating a Carbon Pore Diffusion Simulator, 
Environmental and Water Resources Institute, ASCE Orlando, Fla, Spring 2001 
EWRI Conference Proceedings. 
 
 
Endres, KL, Mayer AS, Hand, D, Optimization of Plume and Treatment Systems, 
Environmental and Water Resources Institute, ASCE Reston, Va, EWRI 
Conference Proceedings, Abstract Publication. 
 
Endres, KL, Mayer AS, Hand, D, Optimization of Plume and Treatment Systems, 
Full Paper to be submitted to Journal of Environmental Engineering 
 
Optimization of Source and Plume  
 
Endres, KL, Mayer AS, Enfield, C, Analysis of Tradeoffs Between Optimal 
Source and Dissolved Plume Remediation, American Geophysical Union, Fall 
2001, EOS Transactions of AGU, Abstract Publication. 
 
 A-23
Endres, KL, Mayer AS, Enfield, C, Optimization of Source and Plume 
Remediation, American Chemical Society, New Orleans, Spring 2003  Extended 
Abstract Publication, ACS Conference Proceedings. 
 
Endres, KL, Mayer AS, Enfield, C, Optimization of Source and Plume 
Remediation, American Chemical Society, New Orleans, Spring 2003 Poster 
Presentation. 
 
Endres, KL, Mayer AS, Enfield, C, Optimization of Source and Plume 
Remediation 
Full Paper to be submitted to Journal of Water Resources Planning and 
Management. 
 
Time as a decision variable 
 
Endres, KL, Mayer AS, Using Time as an Objective Function & Decision 
Variable in Remediation Optimization, American Geophysical Union, Fall 2003, 
EOS Transactions of AGU. 
 
Endres, KL, Mayer AS, Using remediation time as an optimization variable in 
groundwater remediation systems, Computational Methods in Water Resources, 
2004 International Conference, Chapel Hill, North Carolina, June 13 - 17, 2004.  
 
  
 
 
Groundwater Treatment Modeling in the Optimal Design of Pump-and-
Treat Groundwater Remediation Systems 
 
 
Karen L. Endres 
Department of Civil and Environmental Engineering 
Michigan Technological University, Houghton, Michigan 
 
 B-1
ABSTRACT 
 
A common treatment for dissolved organic contaminants is adsorption by granular 
activated carbon (GAC). The GAC treatment process typically has been modeled 
by assuming equilibrium between the contaminant in the aqueous and solid 
phases. When non-equilibrium processes are considered, breakthrough can occur 
before the adsorptive capacity of the GAC is exhausted. The present work 
incorporates an advanced groundwater treatment model into PAT optimization 
that results in more realistic costs and better-engineered remediation systems. The 
goal of this work is to extend previous investigations of optimal PAT design to 
consider non-equilibrium processes of groundwater treatment systems.  
 
The use of the non-equilibrium model that considers the diffusive processes of 
carbon has shown insights into optimization of remediation processes.  The 
comparison of the equilibrium method to the non-equilibrium process shows that 
the use of the equilibrium model underestimates the carbon usage at all levels of 
mass removal. Through the inclusion of the treatment process design along with a 
hydraulic design, it is shown that the selection of the column length exhibits 
savings in treatment design and costs.  
 
 
 
INTRODUCTION 
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Pump and treat (PAT) technologies have become a standard for groundwater 
remediation. Optimization of these systems has primarily focused on design of the 
hydraulic components of the system; however; the treatment component of the 
remediation usually comprises at least half of the total cost (e.g. Culver and 
Shoemaker,1997; Culver and Shenk,1998).  A common treatment for dissolved 
organic contaminants is adsorption by granular activated carbon (GAC). The 
GAC treatment process typically has been modeled by assuming equilibrium 
between the contaminant in the aqueous and solid phases.  The equilibrium 
assumption allows the use of simple, algebraic models of GAC treatment that 
depend on a limited number of GAC-contaminant properties. However, it is well 
known that the process of the absorption onto GAC is complex and that mass-
transfer limitations can be significant (e.g. Sontheimer et al., 1988).  The use of 
equilibrium methods has been to predict carbon usage has been shown to be 
inadequate by Hand et al. (1989, 1998) and Crittenden et al.(1986, 1987b, 1988). 
 
Operational costs for a GAC groundwater treatment system are based primarily 
on the GAC usage rate, given that once breakthrough of the contaminant occurs in 
the treatment system, the GAC must be replaced. With equilibrium modeling of 
the GAC system, the replacement rate is based on the assumption that the entire 
adsorptive capacity of the GAC is exhausted at the time of breakthrough. 
Residence time in the adsorption unit does not need to be considered. When non-
equilibrium processes are considered, breakthrough can occur before the 
adsorptive capacity of the GAC is exhausted. The time to breakthrough depends 
on many factors, such as the influent contaminant concentration, the length and 
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cross-sectional area of the adsorption unit, the flow rate into the adsorption unit, 
and the contaminant treatment goal (Crittenden, et al., 1986, 1987b, 1988; and 
Hand, et al., 1989, 1998)).   
 
The illustrations in Figure 1 emphasize that the equilibrium approach supposes 
that the GAC adsorptive capacity is completely used at the time when the effluent 
concentration (Ce) from the GAC unit reaches an operating limit (CL), whereas the 
non-equilibrium approach supposes that some fraction of the adsorptive capacity 
remains at the time when Ce → CL. In the non-equilibrium approach, the greater 
the difference between the influent concentration (C0) and the operating limit 
(CL), the greater the amount of unused capacity that remains at the point when the 
GAC must be replaced. Since the operating limit is usually fixed at, for example, 
a drinking water standard, the efficiency of carbon usage can be maximized by 
attempting to maintain high influent concentrations.  
 
Hand and Jarvie (2004, in press) have demonstrated that using an equilibrium 
approach to model GAC adsorption can greatly underestimate the rate of carbon 
usage by comparing models that account for non-equilibrium and equilibrium 
behavior. Hand and Jarvie (2004) modeled groundwater treatment scenarios with 
a range of chemical types and concentrations, influent flow rates, target effluent 
concentrations and background groundwater compositions with natural organic 
matter.  They found that the equilibrium approach underestimated carbon usage 
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by a factor of 2 to 10 without the effect of natural organic matter and up to 20 
times with when it was considered. 
 
The present work proposes that the incorporation of advanced groundwater 
treatment models into PAT optimization will result in more realistic costs and 
better-engineered remediation systems. The goal of this work is to extend 
previous investigations of optimal PAT design to consider advanced models of 
groundwater treatment systems. We first consider the effect of treatment system 
modeling on the optimal design by analyzing the relationship between cost and 
cleanup performance. We compare cost and cleanup performance using both 
equilibrium and non-equilibrium based models.  
 
We also assess the significance of aquifer system heterogeneity on the optimal 
design while considering a non-equilibrium model of the treatment system. We 
expect the optimal design to be sensitive to heterogeneity, since we expect that the 
greater the degree of aquifer heterogeneity, the more severe the tailing will be in 
the extracted groundwater.  With more severe tailing, the influent concentration to 
the treatment system will decrease, resulting in less efficient use of the treatment 
system. Finally, we extend PAT optimization to include the design of the 
treatment system, by considering the number of absorber units as a design 
variable. We hypothesize that, if the design of the GAC treatment system is not 
fixed, the optimal solutions will be more efficient overall. 
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METHODOLOGY 
 
The goal of the computational framework is to determine optimal values of 
decision variables while satisfying multiple objectives and constraints. The 
framework, summarized in Figure 2, includes objective functions and models for 
simulating groundwater flow and transport processes and for simulating the 
groundwater treatment process. The two objective functions are to minimize 
capital and operational costs and to minimize the contaminant mass remaining in 
the aquifer and are given by: 
 ( )1 1 2 3 4
1 1
min min  
ew tN N
ew GAC k k l GAC l
k l
f a N a N a Q H t a M t
= =
 = + + +  ∑∑ ?  (1) 
 ( )2
0
1min min ,  at   
D
ff C t dV t tM Ω
   = =     ∫ x  (2) 
where f1 is the total cost; a1 is the cost coefficient associated with the extraction 
well installation; New is the number of active extraction wells; a2 is the cost 
coefficient associated with the treatment system installation; GACN is the number 
of GAC adsorption units; Nt is the number of time steps within the remediation 
horizon; k and l are the well and time indices, respectively; a3 and a4 are the cost 
coefficients associated with the pumping and groundwater treatment operating 
costs, respectively;  Qk is the pumping rate at well k; Hk is the head that the pump 
in extraction well k must overcome to deliver water to the treatment system; tl is 
the incremental time period used to evaluate the PAT operational costs, GACM?  is 
the carbon usage rate; f2 is the normalized mass remaining in the aquifer; 0M  is 
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the initial contaminant mass; and C is the contaminant concentration in the 
aquifer, as a function of location and time.  
 
The terms in equation (1) represent, in order of appearance, capital costs 
associated with well installation, capital costs associated with the treatment 
system, operational costs associated with pumping, and operational costs 
associated with groundwater treatment by GAC. Equation (2) essentially 
represents the objective of maximizing cleanup performance, measured by the 
contaminant mass remaining in the aquifer, normalized by the initial contaminant 
mass.  The decision variables are the pumping rates at fixed-location extraction 
wells, Qk, and the number of GAC adsorption units, GACN .  
 
The constraints on the decision variables and state variables are 
 max0   for 1,...k ewQ Q k N≤ ≤ =  (3) 
 maxGAC GACN N≤  (4) 
 min  over Dh h≥ Ω  (5) 
 
1
tN
l f
l
t t
=
=∑  (6) 
where maxQ  is the maximum, individual pumping rate; maxGACN  is the maximum 
number of GAC adsorption units in series, minh  is the minimum head allowed over 
the model domain, DΩ ; and ft is the remediation horizon. Equation (5) 
effectively constrains the maximum drawdown in the aquifer.  
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The subsurface simulation processes used in this work is based on the two-
dimensional steady state flow equations and contaminant mass balance equations. 
The steady-state, confined groundwater flow equation for a non-deforming, 
saturated, aquifer system is 
 ( )
1
( , )
ewN
k k k
k
h Q x x y yδ
=
′∇ ⋅∇ = − −∑K  (7) 
where K is the hydraulic conductivity tensor, Qk’ is the extraction rate per unit 
aquifer volume from well k located at xk and yk , and δ is the Dirac delta function. 
The hydraulic head, h, is related to the head that the pump in extraction well k 
must overcome to deliver water to the treatment system, H, by lgs hhzH +−=  
where zgs is the ground surface elevation and hl is the estimated head loss in the 
treatment train. Contaminant concentrations are determined by solving the 
contaminant mass balance equation, given by 
 ( )[ ] ( , )k k k k
k
C CC Q x x y y
t n
δ∂ ′+ ∇ − ∇ ⋅∇ = − − −∂ ∑v D  (8) 
where v is the pore velocity vector, Ck is the aqueous concentration removed from 
well k, and n is the porosity. The hydrodynamic dispersion tensor, D, is defined 
as: 
 ( ) ( )* i jT L T v vDα α α= + + −D v I v  (9) 
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where αL and αT are the effective longitudinal and transverse dispersivity 
coefficients, respectively; I is the unit tensor; and D* is the molecular diffusivity.  
The pore velocity, v, is given by Darcy’s law as 
 n h= − ∇v K  (10) 
Equation 10 represents a constant homogenous aquifer that has a constant mean 
value, symbolizing a sand aquifer. To better represent contaminant transport in 
heterogeneous systems, we modify equation (8) by utilizing the dual domain 
concept.  This concept considers the aquifer as partitioned into mobile and 
immobile zones, such that the total contaminant concentration in the aquifer and 
the total porosity is divided into mobile and immobile pore volumes, as in 
m m im imnC n C C n= + , where the subscripts m and im refer to the mobile and 
immobile domains. The exchange of mass between the pore volumes is driven by 
the concentration gradient between the zones of mobile and immobile water. The 
origin of the conceptual model and its mathematical representation can be traced 
to Coats and Smith (1964) and has been applied in the last two decades to 
simulate transport under natural and engineered field conditions (e.g. Harvey and 
Gorelick,1994 and Feehley et al.,2000). Equation (8) is replaced with mass 
balance equations for the mobile and immobile pore volumes, as in 
 ( ) ( ) ( ) ,[ ] ( , )m m im im m m m m k k k k
k
n C n C
n n C C Q x x y y
t t
δ∂ ∂ ′+ + ∇ − ∇ ⋅∇ = − − −∂ ∂ ∑v D
 (11) 
 ( ) ( )im im m imn C C Ct α
∂ = −∂  (12) 
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where α  is the first-order rate constant controlling the rate of exchange between 
the mobile and immobile domains. This approach allows for each grid of the 
aquifer system to be considered as homogenous, while accounting for sub-grid 
heterogeneity, such as would be seen by a sandy aquifer with clay lenses. 
 
We employ a 2-D finite difference approximation to solve the groundwater flow 
equation (equation (7)) and a particle-tracking method to solve the mobile zone 
mass transport equation (equation (11)).  The numerical codes have been 
validated by Maxwell (1998).  Additional background information pertaining to 
the development of this numerical simulator can be found in LaBolle et al. (1996). 
The transport code of Maxwell (1998) has been modified to include mobile-
immobile mass exchange following the approach of  
Valocchi(1985), where particle transfers between the pore volumes is based on a 
normal probability distribution with a variance calculated from the first-order rate 
constant, α , and the fractional porosities, mn and imn .  
 
Two approaches are taken to estimate the carbon usage rate, GACM? . The 
“equilibrium” approach relies on the assumption that the contaminant in the 
groundwater and GAC are in instantaneous equilibrium. This approach is the 
traditional approach taken in previous PAT optimization efforts. The carbon 
utilization rate for the equilibrium approach is based on using a Freundlich 
isotherm to describe partitioning between the groundwater and GAC, or 
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 1/ nABq K C=  (13) 
where q is the concentration on the GAC (mass contaminant/massGAC), ABK and 
1/n are Freundlich isotherm constants, which are particular to the groundwater-
GAC-contaminant system. Given equation (13), we can determine the GAC 
utilization rate for the equilibrium approach as 
 1
k
GAC k
n
AB k
CM Q
K C
=?  (14) 
 
The “non-equilibrium” approach accounts for kinetic interactions between the 
contaminant, groundwater, and GAC. This approach is based on the pore and 
surface diffusion model (PSDM) developed and verified by Crittenden and Hand 
(Crittenden, et al., 1986, 1987b, 1988; and Hand, et al., 1989, 1998) to describe 
fixed-bed, GAC adsorption. The PSDM incorporates the following assumptions: 
(a) plug-flow conditions exist in the GAC bed; (b) a linear driving force describes 
the mass flux from the bulk, flowing phase to the exterior surface of the adsorbent 
particle; (c) intra-particle mass flux is described by surface and pore diffusion; 
and (d) local adsorption equilibrium exists between the solute adsorbed onto the 
adsorbent particle and the intra-aggregate stagnant fluid. A graphical depiction of 
the water-contaminant-GAC processes is given in Figure 3, along with 
mathematical descriptions of the mass flux from the bulk phase to the surface of 
the particle and the intra-particle mass flux.   
 
 B-11
In the PSDM, the differential equations describing transport in the bulk phase and 
fluxes to an inside the GAC particles are solved using radial and lateral 
collocation techniques. The radial collocation defines diffusion across the bed and 
the lateral defines the length of the bed, which gives the solutions to the space 
derivatives. Time derivatives are solved using the DGEAR solution method. The 
GAC utilization rate for the non-equilibrium approach is calculated as an output 
of the PSDM. The most significant factors controlling GACM?  in this work are the 
influent concentration and the treatment goal (effluent concentration), but GACM?  
also depends on factors such as the residence time in the GAC absorber unit 
(empty bed contact time, or EBCT), contaminant properties (e.g. free liquid 
diffusivity and density), GAC properties (e.g. particle radius, intra-particle 
porosity), and contaminant-GAC interactions (e.g. Freundlich isotherm 
constants). 
 
Obtaining optimal solutions to equations (1) and (2)  is a multi-objective problem, 
which is solved using a niched-Pareto genetic algorithm (NPGA). When 
equations (1) and (2) are considered simultaneously, the optimal solutions are 
represented in the form of a tradeoff curve of cost vs. mass remaining. The NPGA 
uses evolutionary methods to search for optimal design candidates based on a 
fitness evaluation of each candidate. The fitness is based on evaluating each 
candidate solution with respect to how many other solutions dominate the solution 
in a Pareto optimal sense. McKinney and Lin (1994), Ritzel et al. (1994), and 
Huang and Mayer (1997) give detailed descriptions of the traditional GA 
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selection, reproduction, and mutation operators and a general overview of the GA 
as applied to single-objective groundwater problems. The NPGA also uses a 
“niching” operator to force the solutions to span the limits of the tradeoff curve. 
Erickson et al. (2002) gives a complete description of the application of the 
NPGA to multi-objective groundwater remediation design.  
 
In this work, the NPGA also was used to find single-objective optimal solutions, 
where the objective function described equation (1) was considered but equation 
(2) was transformed into a constraint with a fixed, target value of the mass 
remaining. This constraint is formulated as :  
 ( )
0
1 , at   
D
fC t dV MR t tM Ω
  ′≤ =   ∫ x  (15) 
 The constraint was enforced by using a standard penalty approach Erickson et al. 
(2002). The mass remaining target relates to an approximate maximum 
concentration in the aquifer of 0.00007 mg/L for the variance of 0.6 without source 
remediation. 
 
NUMERICAL EXPERIMENTS 
 
The hypothetical aquifer used in this set of experiments is homogenous with 
respect to hydraulic conductivity. A graphical description of the hypothetical 
aquifer is given in Figure 4.  Each simulation begins with the development of a 
plume over a 500-day period. The plume emanates from a continuous source and 
is transported by groundwater flow imposed by constant head boundary 
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conditions on the west and east boundaries of the aquifer. At the end of the 500-
day period, the source is removed and PAT remediation begins using a single 
extraction well. All groundwater from the extraction well is treated in the GAC 
system, unless the concentration in the extraction well falls below the treatment 
objective. The remediation continues for a 5,000-day period. 
 
The aquifer, contaminant, and treatment system parameters are given in Table 1. 
The rates given for pumping exceed the capture zone rates of 247 m3/day in order 
to meet the mass removal constraints of the optimization method. The capture 
zone calculation was done using type curves as a reference.  The hypothetical 
contaminant has properties similar to trichloroethylene, one of the most frequently 
found groundwater contaminants associated with hazardous waste disposal. The 
GAC properties are based on Calgon Filtrasorb® 400, which is a commercially 
available GAC and is widely used in groundwater treatment systems. The 
coefficients associated with the cost objective function (equation (1)) are given in 
Table 2. The well installation, pumping, and GAC unit cost coefficients are taken 
from Erickson et al. (2002). The GAC absorber unit costs are based on the 
purchase of a unit cost excluding carbon. The parameters used in the NPGA are 
given in Table 3. These parameter values were determined to give optimal 
performance in previous PAT optimization work by Erickson et al., (2002).  
 
Three sets of numerical experiments were conducted. The purpose of the first set 
of experiments was to compare multi-objective optimal solutions obtained with 
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the equilibrium and non-equilibrium GAC models, while solving objective 
functions (1) and (2) simultaneously. The solutions are obtained in the form of 
cost vs. mass remaining tradeoff curves. In these experiments, the effects of the 
mobile-immobile mass exchange were not considered and the number of absorber 
units was fixed at one ( 1GACN = ). 
 
The second set of experiments was conducted to assess the effects of mobile-
immobile mass exchange on optimal PAT designs. These experiments were single 
objective experiments, where cost was minimized (equation (1)) and the mass 
remaining was treated as a constraint (equation (15)).  A range of mobile-
immobile zone mass exchange rates and mobile-immobile zone porosities were 
used to assess the sensitivity of the optimal solutions to the parameters controlling 
mobile-immobile zone exchange. The values of the parameters are given in Table 
4 and were selected based on values in the literature (Feehley et al, 2000, Sardin, 
et al, 1991, Zhang and Brusseau, 1999, Haggerty and Gorelick, 1999). Decreasing 
values of α and nm correspond to greater degrees of heterogeneity and hence, the 
expectation of greater tailing in the concentrations in the extraction well.   The 
number of absorber units was fixed at one ( 1GACN = ). 
 
The third set of experiments was used to assess the feasibility of simultaneous 
design of the pumping system and treatment system by considering the number of 
absorber unit in series ( GACN ) as a decision variable. In the other experiments the 
EBCT was explicitly set according to 15 minutes for the average flow rate of the 
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simulation. These experiments were conducted with the non-equilibrium PSDM 
model and with both homogeneous (no mobile-immobile mass exchange) and 
heterogeneous aquifer systems. Using more than one absorber units in series 
could lead to more efficient use of the GAC, since the successive units can 
manage the breakthrough concentrations from the preceding units, allowing for 
more of the capacity of the GAC to be utilized in the preceding units.  
 
RESULTS 
 
Tradeoff curves for the equilibrium and non-equilibrium GAC models are shown 
in Figure 5. Each point in the tradeoff curve represents a Pareto optimal design 
obtained with either the equilibrium or non-equilibrium GAC model.  In general, 
the costs obtained with the non-equilibrium approach are higher than those 
obtained with the equilibrium approach, with the greatest differences occurring at 
the lowest and highest levels of mass remaining. For the low mass remaining 
targets, the concentrations in the extracted groundwater, decrease sharply as the 
bulk of the contaminant has been removed. Figure 6 shows that, during the latter 
stages of remediation, the concentration decrease is greater for lower mass 
remaining targets. The low concentrations in the extracted groundwater translate 
directly into low concentrations in the water delivered to the treatment system, 
and hence less efficient use of the GAC per mass of contaminant removed. The 
non-equilibrium model accounts for this lower efficiency, while the equilibrium 
model does not. Figure 7 shows the mass of GAC used as a function of mass 
removal for the equilibrium and non-equilibrium GAC models. As expected, 
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GAC usage increases sharply as mass removal decreases, for the non-equilibrium 
model results; whereas the GAC usage for the equilibrium model results remains 
relatively constant. However the pumping rates did not vary with the inclusion of 
the non-equilibrium model. 
 
Figure 8 shows the costs for the optimal designs obtained with the mobile-
immobile mass exchange modeling approach.  These results were obtained with 
single objective optimization, where the mass remaining target was fixed at MR’ 
= 0.001. The costs obtained for α = 0 day-1 and nm = n = 0.25 correspond to costs 
obtained for homogeneous aquifer properties.  The costs for the mobile zone 
porosity of nm = 0.2 increase slightly as α decreases, and are similar to the costs 
obtained for homogeneous aquifer properties. However, for the lower mobile zone 
porosity, the total costs increase sharply as α decreases, due to sharp increases in 
treatment costs. For the lowest value, α = 0.002 day-1, no feasible solution was 
obtained, meaning that the mass remaining constraint could not be met. 
 
Figure 9 shows a profile of mass remaining in the aquifer for the case where α = 
0.002 day-1 and nm = 0.05, along with a mass remaining profile for the 
homogeneous case for reference. These results show that, for the heterogeneous 
case, excessive tailing in the mass removal low concentrations occurs due to the 
slow release of contaminant mass from the immobile zone during pumping. The 
tailing in mass removal results in the delivery of low concentration water to the 
treatment system, inefficient use of the GAC, and high treatment costs. For the 
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infeasible case, corresponding to α = 0.0002 day-1 and nm = 0.05, the mass release 
from the immobile zone is considerably slower. The result is extreme tailing, such 
that the mass remaining target cannot be achieved within the remediation horizon 
of 5,000 days, even at the maximum pumping rate. 
  
In Figure 10, costs are shown for the optimal designs obtained with the number of 
adsorption units in series as a decision variable. For the homogeneous case, the 
maximum number of three adsorption units was selected. The GAC treatment 
costs for the case where the number of adsorption units is a decision variable are 
less than those for the case where the number of units is fixed. Since the cost per 
adsorption unit is relatively low, the total cost for the case where the number of 
adsorption units is a decision variable is lower. This result implies that when the 
design of the treatment system is optimized simultaneously with the design of the 
pumping, more efficient solutions can be found. However, for the heterogeneous 
case (α = 0.002 day-1 and nm = 0.05), there is no difference in the designs 
obtained when the number of adsorption units in series is or is not a decision 
variable. This result is explained by the excessive tailing (see Figure 9) and 
consequently very low influent concentration to the GAC treatment system for the 
homogeneous case. Even when multiple units in series are considered, the 
efficiency of the GAC usage is not improved.  
 
CONCLUSIONS 
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The use of the non-equilibrium model that considers the diffusive processes of 
carbon has shown insights into optimization of remediation processes.  The 
comparison of the equilibrium method to that it to the non-equilibrium process 
shows that the use of the equilibrium model underestimates the carbon usage at all 
levels of mass removal.  The inclusion of the non-equilibrium model does not 
dramatically change modeling efforts, but when compared to the equilibrium 
model, gives more realistic usage rates.   
 
To use of the mobile-immobile model causes the time steps of the modeling 
process to be dramatically decreased in order to use alpha values consistent with 
literature, resulting in longer simulation times.  The inclusion of this process did 
change the outflow concentrations to be consistent with the effect of tailing.  The 
effect of this tailing caused dramatic differences in the optimal design and costs of 
the remediation. 
 
The most noteworthy result of this work has been in the inclusion of the treatment 
process design along with a hydraulic design. The homogeneous and 
heterogeneous optimizations that select the column length show a difference in 
treatment design and costs that vary with the treatment design. The inclusion of 
the design process in the optimization did not alter the runtime or modeling effort.  
The results indicate that the inclusion of treatment design will make more robust 
and efficient remediation possible. 
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APPENDIX 
 
Table A-1: Parameters used in PSDM model simulations 
 
Parameter Value 
Void Fraction of the particle, unitless  0.667 
Apparent Density, g/cm3  0.650 
Particle Radius, cm  0.042 
Length, m  3.00 
Weight of adsorbent in bed, kg  50.0 
Adsorber diameter, m  0.3 
Operating temperature, Celsius  24.0 
Number of radial collocation points  5 
Number of axial collocation points  10 
Number of axial elements  1 
Molecular weight of adsorbate, g/gmol  119.38 
Molar volume of adsorbate, cm3/gmol,  87.5 
Freundlich KAB, of adsorbate (umol/g)(L/umol)1/n  11.285 
Freundlich exponent 1/n, of adsorbate, unitless  0.78 
Surface to Pore Diffusion Flux Ratio number, unitless  4.0 
Tortuosity constant of adsorbate, unitless 1.0 
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Table 1:  Base case parameters for flow, transport and treatment simulations 
 
Parameter Symbol Value Units 
Aquifer properties 
total porosity n 0.25 (-) 
mobile zone porosity* nm 0.25 (-) 
immobile zone porosity* nim 0.00 (-) 
hydraulic conductivity K 3.82 x 10-5 m/s 
background pore velocity v 2.7 x 10-2 m/d 
longitudinal dispersivity αL 10 m 
transverse dispersivity αT 2 m 
mobile-immobile zone exchange rate* α 0  day-1 
Groundwater treatment system properties 
GAC adsorption coefficient  KAB 28.4 (mg/gm)(L/mg)1/n 
GAC adsorption coefficient  1/n 0.48 (-) 
effluent treatment goal *C  0.005 mg/L 
other GAC properties See Appendix, Table A-1 
*this parameter is varied in numerical experiments; the value given is for the base case 
  
B-26 
Table 2: Base case values used in objective function and constraints 
 
Parameter Symbol Value Units 
Cost coefficients in objective function 
well installation cost coefficient a1 10,800 $/well 
adsorber unit cost coefficient a2 1,000 $/adsorber unit 
pumping operation cost coefficient a3 1.05 $/m4 
treatment cost coefficient a4 2.14 $/gm GAC 
Constraint values 
maximum extraction rate maxQ  250 m3/day 
maximum number of adsorption units max
GACN  3 (-) 
remediation horizon 
ft  5,000 days 
maximum mass remaining MR′  0.001 (-) 
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Table 3: Optimization algorithm parameters used in NPGA. 
 
Parameter Value 
population size 50 
tournament selection size 2 
niche radius 0.5 
probability of crossover 0.9 
probability of mutation 0.001 
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Table 4: Parameter values for the mobile-immobile zone simulations 
 
 
Mobile-Immobile 
Zone Exchange rate, 
α (day-1) 
Mobile Zone 
Porosity, nm 
Immobile Zone 
Porosity, nim 
0.02 0.05 0.20 
0.02 0.20 0.05 
0.002 0.05 0.20 
0.002 0.20 0.05 
0.0002 0.05 0.20 
0.0002 0.20 0.05 
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FIGURE CAPTIONS 
 
Figure 1: Description of equilibrium and non-equilibrium GAC models. 
 
Figure 2: Schematic of computational framework. 
 
Figure 3: Illustration and mathematical description of GAC adsorption processes.  
 
Figure 4: Illustration hypothetical aquifer system. 
 
Figure 5: Cost vs. mass remaining tradeoff curves for equilibrium and non-
equilibrium GAC models. 
 
Figure 6: Concentration at extraction well vs. time for range of cleanup 
performances, measured as mass remaining, (MR’). 
 
Figure 7: GAC usage rate (gm GAC used/volume of water treated) vs. mass 
remaining for equilibrium and non-equilibrium GAC models. 
 
Figure 8: Treatment and pumping costs for a range of mobile-immobile zone 
exchange rates and for high and low mobile zone porosities. 
 
Figure 9: Contaminant mass in mobile and immobile zones and total contaminant 
mass vs. time for mobile-immobile zone exchange rate α = 0.002 day-1 and 
mobile zone porosity nm = 0.05. Contaminant vs. time for the homogeneous case 
is provided for reference. 
 
Figure 10: Treatment and pumping costs for cases where the number of adsorber 
units was and was not considered as a decision variable for homogeneous and 
heterogeneous systems. Heterogeneous system has a mobile-immobile zone 
exchange rate of α = 0.002 day-1 and a mobile zone porosity of  nm = 0.05. 
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ABSTRACT 
 
Most optimization efforts are based on the assumption that the source material has 
been eliminated before the PAT efforts begin and focus exclusively on the 
removal of contaminants in the groundwater plume. However, complete source 
removal is frequently a poor assumption. From management perspective, there is 
a tradeoff between the degree of cleanup effort and funds dedicated to source 
removal and to the cleanup of the groundwater plume emanating from the source. 
A framework is developed for determining optimal designs of combined source 
and plume remediation efforts. The framework accounts for the presence of 
heterogeneity in the source distribution, such that the rate of mass release into the 
plume and the efficiency of source remediation efforts are controlled by the 
degree of heterogeneity. The relationship between plume remediation costs and 
the source variance is not monotonic, revealing the complex relationship between 
the release rate from the source into the plume and the costs associated with 
pumping and treatment. Only when the source remediation capital or operating 
cost are reduced does source remediation become competitive with plume 
remediation, particularly in lower source variances. Degradation of the 
contaminant within the plume lowers the total cost of the remediation. For the 
highest degradation rates, no remediation is required, implying that natural 
attenuation is sufficient to meet the cleanup goal. 
 C-3
 
INTRODUCTION 
 
Over the last two decades, groundwater quality control and remediation have been 
the focus of optimization efforts in the literature. The design of pump-and-treat 
(PAT) systems is the most frequent technology considered (Mayer et al., 2002). 
Underlying the PAT optimization framework are simulators of groundwater flow 
and contaminant transport that are based on numerical approximations of the 
governing flow and transport models. Development and execution of a typical 
simulator involves the solution of thousands to millions of unknowns. The 
simulators also require the determination of physical and chemical parameter 
distributions; however, these parameters are usually poorly characterized. The 
large computational burden and parameter variability leads to the frequent use of 
simplified models, including two spatial dimensions, steady-state conditions, 
confined aquifers, simple reaction models, single species and local equilibrium 
between phases and simplified treatment of contaminant sources.  
 
Since PAT focuses exclusively on the removal of contaminants in the 
groundwater plume, this technology only incidentally removes source material as 
it is released into the plume. All but a few remediation optimization studies (Lin 
and McKinney, 1995; Yu et al., 1998; Teutsch and Finkel, 2002) have neglected 
the contribution of sources to the remediation design problem by  relying on the 
assumption that the source material has been eliminated.  However, complete 
source removal is frequently a poor assumption, due to technical, economic or 
regulatory factors. In many sites where engineered source removal has been 
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implemented, the efforts were incomplete, either because of poor design or 
because not all of the source material was identified or inaccessibility of the 
source material to treatment. In other sites, engineered source removal was not 
implemented because it was deemed technically infeasible or economically 
impractical.  
 
Dense nonaqueous phase liquids (DNAPLs), such as chlorinated solvents or coal 
tars, are contaminant sources that particularly difficult to remove. DNAPLs act as 
contaminant sources as the groundwater flows through region containing the 
trapped DNAPL. The ultimate distribution of residual NAPL saturation is not 
uniform or predictable in the subsurface due to minute variations in the pore size 
distributions, soil texture, soil structure and mineralogy (ITRC, 2002). This highly 
irregular distribution makes both characterization and remediation difficult 
(Pankow and Cherry, 1996). However, as suggested by Sale and McWhorter 
(2001), near-complete removal of DNAPL source would be required to achieve 
meaningful improvements in groundwater quality.  
 
Innovative technologies have been developed that focus specifically on DNAPL 
removal, e.g. surfactant and co-solvent flushing, in-situ chemical oxidation, and 
thermal methods.  
EPA encourages the use of innovative technologies to eliminate or isolate 
DNAPL source zone, especially where operation and maintenance costs 
associated with conventional plume remediation technologies are prohibitive 
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(ITRC, 2002). Despite federal and state guidance citing the long-term benefits of 
source removal and recommending that NAPL sources be remediated to the 
extent feasible (EPA, 1996), there is still apprehension in the regulatory 
community over the presumed high cost and uncertain benefits of aggressive 
source zone treatment (ITRC, 2002).  
 
A simplified conceptual model of the DNAPL source-contaminant plume system 
is proposed in Figure 1. In this model, the DNAPL source is modeled as a 
temporally varying, but non-dimensional, input to the contaminant plume, 
quantified with a mass release rate, ( )m t? . The factors affecting the mass release 
rate include the advective rate through the source area, which could be impacted 
by the regional groundwater flow and flow induced by plume cleanup efforts, the 
spatial distribution of the contaminant mass and hydraulic conductivity 
distribution within the source area, and the chemical composition of the source. 
Once the contaminant mass has entered the plume via dissolution, the spatial and 
temporal behavior of the plume is again controlled by the advective rate and 
hydraulic conductivity distribution, but also what have been loosely termed as 
attenuation factors, which include dispersion and degradation reactions. The 
degradation reactions could include both biotic and abiotic reactions.   
 
Figure 2 shows the timeline that accompanies the conceptual model in Figure 1. 
The DNAPL contaminant source is released into the aquifer at the beginning of 
the scenario. Until the contamination is discovered and cleanup efforts begin, 
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mass is transferred via dissolution from the DNAPL source into the contaminant 
plume. In a global sense, some mass is lost via degradation reactions within the 
contaminant plume. At some point in time, the DNAPL source is remediated 
using, for example, chemical flushing or thermal technologies. The DNAPL 
source is either partially or completely remediated (although complete 
remediation is highly unlikely). The time period over which the DNAPL 
remediation occurs is assumed to be small relative to the total time. 
 
Plume remediation can begin at the same time as the DNAPL remediation, but 
occurs over much longer time period. In the case of engineered remediation, 
contaminant mass in the plume is removed via physical (e.g. pump-and-treat) or 
biochemical (e.g. bioremediation) means. Alternatively, natural attenuation may 
be considered, where plume mass removal occurs via biochemical reactions. In 
either case, if the DNAPL source removal is incomplete, mass will continue to 
transfer from the source into the plume. The amount of mass entering the aquifer 
after source remediation is dependent on the efficiency of the source removal 
efforts and the properties of the source area.  
 
From a management perspective, there is a tradeoff between the degree of cleanup 
effort and funds dedicated to source removal and to the cleanup of the 
groundwater plume emanating from the source. Many of these issues have been 
reviewed by Teutsch et al. (2001). For example, an aggressive source removal 
plan might be costly initially, but should reduce the amount of effort and cost 
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needed to complete the cleanup of the groundwater plume, perhaps to the point of 
relying on natural attenuation. While the capital costs of installing a remediation 
system that focuses only on the groundwater plume may be more attractive from a 
net present value, the estimated life-cycle costs of operating a typical PAT system 
for possible 100 years or more are considerable (ITRC, 2002).  
  
The investigators that have addressed the issue of simulating DNAPL source 
inputs have generally taken two approaches. The first approach involves explicitly 
modeling the DNAPL release, migration, and subsequent dissolution by solving 
multiphase flow and transport equations (e.g. Sleep and Sykes, 1993; Powers et 
al., 1994; Mayer and Miller, 1996). These efforts have given valuable insight into 
the behavior of DNAPL sources over time, such as extreme tailing when the 
source zone is heterogeneous (e.g. Mayer and Miller, 1996). However, these 
simulators are computationally expensive and require parameters that are usually 
unavailable at most field sites. 
 
The second approach involves embedding time-variant models of DNAPL 
dissolution into single-phase (groundwater) contaminant transport simulators. 
These DNAPL dissolution models have included explicit modeling of  NAPL 
blob dissolution (Powers et al., 1994), a simple analytical model of NAPL source 
release rates (Robinson and Bedient, 1991), and superposition of multiple 
DNAPL release rates into an analytical model (Sale and McWhorter, 2001). 
Enfield (2001) also has suggested that bundle of tube models can be used to 
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characterize release rates from heterogeneous DNAPL sources, where the degree 
of heterogeneity is estimated from partitioning tracer tests.  
 
The ultimate goal of this work is to provide guidelines for choosing the degree of 
effort and funds to dedicate to source removal vs. plume remediation, based on 
the conditions at the site. We approach this goal with the use of multiple 
simulation processes linked within an optimization framework. The optimal 
allocation of costs for the remediation is produced using a niched-Pareto genetic 
algorithm to guide the optimization, coupled with simulation models for the 
source and the plume remediation systems. The system is applied to a 
hypothetical aquifer containing source and plume contamination.  
 
SIMULATION AND OPTIMIZATION APPROACH 
 
The management of source-plume remediation is explored with the computational 
framework consisting of determining optimal values of decision variables by 
specifying an objective function and simulating flow and transport processes, 
including a specialized model for the source. The framework is summarized in 
Figure 3. 
 
Optimization Problem 
The optimization problem is stated as 
 ( )find  while min min
subject to:  and 
S S P P
cap op cap op
w
f f f f f= + + +
∈Ω ∈Ωz
w
z w
 (1) 
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where w is the vector of decision variables; f is a cost objective function; the 
subscripts cap and op refer to capital and operational costs, respectively; the 
superscripts S and P refer to costs associated with source and plume remediation, 
respectively;  z is the vector of state variables; and Ωz and Ωw represent 
constraints on the state and decision variables, respectively.  
 
We assume that the source remediation will be conducted with a chemical 
flushing technology (e.g. surfactant or cosolvent flushing) and that the chemical 
flushing technology works by solubilization of the DNAPL, rather than 
mobilization. The capital costs for the chemical flushing are based on purchasing 
the flushing agent ant the associated remediation equipment  such as pumps, wells 
and contaminant removal systems, such as air stripping towers.. The operational 
costs for the chemical flushing are based on the costs required to recycle the 
chemical flushing agent. We further assume that the plume remediation will be 
conducted with pump and treat (PAT). The capital costs for the PAT system 
include the cost of extraction well installation. Operating cost for the PAT system 
are based on the costs of replacing the adsorbent in a granular activated carbon 
(GAC) system.  
 
Given the conceptualization of the source and plume remediation, the components 
of the cost objective functions can be defined as 
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where a1 and a2 are the cost coefficients associated with the capital and operating 
costs for the flushing system, respectively; Vf is the volume of flushing solution 
purchased; Vnf is the number of source area pore volumes flushed, expressed as an 
integer; a3 is the cost coefficient associated with the extraction well installation; 
New is the number of active extraction wells; Nt is the number of time steps within 
the remediation horizon; k and l are the well and time indices, respectively; a4 and 
a5 are the cost coefficients associated with the pumping and groundwater 
treatment operating costs, respectively;  Qk is the pumping rate at well k; Hk is the 
head that the pump in extraction well k must overcome to deliver water to the 
treatment system; tl is the incremental time period used to evaluate the PAT 
operational costs; Ck,l,  is the average flow-weighted concentration removed by 
well k in time step l; and KAB and 1/n are Freundlich GAC adsorption parameters 
for a given contaminant and carbon adsorbent. The cost coefficient for the 
groundwater treatment term is set to 0 when the influent to the treatment system 
falls below the treatment effluent concentration goal, *C . 
 
The decision variables appearing in equation (2) are the pumping rates at fixed-
location extraction wells, Qk and the number of flushes of the source area, Vnf.  
The constrains on the decision variables and state variables are 
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 max0   for 1,...k ewQ Q k N≤ ≤ =  (3) 
 maxnf nfV V≤  (4) 
 min  over Dh h≥ Ω  (5) 
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l f
l
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=
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 ( ) ( ) maxmax
0
1 1, ,   at   
D D
n n fC t dV nS t dV M t tM V
ρ
Ω Ω
  ′+ ≤ =   ∫ ∫x x  (7) 
where maxQ  is the maximum, individual pumping rate; maxnfV  is the maximum 
number of chemical flushes, minh  is the minimum head allowed over the model 
domain, DΩ ; ft is the remediation horizon; C is the concentration in the plume, 
nS  is the DNAPL saturation in the source zone; nρ  is the DNAPL density, V is the 
volume of the model domain; 0M  is the initial mass; and maxM is the maximum 
contaminant mass allowed in the aquifer at the end of the maximum remediation 
horizon. Equation (5) effectively constrains the maximum drawdown in the 
aquifer. Equation (6) sets the maximum length of time for the remediation 
horizon. Equation (7) is a normalized cleanup goal constraint. The two integral 
terms in equation (7) represent the contaminant mass in the plume (dissolved) and 
the contaminant mass in the source (DNAPL), such that maximum mass 
remaining at the end of remediation accounts for the contaminant mass in the 
plume and the source.    
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Flow and Transport Simulators 
The state variables in equations (1) through (7) are the contaminant concentration 
in the plume, C, the mass of DNAPL, m, and the hydraulic head, h. The 
subsurface processes used in this work are based on the two-dimensional steady 
state flow equations and contaminant mass balance equations. The steady-state, 
confined groundwater flow equation for a non-deforming, saturated, aquifer 
system is 
 ( )
1
( , )
ewN
k k k
k
h Q x x y yδ
=
′∇ ⋅∇ = − −∑K  (8) 
where K is the hydraulic conductivity tensor, Qk’ is the extraction rate per unit 
aquifer volume from well k located at xk and yk , and δ is the delta Dirac function. 
The hydraulic head, h, is related to the head that the pump in extraction well k 
must overcome to deliver water to the treatment system, H, by lgs hhzH +−=  
where zgs is the ground surface elevation and hl is the estimated head loss in the 
treatment train. Contaminant concentrations are determined by solving the 
contaminant mass balance equation, given by 
 ( )[ ] ( , )k k k k
k
C CC R Q x x y y
t n
δ∂ ′+∇ −∇ ⋅∇ + = − − −∂ ∑v D  (9) 
where v is the pore velocity vector, R is a contaminant degradation term, Ck is the 
aqueous concentration removed from well k, and n is the effective porosity. The 
hydrodynamic dispersion tensor, D, is defined as: 
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 ( ) ( )* i jT L T v vDα α α= + + −D v I v  (10) 
where αL and αT are the effective longitudinal and transverse dispersivity 
coefficients, respectively; I is the unit tensor; and D* is the molecular diffusivity.  
The pore velocity, v, is given by Darcy’s law as 
 n h= − ∇v K  (11) 
Degradation of contaminants by biotic or abiotic pathways can be a complicated 
process. For example, the chemical species may follow higher order reaction 
rates, multiple species can be created or destroyed in the transformation process, 
and concentrations of ancillary chemicals may need to be considered (e.g. 
oxygen). In this work, we greatly simplify the degradation process by assuming 
that the chemical contaminant follows a single, first-order decay and that the 
concentrations of chemicals ancillary to the degradation are unlimited. In this 
case, the degradation term R in equation (9) can be represented as 
 R Cλ= −  (12) 
whereλ  is the first-order decay constant. This simplified approach to representing 
chemical degradation is often taken when the chemical of interest is a chlorinated 
solvent (e.g. Schwarzenbach et al., 1993), which are most frequently associated 
with DNAPL contaminant sources.  
 
We employ a 2-D finite difference approximation to solve the groundwater flow 
equation (8) and a particle-tracking method to solve the contaminant transport 
equation (9).  The numerical codes have been validated by Maxwell (1998).  
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These codes have been modified to include the reaction term (equation (12)) and a 
time-varying source term. Additional background information pertaining to the 
development of the numerical simulator can be found in LaBolle et al. (1996). 
The contaminant source is incorporated by specifying by a particle input 
term, ( )pN t , over a source zone that is specified numerically with a number of 
finite-difference cells. The value of ( )pN t , is updated every time-step, depending 
on the mass of DNAPL remaining in the source zone.  The procedure for 
evaluating ( )pN t  is described in the following section. 
 
Source Model 
A “bundle of tubes” model is used to simulate the dissolution of the DNAPL 
source and provide the source term C*(x,t). The same model is used to simulate 
source removal under ambient and engineered conditions. This model represents 
the heterogeneous DNAPL distribution, and consequent distribution of DNAPL 
rates of dissolution. The source model accounts for variability in the aquifer 
properties with the use of an inverse log-normal probability distribution resulting 
in time-variable source input to the flow and transport model. The model is 
relatively simple, but is capable of simulating the “tailing” behavior that is often 
observed with these technologies. By “tailing,” here we mean that the rate of 
removal decreases significantly after the majority of the source mass is removed, 
such that the last, say, 10% of the source mass, is removed less and less 
efficiently. Low permeability units, heterogeneities and insoluble contaminants 
may impose limitations and increase tailing.  
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The tube model also incorporates variability into the source remediation. 
 
The source model is based on a log-normal probability distribution of n?  tube 
lengths, with µ?  as the mean of the log10-transformed tube lengths and 2σ ?  as the 
variance of the log10-transformed tube lengths. The distribution of tube lengths is 
produced by sampling n?  times from the cumulative distribution function 
( 2( 1, )µ σ=cdf ? ? ) with numbers randomly generated from a uniform distribution 
with range (0,1).  
 
The individual tube length, i? , is an indicator of the initial mass of DNAPL in the 
tube, as in  
 ,0i i i n nm a S ρ= ?  (13) 
where ia is the area of the tube, nS  is the average DNAPL saturation in the source 
zone, and nρ  is the DNAPL density. Note that we assume that nS  and nρ are 
uniform throughout the source zone.  Also, all of the tube areas are equal and are 
computed from 
 1
n
i
i
a
n
A
==
∑?
 (14) 
where A is the cross-sectional area of the source zone. 
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The mass rate of removal in each tube is 
 i i i sm q a C=?  (15) 
where iq  is the flux through the tube and SC  is the saturated concentration of the 
DNAPL in the groundwater. The global source mass balance at time t is obtained 
by 
 ,0
1 0
( )
tn
i i i s
i
m t m q a C dt
=
 = −  ∑ ∫
?
 (16) 
Equation (16) implies that, at some time, the DNAPL in an individual tube can be 
exhausted. At this point, the tube is eliminated from the model; that is, the 
subscript i in equation (16) includes only the active tubes. Figure 4 shows a few 
examples of tube distributions and the corresponding DNAPL source mass as a 
function of time. The ranges of  source variances are comparable to a 
homogenous sand aquifer at low variance to a aquifer containing clay lenses at the 
higher values. 
 
During the time when the source zone is not being remediated, the saturated 
concentration, SC , is equal to the solubility of the compound in equilibrium with 
pure water and all tube fluxes, iq , is equal to the flow through the source zone as 
computed by the groundwater flow model. Over the period when source 
remediation occurs via chemical flushing, the saturated concentration, SC , is set 
to the enhanced solubility, or the solubility that would occur when the DNAPL is 
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in equilibrium with the flushing solution. During this period, the tube fluxes are 
set to the flow imposed by the flushing operations. 
 
In order to link the source model with the transport model, the mass input to the 
aquifer over a time step, t∆ , is converted to a corresponding number of mass-
based particles, pN , as in 
 
1
1( )
t tn
p i i s
ip t
N t q a C dt
m
+∆
=
 =   ∑ ∫
?
 (17) 
 
where pm  is the particle mass.  
The hypothetical model aquifer model is based on a physical system of a sand 
matrix. The source model accounts for changes in the matrix indicative of clay 
lenses or organic matter. 
 
Optimization Solution  
The optimization problem is solved using a niched-Pareto genetic algorithm 
(NPGA). The NPGA uses evolutionary methods to search for optimal design 
candidates based on a fitness evaluation of each candidate. The size of the search 
space and the non-linear, non-convex nature of the optimization problem 
considered here lend themselves to the use of  genetic algorithms. The NPGA is 
based on conventional GA tournament selection, reproduction, and mutation 
operators, which have been described by McKinney and Lin (1994), Ritzel et al. 
(1994), and Huang and Mayer (1997). The NPGA also uses a niching operator 
(Horn, 1997), which is intended to enhance diversity in the population of 
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candidate solutions. The diversity enhancement occurs by giving preference to 
candidate solutions that have objective function values that are farther from the 
mean, for a given generation. The heuristic parameters for the NPGA are 
population size, tournament size, crossover probability, mutation probability and 
niche radius. Erickson et al. (2002) describes in detail the implementation of 
NPGA to subsurface remediation design problems. Erickson et al. (2002) also 
gives guidelines for the selection of the values of the NPGA parameters. 
 
NUMERICAL EXPERIMENTS 
 
The numerical experiments simulate four distinct stages: (1) source emplacement, 
(2) plume creation, (3) source remediation, and (4) plume remediation. The source 
emplacement is simulated as an instantaneous event. During the plume creation 
phase, groundwater passes through the DNAPL source at the regional 
groundwater velocity, dissolves the DNAPL, and transports the dissolved 
DNAPL. The source input to the plume is simulated with the tube model. The 
plume is created over the period 0 Pt t≤ ≤ .  
 
At the plume development time ( Pt t= ), the source is remediated. Since the 
source remediation is expected to occur quickly, relative to the other stages, it is 
treated as an instantaneous event. The source remediation occurs by injection of 
chemical flushing agents through the source zone at a fixed flow rate. The 
flushing agents increase the solubility of the DNAPL over the solubility in pure 
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water, as determined by a fixed multiplicative factor, xf. The source remediation is 
simulated with the tube model.  
 
In the final stage, the plume is remediated the plume by PAT over the period 
P ft t t< ≤ , where tf = 7,500 days. In the cases where the DNAPL source has not 
been completely removed in the source remediation stage, the source continues to 
dissolve into the plume during the plume remediation stage. 
 
The hypothetical, two-dimensional aquifer is confined and homogenous and 
isotropic with respect to hydraulic conductivity. Boundary conditions are set to 
produce a west-to-east flow, as shown in the graphical depiction of the aquifer in 
Figure 5. There is one extraction well and one source location. The model aquifer 
is discretized into 10,000 square, equally-sized finite-difference cells. The aquifer, 
treatment system, and source properties are given in Table 1. 
 
The decision variables are the pumping rates used in the extraction well, kQ , and 
the number of source area pore volumes flushed, nfV .  The decision variables are 
constrained by maximum values, as indicated in Table 2. The remaining 
constraint values and the values of the cost coefficients are given in Table 2. The 
cost coefficients used for the chemical flushing are derived from costs for 
surfactant-enhanced aquifer remediation given by Krebs-Yuill et al. (1995) and 
Sabatini et al. (1996). The capital flushing cost coefficient, a1, is based on the 
purchase of surfactant solution and capital costs associated with treatment of the 
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recovered surfactant/DNAPL stream. The recovery stream treatment consists of 
recovery of the surfactant, such that the surfactant can be re-used, and removal 
and destruction of the dissolved DNAPL. 
 
The operational flushing cost coefficient, a2, is the cost associated with operating 
the flushing system injection and extraction wells and recycling the surfactant 
solution, on a source area pore volume basis. The remaining cost coefficients are 
based on PAT capital and operating costs given by Erickson et al. (2002). The 
parameter values used in the NPGA optimization are given in Table 3. The values 
in Table 3 were taken from a previous work (Erickson et. al., 2002) where optimal 
values of the NPGA parameters, with respect to convergence rates, were obtained. 
 
We consider four sets of experimental variables. First, we examine the impact of 
the variability in the source by changing the variance in tube lengths. The base 
case tube length variance was 0.6. The tube-length variances used in these 
experiments are 0.01, 0.4, 0.6, 1.0, and 2.0. According to Enfield (2000), who 
fitted partitioning tracer curves to tube distributions, it is expected that the 
variance in tube distributions will not exceed 2.  
 
Second, we vary the flushing capital and operating cost coefficient, a1 and a2. 
Chemical flushing is a relatively new and complex technology, such that the 
design of these systems, including the choice and concentration of the flushing 
chemical, is not straightforward. Since the choice of flushing chemical type and 
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concentration is based not only economic considerations, but also on factors such 
as regulatory acceptability, site characteristics, and characteristics of the flushing 
solution-DNAPL mixture (Sabatini et al., 1996), the costs associated with the 
technology vary greatly from site to site. The flushing chemical capital and 
operating costs derived from Krebs-Yuill et al. (1995) and Sabatini et al. (1996) 
were used as base case cost coefficients for a1 and a2, respectively. To test the 
sensitivity of the optimal design to flushing remediation cost, we also used values 
of a1 and a2 corresponding to 50% of the base costs. 
 
Third, we varied the plume development time, tp. The period between the initial 
DNAPL release and the implementation of the source remediation can vary 
widely, because the time elapsed before discovery of the contamination and the 
decision to implement the source remediation varies from site to site. The plume 
development time partially determines the fraction of the mass held in the 
DNAPL source versus the mass dissolved into the plume. The residence time of 
the dissolved DNAPL impacts the distribution of the mass relative to the 
extraction well location, as determined by advection and distribution processes. 
The residence time also will impact the quantity of dissolved DNAPL mass lost 
due to degradation.  The effort and funds dedicated to source or plume 
remediation are likely to be sensitive to the distribution of the mass between the 
source and the plume.  In addition to the value used as a base case of tp = 500 
days, we used a minimum value of 100 days and a maximum value of 1,000 days. 
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Fourth, we investigated the effects of biodegradation in the dissolved plume by 
varying the first-order degradation rate constant, λ. The degradation rate constant 
is well known to vary widely from site to site (e.g. Wiedemeier et al., 1998). The 
constant is essentially a parameter fitted to quantify degradation processes that are 
distributed in both space and time and is a function of site and contaminant 
biogeochemistry. We expect that the rate of degradation in the plume will 
significantly impact the effort and funds used for plume remediation, such that the 
plume remediation effort will range from aggressive pumping (high extraction 
rates) to natural attenuation (zero extraction rates).  We used a degradation rate of 
0 as a base case, and tested rates of 0.01, 0.05, 0.1, and 0.25 day-1. This range 
corresponds to a range tabulated for various sites by Schwarzenbach (1993) for 
chlorinated organic chemicals. 
 
RESULTS 
 
We first report the results of base case optimizations for a range of source (tube 
length) variances, given in Figure 6. The results in Figure 6 show that source 
remediation was not chosen for any of the source variances and no feasible 
solution was found for the highest variance. These results indicate that source 
remediation is expensive relative to plume remediation and that plume 
remediation is sufficient for all but the highest variances. The infeasibility of the 
highest variance is an indication of the length of time the source is released at in 
the natural aquifer. Release rates for natural and engineered systems are 
 C-23
documented in Table 5. This table gives values for remediation times with source 
removal and the efficiency of the removal by source variance. The infeasible 
result for the highest variance is explained by the detailed results given in Table 4. 
First, although the maximum number of chemical flushes ( max 3nfV = ) is selected, 
the mass removed from the source is insufficient to meet the cleanup goal. 
Second, while the maximum extraction rate in the pumping well is selected and is 
sufficient to clean the mass released into the plume, the release of the remaining 
DNAPL into the plume is slow enough such that, at the end of the maximum 
remediation horizon ( max 10 yearsft = ), the mass remaining in the source exceeds 
the cleanup goal. 
 
The results in Figure 6 also show that the relationship between total cost and 
variance is not monotonic. Figure 7 shows the concentration at the pumping well 
vs. time for three variances. For both the σ2 = 0.4 and σ2 = 0.6 cases, the optimal 
design has the extraction rate reaching the maximum value ( maxQ  = 1000 m3/d), 
whereas for the homogeneous source case (σ2 = 0), the extraction rate is about 
60% of the maximum. The higher (but constant) pumping rates result in higher 
pumping costs for the σ2 = 0.4 and σ2 = 0.6 cases. However, as the variances 
increase, the average concentration reaching the extraction well decreases 
slightly, resulting in slightly lower treatment costs 
 
Figure 8 shows optimization results for the case where the capital costs of the 
flushing are reduced by 50%. In this case, the costs of source remediation are low 
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enough to compete with plume remediation costs, but the variations in source 
variances produce optimal designs consisting of various configurations of source 
and plume remediation. For the source variance of 0.001, the source remediation 
is efficient enough to reach the cleanup constraint, without any plume 
remediation. For the source variance of 0.4, pumping is required in addition to the 
source remediation to meet the cleanup goal. In this case, treatment is not 
required, since the concentration in extracted water is below the treatment goal of 
0.005 mg/L. For the source variance of 0.6, the optimal design consists of 
pumping one pore volume of flushing solution through the source, followed by 
plume remediation. The source remediation is less efficient than for the higher 
variances, such that the concentration in the plume is high enough to impose 
treatment of the extracted water.  For the source variance of 1.0, the flushing is 
inefficient, such that PAT is required to perform all of the remediation.  As in the 
base case, the highest variance case is infeasible. 
 
Reduction of the operational cost of flushing by 50% also results in lowering the 
costs of source remediation enough to compete with plume remediation costs, as 
shown in Figure 9. The operational cost reduction results in an optimal design that 
consists of one and two source area pore volumes for source variances of 0.001 
and 0.4, respectively, indicating that the volume of flushing solution needed to 
meet the cleanup constraint increases as the heterogeneity in the source area 
increases. For the source variances of 0.6 and 1.0, the decrease in operating costs 
is not sufficient to overcome the inefficiency of the source remediation efforts at 
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these higher variances, and PAT is required to perform all of the remediation.  
Again, as in the base case, the highest variance case is infeasible. 
 
Figure 10 shows the optimization results where the length of time for plume 
development (tp) was varied. For the base case flushing capital costs (a1 = 150 
$/m3), the variation in tp does not affect the selection of PAT as the only 
remediation technology, since the source remediation is expensive relative to the 
plume remediation. The lower cost of the plume remediation for the tp  = 100 days 
case can be explained by the fact that the plume has not spread as far and so less 
pumping is required to capture the plume. The tp  = 1,000 days case is cheaper 
than the tp  = 500 days because the contaminant concentrations in the plume are 
lower, resulting in lower treatment costs. 
 
When the flushing capital costs are reduced (a1 = 75 $/m3), source remediation is 
chosen only for the base case plume development time. In the case of the lower 
plume remediation time (tp  = 100 days), the lower pumping requirements make 
the overall costs for PAT cheap enough to supplant the need for source 
remediation. In the case of the higher plume remediation time (tp  = 1,000 days),  
enough of the mass has dissolved from the source such that, again, PAT is 
sufficient to reach the cleanup criteria. 
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Figure 11 shows the optimal designs where the biodegradation rate was varied 
from 0 to a high rate of 0.25 day-1, and all other parameters were taken from the 
base case. As noted in previous results, the cost of source remediation are high 
enough, relative to the source remediation cost, such that only PAT is chosen in 
the optimal design. The overall costs for plume remediation decrease as the 
degradation rate increases, since less mass needs to be extracted and treated. At 
the highest degradation rate (λ = 0.25 day-1), PAT operation is not required, 
implying that natural attenuation is sufficient to meet the cleanup goal.   
 
Figure 11 shows the results where the degradation rate is varied and the unit 
flushing capital costs are reduced (a1 = 75 $/m3). For the lower biodegradation 
rates (λ ≤ 0.01 day-1),, the results are similar to previous results where the 
flushing capital costs were reduced: source remediation becomes cheap enough to 
compete with plume remediation. However, for the higher biodegradation rates (λ  
≥ 0.05 day-1), source remediation is not needed. In these cases, plume remediation 
costs are relatively inexpensive, since a greater amount of mass is degraded and a 
correspondingly lower amount of mass is present in the plume. 
  
CONCLUSIONS 
In this work, we have developed a framework for determining optimal designs of 
combined source and plume remediation efforts. The optimization framework has 
been developed to allow the remediation designer to analyze tradeoffs between 
degrees of effort and funds committed to source remediation and plume 
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remediation. We have accounted for the presence of heterogeneity in the source 
distribution, such that the rate of mass release into the plume and the efficiency of 
source remediation efforts are controlled by the degree of heterogeneity. The 
degree of heterogeneity is simulated as the variance of tube lengths in a bundle of 
tubes DNAPL dissolution model.  
 
As expected, the optimal allocation of funds to source or plume remediation is 
sensitive to the unit costs associated with the remediation technologies. Only 
plume remediation, in the form of pump-and-treat remediation, is selected when 
the base case, source remediation capital and operating costs are applied. In this 
case, the relationship between plume remediation costs and the source variance is 
not monotonic, revealing the complex relationship between the release rate from 
the source into the plume and the costs associated with pumping and treatment. 
When the source remediation capital or operating costs are reduced, source 
remediation becomes competitive with source remediation, particularly for the 
lower source variances. 
 
Degradation of the contaminant within the plume lowers the total cost of 
remediation. For the highest degradation rate, no remediation is required, 
implying that natural attenuation is sufficient to meet the cleanup goal. For mid-
range degradation rates, source remediation is not required, since, even for 
relatively high source release rates, the mass residing in the plume is reduce to the 
point where plume remediation can meet the cleanup goal. 
 C-28
 
The results of this work are specific to the range of aquifer-contaminant properties 
and unit costs considered here. Although we have explored the sensitivity of the 
results to many of these variables, we expect that others would have an influence 
on the results. In particular, less stringent cleanup goals may make tend to favor 
source remediation for higher variances, and may allow for the highest variance 
case to be feasible. 
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Table 1:  Base case parameters for flow, transport and treatment simulations 
 
Parameter Symbol Value Units 
Aquifer properties 
porosity n 0.30 (-) 
hydraulic conductivity K 3.82 x 10-5  m/s 
background pore velocity v 2.7 x 10-2  m/d 
longitudinal dispersivity αL 10  m 
transverse dispersivity αT 2  m 
biodegradation rate* λ 0  day-1 
Groundwater treatment system properties 
GAC adsorption coefficient,  KAB 28.4  (mg/gm)(L/mg)1/n 
GAC adsorption coefficient  1/n 0.48 (-) 
effluent treatment goal *C  0.005  mg/L 
Source properties 
solubility in pure water Cs 1500  mg/L 
solubility increase with flushing 
agent 
xf 50 (-) 
DNAPL saturation in source zone  Sn 0.2 (-) 
DNAPL density ρn 1.46 g/cm3 
number of tubes nf 100  
variance log10(tube length)* 2fσ  0.6  
length × width × depth of source area L × W × D 10 × 10 × 30 m 
length of time to establish plume* tP 500 days 
*this parameter is varied in numerical experiments; the value given is for the base case 
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Table 2: Base case values used in objective function and constraints 
 
Parameter Symbol Value Units 
Cost coefficients in objective function 
capital flushing cost coefficient* a1 150 $/m3 flushing solution 
purchased 
operational flushing cost coefficient* a2 1,500 $/pore volume 
well installation cost coefficient a3 10,800 $/well 
pumping operation cost coefficient a4 1.05 $/m4 
treatment cost coefficient a5 2.14 $/gm GAC 
Constraint values 
maximum extraction rate maxQ  1,000 m3/day 
maximum number of pore volumes  max
nfV  3 (-) 
maximum remediation horizon 
ft  7,500 days 
maximum allowable mass remaining maxM ′  0.001 (-) 
*this parameter is varied in numerical experiments; the value given is for the base case 
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Table 3: Optimization algorithm parameters used in NPGA. 
 
Parameter Value 
population size 50 
tournament selection size 2 
niche radius 0.5 
probability of crossover 0.9 
probability of mutation 0.001 
maxM ′ constraint violation weight 150 
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Table 4:  Distribution of contaminant mass for base case with range of source 
variances 
 
 Variance 
 0.001 0.4 0.6 1.0 2.0* 
Normalized mass dissolved 
from source/ released into plume 
over interval 0 Pt t≤ ≤   
32.17 32.17 32.02 29.11 17.37 
Normalized mass dissolved 
from source/ released into plume 
over interval P ft t t< ≤    
67.83 67.83 67.98 70.89 21.35 
Normalized mass extracted from 
plume over interval P ft t t< ≤    
99.94 99.92 99.91 99.93 NA 
Normalized mass extracted from 
source during source 
remediation  
NA NA NA NA 51.09 
*Infeasible 
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Table 5:  Time required for removal and mass removed for range of source 
variances 
 
 Source Variance 
 0.001 0.4 0.6 1.0 2.0 
Days to dissolve source under 
natural conditions 
6,400 10,000 14,500 51,700 93,000
Mass removed in source 
remediation by 1 flush 
100% 83% 62% 47% 38%
Days to dissolve source under 
natural conditions after source 
remediation 
0 2,600 5,800 25,000 59,000
Mass removed in source 
remediation by 2 flushes 
NA 100% 89% 63% 57%
Days to dissolve source under 
natural conditions after source 
remediation 
NA 0 3,000 21,000 40,000
Mass removed in source 
remediation by 3 flushes 
NA NA 100% 81% 67%
Days to dissolve source under 
natural conditions after source 
remediation 
NA NA NA 1100 37200
Number of flushes to remove all 
mass by source remediation 
1 2 3 6 13
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Table 6:  Distribution of contaminant mass for case with 50% reduction in flushing 
capital cost and range of source variances 
 
 Variance 
 0.001 0.4 0.6 1.0 2.0* 
Normalized mass dissolved from 
source/ released into plume over 
interval 0 Pt t≤ ≤   
31.83 25.73 32.17 31.84 
 
17.37 
Normalized mass dissolved from 
source/ released into plume over 
interval P ft t t< ≤    
0.00 0.00 
 
1.35 68.16 21.35 
Normalized mass extracted from 
plume over interval P ft t t< ≤    
31.83 25.73 32.95 99.99 NA 
Normalized mass extracted from 
source during source remediation  
68.16 74.27 67.05 0.00 51.09 
*Infeasible 
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Table 7:  Distribution of contaminant mass for base case with range of degradation 
rates 
 
 Degradation Rate (day-1) 
 0 0.0001 0.0005 0.001 0.0025 
Normalized mass dissolved from 
source/ released into plume over 
interval 0 Pt t≤ ≤   
32.17 32.17 32.17 32.17 32.17 
Normalized mass dissolved from 
source/ released into plume over 
interval P ft t t< ≤    
67.83 67.83 67.83 67.83 67.83 
Normalized mass extracted from 
plume over interval P ft t t< ≤    
99.92 94.81 78.41 27.46 0.00 
Normalized mass degraded over 
interval 0 ft t< ≤    
0.00 5.19 21.59 72.53 99.99 
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FIGURE CAPTIONS 
 
Figure 1: Schematic illustration of contaminant source-plume conceptual model. 
 
Figure 2: Sequence of events and contaminant mass history for source-plume 
conceptual model. 
 
Figure 3: Simulation-optimization computational process. 
 
Figure 4: Contaminant mass input from source and into plume as a function of 
variance 
 
Figure 5: Graphical depiction of hypothetical aquifer system. 
 
Figure 6: Remediation costs for base case and for range of source variances. 
 
Figure 7: Concentrations in pumping well for base case as a function of time and 
source variances. 
 
Figure 8: Remediation costs for case where flushing capital cost is reduced 50% for 
range of source variances. 
 
Figure 9: Remediation costs for case where flushing operational cost is reduced 50% 
for range of source variances. 
 
Figure 10: Remediation costs for case where for range of plume development times 
and flushing capital cost. 
 
Figure 11: Remediation costs for range of degradation rates. 
 
Figure 12: Remediation costs for range of degradation rates where flushing capital 
cost is reduced 50%. 
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Abstract
Optimization by the use of computer simulations is a useful tool for designing sub-
surface remediation systems. Most optimization studies focus on minimizing cost
while meeting a cleanup goal within a given time frame. However, decision-makers
may be interested in analyzing tradeoﬀs between cost and time. In this work, we
employ a multi-objective optimization to minimize cost and time simultaneously.
The optimization procedure uses a niched Pareto genetic algorithm with state vari-
ables (hydraulic head and concentration) generated from a ﬁnite diﬀerence ﬂow
stimulator and a particle tracking contaminant simulator.
Computational experiments were performed to verify the multi-objective trade-oﬀ
curve with the use of single objective optimization runs. The eﬀect of interest rate
on cost-time tradeoﬀs was investigated with two ﬁnancial management scenarios.
The result of this work showed only a weak relationship between remediation cost
and time. Further investigation of the results produced insight in to the aquifer and
treatment eﬃciency impacts of remediation time. Interest rate experiments showed
that the eﬀect is dependent on the ﬁnancial methodology and has little impact on
the technical selection of the remediation design.
1 Corresponding author, E-mail address: asmayer@mtu.edu (A.S. Mayer)
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1 Introduction
Optimization and modeling of contaminant transport in subsurface porous
medium systems has become commonplace [1]. Optimization by the use of
computer simulations is a useful tool for designing subsurface remediation
systems. Most subsurface remediation optimization investigations focus on as
single objective: minimizing cost while meeting a speciﬁed cleanup goal within
a given time frame. The remediation time is usually set by the investigator or
by a regulatory agency. However, we suggest that viewing trade-oﬀs between
cost and remediation time will allow for more eﬃcient decisions to be made.
With cost vs. time tradeoﬀ curves, decision makers simultaneously consider
allocation of remediation funds and choosing the sites where remediation needs
be accelerated.
The construction of cost vs. remediation tradeoﬀ curves requires a multi-
objective optimization approach. Essentially, the tradeoﬀ curve consists of
solutions (or design) that are Pareto optimal, or,in other word, solutions that
are superior with respect to at least one objective function. The relationship
between remediation cost and time has been investigated using cost as a single
objective and using time as a constraint [5] [4]. In these investigations a series
of single objective runs are conducted where the value of the time constraint is
changed for each run. The work performed by [5] indicated that the relation-
ship between cost and time depends on the severity of the cleanup goal. In [4],
the authors considered the eﬀects of hydraulic constraints, contaminant source
removal, variable cleanup goals and variable interest rates. They ﬁnd that the
imposition of constraints on aquifer drawdown has the most signiﬁcant impact
on the cost vs. time relationship.
In the present work, we consider a true multi-objective approach, using a
variation of the genetic algorithm that is especially suited for multi-objective
optimization. This approach will allow for more ﬂexibility in investigating the
cost vs. time relationship. We focus on pump-and-treat remediation, where
the design variables are the number, location, and rates for extraction and in-
jection wells. Computational experiments are performed to produce and verify
the multi-objective trade-oﬀ curve with the use of single objective optimization
runs. The eﬀect of interest rates on the cost vs. time relationship is investigated
with ﬁnancial management scenarios.
2 Methodology
In this work, we attempt to ﬁnd the best design for a pump-and-treat (PAT)
groundwater remediation system. In general terms, we determine optimal
2D-
pumping rates with respect to the system cost and the total time required
for the remediation while meeting a ﬁxed cleanup goal.
The computational framework used in this work consists of linked optimization
and simulation codes, as shown in Figure 1. The optimization code is based on
the niched Pareto genetic algorithm (NPGA). [6] This algorithm is developed
speciﬁcally to handle multi-objective optimization problems. The algorithm
works by ranking candidate solutions according to their Pareto optimality.
The highest ranking is accorded to solutions that are Pareto optimal; that
is, the solution is superior to all other solutions with respect to at least one
objective function. The next highest ranking is accorded to solutions that
are superior to all but one solution with respect to at least one objective
function, and so on. Niching is a genetic algorithm operator that attempts
to spread solutions along the entire length of the Pareto, or tradeoﬀ surface.
With the niching operator, solutions are ranked according to the distance (in
normalized objective function space) between solutions of the same Pareto
optimality rank. More details on the NPGA can be found in [2].
Decision
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Multi-
Objective
Genetic
Algorithm
State
Variables
F&T
Model
Objective
Function
Fig. 1. Computational framework for
groundwater simulation optimization
procedure
extraction
well plume
source (removed 
before
remediation)
treatment
system
600 m
37
0 
m
Fig. 2. Hypothetical aquifer system
used in computational experiments
The objective functions are given by
min J =min

a1Nw +
Nw∑
k=1

 nt∑
l=1

a2QkHktl + a3Qk Ck,l
KABC
1/n
k,l
tl





 (1)
minT =min
nt∑
l=1
tl (2)
where a1, a2, and a3 are coeﬃcients of the cost model, Nw, k is the well in-
dex, Qk is the extraction rate at well k, Hk is the total lift needed to move the
groundwater from the well to the treatment system eﬄuent for well k, T is the
total remediation time, nt is the number of time intervals l that the treatment
system costs are estimated, tl is the time interval length for interval l, Ck,l is
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the concentration at well k and time interval l, and KAB and n are coeﬃcients
related to the performance of the treatment system. In equation (1), the three
terms represent, in order, well installation capital costs, pumping well opera-
tional costs, and water treatment system operational costs. The operational
cost term for water treatment is developed by applying granular activated
carbon (GAC) to remove contaminants, assuming instantaneous equilibrium
between the contaminants and the GAC.
In equations (1) and (2), the decision variables are the extraction rates at
ﬁxed location pumping wells, and the total remediation time, since nt appears
in equation (1). In the NPGA, the decision variables are formatted as binary
numbers. The decision variables are discretized in real number space by spec-
ifying minimum and maximum values of the extraction rates (Qmax and Qmin
)and the number of bits, Nb, used to represent the pumping rate in binary
notation, as in
∆Q =
Qmax −Qmin
2Nb − 1 (3)
The size of the decision variable space, Np, is thus determined by the minimum
and maximum values and precisions, as in
Np =
(
2Nb
)Nw
(4)
In equation(1), the state variables are concentration, C, and hydraulic head,
h. The state of the physical system is represented by a mathematical model
consisting of a set of conservation equations, which take the form of a set of
diﬀerential equations. The conservation equations used in this work are based
on the two-dimensional steady state ﬂow equations and contaminant mass
balance equations. The steady-state, conﬁned groundwater ﬂow equation for
a non-deforming, saturated, aquifer system is
Ss
∂h
∂t
= ∇ · (K · ∇h)− S (5)
where where Ss is a speciﬁc storage coeﬃcient, K is a hydraulic conductivity
tensor and S is a ﬂuid sink term. The hydraulic head, h, is related to H ,
the total lift needed to move the groundwater from the well to the treatment
system, by H = zgs − h + hl, where zgs is the ground surface elevation and hl
is the head loss in the treatment train. The ﬂuid sink term, S, is related to
the decision variables, Qk as in
∫
Ω
S(t) dΩ =
Nw∑
k=1
Qk(xk, t) (6)
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where Ω is the domain of the system and xk is the location of well k.
Contaminant concentrations are determined by solving the conservative form
of the contaminant mass balance equation, as in
∂(φC)
∂t
= ∇ · (φD · ∇C)−∇ · (qC)− Si (7)
where D is a hydrodynamic dispersion tensor, q is the speciﬁc discharge, and
Si represents a mass sink. The classic dispersion tensor is written as
D = Dij = δijαt|v|+ (αl − αt)vivj|v| + δijτD
∗ (8)
where αl and αt are the longitudinal and transverse dispersivities, respectively,
τ is the tortuosity of the porous medium, v is the pore velocity vector, and D∗
is the free liquid diﬀusivity of species. The contaminant sink term is deﬁned
as
∫
Ω
Si(t) dΩ =
Nw∑
k=1
Qk(xk, t)Ck(xk, t) (9)
The pore velocity, v, is given by Darcy’s law as
φv = q = −k
µ
· (∇p + ρg∇z) (10)
where k is the eﬀective permeability tensor; µ is the dynamic viscosity; p
is the ﬂuid pressure; g is the magnitude of gravitational acceleration, which
is assumed to be oriented in the -k direction, and z is a spatial coordinate
oriented aligned with k.
We employ a 2-D ﬁnite diﬀerence approximation to solve the groundwater ﬂow
equation and a particle-tracking method to solve the mass transport equation.
The numerical codes have been validated by [7]. Additional background in-
formation pertaining to the development of this numerical simulator can be
found in [3].
3 Numerical Experiments
Numerical experiments were performed with a hypothetical, two dimensional
(aerial) aquifer-contaminant system, schematically described in Figure 1. The
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Table 1
Hydrogeological parameters for the simulated test case.
Parameter Symbol Value Units
Isotropic hydraulic conductivity K 6.02 × 10−5 m/s
Constant head on left-hand-side boundary 60 m
Constant head on right-hand-Side boundary 55 m
Porosity φ 0.25 −
Longitudinal dispersivity αL 10 m
Transverse dispersivity αT 2 m
Molecular diﬀusivity D∗ 10−9 m2/s
Tortuosity τ 0.4 −
Table 2
Parameters used in numerical models.
Parameter Value Units
Number of nodes in x-direction 60 −
Number of nodes in y-direction 37 −
Size of blocks in x-direction 10 m
Size of blocks in x-direction 10 m
aquifer properties are homogeneous are described in Table 1. One-dimensional
groundwater ﬂow in the 30-m thick conﬁned aquifer is driven by constant head
boundaries on the left- and right-hand side boundaries. No ﬂow boundaries
are imposed on the upper and lower boundaries. A constant concentration
source (C = 1,000 mg/L) is used to produce a dissolved contaminant plume.
The location of the constant concentration source and the approximate extent
of the resulting plume are shown in Figure 1. The numerical parameters used
in the ﬂow and transport simulations are given in Table 2.
At the beginning of the remediation phase of the numerical experiments, the
contaminant source is removed. The groundwater remediation system consists
of a single extraction well (see Figure 1 for the approximate location) and a
GAC treatment system. Table 3 gives the GAC-contaminant parameters used
in equation (1).
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Table 3
Parameters used in cost objective function (equation(1)).
Parameter Symbol Value Units
Time step size tl 100 days
GAC adsorption coeﬃcient KAB 28.4 (mg/gm) (L/mg)1/n
GAC adsorption coeﬃcient 1/n 0.48 −
Coeﬃcient a1 10,800 $/well
Coeﬃcient a2 1.05 $/(m4)
Coeﬃcient a3 2.14 $/(gm GAC)
Multi-objective optimization experiments were conducted on the aquifer- con-
taminant system. The pumping rate for the single extraction well and the
number of remediation time steps, nt, were the decision variables and min-
imization of cost and time were the objectives (equations (1) and (2). The
intended results of each multi-objective optimization is the Pareto-optimal
front which gives a tradeoﬀ curve for cost vs. remediation time.
Remediation times were allowed to ﬂoat between 0 days and maximum of
5,000 days. The aquifer remediation goal was speciﬁed as a minimum global
fraction of mass remaining in the aquifer, or
∫
Ω (φC)t=T dΩ∫
Ω (φC)t=0 dΩ
≤ M (11)
where M is the maximum fractional mass remaining at time T . The aquifer
remediation goal was enforced as a constraint using a multiplicative penalty
coeﬃcient on the cost function (equation (1)). The parameters used in the cost
function (equation(1)) and the heuristic parameters controlling the NPGA are
given in Table 3 and Table 4, respectively.
A series of single objective runs were performed to benchmark the multi-
objective results. In the series of single-objective runs, the remediation time
was speciﬁed as a constraint, varying over 100-day intervals between the min-
imum and maximum remediation times.
Finally, a series of multi-objective runs were conducted to examine the impacts
of remediation cost ﬁnancing. Two scenarios of cost ﬁnancing were assessed:
annualized and present worth cost. The annualized cost scenario assumed that
a bond for the complete remediation costs was purchased at the beginning of
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Table 4
Parameters used in NPGA.
Parameter Symbol Value Units
Tournament size 2 −
Niche radius 0.5 −
Probability of crossover 0.9 %
Probability of mutation 0.001 %
Treatment goal M 1 %
the remediation period as in
JAnn = J
(1 + i)nt − 1
i(1 + i)nt
(12)
where i is the interest rate. The present worth cost scenario assumes that
operating capital was used to pay for each operating cost period and capital
investment was available for the initial purchase and installation of equipment
as in
JPW = Jcap +
nt∑
l=1
[
(1 + i)−ntJop
]
tl (13)
where
Jcap = a1Nw (14)
Jop =
Nw∑
k=1

a2QkHk + a3Qk Ck,l
KABC
1/n
k,l

 (15)
In both scenarios, we use an interest rate of i = 5%.
4 Results and Discussion
Figure 3 shows the cost-time tradeoﬀ curve obtained with the multi-objective
optimization run and the single-objective optimization runs used for bench-
marking. The results are presented as costs and remediation normalized to
the minimum and maximum values. The minimum values for both cost and
time are 0. The maximum remediation time is 5,000 days; the maximum costs
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corresponds to the cost obtained for the single objective optimal solution for
T = 1,000 days (without penalty, see paragraph after next).
The multi-objective results match the single objective runs well, providing a
conﬁdence in the multi-objective procedure. However, the multi-objective re-
sults do not cover the full extent of the points for higher remediation times
found with the single-objective runs. The lack of points in the higher reme-
diation time region for the multi-objective procedure indicates that niching
apparently is not suﬃcient to extend the tradeoﬀ curve into this region. To-
wards the lower remediation times (T ≤ 1,000 days), there are no feasible
solutions with respect to the cleanup goal. We have provided the point for T
= 1,000 days, where the indicated cost does not include the penalty for not
meeting the cleanup goal, as a reference point.
Within the feasible region, the trade-oﬀ curve exhibits a weak relationship
between cost and remediation time. The lack of dependence of cost on time
can be explained by examining the breakdown of the costs as a function of
remediation time, as indicated in Figure 4. The results in Figure 4 show that
the treatment cost component overwhelms the well installation and pumping
operation costs, and that the treatment cost is relatively constant. Since we
base the treatment cost on an equilibrium GAC-contaminant relationship (see
equation (1)), the treatment cost is directly related to the total mass of con-
taminant removed and sent to the treatment system. In our framework, the
total mass of contaminant removed is ﬁxed as a constraint (1−M); resulting
in relatively constant treatment costs and relatively constant total costs. We
note that the slight variation of treatment cost is due to the fact that some of
the optimal solutions slightly exceed the remediation goal of M = 1%
The results in Figure 4 can be compared to other works where the relationship
between cost and remediation time has been examined [5] [4]. In [5], cost
vs. time relationships are presented for a range of mass removal rates. The
mass removal rates correspond to 1 −M , or the global mass of contaminant
removed from the aquifer, normalized by the initial contaminant mass. For low
mass removal rates (30–50%), cost strongly increases with remediation time.
However, for higher mass removal rates (60–90%), the cost does not vary
signiﬁcantly with time, which is in agreement with our results (1−M=99%).
The results of [4] also indicated minimal sensitivity of cost to time, for longer
remediation times. However, for shorter times (¡ 3 years) and for the case
where drawdown constraints are imposed, strong, but opposing, relationships
were found.
Although the results in Figure 4 indicate that cost does not vary signiﬁcantly
with time, since the contaminant mass removed is relatively constant, the vol-
ume of water extracted from the aquifer depends on remediation time. Figure
5 shows the contaminant concentration in the extraction well as a function of
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jective optimization results
cumulative volume of water removed for a few total remediation times. These
results indicate that the longer remediation times result in lower volumes of
water removed. This result occurs because the pumping rate required to meet
the remediation goal for a given remediation time varies in a sub-linear manner
with respect to remediation time.
The results in Figure 5 may have be signiﬁcant in a management sense, since
it is generally desirable to reduce the volume of extracted water. Furthermore,
the results in Figure 5 indicate that higher concentrations are delivered to
the treatment system for the longer remediation times (and correspondingly
lower pumping rates). In general, for real GAC systems, GAC usage is more
eﬃcient when the concentrations delivered to the GAC treatment system are
higher. The results shown in the present work do not support the implication
that treatment costs should be lower for longer remediation times (and corre-
spondingly lower pumping rates), due to the fact that we base the treatment
cost on an equilibrium GAC-contaminant relationship.
If we compare the results for the three diﬀerent cost objective functions (i.e.,
results obtained with equations (1), (12), and (13)) for a given remediation
time, the value of the decision variables obtained for a given remediation time
remain constant. This trend indicates that optimal design of the remediation
is insensitive to the ﬁnancial management scheme. However, the fact that the
ﬁnancial scenario (”conventional” vs. annualized vs. present worth cost) does
not impact the optimal value of the decision variable does not imply that the
tradeoﬀ curves will not vary among the diﬀerent ﬁnancial scenarios.
The results for the present worth ﬁnancial scenarios, shown in Figure 6, in-
dicate a slight relationship for cost vs. time, where cost decreases as time
increases, for the longer remediation times. This trend indicates that spread-
ing the operational costs over a longer time period results in lower costs, as
would be expected from the inverse relationship between cost and the number
of time periods (see equation (13)). However, this trend needs to be conﬁrmed,
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since the multi-objective run for the present worth scenario did not produce
points for the highest remediation times.
For the annualized cost scenarios, neither the multi-objective nor the single-
objective optimization runs produced consistent results, as shown in Figure
6. This performance is due to the complex relationship between time and
cost for annualized costs, as indicated in equation (12). Adjustment of the
heuristic parameters used to control the NPGA, especially the niche radius,
may produce better results.
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5 Conclusions
This work has demonstrated the development and application of multi- objec-
tive optimization to assess tradeoﬀs between groundwater remediation costs
and the time required to complete the remediation. Results obtained with a
true multi-objective optimization algorithm (NPGA) agreed with results ob-
tained with a single-objective optimization algorithm, where remediation time
was ﬁxed as a constraint. For the physical and chemical models and parame-
ters applied in this work, we found that remediation costs were not sensitive to
remediation time, when the ﬁnancing of the remediation costs were not con-
sidered. If we were to relax the cleanup goal constraint; however, it appears
that costs will sharply increase for shorter remediation times. We also ﬁnd
that when a present worth ﬁnancial management scenario is considered for es-
timating costs, remediation costs decrease as the remediation time increases.
Results for annualized ﬁnancing scenarios were inconclusive.
This work has produced many avenues for future research. First, the multi-
objective optimization results did not cover the full range of Pareto-optimal
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points. The components of the optimization algorithm that impact the spread
of the Pareto front (e.g. niching and tournament selection) need to be re-
assessed to overcome this limitation. Second, we realize that the insensitivity
of cost with respect to time is at least partly due to the function adopted for
the treatment costs. We will experiment with a more realistic cost function,
i.e. a function that accounts for the kinetics of GAC-contaminant interactions.
Third, we will explore how the aquifer physical and chemical parameters im-
pact the nature of the cost-time tradeoﬀ curves. Fourth, we will adjust the
optimization framework so that tradeoﬀ curves are produced where the deci-
sion variables can change with time.
Finally, although we have applied the multi-objective optimization approach
to a relatively simple design problem (single, ﬁxed-extraction well, pump-and-
treat design), we suggest that our approach can be applied to more complex
pump-and-treat problems and to other remediation technologies.
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