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Abstract
Arzhantseva proved that every infinite index quasi-convex subgroup H of a hyperbolic group G is
a free factor in a larger quasi-convex subgroup of G. We give a probabilistic generalization of this
result. That is, we show that when R is a subgroup generated by independent random walks in G, then
〈H,R〉 ∼= H ∗R with probability going to one as the lengths of the random walks go to infinity, and this
subgroup is quasi-convex in G. Moreover, our results hold for a large class of groups acting on hyperbolic
metric spaces and subgroups with quasi-convex orbits. In particular, when G is the mapping class group
of a surface and H is a convex cocompact subgroup we show that 〈H,R〉 ∼= H ∗R is convex cocompact.
1 Introduction
In this paper we study random walks in groups acting on hyperbolic metric spaces and how the elements
produced by random walks interact with fixed subgroups. We primarily focus on using random walks as a
way to study the behavior of “typical” elements and subgroups, both from an algebraic perspective and from
the perspective of the dynamics of the action on the hyperbolic metric space. Our general philosphy is that
if H ≤ G is a subgroup whose orbits are both quasi-convex and sufficiently small compared to the orbits of
G, then the elements produced by random walks in G will interact as freely as possible with H.
For a hyperbolic group G, the notion of elements of G interacting freely with a subgroup H goes back
to a result stated by Gromov in [28] and proved by Arzhantseva in [8]. This results says that when H is a
quasi-convex subgroup of infinite index, then there exists g ∈ G such that 〈H, g〉 ∼= H ∗〈g〉 and this subgroup
is quasi-convex. Similar free product theorems for other classes of groups and subgroups can be found in
[3, 4, 10].
We use random walks to give a probabilistic generalization of these existence theorems which holds for
the much larger class of acylindrically hyperbolic groups G and many subgroups H with quasi-convex orbits
for an appropriate action of G. Random walks in groups acting on hyperbolic metric spaces have recently
been studied by a number of people [18, 44, 45, 46, 61]. In particular, Maher–Tiozzo showed (among many
other things) that if G has a non-elementary action on a hyperbolic metric space X, then a random element
of G will act loxodromically on X [45]. Talyor–Tiozzo prove that subgroups of G generated by k independent
random walks are isomorphic to the free group Fk and quasi-isometrically embedded in X under the orbit
map [61]. When the action is also acylindrical, Maher–Sisto proved that these subgroups are geometrically
separated in X [44] and hence hyperbolically embedded in G in the sense of [22]. In many situations, we
are able to show that if R is the subgroup generated by k independent random walks, then the subgroup
generated by a subgroup H with quasi-convex orbits and R will be isomorphic to the free product H ∗ R
and hence isomorphic to H ∗ Fk by [61]. Moreover, this subgroup 〈H,R〉 will have quasi-convex orbits in X
and will be quasi-isometrically embedded in X and/or geometrically separated in X whenever H is.
Before stating our results precisely, we introduce some terminology and notation. Let µ be a probability
distribution on a group G. By a random walk of length n with respect to µ, we mean a random element
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w(n) which is equal to the product
w(n) = g1...gn,
where the gi are independent indentically distributed elements of G with distribution µ. Given a property P
and a probability distribution µ, we say that a random element r of G satisfies P if Prob(w(n) satisfies P )→
1 as n → ∞. For distributions µ1, ..., µk, we say that a random k-generated subgroup R of G satisfies P if
Prob(〈w1(n), ..., wk(n)〉 satisfies P ) → 1 as n → ∞, where w1(n), ..., wk(n) are independent random walks
of length n with respect to µ1, ..., µk, respectively. Given a sequence (µi) = (µ1, µ2, ...) of probability
distributions, we say that a random subgroup R of G satisfies P if the random k-generated subgroup with
respect to µ1, ..., µk satisfies P for all k ≥ 1. The canonical example is when (µi) is the constant sequence
corresponding to the uniform measure on a finite symmetric generating set for G. While our main results
are stated under more general assumptions on the sequence of probability distributions, all of our results
will hold for this canonical example.
A group G is acylindrically hyperbolic if it admits a non-elementary action on a hyperbolic metric space
which contains at least one WPD element; see Section 2.2 for precise definitions. We call such an action of
G a partially WPD action. This definition is equivalent to several other common definitions of acylindrical
hyperbolicity by [55]. When G has a non-elementary, partially WPD action on a hyperbolic metric space
X, we fix a basepoint x0 ∈ X and consider the orbit map pi : G→ X given by pi(g) = gx0. This map allows
us to project a random walk in G to a random walk in X. We will need that our probability distributions
take bounded steps with respect to this random walk on X and that they “see” a sufficient amount of the
action of G on X. We call such distributions permissible; see Section 2.3 for the precise definition. For now
we note that any probability distribution µ whose support is a finite, symmetric generating set of G will be
permissible with respect to any non-elementary, partially WPD action of G on a hyperbolic metric space.
In addition to the subgroup H having quasi-convex orbits, it is also necessary that orbits of H are “not
too large” in X; for example, H cannot be a finite-index subgroup of G. For this, we require the existence of
a loxodromic WPD element which is transverse to H. This is a loxodromic WPD element whose quasi-axis
in X has uniformly bounded intersection with the orbit of any coset of H; see Section 2.2.
Let Γµ denote the subgroup of G generated by the support of µ, and let E(G) denote the maximal finite
normal subgroup of G; this subgroup exists and is unique by [22]. We are now ready to state our main
theorem.
Theorem 1.1. Let G be a group with a non-elementary, partially WPD action on a hyperbolic metric space
X, and let (µi) be a sequence of permissible probability distributions on G. Let H be a subgroup of G such
that H ∩E(G) = {1}. Suppose H has quasi-convex orbits in X and there exists a loxodromic WPD element
f ∈ ∩Γµi transverse to H. Then a random subgroup R will satisfy 〈H,R〉 ∼= H ∗ R and 〈H,R〉 has quasi-
convex orbits in X. Moreover, if H is quasi-isometrically embedded in X, then 〈H,R〉 is quasi-isometrically
embedded in X.
The assumption that each H ∩ E(G) = {1} is necessary to conclude that 〈H,R〉 ∼= H ∗ R. However it
can be be removed at the cost of replacing this free product with an amalgamated product over a finite
subgroup; see Remark 3.4.
Applications to elliptic subgroups. If G has a non-elementary, acylindrical action on a hyperbolic metric
space with E(G) = {1} and H is an elliptic subgroup (i.e. H has bounded orbits), then the first author and
Dahmani show that there exists g ∈ G such that 〈H, g〉 ∼= H ∗ 〈g〉 [3]. When H is elliptic, any loxodromic
element of G will be transverse to H, so Theorem 1.1 implies the following probabilistic generalization of
this result.
Corollary 1.2. Let G be a group with a non-elementary, partially WPD action on a hyperbolic metric space
X, and let (µi) be a sequence of permissible probability distributions on G such that there exists a loxodromic
WPD element f ∈ ∩Γµi . Let H be an elliptic subgroup of G such that H ∩ E(G) = {1}. Then a random
subgroup R will satisfy 〈H,R〉 ∼= H ∗R.
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There are already a number of applications in this setting; we list some of them below. We say that µ
has full support if Γµ = G. Also, a surface S of genus g with p punctures is called exceptional if 3g + p ≤ 4,
otherwise S is non-exceptional. See Section 6 for other definitions and notation used in this corollary.
Corollary 1.3. Suppose that G and H are one of the following.
(1) G is a non-elementary hyperbolic group and H is a finite subgroup with H ∩ E(G) = {1}.
(2) G is a non-elementary relatively hyperbolic group and H is finite or conjugate into a peripheral subgroup
with H ∩ E(G) = {1}.
(3) G is the mapping class group of a non-exceptional surface S and H is a subgroup which contains no
pseudo-Anosov elements and H ∩ Z(G) = {1}.
(4) G = Out(Fn) for n ≥ 3 and H is a subgroup which contains no fully irreducible elements.
(5) G is a directly indecomposable right-angled Artin group A(Γ) and H is conjugate to a subgroup of G
whose support is contained in a subjoin of Γ.
(6) G = A/Z(A) where A 6= A1, A2, I2m is an irreducible Artin-Tits group of spherical type and H is a
parabolic subgroup.
(7) G = pi1(M) and H ≤ pi1(N) where M is a closed, orientable, irreducible, non-geometric 3–manifold and
N is a JSJ–component of M .
If (µi) is a sequence of finitely supported probability distributions with full support on G, then a random
subgroup R will satisfy 〈H,R〉 ∼= H ∗R.
We note that the group G in each of the above examples can be replaced with any subgroup whose
induced action on the associated hyperbolic space is non-elementary. For example, one could take G to be
the Torelli group instead of the whole mapping class group.
When G is acylindrically hyperbolic, then one can always find a non-elementary, partially WPD action
of G in which any given finite collection of elements of G will all be elliptic (see, for example, [34, Lemma
3.18]). Hence we get the following corollary which shows that random elements of G can be used to show
that G satisfies property Pnaive; see [3].
Corollary 1.4. Let G be acylindrically hyperbolic with E(G) = {1}, µ a finitely supported probability
distribution on G of full support, and g1, ..., gm fixed elements of G. Then a random element r of G will
satisfy 〈gi, r〉 ∼= 〈gi〉 ∗ 〈r〉 for all 1 ≤ i ≤ m.
Applications to quasi-convex and quasi-isometrically embedded subgroups. When the orbits of
H are unbounded, it is necessary to find the transverse element f in order to apply Theorem 1.1. If G
is hyperbolic, then f is transverse to H if and only if no non-trivial power of f is conjugate into H. The
existence of such an element is provided by [49, Proposition 1]. Thus we can prove that Theorem 1.1 holds
when G is a hyperbolic group and H ≤ G is an infinite index quasi-convex subgroup. This is a probabilistic
generalization of [8, Theorem 1].
Theorem 1.5. Let G be a non-elementary hyperbolic group and let (µi) be a sequence of permissible proba-
bility distributions on G. Let H be an infinite index quasi-convex subgroup of G such that H ∩E(G) = {1}.
Then a random subgroup R will satisfy 〈H,R〉 ∼= H ∗ R and 〈H,R〉 will be an infinite index quasi-convex
subgroup of G.
We are also able to show the analogue of this result in the relatively hyperbolic setting (see Theorem
6.4), with the notion of relatively quasi-convex subgroups playing the role of quasi-convex subgroups; see
Section 6.2 for definitions. We point out one interesting application resulting from combining Theorem 6.4
with [32, Corollary 1.3].
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Corollary 1.6. Let G be a geometrically finite Kleinian group and let H be a geometrically finite subgroup of
G. Let (µi) be a sequence of finitely supported probability distributions of full support on G. Then a random
subgroup R satisfies 〈H,R〉 ∼= H ∗R and 〈H,R〉 is geometrically finite.
In many cases when G is a group with an non-elementary partially WPD action on a hyperbolic metric
space X, the subgroups of G which are quasi-isometrically embedded in X are precisely the stable subgroups
of G in the sense of Durham–Taylor [2, 7, 24, 40]. We prove an analogue of [49, Proposition 1] in the setting
of a stable subgroup H of an acylindrically hyperbolic group G (Theorem 5.1). This provides an element f
with no non-trivial powers conjugate into H, a condition which is necessary but not sufficient for f to be
transverse to H. When H is a convex cocompact subgroup of a mapping class group of a non-exceptional
surface S (see Section 6.3 for definitions), we are able to show that such an element f is indeed transverse to
H with respect to the action of G on the curve complex. This is done by exploiting some of the “hyperbolic-
like” features of Teichmuller space T (S) and comparing the (proper) action of G on T (S) to the action of
G on the curve complex. Combining this with Theorem 1.1 yields the following result.
Theorem 1.7. Let H be a convex cocompact subgroup of MCG(S) such that H ∩Z(MCG(S)) = {1}, where
S is a non-exceptional surface. Let (µi) be a sequence of permissible probability distributions on MCG(S).
Then a random subgroup R of MCG(S) satisfies 〈H,R〉 ∼= H ∗R and 〈H,R〉 is convex cocompact.
Note that MCG(S) has trivial center for any non-exceptional surface S except the closed surface of genus
2, in which case the center contains a single non-trivial element, namely the hyperelliptic involution. If S
is a closed surface of genus two and H is a convex cocompact subgroup which contains the hyperelliptic
involution, then 〈H,R〉 will still be convex cocompact, but the free product needs to be replaced with a
suitable amalgamated product (see Remark 3.4).
In particular, this implies that (almost) every convex cocompact subgroup of MCG(S) is a free factor in
a larger convex cocompact subgroup:
Corollary 1.8. Let H be a convex cocompact subgroup of MCG(S) such that H ∩Z(MCG(S)) = {1}, where
S is a non-exceptional surface. Then MCG(S) contains a convex cocompact subgroup isomorphic to H ∗ Fk
for all k ≥ 1.
It is a well-known open question whether MCG(S) contains any non-free convex cocompact subgroups
[26, Question 1.7]. If such a subgroup exists, then Corollary 1.8 allows one to construct more examples of
non-free convex cocompact subgroups. Note that another way to combine convex cocompact subgroups into
potentially new convex cocompact subgroups also appeared recently in [57].
It is tempting to try to prove a similar result for Out(Fn) by using outer space instead of T (S) and
the free factor complex instead of the curve complex. While most of our argument goes through in this
case, we use one technical result about the action on T (S) for which the analogous result for the action
on outer space appears to be unknown. We conjecture that the analogue of Theorem 1.7 holds for convex
cocompact subgroups of Out(Fn), as well as for stable subgroups of right-angled Artin groups and stable
subgroups of hierarchically hyperbolic groups; see Section 6 for precise statements. We note that in each of
these situations, G has a non-elementary, partially WPD action on a hyperbolic metric space X such that
a subgroup of G is stable if and only if it is quasi-isometrically embedded in X.
Geometric separation. When G has a non-elementary, acylindrical action on a hyperbolic metric space
X, Maher–Sisto proved that if R is a random subgroup of G then 〈R,E(G)〉 is geometrically separated in
X [44]. We refer to Section 2 for a precise definition, but loosely speaking a subgroup is geometrically
separated in X if the orbits of distinct cosets of that subgroup spread out from each other quickly. We also
note that subgroups of G which are both quasi-isometrically embedded in X and geometrically separated
are hyperbolically embedded in G in the sense of [22].
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Theorem 1.9. Let G be a group with a non-elementary, partially WPD action on a hyperbolic metric space
X, and let (µi) be a sequence of permissible probability distributions on G. Let H be a subgroup of G.
Suppose H is quasi-convex and geometrically separated in X and there exists a loxodromic WPD element
f ∈ ∩Γµi transverse to H. Then for a random subgroup R, 〈H,R,E(G)〉 is geometrically separated in X.
In particular, if H is geometrically separated and quasi-isometrically embedded in X, then 〈H,R,E(G)〉
hyperbolically embeds in G.
This implies that if E(G) = 1, then every hyperbolic, hyperbolically embedded subgroup of G is a free
factor in a larger hyperbolically embedded subgroup of G; see Corollary 4.3.
Asymptotic freeness. In order to get the free product structure in the previous theorems, some assumption
about H is necessary. Indeed, if H is a normal subgroup of G, then for any g ∈ G there will be non-trivial
relations of the form g−1hg = k for various h, k ∈ H, hence 〈H,K〉 is not isomorphic to H ∗ K for any
subgroup K ≤ G. However, we can show in general that if H is generated by a finite set of elements, then
the length of the shortest relation between the generators of H and the generators of the random subgroup
R goes to infinity as the length of the random walks goes to infinity. This can be viewed as an asymptotic
form of freeness between finitely generated subgroups of G and random subgroups of G.
Let F(x1, ..., xk) be the free group generated by x1, . . . , xk, and let W ∈ G∗F(x1, ..., xk). For g1, ..., gk ∈ G,
we denote by W (g1, ..., gk) the element of G obtained by replacing each xi with gi in W .
Theorem 1.10. Let G be an acylindrically hyperbolic group with E(G) = {1}, and let µ1, ...., µk be finitely
supported measures of full support on G. If W ∈ G ∗ F(x1, ..., xk) is non-trivial, then random elements
r1, ..., rk generated by µ1, ..., µk will satisfy W (r1, ..., rk) 6= 1.
This theorem is a generalization of the fact that an acylindrically hyperbolic group G with E(G) = {1}
is mixed identity free, that is for every non-trivial W ∈ G ∗ F(x1, ..., xk) there exists g1, ..., gk with
W (g1, ..., gk) 6= 1 [35, Corollary 1.7]. Note that the proof of [35, Corollary 1.7] is also non-constructive.
Organization. The paper is organized as follows. In Section 2 we give some background on hyperbolic
metric spaces, group actions, and random walks. In Section 3 we prove our main technical theorem, Theorem
3.2, from which we deduce Theorems 1.1 and 1.10. We prove Theorem 1.9 in Section 4. In Section 5, we
prove a generalization of [49, Proposition 1] for stable subgroups, and, finally, in Section 6 we give several
applications of our main theorems including Corollaries 1.3, 1.6, and Theorems 1.5, 1.7.
Acknowledgements. The authors thank Joseph Maher, Jason Manning, Bin Sun, and Sam Taylor for
useful conversations. They also thank the organizers of the special session “Boundaries and Non-positive
Curvature in Group Theory” at the 2018 AMS Spring Southeastern Sectional Meeting. The first author was
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2 Preliminaries
2.1 Hyperbolic metric spaces
In this section we collect some basic properties of hyperbolic metric spaces. Unless a specific reference is
given, the proofs of these properties are either straightforward or can be found in standard references; see
for example [17].
Let X be a metric space. Given three points x, y, z ∈ X, the Gromov product is defined to be
(x | y)z = 1
2
(dX(x, z) + dX(y, z)− dX(x, y)) .
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We use the following “thin triangle” definition of a δ–hyperbolic metric space. This is equivalent to
several other standard definitions of hyperbolic metric spaces; see for example [17, Proposition 1.17].
Definition 2.1. A metric space X is δ–hyperbolic if the following holds for any three points x0, x1, x2 ∈ X.
If p ∈ [x0, x1] and q ∈ [x0, x2] satisfy d(x0, p) = d(x0, q) ≤ (x1 | x2)x0 , then d(p, q) ≤ δ.
A map of metric spaces f : (X, dx)→ (Y, dY ) is a (λ, c)–quasi-isometric embedding if for all x, y ∈ X,
1
λ
dX(x, y)− c ≤ dY (f(x), f(y)) ≤ λdX(x, y) + c.
A (λ, c)–quasi-geodesic is a (λ, c)–quasi-isometric embedding of an interval I ⊆ R into X, and a geodesic is
an isometric embedding of I into X. We often conflate geodesics and quasi-geodesic with their images in X.
Given a subset Y of a metric space X, let NK(Y ) denote the closed K–neighborhood of Y in X. Let
dHau denote Hausdorff distance in X; that is, for Y1, Y2 ⊆ X, the Hausdorff distance dHau(Y1, Y2) is the
infimum of all K such that Y1 ⊆ NK(Y2) and Y2 ⊆ NK(Y1).
A subset Y ⊆ X is σ–quasi-convex if any geodesic in X with endpoints in Y is contained in Nσ(Y ). The
subspace Y is called quasi-convex if it is σ–quasi-convex for some σ ≥ 0.
Theorem 2.2. For all δ, c ≥ 0 and λ ≥ 1, there is a constant M = M(δ, λ, c) satisfying the following. Let
X be a δ–hyperbolic space, q a (λ, c)–quasi-geodesic in X, and p a geodesic with the same endpoints. Then
dHau(q, p) ≤M .
We say that a constant M as in Theorem 2.2 is a Morse constant for (λ, c)–quasi-geodesics in a δ–
hyperbolic space. In some cases, we use the following explicit bound on the Morse constant.
Lemma 2.3 ([27, Theorem 1.1]). The Morse constant M = M(δ, λ, c) satisfies
M ≤ 92λ2(c+ δ).
Let γ : [0, n]→ X be a geodesic with a unit-speed parametrization in a metric space X. For any K ≥ 0,
the K–central segment of γ is the subgeodesic formed by removing open K–balls from each endpoint, i.e.,
[γ(K), γ(n−K)]. Note that if K > n2 , then the K–central segment is empty.
Lemma 2.4. For i = 1, 2, let pi : [0, ni] → X be geodesics in a δ–hyperbolic metric space X. Then the
K–central segment of p1 is contained in N2δ(p2), where K = max{dX(p1(0), p2(0)), dX(p1(n1), p2(n2))}.
Lemma 2.5. For i = 1, 2, let qi : [0, ni] → X be (λ, c)–quasi-geodesics in a δ–hyperbolic metric space X,
and let M be corresponding Morse constant. Let K = max{dX(q1(0), q2(0)), dX(q1(n1), q2(n2))}. Then
dHau(q1, q2) ≤ 2δ + 2M +K.
Given a path p in a metric space X, we denote the length of p in X by `(p). Given a sequence of paths
p1, . . . , pk, we denote their concatenation by p1 · p2 · . . . · pk.
Lemma 2.6 ([48, Lemma 4.2]). Let x0, x1, ..., xn be points in a δ–hyperbolic space X and let qi be a (λ, c)–
quasi-geodesic from xi−1 to xi. Then for any C0 ≥ 14δ and for C1 = 12(C0 + δ) + c+ 1, if `(qi) ≥ λC1 and
(xi−1 | xi+1)xi ≤ C0, then the concatenation q1 · . . . · qn is a (4λ, 52M + C1)–quasi-geodesic, where M is the
Morse constant for (λ, c)–quasi-goedesics in a δ–hyperbolic metric space. Moreover, if each qi is a geodesic,
then q1 · . . . · qn is a (2, 2C1)–quasi-geodesic.
The moreover statement can be extracted from the proof of [48, Lemma 4.2]; in fact, it follows easily
from [48, Lemma 2.5].
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2.2 Group actions
Let a group G act by isometries on a metric space X, fix a basepoint x0 of X, and let pi : G → X denote
the corresponding orbit map, that is, pi(g) = gx0. A subgroup H of G is elliptic if pi(H) is a bounded subset
of G and quasi-convex in X if pi(H) is a quasi-convex subset of X. The subgroup H is quasi-isometrically
embedded in X if H is finitely generated and for some (equivalently, any) finite generating set S of H, the
restriction pi|(H,dS) is a quasi-isometric embedding, where dS is the corresponding word metric on H. All of
these notions are independent of the choice of basepoint x0.
Suppose now that X is a hyperbolic metric space. An element f ∈ G is called loxodromic if f acts as
non-trivial translation along a bi-infinite quasi-geodesic axis, which we denote by αf . In this case f has two
limit points on ∂X, which we denote by f+∞ and f−∞. The action of G on X is called non-elementary if
G has two loxodromic elements f1 and f2 such that {f+∞1 , f−∞1 } ∩ {f+∞2 , f−∞2 } = ∅.
A loxodromic element f is called a WPD element if for all κ > 0, there exists N such that for any x ∈ αf ,∣∣{g ∈ G | d(x, gx) ≤ κ, d(fNx, gfNx) ≤ κ}∣∣ <∞.
In other words, G contains finitely many elements which almost fix points that are far apart along the axis of
f . A loxodromic WPD element f is contained in a unique, maximal virtually cyclic subgroup EG(f) which
is equal to the setwise stabilizer of {f+∞, f−∞}. There is a subgroup E+G(f) of EG(f) with index at most 2
that fixes {f+∞, f−∞} pointwise. We denote EG(f) and E+G(f) by E(f) and E+(f), respectively, when G
is understood.
The action of G on X is called a WPD action if every loxodromic element is a WPD element, and a
partially WPD action if G contains at least one loxodromic WPD element. The action of G on X is called
acylindrical if for all κ > 0, there exists N and R such that for all x, y ∈ X with d(x, y) ≥ R,
|{g ∈ G | d(x, gx) ≤ κ, d(y, gy) ≤ κ}| ≤ N.
Clearly every acylindrical action is WPD, and every WPD action with at least one loxodromic element
is partially WPD. It turns out that if G has a non-elementary, partially WPD action on a hyperbolic metric
space, then in fact it also has a non-elementary acylindrical action on a (possibly different) hyperbolic metric
space [55]. Such groups are called acylindrically hyperbolic. For background on the theory of acylindrically
hyperbolic groups and various other equivalent definitions, as well as numerous examples, we refer to [22, 55].
Finally, we give the definition of element being transverse to a subgroup. This notion is one of the key
elements in the proofs of our main theorems.
Definition 2.7. Let a group G act on a hyperbolic metric space X, and let H be a subgroup of G. A
loxodromic element f is transverse to H if f has a quasi-geodesic axis αf in X such that for all K > 0, there
exists L ≥ 0 such that diam(αf ∩NK(gpi(H))) ≤ L for all g ∈ G.
2.3 Random walks
Let µ be a probability distribution on a group G. We denote the support of µ by Supp(µ) and the semi-group
generated by the support of µ by Γµ. If Γµ is in fact a subgroup of G, then µ is called reversible. We say
µ is countable if Supp(µ) is countable, µ is finitely supported if Supp(µ) is finite, and µ has full support if
Γµ = G. Given a fixed action of G on a hyperbolic metric space X, the probability distribution µ is bounded
if some (equivalently, every) orbit of Supp(µ) is a bounded subset of X, non-elementary if the action of Γµ
on X is non-elementary, and WPD if Γµ contains at least one loxodromic WPD element.
Given a reversible, non-elementary, WPD probability distribution µ on G, there exists a unique, maximal
finite subgroup of G normalized by Γµ [34, Lemma 5.5]; see also [46, Proposition 1.14]. We denote this
subgroup by EG(µ), or just E(µ) when G is understood. We note that E(µ) will always contain the maximal
finite normal subgroup of G, which we denote by E(G).
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Definition 2.8. We say µ is permissible (with respect to X) if it is bounded, countable, reversible, non-
elementary, WPD, and E(µ) = E(G).
Note that for the canonical example when the support of µ is a finite symmetric generating set of G,
µ will be finitely supported, hence countable and bounded for any action of G. In addition, such µ will
have full support and hence be non-elementary and WPD for any non-elementary, partially WPD action of
G. The fact that Γµ = G also implies that E(µ) = E(G). In particular, a finitely supported probability
distribution of full support will be permissible with respect to any non-elementary, partially WPD action of
G on a hyperbolic metric space.
Throughout this section, we fix a group G with a non-elementary, partially WPD action on a δ–hyperbolic
metric space X such that E(G) = {1}. We also fix a permissible probability distribution µ on G and let
w(n) be the random walk of length n associated to µ. If n is fixed, then we will simply use w. When we
consider a sequence (µi) of permissible probability distributions, we let wi(n) (or simply wi, if n is fixed)
denote the random walk of length n associated to µi. Let x0 ∈ X be a fixed basepoint. We will state all of
the results in this section under these assumptions; many hold in greater generality, but we will not need
the full statements here.
Theorem 2.9 ([46, Corollary 11.5]). The probability that w is loxodromic and WPD with E(w) = E+(w) =
〈w〉 tends to one as n tends to infinity.
As shown in [45], the limit D = limn→∞ 1ndX(x0, w(n)x0) exists and is positive almost surely. We say
that D is the drift of the random walk. The following result describes how far a random element moves the
basepoint x0 ∈ X in terms of its drift.
Theorem 2.10 ([45, Theorem 1.2]). There is a positive drift constant D such that for any ε > 0 there are
constants K > 0 and c < 1 depending on µ and ε such that for all n,
Prob
(
(1− ε)Dn ≤ d(x0, wx0) ≤ (1 + ε)Dn
) ≥ 1−Kcn.
Let γ denote a geodesic from x0 to w(n)x0 in X, and let α be the axis of w(n), assuming w(n) is
loxodromic. In the case that we have a multiple random walks wi(n) of length n associated to probability
distributions µi, we use γi and αi, respectively, and we also let D = min{Di}.
An important tool in the study of random walks on hyperbolic spaces with a G–action is matching
estimates. The following definition of matching is from Maher–Sisto [44].
Definition 2.11. Two geodesic p and q in X have an (A,B)–match if there are subgeodesics p′ ⊆ p and
q′ ⊆ q of length at least A and an element g ∈ G such that dHau(gp′, q′) ≤ B.
We say a geodesic p has an (A,B)–self-match if there are (not necessarily disjoint) subgeodesics p′, p′′ of
p of length at least A and an element g ∈ G \ {1} such that dHau(gp′, p′′) ≤ B.
We note that the term “self-match” is used slightly differently in [46] where they require that p′ and p′′
be disjoint.
Proposition 2.12 ([23, Proposition 1.5], [46, Proposition 7.5]). There is a constant K0 depending only on
δ such that for all K ≥ K0 and any ε > 0, the probability that w is loxodromic with axis α, and γ and α
have a ((1− ε)Dn,K)–match tends to 1 as n→∞.
The following lemma bounds the length of a self-match that can occur in the geodesic γ.
Lemma 2.13. Let 0 < ε < 1, K ≥ 0, and η be a subpath of γ with `(η) ≥ εDn. Then the probability that
there exists an element h ∈ G \ {1} such that hη ⊂ NK(γ) approaches 0 as n→∞.
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Proof. Theorem 2.9 implies that E(w) = 〈w〉 with probability approaching 1 as n→∞. Let η be a subpath
of γ with `(η) ≥ εDn, and suppose there exists a constant K and an element h ∈ G \ {1} such that
hη ⊂ NK(γ). Notice that this implies that h 6∈ 〈w〉. Fix ε′ ∈ (1− ε, 1), and let K0 be given by Proposition
2.12. With probability approaching 1 as n → ∞, γ and α have an (ε′Dn,K0)–match by Proposition 2.12,
and so it follows from our choice of ε′ that there is a subsegment η′ of η satisfying `(η′) ≥ (ε′+ε−1)Dn that
is contained in the K0–neighborhood of α. Thus there is a subpath of α of length at least (ε
′+ε−1)Dn−2K0
whose image under h is contained in the 2K0 + K–neighborhood of α. Therefore there is an ε
′′ > 0 such
that α has a (ε′′Dn, 2K0 + K)–self-match for all sufficiently large n. As h 6∈ 〈w〉 = E(w), the probability
that this occurs approaches 0 as n→∞ by [46, Proposition 11.7].
Lemma 2.14. [46, Corollary 8.12] There exists a constant K0 such that for all K ≥ K0 the following holds.
Let w1 and w2 be random walks of length n with respect to permissible probability distributions. Then for
any 0 < ε < 1, the probability that γ1 and γ2 have an (εDn,K)–match goes to 0 as n→∞.
We note that [46, Corollary 8.12] is stated for disjoint subpaths of a single random walk, but the same
proof shows the above lemma with only the obvious changes.
Lemma 2.15 ([46, Lemma 7.7]). Suppose αf is the axis of a loxodromic WPD element f ∈ Γµ. Then there
exists a K0 such that for all ε > 0, for any K ≥ K0, and for any L ≥ 0, the probability that any subpath η
of α with `(η) ≥ εDn has an (L,K)–match with a translate of αf goes to 1 as n→∞.
Finally, we show that when there exists an element f that is transverse to H, the geodesic γ does not
have a long subpath contained in a neighborhood of H. Recall that pi : G→ X denotes the orbit map defined
by pi(g) = gx0.
Lemma 2.16. Let S be a subset of G such that pi(S) is σ–quasi-convex in X. Suppose there exists a
loxodromic WPD element f ∈ Γµ which is transverse to S. Then there exists a constant K0 such that
for any K ≥ K0 and any 0 < ε < 1, the probability that γ has a subpath of length εDn contained in the
K–neighborhood of a translate of pi(S) goes to 0 as n→∞.
Proof. Let K0 be as in Lemma 2.15, let K1 = max{2δ,K0}, and fix a constant K ≥ K0. Let M be the
Morse constant for (1, 2K)–quasi-geodesics in X. Suppose that pi(S) is σ–quasi-convex in X.
Fix 0 < ε < 1, 0 < ε′ < ε, and 1− (ε−ε′) < ε′′ < 1. Fix sufficiently large n ∈ N, and let w be the random
walk of length n associated to the permissible probability distribution µ. We assume that w is loxodromic
with axis α and that each of the following holds:
1. (1− ε′)Dn ≤ d(x0, wx0) ≤ (1 + ε′)Dn.
2. γ and α have an (ε′′Dn,K1)–match.
Both of these hold with probability approaching one as n→∞ by Theorem 2.10 and Proposition 2.12.
Suppose that γ has a subpath of length εDn which is contained in a K–neighborhood of gpi(S) for some
g ∈ G. Then we can choose a, b ∈ gpi(S) and a′, b′ ∈ γ such that dX(a, a′) ≤ K, dX(b, b′) ≤ K, and
dX(a
′, b′) ≥ εDn. Let q be a geodesic from a to b. Since gpi(H) is σ–quasi-convex, we have q ⊆ Nσ(gpi(H)).
Let η be the subpath of γ from a′ to b′. For all sufficiently large n, the path that is the concatenation of
[a, a′], η, and [b′, b] is a (1, 2K)–quasi-geodesic, and therefore η ⊆ NM (q).
Now γ has a (ε′′Dn,K1)–match with α. Since `(γ) ≤ (1 + ε′)Dn and `(η) ≥ εDn, it follows that η must
have subpath of this match of length at least ε′′Dn − ((1 + ε′)Dn − εDn) = (ε′′ − (1 − (ε − ε′)))Dn. Our
choice of ε′′ ensures that ε′′′ := ε′′ − (1− (ε− ε′)) > 0.
Since η ⊂ NM (q), we get that q has a (ε′′′Dn− 2M,K1 +M)–match with α. Let β be the corresponding
subpath of α. For any L (fixed with respect to n), Lemma 2.15 allows us to assume that β has a (L,K0)–
match with αf , and so q has a (L,K0 +K1 +M)–match with αf . Thus there is an element g
′ ∈ G \ {1} and
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qα
αf
Figure 1: The bold black subpaths have length at least ε′′′Dn− 2M and are within K1 +M of each other,
while the red bold subpaths have length at least L and are within K0 of each other.
a subpath κ ⊆ g′αf with `(κ) ≥ L such that κ ⊆ NK0+K1+M (q), and hence κ ⊆ NK0+K1+M+σ(gpi(S)). But
for sufficiently large L, this will contradict the fact that f is transverse to pi(S). See Figure 1.
3 Quasi-geodesic words
Let G be a group acting on a metric space X. Let W = g1...gn be a word in the elements of G; we say that
W represents the element g1...gn ∈ G and W is reduced if gi 6= g−1i+1 for 1 ≤ i < n. Let ‖W‖ denote the
length of the word W , i.e., ‖W‖ = n. By a path labeled by W in X based at x0 ∈ X, we mean a path from
x0 to g1...gnx0 which is a concatenation of geodesics of the form
[x0, g1x0] · [g1x0, g1g2x0] · . . . · [g1...gn−1x0, g1...gnx0].
We will refer to gi as the label of the subpath [g1...gi−1x0, g1...gix0]; subpaths labeled by subwords of
W are defined similarly. Since G is acting by isometries, the length of [g1...gi−1x0, g1...gix0] is equal to
d(x0, gix0) and (g1...gi−1x0 | g1...gi+1x0)g1...gix0 = (g−1i x0 | gi+1x0)x0 .
For the rest of this section, we let G be a group with a non-elementary, partially WPD action on a δ–
hyperbolic metric space X and (µi) a sequence of permissible probability distributions on G. Let wi denote
the element generated by a random walk of length n with respect to µi. Fix a basepoint x0 ∈ X, and let
pi : G → X denote the orbit map pi(g) = gx0. Let γi denote a geodesic [x0, wix0], let Di denote the drift of
the random walk with respect to µi for each i, and let D = minDi.
Lemma 3.1. Let S be a subset of G such that pi(S) is σ–quasi-convex in X, and suppose there exists a
loxodromic WPD element f ∈ ∩Γµi which is transverse to S. Then for any ε > 0, the following holds with
with probability going to one as n → ∞. For any s ∈ S, and any 1 ≤ i ≤ k, the path in X labeled by swi
based at x0 is a (2, c
′)–quasi-geodesic where c′ = 24εDn+ 24δ + 2.
Proof. Fix K = δ + σ, 0 < ε < 12 , and C1 = 12(εDn + δ) + 1. Suppose that γi has no subpath of length
εDn which is contained in the K–neighborhood of a translate of pi(S) and that γi has length greater than
C1. Each of these occurs with probability approaching one as n → ∞ by Lemma 2.16 and Theorem 2.10,
respectively.
Let s ∈ S, and let p = [x0, sx0] · [sx0, swix0]. We first suppose that d(x0, sx0) ≥ C1. In this case,
we must have (x0 | swix0)sx0 ≤ εDn. Otherwise, the initial subpath of [sx0, swix0] of length εDn would
10
be contained in the δ–neighborhood of [x0, sx0], and hence in the (δ + σ)–neighborhood of pi(S), which
contradicts our initial assumption. Thus, in this case, we can apply Lemma 2.6, which gives that p is a
(2, 2C1) quasi-geodesic.
Now suppose that d(x0, sx0) ≤ C1. Then p is the concatenation of a path of length at most C1 and a
geodesic, so p is a (1, 2C1)–quasi-geodesic.
The following is our main technical result.
Theorem 3.2. Let G be a group with a non-elementary, partially WPD action on a δ–hyperbolic metric
space X and let (µi) be a sequence of permissible probability distributions on G. Suppose E(G) = {1}, and
let S be a subset of G \ {1} such that pi(S) is σ–quasi-convex. Suppose also that there exists a loxodromic
WPD element f ∈ ∩Γµi which is transverse to S. Then there exists a constant c = c(n, δ) such that the
following holds with probability approaching one as n → ∞. Given any reduced word W in the alphabet
S ∪ {w1, ..., wk} with no consecutive letters belonging to S, the path in X based at x0 and labeled by W is a
(8, c)–quasi-geodesic. In particular, W represents a non-trivial element of G.
Remark 3.3. The constant c can be chosen to be the sum of a constant multiple of εDn and a constant
depending only on δ for any sufficiently small ε > 0.
Proof. Fix ε > 0 sufficiently small, and let M be the Morse constant for (2, c′)–quasi-geodesics where c′ is
given by Lemma 3.1. Note that c′ and M can each be taken to be the sum of a constant multiple of εDn
and a constant depending only on δ by Lemma 3.1 and Lemma 2.3, respectively. We assume the following
are satisfied for each 1 ≤ i ≤ k. Recall that D = min{Di}.
(a) (1− ε)Dn ≤ (1− ε)Din ≤ d(x0, wix0) ≤ (1 + ε)Din.
(b) γi has no (
ε
2Dn, 2δ + 2M)–self-match.
(c) γi has no (
ε
2Dn, 2δ + 2M)–match with γj for any j 6= i.
(d) γi has no subpath of length
ε
2Dn contained in the (2δ +M + σ)–neighborhood of a translate of pi(S).
(e) For any s ∈ S, the path labeled by swi based at x0 is a (2, c′)–quasi-geodesic.
Each of these holds with probability approaching 1 as n→∞ by Theorem 2.10, Lemma 2.13, Lemma 2.14,
Lemma 2.16, and Lemma 3.1 respectively. Let C1 = 12(εDn + 4M + δ) + c
′ + 1. Note that C1 is the sum
of a constant multiple of εDn and a constant multiple of δ, hence by choosing ε sufficiently small, we have
(1− ε)Dn > 2C1 for all sufficiently large n. We assume this holds, and also that εDn+ 4M > 14δ.
If a path labeled by a word U is a quasi-geodesic, the same is true for any subword of U . Hence we can
assume without loss of generality that the last letter of W is not an element of S. Let q be a path labeled
by W in X based at x0, and let q = q1 · · · · · qm such that ql is one of the following types for each 1 ≤ l ≤ m:
Type 1: ql is a subpath labeled by w
±1
i for some 1 ≤ i ≤ k.
Type 2: ql is a subpath labeled by sw
±1
i , for some 1 ≤ i ≤ k and some s ∈ S.
Note that type 1 subpaths are geodesics of length at least 2C1 and type 2 subpaths are (2, c
′)–quasi-
geodesics of length at least 2C1.
Let xl−1 = (ql)− for l = 1, . . . ,m, and let xm = q+. We will show that for all 1 ≤ l < m the Gromov
products satisfy
(xl−1 | xl+1)xl < εDn+ 4M. (1)
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xl−1 xl+1
xl
ql
β1
β2
η
Figure 2: Case 2, when xl has type (2,2). The solid paths are ql and ql+1 = β1 ·β2, and the dotted paths are
the geodesics [xl−1, xl] and [xl, xl+1]. The bold subgeodesics have length at least εDn+ 4M and are within
δ of each other.
Assume for the sake of contradiction that (xl−1 | xl+1)xl ≥ εDn + 4M for some 1 ≤ l < m. Then the
terminal subpath of [xl−1, xl] of length εDn+4M and the initial subpath of [xl, xl+1] of length εDn+4M are
contained in the δ–neighborhoods of each other. Since dHau([xl−1, xl], ql) ≤M , this implies that the terminal
subpath of ql of length εDn+ 3M and the initial subpath of ql+1 of length εDn+ 3M are contained in the
(δ + 2M)–neighborhoods of each other. We will use matching estimates to show that this is a contradiction
for each possible label of ql and ql+1. We say that xl has type (a, b) if ql has type a and ql+1 has type b.
Case 1: xl has type (1, 1) or (2, 1).
In both of these cases, the terminal subpath of ql is a translate of some γ
±1
i and the initial subpath of
ql+1 is a translate of some γ
±1
j . Hence γi and γj have a (εDn + 3M, δ + 2M)–match, contradicting either
(b) or (c) depending on whether i = j or i 6= j.
Case 2: xl has type (1, 2) or (2, 2).
Let ql+1 = β1 · β2, where β1 is labeled by an element s ∈ S and β2 is labeled by w±1i (see Figure 2). Let
η be the initial subsegment of [xl, xl+1] of length εDn+ 4M . Recall that this means that η is contained in
the (δ + M)–neighborhood of the terminal subpath of ql of length εDn + 3M . For all sufficiently large n,
this terminal subpath of ql must be a subpath of a translate of some γj .
It follows from applying thin triangles (Definition 2.1) that η can be decomposed as η = η′ · η′′, where
η′ ⊆ Nδ(β1) and η′′ ⊆ Nδ(β2), with η′′ possibly empty. Suppose that `(η′) ≥ 12`(η) = ε2Dn+ 2M . Then the
terminal subpath of ql of length
ε
2Dn+M is contained in the (2δ +M + σ)–neighborhood of a translate of
pi(S), contradicting (d).
Now suppose that `(η′) < 12`(η), in which case `(η
′′) ≥ ε2Dn + 2M . Then the terminal subpath of ql
has a subpath of length ε2Dn which is contained in the (2δ + M)–neighborhood of a subpath of β2, which
contradicts either (b) or (c) depending on whether i = j or i 6= j.
We have shown that (1) holds. Hence we may apply Lemma 2.6 with λ = 2, c = c′, C0 = εDn + 4M ,
and C1 = 12(C0 + δ) + c
′ + 1, which gives that q is a (8, 52M + C1)–quasi-geodesic.
If W consists of a single letter s for some s ∈ S, then s 6= 1 by assumption. So we may suppose W
contains wi for some i. By assumption, `(q) ≥ `(γi) ≥ (1− ε)Dn. Thus
d(x0, xm) ≥ 1
8
`(q)− 5
2
M − C1 ≥ 1
8
(
(1− ε)Dn− 5
2
M − C1
)
,
which is positive for all sufficiently large n. It follows that d(x0, xm) > 0, and so W represents a non-trivial
element of G.
We now prove Theorem 1.1, whose statement we recall for the convenience of the reader.
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Theorem 1.1. Let G be a group with a non-elementary, partially WPD action on a hyperbolic metric space
X, and let (µi) be a sequence of permissible probability distributions on G. Let H be a subgroup of G such
that H ∩E(G) = {1}. Suppose H has quasi-convex orbits in X and there exists a loxodromic WPD element
f ∈ ∩Γµi transverse to H. Then a random subgroup R will satisfy 〈H,R〉 ∼= H ∗ R and 〈H,R〉 has quasi-
convex orbits in X. Moreover, if H is quasi-isometrically embedded in X, then 〈H,R〉 is quasi-isometrically
embedded in X.
Proof. Assume first that E(G) = {1}; in this case, the theorem follows easily from Theorem 3.2.
Now consider the case where E(G) 6= 1. Let G = G/E(G), and let H, f be the images of H and f in G.
Note that E(G) = {1}. Let X be the quotient of X obtained by identifying x and y whenever there exists
g ∈ E(G) such that gx = y. It is easy to see that the quotient map X → X is a G–equivariant quasi-isometry
and that E(G) acts trivially on X. Hence there is an induced action of G on X, and, moreover, it is clear
that H will be quasi-convex in X and f will be a loxodromic, WPD element transverse to H.
Let µi be the push-forward of µi to G for each 1 ≤ i ≤ k. It is clear that each µi is a permissible
probability distribution on G. If R is a random subgroup of G with respect to µ1, . . . , µk, then its image R
in G is a random subgroup of G with respect to µ1, . . . , µk. We have shown that 〈H,R〉 ∼= H ∗ R, and this
subgroup is quasi-convex in X. Taking pre-images, we see that
〈HE(G), RE(G)〉 ∼= HE(G) ∗E(G) RE(G). (2)
Since R is torsion-free, we have R∩E(G) = {1}. If we also assume that H ∩E(G) = {1}, then the subgroup
of the amalgamated product (2) generated by H and R will be the free product of H and R. Moreover, since
the map X → X is a G–equivariant quasi-isometry, 〈H,R〉 will be quasi-convex in X and quasi-isometrically
embedded in X whenever H is quasi-isometrically embedded in X.
Remark 3.4. The assumption that H ∩E(G) = 1 is necessary to obtain a free product H ∗R, since for any
g ∈ G and any k ∈ E(G), k conjugated by gn is equal to k for n = |E(G)|!. However, if this assumption is
dropped, then it is clear from the proof that the subgroup 〈H,R〉 is still quasi-convex in X and there is an
isomorphism 〈H,R,E(G)〉 ∼= HE(G) ∗E(G) RE(G).
We end this section by proving Theorem 1.10.
Theorem 1.10. Let G be an acylindrically hyperbolic group with E(G) = {1}, and let µ1, ...., µk be finitely
supported measures of full support on G. If W ∈ G ∗ F(x1, ..., xk) is non-trivial, then random elements
r1, ..., rk generated by µ1, ..., µk will satisfy W (r1, ..., rk) 6= 1.
Proof. Let W ∈ G ∗ F(x1, ..., xk), which we identify with the normal form of W consisting of a reduced
word in the alphabet G ∪ {x1, ..., xk} which does not contain consecutive letters from G. Let g1, ..., gl be
the elements in G which appear in W , and set S = {g1, ..., gl}. Since S is finite, the orbit pi(S) is bounded
and hence quasi-convex in X. Thus any loxodromic WPD element of G will be transverse to S, and we can
apply Theorem 3.2 to conclude that W (w1, ..., wk) 6= 1 with probability going to 1 as n→∞.
4 Geometric Separation
In this section, we prove Theorem 1.9. We first recall the definition of geometric separation.
Definition 4.1. Let G be a group acting on a metric space X. The subgroup H ≤ G is geometrically
separated (in X) if for all κ ≥ 0, there exists C > 0 such that for all g ∈ G \H,
diam(pi(H) ∩Nκ(gpi(H))) < C.
We refer to C = C(κ) as the geometric separation constant.
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Theorem 1.9. Let G be a group with a non-elementary, partially WPD action on a hyperbolic metric space
X, and let (µi) be a sequence of permissible probability distributions on G. Let H be a subgroup of G.
Suppose H is quasi-convex and geometrically separated in X and there exists a loxodromic WPD element
f ∈ ∩Γµi transverse to H. Then for a random subgroup R, 〈H,R,E(G)〉 is geometrically separated in X.
In particular, if H is geometrically separated and quasi-isometrically embedded in X, then 〈H,R,E(G)〉
hyperbolically embeds in G.
Proof. Assume for now that E(G) = {1}. Let w1, ..., wk by given by random walks of length n with respect
to µ1, ..., µk respectively, and let γi = [x0, wix0]. Let Di denote the drift of µi and let D = min{Di}. Let
R = 〈w1, ..., wk〉. Fix ε > 0 sufficiently small, and assume pi(H) is σ–quasi-convex in X. We will assume
that conditions (a)–(e) from the proof of Theorem 3.2 all hold, which happens with probability going to
one as n → ∞. In particular, this implies that Hn := 〈H,R〉 ∼= H ∗ R. Let M be the Morse constant for
(8, c)–quasi-geodesics, where c is given by Theorem 3.2. In addition, we will assume that the following hold
for each 1 ≤ i ≤ k and ε′ > 0 to be specified later.
(f) γi has no (ε
′Dn, 6δ + 6M)–self-match.
(g) γi has no (ε
′Dn, 6δ + 6M)–match with γj for any j 6= i.
(h) γi has no subpath of length ε
′Dn contained in the (6δ + 6M + σ)–neighborhood of a translate of pi(H).
These hold with probability going to 1 as n→∞ by Lemma 2.13, 2.14 and 2.16 respectively.
Let L = max{`(γi)}, and note that L ≥ (1 − ε)Dn. Our goal is to prove that Hn is geometrically
separated in X. Fix κ ≥ 0, and let C ′ be the constant such that if
diam(pi(H) ∩Nκ(gpi(H))) > C ′,
then g ∈ H; the constant C ′ exists as H is geometrically separated in X. Now let C = 3 max{L,C ′′}+ 2κ+
2M , where C ′′ will be specified later. Suppose there exists g ∈ G such that
diam(pi(Hn) ∩Nκ(gpi(Hn)) ≥ C.
Then there exist points x1, y1 ∈ pi(Hn) with d(x1, y1) ≥ C and points x2, y2 ∈ pi(g(Hn)) with d(x1, x2) ≤ κ
and d(y1, y2) ≤ κ. By Theorem 3.2, there are (8, c)–quasi-geodesics p1 from x1 to y1 and p2 from x2 to y2
that are labeled by H ∪ {w1, ..., wk}.
The κ–central segment of the geodesic [x1, y1] has length at least C − 2κ and is contained in the 2δ
neighborhood of [x2, y2]. There is a subpath q1 of p1 which is contained in the M–neighborhood of the
κ–central segment of [x1, y1] with `(q1) ≥ C − 2κ− 2M . Hence q1 ⊆ N2δ+2M (p1).
By assumption, `(q1) ≥ 3L, hence there is a subpath η of q1 such that either η is a translate by an
element of Hn of some γ
±1
i , or η is contained in a subpath labeled by an element of H and `(η) ≥ 13`(q1) ≥
max{L,C ′′}. In either case, we get η is a geodesic with `(η) ≥ (1− ε)Dn.
Let β be the subpath of p2 such that d(η−, β−) ≤ 2δ + 2M and d(η+, β+) ≤ 2δ + 2M . Hence `(β) ≥
d(β−, β+) ≥ d(η−, η+)− 4δ − 4M = `(η)− 4δ − 4M . Note also the dHau(η, β) ≤ 4δ + 4M .
We now choose a subpath β′ of β. If β contains a translate of some γ±1j , then we let β
′ be this translate.
Note that β′ = gh′γj for some h′ ∈ Hn in this case. If no such translate exists, then β must have a subpath
β′ such that `(β′) ≥ 13`(β) and either β′ is contained in a translate by an element of gHn of some γ±1j or β′
is contained in a subpath labeled by an element of H. In the first case we get `(β′) ≥ (1− ε)Dn, and in the
second `(β′) ≥ 13`(β). Let η′ be the subpath of η such that d(η′−, β′−) ≤ 4δ + 4M and d(η′+, β′+) ≤ 4δ + 4M .
Note that
`(η′) ≥ d(β′−, β′+)− 8δ − 8M = `(β′)− 8δ − 8M.
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We also have dHau(η
′, β′) ≤ 6δ + 6M . Recall that c is a constant multiple of εDn plus a constant multiple
of δ be Remark 3.3. By Lemma 2.3, the same is true of M . Hence we can choose ε′ such that for sufficiently
large n, β′ and η′ both have length at least ε′Dn. We also choose C ′′ such that in the case where η′ and β′
are both contained in subpaths labeled by elements of H, we have `(η′) ≥ C ′.
There are four possible cases, depending on the form of η′ and β′.
Case 1. Suppose that η′ is contained in hγ±1i for some h ∈ Hn and β′ is contained in gh′γj for some
h′ ∈ Hn. The only way this does not give a contradiction with either (f) or (g) is if i = j and h−1gh′ = 1,
hence g ∈ Hn in this case.
Case 2. Suppose that η′ is contained in hγ±1i for some h ∈ Hn and β′ is contained in a subpath labeled by an
element of H. Since H is σ–quasi-convex, this implies that η′ is contained in the 6δ+ 6M + σ neighborhood
of a translate of pi(H). But this is a contradiction with (h).
Case 3. Suppose η′ is contained in a subpath labeled by an element of H and β′ is contained in a translate
of some γj . In this case we get the same contradiction as in Case 2.
Case 4. η′ and β′ are both contained in subpaths labeled by elements of H. Since H is σ-quasi-convex, η′ is
contained in the σ–neighborhood of hpi(H) and β′ is contained in the σ–neighborhood of gh′pi(H) for some
h, h′ ∈ Hn. Hence diam(pi(H) ∩ N6δ+6M+2σh−1gh′pi(H)) ≥ C ′, which implies that h−1gh′ ∈ H and hence
g ∈ Hn.
Finally, we consider the case where E(G) 6= 1. We let G, H, R, and X be as in the proof of Theorem
1.1. As in the proof of Theorem 1.1, we can apply the above proof to obtain that 〈H,G〉 is geometrically
separated in X and then take pre-images to get that 〈H,R,E(G)〉 is geometrically separated in G.
We next discuss how Theorem 1.9 applies to the theory of hyperbolically embedded subgroups introduced
in [22]. We will not need the full definition of a hyperbolically embedded subgroup here, since we will only
make use of the following criteria:
Theorem 4.2. [22, Theorem 4.2] Suppose that G acts on a hyperbolic space X such that H is quasi-
isometrically embedded and geometrically separated in X. Then H hyperbolically embeds in G.
Since H quasi-isometrically embeds into a hyperbolic metric space, H itself must be a hyperbolic group.
The converse of Theorem 4.2 holds if one additionally assumes that H is a proper, hyperbolic subgroup of
G. Indeed, if H is a proper hyperbolic subgroup of G such that H hyperbolically embeds in G, then G
has a (usually infinite) generating set S such that Cay(G,S) is a hyperbolic metric space and H is both
quasi-isometrically embedded and geometrically separated in Cay(G,S). This follows from [58, Theorem
6.4], [6, Lemma 3.1], and [6, Lemma 3.2]. Moreoever, [22, Theorem 6.11] shows that G contains loxodromic
WPD elements for the action of G on Cay(G,S ∪ H). Since the map Cay(G,S) → Cay(G,S ∪ H) is 1-
Lipschitz, these elements will also be loxodromic WPD elements for action of G on Cay(G,S). Since they
act loxodromically on Cay(G,S∪H), these elements must be transverse to H in Cay(G,S). This shows that
Theorem 1.1 and Theorem 1.9 can be applied for any hyperbolic, hyperbolically embedded subgroup H and
any sequence (µi) of finitely supported probability distributions of full support.
Finally, we note if G, H, and X are as in Theorem 4.2 and in addition the action of G on X is cobounded,
then the S as above can be chosen such that Cay(G,S) is G–equivariently quasi-isometric to X by [34,
Theorem 3.16] or [6, Corollary 3.10].
Combining Theorems 1.1 and 1.9, Remark 3.4, and the above discussion, we obtain:
Corollary 4.3. Suppose H < G is hyperbolic and H hyperbolically embeds in G. Let (µi) be a se-
quence of finitely supported probability distributions of full support. Then a random subgroup R will satisfy
〈H,R,E(G)〉 ∼= HE(G) ∗E(G) RE(G) and 〈H,R,E(G)〉 hyperbolically embeds in G.
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Note that when H is infinite, E(G) is a subgroup of H by [22, Theorem 6.14], and hence 〈H,R,E(G)〉 =
〈H,R〉 in this case. When E(G) = {1}, we obtain that every hyperbolic, hyperbolically embedded subgroup
of G is a free factor in a larger hyperbolically embedded subgroup of G.
If H hyperbolically embeds in G but H is not hyperbolic, then G will still have a non-elementary, partially
WPD action on a hyperbolic metric spaceX withH elliptic [22]. In this caseH must be infinite, so E(G) ≤ H
and hence 〈H,R,E(G)〉 = 〈H,R〉. Theorem 1.1 will then imply that for any sequence of finitely supported
probability distributions of full support, a random subgroup R will satisfy 〈H,R〉 ∼= H∗E(G)RE(G). However
we do not know the answer to the following:
Question 4.4. Suppose H hyperbolically embeds in G, but H is not hyperbolic. If R is a random subgroup
of G, does 〈H,R〉 hyperbolically embed in G?
5 Stable subgroups
In Section 6, we will show several cases in which Theorem 1.1 applies. In order to apply this theorem we need
to be able to find a loxodromic WPD element transverse to H. In this section, we prove a general algebraic
statement about stable subgroups of acylindrically hyperbolic groups which will be used in the next section
in order to find the transverse elements. When G is hyperbolic this statement is exactly equivalent to the
existence of a transverse element, while in the other cases there is still further work to be done.
When Y is a subset of a geodesic metric space X, we say Y is M–Morse if for all λ, c, there exists
M = M(λ, c) such that any (λ, c)–quasi-geodesic in X with endpoints in Y is contained in NM (Y ).
Let G be generated by a finite set S. A finitely generated subgroup H ≤ G is called stable if H is
quasi-isometrically embedded in Cay(G,S) and for all λ, c, there exists R = R(λ, c) such that if p and q are
(λ, c)–quasi-geodesics in Cay(G,S) with equal endpoints in H, then p ⊆ NR(q). This definition is due to
Durham–Tayor [24] and is equivalent to requiring that H is a hyperbolic group and H is a Morse subset of
Cay(G,S) [21]. It is easy to see that this notion is independent of the choice of finite generating sets for G
and H.
The following is the main theorem of this section; it will be used in the next section in order to find the
transverse elements needed to apply Theorem 1.1.
Theorem 5.1. Let H be an infinite index stable subgroup of a finitely generated group G. Suppose G has a
non-elementary WPD action on a hyperbolic space X. Then there exists a loxodromic element f such that
Hg ∩ 〈f〉 = {1} for all g ∈ G.
This is a generalization of [49, Proposition 1], where it is proved in the case where G is hyperbolic and
X = Cay(G,S). As in [49, Proposition 1], the element f can be chosen to belong to any subgroup K such
that the intersection of K and any conjugate of H is an infinite index subgroup of K, as long as K contains
at least one loxodromic WPD element (this is automatic when K is an infinite subgroup of a hyperbolic
group). We also note that if H is stable in G and G is not hyperbolic, then H is necessarily infinite index.
As in the case of quasi-convex subgroups of hyperbolic groups, we will use the fact that stable subgroups
have finite width and finite height. Recall that H has width ≤ n in G if for any distinct cosets g1H, . . . , gnH,
there exist 1 ≤ i < j ≤ n such that Hgi ∩ Hgj is finite. H has height ≤ n if for any distinct cosets
g1H, . . . , gnH, the intersection H
g1 ∩ . . . ∩Hgn is finite.
Theorem 5.2 ([5, Theorem 1.1]). Let H be a stable subgroup of a finitely generated group G. Then H has
finite height and finite width in G.
Remark 5.3. The proof of Theorem 5.1 will hold for any infinite index subgroup H of finite height and finite
width such that H is a Morse subset of Cay(G,S).
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For the proof of Theorem 5.1 we will more or less follow the same steps as the proof of [49, Proposition 1].
Throughout the rest of this section, we fix a group G with a non-elementary action on a hyperbolic space X.
For now we will only assume that the action of G on X contains WPD elements, though in the final step of
the proof we will need the assumptions that the action is WPD, that is, all loxodromic elements are WPD.
We also fix a finite generating set S for G and let dS denote the corresponding word metric on G. We
will use dX to denote the metric on X.
Lemma 5.4. Let H be an infinite index stable subgroup of G. Then there exists a loxodromic WPD element
f such that H ∩ 〈f〉 = {1}.
Proof. Since any power of a loxodromic WPD element is again a loxodromic WPD element, if H contains no
such elements then the statement is obvious. Suppose now that H does contain a loxodromic WPD element
h. Since H has infinite index and finite width, there exists some g ∈ G such that Hg ∩H is finite. Hence
〈g−1hg〉 ∩H = {1}, so we can set f = g−1hg.
Lemma 5.5. Let y1, . . . , ys, be loxodromic WPD elements of G such that E(yi) 6= E(yj) for i 6= j. Then
there exist λ, c, and N such that for any i1, . . . , it ∈ {1, . . . , s} with each ik 6= ik+1 mod t and m1, . . . ,ms ∈ Z
with each mi ≥ N , if z = ym1i1 . . . ymtit then z is a loxodromic element. Moreover, if Wi is a shortest word in
S representing yi then any path in Cay(G,S) labeled by
Wm1ii . . .W
mt
it
(3)
is a (λ, c)-quasi-geodesic.
Proof. Fix a basepoint x0 ∈ X, and let α be the path from x0 to zx0 obtained by concatenating geodesics
[p, yi1p] · [yi1p, y2i1p] · . . . · [ym1i1 . . . ymt−1it p, ym1i1 . . . ymtit p]. In other words, α is the path in X based at x0 and
labeled by Wm1ii · · ·Wmtit .
We claim that there exist constants ν and d depending only on y1, ..., ys (in particular, independent of
m1, ...,mt) such that α is a (ν, d)–quasi-geodesic. The proof is essentially the same as [52, Lemma 2.3], where
this is proved in the case that G is hyperbolic and X = Cay(G,S). Formally the fact that X is a Cayley
graph with respect to a finite generating set is used only once in the proof of [52, Lemma 2.3] in the form of
references to previous lemmas ([52, Lemma 2.1] and [52, Lemma 2.2]) that are used to show that for infinite
order elements g and h of a hyperbolic group with E(g) 6= E(h), if dS(gm, hn) < C then there is a bound on
m depending on g, h and C. In the setting where g and h are loxodromic WPD elements we can obtain the
same conclusion (with dS(g
m, hn) replaced by dX(g
mx0, h
nx0) by [15, Proposition 6]. The rest of the proof
of [52, Lemma 2.3] works in our situation with no essential changes.
Note that for any k ≥ 1, the word (Wm1ii · · ·Wmtit )k is in the same form as (3). Hence for any k, the
concatenation of paths α · zα · . . . · zkα is a (ν, d)-quasi-geodesic from x0 to zkx0. It follows that z acts
loxodromically on X.
Next, we prove that any path in Cay(G,S) labeled by Wm1ii · · ·Wmtit is a quasi-geodesic. In order to
simplify notation we will assume that y1, ..., ys ∈ S, hence each Wij consists of a single letter. Since the
constants (λ, c) are allowed to depend on y1, .., ys, there is no loss of generality here.
Consider the (ν, d)–quasi-geodesic path α in X constructed above. Let D1 = maxg∈S dX(x0, gx0) and
D2 = min1≤i≤s d(x0, yix0). Note that D2 > 0 since each yi has no fixed points. Also note that `(α) ≥
D2(
∑
mi) and dX(x0, zx0) ≤ D1|z|S . Since α is a (ν, d)–quasi-geodesic, we have D2(
∑
mi) ≤ `(α) ≤
νdX(x0, zx0) + d ≤ νD1|z|S + d. Since each Wi consists of a single letter,
‖Wm1ii ...Wmtit ‖ =
∑
mi ≤ νD1
D2
|z|S + d
D2
.
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Finally, any subword of Wm1ii · · ·Wmtit will be a word of the form U1WU2, where each Ui has length at
most N and W is a word in the same form as (3). Hence after modifying the additive constant, the same
proof applies to subwords of Wm1ii · · ·Wmtit .
Lemma 5.6. Let H ≤ G and let f ∈ G be an infinite order element. Suppose there exists a constant K ≥ 0
and a sequence (ni) such that dS(f
ni , H) ≤ K. Then 〈f〉 ∩H 6= {1}.
Proof. Let ∆ = {g ∈ 〈f〉H | |g|S ≤ K}. For each g ∈ ∆, fix xg ∈ 〈f〉 and yg ∈ H such that x−1g yg = g. Let
Ω = {xg | g ∈ ∆}. Note that ∆ is finite and hence Ω is finite.
By assumption, there exists hi ∈ H such that |f−nihi|S ≤ K. Hence f−nihi ∈ ∆, so f−nihi = x−1i yi
for some xi ∈ Ω and yi ∈ H. Hence xif−ni = yih−1i ∈ 〈f〉 ∩H. Since Ω is finite, there exists ni such that
fni /∈ Ω, hence xif−ni 6= 1.
Lemma 5.7. Let H be an infinite index stable subgroup of G. Then for any g1, . . . , gs ∈ G, there exists a
loxodromic element f such that
〈f〉 ∩ (Hg1 ∪ · · · ∪Hgs) = {1}.
Proof. By Lemma 5.4, we can choose loxodromic WPD elements xi such that 〈xi〉 ∩ Hgi = {1}. We will
assume that E(xi) 6= E(xj) for i 6= j; otherwise we can remove xj from our list and perform the following
construction without it.
Define
αij =
{
min{m | xmi ∈ Hgj} if such an m exists
1 if no such m exists
.
Let αi = lcm({αi1, ..., αis}), and let yi = xαii . In particular, yi is chosen such that for all j, either
〈yi〉 ∩Hgj = {1} or yi ∈ Hgj . Note that the first possibility occurs when i = j.
Now, let zn = y
n
1 y
n
2 ...y
n
s . For all sufficiently large n, the element zn will act loxodromically on X by
Lemma 5.5. Assume for the sake of contradiction that for all n, there exists ln such that z
ln
n ∈ Hg1∪· · ·∪Hgs .
Hence for some index j, there are infinitely many n such that zlnn ∈ Hgj . Let Wi be a shortest word in S
representing yi, and consider a path αn in Cay(G,S) labeled by (W
n
1 · · ·Wns )ln . By Lemma 5.5, αn is a
(λ, c)–quasi-geodesic where λ and c are independent of n. Since Hgj is a Morse subset of Cay(G,S), there
exists M = M(λ, c) such that αn ⊆ NM (Hgj ) for infinitely many n. Choose t = min{i | yi /∈ Hgj}, and note
that 1 ≤ t ≤ j. Now dS(yn1 · · · ynt , Hgj ) ≤M for infinitely many n. Since y1, . . . , yt−1 ∈ Hgj by our choice of
t, there exists some an such that y
n
t an ∈ Hgj and |an|S ≤ M for infinitely many n. Then 〈yt〉 ∩Hgj 6= {1}
by Lemma 5.6, and hence yt ∈ Hgj by construction. But this contradicts our choice of yt.
Finally, in order to complete the proof of Theorem 5.1 we will assume that the action of G on X is WPD.
This implies that the loxodromic elements produced by Lemma 5.7 are in fact WPD elements.
Proof of Theorem 5.1. Assume for the sake of contradiction that every loxodromic element x has a power
contained in a conjugate of H. Let h ∈ G be a fixed loxodromic element, and let l0 ≥ 1 and g0 ∈ G be
such that hl0 ∈ Hg0 . Let y be any loxodromic element. We first assume that E(y) 6= E(h). By Lemma
5.5, there exists N , λ, and c such that ynhn is a loxodromic element for all n ≥ N . Moreover, if U and
W are shortest words in S representing h and y respectively, then for any k ≥ 1 any path in Cay(G,S)
labeled by (UnWn)k is a (λ, c)–quasi-geodesic. By assumption, for all n there exists ln ≥ 1, gn ∈ G such
that gn(y
nhn)lng−1n = hn ∈ H. Consider the path from 1 to hkn which is formed by concatenating paths
labeled by gn, (y
nhn)kln , and g−1n , where k is chosen sufficiently large (see Figure 3). Let pn be the path
labeled by (ynhn)kln . Let q1 be a shortest path from 1 to pn and q2 a shortest path from h
k
n to pn. Let
p′n be the subpath of pn between the endpoints of q1 and q2. Then for k sufficiently large, q1p
′
nq
−1
2 is a
(3λ, c)–quasi-geodesic.
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q1 q2
1 hkn
gn gn(y
nhn)kln
Wn Un
un vn zn
H
Figure 3: Proof of Theorem 5.1.
Since H is a Morse subset of Cay(G,S), there exists M = M(3λ, c) such that q1p
′
nq2 ⊆ NM (H). For k
sufficiently large, p′n will contain a subpath labeled by W
nUn, so there exist un, vn, zn ∈ G, each of word
length ≤ M , such that unynv−1n ∈ H and vnhnz−1n ∈ H. Since there are only finitely many such words, for
some i 6= j, we have ui = uj , vi = vj , and zi = zj . Hence viyj−iv−1i ∈ H and vihj−iv−1i ∈ H.
That is, for all loxodromic elements y, there exists a = a(y) and l = l(y) 6= 0 such that ayla−1 ∈ H and
ahla−1 ∈ H. Note that if E(y) = E(h), then there exists m such that ym ∈ 〈h〉, and we can take l = ml0 and
a = g0. Now if y1, ..., yn are loxodromic elements and ai = a(yi) and li = l(yi), then y
li
i ∈ Hai . Moreover,
hl1l2...ln ∈ Ha1 ∩ ... ∩Han , hence this intersection is infinite. However, H has finite height by Theorem 5.2,
so there are only finitely many distinct ai that occur. But then this gives a finite union of conjugates of H
which contains a power of any loxodromic element, contradicting Lemma 5.7.
Let S be a non-exceptional surface and MCG(S) the mapping class group of S. A subgroup of MCG(S)
is convex cocompact if and only if it is stable [24]. Also, an element of MCG(S) acts as a loxodromic WPD
isometry of the curve graph of S if and only if it is pseudo-Anosov. Hence we obtain the following corollary.
Corollary 5.8. Let S be a non-exceptional surface and let H ≤ MCG(S) be a convex cocompact subgroup.
Then there exists a pseudo-Anosov f ∈ MCG(S) such that 〈f〉 ∩Hg = {1} for all g ∈ MCG(S).
Next we show that a result analogous to Theorem 5.1 holds for relatively quasi-convex subgroups of
relatively hyperbolic groups. Let G be a group hyperbolic relative to a collection of proper subgroups
{P1, . . . , Pn}, called peripheral subgroups. In this case we refer to G as a relatively hyperbolic group. Let
S be a finite relative generating set for G, i.e., G is generated by S ∪ P, where P = P1 ∪ ... ∪ Pn. Then a
subgroup H ≤ G is σ–relatively quasi-convex if for any geodesic q in Cay(G,S ∪ P) with endpoints in H
and any vertex x ∈ q, we have dS(x,H) ≤ σ. Here dS(g, h) is defined to be the length of the shortest word
in S representing g−1h or ∞ if no such word exists. Generally speaking, relatively quasi-convex subgroups
do not have to be stable in G. For example, each peripheral subgroup Pi is relatively quasi-convex, but Pi
will be stable in G if and only if it is hyperbolic. In fact, under some mild assumptions on the peripheral
subgroups, a relatively quasi-convex subgroup of G is stable if and only if it has a finite intersection with
each conjugate of each Pi by [7, Theorem 5.4] and [54, Theorem 4.13].
An element of a relatively hyperbolic group G is elliptic if it has finite order, parabolic if it has infinite
order and is conjugate into some peripheral subgroup, and hyperbolic otherwise.
Theorem 5.9. Let H be an infinite-index, relatively quasi-convex subgroup of a relatively hyperbolic group
G. Then there exists a hyperbolic element f ∈ G such that 〈f〉 ∩Hg = {1} for all g ∈ G.
The proof of Theorem 5.9 is essentially the same as the proof of Theorem 5.1 with only minor modifica-
tions. We will explain the necessary modifications instead of repeating the whole argument.
Fix G hyperbolic relative to {P1, . . . , Pn} and let S and P be defined as above. First, note that the
analogue of Lemma 5.4, that is the fact that there exists a hyperbolic element f ∈ G such that 〈f〉∩H = {1}
for any infinite index relatively quasi-convex subgroup H, follows from [33, Lemma 8.4]. We can now repeat
19
the rest of the proof of Theorem 5.1 inside the space Cay(G,S ∪ P) instead of Cay(G,S). There are two
places where the fact that the metric on Cay(G,S) is locally finite is used: once in the proof of Lemma 5.7
and once in the proof of Theorem 5.1. In both cases, the corresponding bound on distances comes from the
fact that H is a Morse subset of Cay(G,S). In the relatively quasi-convex setting, we instead use that the
definition of relative quasi-convexity gives a bound on these distances with respect to metric dS . This metric
is again locally finite, and hence the same conclusions hold in this setting. Finally, in the last step of the
proof of Theorem 5.1 we use the fact that stable subgroups have finite height. In the relatively quasi-convex
setting, we instead appeal to [33, Theorem 1.4]. Note that the definition of finite height used in [33] is
slightly different then the one given above as it has been adapted to the relative setting, but it still applies
in the same way and gives the same conclusion as in the proof of Theorem 5.1.
6 Applications
We are now ready to give several applications of our main theorems, including the proofs of Corollaries 1.3
and 1.6 and Theorems 1.5 and 1.7.
6.1 Hyperbolic groups
Let G be a non-elementary hyperbolic group generated by a finite subset S. We will consider the action of
G on Cay(G,S). This action is proper and cocompact, hence acylindrical. A subgroup is elliptic for this
action if and only if it is finite, hence Corollary 1.2 implies Corollary 1.3(1).
It is well-known that a subgroup H ≤ G is quasi-convex in Cay(G,S) if and only if it is quasi-isometrically
embedded in Cay(G,S). Recall also that a subgroup H is malnormal if for all g ∈ G \H, we have H ∩Hg =
{1}, and almost malnormal if for all g ∈ G \ H, the intersection H ∩ Hg is finite. The following lemma
follows from results in [22], in particular [22, Example 2.6, Proposition 2.10, & Theorem 2.7].
Lemma 6.1. Let H be a quasi-convex subgroup of a non-elementary hyperbolic group. Then H hyperbolically
embeds in G if and only if H is almost malnormal.
The following theorem clearly implies Theorem 1.5.
Theorem 6.2. Let G be a non-elementary hyperbolic group and let (µi) be a sequence of permissible proba-
bility distributions on G. Let H be an infinite index quasi-convex subgroup of G. Then a random subgroup R
will satisfy 〈H,R,E(G)〉 ∼= HE(G) ∗E(G) RE(G) and 〈H,R〉 will be an infinite index quasi-convex subgroup
of G. If, in addition, H is almost malnormal in G, then 〈H,R〉 will also be almost malnormal in G.
Proof. We will apply Theorem 1.1 and Remark 3.4 with X = Cay(G,S). For this action, an element
g ∈ G is loxodromic if and only if it is infinite order. By Theorem 5.1 (which, in this case, is exactly [49,
Proposition 1]), there is an infinite order element f ∈ G such that Hg ∩〈f〉 = {1} for all g ∈ G. This implies
that f is transverse to H in X. The first statement of the theorem now follows by Theorem 1.1 and the
second statement by Corollary 4.3 and Lemma 6.1.
6.2 Relatively hyperbolic groups
We refer to [32, 54] for definitions and background on relatively hyperbolic groups. By a relatively hyperbolic
group, we always mean a group G which is finitely generated group and hyperbolic relative to a collection
of proper, infinite subgroups {P1, . . . , Pn}. The subgroups P1, ..., Pn are called peripheral subgroups. Let
P = ∪ni=1Pi, and let S be a finite relative generating set of G, so that G is generated by S ∪ P. Then
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Cay(G,S ∪ P) is a hyperbolic metric space and the action of G on Cay(G,S ∪ P) is acylindrical [54, 55].
Subgroups which are elliptic for this action are precisely those which are either finite or conjugate into some
peripheral subgroup, hence Corollary 1.2 implies Corollary 1.3(2).
Definition 6.3. A subgroup H ≤ G is σ–relatively quasi-convex if there exists a constant σ > 0 such that
for any geodesic p in Cay(G,S ∪ P) with endpoints in H and any vertex x ∈ p, we have dS(x,H) ≤ σ.
This is equivalent to several other definition of relative quasi-convexity, see [32, 41].
Theorem 6.4. Let H be an infinite index, relatively quasi-convex subgroup of a relatively hyperbolic group
G such that H ∩ E(G) = {1}. Let (µi) be a sequence of permissible probability distributions on G. Then a
random subgroup R satisfies 〈H,R〉 ∼= H ∗R and 〈H,R〉 is relatively quasi-convex in G.
Recall that an infinite order element f ∈ G is hyperbolic if f is infinite order and is not conjugate into Pi
for any i. Before proving Theorem 6.4, we show that we can always find a hyperbolic element f ∈ G which
is transverse to H.
Proposition 6.5. Let G be a relatively hyperbolic group and H ≤ G an infinite index σ–relatively quasi-
convex subgroup. Then there exists a hyperbolic element f ∈ G such that f is transverse to H.
Proof. By Theorem 5.9 there exists a hyperbolic f ∈ G such that 〈f〉 ∩Hg = {1} for all g ∈ G. Let αf be a
(λ, c)–quasi-geodesic axis for f in Cay(G,S ∪P), which is formed as the concatenation of geodesic segments
f i[1, f ]. Let M be the Morse constant for (λ, c)–quasi-geodesics in Cay(G,S ∪ P).
We recall some terminology from [54, Section 3]. A Pi–component of a path in Cay(G,S ∪P) is a maxi-
mal subpath in which all edges are labeled by elements of Pi. Two Pi–components of path are connected is
there is an edge labeled by an element of Pi between a vertex of one component and a vertex of the other
component. A Pi–component is called isolated if it is not connected to any other Pi–component of the path.
A path p in Cay(G,S ∪ P) is called a path without backtracking if for any i = 1, . . . , n, every Pi–component
of p is isolated. Let v be a vertex of some Pi–component s of p. If v 6= s− and v 6= s+, then v is an inner
vertex of s. A vertex u of p is called non-phase if it is an inner vertex of some Pi–component; it is called
phase otherwise. Two paths p, q in Cay(G,S ∪P) are called k–similar if there exists a constant k such that
max{dS(p−, q−), dS(p+, q+)} ≤ k.
Claim 6.6. After possibly replacing f by a power, there is a (λ, c)–quasi-geodesic α′f in Cay(G,S∪P) without
backtracking and a constant ν depending on f such that dS(f
i, α′f ) ≤ ν for every i.
Proof of claim. If αf has no backtracking, we are done, so assume this is not the case. Since f
i[1, f ] is a
geodesic for each i, each Pj–component is isolated in that geodesic. Thus any backtracking must come from
concatenating multiple geodesics. Since the geodesic αf is formed by concatenating the images of [1, f ] under
the action of 〈f〉, it suffices to consider the Pj–components of [1, f ].
The axis αf is a (λ, c)–quasi-geodesic, hence there is a constant I depending on λ, c and f such that no
Pj–component of [1, f ] can connect to an Pj–component of [f
i, f i+1] for any i > I. To see this, let u, v be
Pj–components of [1, f ] and [f
i, f i+1], respectively. Then dS∪P(u−, v+) = 1, which implies that the subpath
of αf from u− to v+ can be no longer than λ + c, providing the desired I. By passing to a power of f if
necessary, we may assume that I = 1.
Thus it remains to consider the connected Pj–components of [1, f ] · [f, f2]. Let u,w be connected Pj–
components of [1, f ] and [f, f2], respectively, such that for all k = 1, . . . , n, no Pk–component of [1, u−]
connects to an Pk–component of [v+, f
2]. Let [u−, v+] be an edge labeled by an element of Hj , and let α′f
be the path formed from αf by replacing [f
i−1u−, f i] · [f i, f i−1v+] with the edge [f i−1u−, f i−1v+] for each
i. By construction, α′f is a (λ, c)–quasi-geodesic (in fact, it is a quasi-geodesic with better constants, but
this is sufficient for the proof) without backtracking. Let ν = max{dS(f, u−), dS(f, v+)}. Then since G acts
by isometries, dS(f
i, α′f ) ≤ ν, completing the proof of the claim.
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α′f
gH
p
≤ K≤ K
x′ y′
a′ b′
a b
x
y
c
d
≤ σ
β
≤ 2δ +M
q
≤ σ
p′
Figure 4: Proof of Proposition 6.5. All distances are measured with respect to S ∪ P except for the red
paths, for which the distances are measures with respect to S. The concatenation of the blue paths is q′.
Note that in the proof of the claim, the vertices u−,v+ are phase vertices by construction, and thus all
vertices f iu− and f iv+ are also phase vertices.
To show that f is transverse to H in Cay(G,P ∪ S), it suffices to show that for all K, there exists
a constant B depending only on f,H, K, and the hyperbolicity constant δ of Cay(G,S ∪ P) such that
diam(α′f ∩ NK(gH)) ≤ B for all g ∈ G. Suppose towards a contradiction that this is not the case. Then
there exists K such that for any B, there exists g ∈ G with diam(α′f ∩ NK(gH)) > B. Let x, y ∈ α′f be
the first and last vertices contained in the K–neighborhood of gH, respectively, and let x′, y′ ∈ gH be such
that dS∪P(x′, x) ≤ K and dS∪P(y′, y) ≤ K. Let p be a geodesic in Cay(G,S ∪ P) from x′ to y′. Since
Cay(G,S ∪ P) is δ-hyperbolic, when B is sufficiently large compared to K there is a subpath p′ of p which
is contained in the (2δ + M)–neighborhood of α′f . Let a
′, b′ ∈ p be the first and last vertices of p′, and let
a, b ∈ α′f be the closest vertices to a′, b′, respectively, so that dS∪P(a′, a) ≤ 2δ+M and dS∪P(b′, b) ≤ 2δ+M .
Let q be the subpath of α′f from a to b, and let q
′ = [a′, a] · q · [q+, b′]. By choosing B sufficiently large,
we can ensure that the length of q is sufficiently long in comparison to 2δ +M and thus ensure that q′ is a
quasi-geodesic whose constants do not depend on K. See Figure 4.
Moreover, q′ is the concatenation of two geodesics and a path without backtracking, and so any back-
tracking in q′ must come from the concatenation. By choosing B sufficiently large, we can ensure that
no Pi–component of [a, a
′] is connected to an Pi–component of [b, b′]. Further, since the geodesic [a, a′] is
connecting a to its nearest point projection onto α′f , no Pi–component of [a, a
′] can connect to a distinct
Pi–component of q, and similarly for Pi–components of [b, b
′]. Therefore, q′ is a path without backtracking.
Since a′, b′ ∈ p and gH is σ–relatively quasi-convex, there are vertices c, d ∈ gH with dS(c, a′) ≤ σ and
dS(d, b
′) ≤ σ. Let β be a geodesic in Cay(G,S ∪ P) from c to d. Then β and q′ are σ–similar paths in
Cay(G,S ∪P) without backtracking. Note that for every vertex u on β, we have dS(u, gH) ≤ σ. Therefore,
by [54, Proposition 3.15], there is a constant ε′ = ε′(λ, c, δ) such that for any phase vertex w of q′, there
exists a vertex v of β such that dS(w, v) ≤ ε′.
Since the vertices f iu− in the proof of the claim are phase vertices for all i, by again choosing B large
enough, there are arbitrarily many i and vertices {ghi} in gH such that dS(f iu−, ghi) ≤ ε′ + σ. Since
dS(f
iu−, f i) ≤ ν, we have dS(f i, ghi) ≤ ε′ + σ+ ν and hence dS(1, f−ighi) ≤ ε′ + σ+ ν. Since Cay(G,S) is
a proper space, for large enough B we must have some i 6= j such that f−ighi = f−jghj , and consequently
f j−i = ghjh−1i g
−1 ∈ Hg, which contradicts our assumption on f . Therefore, f is transverse to H.
We are now ready to prove our main application for relatively hyperbolic groups.
Proof of Theorem 6.4. By Proposition 6.5, there exists a hyperbolic element f ∈ G which is transverse to H.
Thus Theorem 1.1 implies that for any random subgroup R of G, 〈H,R〉 ' H ∗R and 〈H,R〉 is quasi-convex
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in Cay(G,S ∪ P). It remains to show that 〈H,R〉 is relatively quasi-convex.
Let R be generated by random walks wi, ..., wk. We can assume that each wi is hyperbolic, and hence
〈wi〉 is relatively quasi-convex (see, for example, [54, Section 4.3]). Fix σ such that H and each 〈wi〉 is
σ–relatively quasi-covnex. Let x, y ∈ 〈H,R〉, and let p be a geodesic in Cay(G,S ∪ P) from x to y. Let q
be the path from x to y which is labeled by a word W in H and the generators of R. It is shown in the
proof of Theorem 3.2 that q is a (8, c)–quasi-geodesic, where c is independent of the given word W . By [54,
Proposition 3.15], there is a constant ε′ > 0 such that for any vertex u in p, there is a vertex v in q such
that dS(u, v) ≤ ε′.
If v lies on a subgeodesic of q labeled by some h ∈ H, then since H is σ–relatively quasi-convex, we have
dS(u, gH) ≤ ε′ + σ for some g ∈ 〈H,R〉, and hence dS(u, 〈H,R〉) ≤ ε′ + σ. If v lies on a subgeodesic of
q labeled by some wi, then we can similarly obtain dS(u, 〈H,R〉) ≤ ε′ + σ. Therefore, 〈H,R〉 is relatively
quasi-convex.
6.3 Mapping class groups
Let S be a surface of genus g with p punctures. S is called exceptional if 3g + p ≤ 4; otherwise S is non-
exceptional. When S is a non-exceptional surface, MCG(S) has a non-elementary, acylindrical action on a
hyperbolic metric space called the curve graph of S, denoted C(S) [16, 47]. Loxodromic elements for this
action are the pseudo-anosov elements of MCG(S), and a subgroup H ≤ MCG(S) is elliptic if and only if
it contains no pseudo-anosov elements by [55, Theorem 1.1]. Hence Corollary 1.2 implies Corollary 1.3(3).
Note that by Ivanov’s Theorem [36], these elliptic subgroups are precisely the subgroups which are either
finite or which fix (set-wise) a finite collection of disjoint simple closed curves on S.
We now turn to the proof of Theorem 1.7, which will involve both Teichmu¨ller space T (S) of the surface
S with the Teichmu¨ller metric and the curve graph C(S). For definitions and details about these spaces and
the actions of the mapping class group, we refer the reader to [25]. We will use dT for the Teichmu¨ller metric
on T (S) and dC for distance in C(S).
A subgroup H ≤ MCG(S) is convex cocompact if the orbit map H → T (S) is a quasi-isometric embedding
of H [26]. Equivalently, H is convex cocompact if the orbit map H → C(S) is a quasi-isometric embedding by
[29, 37]. Fix x0 ∈ T (S). Since H is convex cocompact, there is a constant ν such that Hx0 is ν–quasi-convex
in T (S), in the sense that given any g ∈ MCG(S) and x, y ∈ gHx0, the geodesic [x, y] is contained in the
ν–neighborhood of gHx0.
We will need the following theorem from [56].
Theorem 6.7 ([56, Theorem 8.1]). Let x, y, z ∈ T (S), and let G : [a, b] → T (S) be a Teichmu¨ller geodesic
joining x and y. For all ε ≥ 0, there exist constants C,D such that the following holds. Let [c, d] be a
subinterval of [a, b] with d− c > C such that for all t ∈ [c, d], G(t) is in the ε–thick part of T (S). Then there
exists w ∈ [G(c),G(d)] such that min{dT (w, [x, z]), dT (w, [y, z])} ≤ D.
We now show that the element f provided by Corollary 5.8 is transverse to H with respect to the action
of G on C(S). We first show that there is a uniform bound on the diameter of projections of cosets of H to
the axis of f in T (S).
Lemma 6.8. Let G be a non-exceptional mapping class group of a surface S and H ≤ G a convex cocompact
subgroup. There exists a pseudo-Anosov f ∈ G and a constant B = B(f,H) such that diamT (pf (gHx0)) ≤ B
for all g ∈ G.
Proof. Let T (S) be the Teichmu¨ller space of S with the Teichmu¨ller metric, and fix a basepoint x0 ∈ T (S).
The action of G on T (S) is proper [25]. By Corollary 5.8, there exists a pseudo-Anosov f ∈ G such that
Hg ∩ 〈f〉 = {1} for all g ∈ G. Let αf be an axis of f in T (S), and let pf : T (S) → αf be a nearest-point
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projection map, that is, pf (x) = {y ∈ αf | dT (x, y) = dT (x, αf )}. Let ν be a constant so that gHx0 is
ν–quasi-convex in T (S) for all g ∈ G.
By [51], the axis αf is strongly contracting in T (S), that is, there exist constants B′,K such that for
all geodesics γ at distance at least K from αf , we have diamT (pf (γ)) ≤ B′. Thus it suffices to show that
there exists a constant B = B(f,H) such that for all g ∈ G and all x1, x2 ∈ αf with dT (xi, gHx0) ≤ K,
we have dT (x1, x2) ≤ B. Suppose this is not the case. Then for any D, there exists g ∈ G and orbit points
f i1x0, f
i2x0 ∈ αf with dT (f ijx0, gHx0) ≤ K for j = 1, 2, and dT (f i1x0, f i2x0) ≥ D. Let x1, x2 be the
nearest points in gHx0 to f
i1x0, f
i2x0, respectively. By choosing D sufficiently large, we can ensure that the
concatenation γ = [f i1x0, x1] · [x1, x2] · [x2, f i2x0] is a uniform quasi-geodesic with constants depending only
on the quasi-constants of αf . Since αf is strongly contracting, it is Morse [9], and thus there is a constant
K ′ depending only on K and the quasi-constants for αf such that the Hausdorff distance between γ and
αf |[fi1x0,fi2x0] is at most K ′. Moreover, since gHx0 is ν–quasi-convex, the geodesic from x1, x2 is contained
in the ν–neighborhood of gHx0. Therefore, for every i1 ≤ i ≤ i2, we have dT (f ix0, gHx0) ≤ K ′ + ν. Let
ghix0 ∈ gHx0 be the nearest point in gHx0 to f ix0, so that dT (x0, f−ighix0) ≤ K + ν for all i. Since
the action of G on T (S) is proper and D can be arbitrarily large, it follows that for some i 6= j, we have
f−ighi = f−jghj . Thus f j−i = ghjh−1i g
−1, which contradicts the fact that Hg ∩ 〈f〉 = {1}.
Proposition 6.9. Let G be a non-exceptional mapping class group of a surface S and H ≤ G a convex
cocompact subgroup. There exists a pseudo-Anosov f ∈ G such that f is transverse to H with respect to the
action of G on the curve graph of S.
Proof. Before proceeding, we fix the constants that will be used in the rest of the proof. Fix ε > 0, and let
C,D be the constants provided by Theorem 6.7.
There is a Lipschitz map ϕ : T (S) → C(S) [42]; we call the image of a geodesic under ϕ the shadow of
the geodesic. By [43, Lemma 3.3] (see also [56, Theorem B]), the shadow of any Teichmu¨ller geodesic is an
(unparametrized) (a, b)–quasi-geodesic, where a and b depend only on the surface S. Let σ be the Morse
constant associated to (a, b)–quasi-geodesics in C(S).
Let βf be the shadow in C(S) of αf . Then βf is an (a, b)–quasi-geodesic axis for f in C(S). Every
point of αf can be considered as a point on βf and vice versa. Since C(S) is a hyperbolic space and βf a
quasi-geodesic, there is a coarsely well-defined nearest-point projection map from C(S) to βf . Fix a point
y0 ∈ C(S) and let pi : G→ C(S) be the corresponding orbit map.
Note that the projection of pi(gH) onto βf has size at least diam(βf ∩ NK(gpi(H))) − 4K. Hence, to
show f is transverse to H is suffices to bound the size of these projections. Suppose towards a contradiction
that for every M ≥ 0, there exists an element g ∈ G such that the projection of pi(gH) onto βf in C(S) has
diameter at least M . Fix g ∈ G such that the diameter of the projection of pi(gH) onto βf has diameter at
least 2(C + 4(D + σ)) +B.
z
z2 z1
u
w
≤ D
gHx0
αfw1
T (S) :
(a) In T (S): u is on the Teichmu¨ller geodesic
from z to z2, while the bold interval on αf is
I.
z
pi(gH)
z1 βf
w
z2
uu′ ≤ D
C(S) :
(b) In C(S): the dotted path is the shadow of
the Teichmu¨ller geodesic from z to z2, while
the bold interval on βf is I.
In T (S), let z1, w1 ∈ αf be such that pf (gHx0) ⊆ [z1, w1]. We can assume without loss of generality
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that there exists z2 on βf such that z1 is between z2 and w1, dC(z2, z1) ≥ C + 2(D+ σ), and z2 is contained
in the nearest-point projection of some z ∈ pi(gH).
It follows that there is a subpath I of βf of length at least C such that dC(I, zi) > 2(D + σ) for i = 1, 2.
Since ϕ : T (S) → C(S) is Lipschitz, we have dT (I, zi) > 2(D + σ) for i = 1, 2 and the length of I in T (S)
is at least C. Since αf is contained in the ε–thick part of T (S), it follows from Theorem 6.7 that there is
a point w ∈ I and a point u ∈ [z, z1] ∪ [z, z2] with dT (w, u) ≤ D, where here [z, zi] are geodesics in T (S).
Note that dT (w, zi) > 2(D + σ) for i = 1, 2. If u ∈ [z, z1], then by the triangle inequality, we have
dT (u, z1) > 2(D + σ)−D > D,
which contradicts the fact that pf (z) = z1. Thus u ∈ [z, z2]. See Figure 5a.
The shadow of [z, z2] is an (unparametrized) (a, b)–quasi-geodesic, so there is a point u
′ on a geodesic in
C(S) from z to z2 such that dC(u, u′) ≤ σ. Combining this with the triangle inequality and the fact that ϕ
is Lipschitz gives that dC(u′, βf ) ≤ dC(u′, w) ≤ D + σ. However, since dC(z2, w) > 2(D + σ), it follows from
the triangle inequality that
dC(u′, z2) > 2(D + σ)− (D + σ) > D + σ,
which contradicts the fact that z2 is a nearest-point projection of z onto βf . See Figure 5b.
Therefore, there is a uniform constant B′ depending only on f and H such that for all g, the projection
in C(S) of pi(gH) onto βf has diameter at most B′, and thus f is transverse to H.
Proof of Theorem 1.7. In light of Proposition 6.9, this now follows directly from Theorem 1.1.
6.4 Other applications
In this section, we finish the proof of Corollary 1.3 by applying Theorem 1.1 in various contexts. Note that
parts (1)–(3) of Corollary 1.3 are proved above, so it remains to prove (4)–(7). In addition, we conjecture
some further applications of Theorem 1.1 and finally prove that the subgroup produced by applying Corollary
1.2 to a small subgroup of an acylindrically hyperbolic group is again small (Corollary 6.15).
Out(Fn)
We consider the action of Out(Fn) on the free factor graph FFn, the graph whose vertices are conjugacy
classes of free factors of Fn with edges given by inclusion. This is an infinite diameter hyperbolic graph with
a WPD action of Out(Fn). An element of Out(Fn), acts loxodromically on FFn if and only if it is fully
irreducible [14]. Hence by [55, Theorem 1.1] any subgroup H of Out(Fn) which does not contain a fully
irreducible element acts elliptically on FFn. Therefore, Corollary 1.2 implies Corollary 1.3(4). Note that a
finitely generated subgroup is elliptic if and only if it virtually fixes a free factor of Fn up to conjugacy [31].
Following [30] we call a subgroup H ≤ Out(Fn) convex cocompact if H is quasi-isometrically embedded
in FFn under the orbit map.
Conjecture 6.10. Let H be a convex cocompact subgroup of Out(Fn) where n ≥ 3. Let (µi) be a sequence
of permissible probability distributions on Out(Fn). Then a random subgroup R of Out(Fn)satisfies 〈H,R〉 ∼=
H ∗R and 〈H,R〉 is convex cocompact.
There is a strong analogy between mapping class groups MCG(S) and Out(Fn), in which outer space
cv0(Fn) plays the role of Teichmuller space T (S) and FFn plays the role of the curve graph C(S). Using
this analogy, most of the proof of Theorem 1.7 can be carried over to the Out(Fn)–setting. However, there
is one key tool in the proof of Theorem 1.7 for which we do not have the appropriate Out(Fn)–analogue:
Theorem 6.7.
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Question 6.11. Is there an analogue of Theorem 6.7 which holds in cv0(Fn)?
A positive answer to this question should resolve Conjecture 6.10.
Artin groups
First, let G be a directly indecomposable right-angled Artin group A(Γ). We will assume that Γ does not
split as a join of two subgraphs, or equivalently that A(Γ) does not decompose as a non-trivial direct product.
In this case we consider the action of G on the extension graph Γe of G. Defined by Kim–Koberda, this is an
infinite diameter hyperbolic graph whose vertices are conjugates of generators of G with and edge between
two vertices is the corresponding conjugates of generators commute [38]. Moreover, G acts acylindrically on
Γe [39].
Suppose H ≤ G is conjugate to a subgroup of G whose support is contained in a subjoin of Γ. Then
the star-length ‖h‖∗ of any h ∈ H is uniformly bounded by [39, Lemma 34]. For any vertex v ∈ V (Γe),
dΓe(v, v
h) is coarsely equal to ‖h‖∗, and therefore the orbit Hv has bounded diameter. It follows that H is
elliptic in this action. Therefore, we may apply Corollary 1.2, which proves Corollary 1.3 (5).
By [40], when Γ is connected and not a join a subgroup H of A(Γ) is stable if and only if it quasi-
isometrically embeds into Γe under the orbit map.
Conjecture 6.12. Let H be a stable subgroup of a right-angled Artin group A(Γ), where Γ is connected and
not a join. Let (µi) be a sequence of permissible probability distributions on A(Γ). Then a random subgroup
R of A(Γ) satisfies 〈H,R〉 ∼= H ∗R and 〈H,R〉 is stable in A(Γ).
In order to resolve Conjecture 6.12, it suffices to show that there is an element f ∈ G which is transverse
to H in Γe. For relatively hyperbolic groups and mapping class groups, the element f whose existence was
guaranteed by Theorem 5.1 could be shown to be transverse to the appropriate subgroup. We expect this
to also be the case when G is a right-angled Artin group.
Next suppose A = A(Γ) is an irreducible Artin group of spherical type such that A 6= A1, A2, I2m, and
let Z(A) denote the center of A. We will consider the additional length graph, denoted CAL(A), defined by
Calvez–Wiest [19]. They show that CAL(A) is an infinite diameter hyperbolic graph with a partially WPD
action of A/Z(A) in [19, Theorem A] and [20, Theorems 1.1& 1.3]. A subgroup of A is a parabolic subgroup if
it is conjugate to A(Γ′) for some Γ′ ⊆ Γ. Antolin–Cumplido show in [4, Theorem 2] that if H ≤ A normalizes
a parabolic subgroup, then H acts elliptically on CAL(A). Therefore we may apply Corollary 1.2 to prove
Corollary 1.3 (6).
3–manifold groups
We refer to [11] for the definitions and notation that we use for 3–manifolds and their fundamental groups.
Let M be a closed, orientable, irreducible, non-geometric 3–manifold and N a JSJ-component of M . Let
G = pi1(M) and H be a subgroup of pi1(N). We consider the action of G on the Bass–Serre tree of pi1(M)
associated to the splitting of pi1(M) defined by the JSJ-decomposition of M . This is an infinite diameter
tree with an acylindrical action of pi1(M) by [62, Lemma 2.4] and [50, Lemma 5.2]. Moreover, pi1(N) is the
stabilizer of a vertex under this action, hence H also fixes a vertex. Therefore we may apply Corollary 1.2
to get Corollary 1.3(7). This completes the proof of Corollary 1.3.
Hierarchically hyperbolic groups
We refer to [12, 13, 60] for definitions and background on hierarchically hyperbolic groups. What is relevant
for us is that such groups share many properties with mapping class groups; in particular, a hierarchically
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hyperbolic group G admits an acylindrical action on a hyperbolic metric space X such that a subgroup
H ≤ G is stable in G if and only if it is quasi-isometrically embedded in X under the orbit map [2]. We
conjecture that the natural analogue of Theorem 1.7 also holds in this setting.
Conjecture 6.13. Let G be a hierarchically hyperbolic group, and let H be a stable subgroup of G. Let
(µi) be a sequence of permissible probability distributions on G. Then a random subgroup R of G satisfies
〈H,R〉 ∼= H ∗R and 〈H,R〉 is stable in G.
Note that since right-angled Artin groups are hierarchically hyperbolic, Conjecture 6.13 implies Conjec-
ture 6.12.
Small subgroups
The following notion of a small subgroup of an acylindrically hyperbolic group was introduced in [35].
Definition 6.14. [35, Definition 2.10] Let G be acylindrically hyperbolic. A subgroup H ≤ G is called small
if G has a generating set S such that H ⊂ S, Cay(G,S) is hyperbolic, and the action of G on Cay(G,S) is
non-elementary and acylindrical.
It is easy to see that H is small if and only if G admits a cobounded, acylindrical action on a hyperbolic
metric space X for which H is elliptic. Note that when G is acylindrically hyperbolic it will have many
different cobounded, acylindrical actions on hyperbolic metric spaces [1]. Examples of small subgroups
include all subgroup of G which are not acylindrically hyperbolic, for example all virtually cyclic subgroups
and all finite subgroups, as well as any subgroup which is hyperbolically embedded in G.
The goal of this section is to prove the following corollary of Theorem 1.1.
Corollary 6.15. Let G be an acylindrically hyperbolic group, H a small subgroup of G. Let (µi) be a
sequence of finitely supported probability distributions of full support. Then a random subgroup R will satisfy
〈H,R〉 ∼= H ∗R and 〈H,R〉 is small in G.
The first statement follows immediately from Theorem 1.1; thus it remains to show that 〈H,R〉 is small
in G. We will use a more complicated criteria for a subgroup to be small from [35].
Proposition 6.16 ([35, Proposition 2.12]). Let T ⊂ G and F ≤ G such that F hyperbolically embeds in
G with respect to T . Suppose H is a subgroup of G generated by a set Z such that supz∈Z |z|T < ∞ and
dZ(h1, h2) ≤ KdT∪E(g)(h1, h2) for all h1, h2 ∈ H. Then H is small in G.
Proof of Corollary 6.15. Let H be a small subgroup. Let S be a generating set for G as in Definition 6.14. Let
g be an element of G which acts loxodromically on Cay(G,S). By [34, Corollary 3.17], E(g) hyperbolically
embeds in G with respect to S. By [55, Theorem 5.4], we get that there is a generating set T such that
S ⊆ T , Cay(G,T ∪ E(g)) is hyperbolic, and the action of G on Cay(G,T ∪ E(g)) is non-elementary and
acylindrical.
Note that if the image of H in G/E(G) is small, then H will be small in G. Hence we can assume that
E(G) = {1}.
Now let w1,..., wk be random walks in G with respect to µ1,...,µk respectively and let R = 〈w1, ..., wk〉.
Let Z = H ∪ {w1, ..., wk}. Since H ⊆ S ⊆ T , clearly supz∈Z |z|T < ∞. By Theorem 3.2 with X =
Cay(G,T ∪ E(g)), we have that for all h ∈ 〈H,R〉
|h|Z ≤ 8|h|T∪E(g) + c ≤ (8 + c)|h|T∪E(g).
Therefore, Proposition 6.16 implies that 〈H,R〉 is small in G.
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