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su(3) gauge groups. The magnetic part of the gauge field forms a condensate close to
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the same Hawking temperature and electric charge. We find that the hairy black holes
have lower free energy. We present evidence that there is a phase transition at a critical
temperature, above which the only solutions are embedded RN-AdS black holes. At the
critical temperature, an RN-AdS black hole can decay into a hairy black hole, and it
is thermodynamically favourable to do so. Working in the probe limit, we compute the
frequency-dependent conductivity, and find that enlarging the gauge group from su(2) to
su(3) eliminates a divergence in the conductivity at nonzero frequency.
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1 Introduction
Classical hairy black hole solutions of the Einstein-Yang-Mills (EYM) equations have many
interesting properties (see, for example, [1–4] for some reviews). In four-dimensional asymp-
totically flat space-time, with gauge group su(2), nontrivial hairy black holes must have
a purely magnetic gauge field configuration [5, 6] which is described by a single function
ω. Numerical solutions of the asymptotically flat su(2) EYM equations representing hairy
black holes are parameterized by the event horizon radius and the number of zeros of ω [7–
10]. These black holes are “hairy” in the sense that the metric is not Schwarzschild near the
horizon. At infinity, the metric approaches that of Schwarzchild space-time and the EYM
black holes possess no charges to distinguish them from Schwarzchild black holes. Since the
discovery of the su(2) EYM black holes [7–10], an extensive literature on asymptotically
flat black hole solutions of the EYM equations and various related matter models has de-
veloped [1]. For instance, the gauge group can be enlarged to su(N) [11–16], in which case
purely magnetic configurations are described by N − 1 gauge field functions ωj. However,
one important property of all the purely magnetic, asymptotically flat, four-dimensional,
EYM black holes is that they are dynamically unstable under small perturbations of the
metric and gauge field [17–23].
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Inspired by the AdS/CFT (anti-de Sitter space/conformal field theory) correspondence
[24–27], black holes with non-Abelian gauge field hair in four-dimensional asymptotically
AdS space-times have also been extensively studied [2, 3], both for gauge group su(2)
[28–30] and the larger su(N) gauge group [31–34]. In contrast with their asymptotically
flat counterparts, there exist su(2) purely magnetic hairy black holes for which the single
gauge field function ω has no zeros [28–30]. These nodeless black holes exist when the
magnitude of the cosmological constant is sufficiently large (equivalently, the AdS radius
of curvature is sufficiently small) and are particularly interesting because at least some
of them are dynamically stable, that is, linearized mode perturbations of the metric and
gauge field do not grow exponentially with time [28–30, 35, 36]. The thermodynamics of
these hairy black holes is studied in [37–40]. A detailed systematic study [40] revealed that
while spherically symmetric embedded Abelian Reissner-Nordstro¨m-AdS (RN-AdS) black
holes are thermodynamically unstable to the formation of non-Abelian gauge field hair,
nonetheless the hairy black holes are globally thermodynamically unstable. There are also
purely magnetic su(N) hairy black holes for which all of the N − 1 magnetic gauge field
functions ωj have no zeros [33]. If the AdS radius of curvature is sufficiently small, it can
be proven that at least some of these nodeless hairy black holes are dynamically stable [34].
In four-dimensional asymptotically AdS space-time, unlike the situation in asymptot-
ically flat space-time, dyonic EYM black holes exist [29, 30, 41, 42] as well as the purely
magnetic black holes discussed above. In this case the gauge field has a nontrivial electric
part as well as a magnetic part. With gauge group su(2), the existence of dynamically
stable dyonic hairy black holes has recently been proven [43]. For the larger gauge group
su(N), numerical solutions of the EYM equations representing dyonic black holes have
been found [42], and it has been proven that, for sufficiently small AdS radius of curvature,
there exist hairy black holes for which the N − 1 magnetic gauge field functions ωj are all
nodeless [44]. It is likely that at least some of these nodeless dyonic su(N) black holes are
dynamically stable, but this remains to be proven.
The discussion thus far has been concerned only with static, spherically symmetric
hairy black holes in four-dimensional EYM theory, either in asymptotically flat or asymp-
totically AdS space-time (EYM black holes with gauge field hair also exist in higher-
dimensional space-times - see the review [45] for details and references - but we shall only
consider four-dimensional black holes in this paper). In four-dimensional asymptotically
AdS space-time, it is well-known that static electrovacuum black holes do not need to have
spherical event horizon topology [46–55]. Purely magnetic topological hairy black holes
exist in both su(2) [56] and, more generally, su(N) [57, 58] EYM theory in AdS. With
gauge group su(2), all topological black holes are dynamically stable and the single gauge
field function ω has no zeros [56]. For the larger su(N) gauge group (with N > 2), the
existence of nodeless topological black holes has been proven [57], at least some of which
are dynamically stable [59]. However, the phase space of purely magnetic topological black
hole solutions is more complicated for the larger gauge group, and in particular it is possible
for the magnetic gauge field functions to have zeros [58].
The study of EYM black holes in AdS received fresh impetus in the context of holo-
graphic superconductors (see [60–69] for reviews of various aspects of holographic supercon-
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ductors). In the seminal paper [70], four-dimensional dyonic EYM black holes with planar
event horizons and gauge group su(2) are studied. The electric part of the gauge field is
described by a single function, and the magnetic part again by a single function ω. Unlike
the purely magnetic case, for a dyonic gauge field configuration the magnetic gauge field
function ω can have zeros. This is crucial, since the solutions of particular interest for de-
scribing holographic superconductors are those for which ω vanishes on the AdS boundary.
When this happens, the magnetic part of the non-Abelian gauge field forms a condensate
in a neighbourhood of the planar event horizon. In [70] it is shown that this happens when
the black hole temperature is below a certain critical temperature TC . By computing the
difference in free energy between an EYM black hole with a nontrivial condensate and an
embedded planar RN-AdS black hole with the same temperature and electric charge, in [70]
it is shown that the EYM black holes are thermodynamically favoured over the RN-AdS
black holes. If (x, y) are the coordinates describing the planar event horizon, the ansatz
for the gauge potential in [70] has nonzero components in both the x and y directions,
and corresponds to a model of a p + ip-wave superconductor [71, 72]. Modelling p-wave
superconductors with four-dimensional EYM black holes was initiated in [71], where the
probe limit was considered (that is, the back-reaction of the gauge field on the space-time
geometry was ignored). The gauge potential ansatz in this case has no component in the
y-direction of the planar event horizon. The gauge field is again described by two functions,
one magnetic (ω) and one electric. As in the p+ ip case, the solutions of interest are those
for which the magnetic gauge field function ω forms a condensate close to the planar event
horizon, and vanishes on the AdS boundary.
In [71] the frequency-dependent conductivities σxx and σyy (in the x and y-directions
respectively) were calculated in the probe limit from perturbations of the non-Abelian
gauge field. Both tend to constants for large frequencies, but exhibit different behaviour
for lower frequencies. The conductivity in the x-direction, σxx, has a pole in its imaginary
part at a nonzero frequency (and the real part has a delta-function singularity at that value
of the frequency). The conductivity in the y-direction, σyy, shows gapped behaviour, its
real part being very small for small frequency, rising rapidly to its large-frequency value.
In [71], some of the quasi-normal modes perturbing the black holes are also considered; this
analysis suggests that the p + ip-wave configurations are dynamically unstable, while the
p-wave configurations are dynamically stable. The conductivity of the p+ip-wave solutions
in the probe limit is studied in [73]; the pole in the imaginary part at nonzero frequency
persists. There is also a pole in the imaginary part at zero frequency, corresponding to
infinite DC conductivity. A finite DC conductivity can be obtained in the probe limit using
a non-Abelian gauge transformation [74].
There is now a large literature on EYM black holes with superconducting horizons (see
for example [69] for a recent review and a more complete list of references than we give
here). Considering four-dimensional planar EYM black holes with gauge group su(2), the
probe limit was further explored in papers including [73, 75–78], while the back-reaction of
the gauge field on the black hole geometry is included in, for example, [72, 74, 79, 80]. As-
pects of holographic superconductors that have been studied in this model include fermion
correlators [80], analytic approximations for the critical temperature [75], conductivity
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[73, 74, 79], thermodynamic phase diagrams [72, 74, 80], superconducting coherence length
[77], hydrodynamic modes [76] and fermionic spectral functions [81]. Higher-dimensional
EYM black holes with superconducting horizons have also been studied, see, for example,
[74, 82–87].
In the literature discussed above, a single degree of freedom (given by the function ω)
in the magnetic part of the non-Abelian gauge field breaks an Abelian symmetry when the
condensate is present. In this paper we explore the consequences of having more degrees
of freedom breaking the Abelian symmetry. Working in four space-time dimensions, we
consider the EYM model with gauge group su(N), and study planar AdS black holes with
dyonic gauge field configurations. Our solutions generalize those in [58] (where the gauge
field is purely magnetic) and [42] (where spherically symmetric dyonic solutions are con-
structed). As well as exploring the space of planar black hole solutions with a magnetic
condensate, we focus on two aspects of holographic superconductors in this model, consid-
ering the effect of the larger gauge group on the free energy (and hence the thermodynamic
stability of RN-AdS black holes with the same temperature and total electric charge) and
the frequency-dependent conductivity. Given the complexity of the fully coupled EYM
field equations, we focus on the su(2) and su(3) gauge groups, comparing the properties
of the planar dyonic EYM black holes in these two cases. We generalize both the p-wave
and p+ ip-wave ansatze for the non-Abelian gauge field. However, it turns out (see section
2.3) that in the generalized p-wave case only embedded su(2) solutions exist; there are no
nontrivial su(N) solutions. Accordingly, we focus on the generalized p + ip-wave model,
for which genuinely su(N) planar EYM black holes can be found.
The outline of this paper is as follows. In section 2 we introduce the action for our
su(N) EYM model, gauge field and metric ansatze, and the field equations governing planar
black holes. Numerical solutions of the su(2) and su(3) field equations representing planar
black holes with a non-Abelian gauge field condensate are presented in section 3. Following
[88], we define non-Abelian charges for these black holes and compute their free energy.
We study the difference in free energy between the non-Abelian EYM black holes and
the embedded planar RN-AdS black holes having the same total charge. We also study
the critical temperature below which nontrivial EYM black holes exist. To this point
in the paper the system is fully back-reacting. In section 4 we ignore the back-reaction
and work in the probe limit, studying oscillating non-Abelian gauge field perturbations
of the embedded planar RN-AdS black holes. From these perturbations we compute the
frequency-dependent conductivities for su(2) and su(3) gauge groups. Our conclusions are
presented in section 5.
2 General formalism
In this section we present the field equations for su(N) EYM in AdS, together with our
metric and gauge field ansatze, generalizing both the isotropic (p+ip-wave, ansatz I in [87])
and anisotropic (p-wave, ansatz II in [87]) ansatze for gauge group su(2). Since our form of
the gauge field is different from that considered for planar su(N) EYM black holes in [44],
we explicitly check that our isotropic ansatz satisfies the required symmetry equations and
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hence is invariant under rotations in the plane. From the field equations, we show that
only the generalized isotropic ansatz has nontrivial su(N) solutions. We also discuss some
trivial solutions and the scaling symmetries possessed by the field equations.
2.1 Action and metric ansatz
We consider four-dimensional su(N) EYM theory with a negative cosmological constant
Λ, described by the action
S =
∫
d4x
√−g
[
1
16πG
(R− 2Λ)− 1
4
TrFµνF
µν
]
, (2.1)
where the metric has determinant −g, the quantity R is the Ricci scalar, Fµν is the non-
Abelian field strength tensor and Tr denotes a Lie algebra trace. The field strength tensor
Fµν is given in terms of the non-Abelian gauge field potential Aµ by
Fµν = ∂µAν − ∂νAµ + g [Aµ, Aν ] , (2.2)
where g is the gauge coupling constant. The limit of large YM gauge coupling g corresponds
to the probe limit considered in, for example, [71, 73, 76], where the back-reaction of the
non-Abelian gauge field on the space-time geometry is ignored. The AdS radius of curvature
ℓ is given in terms of the cosmological constant Λ by
ℓ =
√
−Λ
3
. (2.3)
Varying the action (2.1) gives the field equations
Rµν − 1
2
Rgµν + Λgµν = 8πGTµν , (2.4a)
DµFν
µ = ∇µFνµ + g [Aµ,Fνµ] = 0, (2.4b)
where Rµν is the Ricci tensor and the stress-energy tensor Tµν is given by
Tµν = g
αβTrFµαFνβ − 1
4
gµνTrFαβF
αβ. (2.5)
Following [87], we start with a general metric ansatz describing a planar black hole
ds2 = −σ2µdt2 + r2f2dx2 + r
2
f2
dy2 + µ−1dr2, (2.6)
where the metric functions σ = σ(r), µ = µ(r) and f = f(r) depend on the coordinate r
only. The coordinate r is a radial coordinate, the planar event horizon will be located at
r = rh and we have r → ∞ as the AdS boundary is approached. The planar coordinates
(x, y) describe surfaces parallel to the horizon. It is convenient to further define a metric
function m(r) by
µ(r) = −2m(r)
r
− Λr
2
3
. (2.7)
The functions σ(r), µ(r) and f(r) will be determined by the field equations. If, however, we
set f(r) ≡ 1, the line element (2.6) possesses a u(1) symmetry, corresponding to rotations
in the (x, y)-plane.
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2.2 Gauge field ansatz
In [87], two different ansatze are used for the higher-dimensional gauge field potential. For
a four-dimensional space-time, the ansatze of [87] give two ansatze for an su(2) gauge field.
We generalize both of these to the larger gauge group su(N) by taking the gauge field
potential A to have the form
gA = gAµdx
µ = A dt+ i
2
(
C + CH
)
dx+
ζ
2
(
C − CH) dy, (2.8)
where ζ is a constant equal to either zero or unity, A and C are N ×N matrices depending
only on the radial coordinate r, and CH is the Hermitian conjugate of C. If we set the
constant ζ = 1, then the ansatz (2.8) is a generalization of ansatz I of [87], and generalizes
the isotropic p+ ip-wave superconductor model considered in, for example, [70, 72, 73, 78].
On the other hand, the generalization of ansatz II of [87] is achieved by setting ζ = 0 and
generalizes the anisotropic p-wave superconductor model (see, for example, [71, 72, 74–80]).
If ζ = 1 then the metric function f(r) ≡ 1 (2.6), but if ζ = 0 then f(r) is determined by
the field equations.
The electric part of the gauge potential (2.8) is given by
A = −
N−1∑
p=1
hp(r)Hp, (2.9)
where the N − 1 scalar functions hp(r) depend on the radial coordinate r only and the
matrices Hp, p = 1, . . . , N − 1 are generators of the Cartan subalgebra of su(N), defined
in a similar way to [89] but with different normalization [42]
[Hp]j,k =
i√
2p (p+ 1)

pδj,p+1δk,p+1 − p∑
q=1
δj,qδk,q

 , (2.10)
where δj,k is the Kronecker delta. The magnetic part of the gauge potential (2.8) is de-
termined by the upper-triangular matrix C, which has nonzero entries only immediately
above the diagonal:
Cj,j+1 = ωj(r), j = 1, . . . , N − 1, (2.11)
where the N − 1 scalar functions ωj(r) depend on the radial coordinate r only. We can
expand C + CH and C − CH in terms of generators of the su(N) Lie algebra as follows:
C + CH = 2i
N−1∑
m=1
ωm(r)Fm, C − CH = −2
N−1∑
m=1
ωm(r)Gm, (2.12)
where the N ×N matrices Fm and Gm are given by
[Fm]j,k = −
i
2
(δj,m+1δk,m + δj,mδk,m+1) , [Gm]j,k =
1
2
(δj,m+1δk,m − δj,mδk,m+1) .
(2.13)
If ζ = 0, the symmetries of the metric (2.6) impose no additional constraints on the
gauge potential ansatz (2.8), since we have already assumed that ∂tA = ∂xA = ∂yA = 0.
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However, if ζ = 1, and f(r) ≡ 1, the line element (2.6) has a u(1) symmetry associated
with rotations in the (x, y)-plane. Since all physical quantities must be gauge-invariant,
physical quantities calculated from the gauge potential (2.8) will be invariant under these
u(1) rotations if the effect of an infinitesimal space-time symmetry transformation on the
gauge potential is equivalent to an infinitesimal gauge transformation [90] (see also [91, 92]).
For a general space-time symmetry, this requirement leads to a set of symmetry equations
on the gauge potential ansatz which must be satisfied for the ansatz to be valid [90]. We
now derive the symmetry equations for the u(1) rotations when f(r) ≡ 1, to verify that
our ansatz (2.8) with ζ = 1 is valid.
Under an infinitesimal coordinate transformation xµ → xµ + ǫξµ, the gauge potential
transforms as [90]
Aµ → Aµ + ǫ (∂µξν)Aν + ǫξν (∂νAµ) +O(ǫ2). (2.14)
For infinitesimal rotations in the (x, y) plane, we have
ξµ = (0,−y, x, 0) , (2.15)
giving
Aµ → Aµ + ǫ [(∂µx)Ay − (∂µy)Ax + x (∂yAµ)− y (∂xAµ)] +O(ǫ2). (2.16)
Applying an infinitesimal gauge transformation to the gauge potential gives
Aµ → Aµ + ǫ (∂µW − [Aµ,W ]) , (2.17)
whereW is an element of the su(N) Lie algebra. Comparing (2.16, 2.17) gives a set of four
symmetry equations which must hold if an infinitesimal rotation in the (x, y)-plane is to
be equivalent to a gauge transformation:
∂tW − [At,W ] = x (∂yAt)− y (∂xAt) , (2.18a)
∂xW − [Ax,W ] = Ay + x (∂yAx)− y (∂xAx) , (2.18b)
∂yW − [Ay,W ] = −Ax + x (∂yAy)− y (∂xAy) , (2.18c)
∂rW − [Ar,W ] = x (∂yAr)− y (∂xAr) . (2.18d)
Our ansatz (2.8) is valid only if we can find some W in the Lie algebra satisfying the
equations (2.18).
To this end, consider
W =
N−1∑
p=1
Hp
√
p (p+ 1)
2
, (2.19)
where the matrices Hp lie in the Cartan subalgebra and are given by (2.10). From our
gauge potential ansatz (2.8), we automatically have ∂tAµ = ∂xAµ = ∂yAµ = 0 for all µ
since Aµ depends only on the radial coordinate r. We also have ∂tW = 0 = ∂rW since
W (2.19) does not depend on t or r, and furthermore [At,W ] = 0 = [Ar,W ] since both
W and At are in the Cartan subalgebra and Ar = 0. Therefore, with this choice of W ,
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equations (2.18a, 2.18d) are satisfied automatically. The two remaining equations (2.18b,
2.18c) become
[Ax,W ] = −Ay, [Ay,W ] = Ax. (2.20)
To verify that these equations hold, we require the following commutation relations between
the Lie algebra generators (2.10, 2.13):
[Fk,Hp] =
1√
2k
Gk
(
δp,k−1
√
k − 1− δp,k
√
k + 1
)
,
[Gk,Hp] =
1√
2k
Fk
(
δp,k
√
k + 1− δp,k−1
√
k − 1
)
. (2.21)
Using these commutators, we find:
[Ax,W ] = − 1
2g

N−1∑
m=1
ωmFm,
N−1∑
p=1
Hp
√
2p (p+ 1)

 = 1
g
N−1∑
k=1
ωkGk = −Ay,
[Ay,W ] = − 1
2g

N−1∑
m=1
ωmGm,
N−1∑
p=1
Hp
√
2p (p+ 1)

 = −1
g
N−1∑
k=1
ωkFk = Ax, (2.22)
as required. Therefore our ansatz (2.8) with ζ = 1 is compatible with rotations in the
(x, y)-plane.
If we set ωk ≡ 0 for all k, then we have an embedded planar RN-AdS black hole with
an Abelian u(1)N−1 gauge field configuration given by the functions hk, which in this case
are independent (see section 2.4). Both ansatze (2.8) break this Abelian symmetry when
at least one of the magnetic gauge field functions ωk is nontrivial. If ζ = 1, the additional
u(1) rotational symmetry in the (x, y)-plane is preserved even when the gauge field has a
nontrivial magnetic part, but if ζ = 0 then the presence of nonzero ωk also breaks this
rotational symmetry. We close this subsection by noting that our ansatz (2.8) is not the
same as that considered in [44] for planar su(N) EYM black holes, due to our using a
difference coordinate system, and also a different matrix basis for the electric part of the
gauge field (2.9).
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2.3 Field equations and boundary conditions
Using the ansatz (2.8) for the gauge potential and the metric ansatz (2.6), the Einstein
equations (2.4a) take the form (see [93] for a detailed derivation):
m′ =
µr2f ′2
2f2
+ α2
N−1∑
k=1

 ω
2
k
2σ2µ
(√
k + 1
2k
hk −
√
k − 1
2k
hk−1
)2(
1
f2
+ ζ2f2
)

+α2
N−1∑
k=1

r
2h′2k
2σ2
+
µω′2k
2
(
1
f2
+ ζ2f2
)
+
k(k + 1)ζ2
4r2
(
ω2k
k
− ω
2
k+1
k + 1
)2
 , (2.23a)
σ′ =
rσf ′2
f2
+ α2
N−1∑
k=1

 ω
2
k
2σµ2r
(√
k + 1
2k
hk −
√
k − 1
2k
hk−1
)2(
1
f2
+ ζ2f2
)

+α2
N−1∑
k=1
{
σω′2k
r
(
1
f2
+ ζ2f2
)}
, (2.23b)
f ′′ = α2
(
1
f2
− ζ2f2
)N−1∑
k=1
{
2ω2kh
2
k
k(k + 1)σ2µ2r2
− ω
′2
k
r2
}
− f ′
(
σ′
σ
+
µ′
µ
+
2
r
− f
′
f
)
,
(2.23c)
and the Yang-Mills equations (2.4b) are (again, derived in [93])
h′′k = h
′
k
(
σ′
σ
− 2
r
)
+
√
k(k + 1)
2µr2
ω2k
k
(√
k + 1
k
hk −
√
k − 1
k
hk−1
)(
1
f2
+ ζ2f2
)
+
√
k(k + 1)
2µr2
ω2k+1
k + 1
(√
k
k + 1
hk −
√
k + 2
k + 1
hk+1
)(
1
f2
+ ζ2f2
)
, (2.23d)
0 = ω′′k + ω
′
k
(
σ′
σ
+
µ′
µ
− 2f
′
f
)
+
ωk
σ2µ2
(√
k + 1
2k
hk −
√
k − 1
2k
hk−1
)2
+
ζ2f2ωk
2µr2
(
ω2k−1 − 2ω2k + ω2k+1
)
, (2.23e)
along with a constraint equation
0 =
(
ωkω
′
k+1 − ωk+1ω′k
)( 1
f2
− ζ2f2
)
, (2.23f)
where we have defined the constant
α2 =
4πG
g2
. (2.24)
In the N = 2 case, the field equations (2.23) reduce to the d = 4 equations in [87],
with ζ = 1 corresponding to ansatz I and ζ = 0 corresponding to ansatz II. The constraint
equation (2.23f) is satisfied trivially in the ζ = 1, f ≡ 1 case. If ζ = 0, the constraint
equation (2.23f) implies that, if the functions ωk are nonzero, then they are all scalar
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multiples of each other. Then, to obtain a consistent set of equations for the ωk, it must
be the case that the electric gauge field functions hk are also scalar multiples of each other.
This gives an embedded su(2) solution, see section 2.4.
The field equations (2.23) are singular at the black hole event horizon r = rh, where
µ(rh) = 0 and as r →∞. We therefore need to derive suitable boundary conditions on the
field variables in neighbourhoods of these singular points. In this paper we consider only
nonextremal black holes with nonzero surface gravity and Hawking temperature, for which
we require that
µ′(rh) = −Λrh − 2m
′(rh)
rh
> 0, (2.25)
and hence m′(rh) < −Λr2h. In order for physical quantities to be regular at the event
horizon, it must be the case that hk(rh) = 0. We assume that all field variables have
regular Taylor series expansions in a neighbourhood of the horizon. We then find
m(r) =
r3h
2ℓ2
+m′(rh)(r − rh) +O(r − rh)2,
f(r) = f(rh) +O(r − rh)2,
σ(r) = σ(rh) + σ
′(rh)(r − rh) +O(r − rh)2,
hk(r) = h
′
k(rh)(r − rh) +O(r − rh)2,
ωk(r) = ωk(rh) + ω
′
k(rh)(r − rh) +O(r − rh)2, (2.26)
where
ω′k(rh) =
ζ2ℓ2f(rh)
2ωk(rh)
[
2ωk(rh)
2 − ωk−1(rh)2 − ωk+1(rh)2
]
2r2h [3rh − 2m′(rh)ℓ2]
,
m′(rh) = α
2
N−1∑
k=1
{
r2hh
′2
k
2σ(rh)2
+
k(k + 1)ζ2
4r2h
(
ωk(rh)
2
k
− ωk+1(rh)
2
k + 1
)2}
,
σ′(rh) = α
2
[
1
f(rh)
+ ζ2f(rh)
2
]N−1∑
k=1
[
2ωk(rh)
2h′k(rh)
2rhℓ
4
k(k + 1)σ(rh)
(
3r2h − 2m′(rh)ℓ2
)2 + σ(rh)ω′k(rh)2rh
]
.
(2.27)
Near the horizon, the hairy black holes are parameterized by the 2 (N − 1) constants ωk(rh)
and h′k(rh), together with the event horizon radius rh and AdS radius of curvature ℓ.
Although σ(rh) is a free parameter in the expansions (2.26), in practice it is determined
by the boundary conditions at infinity (see section 3.1).
As r →∞, the metric (2.6) approaches that of pure AdS, so we require f → 1, σ → 1
as r →∞. Assuming that the field variables have regular Taylor series expansions for large
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r, we find
m(r) = m0 − α
2
r
N−1∑
k=1

ω2k,∞ℓ2
2
(√
k + 1
2k
hk,∞ −
√
k − 1
2k
hk−1,∞
)2 (
1 + ζ2
)
−α
2
r
N−1∑
k=1

k(k + 1)ζ2
4
(
ω2k,∞
k
− ω
2
k+1,∞
k + 1
)2
+
h2k,1
2
+
c2k,1
2ℓ2
(
1 + ζ2
)+O( 1
r2
)
,
σ(r) = 1−
(
1 + ζ2
)
4r2
α2
N−1∑
k=1

ℓ4ω2k,∞
(√
k + 1
2k
hk,∞ −
√
k − 1
2k
hk−1,∞
)2
+ c2k,1


+O
(
1
r5
)
,
f(r) = 1 +
f3
r3
+O
(
1
r4
)
,
ωk(r) = ωk,∞ +
ck,1
r
+O
(
1
r2
)
,
hk(r) = hk,∞ +
hk,1
r
+O
(
1
r2
)
, (2.28)
where the constant f3 is unconstrained. As well as f3, m0 and ℓ, the above expansions are
determined by the 4 (N − 1) arbitrary parameters ωk,∞, ck,1, hk,∞ and hk,1. Our primary
interest in this paper is solutions for which ωk,∞ = 0, so that the magnetic part of the non-
Abelian gauge field forms a condensate in a region near the planar event horizon. In the
su(2) case, the constant hk,∞ is then interpreted as the chemical potential of the thermal
state in the dual CFT [70], while the constant ck,1 is an order parameter interpreted as a
component of the boundary current [70] (see section 3.2 for more details).
2.4 Trivial solutions
Closed form solutions of the EYM equations (2.23) cannot easily be found in general, and
numerical analysis is required. However, there are a number of trivial solutions which we
now outline.
First, consider the planar Schwarzschild-AdS black hole with metric
ds2 = −µSdt2 + r2
[
dx2 + dy2
]
+ µ−1S dr
2, (2.29)
where the metric function µS is given by
µS = −2MS
r
− Λr
2
3
, (2.30)
and MS is a constant. This is a solution of the field equations (2.23) on setting σ ≡ 1,
f ≡ 1, and requiring that m′ ≡ 0. We set the electric part of the gauge field to vanish,
hk ≡ 0, and then it must be the case that ω′k ≡ 0 and
N−1∑
k=1
k(k + 1)
(
ω2k
k
− ω
2
k+1
k + 1
)2
= 0. (2.31)
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This is solved by taking
ωk ≡ ±W
√
k (2.32)
whereW is a constant independent of k. In the spherically symmetric case [42], the constant
W is fixed by the field equations, but in the planar case the constant W is arbitrary due
to the scaling symmetries discussed in section 2.5.
The second trivial solution is RN-AdS with metric
ds2 = −µRNdt2 + r2
[
dx2 + dy2
]
+ µ−1RNdr
2, (2.33)
where
µRN = −2MRN
r
+
α2Q2RN
r2
− Λr
2
3
, (2.34)
and the mass MRN and charge QRN are constants. Again we set σ ≡ 1, f ≡ 1, but now
ωk ≡ 0 for all k. Equation (2.23d) then reduces to
h′′k = −
2h′k
r
(2.35)
which has solution
hk,RN (r) = bk − ak
r
, (2.36)
for constants ak and bk. For comparison with the su(N) solutions for which the electric
gauge field functions hk must vanish on the horizon r = rh, it is convenient to choose the
constants ak and bk in (2.36) such that hk,RN (rh) = 0, corresponding to a choice of gauge.
Then we have ak = bkrh = r
2
hh
′
k,RN (rh) and
hk,RN (r) =
(
1− rh
r
)
rhh
′
k,RN (rh). (2.37)
Substituting in (2.23a) and comparing with the derivative m′(r) obtained from (2.34), we
find that the electric charge QRN is given by
Q2RN =
N−1∑
k=1
a2k =
N−1∑
k=1
r4h
[
h′k,RN (rh)
]2
. (2.38)
We can also embed any solution of the su(2) equations into the su(N) field equations
(2.23). To see this, we start by setting
ωk(r) = Akω(r), hk(r) = Bkh(r), (2.39)
where Ak and Bk are constants. Substituting into the Einstein equations (2.23a, 2.23b,
2.23c), we obtain the following constraints on the constants Ak and Bk:
N−1∑
k=1
A2k
(√
k + 1
2k
Bk −
√
k − 1
2k
Bk−1
)2
=
N−1∑
k=1
A2k
=
N−1∑
k=1
B2k =
N−1∑
k=1
k(k + 1)
2
(
A2k
k
− A
2
k+1
k + 1
)2
, (2.40a)
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while in order to obtain consistent equations for hk and ωk from the Yang-Mills equations
(2.23d, 2.23e) we require
1 =
(√
k + 1
2k
Bk −
√
k − 1
2k
Bk−1
)2
=
2A2k − A2k+1 − A2k−1
2
=
√
k
2 (k + 1)
A2k+1
(√
k
2(k + 1)
−
√
k + 2
2(k + 1)
Bk+1
Bk
)
+
√
(k + 1)
2k
A2k
(√
k + 1
2k
−
√
k − 1
2k
Bk−1
Bk
)
. (2.40b)
We can solve (2.40) by taking [42]
Ak =
√
k (N − k), Bk =
√
1
2
k (k + 1). (2.41)
We now define rescaled variables as follows [42]
R = λ−1N r, m˜ = λ
−1
N m, h˜ = λNh, Λ˜ = λ
2
NΛ, (2.42)
where ω, f , µ, σ and α are unchanged, and
λ2N =
N−1∑
k=1
A2k =
N−1∑
k=1
B2k =
1
6
N(N2 − 1). (2.43)
The static field equations (2.23) then reduce to
dm˜
dR
=
µR2
2f2
(
df
dR
)2
+ α2


(
1
f2
+ ζ2f2
)[
ω2h˜2
2σ2µ
+
µ
2
(
dw
dR
)2]
+
R2
2σ2
(
dh˜
dR
)2
ζ2ω4
2R2

 ,
dσ
dR
=
Rσ
f2
(
df
dR
)2
+ α2
(
1
f2
+ ζ2f2
)[
ω2h˜2
2Rσµ2
+
σ
R
(
dω
dR
)2]
,
d2f
dR2
= α2
(
1
f2
− ζ2f2
){
ω2h2
σ2µ2R2
− 1
R2
(
dω
dR
)2}
− df
dR
(
1
σ
dσ
dR
+
1
µ
dµ
dR
+
2
R
− 1
f
df
dR
)
,
d2h˜
dR2
=
dh˜
dR
(
1
σ
dσ
dR
− 2
R
)
+
h˜ω2
µR2
(
1
f2
+ ζ2f2
)
,
0 =
d2ω
dR
+
dω
dR
(
1
σ
dσ
dR
+
1
µ
dµ
dR
− 2
f
df
dR
)
+
ω
µ
(
h˜2
σ2µ
− ζ
2ω2f2
R2
)
, (2.44)
which are precisely the su(2) field equations in terms of the new variables (2.42). We note
that the constants (2.41) are not the same as those used in [44] to embed planar su(2)
EYM black holes into su(N) EYM; this is because our gauge field ansatz (2.8) differs from
that in [44].
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2.5 Scaling symmetries
The static EYM field equations (2.23) possess several scaling symmetries which can be
used to reduce the number of parameters. First, the field equations (2.23) are invariant
under the transformation
r → λr, m→ λm, ℓ→ λℓ, hk → λ−1hk, α→ λα, (2.45)
with σ, f and ωk unchanged. Hence by transforming the variables using λ = α
−1 we can
effectively set α = 1 in (2.24).
The second transformation under which the field equations (2.23) remain invariant is
r→ λr, ωk → λωk, hk → λhk, m→ λ3m, (2.46)
with ℓ, σ and f unchanged. Under the transformation (2.46), we have µ → λ2µ. By
setting λ = r−1h , we can use the transformation (2.46) to set the event horizon radius
rh = 1 without loss of generality.
We then have two remaining symmetries, the first of which is
hk → λhk, σ → λσ, (2.47)
(with all other variables unchanged) which can be used to set σ(∞) = 1 by taking λ =
σ(∞)−1, and the second of which is ωk → −ωk (for each k independently), which means
that we can restrict attention to ωk(rh) > 0 without loss of generality.
3 Planar su(N) EYM black holes
In this section we present numerical black hole solutions of the static field equations (2.23).
For the remainder of this paper, we set ζ = 1 in (2.8) (and hence the metric function f ≡ 1
in (2.6)), since there are no genuinely su(N) solutions in the ζ = 0 case, only embedded
su(2) solutions. We use the scaling symmetry (2.45) to set α = 1 and (2.46) to set the
event horizon radius rh = 1 without loss of generality. Given the complexity of the field
equations (2.23), we focus on the N = 2 and N = 3 cases. In this section we consider the
fully coupled EYM system, including the back-reaction of the non-Abelian gauge field on
the space-time metric. Planar EYM black holes with gauge group su(2) and ζ = 1 have
been previously studied in, for example, [70, 72]. We compare the new su(3) solutions
presented here with the properties of those su(2) solutions.
3.1 Numerical solutions
To solve the field equations (2.23) numerically, we used a Bulirsch-Stoer algorithm in C++
[94]. Since the field equations are singular at the event horizon, we start integrating at
r − rh ∼ 10−7, using the expansions (2.26) as initial conditions. We integrate outwards
until the field variables have converged to within a suitable tolerance. We require σ(∞) = 1
for the space-time to be asymptotically AdS, but numerically it is easier to take σ(rh) = 1,
which in general means that σ(∞) 6= 1. We then use the rescaling (2.47) with λ = σ(∞)−1
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after we have performed the integration, so that the rescaled variables satisfy the correct
boundary conditions as r → ∞. The static solutions are then given in terms of the
parameters h′k(rh), ωk(rh) and the cosmological constant Λ (or, equivalently, the AdS
radius of curvature ℓ (2.3)).
In the su(2) case, it is straightforward to show that the electric gauge field function
h(r) is monotonic and is nonzero outside the event horizon; the proof is identical to that
in [42] for the spherically symmetric case. For larger gauge group, defining new quantities
Ek(r) as follows [42]:
Ek(r) =
√
k + 1
2k
hk(r)−
√
k − 1
2k
hk−1(r), (3.1)
then it can be proven [44] that the Ek are monotonic functions which are zero only on
the event horizon. In our numerical work we found that the electric gauge field functions
hk(r) are also monotonic for all the solutions investigated, but we were unable to prove
that this is a general result. However, since the Ek electric gauge field functions have no
zeros, we therefore label our solutions by nk, the number of zeros of the magnetic gauge
field function ωk.
In figure 1 we show the solution spaces for su(2) black holes with cosmological constant
Λ = −0.6 (top plot) and Λ = −0.3 (lower plot). With Λ fixed, the black hole solutions
are parameterized by ω(rh) and h
′(rh), which are the axes in the plots in figure 1. The
solution spaces in figure 1 are colour-coded by the number of zeros n of the single magnetic
gauge field function ω(r). In each plot there is a red region denoted “no solution”, where
the condition (2.25) for a nonextremal event horizon is satisfied, but we do not find black
hole solutions. Unlike the situation for purely magnetic planar su(2) black holes, where
ω(r) must have no zeros [56], in the dyonic case we find solutions for which ω(r) has one or
more zeros. We focus on those solutions where the magnetic gauge field function ω(r)→ 0
as r → ∞, which lie on the boundary of the blue n = 1 and green n = 0 regions in each
plot in figure 1. When Λ = −0.3, there are also solutions where ω(r) → 0 as r → ∞ on
the boundary of the black n = 2 and blue n = 1 regions. However, for these solutions
ω(r) has a zero between the event horizon and infinity, and therefore these solutions are
excited states relative to the nodeless solutions. For the rest of this paper, we focus our
attention on solutions for which ω(r) has no zeros but vanishes as r→∞, so that it forms
a condensate in a region close to the planar event horizon.
We find that solutions where ω → 0 as r →∞ only exist if |Λ| is not too large. Indeed,
it has been proven [44] that for |Λ| sufficiently large, it must be the case that ω(r) has no
zeros (and is nonzero at infinity). To find the solutions for which ω → 0 as r →∞, we use
the GSL root-finding algorithm [95]. For fixed Λ (with |Λ| sufficiently small), there is a
continuous range of values of ω(rh) which give solutions for which ω(r)→ 0 as r →∞, and
for each such ω(rh) we find a unique value of h
′(rh) such that ω(∞) = 0. A typical su(2)
solution is shown in figure 2, for Λ = −0.03 and ω(rh) = 0.1. The magnetic gauge field
function ω(r) is increasing close to the horizon, then has a maximum before decreasing to
zero at infinity. The electric gauge field function h(r) is monotonically increasing from zero
at the horizon to its asymptotic value. To show the metric functions m(r) and σ(r) clearly
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Figure 1. Solution spaces for su(2) planar black holes with Λ = −0.6 (top) and Λ = −0.3 (bottom),
colour-coded by n, the number of zeros of the gauge field function ω(r). The red “no solution”
region is where the condition (2.25) for a nonextremal event horizon is satisfied, but we do not find
black hole solutions. We are interested in solutions for which ω(r) has no zeros, and ω(r) → 0 as
r →∞. These solutions lie on the boundary between the green n = 0 and blue n = 1 regions.
on the same figure, we have scaled them, plotting 10m(r) and σ(r)/20. From figure 2 we
see that m(r) takes small values and is monotonically increasing. On the other hand σ(r)
takes larger values, but varies very little between the event horizon and infinity.
In figure 3 we show the solution spaces for su(3) planar black hole solutions with
Λ = −0.1 (top plot) and Λ = −0.03 (lower plot). With Λ fixed, there are four parameters
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Figure 2. Typical su(2) planar black hole with Λ = −0.03, ω(rh) = 0.1. The value of h′(rh) has
been fixed by the requirement that ω(r)→ 0 as r →∞.
describing the black holes: ω1(rh), ω2(rh), h
′
1(rh) and h
′
2(rh). To produce two-dimensional
plots, in figure 3 we have fixed ω1(rh) = 0.1 = ω2(rh). Similar diagrams are found for other
values of ω1(rh) and ω2(rh). The solution space is colour-coded according to the values
of n1 and n2, the numbers of zeros of the magnetic gauge field functions ω1(r) and ω2(r)
respectively. As was found for spherically symmetric dyonic black holes [42], the solution
space of planar su(3) black holes shown in figure 3 is complicated. We find regions with
many different combinations of (n1, n2). For the lower value of |Λ|, there are more regions
(and more combinations of (n1, n2)). As in the su(2) case, our interest is in solutions where
ω1(r) and ω2(r) both tend to zero as r →∞, but have no zeros between the event horizon
and infinity. These solutions arise at the boundaries of the regions where (n1, n2) = (0, 0),
(0, 1), (1, 0) and (1, 1). We have therefore explicitly indicated in figure 3 only those regions
with these combinations of (n1, n2). In figure 3, a black star shows the location of the
solutions where both ω1(r) and ω2(r) tend to zero as r→∞.
As in the su(2) case, the solutions we seek (where ω1, ω2 → 0 as r → ∞ and have
no zeros between the event horizon and infinity) exist only for sufficiently small |Λ|, since
both ω1 and ω2 are nodeless when |Λ| is sufficiently large [44]. As seen in figure 3, for
fixed Λ, ω1(rh) and ω2(rh), there is a single combination (h
′
1(rh), h
′
2(rh)) which gives a
solution for which ω1(∞) = 0, ω2(∞) = 0. We find the relevant values of h′1(rh) and h′2(rh)
using the GSL root-finding algorithm [95]. A typical su(3) planar black hole is shown in
figure 4, for Λ = −0.03, ω1(rh) = 0.15 and ω2(rh) = 0.1. For these particular values of
the parameters, we find that ω1(r) is increasing close to the horizon, has a maximum and
then decreases as r increases, while ω2(r) is monotonically decreasing. The two electric
gauge field functions, h1(r) and h2(r), are both monotonically increasing. As in figure
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Figure 3. Solution spaces for su(3) planar black holes with ω1(rh) = 0.1 = ω2(rh) and Λ = −0.1
(top), Λ = −0.03 (bottom). All coloured regions correspond to nontrivial black hole solutions.
The solution space is colour-coded by (n1, n2), the numbers of zeros of the gauge field functions
ω1(r) and ω2(r) respectively. We have explicitly indicated those regions where (n1, n2) take the
values (0, 0), (1, 0), (0, 1) and (1, 1), but we find solutions with other combinations of (n1, n2). The
nodeless solution where ω1(r)→ 0 and ω2(r)→ 0 as r →∞ is marked in each case by a black star.
2, we have scaled the metric functions m(r) and σ(r) in figure 4. Their properties are
similar to the su(2) example solution in figure 2; in particular, m(r) takes small values
and is monotonically increasing; while σ(r) is close to unity everywhere outside the event
horizon.
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Figure 4. Typical su(3) planar black hole with Λ = −0.03, ω1(rh) = 0.15, ω2(rh) = 0.1. The
values of h′
1
(rh) and h
′
2
(rh) have been fixed by the requirement that ω1(r) → 0 and ω2(r) → 0 as
r →∞.
3.2 Physical quantities
We now calculate various physical quantities associated with the static solutions presented
in the previous subsection. In particular, we examine the N − 1 conserved electric charges
possessed by the non-Abelian gauge field, the Hawking temperature, and the free energy.
Since the Lie algebra su(N) has rank N−1, we can defineN−1 gauge invariant electric
charges Qk associated with the gauge potential (2.8), as follows [88] (see also [37, 89, 96–
104] for definitions of charges for non-Abelian gauge groups):
Qj =
1
4π
sup
h
k
(
X,
∫
Σ∞
h−1 ∗ Fh
)
, (3.2)
where X is an element of the Cartan subalgebra of su(N), the supremum is taken over all
possible gauge transformations h, the integral is taken over a surface Σ∞ at spatial infinity,
and k(∗, ∗) denotes the su(N) Killing form. On Σ∞ the dual field strength is given by
∗ F = −r2σ
N−1∑
k=1
h′kHk dx dy, (3.3)
since we are considering static configurations and dr = 0 on Σ∞. The integrand in (3.2)
takes its maximal value when h−1 ∗ Fh is a member of the Cartan subalgebra [88], but
since in our case ∗F is already in the Cartan subalgebra there is no need to perform a
gauge transformation to find the supremum. A natural choice for a basis of the Cartan
subalgebra is the N − 1 diagonal generators Hk (2.10), in which case we find
Qj ∝ A0 lim
r→∞
σ(r)r2h′j(r), (3.4)
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Figure 5. Electric charges Q1, Q2 (3.2) of planar su(3) black holes for ℓ =
√
−3/Λ = 4, 5, 6, with
charges for embedded planar su(2) black holes (with Q2 =
√
3Q1) overlaid. Each point corresponds
to a black hole solution found numerically.
where A0 is the unit area of Σ∞ and we are free to choose the normalization. We follow
the conventions of [38] and define
Qj =
1
g
lim
r→∞
r2h′j(r). (3.5)
We will also define a total electric charge Q by
Q2 =
N−1∑
j=1
Q2j . (3.6)
In figure 5, we show scatter plots of the electric charges (Q1, Q2) for su(3) black holes with
ℓ =
√
−3/Λ = 4, 5, 6. Each coloured point in figure 5 corresponds to a numerical black
hole solution, and the points for different values of ℓ have different colours. We have also
shown the straight line Q2 =
√
3Q1, along which embedded su(2) solutions lie. For fixed
ℓ (equivalently, fixed Λ), the electric charges (Q1, Q2) lie in a region of the plane which
is bounded below by two curves, one of which is almost parallel to the Q1 axis, while the
other has Q2 increasing as Q1 decreases. These two bounding curves meet at an apex,
which is on the line of embedded su(2) solutions.
In general the magnetic part of the gauge field also carries N − 1 conserved charges
Q˜k, defined analogously to (3.2) [88]. Following [38], for planar black holes these charges
take the form
Q˜k =
√
2k(k + 1)
2
(
ωk+1(∞)2
k + 1
− ωk(∞)
2
k
)
. (3.7)
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However, since we are considering solutions in which all the magnetic gauge field functions
ωk → 0 as r→∞, we find that all the magnetic charges vanish.
To define the mass of our planar black holes, we use the counterterm formalism of
[105], which is unaffected by the su(N) gauge field. Since we are considering solutions to
the equations of motion, the quasi-local stress-energy tensor on the boundary is given by
[105]
T µνB =
1
2
(
Θµν −Θγµν − 2
ℓ
γµν − ℓG˜µν
)
, (3.8)
where γµν is the boundary metric, G˜µν is the Einstein tensor on the boundary, and the
extrinsic curvature Θµν is given by
Θµν = −1
2
(∇µnˆν +∇ν nˆµ) , (3.9)
where nˆµ is the outward pointing normal to surfaces of constant radial coordinate r. We
define the mass M to be
M =
∫
Σ∞
ℓrTtt dx dy =
A0m0
4πG
(3.10)
where A0 is the unit area of the surface Σ∞ and the constant m0 = limr→∞m(r) (2.28).
The Bekenstein-Hawking entropy of our planar black holes is given by
S =
A0
4G
, (3.11)
and the Hawking temperature T is
T =
µ′(rh)σ(rh)
4π
. (3.12)
We then define the free energy of each planar black hole to be
F =M − TS = A0
4πG
[
m0 − 1
4
µ′(rh)σ(rh)
]
. (3.13)
We now investigate whether a non-Abelian su(N) black hole is thermodynamically
favoured over an embedded planar RN-AdS black hole, working in the canonical ensem-
ble with fixed electric charge in order to compare our results with those in [70, 87] (see
for example [72–74, 80] for work using the grand canonical ensemble with fixed chemical
potential rather than fixed charge). If we consider an RN-AdS black hole with the same
temperature and effective charge as an su(N) black hole, and denote its free energy by
FRN , then the su(N) black hole will be thermodynamically favoured when
∆F = F − FRN < 0. (3.14)
We can determine the event horizon radius rRNh of the relevant RN-AdS black hole using the
requirement that the effective charge and Hawking temperature are the same as the non-
Abelian solutions. Using the RN-AdS metric function (2.34), and the Hawking temperature
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(3.12) with σ(r) ≡ 1, we find that the Hawking temperature of an embedded RN-AdS black
hole with electric charge QRN is given by
TRN = − 1
4π
(
α2Q2RN(
rRNh
)3 − 3rRNhℓ2
)
. (3.15)
Given TRN , we solve (3.15) for the event horizon radius r
RN
h , where the electric charge is
given by (3.6). Since the metric function µRN (r) (2.34) vanishes at the event horizon, we
have
MRN =
Q2RN
2rRNh
+
(
rRNh
)3
2ℓ2
, (3.16)
so we can write the free energy of the embedded Reissner-Nordstro¨m black hole as
FRN =
A0
4πG
(
3α2Q2RN
4rRNh
−
(
rRNh
)3
4ℓ2
)
, (3.17)
and hence
∆F =
A0
4πG
(
m0 − µ
′(rh)σ(rh)
4
− 3α
2Q2RN
4rRNh
+
(
rRNh
)3
4ℓ2
)
, (3.18)
where rh = 1 is the event horizon radius of the non-Abelian black hole.
Since our non-Abelian black hole solutions are known only numerically, we calculate
∆F (3.18) numerically. After finding a non-Abelian black hole solution of the field equa-
tions (2.23) (see section 3), we use the GSL root-finding algorithm [95] to solve (3.15) for
rRNh and hence calculate the difference in free energy between the non-Abelian solutions
and the embedded RN-AdS black hole with the same temperature and electric charge using
(3.18).
First we consider su(2) black holes. In figure 6 we plot ∆F (3.18) against the value of
the magnetic gauge field function at the horizon ω(rh) for various values of ℓ =
√−3/Λ.
As ω(rh)→ 0, the non-Abelian black holes approach the embedded Abelian RN-AdS black
hole (2.33) since the field equations (2.23) ensure that ω(r) ≡ 0 if ω(rh) = 0. As expected
from [70], the difference in free energy ∆F is negative for all solutions with nonzero ω(rh).
Therefore all nontrivial su(2) non-Abelian black holes are thermodynamically favoured over
the embedded RN-AdS black holes with the same temperature and charge.
Now we turn to the su(3) case. In figure 7 we plot ∆F (3.18) against ω1(rh) and
ω2(rh) for ℓ =
√
−3/Λ = 5. Plots for other values of ℓ are qualitatively similar. As in
the su(2) case, as both ω1(rh) and ω2(rh) approach zero, the black holes approach the
embedded Abelian RN-AdS solution (2.33). We find that ∆F < 0 for all black holes with
nonzero ω1(rh) and ω2(rh). Therefore, as in the su(2) case, the non-Abelian su(3) black
holes are thermodynamically favoured over the Abelian RN-AdS black hole with the same
temperature and charge (3.6).
For su(3) non-Abelian gauge field configurations, as well as the effective charge Q
(3.6), there are two electric charges Q1, Q2, given by (3.5). We now explore how ∆F
(3.18) depends on these electric charges. In figure 8 we plot the same charge data as in
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Figure 6. Difference in free energy ∆F between planar su(2) solutions and RN-AdS black holes
with the same Hawking temperature and electric charge, plotted against the value of the gauge field
function on the horizon ω(rh), for ℓ =
√
−3/Λ = 3, 4, 5. We note that ∆F < 0 for all ω(rh) > 0,
so that an su(2) black hole is thermodynamically favoured over the corresponding RN-AdS black
hole. This is in agreement with the results in [70].
figure 5 together with the difference in free energy ∆F (3.18). For each value of ℓ shown,
there is a surface in (Q1, Q2,∆F ) space which has a fold along the line corresponding to
embedded su(2) black holes. This means that |∆F | is smaller for embedded su(2) black
holes than it is for genuinely su(3) solutions. We deduce that genuinely su(3) solutions are
thermodynamically favoured over embedded su(2) solutions. This is to be expected: in the
su(3) case there are more possible field configurations giving the same effective charge Q
(3.6), and therefore more chance of finding a configuration with a lower free energy.
In the su(2) case, there is a phase transition at a critical temperature TC , above which
only the embedded Abelian RN-AdS solutions exist, and below which the non-Abelian EYM
black holes exist and are thermodynamically preferred. In addition, there is a current on
the boundary [70, 87], given by
J = − lim
r→∞
r2ω′(r). (3.19)
The holographic interpretation for the current (3.19) is as an order parameter [70], which
is zero at temperatures at and above the phase transition, T ≥ TC . Since ω(r) ≡ 0
for the Abelian RN-AdS black hole embedded in su(2) EYM theory, it is clear that J
(3.19) vanishes for RN-AdS solutions. Plots of the current J as a function of black hole
temperature T for su(2) EYM black holes with ζ = 1 can be found in [73] for the probe
limit and [70, 72] with back-reaction included (see also [72, 74, 76, 80] for the anisotropic
case with ζ = 0).
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Figure 7. Difference in free energy ∆F between planar su(3) solutions and RN-AdS black holes
with the same Hawking temperature and electric charge, plotted against the values of the gauge
field functions on the horizon ω1(rh), ω2(rh), for ℓ = 5. As in the su(2) case, we have ∆F < 0
for all ω1(rh), ω2(rh) > 0, so that the hairy black holes are thermodynamically favoured over the
corresponding RN-AdS black hole.
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Figure 8. Difference in free energy ∆F between planar su(3) solutions and RN-AdS black holes
with the same Hawking temperature and electric charge, plotted against the electric charges Q1,
Q2, for ℓ =
√−3/Λ = 4, 5, 6. Each point corresponds to a black hole solution found numerically.
– 24 –
 0
 0.2
 0.4
 0.6
 0.8
 1
 0.2
 0.4
 0.6
 0.8
 1
 0.003
 0.004
 0.005
 0.006
 0.007
 0.008
 0.009
T/Q0.5
 
J1
J2
Figure 9. Hawking temperature divided by the square root of the effective charge for planar su(3)
black holes with ℓ =
√
−3/Λ = 4, plotted against the components of the vector order parameter
J1, J2. Each point corresponds to a black hole solution found numerically.
For gauge group su(N), there are N − 1 magnetic gauge field functions ωk(r), and
therefore N − 1 currents Jk, k = 1, . . . , N − 1, given by
Jk = − lim
r→∞
r2ω′k(r), k = 1, . . . , N − 1. (3.20)
As in the su(2) case, we expect to find a phase transition at some critical temperature
TC , above which only the embedded Abelian RN-AdS solutions exist, and below which the
su(N) non-Abelian black holes exist and are thermodynamically preferred. In the su(N)
case, the embedded Abelian RN-AdS black hole has ωk(r) ≡ 0 for all k (see section 2.4),
and hence we expect that the currents Jk (3.20) will vanish for all k at the phase transition.
We therefore consider the Jk to be components of a vector order parameter, the length of
which is zero at the phase transition, that is, we anticipate that
J2 =
N−1∑
k=1
J2k
{
= 0 for T ≥ TC ,
6= 0 for T < TC .
(3.21)
To test this hypothesis, in figure 9 we plot the quantity T/Q0.5, where Q is the effective
charge (3.6) against the components of our vector order parameter (J1, J2) (3.20) for su(3)
black holes with ℓ =
√
−3/Λ = 4. The quantity T/Q0.5 is plotted because it is invariant
under the rescaling (2.47). In figure 9 it can be seen that the maximum temperature is
approached as the length of the vector order parameter J =
√
J21 + J
2
2 goes to zero and
the RN-AdS solution is approached. For temperatures below this maximum temperature,
we find nonzero values for the order parameters J1 and J2. Similar results were found in
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the su(2) case [70, 72, 73]. We investigate whether this maximum temperature is indeed
the critical temperature TC in the next subsection.
3.3 Perturbations of the Reissner-Nordstro¨m solution
We expect to find a phase transition between the embedded planar RN-AdS black hole
and a nontrivial su(N) planar hairy black hole when the temperature decreases below the
critical temperature TC . For this to happen, as well as the planar hairy black hole having
lower free energy, it must be the case that the planar RN-AdS black hole admits a static
su(N) perturbation when T = TC . If such a static perturbation exists, then the planar RN-
AdS can decay into the planar hairy su(N) black hole when it becomes thermodynamically
favourable to do so.
We now investigate whether the planar RN-AdS black hole does indeed have a static
su(N) perturbation. To this end, consider the planar embedded RN-AdS black hole with
metric (2.33) and static su(N) gauge field perturbations δhp, δωk, so that the su(N) gauge
potential takes the form
− gA =
N−1∑
p=1
[hp,RN (r) + δhp(r)]Hpdt+
N−1∑
k=1
Fkδωk(r)dx+
N−1∑
k=1
Gkδωk(r)dy, (3.22)
where hp,RN are the equilibrium forms of the electric gauge field functions hp, given by
(2.37) and the matrices Hp, Fk and Gk are defined by (2.10, 2.13).
We consider the back-reaction of the perturbations δhp, δωk on the metric, which takes
the form
ds2 = − [1 + δσ(r)]2 [µRN (r) + δµ(r)] dt2 + r2
[
dx2 + dy2
]
+ [µRN (r) + δµ(r)]
−1 dr2
= − [µRN (r) + δµ(r) + 2µRN (r)δσ(r)] dt2 + r2
[
dx2 + dy2
]
+
µRN (r)− δµ(r)
µRN (r)2
dr2,
(3.23)
to first order in the perturbations, where µRN is given by (2.34). Defining a new metric
perturbation δm by
δµ(r) = −2δm(r)
r
, (3.24)
the linearized EYM equations for the perturbations are
δm′ = α2r2
N−1∑
k=1
[
2h′k,RNδh
′
k − 2
(
h′k,RN
)2
δσ
]
, (3.25a)
δσ′ = 0, (3.25b)
0 = δω′′k +
µ′RNδω
′
k
µRN
+
δωk
µRN
(√
k + 1
2k
hk,RN −
√
k − 1
2k
hk−1,RN
)
, (3.25c)
δh′′k = h
′
k,RNδσ
′ − 2
r
δh′k = −
2
r
δh′k. (3.25d)
Therefore, to first order in the perturbations, there is no coupling between the electric
gauge field perturbations δhk and the magnetic gauge field perturbations δωk. The equa-
tion (3.25d) is identical to that (2.35) satisfied by the equilibrium electric gauge field
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Figure 10. Temperature divided by the square root of electric charge for planar su(2) black holes
with ω(rh) = 0.1, 0.01, against the AdS radius ℓ =
√
−3/Λ. The critical temperature TC is also
shown. The curve for ω(rh) = 0.01 lies very slightly below the critical temperature curve. Our
results are in agreement with those in [70].
(2.37), and hence the electric gauge field perturbation corresponds simply to a perturba-
tion of h′k,RN (rh). The equation for δm
′ (3.25a) can readily be integrated, and its solution
corresponds to a perturbation of the RN-AdS mass MRN (2.34) since δσ is a constant from
(3.25b).
This leaves the equation governing magnetic gauge field perturbations (3.25c). We use
the GSL root-finding algorithm [95] to solve this equation numerically, seeking solutions
where the perturbations δωk vanish at infinity. This boundary condition gives an eigenvalue
problem for the constants h′k,RN (rh). Once these constants are determined, the charge of
the RN-AdS solution is computed from (2.38), and its temperature from (3.15). We expect
that the temperature for which the RN-AdS black hole admits this static perturbation is
the critical temperature TC , and that non-Abelian su(N) planar black holes exist only at
temperatures below TC .
In figure 10 we consider su(2) EYM black holes. We show the scale-invariant quantity
T/Q0.5 against the length scale ℓ =
√
−3/Λ for ω(rh) = 0.1 and ω(rh) = 0.01, together
with the critical temperature TC for su(2) perturbations of RN-AdS. The curve for ω(rh) =
0.01 lies very slightly below the TC curve. As expected from [70], we find that su(2)
solutions exist only for temperatures below the critical temperature TC , and that the
critical temperature is approached as ω(rh)→ 0.
We consider su(3) EYM black holes in figure 11. Here we have chosen discrete values
of ℓ =
√
−3/Λ and scanned over a range of values of ω1(rh) and ω2(rh) for each ℓ. Each
point on the vertical lines in figure 11 corresponds to a numerical su(3) black hole. The
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Figure 11. Temperature divided by the square root of the effective charge for planar su(3) black
holes, together with the critical temperature TC . Each dot on the vertical lines corresponds to an
su(3) planar black hole.
curve in figure 11 is the critical temperature TC for su(3) perturbations of RN-AdS. As in
the su(2) case, we find that nontrivial su(3) black holes exist only for temperatures below
the critical temperature, T ≤ TC , and that the temperature approaches TC as ω1(rh) and
ω2(rh) approach zero. However, it becomes increasingly difficult to distinguish numerically
between nodeless solutions and those with nodes when ω1(rh) and ω2(rh) are close to zero,
and for this reason we were unable to find solutions very close to the phase transition.
In this subsection we have shown that there is a phase transition at a critical temper-
ature TC , at which the embedded Abelian RN-AdS solution can decay into su(2) or su(3)
black holes, which exist at temperatures below TC . The critical temperature is approached
as the non-Abelian solutions approach the RN-AdS black hole, so the length of the vector
order parameter (3.21) tends to zero as the phase transition is approached from below, and
vanishes above the critical temperature. In the previous subsection we showed that su(2)
and su(3) non-Abelian black holes are thermodynamically favoured over embedded Abelian
RN-AdS solutions with the same effective charge (3.6). Furthermore, the su(3) black holes
are thermodynamically favoured over the embedded su(2) black holes, which implies that
the RN-AdS solution will decay into the most complicated possible configuration.
4 Gauge field perturbations
In this section we follow the procedure of [71] to compute the frequency-dependent con-
ductivity of the su(N) black holes by applying a time-dependent perturbation to the gauge
field. We follow [71, 73, 74, 76] by working in the probe limit, ignoring the back-reaction
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of the gauge field on the space-time metric. Even in this limit, the perturbation equations
for an su(N) gauge field are rather complicated, and we anticipate that including the back-
reaction would lead to a formidable set of equations to be solved (see, for example, [86]
for the full su(2) perturbation equations including back-reaction, in the five-dimensional
case). For gauge group su(2), gauge field perturbations in the probe limit have been used
to compute the frequency-dependent conductivity in both the isotropic ζ = 1 case [73] and
the anisotropic ζ = 0 case [71, 74, 76]. The work in [73] uses a different coordinate system
to ours, so in this section we compute the conductivity in both the su(2) and su(3) cases
and compare the results.
4.1 Ansatz and field equations
We apply an oscillating perturbation with frequency ξ to the non-Abelian gauge field. We
generalize the su(2) ansatz of [71] to su(N) by taking
− gA =
N−1∑
p=1
(
hpHp + e
−iξtδupFp + e
−iξtδvpGp
)
dt+
N−1∑
k=1
(
ωkFk + e
−iξtδh1,kHk
)
dx
+
N−1∑
k=1
(
ωkGk + e
−iξtδh2,kHk
)
dy, (4.1)
where hp and ωk are, respectively, the background electric and magnetic gauge field func-
tions and δup, δvp, δh1,k and δh2,k are the perturbations. The matrices Hp, Fk and Gk
are defined by (2.10, 2.13). In the probe limit, the space-time is fixed to be the planar
Schwarzschild-AdS black hole with metric (2.29) and metric function µS (2.30). The back-
ground electric and magnetic gauge field functions satisfy the equilibrium YM equations
(2.23d, 2.23e) with σ(r) ≡ 1, µ(r) = µS(r), f(r) ≡ 1 and ζ = 1.
In terms of new complex variables
Uk = δuk + iδvk, Vk = δuk − iδvk, Ck = δh1,k + iδh2,k, Dk = δh1,k − iδh2,k,
(4.2)
the 4(N − 1) Yang-Mills equations for the 4(N − 1) perturbations can be written in the
form (see [93] for a detailed derivation)
U ′′k = −
2
r
U ′k +
1
µSr2
[ωk+1
2
(Ukωk+1 − Uk+1ωk) + ωk−1
2
(Ukωk−1 − Uk−1ωk)
]
+
ωk
µSr2
(√
k − 1
2k
hk−1 −
√
k + 1
2k
hk
)(√
k + 1
2k
Ck −
√
k − 1
2k
Ck−1
)
+
(k + 1)ωk
2µSr2
(
Ukωk
k
− Uk+1ωk+1
k + 1
)
+
(k − 1)ωk−1
2µSr2
(
Ukωk
k
− Uk−1ωk−1
k − 1
)
− ξωk
µSr2
(√
k − 1
2k
Ck−1 −
√
k + 1
2k
Ck
)
, (4.3a)
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V ′′k = −
2
r
V ′k +
1
µSr2
[ωk+1
2
(Vkωk+1 − Vk+1ωk) + ωk−1
2
(Vkωk−1 − Vk−1ωk)
]
+
ωk
µSr2
(√
k − 1
2k
hk−1 −
√
k + 1
2k
hk
)(√
k + 1
2k
Dk −
√
k − 1
2k
Dk−1
)
+
(k + 1)ωk
2µSr2
(
Vkωk
k
− Vk+1ωk+1
k + 1
)
+
(k − 1)ωk−1
2µSr2
(
Vkωk
k
− Vk−1ωk−1
k − 1
)
+
ξωk
µSr2
(√
k − 1
2k
Dk−1 −
√
k + 1
2k
Dk
)
, (4.3b)
0 = C ′′k +
µ′S
µS
C ′k +
√
k + 1
2k
Ukωk
µ2S
(√
k − 1
2k
hk−1 −
√
k + 1
2k
hk
)
+
√
k
2(k + 1)
Uk+1ωk+1
µ2S
(√
k + 2
2(k + 1)
hk+1 −
√
k
2(k + 1)
hk
)
+
√
k + 1
2k
ω2k
µSr2
(√
k − 1
2k
Ck−1 −
√
k + 1
2k
Ck
)
+
√
k
2(k + 1)
ω2k+1
µSr2
(√
k + 2
2(k + 1)
Ck+1 −
√
k
2(k + 1)
Ck
)
+
ξ
µ2S
(√
k + 1
2k
Ukωk −
√
k
2(k + 1)
Uk+1ωk+1 + ξCk
)
, (4.3c)
0 = D′′k +
µ′S
µS
D′k +
√
k + 1
2k
Vkωk
µ2S
(√
k − 1
2k
hk−1 −
√
k + 1
2k
hk
)
+
√
k
2(k + 1)
Vk+1ωk+1
µ2S
(√
k + 2
2(k + 1)
hk+1 −
√
k
2(k + 1)
hk
)
+
√
k + 1
2k
ω2k
µSr2
(√
k − 1
2k
Dk−1 −
√
k + 1
2k
Dk
)
+
√
k
2(k + 1)
ω2k+1
µSr2
(√
k + 2
2(k + 1)
Dk+1 −
√
k
2(k + 1)
Dk
)
− ξ
µ2S
(√
k + 1
2k
Vkωk −
√
k
2(k + 1)
Vk+1ωk+1 − ξDk
)
, (4.3d)
where k = 1, 2, ..., N − 1. We also have 2(N − 2) zeroth order constraint equations, which
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are given by
0 =
hk√
2k(k + 1)
[(1− k)Ukωk+1 − (k + 2)Uk+1ωk] +
√
k + 2
2(k + 1)
hk+1 (2Ukωk+1 − Uk+1ωk)
+
√
k − 1
2k
hk−1 (2Uk+1ωk − Ukωk+1) + ξ (Ukωk+1 − Uk+1ωk)
+
µSωkωk+1
r2
(√
1
2k(k + 1)
(2k + 1)Ck −
√
k + 2
2(k + 1)
Ck+1 −
√
k − 1
2k
Ck−1
)
, (4.4a)
0 =
hk√
2k(k + 1)
[(1− k)Vkωk+1 − (k + 2)Vk+1ωk] +
√
k + 2
2(k + 1)
hk+1 (2Vkωk+1 − Vk+1ωk)
+
√
k − 1
2k
hk−1 (2Vk+1ωk − Vkωk+1)− ξ (Vkωk+1 − Vk+1ωk)
+
µSωkωk+1
r2
(√
1
2k(k + 1)
(2k + 1)Dk −
√
k + 2
2(k + 1)
Dk+1 −
√
k − 1
2k
Dk−1
)
, (4.4b)
where k = 1, 2, ..., N−2 (the k = N−1 equations vanish since ωN = UN = 0), and 2(N−1)
first order constraint equations,
0 = ξU ′k +
√
k + 1
2k
(
hkU
′
k − Ukh′k
)
+
√
k − 1
2k
(
Ukh
′
k−1 − hk−1U ′k
)
+
µS
r2
[√
k + 1
2k
(
ωkC
′
k − Ckω′k
)
+
√
k − 1
2k
(
Ck−1ω
′
k − ωkC ′k−1
)]
, (4.5a)
0 = −ξV ′k +
√
k + 1
2k
(
hkV
′
k − Vkh′k
)
+
√
k − 1
2k
(
Vkh
′
k−1 − hk−1V ′k
)
+
µS
r2
[√
k + 1
2k
(
ωkD
′
k −Dkω′k
)
+
√
k − 1
2k
(
Dk−1ω
′
k − ωkD′k−1
)]
, (4.5b)
where k = 1, 2, ..., N − 1. If we differentiate the first order constraints (4.5), we find that
they propagate, in other words if the equations (4.5) are satisfied at one point in space,
they will be satisfied everywhere as long as (4.3–4.4) are satisfied everywhere. However,
this is not the case for the zeroth order constraints, so equations (4.4) must be implemented
directly. This is achieved by using the zeroth order constraints to write 2(N − 2) variables
in terms of the other 2N variables, leaving 2N independent variables.
4.2 Conductivity for su(2) perturbations
In the su(2) case, the zeroth order constraints (4.4) vanish since UN = VN = ωN = 0,
leaving just the four equations of motion (4.3) and two first order constraints (4.5) for the
four field variables, which we simply denote by U , V , C and D.
We start by considering the variables U , C, whose equations of motion (4.3a, 4.3c)
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simplify to
U ′′ = −2
r
U ′ +
1
µSr2
(
Uω2 − hωC + ξωC) , (4.6a)
C ′′ = −µ
′
S
µS
C ′ +
Uhω
µ2S
+
ω2C
µSr2
− ξ
µ2S
(Uω + ξC) , (4.6b)
and for which the first order constraint (4.5a) reduces to
0 = hU ′ − Uh′ + µS
r2
(
ωC ′ −Cω′)+ ξU ′. (4.7)
Following [71] we take the expansions of U and C near the horizon to be
U = (r − rh)iξρ+λU
[
x(0) + x(1) (r − rh) + x(2) (r − rh)2 + ...
]
,
C = (r − rh)iξρ+λC
[
y(0) + y(1) (r − rh) + y(2) (r − rh)2 + ...
]
, (4.8)
where ρ, λU , λC and all x
(a) and y(a) are constants. Substituting (4.8) into (4.6a), for a
nontrivial solution we require either x(0) = 0 with λU = λC , or else λU = λC+1. These two
cases give equivalent leading order behaviour for the perturbation U , but for notational
convenience we shall set λU = λC with x
(0) = 0. Turning now to (4.6b), for a nontrivial
solution the following equation must hold
ξ2 +
9
ℓ4
(
λ2C + 2iξρλC − ξ2ρ2
)
= 0. (4.9)
We must therefore take λC = 0 for solutions with real, nonzero ξ. We then have
ρ = ±ℓ
2
3
= ± 1
4πT
, (4.10)
where T is the Hawking temperature (3.12). Following [71], we consider the ingoing solution
and take the negative root in (4.10).
The equations (4.6, 4.7) are linear in U and C, so we may rescale to give y(0) = 1. The
first order constraint (4.7) fixes the coefficient x(1), giving the expansions
U = (r − rh)1−
iξℓ2
3
[
iω(rh)
1− iξℓ23
+O (r − rh)
]
,
C = (r − rh)−
iξℓ2
3 [1 +O (r − rh)] . (4.11a)
The equations of motion (4.3b, 4.3d) and constraint (4.5b) for V and D are the same as
those for U and C with the replacement ξ → −ξ. We therefore find the following expansions
near the horizon
V = (r − rh)1−
iξℓ2
3
[
iω(rh)
iξℓ2
3 − 1
+O (r − rh)
]
,
D = (r − rh)−
iξℓ2
3 [1 +O (r − rh)] . (4.11b)
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We are interested in the conductivity when ζ = 1, the ζ = 0 case having been studied
in [71]. The conductivity for ζ = 1 has been studied previously [73], but using different
coordinates. To find the conductivity with respect to electric fields applied in the x-
direction, we consider the behaviour of the perturbation δh1 at large r (similarly, the
perturbation δh2 at large r is considered for electric fields applied in the y-direction).
Since the conductivity is an observable quantity, it must be gauge-invariant.
In the su(2) case, there is a set of gauge transformations which leave the matrix struc-
ture of the gauge potential (4.1) invariant. Under an infinitesimal gauge transformation
(2.17) with W given by
W = e−iξt [W1F1 +W2G1 +W3H1] , (4.12)
whereWk, k = 1, 2, 3 are scalar functions and the elements F1, G1 andH1 of the Lie algebra
su(2) are given by (2.10, 2.13), the components of the gauge potential (4.1) transform as
follows
At → −e−iξt (δu+ ǫhW2 + iξǫW1)F1 − e−iξt (δv + iξǫW2 − hW1)G1
−
(
h+ iξǫe−iξtW3
)
H1,
Ax →
(
ǫe−iξt∂xW1 − ω
)
F1 + ǫe
−iξt (∂xW2 − ωW3)G1 − e−iξt (δh1 − ǫ∂xW3 − ǫωW2)H1,
Ay → ǫe−iξt (∂yW1 + ωW3)F1 +
(
ǫe−iξt∂yW2 − ω
)
G1 − e−iξt (δh2 − ǫ∂yW3 − ǫωW1)H1,
Ar → ǫe−iξt (∂rW1F1 + ∂rW1G1 + ∂rW3H1) , (4.13)
where we have kept only terms first order in either ǫ or the perturbations. To retain the
matrix structure of the gauge potential (4.1), it must be the case that the coefficients of
G1 in Ax, and of F1 in Ay vanish, giving
∂xW2 − ωW3 = 0 = ∂yW1 + ωW3, (4.14)
which are satisfied if W is constant and W3 = 0. In this case Ar = 0 as required, and the
transformation (4.13) is equivalent to
δu → δu + ǫ (hW2 + iξW1) ,
δv → δv + ǫ (iξW2 − hW1) ,
δh1 → δh1 − ǫωW2,
δh2 → δh2 − ǫωW1. (4.15)
We therefore consider the following quantities
δhˆ1 = δh1 +
ω (iξδv + hδu)
h2 − ξ2 ,
δhˆ2 = δh2 +
ω (iξδu − hδv)
h2 − ξ2 , (4.16)
which are invariant under (4.15).
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The conductivity in the x-direction can be computed following [71], by expanding δhˆ1
near the boundary at large r. In particular, if we have
δhˆ1 = H(0)1 +
H(1)1
r
+ . . . (4.17)
for large r, then the conductivity in the x-direction is given by
σxx = − i
ξℓ2
H(1)1
H(0)1
. (4.18)
Similarly, if for large r we have the expansion
δhˆ2 = H(0)2 +
H(1)2
r
+ . . . , (4.19)
then the conductivity in the y-direction is
σyy = − i
ξℓ2
H(1)2
H(0)2
. (4.20)
We now solve equations (4.6) (and the corresponding equations for V and D) numer-
ically. To do this, we first solve the equilibrium equations (2.23) as described in section
3. We use the same method, namely a Bulirsh-Stoer algorithm [94] implemented in C++,
to then solve the equations for U , V , C and D subject to the initial conditions (4.11),
integrating outwards from r − rh ∼ 10−7. The conductivities (4.18, 4.20) are computed
from U , V , C, D and their derivatives at large r using the results
H(0)1 = limr→∞
{
1
2
(C +D) +
ω
2 (h2 − ξ2) [ξ (U − V ) + h (U + V )]
}
,
H(1)1 = limr→∞
{
−r
2
2
(
C ′ +D′
)− ωr2
2 (h2 − ξ2)
[
ξ
(
U ′ − V ′)+ [h (U + V )]′]
−r
2
[(
h2 − ξ2)ω′ − 2ωhh′]
2 (h2 − ξ2)2 [ξ (U − V ) + h (U + V )]
}
,
H(0)2 = limr→∞
{
i
2
(D − C) + ω
2 (h2 − ξ2) [iξ (U + V ) + ih (U − V )]
}
,
H(1)2 = limr→∞
{
− ir
2
2
(
D′ − C ′)− ωr2
2 (h2 − ξ2)
[
iξ
(
U ′ + V ′
)
+ [ih (U − V )]′]
−r
2
[(
h2 − ξ2)ω′ − 2ωhh′]
2 (h2 − ξ2)2 [iξ (U + V ) + ih (U − V )]
}
. (4.21)
In figure 12 we show the real (top) and imaginary (bottom) parts of the conductivities
σxx (4.18) and σyy (4.20) in the x- and y-directions respectively, for one particular planar
su(2) black hole. Qualitatively similar results are found for other su(2) black holes. As
expected, there is a gap at low frequencies in both directions, that is, the real part of the
low frequency conductivity is lower than the real part of the high frequency conductivity.
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Figure 12. Real part (top) and imaginary part (bottom) of the frequency-dependent conductivity
for a planar su(2) black hole with Λ = −0.65 and ω(rh) = 0.1.
The gap is larger in σyy than in σxx. As in [71], we find a pole in the imaginary part of the
conductivity as ξ → 0, and hence a delta function at zero frequency in the real part of the
conductivity, corresponding to infinite DC conductivity. We also find a divergence in both
the real and imaginary parts of the conductivity at nonzero frequency (similar behaviour is
found in [73]). This effect arises due to the
(
h2 − ξ2)−1 term in H(0)1 and the (h2 − ξ2)−2
term in H(1)1 (4.21), and occurs when ξ = limr→∞ h(r), which is the chemical potential
in the thermal CFT state. The main purpose of this section is to compare the results in
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figure 12 with the frequency-dependent conductivity in the su(3) case, which is computed
in the next subsection.
4.3 Conductivity for su(3) perturbations
In the su(3) case we have eight variables: Uk, Vk, Ck and Dk for k = 1, 2. We begin by
considering Uk and Ck. We have four equations of motion (4.3a, 4.3c), two first order
constraints (4.5a) and a single zeroth order constraint (4.4a). The near-horizon expansions
for Uk and Ck are
Uk = (r − rh)iξρ+λU
[
x
(0)
k + x
(1)
k (r − rh) + x(2)k (r − rh)2 + ...
]
,
Ck = (r − rh)iξρ+λC
[
y
(0)
k + y
(1)
k (r − rh) + y(2)k (r − rh)2 + ...
]
. (4.22)
As in the su(2) case, expanding the equations (4.3a) for k = 1, 2 implies that either λU = λC
with x
(0)
1 = x
(0)
2 = 0 or else λU = λC + 1. As before these are equivalent and we make the
choice to set λU = λC . Substituting (4.22) into the second equation of motion (4.3c) for
k = 1, 2 gives, as in the su(2) case, λU = λC = 0 and ρ is given by (4.10), where again we
take the negative root so that we are considering ingoing solutions. We use the fact that
the equations (4.3a, 4.3c, 4.4a, 4.5a) are linear in Uk and Ck to set y
(0)
1 = 1 without loss
of generality. The two first order constraints (4.5a) fix the constants x
(1)
1 and x
(1)
2 , whilst
the zeroth order constraint (4.4a) gives y
(0)
2 . Altogether the expansions (4.22) become
U1 = (r − rh)1−
iξℓ2
3
[
iω1(rh)
1− iξℓ23
+O (r − rh)
]
,
U2 = (r − rh)1−
iξℓ2
3
[
iω2(rh)
1− iξℓ23
+O (r − rh)
]
,
C1 = (r − rh)−
iξℓ2
3 [1 +O (r − rh)] ,
C2 = (r − rh)−
iξℓ2
3
[√
3 +O (r − rh)
]
. (4.23)
Following the same procedure for the Vk and Dk equations (4.3b, 4.3d, 4.4b, 4.5b), we find
V1 = (r − rh)1−
iξℓ2
3
[
iω1(rh)
iξℓ2
3 − 1
+O (r − rh)
]
,
V2 = (r − rh)1−
iξℓ2
3
[
iω2(rh)
iξℓ2
3 − 1
+O (r − rh)
]
,
D1 = (r − rh)−
iξℓ2
3 [1 +O (r − rh)] ,
D2 = (r − rh)−
iξℓ2
3
[√
3 +O (r − rh)
]
. (4.24)
In the su(3) case, there are no residual gauge transformations which preserve the
matrix structure of (4.1), and hence to find the conductivities it is sufficient to consider
the asymptotic values of the quantities δh1,1, δh1,2, δh2,1 and δh2,2. However, the situation
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is more complicated than the su(2) case because of the presence of two perturbations in
both the x and y directions.
The conductivity is determined from [71]
J |bdy = iξ
(
δh∗1,1 δh
∗
1,2 . . . δv
∗
2
)
σ


δh1,1
δh1,2
...
δv2

 (4.25)
where σ is the conductivity matrix and J |bdy is the large r limit of
J = r [δu∗1∂rδu1 + δu∗2∂rδu2 + δv∗1∂rδv1 + δv∗2∂rδv2]
−µS(r)
[
δh∗1,1∂rδh1,1 + δh
∗
1,2∂rδh1,2 + δh
∗
2,1∂rδh2,1 + δh
∗
2,2∂rδh2,2
]
. (4.26)
To find the conductivity σxx in the x-direction, the relevant perturbations are δh1,1 and
δh1,2. We use the zeroth order constraints (4.4) to write δh1,2 in terms of δh1,1 as follows:
δh1,2 =
√
3δh1,1 + . . . , (4.27)
where we have omitted terms involving δui and δvi since they give off-diagonal terms in
the conductivity matrix. If the behaviour of δh1,1 at large r is given by
δh1,1 = H(0)1,1 +
H(1)1,1
r
+ . . . , (4.28)
then (4.25) gives
σxx = − 4i
ξℓ2
H(1)1,1
H(0)1,1
. (4.29)
Similarly we find
σyy = − 4i
ξℓ2
H(1)2,1
H(0)2,1
, (4.30)
where, for large r,
δh2,1 = H(0)2,1 +
H(1)2,1
r
+ . . . . (4.31)
The first step in computing the conductivities (4.29, 4.30) is to solve the field equations
(4.3) subject to the constraints (4.4, 4.5). The four first order constraints (4.5) are satisfied
at the event horizon by our choice of initial conditions (4.22) and are therefore satisfied
everywhere since they propagate. In fact, we can use (4.5) as a check on the accuracy of
our numerical integration. We also need to implement the zeroth order constraints (4.4),
which we use to eliminate U2 and V2, writing them as follows:
U2 =
1
3
2h1ω2 +
√
3
2 h2ω1 + ξω1
{
U1ω2
(√
3h2 + ξω2
)
+
µSω1ω2
2r2
(
C1 −
√
3C2
)}
,
V2 =
1
3
2h1ω2 +
√
3
2 h2ω1 − ξω1
{
V1ω2
(√
3h2 − ξω2
)
+
µSω1ω2
2r2
(
D1 −
√
3D2
)}
.(4.32)
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Figure 13. Real part (top) and imaginary part (bottom) of the frequency-dependent conductivity
for planar su(3) black holes with ℓ =
√
−3/Λ = 5 and various values of the temperature.
The numerical method is the same as that implemented in the su(2) case. The conductiv-
ities (4.29, 4.30) are determined from C1 and D1 using (4.2):
σxx = lim
r→∞
4ir2
ξℓ2
C ′1 +D
′
1
C1 +D1
, (4.33a)
σyy = lim
r→∞
4r2
ξℓ2
C ′1 −D′1
C1 −D1 . (4.33b)
In figure 13 we plot the real (top) and imaginary (bottom) parts of the conductivity σxx
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(4.33a) for a selection of su(3) black holes. Qualitatively similar results are found for other
su(3) black holes. As in the su(2) case, there is a gap in the real part of the conductivity at
nonzero frequency, with higher conductivity at higher frequencies. The gap increases as the
temperature increases. The real part of the conductivity is infinite in the zero frequency
DC limit. Unlike the su(2) case shown in figure 12, there is no divergence in either the real
or imaginary parts at nonzero frequency. The imaginary part is large for small frequency
ξ, and tends to zero at large ξ, as found in [71] for the su(2) case with ζ = 0. We find
qualitatively similar results for σyy (4.33b), except that, as in the su(2) case, the gap in
the real part of the conductivity is larger for σyy than it is for σxx.
5 Conclusions
In this paper we have studied dyonic planar hairy black hole solutions of four-dimensional
su(N) EYM theory in asymptotically AdS space-time. We considered two possible ansatze
for the su(N) gauge field, generalizing the isotropic su(2) p+ip-wave superconductor model
of [70, 72, 73, 78] and the anisotropic su(2) p-wave superconductor model of [71, 72, 74–
80]. When the gauge field has the generalized anisotropic form, we found that there are
no genuinely su(N) solutions, only embedded su(2) solutions. We therefore focussed our
attention on the isotropic gauge field ansatz.
We examined the space of hairy black hole solutions for su(2) and su(3) gauge groups.
We then presented example solutions for which the magnetic part of the gauge potential
vanishes on the AdS boundary and forms a condensate close to the planar event horizon.
Such black holes could be gravitational analogues of holographic superconductors, and we
therefore explored some of the physical properties of our new solutions in this context.
First, we defined non-Abelian electric charges following [88], and hence a total electric
charge. Working in the canonical ensemble, we compared the free energy of a hairy black
hole solution with a non-Abelian magnetic condensate with that of an embedded RN-AdS
black hole having the same temperature and electric charge. For all cases studied, the
hairy black hole has lower free energy. We also found that su(3) hairy black holes have
lower free energy than embedded su(2) black holes with the same total electric charge.
It is anticipated that at a critical temperature TC there will be a phase transition
between the embedded planar RN-AdS black holes (representing a normal phase with an
unbroken Abelian gauge field symmetry) and the nontrivial hairy black hole (representing
a superconducting phase in which the Abelian gauge field symmetry is broken). At TC ,
the RN-AdS black hole admits a static perturbation. In both the su(2) and su(3) cases, we
found that above the critical temperature TC the only possible solution is the embedded
planar RN-AdS black hole; below TC non-Abelian black holes exist. At the critical tem-
perature, it is therefore thermodynamically favourable for the RN-AdS black hole to decay
into a non-Abelian hairy black hole with a nonzero condensate.
Working in the probe limit, with a fixed planar Schwarzschild-AdS space-time back-
ground, we also studied the frequency-dependent conductivity, by applying oscillating per-
turbations to the equilibrium probe gauge field. The conductivities in the two directions
in planes parallel to the horizon have very similar properties. For both the su(2) and su(3)
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cases, the real part of the conductivity exhibits a gap, with smaller conductivity at low
frequencies compared to high frequencies. As the frequency of the perturbations tends to
zero, there is a pole in the imaginary part of the conductivity and a delta function in the
real part, corresponding to infinite DC conductivity, as expected in a superconductor. For
su(2) black holes, there is an additional divergence in both the real and imaginary parts
of the conductivity at a particular nonzero frequency (similar behaviour has been found
previously [71, 73]). This divergence disappears when we consider the larger su(3) gauge
group. It would be interesting to investigate whether this behaviour persists when either
an even larger gauge group is considered or the back-reaction of the gauge field on the
space-time geometry is included. Both generalizations of our work in this paper would
yield highly complicated equations, so we leave this investigation for future research.
We have not considered the dynamical stability of our solutions. Working in the probe
limit, there are indications in [71] for the su(2) gauge group that the p-wave configurations
with an anisotropic gauge field ansatz are dynamically stable, but the p+ ip-wave solutions
(for which the gauge field has an isotropic ansatz) are unstable, and would likely decay
to a p-wave configuration. To explore this issue in more detail, it would be necessary to
consider, in the fully coupled case, linearized perturbations of the metric and su(N) gauge
field. The inclusion of a nontrivial electric part in the gauge field makes the analysis of the
perturbation equations just in the su(2) case more challenging than for purely magnetic
gauge field configurations [43]. We therefore expect that the analysis of the perturbation
equations for the dyonic su(N) black holes discussed in this paper will be highly involved,
and we leave this for future work.
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