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ABSTRAK 
Inflasi dapat dikatakan sebagai perubahan nilai barang ataupun jasa yang terjadi secara terus-
menerus, inflasi ini kemudian dapat berdampak buruk pada sosial ekonomi masyarakat. Prediksi 
terhadap tingkat inflasi diperlukan untuk mengetahui berapa kenaikan maupun penurunan tingkat 
inflasi dimasa mendatang. Prediksi sendiri merupakan suatu peramalan terhadap suatu hal pada 
suatu waktu tertetntu. Prediksi atau peramlan dilakukan dengan menggunakan model regresi, 
model regresi merupakan suatu metode peramalan yang memanfaatkan data historis tingkat inflasi 
bulanan indonesia. Untuk menghasilkan prediksi yang lebih baik, perlu dilakukan optimasi 
terhadap model regresi dengan menggunakan algoritma genetika dengan tujuan mendapatkan 
koefisien regresi terbaik untuk prediksi tingkat inflasi dengan model regresi. Proses crossover pada 
algoritma genetika menggunakan extended intermediet crossover, proses mutasi menggunakan 
model random mutation dan proses seleksi menggunakan model replacement selection. Pengujian 
terhadap prediksi tingkat inflasi dengan model regresi yang dioptimasi dengan algoritma genetika, 
menggunakan 10 data atau individu yakni data tingkat inflasi pada tahun 2019, prediksi dilakukan 
sebanyak 10 kali percobaan. Prediksi tingkat inflasi dengan menggunakan model regresi dan 
optimasi algoritma genetika ini terbukti dapat menghasilkan hasil prediksi tingkat inflasi yang 
termasuk dalam kategori baik. Nilai rata-rata eror MSE untuk prediksi yang dihasilkan adalah 
0.1554, nilai rata-rata eror MAPE sebesar 14.58% dan nilai rata-rata akurasi 85.41%. 
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Inflation can be said to be a change in the value of goods or services that occurs continuously, this 
inflation can then have a negative impact on the socio-economy of society. Prediction of the 
inflation rate is needed to determine how much the inflation rate will increase or decrease in the 
future. Prediction itself is a prediction of something at a certain time. Prediction or forecasting is 
done using a regression model, the regression model is a forecasting method that utilizes 
historical data on the Indonesian monthly inflation rate. To produce a better prediction, it is 
necessary to optimize the regression model using a genetic algorithm in order to obtain the best 
regression coefficient for predicting the rate of inflation with the regression model. The crossover 
process in the genetic algorithm uses the extended intermediate crossover, the mutation process 
uses the random mutation model and the selection process uses the replacement selection model. 
Testing of inflation rate predictions with a regression model optimized with genetic algorithms, 
using 10 data or individuals, namely inflation rate data in 2019, predictions were carried out 10 
times. Prediction of inflation rate using regression model and genetic algorithm optimization is 
proven to produce inflation rate prediction results that are included in the good category. The 
average MSE error value for the resulting predictions is 0.1554, the MAPE error average value is 
14.58% and the average accuracy value is 85.41%. 
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1.1 Latar Belakang 
Sepanjang sejarah pertumbuhan ekonomi Indonesia dari akhir tahun 1960 
hingga tahun 2012 mengalami tingkat inflasi yang sedang di angka 10 hingga 15 
persen dalam setahun. Namun pada tahun 1968 akibat gonjangan eksternal, 
Indonesia mengalami kenaikan inflasi yang tinggi hingga 126,32 persen, pengaruh 
dari hiperinflasi orde lama (Lubis, 2014). 
Menurut (Bank Indonesia, 2015), inflasi dapat dikatakan sebagai kenaikan 
harga barang dan jasa yang mana barang dan jasa yang dimaksud adalah 
kebutuhan pokok masyarakat, inflasi juga bisa dikatakan sebagai penurunan 
tingkat daya jual mata uang. Sederhananya digambarkan sebagai kenaikan harga 
yang terjadi secara terus-menerus dalam kurun waktu tertentu. 
Dalam peningkatan kesejahteraan masyarakat terutama sektor ekonomi 
membutuhkan kestabilan dari inflasi dimana inflasi menjadi prasyarat untuk 
berkembangnya pertumbuhan ekonomi kearah yang lebih baik. Dengan 
ketidakstabilan inflasi yang membuat tingkat inflasi menjadi tinggi akan 
berdampak buruk terhadap kondisi sosial maupun ekonomi masyarakat. Bank 
Indonesia sendiri mengemukakan ada 3 kerugian utama yang terjadi apabila 
inflasi tidak stabil. Kerugian pertama dari sektor pelaku ekonomi, dengan tidak 
stabilnya inflasi akan menimbulkan ketidakpastian pengambilan keputusan bagi 
mereka. Hal ini membuat masyarakat menjadi sulit melakukan investasi, produksi 
bahkan konsumsi sekalipun sehingga jika terus berlanjut akan mematikan 
pertumbuhan ekonomi. Kerugian kedua berdampak pada pendapatan masyarakat 
yang akan terus menurun, sehingga yang miskin akan menjadi semakin miskin. 
Kerugian ketiga akan menyebabkan tekanan pada nilai rupiah akibat dari bunga 




Sebagaimana yang kita ketahui, inflasi dapat berdampak buruk pada sosial 
ekonomi masyarakat, maka dari itu dibutuhkan suatu tindakan untuk 
mengendalikan laju inflasi sehingga berada pada tingkatan yang rendah dan stabil. 
Tingkat inflasi yang rendah di Indonesia jika masih menghasilkan 1 digit atau 
kurang lebih di bawah 10%. Melakukan prediksi pada tingkat inflasi di tahun atau 
bulan berikutnya dapat dilakukan untuk memberikan gambaran berapa kenaikan 
atau penurunan tingkat inflasi. Dengan mengetahui kenaikan atau penurunan 
tersebut di harapkan dapat menjadi acuan untuk pemerintah guna mempersiapkan 
langkah-langkah strategis dalam menghadapi dampak inflasi di masa yang akan 
datang. 
Prediksi adalah pada dasarnya merupakan peramalan atau dugaan 
mengenai terjadinya kejadian atau suatu hal tertentu dan bersifat akan dating. 
Prediksi terdiri dari prediksi kuantitatif dan prediksi kualitatif. Prediksi kuantitatif 
yang berbentuk angka dapat menghasilkan hasil yang baik. Prediksi kuantitatif 
terdiri dari dua macam prediksi pula yakni prediksi tunggal dan prediksi selang. 
Prediksi tunggal hanya memiliki 1 nilai, sementara prediksi selang memiliki 
sejumlah nilai atau berupa interval (Syafruddin dkk, 2014). 
Prediksi sendiri bisa dilakukan dengan memanfaatkan data historis yang 
sudah ada. Hal ini didukung oleh (Amrin, 2016), yang melakukan penelitian 
mengenai Data Mining Dengan Regresi Linier Berganda Untuk Peramalan 
Tingkat Inflasi, data yang digunakan berupa data historis bulanan oleh Badan 
Pusat Statistik dan Bank Indonesia. Hasil penelitian mereka membuktikan regresi 
linier berganda memberikan peforma akurasi yang baik, nilai MAD sebesar 
0,0380, nilai MSE 0,0023 dan nilai RMSE sebesar 0,0481. 
Menurut (Makridakis dkk, 1999), metode regresi merupakan suatu metode 
yang menggunakan data historis untuk melakukan peramalan dan mengasumsikan 
bahwa yang diramalkan memiliki keterkaitan sebab akibat dengan satu ataupun 
lebih variable bebas. Sehingga variable yang terkait dapat digunakan untuk 
melakukan prediksi masa mendatang (Rahmi dkk., 2015). 
Penggunaan metode regresi dalam melakukan peramalan atau prediksi 




“Prediksi Kurs Rupiah Terhadap Dollar Amerika Dengan Menggunakan Metode 
Regresi Linier” menghasilkan akurasi sebesar 75%. Dengan akurasi tersebut 
metode regresi linier dapat dikatakan memprediksi secara baik, selisih rata-rata 
antara hasil prediksi dan data sebenarnya hanyalah -125,67 poin. Penelitian 
lainnya oleh (Rahmi dkk., 2015) pada Prediksi Harga Saham Berdasarkan Data 
Historis Menggunakan Model Regresi Yang Dibangun Dengan Algoritma 
Genetika, penelitian ini mengabungkan model regresi linier dengan algoritma 
genetika sehingga mendapatkan koefisien terbaik dari representasi kromosom 
terbaik hasil penerapan algoritma genetika. Metode regresi juga dapat digunakan 
dalam memprediksi kebutuhan energi listrik jangka panjang yang pernah diteliti 
oleh (Syafruddin dkk, 2014) dengan hasil prediksi menunjukkan konsumsi energi 
listrik rata-rata di tahun 2023 sebesar 3,83%. 
Menurut (Mahmudy, 2013), algoritma genetika merupakan suatu konsep 
yang diilhami dari ilmu alam dimana individu yang bertahan merupakan individu 
terbaik sehingga dapat dijadikan sebagai solusi optimal (Rahmi dkk., 2015). 
Penelitian terkait  mengenai algoritma genetika dilakukan oleh (Fahmi dkk., 
2015), yang melakukan penelitian mengenai Optimasi Parameter Artificial Neural 
Network Dengan Menggunakan Algoritma Genetika Untuk Memprediksi Nilai 
Tukar Rupiah, hasilnya membuktikan bahwa optimasi menggunakan algoritma 
genetika mampu meningkatkan nilai prediksi jadi lebih baik dengan menurunnya 
nilai RMSE menjadi 425.143 dari 583.581. Penelitian selanjutnya oleh 
(Fraticasari dkk., 2018), menyatakan dari hasil penelitian mereka bahwa dengan 
optimasi algoritma genetika, nilai eror yang dihasilkan relative lebih kecil 
dibandingkan tanpa menggunakannya yakni 0,5% dari sebelumnya sebesar 1,5%. 
Hasil penelitian (Permatasari & Mahmudy, 2015), juga menunjukkan bahwa 
algoritma genetika menghasilkan eror yang lebih rendah. 
Berdasarkan permasalahan yang telah dikemukakan pada latar belakang di 
atas, maka pembahasan utama dalam penelitian ini adalah melakukan optimasi 
terhadap model regresi menggunakan Algoritma Genetika agar mendapatkan 
kromosom terbaik yang dijadikan koefisien pada persamaan regresi dalam 




1.2 Rumusan Masalah 
Rumusan masalah dalam penelitian ini adalah bagaimana melakukan 
optimasi terhadap model regresi menggunakan algoritma genetika untuk 
memprediksi tingkat inflasi berdasarkan data historis bulanan. 
1.3 Batasan Masalah 
Untuk pelaksanaan penelitian ini dengan baik dan sesuai dari yang di 
harapkan. maka diberikan batasan-batasan masalah sebagai berikut : 
1. Data yang digunakan merupakan data yang diperoleh dari website resmi 
Bank Indonesia.  
2. Data yang digunakan merupakan data bulanan dari tingkat inflasi di 
Indonesia dari januari tahun 2003 hingga november tahun 2019. 
3. Data latih yang digunakan dari tahun 2003-2018, sedangkan data uji 
adalah data tahun 2019. 
4. Hasil output berupa prediksi tingkat inflasi. 
1.4 Tujuan Penelitian 
Tujuan Penelitian ini yaitu: 
1. Menerapkan regresi linier dan algoritma genetika untuk prediksi tingkat 
inflasi di indonesia. 
2. Menghitung akurasi untuk prediksi tingkat inflasi di Indonesia. 
1.5 Sistematika Penulisan 
Berikut merupakan rencana susunan sistematika penulisan laporan tugas 
akhir yang akan dibuat pada masing-masing bab yang diuraikan menjadi beberapa 
bab: 
BAB I  PENDAHULUAN 
Bab ini berisi tentang penjelasan latar belakang masalah. rumusan 
masalah. batasan masalah. tujuan penelitian. dan sistematika penulisan 
laporan tugas akhir yang akan dibuat. 
BAB II LANDASAN TEORI 
Bab ini membahas tentang teori-teori umum dan khusus yang 




BAB III METODOLOGI PENELITIAN 
Bab ini membahas tahapan-tahapan yang dilakukan selama penelitian. 
yaitu identifikasi masalah, perumusan masalah, studi pustaka, 
pengumpulan data, analisa, implementas, pengujian dan kesimpulan serta 
saran. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini berisi tentang analisa dan perancangan dari proses penerapan 
metode yang digunakan pada penelitian ini. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini berisi tentang implementasi dari penerapan metode yang 
digunakan dan hasil dari penerapan metode tersebut dilakukan pengujian 
dengan cara-cara tertentu. 
BAB VI PENUTUP 
Bab ini akan menjelelaskan tentang kesimpulan dari hasil penelitian dan 






Menurut (Firmansyah & Purwanta, 2014), inflasi adalah suatu peningkatan 
yang terjadi terhadap barang-barang maupun jasa dan terjadi secara terus-
menerus. Terjadinya inflasi tidak terlepas dari tiga kondisi yakni kenaikan harga, 
bersifat menyeluruh atau umum, dan berlangsung secara terus-menerus. Inflasi 
sendiri disebabkan oleh 3 aspek yakni permintaan penawaran dan ekspektasi, 
berikut penjelasannya:  
1. Permintaan 
Kenaikan permintaan agregat lebih besar dibandingkan dengan 
besarnya penawaran agregat maka akan menghasilkan inflasi permintaan. 
Permintaan agregat merupakan akumulasi permintaan barang maupun jasa 
dalam pemenuhan konsumsi maupun investasi. Penawaran agregat 
merupakan potensi yang dimiliki sektor ekonomi dalam pemenuhan 
kebutuhan permintaan. 
2. Penawaran 
Inflasi penawaran terjadi akibat dari kurangnya tingkat produksi atau 
supply ke pasaran imbas dari kenaikan biaya produksi barang dan jasa itu 
sendiri. Selain factor produksi, inflasi penawaran juga dipengaruhi oleh 
tingkat distribusinya, semakin baik distribusi maka akan semakin bagus, 
tapi jika distribusi terhambat maka akan menimbulkan inflasi. 
3. Ekspektasi 
Adanya perkiraan masa depan oleh pelaku ekonomi dapat 
menyebabkan terjadinya ekspektasi inflasi. Misalnya saja pelaku ekonomi 
berpikir bahwa laju inflasi yang terjadi di masa lampau masih akan terjadi 
di masa mendatang, dengan ekspektasi tersebut maka timbul potensi 




ekspektasi ini juga bisa muncul berdasarkan  kebijakan-kebijakan yang 
dikeluarkan oleh pemerintah. 
2.1.1 Jenis Inflasi 
Dikarenakan inflasi mencakup wilayah luas dari suatu perekonomian, 
inflasi terbagi kedalam beberapa jenis. Secara umum inflasi terbagi berdasarkan 2 
jenis saja yakni inflasi inti dan inflasi non inti. Namun dari aspek lainnya juga 
dapat membagi inflasi ke dalam beberapa jenis. Inflasi secara umum dapat dilihat 
pada penjelasan berikut ini: 
1. Inflasi inti 
Inflasi ini terjadi akibat pengaruh fundamental berupa hubungan antara 
penawaran  dan permintaan, lingkungan eksternal seperti nilai tukar mata 
uang, ekspektasi inflasi di masa mendatang dan pengaruh harga komoditi 
internasional. 
2. Inflasi non inti 
Inflasi ini terbagi menjadi dua macam, inflasi volatile food yang terjadi 
akibat dari tekanan dalam aspek bahan makanan misalnya gangguan panen 
akibat bencana alam dan wabah. Inflasi administered prices yang berkaitan 
dengan kebijakan pemerintahan misalnya saja kenaikan tariff umum.  
2.2 Prediksi 
Pada dasarnya prediksi adalah suatu dugaan mengenai suatu kejadian di 
waktu yang akan datang. Sifat prediksi sendiri bisa bersifat kualitatif yang tidak 
berbentuk angka dan sifat kuantitatif dengan bentuk angka. Dengan prediksi 
kualitatif tidak berbentuk angka, prediksi ini sulit untuk dilakukan terlebih lagi 
variabelnya sangat bersifat relative (Syafruddin dkk, 2014). 
Pada prediksi kuantitatif terdapat dua jenis prediksi yaitu prediksi tunggal 
atau point prediction dan prediksi selang atau interval prediction. Kedua prediksi 
tersebut memiliki perbedaan pada nilai yang dikandungnya, prediksi tunggal 
hanya 1 nilai sementara prediksi selang terdiri dari beberapa nilai yang dibatasi 
oleh batas bawah dan batas atas. Prediksi dilakukan dalam jangka panjang dan 
berkaitan dengan 3 aspek yaitu what will be demand, how many, and when it 




2.3  Knowledge Data Discovery 
Knowledge data discovery adalah proses transformasi suatu data mentah 
menjadi informasi berguna untuk analisis. Secara umum ada 5 tahap dalam KDD 
ini. Tahapan KDD tersebut adalah sebagai berikut (Saputra dkk, 2016): 
1. Data Selection 
Tahapan ini merupakan tahapan seleksi dari seluruh data yang 
didapatkan. Pada penelitian ini data didapatkan dari website resmi Bank 
Indonesia berupa tingkat inflasi bualanan selama 16 tahun. Karena hanya 
terdapat 1 atribut maka tidak perlu dilakukan seleksi. 
2. Pre-processing/Cleaning 
 Tahapan ini merupakan tahapan pembersihan data, dimana data-data 
yang tidak diperlukan dibuang. Kemudian data-data yang bernilai null dan 
redudansi juga dibersihkan . Pada data tingkat inflasi yang didapat, tidak 
ada data redudansi dan bernilai null. 
3. Transformation 
 Proses ini bertujuan untuk mengubah atau mentransformasikan data 
agar sesuai dengan kebutuhan data mining. Tahapan yang digunakan 
adalah proses normalisasi data. Normalisasi data akan mengubah data 
menjadi range 0 dan 1. 
4. Data Mining 
 Data mining secara umum dapat dikatakan sebagai analisis kumpulan 
data sehingga dapat dipahami dan dimanfaatkan bagi pemilik data 
tersebut. Pada penelitian ini, data mining diterapkan dengan 
memanfaatkan model regresi . Model regresi berguna dalam menghitung 
prediksi tingkat inflasi. 
5. Evaluation 
Pada tahapan ini dilakukan evaluasi terhadap perhitungan 
menggunakan data latih dari tahun 2003 sampai 2018. Dari hasil tersebut 





Metode regresi linier digunakan untuk melakukan prediksi tingkat inflasi 
dengan memanfaatkan data historis. Algoritma genetika disini berperan sebagai 
optimasi terhadap model regresi untuk mendapatkan koefisien regresi terbaik. 
2.4.1 Algoritma Genetika 
Algoritma Genetika memiliki kemampuan untuk menyelesaikan masalah 
yang kompleks seperti masalah-masalah pada bidang biologi, fisika, ekonomi, 
sosiologi dan bidang lainnya yang menuntut dilakukannya optimasi dengan model 
matematika yang kompleks. Dalam bidang industri, Algoritma Genetika dapat 
digunakan dalam melakukan penjadwalan atau dalam bidang lainnya bisa 
digunakan untuk kompresi citra maupun penyusunan rute. 
Algoritma Genetika merupakan suatu algoritma yang diilhami dari ilmu 
genetika, sehingga dalam istilah-istilah yang digunakan algoritma genetika 
berkaitan dengan ilmu genetika tersebut (Mahmudy, 2013). Dalam proses 
pencarian maupun optimasi, algoritma genetika memiliki perbedaan dibandingkan 
proses pencarian dan optimasi biasa yakni: 
1. Melakukan manipulasi terhadap himpunan parameter atau chromosom 
2. Melakukan proses pencarian terhadap beberapa titik dalam populasi,tidak 
satu titik populasi saja 
3. Menggunakan infomrasi fungsi tujuan dalam melakukan pencarian 
4. Menggunakan stochactic operator yang bersifat probabilistic, tidak 
menggunakan aturan eterministik dalam pencariannya. 
Selanjutnya algoritma genetika memiliki kelebihan dalam melakukan 
optimasi yaitu:  
1. Dengan berbasiskan populasi, algoritma genetika ini dapat melakukan 
optimasi masalah dengan ruang pencarian yang luas dan juga kompleks. 
2. Dengan meletakkan individu pada sub-populasi, memungkinkan algoritma 





3. Algoritma genetika mampu menghasilkan himpunan solusi optimal yang 
dapat digunakan pada penyelesaian masalah yang memiliki banyak 
obyektif 
4. Algoritma genetika mampu menyelesaikan masalah dengan banyak 
variable 
5. Algoritma genetika dapat diimplementasikan dengan banyak jenis data. 
6. Algoritma genetika lebih fleksibel untuk dihibridasikan dengan algoritma-
algoritma lainnya, dan bisa menghasilkan solusi yang lebih baik. 
2.4.1.1 Struktur Algoritma Genetika 
Pada algoritma genetika, solusi dari suatu masalah harus dipetakan atau 
disebut dengan string kromosom. String kromosom terdiri dari beberapa gen yang 
merupakan gambaran dari variable keputusan dalam sebuah solusi. Sebuah 
kromosom dinilai seberapa bagusnya untuk dimasukkan ke dalam algoritma 
genetika dengan merepresentasikan kromosom tersebut beserta fungsi fitness. 
Algoritma genetika yang mengilhami ilmu genetika menirukan proses 
genetic dan seleksi alam sehingga akan menghasilkan kromosom terbaik setelah 
melalui beberapa generasi yang kemudian kromosom terbsik tersebut diuraikan 
lagi menjadi solusi yang mendekati optimum. 
Dalam proses Algoritma Genetika dimulai dengan proses inisialisasi yang 
merupakan pembangkitan secara acak suatu individu yang memiliki susunan gen 
tertentu didalamnya dan dijadikan sebagai sebuah solusi terhadap permasalahan 
yang akan dipecahkan. Selanjutnya terdapat proses reproduksi yang bertujuan 
menghasilkan offspring atau keturunan dari individu-individu dalam populasi 
yang telah dibangkitkan secara acak tadi. 
Setiap kromosom akan dilakukan evaluasi demi menghitung tingkat 
kebugaran dari kromosom-kromosom tersebut atau disebut nilai fitness, semakin 
besar nilai fitness semakin baik dijadikan calon solusi. Proses seleksi kemudian 
dilakukan demi memilih individu yang akan dipertahankan di generasi selanjutnya 
dari himpunan populasi dan offspring, individu dengan nilai fitness yang lebih 




Algoritma Genetika ditemukan oleh John Holland sekitar tahun 1970-an 
berasal dari kota New York. Amerika Serikat. Buku berjudul “Adaption in 
Natural and Artificial Systems” pada tahun 1975 yang ia buat bersama murid-
muridnya menjadi bukti temuannya. Algoritma Genetika berkonsepkan seperti 
hukum alam pada umumnya dimana individu yang lebih baik nantinya akan 
menjadi solusi yang dipilih sebagai solusi optimal dari suatu masalah (Rahmi. 
Mahmudy dan Setiawan. 2015).  
Tahapan Algoritma Genetika diawali dengan tahap inisialisasi. Tahap 
inisialisasi yaitu dengan membuat individu individu baru yang acak dengan 
kromosom tertentu. Kemudian melakukan reproduksi untuk mendapatkan 
offspring dari individu yang ada di populasi. Setelah didapatkan individu baru dari 
hasil reproduksi. Agar ditemukan kromosom terbaik maka hitung nilai fitness tiap 
individu. Tahap terakhir seleksi dengan cara memilih individu terbaik yang 
dipertahankan (Mahmudy 2013). 
2.4.2 Normalisasi 
Dalam ilmu database atau basis data, normalisasi data ini berfungsi untuk 
menghindari terjadinya tidak konsistensinya dan juga berbagai anomaly data. 
Dengan melakukan normalisasi maka akan diperoleh data dengan ukuran yang 
lebih kecil, akan tetpai tetap mewakili data asli (Bode, 2017). Persamaan 
normalisasi yang digunakan adalah normalisasi min max seperti dibawah ini : 
Normalisasi = 
         
            
 ………………………………………………… (2.1) 
Keterangan : 
X   = data asli sebelum di normalisasi 
Min(X)  = Nilai minimum data 
Max(X) = Nilai maksimum data 
Misalnya pada data yang digunakan, nilai minimumnya adalah 2 dan nilai 
maksimumnya adalah 20. Pada bulan oktober tingkat inflasinya sebesar 5%. 
Dengan menggunakan persamaan (2.2) di atas maka hasil normalisasinya adalah: 
Normalisasi= 
   





2.4.3 Representasi Kromosom 
Pembentukan representasi kromosom menggunakan real-coded genetic 
algoritma yaitu dengan membangkitkan nilai kromosom secara acak. Pada 
pembangkitan nilai kromosom yang dilakukan berpatokan di interval tertentu. 
Panjang kromosom sesuai dengan banyaknya keofisien pada suatu periode 
tertentu. 
 Periode yang digunakan sebanyak 4 periode dari data tingkat inflasi 
bulanan sehingga panjang kromosom atau keofisien regresi yang digunakan 
adalah 5. Indeks 1 menyatakan koefisien awal dan indeks 2 menyatakan koefisien 
kedua, begitu seterusnya hingga indeks ke 5. 
2.4.4 Metode Regresi 
Metode regresi merupakan suatu metode atau model perhitungan yang 
menggunakan data historis dalam melakukan peramalan atau prediksi dan 
mengasumsikan faktor-faktor yang diramal memiliki hubungan keterkaitan sebab 
akibat dengan satu maupun lebih variable bebas, sehingga dari keterkaitan 
hubungan tersebut, variable tak bebas dapat digunakan untuk meramalkan suatu 
nilai pada masa mendatang (Rahmi dkk, 2015). 
Salah satu pemodelan regresi adalah regresi linier berganda. Pada regresi 
linier berganda terdapat suatu variable tak bebas (y) dan beberapa variable bebas 
(X1, X2, X3, ….. xn). Regresi linier berganda bertujuan untuk menghubungkan 
variable tak bebas dengan semua variable bebas. Bentuk umum dari regresi 
berganda dapat dilihat pada rumus di bawah ini::  
Y'  a  b1 x1  b2 x2 ....  bn xn ............................................................................... (0.2) 
Keterangan :  
Y‟  = Variabel dependen atau variabel tidak bebas (nilai prediksi)  
X  = Variabel independen atau variabel bebas  
X1 = Jumlah data pada periode 1  
Xn = Jumlah data pada periode n  
a  = Konstanta (nilai Y‟ apabila X = 0)  




2.4.5 Mean Squared Eror 
MSE atau Mean Squared Error ini digunakan untuk menghitung nilai 
kesalahan atau eror dari hasil prediksi yang dilakukan .Hasil prediksi  yang 
dilakukan menggunakan model regresi dengan persamaan (2.1). Untuk 
menghitung nilai MSE menggunakan persamaan di bawah ini (Rahmi dkk, 2015):  
     
 
 
 ∑              ......................................................................................... (0.3) 
Keterangan :  
MSE  = Nilai eror MSE 
n  = Jumlah populasi  
Y = Data indeks ke n  
Y‟  = Hasil prediksi  
i        =  Indeks jumlah data 
2.4.6 Perhitungan Fitness 
Fungsi fitness merupakan sebuah fungsi yang digunakan untuk menilai 
seberapa baik individu. Dengan mencari nilai fitness setiap individu maka akan 
ditemukan individu terbaik pada akhir generasi yang kemudian dapat dikodekan 
dalam mencari solusi terbaik (Rahmi dkk., 2015). Untuk mencari nilai fitness 
setiap individu, dapat menggunakan persamaan di bawah ini: 
Fitness = 
 
   
………………………………………………………………. (2.4) 
Keterangan : 
Fitness = Nilai fitness individu 
MSE = nilai eror 
Setelah dibentuknya koefisien regresi yang mencerminkan panjang 
kromosom maka diperlukan perhitungan fitness untuk menghasilkan nilai prediksi 
yang optimal dan nilai eror yang minimal. Akan tetapi sebelum mendapatkan nilai 
fitness, perlu dilakukan perhitungan dengan menggunakan fungsi regresi terhadap 
semua data (Rahmi dkk., 2015). Perhitungan prediksi menggunakan persamaan 
(2.2). Setelah mendapatkan hasil prediksi maka dilakukan pencarian nilai eror 
menggunakan rumus Mean Squared Error pada persamaan (2.3), hasil dari MSE 






Reproduksi bertujuan untuk menghasilkan individubaru atau keturunan 
dari individu-individu yang terdapat di dalam populasi. Dalam algoritma genetika 
proses reproduksi menggunakan 2 operator genetika yakni persilangan atau 
crossover dan mutasi. Crossover dan mutasi ini memiliki beberapa metode yang 
dikembangkan berdasarkan masalah-masalah yang dihadapi (Mahmudy, 2013). 
Metode crossover yang digunakan pada penelitian ini adalah extended 
intermediet crossover dimana pada metode crossover ini menghasilkan keturunan 
dari kombinasi 2 induk. Contoh rumus crossover yang digunakan pada penelitian 




a  = Nilai yang dibangkitkan secara acak sesuai dengan interval yang ditentukan 
C  = Crossover 
P = Parent 
 Metode mutase yang digunakan adalah random mutation. Pada random 
mutation ini, parent yang digunakan dipilih secara acak. Setiap gen yang berada 
pada  kromosom yang terpilih untuk dimutasi, maka akan mengalami mutasi 
dengan rumus : 
Xi
1
= Xi + r(maxi – mini)……………………………………………………... (2.6) 
Keterangan : 
r  = Nilai acak yang dibangkitkan pada interval tertentu 
maxi  = Batas atas range generasi ke i 
mini = Batas bawah range generasi ke i 
2.4.8 Seleksi 
Seleksi yang digunakan pada penelitian ini adalah metode replacement 
selection. Pada metode replacement selection ini akan melolokskan individu 
terbaik namun juga individu dengan nilai fitness rendah tetap memiliki peluang 
untuk lolos proses seleksi dan menjadi generasi berikutnya. Metode replacement 




1. Offspring atau keturunan yang memiliki nilai fitness terbaik daripada nilai 
fitness induknya, maka keturunan tadi akan menggantikan induknya 
digenerasi berikutnya. Ini berlaku ketika keturunan tersebut dihasilkan 
melalui proses mutasi. 
2. Offspring atau keturunan yang dihasilkan dari proses persilangan dua 
induk dan memiliki nilai fitness yang lebih baik dibandingkan nilai fitness 
induk yang terlemah, maka keturunan akan menggantikan induk yang 
terlemah di generasi berikutnya. 
2.4.9 Denormalisasi 
Denormalisasi data merupakan langkah yang dilakukan untuk 
mengembalikan ukuran data yang telah dinormalisasi sebelumnya ke bentuk 
ukuran data asli. Denormalisasi digunakan pada data hasil yang berupa data 
prediksi tingkat inflasi (Bode, 2017). Untuk melakukan denormalisasi data, 
menggunakan persamaan di bawah ini: 
Denormalisasi = Y(max-min)+min ………………………………………. (2.7) 
Keterangan : 
Y = Hasil prediksi tingkat inflasi 
Max = nilai maksimum data 
Min = nilai minimum data 
2.4.10 Mean Average Percentage Error 
Mean Average Percentage Error (MAPE) yaitu rata-rata dalam ketepatan 
dalam peramalan dengan menghitung galat mutlak untuk setiap periode waktu. 
kemudian membaginya dengan nilai pengamatan. kemudian menjumlahkan hasil 
dan membaginya dengan jumlah pengamatan yang dipergunakan. setelah itu 
mengalihkan hasilnya dengan 100%. Sebagai presentase. ukuran ini bersifat 
relatif. Rata-rata presentase kesalahan mutlak dinyatakan dengan persamaan 





        
  
 
          .................................................................................................................... (0.8) 
Keterangan : 
Yt = nilai target pada periode t 




n = banyaknya periode ramalan 
Semakin kecil nilai MAPE berarti nilai taksiran dari model yang 
digunakan semakin mendekati nilai sebenarnya. Kemampuan peramalan 
dikatakan sangat baik apabila nilai MAPE kurang dari 10%. serta dikatakan baik 
apabila nilai MAPE kurang dari 20%. Nilai MAPE 20% - 50% dikategorikan ke 
dalam kategori layak dan diatas 50% ke dalam kategori buruk (Maricar, 2019). 
Perbedaaan ini sangat bermanfaat apabila ukuran variabel peramalan 
merupakan hal yang penting dalam pengevaluasian keakuratan ramalan. MAPE 
juga dapat digunakan untuk membandingkan keakuratan dari teknik yang sama 
atau teknik yang berbeda pada dua deret yang berbeda 
2.4.11 Kondisi Berhenti 
Pada algoritma genetika akan terus melakukan perulangan atau disebut 
iterasi, Iterasi atau perulangan ini akan berhenti jika memenuhi kondisi berhenti 
(Mahmudy, 2013). Beberapa kriteria tercapainya kondisi berhenti dapat dilihat di 
bawah ini: 
1. Iterasi berhenti bila telah mencapai nilai n yang telah ditentukan terlebih 
dahulu. Besarnya nilai n ditentukan oleh tingginya ukuran dan 
kompleksitas masalah yang sedang dihadapi. 
2. Iterasi diberhentikan apabila setelah generasi n berurutan, algoritma 
genetika sulit untuk mendapatkan solusi terbaik. Jadi jika tetap dilanjutkan 
maka hanya akan membuang waktu. 
3. Iterasi berhenti apabila t satuan waktu telah tercapai, biasanya digunakan 
dalam perbandingan dengan algoritma lain 
2.5 Penelitian Terkait 
Pada table 2.1 berikut ini menjelaskan mengenai penelitian-penelitian 
terkait sebelumnya yang berkaitan dengna penelitian tentan prediksi inflasi 
menggunakan algoritma genetika.  



































metode regresi linier untuk 
memprediksivariabel-
variabel di atas, diperoleh 
hasil prediksi daya listrik 
tersambung totalpada tahun 
2028 sebesar 2.841,78 
MVA (rata-rata 
pertumbuhannya sebesar 
2,38 %), dan konsumsi 
energi listrik pada tahun 
2023 sebesar 5.934,98 Gwh 
(rata-rata pertumbuhannya 













Model regresi linier 
berganda yang dihasilkan 
pada penelitian ini adalah 
Y= 0,241X1 + 0,164X2 + 
0,271X3 + 0,07X4 + 
0,040X5 + 0,060X6 + 
0,169X7 - 0,010. Adapun 
nilai koefisien regresi 
sebesar 0,999 dan koefisien 




























terbaik pada ukuran terbaik 
populasi 1200, generasi 
terbaik sebanyak 1500, 
kombinasi terbaik cr 0,5 dan 
mr 0,5 serta periode saham 
terbaik pada 5 hari. Prediksi 
terbaik dibuktikan dari nilai 
MSE terkecil 47,5023 yang 
didapatkan oleh harga 
prediksi hasil perhitungan 
Algoritma Genetika. Hal ini 
membuktikan bahwa 
koefisien (kromosom) 
terbaik hasil perhitungan 










dapat digunakan untuk 
memprediksi harga saham 
di masa mendatang dengan 
lebih baik dibandingkan 
dengan koefisien hasil 
perhitungan manual regresi 


















Penggunaan metode Regresi 
Linear dalam masalah 
prediksi telah terbukti 
bahwa hasil prediksinya 
sangat akurat yang 
diindikasikan dengan nilai 
tukar rupiah terhadap dolar. 
Berdasarkan data tiap tahun 
dimana terjadi peningkatan 
nilai tukar rupiah terhadapat 
rupiah sehingga akan 
menyebabkan perubahan 
nilai jumlah utang luar 
negeri yang akan 
bertambah. Program dapat 
digunakan untuk membantu 
dalam menentukan 
keputusan hasil prediksi 




kurs akan beranjak naik atau 
kurs akan beranjak positif 
sehingga dapat di ambil 
























Dari hasil uji coba yang 
dilakukan menghasilkan 
ukuran populasi yaitu 125, 
kombinasi cr dan mr yang 
terbaik yaitu 0,6:0,4 dan 
generasi terbaik sebanyak 
700. Perbandingan tingkat 
error tanpa optimasi 
menunjukkan nilai error 










0,5% dibandingkan dengan 
regresi yang menghasilkan 





















Dari algoritma genetika 
tersebut didapatkan 
parameter terbaik yaitu 
ukuran populasi sebanyak 
140, generasi terbaik 
sebanyak 1250 generasi, 
kombinasi cr : mr berturut-
turut adalah 0,7 : 0,3 dengan 
nilai fitness tertinggi yaitu 
0,8317476. Perbandingan 
tingkat error pada regresi 
adalah sebesar 860685,5 
sedangkan tingkat error 
pada sistem algoritma 
genetika adalah sebesar 
552476,2. Hasil akhir 
berupa koefisien terbaik 























Metode yang digunakan 
adalah metode regresi yang 
dibangun dengan algoritma 
genetika. Regresi digunakan 
untuk memprediksi, 
sedangkan algoritma 
genetika digunakan untuk 
mengoptimasi variabel yang 
mempengaruhi hasil 
prediksi. Untuk mendapati 
hasil prediksi yang optimal, 
maka pada setiap variabel 
yang dioptimasi nanti diuji 
pada rentan angka tertentu. 
Namun pada hasil pengujian 
diperoleh hasil akurasi yang 
kurang optimal yaitu 
7,801E-03 dikarenakan data 
yang ada masih sangat 
minim sehingga hasil 
prediksi kurang sesuai 
dengan hasil sebenarnya 



















the Prediction of 
Zinc-binding 
Sites in Proteins 
Regression predictor reached nearly 0.9 
and increased by 2%-9% 
compared with the other 
three predictors; the other 
performance indexes were 
also improved. To further 
demonstrate the robustness 
and accuracy of the 
integrated predictor, we 
tested it on a non-redundant 
independent test dataset 
(CollectedDataset). The 
AURPC increased by 2%-
8%. The other three indexes, 
including the Precision, 
Specificity, and MCC, were 
increased by 5%-8%, 2%-
8%, and 4%-12%, 
respectively, with a recall of 
70%. The prediction ability 
of the meta-zincPrediction 
was better than the other 
three predictors, regardless 
of whether the zinc-binding 
sites contained four types of 
residues or a single residue. 
Our method can be applied 
to the recognition of zinc 
binding sites based on 
sequence information, but 
will also be useful for 
inferring protein function 
and more propitious for the 




















The results showed that 
generating solutions even 
for 10 VNFs in a relatively 
small network (16 servers), 
ILP can take hours while 
GP takes only few 
milliseconds. Furthermore, 
although GP may not 
provide the optimal 










computing and network 
allocations for hundreds of 
policies (around 400 VNFs) 
in a 128 server environment 
and find reasonable 
solutions on the order of 
milliseconds. Moreover, our 
results showed that the GP 
process provided an 
average objective value 
improvement percentage up 
to 7.87% over the initial 
solution (the baseline) with 
a reduction of average link 
utilization up to 28.7% for 
the three architectures (a 4-


























The robustness and the 
predictive performance of 
the proposed model were 
verified using both internal 
(cross-validation by leave 
one out, bootstrap, Y-
scrambling) and external 
statistical validations 
(external test set by splitting 
the original data set into 
training and test sets by k-
nearest neighbor (kNN) 
classification method). 
Further, the external 
predictive power of the 
developed model was 












Metodologi penelitian adalah tahapan-tahapan yang dilalui selama 
penelitian berlangsung. Berfungsi sebagai pedoman dalam melaksanakan 
penelitian agar hasil penelitian sesuai dengan tujuan. Berikut ini akan dijelaskan 





Data sekunder, merupakan data 
tingkat inflasi bulanan dari tahun 
2003 sampai tahun 2019
Analisa
1. Analisa Kebutuhan Data
    - Pengumpulan Data
    - Pembagian Data














3.1 Identifikasi Masalah 
Tahap awal dalam melakukan penelitian ini adalah dengan melakukan atau 
mengidentifikasi masalah yang terjadi. Dalam identifikasi ditemukan masalah 
mengenai ketidakstabilan inflasi berdasarkan faktor-faktor tertentu. Melakukan 
prediksi pada tingkat inflasi di tahun atau bulan berikutnya dapat dilakukan untuk 
memberikan gambaran berupa kenaikan atau penurunan tingkat inflasi pada bulan 
atau tahun berikutnya.. 
3.2 Rumusan Masalah 
Berdasarkan identifikasi yang telah dilakukan. Maka dapat dirumuskan 
masalahnya yakni bagaimana melakukan prediksi menggunakan model regresi 
linier dengan optimasi algoritma genetika. 
3.3 Studi Pustaka 
Pada tahap ini dilakukan pencarian dan pengumpulan informasi yang 
berkaitan dengan penelitian. Informasi berupa referensi dan study litertature. 
Tahapan ini bertujuan untuk mengetahui model yang sesuai dalam penyelesaian 
masalah dalam penelitian ini.  
3.4 Pengumpulan Data 
Tahap pengumpulan data yang dilakukan pada penelitian ini  dengan 
menggunakan data sekunder. Data sekunder yang digunakan adalah data tingkat 
inflasi secara menyeluruh yang didapat dari situs resmi Bank Indonesia. Data 
sekunder tingkat inflasi yang digunakan dimulai dari tahun 2003 hingga tahun 
2019 dengan jumlah total data sebanyak 204 data. 
3.5 Analisa  
Tahapan ini bertujuan untuk memudahkan dalam mengetahui kebutuhan 
dan langkah-langkah yang diperlukan dalam penerapan metode ini. Analisa yang 
dilakukan terdiri dari analisa kebutuhan data dan juga analisa GA-Regresi. 
3.6 Implementasi 
Tahap implementasi adalah tahap proses penerapan metode yang 
digunakan terhadap data-data yang telah diperoleh. Untuk implementasi 




Beberapa perangkat lunak yang digunakan yaitu : 
a. Platform: Windows 10 
b. Bahasa Pemograman: PHP 
c. Perangkat Pendukung:  
1. Microsoft Office 
2. Mendeley 
3. Microsoft Visio 
4. XAMPP 
5. Visual Studio Code(Text Editor) 
6. Chrome 
Untuk mendukung kinerja sistem digunakan laptop dengan spesifikasi 
sebagai berikut : 
a. Processor: AMD A4-9125 2,3 GHz 
b. Memory: 4 GB 
c. Storage: 1000 GB  
3.7 Pengujian 
Pengujian merupakan proses yang dilakukan untuk mengetahui apakah 
sistem yang dibangun telah sesuai dengan hasil yang diharapkan ataukah belum. 
Pengujian dilakukan dengan 3 cara yaitu blackbox, nilai MSE dan nilai MAPE. 
3.8 Kesimpulan dan Saran 
Kesimpulan dan saran merupakan tahapan akhir dari sebuah penelitian. 
Penarikan kesimpulan bertujuan untuk memberikan jawaban terhadap hipotesa 
atau rumusan masalah yang telah dibuat berdasarkan hasil dari penelitian dan 
untuk mengetahui tingkat keberhasilan dari algoritma yang digunakan. Saran 
merupakan masukan dari penulis untuk pembaca agar dapat mengembangkan 





ANALISA DAN PERANCANGAN 
Analisa merupakan teknik pemecahan masalah yang merincikan bagian-
bagian komponen untuk bekerja dan‟berinteraksi dalam mencapai tujuan dalam 
penelitian. Analisa merupakan tahapan paling awal dari proses penerapan metode 
ini untuk menjadi fondasi dan akan menentukan‟keberhasilan aplikasi yang 
dihasilkan nantinya. Pada tahapan ini, analisa dilakukan untuk mengetahui 
kebutuhan berdasarkan data masukkan atau inputan sesuai data yang telah di 
peroleh dari situs resmi Bank Indonesia. Sehingga keluaran nanti dapat 
mengetahui hasil prediksi tingkat inflasi 
4.1 Analisa Kebutuhan Data 
Analisa kebutuhan data merupakan analisa tentang data-data yang akan 
digunakan atau di input-kan. Data masukan yang digunakan yaitu data aktual dari 
data tingkat inflasi bulanan Indonesia. Data masukan ini berjumlah 204 data, 
dimana data tersebut dimulai dari tahun 2003 hingga tahun 2019. Proses prediksi 
akan menggunakan rentang periode time serie 4 bulan sebelumnya. Tahapan 
analisa kebutuhan data ini yaitu : 
1. Pengumpulan Data 
 Pengumpulan data yang dilakukan dengan mengambil data tingkat 
inflasi dari situs resmi Bank Indonesia. Data yang diambil merupakan data 
tingkat inflasi dalam periode bulanan. Data tersebut dimulai dari tahun 
2003 hingga tahun 2019 
2. Pembagian Data 
 Data yang didapatkan kemudian dibagi menjadi data latih dan data uji. 
Data latih pada penelitian ini menggunakan data tingkat inflasi bulanan 
dari tahun 2003 hingga tahun 2018. Data uji pada penelitian ini 
menggunakan data tingkat inflasi bulanan pada tahun 2019. 




Langkah ini bertujuan untuk mengetahui variable apa saja yang akan 
diterapkan kedalam system. Variabel yang digunakan adalah variable a,x1-
x4 karena menggunakan 4 periode time series. Variabel masukan dapat 
dilihat pada table 4.1 di bawah ini. 
Tabel 4.1 Variabel Masukan 
Variabel Keterangan 
a Data aktual yang akan diprediksi 
x1 Data 1 bulan sebelumnya dari data aktual 
x2 Data 2 bulan sebelumnya dari data aktual 
x3 Data 3 bulan sebelumnya dari data aktual 
x4 Data 4 bulan sebelumnya dari data aktual 
4.2  Analisa GA-Regresi 
Pada penelitian ini akan diterapkan sebuah metode perhitungan peramalan 
yaitu regresi linier yang dioptimasi menggunakan algoritma genetika, lalu akan 
digunakan dalam proses peramalan dalam menentukan tingkat inflasi bulanan 
dengan proses awalnya adalah melakukan normalisasi data awal lalu 
membangkitkan populasi awal dengan membangkitkan bilangan secara acak pada 
interval tertentu. Lalu melakukan crossover dan juga mutase, kemudian mencari 
nilai MSE dari hasil prediksi setiap individu dan mencari nilai fitness setiap 
individu baik individu populasi awal maupun individu baru. Selanjutnya 
melakukan seleksi terhadap semua individu demi mendapatkan koefisien terbaik 
untuk digunakan dalam proses prediksi tingkat inflasi. Berikut tahapan-tahapan 
dari analisa regresi linier yang dioptimasi dengan alur algoritma‟genetika dalam 























Gambar 4.1 Analisa GA-Regresi 
Tahap 1 : Pembentukan Data 
 Data‟yang digunakan adalah data masukkan pada penelitian ini merupakan 
data time‟series tingkat inflasi bulanan dengan interval 4 bulan sebelumnya. 
Membuat individu baru dengan menggunakan data tingkat inflasi bulanan 
indonesia 4 periode dapat dilihat pada‟Tabel 4.2. 
Keterangan:  
X1 = data satu bulan sebelumnya 
X2 = data dua bulan sebelumnya 
X3 = data tiga bulan sebelumnya 




Data yang digunakan adalah data tingkat inflasi dari bulan mei 2003 
hingga bulan april 2018 sebanyak 180 populasi dalam bentuk data tingkat inflasi 
bulanan indonesia yang telah dibentuk menjadi empat periode data historis berupa 
time series dapat dilihat pada Tabel 4.2. 
Tabel 4.2 Data tingkat inflasi 
Bulan Data Aktual 
Data Historis 
X1 X2 X3 X4 
April 2018 3.41 3.4 3.18 3.25 3.61 
Maret 2018 3.4 3.18 3.25 3.61 3.3 
Februari 2018 3.18 3.25 3.61 3.3 3.58 
Januari 2018 3.25 3.61 3.3 3.58 3.72 
Desember 2018 3.61 3.3 3.58 3.72 3.82 
November 2018 3.3 3.58 3.72 3.82 3.88 
Oktober 2018 3.58 3.72 3.82 3.88 4.37 
September 2018 3.72 3.82 3.88 4.37 4.33 
Agustus 2018 3.82 3.88 4.37 4.33 4.17 
Juli 2018 3.88 4.37 4.33 4.17 3.61 
…. …. …. …. …. …. 
Mei 2003 7,15 7,62 7,17 7,6 8,68 
Tahap II : Normalisasi 
 Tahap selanjutnya adalah melakukan normalisasi data terhadap data awal. 
Sehingga data yang akan digunakan pada prediksi tingkat inflasi bernilai kecil 
yakni berada pada interval 0 sampai 1. Normalisasi pada data awal menggunakan 
rumus pada persamaan (2.4). Dengan nilai min pada data awal ini adalah 2.41 
sedangkan nilai max nya adalah 18.38. Contoh perhitungan dapat di lihat di 
bawah ini pada data awal bulan November 2009 yakni 2.41 : 
Normalisasi= 
        
             
 
          
          
= 0 
Dari hasil normalisasi diatas dapat dilihat bahwa hasil normalisasi data 
tingkat inflasi bulan februari 2014 adalah 0. Data yang sudah di normalisasi dapat 
dilihat pada table 4.3. 
Tabel 4.3 Normalisasi data tingkat inflasi 
Bulan Data Aktual 
Data Historis 
X1 X2 X3 X4 
April 2018 0.063 0.062 0.048 0.053 0.075 
Maret 2018 0.062 0.048 0.053 0.075 0.056 




Bulan Data Aktual 
Data Historis 
X1 X2 X3 X4 
Januari 2018 0.053 0.075 0.056 0.073 0.082 
Desember 2018 0.075 0.056 0.073 0.082 0.088 
November 2018 0.056 0.073 0.082 0.088 0.092 
Oktober 2018 0.073 0.082 0.088 0.092 0.123 
September 2018 0.082 0.088 0.092 0.123 0.12 
Agustus 2018 0.088 0.092 0.123 0.12 0.11 
Juli 2018 0.092 0.123 0.12 0.11 0.075 
…. …. …. …. …. …. 
Mei 2003 0.297 0.326 0.298 0.325 0.393 
Tahap III Inisialisasi Parameter dan Koefisien Regresi 
 Sebelum masuk ketahap regresi linier dengan menggunakan algoritma 
genetika. terlebih dahulu dilakukan inisialisasi parameter. Adapun inisisalisasi 
parameter algoritma genetika yaitu: 
1. Jumlah individu (kromosom) = 180 
2. Cr‟(Crossover rate)  = 0.4 
3. Mr‟(Mutation rate)  = 0.6 
Pada inisisalisasi koefisisen regresi. populasi awal yang dibangkitkan 
adalah sebanyak 180 individu yang masing-masing individu terdiri dari 5 gen 
yang mewakili nilai koefisien regresi menggunakan real-codeed genetic dari data 
time series 4 bulan sebelumnya. Populasi awal dibangkitkan dengan cara 
membangkitkan bilangan random pada interval [0.1]. Hasil nilai random tersebut 
menyatakan proporsi koefisien regresi. Panjang kromosom sama dengan 
banyaknya koefisien untuk periode tertentu. Jika periode yang digunakan 4. maka 
jumlah koefisien regresinya 5. Index ke-1 menyatakan koefisien awal yaitu a, 
indeks ke-2 menyatakan koefisien ke-2 yaitu b1, serta koefisien  seterusnya 
sampai indeks ke-5. Berikut populasi awal dapat dilihat Tabel‟4.4. 
Tabel 4.4 Populasi awal 
Individu a b1 b2 b3 b4 
P[1] 0.1853 0.3241 0.4005 0.027 0.1915 
P[2] 0.7587 0.0338 0.3311 0.4213 0.5108 
P[3] 0.455 0.9167 0.7379 0.6951 0.6539 
P[4] 0.6339 0.5221 0.9041 0.8953 0.9082 




Individu a b1 b2 b3 b4 
P[6] 0.7019 0.1322 0.0165 0.0894 0.871 
P[7] 0.3879 0.8887 0.5949 0.2796 0.6973 
P[8] 0.7059 0.99 0.5849 0.092 0.8566 
P[9] 0.1871 0.229 0.9264 0.6306 0.6746 
P[10] 0.3253 0.8594 0.5381 0.5051 0.454 
…. …. …. …. …. …. 
P[180] 0.7021 0.3836 0.6088 0.5119 0.2394 
Tahap III : Crossover 
Metode‟crossover yang digunakan Extended Intermediete Crossover.  
Crossover’rate (Cr) = 0.4 
Frekuensi kromosom = 0.4 x 180 = 72 
Empat individu yang akan melakukan crossover. ini ditentukan secara 
random. Misalkan P[52] pada‟Tabel 4.4 melakukan crossover dengan P[24] pada 
Tabel 4.4. dan P[46] Tabel 4.4  melakukan crossover dengan P[121] Tabel 4.4  
dan seterusnya. Kemudian dibangkitkan nilai‟random a pada interval [0.1]. Untuk 
menghasilkan generasi baru, maka digunakan rumus pada persamaan (2.7). 
Contoh perhitungannya dapat dilihat di bawah ini : 
C1=P52 + a(P24-P52) = 0.3507 + 0.1806(0.5439 - 0.3507) = 0.3856 
C2=P24 + a(P52-P24) = 0.5439 + 0.1806 (0.3507 - 0.5439) = 0.509 
 Jadi dari hasil proses crossover di atas didapatkan generasi baru yakni C1 
dan C2 dimana nilai C1 adalah 0.3856 dan nilai C2 adalah 0.509. Hasil lengkap 
proses crossover yang di lakukan dapat dilihat pada tabel 4.5 di bawah ini: 
Tabel 4.5 Proses Crossover 
Individu a b1 b2 b3 b4 
P[52] 0.3507 0.3240 0.8359 0.4219 0.4120 
P[24] 0.5439 0.3256 0.6096 0.0915 0.7644 
a 0.1806 0.0360 0.9738 0.0003 0.7293 
C1 0.3856 0.3241 0.6155 0.4218 0.669 
C2 0.509 0.3255 0.83 0.0916 0.5074 
P[46] 0.7417 0.6442 0.7478 0.0275 0.7181 
P[121] 0.5604 0.9817 0.8394 0.3216 0.4337 
a 0.9368 0.3633 0.7492 0.6943 0.6187 
C3 0.5719 0.7668 0.8164 0.2317 0.5421 
C4 0.7302 0.8591 0.7708 0.1174 0.6097 
…. …. …. …. …. …. 




P[13] 0.4798 0.6324 0.2237 0.8925 0.9805 
a 0.8756 0.9067 0.7404 0.8161 0.0537 
C71 0.4964 0.664 0.4027 0.8514 0.8498 
C72 0.5969 0.94 0.7344 0.7101 0.9731 
Setelah melakukan proses crossover maka didapatkan individu-individu 
baru. Individu hasil dari proses‟crossover pada‟Tabel  4.6 sebagai berikut. 
Tabel 4.6 Hasil Crossover 
Individu a b1 b2 b3 b4 
c1 0.3856 0.3241 0.6155 0.4218 0.669 
c2 0.509 0.3255 0.83 0.0916 0.5074 
c3 0.5719 0.7668 0.8164 0.2317 0.5421 
c4 0.7302 0.8591 0.7708 0.1174 0.6097 
c5 0.396 0.5028 0.7667 0.5694 0.7383 
c6 0.4948 0.5648 0.7569 0.4372 0.7923 
c7 0.5391 0.8509 0.4281 0.5177 0.0734 
c8 0.6681 0.8617 0.3814 0.3515 0.1273 
c9 0.3904 0.6308 0.6616 0.6835 0.673 
c10 0.5061 0.7352 0.6271 0.6819 0.7199 
…. …. …. …. …. …. 
C72 0.5969 0.94 0.7344 0.7101 0.9731 
Tahap IV : Mutasi 
Nilai mr :  0.6 
Frekuensi mutasi = 0.6 x 180 = 108 
Nilai Maksimal (maxi) = 1 
Nilai Minimal (mini) = 0 
Nilai r dibangkitkan‟secara acak antara interval -0.1 sampai 0.1.  
Ada 108 individu yang akan melakukan mutasi ini ditentukan secara 
random. Misalnya. individu P[154] pada Tabel‟4.4. P[138] pada Tabel‟4.4 dan 
seterusnya. Seluruh gen yang berada pada kromosom individu akan mengalami 
mutasi dengan nilai‟r yang telah dibangkitkan secara‟acak. Hasil proses mutasi 
lebih lengkapnya dapat dilihat pada Tabel‟4.7. 
Tabel 4.7 Proses Mutasi 
Individu a b1 b2 b3 b4 
P[154] 0.2503 0.9641 0.5517 0.6692 0.0366 
R -0.0011 -0.0464 0.0750 0.0250 0.0467 
c73 0.2493 0.9211 0.6213 0.6924 0.0799 




Individu a b1 b2 b3 b4 
R -0.0963 -0.0303 -0.0064 0.0357 -0.0934 
c74 0.4728 0.371 0.2787 0.5795 0.5897 
…. …. …. …. …. …. 
P[94] 0.9618 0.8677 0.4183 0.4458 0.9314 
R -0.0886 -0.0620 0.0567 -0.0825 0.0930 
c180 0.9136 0.834 0.4491 0.401 0.9819 
Setelah melalui tahap mutasi. diperoleh individu-individu baru. Individu 
baru‟hasil proses‟mutasi tersebut dapat dilihat‟pada Tabel‟4.8. 
Tabel 4.8 Hasil proses Mutasi 
Individu a b1 b2 b3 b4 
c73 0.2493 0.9211 0.6213 0.6924 0.0799 
c74 0.4728 0.371 0.2787 0.5795 0.5897 
c75 0.2404 0.8876 0.9253 0.7274 0.213 
c76 0.4601 -0.0655 0.9637 0.5701 0.8963 
c77 0.0527 0.4971 -0.0278 0.5332 0.2423 
c78 0.2013 0.5398 0.4832 0.5798 0.0536 
c79 0.5497 0.1518 0.3083 0.9284 0.3842 
c80 0.1265 0.034 0.3058 0.7792 0.4986 
c81 0.7904 0.1607 0.29 0.1993 0.7254 
c82 0.1601 0.6997 0.8986 0.3026 0.5094 
…. …. …. …. …. …. 
c180 0.9136 0.834 0.4491 0.401 0.9819 
Tahap V : Perhitungan Nilai Fitness 
Setelah mendapatkan individu‟baru dari proses‟crossover dan mutasi. 
jumlah individu saat ini berjumlah 20 terdiri dari 10 individu awal. 4 individu 
hasil‟crossover dan 6 individu hasil‟mutasi. Individu‟tersebut dapat dilihat‟pada 
Tabel‟4.9. 
Tabel 4.9 Individu awal, crossover dan mutasi 
Individu a b1 b2 b3 b4 
P[1] 0.1853 0.3241 0.4005 0.0270 0.1915 
P[2] 0.7587 0.0338 0.3311 0.4213 0.5108 
P[3] 0.4550 0.9167 0.7379 0.6951 0.6539 
P[4] 0.6339 0.5221 0.9041 0.8953 0.9082 
P[5] 0.3542 0.6463 0.4280 0.4111 0.9862 
P[6] 0.7019 0.1322 0.0165 0.0894 0.8710 
P[7] 0.3879 0.8887 0.5949 0.2796 0.6973 
P[8] 0.7059 0.9900 0.5849 0.0920 0.8566 




Individu a b1 b2 b3 b4 
P[10] 0.3253 0.8594 0.5381 0.5051 0.4540 
…. …. …. …. …. …. 
c180 0.9136 0.834 0.4491 0.401 0.9819 
Langkah selanjutnya menghitung nilai‟fitness seluruh individu. dengan  
membutuhkan nilai error hasil prediksi. Sehingga langkah pertama untuk 
menentukan nilai fitness yaitu melakukan prediksi menggunakan persamaan 
regresi linier 2.1 dimana koefisien regresinya didapatkan dari proses algoritma 
genetika. Sebagai contoh. untuk individu P[1] pada Tabel 4.9. masukkan ke dalam 
persamaan regresi linier 2.1:  
Yˊ = 0.1853 + (0.3241 x X1) +(0.4005 x X2 )+( 0.0270 x X3) + (0.1915 x X4) 
Untuk memprediksi tingkat inflasi pada april 2018 maka dimasukkan data 
4 bulan sebelumnya yakni dari bulan maret 2018 sampai dengan bulan desember 
2017. Data yang dimasukkan adalah data yang telah di normalisasi. 
Yˊ = 0.1853 + (0.3241 x 0.062) +(0.4005 x 0.048 )+( 0.0270 x 0.053) + (0.1915 x 
0.075) 
= 0.2404117 
Berikut adalah hasil prediksi tingkat inflasi dengan menggunakan individu 
P[1] sebagai koefisien regresi 
Tabel 4.10 Contoh Hasil Prediksi 
Bulan Prediksi 
April 2018 0.24041 
Maret 2018 0.23483 
Februari 2018 0.24801 
Januari 2018 0.24971 
Desember 2018 0.25175 
November 2018 0.26179 
Oktober 2018 0.27316 
September 2018 0.27697 
Agustus 2018 0.28868 
Juli 2018 0.29056 
…. …. 
Mei 2003 0.4943401 
Dilanjutkan dengan mencari‟nilai error. dengan rumus persamaan‟2.2: 
MSE=  
          
   




Kemudian menghitung hasil fitness yang‟dapat diperoleh dari persamaan‟2.6: 
Fitness =  
 
                
 = 2.303918070461653 
Lakukan cara yang sama‟untuk mendapatkan nilai‟fitness seluruh individu. Nilai 
Fitness’seluruh individu dapat dilihat pada‟Tabel 4.11. 














Tahap VI : Seleksi 
Tahapan seleksi ini menggunakan Replacement selection‟menjamin 
individu terbaik‟selalu lolos. Dimana  individu yang diproduksi melalui proses 
crossover akan menggantikan parent terlemah jika memiliki nilai fitness yang 
lebih baik dari pada parent yang lemah tersebut. kemudian individu yang 
diproduksi dari proses mutasi‟akan menggantikan‟parent. jika memiliki nilai 
fitness‟yang lebih baik.  
Tahap seleksi pada individu proses‟crossover. misalnya nilai fitness parent 
P [9] lebih baik nilai fitness nya dari pada P [7]. sehingga parent P[7] dianggap 
sebagai parent lemah. Kemudian cek nilai fitness child yang diproduksi melalui 
proses crossover antara P[7]‟dan‟P[9] yang menghasilkan child C[1]‟dan‟C[2]. 
jika nilai fitness nya lebih baik. maka dapat menggantikan parent lemah yaitu P[7] 
begitu pula seterusnya. Sehingga diperoleh individu dari proses crossover yang 
lolos seleksi untuk kegenerasi selanjutnya. Berikut hasil seleksi dari fitness terbaik 





Tabel 4.12 Seleksi Crossover 






















































Individu a b1 b2 b3 b4 Fitnes 





0.4964 0.664 0.4027 0.8514 0.8498 0.813678543501267 
Untuk tahap seleksi dari proses mutasi. nilai fitness parent P[154] 
dibandingkan dengan‟nilai fitness child C[73]. Nilai‟fitness parent P[138] 
dibandingkan dengan‟nilai fitness child C[c74]. Nilai‟fitness parent P[141] 
dibandingkan dengan‟nilai fitness C[c75]. dan seterusnya. Nilai fitness tertinggi 
akan lolos tahap seleksi berikutnya untuk kegenerasi berikutnya. Berikut hasil 
proses seleksi mutasi pada Tabel‟4.13 
Tabel 4.13 Hasil Seleksi Mutasi 


































0.1265 0.034 0.3058 0.7792 0.4986 1.800055884534992 
besar p 
dari C 









0.1601 0.6997 0.8986 0.3026 0.5094 1.255627235586307 




0.9136 0.834 0.4491 0.401 0.9819 0.617712274977881 
Berdasarkan perhitungan yang dilakukan menggunakan satu generasi. 
didapatkan individu nilai fitness terbaik yaitu pada C[149] dengan koefisien 
regresi terbaik pada tabel berikut 4.14 : 
Tabel 4.14 Koefisien Regresi Terbaik 




-0.0634 0.8756 0.1103 0.4387 0.1274 2.894729304382509 
Sebelum mencari nilai MAPE, maka harus di lakukan denormalisasi 
terlebih dahulu. Ini dikarenakan nilai normalisasi pada data awal ada yang bernilai 
0, dan ketika bilangan di bagi dengan 0 maka akan menghasilkan hasil tak hingga. 
Denormalisasi juga memang harus dilakukan karena pada proses awal penerapan 
metode ini melakukan normalisasi pada data awal. Jika sudah di denormalisasi 
maka mencari nilai MAPE. dengan rumus persamaan 2.3: 
MAPE =  
                
    
   
 = 0.15749748709677 
Lakukan untuk semua individu lalu dijumlahkan dan dibagi dengan 
banyak individu. Sehingga dapat menghasilkan nilai MAPE sebesar 25.4004 %. 
Sehingga akurasi yang didapat sebesar: 
Akurasi = 100%- 25.4 % = 74.6 % 
Hasil prediksi dengan menggunakan nilai fitness C[149] dapat dilihat pada 
Tabel„4.15 























(Denormalisasi) |Yt-Y't|/Yt (Y-Y')^2 




















































MAPE 25.4004 % 
Mendapatkan Nilai MSE sebesar 0.0127 dan MAPE 25.4004 %. Dengan 
nilai MAPE yang diatas 20% dan kurang dari 50% maka dikatakan hasil 
peramalan atau prediksi yang dilakukan masuk dalam kategori layak. 
 
 
BAB VI  
PENUTUP 
6.1 Kesimpulan 
Beberapa tahapan penelitian telah dilakukan dengan menggunakan model 
regresi dan algoritma genetika pada prediksi tingkat inflasi bulanan Indonesia. 
Dari hasil penelitian ini dapat disimpulkan bahwa :  
1. Algoritma Genetika mampu menghasilkan koefisien regresi terbaik untuk 
melakukan prediksi tingkat inflasi. 
2. Model regresi dengan optimai algoritma genetika dapat menghasilkan hasil 
prediksi yang memiliki nilai eror kecil dan tingkat akurasi prediksi yang 
besar. 
3. Rata-rata nilai eror MSE hasil prediksi adalah 0.1554, rata-rata nilai eror 
MAPE hasil prediksi adalah 14.58% dan rata-rata nilai akurasi hasil 
prediksi adalah 85.41%. 
6.2 Saran 
Adapun saran-saran yang dapat‟penulis ajukan untuk‟pengembangan 
penelitian selanjutnya‟adalah :  
1. Sistem dapat‟dikembangkan untuk kasus‟yang sama atau‟berbeda dengan 
dengan nilai antar periode yang tidak terlalu jauh perbedaan untuk 
mendapatkan‟hasil yang optimal‟dan nilai‟akurasi yang tinggi.  
2. Sistem dapat dikembangkan dengan menggunakan metode crossover dan 
mutasi yang berbeda. 
1. Sistem dapat dikembangkan pada kasus yang berbeda dan melakukan 
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