In the new Basel II Accord, banks are allowed to develop their own credit rating models provided that they regularly perform a back test of the risk parameters. However, the lack of sufficient (default) data for back testing rating models for "low-default portfolios" is a main concern in financial industry and regulators. These low-default portfolios are characterized by the lack of sufficient data and the resulting difficulty in back-testing the Probability of Default.
Introduction
In June 2004, the Basel Committee on Banking Supervision launched a revised version of the "International Convergence of Capital Measurement and Capital Standards", hereafter denoted as the Basel II Accord [1] . The most important consequence of this accord is that banks are allowed to develop their own counterparty rating models, which is called the Internal Rating Based approach (IRB). One of the IRB requirements for the use of internal ratings is that "Probability of Default (PD) estimates must be grounded in historical experience and empirical evidence, and not based purely on subjective or judgemental considerations" ( [1] , paragraph 449). In addition, "banks must regularly compare realised default rates with estimated PDs for each grade and be able to demonstrate that the realised default rates are within the expected range for that grade ( [1] , paragraph 501). This raises concerns in financial industry and from regulatory perspective for so-called low-default portfolios (LDP). Although there is no general definition of LDPs [3] , they are defined in this paper as portfolios with limited default experience from which to obtain robust default probabilities (PDs) for Basel II or internal risk management purposes [12] . Examples of low-default portfolios are portfolios with exposures to banks, insurance companies, sovereigns, highly-rated corporate obligors and most forms of specialized lending like project finance.
From regulatory perspective, a concern has risen that credit risk of LDPs might be underestimated because of data scarcity [3] . When PD estimates are based on simple historical averages or just judgemental considerations alone, capital requirements for that portfolio might be underestimated. Benjamin et al. show by simulation that portfolios may have a PD in the order of percentages, but these portfolios still have a quite large probability of yielding no defaults in a given year [3] . Since the default distributions are highly skewed, the default rates in any given year might lie below the average. The most important concern of participants in financial industry is that the lack of sufficient statistical data might lead to difficulty in back testing, i.e. testing whether the PDs agree with the observed default rates within a specified confidence interval. When no proper back testing of risk parameters like the PDs is feasible, LDPs will be excluded from IRB treatment [2] .
In response to the concerns of both regulators and financial industry, several methodologies towards LDPs are discussed in literature. Schuermann and Hanson propose a methodology to estimate PDs using migration matrices [10] . PDs for high-quality ratings are estimated using borrower migrations to lower grades and eventually default. These migrations are calculated by the duration approach, in which a migration intensity is calculated from all rating changes over the course of the year and transforming this intensity into a migration probability.
Pluto and Tasche propose to estimate PDs by upper confidence bounds while guaranteeing an ordering of PDs that respects the differences in credit quality as indicated by the rating grades [8, 9] . They call this method the most prudent estimation. Their papers use the method of most prudent estimation, first under the assumption of independent defaults and then under an assumption of asset correlation, using different confidence levels. The choice of confidence levels is still under discussion, but the authors suggest that confidence levels of less the 95% appear intuitively appropriate. A similar method is described by Forrest [6] , but this method is based on the likelihood approach by working in multiple dimensions [6] . Each dimension corresponds to a rating grade and each point represents a possible choice of grade-level PDs. In this multidimensional space, he identifies a subset of points with a high level of occurring, conditional on the observed data.
Benjamin et al. propose an approach towards LDPs, in which the regulator has a role to play [3] . In their proposal, the regulator provides an objective criterion for LDPs and publishes a look-up table, from which a look-up PD is derived and compared with the weighted average PD of the financial institution's porfolio. Based on this comparison, the financial institution adjusts its PD until the weight average PD is equal to or above the look-up PD. In a recent publication [12] , Wilde and Jackson show PD estimates can be calculated analytically by calibrating the CreditRisk+ model to a Merton model of default behaviour. This paper introduces a method for calibrating LDPs. The paper introduces the Cumulative Accuracy Profile (CAP), also known as the power curve or Lorentz curve, and a mathematical function for modelling the CAP. The mathematical function is used in the next section, where the essentials of the method are described. The key parameter in this methodology is the concavity, which defines the shape of the CAP curve. Using the functional form of the CAP and the concavity, a calibration can be calculated by taking the derivative of the closed-form equation for the CAP. The method is tested, using artificial portfolios, and demonstrated for sovereign ratings. In the demonstration, the error in the calibration method is estimated using different scenarios. The last section concludes.
Modelling the power curve
The method is based on the fact that assessing discriminative power of a credit rating model is easier than calibrating a credit rating model, but calibration can be derived from the discriminative power [5] , i.e. the ability to distinguish between defaults and non-defaults. The discriminative power is often measured with a CAP curve, also known as the power curve. Since the power curve is extensively discussed elsewhere ( [4] , [7] ), this concept is only briefly described here.
The CAP curve is constructed by sorting the debtors from bad ratings to good ratings, i.e. by decreasing credit risk. Plotting the cumulative percentage of defaults as a function of the cumulative percentage of debtors leads to one of the curves in figure 1 . The curve, as represented by the dashed line, is observed for a rating system with considerable discriminative power. The curve shows that for example 80% of the defaults occur in 20% of the most risky debtors. When the rating system has no discriminative power and randomly assigns ratings to obligors, the cumulative percentage of defaults increases proportionally with the cumulative percentage of debtors, as demonstrated by the grey curve in figure 1 . On the other extreme, when the model works perfect, all defaults are observed in the worst risk class and the curve corresponds to a perfect model.
The concave shape of the CAP curve can be easily modelled by a mathematical function. This function gives the cumulative percentage of defaults (hereafter denoted as y) as a function of the cumulative percentage of debtors (hereafter denoted as x). The function should obey the following requirements:
• When x = 0, y = 0: this is clear from figure 1, which shows that the CAP starts from the origin.
• When x = 1, y = 1: when the cumulative number of debtors is 100%, the cumulative percentage of defaults is also 100%.
• The derivative of the CAP can be used as calibration [5] . Assuming that the PD increases exponentially with the rating class, the derivative of the function must be exponential. The last requirement is based on a crucial assumption, i.e. the PD varies exponentially as a function of the rating class. In order to test the validity of this assumption, PDs are calculated for each S&P rating class as 1-year default rates from S&P data 2 and averaged over the period from 1981 until 2005. The long-term average is used, because the Basel II Accord requires that "PD estimates must be a long-run average of one-year default rates for borrowers in the grade" ( [1] , paragraph 447). Figure 2 shows the logarithm of the average 1-year default rate versus the S&P rating class. The logarithmic of the default rate is linear as a function of the rating scale and supports the assumption that the default rate is an exponential function of the rating grades.
Based on the functional requirements, the following function is introduced for modelling the concave shape of the CAP: where parameter k is called the concavity. The concavity can be interpreted as a measure of discriminative power, as demonstrated by figure 1. When k → ∞ , equation 1 gives y ≈ 1 and the CAP corresponds to a rating system, which perfectly discriminates between defaults and non-defaults. In this case, the area (A perfect ) under the CAP curve approaches 1. When k → 0, equation 1 gives y ≈ x and the CAP corresponds to a random model with no discriminative power. In this case the area (A random ) equals 0.5. In practice, k will be between 0 and ∞. The CAP function has only a concave shape, when k > 0, i.e. y(x) > x on the interval [0,1]. The CAP function is convex, when k is negative. A convex CAP occurs when most of the defaults occur in the best rating classes and hardly any defaults in the worst rating classes. Therefore, a negative k value corresponds to a rating system, which assigns ratings in reverse order of default risk.
Although the concavity might be interpreted as a measure of discriminatory power, in bestpractice credit risk management it is common to use the Accuracy Ratio (AR), which is also derived from the CAP curve. The relation between the AR and the area (A) under the CAP curve is calculated as ( [4] , [7] , [11] ):
The AR measure varies between 0 for a random rating system and approaches 1 for an extremely predictive rating system. Since both AR and k measure discriminatory power, it is not surprising that a relation exists between both quantities. In the appendix of this paper, a relation between AR and k will be derived.
Description of the method
The method of calibration is performed in a few steps. The first step is to construct the CAP from the observations. The fitting of the CAP to the function in equation 1 is applied. This fitting procedure is executed by minimizing Root-Mean-Square (RMS) error 3 E:
which results in the value of the concavity parameter k. N is the number of rating classes and x i and y i are the observed cumulative percentages of debtors and defaults respectively in each rating class i. A much simpler method than optimizing equation 3 is making use of the relation between the area under the CAP curve (A) and the concavity k. In the appendix, it will be shown that: 3 The minimum of the RMS in equation 3 is calculated numerically by applying a NewtonRaphson procedure, i.e. a new k 1 is calculated from the initial value k 0 = 1, k 2 is calculated from k 1 , etc. using the following iteration (i = 1, 2, …): when A is larger than 0.8.
After deriving the concavity, the PDs can be derived from the CAP curve, using the following equation of Falkenstein et al. [5] :
where <D> is the average observed default rate, i.e. the total number of defaults divided by the total number of obligors for the whole portfolio. Combining equation 1 with equation 5 gives the following equation for calibration:
Equation 6 is the derivative of the CAP function in equation 1. The symbol x R represents the cumulative percentage of counterparties in rating class R. The value of x R is calculated as the midpoint between the cumulative percentage of counterparties in rating class R and R-1:
where z is the total number of counterparties and z i is the number of counterparties in rating class i. In equation 7, rating N represents the most risky rating class.
Demonstration for artificial portfolios
Before application of the method on actual data, the method is first tested on artificial portfolios, which are constructed of counterparties with S&P ratings. For every rating class, it is assumed that real PDs are known and denoted as PD real . The PD real are based on a smoothening of the average 1-year default rates from the S&P data and the PD real is set to the minimum value of 0.03% for rating classes AAA, AA+, AA and AA-. This minimum PD is required by the IRB Approach [1] . These averages are also used to demonstrate the exponential behaviour of default rates in figure 2 . Using the number of counterparties and defaults in each rating class, the total default rate of the whole portfolio and the concavity is calculated. Both quantities are used to calculate the PDs, using equation 6. These estimated PDs are referred to as the PD est . The method tests whether the PD est falls within a 95% confidence level around the PD real . This confidence interval is calculated as [11] :
where α is the confidence level, which is chosen as 95%, and N -1 [] is the inverse of the cumulative normal distribution. This test is frequently referred to as the binomial or Wald test [10] . Table 1 presents the test results for a homogeneous portfolio, i.e. a portfolio with the same number of counterparties in each rating class. The table shows that the PD est all fall within the 95% confidence levels around PD real and all estimated PDs pass the binomial test. The results in Table 1 are based on a homogeneous portfolio with the same number of counterparties in each rating class. However, these types of portfolios are hardly encountered in practice. In Table 2 a similar test is performed, but here it is assumed that most counterparties are in the moderate rating classes, whereas a low number of counterparties exists in the highest and lowest rating class. In this case, all PD est fall in the confidence interval as defined by equation 8, but in the worst rating class (CCC/CC), PD est is considerably lower than PD real . This is attributed to the fact that the observations in class CCC/CC are considerably lower than in the BBB classes. Especially when hardly no observations are observed in the worst rating classes, the value of x R approaches zero for these classes and the PD curve, as calculated by equation 6, might flatten. From these observations, it is concluded that the method might underestimate the PD when the observations in a specific rating class are low as compared to other rating classes. Table 3 presents the number of sovereigns and the number of defaults per rating class, sorted by decreasing credit risk. Cumulative percentages of sovereigns (X) and defaults (Y) are calculated and used to construct the CAP in figure 3 . The black curve gives the observed CAP and the grey curve results from the fitted CAP function. The concavity is found to be 8.03, at which the RMS error has a minimum value of 0.15. The minimum of the RMS error only gives a relative measure about the quality of the fit. Therefore, the area under the CAP is compared with the area under the fitted CAP function. The area under the CAP is 0.88, whereas the area, which is based on integrating equation 1 over the interval [0, 1], equals 0.89. Since both values are close to each other, it is concluded that the fit of the CAP is quite accurate. The calculated concavity k = 8.03 and the average default rate of 2.33%, which results from observing 2 defaults of 86 sovereigns, is used to calculate the PD curve with use of equation 6. In Figure 4 , this PD curve is represented by the solid line.
Demonstration for a low-default portfolio: sovereigns
The method might be very sensitive to the rating classes, in which the defaults are observed. For example, the concavity would change when the default is not observed in the CC class rather than in the adjacent rating class CCC+. In order to assess the accuracy of the method, the concavity k is calculated for several scenarios, in which defaults are shifted from the rating class, in which they are originally observed, towards adjacent rating classes. The concavities for all these scenarios are presented in table 4. The table shows that the average concavity equals 8.22 and the standard deviation in the concavity is 2.28 respectively. Based on the standard deviation and assuming a normal distribution of the concavity, a 95% confidence interval around 8.22 can be defined 4 as 8.22 ± 4.47. The average value agrees with the originally calculated value of 8.03 for the observed data within the confidence interval.
Using equation 4 and the area under the CAP, which is found to be 0.88, the concavity is calculated as 8.33. From the difference between the result of equation 4 and the concavity, as calculated by minimizing the RMS error, it is concluded that the approximation in equation 4 provides a proper estimation of the concavity.
PD curves are also calculated using the minimum concavity of 5.87 and the maximum concavity of 11.70. Figure 4 shows the corresponding curves as error bars on the curve for a concavity of 8.03. A general observation from Figure 4 is that the PD curve becomes flatter when the concavity is lower. This is explained by the fact that a low concavity corresponds to a rating system with low discriminatory power, i.e. the likelihood of default in every rating class is about the same and therefore the PD curve has a flat shape. Figure 4 also shows that the most drastic effects of changing the concavity are observed in the worst rating classes CC and CCC+.
Conclusion
This paper presents a method for calibration LDPs. The method is based on fitting the CAP to a concave function. Using the derivative of the concave function and the average default rate, a calibration can be performed.
The method is demonstrated for a LDP of sovereigns, but can be applied to any portfolio when defaults are observed. Traditionally, default rates are calculated as the total number of defaults divided by the total number of obligors for each rating class. Although this approach is simple and straightforward, it has certain drawbacks: the estimation of the default rate depends on the number of observations in a specific rating class. When the number of obligors in a rating bucket is small, the default rate in that rating bucket can not be properly estimated. The method in this paper, all observations in all rating buckets are included in the concavity parameter, from which the default rates are derived.
The method can be extended by the following multi-parameter form: where k and l are concavity parameters and m is a weight between 0 and 1.This multi-parameter form makes only sense when enough defaults are observed, otherwise there is a risk of over-fitting.
Since the method is based on modelling the CAP, the method does not work when no defaults are observed at all. In this case, other solutions should be selected before the method can be applied. In this case, the principle of most prudent estimator of Pluto and Tasche [8, 9] seems appropriate. Other solutions for back-testing LDPs are related to data enhancement. Several approaches in this direction are suggested by the Basel Committee Accord Implementation Group's Validation Subgroup, like pooling of data with other banks, combining portfolios with similar risk characteristics, using the lowest non-default rating as a proxy for default and combining rating categories [2] .
Appendix: Relation between the concavity and the Area under the CAP curve
In this appendix, a simple relation is derived between the Accuracy Ratio (AR) and the concavity (k). The area A approaches 1 when k → ∞ . This is the case when the rating system has perfect discriminatory power. When k → 0 the area A approaches 0.5 which corresponds to a rating system with no discriminatory power. As e -k tends to go to zero very fast, equation 10 can be approximated by the following expression:
Equation 11
Figure 5 compares equation 10 with equation 11 and shows that equation 11 can be used as a good approximation when the A > 0.8. For rating systems, which exhibit good discriminatory power, equation 11 provides a simple method for calculating the concavity k and use k in the calculation of the PD for each rating class.
Although the area under the CAP curve (A) can be interpreted as a measure of discriminatory power, it is widely accepted to use the AR as a measure of discriminatory power ( [4] , [7] , [11] ). A relation between k and the AR measure is obtained by combining equation 2 and 10:
Equation 12
Using the approximation in equation 11, a simple relation between the AR and the concavity k can be derived as well:
Equation 13
Although equation 13 gives a simple relation between the AR and the concavity, it should be noted that this equation is based on two approximations. The first approximation is that the relation between the AR and the area under the CAP curve (A) is given in equation 2. In this equation, it is assumed that A perfect ≈ 1. For a perfect discriminatory model, all defaults are observed in the worst rating class and therefore A perfect will be slightly less than 1 (see for an extensive description [4] , [7] , [11] ).The second approximation is based on equation 11 and assumes that the area A ≥ 0.8, which corresponds to AR ≥ 0.6.
Combining the approximation in equation 13 and equation 6 results in a relation between the PD and the AR:
Equation 14
Equation 14 shows that the PD curve rises steeply for high-risk rating classes, when the rating system has a high AR and therefore a high discriminatory power. Table 2 The portfolio default rate is 0.83% and the concavity is23.80. Table 4 Different scenarios, which are used to assess the accuracy of the concavity. The concavity varies between 5.87 and 11.70 in all scenarios. In addition, the average and standard deviation is also shown. 
