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Ο προορισµός του δικτύου τροφοδοσίας ισχύος είναι να διανέµει τις τάσεις 
τροφοδοσίας και γείωσης σε όλη τη σχεδίαση. Στις καινούργιες και χαµηλότερες 
τεχνολογίες, καθώς περιορίζονται οι διαστάσεις, µεγαλώνει η συχνότητα και 
αυξάνεται η κατανάλωση ισχύος, οδηγούµαστε σε µεγάλη ροή ρεύµατος στο δίκτυο 
τροφοδοσίας και γείωσης, κάτι το οποίο επηρεάζει την απόδοση και την αξιοπιστία. 
Η παρούσα διπλωµατική εργασία πραγµατεύεται την ανάλυση χρονικής απόκρισης 
των δικτύων τροφοδοσίας ολοκληρωµένων κυκλωµάτων µε άµεσες και 
επαναληπτικές µεθόδους.  
Αναλυτικότερα, στο πρώτο (1ο) κεφάλαιο περιγράφονται τα δίκτυα διανοµής ισχύος 
και κάποια φαινόµενα που επηρεάζουν την αξιοπιστία και την απόδοση του 
κυκλώµατος. Τα βασικά φαινόµενα που επηρεάζουν την ακεραιότητα τροφοδοσίας 
είναι η αυξηµένη πτώση τάσης (IR-drop) και ο επαγωγικός θόρυβος, τα οποία 
µπορούν να δηµιουργήσουν προβλήµατα χρονισµού, ενώ η ηλεκτροµετανάστευση 
επηρεάζει την αξιοπιστία και την απόδοση του κυκλώµατος. 
Στο δεύτερο (2ο) κεφάλαιο περιγράφεται το µοντέλο και µεταβατική ανάλυση του 
δικτύου τροφοδοσίας. Πιο αναλυτικά, εξαιτίας της παρουσίας των C και L στοιχείων 
σε ένα πλήρες µοντέλο RLC, θα χρησιµοποιηθεί η Τροποποιηµένη Μέθοδος των 
Κόµβων (Modified Nodal Analysis) – αντί για την απλή Μέθοδο των Κόµβων – για 
την ανάλυση του δικτύου τροφοδοσίας. Με βάση αυτή την ανάλυση προκύπτει ένα 
γραµµικό σύστηµα εξισώσεων. Επίσης δίνεται ένα παράδειγµα πρακτικού δικτύου 
τροφοδοσίας. 
Στο τρίτο (3ο) και τέταρτο (4ο) κεφάλαιο παρουσιάζονται οι βασικότερες µέθοδοι που 
χρησιµοποιούνται για την επίλυση του συστήµατος γραµµικών εξισώσεων που 
προκύπτει στο προηγούµενο κεφάλαιο. Πιο αναλυτικά από τις άµεσες µεθόδους 
αναφέρονται οι παραγοντοποιήσεις LU και Cholesky, ενώ από τις επαναληπτικές 
µεθόδους αναφέρονται οι Jacobi, Gauss-Seidel, Sor, GMRES, PCG, Τριδιαγώνια 
Μέθοδος Πινάκων και Μέθοδος Αναγωγής Μονών – Ζυγών. 
Στο πέµπτο (5ο) κεφάλαιο παρουσιάζονται τα πειραµατικά αποτελέσµατα της 
ανάλυσης του δικτύου τροφοδοσίας. Πιο συγκεκριµένα αναφέρονται λεπτοµερώς οι 
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παράµετροι προσοµοίωσης του δικτύου τροφοδοσίας καθώς και τα αποτελέσµατα της 
των δοκιµαστικών εφαρµογών για διάφορα µεγέθη δικτύων. 
Στο έκτο (6ο) και τελευταίο κεφάλαιο αναφέρονται τα συµπεράσµατα που 
προκύπτουν από την προσοµοίωση του δικτύου τροφοδοσίας, σχετικά µε τους 
χρόνους που καταγράφηκαν. 
Η εκπόνηση της εργασίας αυτής δεν θα ήταν δυνατή χωρίς τη συµβολή και βοήθεια 
του επιβλέποντα καθηγητή κ. Ευµορφόπουλου Νέστορα και του καθηγητή κ. 
Σταµούλη Γεωργίου τους οποίους και θα ήθελα να ευχαριστήσω. 
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1.1 ΔΙΚΤΥΑ ΔΙΑΝΟΜΗΣ ΙΣΧΥΟΣ 
 
Για τους επεξεργαστές υψηλών επιδόσεων, ο σχεδιασµός και η επαλήθευση των 
δικτύων διανοµής ισχύος έχει δηµιουργήσει κρίσιµα θέµατα. Τα δίκτυα διανοµής 
ισχύος κατανέµουν τις τάσεις τροφοδοσίας και γείωσης από τη θέση του υποβάθρου 
έως όλα τα εξαρτήµατα σε µια διάταξη. Καθώς αυτά τα εξαρτήµατα διακλαδίζονται 
και παίρνουν ρεύµα από το δίκτυο διανοµής ισχύος, αναπτύσσεται µια πτώση τάσης 
δια µέσω του δικτύου διανοµής ισχύος εξαιτίας της αντίστασής του. Η εκτεταµένη 
πτώση τάσης σε σηµεία διανοµής διατάξεων, µπορεί να προκαλέσει προβλήµατα που 
σχετίζονται µε την απόδοση και τη λειτουργικότητα. Ένα βασικό πρόβληµα είναι το 
γεγονός ότι η ελαττωµένη τάση σε µια διάταξη µειώνει την οδήγηση, κατά συνέπεια 
την απόδοση του επεξεργαστή. Τυπικά, ένας επεξεργαστής έχει σχεδιαστεί µε µια 
αναµενόµενη πτώση τάσης µεταξύ 5% και 10% της τάσης τροφοδοσίας. Η 
προσοµοίωση και χρονική επαλήθευση του επεξεργαστή εκτελούνται καθώς 
συνυπολογίζεται αυτός ο προϋπολογισµός. Ωστόσο, αν  η πτώση τάσης στο δίκτυο 
ισχύος υπερβεί τον προϋπολογισµό αυτό, θα επιβραδυνθούν οι διατάξεις που είναι 
κρίσιµες ως προς την ταχύτητα και το ολοκληρωµένο κύκλωµα δεν θα προσεγγίσει 
τον προτεινόµενο στόχο απόδοσης. Ένα ακόµη πρόβληµα είναι και ο θόρυβος που 
εισέρχεται στο ολοκληρωµένο κύκλωµα λόγω των διακυµάνσεων της τάσης στα 
σηµεία διανοµής ισχύος. Ο θόρυβος που προέρχεται από το δίκτυο ισχύος µπορεί να 
συγκριθεί µε άλλες πηγές θορύβου, όπως ο θόρυβος που προέρχεται από τις 
χωρητικότητες παράλληλων πλακών, και πρέπει να ληφθούν υπ’ όψη κατά την 
ανάλυση θορύβου στο ολοκληρωµένο κύκλωµα. Επίσης, η υψηλή µέση πυκνότητα 
του ρεύµατος σε ένα δίκτυο διανοµής ισχύος οδηγεί σε εκτεταµένη φθορά στα 
καλώδια µετάλλου, εξαιτίας της ηλεκτροµετανάστευσης. Αν αυτό συµβαίνει για µια 
αρκετά εκτεταµένη χρονική περίοδο, µπορεί να προκληθεί φθορά στα καλώδια και 
κατά συνέπεια να αυξήσει την πτώση τάσης στο δίκτυο τροφοδοσίας και να επιφέρει 
γενική απώλεια ισχύος σε συγκεκριµένα σηµεία. Επειδή η ηλεκτροµετανάστευση 
επιφέρει ιδιαίτερα σοβαρά προβλήµατα σε µονοκατευθυντικά ρεύµατα, τα δίκτυα 
διανοµής ισχύος είναι επιρρεπή σε προβλήµατα αυτής της φύσεως. Ένα ακόµη θέµα 
που επηρεάζει την απόδοση των δικτύων διανοµής ισχύος είναι η περιοδική 
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ταλάντευση των πηγών τροφοδοσίας που προκύπτει από τον συντονισµό της 
αυτεπαγωγής του πακέτου και της χωρητικότητας αποσύζευξης που βρίσκεται πάνω 
στο ολοκληρωµένο κύκλωµα, γεγονός που οδηγεί σε περιοδικές άνω της ονοµαστικής 
τάσεις τροφοδοσίας. Αυτές οι τάσεις άνω του αναµενόµενου προκαλούν φθορά στις 
πύλες οξειδίου και αλλοιώνουν τα χαρακτηριστικά της διάταξης. 
 
 
1.2 ΔΙΚΤΥΑ ΔΙΑΝΟΜΗΣ ΙΣΧΥΟΣ ΜΕ ΔΟΜΗ ΠΛΕΓΜΑΤΟΣ 
 
Τα δίκτυα διανοµής ισχύος µε δοµή πλέγµατος, όπως φαίνονται στην εικόνα (1), 
χρησιµοποιούνται ευρέως σε ολοκληρωµένα κυκλώµατα αυξηµένης πολυπλοκότητας 
και υψηλών επιδόσεων. Κάθε επίπεδο ενός πλέγµατος διανοµής ισχύος αποτελείται 
από πολλές γραµµές ίσου µεγέθους που ισαπέχουν µεταξύ τους. Η κατεύθυνση των 
γραµµών ισχύος και γείωσης µέσα σε κάθε επίπεδο είναι ορθογώνια στην κατεύθυνση 
των γραµµών στα γειτονικά επίπεδα. Οι γραµµές ισχύος και γείωσης είναι 
αλληλοεµπλέκονται µέσα σε κάθε επίπεδο. Κάθε γραµµή ισχύος και γείωσης είναι 
συνδεδεµένη µέσω άλλων γραµµών ισχύος και γείωσης, αντίστοιχα, στα γειτονικά 
επίπεδα σε επικαλυπτόµενες θέσεις. Σε ένα τυπικό ολοκληρωµένο κύκλωµα όσο πιο 
χαµηλό είναι το επίπεδο του µετάλλου τόσο πιο µικρό είναι το µέγεθος και η κλίση 
των γραµµών. Η απότοµη κλίση του ανώτερου επιπέδου µετάλλου βελτιώνει την 
χρησιµότητα των πόρων µετάλλου, κάνοντας την προσαρµογή στην κλίση των 
υποβάθρων εισόδου/εξόδου του πακέτου, ενώ η καλή κλίση των κατώτερων επιπέδων 
του πλέγµατος φέρνουν την παροχή ισχύος και γείωσης σε κοντινή απόσταση από το 
κάθε κύκλωµα που βρίσκεται πάνω στο ολοκληρωµένο κύκλωµα, διευκολύνοντας 
την σύνδεση αυτών των κυκλωµάτων στη τροφοδοσία και τη γείωση. Τα δίκτυα 
διανοµής ισχύος είναι αρκετά πιο δυνατά σε σχέση µε τα δίκτυα διανοµής ισχύος µε 
δίοδο. Υπάρχουν πολλαπλά πλεονάζοντα µονοπάτια ρεύµατος ανάµεσα στους 
ακροδέκτες τροφοδοσίας του κάθε φόρτου κυκλώµατος και των υποβάθρων 
τροφοδοσίας. Εξαιτίας αυτής της ιδιότητας, η ευστάθεια της παροχής ρεύµατος είναι 
λιγότερο ευαίσθητη σε αλλαγές των απαιτήσεων ισχύος του ρεύµατος των 
ξεχωριστών οµάδα λογικών πυλών του κυκλώµατος. Η αστοχία του κάθε τµήµατος 
του πλέγµατος δεν είναι κρίσιµη για τη διανοµή ισχύος σε οποιοδήποτε οποιαδήποτε 
οµάδα λογικών πυλών. 
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Εικόνα 1: Ένα δίκτυο διανομής ισχύος πολλαπλών επιπέδων. Οι γραμμές γείωσης έχουν ανοιχτό γκρι χρώμα και 
οι γραμμές τροφοδοσίας έχουν σκούρο γκρι χρώμα. Η κλίση, το πλάτος και το πάχος των γραμμών είναι 
μικρότερο στα κατώτερα επίπεδα σε σχέση με τα ανώτερα. 
 
Ένα επιπρόσθετο πλεονέκτημα των δικτύων διανομής ισχύος είναι η αυξημένη 
ακεραιότητα των σημάτων δεδομένων που είναι πάνω στο ολοκληρωμένο κύκλωμα 
εξαιτίας των ιδιοτήτων χωρητικής και επαγωγικής προστασίας των γραμμών 
τροφοδοσίας και γείωσης. Είναι σύνηθες να χρησιμοποιείται ένα ποσοστό 20% ως 
40% των πόρων μετάλλου για την οικοδόμηση ενός δικτύου τροφοδοσίας υψηλής 
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2. ΑΝΑΛΥΣΗ ΔΙΚΤΥΟΥ ΤΡΟΦΟΔΟΣΙΑΣ 
 
2.1 ΜΟΝΤΕΛΟ ΚΑΙ ΜΕΤΑΒΑΤΙΚΗ ΑΝΑΛΥΣΗ ΤΟΥ ΔΙΚΤΥΟΥ 
ΤΡΟΦΟΔΟΣΙΑΣ 
 
Με τον όρο power grid αναφερόµαστε σε ένα δίκτυο διανοµής ισχύος, το οποίο είναι 
γραµµικό και συνήθως έχει τη µορφή πλήρους ή ατελούς πλέγµατος στα δύο ανώτερα 
επίπεδα µετάλλου. Αναλυτικότερα το δίκτυο αποτελείται από έναν αριθµό b κλάδων 




Επιπροσθέτως οι p από τους q+p κόµβους δέχονται τάση τροφοδοσίας VDD προς τη 
γη. Από τους υπόλοιπους q κόµβους οι n συνδέονται σε πηγές ρεύµατος προς τη γη 
που αντιστοιχούν στις οµάδες-blocks πυλών που τροφοδοτούνται και αντλούν 
ενέργεια από το δίκτυο διανοµής ισχύος (οι µεµονωµένες πύλες-cells εντός των 
blocks οι οποίες διατάσσονται σε οριζόντιες γραµµές τροφοδοσίας βλέπουν χαµηλές 
πτώσεις τάσης σε σχέση µε τις τάσεις που δέχονται τα blocks λόγω µικρών ρευµάτων 
οπότε συνήθως δεν εξετάζονται). 
Εξαιτίας της παρουσίας των C και L στοιχείων σε ένα πλήρες µοντέλο RLC, θα 
χρησιµοποιήσουµε την Τροποποιηµένη Μέθοδο των Κόµβων (Modified Nodal 
Analysis) – αντί για την απλή Μέθοδο των Κόµβων – για την ανάλυση του δικτύου 
τροφοδοσίας, στο οποίο τα ρεύµατα επαγωγής αποτελούν επιπρόσθετες µεταβλητές 
επιπλέον των τάσεων κόµβων. Ειδικά για τα πλέγµατα που αναπαριστούν δίκτυα 
διανοµής ισχύος τυπικά µοντελοποιούµε κάθε τµήµα καλωδίου (µεταξύ των δύο 
επαφών) ως µια αντίσταση σε σειρά µε µια επαγωγή, µε χωρητικότητες προς τη γη 
στους δύο κόµβους επαφής (εικόνα 2). Έτσι στην ανάλυση που ακολουθεί θα 
θεωρούµε τους b κλάδους του δικτύου ως σύνθετους ωµικούς – επαγωγικούς (R - L) 
κλάδους. 
Οι νόµοι του Kirchhoff για το ρεύµα και την τάση για το γραµµικό δίκτυο έχουν ως 
εξής: 
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Εικόνα 2: Τυπικό μοντέλο τμήματος καλωδίου σε δίκτυα τροφοδοσίας 
 
KCL:  !"# !$% &'()'$)*  +,) , ή 
 
 -.t  .t  0t (2.1) 
 
KVL: 12323 4 5t  &67t6t* ,  ή 
 
 -Τ 6t  67t (2.2α) 
 
             6t  67t  (2.2b) 
 
Στα παραπάνω, ο - είναι n×b πίνακας προσπτώσεων σύνθετων κλάδων R – L 
(τυχαίες κατευθύνσεις αναφοράς), του οποίου τα στοιχεία ορίζονται ως εξής: 
 
α  8 1,       όταν η διεύθυνση του κλάδου j απέρχεται από τον κόµβο i =1,                 όταν η διεύθυνση του κλάδου j είναι προς τον κόµβο i0,                   όταν ο κλάδος j δεν είναι προσπίπτων στον κόµβο i ? 
 
Επιπροσθέτως, τα 6t, 67t και 6t  67t είναι µεγέθους n×1, b×1 και b×1 
διανύσµατα των κόµβων τάσης, κλάδων τάσης και ρεύµατα κλάδων, το 0t είναι 
ένα n×1 διάνυσµα των διεγέρσεων των ανεξάρτητων πηγών (είτε ρεύµατος είτε 
τάσης) στους κόµβους, το .t είναι ένα n×1 διάνυσµα των ρευµάτων των 
επιπρόσθετων χωρητικών κλάδων τα οποία εµφανίζονται στους n κόµβους και 2 
είναι ο πίνακας προσπτώσεων αυτών των n κλάδων, για τους οποίους ισχύει 2  @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(ο n×n ταυτοτικός πίνακας) επειδή όλοι οι χωρητικοί κλάδοι κατευθύνονται µακριά 
από τους κόµβους και συνδέονται µε τη γή. 
Οι σχέσεις ρεύµατος-τάσης των n χωρητικών κλάδων και των b σύνθετων R – L 
κλάδων είναι οι εξής: 
 .t  A6′ t  A6′ t (2.3) 
 67t  B7.7t  C7.7′ t (2.4) 
 
όπου6′ t και .7′ ) είναι οι χρονικές παράγωγοι των διανυσµάτων 6t και .7t 
αντίστοιχα, ο A είναι ένας n×n διαγώνιος πίνακας των χωρητικοτήτων των κόµβων 
και B7, C7 είναι πίνακες αντιστάσεων και επαγωγών µεγέθους b×b των σύνθετων 
κλάδων R – L. Ο πίνακας B7 είναι ένας διαγώνιος πίνακας, ενώ ο C7 είναι είτε 
διαγώνιος υπάρχουν µόνο αυτεπαγωγές στους κλάδους. Υποθέτουµε ότι κάθε κλάδος 
R – L έχει µη µηδενική αυτεπαγωγή και κάθε κόµβος έχει µη µηδενική 
χωρητικότητα, έτσι ώστε οι πίνακες C7 και A να είναι αντιστρέψιµοι. 
Στην Τροποποιηµένη Μέθοδο των Κόµβων αντικαθιστούµε την (2.3) στην (2.1) και 
την (2.4) στην (2.2α), έτσι ώστε να αποκτήσουµε το ακόλουθο σύστηµα των 
διαφορικών εξισώσεων πρώτης τάξης (µε αγνώστους τα 6t και .7t): 
 2.7t  A6′ t  0t  (2.5) 
 B7.7t  C7.7′ t = 23 6t  D  (2.6) 
 
Συνδυάζοντας τα διανύσµατα µεταβλητών 6t και .7t στο διάνυσµα xt &6t.7t* µπορούµε να γράψουµε τις εξισώσεις (2.5) και (2.6) ως το εξής σύστηµα 
εξισώσεων: 
 FGHt  FGH′t  0t  (2.7) 
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όπου FG  & D 2=23 B7 * , AI  &A DD C7*, 0t  J0tD K. 
 
Στο παραπάνω σύστηµα το 6t είναι το διάνυσµα των κόµβων τάσεων, αλλά το 
σύστηµα εύκολα µπορεί να εκφραστεί ξανά λαµβάνοντας υπόψη  τις πτώσεις τάσης 
στους κόµβους παραλείποντας τις ανεξάρτητες πηγές τάσης στο διάνυσµα διέγερσης 0t και αντιστρέφοντας το σήµα των πηγών ρεύµατος (από – σε +). Από αυτό το 
σηµείο και στο εξής θα δηλώνουµε µε το 6t το διάνυσµα των πτώσεων τάσης 
στους κόµβους. 
Σύµφωνα µε την διαφορική προσέγγιση Backward Euler για σταθερό χρονικό βήµα h, 
µπορούµε να αντικαταστήσουµε την χρονική παράγωγο L′) µε τον αντίστοιχο της 
τύπο πεπερασµένων διαφορών L′) M HNHN		  στην (2.8) και προκύπτει  
OFG  AIhQ Ht  OAIhQ Ht = h  0t για t  kh, όπου k  1,2, … , ή: 
 
Hkh  FG  AI	N 0kh  FG  AI	NV AI	 HWk = 1hX (2.9) 
 Y Z0kh  ZHWk = 1hX 
 
όπου Z  FG  AI	N και Z  FG  AI	NV AI	  Z AI	. 
 
Η δεύτερη αναφερθείσα αναδροµική σχέση χρησιµοποιείται για τον υπολογισµό των 
πτώσεων τάσης όλων των κόµβων και όλων των ρευµάτων κλάδων για συγκεκριµένη 
χρονική στιγµή t = kh, όπου k = 1, 2, …, βασίζεται στις πτώσεις τάσης και στα 
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2.2 ΜΕΤΑΤΡΟΠΗ ΤΟΥ ΣΥΣΤΗΜΑΤΟΣ ΤΩΝ ΕΞΙΣΩΣΕΩΝ 
 
Για την κατάλληλη µετατροπή του συστήµατος (2.9) αντί να αναφέρεται η εξάρτηση 
από την διακριτή χρονική µεταβλητή t = kh θα γίνουν οι εξής συµβάσεις Hkh Y H[ 
και 0kh Y 0[ 
Το σύστηµα εξισώσεων (2.8) µπορεί να γραφεί: 
 
\ Ah 2=23 B7  Ch ] 1
6[.7[ 4  \
Ah DD Ch ] 1
6[N.7[N 4  &.[D * 
 
^ _`












eaO2 bB7  C7h cN 23  Ah Q 6[  Ah 6[N = 2 bB7  Ch cN C7h .7[N  0[    2.10




Σύµφωνα µε τα παραπάνω καταλήγουµε σε δύο αναδροµικά συστήµατα τα οποία για 
κάθε χρονική στιγµή k µπορούµε να λύσουµε το (2.10) ως προς το διάνυσµα 
πτώσεων τάσεως (6[) µε δεδοµένα τα διανύσµατα 6[N και .7[Nτων πτώσεων τάσης 
και των ρευµάτων κλάδων της προηγούµενης χρονικής στιγµής, καθώς και των 
διεγέρσεων 0[ της τρέχουσας χρονικής στιγµής. Μετά από την επίλυση του πρώτου 
από τα 2 συστήµατα µπορούµε να βρούµε το διάνυσµα των ρευµάτων των κλάδων .7[ 
την τρέχουσα χρονική στιγµή από το δεύτερο σύστηµα (2.11). Το πρώτο σύστηµα 
(2.10) δεν είναι τίποτε άλλο παρά ένα σύστηµα γραµµικών εξισώσεων της µορφής Ax 
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= b µε αγνώστους το H Y 6[ , πίνακα του συστήµατος τον 2  b2 B7  Cg	 N 23 
Ah	  και i  Ah	 6[N = 2 B7  Ch	 N Cg	 .7[N  0[. Το σύστηµα αυτό µπορεί να 
επιλυθεί µε οποιαδήποτε µέθοδο επίλυσης γραµµικών συστηµάτων, όπως η Gauss 
από τις άµεσες και η Jacobi ή η Gauss-Seidel από τις επαναληπτικές. Στα επόµενα 
κεφάλαια θα δώσουµε µια περιγραφή των γενικών µεθόδων επίλυσης γραµµικών 
συστηµάτων, αλλά θα επιχειρήσουµε να εκµεταλλευτούµε την ειδική µορφή που έχει 
ο πίνακας Α για τα πρακτικά δίκτυα τροφοδοσίας έτσι ώστε να αναπτύξουµε µια 
σειρά από πιο αποδοτικές µεθόδους επίλυσης γραµµικών συστηµάτων για τη 
συγκεκριµένη αυτή µορφή. Η µορφή του πίνακα A για τα πρακτικά δίκτυα 
τροφοδοσίας θα φανεί καλύτερα µε το παράδειγµα που ακολουθεί. 
 
 
2.3 ΠΑΡΑΔΕΙΓΜΑ ΠΡΑΚΤΙΚΟΥ ΔΙΚΤΥΟΥ ΤΡΟΦΟΔΟΣΙΑΣ 
 
Με βάση την δοµή των προηγούµενων δικτύων τροφοδοσίας όπως παρουσιάστηκε 
στην εισαγωγή στην εικόνα (1) και µε βάση το µοντέλο κλάδου της εικόνας (2) 
έχουµε το ακόλουθο µοντέλο πρακτικού δικτύου τροφοδοσίας το οποίο φαίνεται στο 
παρακάτω σχήµα, τεσσάρων οριζοντίων και τεσσάρων κάθετων γραµµών. Στο 
παρακάτω σχήµα έχουν τοποθετηθεί πηγές τάσης και 2 κόµβοι που τροφοδοτούνται 
από την εξωτερική πηγή τροφοδοσίας (VDD), καθώς και πηγές ρεύµατος σε κόµβους 
από όπου οµάδες πυλών αντλούν ρεύµα από το δίκτυο τροφοδοσίας. Στους κλάδους 
των πηγών τάσεων έχουν τοποθετηθεί η παρασιτική αντίσταση και η παρασιτική 
αυτεπαγωγή του ακροδέκτη τροφοδοσίας. 
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Εικόνα 3: Μοντέλο RLC δικτύου τροφοδοσίας 4×4 
 
Θεωρούµε ότι για τις τρέχουσες τεχνολογίες οι αµοιβαίες επαγωγές µεταξύ κλάδων 
είναι αµελητέες και ο πίνακας Lb είναι διαγώνιος είτε πλήρης αν υπάρχουν αµοιβαίες 
επαγωγές µεταξύ των κλάδων. Στην περίπτωσή µας θα υποθέσουµε την ύπαρξη µόνο 
αυτεπαγωγών οπότε ο C7 είναι διαγώνιος και έχει µέγεθος n×(b+p). Οι πίνακες που 










 uk  diagC, C, … , Ck 





1 2 3 






[1] [2] [3] 




[10] [11] [12] 
[13] [14] [15] [16] 
[17] [18] [19] [20] 
[21] [22] [23] [24] 
[25] 
[26] 
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Bk  diagR, R, … , Rk 
 
Σηµείωση: Για νε µπορέσουµε να υπολογίσουµε τον πίνακα Α, πρέπει να ορίσουµε 
µια φορά για το ρεύµα που διαρρέει τους κλάδους. Έστω πως αυτή πρέπει να είναι 
από αριστερά προς τα δεξιά (→) και από πάνω προς τα κάτω (↓). 
Εφόσον οι πίνακες L, R είναι διαγώνιοι τότε και ο B7  Cg	 N είναι επίσης 
διαγώνιος, οπότε το γινόµενο 5  2 B7  Cg	 N 23 είναι πολύ γνωστό [1] ότι έχει 
τις ακόλουθες ιδιότητες (i) θετικά διαγώνια στοιχεία, (ii) µη θετικά στοιχεία εκτός 
διαγωνίου (v { 0, i, j  1, … , n), (iii) συµµετρία v  v, i, j  1, … , n, (iv) 
διαγώνια κυριαρχία και στις γραµµές και στις στήλες: δηλ.  }v} ~ ∑ }v} ,  j 1, … , n. Ειδικότερα, η τελευταία αυτή ιδιότητα εξασφαλίζει ότι ο πίνακας είναι θετικά 
ορισµένος.  
Επίσης είναι πολύ γνωστό λοιπόν από τη θεωρία της µεθόδου των κόµβων ότι το 
γινόµενο ενός πίνακα πρόσπτωσης επί έναν διαγώνιο (όπως ο B7  Cg	 N) επί τον 
ανάστροφο πίνακα πρόσπτωσης έχει την εξής δοµή στοιχείων [16]: 
1. Τα στοιχεία της κύριας διαγωνίου v ( i= 1, 2, …, n) είναι το άθροισµα των 
στοιχείων του B7  Cg	 N που αντιστοιχούν στον κόµβοι i. 
2. Τα στοιχεία v i, j  1, … , n, i  j που βρίσκονται εκτός της κύριας 
διαγωνίου, είναι το αντίθετο του διαγώνιου στοιχείου του B7  Cg	 N που 
συνδέει τους κόµβους i και j. 






=gg  g  gj=g00o0
0=gg  g  g=g0o0
00=gg  g  g0o0
=g000g  g  go…





όπου έχουµε συµβολίσει µε g  . 
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:22:27 EET - 137.108.70.7
20 
 
Τέλος παρατηρούµε ότι για δίκτυα δοµής πλέγµατος όπως της εικόνας 3 (τα οποία 
αποτελούνται από οριζόντιες και κάθετες γραµµές) και µε αρίθµηση των κόµβων από 
αριστερά προς τα δεξιά ο πίνακας του γραµµικού συστήµατος έχει την παρακάτω 
µορφή: 
 
Εικόνα 4: Η μορφή του πίνακα ενός γραμμικού συστήματος 25 εξισώσεων 
 
Η µορφή της εικόνας 4 είναι µορφή ενός µπλοκ τριδιαγώνιου πίνακα (block 
tridiagonal) µε τα διαγώνια µπλοκς να είναι απλοί τριδιαγώνιοι πίνακες ενώ τα µπλοκ 
εκτός διαγωνίου να είναι διαγώνιοι πίνακες.  
Οι µέθοδοι που θα αναπτυχθούν στις επόµενες ενότητες επιλέχθηκαν λόγω της 
µορφής του πίνακα. 
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3. ΜΕΘΟΔΟΙ ΕΠΙΛΥΣΗΣ ΓΡΑΜΜΙΚΩΝ ΣΥΣΤΗΜΑΤΩΝ 
 
3.1 ΜΕΘΟΔΟΣ LU 
 
Η παραγοντοποίηση LU είναι µια διάσπαση του πίνακα του συστήµατος γραµµικών 
εξισώσεων κατά την οποία ο πίνακας αυτός µπορεί να εκφραστεί ως το γινόµενο ενός 
κάτω τριγωνικού και ενός άνω τριγωνικού πίνακα. Το γινόµενο αυτό συνήθως 




3.1.1 Η ΜΕΘΟΔΟΣ 
 
Αν ο πίνακας Α είναι ορθογώνιος η LU ανάλυση έχει την εξής µορφή: 
 
 Α = LU, 
 
όπου τα L και U είναι άνω και κάτω τριγωνικοί πίνακες (του ίδιου µεγέθους) 
αντίστοιχα. Αυτό σηµαίνει ότι ο L έχει µόνο µηδενικά στοιχεία πάνω από τη διαγώνιό 
του και ο U έχει µόνο µηδενικά κάτω από τη διαγώνιό του. Για ένα πίνακα µεγέθους 
n×n, η LU ανάλυση έχει την εξής µορφή: 
 
α α αα α α
α α α   
l 0 0l l 0l l l 
u u u0 u u0 0 u 
 
Επίσης αφαιρώντας τα διαγώνια στοιχεία από τους L και U, προκύπτει ένας νέος 
διαγώνιος πίνακας D και η LU ανάλυση παίρνει την εξής µορφή: 
 
 Α = LDU, 
 
                                                      
1
 Πίνακας μεταθέσεων λέγεται ο πίνακας του οποίου κάθε γραμμή και στήλη περιέχει ακριβώς ένα 1 
και τα υπόλοιπα στοιχεία μηδέν. 
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όπου τα L και U τριγωνικοί πίνακες µε µοναδιαία στοιχεία διαγωνίου και ο D είναι 
διαγώνιος. Ακόµη αν απαιτούνται εναλλαγές γραµµών κατά την τριγωνοποίηση η LU 
ανάλυση µετασχηµατίζεται ως εξής: 
 
 PΑ = LU 
 
όπου ο πίνακας P είναι πίνακας µεταθέσεων. 
Αναφορικά µε τον αλγόριθµο που εφαρµόζει την ανάλυση LU, υλοποιείται ως εξής: 
Ξεκινώντας µε τον πίνακα nxn του συστήµατος θέτουµε 
 
Α = (αn,n) 
 




 := Α 
 
και εν συνεχεία για n = 1, …, n-1 εκτελούµε τις παρακάτω ενέργειες: 
Απαλείφουµε τα στοιχεία του πίνακα κάτω από την κύρια διαγώνιο στην n-ιοστή 
στήλη του Α
(n-1)
 προσθέτοντας στην  i-ιοστή  γραµµή του πίνακα την n-ιοστή γραµµή 
πολλαπλασιασµένη κατά  
 
l,  = ,N,N 
 
 
για l = n+1, … , n. Αυτό µπορεί να γίνει πολλαπλασιάζοντας τον A(n-1) από αριστερά 
µε τον κάτω τριγωνικό Ln 
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C   


1     0    0
p    1   l, p
   





Για k = 1 : n 
 L(k,k) = 1 
 Για i = k + 1 : n 
  L(i,k) = A(i,k) / A(k,k) 
  Για j = k + 1 : n 
   A(i,j) = A(i,j) – L(i,k) * A(k,j) 
  τέλος 
 τέλος 
 Για j = k : n 




3.2 ΜΕΘΟΔΟΣ CHOLESKY 
 
Στην αριθµητική γραµµική άλγεβρα, η ανάλυση Cholesky ή η τριγονοποίηση 
Cholesky είναι η ανάλυση ενός συµµετρικού, θετικά-ορισµένου πίνακα σε γινόµενο 
ενός κάτω τριγωνικού πίνακα και του συζυγούς ανάστροφου του. Αυτή η µέθοδος 
είχε ανακαλυφθεί από τον André-Louis Cholesky για πραγµατικούς πίνακες και είναι 
ένα παράδειγµα για την τετραγωνική ρίζα ενός πίνακα. Όταν είναι εφαρµόσιµη, η 
ανάλυση Cholesky είναι περίπου δύο φορές πιο αποδοτική σε σχέση µε την ανάλυση 
LU για την επίλυση συστηµάτων γραµµικών εξισώσεων. 
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3.2.1 Η ΜΕΘΟΔΟΣ 
 
Αν ο πίνακας Α έχει πραγµατικά στοιχεία και είναι συµµετρικός ( ή πιο γενικά 
Ερµιτιανός) και είναι θετικά-ορισµένος, τότε ο Α µπορεί να αναλυθεί ως εξής: 
 
 Α = L L* 
 
όπου ο L είναι ένας κάτω τριγωνικός πίνακας µε αυστηρά θετικά διαγώνια στοιχεία, 
και ο L* δηλώνει τον συζυγή ανάστροφο του L. Αυτή είναι η ανάλυση Cholesky. 
Η ανάλυση Cholesky είναι µοναδική διότι για έναν οποιοδήποτε Ερµητιανό, θετικά 
ορισµένο πίνακα Α, υπάρχει µόνο ένας κάτω τριγωνικός πίνακας L µε αυστηρώς 
θετικά διαγώνια στοιχεία τέτοια ώστε Α = LL*. Η αντιστροφή αποδεικνύεται 
τετριµµένα: αν ο Α µπορεί να γραφεί µε τη µορφή LL* για κάποιο αντιστρέψιµο 
κάτω τριγωνικό πίνακα L, τότε ο Α είναι Ερµητιανός και θετικά ορισµένος.   
Ο αλγόριθµος  Cholesky, που χρησιµοποιείται για τον υπολογισµό του πίνακα 
διάσπασης L, είναι µια τροποποιηµένη εκδοχή της απαλοιφής Gauss. Ο 
επαναληπτικός αλγόριθµος ξεκινά για i:=1 και  
 
 -  -.  
 
Στο βήµα i, ο πίνακας Α(i) έχει την εξής µορφή: 
 
 -   N 0 00 a, b0 b Z, 
 
όπου Ιi-1 δηλώνει τον ταυτοτικό πίνακα διάστασης i-1. 
Αν ο Li δηλώνεται ως εξής: 
 
C   


N 0 00 a, 00 1a, b N
 
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τότε µπορούµε να γράψουµε το Α
(i)
 ως εξής 
 




 -   N 0 00 1 00 0 Z = , bb 2 
 
Επαναλαµβάνουµε για i από 1 ως n. Μετά από n βήµατα, λαµβάνουµε Α(n+1) = I. Άρα, 
ο κάτω-τριγωνικός πίνακας L υπολογίζεται ως εξής: 
 
 L := L1 L2  . . . Ln. 
 
 Ο παραπάνω αλγόριθµος απαιτεί περίπου n





Για k = 1 : n 
 % υπολογισµός των στοιχείων εκτός διαγωνίου 
 Για i = 1 : k-1 
  s = 0 
  Για j = 1 : i – 1 
   s = s + a(i,j) * a(k,j) 
  τέλος 
  a(k,i) = ( a(k,i) - s ) / a(i,i) 
                                                      
2
 Σημείωση:  Το bi bi
*
 είναι εξωτερικό γινόμενο, επομένως αυτός ο αλγόριθμος ονομάζεται έκδοση 
εξωτερικού γινομένου (Golub & Van Loan) 
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 % υπολογισµός των  διαγώνιων στοιχείων 
 s = 0 
 Για j = 1 : k-1 
  s = s + a(k,j)2 
 τέλος 
 ,    ,  =   
τέλος 
  
3.3 ΜΕΘΟΔΟΣ JACOBI 
 
Η µέθοδος Jacobi αποτελεί τη δηµοφιλέστερη επαναληπτική µέθοδο για την επίλυση 
ενός γραµµικού συστήµατος, αρκεί τα στοιχεία της κύριας διαγωνίου του να µην είναι 
µηδενικά. Κάθε στοιχείο της διαγωνίου του επιλύεται και µια προσεγγιστική τιµή 
τοποθετείται. Η διαδικασία αυτή επαναλαµβάνεται µέχρι να υπάρξει ικανοποιητική 
σύγκλιση.  
 
3.3.1 Η ΜΕΘΟΔΟΣ 
 
Αναζητούµε τη λύση ενός συνόλου γραµµικών εξισώσεων έτσι όπως καθορίζονται 
από το σύστηµα Ax = b όπου  
 
          2  \a a … aa a q ao       o  p    oa a … a],           H  
xxox,            i  \
bbob]. 
 
Τότε ο Α µπορεί να αναλυθεί σε µια διαγώνια συνιστώσα D, και το υπόλοιπο R: 
 
 A = D + R όπου  
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   \a 0 …    00  a q  0o     o  p    o0 0 … a ],                B  \
0 a …  aa 0  q ao   o  p     oa a … 0 ] 
 
Το σύστηµα των γραµµικών εξισώσεων µπορεί να γραφεί ως εξής: 
 
 ( D + R ) x = b 
 
 D x + R x = b 
 
 D x = b – R x 
 
Η µέθοδος Jacobi είναι µια επαναληπτική τεχνική που επιλύει την αριστερή πλευρά 
της παραπάνω έκφρασης ως προς x, χρησιµοποιώντας προηγούµενες τιµές του x στην 
δεξιά πλευρά της παραπάνω εξίσωσης. Η ανάλυση αυτή µπορεί να απεικονιστεί στην 
παραπάνω εξίσωση ως εξής: 
 H[  Ni = B H[ 
 
Συνεπώς ο αριθµητικός τύπος σε επίπεδο στοιχείου είναι ο παρακάτω: 
 
x[  1
α b =   α x[ ,        i  1, 2, . . . , n. 
 
Αντίθετα µε την µέθοδο Gauss-Seidel, δεν µπορούµε να αντικαταστήσουµε το xi(k) µε 
το xi
(k+1)
, διότι η τιµή χρειάζεται για τους υπόλοιπους υπολογισµούς. Αυτή είναι και η 
πιο σηµαντική διαφορά µεταξύ της Jacobi και της Gauss-Seidel µεθόδου και αποτελεί 
τον κυριότερο λόγο για τον οποίο η πρώτη δεν µπορεί να υλοποιηθεί ως  παράλληλος 
αλγόριθµος [14]. 
 
Institutional Repository - Library & Information Centre - University of Thessaly









 Για k = 1, 2, … 
  Για i = 1, 2, …, n 
   ¡¢  0 
   Για j = 1, 2, …, i-1, i+1, …, n 
    ¡¢  ¡¢  £¤¡¤¥N 
   τέλος 
    ¡¢   (¦N§¢¦¨¦¦  
   τέλος 
   ¡¥   ¡¢ 
  τέλος 
  Έλεγχος σύγκλησης και τερµατισµός 
 Τέλος 
 
3.3.3 ΘΕΜΑΤΑ ΣΥΓΚΛΗΣΗΣ 
 
Η µέθοδος συγκλίνει πάντα εάν ο πίνακας Α έχει αυστηρά διαγώνια κυριαρχία [15]. 
Αυστηρή διαγώνια κυριαρχία σειρών σηµαίνει ότι για κάθε σειρά, η απόλυτη τιµή 
του διαγώνιου όρου είναι µεγαλύτερη από το άθροισµα των απόλυτων τιµών όλων 
των υπόλοιπων όρων: 
 
|α| ª  }a}  
 
Μια δεύτερη συνθήκη σύγκλησης περιέχει τη φασµατική ακτίνα του πίνακα Α. 
 
ρDNR ¬ 1 
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Η µέθοδος Jacobi µερικές φορές συγκλίνει ακόµη κι αν οι συνθήκες δεν 
ικανοποιούνται. Το 2009, παρουσιάστηκε µια τεχνική διπλού βρόγχου για την 
εξαναγκασµένη σύγκληση της µεθόδου στη σωστή λύση ακόµη κι όταν οι συνθήκες 
δεν ισχύουν. Η τεχνική αυτή παράγει αποτέλεσµα είτε ο πίνακας είναι θετικά 
ορισµένος είτε οι στήλες του πίνακα είναι ανεξάρτητες. 
 
3.4 ΜΕΘΟΔΟΣ GAUSS-SEIDEL 
 
Μια από τις πιο διαδεδοµένες επαναληπτικές µεθόδους επίλυσης γραµµικών 
εξισώσεων είναι η µέθοδος Gauss-Seidel, η οποία είναι γνωστή και ως µέθοδος 
Liebmann ή µέθοδος διαδοχικών αντικαταστάσεων. Η ονοµασία της προέρχεται από 
τους Γερµανούς µαθηµατικούς Carl Friedrich Gauss και Philipp Ludwig von Seidel 
και είναι παρόµοια µε µέθοδο Jacobi. Αν και µπορεί να εφαρµοστεί σε οποιοδήποτε 
πίνακα µε µη µηδενικά στοιχεία διαγωνίου, εγγυάται σύγκληση µόνο αν ο πίνακας 
έχει αυστηρά κυρίαρχη διαγώνιο, ή είναι συµµετρικός και θετικά ορισµένος [15]. 
 
3.4.1 Η ΜΕΘΟΔΟΣ 
 
Αναζητούµε τη λύση ενός συνόλου γραµµικών εξισώσεων έτσι όπως καθορίζονται 
από το σύστηµα A x = b όπου  
 
          2  \a a … aa a q ao       o  p    oa a … a],           H  
xxox,            i  \
bbob]. 
 
Τότε ο Α µπορεί να αναλυθεί σε µια κάτω τριγωνική συνιστώσα και L* και µια 
αυστηρά άνω τριγωνική συνιστώσα U: 
 
 -   C  ­ όπου   
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C  \ a    0 …    0a a q   0o       o  p    oa a … a],        ­  \
0 a … a0 0  q ao    o  p    o0   0   …  0] 
 
Το αρχικό σύστηµα γραµµικών εξισώσεων µπορεί να γραφεί ως εξής: 
 
 CH  i = ­ H 
 
Η µέθοδος Gauss-Seidel είναι µια επαναληπτική διαδικασία η οποία επιλύει τη δεξιά 
πλευρά της εξίσωσης ως προς x, χρησιµοποιώντας προηγούµενες τιµές του x που 
έχουν προκύψει επιλύοντας την αριστερή πλευρά της σχέσης ως προς x. Πιο 
συγκεκριµένα, η παραπάνω ανάλυση σε αριθµητική µορφή µπορεί να γραφεί ως εξής: 
 
 H[  CNWi = ­ H[X 
 
Ωστόσο, αξιοποιώντας το πλεονέκτηµα της τριγωνικής µορφής του L*, τα στοιχεία 
του x
(k+1)
 µπορούν διαδοχικά να υπολογιστούν χρησιµοποιώντας την προς τα πίσω 
αντικατάσταση σύµφωνα µε τον τύπο: 
 
x[   Wb = ∑ ax[® = ∑ ax[¯ X, 3          ±  1,2, q , ² 
 
Η διαδικασία συνεχίζεται µέχρι η αλλαγή που προκύπτει από το ένα βήµα της 




Αρχικά γίνεται µια υπόθεση για τη λύση x
(0) 
 
 Για k = 1, 2, … 
  Για i = 1, 2, …, n 
                                                      
3




 εκτός από το ίδιο το xi
(k)
. 
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   σ=0 
   Για j = 1, 2, …, i-1 
    σ = σ + αij xj
(k)
 
   τέλος 
   Για j = i+1, …, n 
    σ = σ + αij xj
(k-1)
 
   τέλος 
   xi
(k) 
 =  (bi - σ)/ αii 
  τέλος 
  Έλεγχος σύγκλησης και τερµατισµός 
 τέλος 
 
3.5 ΜΕΘΟΔΟΣ SOR (ΜΕΘΟΔΟΣ ΤΗΣ ΔΙΑΔΟΧΙΚΗΣ ΥΠΕΡ – 
ΧΑΛΑΡΩΣΗΣ) 
 
Στη γραµµική άλγεβρα, η µέθοδος της διαδοχικής υπέρ – χαλάρωσης(SOR) είναι µια 
παραλλαγή της µεθόδου Gauss-Seidel για την επίλυση γραµµικών εξισώσεων, η 
οποία συγκλίνει πιο γρήγορα. Μία τέτοια παρόµοια µέθοδος µπορεί να 
χρησιµοποιηθεί για κάθε βραδέως συγκλίνουσα επαναληπτική µέθοδο. Η µέθοδος 
αυτή είχε επινοηθεί ταυτόχρονα από τον David M. Young και τον H. Frankel το 1950, 
µε σκοπό την αυτόµατη επίλυση γραµµικών συστηµάτων σε ψηφιακούς υπολογιστές.  
 
3.5.1 Η ΜΕΘΟΔΟΣ 
 
∆οθέντος ενός ορθογώνιου συστήµατος n γραµµικών εξισώσεων και του αγνώστου x: 
 
A x = b, όπου 
 
          2  \a a … aa a q ao       o  p    oa a … a],           H  
xxox,            i  \
bbob]. 
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Τότε ο Α µπορεί να αναλυθεί σε µια διαγώνια συνιστώσα, µια αυστηρά κάτω 
τριγωνική συνιστώσα L και µια αυστηρά άνω τριγωνική συνιστώσα U: 
 
 A = D  + L + U: 
 
όπου  
  \ a 0 … 0  0   a q 0  o  o    p   o   0  0  … a],   C  \
0   0  …     0a 0 q     0o     o  p       oa a … 0 ],   ­  \
   0  a … a   0 0    q   ao   o  p    o0  0 …    0 ]. 
 
Το σύστηµα γραµµικών εξισώσεων µπορεί να αναλυθεί ως εξής: 
 
( D + ω L )x = ωb – [ ωU + ( ω - 1 )D ]x 
 
για ω > 0 σταθερό. 
Η µέθοδος της διαδοχικής υπέρ – χαλάρωσης είναι µια επαναληπτική διαδικασία που 
επιλύει το αριστερό µέρος της παραπάνω έκφρασης ως προς x, χρησιµοποιώντας 
προηγούµενες τιµές του x που έχουν προκύψει από τη δεξιά πλευρά αυτής της 
εξίσωσης [3]. Αναλυτικότερα, αυτό µπορεί να γραφεί ως εξής: 
 
 x( k + 1) = ( D + ωL )-1 (ωb – [ ωU + ( ω - 1 )D ]x( k ) ) 
 
Ωστόσο, αν εκµεταλλευτούµε τη τριγωνική µορφή της έκφρασης (D+ωL), τα 
στοιχεία του x(k+1) µπορούν να υπολογιστούν διαδοχικά χρησιµοποιώντας 
αντικατάσταση προς τα πίσω: 
 x[   1 = ωx[   ω Wb =  ∑ ax[® =  ∑ ax[¯ X, i = 1 , 2, . . . , n. 
 
Η επιλογή του παράγοντα χαλάρωσης δεν είναι εύκολη και εξαρτάται από τις 
ιδιότητες του πίνακα του συστήµατος. Για συµµετρικούς, θετικά ορισµένους πίνακες 
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µπορεί να αποδειχθεί ότι για 0 < ω < 2 υπάρχει σύγκλιση [14], όµως γενικά 




Αρχικά γίνεται µια υπόθεση για τη λύση x
(0) 
 
 Για k = 1, 2, … 
  Για i = 1, 2, …, n 
   σ=0 
   Για j = 1, 2, …, i-1 
    σ = σ + αij xj
(k)
 
   τέλος 
   Για j = i+1, …, n 
    σ = σ + αij xj
(k-1)
 
   τέλος 
   σ = (bi - σ)/ αii 
   xi
(k) 
 =  xi
(k-1) + ω(σ - xi(k-1))  
  τέλος 
  Έλεγχος σύγκλησης και τερµατισµός 
 τέλος 
 
3.6 ΜΕΘΟΔΟΣ GMRES (ΓΕΝΙΚΕΥΜΕΝΗ ΜΕΘΟΔΟΣ ΕΛΑΧΙΣΤΟΥ 
ΥΠΟΛΟΙΠΟΥ ) 
 
Η µέθοδος GMRES (Generalized minimal residual method) είναι µια ακόµη 
επαναληπτική µέθοδος επίλυσης µη συµµετρικών συστηµάτων γραµµικών εξισώσεων 
µεγάλης κλίµακας. Αποτελεί εξέλιξη του αλγορίθµου Arnoldi4, όµως λύνει 
περισσότερα προβλήµατα γιατί ανήκει στους αλγορίθµους πλάγιας προβολής που 
                                                      
4
 Η επανάληψη Arnold επινοήθηκε το 1951 από τον W. E. Arnoldi και είναι ένας αλγόριθμος που 
βρίσκει τα ιδιοδιανύσματα γενικών πινάκων (πιθανώς μη-Ερμητιανών) και είναι μια παραλλαγή της 
Gram-Schmidt για την ορθοκανονικοποίηση του χώρου Krylov span{r0, A r0, …, A
k
 r0}. 
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απαιτούν µόνο αντιστρεψιµότητα (υπάρχουν και εξειδικεύσεις της GMRES για µη 
αντιστρέψιµα προβλήµατα). Οι βασικές σχέσεις στο k βήµα του αλγορίθµου σε 
µορφή πινάκων δίδονται από τις παρακάτω σχέσεις: 
 
2 ³[  ³[ ´[[   µ[W¶[X3   ³[´[,[ 
 
Στην παραπάνω σχέση ο πίνακας Qk είναι ένας n×k ορθοκανονικός πίνακας µε 
στήλες τα ορθοκανονικά διανύσµατα qk που παράγονται από τον ίδιο τον αλγόριθµο, 
ο πίνακας Hk,k είναι ένας k×k άνω Hessenberg5 πίνακας µε στοιχεία τα εσωτερικά 
γινόµενα hij = ·¸¤, ·, όπου ¹ είναι τα ορθοκανονικά διανύσµατα που 
κατασκευάζονται από τον αλγόριθµο Arnoldi, ενώ τα ¹º¤ είναι τα ορθογώνια ανά 
δύο διανύσµατα τα οποία κατασκευάζονται από τον ίδιο αλγόριθµο. Ο πίνακας Hk+1,k 
είναι ο προηγούµενος πίνακας Hk,k, αυξηµένος κατά µια επιπλέον γραµµή, της οποίας 
το µόνο µη-µηδενικό στοιχείο είναι το hk+1,k. Το στοιχείο αυτό βρίσκεται από το 
αλγόριθµο Arnoldi. Το διάνυσµα hk+1,k είναι το ανάστροφο του διανύσµατος-γραµµής 
της τελευταίας γραµµής του πίνακα Hk+1,k. Το διάνυσµα ξk είναι το γνωστό βασικό 
µοναδιαίο διάνυσµα διάστασης k µε 1 στην k συνιστώσα. 
 
3.6.1 Η ΜΕΘΟΔΟΣ 
 
Αναζητούµε τη λύση ενός συνόλου γραµµικών εξισώσεων έτσι όπως καθορίζονται 
από το σύστηµα Ax = b. Ο πίνακας Α υποθέτουµε ότι είναι αναστρέψιµος και 
µεγέθους m×m. Επιπροσθέτως, θεωρούµε ότι το b είναι κανονικοποιηµένο: »i» 16. Ο n-ιοστός υπόχωρος Krylov για αυτό το πρόβληµα είναι  
 
 ½¾  spanÁ i, 2i, 2i, … , 2NiÂ. 
 
H GMRES προσεγγίζει την ακριβής λύση του Ax = b  µε το διάνυσµα xn є Kn και 
ελαχιστοποιεί τη νόρµα του υπολοίπου Axn – b. Τα διανύσµατα b, Ab, … ,An-1 b 
είναι σχεδόν γραµµικά ανεξάρτητα, έτσι αντί για τη βάση, η επανάληψη Arnoldi 
                                                      
5
 Ένας πίνακας Α є C
m,n
 καλείται άνω Hessenberg αν aij = 0, i = 3, 4, …, m, j = 1, 2, …, min{i-2, n}. 
6
 Εδώ το  σύμβολο»·» υποδηλώνει την Ευκλείδεια  νόρμα. 
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χρησιµοποιείται για την εύρεση των ορθοκανονικών διανυσµάτων q1, q2, …, qn τα 
οποία σχηµατίζουν την βάση Κn. Γι’ αυτό το λόγο, το διάνυσµα xn є Kn µπορεί να 
γραφτεί ως xn = Qn*yn µε  yn є Rn, όπου το Qn είναι ο m×m πίνακας που σχηµατίζεται 
από τα q1, q2, …, qn. Η διαδικασία Arnoldi επίσης παράγει έναν (n-1)×n άνω 
τριγωνικό πίνακα Hessenberg Hn µε  
 
 -³  ³ G´. 
 
Επειδή ο Qn είναι ορθογώνιος, προκύπτει ότι »-H = i»  ÄG´ Å = β 0Ä, όπου το 
e1 = (1, 0, 0, …, 0 ) είναι το πρώτο διάνυσµα στην κανονική βάση του Rn+1, β »i = 2HÆ» και το x0 είναι το πρώτο δοκιµαστικό διάνυσµα (συνήθως το µηδενικό). 
Γι’ αυτό το λόγο, το xn µπορεί να βρεθεί ελαχιστοποιώντας τη νόρµα του υπολοίπου Ç  G´Å = β0. Αυτό είναι ένα πρόβληµα των γραµµικών ελαχίστων τετραγώνων 




Σε κάθε βήµα της επανάληψης: 
1. Εφαρµόζεται η επανάληψη Arnoldi. 
2. Υπολογίζεται το È,  που ελαχιστοποιεί το »É,». 
3. Υπολογίζεται το L,  Ê,  È,. 
4. Επανάληψη των 1-3 αν το υπόλοιπο δεν είναι αρκετά µικρό. 
 
Σε κάθε επανάληψη, πρέπει να υπολογίζεται ένα γινόµενο διανύσµατος µε πίνακα 
Α*qn. Αυτό κοστίζει περίπου 2m2 πράξεις κινητής υποδιαστολής για πίνακες 
κανονικής πυκνότητας µεγέθους m, αλλά µπορεί να µειωθεί σε Ο(m) για αραιούς 
πίνακες. Επιπροσθέτως του γινοµένου διανύσµατος µε πίνακα, πρέπει να 
υπολογιστούν Ο(nm) πράξεις κινητής υποδιαστολής στην n-ιοστή επανάληψη. 
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3.7 ΜΕΘΟΔΟΣ PCG (ΠΡΟΣΤΑΘΕΡΟΠΟΙΗΜΕΝΗ ΜΕΘΟΔΟΣ ΣΥΖΥΓΩΝ 
ΚΛΙΣΕΩΝ) 
 
Η PCG (preconditioned conjugate gradient method) είναι µια αρκετά σηµαντική 
µέθοδος επίλυσης συµµετρικών και θετικά ορισµένων συστηµάτων µε πίνακα 
προρυθµιστή (preconditioner matrix)7. Η βασική ιδέα και περιγραφή οφείλεται στους 
Hestenes και Stiefel (1952) αλλά για δεκαετίες θεωρείτο µη πρακτική σε σύγκριση µε 
την απαλοιφή Gausss και τις επαναληπτικές µεθόδους. 
3.7.1 Η ΜΕΘΟΔΟΣ 
 
Θεωρούµε ένα συµµετρικό θετικά ορισµένο γραµµικό σύστηµα εξισώσεων Αx = b 
µεγέθους n×n. Η ιδέα που υλοποιεί αυτή η µέθοδος βασίζεται στο ότι αρκετές φορές 
ο δείκτης κατάστασης κ(Α) του πίνακα είναι αρκετά υψηλός (τα ιδιοδιανύσµατα δεν 
είναι καλά κατανεµηµένα) και εφαρµόζει τη ‘συµµετρική’ µέθοδο συζυγών κλίσεων 
στο τροποποιηµένο σύστηµα 
 -GHË  iÌ  
 
Όπου -G  AN2AN, HË  AH, iÌ  ANi, και C είναι συµµετρικός και θετικά 
ορισµένος. Ο C πρέπει να επιλεχθεί έτσι ώστε ο -G να είναι σε καλή κατάσταση ή 








r0 = b - A x0 
x0 = C-1 r0 
d0 = z0 
 
Για k = 0, 1, 2, …, µέχρι να ικανοποιηθεί η συνθήκη σύγκλισης 
                                                      
7
 Πίνακας προρρύθμισης λέγεται ένας βοηθητικός πίνακας σε μια επαναληπτική μέθοδο, οποίος 
προσεγγίζει με κάποιο τρόπο τους συντελεστές του πίνακα ή του αντιστρόφου του. 
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 ¥   ÍÎÏ "ÎÐÎÏ Ñ ÐÎ   % µέγεθος βήµατος 
 ¡¥   ¡¥  £¥ Ò¥  % προσεγγιστική λύση 
 Ó¥   Ó¥ = £¥Ô Ò¥  % υπόλοιπο 
 Õ¥   ÖNÓ¥  % βελτίωση τρέχοντος βήµατος 
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4. ΜΕΘΟΔΟΙ ΕΠΙΛΥΣΗΣ ΤΡΙΔΙΑΓΩΝΙΩΝ ΚΑΙ ΜΠΛΟΚ 
ΤΡΙΔΙΑΓΩΝΙΩΝ ΓΡΑΜΜΙΚΩΝ ΣΥΣΤΗΜΑΤΩΝ 
 
4.1 ΜΕΘΟΔΟΣ TRIDIAGONAL MATRIX ALGORITHM (ΤΡΙΔΙΑΓΩΝΙΟΣ 
ΑΛΓΟΡΙΘΜΟΣ ΠΙΝΑΚΩΝ) 
 
Στην αριθµητική γραµµική άλγεβρα, ο τριδιαγώνιος αλγόριθµος πινάκων ( tridiagonal 
matrix algorithm) που είναι γνωστός και µε την ορολογία Thomas algorithm είναι 
ένας απλοποιηµένος τρόπος της απαλοιφής Gauss [5], ο οποίος µπορεί να 
χρησιµοποιηθεί για την επίλυση τριδιαγώνιων συστηµάτων εξισώσεων. Ένα 
τριδιαγώνιο σύστηµα εξισώσεων µε n αγνώστους µπορεί να γραφεί µε την εξής 
µορφή: 
 
ai xi-1 + bi xi + ci xi+1 = di 
 
όπου τα α1=0 και cn=0. Σε µορφή πινάκων, το σύστηµα µπορεί να γραφεί ως εξής: 
  
lmm








Για τέτοια συστήµατα, η λύση µπορεί να ληφθεί εντός χρόνου O(n)  αντί για O(n3) 
που απαιτεί η απαλοιφή Gauss. Το πρώτο σάρωµα αφαιρεί τα ai's και µετά µε µια 
(συντοµευµένη) αντικατάσταση προς τα πίσω παράγει τη λύση. Παραδείγµατα 
τέτοιων πινάκων συνήθως προκύπτουν από τη διακριτοποίηση πρώτης τάξεως 
διαφορικών εξισώσεων Poisson και απλών κυβικών παρεµβολών µε spline. 
 
4.1.1 Η ΜΕΘΟΔΟΣ 
 
Το πρώτο βήµα αποτελείται από την µετατροπή των συντελεστών ως ακολούθως, 
προσθέτοντας τις βοηθητικές µεταβλητές w και g 
Institutional Repository - Library & Information Centre - University of Thessaly




wi =  
 
 
gi =  
 
 
Αυτή είναι η σάρωση προς τα εµπρός. Η λύση προκύπτει από την αντικατάσταση 
προς τα πίσω µέσω του τύπου: 
 
 
xi =  
 
 
Η προέλευση του τριδιαγώνιου αλγόριθµου πινάκων περιέχει την χειρωνακτική 
εφαρµογή µιας εξειδικευµένης απαλοιφής Gauss. 
 
Υποθέτουµε ότι οι άγνωστοι είναι x1, . . ., x2 και οι εξισώσεις προς επίλυση είναι: 
 
b1 x1 + c1 x2 = d1,  i = 1  (4.1) 
ai xi-1 + bi xi + ci xi+1 = di, 2 ≤ i ≤ n-1 (4.2) 
aN xN-1 + bN xN = dN,  i = n  (4.3) 
 
Τροποποιώντας την δεύτερη (i = 2) εξίσωση µε την πρώτη εξίσωση ως ακολούθως: 
 




(a2 x1 + b2 x2 + c2 x3) b1 – (b1 x1 + c1 x2) α2 = d2 b1 - d1 α2 
(b2 b1 - c1 a2) x2 + c2 b1 x3 = d2 b1 - d1 α2 
b1-1 c1   , i = 1 
(bi-1 – ai wi-1)-1 c1 , 2 ≤ i ≤ n 
b1-1 d1    , i = 1  
(bi-1 – ai wi-1)-1 (di – ai gi-1)  , 2 ≤ i ≤ n 
xn = gn   , i = n 
xi = gi - wi xi+1  , 2 ≤ i ≤ n 
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και το αποτέλεσµα είναι ότι το x1 θα αφαιρεθεί από την δεύτερη εξίσωση. 
Χρησιµοποιώντας µια παραπλήσια τακτική µε την τροποποιηµένη δεύτερη εξίσωση 
και την τρίτη εξίσωση προκύπτει: 
 
(a3 x2 + b3 x3 + c3 x4) (b2 b1 - c1 α2) – ((b2 b1 - c1 α2) x2 + c2 b1 x3) a3 = 
d3(b2 b1 - c1 α2) - (b2 b1 - c1 α2) a3 
 
(b3 (b2 b1 - c1 α2) – c2 b1 α3) x3 + c3(b2 b1 - c1 α2) x4 = 
d3(b2 b1 - c1 α2) - (b2 b1 - c1 α2) a3 
 
Αυτή τη φορά έχει επαλειφθεί το x2. Αν αυτή η διαδικασία επαναληφθεί µέχρι την n-
ιοστή γραµµή, δηλαδή την τροποποιηµένη n-ιοστή εξίσωση το αποτέλεσµα θα 
περιέχει µόνο ένα άγνωστο το xn. Αυτή µπορεί να λυθεί και η λύση να 
χρησιµοποιηθεί για την επίλυση της (n-1) εξίσωσης, και αυτή η διαδικασία µπορεί να 
συνεχιστεί µέχρι να βρεθούν όλοι οι άγνωστοι. 
Αναλυτικά, οι συντελεστές στις τροποποιηµένες εξισώσεις γίνονται συνεχώς πιο 
περίπλοκοι αν δηλωθούν ξεχωριστά. Εξετάζοντας την διαδικασία, οι τροποποιηµένοι 
συντελεστές µπορεί να δηλωθούν περιοδικά: 
 aË  0 
 bI  b 
 bI   bbI N = cËNa 
 cË  c 
 cË  cbI N 
 dI  d 
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dI   dbI N = dI Na 
 
Για επιταχύνουµε περισσότερο την διαδικασία της επίλυσης, το bI  µπορεί να 
διαιρεθεί και οι καινούργιοι τροποποιηµένοι συντελεστές είναι οι εξής: 
 a′  0 
 b′  1 
 
c′  cb 
 
c′  cb=cN′ a 
 
d′  db 
 
d′  d=dN′ ab = cN′ a  
 
Αυτό δίνει το παρακάτω σύστηµα µε τους ίδιους αγνώστους και συντελεστές 
ορισµένους σύµφωνα µε τους παραπάνω αρχικούς συντελεστές: 
  x  c′x  d′  , 1 ≤ i ≤ n-1 (4.4) 
xÙ  h′7h′    , i = n  (4.5) 
 
Η τελευταία εξίσωση (4.5) περιέχει µόνο ένα άγνωστο. Επιλύοντας διαδοχικά την 
προηγούµενη εξίσωση (4.4) για όλους τους αγνώστους που αποµένουν, τους 
υπολογίζουµε, µέσω αυτή της αντικατάστασης προς τα πίσω: 
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  xÙ  h′7h′     (4.6) 
 
 x  ′N′ÚÛÜ7h′  , i = n-1, n-2, . . . , 1. (4.7) 
 
4.1.2 ΑΡΙΘΜΗΤΙΚΟ ΠΑΡΑΔΕΙΓΜΑ 
 
Για την καλύτερη κατανόηση του αλγορίθµου παρακάτω αναπτύσσεται ένα 
αριθµητικό παράδειγµα: 
Θεωρούµε το τριδιαγώνιο σύστηµα γραµµικών εξισώσεων Ax = b όπου  
 
-  lmm
n=2 1 0 0 01 =2 1 0 00 1 =2 1 00 0 1 =2 10 0 0 1 =2rs
st





Οι βοηθητικοί πίνακες c και d που προκύπτουν είναι οι παρακάτω: 
 
c′  cb  1=2 
 
c′  cb = c′ a  1=2 =  1=2  1 
1= 32  =
23 
c′  cb = c′ a  1=2 = = 23  1 
1= 43  =
34 
 
cj′  cjbj = c′ aj  1=2 = = 34  1 
1= 54  =
45 
 
d′  db  0=2  0 
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d′  d = d′ ab = c′ a  0 = 0  1=2 = = 12  1  0 
 
d′  d = d′ ab = c′ a  =2 = 0  1=2 = = 23  1 
=2=2  23 
64  32 
 
dj′  dj = d′ ajbj = c′ aj  0 =
32  1=2 = = 34  1 
= 32=2  34 
65 
 
d′  d = dj′ ab = cj′ a  0 =
65  1=2 = = 45  1 
652 = 45 
66  1 
 x  d′  1 
 
xj  dj′ = cj ′ x  65 = b= 45c  105  2 
 
x  d′ = c ′ xj  32 = b= 34c  2  32 = 32  3  
x  d′ = c ′ x  0 = b= 23c  3  2 
 
x  d′ = c ′ x  0 = b= 12c  2  1  
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à  áâ 
ã  â 
 
% φάση αναγωγής/ελλάτωσης 
 Για i =  2, …,n-1  
  à  $¦(¦N¨¦ä¦åÜ 
  ã  ¥¦N¨¦æ¦åÜ(¦N¨¦ä¦åÜ 
 Τέλος 
ã,  , = £,ã,Nâ, = £,à,N 
 
% φάση αντικατάστασης προς τα πίσω (τελικής λύσης) Õ,  ã, 
 Για i =  1, …,n-1  
 Õ  ã = àÕN 
 Τέλος 
 
4.1.4 ΓΕΝΙΚΕΥΣΗ ΤΗΣ ΜΕΘΟΔΟΥ ΓΙΑ ΤΡΙΔΙΑΓΩΝΙΟΥΣ ΠΙΝΑΚΕΣ ΜΕ ΜΠΛΟΚ 
 
Σε αναλογία µε την ανάλυση που έχει γίνει για τους απλούς τριδιαγώνιους πίνακες 
προκύπτει ο τροποποιηµένος αλγόριθµος πινάκων για τριδιαγώνιους πίνακες µε 
µπλοκ [5]. Αναλυτικότερα, το σύστηµα εξισώσεων που χρησιµοποιείται έχει την 
παρακάτω µορφή: 
lmm
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στο παραπάνω σχήµα τα στοιχεία του πίνακα και των διανυσµάτων συµβολίζονται µε 
κεφαλαίο γράµµα γιατί έτσι υποδηλώνεται η ύπαρξη πινάκων στις θέσεις αυτές. Τα 
στοιχεία Bi είναι τριδιαγώνιοι υπό-πίνακες διαστάσεων n×n, τα στοιχεία Ai , Ci είναι 
διαγώνιοι υπό-πίνακες διαστάσεων n×n και τα στοιχεία xi και di είναι διανύσµατα 
διαστάσεων n×1. Κατ’ αντιστοιχία, όλοι οι υπολογισµοί που γίνονται στη µέθοδο για 
τους απλούς τριδιαγώνιους πίνακες, τροποποιούνται ώστε σε όποια σηµεία 




Wi =   
 
 
Gi =   
 
 
και για το διάνυσµα της λύσης 
 
xi =   
 
 
4.2 ΜΕΘΟΔΟΣ ODD EVEN REDUCTION(ΜΕΘΟΔΟΣ ΤΗΣ ΑΝΑΓΩΓΗΣ 
ΜΟΝΩΝ ΖΥΓΩΝ) 
 
Θεωρούµε ένα σύστηµα εξισώσεων της µορφής  Αx = b, όπου ο Α είναι τριδιαγώνιος  
πίνακας, δηλαδή για | i - j| > 1. Ένα τέτοιο σύστηµα µπορεί να γραφεί στη εξής µορφή 
 
  b1 x1 + c1 x2 = d1   (4.8) 
 ai xi-1 + bi xi + ci xi+1 = di ,  2 ≤ i ≤ n-1 (4.9) 
  an xn-1 + bn xn = dn   (4.10) 
 
B1-1 C1   , i=1 
(Bi-1 – Ai Wi-1)-1 C1 ,2 ≤ i ≤ n 
B1-1 d1     , i=1 
(Bi-1 – Ai Wi-1)-1 (di – Ai Gi-1)  ,2 ≤ i ≤ n 
xN = GN  , i = n  
xN = Gi - Wi Xi+1  , 2 ≤ i ≤ n 
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Στην παραπάνω αναπαράσταση τα gi  είναι τα διαγώνια στοιχεία του Α και τα ai 
(αντίστοιχα, ci) είναι τα υπό - διαγώνια στοιχεία (αντίστοιχα, τα υπέρ – διαγώνια 
στοιχεία). Αρκετές µέθοδοι που υπάρχουν για την επίλυση ενός τέτοιου συστήµατος 
είναι παραλληλοποιήσιµες. Μια αρκετά αντιπροσωπευτική µέθοδος αυτού του είδους 
είναι η µέθοδος αναγωγής µονών-ζυγών. 
  
4.2.1 Η ΜΕΘΟΔΟΣ 
 
Η βασική ιδέα είναι ότι αν bi ≠ 0 , η εξίσωση (4.9) µπορεί να επιλυθεί ως προς το xi 
σε σχέση µε το xi-1 και το xi+1 [2]. Αν εφαρµόσουµε αυτή την αλλαγή για κάθε 
περιττό i και αντικαταστήσουµε την έκφραση για το xi στις υπόλοιπες εξισώσεις, θα  
αποµείνουν οι εξισώσεις του συστήµατος που περιέχουν µόνο τις µεταβλητές xi για 
τις οποίες το i είναι άρτιος. Το σύστηµα των εξισώσεων που προκύπτει είναι επίσης 
τριδιαγώνιο και έχει τις µισές µεταβλητές σε σχέση µε το αρχικό. Η ίδια διαδικασία 
µπορεί να επαναληφθεί διαδοχικά, ώστε να προκύψει ένα σύστηµα µε ένα άγνωστο. 
Πιο αναλυτικά, για την απλοποίηση των εξισώσεων θεωρούµε ότι xο = xn+1 = 0, 
γεγονός που επαληθεύεται από την εξίσωση (4.9) για i = 1 και i = n. Επιλύουµε την 
εξίσωση (4.9) ως προς xi και προκύπτει   
 
   x   7 d =  axN =  cx) (4.10) 
 
Χρησιµοποιούµε την εξίσωση (4.10), όπου έχουµε αντικαταστήσει το i µε i-1 και i+1, 
ώστε να εξαλείψουµε το xi-1 και το xi+1 από την (4.10). Από αυτό προκύπτει  
 7åÜ(dN = aNxN =  cNx)+ bx + 7ÛÜ(d =  ax =  cx) = di 
 
Το οποίο απλοποιείται ως εξής 
 
=åÜ7åÜ xN+d = åÜ7åÜ = ÛÜ7ÛÜ  x = ÛÜ7ÛÜ  x=d = 7åÜ dN = 7ÛÜ d  (4.11) 
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Θεωρούµε την εξίσωση (4.11) για κάθε άρτιο δείκτη i, 1 ≤ i ≤ n. Το σύστηµα που 
δηµιουργείται σύµφωνα µε τους αγνώστους x2 , ... , x2(n/2) είναι τριδιαγώνιο. 
Χρησιµοποιούµε την ίδια διαδικασία διαδοχικά, ώστε να αποκτήσουµε ένα µικρότερο 
σύστηµα, έως ότου αποµείνει µια εξίσωση µε έναν άγνωστο, η οποία λύνεται 
απευθείας. Μετά συνεχίζουµε προς τα πίσω ώστε να πάρουµε και τις τιµές των 









Στο παράδειγµα που αναλύεται στο παραπάνω σχήµα ισχύει n = 5. Πιο αναλυτικά, η 
φάση της οπισθο-αντικατάστασης ξεκινά υπολογίζοντας το τελευταίο στοιχείο της 
λύσης µε τους αντίστοιχους συντελεστές. Στη συνέχεια υπολογίζονται τα διανύσµατα 
της λύσης από το προτελευταίο επίπεδο έως το πρώτο και στο κάθε επίπεδο 
ξεκινώντας από το πιο αριστερό στοιχείο και συνεχίζοντας προς τα δεξιά. Το 
διάνυσµα της λύσης που υπολογίζεται στο τελευταίο στάδιο και στα ενδιάµεσα 
στάδια προωθείται ως το πρώτο επίπεδο γιατί αποτελεί κοµµάτι της αρχικής λύσης. 
 
4.2.2 ΑΡΙΘΜΗΤΙΚΟ ΠΑΡΑΔΕΙΓΜΑ 
 
Για την καλύτερη κατανόηση του αλγορίθµου παρακάτω αναπτύσσεται ένα 
αριθµητικό παράδειγµα: 
Θεωρούµε το τριδιαγώνιο σύστηµα γραµµικών εξισώσεων Ax = b όπου  
 
-  lmm
n=2 1 0 0 01 =2 1 0 00 1 =2 1 00 0 1 =2 10 0 0 1 =2rs
st
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Το αρχικό σύστηµα ανάγεται στο νέο 3×3 σύστηµα: 
 
a′  = ÆN  0  
 
b′  =2 = 1  1=2 = 1  1=2  =1  
 
c′  = 1  1=2  12 
 
d′  0 = 1=2  0 = 1=2  =2  =1  
 
aj′  = 1  1=2  12  
 
bj′  =2 = 1  1=2 = 1  1=2  =1 
 
cj′  = 1  0=2  0 
 
dj′  0 = 1=2  =2 = 1=2  0  =1 
 
Άρα ο νέος πίνακας που προκύπτει είναι 2×2 και το νέο αριστερό διάνυσµα 2×1 
 
2′  =1    =1  i′  =1=1 
 
και παράγεται ένα στοιχείο: 
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aj′′  = 12  0=1  0 
 
bj′′  =1 = 12  12=1 = 0  00  = 34 
 
cj′′  = 0  00  0 
 
dj′′  =1 = 12=1  =1 = 00  0  = 32 
 
Τελικά λύνουµε τη µοναδική εξίσωση που έχει προκύψει σ’ αυτό το τελευταίο στάδιο 
της απλοποίησης-αναγωγής: 
 
xj′′  dj′′bj′′  =
32= 34 
42  2 
 
Με βάση αυτή τη λύση λύνουµε στο προηγούµενο επίπεδο τις δύο εξισώσεις που 
υπάρχουν µε βάση τους συντελεστές που έχουν προκύψει: 
 
x′  7ç′ Wd′ = c′ xj′′X  =1 0 =   2  2   
 xj′  xj′′  2  (Αυτό ισχύει γιατί το στοιχείο έχει άρτιο δείκτη και δεν είναι 
   το πρώτο στοιχείο στο συγκεκριµένο επίπεδο). 
 
Συνεχίζοντας στο αρχικό πρώτο επίπεδο υπολογίζουµε και τα στοιχεία του 
διανύσµατος της λύσης που υπολείπονται: 
 
x  1b Wd = cx′ X  1=2 0 = 1  2  1 
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 x  x′  2  (Αυτό ισχύει γιατί το στοιχείο έχει άρτιο δείκτη). 
 
x  1b Wd = ax′ = cxj′ X  1=2 =2 = 1  2 = 1  2  3 
 xj  xj′  2  (Αυτό ισχύει γιατί το στοιχείο έχει άρτιο δείκτη). 
 
x  1b Wd = axj′ X  1=2 0 = 1  2  1 
 
Άρα η λύση του παραπάνω συστήµατος είναι x = [1, 2, 3, 2, 1] 
 
4.2.3 ΨΕΥΔΟΚΩΔΙΚΑΣ 
 èÆ  è  , ãÆ  ã , éÆ  é  , âÆ  â 
 
% φάση αναγωγής/ελλάτωσης 
 Για i =  1, 2, …, n-1  
  Για j =  2^i, 2×2^,i … , 2^n- 2^j
 
   è¤  êë¦åÜêëåÜ¦åÜæëåÜ¦åÜ  
   ã¤  bã¤N = ìëåÜ¦åÜ êë¦åÜæëåÜ¦åÜ = ìë¦åÜêëÛÜ¦åÜæëÛÜ¦åÜ c 
   é¤  ìë¦åÜìëÛÜ¦åÜæëÛÜ¦åÜ  
   Ò¤  Ò¤N = êë¦åÜæëåÜ¦åÜ Ò¤NN = ìë¦åÜæëÛÜ¦åÜ Ò¤N 
  Τέλος 
 Τέλος 
 
% φάση αντικατάστασης προς τα πίσω (τελικής λύσης) 
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¡íåÜ  ãíåÜ,NâíåÜ,N  
 
 Για i =  n-1, …, 2, 1 
  Για j =  2^i, 2×2^,i … , 2^n- 2^j 
   Aν (j == 2^n- 2^j) 
    ¡¤  ¡¤N 
Αν (j % 2 == 0) 
     ¡¤  æë¦åÜ WÒ¤N = è¤N¡¤NNX 
Αλλιώς αν (j == 0) 
     ¡¤  æë¦åÜ WÒ¤N = é¤N¡¤NX 
    Αλλιώς 
     ¡¤  æë¦åÜ WÒ¤N = è¤N¡¤NN  é¤N¡¤NX 
Τέλος 
   Τέλος 
  Τέλος 
 Τέλος 
 
4.2.4 ΓΕΝΙΚΕΥΣΗ ΤΗΣ ΜΕΘΟΔΟΥ ΑΝΑΓΩΓΗΣ ΜΟΝΩΝ ΖΥΓΩΝ ΓΙΑ ΠΙΝΑΚΕΣ ΜΕ 
ΜΠΛΟΚ 
 
Κλείνοντας την παράγραφο για τη µέθοδο αναγωγής µονών ζυγών αναφέρουµε ότι 
µπορεί να γενικευθεί και για τριδιαγώνιους πίνακες µε µπλοκ. Αναλυτικότερα, οι 
εξισώσεις έχουν τη µορφή 
 
lmm
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και τα στοιχεία του πίνακα και των διανυσµάτων συµβολίζονται µε έντονα γράµµατα 
γιατί έτσι υποδηλώνεται η ύπαρξη πινάκων στις θέσεις αυτές. Κάθε στοιχείο xi είναι 
ένα διάνυσµα µεγέθους k και κάθε Ai, Bi και Ci είναι ένας πίνακας µεγέθους k×k. Οι 
αντίστοιχες εξισώσεις έχουν τη παρακάτω µορφή: 
 
=!!åÜZåÜ HN +Ý = AåÜ2ZåÜ = A2ÛÜZÛÜ  H = AAÛÜZÛÜ  H = Ý = 2ZåÜ ÝN = AZÛÜ Ý 
 
Μια ουσιαστική διαφορά, αποτελεί το γεγονός για τους τριδιαγώνιους πίνακες µε 
µπλοκ κάθε όρος της µορφής 1 ZNî  πρέπει να υπολογίζει τον αντίστροφο του πίνακα ZN. 
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5. ΠΕΙΡΑΜΑΤΙΚΑ ΑΠΟΤΕΛΕΣΜΑΤΑ ΑΝΑΛΥΣΗΣ ΔΙΚΤΥΟΥ 
ΤΡΟΦΟΔΟΣΙΑΣ 
 
Για την καλύτερη προσοµοίωση του προβλήµατος αναπτύχθηκαν δίκτυα 
τροφοδοσίας µε τις εξής παραµέτρους: 
 
vn=2 αριθµός των πηγών τροφοδοσίας του δικτύου τροφοδοσίας 
rsh = 0.1  αντίσταση οριζόντιων φύλου (σε Ohms/sq) 
rsv = 0.1 αντίσταση κατακόρυφου φύλου (σε Ohms/sq) 
lsh = 0.2 οριζόντια επαγωγή ανά µονάδα µήκους (σε pH/um) 
lsv=0.2  κατακόρυφη επαγωγή ανά µονάδα µήκους (σε pH/um) 
lsv=0.2  κατακόρυφη διάσταση του ολοκληρωµένου κυκλώµατος(σε um) 
sizv=350 κατακόρυφη διάσταση του ολοκληρωµένου κυκλώµατος(σε um) 
sizh=350 οριζόντια διάσταση του ολοκληρωµένου κυκλώµατος (σε um) 
pv=sizh/(n1-1)  αριθµός των κάθετων γραµµών 
ph=sizv/(n2-1)  αριθµός των οριζόντιων γραµµών 
rpin=50 αντίσταση πηγής τροφοδοσίας σε Ohms 
lpin=100 αυτεπαγωγή πηγής τροφοδοσίας (σε pH) 
cpph=1e-4 χωρητικότητα παράλληλων πλακών στους οριζόντιους κλάδους σε 
pF/um^2 
cppv=1e-4 χωρητικότητα παράλληλων πλακών στους κάθετους κλάδους σε 
pF/um^2 
cffh=1e-4 πλευρική χωρητικότητα στους οριζόντιους κλάδους σε pF/um 
cffv=1e-4 πλευρική χωρητικότητα στους κάθετους κλάδους σε pF/um 
cpin=0.01 χωρητικότητα πηγής τροφοδοσίας σε pF 
h=10 βήµα δειγµατοληψίας (σε ps) 
 
Τα κυκλώµατα έχουν δίκτυο (grid) διαστάσεων n1×n2-vn, όπου n1 ο αριθµός των 
οριζόντιων κόµβων, n2 ο αριθµός των κάθετων κόµβων και vn ο αριθµός των πηγών 
τροφοδοσίας. Σύµφωνα µε τις διαστάσεις που έχουν δοθεί, τα δίκτυα που έχουν 
αναπτυχθεί έχουν (n1×n2) κόµβους και (n1×(n2-1)+(n1-1)×n2) κλάδους. Οι 
δοκιµαστικές εκτελέσεις έγιναν για διάφορες τιµές των n1 και n2 έτσι ώστε να 
µελετήσουµε όσο το δυνατόν µεγαλύτερα δίκτυα. Η τοποθέτηση των πηγών 
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ρευµάτων και τροφοδοσίας είναι τυχαία. Επίσης τα χαρακτηριστικά του µηχανήµατος 
εκτέλεσης είναι τα εξής:  
CPU: Intel Core 2Duo, 2,13 GHz 
RAM: 2GB 
Στους παρακάτω πίνακες φαίνονται τα συνοπτικά αποτελέσµατα των χρόνων 
εκτέλεσης για κάθε µέθοδο. 
 
n1 = n2 = 60  
Μέθοδος LU Χρόνος για τη φάση της αναγωγής:  
8.231046e-002 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
2.895890e+000 
Μέθοδος CHOLESKY Χρόνος για τη φάση της αναγωγής: 
1.693483e-002 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
7.566884e-003 




Μέθοδος PCG Με προρυθµιστή από luinc και µέγιστο αριθµό επαναλήψεων=200: 
Χρόνος = 6.208610e-002 
Αριθµός επαναλήψεων σύγκλησης = 14  
Με προρυθµιστή τον µοναδιαίο και µέγιστο αριθµό 
επαναλήψεων=500: 
Χρόνος = 2.147479e+001 
Αριθµός επαναλήψεων σύγκλησης = 425 




Χρόνος για τη φάση της αναγωγής:  
2.922235e-001 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
1.781763e-002 
Μέθοδος ΑΝΑΓΩΓΗΣ Χρόνος για τη φάση της αναγωγής:  
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n1 = n2 = 75  
Μέθοδος LU Χρόνος για τη φάση της αναγωγής:  
1.878666e-001 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
1.031244e+001 
Μέθοδος CHOLESKY Χρόνος για τη φάση της αναγωγής: 
3.615096e-002 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
1.618250e-002 




Μέθοδος PCG Με προρυθµιστή από luinc και µέγιστο αριθµό επαναλήψεων=200: 
Χρόνος = 1.326521e-001 
Αριθµός επαναλήψεων σύγκλησης = 17  
Με προρυθµιστή τον µοναδιαίο και µέγιστο αριθµό 
επαναλήψεων=500: 
Χρόνος = 6.047045e+001 
Αριθµός επαναλήψεων σύγκλησης = 500 




Χρόνος για τη φάση της αναγωγής:  
7.371236e-001 




Χρόνος για τη φάση της αναγωγής:  
4.055859e-001 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
2.738365e-002 
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n1 = n2 = 100  
Πλήρης άµεση λύση του 
συστήµατος 
4.705011e-002 




Μέθοδος PCG Με προρυθµιστή από luinc και µέγιστο αριθµό επαναλήψεων=200: 
Χρόνος = 1.263781e-001 
Αριθµός επαναλήψεων σύγκλησης = 22  
Με προρυθµιστή τον µοναδιαίο και µέγιστο αριθµό 
επαναλήψεων=500: 
Χρόνος = 8.354766e-001 
Αριθµός επαναλήψεων σύγκλησης = 500 




Χρόνος για τη φάση της αναγωγής:  
1.942392e+000 




Χρόνος για τη φάση της αναγωγής:  
8.047073e-001 
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n1 = n2 = 150  
Πλήρης άµεση λύση του 
συστήµατος 
9.126216e-002 




Μέθοδος PCG Με προρυθµιστή από luinc και µέγιστο αριθµό επαναλήψεων=200: 
Χρόνος = 2.971101e-001 
Αριθµός επαναλήψεων σύγκλησης = 32  
Με προρυθµιστή τον µοναδιαίο και µέγιστο αριθµό 
επαναλήψεων=500: 
Χρόνος = 2.243574e+000 
Αριθµός επαναλήψεων σύγκλησης = 500 




Χρόνος για τη φάση της αναγωγής:  
1.088307e+001 




Χρόνος για τη φάση της αναγωγής:  
3.820711e+000 
Χρόνος για τη φάση της οπισθοαντικατάστσης:  
2.590765e-001 
 
Institutional Repository - Library & Information Centre - University of Thessaly






























Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:22:27 EET - 137.108.70.7
62 
 
n1 = n2 = 200  
Πλήρης άµεση λύση του 
συστήµατος 
1.762934e-001 




Μέθοδος PCG Με προρυθµιστή από luinc και µέγιστο αριθµό επαναλήψεων=200: 
Χρόνος = 6.396531e-001 
Αριθµός επαναλήψεων σύγκλησης = 41  
Με προρυθµιστή τον µοναδιαίο και µέγιστο αριθµό 
επαναλήψεων=500: 
Χρόνος = 3.645597e+000 
Αριθµός επαναλήψεων σύγκλησης = 489 




Χρόνος για τη φάση της αναγωγής:  
3.317002e+001 




Χρόνος για τη φάση της αναγωγής:  
8.909803e+000 
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Εικόνα 9: n1 = n2 = 200 
 
Πρέπει να αναφερθεί ότι για τις µεθόδους JACOBI, GAUSS-SEIDEL και SOR οι 
χρόνοι που προκύπτουν δεν είναι συγκρίσιµοι γιατί οι επαναλήψεις εκτέλεσης 
φτάνουν στο άνω όριο επαναλήψεων και οι µέθοδοι αυτές δεν συγκλίνουν. Επίσης 
για τις εκτελέσεις µε n1,n2 ≥ 100 εφαρµόστηκε ανακατανοµή των γραµµών και 
στηλών µε τον αλγόριθµο md (minimum degree) έτσι ώστε να επιτευχθούν πιο αραιοί 
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1. Η odd even reduction δεν είναι τίποτε άλλο παρά µια LU παραγοντοποίηση 
ενός τριδιαγώνιου πίνακα (όπως και ο τριδιαγώνιος αλγόριθµος που 
παρουσιάστηκε πιο πριν) αλλά µε κατάλληλη εναλλαγή (permutation) 
γραµµών και συγκεκριµένα διαχωρισµό των άρτιων και περιττών γραµµών. 
Σε αυτή τη µορφή της δεν παρουσιάζει κάποιο πλεονέκτηµα σε σχέση µε τον 
τριδιαγώνιο αλγόριθµο αλλά όµως έχει πολύ περισσότερες δυνατότητες 
παραλληλοποίησης γιατί κάθε σύνολο περιττών ή άρτιων γραµµών µπορεί να 
αντιµετωπιστεί ξεχωριστά (παράλληλα) από τα υπόλοιπα. 
2. Για την LU και την Cholesky χρησιµοποιήθηκαν οι έτοιµες ρουτίνες του 
Matlab. Οι χρόνοι εκτέλεσής τους είναι πολύ µικρότερες κυρίως γιατί 
καλείται µια προµεταφρασµένη (precompiled) ρουτίνα σε γλώσσα C, ενώ η 
υλοποίηση των υπόλοιπων µεθόδων γίνεται σε περιβάλλον Matlab. 
 
 
6.2 ΠΡΟΤΑΣΕΙΣ ΓΙΑ ΜΕΛΛΟΝΤΙΚΗ ΕΡΕΥΝΑ  
 
Σύµφωνα µε τα αριθµητικά αποτελέσµατα ο χρόνος της µεθόδου αναγωγής µονών 
ζυγών είναι µεγαλύτερος από τον χρόνο της µεθόδου pcg. Αυτό προκύπτει από το 
γεγονός ότι αν και η πρώτη εκµεταλλεύεται την ειδική µορφή του πίνακα, απαιτεί τον 
υπολογισµό του αντίστροφου πίνακα σε κάθε βήµα, το οποίο είναι αρκετά 
χρονοβόρο. Στην ειδική περίπτωση που τα διαγώνια µπλοκ είναι ίδια όπως συµβαίνει 
για παράδειγµα κατά τη διακριτοποίηση µερικών διαφορικών εξισώσεων µπορεί να 
γίνει µια παραγοντοποίησή τους που οδηγεί στην πολύ γρήγορη εκτέλεση της 
µεθόδου µε πλήθος πράξεων της τάξης Ο(nlogn) (όπως και ο FFT). Στην περίπτωση 
των δοµηµένων δικτύων τροφοδοσίας, όπου τα διαγώνια µπλοκ δεν είναι όµοια 
µεταξύ τους θα µπορούσε να χρησιµοποιηθεί η γρήγορη εκτέλεση της µεθόδου πάνω 
σε ένα δίκτυο µε όµοια διαγώνια µπλοκ ως προρυθµιστής (preconditioner)  για 
µετέπειτα εκτέλεση της pcg στο γενικότερο δίκτυο µε ανόµοια µπλοκ.  
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ΠΑΡΑΡΤΗΜΑ – ΚΩΔΙΚΑΣ MATLAB 
 






















cpph=1e-4;   
cppv=1e-4;    
cffh=1e-4;    
cffv=1e-4;    
cpin=0.01;   
 
w=floor(10*rand([n2+n1 1])); %vector of widths of %horizontal 
and vertical %lines 
h=10; %sampling step (in ps) 
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%capacitance and incidence matrix 







%enumerate horizontal branches 
for i=1:n2 
    for j=1:n1-1 
        ni1=(i-1)*n1+j; %node indices for current branch 
        ni2=ni1+1; 
        ni3=(i-1)*(n1-1)+j; %branch index conversion from %2D 
to 1D 
        C(ni1,ni1)=C(ni1,ni1)+(1/2)*ch(i,j); 
        C(ni2,ni2)=C(ni2,ni2)+(1/2)*ch(i,j); 
        Al(ni1,ni3)=1; 
        Al(ni2,ni3)=-1; 
    end 
end 
 
%enumerate vertical branches 
for i=1:n1 
    for j=1:n2-1 
        ni1=(j-1)*n1+i; %node indices for current branch 
        ni2=ni1+n1; 
        ni3=(i-1)*(n2-1)+j+n2*(n1-1); %branch index 
%conversion from 2D 
%to 1D 
        C(ni1,ni1)=C(ni1,ni1)+(1/2)*cv(i,j); 
        C(ni2,ni2)=C(ni2,ni2)+(1/2)*cv(i,j); 
        Al(ni1,ni3)=1; 
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        Al(ni2,ni3)=-1; 
    end 
end 
 
%enumerate supply branches 
for i=1:vn 
    C(ivn(i),ivn(i))=C(ivn(i),ivn(i))+cpin; 











rh=repmat(rsh*pv./w(1:n2,:),1,n1-1); %horizontal branch 
%resistances 
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B. ΚΩΔΙΚΑΣ ΤΗΣ ΜΕΘΟΔΟΥ JACOBI 
 
function [sol, err, it, time] = jacobi(a , x0, b, eps, 
maxiter) 
 
xold = x0; 
error = eps + 1; 




d = diag(a); 
mat = - (tril(a, -1) + triu(a, 1) ); 
 
while (iter < maxiter & error > eps) 
  xnew = (mat*xold + b ) ./ d ; 
  error = norm(xnew - xold); 
  xold = xnew; 
  iter = iter + 1; 
end 
 
time = toc; 
 
sol = xnew; 
err = error; 
it = min(iter, maxiter); 
 
C. ΚΩΔΙΚΑΣ ΤΗΣ ΜΕΘΟΔΟΥ GAUSS-SEIDEL 
 
function [sol, err, it, time] = gs(a , x0, b, eps, maxiter) 
 
xold = x0; 
error = eps + 1; 
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d = tril(a); 
mat = d - a; 
 
while (iter < maxiter & error > eps) 
  xnew = d\(mat*xold+b); 
  error = norm(xnew - xold); 
  xold = xnew; 
  iter = iter + 1; 
end 
 
time = toc; 
 
sol = xnew; 
err = error; 
it = min(iter, maxiter); 
 
 
D. ΚΩΔΙΚΑΣ ΤΗΣ ΜΕΘΟΔΟΥ SOR 
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L=-tril(A,-1);      %split the matrix A 
 
N=D-w*L;  
P=(1-w)*D + w*U; 
 
while (iter<=maxit  & err>tol) 
   x = N\(P*oldx + w*b); 
   err=norm(oldx - x); 
   iter=iter+1; oldx = x; 
end 
 
time = toc; 
sol = x; 
it = min(iter, maxit); 
 
 
E. ΚΩΔΙΚΑΣ ΤΗΣ ΜΕΘΟΔΟΥ ΤΡΙΔΙΑΓΩΝΙΩΝ ΜΠΛΟΚ 
 
function [sol, time1, time2]=blockTridiagonal(Pin,b,N) 
 
[rows,cols]=size(Pin); 







A=zeros(nblk,nblk);     % Diagonal blocks  
Q=A; 
B=zeros(nblk,nblk-1);   % superdiagonal = subdiagonal blocks 
G=B; 
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% Spasimo toy pinaka A se pinakes apo blocks 
for k=1:nblk-1 
    block=(1:N)+(k-1)*N; 
    A(1:N,block)=Pin(block,block); 











    block=(1:N)+(k-1)*N; 
    block2=(1:N)+(k-2)*N; 
    Q(1:N,block)=A(1:N,block)-B(1:N,block2)*G(1:N,block2); 








clear Pin cols 
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    block=(1:N)+(k-1)*N; 
    block2=(1:N)+(k-2)*N; 






    block=(1:N)+(k-1)*N; 








F. ΚΩΔΙΚΑΣ ΤΗΣ ΜΕΘΟΔΟΥ ΑΝΑΓΩΓΗΣ ΜΟΝΩΝ-ΖΥΓΩΝ 
 
function [sol, time1, time2]=oddEvenReduction(Pin,b,N) 
 








numBlockLevel = zeros(floor(log2(nblk))+1); 
 
while nblk >= 1 
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    i=i+nblk; 
    numBlockLevel(j)= nblk; 
    j=j+1; 











    block=(1:N)+(k-1)*N; 
    G(1:N,block)=Pin(block,block); 
    H(1:N,block)=Pin(block+N,block); 
    F(1:N,(1:N)+ k*N)=Pin(block,block+N); 
    D(1:N,k)=b(1:N,k); 
end 
 
block = (1:N)+(nblk-1)*N; 
G(1:N,block) = Pin(block,block); 
H(1:N,block) = zeros(N,N); 
D(1:N,nblk)=b(1:N,nblk); 
 
i=N+1;     
 
for k=2: 1: floor(log2(nblk))+1 
 
    se_d=i- numBlockLevel(k-1);        
    se=(i-1- numBlockLevel(k-1))*N+(1:N);       
                 
    for j=1: numBlockLevel(k) 
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       block=(1:N)+(i-1)*N; 
                         
       if (j==numBlockLevel(k) && mod(numBlockLevel(k-
1),2)==0) 
                                      
           F(1:N,block) = - G(1:N,se)\F(1:N,se+N)*F(1:N,se); 
           G(1:N,block) = - G(1:N,se)\H(1:N,se)*F(1:N,se+N) + 
G(1:N,se+N); 
           H(1:N,block) = zeros(nblk,nblk); 
           D(1:N,i) = D(1:N,se_d+1) -
G(1:N,se)\F(1:N,se+N)*D(1:N,se_d); 
                   
       else 
         % Edw katalhgoun ola ta endoiamesa  blocks 
                   
           F(1:N,block) = - G(1:N,se)\F(1:N,se+N)*F(1:N,se); 




           H(1:N,block) = -
G(1:N,se+2*N)\H(1:N,se+N)*H(1:N,se+2*
N); 




       end 
             
            se = se + 2*N; 
            se_d = se_d + 2; 
            i=i+1; 
            
        end 
end 
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clear Pin b cols 
 





sol(1:N,i) = G(1:N,block)\D(1:N,i); 
ds = i; 
i=i-numBlockLevel(k-1)-1;     
 
for k=floor(log2(nblk)): -1: 1   
      
    for j=1: numBlockLevel(k) 
        i=i+1;  %Deikths tou dianusmatos ths lushs pou 
upologizoume 
        block=(1:N)+(i-1)*N; 
 
        if mod(j,2)==0 
           sol(1:N,i) = sol(1:N,ds); 
             
        else 
           if j==numBlockLevel(k) 
              sol(1:N,i) = G(1:N,block)\(D(1:N,i) - 
F(1:N,block)*sol(1:N,ds));        
           elseif j==1 
              sol(1:N,i) = G(1:N,block)\(D(1:N,i) - 
H(1:N,block)*sol(1:N,ds)); 
           else 
              sol(1:N,i) = G(1:N,block)\(D(1:N,i) - 
F(1:N,block)*sol(1:N,ds) - 
H(1:N,block)*sol(1:N,ds+1)); 
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              ds = ds + 1; 
            end 
        end 
    end 
     
    if k>1 
        i = i-numBlockLevel(k)-numBlockLevel(k-1);        
        ds = ds-numBlockLevel(k)-numBlockLevel(k+1) +1;     
    end 
end 
 
time2 = toc; 
 
sol = sol(1:N,1:N); 
sol=sol(:); 
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