The main aim of the present work was development of a quantitative structure-property relationship method using an artificial neural network (ANN) for predicting gas-to-olive oil partition coefficients of organic compounds. As a first step, a multiple linear regression (MLR) model was developed; the descriptors appearing in this model were considered as inputs for the ANN. These descriptors are: solvation connectivity index χ -1 , hydrophilic factor, conventional bond-order ID number, dipole moment and a total size index/weighted by atomic masses. Then a 5-5-1 neural network was generated for the prediction of gas-to-olive oil partition coefficients of 179 organic compounds including hydrocarbons, alkyl halides, alcohols, ethers, esters, ketones and benzene derivatives. 
(C14 -C18) has the character and composition that can effectively (VOCs) at 37°C. Gargas et al. related rat blood:air partition simulate some properties of biological membranes and biological coefficients to corresponding olive oil:air partition coefficients. phases. Gas-to-olive oil partition coefficients have been related Katritzky et al. 9 have used descriptors calculated by their to anesthetic properties and have also been used in empirical CODESSA PRO software to correlate 100 values of log Kolive relationships for the prediction of gas-to-tissue partition and to predict 33 additional values in an independent test set. coefficients. 1, 2 There have been numerous studies in which Kolive Generally, the commonly used multiple linear regression values have been determined. The defining equation is: (MLR) model will fail to develop an appropriate QSPR model when the nonlinear phenomenon is significant within the data Concentration of solute in olive oil investigated; therefore, nonlinear modeling techniques such as Kolive =
(1) C Concentration of solute in gas phase artificial neural networks (ANNs) were necessary for building an accurate and reliable QSPR model. If concentration units are the same in olive oil and in gas phase, Recently, artificial neural networks (ANNs) have been used in for example mol dm -3 , then Kolive is dimensionless and is entirely a wide variety of chemical problems such as multi-spectral equivalent to L, the Ostwald solubility coefficient. interpretation, 10, 11 prediction of carbon-13 NMR shifts, 12 Since numerous compounds are unavailable as standards, and selectivity coefficients of the ion selective electrodes, 13 the experimental determination of Kolive is expensive and requires simulation of MS spectra 14 and QSPR investigation. [15] [16] [17] [18] The skilled operators, the development of a theoretical method such main aim of the present study was development of a QSPR as quantitative structure-property relationship (QSPR) appears model using artificial neural network for prediction of to be useful to estimate the partition coefficient values. QSPR gas-to-olive oil partition coefficients of organic compounds. methods represent an attempt to correlate structural features of Then the generated ANNs were evaluated and applied for the molecules with their chemical properties or activities.
prediction of log Kolive values of a validation set. QSPRs have been used to obtain simple models to explain separation mechanism, to predict retention behavior and to characterize the physicochemical properties of solutes in thin methodology layer chromatography, 3 gas chromatography, 4 and high performance liquid chromatography. 5 
Data set
The data set of gas-to-olive oil partition coefficients was taken † To whom correspondence should be addressed.
from the values reported by Abraham and Ibrahim. 19 The E-mail: hassan.gol@gmail.com molecules in the data set, including hydrocarbons, alkyl halides, The data set of gas-to-olive oil partition coefficients was taken from the values reported in Ref. 19 . a. log KANN -log KEXP. Table 1 . The partition coefficients of all molecules included in the data set were obtained under the same conditions. All log Kolive values are dimensionless and refer to a temperature of 37°C. The partition coefficients fall in the range of 0.48 -6.75 for 1,1,1,2-tetrafluoroethane and hexadecane, respectively. The data set was randomly divided into three groups including training, test, and validation sets, and these consist of 141, 19 and 19 members, respectively. The training set was used to adjust the parameters of models; the test set was used to prevent the network from overfitting; and the external validation set was used to evaluate the prediction ability of constructed models.
Molecular descriptors
One important step in QSPR investigation is the numerical representation of the chemical structure (often called the molecular descriptor). The built model performance and the accuracy of the results are strongly dependent on the way that descriptors were formed. Due to the diversity of the molecules studied in this work, different descriptors were calculated. These parameters encoded different aspects of the molecular structure and consist of electronic, geometrical, topological and some other descriptors. Geometrical descriptors were calculated using optimized Cartesian coordinates and the van der Waals radius of each atom in each molecule. 20, 21 Electronic descriptors were calculated using the MOPAC package (Ver. 6), 22 topological descriptors were calculated using two-dimensional representation of the molecule and some other descriptors were calculated by the Dragon program (Ver. 3) 23 on the basis of the minimum energy molecular geometries optimized by the HYPERCHEM package. 24 The generated numerical descriptors were responsible for encoding important features of the structure of the molecule.
Descriptors screening and regression analysis
The main goal of the generation of the MLR model was to choose a set of suitable descriptors that can be used as inputs for generation of the ANN model. Some of the descriptors generated for each compound encoded similar information about the molecule of interest. Therefore, it was desirable to test each descriptor and to eliminate those that show high correlation (R > 0.90) with each other. Subsequently, the method of stepwise multiple linear regression was used for the selection of important descriptors and MLR model construction. The best multiple linear regression (MLR) model is one that has high R and F (statistical F value) and low standard error, as well as high predictivity. The statistical parameters of the constructed MLR models are presented in Table 2 . Table 2 .
Neural network generation
In order to investigate the nonlinear relations in the MLR models, an ANN was developed. ANNs are biologically inspired computer programs designed to learn from data in a manner that emulates the learning patterns in brains. Most ANN systems are very complex high-dimension processing systems. A detailed description of the theory behind a neural network has been adequately described elsewhere. [25] [26] [27] In the present work, an ANN program was written with MATLAB 7. 28 This network was a three layer fully connected, feed-forward neural network with sigmoidal transfer function. Descriptors selected by MLR were used as inputs of the network and its output signal represented the gas-to-olive oil partition coefficients of compounds of interest. Thus this network has five nodes in the input layer and one node in the output layer. The value of each input was divided into its mean value to bring them into the dynamic range of the sigmoidal transfer function of the network. The initial values of weights were randomly selected from a uniform distribution that ranged between -0.3 to +0.3 and the initial values of biases were set to be one. These values were optimized during the network training.
results and discussion Table 1 shows the data set and the corresponding observed and ANN predicted values of partition coefficients of all molecules studied in this work. The selected MLR models are presented in Table 2 . It can be seen from this table that five descriptors appear in the MLR model. These descriptors are: solvation χ -1 connectivity index (X1SOL), hydrophilic factor (HY), conventional bond-order ID number (PilD), dipole moment of molecule (DIP) and a total size index/weighted by atomic masses (AM). For inspection of the relative importance and contribution of each descriptor in the model, the value of mean effect (MF) was calculated for each descriptor by the following equation and is shown in the last column of Table 2 :
Here, MFj is the mean effect for considered descriptor j, βj is the coefficient of descriptor j, dij denotes the value of descriptor j of molecule i, m is the number of descriptors in the model and n is the number of molecules in the data set. The value and sign of mean effect shows the relative contribution and direction of influence of each descriptor on the partition coefficient. Table 3 represents the correlation matrix of these descriptors. By interpreting the descriptors in the regression model, it is possible to gain some insight into factors that are likely related to the partition coefficients of organic compounds. Of five descriptors, two are topological (X1SOL, PilD), one is electronic (DIP), one is WHIM (AM) and one is environmental (HY).
The first descriptor with the largest mean effect is the solvation connectivity index 1 χ, which represents the linear fragment of one carbon atom that is defined in order to model solvation entropy and to describe dispersion interactions in solution. If the characteristic dimensions of the molecules by atomic parameters are taken into account, they are defined as:
where La is the principal quantum number (2 for C, N, O atoms, 3 for Si, S, Cl …) of the ath atom in the kth subgraphs; δa is the corresponding vertex degree; k is the total number of mth order subgraphs and n is the number of vertices in the subgraph. The normalization factor 1/(2 m+1 ) is defined in such a way that the indices m χ and m χ s for compounds which contain only second-row atoms coincide. The 1st order solvation connectivity index is
where b runs over all the B bonds; Li and Lj are the principal quantum numbers of the two vertices incident to the considered bond. This index coincides with the Randic connectivity index 1 χ for the hydrocarbons. 29 These molecular descriptors have positive signs for their mean effect, which reveals that by increasing the values of these descriptors the values of log Kolive increase.
The second descriptor is the hydrophilic factor (HY), its mean effect has a negative sign. This descriptor is defined by Todeschini et al. 30 as an empirical index which was related to the hydrophilicity of compounds. It is based on count descriptors and can be calculated as: 
where A is the number of atoms, m pij denotes a path of length m (i.e. a sequence of m edges) from the vertex vi to the vertex vj, and wij is the path weight. The sum runs over all paths of the graph, each path of length zero is given a unit weight; therefore the weighted path count of length zero coincides with the number of atoms. pi w is the atomic ID number for the ith atom, i.e. the sum of all weighted paths starting from vertex vi of any length, zero included. The weight wij is calculated by multiplying the conventional bond order π* of all m edges (bonds) of the path m pij. The value of this descriptor accounts for the multiple bonds in a molecule; since in saturated molecules each bond weight is equal to one, therefore its ID number coincides with the total path count. So, the increasing of the number of multiple bonds means the increasing of the values of PiID. The next descriptors are dipole with positive mean effect and AM with negative mean effect. The positive sign of mean effect of dipole shows that the increasing of dipole moment values accompanies the increasing of log Kolive values. The last descriptor mentioned here is "a total size index/weighted by atomic masses (AM)", one of the WHIM descriptors. WHIM descriptors are geometrical descriptors based on statistical indices calculated on the projections of the atoms along the principal axes. 31, 32 AM characterizes the size and the shape of the molecule. As we know, size, shape and symmetry of molecules play a key role in the process of distribution of molecules from one solvent to another. The negative values of mean effect indicate that this descriptor contributes negatively to values of log Kolive.
From the above discussion, it can be seen that all descriptors involved in the QSPR model have physical meanings, and these descriptors can account for the structural features that affect the partition coefficient.
The next step was the construction of an artificial neural network. Before training the ANNs, the parameters of network including the number of nodes in the hidden layer, weights and biases learning rates and momentum values were optimized. The procedure for optimizing of these parameters is given elsewhere.
33,34 Table 4 shows the architecture and specification of the optimized network. After optimization of the network parameters, the network was trained by using the training set for adjustment of the weight and bias values by back-propagation algorithm.
According to the neural networks theory, in order to obtain Table 5 reveals the superiority of the ANN model over MLR ones. Figure 1 shows the plot of the ANN predicted versus experimental values for the partition coefficients of all of the molecules in data set. The residuals of the ANN calculated values of the partition coefficients have been plotted against the experimental values in Fig. 2 . The propagation of the residuals in both sides of zero line indicates that no systematic error exists in the constructed QSPR model.
Conclusions
The result of this study demonstrates that the QSPR method using the artificial neural network techniques can generate suitable models for the prediction of gas-to-olive oil partition coefficient. The key strength of the neural networks is their ability to allow for flexible mapping of the selected features by manipulating their functional dependence implicitly, unlike regression analysis. Neural networks handle both linear and nonlinear relationships without adding complexity to the model. This capability offsets the large computing time required and the complexity of the ANN method with respect to MLR. 
