Recent years have seen a renewed interest in insufficient effort responding (IER). Previous research has demonstrated that IER can have detrimental effects on survey research ranging from introducing untrustworthy data to influencing psychometric and statistical results. The present simulations examine two forms of IER, straightlining (SL) and random responding (RR), in an attempt to determine whether the presence of these response patterns have differential impacts on data. In three studies, we explore the combined effects of extreme SL and RR, the effects of full and partial RR, and the effects of full and partial SL on scale characteristics such as inter-item correlations, alpha, and component structure. We also explore how various IER response distributions may influence these statistics. Empirical results demonstrate a tendency for SL to increase and RR to decrease the magnitude of inter-item correlations, alpha, and the first component eigenvalue. Results also indicate that the impact of SL may be more pronounced than the impact of RR in the organisational sciences. It is important for researchers to consider the type of IER in addition to the prevalence of IER in a sample prior to conducting statistical analyses.
The integrity of survey research rests on the assumption that the data we collect are accurate and meaningful. Researchers would like to believe they can trust respondents to provide thoughtful responses to survey items. However, it is widely accepted that there are many sources of variance in survey responses that are not driven by survey content (Gallen & Berry, 1996; Nichols, Greene, & Schmolck, 1989; Thorndike, 1947) . Since the presence of low-quality data can call into question the results of a study, there has been increasing interest in insufficient effort responding (IER) in recent years (Huang, Liu, & Bowling, 2015; Meade & Craig, 2012) .
IER refers to a lack of effort when responding to survey items. Rates of IER have been estimated as low as 1 per cent (Costa & McCrae, 1997) and as high as 60 per cent (Berry, Wetter, Baer, Larsen, Clark, & Monroe, 1992) . Regardless of prevalence, IER is undesirable as it threatens the validity of measurement (Messick, 1995) . There are many methods with which to detect IER (Curran, 2016; Niessen, Meijer, & Tendeiro, 2016) , but no method is perfect and the optimal method depends on both the form of IER as well as characteristics of the survey (DeSimone, Harms, & DeSimone, 2015) .
One of the most common forms of IER is straightlining, in which a respondent provides consecutive identical responses (Schonlau & Toepoel, 2015) . The most extreme straightliners (SLs) respond to all survey items the same way (e.g., indicating "agree" for all items). By some estimates, up to 10 per cent of a sample can demonstrate this form of responding (Krosnick & Alwin, 1989) . Another common form of IER is known as random responding. Random responders (RRs) are study participants who respond to survey items without regard to item content, but intentionally vary their responses in an effort to appear as though they were responding attentively. Many early data quality indices focused on identifying RRs (Cramer, 1995; Greene, 1978; Paolo & Ryan, 1992; Pinsoneault, 2007) .
Although other response sets and forms of IER exist, they typically require more attention to item content than straightlining or random responding. For example, social desirability (Messick, 1960) requires knowledge of the construct and evaluation of its social valence. Conformity to demand characteristics (Orne, 1962) requires evaluation of both item content and perceived research goals. Even acquiescence may involve consideration of both item content and ambiguity prior to responding (Morf & Jackson, 1972) . On the other hand, straightlining and random responding require no consideration of item content, making these forms of IER particularly damaging to our efforts to meaningfully interpret survey responses.
While any level of IER is undesirable, there is an open question as to the amount required to influence statistical analyses. Research has demonstrated that rates of IER as low as 5 per cent can influence factor analytic results, while rates of 10-15 per cent may result in misleading conclusions (Clark, Gironda, & Young, 2003; Schmitt & Stults, 1985) . Low-effort responding may also alter statistical relationships or interpretations of test scores (Cred e, 2010; Woods, 2006) . The presence of IER can affect inter-item correlations, which may in turn influence estimates of internal consistency, factor analytic results, relationships between scales, and structural models. This paper examines how the presence of SLs and RRs influences relationships between scale items. We begin by discussing the theoretical effects of these forms of IER on the expected value of inter-item correlations. In Study 1, we simulate data to provide proof-of-concept for the standalone and interactive effects of SLs and RRs on inter-item correlations, internal consistency, and principal component analyses (PCAs). Studies 2 and 3 further examine the influence of RRs and SLs independently in alternative and less extreme scenarios (such as partial IER). We conclude by providing recommendations for detecting and addressing the presence of SLs and RRs in survey research.
We hope that this set of studies will contribute to the growing literature on IER in a number of ways. First, it is both practically and theoretically important to distinguish between the various forms IER can take. Meade and Craig (2012) identified three latent classes of participants including effortful respondents, inconsistent respondents, and invariant respondents. The set of simulations in these studies examines the differential effects of introducing data corresponding to the two IER latent classes identified by Meade and Craig. Specifically, simulated RRs would belong in the inconsistent latent class while simulated SLs would belong in the invariant latent class. If RRs and SLs have different effects on survey characteristics then IER researchers should differentiate between these forms of IER in future research. If both RRs and SLs have detrimental effects on survey characteristics then it is important for practitioners to employ data screening techniques capable of identifying each form of IER.
THE MATHEMATICAL IMPACT OF STRAIGHTLINING AND RANDOM RESPONDING
When considering the potential impact of SLs and RRs on inter-item correlations, it is illustrative to consider two extreme cases. In the first, we assume that all respondents are SLs who only select a single response option (e.g., "strongly agree") for every item. These respondents may differ in the response option they select, but each of them will provide the same response to every item. Therefore, if an extreme SL indicates "strongly agree" for item 1, they will also answer "strongly agree" for item 2, item 3, and so on. Likewise, an extreme SL who selects "disagree" for item 1 will also select "disagree" for every subsequent item. A sample with 100 per cent extreme SLs will produce inter-item correlations of 1.00. Since responses do not vary from item to item, the response to any item can be predicted with perfect accuracy using the response from any other item. This situation will result in an inter-item correlation of 1.00 for every pair of items, producing a k 3 k matrix (where k is the number of items) in which every cell contains a perfect positive correlation. When all pairs of items are perfectly correlated, alpha will be equal to 1.00. When computing PCA or exploratory factor analysis, a dataset containing 100 per cent SLs will demonstrate non-orthogonality between items. The expected set of eigenvalues (ks) should reflect a first component (or factor) accounting for all of the variance (k 5 k) with the subsequent k 2 1 components accounting for no variance (k 5 0).
Expectation 1: The presence of SLs will increase the magnitude of inter-item correlations, alpha, and the variance explained by the first principal component.
In our second extreme case, we assume that all respondents are extreme RRs. Although it is well-documented that humans are incapable of producing truly random data (Neuringer, 1986) , for this illustration we will assume that responses to all items are uniformly distributed. Thus, for any given item, each respondent is equally likely to select any of the available response options. In this case, the fact that an extreme RR indicates "strongly agree" for item 1 will have no bearing on their response selection for subsequent items.
In a sample with 100 per cent extreme RRs, each inter-item correlation will have an expected value of zero. Random fluctuations may result in non-zero correlations, but each inter-item correlation will typically be small and as likely to be positive as negative. Extreme RR responses to a given item will have no discernible relationship with their responses provided for other items. A sample containing an infinite number of RRs should result in an inter-item correlation of zero for every pair of items (but still a 1.00 for an item with itself). This will produce a k 3 k identity matrix (values of 1.00 on the diagonal and zero in every non-diagonal cell) for the inter-item correlation matrix. When all items are independent, alpha will be equal to zero. When computing PCA using a dataset containing 100 per cent RRs, we would expect perfect orthogonality between items which would result in equal distribution of variance among principal components (k 5 1 for all components). In this case, the matrix of eigenvectors and diagonal matrix of eigenvalues will both be k 3 k identity matrices. In non-infinite samples, random fluctuations will result in deviations from this pattern, but inter-item correlations and alpha estimates should be small while all eigenvalues will be relatively similar in magnitude.
Expectation 2: The presence of RRs will decrease the magnitude of inter-item correlations, alpha, and the variance explained by the first principal component.
Expected inter-item correlations can also be predicted in the case of combinations of extreme SLs and RRs. Given the nature of these two extreme forms of IER, when an entire sample consists of SLs and RRs, the combination of these types of respondents corresponds mathematically to the expected interitem correlation. For example, if the sample consists of 50 per cent SLs and 50 per cent RRs then the expected inter-item correlation will be .50. Similarly, a sample containing 27 per cent SLs and 73 per cent RRs would produce expected inter-item correlations of .27. Examples of 100 per cent SL, 100 per cent RR, and 50 per cent SL/50 per cent RR are depicted in Figure 1 .
In conclusion, cases of extreme IER should affect inter-item correlation matrices, alpha, and the eigenvalue magnitude for the first principal component. However, the effect that IER will have on inter-item correlations as well FIGURE 1. Expected distributions and inter-item correlations for perfectly invariant responders (straightliners, or SLs), perfectly random responders (RRs), and a combination of half of each. The horizontal and vertical axes reflect response options (1 through 5) for two items.
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as related psychometric and statistical techniques (e.g., PCA, internal consistency, regression, structural equation modelling) should depend on the type of IER. The purpose of our first study is to provide proof-of-concept for the aforementioned effects of extreme SLs and RRs. We also explore the ways in which various combinations of extreme RRs and extreme SLs can affect these scale characteristics. Additionally, we address the amount of low-quality data required to influence inter-item correlations, alphas, and PCAs.
STUDY 1 METHOD Dataset
Simulating realistic data reflecting effortful responding requires knowledge of population-level relationships that are typically unavailable to the researcher. On the other hand, the use of existing data relies on the assumption that either no respondents engaged in IER or all IER respondents were correctly identified and removed from the dataset. There is also an issue regarding the appropriate treatment of missing data (see Newman, 2014) . Aside from the decision of whether to use deletion or imputation, researchers must consider the fact that missing data may also constitute a form of IER and that some IER detection techniques cannot be computed if missing data is present (Curran, 2016; DeSimone et al., 2015) .
In an effort to address this issue, we attempted to compromise between the use of real and simulated data. We began with an existing dataset that contained scores on a 25-item measure of resilience (DeSimone, Harms, Vanhove, & Herian, 2017b) . We used the longstring and bogus item indices to conservatively screen this dataset in an effort to eliminate participants who engaged in blatant IER. Specifically, we eliminated participants who missed a bogus item or indicated ten or more consecutive identical responses. We then computed means, standard deviations, and the 25 3 25 inter-item correlation matrix from the resulting dataset. For ease of interpretation (see below), we reversescored items, resulting in positive manifold with inter-item correlations ranging from .03 to .68. We used that information to generate a dataset containing 10,000 simulated respondents for all 25 items. This produced a plausible dataset with a correlation matrix similar to the original dataset and eliminated concerns about missing data and unidentified IER due to the fact that all participants were simulated. The full simulated dataset and inter-item correlation matrix are available upon request from the first author.
Simulation
Extreme RRs were simulated by randomly selecting a response option to each of the 25 items using a uniform distribution. There were five possible response options, so each RR had a 20 per cent chance to indicate a 1, 2, 3, 4, or 5 for each item. For this simulation, we used a uniform distribution because there is no theoretical reason to believe that extreme RRs favour any response option over any other. Additional response distributions for RRs will be examined in Study 2. Extreme SLs were simulated by randomly selecting a response option to the first item (again using a uniform distribution). SL responses to the subsequent 24 items were set equal to their responses on the first item.
Beginning with the simulated dataset, we introduced IER using two factors. The first factor involved the percentage of simulated participants who engaged in IER (from 5% to 100% in 5% intervals). The second factor was the type and relative distribution of IER (RRs or SLs). There were five levels of this factor (0% RRs and 100% SLs, 25% RRs and 75% SLs, 50% RRs and 50% SLs, 75% RRs and 25% SLs, 100% RRs and 0% SLs). Crossing these factors resulted in 100 scenarios, each of which was simulated 5,000 times. As an example, for the 40 per cent IER, 25 per cent RR/75 per cent SL scenario, 1,000 simulated participants (.40 * .25 * 10,000) were randomly selected to be replaced with RRs and 3,000 (.40 * .75 * 10,000) were randomly selected to be replaced by SLs. This process was repeated 5,000 times with a randomly selected set of participants replaced each time.
Statistics
For each scenario, we calculated the mean and standard deviation of six statistics across 5,000 trials. Means and standard deviations for each condition are available upon request from the first author.
Average Inter-item Correlation. Each dataset generated a 25 3 25 interitem correlation matrix, yielding 300 unique non-diagonal inter-item correlations (25 * 24/2 5 300). Examining the average of these correlations allows us to examine the general effects that extreme RRs and SLs have on inter-item correlations, directly addressing Expectations 1 and 2.
Average Difference in Inter-item Correlations. To estimate the influence that each type of IER had on the original data, we also calculated the difference between the original simulated inter-item correlations (with 0% IER) and their counterparts in the datasets containing IER. We then averaged the 300 differences to compute a statistic corresponding to the average change in inter-item correlations due to the introduction of IER. This statistic is only meaningful in inter-item correlation matrices with either positive or negative manifold. Although difference scores are not an optimal measure of change (Edwards, 2002) , they should provide a rudimentary sense of the extent to which the introduction of IER influences inter-item correlation matrices and the direction of this influence. For the present simulation, a positive average difference indicates that the presence of IER decreased inter-item correlations, while a negative average difference indicates that IER increased inter-item correlations.
SRMR.
A better summary of changes in inter-item correlations can be obtained using the standardised root-mean-square residual (SRMR; Bentler, 1995) . Although typically applied to observed and expected correlation matrices in structural equation models, DeSimone (2015) demonstrated the utility of SRMR for comparing inter-item correlation matrices. In the present context, SRMR reflects the average difference between correlations in the original simulated inter-item correlation matrix (with no simulated IER) and correlations in the inter-item correlation matrix with IER introduced. Lower SRMR indicates greater similarity in inter-item correlation matrices (with identical matrices producing an SRMR of .00). According to previous research, SRMR values greater than .08 indicate notable dissimilarity (Hu & Bentler, 1999; Yu, 2002) .
CL.
DeSimone (2015) also introduced an effect size for comparing the results of PCA calculated on two comparable datasets. Ranging from .00 to 1.00, the Component Loading (CL) statistic indicates the percentage of overlap in the loadings (relationships between principal components and original variables) across comparable datasets. Unlike examinations of eigenvalue magnitude which only address variance explained by each principal component, the CL statistic reflects changes in scale structure associated with differences in component loadings. Higher CL values indicate greater similarity in component loadings, and identical inter-item correlation matrices will produce a CL value equal to 1.00.
First Component Saturation. In addition to the CL statistic, we also calculated the average value of each of the 25 eigenvalues produced via PCA. This analysis allowed us to address changes in the component structure pertaining to the variance explained by each principal component. To directly address first component saturation, we focus primarily on the magnitude of the first eigenvalue. Information about other eigenvalues is available upon request.
Alpha. Finally, we calculated coefficient alpha (Cronbach, 1951) . Although alpha is influenced by more than just inter-item correlations (Cortina, 1993) , it is the most common reliability coefficient reported in the organisational sciences (Cho, 2016) . The original resilience measure captures five factors pertaining to resilience, but can also be scored to provide a single resilience factor (DeSimone et al., 2017b) . Although alpha is not always the optimal reliability coefficient, its ubiquity and sensitivity to inter-item correlations makes it a worthwhile psychometric characteristic to examine when exploring the effects of IER.
STUDY 1 RESULTS
Figure 2 depicts the mean values for each statistic across all five levels of IER distribution. The original dataset (with no simulated IER) had an average inter-item correlation of .25 (SD 5 .13). As expected, replacing data with extreme SLs resulted in increases in average inter-item correlations, while replacing data with extreme RRs resulted in decreases in average inter-item correlations. As more SLs are added, the average inter-item correlation monotonically increases to a value of 1.00 at 100 per cent SL. In contrast, as more RRs are added, the average inter-item correlation monotonically decreases to a value of .00 at 100 per cent RR. Replacing data with 50 per cent RRs/50 per cent SLs or 25 per cent RRs/75 per cent SLs results in monotonic increases to values of .50 and .75, respectively. Replacing data with 75 per cent RRs/25 per cent SLs results in a small increase (to .29 at 40% replaced data) in estimated inter-item correlations, followed by a decrease to .25 at 100 per cent replaced data (see Figure 2 ). These fluctuations are likely due to the fact that the starting average inter-item correlation of the original dataset was close to the expected value of the inter-item correlations with this distribution of IER (.25 when there are 75% RRs/25% SLs).
The average difference between original inter-item correlations and those calculated with replaced data follows a similar trend. When all IER respondents exhibit RR, differences in estimated inter-item correlations increase monotonically with the proportion of data replaced. When 100 per cent, 75 per cent, or 50 per cent of IER respondents exhibit SL, differences decrease monotonically with the proportion of data replaced. When 25 per cent of IER respondents exhibit SL and 75 per cent exhibit RR, there is a small decrease in estimated inter-item correlations to 2.04 (at 40% replaced data) followed by a small increase back to .00 at 100 per cent replaced data. It is noteworthy that these results are perfectly congruent with the average inter-item correlation results. As noted above, a more interpretable summary of changes in inter-item correlations can be found by examining SRMR.
The SRMR statistic monotonically increases as the proportion of IER increases, regardless of the type or distribution of IER. However, the extent of this increase varies widely as a function of the type(s) of IER. For 100 per cent RR, there is a steady increase to an SRMR value of .27. For 75 per cent RR/25 per cent SL, there is a slower increase to .12. For 50 per cent RR/50 per cent SL, 25 per cent RR/75 per cent SL, and 100 per cent SL, there are sharper increases up to about 30 per cent IER, after which the curves become more linear as they approach .27, .50, and .73, respectively. In the presence of SL, the maximum average SRMRvalue increases as a function of the proportion of SLs in the sample.
Given the oft-cited SRMR cutoff of .08 (Hu & Bentler, 1999; Yu, 2002) , we examined the proportion of IER required in the sample to exceed this cutoff value. Results are listed in Table 1 . There was an overall trend for SLs to influence SRMR more than RRs. For example, the proportion of RRs required to produce an unfavourable SRMR is 30 per cent, while only 5 per cent of SLs are required (likely even less, as even the 5% IER condition exceeded SRMR > .08 in the 100% SL condition).
The CL trends are similar across all combinations of IER. In each case, the CL statistic decreases rapidly until the 35 per cent or 40 per cent point, flattens out until about 75 per cent, then begins decreasing again until 100 per cent. 1 All graphs (Figure 2 ) are monotonically decreasing, but there are minor differences in the curvature of each line. Again, these differences vary with the proportion of SLs in the dataset, with scenarios involving higher proportions of SLs exhibiting steeper declines than scenarios involving higher proportions of RRs.
DeSimone (2015) suggests a cutoff value of .70 for CL. Table 1 lists the amount of IER required for each distribution to result in a CL statistic below .70. Consistent with other IER research concerning factor structure (Clark et al., 2003; Schmitt & Stults, 1985) , most combinations of IER require 15 per cent before factor structure is notably impacted. The exception is that only 10 per cent IER is required when all low-effort responders are SLs. Similar to the SRMR results, SLs have a more pronounced influence on the CL statistic than RRs.
First component saturation (as indicated by the first eigenvalue in a PCA) predictably demonstrates a similar trend to average inter-item correlations. The original dataset (0% IER) had a first eigenvalue of 7.19. For the 50 per cent RR/50 per cent SL, 25 per cent RR/75 per cent SL, and 100 per cent SL scenarios, the average first eigenvalue monotonically increases, approaching 13.00, 19.00, and 25.00, respectively. For the 100 per cent RR scenario, the average first eigenvalue monotonically decreases, approaching 1.09. For the 75 per cent RR/25 per cent SL scenario, the average first eigenvalue increases from 7.42 (5% replaced data) to 7.97 (35% replaced data) before decreasing to 7.00 (100% replaced data). 1 The CL statistic is incalculable for the 100 per cent IER condition where all respondents are straightliners. The calculation is mathematically impossible due to invariant loadings in the component matrix.
As an exploratory analysis, we examined the percentage of IER (for each distribution of IER) that would be required to extract a different number of components based on the k > 1 criterion. Again, straightlining resulted in more pronounced changes than random responding. When all low-effort responders are SLs, 20 per cent IER is sufficient to change component structure as opposed to 85 per cent IERwhen all low-effort responders are RRs.
The original dataset (no IER) has an alpha of .89. As expected, in the 100 per cent SL condition, alpha increases monotonically with rising proportions of IER, up to a final value of 1.00 at 100 per cent IER. In the 100 per cent RRs condition, alpha decreases monotonically as the proportion of IER increases, down to a final value of .00 at 100 per cent IER. For 25 per cent RR/75 per cent SL and 50 per cent RR/50 per cent SL, alpha increases monotonically up to .99 and .96, respectively. For 75 per cent RR/25 per cent SL, alpha increases to .91 (at 40% IER) before decreasing to .89 at 100 per cent IER. It is noteworthy that alpha levels never decrease below the oft-cited cutoff of .70 (Nunnally & Bernstein, 1994 ; see also Lance, Butts, & Michels, 2006) in any IER distribution except 100 per cent RR, and even this distribution of IER does not result in sub .70 alpha levels until 70 per cent of the sample is IER.
STUDY 1 DISCUSSION
Study 1 serves to empirically establish important differences between two common forms of IER. Consistent with Expectations 1 and 2, straightlining results in increases in average inter-item correlations, alpha, and magnitude of the first principal component eigenvalue while random responding results in decreases to each of these scale characteristics. Additionally, the 100 per cent IER conditions serve to confirm the expected values of each of these characteristics under conditions of extreme SL and RR.
Overall, extreme SLs seem to have a stronger impact on scale characteristics than extreme RRs as reflected by larger changes to SRMR, CL, and variance explained by the first principal component. Compared to RRs, fewer SLs are required to meaningfully influence scale characteristics. Typical rates of IER (i.e., 10% to 15%) will negligibly or minimally affect alpha and the number of extracted components. However, typical rates of IER can appreciably change component loadings or inter-item correlations, particularly when at least half of IER respondents are SLs. Lower proportions of IER participants are required to change these statistics when all IER participants are SLs than when all IER participants are RRs.
One major limitation of Study 1 involves our examination of extreme IER. Although some respondents may respond to all survey items randomly or invariantly, we hope that these respondents are relatively rare. Many careless respondents may respond thoughtfully to some parts of a survey and carelessly to others. Additionally, we generated SL and RR responses in Study 1 using a uniform distribution. It is possible that some careless respondents use alternative distributions when providing survey responses.
2 The purpose of Studies 2 and 3 is to address these issues in order to better understand the effects of alternative (and less extreme) forms of IER.
STUDY 2
Our second study focuses specifically on RRs. In Study 1, we found that the presence of extreme RRs decreased the magnitude of inter-item correlations as expected. Large proportions of extreme RRs in a sample could decrease alpha or change the number of factors extracted, but lower proportions of extreme RRs were capable of influencing the inter-item correlation matrix (as evidenced by larger SRMR values) and factor loading patterns (as evidenced by smaller CL values).
While Study 1 serves as proof-of-concept that RRs can decrease the magnitude of inter-item correlations, Study 2 focuses on RRs in less extreme conditions. First, we examine the phenomenon of partial IER (Gallen & Berry, 1997; Pinsoneault, 2007) , defined as participants who begin the survey by providing thoughtful and effortful responses, but switch to IER sometime during the course of the survey. Although partial IER may take place at any point in a survey, research has traditionally focused on "back IER" (Clark et al., 2003) which assumes that IER is more prevalent near the end of a survey due to effects such as fatigue or disinterest. We expect that partial IER will have similar effects to full (extreme) IER, but that these effects will be attenuated for partial IER because respondents will still respond carefully to some of the items.
Expectation 3: The effects of partial IER (both RR and SL) will be similar in direction but smaller in magnitude than the effects of extreme IER.
Second, we examine the effects of RRs who respond to items using alternative (non-uniform) distributions. As noted above, there is evidence to suggest that most people are incapable of responding in a truly random manner (Neuringer, 1986) . Research on response sets indicates that some individuals prefer "middle" responses while others prefer to respond using the most extreme response options (McGrath, Mitchell, Kim, & Hough, 2010) . Although response sets are not synonymous with IER, it is plausible that careless respondents may exhibit construct-irrelevant response preferences. It is important to note that there is no evidence to support the contention that RRs prefer any specific distribution (e.g., uniform, normal) and that the distribution used by RRs may be a function of individual differences. Therefore, it is theoretically important to examine a number of alternative distributions in an effort to determine the effects that different types of RRs may have on scale characteristics. The investigation of the effects of these alternative distributions is exploratory in nature.
STUDY 2 METHOD
For comparative purposes, we used the same simulation parameters and simulated dataset used in Study 1, making minor changes for each of our investigations. Because Study 2 focuses exclusively on RRs (and did not include SLs), we dropped the "type and relative distribution of IER" factor. For our partial IER investigation, we randomly selected participants to replace with IER data, but instead of replacing all 25 of their responses, we only replaced the last 20, 40, 60, or 80 per cent of responses with random responses. For ease of comparison, we retained the use of the uniform distribution for this analysis.
For our response distribution investigation, we randomly selected participants to replace with IER data and again replaced all 25 of their responses. However, we varied the response distribution used to simulate IER. Specifically, we generated IER responses using a normal distribution, inverted normal distribution, V-shaped distribution, and empirical distribution based on the average mean (3.64) and standard deviation (1.08) found in the original simulated dataset. We included the empirical distribution to investigate whether RR could ever increase inter-item correlations (and, accordingly, first component saturation and alpha). There is some evidence that IER, including RR, can increase scale-level relationships under conditions in which it increases scale variance (Cred e, 2010; Huang et al., 2015) , but this phenomenon has yet to be explored at the item level. Effects that potentially increase item variance (such as biases toward the middle or extreme responses) are represented by normal and V-shaped distributions, respectively. However, the normal, inverted normal, and V-shaped distributions do not mirror the distributional characteristics (including skewness) of the original data. We felt it was important to examine the unlikely, but theoretically important case in which the populations of effortful and careless respondents both have similar response tendencies. Probability distributions for each of the distributions can be found in Table 2 .
In both investigations, we retained the "proportion of IER" factor to further address the question of what proportion of IER is required to influence scale characteristics. We dropped the difference in inter-item correlations analysis as it was redundant with the results of the average inter-item correlation analysis. We retained our examination of average inter-item correlation, SRMR, CL, alpha, and magnitude of the first principal component.
STUDY 2 RESULTS
Figure 3 includes graphs of each statistic by level of partial random responding (PRR). Consistent with Expectation 3, the results mirror the direction of the effects found in Study 1, but are less severe in magnitude when levels of partial random responding are lower. Even 20 per cent PRR can decrease inter-item correlations, first component saturation, and alpha. Inter-item correlation matrices and component loadings are also influenced by all levels of PRR included in this simulation as indicated by larger SRMR values and lower CL values, respectively. Figure 4 includes graphs of each statistic by RR distribution. The effects of RR on each of the statistics is similar for the uniform, inverted normal, V-shaped, and empirical distribution. The condition in which RRs used the normal distribution had similar results when large proportions of participants engaged in IER (e.g., the 100% IER condition still had an average inter-item correlation and alpha of zero and first eigenvalue close to one). However, the effects for lower proportions of IER were less severe than the other distributions. In the 5 per cent and 10 per cent IER conditions, there were very small increases in average inter-item correlation (< .01), alpha (< .01), and first eigenvalue (.08). In all other conditions, these statistics decreased, although at a slower rate than the other distributions. SRMR values increased and CL values decreased in all conditions, reinforcing the idea that any proportion of IER can influence inter-item correlation matrices and component loadings (though to a different extent for each distribution).
In an effort to examine the proportions of IER required to meaningfully influence scale characteristics, we again examined the conditions under which SRMR increased above .08, CL decreased below .70, and the number of extracted components changed (see Table 3 ). The proportion of PRR participants required to meaningfully change the inter-item correlation matrix (30% to 45%), component loadings (10% to 20%), and number of components extracted (85% to 95%) generally increases as the amount of PRR decreases. The proportion of extreme RRs required to meaningfully change the interitem correlation matrix (15% to 50%), component loadings (10% to 25%), and number of components extracted (70% to 95%) differs based on the distribution used by RRs. 
STUDY 2 DISCUSSION
The results support Study 1s finding that the presence of RRs tends to decrease inter-item correlations, alpha, and first eigenvalue magnitudes. Expectation 3 was supported in that PRR decreased these scale characteristics to a lesser extent than extreme RR. Although there are specific conditions (RR rates of 10% or less in which RR is generated using a normal distribution) in which these statistics can increase, these increases were quite small and unlikely to be practically significant. However, these results suggest the possibility that there may exist datasets with different distributional characteristics in which low-prevalence extreme RR can result in small increases to these statistics. Consistent with the results of Study 1, this investigation provides some preliminary evidence to suggest that RR may not be problematic at typical levels of IER. Component loadings may be affected by partial or extreme RR levels of 10 per cent to 20 per cent. Inter-item correlation matrices require at least 30 per cent PRR or at least 15 per cent extreme RR to change. The number of components extracted does not change until at least 70 per cent of the sample engages in extreme RR or 90 per cent of the sample engages in PRR. The results of Study 1 suggested that SL might be more impactful than RR, so Study 3 focuses on partial SL (PSL) and various distributional assumptions underlying SL in an effort to further this comparison.
STUDY 3
Our third study focuses specifically on SLs. In Study 1, we found that the presence of extreme SLs increased the magnitude of inter-item correlations as expected. Even small proportions of extreme SLs in a sample could have substantial effects on SRMR, CL, and first component saturation. Alpha estimates also increased as the proportion of extreme SLs increased. Like Study 2, Study 3 focuses on partial IER and alternative distributions. The corresponding probability distribution is presented in Table 2 . Once again, we examined the effects of IER on average inter-item correlation, SRMR, CL, alpha, and magnitude of the first principal component.
STUDY 3 RESULTS
Figure 5 includes graphs of each statistic by level of PSL. In the 40, 60, and 80 per cent PSL levels, inter-item correlations, alpha levels, and first component eigenvalues increased. These increases were not as large as the 100 per cent SL condition explored in Study 1, which is consistent with Expectation 3. Contrary to Expectation 3, the 20 per cent PSL condition resulted in small decreases to average inter-item correlation (ranging from .00 to .06), alpha (.00 to .04), and first component eigenvalue (.10 to 1.31). All levels of PSL resulted in increases in SRMR and CL, indicating changes in inter-item correlation matrices and component loadings. Figure 6 includes graphs of each statistic by SL distribution. All distributions yielded increases in inter-item correlations, alpha levels, and first component eigenvalues as the proportion of SLs increased. Consistent with Expectation 1, the 100 per cent SL condition yielded the maximum possible value for each of these statistics (1.00, 1.00, and 25, respectively) for every distribution. The V-shaped and inverted normal distributions yielded steeper increases than the uniform distribution while the normal and empirical distributions yielded slower increases. SL distribution differences were also reflected in the SRMR results, as it required fewer V-shaped or inverted normal SLs and more normal or empirical SLs to impact inter-item correlation matrices (compared to uniform SLs). The results for CL were similar for all distributions except the empirical distribution. The uniform, normal, inverted normal, and V-shaped CL results included a steep drop, requiring only small proportions of SLs to influence component loadings. The empirical distribution had a much slower decline in CL. Table 4 displays the proportions of SLs required to increase SRMR above .08, decrease CL below .70, and change the number of extracted components for each level of PSL and each distribution. The proportion of PSL participants required to meaningfully change the inter-item correlation matrix (10% to 40%), component loadings (5% to 10%), and number of components extracted (20% to 25%, except in the case of 20% PSL in which the number of components extracted never changed) generally increases as the amount of PSL decreases. The proportion of extreme SLs required to meaningfully change the inter-item correlation matrix (5% to 10%), component loadings (10% to 25%), and number of components extracted (15% to 35%) differs based on the distribution used by SLs.
STUDY 3 DISCUSSION
The results from Study 3 mirror the results from Study 1, indicating that SLs tend to increase inter-item correlations, alpha, and first eigenvalue magnitudes. 
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An important exception to this pattern was the 20 per cent PSL condition, in which these statistics decreased, so partial straightlining may have different effects depending on the proportion of the survey in which a respondent engages in IER. In this study, participants who provided consecutive invariant responses to 40 per cent or more of the survey increased inter-item correlations, alpha, and first component saturation. Expectation 3 was supported for all levels of PSL except the 20 per cent level. Expectation 1 was further supported as all distributions of extreme straightlining increased each of these statistics.
Study 3 complements the Study 1 finding that fewer SLs than RRs may be required to influence estimates of scale characteristics. Component loadings and inter-item correlations may be affected by partial or extreme SL levels of 5 per cent to 10 per cent, which is well within the range of IER rates typically found in survey research. Only 20 per cent to 25 per cent of PSL respondents (assuming PSL levels of 40% or more) are required to influence the number of components extracted while 15 per cent to 35 per cent of extreme SLs are required. These proportions were much lower than the rates of partial and extreme RR required to change the number of extracted components in Study 2.
GENERAL DISCUSSION
As researchers become more aware and concerned about the prevalence of IER in survey research, it is critical that we understand the ways in which low- The existence of RRs tends to decrease the magnitude of inter-item correlations, yielding PCA results with flatter eigenvalue distributions and lower alpha levels. There may be exceptions to this rule in certain datasets when RRs respond using a normal distribution, but this finding seems to be common to multiple response distributions and both full and partial RR. The existence of SLs tends to influence correlations toward unity, yielding PCA results with more skewed eigenvalue distributions and higher alpha levels. This finding has exceptions as well, but seems to be true across response distributions and levels of partial SL above 20 per cent. These findings are largely consistent with the expected values of inter-item correlations under extreme RR and SL conditions. In Study 1, the existence of both RRs and SLs in the data yielded results consistent with what one would expect based on the relative prevalence of each form of IER. For example, when 75 per cent of the low-quality data came from SLs and 25 per cent came from RRs, inter-item correlations approached .75 as the proportion of IER data increased.
Overall, the findings paint a somewhat more complex picture concerning IER than previous research has indicated. Since IER can both increase and decrease inter-item correlations, PCA eigenvalues, and internal consistency estimates, researchers should be cognisant of the potential of low-quality data to cause both type I and type II errors. Specifically, the presence of full or partial (> 20%) straightlining may be associated with an increased risk of type I errors, as inflated relationships can result in false positive conclusions. Alternatively, random responding may be associated with increased type II errors (false negative conclusions) through decreasing the magnitude of estimated relationships.
Consistent with previous research, our results suggest that IER rates of 10 per cent to 15 per cent are sufficient to cause concern for researchers. Study 2 indicates that RR rates as low as 10 per cent may influence component loadings, but inter-item correlation matrices do not appreciably change until higher RR proportions are present (at least 15% full RR or 30% PRR). Study 3 indicates that as little as 5 per cent to 15 per cent SL may substantially influence inter-item correlations and component loadings. This is true for extreme SL as well as each level of PSL above 20 per cent. Even at 20 per cent PSL, IER rates as low as 10 per cent were sufficient to influence component loadings, but not inter-item correlations (which did not appreciably change until 40% IER). Additionally, the number of extracted components changed at 15 per cent to 35 per cent SL, but not until 70 per cent to 95 per cent RR. Consistent with previous research (Cred e, 2010) , the influence of IER on alpha was minimal under most conditions. The presence of full and partial SL did not decrease alpha below .85 in any condition. The presence of full and partial RR did not decrease alpha below .70 until 45 per cent or more of respondents engaged in IER.
Overall, these results indicate that SL may be more of a concern to researchers than RR (at least at typical IER rates of 10% to 15%). It is plausible that this finding may partially be a function of dataset-specific characteristics such as an average inter-item correlation below .50, which may make it easier for perfectly consistent responses to influence the magnitude of correlations than random responses. Although RRs may have a stronger impact than SLs when correlations are high, most correlations reported in the organisational sciences are substantially lower than .50 (Bosco, Aguinis, Singh, Field, & Pierce, 2015; Paterson, Harms, Steel, & Cred e, 2016) , so it is still advisable for our field to be more heedful of straightlining than we are of random responses. Additionally, Study 1 suggests that RR and SL may offset one another when both are present in a dataset rather than combining to produce a more pronounced impact on results. Future research should investigate whether these findings generalise to other datasets.
From a research perspective, we strongly encourage IER researchers to recognise the differences between RRs and SLs. Many previous studies have treated IER as a single phenomenon. While it is true that both RR and SL can influence scale characteristics, they do so in very different ways. To best understand the impact of IER on data, future research should distinguish between RR, SL, and any other forms of IER that may exist. Only then can we fully understand the impact that this phenomenon has on our field.
Practical Implications
Consistent with previous research, our results demonstrate that even small proportions of IER in a sample can corrupt scale characteristics and corresponding study results. As a result, it is important for researchers to determine the prevalence of IER in their data. Although estimating the prevalence of IER can be difficult, the growing literature on this topic can serve as a benchmark for what researchers can expect when collecting data. Additionally, when possible, pilot testing may be able to provide researchers with an estimate of both the prevalence and type of IER they can expect during the full study.
Since both RRs and SLs can influence survey characteristics, we strongly advocate the use of screening techniques that are capable of flagging both forms of IER such as response time, bogus items, or instructed items (Huang, Bowling, Liu, & Li, 2014; Meade & Craig, 2012) . There may be situations in which the use of these techniques is not possible. For example, it may be difficult to record response time in paper-and-pencil survey administration. Introducing additional items (e.g., bogus, instructed) may be impractical given their effect on survey length or survey flow. In addition, these techniques cannot be applied retrospectively to archival survey data. The use of more targeted, unobtrusive screening techniques can be useful when using response time, bogus items, or instructed items would be impractical. For example, the longstring index is capable of flagging invariant responses such as SLs while psychometric synonyms can flag inconsistent responses such as RRs (Costa & McCrae, 2008; Huang, Curran, Keeney, Poposki, & DeShon, 2012; Meade & Craig, 2012) . Since both SLs and RRs can influence survey characteristics, we endorse the combined use of complementary screening techniques.
Finally, we encourage researchers to remove low-quality data from a dataset prior to conducting statistical analyses Huang et al., 2015; Niessen et al., 2016) . Given the magnitude of the impact that IER can have on study results, it is important to correctly identify low-quality data and remove this cause of construct-irrelevant variance from the dataset prior to estimating relationships between variables and constructs. Researchers should note that removal of IER participants could harm the representativeness of a sample when IER is related to variables included in the study (or correlated with those variables; see Bowling, Huang, Bragg, Khazon, Liu, & Blackmore, 2016) . Even in cases where the impact is smaller, it is always desirable for researchers to estimate relationships as accurately as possible. Authors should also report which screening techniques were used and how participants were flagged for removal. By indicating that data quality was considered prior to statistical analysis, meta-analysts may be able to examine data cleaning as a methodological moderating effect. Additionally, although it is desirable to report relationships both before and after screening data, researchers and readers should place more trust in statistical results that were conducted after IER has been removed from the dataset (assuming that screening was conducted properly).
Limitations
A simulation can rarely provide evidence to fully support external and ecological validity. As noted above, it is plausible that results will differ as a function of dataset characteristics. Future research should continue to examine the impact of RRs and SLs on other datasets. For example, a study that asked some participants to respond honestly, some randomly, and some invariantly could address the impact of IER on results in a more realistic setting. This hypothetical study would also help to address the question of which response distributions are used most frequently by RRs and SLs. Additionally, issues related to the combined effects of missing data and IER should be explored.
Many additional statistics may be influenced by IER beyond those explored in these studies. Due to the nature of this investigation, we were unable to explore the effects of IER on validity coefficients, longitudinal analyses, IRT parameters, or confirmatory models. We encourage future research to explore the ways in which RR and SL may influence parameter estimates and fit statistics in structural models.
Study 1 was designed to mimic perfectly random or perfectly consistent responding. As such, the results represent the extreme case of what researchers would expect if participants engaging in IER were responding in a truly random or strictly invariant manner. Studies 2 and 3 addressed partial IER and various response distributions for RRs and SLs (respectively). We believe that the present results are valuable as proof of concept that RRs and SLs have different effects on results, the effects of full IER are more pronounced than the effects of partial IER, and response distributions have similar effects at extreme (high-prevalence) levels of IER. Although these investigations cover a wide range of IER scenarios, they are far from exhaustive. Specifically, there are three categories of follow-up analyses that may be interesting to explore. First, there are many additional response distributions that could be assessed for both RRs and SLs. Response distributions may be different for full and partial IER and may vary as a function of individual differences. Second, combinations of partial IER and distributional analyses would also be informative. Crossing the distributions with the levels of partial IER used in Studies 2 and 3 would result in many more analyses than the ones included in this set of studies. The exploration of additional partial IER levels or response distributions would further increase this number. Third, each of these combinations could also consider various combinations of RR and SL (as assessed in Study 1). In sum, there are many specific follow-up analyses that could extend the results presented in our three studies.
Future research should also examine variation within IER participants. For example, RRs may change distributions and SLs may change their response of choice during the course of the survey. Additionally, some IER participants may alternate between RR and SL within the same survey. Many factors may be relevant to altering IER behaviour within a survey, including when, how often, and in what ways participants change response behaviors. Each of these factors may be influenced by individual differences such as personality, response preference, interest level, or fatigue sensitivity. Linking individual differences to IER can be difficult because responses from IER participants may not be trustworthy. Despite this difficulty, recent research has successfully demonstrated relationships between personality variables and IER using peer reports and behavioural indicators (Bowling et al., 2016; DeSimone, Davison, Schoen, & Bing, 2017a) . This is a promising new area of research and we encourage future researchers to continue to explore relationships between IER behaviour and other variables in the social and organisational sciences.
These studies identified certain scenarios in which IER has counterintuitive effects. For example, if RRs respond using a normal distribution, inter-item correlations may increase slightly as opposed to decreasing (as is the case with other RR distributions). Additionally, partial SL may decrease inter-item correlations when SLs engage in IER for only a small portion of the survey, while SL responses to larger portions of the survey will result in increases. As noted above, other research has demonstrated similar effects for RRs at the scale level (see Cred e, 2010; Huang et al., 2015) . This suggests that there may be sample or survey characteristics that influence the effects of IER on scale-level properties and relationships. We encourage future research to explore these characteristics in an effort to more fully understand the boundary conditions of the general relationships demonstrated in this paper.
Random responding and straightlining are not dichotomous constructs, and there is likely a continuum between effortful responding and the extremes of perfectly random or invariant responding. Researchers must attempt to differentiate typical levels of response variation from levels of randomness or consistency that constitute IER. Future research could examine potential cutoff scores for various data-screening techniques in an effort to provide some guidance to researchers on the effective identification of IER.
CONCLUSION
This set of studies serves as an initial attempt to demonstrate the differential effects of RR and SL on scale characteristics. In general (albeit with a few minor exceptions), RR decreases inter-item correlations, alpha estimates, and first component eigenvalues while SL increases these statistics. Additionally, for correlations typically found in the organisational sciences, SL may have a more pronounced impact on these statistics than RR. Inter-item correlation matrices and component loadings may be influenced by typical rates of either form of IER (10% to 15%). Different response distributions used by low-effort respondents may have different effects at low levels of IER, but converge at higher levels of IER. Future research should be aware of the differences in RR and SL, noting that various forms of IER are not interchangeable.
