We consider an algebraic D-module M on the affine space, i.e. a system of linear partial differential equations with polynomial coefficients. We give an algorithm for computing the cohomology groups of the restriction of M to a linear subvariety by using a free resolution of M adapted to the V -filtration. Our algorithm works, at least, if M is holonomic. As applications, we obtain algorithms for computing tensor product, localization, and algebraic local cohomology groups of holonomic systems.
Introduction
The purpose of this paper is to describe algorithms for computing various functors for algebraic D-modules, i.e. systems of linear partial differential equations with polynomial coefficients. The algorithms enable us to perform actual computations (with limitation caused by the complexity) by using e.g. a program kan [41] developed by the second author, as well as to establish theoretical computability of some fundamental functors in the D-module theory.
Let K be an algebraically closed field of characteristic zero and let X be the affine space K n with a positive integer n. We denote by O X and D X the sheaves on X of rings of regular functions and of algebraic linear differential operators respectively (cf. Bernstein [3] , Björk [4] , Borel et al. [5] ). Let M and N be coherent left D X -modules.
Various functors are defined for (especially for holonomic) D-modules and play the fundamental role (see [3] , [4] , [5] and also e.g., [15] , [17] , [18] , [25] for their analytic counterparts). Among such functors, we are concerned with the following:
(1) The cohomology groups of the restriction M
where Y is a non-singular subvariety of X and ⊗ L denotes the left derived functor (cf. [13] ) of the tensor product. It was proved by Kashiwara [15] that these are all holonomic systems (the second one is a finite dimensional vector space) if M and N are holonomic.
Let us remark that if K = C and M is Fuchsian along Y in the sense of Laurent and Moteiro-Fernandes [23] , which is the case if M is regular holonomic in the sense of [20] , then there exists an isomorphism As was observed by Castro [7] and Galligo [12] and was developed by many authors (e.g. [39] , [40] , [28] , [29] , [30] , [1] , [36] ) the notion of Gröbner basis and the Buchberger algorithm [6] are essential in the algorithmic study of D-modules as well as in computational algebraic geometry (cf. [9] , [10] ). By using Gröbner bases for the Weyl algebra, we give algorithms for computing the objects listed above under some conditions on M and N , which are certainly satisfied if M and N are holonomic. These algorithms also apply to the analytic counterparts of these functors as long as the input D-module is defined algebraically.
We first give an algorithm for the restriction (Algorithm 5 Then we use information on the integral roots of the b-function to truncate the complex and obtain a complex of finitely generated free D Y -modules. The first author gave in [32] an algorithm for the case where Y is of codimension one without using free resolution.
This algorithm for the restriction also solves the other problems listed above by virtue of some isomorphisms provided by the D-module theory, especially those described in [15] , [25] . See Algorithm 6.2 for the tensor product, Algorithm 6.4 for the localization, and Algorithm 7.3 for the algebraic local cohomology groups. Finally the computation of the restriction for the general case where Y is not necessarily linear reduces to that of local cohomology through the so-called Kashiwara equivalence [15] , which claims the equivalence of the category of coherent D Y -modules and that of coherent D X -modules supported by Y .
Algorithms for the local cohomology groups have been given in [32] when Y is of codimension one, and by Walther [42] under the assumption that M is saturated with respect to Y . See [34] for another localization algorithm, which applies to the case where M is holonomic only on X \ {f = 0}.
As a direct application of the restriction algorithm, we obtain an algorithm for computing the cohomology groups of the integration of a module over the Weyl algebra. This enables us, e.g. to compute the de Rham cohomology groups of some algebraic varieties. See [33] for details.
In Sections 3 and 9, we discuss how to get the free resolution mentioned above. For that purpose, we apply Schreyer's method for free resolution in the polynomial ring (see e.g. [10] ) to the ring of differential operators. In doing so, we need some modification because of the non-commutativity and the fact that the term order we use is not a well-order. We have two methods to cope with this difficulty: one is the homogenization with respect to the Vfiltration by the first author ( [29] , [30] ), and the other is what we call the homogenized Weyl algebra which was introduced and implemented by the second author in the 2nd version of kan/sm1 [41] that was released in 1994, but has not been published in the literature. We discuss the first method in Section 3 and the latter method in 9 in a more general situation than the V -filtration; i.e. for the filtration defined by a general weight vector. Methods similar to the latter one were also employed by Castro-Jimenez and others (implicitly in [1] and explicitly in [8] ) and applied to the computation of the slopes of a D-module.
In Section 10, we give a criterion for a free resolution to be adapted to the filtration defined by a general weight vector. In particular, we prove that being a standard base in the sense of Robbiano [35, Definition 3 .1] and Mora [26, p.6 ] is equivalent to being an involutive base (Definition 10.1). We expect that this serves as a theoretical basis for obtaining as small adapted resolution as possible.
We have implemented the algorithms by using kan/sm1 [41] for computations of Gröbner bases and free resolutions (as Schreyer resolutions) in the Weyl algebra, and Risa/Asir [27] for factorization and primary decomposition in the polynomial ring.
V-filtration and adapted free resolution
Let K be an algebraically closed field of characteristic zero. We fix positive integers d and n. Let X be the affine space K d+n with the coordinate system (t, Let M be a coherent left D X -module on X. Then the set of the global sections M := Γ(X, M) is a finitely generated left module over the Weyl algebra
More precisely, this correspondence gives an equivalence between the category of finitely generated D d+n -modules and that of coherent D X -modules (cf. [3] , [5] ). Hence we could work only in the first category. However, as to e.g., the restriction functor, it would be preferable to work in the latter category since a coherent D X -module can be specializable along some Zariski open subset of Y but not along whole Y (cf. Section 4). In any case, actual computations are done for modules over the Weyl algebra.
In the sequel, we define the notion of free resolution adapted to the V -filtration. Let
This is called the V-filtration attached to Y (cf. [16] , [24] ). More generally, given an r-vector m := (m 1 , ..., m r ) of integers, we put 
for each integer k ∈ Z. The graded ring and modules associated with these filtrations are defined by For a nonzero section
Definition 2.1 Let M = D
r X /N be as above. Let us consider a free resolution (i.e., an exact sequence) 
holds for j = 0, 1, . . . , l − 1 with m 0 = m and that (2.1) induces an exact sequence
We call m 1 ,...,m l the shift vectors associated with the free resolution (2.1).
The definition above is general in the sense that it is local and also applies to the analytic case (cf. Section 8). However, from the computational viewpoint, working in the Weyl algebra would be more convenient: Let D n and D d+n be the Weyl algebras on the n variables x and on the d + n variables (t, x) respectively with coefficients in K (cf. [4] ).
d+n is written uniquely in a finite sum
with a µναβi ∈ K, e 1 := (1, 0, . . . , 0), . . . , e r := (0, . . . , 0, 1). Put The following lemma follows immediately from the definition:
Lemma 2.2 In the notation above, we have
By using this lemma and the flatness of D X over D d+n , we can easily get the following:
.., r 0 with r 0 = r, and there exist
holds for j = 0, 1, . . . , l − 1 with m 0 = m and that (2.3) induces an exact sequence (2) For each k ∈ Z, the sequence
Note that the implications (2) ⇒ (1), (2) ⇒ (3) are trivial but the others are not. However, we do not need this theorem in the following sections; it possibly concerns the problem of how to get an adapted resolution as small as possible, in connection with the Schreyer resolution discussed in Section 9.
Adapted free resolution by V-homogenization
The purpose of this section is to show that Gröbner bases homogenized with respect to the V-filtration provide a free resolution adapted to the V-filtration. An alternative and more efficient method will be described in Section 9.
We fix a natural number r and a vector m ∈ Z r . Let ≺ be a well-order (i.e. a linear order) on L × {1, . . . , r} which satisfies
Let P be a nonzero element of D r d+n which is written in the form (2.2). Then the leading exponent lexp F (P ) ∈ L × {1, . . . , r} of P with respect to ≺ F is defined as the maximum element of {(µ, ν, α, β, i) | a µναβi ̸ = 0} in the order ≺ F . Moreover, for (µ, ν, α, β, i) = lexp F (P ), the leading coefficient of P is defined by lcoef F (P ) := a µναβi . The set of leading 
holds with the notation
forα ∈ L and i ∈ {1, . . . , r}.
where λ, λ ′ ∈ N,α,α ′ ∈ L and i, j ∈ {1, ..., r}. It is easy to see that ≺ H is a well-order and satisfies
We introduce an indeterminate t 0 which commutes with any element of D d+n in order to define the homogenization.
Definition 3.3 An element
r of the form 
When m is the zero vector, we simply say F -homogeneous instead of F [m]-homogeneous.
r , let us denote by lexp H (P ) ∈ N×L×{1, . . . , r} and lcoef H (P ) ∈ K the leading exponent and the leading coefficient of P with respect to ≺ H . 
. . , r}, we define the leading position lp H (P ) of P by i. Forα,β ∈ L and i ∈ {1, ..., r}, we put
Let N and Q j (t 0 ) be as in Proposition 3.9 and put Λ :
Then by the division algorithm, there exist F -homogeneous
and either U ijl (t 0 ) ̸ = 0 or else 
Then we get a set of generators of the kernel Ker ψ 1 by using Proposition 3.11.
By the same procedure as above with N , r, and m replaced by Ker ψ 1 , r 1 , and m 1 respectively, we obtain a homomorphism
d+n so that Im ψ 2 = Ker ψ 1 . In view of Propositions 3.10 and 3.11, the sequence
is exact for any k ∈ Z with m 2 ∈ Z r 2 defined by
Proceeding in the same way, we can obtain a free resolution (2.3) which is adapted to the F Y [m]-filtration for any given l ∈ N. 
The b-function of a D-module
We put ϑ :
Y as identity. Let θ be a commutative variable corresponding to ϑ.
It is known that the specializability does not depend on the choice of the generators u 1 , . . . , u r of M, while the b-function itself can depend on it (cf. [24] ). It is also known that if M is holonomic, then M is specializable along an arbitrary submanifold ( [19] , [20] , [22] ). 
can be regarded as a left ideal of gr Y (D X ) by the projection to the i-th component. Then we get the following lemma:
Lemma 4.2 Under the above notation, b(ϑ, p) is a generator of the ideal
Let us now assume that the order ≺ satisfies
Let G be a Gröbner basis of N with respect to ≺ F defined by ≺ as in Section 3. Then [v, w] . For an element P of D d+n of the form
with an arbitrary well-order < on L satisfying (3.1). Fixing an i ∈ {1, . . . , d}, we assign weight 1 to 
., d. Thus mh(P ) is multi-homogeneous for any
Then we have
Proposition 4.3 LetÎ be a left ideal of gr
We may assume that G 1 consists of multi-homogeneous elements since so does the input.
is generated by
Since P is multi-homogeneous and free of v, w,
By definition, P belongs to the ideal generated by mh(G 0 ) and
Multiplying P by a polynomial in x which does not vanish at p, we may assume
In view of the definition of the multi-homogenization and the fact that mh(P ) = P , there exists ρ ∈ N d so that v ρ P belongs to the ideal generated by mh(G 0 ). This implies that P belongs to the ideal generated by mh(G 0 ) and
Since P 1 , . . . , P k are multi-homogeneous as well as P , we may assume that such is also the case with
This completes the proof. [] LetÎ be as in Proposition 4.3. Now we have obtained a set of generators
by eliminating ∂ x by means of Gröbner basis in the Weyl algebra (see e.g. [28] for details). Then it is easy to obtain a subset G 4 of K [x, θ] which generates the sheaf of ideals
Our final task is to compute the b-function at each point of Y by using the input G 4 . This is achieved by primary decomposition. Let us state the method in a more general setting, where we replace the variable θ by the variables s = (s 1 , . . . , s d ) for the sake of generality:
Each ideal on the right hand side can be computed easily by the following:
Lemma 4.4 Let Q be a primary ideal of K[x, s] and put
Then we have a(x) j ∈ Q with some j ∈ N since Q is primary. This implies a(p) = 0, which is a contradiction. Thus we have
Proof: Let J = Q 1 ∩ · · · ∩ Q l be a primary decomposition. Then by the preceding lemma, we have 
(1) Compute a Gröbner basis G of N with respect to the order ≺ F that is defined through (3.2) by using an order ≺ satisfying (3.1) and (4.1) with m = 0.
with respect to an order ≺ mh satisfying (4.2).
Let us remark on the coefficient field: Suppose that the input is defined over a subfield K 0 of K. Then the steps 1-3 can be done over K 0 instead of K and b(θ, p) divides b(θ) for any p ∈ Y . However, the primary decomposition in the step 4 must be one in
In fact, we need a primary decomposition over an intermediate field
If, e.g., K 0 is the rationals Q, such K 1 is computable. Hence the primary decomposition in the step 4 is certainly computable if the input is defined over Q in view of e.g., [2] , [11] , [38] and gives the local b-function at any p ∈ Y = K n . As a special case where all the computation can be done over K 0 , suppose that the ideal J ∩ K 0 [θ] is generated by a polynomial which is a multiple of linear factors over K 0 . Then the step 4 of Algorithm 4.6 can be computed over K 0 and the step 5 is true for any p ∈ K n ; one can easily verify this by considering a projection of K to K 0 . Note that this is exactly the case with the classical Bernstein-Sato polynomial (cf. [30] , [31] , [32] for algorithms) and K 0 = Q by virtue of Kashiwara's theorem on the rationality [14] .
At this occasion, let us make a correction to [32] : Lemma 4.4 of [32] does not hold in general; we need field extension as explained above. This correction does not affect the rest of [32] . Example 4.7 Let K be an arbitrary field of characteristic zero and put
with the left ideal I generated by 
Restriction of a D-module
We retain the notation of the preceding sections. Put
in the derived category of left D X -modules, where ⊗ L denotes the left derived functor of the tensor product (see [13] for the derived category and derived functors).
In general, let L be a 
Our purpose below is to describe an algorithm to compute each cohomology group
Proposition 5.1 Let p be a point of Y and k be an integer such that
b(k, p) ̸ = 0. Then the Koszul complex K • (gr • Y (M)[k], t 1 , . . . , t d ) associated with {gr j Y (M)} j∈Z is exact at p (i.e.,
on a Zariski neighbourhood of p).
We shall prove this proposition in a slightly more general situation. Let D d := K[t]⟨∂ t ⟩ be the Weyl algebra on the variables t = (t 1 , . . . , t d ) and define a filtration on it and the associated graded module by
Note that gr(
Proof: We argue by induction on d.
Assume u ∈ L k+1 satisfies t 1 u = 0. Then we have u = 0 since
On the other hand, there exists
Now assume the proposition is true with d replaced by d − 1. It is easy to see, as in the case of the usual Koszul complex (see e.g., [37, p.188 
is quasi-isomorphic to the complex associated with the double complex
Let us denote by L ′ j and L ′′ j the kernel and the cokernel of
On the other hand, for v ∈ L j , let v be its residue class in L ′′ j . Then we have
Thus both L ′ and L ′′ satisfy the conditions of the proposition with d replaced by d − 1. By the induction hypothesis, the complexes K
Hence the vertical chain map of (5.1) is a quasi-isomorphism, which implies that In general for m ∈ Z r , we define the 
at p, where ψ j is a homomorphism induced by ψ j . In particular, we have
Proof: For any k ∈ Z, the complex
is quasi-isomorphic to the complex associated with the double complex 0
On the other hand, we have a quasi-isomorphism
Thus, by virtue of Proposition 5.1, the complex (5.3) is exact at p if b(k, p) ̸ = 0. This implies the theorem since we have
Hence Theorem 5. 
as a complex of finitely generated free left D n -modules. Put ψ 0 := 0. Note that in the step (4) of the above algorithm, only ψ 1 , . . . , ψ i 0 +1 are needed if one wants to compute only the −i-th cohomology groups for i = 0, . . . , i 0 . In particular, one does not need the free resolution to compute only the 0-th cohomology.
As a direct application of the algorithm above, we obtain an algorithm to compute the cohomology groups with coefficients in the formal power series solutions of M:
under the assumption that M is specializable along Y := {0}. In fact, we can easily verify that there exists an isomorphism (see e.g. [23, p.428] for the case K = C) 
at 0 ∈ X in terms of some topological quantity associated with the characteristic cycle of M.
Example 5.5 Let us consider M := D 4 /I, where I is the left ideal of D 4 (with K = C) generated by
where a 1 , a 2 , a 3 ∈ C are parameters. 1 − a 2 − a 3 ). Hence the cohomology groups of the restriciton of M to Y 1 all vanish unless a 2 or a 1 − a 2 − a 3 is an integer. If a 1 = a 2 = a 3 = 0, we have by Algorithm 5.4 Then by the computation of the restriction of M to (0, 0), we get
for generic parameters a, b 1 , b 2 (this means that we perform the computation over the coefficient field K := Q(a, b 1 , b 2 ) ). In particular, we have
On the other hand, the characteristic cycle of M is 3{ξ = η = 0} + 4{x = η = 0} + 4{y = ξ = 0} + {x − y = ξ + η = 0} + 7{x = y = 0} as a cycle in the cotangent bundle T * X = {(x, y, ξ, η)}. Thus, by Kashiwara's index theorem we have
Hence M is not regular at (0, 0).
y]]) = 1 implies that the system M admits one dimensional space of formal power series solutions at the origin. In fact, the (divergent) formal series
spans the solution space.
Tensor product and localization
In this and subsequent sections, we denote by X the affine space K n . First let us describe an algorithm to compute the tensor product and the torsion groups of two holonomic D Xmodules M 1 and M 2 . We suppose that left D n -modules N 1 and N 2 are given so that
Let π 1 , π 2 : X ×X → X be the projections to the first and the second component respectively and put
Then the exterior tensor product is defined by
First, let us describe this exterior tensor product more concretely. 
Lemma 6.1 Under the above notation, there is an isomorphism
M 1⊗ M 2 ≃ D r 1 r 2
X×X /I.
Proof: Put
Then it is easy to see that I ′ ⊂ K ′ . Hence we have a commutative diagram
where Φ is a K-bilinear map defined by Φ(
which is well-defined by the definition of I ′ . In view of the universal property of the tensor product, we know that the vertical map above is an isomorphism. This completes the proof. [] Hence M 1⊗ M 2 is computable with N 1 and N 2 being given. Put ∆ := {(x, y) ∈ X × X | x = y} and identify ∆ and X by the map π 1 . Then by [15, Proposition 4.7] , which obviously applies to algebraic D-modules as well, we have
Suppose that M 1 and M 2 are holonomic. Then it is easy to see that M 1⊗ M 2 is a holonomic D X×X -module since its characteristic variety is contained in the Cartesian product of those of M 1 and M 2 . Hence M 1⊗ M 2 is specializable along ∆ and the following algorithm is correct:
Algorithm 6.2 (The tensor product and torsion groups of two D X -modules) Input: Holonomic systems
(1) From sets G i of generators of N i , compute
(2) Let G 4 be the result of the substitution y i = x i + t i (i = 1, . . . , n) 
for k = 0, . . . , n.
Example 6.3 Put X := K and
First, the exterior tensor product is given by
with (x, y) ∈ X × X. Its global b-function along the diagonal is s, and by restricting M⊗N to the diagonal we get
In the same way, we get
Let M be a holonomic D X -module and let f ∈ K[x] be an arbitrary non-constant polynomial. Then we immediately obtain an algorithm to compute the localization 
, where I is the left ideal generated by
Let π : X −→ X be the projection and put
Then we can identify X with ∆ ′ by π. In the same way as [32, Lemma 6 .3] we get Lemma 7.1
where p 1 and p 2 are the projections of X × X to X and to X respectively.
In fact, this lemma follows from the fact that ∆ ′ is non-characteristic with respect to 
as left D X -module for any i ≥ 0.
Algorithm 7.3 (Algebraic local cohomology groups
(1) Let I be the left D d+2n -submodule of D r d+2n generated by 
Finally, assume that Y is non-singular of codimension d and let ι : Y → X be the embedding. Then for a coherent D Y -module N , 
Example 7.5 Put K := C 3 ∋ (x, y, z) and
Then the local cohomology groups of M with support Y := {(x, y, z) ∈ X | xz = yz = 0} are given by
by the correspondence v → ∂ x u and u → xv, where u and v denote the residue classes of 1 ∈ D X in respective modules. The localization of M by z is given by
Functors in the analytic category
The functors studied in the preceding sections have analytic counterparts (cf. [15] , [25] 
The b-function of M an along Y at p ∈ Y is defined to be the generator of the ideal
where ϑ is defined as in Section 4. 
This implies the assertion since
Proof: The assertion follows from Proposition 8.3 and [15, Proposition 4.7] . [] For an algebraic set Y of X, the algebraic local cohomology groups of M an are defined to be the derived functors of the functor
Proposition 8.5 For a left
, and an algebraic set Y , we have
Proof: The first equality is an immediate consequence of Proposition 8.4. The second equality follows from Proposition 8.3, and Proposition 7.2 together with its analytic counterpart.
[]
Homogenized Weyl algebra and Schreyer's method for adapted free resolution
In this and the following sections, we work in a framework more general than is needed in the preceding sections. Let D n = K[x]⟨∂⟩ be the Weyl algebra over a field K of characteristic zero with
We introduce a vector w = (w 1 , . . . , w n ; w n+1 , . . . , w 2n ) ∈ Z 2n \ {0} that satisfies w i + w n+i ≥ 0 for i = 1, . . . , n. We call such w an admissible weight vector for D n . For each integer ν ∈ Z, we put
where a αβ ∈ K and the sum with respect to α, β ∈ N n is finite. For a nonzero P ∈ D n , let ord w (P ) be the minimum integer k such that P ∈ F k w (D n ). It is easy to see that ord w (P Q) = ord w (P ) + ord w (Q) holds for nonzero P, Q ∈ D n . More generally, for a shift 
Now we introduce the homogenized Weyl algebra, which was introduced in the second version (1994) of kan/sm1 [41] and independently in [8] :
be the algebra over K generated by h, x = (x 1 , . . . , x n ), and ∂ = (∂ 1 , . . . , ∂ n ) which satisfy the relations
n is uniquely expressed as a finite sum
n is defined by
if P ̸ = 0, and deg(P ) = −∞ if P = 0. Now let us take another vector n = (n 1 , . . . , n r ) ∈ N r , which describes the shift with respect to the total degree.
If n is the zero vector, we denote h[n](P ) simply by h(P ).
Lemma 9.3 For P ∈ D r n and Q ∈ D n , we have ρ(h[n](P )) = P and h[n](QP ) = h(Q)h[n](P ).
Definition 9.4 Let ≺ be a monomial order (i.e. an order satisfying (3.1)) on L × {1, . . . , r} with L := N 2n . We denote by lexp ≺ (P ) the leading exponent of P ∈ D r n with respect to ≺. Then ≺ is said to be adapted to the filtration F w [m] if ⟨w, α⟩ + m i < ⟨w, β⟩ + m j implies (α, i) ≺ (β, j) for α, β ∈ L and i, j ∈ {1, . . . , r}, and if lexp ≺ (e i ) ≺ lexp ≺ (x j ∂ j e i ) for any 1 ≤ i ≤ r and 1 ≤ j ≤ n; here we write ⟨w, α⟩ =
We fix a monomial order ≺ on L × {1, . . . , r} that is adapted to the F w [m]-filtration. Then we define an order
Then it is easy to see that ≺ h[n] is a well-order. For a nonzero element 
n , we have lexp(QP ) = lexp(Qe k ) + lexp(P ) with k = lp(P ). In view of the above lemmas, we can define the notion of Gröbner basis in the homogenized Weyl algebra and can employ the Buchberger algorithm, which preserves the h[n]-homogeneity:
Lemma 9.6 If
is a well-order.
Proof: There exists ν ∈ N such that h ν h[n](P ) belongs to h[n](N ). By the division algorithm in (D
We use the same notation as in the preceding proposition. Put Λ :
n be monomials such that lexp(S ji P i ) = lexp(S ij P j ) = lexp(P i ) ∨ lexp(P j ), lcoef(S ji P i ) = lcoef(S ij P j ).
By the Buchberger algorithm, we can find h[n]-homogeneous U
and either 
Then ≺ ′ is a well-order called the Schreyer order induced by
S ji , . . . ,
a Gröbner basis with respect to ≺ ′ of the module
(2) Put
Then for any P ∈ Syz(ρ( 
and put u j = 0 otherwise. Then 
This completes the proof of the first assertion in view of (9.3).
The second assertion follows from the first and Proposition 9.9 since the order ≺ ′ is adapted to the
r generated by h(P 1 ), . . . , h(P k ) (the homogenizations with n = 0). Starting with h(N ) and n = m = 0, apply the first part of Theorem 9.10 repeatedely. Then we get an exact sequence
with r 0 := r. Put m 0 = n 0 = 0 and
Applying the homomorphism ρ to (9.4), we get an exact sequence
Moreover, in view of the second part of Theorem 9.10, the sequence
is exact for any k ∈ Z. Hence the resolution (9.5) is adapted to the F w -filtration. Furthermore, we can prove the following in the same way as its counterpart in the polynomial ring ([10, Corollary 15.11]) Theorem 9.11 By arranging the Gröbner bases appropriately, we can construct a free resolution (9.4) so that ψ 2n+2 = 0.
It seems an open problem whether there exists an adapted free resolution of length less than 2n + 1. 
Theorem 9.11 also holds in this case.
In the computation of the free resolution described in this section, we can employ the method of La Scala and Stillman [21] , which computes the 'Schreyer frame' (initial terms of the resolution) first, then computes the resolution by a selection strategy or in parallel. We have implemented this algorithm in kan/sm1. The examples presented so far have been computed by using this implementation. For examples of Schreyer resolutions, see Examples 1.10 and 1.11 of [33] . By using a criterion for an adapted resolution (Theorems 2.5, 10.7) which will be established in the next section, there is a possiblity of obtaining a smaller adapted resolution.
Criterion of an adapted resolution
We use the same notation as in the preceding section. In particular, let w ∈ Z 2n be an admissible weight vector for the Weyl algebra D n . For a left D n -submodule N of D r n and a shift vector m ∈ Z r , we put Our purpose is to give a criterion of an adapted resolution in terms of the notion of involutive base. The formal completion of D n with respect to the F w -filtration is defined as the projective limit D (w)
can be regarded as a ring which contains D n as a subring. An element P of D (w) n is uniquely written in an infinite sum
with some m ∈ Z, where P k ∈ D n is homogeneous of order k with respect to w; i.e., P k is written in the form
More generally, 
Lemma 10.2 Under the notation and assumptions of Theorem 9.10 put
S := {(U 1 , ..., U s ) ∈ gr w [m ′ ](D s n ) | U 1 σ w [m](ρ(P 1 )) + · · · + U s σ w [m](ρ(P s )) = 0}.
Then for any
r ) are naturally defined, where we assign weight 0 to the indeterminate h. Then from (9.2) we get 
Put m i := ord w (ρ(P i )) and consider the filtration
Continuing this process infinitely, we can find U is exact. Assume moreover that
for any k ∈ Z and i = 1, 2 with shift vectors m i ∈ Z r i . Then (10.6) induces a complex 
This implies
Repeating this procedure, we can find Q We also put K := Kerψ 2 and define a filtration on K by 
