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Abstract: The India-based Neutrino Observatory (INO) collaboration, as part of its detector
R&D program, has developed prototype stacks of resistive plate chambers (RPCs) to study their
performance. These stacks have also been used as testbenches for the development of related
hardware and software. A crucial parameter in the characterisation of these detectors and other
physics studies is the detection efficiency, which is estimated from track fitting of cosmic muons
passing through the stack. So far, a simple straight line fit was used for track fitting, which was
sensitive to noise hits and led to rejection of events. In this paper, we present our first results of
using artificial neural networks (ANN) for track fitting of cosmic muons traversing a stack of RPCs.
We present in detail, the simulation framework designed for this purpose and show that ANN offers
better track reconstruction efficiency than straight line fitting. We also discuss the influence of noise
and detection efficiency of cosmic muons on the track reconstruction efficiency.
1Corresponding author.
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1 Introduction
The India-based Neutrino Observatory (INO) is a proposed mega-science project to study neutrinos
using a 50 kton magnetised iron-calorimeter (ICAL) detector [1]. The final detector setup will
host approximately 30,000 resistive plate chambers (RPC) as particle trackers. To this end, many
detector R&D programs were initiated and prototype stacks were built to study the RPC parameters
using cosmic muons. The detector parameters like efficiency and strip multiplicity are estimated
by fitting a straight line to the cosmic muon tracks. Many physics studies performed with this
detector also use this simple straight line fitting (SLF) algorithm [2, 3]. This fitting algorithm is
straight-forward and robust in many cases but fails when the noise hits in the detector dominate.
Though the RPCs will undergo strict quality assurance procedure before deployment and a high
noise rate is likely to be an exception than a rule, we explored potential alternatives to the SLF,
which are immune to noise hits. In this paper, we present the results of our study of using artificial
neural networks (ANN) for fitting cosmic muon tracks through stacked RPCs. We have used the
prototype stack at Tata Institute of Fundamental Research (TIFR), Mumbai, as a model for this
simulation study. First, we present the details of the detector setup and explain the features of the
conventional SLF. We then illustrate in detail the implementation of the ANN and compare the
results with those of the SLF by using a simulation framework.
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2 The TIFR Prototype Stack
Figure 1: Schematic of the TIFR prototype stack with 12 layers of RPCs. Cosmic muons traverse
along a straight line through the stack. The data acquisition system records the X-Y hits, timing
signals and noise rates from the RPCs. Also shown is the zenith angle θ of the muon track. Figure
adapted from Ref. [17].
RPCs are gas-based detectors consisting of two parallel electrodes of glass or bakelite. The
gap between the electrodes is filled with a gas mixture and the sides of the electrodes are sealed.
Pick-up panels containing strips of a conducting material like copper are placed over (called X-side)
and below the electrodes (called Y-side). The strips are arranged such that the ones on the top are
orthogonal to the ones in the bottom, thus enabling the readout of the X-Y hit position of a particle
interaction in the gas volume. RPCs are known for their good spatial and temporal resolution and
coverage of large areas. A review of RPC construction and features can be found in Refs. [4] and
[5].
The TIFR prototype stack is made of 12 layers of glass RPCs of dimension 1 m × 1 m stacked
on top of each other as shown in figure 1. The distance between two RPC layers is 16.8 cm. The
glass electrodes of thickness 3 mm are separated by a gas gap of about 2 mm. A conductive coating
is applied on top of the glass plates and a high voltage of 10 kV is maintained across the electrodes.
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The RPCs are operated in the “avalanche” mode with a gas mixture of Freon, Isobutane and SF6 in
the ratio 95.5 : 4.2 : 0.3. Each pick-up panel has 32 strips each of about 28 mm width interspersed
by a gap of about 2 mm.
A VME-based data acquisition system records the X-Y hit positions and timing signals from
the RPCs and periodically reads the noise rate from the strips. For most detector or physics studies
(and for the present work), the trigger logic is a coincidence of top, middle and bottom layers and
hence all tracks must pass through the top and the bottom layer. A detailed description of the
detector setup and data acquisition system at TIFR can be found in Refs. [6] and [7].
The design goals of the RPCs with a hit efficiency of > 95 % and a timing resolution better
than 1 ns have already been reached and new developments like testing of 2 m × 2 m RPCs and fast
electronics are being currently pursued.
3 Track Reconstruction of Cosmic Muons: Straight Line Fit
The prototype stacks have been primarily used to study detector parameters like efficiency, noise
rate, gas leak rate, response to ambient conditions, changes in gas mixtures and high voltage,
etc. Most of the parameters directly or indirectly affect the tracking efficiency of the detector.
The tracking efficiency is defined to be the number of cosmic muon tracks which are properly
reconstructed divided by the number of triggers generated by the detector. An appropriate statistical
condition (for example, reduced χ2 < 1) is usually set to classify a track as properly reconstructed
or not. When a muon passes through a RPC, only the corresponding strips (on the X and Y sides)
that they pass through are expected to produce a signal. A SLF is straightforward to implement in
such cases. The SLF provides the slope and intercept of the two projections (i.e, X and Y side strip
hits) from which the 3-dimensional trajectory of the particle can be reconstructed. However, the
presence of outliers in the form of additional hits in the detector, apart from the ones created by the
particle, affects the fit parameters. The additional hits may arise due to detector or electronic noise.
Hence, preconditioning the data before SLF is often necessary to remove the outliers or to make the
SLF less sensitive to outliers. Based on previous experiences, the following cuts are applied before
the SLF:
• Condition a: If a layer has more than 2 hits, it is not considered for the SLF.
• Condition b: If a layer has exactly 2 hits and the hits are separated by a distance equivalent to
2 strip-widths, the layer will not be considered for the SLF. Else, the average of the two hits
is taken as the hit position for that layer.
• Condition c: Once the above layer-level rejection is done, if the number of accepted layers is
less than 5, the event is rejected and the track will be classified as "not reconstructed".
• Condition d: If the event is accepted, a SLF is done to the hits obtained using the criteria
mentioned above and the fit parameters are used to reconstruct the track.
• Condition e: It may happen that in spite of the above cuts, there still might be outliers which
bias the fit parameters (also reflected in the χ2 value). In order to reduce such bias, all hit
points that are away from the fitted track by more than 2 strip-widths are removed (while
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retaining the layer in which the hit is less than 2 strip-widths from the first SLF) and a second
SLF is made if the number of remaining layers is more than 2.
• Condition f: If the number of remaining layers is less than 2, the event is rejected and the
track is classified as "not reconstructed".
The sequence of the algorithm has been explained with a flowchart in figure 2. The above cuts have
been tested and the performance of the SLF after this filtering has been satisfactory for most of our
analysis. However, the SLF fails in cases where more noise hits are present alongside the actual
hits, which we shall demonstrate using a simulated event shown in figure 3. The figure shows a
sample cosmic muon track (simulated) along one of the projections. Table 1 shows a summary of
the accepted and rejected layers after the preconditioning cuts described above. It is evident that
since 8 layers are rejected, the event is rejected in accordance with condition c and the track is
tagged as "not reconstructed". Nevertheless, a visual survey of the track shows that there is clearly
a track amidst the noise hits. What makes the SLF fail where the visual identification of the track
is possible without much effort was the motivation behind this work.
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No. of hits in layer < 2 Reject layerNo. of hits in layer =2
Are the 2 hits away by 
more than 2 strip hits?
Yes
Take 
average 
No. of layers >4 YesNoReject event Perform SLF 1
Is hit away from SLF 
prediction by more than 2 
strips?
Yes Remove layerNo
Retain layer 
along with 
the hit
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No. of layers <2
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Layer 
level 
loop
Stop
Layer 
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loop
Reject event
(a)
(b)
(b)
(c) (d)
(e)(e)
(e)(f)
Accept layer hits
Yes
Figure 2: Flowchart showing the sequence of the algorithm used for SLF. The letters indicate the
condition that was used to branch.
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Figure 3: A sample simulated cosmic muon track along with other additional hits. The actual track
is 3-dimensional and this view shows only one of the projections. This event will be rejected in the
SLF algorithm during the preconditioning stage itself.
Layer Accepted/Rejected Condition
11 Accepted single hit
10 Rejected a
9 Accepted 2 hits away by less than 2
8 Accepted 2 hits away by less than 2
7 Rejected b
6 Rejected a
5 Rejected a
4 Rejected a
3 Rejected a
2 Accepted single hit
1 Rejected a
0 Rejected b
Table 1: Accepted and rejected layers according to the preconditioning for the SLF for the event
shown in figure 3.
4 Track Reconstruction of Cosmic Muons using ANN
An overview of the working principle of ANNs is available in Ref. [9]. The use of ANNs in the field
of high energy physics has already been explored and a wide spectrum of literature is available in
this area. More specifically, ANNs have been used for particle identification, track fitting and trigger
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generation [10–12]. In this work, we focus on use of ANNs in cosmic muon track reconstruction in
stacked RPCs.
4.1 Simulation framework
Amachine learning algorithm requires two steps - training and testing. In the training step, we feed
into the ML program, a dataset which contains the input features and the output labels. In our case,
the input features are the strip hit patterns and the outputs are the slope and intercept. It is useful
to visualise the strip hit patterns as a 12 × 32 matrix with ones at locations where the strip was hit
and zeros elsewhere (Ref. figure 3). Therefore, for every event, there are two matrices - one for the
X-side strip hit patterns and another for the Y-side patterns. The training dataset is now a list of
feature matrices each associated with two labels (i.e, the slope and intercept).
A single pristine event (i.e, without the noise hits) in the dataset is created by randomly
generating slope and intercept values with the constraints imposed by the trigger logic. The
conventions in the SLF is such that the slope is in units of strips per layer and the intercept refers to
the strip hit in the 0th layer. Following the trigger logic used for this work, the slope is constrained
between ±2.8 strips/layer and the intercept is constrained between 0 and 31. The hits for layers 1 to
11 are generated using the slope and intercept, rounded off to the nearest integer. Furthermore, to
simulate a realistic event, factors like detector efficiency η and strip hit multiplicity Ms have to be
accounted for. Finally, the random noise hit multiplicity Mn, the effect of which is the focus of this
study, is to be added to the event. The three parameters η, Ms and Mn are inputs to the simulation
framework.
4.2 Folding efficiency and noise factors
To account for the efficiency, a uniform random number R1 between 0 and 100 is generated for
every layer. If R1 is greater than η (which is a number between 0 and 100), the 1’s in the pristine
event for that corresponding layer are replaced by 0’s.
When a muon passes through the RPC, there is a likelihood that the adjacent strip is fired
in addition to the main strip. This effect is parametrised by the strip hit multiplicity Ms. From
previous characterisation studies, the average strip hit multiplicity has been found to be around 1.5
and therefore we have restricted Ms to have a minimum value of 1 and a maximum of 2. A uniform
random number R2 is generated between 0 and 150 for every layer to account for this parameter. If
R2 is between 0 and 50, the strip right to the main strip in the pristine event is set to 1 and if R2
is greater than 100 and less than 150, the strip left to the main strip in the pristine event is set to 1.
The hit pattern in a layer is left unaltered if the number is greater than 50 and less than 100.
The noise hit multiplicity characterises the maximum number of uncorrelated noise hits in a
layer. These may be due to detector noise or electronic noise emanating from different sources
like problems in the gas distribution or EMI pickup. To account for this effect, a random number
(integer) R3 is generated between 0 and Mn for each layer. Then, R3 random integers between 0
and 32 are generated and the corresponding strip numbers are set to 1. The sequence of this pattern
generation is described with the aid of a sample event shown in figure 4.
– 7 –
(a) Pristine track without noise hits (b) Event (a) modified after includingthe detector efficiency η
(c) Event (b) after the inclusion of ef-
fect of strip multiplicity Ms
(d) The final track after addition of
noise (characterised by the parameter
Mn) to event (c)
Figure 4: Process of obtaining the final noisy track from a pristine track in the simulation framework.
4.3 ANN training and testing
There are a variety of libraries available for machine learning (ML) and we have used scikit-learn,
an open-source python based package for our purpose [13]. More specifically, the training of the
neural network is done using the Multi-layer Perceptron Regressor (MLPRegressor) module in the
scikit-learn library. The use of this module is straightforward, however, detailed description of the
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algorithm is beyond the scope of this paper. More information about the function can be found in
Ref. [14]. The MLPRegressor function takes as its arguments, the number of hidden layers, the
number of neurons in each layer, the activation function to be used, the solver for optimisation,
the maximum number of iterations and the tolerance level (the level of loss at which the iterations
should stop) for optimisation. The choice of the parameters used in this study was based on trial and
error and from the recommendations given in the documentation of the library. We used 4 hidden
layers for the slope training each with 120, 320, 12 and 32 neurons, respectively. For the intercept
training, we used 2 hidden layers each with 120 and 320 neurons, respectively. The hyperbolic
tan function was used for activation and the "adam" solver (recommended for training using large
datasets) was used for weight optimisation. The maximum number of iterations was set to 100 and
the tolerance to 0.0001.
The training begins when the function "fit" is called which takes as its input argument, the
training features (eventmatrices) and their associated targets (slope and intercept). The "fit" function
returns the optimised biases and weights for the neurons, which are saved in a file. During the
testing phase, the "predict" function is called which takes as its argument, a dataset containing the
features and returns the associated slope and intercept values. The generation of dataset for the
training and testing of ANN is discussed in the next section.
5 Data Analysis
5.1 Datasets
A summary of the datasets generated for the study is shown in table 2. For the training, we used
a total of 6 × 106 events which were generated with η = 100 and Ms=1 and 2. These events were
subdivided into 6 classes of 1 × 106 events, each class assigned to a specific noise multiplicity
value between 0 and 5 (Dataset A). To benchmark the performance of ANNs, we generated a
pristine dataset with 1 × 105 events with η = 100%, Ms = 1 and Mn = 0 (Dataset B). For testing,
6× 105 events with the same input parameters and noise multiplicity distribution as Dataset A were
generated (Dataset C). In addition, for cross-validation, represented by Dataset D, two separate
datasets each containing 26× 106 events with η = 95% and and an equal number for η = 90% were
generated. Within the dataset, the number of events was divided such that the multiplicities Mn
from 0 to 25 are equally represented. The flow of dataset generation for this study is summarised
in figure 5.
Table 2: Datasets generated from the simulation framework. Dataset A and B have 6 subsets of
datasets each representing a class of events with an unique noise multiplicity Mn (from 0 to 5).
Dataset D has 2 subsets each representing a class of events with an unique efficiency η.
Dataset Type No. of entries η Ms Mn
A Training 6 × 106 100 2 0 to 5
B Pristine (Bench-marking) 1 × 105 100 1 0
C Testing 6 × 105 100 2 0 to 5
D Cross-validation 52 × 106 90, 95 2 0 to 25
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Start: Select efficiency ? , strip hit 
multiplicity Ms, noise multiplicity Mn and 
number of events N
Generate pristine event matrix with 
given slope and intercept 
Generate a random number R1 
between 1 and 100 for every layer
Remove hit from 
the layer
Retain hit in the 
layer
Generate a random number R2 
between 1 and 150 for every layer
Add additional hit 
to the left of main 
hit
Add additional hit 
to the right of main 
hit
Generate a random number (integer) 
R3 between 0 and Mn for every layer
Generate R3 random numbers (integer) 
between 0 and 31 for every layer and set 1 at 
those locations in the pristine matrix
Loop for N events
R1>?R1 ? ?
R2>100R2<50
Save N events to file, along with original slope, intercept and 
other initialization parameters
Train ANN with the event matrix as features and slope 
values and intercept values as labels separately 
Save ANN train model parameters
Predict slope and intercept using ANN model 
parameters and SLF for events in the file
Save original values and predictions from 
ANN and SLF and initial parameters in file
Dataset A Dataset B, C, D
Figure 5: Workflow for dataset generation and the subsequent analysis. The processes inside the
dashed box are common for all the datasets.
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5.2 Benchmarking
The events in the pristine dataset were simultaneously fit using ANN and SLF to compare their
performances with theoretical estimates. The difference between the true slope and the slope
predicted by the SLF (δSLF
slp
) for these pristine events follows a gaussian distribution, the standard
deviation (σSLF
slp
) of which can also be estimated theoretically using error propagation formulas
[15, 16]. A detailed derivation of the estimated uncertainties can be found in Ref. [17]. Figure 6
shows this distribution along with the distribution of difference between the true slope and the slope
predicted by the ANN (δANN
slp
). The distributions are fitted to a gaussian function, the parameters
of which are given in table 3.
As expected, the standard deviation σSLF
slp
is close to the expected theoretical value of 0.024
strips/layer. The ANN distribution does not, however, overlap exactly with the SLF distribution.
The ANN distribution shows a shorter gaussian (about 30% decrease in the amplitude) with a
broader width indicating a slightly higher uncertainty in the estimation of the slope.
A similar distribution can be made for the differences between the true intercept and the
intercept predicted by the SLF (δSLFint ) and ANN (δ
ANN
int ). The theoretical estimate for the standard
deviation of intercept for pristine events is about 0.14 strips which is close to the standard deviation
(σSLFint ) from the fit parameters. In this case too, the ANN distribution has a larger width compared
to the SLF distribution as shown in figure 6, which is also reflected in the fit parameters in table 3.
Table 3: Gaussian fit parameters for the pristine slope and intercept distributions shown in figure 6.
Amp Mean Std. Dev
(counts) (strips/layer or strips) (strips/layer or strips)
Slope (ANN) 6879 ± 26 (−4.6 ± 0.1) × 10−3 (347.9 ± 0.8) × 10−4
Slope (SLF) 9837 ± 38 (0.3 ± 0.1) × 10−3 (243.3 ± 0.5) × 10−4
Intercept (ANN) 9309 ± 36 (−3.5 ± 0.7) × 10−3 (2142.7 ± 4.8) × 10−4
Intercept (SLF) 12622 ± 48 (0.0 ± 0.5) × 10−3 (1580.3 ± 3.5) × 10−4
5.3 Residual distributions for higher noise hit multiplicities
The efficacy of ANN in track reconstruction is revealed in events with higher noise hit multiplicities.
The events in Dataset A with Mn=2 are used to demonstrate this effect and figure 7 shows the
difference distributions (i.e, δSLF
slp
, δANN
slp
, δSLFint and δ
ANN
slp
) for this case. The plots show that
the height of the SLF distribution is considerably lower than that of the ANN distribution along
with an increased spread. This is expected as the probability of rejection of events and the error
of the estimated parameters increase in SLF with increasing noise hits. Moreover, the standard
deviations of the linear fit parameters have increased by a factor of about 3.5 whereas those of ANN
distributions have increased only by a factor of about 2.
5.4 Reconstruction efficiency
The study with the residual distributions in the earlier section elucidates the performance of the
ANN algorithm. However, for faithful track reconstruction, both the slope and the intercept have
to be correctly estimated. Therefore, to understand the performance of ANN in reconstructing a
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Figure 6: Residual distributions of the slope (top) and intercept (bottom) for the pristine events.
The dashed lines represent the gaussian fit to the histograms with the parameters shown in table 3
track, we study the variation of reconstruction efficiency ηrec as a function of Mn for different η.
The parameter ηrec is defined as the ratio of the number of events which have both δslp and δint
within ±3σSLF
slp
and ±3σSLFint , respectively, obtained from theoretical estimates of pristine tracks
(i.e, ±0.072 strips/layer and ±0.480 strips) to the total number of events.
ηrec =
No. of events with both |δslp | < ±0.072 and |δint | < ±0.480
Total number of events
(5.1)
Figure 8 shows the variation of ηrec as a function of Mn for an efficiency η of 100%. This
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Figure 7: Residual distribution of slope (top) and intercept (bottom) for noisy events with MN = 2.
The dashed lines represent the gaussian fit to the histograms with the parameters shown in table 4.
analysis was done using Dataset C (Testing). The figure shows that, in case of SLF, even with
the best detection efficiency, the reconstruction efficiency drastically falls down close to 20% for
Mn = 2. On the other hand, the ANN has a reconstruction efficiency of close to 60% even with
Mn = 5 whereas the SLF completely fails to reconstruct in this case. The failure of SLF is, once
again, due to the conditions imposed and described earlier, which lead to rejection of events in the
preconditioning stage itself. Therefore, one might consider performing an SLF without conditions
a and b but the question as to how to estimate the actual hit for layers with multiple hits needs to
be addressed. One possibility is to take the average of the hits in a layer and then perform the SLF.
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Table 4: Gaussian fit parameters for the slope and intercept distributions for noisy events (Mn = 2)
shown in figure 7.
Amp Mean Std. Dev
(counts) (strips/layer or strips) (strips/layer or strips)
Slope (ANN) 3899 ± 15 (−5.7 ± 0.2) × 10−3 (613.7 ± 1.4) × 10−4
Slope (SLF) 1071 ± 6 (−0.1 ± 0.4) × 10−3 (843.0 ± 3.1) × 10−4
Intercept (ANN) 5808 ± 22 (2.1 ± 1.1) × 10−3 (3433.9 ± 7.7) × 10−4
Intercept (SLF) 1385 ± 8 (2.1 ± 2.8) × 10−3 (5448.1 ± 19.8) × 10−4
Figure 8: Variation of reconstruction efficiency for the SLF and ANN with noise hit multiplicity
Mn, generated using the testing dataset (Dataset C). The error due to finite statistics is less than a
percent and is not visible in this plot.
Intuitively, one may guess that while this may work for hits which are close to each other, it may
also lead to larger errors on the fit parameters when the hits are scattered.
The predictive performance of ANN can be tested using a similar study but with the cross-
validation datasets with η = 90 and η = 95. It is noteworthy to mention here that these events are
not similar to the events in training datasets and therefore this is a true test of the functionality of the
ANN algorithm. Figure 9 shows the plot for the two cross-validation datasets that shows a similar
trend as the testing dataset. Thus, the ANN is superior to SLF in terms of its predictions in cases
with high noise multiplicities.
There is a common trend that is seen in the reconstruction efficiency generated using the
testing and cross-validation datasets - the reconstruction efficiency for ANN is offset to about 80%
at MN = 0 whereas the SLF shows a 100% efficiency. This is due to the fact that in the case of
SLF, the events are fit separately and the fit parameters are optimised on an event-by-event basis.
On the other hand, in the case of the ANN, the fit parameters are predicted from a model which
was trained using a dataset that contained events with different multiplicities ranging from 0 to 5.
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Figure 9: Variation of reconstruction efficiency (ηrec) as a function of Mn for detector efficiency
η = 95% (top) and η = 90% (bottom). The error due to finite statistics is less than a percent and is
not visible in this plot.
Therefore, the weights and biases of the model (which are fixed values after training with all these
events) are optimised taking all the events into account and in such a way that the overall deviations
of predictions from the actual value is minimised. Thus, in minimising the overall loss function
to optimise the weights, we compromise on the predictive accuracy for certain class of events.
However, this issue can be overcome, if we train and generate a model separately for different
multiplicities and use it for prediction for that specific case of multiplicity. This aspect will be
explored in our future work.
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6 Computational Resources
For the work carried out in this study, the code was developed and the datasets were generated on
a laptop with Windows 10 operating system and an Intel-i7-7550 CPU running at 2.70 GHz. The
laptop was equipped with 8.00 GB physical memory and a 1 TB hard-drive. A brief summary
of the time taken for execution of various processes is given in table 5. As seen from the table,
ANN fitting is faster than SLF as the model parameters are already fixed in the training process of
ANN while in the case of SLF, a minimisation process is carried out for every event, increasing the
computation time. This could be important for studies on offline triggering systems where event
filtering has to be done at a fast rate.
Table 5: Time taken for generation of different datasets used in this study. For reference, the time
taken for retrieving the fit parameters from ANN and SLF for pristine events is given in the last two
rows.
Process Number of events Approximate time taken (min)
Dataset A 6 × 106 30
Dataset B 105 3
Dataset C 6 × 105 15
Dataset D 52 × 106 120
ANN fitting 105 0.5
SLF fitting 105 2
7 Results and Conclusions
In this study, we have presented ANN as a potential alternative to the conventional straight line
fitting. We have shown that the predictive performance of ANN, as evidenced by the reconstruction
efficiency, is better than that of SLF. We present few exemplary reconstructions in figure 10, which
further demonstrate this superiority. As seen from these events, it is clear that ANN outperforms
SLF in case of noisy events, which are rejected by the SLF.
The performance of RPCs often degrade with time due to ageing effects, which impact the
noise rate and efficiency in addition to other parameters [18]. There are various methods proposed
to delay the ageing of the RPCs and to recover them after ageing [19]. However, it might not be
always technically feasible to carry out these processes or to replace the detectors immediately.
The outcome of this study offers scope to extend the use of detectors which show increased noise
rates and decreased detection efficiency. We believe that this study will also provide a foundation
for future activities in the INO-ICAL experiment where ANN could be potentially employed, for
instance, in track fitting of muons in a magnetic field.
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