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Abstract
Minor component analysis (MCA) is a statistical method of extracting the eigenvector associated with the smallest eigenvalue of
the covariance matrix of input signals. Convergence is essential for MCA algorithms towards practical applications. Traditionally,
the convergence of MCA algorithms is indirectly analyzed via their corresponding deterministic continuous time (DCT) systems.
However, the DCT method requires the learning rate to approach zero, which is not reasonable in many applications due to the
round-off limitation and tracking requirements. This paper studies the convergence of the deterministic discrete time (DDT) system
associated with the OJAn MCA learning algorithm. Unlike the DCT method, the DDT method does not require the learning rate to
approach zero. In this paper, some important convergence results are obtained for the OJAn MCA learning algorithm via the DDT
method. Simulations are carried out to illustrate the theoretical results achieved.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The minor component is the eigenvector which corresponds to the smallest eigenvalue of the covariance matrix of
input signals. Minor component analysis (MCA) is a statistical method for extracting the minor component. MCA has
been widely applied to total least squares (TLS) [1], moving target indication [2], clutter cancellation [3], computer
vision [4], curve and surface fitting [5], digital beamforming [6], frequency estimation [7], bearing estimation [8], etc.
To solve the problem of MCA, many neural network learning algorithms have been proposed, such as OJAn [5],
EXIN [9], OJA+ [10], LUO [11], DOUG [12], MO¨LLER [13], and FENG [14]. These MCA learning algorithms are
described as stochastic discrete time (SDT) systems. It is very important to analyze the convergence of MCA learning
algorithms. However, it is difficult to study the convergence of the SDT system directly. To indirectly analyze the
convergence of MCA learning algorithms, a traditional method is to transform the SDT system into a corresponding
deterministic continuous time (DCT) system. The convergence of the SDT system then can be indirectly interpreted
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by studying the dynamics of the DCT system. The DCT method is based on a fundamental theorem of stochastic
approximation theory [15]. To use this stochastic approximation theorem, one crucial condition is that the learning
rate of the MCA algorithms must approach zero. However, this restrictive condition cannot be satisfied in many
practical applications due to the round-off limitation and tracking requirements. Thus, from application points of
view, the DCT method is not reasonable for studying the convergence of stochastic MCA algorithms.
Recently, a deterministic discrete time (DDT) method has been used to study the convergence of stochastic learning
algorithms [16–22]. This DDT method transforms the stochastic learning algorithm into a deterministic discrete time
(DDT) system. The DDT transformation does not require the learning rate to approach zero, and DDT systems
preserve the discrete time nature of original SDT systems. By analyzing the dynamics of the corresponding DDT
system, we can obtain the convergence characteristics of the original SDT system indirectly. Compared with the DCT
method, the DDT method is a more reasonable analysis approach for stochastic MCA learning algorithms.
In the past years, the dynamical behaviors of some principal component analysis (PCA) algorithms were analyzed
via the DDT method. In [16], Zufiria proposed to study the convergence of Oja’s PCA learning algorithm by analyzing
a related deterministic discrete time (DDT) system. Following the DDT method, a generalized PCA algorithm, called
a bounded PCA algorithm, was studied in [17]. In [18], Yi et al. analyzed the dynamics of a DDT system associated
with Oja’s PCA learning algorithm and obtained the sufficient conditions to guarantee convergence.
The DDT method can also be used to analyze the dynamical behaviors of MCA learning algorithms. In [9],
Cirrincione et al. distinguished between two classes of MCA algorithms according to the evolution of the weight
vector norm. In the algorithms of the first class, for example, OJAn, EXIN, and LUO [9,13], the weight vector norm
is monotone increasing and there may exist a divergence problem. In the algorithms of the second class, for instance,
DOUG, OJA+, and FENG [9,13], the weight vector norm can converge toward a fixed value. In the second class, some
algorithms for example, DOUG and MO¨LLER [13], are self-stabilizing, which means that the sign of the temporal
derivative of the weight vector norm is independent of random input vectors.
Convergence of MCA algorithms of the second class has been widely studied via the DDT method. In [20],
Peng and Yi analyzed the dynamics of FENG and obtained the sufficient conditions to guarantee convergence. The
dynamical behaviors of OJA+ with a constant learning rate were analyzed via the DDT method in [19]. In [21],
convergence of DOUG has been proved via a corresponding DDT system. It is found that if the learning rate satisfies
some mild conditions, DOUG is convergent [21].
Though there exists a norm divergence problem in MCA algorithms of the first class, some modifications have been
proposed to guarantee convergence. For example, a variable learning rate is applied in EXIN, such that the weight
vector norm can converge to a constant [22]. In the present paper, we will analyze the dynamical behaviors of the
DDT system associated with OJAn and obtain some sufficient conditions to guarantee convergence of the average
dynamical behaviors of OJAn.
This paper is organized as follows. Some preliminaries are presented in Section 2. The convergence analysis is
given in Section 3. Simulations are carried out in Section 4. Finally, in Section 5, the conclusion follows.
2. Preliminaries
Consider a single linear neuron with the following input output relation:
y(k) = wT(k)x(k), (k = 0, 1, 2, . . .),
where y(k) is the neuron output, the input sequence {x(k)|x(k) ∈ Rn (k = 0, 1, 2, . . .)} is a zero mean stationary
stochastic process, and w(k) ∈ Rn(k = 0, 1, 2, . . .) is the weight vector of the neuron. The target of MCA is to extract
the minor component from the input data by updating the weight vectorw(k) adaptively. By changing the Oja learning
algorithm for PCA [23] into a constrained anti-Hebbian rule, the following MCA learning algorithm (OJA MCA) is
obtained [5]:
w(k + 1) = w(k)− ηy(k) [x(k)− y(k)w(k)] ,
where η > 0 is the learning rate. Its explicitly normalized version (OJAn MCA) [5] is
w(k + 1) = w(k)− ηy(k)
[
x(k)− y(k)w(k)
wT(k)w(k)
]
. (1)
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By taking the conditional expectation operator E{w(k+1)/w(0), x(i), i < k} to (1) and identifying the conditional
expected value as the next iterate, a DDT system can be obtained and given as
w(k + 1) = w(k)− η
[
Rw(k)− w
T(k)Rw(k)
wT(k)w(k)
w(k)
]
, (2)
where R = E[x(k)xT(k)] is the autocorrelation matrix of {x(k)|x(k) ∈ Rn(k = 0, 1, 2, . . .)}. The main purpose of
this paper is to study the convergence characteristics of the weight vector w(k) of (2) subject to the learning rate η
being some constant.
Because the autocorrelation matrix R is a symmetric nonnegative definite matrix, there exists an orthonormal basis
of Rn composed of the eigenvectors of R. Let λ1, . . . , λn be all the eigenvalues of R ordered by λ1 > · · · > λn > 0.
Suppose that {vi |i = 1, 2, . . . , n} is an orthonormal basis of Rn such that each vi is a unit eigenvector of R associated
with the eigenvalue λi .
Since the vector set {v1, . . . , vn} is an orthonormal basis of Rn , for each k ≥ 0, the weight vector w(k) can be
represented as
w(k) =
n∑
i=1
zi (k)vi , (3)
where zi (k) (i = 1, 2, . . . , n) are some constants. And then,
Rw(k) =
n∑
i=1
λi zi (k)vi , (4)
and
wT(k)Rw(k) =
n∑
i=1
λi z2i (k). (5)
By substituting (3) into (2), it follows that
zi (k + 1) = zi (k) ·
[
1− η
(
λi − w
T(k)Rw(k)
wT(k)w(k)
)]
, (i = 1, 2, . . . , n), (6)
for k ≥ 0.
Since R is a symmetric matrix, according to the relevant properties of the Rayleigh Quotient, it clearly holds that
λn ≤ w
T(k)Rw(k)
wT(k)w(k)
≤ λ1, (7)
for all w(k) 6= 0.
3. Convergence analysis
If the learning rate η of (2) is a constant, the weight vector w(k) may diverge. Let us consider a simple example.
Suppose that the smallest eigenvalue λn and the largest eigenvalue λ1 of R have the following relation:
λn < λ1/3.
Denote
S =
{
w|w ∈ Rn, w
TRw
wTw
≤ 2λn
}
.
Clearly, the minor component w∗ ∈ S, where w∗ is the eigenvector associated with the smallest eigenvalue of R.
Select an initial weight vector w(0) ∈ S and set the learning rate η = 4/(λ1 − λn). Then
1− η
(
λ1 − w
T(k)Rw(k)
wT(k)w(k)
)
≤ 1− 4 (λ1 − 2λn)
λ1 − λn < −1,
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for all w(k) ∈ S. From (6), it follows that
|z1(k + 1)| = |z1(k)| ·
∣∣∣∣1− η(λ1 − wT(k)Rw(k)wT(k)w(k)
)∣∣∣∣ > |z1(k)| ,
i.e., |z1(k)| is monotone increasing for all w(k) ∈ S. Note that z1(k) is the coordinate of the weight vector w(k) on
the direction of the principal component v1; clearly, this shows that the system (2) does not converge to the minor
component subject to the learning rate η = 4/(λ1 − λn). Next, we will give a mathematical proof to obtain some
sufficient conditions to guarantee that the system (2) converges.
In order to analyze the convergence of DDT system (2), we need to prove some preliminary conclusions. These
conclusions include:
(1) The norm ‖w(k)‖ of weight vector is monotone increasing for all k ≥ 0.
(2) The projection of weight vector w(k) on eigenvector vi , which is denoted as zi (k) = wT(k)vi , does not change
its sign, i.e., 1− η
(
λi − w
T(k)Rw(k)
wT(k)w(k)
)
> 0 in (6).
(3) The projection of weight vectorw(k) on the eigenvector vn , which is denoted as zn(k) = wT(k)vn , is monotone
increasing for all k ≥ 0.
The above three conclusions will be proved in the following Lemma 1.
Lemma 1. If η < 1/(λ1 − λn) and wT(0)vn 6= 0, then
wT(k + 1)w(k + 1) ≥ wT(k)w(k), (8)
1− η
(
λi − w
T(k)Rw(k)
wT(k)w(k)
)
> 0, (i = 1, 2, . . . , n), (9)
and
|zn(k + 1)| ≥ |zn(k)| , (10)
for all k ≥ 0.
Proof. Denote by ∆w(k) the weight vector update at the kth iteration. From (2), ∆w(k) is given as
∆w(k) = −η
[
Rw(k)− w
T(k)Rw(k)
wT(k)w(k)
w(k)
]
.
Clearly, wT(k) ·∆w(k) = 0. Hence
‖w(k + 1)‖2 = ‖w(k)‖2 + ‖∆w(k)‖2 ≥ ‖w(k)‖2 , (11)
i.e.,wT(k+1)w(k+1) ≥ wT(k)w(k) for all k ≥ 0. This means that the norm ‖w(k)‖ of the weight vector is monotone
increasing in (2).
Since wT(0)vn 6= 0, clearly, ‖w(0)‖ > 0. It holds from (11) that
wT(k)w(k) = ‖w(k)‖2 ≥ ‖w(0)‖2 > 0, (k ≥ 0). (12)
(12) shows that in DDT system (2), weight vector w(k) is not equal to a zero vector forever.
Since η < 1/(λ1 − λn), it follows from (7) that
1− η
(
λi − w
T(k)Rw(k)
wT(k)w(k)
)
≥ 1− η(λ1 − λn) > 0, (i = 1, 2, . . . , n), (13)
and
1− η
(
λn − w
T(k)Rw(k)
wT(k)w(k)
)
= 1+ η
(
wT(k)Rw(k)
wT(k)w(k)
− λn
)
≥ 1, (14)
for all k ≥ 0. Clearly, it holds from (6) and (13) that the sign of zi (k) (i = 1, 2, . . . , n) does change for all k ≥ 0.
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Taking the absolute value on both sides of (6), we can obtain that
|zn(k + 1)| = |zn(k)| ·
∣∣∣∣1− η(λn − wT(k)Rw(k)wT(k)w(k)
)∣∣∣∣ .
From (14), it holds that
|zn(k + 1)| ≥ |zn(k)| , (k ≥ 0),
i.e., |zn(k)| is monotone increasing for all k ≥ 0. The proof is completed. 
From (3), for each k ≥ 0, weight vector w(k) can be represented as
w(k) =
n∑
i=1
zi (k)vi =
n−1∑
i=1
zi (k)vi + zn(k)vn . (15)
Clearly, the convergence of weight vector w(k) can be determined by the convergence of zi (k) (i = 1, 2, . . . , n).
Next, we will analyze the convergence of w(k) by studying the convergence of zi (k) (i = 1, 2, . . . , n − 1) and zn(k),
respectively. In this section, we will prove that if the learning rate satisfies η < 1/(λ1 − λn), weight vector w(k) in
the DDT system (2) can converge to the direction of minor component vn , i.e.,
lim
k→∞w(k) = S · vn, (16)
where S 6= 0 is a constant. Clearly, from (15), the convergence result (16) can be obtained by proving the following
two conclusions:
Conclusion 1: lim
k→∞ |zi (k)| = 0, (i = 1, 2, . . . , n − 1).
Conclusion 2: lim
k→∞ zn(k) = S.
Next, let us use the recursive idea to prove Conclusion 1 through the following three steps.
Step 1: it is proved that |z1(k)| decreases exponentially in Lemma 2.
Step 2: in Lemma 3, it is proved that if |zi (k)| (i = 1, 2, . . . ,m − 1) decreases exponentially, then |zm(k)| must
decrease exponentially, where 2 ≤ m ≤ n − 1.
Step 3: in Theorem 1, by mathematical induction, it is proved that for any i (1 ≤ i ≤ n − 1), |zi (k)| decreases
exponentially, i.e., Conclusion 1 can be obtained.
Lemma 2. If η < 1/(λ1 − λn) and wT(0)vn 6= 0, there exists a constant θ1 (0 < θ1 < 1), such that
|z1(k + 1)| ≤ θ1 |z1(k)| ,
for all k ≥ 0, where
θ1 = 1− η (λ1 − λ2)
[
1− z
2
1(0)
wT(0)w(0)
]
.
Proof. Since wT(0)vn 6= 0, it holds from (3) that
‖w(0)‖ 6= 0 and zn(0) 6= 0. (17)
This means that the initial weight vector w(0) is not orthogonal to minor component vn . Clearly, (17) is a necessary
condition to guarantee the convergence.
From (7) and (9), it holds that
0 < 1− η
(
λ1 − w
T(k)Rw(k)
wT(k)w(k)
)
≤ 1, (18)
for all k ≥ 0. Thus from (6), it follows that
|z1(k + 1)| = |z1(k)| ·
[
1− η
(
λ1 − w
T(k)Rw(k)
wT(k)w(k)
)]
≤ |z1(k)| . (19)
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Clearly, (19) means that |z1(k)| is monotone decreasing for all k ≥ 0.
Using Lemma 1, it follows from (17) and (19) that
wT(k)w(k) ≥ wT(0)w(0) > 0 and z21(k) ≤ z21(0),
for all k ≥ 0. Then, from (3), (5), (8) and (19), it follows that for all k ≥ 0
1− η
(
λ1 − w
T(k)Rw(k)
wT(k)w(k)
)
= 1− η
[
λ1w
T(k)w(k)− wT(k)Rw(k)
wT(k)w(k)
]
= 1− η
wT(k)w(k)
[
λ1
n∑
i=1
z2i (k)−
n∑
i=1
λi z2i (k)
]
= 1− η
wT(k)w(k)
n∑
i=2
(λ1 − λi ) z2i (k)
≤ 1− η (λ1 − λ2)
wT(k)w(k)
n∑
i=2
z2i (k)
= 1− η(λ1 − λ2)
wT(k)w(k)
[
wT(k)w(k)− z21(k)
]
= 1− η (λ1 − λ2)
[
1− z
2
1(k)
wT(k)w(k)
]
≤ 1− η (λ1 − λ2)
[
1− z
2
1(0)
wT(0)w(0)
]
. (20)
Denote
θ1 = 1− η (λ1 − λ2)
[
1− z
2
1(0)
wT(0)w(0)
]
.
Clearly, θ1 is a constant. It holds from (17) that
1− z
2
1(0)
wT(0)w(0)
=
n∑
i=2
z2i (0)
wT(0)w(0)
≥ z
2
n(0)
wT(0)w(0)
> 0. (21)
Since η > 0 and λ1 > λ2, it follows from (18), (20) and (21) that
0 < θ1 < 1.
Thus, from (6) and (20), it follows that
|z1(k + 1)| = |z1(k)| ·
[
1− η
(
λ1 − w
T(k)Rw(k)
wT(k)w(k)
)]
≤ θ1 · |z1(k)| ,
for all k ≥ 0. This completes the proof. 
In Lemma 2, we analyze the dynamical behaviors of |z1(k)| and prove that |z1(k)| decreases exponentially. In the
following Lemma 3, we will prove that, if |zi (k)| (i = 1, 2, . . . ,m − 1) decreases exponentially, then |zm(k)| must
decrease exponentially, where 2 ≤ m ≤ n − 1.
Lemma 3. If η < 1/(λ1 − λn), wT(0)vn 6= 0 and there exists a positive integer N, such that
|zi (k + 1)| ≤ θi |zi (k)| , (i = 1, 2, . . . ,m − 1),
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for all k > N, where θi (0 < θi < 1) is some constant and 2 ≤ m ≤ n − 1, then there exists a positive integer M,
such that
|zm(k + 1)| ≤ θm |zm(k)| ,
for all k > M, where θm (0 < θm < 1) is a constant.
Proof. Clearly, it holds that, for all k > N ,
|zi (k + 1)| ≤ θi |zi (k)| ≤ θk+1−Ni · |zi (N )| , (i = 1, 2, . . . ,m − 1), (22)
where
0 < θi < 1, (i = 1, 2, . . . ,m − 1). (23)
From (22) and (23), we can obtain that
lim
k→∞ |zi (k)| = 0, (i = 1, 2, . . . ,m − 1). (24)
Next, let us prove that |zm(k)| is decreasing.
Since 2 ≤ m ≤ n − 1, clearly,
λ1 > · · · > λm > λm+1 ≥ λn . (25)
Since wT(0)vn 6= 0, it holds from (3) that
zn(0) = wT(0)vn 6= 0. (26)
And then,
z2n(0) > 0 and w
T(0)w(0) > 0. (27)
From (3) and (27), clearly,
1− z
2
m(0)
wT(0)w(0)
= ‖w(0)‖
2 − z2m(0)
wT(0)w(0)
=
m−1∑
i=1
z2i (0)+
n∑
i=m+1
z2i (0)
wT(0)w(0)
≥ z
2
n(0)
wT(0)w(0)
> 0. (28)
Since 2 ≤ m ≤ n − 1, it follows from (25), (27) and (28) that
(λm − λn) z2n(0)
(λ1 − λm) (m − 1) > 0 (29)
and
(λm − λm+1)wT(0)w(0)
2(m − 1)(λ1 − λm+1)
[
1− z
2
m(0)
wT(0)w(0)
]
> 0. (30)
Clearly,
(λm − λm+1)wT(0)w(0)
2(m − 1)(λ1 − λm+1)
[
1− z
2
m(0)
wT(0)w(0)
]
and
(λm − λn) z2n(0)
(λ1 − λm) (m − 1) are two positive constants.
It holds from (24) that there must exist a positive integer M , such that
z2i (k) <
(λm − λn)z2n(0)
(λ1 − λm)(m − 1) , (i = 1, 2, . . . ,m − 1), (31)
and
z2i (k) <
(λm − λm+1)wT(0)w(0)
2(m − 1)(λ1 − λm+1)
[
1− z
2
m(0)
wT(0)w(0)
]
, (i = 1, 2, . . . ,m − 1), (32)
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for all k > M . From (31), it follows that for all k > M ,
(λm − λn)z2n(0) >
m−1∑
i=1
(λ1 − λm)z2i (k) ≥
m−1∑
i=1
(λi − λm)z2i (k). (33)
From (5), (10) and (33), we can obtain that
1− η
(
λm − w
T(k)Rw(k)
wT(k)w(k)
)
= 1− η
wT(k)w(k)
n∑
i=1
(λm − λi )z2i (k)
= 1− η
[
n∑
i=m
(λm − λi )z2i (k)
wT(k)w(k)
−
m−1∑
i=1
(λi − λm)z2i (k)
wT(k)w(k)
]
≤ 1− η
wT(k)w(k)
[
(λm − λn)z2n(k)−
m−1∑
i=1
(λi − λm)z2i (k)
]
≤ 1− η
wT(k)w(k)
[
(λm − λn)z2n(0)−
m−1∑
i=1
(λi − λm)z2i (k)
]
< 1,
for all k > M . And from (6) and (9), it holds that
|zm(k + 1)| = |zm(k)| ·
[
1− η
(
λm − w
T(k)Rw(k)
wT(k)w(k)
)]
< |zm(k)| , (34)
for all k > M .
(34) shows that |zm(k)| is monotone decreasing for all k > M . Next, we will prove that |zm(k)| decreases
exponentially.
It follows from (32) that
η(λ1 − λm+1)
wT(0)w(0)
m−1∑
i=1
z2i (k) <
η(λm − λm+1)
2
[
1− z
2
m(0)
wT(0)w(0)
]
, (35)
for all k > M .
From (8), (34) and (35), it follows that, for all k > M ,
1− η
(
λm − w
T(k)Rw(k)
wT(k)w(k)
)
= 1− η
wT(k)w(k)
n∑
i=1
(λm − λi ) z2i (k)
= 1− η
[
n∑
i=m+1
(λm − λi )z2i (k)
wT(k)w(k)
−
m−1∑
i=1
(λi − λm)z2i (k)
wT(k)w(k)
]
≤ 1− η
[
(λm − λm+1)
wT(k)w(k)
n∑
i=m+1
z2i (k)−
m−1∑
i=1
(λi − λm)z2i (k)
wT(k)w(k)
]
= 1− η(λm − λm+1)+ η(λm − λm+1)z
2
m(k)
wT(k)w(k)
+ η
m−1∑
i=1
(λi − λm+1)z2i (k)
wT(k)w(k)
≤ 1− η(λm − λm+1)+ η(λm − λm+1)z
2
m(0)
wT(0)w(0)
+ η(λ1 − λm+1)
wT(0)w(0)
m−1∑
i=1
z2i (k)
= 1− η(λm − λm+1)
[
1− z
2
m(0)
wT(0)w(0)
]
+ η(λ1 − λm+1)
wT(0)w(0)
m−1∑
i=1
z2i (k)
≤ 1− η(λm − λm+1)
2
[
1− z
2
m(0)
wT(0)w(0)
]
.
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Denote
θm = 1− η(λm − λm+1)2
[
1− z
2
m(0)
wT(0)w(0)
]
.
Since wT(0)vn 6= 0, it holds that z2m(0) < wT(0)w(0). And from (9), clearly 0 < θm < 1. Thus, it follows from (6)
and (9) that
|zm(k + 1)| = |zm(k)| ·
[
1− η
(
λm − w
T(k)Rw(k)
wT(k)w(k)
)]
≤ θm |zm(k)| .
This completes the proof. 
Using Lemmas 2 and 3, the following theorem can be easily derived by mathematical induction.
Theorem 1. If η < 1/(λ1 − λn) and wT(0)vn 6= 0, then there exists a positive integer L, such that
|zi (k + 1)| ≤ θi |zi (k)| , (i = 1, 2, . . . , n − 1),
for all k > L, where θi is a constant and 0 < θi < 1.
Using Theorem 1, clearly,
|zi (k + 1)| ≤ θi |zi (k)| ≤ θk−L+1i · |zi (L)| , (i = 1, 2, . . . , n − 1), (36)
for all k > L . Since 0 < θi < 1 (i = 1, 2, . . . , n − 1), from (36), the following corollary can be obtained.
Corollary 1. If η < 1/(λ1 − λn) and wT(0)vn 6= 0, then
lim
k→∞ |zi (k)| = 0, (i = 1, 2, . . . , n − 1).
At this point, Conclusion 1 has been proved. Next, let us prove Conclusion 2 in the following Theorem 2, where
the dynamics of zn(k) will be analyzed.
Theorem 2. If η < 1/(λ1 − λn) and wT(0)vn 6= 0, then
lim
k→∞ zn(k) = S,
where S 6= 0 is a constant.
Proof. Firstly, two cases will be considered to prove the convergence of |zn(k)|.
Case 1. ‖w(k)‖ < 1 for all k ≥ 0.
Clearly, |zn(k)|must be bounded for all k ≥ 0. Using Lemma 1, |zn(k)| is monotone increasing for all k ≥ 0. Thus,
|zn(k)| must converge to a non-zero constant.
Case 2. There exists a constant P , such that ‖w(P)‖ ≥ 1.
Using Lemma 1, ‖w(k)‖ is monotone increasing for all k ≥ 0. Clearly,
‖w(k)‖ ≥ 1,
for all k > P . Thus,
|zn(k)| ≤ ‖w(k)‖ ≤ ‖w(k)‖2 = wT(k)w(k),
and then,
|zn(k)|
wT(k)w(k)
≤ 1, (37)
for all k > P .
Using Theorem 1, there must exist a constant L , such that
|zi (k + 1)| ≤ θi · |zi (k)| , (i = 1, 2, . . . , n − 1), (38)
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for all k ≥ L , where θi is a constant and 0 < θi < 1. Denote
σ = max{θ21 , θ22 , . . . , θ2n−1}.
Clearly, 0 < σ < 1. From (38), it holds that
z2i (k + 1) ≤ σ · z2i (k), (i = 1, 2, . . . , n − 1), (39)
for all k ≥ L . Then, it follows from (3)–(5) and (39) that
wT(k)Rw(k)− λnwT(k)w(k) =
n−1∑
i=1
(λi − λn)z2i (k)
≤ σ
n−1∑
i=1
(λi − λn)z2i (k − 1)
= σ
[
wT(k − 1)Rw(k − 1)− λnwT(k − 1)w(k − 1)
]
, (40)
for all k > L .
From (6), (9), (37) and (40), it follows that
|zn(k + 1)| − |zn(k)| = η |zn(k)|
wT(k)w(k)
·
[
wT(k)Rw(k)− λnwT(k)w(k)
]
≤ η
[
wT(k)Rw(k)− λnwT(k)w(k)
]
≤ ησ
[
wT(k − 1)Rw(k − 1)− λnwT(k − 1)w(k − 1)
]
≤ ησ k−L
[
wT(L)Rw(L)− λnwT(L)w(L)
]
,
for all k > max{P, L}. Then,
|zn(k + 1)| − |zn(L + 1)| ≤ η
[
wT(L)Rw(L)− λnwT(L)w(L)
]
·
k−L∑
j=1
σ j
< η
[
wT(L)Rw(L)− λnwT(L)w(L)
]
· 1
1− σ ,
i.e.,
|zn(k + 1)| < |zn(L + 1)| + η
[
wT(L)Rw(L)− λnwT(L)w(L)
]
· 1
1− σ (41)
for all k > max{P, L}. Clearly, (41) shows that |zn(k)| is bounded. Using Lemma 1, |zn(k)| is monotone increasing
for all k ≥ 0. Thus, |zn(k)| must converge to a constant.
Combining the analysis of Cases 1 and 2, we can obtain that |zn(k)| must converge to a non-zero constant.
From (6), the update of zn(k) at the (k + 1)th iteration can be represented as
zn(k + 1) = zn(k) ·
[
1− η
(
λn − w
T(k)Rw(k)
wT(k)w(k)
)]
, (42)
for all k ≥ 0. Using Lemma 1, we have that
1− η
(
λn − w
T(k)Rw(k)
wT(k)w(k)
)
> 0, (43)
for all k ≥ 0.
From (42) and (43), it holds that, if zn(0) > 0, zn(k) > 0 (k ≥ 0), if zn(0) < 0, zn(k) < 0 (k ≥ 0). This means
that zn(k) does change its sign for all k ≥ 0. Thus, if |zn(k)| converges, zn(k) must converge. This completes the
proof. 
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In Corollary 1, we have proved that if η < 1/ (λ1 − λn) and wT(0)vn 6= 0, then
lim
k→∞ |zi (k)| = 0, (i = 1, 2, . . . , n − 1). (44)
In Theorem 2, it is proven that if η < 1/ (λ1 − λn) and wT(0)vn 6= 0, then
lim
k→∞ zn(k) = S. (45)
Since
w(k) =
n∑
i=1
zi (k)vi =
n−1∑
i=1
zi (k)vi + zn(k)vn,
from (44) and (45), we can obtain the following corollary.
Corollary 2. If η < 1/(λ1 − λn) and wT(0)vn 6= 0, then
lim
k→∞w(k) = S · vn,
where S 6= 0 is a constant.
At this point, we have proved the convergence of the DDT system (2) associated with OJAn MCA learning
algorithms. The DDT system (2) is an “average” of the stochastic system (1). The convergence analysis results about
(2) could reflect some “average” dynamical behaviors of (1). However, this DDT method is an indirect analysis
approach for the SDT system. It should be pointed out that there still exist some differences between the dynamics
of the deterministic system (2) and those of the stochastic system (1). In the deterministic system (2), there are no
perturbations from stochastic input data and the weight vector can converge a stable equilibrium, as analyzed above.
However, in the stochastic system (1), the weight vector norm is monotone increasing. At the same time, some small
perturbations on the weight vector given by the random input vectors may result in the persistent increment of the
weight vector norm [9]. Thus, the stochastic system (1) may suffer from the problem of sudden divergence of the
weight vector norm, as proved in [9]. The convergence condition η < 1/(λ1 − λn) provided in the present paper
guarantees that the average dynamical behaviors of OJAn are convergent. However, under this condition, the original
stochastic version of OJAn may still diverge very slowly. In order to reduce the perturbation from stochastic input data
and guarantee convergence in practical applications, the following averaged version of the OJAn learning algorithm
can be used:
w(k + 1) = w(k)− η
[
Rkw(k)− w
T(k)Rkw(k)
wT(k)w(k)
w(k)
]
(46)
where
Rk = βRk−1 +
(
x(k)xT(k)− βRk−1
)
/k,
with β being some constant. Since {x(k)} comes from a stationary process, as in [24], we set β = 1. In the next
section, simulations will be carried out to illustrate the dynamics of OJAn.
4. Simulation results
Firstly, let us illustrate the convergence of the DDT system (2) under the condition η < 1/(λ1− λn). We randomly
generate a 4× 4 symmetric positive definite matrix as
R =

0.9720 0.4305 0.2780 0.6610
0.4305 1.0295 0.8280 0.9720
0.2780 0.8280 1.1790 0.9740
0.6610 0.9720 0.9740 1.5675
 .
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Fig. 1. Convergence of the DDT system (2).
Fig. 2. The data set used in line fitting.
The eigenvalues of R are λ4 = 0.2437, λ3 = 0.2986, λ2 = 0.7959, and λ1 = 3.4098. The eigenvector associated with
the smallest eigenvalue λ4 is
v4 = [0.2047 −0.7762 0.5955 0.0296]T.
Let us select an initial vector randomly by
w(0) = [0.0651 0.2795 0.2967 0.7490]T.
The learning rate η is selected as η = 0.3 < 1
λ1 − λ4 . In the DDT system (2), weight vector w(k) converges to
w∗ = [−0.2164 0.8207 −0.6297 −0.0313]T,
after 20 000 iterations. After normalizing w∗, we can find that w
∗
‖w∗‖ is equal to −v4. Fig. 1 shows the convergence of
the component of w(k) in the DDT system (2).
Next, let us use an important application of MCA to compare the dynamical behaviors of the original stochastic
system (1) and the averaged version (46) of the OJAn algorithm.MCA can be applied to the curve and surface fitting by
the method of total least squares (TLS) [5]. We generate a set of 2-dimensional data points D = {[x1(k), x2(k)]T, k =
1, 2, . . . , 10 000} as shown in Fig. 2, which is obtained by adding Gaussian noise to the 10 000 sample points on the
line x2 = 2x1. The problem is to find a parameterized line model (e.g. w1x1 + w2x2 = 0) to fit the point set, such
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Fig. 3. Evolutions of ‖w‖ in (1) and (46).
that the sum of the squared perpendicular distances ETLS of the line from these data points is minimized. Denote
w = [w1, w2]T and x(k) = [x1(k), x2(k)]T [5]. Then,
ETLS =
10 000∑
k=1
[
wTx(k)
]2
wTw
= 10 000 · w
TRw
wTw
,
where R = (1/10 000)
10 000∑
k=1
x(k)xT(k) is the correlation matrix of the data point set [5]. From dETLS/dw = 0, it
follows that the minimum point of ETLS should satisfy [5]
Rw = λnw.
This means that the line fitting problem can be reduced to a problem of finding the smallest eigenvalue of the
correlation matrix R and its corresponding eigenvector. After removal of the mean and normalization, randomly select
vectors from the point set D as input for the stochastic version (1) and averaged version (46) of the OJAn algorithm.
Fig. 3 shows the evolution of ‖w(k)‖ in (1) and (46). After 10 000 iterations, weight vector w(k) in (1) is equal to
w∗1 = [0.8924 −0.4596]T,
and weight vector w(k) in (46) is equal to
w∗2 = [0.8961 −0.4474]T.
Fig. 4 gives the fitting results of w∗1 and w∗2 .
The simulation result illustrates that the stochastic OJAn learning algorithm may diverge very slowly and still
approach the direction of the minor component. In the averaged version of the OJAn learning algorithm, the
convergence of the weight vector norm can be guaranteed.
5. Conclusions
The convergence of the OJAn MCA learning algorithm is studied in this paper by the DDT method. The learning
rate is assumed to be constant and is thus not required to approach zero as it is by the DCT method. Some sufficient
conditions for the convergence of the OJAn MCA learning algorithm with constant learning rate are obtained.
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Fig. 4. Fitting results of w∗1 and w∗2 .
References
[1] K. Gao, M.O. Ahmad, M.N. Swamy, Learning algorithm for total least squares adaptive signal processing, Electron. Lett. 28 (4) (1992)
430–432.
[2] R. Klemm, Adaptive airborne MTI: An auxiliary channel approach, Proc. Inst. Elect. Eng., pt. F 134 (1987) 269–276.
[3] S. Barbarossa, E. Daddio, G. Galati, Comparison of optimum and linear prediction technique for clutter cancellation, Proc. Inst. Elect. Eng.,
pt. F 134 (1987) 277–282.
[4] G. Cirrincione, A neural approach to the structure from motion problem, Ph.D. Dissertation, LIS INPG Grenoble, Dec. 1998.
[5] L. Xu, E. Oja, C. Suen, Modified Hebbian learning for curve and surface fitting, Neural Networks 5 (1992) 441–457.
[6] J.W. Griffiths, Adaptive array processing, a tutorial, Proc. Inst. Elect. Eng., pt. F 130 (1983) 3–10.
[7] G. Mathew, V. Reddy, Development and analysis of a neural network approach to Pisarenko’s harmonic retrieval method, IEEE Trans. Signal
Processing 42 (1994) 663–667.
[8] R. Schmidt, Multiple emitter location and signal parameter estimation, IEEE Trans. Antennas Propagation 34 (1986) 276–280.
[9] G. Cirrincione, M. Cirrincione, J. Herault, S.V. Huffel, The MCA EXIN neuron for the minor component analysis, IEEE Trans. Neural
Networks 13 (1) (2002) 160–187.
[10] E. Oja, Principal components, minor components and linear neural networks, Neural Networks 5 (1992) 927–935.
[11] F. Luo, R. Unbehauen, A. Cichocki, A minor component analysis algorithm, Neural Networks 10 (2) (1997) 291–297.
[12] S.C. Douglas, S.Y. Kung, S. Amari, A self-stabilized minor subspace rule, IEEE Signal Processing Lett. 5 (12) (1998) 330–332.
[13] R. Mo¨ller, A self-stabilizing learning rule for minor component analysis, Int. J. Neural Syst. 14 (2004) 1–8.
[14] D.Z. Feng, Z. Bao, L.C. Jiao, Total least mean squares algorithm, IEEE Trans. Signal Processing 46 (1998) 2122–2130.
[15] L. Ljung, Aanlysis of recursive stochastic algorithms, IEEE Trans. Automat. Control 22 (1977) 551–575.
[16] P.J. Zufiria, On the discrete-time dynamics of the basic Hebbian neural-network nodes, IEEE Trans. Neural Networks 13 (6) (2002)
1342–1352.
[17] Q. Zhang, On the discrete-time dynamics of a PCA learning algorithm, Neurocomputing 55 (3) (2003) 761–769.
[18] Z. Yi, M. Ye, J.C. Lv, K.K. Tan, Convergence analysis of a deterministic discrete time system of Oja’s PCA learning algorithm, IEEE Trans.
Neural Networks 16 (6) (2005) 1318–1328.
[19] J.C. Lv, M. Ye, Z. Yi, Convergence analysis for Oja+ MCA learning algorithm, Lecture Notes Comput. Sci. 3173 (2004) 810–815.
[20] D. Peng, Z. Yi, Convergence analysis of a deterministic discrete time system of Feng’s MCA learning algorithm, IEEE Trans. Signal
Processing 54 (9) (2006) 3626–3632.
[21] D. Peng, Z. Yi, Convergence analysis of an effective MCA learning algorithm, in: Proceedings of 2005 International Conference on Neural
Networks and Brain, ICNNB’05, 2005, pp. 2003–2008.
[22] D. Peng, Z. Yi, X.L. Xiao, A modified MCA EXIN algorithm and its convergence analysis, Lecture Notes Comput. Sci. 3497 (2005)
1028–1033.
[23] E. Oja, A simplified neuron model as a principal component analyzer, J. Math. Biol. 16 (1982) 267–273.
[24] C. Chatterjee, Z. Kang, V.P. Roychowdhury, Algorithm for accelerated convergence of adaptive PCA, IEEE Trans. Neural Networks 11 (2)
(2000) 338–355.
