I. Introduction I nverse scattering has received attention as a means of improving medical ultrasound by providing quantitative images of tissue material properties, such as speed of sound, without the traditional artifacts of backscatter ultrasound [1] , [2] . Inverse scattering systems, however, require full-wave scattering simulations, large-scale optimization algorithms, and absolute source characterization. despite ongoing progress in system and algorithm development [3] [4] [5] [6] [7] [8] [9] [10] , transducer characterization remains an open topic in making ultrasound inverse scattering experimentally viable. The effects of incomplete transducer characterization on image quality in full-wave breast ultrasound, for example, have been reported in [11] . not all transducer characterization methods are suitable for full-wave imaging. Phased-array beamforming, for instance, requires only magnitude radiation patterns measured with hydrophones. Plane wave approximations are also sufficient for many geometries. also, recent demonstrations of hybrid speed of sound and diffraction tomography algorithms have successfully produced quantitative ultrasound images without transducer characterization [10] , [12] . Full-wave inverse scattering, however, requires transducer field characterization with absolute phase; the transducer model must relate the actual radiated fields to the input/output voltages using more than an ideal transfer function. Even if a full-wave characterization exists, it is not always clear how to incorporate the information into the imaging algorithms. Thus, we seek a transducer characterization method that can capture the full-wave behavior of a transducer and can also be rigorously linked to the equations of the inverse scattering algorithm.
In previous work, we developed a formalism for microwave inverse scattering and antenna characterization in which we linked the source model, inversion algorithm, object properties, and measurements in a consistent framework [13] , [14] . We proved the method in several experiments [15] , [16] in which we formed quantitative images of dielectric constant without the use of calibration targets. Given the success of this method in microwave imaging, we sought to develop and test the analogous method for ultrasound inverse scattering.
although the derivation of the acoustic formalism is straightforward, key differences between microwave and ultrasound experimentation have motivated several additional developments. First, much of the success in our microwave experiments was due to our ability to fully simulate antenna sources using commercial electromagnetic software packages. This allowed antenna characterization to be independent of the measurement setup. We are unable to do this with ultrasonic transducers given their small size and unknown construction. Without full electromechanical simulation, we must characterize the transducers from measurement alone. second, performing hydrophone measurements that satisfy the requirements for full-wave characterization is not trivial and is complicated by the effects of the hydrophone. assuming that simulation and hydrophone measurements are unavailable, we would still like to characterize the transducers within the framework we are going to develop.
These considerations and our current interest in transmission imaging have prompted us to explore a new selfcharacterization technique for multi-element commercial probes in a transmission geometry. The characterization technique is based on an acoustic propagation model that relates pair-wise voltage measurements between multiple transducer elements. We use this propagation model to derive a fast, semi-analytic nonlinear optimization procedure to estimate the transducer model parameters from selfmeasurements. This eliminates the need for external field probes that are different from the sources themselves, and is the first such attempt within this formalism in acoustics or electromagnetics.
In section II, we derive the acoustic formalism, which is analogous to our work in [13] [14] [15] . First, we explain the transducer source model, which is based on the acoustic source-scattering matrix and derive the propagation model. We further augment the transducer model for the expected electrical driving frequencies. The transducer model is then used to modify the acoustic volume integral equations of the inverse scattering algorithm. In section III, we discuss source characterization to motivate and then derive the optimization routine for the self-calibration technique. section IV describes our experimental setup and characterization results, including the assumptions necessary to carry out the analysis. Finally, in section V, the inverse scattering algorithm is tested and preliminary images of simple targets are presented and discussed.
several provisions were required to test this method in experiment, which we explain throughout sections IV and V. We use two linear-array commercial hand probes. This limits the setup to a planar transmission geometry. We use a Verasonics data acquisition system (Verasonics Inc., redmond, Wa), which requires several assumptions about the nature of the transmit pulse. This leads to the use of virtual sources. Finally, the implemented geometry is static, so test objects being imaged must be rotated to obtain multiple transmitter views. We use a robotic arm to rotate the objects, while aligning with reflection measurements.
II. Formulation
Inverse scattering algorithms are typically built with two volume integral equations (VIEs). To use the VIEs in experimental inverse scattering, we must model the fields radiated and received by the transducers, and incorporate this model into the VIEs. What follows is the acoustic analog of our previous work [13] [14] [15] , in which we combined an antenna model and electromagnetic inverse scattering algorithm.
We first give the traditional acoustic volume integral equations. We then summarize the source-scattering matrix formulation and adapt it to ultrasound frequencies.
Then the acoustic propagation model is derived, which is the basis for the self-characterization method. Finally, we modify the volume integral equations so that they are consistent with the transducer model.
A. Traditional Volume Integral Equations
The acoustic VIE for the total pressure field in the presence of an inhomogeneous distribution of compressibility, density, and compressive loss, is given by
where k o 2 = ω 2 ρ o κ o is the lossless background wave number and g(r, r′) is the free-space Green's function with wave number k. The incident field, ϕ inc (r), is the field in the absence of the object. We define the following contrast functions for the density, compressibility, and compressive loss, respectively, as
where ρ o , κ o , and α o are the background material constants. The quantities δρ −1 and δκ are unitless, and δα is an absolute measure of compressive loss with units of Pa −1 s −1 . defining the scattered field as
we can write the VIE for the scattered field concisely as
where we define the object function O(r) as the linear operator
r r r r δκ δα κ ω δρ
In the context of inverse scattering, (1) represents the solution to the forward scattering problem and (7) is used to relate the material contrasts to scattered field measurements outside the object domain. Traditionally, these equations are used as is to develop inverse scattering algorithms.
B. Source Model 1) Field Expansion:
The pressure field about an acoustic source can be expanded in terms of incoming and outgoing wave functions as 
where a lm and b lm are the multipole coefficients for incoming and outgoing harmonics, respectively, r is the position vector, and ℜ means the regular part of the corresponding Bessel function. The double sum is hereafter abbreviated lm ∑ with the same limits. The free-space scalar wave functions are given by [17] 
where
( ), and Y lm (θ,ϕ ) are the spherical angular harmonics.
2) Source Scattering Matrix Formulation:
Following the source scattering-matrix formulation [18] , [19] , a transducer is connected through a shielded transmission line to a voltage source or receiver, Fig. 1 . We define a o and b o as complex outgoing and incoming modes, respectively, on the transmission line measured at a reference plane. We relate these modes to the multipole coefficients of the pressure field through a linear model 
where t lm and u lm are transmit and receive coefficients, respectively. The matrix S lm,l′m′ captures the passive scattering properties of the acoustic source and Γ is the reflection coefficient seen looking into the device. From electro-acoustic reciprocity, the following relations can be derived between the transmit and receive coefficients [18] ,
where ρ o , c, and k are the background density, sound speed, and wave number, respectively, and Z o is the characteristic impedance of the line.
3) Relation to Total Line Voltage:
The use of left and right traveling line voltages is advantageous for microwave problems, because it allows the source-scattering formulation to be naturally adapted to microwave s-parameters [13] . Given the long electrical wavelengths at ultrasound operating frequencies (1 to 10 Mhz), full network analysis is not usually required. We measure only the total line voltage, so there is no need to define a phase reference plane on the transmission line. however, the electrical impedance (and thus the reflection coefficient) of the acoustic source does affect the system response. here, we modify the source scattering formulation for use with the total line voltage.
The total line voltage is given as 
It is enough to lump the effects of the reflection coefficient into the reciprocity relations. The source model is now
with
where we define c r as the reciprocity constant. The overarching assumption is that the devices do not transmit and receive simultaneously, or, if they do, the signals can be separated, for example, by time gating.
It may be difficult or impossible to measure Z o , Γ, and possibly the other coefficients accurately (especially with commercial ultrasound probes). however, we see that u lm and t lm are simply linearly proportional by systematic constants. The important part of the reciprocity relation is the dependence between u lm and t lm on −m.
C. Acoustic Propagation Model
next we derive an acoustic propagation model relating the multipole fields of two transducers to voltage measurements between them. This model will be used later for the characterization procedure. an analogous propagation model for antenna electric fields and microwave s-parameter measurements can be found in [13] .
let there be two acoustic transducers, which could be elements on different scan heads, one transmitting in a frame i, the other receiving in a frame j. Both have their own field expansion and set of transmit and receive coefficients. assuming no multiple scattering between the sources, the fields in each frame are expanded as
where r i and r j are frame-centered position vectors. From the addition theorem, the multipole coefficients of the two frames are related by
is the translation matrix [17] , and is evaluated with the vector that points from frame i to frame j. Using (17) , (18) , and (23), the input/output voltages of the two transducers are related by
substituting (19) into (24) and taking m′ → −m′, we have the acoustic propagation model in terms of only transmit coefficients:
where c j r depends on the properties of the receiver. Eq. (25) relates the transmit coefficients of two transducers to voltage measurements between them.
D. Modified Acoustic Volume Integral Equations
Before using the VIEs in the inverse scattering algorithm, we must make them consistent with the transducer model. like [14] , in which we derived a new kernel to directly link the electrical properties of an object to microwave s-parameter measurements, we can derive an analogous kernel for the acoustic problem. This kernel directly links the object acoustic properties to measured voltages. The kernel will be a single-argument scalar function specific to the receiver, which will replace the two-argument scalar Green's function. By reciprocity, we will see that it is proportional to the transducer incident field, implying that only the incident field is required to calibrate an acoustic inverse scattering experiment.
1) Normalized Fields:
We first define the normalized incident pressure field by substituting the transducer model into (9) when the transducer is purely transmitting.
where φ inc ( ) r is the normalized incident field. It is the field given by only the transmit coefficients.
We define the normalized total field,
This is the same total field given by (1) but due to the normalized incident field.
2) Receiver Kernel:
To derive the receiver kernel, we first expand the scattered field from the VIE as incoming waves in the frame of the receiver. after using the transducer model, we rearrange the expression to resemble a VIE from which we can identify the new kernel.
The addition theorem for the scalar Green's function is given by [17] ,
where we have taken the case |r| < |r′|. The wave function ψ * is the same as ψ, but with the angular harmonics conjugated. substituting (30) into (7) and rearranging, we can write the scattered field in the frame of a receiver in terms of incoming waves:
where the multipole coefficients are
substituting (32) into (17), we can write the output voltage as
By rearranging this, we can identify the receiver kernel, which we label ˆ,
The function ĝ( ) r′ directly relates the output voltage of the receiver to the material properties of the object through the transducer model. It is the acoustic analog of the receiver kernel derived in [14] for electromagnetics.
Finally, let there be two transducers, one transmitting in frame i, the other receiving in frame j. The total pressure field in the object is due to the transmitter. dividing both sides of (34) by the transmit voltage, we can write the scattered field VIE in terms of the normalized total field of the transmitter and the input/output line voltages as
where ĝ j ( ) r′ is the kernel for the receiver.
3) Reciprocity Relation: By reciprocity, we can show that ĝ j ( ) r′ is related to the incident field of the receiver. substituting the transmit and receive coefficient reciprocity relations, (19) , into (35),
and using the relation Y lm
which is the expansion for the normalized incident pressure field multiplied by a scaling factor
Finally, we write the scattered field transmit/receive voltage ratio in terms of the normalized incident field of the receiver and normalized total field of the transmitter as
This equation consistently links the material properties we wish to image to the voltages we measure. only the normalized incident fields of the transmitters and receivers are required to do this. We will use (40) in the inverse scattering algorithm when comparing forward model predictions to measurements. This is the acoustic analog of the expression derived in [14] for microwave s-parameter measurements.
III. Ultrasound source characterization
The next step is to determine the incident fields of the transducers, which are the quantities needed to characterize an inverse scattering experiment. The incident fields can be measured directly or computed with (27) after the transmit coefficients are found. The transmit coefficients can be estimated with simulation or determined from measurement.
We would like to determine the transmit coefficients in a way that stays within the formalism of the sourcescattering model because of the rigor and versatility of the preceding derivation. here, we discuss several aspects of this problem and the motivation for our method of choice given the experimental circumstances. Keep in mind that we intend to characterize the transducer elements of commercial hand probes.
A. Hydrophone Characterization
If the pressure field from an acoustic source can be sampled with a calibrated hydrophone, then it is possible to estimate the transmit coefficients by solving a linear inverse problem. The source model is given by
where r n are the locations of N hydrophone pressure field measurements, and V in is the frequency component of the driving voltage. With enough measurements for a given frequency, t lm is estimated by solving a linear system of equations over (41). although direct pressure measurements lead to the simplest estimation of the transmit coefficients, the main challenges with this approach are 1) alignment and positioning, 2) obtaining the hydrophone transfer function, and 3) repeatability. Furthermore, the pattern and frequency response of the hydrophone must be taken into account.
We are interested in characterizing multi-element commercial transducer probes. commercial probes present a challenge to the method described here because of the difficulty of positioning individual elements as well as modeling the system electronics.
B. Simulation
In our previous work characterizing antennas [13] , we took advantage of the fact that we could make our antenna construction and its cad model for our commercial simulation package (ansoft hFss) completely consistent. This enabled us to estimate the antenna transmit coefficients using simulated electric fields and an expression similar to (41). however, complications arise when trying to simulate ultrasound transducers for the same purpose.
First, we do not fabricate ultrasound transducers ourselves. They are an assortment of piezoelectric resonators, matching layer (to water), impedance matching (to driving circuit), grounding layer, plastic membrane, water proofing, and focusing lens [20] . It is possible to obtain a rough mechanical layout by obtaining an X-ray image of a transducer, but the exact material properties and boundary conditions are difficult to obtain. Even if all of the mechanical properties are known, simulating the electro-acoustic response requires a multi-physics simulation package which can model anisotropic piezoelectric material.
second, the open-access package Field II [21] simulates the free-space radiation patterns of transducer apertures and arrays. however, it is based simply on the linear impulse response of ideal apertures, and does not account for the driving circuits or any mechanical features of the transducers. Thus, the simulated fields are not suitable for full-wave characterization.
although piezoelectric transducers are difficult to fully simulate, the simplicity of cMUT transducers has allowed successful electro-mechanical simulations which agree with measurements [22] . The transmit coefficients of these devices might be estimated from simulation, which we note as possible future work.
C. Nonlinear Inversion of the Propagation Model
Without full electromechanical simulation or hydrophone measurements of our commercial transducers, the final option is to obtain the transmit coefficients by inverting the propagation model. This allows us to stay within the formalism of both the source-scattering model and modified VIEs, and estimate the transmit coefficients directly from measurement. It represents a hydrophoneless, multi-source self-calibration technique. Two or more transducers are required, with known locations and measured transmit and receive line voltages, from which pairwise transducer responses are used to build an inverse problem around (25) .
The advantage of this approach is that all the necessary physics are contained in the propagation model: translation matrices capture wave propagation, and reciprocity relates the transmit coefficients of different transducers to each other. The need for multiple pair-wise measurements is satisfied by imaging setups with multi-element commercial probes. The disadvantage is that, because the transmit coefficients inherently capture the absolute phase of the radiated fields, the locations of the transducer reference frames must be known or assumed with submillimeter accuracy. We must also sample the fields throughout the region in which we intend to compute the incident field.
The propagation model is a nonlinear function of the transmit coefficients, but only polynomial to second order. The weakly nonlinear form allows us to derive a semianalytic conjugate gradient search for the minimum of a least-squares function. This is advantageous for large data sets and fast optimizations. We develop this in the next section and will use it to estimate the transmit coefficients from measurements.
1) Cost Function and Forward Model:
We estimate the transmit coefficients by minimizing a cost function comparing measured voltages to propagation model predictions.
Following [23] , the least squares cost function for a general nonlinear problem is
The vector norms are defined over model and data spaces through their respective inverse covariance matrices, C 
, , 
In the case in which all the transducers in the problem are identical, the model has quadratic form, and we essentially solve the problem c = x 2 . however, for multiple distinct transducer elements, for which each transducer has its own set of transmit coefficients, the forward model takes the form c = xy. In the former case, the answer is unique to within a sign. For the latter, it is impossible to uniquely separate the product of two unconstrained variables.
The properties of the forward model suggest: 1) that we should attempt to solve a self-characterization problem only when we can assume all the transducers are identical, and 2) the polynomial form enables us to derive an analytical expression for the step length in a conjugate gradient minimization, enabling a fast gradient search.
To facilitate the derivations here and in the appendix, we write the forward model in matrix notation as
where () t is vector transpose, N is a diagonal matrix containing c r (−1) m , and the rows of a ji are evaluated at m′ → −m′.
2) Gradients: assuming the data are independent, the gradient of the cost function with respect to the model parameters is given by
where ∂g ji /∂m is the vector of partial derivatives of the forward model with respect to the model parameters. The partial derivatives of (47) are computed with the help of these matrix identities:
If the transducers are identical, t = t j = t i , for all i and j, then
If the transducers are different, then the gradients are
3) Conjugate Gradient Updates: regardless of whether we are solving for identical or different transducer transmit coefficients, the conjugate gradient updates are defined
where α n is the step length and γ n is the steepest decent vector. β n is given by
where 〈,〉 is a simple dot product. The step length α n is found by minimizing the cost function at each step. Given the form of the forward model, this can be done analytically as described in the appendix.
4) Summary of Optimization Routine:
We derived a nonlinear optimization routine to invert the acoustic propagation model for the transducer transmit coefficients given pair-wise voltage responses. all of the preceding steps were used to implement this routine. Experimental results follow in the next section.
Much time was spent analyzing this inversion routine in simulation. results obtained in our simulations were consistent with the algorithm presented here. With perfect data and perfect knowledge of the source locations, the transmit coefficients for multiple identical sources could be recovered uniquely to within a sign, from a wide range of initial conditions. It was also determined that when solving for multiple different transducer transmit coefficients, that the synthetic measured data could be fit quite well, but the solution was not correct and dependent on the initial condition, demonstrating non-uniqueness.
IV. Ultrasound Probe characterization Experiment
To test the nonlinear source characterization in the previous section, we built the setup shown in Fig. 2 . This setup was also used for the inverse scattering (see next section) so that the characterization and imaging were performed in identical geometries. Two commercial Phillips aTl l7-4 transducers (Philips healthcare, andover, Ma) were mounted facing each other in a water tank. Each probe had 128 transducer elements in a linear array. The probes were connected to a Verasonics data acquisition system, which was programmed to collect all combinations of transmit and receive signals between the opposite-side elements. The mount was custom made out of King starBoard (King Plastic corp., north Port, Fl). The mounting holes are separated by 1 cm to allow linear translation of the probes relative to one another. The blue holders were created with the help of the University of Michigan 3-d lab. The probes were laser scanned and the scan was used to create a 3-d cad model of the holders. The holders were then fabricated with a 3-d printing system.
We took transmission measurements in probe positions that would sweep out the imaging domain. This allowed us to sample the field both at points in the imaging domain as well as at the receiver locations. This setup, however, restricts our field samples to a plane, which is a compromise we made to avoid more involved 3-d geometries. The transducer elements of the l7-4 probe are known to be 4 mm tall, 0.3 mm wide, with a spacing of 0.4 mm.
Transmitted signals were two cycle pulses with a 5 Mhz center frequency, which was the center frequency used for the position optimization in the next section. The Verasonics system was set to sample at 4 samples per wavelength, giving a sample rate of 20 Mhz. In water, the wavelength at 5 Mhz is 300 μm. The characterization and imaging were performed at 3.75 Mhz, where the wavelength is 400 μm in water.
A. Position Inversion and Virtual Sources
Before performing the characterization, we must know or assume the locations and orientations of the transducer reference frames. This is not easily done mechanically be-cause of the probably imprecise positioning of the transducer elements in the transducer housing, so we use time of flight. The time of flight is recorded between all (or many) elements on the opposing probes and used to solve a triangulation problem for the position and orientation of one array relative to the other. We assume we know the spacing of the array elements and that all the elements lie on a line.
We mention several experimental conditions. We use time zero of the time traces as a common reference, because the receive channels of the Verasonics begin recording at the same time on each occurrence of a transmit pulse. The identical timing of the channels is the only common reference between all transmit and receive data. second, this allows measurements of the delay in firing of the transmit pulse equivalent to about one wavelength. Third, each transducer has a lens on its face with a lower speed of sound. This lens is designed to focus the radiation from each element in the elevation direction, so that focused beams used for everyday diagnostic ultrasound are restricted to a thin plane out to a modest distance from the transducer. This lens introduces a delay on both the transmit and receive signals. last, the pulse may be delayed either by the system, the cables, or probe head, and we may not be able to quantify this delay.
We measured the time of flight relative to the beginning of the time trace using an envelope-max, shown in Fig. 3 . The firing delay was accounted for by subtracting half a pulse length in water from the time of flight measured at the peak of the envelope. To properly account for the delay induced by the lenses, one approach is to solve Fermat's least action integral for the two-layered boundary, which we did not do here because the properties of the lens were not known.
The effects of not accounting for the lenses, or other delays, in a time of flight position estimation are that we will find the location of a virtual source behind the actual source location. We rationalize this as follows: 1) accounting for the lens in the propagation model inversion is not trivial, and 2) if the lenses do not adversely affect the radiation pattern in the azimuth plane (the plane of the array), then, using the virtual positions, we can solve for the transmit coefficients of equivalent sources at the virtual locations. In doing so, the effects of the lenses are accounted for by a free-space spatial offset. Finally, if we are finding virtual source locations and transmit coefficients, we can now also lump the effects of miscellaneous system delays into the virtual source location. This was the reasoning going forward and the assumptions under which we performed the following computations and experiments. Fig. 4 shows a diagram of the transition from what we believe to be the actual system to the virtual source configuration.
The forward model for the position inversion is diagrammed in Fig. 5 and is given by . actual and virtual sources and receivers. The signal fires at t 0 , emanates from the transducer at t 1 , arrives at the receiving transducer at t 2 , and is recorded at t 3 . The virtual source and receiver lump any delays into a spatial offset.
the locations of the array elements, with d being the separation of the elements.
B. Speed of Sound in Water
The speed of sound of the water bath was determined by the temperature at the time the data were taken and the lookup table in [24] . This was periodically cross checked with pulse-echo reflections off a plate for a transducer stepped on a micrometer. The two methods agreed to within 0.1% at 3.75 Mhz for speeds around 1495 m/s at 24.3°c.
C. Position Inversion Results
after determining the times of flight between all elements, we minimized an l1 cost functional over (56); the l1 norm was used to automatically eliminate outliers in the time of flight data created by the envelope search.
We solved for the location and orientation of the second transducer relative to the first. Thus, we let c 1 = 0 and ˆv 1 = x and the six model parameters are then the elements of the vectors c 2 and ˆ.
v 2 The initial conditions used were c 2,o = c * t center , y where t center is the time of flight between the two center elements and ˆ, v 2 o = −x, which assumes that the arrays are initially parallel and centered.
This optimization was performed for seven positions. The results are shown in Fig. 6 . The probe position separations were consistent with our 1 cm spacing, but the receive array was shifted along the array direction by nearly a millimeter. This was confirmed visually, and corresponds to a translation equivalent to several array elements. We ignored the z coordinate offset and z orientation component, because 1) the position inversion is not sensitive to that dimension unless the array is grossly tilted in the x-z plane, and 2) these variations are small compared with variation in the element radiation patterns in the elevation direction.
D. Characterization Results
having estimated the locations of the sources, we then estimated the transmit coefficients using the method outlined in section III-c. We did this in the frequency domain at 3.75 Mhz, which was then the frequency used for imaging. although more frequencies ultimately help the inverse scattering algorithm, a single frequency is sufficient to confirm that the characterization and imaging algorithm work together. This frequency was the lowest at which we could drive the transducers for clean signals; lower frequencies allow more freedom for phase and position errors.
although the derivation of (40) is rigorous, we mention the problem of determining the systematic constants in the context of this experiment. These include Z o , Γ, and the Verasonics system electronics transfer functions, which would convert sampled signals to absolute voltages. We did not measure these for the following reasons. By determining the transmit coefficients in the same system configuration used to take data for the inverse scattering, the constants carry through to the computation of the normalized incident field in the VIE. In other words, we estimate scaled transmit coefficients using digitized voltage data. The same transmit coefficients are used to compute the normalized incident fields in the VIEs. To port the transmit coefficients to another system, new constants would have to be determined.
Because we cannot take data out of plane, we only need to describe the element radiation pattern in the imaging plane, and so we chose to invert for multipole harmonics up to l = 8. We assumed all transducer elements are identical.
The frames of elements on the second probe were rotated by means of rotation matrices in the propagation model [13] . after many trials, we found the best results by using data from a subset of elements from each probe and a few positions. For the presented examples, we used data from every tenth element and two positions to obtain the results below. These were chosen to subsample each array and avoid underfitting. Fig. 7 shows the residual with each iteration of conjugate gradient minimization. The residual drops monotonically, meaning that our algorithm was coded correctly. The behavior of the residual is more complicated than for a typical linear problem; the residual of a linear problem would look smoothly logarithmic. Fig. 8 shows the real and imaginary parts of the estimated transmit coefficients. This plot is essentially the spectral power of each multipole in the radiation pattern of the elements. Fig. 9 shows the measured and predicted magnitude and phase of the data for a small subset of transmitterreceiver pairs after the transmit coefficients were found. The groups are receivers per transmitter. We see that the overall shape of the magnitude is well fitted, and that the phase is fit well, to within 20°. This indicates that the inversion was working to correctly fit the data.
The normalized pressure field computed with the transmit coefficients is shown in Fig. 10 . This is the normalized magnitude in the plane of the probes, and is the incident field we will use in the inverse scattering algorithm. The asymmetric side lobes come from having incomplete information in those directions; the fields are only constrained where we took data with the second probe.
V. Ultrasound Inverse scattering Experiment
We formed images of compressibility and absorption with the acoustic inverse scattering algorithm in [9] . The algorithm is based on the Born iterative method (BIM) with neumann series forward scattering solver. We replaced the scattered field VIE in that algorithm with the modified VIE of (40), and used normalized incident fields computed with the estimated transmit coefficients.
We formed images of the 2-d cross section of cylindrical targets using the full 3-d inverse scattering algorithm using transmission data only. Because of the limited angle acquisition geometry of the opposing probes, we rotated the objects to adequately sample the scattered fields. The objects hung from the metal rod and are weighed down. We assumed the imaging domain was very thin and ignored out-of-plane scattering. The modified algorithm was tested in simulation with this geometric configuration and the transmit coefficients estimated previously, which confirmed that the inversion algorithm and forward solver were self-consistent, the details of which are not included here.
several objects were used to test the inverse scattering algorithm. The objects consisted of metal, plastic, and worm rubber cylinders. The hard objects tested resolution. Worm rubber has a speed of sound less than water and attenuation greater than water and was used to test the contrast. 
A. Rotator Alignment
We rotated the objects using the six-axis robotic arm shown in Fig. 11 . Given the sensitivity of the algorithm to position errors, we aligned the center of rotation as best we could at the coordinate center of the object domain. a smooth metal cylindrical rod was attached to the center of the last arm axis. This rod was used for attaching objects and was aligned in the x-and y-directions using pulse echo measurements.
B. Image Reconstructions
We formed images at 3.75 Mhz using 12 or 36 object rotations and a subset of transmitters and receivers on each probe. The imaging domain was about 2 cm on a side.
1) Example 1: Worm Rubber
Cylinder: an approximately 4-mm diameter cylinder of worm rubber was imaged [ Fig. 12(a) ]. From mass/volume measurements of the worm rubber samples, their density was 1.02 g/cm 3 . The speed of sound was estimated from differential time of flight to be 1406 m/s. From this, the compressibility was determined to be 4.98e-10 1/n, which equates to a contrast with water of 0.102. attenuation coefficient was measured separately at 3.75 Mhz as 3.2 dB/cm/Mhz [25] . Twelve rotations of 30° each were used for this object.
Figs. 12(b) and 12(c) show images formed by the inverse scattering algorithm of compressibility contrast, δκ, and absorption contrast, δα, respectively, as defined by (4) and (5) . The inverse scattering algorithm was terminated after 12 BIM steps with 12 conjugate gradient steps per iteration. The object location, shape, and approximate size are recovered. The value of compressibility is too large by a factor of six and the absorption shows a ring artifact. These are most likely due to the thin imaging domain, in which the recovered values are trying to compensate the predicted scattered fields. This effect is discussed in more detail in the next section. however, the signs of the two contrasts are correct, which indicates that (40) was derived correctly. similar effects are present in the examples that follow. The streaks along the outside of the imaging domain are rotation artifacts.
2) Example 2: Two Metal Filaments:
We imaged two thin metal filaments to test resolution, even though the material hardness is not captured by the physics of the inverse scattering algorithm. The filaments are shown in Fig. 13(a) . The rods were brass with 0.5 mm diameter and separated by approximately 2 mm.
Figs. 13(b) and 13(c) show images formed by the inverse scattering algorithm of compressibility contrast, δκ, and absorption contrast, δα, respectively. The inverse scattering algorithm was terminated after 5 BIM steps. The object location and shape of the object are recovered. The compressibility contrast is negative and absorption is positive. This is the correct direction for compressibility, because we expect the compressibility of brass to be less than water. The ringing artifacts and streaks are due to the use of only twelve rotations.
VI. discussion
The goal of this work was to extend our source characterization work in experimental microwave inverse scattering [13] [14] [15] to the problem of characterizing commercial transducer probes for transmission acoustic inverse scattering. The two main challenges were 1) the small spatial scales of acoustic waves and 2) the need to characterize transducers using measurements instead of simulation. These two differences motivated the derivation of a selfcharacterization method for commercial probes based on nonlinear inversion of an acoustic propagation model. We derived the propagation model in section II-c and the nonlinear inversion in section III-c. The method allowed us to estimate the transducer transmit coefficients from pair-wise measurements. We further derived a modified scattered field VIE in section II-d so that, once the transmit coefficients were estimated, the incident fields computed with them were rigorously linked to volume integrals of the inverse scattering algorithm. We also used an additional optimization with time of flight to solve for the positions of the two probes. several experimental assumptions were necessary given the available setup, but these were limited as much as possible.
From the results of the characterization and imaging, together with the assumptions of the experiment, the method showed reasonable success. The characterization inversion fit the data well. The targets were mostly recovered and the signs of their quantitative values followed physical expectations. Without the transducer model, the inversion produced contrasts with flipped signs and contrasts that were too large by an order of magnitude. a major assumption affecting image quality and interpretation was imaging 2-d slices of inherently 3-d objects. This was necessary given the limited data acquisition geometry, where we assumed the cylindrical geometry and long distances would allow us to ignore out of plane scattering. This assumption likely contributed to the contrast values being too high. To illustrate this, we ran an idealized simulation showing the effects of object reconstruction in a thin-3-d domain when scattered fields are generated from a thick-3-d domain. Ideal point-sources in the same geometry as the experiments are used. The object consists of two cylinders, both with compressibility contrast of 0.1, shown in Fig. 14(a) . The thick-3-d domain is 8 × 8 × 10 λ, whereas the thin-3-d domain is 8 × 8 × 1 λ, where λ = 0.4 mm. scattered fields are generated from the cylinders in the thick domain. Fig. 14(b) is the 2-d profile of the object reconstructed in the thick-3-d domain; Fig. 14(c) shows the object reconstructed in the thin-3-d domain. The peak contrast of the object reconstructed in the thin domain is overestimated by a factor of 9. In simulated examples, such as this, overestimation scales with the ratio of domain thicknesses, because the algorithm is trying, in effect, to conserve the scattered field power radiated by the objects in each domain.
Finally, we did not have independent confirmation of the accuracy of the forward-scattering model, i.e., the combination of the estimated transmit coefficients, computed incident fields, and scattered field predictions by the new VIE. This would have required the precise position and material properties of known targets, which was not possible with this experimental setup. Motion undoubtedly contributed to image artifacts as well.
VII. conclusion
We derived and provided initial experimental testing of a new self-characterization method for commercial ultrasound probes which was designed for transmission inverse scattering. We first modified the traditional volume integral equations to make them consistent with the transducer model. This was an extension of our previous work modeling antennas for electromagnetic inverse scattering. We then derived an optimization procedure based on the nonlinear inversion of an acoustic propagation model to obtain the transducer transmit coefficients from measured data. We described our two-probe experiment, including provisions to estimate the probe locations and align a robotic rotator. The characterization results showed that the inversion fit the measured data well. We then tested our inverse scattering algorithm with modified volume integral equations. The images showed that the values of the contrasts of simple objects were physically consistent with expected values, but image quality suffered from assumptions inherent in the experimental setup. This is the groundwork for future better versions of full-wave calibration with other transducers and imaging algorithms, without which we will not be able to improve ultrasound much beyond what has been the state of the art for many years.
The transducer model and modified VIE are rigorous and versatile, but further investigation is required to better evaluate the performance of the nonlinear characterization and acoustic imaging algorithm. In future work, we will explore using simulation to obtain the transducer transmit coefficients, and explore viable options for independent validation of the forward-scattering model at ultrasound spatial scales. The propagation model could also be used to include the full radiation and phase patterns of hydrophones for hydrophone characterization of transducers.
appendix step length
We choose α n to minimize the cost function at each step. substituting the expression for m n into the cost function, 
Because this forward model is only polynomial nonlinear, we will obtain a polynomial in α, the minimum of which can be found using standard algebraic techniques. To help the bookkeeping, we first write the forward model in matrix notation with two generic model vectors representing receivers and transmitters 
where a and b are model vectors for receiver and transmitter positions, respectively. after substituting the update step, and rearranging, 
