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Abstract—This technical note studies a class of distributed
nonsmooth convex consensus optimization problem. The cost
function is a summation of local cost functions which are
convex but nonsmooth. Each of the local cost functions consists
of a twice differentiable (smooth) convex function and two
lower semi-continuous (nonsmooth) convex functions. We call
this problem as single-smooth plus double-nonsmooth (SSDN)
problem. Under mild conditions, we propose a distributed dou-
ble proximal primal-dual optimization algorithm. The double
proximal operator is designed to deal with the difficulty caused
by the unproximable property of the summation of those two
nonsmooth functions. Besides, it can also guarantee that the
proposed algorithm is locally Lipschitz continuous. An auxiliary
variable in the double proximal operator is introduced to estimate
the subgradient of the second nonsmooth function. Theoretically,
we conduct the convergence analysis by employing Lyapunov
stability theory. It shows that the proposed algorithm can make
the states achieve consensus at the optimal point. In the end,
nontrivial simulations are presented and the results demonstrate
the effectiveness of the proposed algorithm.
Index Terms—nonsmooth convex optimization; distributed op-
timization; primal dual; proximal operator.
I. INTRODUCTION
This note aims to propose a smooth algorithm for a class of
distributed nonsmooth convex consensus optimization prob-
lem. The cost function in this problem is a summation of
local cost functions and each of them consists of a smooth
(differentiable) convex function and two nonsmooth (nondif-
ferentiable) convex functions, all of which are derived from
practical meanings. Although both of the nonsmooth functions
are proximable, their summation might not be (a function
being proximable means the proximal operator of this function
has a closed or semi-closed form solution and is computation-
ally easy to evaluate [1]). Moreover, all the solutions to this
optimization problem must achieve consensus. We call such
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a problem as single-smooth plus double-nonsmooth (SSDN)
problem. A wide range of problems in the field of machine
learning and multi-agent system optimization fall into SSDN
form. For example, in the distributed version of the fused
LASSO problem [2], the least squares loss is smooth. The
l1 penalty and another penalty with respect to the changes
of the temporal/spatial structure in this problem are usually
nonsmooth. Besides, a consensual solution to this problem
should be obtained. In the distributed constrained consensus
optimization problems of multi-agent systems, which are dif-
ferent from [3]-[6], the local cost function of agent i contains
a smooth function and two nonsmooth functions standing for
two different constraints. Consensus needs to be achieved
at the optimal point of this problem. Due to the important
implementation mentioned above, the SSDN problem has
attracted increasing attentions.
There are two important categories of the existing algo-
rithms for solving the distributed nonsmooth optimization
problem. The first category includes the nonsmooth algorithms
(see, [7]-[15] for example.) whose convergence was proven
based on nonsmooth analysis [16]. Many distributed subgra-
dient algorithms were presented as discrete-time systems with
diminishing step-sizes [7]-[9] or continuous-time systems [10]
to deal with the distributed nonsmooth optimization problems.
[11]-[15] proposed various projected primal-dual algorithms
in the form of differential inclusions to solve the distributed
nonsmooth constrained optimization problems. Since the algo-
rithms in the first category are nonsmooth, the subgradient of
the nonsmooth cost function is discontinuous and may cause
violent vibration in the systems, which is actually unacceptable
especially for multi-agent dynamical systems. Moreover, it is
also hard to prove the convergence properties of nonsmooth
algorithms. The second category includes smooth algorithms
(see, [17]-[20] for example.) which employed the proximal
methods [21] to solve the distributed nonsmooth optimiza-
tion problem. [17]-[18] proposed several proximal gradient
algorithms for solving the distributed optimization problems
with nonsmooth local cost functions. [19]-[20] designed prox-
imal gradient alternating direction method of multipliers (PG-
ADMM) to solve the distributed nonsmooth convex optimiza-
tion problems. However, the aforementioned algorithms can
not deal with SSDN problems (pointed out in [22]-[24]), since
the summation of two proximable nonsmooth functions may
not be proximable. As for the centralized version of SSDN
problem, [1] proposed a double proximal gradient algorithm,
2but it is infeasible for the distributed nonsmooth optimization
problem.
In this note, the SSDN problem is addressed. A distributed
smooth double proximal primal-dual algorithm is proposed to
make the states of the agents achieve consensus at the optimal
point to the SSDN problem. The contributions of this note are
summarized as follows.
(i) This note explores the SSDN problem, which widely
arises in the subject of machine learning and multi-agent
system optimization. To the best of our knowledge, very few
studies on smooth algorithms for this problem have been
carried out under the framework of distributed optimization.
(ii) A distributed smooth primal-dual algorithm using the
double proximal operator is proposed. To tackle the main
difficulty caused by the unproximable property of the sum-
mation of the two nonsmooth functions in each local cost
function and ensure smoothness of the proposed algorithm,
the double proximal operator is employed. In the double
proximal operator, an auxiliary variable is designed to estimate
the subgradient of the second nonsmooth function. Moreover,
compared to the double proximal gradient algorithm [1], the
proposed algorithm is a distributed primal-dual algorithm.
(iii) The convergence and correctness of the proposed al-
gorithm are proved by using Lyapunov stability theory. The
proof avoids using the nonsmooth analysis and provides novel
insights into analysis of primal-dual type algorithms.
The rest of the note is organized as follows. In Section II,
some basic definitions of graph theory, and basic concepts
of proximal operator are presented. Section III shows the
SSDN problem. In Section IV, we propose a distributed
smooth continuous-time primal-dual algorithm, which applies
the double proximal operator. In Section V, the proof for the
convergence and correctness of the algorithm is presented. In
Section VI, simulations show the effectiveness of our proposed
algorithm. Finally, Section VII concludes this note.
II. MATHEMATICAL PRELIMINARIES
In this section, we introduce necessary notations, definitions
and preliminaries about graph theory and proximal operator.
A. Graph Theory
A weighted undirected graph G is denoted by G(V , E ,A),
where V = {1, . . . , n} is a set of nodes, E = {(i, j) : i, j ∈
V ; i 6= j} ⊂ V × V is a set of edges, and A = [ai,j ] ∈ Rn×n
is a weighted adjacency matrix such that ai,j = aj,i > 0
if (j, i) ∈ E and ai,j = 0 otherwise, where Rn×n denotes
the set of n-by-n real matrices. j ∈ Ni denote agent j is a
neighbour of agent i. The Laplacian matrix is Ln = D −A,
where D ∈ Rn×n is diagonal with Di,i =
∑n
j=1 ai,j , i ∈
{1, . . . , n}. Specifically, if the weighted graph G is undirected
and connected, then Ln = L
T
n ≥ 0, rank (Ln) = n− 1 and
ker(Ln) = {k1n : k ∈ R}, where Rn denotes the set of n-
dimensional real column vectors and 1n ∈ Rn is the vector of
all ones.
B. Proximal Operator
Let f(δ) be a lower semi-continuous convex function for
δ ∈ Rr. Then the proximal operator proxf [η] and the Moreau
envelope Mf [η] of f(δ) at η ∈ Rr are
proxf [η] = argmin
δ
{f(δ) +
1
2
‖δ − η‖2} (1)
Mf [η] = inf
δ
{f(δ) +
1
2
‖δ − η‖2} (2)
where ‖ · ‖ denotes the Euclidean norm.
The Moreau envelope Mf [η] is essentially a smooth or
regularized form of f(δ) at η: it is continuously differentiable,
even when f(δ) is not.
Define the indicator function of a closed convex set Ω as
IΩ(δ) = 0 if δ ∈ Ω and IΩ(δ) = +∞ otherwise. We have
proxIΩ [η] = PΩ[η], where PΩ[η] = argminδ∈Ω ‖δ − η‖ is
the projection operator. Let ∂f(δ) denote the subgradient of
f(δ). If f(δ) is convex, then ∂f(δ) is monotone, that is, (ζδ1−
ζδ2)
T (δ1 − δ2) ≥ 0 for all δ1 ∈ Rr, δ2 ∈ Rr, ζδ1 ∈ ∂f(δ1),
and ζδ2 ∈ ∂f(δ2). δ = proxf [η] is equivalent to
η − δ ∈ ∂f(δ) (3)
III. PROBLEM DESCRIPTION
In this section, the SSDN problem is formulated. We
consider a network of n agents with first-order dynamics,
interacting over a graph G. For each agent i ∈ {1, · · · , n},
there are three functions f0i , f
1
i , f
2
i : R
q → R contained in the
local cost function fi(xi) : R
q → R, where f0i is a smooth
convex function, f1i (f
2
i ) is a nonsmooth convex function, and
R denotes the set of real numbers. Each agent i only has the
information about f0i , f
1
i and f
2
i .
The SSDN problem is described as follows
min
x∈Rnq
F (x) =
n∑
i=1
fi(xi)
where fi(xi) = f
0
i (xi) + f
1
i (xi) + f
2
i (xi)
s.t. Lnqx = 0nq (4)
where Lnq = Ln ⊗ Iq , Iq denotes the q × q identity matrix
and Ln ⊗ Iq is the Kronecker product of matrices Ln and Iq .
xi ∈ Rq is the state of i-th agent, and x = [xT1 , x
T
2 , · · · , x
T
n ]
T .
The constraint presented in (4) indicates that all the solutions
must achieve consensus. Each agent only exchanges informa-
tion with its neighbours in a fully distributed manner.
Remark 3.1: Problem (4) is a very general model, which
provides a new viewpoint of many problems in recent dis-
tributed constrained optimization [7], [9], [13]. For example,
if f1i (xi) is an indicator function of the convex set Ωi,
then f1i (xi) is equivalent to the constraint set xi ∈ Ωi. If,
additionally, f2i (xi) = µ‖xi‖1, the optimization problem is a
fused LASSO problem with the set constraints x ∈ ∩ni=1Ωi,
where ‖ · ‖1 denotes the l1 norm.
The assumptions below are made for the wellposedness of
the problem (4) in this section.
3Assumption 3.1: f0i is twice continuously differentiable and
strongly convex for all i ∈ {1, · · · , n}, which means there
exists a constant c > 0 such that for agent i,
(∇f0i (ϑ1)−∇f
0
i (ϑ2))
T (ϑ1 − ϑ2) ≥ c‖ϑ1 − ϑ2‖
2 (5)
where ϑ1 ∈ Rq, ϑ2 ∈ Rq, ϑ1 6= ϑ2, and (·)T denotes
transpose. Without loss of generality, we assume c > 1.
Remark 3.2: If 0 < c ≤ 1, there exists a function f0
′
i (x) =
Kf0i (x) for agent i with K >
1
c
such that
(∇f0
′
i (ϑ1)−∇f
0′
i (ϑ2))
T(ϑ1−ϑ2)≥ Kc‖ϑ1−ϑ2‖
2>‖ϑ1−ϑ2‖
2
(6)
Assumption 3.2: f1i and f
2
i are (nonsmooth) lower semi-
continuous closed proper convex functions for all i ∈
{1, · · · , n}, and they are proximable.
Assumption 3.3: The weighted graph G is connected and
undirected.
Assumption 3.4: There exists at least one finite solution to
problem (4).
Then, we arrive at the following lemma by the Karush-
Kuhn-Tucker (KKT) condition of convex optimization prob-
lems.
Lemma 3.1: Under the Assumptions 3.1-3.4, a feasible point
x∗ ∈ Rnq is a minimizer to problem (4) if and only if there
exist x∗ = 1n⊗w∗ ∈ Rnq , w∗ ∈ Rq, and v∗ ∈ Rnq such that
0nq ∈ ∇F
0(x∗) + ∂F 1(x∗) + ∂F 2(x∗) + Lnqv
∗
Lnqx
∗ = 0nq (7)
where 0nq ∈ R
nq is the vector of all zeros, ∇F 0(x) =
[(∇f01 (x1))
T , (∇f02 (x2))
T , · · · , (∇f0n(xn))
T ]T , ∂F j(x) =
[(∂f j1 (x1))
T , (∂f j2 (x2))
T , · · · , (∂f jn(xn))
T ]T , j ∈ {1, 2}.
The proof of Lemma 3.1 is omitted since it is a trivial
extension of the proof for Theorem 3.25 in [25],
IV. ALGORITHM DESIGN
In this section, we present a distributed smooth double
proximal primal-dual algorithm for solving the problem (4). In
order to deal with the difficulty caused by the unproximable
property of f1i (xi)+f
2
i (xi) for each agent i, here we introduce
an auxiliary variable z(t) ∈ Rnq combined with a constant
parameter γ ∈ R+ to estimate ∂F 2(x), such that there exists
a feasible point z∗ satisfying that
−∇F 0(x∗)− Lnqv
∗ + γz∗ ∈ ∂F 1(x∗)
−γz∗ ∈ ∂F 2(x∗) (8)
where R+ denotes the set of positive real numbers, x∗ and v∗
are defined as same as in (7).
According to (7) and (8), we propose a smooth algorithm
as follows
x˙i(t) = proxf1
i
[
xi(t)−∇f
0
i (xi(t))−α
∑
j∈Ni
ai,j(vi(t)− vj(t))
−α
∑
j∈Ni
ai,j(xi(t)− xj(t)) + γzi(t)
]
− xi(t)
z˙i(t) = proxf2
i
[xi(t)− γzi(t)]− xi(t)
v˙i(t) = α
∑
j∈Ni
ai,j(xi(t)− xj(t)) (9)
where t ≥ 0, i ∈ {1, · · · , n}, vi is the Lagrange multiplier for
agent i, 0 < α < 1
λmax(Ln)
, 0 < γ < 1 − αλmax(Ln), and
λmax(Ln) denotes the largest eigenvalue of Laplacian matrix
Ln.
Remark 4.1: Because the proximal operators proxf1
i
(·) and
proxf2
i
(·), i ∈ {1, · · · , n} are continuous and nonexpansive,
the proposed algorithm is locally Lipschitz continuous even
though f1i (xi) and f
2
i (xi) in problem (4) are nonsmooth,
which means the smoothness of the algorithm (9) is guar-
anteed.
Different from the method in [1], algorithm (9) is a
fully distributed primal-dual algorithm to solve the sad-
dle point dynamics of the Lagrangian function L(x, v) =∑2
j=0 1
TF j(x) + vTLnqx +
1
2x
TLnqx, where F
j(x) =
[f j1 (x1), f
j
2 (x2), · · · , f
j
n(xn)]
T , j ∈ {0, 1, 2}.
Algorithm (9) can also be written in a compact form
x˙(t) =PROXF 1 [x(t) −∇F
0(x(t))
− αLnqv(t)− αLnqx(t) + γz(t)]− x(t) (10a)
z˙(t) =PROXF 2 [x(t) − γz(t)]− x(t) (10b)
v˙(t) =αLnqx(t) (10c)
where for any ξ = [ξT1 , ξ
T
2 , · · · , ξ
T
n ]
T ∈ Rnq , ξi ∈
R
q, i ∈ {1, 2, · · · , n}, j ∈ {1, 2}, PROXF j [ξ] =
[(prox
f
j
1
[ξ1])
T , (prox
f
j
2
[ξ2])
T , · · · , (prox
f
j
n
[ξn])
T ]T . v =
[vT1 , v
T
2 , · · · , v
T
n ]
T and z = [zT1 , z
T
2 , · · · , z
T
n ]
T .
Remark 4.2: From (10b), it shows that z(t) is a proximal-
based estimator of ∂F 2(x). With the help of estimator z(t), an-
other proximal operator (10a), which employs the information
of z(t) instead of ∂F 2(x), is presented to deal with the diffi-
culty caused by the unproximable property of F 1(x)+F 2(x).
This estimation-based operator combined by (10a) and (10b)
is called the double proximal operator.
Lemma 4.1: Under the Assumptions 3.1-3.4, (x∗, z∗, v∗) ∈
(Rnq,Rnq,Rnq) is an equilibrium of algorithm (10) if and
only if x∗ is a solution to problem (4).
Proof. (i) Sufficiency: if (x∗, z∗, v∗) is an equilibrium of
algorithm (10), then according to the property (3) of proximal
operator and algorithm (10), one can have that
−∇F 0(x∗)− αLnqv
∗ − αLnqx
∗ + γz∗ ∈ ∂F 1(x∗)
−γz∗ ∈ ∂F 2(x∗)
Lnqx
∗ = 0nq (11)
which means 0nq ∈ ∇F 0(x∗)+∂F 1(x∗)+∂F 2(x∗)+Lnqv∗.
According to Lemma 3.1, x∗ is a solution of problem (4).
(ii) Necessity: if x∗ is a solution of the problem (4),
according to Lemma 3.1, there exist a point z∗ ∈ Rnq and
a constant γ ∈ R+ such that
αLnqx
∗ = 0nq,
−γz∗ ∈ ∂F 2(x∗),
−∇F 0(x∗)− Lnqv
∗ + γz∗ ∈ ∂F 1(x∗). (12)
4By combining the property (3) of the proximal operator with
(12), we have
PROXF2 [x
∗ − γz∗]− x∗=0nq,
PROXF 1[x
∗−∇F 0(x∗)−αLnqv
∗−αLnqx
∗+γz∗]−x∗=0nq,(13)
which means that (x∗, z∗, v∗) is an equilibrium of algorithm
(10).
V. MAIN RESULT
In this section, we state the convergence result of the
proposed distributed algorithm. Let (x∗, z∗, v∗) be an equi-
librium of algorithm (10). Define the Lyapunov candidate
V (x, z, v) = V1(x, z, v) + V2(x) + V3(x, v), where
V1(x, z, v) =
1
2
‖x− x∗‖2 +
1
2
γ‖z − z∗‖2
−γ(x− x∗)T (z − z∗) +
1
2
‖v − v∗‖2
V2(x) = 1
T
n (F
0(x) − F 0(x∗))− (x− x∗)T∇F 0(x∗)
+
1
2
αxTLnqx
V3(x, v) = αx
TLnq(v − v
∗) (14)
Theorem 5.1: Consider algorithm (9) or the equivalent form
(10). Suppose Assumptions 3.1-3.4 hold.
(i) V (x, z, v) is positive definite, radically unbounded,
V (x, z, v) = 0 if and only if (x, z, v) = (x∗, z∗, v∗).
(ii) Every equilibrium (x∗, z∗, v∗) of algorithm (9) or (10)
is Lyapunov stable, and the trajectory of (x(t), z(t), v(t)) is
bounded.
(iii) Moreover, the trajectory of (x(t), z(t), v(t)) converges
and limt→∞ x(t) is the solution to problem (4).
Proof. (i) Since graph G is undirected, then LTnqx = Lnqx.
And note that Lnqx
∗ = 0nq followed by (10). It can be easily
verified that V (x∗, z∗, v∗) = 0.
Next, we show V (x, z, v) > 0 for all (x, z, v) 6=
(x∗, z∗, v∗).
Since f0i (x), i ∈ {1, · · · , n} are all convex, 1
T
n (F
0(x) −
F 0(x∗)) − (x − x∗)T∇F 0(x∗) ≥ 0. Note that λi(Lnq) ≥
0, i ∈ {1, · · · , n}. Hence
V2(x) = 1
T
n(F
0(x)−F 0(x∗))−(x−x∗)T∇F 0(x∗) +
1
2
αxTLnqx
≥ 1Tnq(F
0(x) − F 0(x∗))−(x−x∗)T∇F 0(x∗)
≥ 0 (15)
In addition, since Lnq is positive semi-definite,
((x− x∗) + (v − v∗))TLnq((x − x
∗) + (v − v∗)) ≥ 0 (16)
Therefore we have the conclusion that
V3(x, v) = αx
TLnq(v − v
∗)
≥ −
α
2
(x− x∗)TLnq(x− x
∗)
−
α
2
(v − v∗)TLnq(v − v
∗) (17)
Let µi, i ∈ {1, · · · , n} be the eigenvalues of Ln ∈ Rn×n.
Since the eigenvalues of Iq are 1, it follows from the properties
of Kronecker product that the eigenvalues of Lnq are µi×1, i ∈
{1, · · · , n}. Thus, λmax(Lnq) = λmax(Ln).
Note that 0 < α < 1
λmax(Ln)
and yTLny ≤ λmax(Ln)‖y‖2.
Hence
V3(x, v) ≥ −
1
2
αλmax(Ln)‖x− x
∗‖2
−
1
2
αλmax(Ln)‖v − v
∗‖2 (18)
Since 0 < γ < 1− αλmax(Ln), therefore
V1(x, z, v) + V3(x, v) ≥ h1‖x− x
∗‖2 +
1
2
γ‖z − z∗‖2
−γ(x− x∗)T (z − z∗)
+h1‖v − v
∗‖2
= h1
[
‖x− x∗‖2 + h2‖z − z
∗‖2
−2h2(x− x
∗)T (z − z∗)
]
+h1‖v − v
∗‖2
= h1‖(x− x
∗)− h2(z − z
∗)‖2
+h3‖z − z
∗‖2 + h1‖v − v
∗‖2
≥ 0 (19)
where h1 =
1
2 (1−αλmax(Ln)) > 0, h2 =
γ
1−αλmax(Ln)
> 0,
and h3 =
1
2γ(1−
γ
1−αλmax(Ln)
) > 0.
In the view of (15) and (19), V (x, z, v) ≥
h1‖(x − x∗) − h2(z − z∗)‖2 + h3‖z − z∗‖2 + h1‖v − v∗‖2.
Clearly V (x, z, v) is positive definite, radically
unbounded, V (x, z, v) ≥ 0 and is zero if and only if
(x, z, v) = (x∗, z∗, v∗).
(ii) It follows from algorithm (10) that
x+ x˙ = PROXF 1 [x−∇F
0(x) − αLnqv − αLnqx+ γz]
x∗ = PROXF 1 [x
∗ −∇F 0(x∗)− αLnqv
∗ + γz∗]
x+ z˙ = PROXF 2 [x− γz]
x∗ = PROXF 2 [x
∗ − γz∗] (20)
Since f1i (·) and f
2
i (·) are both convex, ∂f
1
i (·) and ∂f
2
i (·)
are both monotone for each agent i. According to the property
(3) of the proximal operator, it follows from (20) that
(γ(z − z∗)− (∇F 0(x) −∇F 0(x∗))− αLnq(v − v
∗)
− αLnq(x− x
∗)− x˙)T ((x − x∗)) + x˙) ≥ 0 (21a)
(−γ(z − z∗)− z˙)T ((x− x∗) + z˙) ≥ 0 (21b)
From (21), we can deduce that
γ(z − z∗)T (x− x∗)− (∇F 0(x)−∇F 0(x∗))T (x− x∗)
− α(v − v∗)TLnq(x− x
∗)− α(x − x∗)TLnq(x − x
∗)
− α(v − v∗)TLnqx˙− α(x− x
∗)TLnqx˙− (x−x
∗)Tx˙
+ γ(z−z∗)Tx˙−(∇F 0(x)−∇F 0(x∗))Tx˙−‖x˙‖2 ≥ 0 (22a)
− γ(z − z∗)T (x− x∗)− (x − x∗)T z˙
− γ(z − z∗)T z˙ − ‖z˙‖2 ≥ 0 (22b)
5The derivative of Lyapunov candidate V (x, z, v) along the
trajectory of algorithm (9) or (10) satisfies
V˙ (x, z, v) = (x−x∗)Tx˙+γ(z−z∗)Tz˙−γ((x−x∗)Tz˙+(z−z∗)Tx˙)
+α(v−v∗)TLnq(x−x
∗) + (∇F 0(x)−∇F 0(x∗))T x˙
+αxTLnqx˙+αx˙
TLnq(v−v
∗)+α2xTL2nqx (23)
According to (22) and (23),
V˙ (x, z, v) ≤ −‖x˙‖2 − ‖z˙‖2 − αxTLMx
−(∇F 0(x)−∇F 0(x∗))T(x−x∗)
−(1 + γ)(x− x∗)T z˙ (24)
where LM = L
T
nq(Inq − αLnq).
According to the Assumption 3.1, there exists a parameter
β > 0 such that
−(1 + γ)(x− x∗)z˙ ≤
1
2
(1+γ)
1
β
(x− x∗)2 +
1
2
(1 + γ)βz˙2
≤
1
2
(1+γ)
1
cβ
(∇F 0(x)−∇F 0(x∗))T(x−x∗)
+
1
2
(1 + γ)βz˙2 (25)
Then we have the conclusion that
V˙ (x, z, v) ≤ −‖x˙‖2 − b1‖z˙‖
2 − αxTLMx
−b2(∇F
0(x) −∇F 0(x∗))T (x− x∗) (26)
where b1 = 1−
1
2 (1 + γ)β, b2 = 1−
1
2 (1 + γ)
1
cβ
.
In order to illustrate that there exists β > 0 to make b1 > 0
and b2 > 0, here we define a function G(γ) of γ and its
derivative dG
dγ
as follows
G(γ) =
2
γ + 1
−
γ + 1
2c
dG(γ)
dγ
= −
2
(γ + 1)2
−
1
2c
< 0 (27)
Note that 0 < γ < 1 − αλmax(Ln) < 1 and c > 1.
According to (27), we have
Gmin(γ) > G(1) = 1−
1
c
> 0 (28)
As the result, there exists β such that 1+γ2c < β <
2
1+γ ,
which means that
b1 = 1−
1
2
(1 + γ)β > 0
b2 = 1−
1
2
(1 + γ)
1
cβ
> 0 (29)
Since f0i , i ∈ {1, · · · , n} are all convex functions, which
means (∇F 0(x)−∇F 0(x∗))T (x − x∗) ≥ 0, as the result,
V˙ (x, z, v) ≤ −‖x˙‖2 − b1‖z˙‖
2 − αxTLMx (30)
Note that λi(LM ) = λi(Lnq(Inq − αLnq)) ≥ 0, i ∈
{1, · · · , n}. Hence
V˙ (x, z, v) ≤ −‖x˙‖2 − b1‖z˙‖
2 ≤ 0 (31)
Additionally, since V (x, z, v) is positive-definite, radically
unbounded, lower bounded, (x∗, z∗, v∗) is Lyapunov stable
and the trajectory (x(t), z(t), v(t)) is bounded.
(iii) Define
R = {(x, z, v) : V˙ (x, z, v) = 0}
⊆ {(x, z, v) : x˙ = 0nq, z˙ = 0nq}
(32)
Let M be the largest invariant set of R. It follows from
the invariance principle that (x(t), z(t), v(t)) → M as
t → ∞. Assume (x¯(t), z¯(t), v¯(t)) is a trajectory of algo-
rithm (9) or (10) such that (x¯(0), z¯(0), v¯(0)) ∈ M . Then
(x¯(t), z¯(t), v¯(t)) ⊂ M for all t ≥ 0. Therefore, ˙¯x(t) ≡ 0nq,
˙¯z(t) ≡ 0nq and
˙¯v(t) ≡ Lx¯(0) ≡ C (33)
If C 6= 0, v¯(t) will be unbounded, which is a contradiction.
Hence M ⊆ {(x, z, v) : x˙ = 0nq, z˙ = 0nq, v˙ = 0nq}. By
Part (ii), every point in M is Lyapunov stable. It follows from
Lemma 3.1 that (x(t), z(t), v(t)) converges to an equilibrium
point. Due to Lemma 4.1, limt→∞ x(t) is a solution to
problem (4).
Theorem 5.1 shows that every equilibrium of algorithm
(9) or (10) is Lyapunov stable and every state trajectory
converges to one equilibrium point, which is the optimal
point of problem (4). Moreover, by using the double proximal
operator, algorithm (9) or (10) is a smooth algorithm and its
analysis is easier compared with the nonsmooth algorithm in
[14]. This method gives new ideas for designing distributed
algorithms for nonsmooth optimizations without using nons-
mooth analysis.
VI. SIMULATIONS
In this section, simulations are performed to validate our
proposed distributed optimization algorithm.
Consider the problem (4) with four agents moving in a 2-
D space with first-order dynamics, where xi = [x
1
i , x
2
i ]
T ∈
R
2, i ∈ {1, 2, 3, 4}. The local cost function fi(xi) for agent i
consists of the follows
f0i (xi) = ‖xi −mi‖
2
f1i (xi) =
{
0, if xi ∈ Ωi
∞, if xi /∈ Ωi
f2i (xi) = ‖xi − pi‖1
(34)
where mi = [m
1
i ,m
2
i ]
T = [i − 2.5, 0]T , Ωi = {δ ∈
R
2|‖δ − xi(0)‖2 ≤ 64}, pi = [p1i , p
2
i ]
T = [0, i − 2.5]T . The
f0i (xi), f
1
i (xi) and f
2
i (xi) represent respectively the quadratic
objective, the indicator function of the constraint set xi ∈ Ωi,
and the l1 penalty with an anchor pi for each agent i.
Based on (34), the gradient of f0i and the proximal operators
of f1i and f
2
i for agent i are
∇f0i (xi) = [2(x
1
i −m
1
i ), 2(x
2
i −m
2
i )]
T
proxf1
i
[η1] = arg min
δ∈Ωi
‖δ − η1‖
2
proxf2
i
[η2] = [φ
1
i , φ
2
i ]
T
(35)
where η1 ∈ R2, η2 ∈ R2 and for j ∈ {1, 2},
φji =


ηj2 − 1, if η
j
2 > p
j
i + 1
ηj2, if p
j
i − 1 ≤ η
j
2 ≤ p
j
i + 1
ηj2 + 1, if η
j
2 < p
j
i − 1
(36)
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Fig. 1. The motions of the entire system in a 2-D space with algorithm (10)
Note that the proximal operator of f1i (xi) + f
2
i (xi), i ∈
{1, 2, 3, 4}
prox(f1
i
+f2
i
)[η3] = arg min
δ∈Ωi
{‖δ−pi‖1 +
1
2
‖δ − η3‖
2} (37)
is not proximable, where η3 ∈ R2, hence the proximal
algorithms [17]-[20] may not fit for this problem.
The Laplacian of the undirected graph G is given by
L4 =


1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1

 (38)
and the Laplacian spectrum of the topology is
{0, 0.586, 2, 3.414}. According to the knowledge of
λmax(L4), we set α = 0.2 and γ = 0.3 as the coefficients
in algorithm (10). The initial positions of the agents 1, 2,
3, and 4 are set as x1(0) = [−4, 5.5]T , x2(0) = [6, 5]T ,
x3(0) = [5,−3.5]T , and x4(0) = [−5,−5]T . We set the
initial values for the Lagrangian multipliers vi, i ∈ {1, 2, 3, 4}
and auxiliary variables zi, i ∈ {1, 2, 3, 4} as zeros. The
optimal solution to this problem is x∗ = [0, 0]T .
The motions of the entire system versus time are shown
in Fig.1. Fig.2 gives the trajectories of xi(t), i ∈ {1, 2, 3, 4}.
Fig.3 shows the trajectory of F (x), which proves that the
summation of the local cost functions is minimized. It can
be seen from Fig.1-Fig.3 that all the agents converge to the
same optimal solution which minimizes the summation of
local cost functions. Fig.4 and Fig.5 show the trajectories of
the auxiliary variables zi(t), i ∈ {1, 2, 3, 4} and the Lagrange
multipliers vi(t), i ∈ {1, 2, 3, 4} respectively, which also verify
the boundedness of algorithm (10)’s trajectories.
Comparatively, Fig.6 shows the trajectories of xi(t), i ∈
{1, 2, 3, 4} if the subgradient of f2i (xi) is directly employed
like the nonsmooth algorithm [7] does. From Fig.6, we can find
that the trajectories of xi(t), i ∈ {1, 2, 3, 4} go zigzag from 0s
to 10s, which is unacceptable in the distributed optimization
problem implemented by physical systems.
VII. CONCLUSIONS
In this note, a distributed smooth double proximal primal-
dual algorithm is proposed to solve a class of distributed
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Fig. 2. The trajectories of xi(t), i ∈ {1, 2, 3, 4} with algorithm (10)
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Fig. 3. The trajectory of F (x) with algorithm (10)
nonsmooth consensus optimization problem, which is called as
single-smooth plus double-nonsmooth (SSDN) problem. The
double proximal operator which contains a proximal-based
estimator is employed to tackle the difficulty caused by the
unproximable property of the local cost functions and ensure
smoothness of the proposed algorithm. Moreover, the proposed
algorithm can also give a new viewpoint to many widely
studied distributed constrained optimization problems. Future
extensions will involve considering the SSDN problem with
the directed and switching topologies.
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