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Abstract. Approximate Message Passing (AMP) algorithms have seen widespread use across a
variety of applications. However, the precise forms for their Onsager corrections and state evolutions
depend on properties of the underlying random matrix ensemble, limiting the extent to which AMP
algorithms derived for white noise may be applicable to data matrices that arise in practice.
In this work, we study a more general AMP algorithm for random matrices W that satisfy
orthogonal rotational invariance in law, where W may have a spectral distribution that is different
from the semicircle and Marcenko-Pastur laws characteristic of white noise. For a symmetric square
matrix W, the forms of the Onsager correction and state evolution in this algorithm are defined by
the free cumulants of its eigenvalue distribution. These forms were derived previously by Opper,
C¸akmak, and Winther using non-rigorous dynamic functional theory techniques, and we provide
a rigorous proof. For rectangular matrices W that are bi-rotationally invariant in law, we derive
a similar AMP algorithm that is defined by the rectangular free cumulants of the singular value
distribution of W, as introduced by Benaych-Georges.
To illustrate the general algorithms, we discuss an application to Principal Components Analysis
with prior information for the principal components (PCs). For sufficiently large signal strength and
any prior distributions of the PCs that are not mean-zero Gaussian laws, we develop a Bayes-AMP
algorithm that provably achieves better estimation accuracy than the sample PCs.
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1. Introduction
Approximate Message Passing (AMP) algorithms are a general family of iterative algorithms
that have seen widespread use in a variety of applications. First developed for compressed sens-
ing in [DMM09, DMM10a, DMM10b], they have since been applied to many high-dimensional
problems arising in statistics and machine learning, including Lasso estimation and sparse lin-
ear regression [BM11b, MAYB13], generalized linear models and phase retrieval [Ran11, SR14,
SC19], robust linear regression [DM16], sparse or structured principal components analysis (PCA)
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[RF12, DM14, DMK+16, MV17], group synchronization problems [PWBM18], deep learning [BS16,
BSR17, MMB17], and optimization in spin glass models [Mon19, GJ19, AMS20].
In their basic form as described in [BM11a], given a data matrix W ∈ Rm×n and an initialization
u1 ∈ Rm, an AMP algorithm consists of the iterative updates
zt = W
>ut − btvt−1
vt = vt(zt)
yt = Wvt − atut
ut+1 = ut+1(yt).
Here, at, bt ∈ R are two sequences of debiasing coefficients, and vt : R → R and ut+1 : R → R are
two sequences of functions applied entrywise to zt ∈ Rn and yt ∈ Rm. By appropriately designing
these functions vt and ut+1, possibly to also depend on additional “side information”, this basic
iteration may be applied to perform optimization or Bayes posterior-mean estimation in the above
applications.
A defining characteristic of the AMP algorithm is the subtraction of the two “memory” terms
btvt−1 and atut in the definitions of zt and yt, known as the Onsager corrections. This achieves
the effect of removing a bias of W>ut and Wvt in the directions of the preceding iterates, so that
as m,n→∞, the empirical distributions of yt and zt converge to certain Gaussian limits
yt → N (0, σ2t ) and zt → N (0, ω2t ). (1.1)
This was proven rigorously in the Sherrington-Kirkpatrick model by Bolthausen in [Bol14] and
for general AMP algorithms of the above form by Bayati and Montanari in [BM11a], and various
extensions have been established in [DJM13, JM13, BLM15, BMN20, CL20]. The description of
the variances σ2t and ω
2
t across iterations is known as the algorithm’s state evolution. This abil-
ity to characterize the distributions of the iterates is a major appeal of the AMP approach, and
has enabled a more precise theoretical understanding of many high-dimensional statistical estima-
tors and the development of associated inference procedures that quantify statistical uncertainty
[SBC17, MMB18, SC19, SCC19, BKRS19].
A drawback of AMP algorithms, however, is that the correct forms of the debiasing coefficients
at, bt and resulting variances σ
2
t , ω
2
t depend on the properties of the data matrix W. When W has
i.i.d. N (0, 1/n) entries, these quantities are given explicitly by
at = 〈v′t(zt)〉, bt = γ〈u′t(yt−1)〉, σ2t = 〈vt(zt)2〉, ω2t = γ〈ut(yt−1)2〉
where γ = m/n, u′t(·), v′t(·), ut(·)2, vt(·)2 denote the derivatives and squares of ut, vt applied entry-
wise, and 〈·〉 denotes the empirical average of coordinates. It has been shown in [BLM15, CL20] that
these forms enjoy a certain amount of universality, being valid also for W having i.i.d. non-Gaussian
entries. Extensions to W having independent entries with several blocks of differing variances were
derived in [DJM13, JM13]. Unfortunately, these results do not apply to W with more complex
correlation structure, which is typical in data applications. A sizeable body of work has devel-
oped alternative algorithms or damping procedures to address this shortcoming [OW01a, OW01b,
Min01, OW05, KV14, CWF14, CZK14, FSARS16, SRF16, MP17, Tak17, RSFS19, RSF19], and the
connections between several of these algorithms were discussed recently in [MFC+19]. However,
many such algorithms are no longer characterized by a rigorous state evolution, and some have
been empirically observed to exhibit slow convergence or divergent behavior.
1.1. Contributions. We develop a rigorous extension of general AMP procedures to the class of bi-
rotationally invariant matrices W ∈ Rm×n. Writing the singular value decomposition W = OΛQ>,
these are random matrices where O ∈ Rm×m and Q ∈ Rn×n are independent of Λ and are uniformly
distributed over the orthogonal groups. Equivalently, such matrices satisfy the equality in law
W
L
= O˜>WQ˜
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for any deterministic orthogonal matrices O˜ ∈ Rm×m and Q˜ ∈ Rn×n.
This class of matrices includes, but is not restricted to, W having i.i.d. Gaussian entries. Impor-
tantly, the distribution of singular values in Λ can be arbitrary, rather than following the behavior
prescribed by the Marcenko-Pastur law. Although our proof relies heavily on the exact rotational
invariance in this model, we expect that the resulting AMP algorithm may be valid for a much
larger universality class of random matrices W satisfying certain asymptotic freeness assumptions,
and that this class may be able to more accurately model data matrices arising in practice.
For expositional clarity, we study first the analogous AMP algorithm in the simpler square setting
where W = O>ΛO ∈ Rn×n is symmetric and rotationally invariant in law, having eigenvectors
O ∈ Rn×n uniformly distributed on the orthogonal group. This AMP algorithm is given by
zt = Wut − bt1u1 − bt2u2 − . . .− bttut (1.2)
ut+1 = ut+1(z1, z2, . . . , zt) (1.3)
where the coefficients bts are defined so that each zt has an empirical Gaussian limit as in (1.1).
For greater generality and applicability, we will allow ut+1 : Rt → R to be a function of all previous
iterates z1, . . . , zt, rather than only the preceding iterate zt.
1 The correct forms for bt1, . . . , btt and
the corresponding state evolution
(z1, z2, . . . , zt)→ N (0,Σt) (1.4)
were derived previously by Opper, C¸akmak, and Winther using non-rigorous dynamic functional
theory techniques [OC¸W16]. These forms depend on the free cumulants of the eigenvalue distribu-
tion of W, and we describe them in Section 3.1. Our work provides a rigorous proof of the validity
of this state evolution.
In the rectangular setting, the AMP algorithm will take the form
zt = W
>ut − bt1v1 − bt2v2 − . . .− bt,t−1vt−1 (1.5)
vt = vt(z1, z2, . . . , zt) (1.6)
yt = Wvt − at1u1 − at2u2 − . . .− attut (1.7)
ut+1 = ut+1(y1,y2, . . . ,yt) (1.8)
We show that the correct debiasing coefficients ats, bts and the corresponding state evolutions
(y1, . . . ,yt)→ N (0,Σt), (z1, . . . , zt)→ N (0,Ωt)
may be expressed in terms of the rectangular free cumulants of the singular value distribution of
W, as introduced in [BG09b, BG09a]. We describe their precise forms in Section 5.1.
In the contexts of compressed sensing and generalized linear models, alternative “vector AMP” or
“orthogonal AMP” approaches for rotationally-invariant matrices have been developed in [RSF19,
SRF16, MP17, Tak17], and rigorous state evolutions for these algorithms were also derived. These
algorithms rely on an idea of using denoising functions that satisfy the “divergence-free” condition
〈v′t(zt)〉 = 0, 〈u′t+1(yt)〉 = 0. (1.9)
(For example, see the divergence removal operations of (79c) and (79f) in [RSF19, Appendix E].) A
similar idea was used in [C¸O19] to construct solutions of the TAP equations for Ising models with
rotationally-invariant couplings. Our proofs build on an insight in [RSF19, Tak17] that Bolthausen’s
conditioning technique may be applied to rotationally-invariant models. However, our results are
valid for a more general class of AMP algorithms that do not restrict vt(·) and ut+1(·) to be
divergence-free. This includes, for example, the single-step-memory construction in [OC¸W16] for
solving the TAP equations, which is a more direct generalization of the algorithm in [Bol14] than
1Outside of the i.i.d. Gaussian setting, the full debiasing of Wut by u1, . . . ,ut is necessary in general, even if
ut+1(·) depends only on zt.
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the alternative approach in [C¸O19]. We believe that this additional flexibility in designing vt(·)
and ut+1(·) may be valuable in other applications.
As one illustration, we describe below an AMP algorithm for structured PCA, which extends the
types of AMP algorithms that were studied for i.i.d. Gaussian noise in [RF12, DM14, DMK+16,
MV17].
1.2. Structured Principal Components Analysis. We discuss the application of estimating a
rank-one signal in rotationally-invariant noise. For sufficiently large values of the signal strength
and any “prior distribution” for the signal vector that is not a mean-zero Gaussian law, we develop
an AMP algorithm that provably achieves lower matrix mean-squared-error than the rank-one
estimate that is constructed from the sample principal components.
1.2.1. Symmetric square matrices. Suppose first that we observe a symmetric data matrix
X =
α
n
u∗u>∗ + W ∈ Rn×n
and seek to estimate u∗ ∈ Rn. Writing the eigendecomposition W = O>ΛO where Λ = diag(λ),
we assume that W is rotationally-invariant in law and that as n→∞, the empirical distributions
of λ and u∗ satisfy
λ
W→ Λ, u∗ W→ U∗ (1.10)
for two limit laws Λ and U∗. This notation
W→ denotes Wasserstein convergence at all orders, and
we review this in Section 2.1. To fix the scaling, we take ‖u∗‖ =
√
n, so that
E[U2∗ ] = limn→∞
1
n
‖u∗‖2 = 1.
Here, the law of Λ is the limit spectral distribution of W. The law of U∗ represents some “prior”
structure for the entries of u∗, which may reflect assumptions of sparsity [DM14], non-negativity
[MR15], or a discrete support that encodes cluster or community membership [DAM17].
We assume for simplicity that we have an initialization u1 ∈ Rn independent of W,2 satisfying
the joint empirical convergence
(u1,u∗)
W→ (U1, U∗), E[U1U∗] > 0. (1.11)
We then estimate u∗ by the iterates ut of an AMP algorithm
ft = Xut − bt1u1 − . . .− bttut (1.12)
ut+1 = ut+1(ft). (1.13)
It will be shown that each iterate ft behaves like u∗ corrupted by entrywise Gaussian noise, so we
take each function ut+1(·) to be a scalar denoiser that estimates u∗ from ft.
To describe the forms of the debiasing coefficients bt1, . . . , btt, let us write λ1(X) ≥ . . . ≥ λn(X)
as the eigenvalues of X. For each k ≥ 1, let
mk =
1
n
n∑
i=2
λi(X)
k (1.14)
be the kth moment of the empirical eigenvalue distribution of X excluding its largest eigenvalue.
Let {κk}k≥1 be the free cumulants corresponding to this sequence of moments {mk}k≥1—we review
this in Section 2.2. It is easy to check that under the assumption (1.10), as n→∞,
mk → m∞k = E[Λk], κk → κ∞k
2For W with i.i.d. Gaussian entries, [MV17] developed an important extension of the AMP approach that initializes
u1 to be the sample eigenvector of X. We will not pursue this type of extension in the current work.
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for each fixed k ≥ 1, where these limits are the moments and free cumulants of the limit spectral
distribution Λ of the noise W. The debiasing coefficients in (1.12) are set as
btt = κ1, bt,t−j = κj+1
t∏
i=t−j+1
〈u′i(fi−1)〉 for j = 1, . . . , t− 1. (1.15)
The state evolution that describes the AMP iterations (1.12–1.13) is expressed in terms of a
sequence of mean vectors µ∞T = (µ
∞
t )1≤t≤T and covariance matrices Σ∞T = (σ
∞
st )1≤s,t≤T , defined
recursively as follows: For T = 1, we set
µ∞1 = α · E[U1U∗], σ∞11 = κ∞2 E[U21 ].
Having defined µ∞T and Σ
∞
T , we denote
Ut = ut(Ft−1) for t = 2, . . . , T + 1, (F1, . . . , FT ) = µ∞T · U∗ + (Z1, . . . , ZT ), and
(Z1, . . . , ZT ) ∼ N (0,Σ∞T ) independent of (U1, U∗). (1.16)
We then define µ∞T+1 and Σ
∞
T+1 to have the entries, for 1 ≤ s, t ≤ T + 1,
µ∞t = α · E[UtU∗]
σ∞st =
s−1∑
j=0
t−1∑
k=0
κ∞j+k+2
 s∏
i=s−j+1
E[u′i(Fi−1)]
( t∏
i=t−k+1
E[u′i(Fi−1)]
)
E[Us−jUt−k]. (1.17)
In the limit n→∞, the iterates of (1.12) will satisfy the second-order Wasserstein convergence
(f1, . . . , fT ,u∗)
W2→ (F1, . . . , FT , U∗).
Thus, the rows of (f1, . . . , fT ) behave like Gaussian vectors with mean µ
∞
T ·U∗ and covariance Σ∞T .
As one example of choosing the functions ut+1(·), let us analyze this state evolution for the
following “single-iterate posterior mean” denoisers: In the scalar Gaussian observation model
F = µ · U∗ + Z, Z ∼ N (0, σ2) independent of U∗, (1.18)
we denote the Bayes posterior-mean estimate of U∗ as
η(f | µ, σ2) = E[U∗ | F = f ] = E[U∗ exp(−(f − µ · U∗)
2/2σ2)]
E[exp(−(f − µ · U∗)2/2σ2)] . (1.19)
We denote the Bayes-optimal mean-squared-error of this estimate as
mmse(µ2/σ2) = E
[(
U∗ − η(F | µ, σ2)
)2]
. (1.20)
The single-iterate posterior mean denoiser is the choice
ut+1(ft) = η(ft | µ∞t , σ∞tt ) (1.21)
where µ∞t and σ∞tt are the above state evolution parameters that describe the univariate Gaussian
law of Ft. These parameters may be replaced by consistent estimates in practice.
Let R(x) be the R-transform of the limit spectral distribution Λ, and let R′(x) be its derivative.
For small |x|, these may be defined by the convergent series (see Proposition C.3)
R(x) =
∞∑
k=1
κ∞k x
k−1. (1.22)
Theorem 1.1. Suppose W = O>ΛO ∈ Rn×n where O is a Haar-uniform orthogonal matrix. Let
Λ = diag(λ), where (λ,u1,u∗) are independent of O, ‖u∗‖ =
√
n, and
λ
W→ Λ, (u1,u∗) W→ (U1, U∗)
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almost surely as n → ∞. Suppose E[U21 ] ≤ 1, E[U1U∗] = ε > 0, and ‖λ‖∞ ≤ C0 almost surely for
all large n and some constants C0, ε > 0.
(a) Let α ≥ 0, and let each function ut+1(·) be continuously differentiable and Lipschitz on R. Then
for each fixed T ≥ 1, almost surely as n→∞,
(u1, . . . ,uT+1, f1, . . . , fT ,u∗)
W2→ (U1, . . . , UT+1, F1, . . . , FT , U∗)
where the joint law of this limit is described by (1.16).
(b) Suppose each function ut+1(·) is the posterior-mean denoiser in (1.21), and suppose this is
Lipschitz on R. Then there exist constants C,α0 > 0 depending only on C0, ε such that for
all α > α0, defining I∆ = [1 − C/α2, 1] and IΣ = [κ∞2 /2, 3κ∞2 /2], there is a unique fixed point
(∆∗,Σ∗) ∈ I∆ × IΣ to the equations
1−∆∗ = mmse
(
α2∆2∗
Σ∗
)
, Σ∗ = ∆∗R′
(
α∆∗(1−∆∗)
Σ∗
)
. (1.23)
Furthermore,
lim
T→∞
(
lim
n→∞
1
n
u>T u∗
)
= lim
T→∞
(
lim
n→∞
1
n
‖uT ‖2
)
= ∆∗. (1.24)
We defer the proof of this result to Section 7. The notation
W2→ in part (a) denotes second-order
Wasserstein convergence, guaranteeing that for any continuous function f : R2T+2 → R satisfying
E[f(U1, . . . , UT+1, Z1, . . . , ZT , U∗)2] <∞,〈
f(u1, . . . ,uT+1, z1, . . . , zT ,u∗)
〉→ E[f(U1, . . . , UT+1, Z1, . . . , ZT , U∗)]
where the left side is the empirical average of this function f evaluated across the n rows.
Remark 1.2. Theorem 1.1(b) implies that the asymptotic matrix mean-squared-error of the rank-
one estimate uTu
>
T for u∗u
>∗ , in the limit T →∞, is given by
MSE ≡ lim
T→∞
(
lim
n→∞
1
n2
‖uTu>T − u∗u>∗ ‖2F
)
= lim
T→∞
(
lim
n→∞
1
n2
(‖uT ‖2)2 − 2
n2
(u>T u∗)
2 +
1
n2
(‖u∗‖2)2
)
= 1−∆2∗.
Let us compare this with the matrix mean-squared-error of the best PCA estimate c · uˆPCAuˆ>PCA
optimized over c > 0, where uˆPCA is the leading sample eigenvector of X. Normalizing uˆPCA such
that ‖uˆPCA‖ = ‖u∗‖ =
√
n, [BGN11, Theorem 2.2(a)] shows for sufficiently large α that
lim
n→∞
(
1
n
uˆ>PCAu∗
)2
= ∆PCA ≡ −1
α2G′(G−1(1/α))
, (1.25)
where G(z) = E[(z − Λ)−1] is the Cauchy transform of Λ, and G−1(z) is the functional inverse of
G (which is well-defined for small |z|). Then
MSEPCA ≡ min
c>0
(
lim
n→∞
1
n2
‖c · uˆPCAuˆ>PCA − u∗u>∗ ‖2F
)
= min
c>0
c2 − 2c∆PCA + 1 = 1−∆2PCA,
with the minimum attained at the rescaling c = ∆PCA < 1.
To see that 1 − ∆2∗ ≤ 1 − ∆2PCA, observe that for any prior distribution U∗ satisfying our
normalization E[U2∗ ] = 1, we have
mmse(µ2/σ2) ≤ 1
1 + µ2/σ2
. (1.26)
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This is because under the scalar observation model (1.18), the right side of (1.26) is the risk
E[(Uˆ − U∗)2] of the linear estimator Uˆ = (µ/(σ2 + µ2))F , which upper bounds the Bayes risk on
the left side of (1.26). Equality holds in (1.26) if and only if Uˆ is the Bayes estimator in this model,
i.e. if and only if the prior distribution is U∗ ∼ N (0, 1). Applying (1.26) to the first equation of
(1.23) and rearranging, we obtain
α∆∗(1−∆∗)
Σ∗
≤ 1
α
.
Now applying this to the second equation of (1.23), and using that κ∞2 = Var[Λ] > 0 so that the
function xR′(x) = κ∞2 x + 2κ∞3 x2 + 3κ∞4 x3 + . . . is increasing in a neighborhood of 0, we have for
α > α0 sufficiently large that
1−∆∗ = 1
α
· α∆∗(1−∆∗)
Σ∗
R′
(
α∆∗(1−∆∗)
Σ∗
)
≤ 1
α2
R′
(
1
α
)
.
Differentiating the R-transform identity R(x) = G−1(x)− 1/x, this is equivalently written as
∆∗ ≥ 1− 1
α2
R′
(
1
α
)
=
−1
α2G′(G−1(1/α))
= ∆PCA,
so that
MSE = 1−∆2∗ ≤ 1−∆2PCA = MSEPCA (1.27)
as desired. Equality holds here if and only if equality holds in (1.26), i.e. when U∗ ∼ N (0, 1). Thus,
for any signal strength α > α0 sufficiently large and any distribution of U∗ other than N (0, 1), the
above AMP algorithm achieves strictly better estimation accuracy than PCA.
An illustration of the algorithm and state evolution is presented in the left panel of Figure 1.1,
with noise eigenvalues drawn from a centered and rescaled Beta(1, 2) distribution. We observe a
close agreement with the state evolution predictions at sample size n = 2000, and a significant
improvement in estimation accuracy over the naive principal components for this prior distribu-
tion U∗ ∼ Uniform{+1,−1}. Let us remark that although carrying out many iterations of this
AMP algorithm would require estimating successively higher-order free cumulants of the spectral
distribution of W, for large signal strengths α the algorithm only needs a very small number of
iterations to converge.
Remark 1.3. There are natural choices for the denoiser ut+1(·) other than the single-iterate pos-
terior mean in (1.21): For example, one may consider more generally
ut+1(f1, . . . , ft) = η(ct1f1 + . . .+ cttft | c>t µ∞t , c>t Σ∞t ct)
for a vector ct = (ct1, . . . , ctt) in each iteration, or specialize this to ct = (Σ
∞
t )
−1µ∞t which would
correspond to the posterior mean estimate of U∗ given all observations (F1, . . . , Ft). Our general
results describe also the state evolution for these types of algorithms. We specialized above to
the simpler forms (1.13) and (1.21) partly because the Onsager correction and state evolution are
easier to describe, and the fixed points of this state evolution are more amenable to analysis. This
single-iterate posterior mean construction can achieve Bayes-optimal estimation accuracy for i.i.d.
Gaussian W [LM19], but we believe that the optimality of this approach is unclear for more general
spectral distributions of W, and we leave a more detailed investigation to future work.
1.2.2. Rectangular matrices. Consider now a rectangular data matrix
X =
α
m
u∗v>∗ + W ∈ Rm×n,
and the task of estimating u∗ ∈ Rm and v∗ ∈ Rn. Writing the singular value decomposition
W = O>ΛQ where Λ = diag(λ) and λ ∈ Rmin(m,n), we assume that W is bi-rotationally invariant
in law and that
m/n = γ, λ
W→ Λ, u∗ W→ U∗, v∗ W→ V∗
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Figure 1.1. Simulations of the Bayes-AMP algorithms for PCA, with priors
U∗, V∗ ∼ Uniform{+1,−1} and the single-iterate posterior mean denoisers in (1.21)
and (1.36). Shown are the mean and std. dev. of 〈utu∗〉 and 〈vtv∗〉 across 100
simulations in black, their state evolution predictions computed from (1.17), (1.33),
and (1.35) in red dots, and the fixed points ∆∗ and Γ∗ of (1.23) and (1.37) in
dashed red. For comparison, ∆PCA and ΓPCA corresponding to the sample PCs
are in dashed blue. Left: u1 (initialization), u2, . . . ,u11 for symmetric square W
with n = 2000, α = 2.5, and eigenvalue distribution given by centering and scaling
Beta(1, 2) to mean 0 and variance 1. Middle and right: u1 (initialization), u2, . . . ,u6
and v1, . . . ,v5 for rectangular W with m = 2000, n = 4000, γ = 0.5, α = 1.5, and
singular value distribution given by rescaling Beta(1, 2) to second-moment 1.
as m,n → ∞, for some constant γ ∈ (0,∞) and some limit laws Λ, U∗, V∗. We fix the scalings
‖u∗‖ =
√
m and ‖v∗‖ =
√
n, so that
E[U2∗ ] = E[V 2∗ ] = 1.
Note that the rank-one signal component (α/m)u∗v>∗ has singular value α/
√
γ rather than α.
We again assume that we have an initialization u1 ∈ Rm independent of W, for which
(u1,u∗)
W→ (U1, U∗), E[U1U∗] > 0.
We then estimate u∗ and v∗ by the iterates ut and vt of an AMP algorithm
gt = X
>ut − bt1v1 − . . .− bt,t−1vt−1 (1.28)
vt = vt(gt) (1.29)
ft = Xvt − at1u1 − . . .− attut (1.30)
ut+1 = ut+1(ft), (1.31)
where ut+1(·) and vt(·) are scalar denoisers that estimate u∗ and v∗ from ft and gt.
To describe the forms of the debiasing coefficients ats and bts, let us define λm ∈ Rm to be λ if
m ≤ n or λ extended by m− n additional 0’s if m > n. We will work instead with the limit
λm
W→ Λm,
which is a mixture of Λ and a point mass at 0 if γ = m/n > 1. Denoting the singular values of X
by λ1(X) ≥ . . . ≥ λmin(m,n)(X), for each k ≥ 1 we set
m2k =
1
m
min(m,n)∑
i=2
λi(X)
2k.
We then define {κ2k}k≥1 as the rectangular free cumulants associated to these even moments
{m2k}k≥1 and aspect ratio γ—we review this in Section 2.3. It is easily checked that as m,n→∞,
m2k → m∞2k = E[Λ2km ], κ2k → κ∞2k,
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where these limits are the even moments and rectangular free cumulants of Λm. Then the debiasing
coefficients in (1.28–1.31) are set as
at,t−j = κ2(j+1)〈v′t(gt)〉
t∏
i=t−j+1
〈u′i(fi−1)〉〈v′i−1(gi−1)〉 for j = 0, . . . , t− 1,
bt,t−j = γκ2j〈u′t(ft−1)〉
t−1∏
i=t−j+1
〈v′i(gi)〉〈u′i(fi−1)〉 for j = 1, . . . , t− 1.
We use the convention that empty products equal 1, so the first coefficients here are simply
att = κ2〈v′t(gt)〉, bt,t−1 = γκ2〈u′t(ft−1)〉.
The state evolution for this algorithm may be expressed in terms of two sequences of mean
vectors µ∞T = (µ
∞
t )1≤t≤T and ν∞T = (ν
∞
t )1≤t≤T and covariance matrices Σ∞T = (σ
∞
st )1≤s,t≤T and
Ω∞T = (ω
∞
st )1≤s,t≤T , defined as follows: For T = 1 we set
ν∞1 = α · E[U1U∗], ω∞11 = γκ∞2 · E[U21 ].
Having defined µ∞T−1, Σ
∞
T−1, ν
∞
T , and Ω
∞
T , we denote
Ut = ut(Ft−1) for t = 2, . . . , T, (F1, . . . , FT−1) = µ∞T−1 · U∗ + (Y1, . . . , YT−1),
(Y1, . . . , YT−1) ∼ N (0,Σ∞T−1) independent of (U1, U∗),
Vt = vt(Gt) for t = 1, . . . , T, (G1, . . . , GT ) = ν
∞
T · V∗ + (Z1, . . . , ZT ),
(Z1, . . . , ZT ) ∼ N (0,Ω∞T ) independent of V∗. (1.32)
We then define µ∞T and Σ
∞
T with the entries, for 1 ≤ s, t ≤ T ,
µ∞t = (α/γ) · E[VtV∗]
σ∞st =
s−1∑
j=0
t−1∑
k=0
 s∏
i=s−j+1
E[v′i(Gi)]E[u′i(Fi−1)]
( t∏
i=t−k+1
E[v′i(Gi)]E[u′i(Fi−1)]
)
·
(
κ∞2(j+k+1)E[Vs−jVt−k] + κ
∞
2(j+k+2)E[v
′
s−j(Gs−j)]E[v′t−k(Gt−k)]E[Us−jUt−k]
)
. (1.33)
Now having defined µ∞T and Σ
∞
T , we extend (1.32) to
Ut = ut(Ft−1) for t = 2, . . . , T + 1, (F1, . . . , FT ) = µ∞T · U∗ + (Y1, . . . , YT ),
(Y1, . . . , YT ) ∼ N (0,Σ∞T ) independent of (U1, U∗) (1.34)
and define ν∞T+1 and Ω
∞
T+1 with the entries, for 1 ≤ s, t ≤ T + 1,
ν∞t = α · E[UtU∗]
ω∞st = γ
s−1∑
j=0
t−1∑
k=0
 s∏
i=s−j+1
E[u′i(Fi−1)]E[v′i−1(Gi−1)]
( t∏
i=t−k+1
E[u′i(Fi−1)]E[v′i−1(Gi−1)]
)
·
(
κ∞2(j+k+1)E[Us−jUt−k] + κ
∞
2(j+k+2)E[u
′
s−j(Fs−j−1)]E[u′t−k(Ft−k−1)]E[Vs−j−1Vt−k−1]
)
.
(1.35)
We use the convention V0 = 0, so that the second term of (1.35) is 0 for j = s− 1 or k = t− 1. In
the limit m,n→∞, the iterates of (1.28–1.31) will satisfy
(f1, . . . , fT ,u∗)
W2→ (F1, . . . , FT , U∗), (g1, . . . ,gT ,v∗) W2→ (G1, . . . , GT , V∗).
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As an example of choices for vt(·) and ut+1(·), let us again analyze the single-iterate posterior
mean denoisers given by
vt(gt) = η(gt | νt, ωtt), ut+1(ft) = η(ft | µt, σtt), (1.36)
where η(·) is as defined in (1.19), and (νt, ωtt) and (µt, σtt) are the state evolution parameters
describing the univariate Gaussian laws of Gt and Ft. We denote by mmse(·) the scalar mean-
squared-error function from (1.20), and by R(x) the rectangular R-transform of Λm with aspect
ratio γ. This may be defined for small |x| by the convergent series (see Proposition C.3)
R(x) =
∞∑
k=1
κ∞2kx
k,
where κ∞2k are the rectangular free cumulants of Λm above. We denote R
′(x) as its derivative, and
S(x) =
(
R(x)
x
)′
=
xR′(x)−R(x)
x2
.
Theorem 1.4. Suppose W = O>ΛQ ∈ Rm×n where Q and O are Haar-uniform orthogonal
matrices. Let Λ = diag(λ), where (λ,u1,u∗,v∗) are independent of (O,Q), ‖u∗‖ =
√
n, ‖v∗‖ =√
m, and
λ
W→ Λ, (u1,u∗) W→ (U1, U∗), v∗ W→ V∗, m/n = γ ∈ (0,∞)
as m,n→∞. Suppose E[U21 ] ≤ 1, E[U1U∗] = ε > 0, and ‖λ‖∞ ≤ C0, almost surely for all large n
and some constants C0, ε > 0.
(a) Let α ≥ 0, and let each function vt(·) and ut+1(·) be continuously differentiable and Lipschitz
on R. Then for each fixed T ≥ 1, almost surely as m,n→∞,
(u1, . . . ,uT+1, f1, . . . , fT ,u∗)
W→ (U1, . . . , UT+1, F1, . . . , FT , U∗),
(v1, . . . ,vT ,g1, . . . ,gT ,v∗)
W→ (V1, . . . , VT , G1, . . . , GT , V∗),
where these limits are as defined in (1.32) and (1.34).
(b) Suppose vt(·), ut+1(·) are the posterior-mean denoisers in (1.36) and are Lipschitz on R. There
exist constants C,α0 > 0 depending only on C0, ε, γ such that for all α > α0, setting
I∆ = IΓ = [1− C/α2, 1], IΣ = [κ∞2 /2, 3κ∞2 /2], IΩ = γ · IΣ,
there is a unique fixed point (∆∗,Σ∗,Γ∗,Ω∗, X∗) ∈ I∆ × IΣ × IΓ × IΩ × R to the equations
X∗ =
α2∆∗Γ∗(1−∆∗)(1− Γ∗)
γΣ∗Ω∗
, 1−∆∗ = mmse
(
α2Γ2∗
γ2Σ∗
)
, 1− Γ∗ = mmse
(
α2∆2∗
Ω∗
)
,
Σ∗ = Γ∗R′(X∗) +
α2∆3∗(1− Γ∗)2
Ω2∗
S(X∗), Ω∗ = γ∆∗R′(X∗) +
α2Γ3∗(1−∆∗)2
γΣ2∗
S(X∗). (1.37)
Furthermore,
lim
T→∞
(
lim
m,n→∞
1
m
u>T u∗
)
= lim
T→∞
(
lim
m,n→∞
1
m
‖uT ‖2
)
= ∆∗
lim
T→∞
(
lim
m,n→∞
1
n
v>T v∗
)
= lim
T→∞
(
lim
m,n→∞
1
n
‖vT ‖2
)
= Γ∗.
We defer the proof of this theorem to Section 7.
Remark 1.5. As in the symmetric square setting of Remark 1.2, the above fixed points imply that
the asymptotic matrix mean-squared-error is given by
MSE ≡ lim
T→∞
(
lim
m,n→∞
1
mn
‖uTv>T − u∗v>∗ ‖2F
)
= 1−∆∗Γ∗.
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We may compare this with the asymptotic error of the PCA estimate: Assume without loss of
generality that γ = m/n ≤ 1. Let uˆPCA and vˆPCA be the leading left and right singular vectors of
X, with the scalings ‖uˆPCA‖ = ‖u∗‖ =
√
m and ‖vˆPCA‖ = ‖v∗‖ =
√
n. Recall that the singular
value of the rank-one signal (α/m)u∗v>∗ is α/
√
γ, and set
x = γ/α2.
Then [BGN12, Theorem 2.9] shows
lim
m,n→∞
(
1
m
uˆ>PCAu∗
)2
= ∆PCA ≡ −2xϕ(D
−1(x))
D′(D−1(x))
(1.38)
lim
m,n→∞
(
1
n
vˆ>PCAv∗
)2
= ΓPCA ≡ −2xϕ¯(D
−1(x))
D′(D−1(x))
(1.39)
where
ϕ(z) = E
[
z
z2 − Λ2m
]
, ϕ¯(z) = γϕ(z) +
1− γ
z
, D(z) = ϕ(z)ϕ¯(z), (1.40)
and D−1(z) is the functional inverse of D for small |z|. Then the matrix mean-squared-error for
the best rescaling of the PCA estimate is
MSEPCA ≡ min
c>0
(
lim
m,n→∞
1
mn
‖c · uˆPCAvˆ>PCA − u∗v>∗ ‖2F
)
= min
c>0
(
c2 − 2c
√
∆PCAΓPCA + 1
)
= 1−∆PCAΓPCA
with the minimum attained at c =
√
∆PCAΓPCA. We verify in Section 7.3 that for all α > α0
sufficiently large, the fixed points of Theorem 1.4(b) satisfy
MSE = 1−∆∗Γ∗ ≤ 1−∆PCAΓPCA = MSEPCA, (1.41)
and that equality holds if and only if both U∗ ∼ N (0, 1) and V∗ ∼ N (0, 1). Thus, for sufficiently
large signal strength and any non-Gaussian prior for either U∗ or V∗, the above AMP algorithm
achieves strictly better estimation accuracy than PCA.
An illustration of this AMP algorithm and its state evolution is presented in the middle and right
panels of Figure 1.1, with noise singular values drawn from a rescaled Beta(1, 2) distribution. Again,
close agreement with the state evolution predictions is observed at these sample sizes (m,n) =
(2000, 4000) and γ = 1/2.
1.3. Proof ideas. We describe here the main ideas of the proof for analyzing the general AMP
algorithms (1.2–1.3) and (1.5–1.8). In the setting of a symmetric square matrix W ∈ Rn×n, the
basic strategy is to write W = O>ΛO, and to express the AMP iterations (1.2–1.3) in an expanded
form as
rt = Out (1.42)
st = O
>Λrt (1.43)
zt = st − bt1u1 − . . .− bttut (1.44)
ut+1 = ut+1(z1, . . . , zt). (1.45)
All analyses are performed conditional on u1 and Λ, so that the only randomness is in the Haar-
orthogonal matrix O. We apply Bolthausen’s conditioning technique [Bol14], analyzing sequentially
each iterate r1, s1, z1,u2, r2, . . . conditional on all preceding iterates. This requires understanding
the law of O conditional on events of the form
OX = Y,
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which was shown in [RSF19] to be
O|OX=Y L= X(X>X)−1Y> + ΠX⊥O˜ΠY⊥ . (1.46)
Here, ΠX⊥ and ΠY⊥ are the projections orthogonal to the column spans of X and Y, and O˜ is an
independent copy of O. (See Proposition C.1. A similar result for complex unitary matrices was
shown also in [Tak17].)
There are two difficulties which arise in carrying out this conditional analysis, when the spectral
distribution of Λ does not converge to the semicircle law. First, the forms of bT1, . . . , bTT and ΣT
in iteration T will depend on
n−1u>s W
kut ≡ n−1r>s Λkrt for k = 1, 2 and s, t ≤ T.
These values will in turn depend on
n−1u>s W
kut ≡ n−1r>s Λkrt for k = 1, . . . , 4 and s, t ≤ T − 1,
which will in turn depend on
n−1u>s W
kut ≡ n−1r>s Λkrt for k = 1, . . . , 6 and s, t ≤ T − 2,
and so forth. The final dependence is on n−1u>1 Wku1 for k = 1, . . . , 2T , whose limits are given
by the first 2T moments of the limit spectral distribution of W, because the initialization u1 is
independent of W which is rotationally invariant in law. The free cumulants of W that appear in
the final forms of the Onsager correction and state evolution emerge by tracking these dependences.
To provide an inductive argument that can describe these dependences for arbitrary iterations, our
proof will establish a precise form of
lim
n→∞n
−1u>s W
kut
for every fixed moment k ≥ 0 and all fixed iterates s, t ≥ 1. These forms will depend on combi-
natorial coefficients that we call “partial moment coefficients”, defined by summing over certain
subsets of the non-crossing partition lattice, and which interpolate between the moments and free
cumulants of the spectral distribution of W. We define these coefficients in Section 4.1.
A second technical difficulty which arises is that for the resulting conditioning events OX = Y,
the form of the matrix X>X in (1.46) becomes complicated, depending on series of matrices with
these partial moment coefficients, and (X>X)−1 does not admit a tractable description. Instead, we
will handle matrix-vector products (X>X)−1v arising in the computation by “guessing” the form
w for this product, and then verifying that (X>X)w = v. This type of verification is contained in
Lemma 4.3, and relies on combinatorial identities for these partial moment coefficients.
The proof ideas in the rectangular setting are similar: We write W = O>ΛQ and express (1.5–
1.8) in an expanded form analogous to (1.42–1.45) above. A key component of the proof is then to
identify the large-(m,n) limits of the four quantities
m−1u>s (WW
>)kut, m−1v>s W
>(WW>)kut, n−1u>s W(W
>W)kut, n−1v>s (W
>W)kvt
for all fixed moments k ≥ 0 and iterates s, t ≥ 1. These will depend on certain partial moment
coefficients that interpolate between the moments and rectangular free cumulants of the limit
singular value distribution of W, and which are defined by summing over subsets of the lattice of
non-crossing partitions of sets with even cardinality. These coefficients are defined in Section 6.1,
and the corresponding identities involving (X>X)−1 are contained in Lemma 6.3.
Acknowledgments. I am grateful to my advisor Andrea Montanari, who first introduced me to
the beautiful worlds of both free probability and AMP.
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2. Preliminaries on Wasserstein convergence and free probability
Notation. For vectors v ∈ Rn and w ∈ Rm, we denote
〈v〉 = 1
n
n∑
i=1
vi, 〈w〉 = 1
m
m∑
i=1
wi.
For a matrix (v1, . . . ,vk) ∈ Rn×k and a function f : Rk → R, we write f(v1, . . . ,vk) ∈ Rn as its
row-wise evaluation.
Recall that a function u : Rk → R is weakly differentiable if, for each s = 1, . . . , k, its sth partial
derivative exists Lebesgue-a.e. on every line segment parallel to the sth coordinate axis. We denote
by ∂su (any version of) this partial derivative.
For a matrix (v1, . . . ,vk) ∈ Rn×k, we write Π(v1,...,vk) ∈ Rn×n for the orthogonal projection
onto the linear span of (v1, . . . ,vk), and Π(v1,...,vk)⊥ = Id − Π(v1,...,vk) for the projection onto its
orthogonal complement. Id is the identity matrix, and we write Idk×k to specify the dimension k.
We will use the convention
M0 = Id
for the zero-th power of any square matrix M, even if some eigenvalues of M may be 0.
Products over the empty set are equal to 1, and sums over the empty set are equal to 0. ‖ · ‖ is
the `2 norm for vectors and `2 → `2 operator norm for matrices. ‖v‖∞ = maxi |vi| is the vector `∞
norm, and ‖M‖F = (
∑
i,jm
2
ij)
1/2 is the matrix Frobenius norm.
2.1. Wasserstein convergence of empirical distributions.
Definition 2.1. For p ≥ 1, a matrix (v1, . . . ,vk) = (vi,1, . . . , vi,k)ni=1 ∈ Rn×k, and a probability
distribution L over Rk or a random vector (V1, . . . , Vk) ∼ L, we write
(v1, . . . ,vk)
Wp→ L or (v1, . . . ,vk) Wp→ (V1, . . . , Vk)
for the convergence of the empirical distribution of rows of (v1, . . . ,vk) to L in the Wasserstein
space of order p. This means, for any C > 0 and continuous function f : Rk → R satisfying
|f(v1, . . . , vk)| ≤ C
(
1 + ‖(v1, . . . , vk)‖p
)
, (2.1)
as n→∞,
1
n
n∑
i=1
f(vi,1, . . . , vi,k)→ E
[
f(V1, . . . , Vk)
]
. (2.2)
Implicit in this notation is the finite moment condition E(V1,...,Vk)∼L[‖(V1, . . . , Vk)‖p] <∞.
We write
(v1, . . . ,vk)
W→ L or (v1, . . . ,vk) W→ (V1, . . . , Vk)
to mean that this convergence holds for every fixed p ≥ 1, where L has finite moments of all orders.
We will use a certain calculus associated to these notations
Wp→ and W→, which we review in
Appendix B. By [Vil08, Definition 6.7], to show that (2.2) holds for all continuous functions f
satisfying (2.1), it suffices to check that it holds for all bounded Lipschitz functions f together with
the function f(v1, . . . , vk) = ‖(v1, . . . , vk)‖p. See Chapter 6 of [Vil08] for further background.
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2.2. Free cumulants. We briefly review the notion of free cumulants, and refer readers to [Nov14]
for a more thorough and motivated introduction.
Let X be a random variable with finite moments of all orders, and denote mk = E[Xk]. In
what follows, the law of X will be the empirical eigenvalue distribution of a symmetric matrix
W ∈ Rn×n. Let NC(k) be the set of all non-crossing partitions of {1, . . . , k}. The free cumulants
κ1, κ2, κ3, . . . of X are defined recursively by the moment-cumulant relations
mk =
∑
pi∈NC(k)
∏
S∈pi
κ|S| (2.3)
where |S| is the cardinality of the set S ∈ pi. The first four free cumulants may be computed to be
κ1 = m1 = E[X]
κ2 = m2 −m21 = Var[X]
κ3 = m3 − 3m2m1 + 2m31
κ4 = m4 − 4m3m1 − 2m22 + 10m2m21 − 5m41,
where κ4 is the first free cumulant that differs from the classical cumulants. The free cumulants lin-
earize free additive convolution, describing the eigenvalue distribution of sums of freely independent
symmetric square matrices. If X has the Wigner semicircle law supported on [−2, 2], then
κ1 = 0, κ2 = 1, κj = 0 for all j ≥ 3.
Defining the formal generating functions
M(z) = 1 +
∞∑
k=1
mkz
k, R(z) =
∞∑
k=1
κkz
k−1,
the relations (2.3) are equivalent to an identity of formal series (see [Nov14, Section 2.5])
M(z) = 1 + zM(z) ·R(zM(z)).
Here, R(z) is the R-transform of X described in Section 1.2.1. Comparing the coefficients of zk on
both sides, each free cumulant κk may be computed from m1, . . . ,mk and κ1, . . . , κk−1 as
κk = mk − [zk]
k−1∑
j=1
κj
(
z +m1z
2 +m2z
3 + . . .+mk−1zk
)j
where [zk](q(z)) denotes the coefficient of zk in the polynomial q(z).
2.3. Rectangular free cumulants. For rectangular matrices W ∈ Rm×n, we review the notion
of rectangular free cumulants developed in [BG09b]. This is an example of the operator-valued
free cumulants described in [Spe98], where freeness is with amalgamation over a 2-dimensional
subalgebra corresponding to the 2× 2 block structure of R(m+n)×(m+n).
We fix an aspect ratio parameter
γ = m/n > 0.
Let X be a random variable with finite moments of all orders, and denote the even moments by
m2k = E[X2k]. The law of X2 will be the empirical eigenvalue distribution of WW> ∈ Rm×m, so
that m2k is the k
th moment of this distribution. Define also an auxiliary sequence of even moments
m¯2k =
{
1 if k = 0
γ ·m2k if k ≥ 1.
(2.4)
Since the eigenvalues of WW> and W>W coincide up to the addition or removal of |m−n| zeros,
the value m¯2k is the k
th moment of the empirical eigenvalue distribution of W>W ∈ Rn×n.
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Let NC′(2k) be the non-crossing partitions pi of {1, . . . , 2k} where each set S ∈ pi has even
cardinality. Then we may define two sequences of rectangular free cumulants κ2, κ4, κ6, . . . and
κ¯2, κ¯4, κ¯6, . . . by the moment-cumulant relations
m2k =
∑
pi∈NC′(2k)
∏
S∈pi
minS is odd
κ|S| ·
∏
S∈pi
minS is even
κ¯|S|
m¯2k =
∑
pi∈NC′(2k)
∏
S∈pi
minS is odd
κ¯|S| ·
∏
S∈pi
minS is even
κ|S|
See [BG09b, Eqs. (8–9)]. These cumulants have a simple relation given by
κ¯2k = γ · κ2k for all k ≥ 1, (2.5)
so outside of the proofs, we will always refer to the first sequence {κ2k}k≥1 for simplicity.
Letting e(pi) be the number of sets S ∈ pi where the smallest element of S is even, and letting
o(pi) be the number where the smallest element is odd, applying (2.5) above implies
m2k =
∑
pi∈NC′(2k)
γe(pi)
∏
S∈pi
κ|S|, m¯2k =
∑
pi∈NC′(2k)
γo(pi)
∏
S∈pi
κ|S|. (2.6)
See also [BG09b, Proposition 3.1]. The first four rectangular free cumulants may be computed as
κ2 = m2 = E[X2]
κ4 = m4 − (1 + γ)m22
κ6 = m6 − (3 + 3γ)m4m2 + (2 + 3γ + 2γ2)m32
κ8 = m8 − (4 + 4γ)m6m2 − (2 + 2γ)m24 + (10 + 16γ + 10γ2)m4m22 − (5 + 10γ + 10γ2 + 5γ3)m42.
The rectangular free cumulants linearize rectangular free additive convolution, describing the singu-
lar value distribution of sums of freely independent rectangular matrices. If X2 has the Marcenko-
Pastur law with aspect ratio γ, then
κ2 = 1, κ2j = 0 for all j ≥ 2.
The rectangular free cumulants may be computed from the following relation of generating
functions: Let
M(z) =
∞∑
k=1
m2kz
k, R(z) =
∞∑
k=1
κ2kz
k.
Here, R(z) is the rectangular R-transform described in Section 1.2.2. Then
M(z) = R
(
z(γM(z) + 1)(M(z) + 1)
)
, (2.7)
see [BG09b, Lemma 3.4]. Thus, comparing the coefficients of zk on both sides, each value κ2k may
be computed from m2, . . . ,m2k and κ2, . . . , κ2k−2 as
κ2k = m2k − [zk]
k−1∑
j=1
κ2j
(
z(γM(z) + 1)(M(z) + 1)
)2j
where [zk](q(z)) again denotes the coefficient of zk in the polynomial q(z).
16 APPROXIMATE MESSAGE PASSING ALGORITHMS FOR ROTATIONALLY INVARIANT MATRICES
3. AMP algorithm for symmetric square matrices
In this section, we describe the general AMP algorithm for symmetric square matrices
W = O>ΛO ∈ Rn×n, Λ = diag(λ) (3.1)
and we state a formal theorem for its state evolution.
We consider an initialization u1 ∈ Rn, and also a possible matrix of side information
E ∈ Rn×k
for a fixed dimension k ≥ 0, both independent of W. (We may take k = 0 if there is no such side
information.) Starting from this initialization u1, the AMP algorithm takes the form
zt = Wut − bt1u1 − bt2u2 − . . .− bttut (3.2)
ut+1 = ut+1(z1, . . . , zt,E) (3.3)
Each function ut+1 : Rt+k → R is applied row-wise to (z1, . . . , zt,E) ∈ Rn×(t+k). The debiasing
coefficients bt1, . . . , btt ∈ R are defined to ensure the empirical convergence
(z1, . . . , zt)
W→ N (0,Σ∞t )
as n → ∞. The forms of bt1, . . . , btt and Σ∞t were first described in [OC¸W16], and we review this
in the next section.
3.1. Debiasing coefficients and limit covariance. Define the t× t matrices
∆t =

〈u21〉 〈u1u2〉 · · · 〈u1ut〉
〈u2u1〉 〈u22〉 · · · 〈u2ut〉
...
...
. . .
...
〈utu1〉 〈utu2〉 · · · 〈u2t 〉
 , Φt =

0 0 · · · 0 0
〈∂1u2〉 0 · · · 0 0
〈∂1u3〉 〈∂2u3〉 · · · 0 0
...
...
. . .
...
...
〈∂1ut〉 〈∂2ut〉 · · · 〈∂t−1ut〉 0
 (3.4)
where usus′ ∈ Rn, u2s ∈ Rn, and ∂s′us ∈ Rn denote the entrywise product, square, and partial
derivative with respect to zs′ . For each j ≥ 0, define
Θ
(j)
t =
j∑
i=0
Φit∆t(Φ
j−i
t )
>. (3.5)
For example,
Θ
(0)
t = ∆t, Θ
(1)
t = Φt∆t + ∆tΦ
>
t , Θ
(2)
t = Φ
2
t∆t + Φt∆tΦ
>
t + ∆t(Φ
2
t )
>.
Let {κk}k≥1 be the free cumulants of the empirical eigenvalue distribution of W. These are the
free cumulants as defined in Section 2.2 corresponding to the empirical moments
mk =
1
n
n∑
i=1
λki , (3.6)
where (λ1, . . . , λn) = λ are the eigenvalues of W. Then define two matrices Bt and Σt by
Bt =
 ∞∑
j=0
κj+1Φ
j
t
> , Σt = ∞∑
j=0
κj+2Θ
(j)
t . (3.7)
Here, Bt may be interpreted as the R-transform applied to Φ
>
t . Note that we write these as infinite
series for convenience, but in fact the series are finite because Φjt = 0 for all j ≥ t, and hence also
Θ
(j)
t = 0 for all j ≥ 2t− 1. So for example,
B1 = κ1Id1×1, B2 = κ1Id2×2 + κ2Φ>2 ,
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Σ1 = κ2Θ
(0)
1 , Σ2 = κ2Θ
(0)
2 + κ3Θ
(1)
2 + κ4Θ
(2)
2 .
Each matrix Bt is upper-triangular, which we may write entrywise as
Bt =

b11 b21 · · · bt1
b22 · · · bt2
. . .
...
btt
 .
The debiasing coefficients in (3.2) are defined to be the last column of Bt. Note that the diagonal
entries b11, b22, . . . , btt are all equal to κ1, corresponding to the subtraction of κ1ut in (3.2) when
the eigenvalue distribution of W has mean κ1. If κ1 = 0, then the debiasing for Wut depends only
on the previous iterates u1, . . . ,ut−1.
Under the conditions to be imposed in Assumption 3.2, all of the matrices ∆t, Φt, Bt, and Σt
will converge to deterministic t× t matrices in the n→∞ limit, which we denote as
(∆∞t ,Φ
∞
t ,B
∞
t ,Σ
∞
t ) = limn→∞(∆t,Φt,Bt,Σt).
This matrix Σ∞t is the covariance defining the state evolution of the iterates (z1, . . . , zt). All of our
results will hold equally if the debiasing coefficients in (3.2) are replaced by their limits b∞ts , or by
any consistent estimates of these limits.
We make two observations regarding this construction:
(1) From the lower-triangular form of Φt, one may check that the upper-left (t − 1) × (t − 1)
submatrix of (Φjt )
> is (Φjt−1)
>, and similarly the upper-left (t − 1) × (t − 1) submatrix of
Θ
(j)
t is Θ
(j)
t−1. Thus, the upper-left submatrices of Bt and Σt coincide with Bt−1 and Σt−1.
(2) For each iteration t ≥ 1, Bt depends on λ only via its first t free cumulants κ1, . . . , κt, and
Σt depends on λ only via its first 2t free cumulants κ1, . . . , κ2t.
Remark 3.1. In the Gaussian setting of W ∼ GOE(n), where W has independent N (0, 1/n)
entries above the diagonal and N (0, 2/n) entries on the diagonal, the limit spectral distribution of
W is the Wigner semicircle law. The limits of the free cumulants κ1, κ2, . . . in this case are
κ∞1 = 0, κ
∞
2 = 1, κ
∞
j = 0 for all j ≥ 2.
This yields simply
B∞t = (Φ
∞
t )
>, Σ∞t = ∆
∞
t .
If we further specialize to an algorithm where each ut depends only on the previous iterate zt−1,
then 〈∂sut〉 = 0 for s 6= t− 1, and this yields the Gaussian AMP algorithm
zt = Wut − 〈∂t−1ut〉ut−1, ut+1 = ut+1(zt,E)
as studied in [Bol14] and [BM11a, Section 4]. Furthermore, the state evolution is such that each
iterate zt has the empirical limit N (0, σ∞tt ), where σ∞tt = limn→∞〈u2t 〉. Note that outside of this
Gaussian setting, we do not in general have the identity Σ∞t = ∆∞t , i.e. the empirical second
moments of z1, . . . , zt do not coincide with those of u1, . . . ,ut in the large-n limit, even if W is
scaled so that κ2 = 1.
3.2. Main result. We impose the following assumptions on the model (3.1) and the AMP iterates
(3.2–3.3). Note that here, we do not require the functions ut+1(·) to be Lipschitz, but instead
impose only the assumption (2.1) of polynomial growth.
Assumption 3.2.
(a) O ∈ Rn×n is a random and Haar-uniform orthogonal matrix.
(b) λ ∈ Rn is independent of O and satisfies λ W→ Λ almost surely as n→∞, for a random variable
Λ having finite moments of all orders.
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(c) u1 ∈ Rn and E ∈ Rn×k are independent of O and satisfy (u1,E) W→ (U1, E) almost surely as
n→∞, for a random vector (U1, E) ≡ (U1, E1, . . . , Ek) having finite moments of all orders.
(d) Each function ut+1 : Rt+k → R satisfies (2.1) for some C > 0 and p ≥ 1. Writing its argument
as (z, e) where z ∈ Rt and e ∈ Rk, ut+1 is weakly differentiable in z and continuous in e. For
each s = 1, . . . , t, ∂sut+1 also satisfies (2.1) for some C > 0 and p ≥ 1, and ∂sut+1(z, e) is
continuous at Lebesgue-a.e. z ∈ Rt for every e ∈ Rk.
(e) Var[Λ] > 0 and E[U21 ] > 0. Letting (Z1, . . . , Zt) ∼ N (0,Σ∞t ) be independent of (U1, E), each
function ut+1 is such that there do not exist constants α1, . . . , αt, β1, . . . , βt for which
ut+1(Z1, . . . , Zt, E) =
t∑
s=1
αsZs + β1U1 +
t∑
s=2
βsUs(Z1, . . . , Zs−1, E)
with probability 1 over (U1, E, Z1, . . . , Zt).
We clarify that Theorem 3.3 below establishes the existence of the limit Σ∞t provided that
condition (e) holds for the functions u2, . . . , ut, and this limit Σ
∞
t then defines condition (e) for the
next function ut+1. This condition (e) is a non-degeneracy assumption that holds if each function
ut+1 has a non-linear dependence on the preceding iterate zt.
Theorem 3.3. Under Assumption 3.2, for each fixed t ≥ 1, almost surely as n → ∞: Σt → Σ∞t
for a deterministic non-singular matrix Σ∞t , and
(u1, . . . ,ut+1, z1, . . . , zt,E)
W→ (U1, . . . , Ut+1, Z1, . . . , Zt, E)
where (Z1, . . . , Zt) ∼ N (0,Σ∞t ), this vector (Z1, . . . , Zt) is independent of (U1, E), and Us =
us(Z1, . . . , Zs−1, E) for each s = 2, . . . , t+ 1.
The limit Σ∞t is given by replacing 〈usus′〉, 〈∂s′us〉, and κk in the definitions (3.4) and (3.7) with
E[UsUs′ ], E[∂s′us(Z1, . . . , Zs−1, E)], and the free cumulants κ∞k of the limit spectral distribution Λ.
3.3. Removing the non-degeneracy assumption. The following corollary provides a version of
Theorem 3.3 without the non-degeneracy condition of Assumption 3.2(e), under the stronger condi-
tion that each function ut+1 is continuously-differentiable and Lipschitz. Note that the convergence
established is only in W2, rather than in Wp for every order p ≥ 1 as in Theorem 3.3.
The proof follows the idea of [BMN20] by studying a perturbed AMP sequence and then taking
the limit of this perturbation to 0. We defer this proof to Appendix A.
Corollary 3.4. Suppose Assumption 3.2(a–c) holds, lim supn→∞ ‖λ‖∞ <∞, each function ut+1 :
Rt+k → R is continuously-differentiable, and
|ut+1(z, e)− ut+1(z′, e)| ≤ C‖z − z′‖
for a constant C > 0 and all z, z′ ∈ Rt and e ∈ Rk. Then for each fixed t ≥ 1, almost surely as
n→∞: Σt → Σ∞t for a deterministic (possibly singular) matrix Σ∞t , and
(u1, . . . ,ut+1, z1, . . . , zt,E)
W2→ (U1, . . . , Ut+1, Z1, . . . , Zt, E)
where (U1, . . . , Ut+1, Z1, . . . , Zt, E) is as defined in Theorem 3.3.
4. Proof for symmetric square matrices
In this section, we prove Theorem 3.3. Recalling W = O>ΛO where Λ = diag(λ), we may write
the iterations (3.2–3.3) equivalently as
rt = Out (4.1)
st = O
>Λrt (4.2)
zt = st − bt1u1 − . . .− bttut (4.3)
APPROXIMATE MESSAGE PASSING ALGORITHMS FOR ROTATIONALLY INVARIANT MATRICES 19
ut+1 = ut+1(z1, . . . , zt,E) (4.4)
As discussed in Section 1.3, we will wish to identify the almost-sure limits
lim
n→∞n
−1r>s Λ
krs′ ≡ lim
n→∞n
−1u>s W
kus′ (4.5)
for each fixed pair s, s′ ≥ 1 and fixed order k ≥ 0. In Section 4.1 below, we first define certain
“partial moment” coefficients ck,j corresponding to the free cumulants {κk}k≥1 of λ. We then
define, for each iteration t ≥ 1 and each order k ≥ 0, the t× t matrix
L
(k)
t =
∞∑
j=0
ck,jΘ
(j)
t (4.6)
where Θ
(j)
t is defined by (3.5). As in the definitions (3.7), this series is in fact finite because Θ
(j)
t = 0
for j ≥ 2t− 1. The limits (4.5) will be identified as the entries of L(k,∞)t = limn→∞ L(k)t .
4.1. Coefficients for “partial moments”. Let {mk}k≥1 and {κk}k≥1 be the moments and free
cumulants of λ, as defined in Section 3.1. For notational convenience, we identify
κ0 = 1. (4.7)
We then define a doubly-indexed sequence of coefficients (ck,j)k,j≥0 by
c0,0 = 1, c0,j = 0 for j ≥ 1, ck,j =
j+1∑
m=0
ck−1,m κj+1−m for k ≥ 1. (4.8)
These coefficients admit the following combinatorial interpretation: Let
NC(k, `) =
{
pi ∈ NC(k) : S ∩ {1, . . . , `} 6= S for all S ∈ pi
}
.
This is the subset of non-crossing partitions pi ∈ NC(k) where no set S ∈ pi is contained in {1, . . . , `}.
For ` = 0, NC(k, 0) = NC(k) is the set of all non-crossing partitions. The following lemma shows
that ck,j corresponds to the part of the sum (2.3) that enumerates only over the partitions belonging
to the subset NC(k + j, j) of NC(k + j).
Lemma 4.1. For each k ≥ 1,
ck,j =
∑
pi∈NC(k+j,j)
∏
S∈pi
κ|S|. (4.9)
In particular, c1,j = κj+1 for each j ≥ 0, and ck,0 = mk for each k ≥ 1.
Proof. For k = 1, the only non-zero term in the sum (4.8) corresponds to m = 0. This gives
c1,j = κj+1. The only partition of {1, . . . , j + 1} where no set belongs to {1, . . . , j} is the partition
consisting of a single set with all j+ 1 elements. Thus NC(j+ 1, j) consists of this single partition,
so the right side of (4.9) is simply κj+1. This verifies (4.9) for k = 1.
Suppose inductively that (4.9) holds for k − 1 (and all j). Consider
ck,j = ck−1,j+1 +
j∑
m=0
ck−1,mκj+1−m. (4.10)
By this induction hypothesis, the first term is
ck−1,j+1 =
∑
pi∈NC(k+j,j+1)
∏
S∈pi
κ|S|. (4.11)
To analyze the second term of (4.10), note that if pi ∈ NC(k+j, j) but pi /∈ NC(k+j, j+1), then there
is some set S ∈ pi containing j+1 and also belonging to {1, . . . , j+1}. This set S ∈ pi must consist of
consecutive elements of {1, . . . , j+1}, because if there is a gap in the elements of S, then the elements
in this gap must form their own sets of pi as pi is non-crossing, and this contradicts pi ∈ NC(k+j, j).
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Thus S = {m + 1, . . . , j + 1} for some m ∈ {0, . . . , j}. Removing S from pi establishes a bijection
between such partitions pi and the non-crossing partitions pi′ ∈ NC(k− 1 +m,m) of the k− 1 +m
remaining elements, such that no set of pi′ is contained in {1, . . . ,m}. Summing over such partitions
pi′ and applying the induction hypothesis, we have
ck−1,m =
∑
pi′∈NC(k−1+m,m)
∏
S′∈pi′
κ|S′|.
Then applying this bijection and including back {m+ 1, . . . , j + 1} (of size j + 1−m) into pi,
ck−1,mκj+1−m =
∑
pi∈NC(k+j,j)\NC(k+j,j+1)
{m+1,...,j+1}∈pi
∏
S∈pi
κ|S|.
Summing this over all possible values m ∈ {0, . . . , j} gives
j∑
m=0
ck−1,mκj+1−m =
∑
pi∈NC(k+j,j)\NC(k+j,j+1)
∏
S∈pi
κ|S|,
and combining with (4.10) and (4.11) yields (4.9). This completes the induction, establishing (4.9)
for all k.
Finally, the statement ck,0 = mk follows from specializing (4.9) to j = 0, and applying NC(k, 0) =
NC(k) and the moment-cumulant relations (2.3). 
4.2. Partial moment identities. Recalling the definition of L
(k)
t in (4.6), we now establish several
identities that are derived from the recursion for ck,j in (4.8).
Lemma 4.2. For every t ≥ 1,
L
(0)
t = ∆t (4.12)
L
(1)
t = ∆tBt + ΦtΣt
= B>t ∆t + ΣtΦ
>
t (4.13)
L
(2)
t = B
>
t ∆tBt + B
>
t ΦtΣt + ΣtΦ
>
t Bt + Σt (4.14)
Proof. For k = 0, we have c0,0 = 1 and c0,j = 0 for all j ≥ 1. We also have Θ(0)t = ∆t. Hence
(4.12) follows from (4.6).
For k = 1, we have c1,j = κj+1 by Lemma 4.1. Then
L
(1)
t =
∞∑
j=0
κj+1Θ
(j)
t =
∞∑
j=0
κj+1
j∑
i=0
Φit∆t(Φ
j−i
t )
>.
Note that all series throughout this proof are actually finite, so we may freely exchange orders of
summation. Separating the terms that begin with ∆t from those that begin with Φt,
L
(1)
t =
∞∑
j=0
κj+1∆t(Φ
j
t )
> +
∞∑
j=1
κj+1
j∑
i=1
Φit∆t(Φ
j−i
t )
>
= ∆tBt + Φt
∞∑
j=0
κj+2
j∑
i=0
Φit∆t(Φ
j−i
t )
> = ∆tBt + ΦtΣt.
Since L
(1)
t , ∆t, and Σt are symmetric, we must also have L
(1)
t = B
>
t ∆t + ΣtΦ
>
t , and this yields
both identities in (4.13).
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For k = 2, applying c1,m = κm+1 and the recursion (4.8), we have
L
(2)
t =
∞∑
j=0
c2,jΘ
(j)
t =
∞∑
j=0
(
j+1∑
m=0
κm+1κj+1−m
)
·
(
j∑
i=0
Φit∆t(Φ
j−i
t )
>
)
.
Collecting terms by powers of Φt and Φ
>
t ,
L
(2)
t =
∞∑
i=0
∞∑
p=0
(
i+p+1∑
m=0
κm+1κi+p+1−m
)
Φit∆t(Φ
p
t )
>.
Substituting q = i+ p−m, we may write
i+p+1∑
m=0
κm+1κi+p+1−m = κi+1κp+1 + κi+p+2κ0 +
i−1∑
m=0
κm+1κi+p+1−m +
p−1∑
q=0
κi+p+1−qκq+1
where the last two sums may be empty if i = 0 or p = 0. Recalling the notation κ0 = 1 from (4.7),
and identifying
B>t ∆tBt =
( ∞∑
i=0
κi+1Φ
i
t
)
∆t
 ∞∑
p=0
κp+1(Φ
p
t )
>
 = ∞∑
i=0
∞∑
p=0
κi+1κp+1Φ
i
t∆t(Φ
p
t )
>
Σt =
∞∑
j=0
κj+2
j∑
i=0
Φit∆t(Φ
j−i
t )
> =
∞∑
i=0
∞∑
p=0
κi+p+2κ0Φ
i
t∆t(Φ
p
t )
>
B>t ΦtΣt =
( ∞∑
m=0
κm+1Φ
m
t
)
Φt
 ∞∑
j=0
κj+2
j∑
p=0
Φj−pt ∆t(Φ
p
t )
>

=
∞∑
i=1
∞∑
p=0
(
i−1∑
m=0
κm+1κi+p+1−m
)
Φit∆t(Φ
p
t )
>
ΣtΦ
>
t Bt =
 ∞∑
j=0
κj+2
j∑
i=0
Φit∆t(Φ
j−i
t )
>
Φ>t
 ∞∑
q=0
κq+1(Φ
q
t )
>

=
∞∑
i=0
∞∑
p=1
p−1∑
q=0
κi+p+1−qκq+1
Φit∆t(Φpt )>,
this yields (4.14). 
Lemma 4.3. Define
Υt =
(
∆t ∆tBt + ΦtΣt
Φ>t Φ>t Bt + Id
)
. (4.15)
For every t ≥ 1 and k ≥ 0,(
L
(k)
t L
(k+1)
t
)
=
(∑∞
j=0 ck,jΦ
j
t
∑∞
j=0 ck,j+1Θ
(j)
t
)
Υt (4.16)(
L
(k)
t L
(k+1)
t
L
(k+1)
t L
(k+2)
t
)
= ck,0
(
L
(0)
t L
(1)
t
L
(1)
t L
(2)
t
)
+ Υ>t
(
0
∑∞
j=0 ck,j+1(Φ
j
t )
>∑∞
j=0 ck,j+1Φ
j
t
∑∞
j=0 ck,j+2Θ
(j)
t
)
Υt (4.17)
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Proof. Applying (4.13) and the definitions of L
(1)
t and Bt, and recalling the notation κ0 = 1 from
(4.7) and c1,j = κj+1 from Lemma 4.1,
Υ>t =
(
∆t Φt
L
(1)
t B
>
t Φt + Id
)
=
(
∆t Φt∑∞
j=0 κj+1Θ
(j)
t
∑∞
j=0 κjΦ
j
t
)
. (4.18)
For (4.16), applying the definition of Θ
(j)
t , we compute
(
∆t Φt
)(∑∞j=0 ck,j(Φjt )>∑∞
j=0 ck,j+1Θ
(j)
t
)
= ∆t ·
∞∑
j=0
ck,j(Φ
j
t )
> + Φt ·
∞∑
j=0
ck,j+1
j∑
i=0
Φit∆t(Φ
j−i
t )
>
=
∞∑
j=0
ck,j
j∑
i=0
Φit∆t(Φ
j−i
t )
>
=
∞∑
j=0
ck,jΘ
(j)
t = L
(k)
t . (4.19)
We also compute
(∑∞
j=0 κj+1Θ
(j)
t
∑∞
j=0 κjΦ
j
t
)(∑∞
j=0 ck,j(Φ
j
t )
>∑∞
j=0 ck,j+1Θ
(j)
t
)
=
 ∞∑
j=0
κj+1
j∑
i=0
Φit∆t(Φ
j−i
t )
>
 ·
 ∞∑
p=0
ck,p(Φ
p
t )
>

+
 ∞∑
j=0
κjΦ
j
t
 ·
 ∞∑
p=0
ck,p+1
p∑
q=0
Φp−qt ∆t(Φ
q
t )
>

=
∞∑
i=0
∞∑
j=i
∞∑
p=0
κj+1ck,pΦ
i
t∆t(Φ
j−i+p
t )
> +
∞∑
q=0
∞∑
p=q
∞∑
j=0
κjck,p+1Φ
j+p−q
t ∆t(Φ
q
t )
>
=
∞∑
i=0
∞∑
r=0
r+i∑
j=i
κj+1ck,r−j+i
Φit∆t(Φrt )> + ∞∑
q=0
∞∑
`=0
(
`+q∑
p=q
κ`−p+qck,p+1
)
Φ`t∆t(Φ
q
t )
>
=
∞∑
i=0
∞∑
r=0
(
(κi+1ck,r + κi+2ck,r−1 + + . . .+ κi+r+1ck,0)
+ (κick,r+1 + κi−1ck,r+2 + . . .+ κ0ck,i+r+1)
)
Φit∆t(Φ
r
t )
>
=
∞∑
i=0
∞∑
r=0
i+r+1∑
j=0
κjck,i+r+1−j
Φit∆t(Φrt )>. (4.20)
From the recursion for ck,j in (4.8), this is equal to
∞∑
i=0
∞∑
r=0
ck+1,i+rΦ
i
t∆t(Φ
r
t )
> = L(k+1)t .
Combining this with (4.19) and (4.18) and taking the transpose yields (4.16).
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For (4.17), applying (4.18), first observe that
Υ>t
(
0∑∞
j=0 ck,j+1Φ
j
t
)
=
( ∑∞
j=0 ck,j+1Φ
j+1
t∑∞
j=0 κjΦ
j
t ·
∑∞
p=0 ck,p+1Φ
p
t
)
=
( ∑∞
`=1 ck,`Φ
`
t∑∞
`=0
(∑`
j=0 κjck,`−j+1
)
Φ`t
)
=
( ∑∞
`=0(ck,` − ck,0c0,`)Φ`t∑∞
`=0(ck+1,` − ck,0c1,`)Φ`t
)
where the last equality applies c0,0 = 1, c0,` = 0 for ` ≥ 1, c1,` = κ`+1, and the recursion (4.8).
Next, applying the same computations as leading to (4.19) and (4.20), we obtain
Υ>t
(∑∞
j=0 ck,j+1(Φ
j
t )
>∑∞
j=0 ck,j+2Θ
(j)
t
)
=
( ∑∞
j=0 ck,j+1Θ
(j)
t∑∞
i=0
∑∞
r=0
∑i+r+1
j=0 κjck,i+r+2−jΦ
i
t∆t(Φ
r
t )
>
)
=
( ∑∞
`=0(ck,`+1 − ck,0c0,`+1)Θ(`)t∑∞
`=0(ck+1,`+1 − ck,0c1,`+1)Θ(`)t
)
where the second equality again applies c0,`+1 = 0 for ` ≥ 0, c1,`+1 = κ`+2, and the recursion (4.8).
Combining these two identities, we get
Υ>t
(
0
∑∞
j=0 ck,j+1(Φ
j
t )
>∑∞
j=0 ck,j+1Φ
j
t
∑∞
j=0 ck,j+2Θ
(j)
t
)
=
( ∑∞
`=0 ck,`Φ
`
t
∑∞
`=0 ck,`+1Θ
(`)
t∑∞
`=0 ck+1,`Φ
`
t
∑∞
`=0 ck+1,`+1Θ
(`)
t
)
− ck,0
(∑∞
`=0 c0,`Φ
`
t
∑∞
`=0 c0,`+1Θ
(`)
t∑∞
`=0 c1,`Φ
`
t
∑∞
`=0 c1,`+1Θ
(`)
t
)
Then (4.17) follows from multiplying on the right by Υt, and applying (4.16) to the right side with
k and also with 0, 1, k + 1 in place of k. 
4.3. Conditioning argument. We now prove Theorem 3.3, applying the conditioning argument
described in Section 1.3. Theorem 3.3 follows directly from the following extended lemma, where
part (b) identifies the limits (4.5) with the limit of L
(k)
t .
Lemma 4.4. Suppose Assumption 3.2 holds. Almost surely for each t = 1, 2, 3, . . .:
(a) There exist deterministic matrices (∆∞t ,Φ∞t ,Θ
(j,∞)
t ,B
∞
t ,Σ
∞
t ,L
(k,∞)
t ) for all fixed j, k ≥ 0 such
that
(∆∞t ,Φ
∞
t ,Θ
(j,∞)
t ,B
∞
t ,Σ
∞
t ,L
(k,∞)
t ) = limn→∞(∆t,Φt,Θ
(j)
t ,Bt,Σt,L
(k)
t ).
(b) For some random variables R1, . . . , Rt having finite moments of all orders,
(r1, . . . , rt,λ)
W→ (R1, . . . , Rt,Λ).
Furthermore, for each k ≥ 0,
E[(R1, . . . , Rt)>Λk(R1, . . . , Rt)] ≡ lim
n→∞n
−1(r1, . . . , rt)>Λk(r1, . . . , rt)→ L(k,∞)t .
(c) We have
(u1, . . . ,ut+1, z1, . . . , zt,E)
W→ (U1, . . . , Ut+1, Z1, . . . , Zt, E)
as described in Theorem 3.3.
(d) The matrix (
∆∞t Φ∞t Σ∞t
Σ∞t (Φ∞t )> Σ∞t
)
is non-singular.
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Proof. Denote by t(a), t(b), t(c), t(d) the claims of parts (a–d) up to and including iteration t. We
induct on t. Note that since λ
W→ Λ by Assumption 3.2(b), the empirical moments mk of λ satisfy
mk → m∞k ≡ E[Λk] for each k ≥ 0. Then also
κk → κ∞k , ck,j → c∞k,j
for all j, k ≥ 0, where κ∞k and c∞k,j are the free cumulants and partial moment coefficients of Λ.
Step 1: t = 1. We have ∆1 = 〈u21〉 → ∆∞1 ≡ E[U21 ] by Assumption 3.2(c), κk → κ∞k and
ck,j → c∞k,j by the above, and Φ1 = 0. Then 1(a) follows from the definitions.
Noting that r1 = Ou1 and applying Proposition C.2 with Π = Id, we have
(λ, r1)
W→ (Λ, R1)
where R1 ∼ N (0,E[U21 ]) is independent of Λ. Then for any k ≥ 0,
n−1r>1 Λ
kr1 = n
−1
n∑
i=1
λki r
2
i1 → E[ΛkR21] = m∞k E[U21 ].
Note that m∞k = c
∞
k,0 by Lemma 4.1. Furthermore, Φ1 = 0 so that Θ
(0)
1 = ∆1 = 〈u21〉 and Θ(j)1 = 0
for all j ≥ 1. Hence L(k,∞)1 = m∞k E[U21 ] for each k ≥ 0. This shows 1(b).
For 1(c), conditioning on u1, r1,λ,E, the conditional law of O is that of O conditioned on the
event
r1 = Ou1.
Since n−1‖r1‖2 → E[R21] = E[U21 ], and this is non-zero by Assumption 3.2(e), we must have r1 6= 0
for all large n. Then by Proposition C.1, this conditional law of O is equal to
r1(r
>
1 r1)
−1u>1 + Πr⊥1 O˜Πu⊥1
where O˜ ∈ Rn×n is Haar-uniform and independent of (u1, r1,λ,E). Thus, to analyze the joint
behavior of (u1,u2, z1,E), we may replace the update s1 = O
>Λr1 in this first iteration t = 1 by
the update
s1 = s‖ + s⊥
s‖ = u1(r>1 r1)
−1r>1 Λr1
s⊥ = Πu⊥1 O˜
>Πr⊥1 Λr1
as this will not change the joint law of (u1,u2, z1,E).
For s‖, applying 1(b), we have n−1r>1 Λr1/(n−1r>1 r1) → m∞1 E[R21]/E[R21] = κ∞1 . Then applying
(u1,E)
W→ (U1, E) and Proposition B.4,
(u1,E, s‖)
W→ (U1, E, S‖), S‖ = κ∞1 U1.
For s⊥, applying 1(b) again and identifying κ∞2 = m∞2 − (m∞1 )2, observe that
n−1‖Πr⊥1 Λr1‖
2 = n−1‖Λr1‖2 − (n
−1r>1 Λr1)2
n−1‖r1‖2 → m
∞
2 E[U21 ]−
(m∞1 E[U21 ])2
E[U21 ]
= κ∞2 E[U21 ].
Then applying Proposition C.2,
s⊥
W→ S⊥ ∼ N (0, κ∞2 E[U21 ]),
where this limit S⊥ is independent of (U1, E). Observe that B1 = κ1, so
z1 = s1 − κ1u1 = (s‖ − κ1u1) + s⊥.
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Applying κ1 → κ∞1 , S‖ = κ∞1 U1, and Propositions B.2 and B.4, we obtain
(z1,u1,E)
W→ (Z1, U1, E), Z1 = S⊥.
Then also (z1,u1,u2,E)
W→ (Z1, U1, U2, E) where U2 = u2(Z1, E), by Proposition B.2 and the
polynomial growth condition for u2(·) in Assumption 3.2(d). Identifying Σ∞1 = κ∞2 E[U21 ] as the
variance of S⊥, this shows 1(c).
Finally, we have Φ∞1 = 0, and κ∞2 = Var[Λ] > 0 and E[U21 ] > 0 by Assumption 3.2(e). This
implies 1(d).
Step 2: Analysis of rt+1. Suppose that t
(a), t(b), t(c), t(d) all hold, and consider iteration t+ 1.
Note that t(c) implies 〈usus′〉 → E[UsUs′ ] for all s, s′ ≤ t + 1, so ∆t+1 → ∆∞t+1. By Assumption
3.2(d), for all s′ < s ≤ t + 1, each derivative ∂s′us satisfies the growth condition (2.1) and is also
continuous on a set of probability 1 under (Z1, . . . , Zs−1, E), since Σ∞s−1 is non-singular by t(d). Then
by t(c) and Proposition B.3, we also have 〈∂s′us〉 → E[∂s′us(Z1, . . . , Zs−1, E)], so Φt+1 → Φ∞t+1.
Combining with the convergence κk → κ∞k and ck,j → c∞k,j and the definitions, this yields t+ 1(a).
Let us now show t+ 1(b) by analyzing the iterate rt+1. We define the n× t matrices
Ut = (u1, . . . ,ut), Rt = (r1, . . . , rt), Zt = (z1, . . . , zt).
Then the updates (4.1–4.3) up to iteration t may be written as
Rt = OUt, Zt = O
>ΛRt −UtBt,
or equivalently,
Rt = OUt, OZt = ΛRt −RtBt.
Thus, conditioning on Ut,Rt,Zt,ut+1,λ,E, the law of O is conditioned on the event(
Rt ΛRt
)(Id −Bt
0 Id
)
= O
(
Ut Zt
)
.
Let us introduce
Mt = n
−1
(
U>t Ut U>t Zt
Z>t Ut Z>t Zt
)
.
By t(c), we have n−1U>t Ut → ∆∞t and n−1Z>t Zt → Σ∞t . Applying Proposition B.5 (derived from
Stein’s lemma) entrywise to n−1U>t Zt, and recalling the definition of Φt in (3.4), we also have
n−1U>t Zt → Φ∞t Σ∞t . So
Mt →M∞t =
(
∆∞t Φ∞t Σ∞t
Σ∞t (Φ∞t )> Σ∞t
)
. (4.21)
This limit M∞t is invertible by t(d). Then Mt must have full rank 2t for all large n, so (Ut,Zt) also
has full column rank 2t for all large n. Then by Proposition C.1, the above conditional law of O is
given by (
Rt ΛRt
)(Id −Bt
0 Id
)
M−1t · n−1
(
U>t
Z>t
)
+ Π(Rt,ΛRt)⊥O˜Π(Ut,Zt)⊥
where O˜ is again an independent Haar-orthogonal matrix. To analyze (r1, . . . , rt+1,λ), we may
then replace the update rt+1 = Out+1 by
rt+1 = r‖ + r⊥
r‖ =
(
Rt ΛRt
)(Id −Bt
0 Id
)
M−1t · n−1
(
U>t
Z>t
)
ut+1
r⊥ = Π(Rt,ΛRt)⊥O˜Π(Ut,Zt)⊥ut+1,
as this does not change the joint law of (r1, . . . , rt+1,λ).
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To analyze r‖, let us define
δ∞t =
E[U1Ut+1]...
E[UtUt+1]
 , φ∞t =
E[∂1ut+1(Z1, . . . , Zt, E)]...
E[∂tut+1(Z1, . . . , Zt, E)]
 .
These are the last columns of ∆∞t+1 and (Φ∞t+1)> with their last entries removed. Then, applying
again t(c) and Proposition B.5,
n−1U>t ut+1 → δ∞t , n−1Z>t ut+1 → Σ∞t φ∞t .
Noting that Σ∞t is invertible by t(d), this yields(
Id −Bt
0 Id
)
M−1t · n−1
(
U>t
Z>t
)
ut+1
→
((
Id 0
0 (Σ∞t )−1
)
M∞t
(
Id B∞t
0 Id
))−1(
δ∞t
φ∞t
)
= (Υ∞t )
−1
(
δ∞t
φ∞t
)
where Υ∞t is the limit of Υt defined in (4.15). This shows also that Υ∞t is invertible. Then applying
Proposition B.4 and (r1, . . . , rt,λ)→ (R1, . . . , Rt,Λ) by t(b), we have
r‖
W→ R‖ =
(
R1 · · · Rt ΛR1 · · · ΛRt
)
(Υ∞t )
−1
(
δ∞t
φ∞t
)
.
For r⊥, observe that
n−1‖Π(Ut,Zt)⊥ut+1‖2
= n−1‖ut+1‖2 − n−1u>t+1
(
Ut Zt
) ·M−1t · n−1(U>tZ>t
)
ut+1
→ E[U2t+1]−
((
δt
Σtφt
)>(
∆t ΦtΣt
ΣtΦ
>
t Σt
)−1(
δt
Σtφt
))∞
(4.22)
where we use the condensed notation (· · · )∞ to indicate that all quantities in the parentheses are
evaluated at their n→∞ limits. Then by Proposition C.2,
r⊥
W→ R⊥ ∼ N
(
0, E[U2t+1]−
((
δt
Σtφt
)>(
∆t ΦtΣt
ΣtΦ
>
t Σt
)−1(
δt
Σtφt
))∞)
,
where this limit R⊥ is independent of (R1, . . . , Rt,Λ). Combining these, we have (r1, . . . , rt+1,λ)
W→
(R1, . . . , Rt+1,Λ) where
Rt+1 =
(
R1 · · · Rt ΛR1 · · · ΛRt
)
(Υ∞t )
−1
(
δ∞t
φ∞t
)
+R⊥. (4.23)
We will require later in the argument that Var[R⊥] given by (4.22) is strictly positive. Let us
verify this here: Identifying the entries of
δ∞t , Σ
∞
t φ
∞
t , and M
∞
t
as the quantities E[UsUs′ ], E[ZsUs′ ], and E[ZsZs′ ] for indices 1 ≤ s, s′ ≤ t + 1, observe that this
variance of R⊥ given by (4.22) is the variance of the residual of the projection of Ut+1 onto the
linear span of the random variables (Z1, . . . , Zt, U1, . . . , Ut) with respect to the L2-inner-product
(X,Y ) 7→ E[XY ]. Thus if Var[R⊥] = 0, then there would exist scalar constants α1, . . . , αt, β1, . . . , βt
such that
Ut+1 = α1Z1 + . . .+ αtZt + β1U1 + . . .+ βtUt
APPROXIMATE MESSAGE PASSING ALGORITHMS FOR ROTATIONALLY INVARIANT MATRICES 27
almost surely, but this contradicts Assumption 3.2(e). So
Var[R⊥] > 0. (4.24)
Let us now introduce a block notation for L
(k,∞)
t+1 (with blocks of sizes t and 1) given by
L
(k,∞)
t+1 =
(
L
(k,∞)
t l
(k,∞)
t
(l
(k,∞)
t )
> l(k,∞)t+1,t+1
)
. (4.25)
To conclude the proof of t+ 1(b), it remains to compute the two quantities
E
[(
R1 · · · Rt
)>
ΛkRt+1
]
and E[ΛkR2t+1]
and show that they are given by l
(k,∞)
t and l
(k,∞)
t+1,t+1.
For the first quantity, observe that E[RsΛkR⊥] = 0 for all s ≤ t, because R⊥ has mean 0 and is
independent of (Rs,Λ). Then applying (4.23) and t
(b),
E
[(
R1 · · · Rt
)>
ΛkRt+1
]
=
((
L
(k)
t L
(k+1)
t
)
Υ−1t
(
δt
φt
))∞
.
Applying the identity (4.16), we get
E
[(
R1 · · · Rt
)>
ΛkRt+1
]
=
 ∞∑
j=0
ck,jΦ
j
tδt +
∞∑
j=0
ck,j+1Θ
(j)
t φt
∞
=
 ∞∑
j=0
ck,jΦ
j
t+1∆t+1 +
∞∑
j=0
ck,j+1Θ
(j)
t+1Φ
>
t+1
∞
1:t, t+1
.
Here, we use the notation (·)1:t, t+1 to indicate the entries of rows 1 to t of column t + 1. This
last equality holds by writing Φjt+1∆t+1 and Θ
(j)
t+1Φ
>
t+1 in block form, and noting that we have the
blocks
Φjt+1 =
(
Φjt 0
∗ ∗
)
, ∆t+1 =
(∗ δ
∗ ∗
)
, Θ
(j)
t+1 =
(
Θ
(j)
t ∗
∗ ∗
)
, Φ>t+1 =
(∗ φt
∗ 0
)
.
Finally, from the definitions of Θ
(j)
t+1 and L
(k)
t+1, the above is simply
E
[(
R1 · · · Rt
)>
ΛkRt+1
]
= (L
(k,∞)
t+1 )1:t, t+1 = l
(k,∞)
t .
For E[ΛkR2t+1], we again apply (4.23) and the independence of R⊥ and (R1, . . . , Rt,Λ) to obtain
similarly
E[ΛkR2t+1] =
((
δt
φt
)>
(Υ−1t )
>
(
L
(k)
t L
(k+1)
t
L
(k+1)
t L
(k+2)
t
)
Υ−1t
(
δt
φt
))∞
+ E[ΛkR2⊥]. (4.26)
Applying independence of Λ and R⊥ and taking the expected square on both sides of (4.23), we
also have
E[ΛkR2⊥] = m∞k E[R2⊥]
= m∞k
(
E[R2t+1]− E
[((
R1 · · · Rt ΛR1 · · · ΛRt
)
(Υ∞t )
−1
(
δ∞t
φ∞t
))2])
= c∞k,0
(
E[U2t+1]−
((
δt
φt
)>
(Υ−1t )
>
(
L
(0)
t L
(1)
t
L
(1)
t L
(2)
t
)
Υ−1t
(
δt
φt
))∞)
,
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the last line identifying m∞k = c
∞
k,0 by Lemma 4.1 and using
E[R2t+1] = limn→∞n
−1‖rt+1‖2 = lim
n→∞n
−1‖ut+1‖2 = E[U2t+1].
Applying this to (4.26), and then applying the identity (4.17), we get
E[ΛkR2t+1] = c∞k,0E[U2t+1] +
((
δt
φt
)>( 0 ∑∞j=0 ck,j+1(Φjt )>∑∞
j=0 ck,j+1Φ
j
t
∑∞
j=0 ck,j+2Θ
(j)
t
)(
δt
φt
))∞
= c∞k,0E[U2t+1] +
 ∞∑
j=0
ck,j+1δ
>
t (Φ
j
t )
>φt + ck,j+1φ>t Φ
j
tδt + ck,j+2φ
>
t Θ
(j)
t φt
∞
=
ck,0∆t+1 + ∞∑
j=0
ck,j+1∆t+1(Φ
j+1
t+1 )
> + ck,j+1Φ
j+1
t+1∆t+1 + ck,j+2Φt+1Θ
(j)
t+1Φ
>
t+1
∞
t+1,t+1
.
Here, we use (·)t+1,t+1 to denote the lower-right entry, and this last equality follows again from
writing the matrix products in block form and observing that
∆t+1 =
( ∗ δt
δ>t E[U2t+1]
)
, (Φj+1t+1 )
> =
(
∗ (Φjt )>φt
∗ 0
)
, Φj+1t+1 =
( ∗ ∗
φ>t Φ
j
t 0
)
, Θ
(j)
t+1 =
(
Θ
(j)
t ∗
∗ ∗
)
.
Applying the definitions of Θ
(j)
t+1 and L
(k)
t+1, this is just
E[ΛkR2t+1] =
 ∞∑
j=0
ck,jΘ
(j)
t+1
∞
t+1,t+1
= l
(k,∞)
t+1,t+1.
This concludes the proof of t+ 1(b).
Step 3: Analysis of zt+1. Assuming t+ 1
(a), t+ 1(b), t(c), t(d), we now show t+ 1(c) and t+ 1(d).
Define the (t+ 1)× t matrices
Φ˜t =
(
Φt
φ>t
)
, B˜t =
(
Bt
0
)
. (4.27)
These are the first t columns of Φt+1 and Bt+1, and we have RtBt = Rt+1B˜t. Conditional on
Ut,Rt,Zt,ut+1, rt+1,λ,E, the law of O is conditioned on the event(
Rt+1 ΛRt
)(Id −B˜t
0 Id
)
= O
(
Ut+1 Zt
)
. (4.28)
Let Φ˜∞t and B˜∞t be the n→∞ limits of Φ˜t and B˜t, and let us introduce
M˜t = n
−1
(
U>t+1Ut+1 U>t+1Zt
Z>t Ut+1 Z>t Zt
)
.
Then by t(c) and Proposition B.5,
M˜t → M˜∞t =
(
∆∞t+1 Φ˜∞t Σ∞t
Σ∞t (Φ˜∞t )> Σ∞t
)
. (4.29)
To check that this limit M˜∞t is invertible, observe that its 2t× 2t submatrix removing row and
column t + 1 is just M∞t from (4.21), which is invertible by t(d). The Schur-complement of the
(t+1, t+1) entry is exactly (4.22), which we have shown is positive in (4.24). Thus M˜∞t is invertible,
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so (Ut+1,Zt) has full column rank 2t+ 1 for all large n. Then by Proposition C.1, the conditional
law of O is(
Rt+1 ΛRt
)(Id −B˜t
0 Id
)
M˜−1t · n−1
(
Ut+1 Zt
)>
+ Π(Rt+1,ΛRt)⊥O˜Π(Ut+1,Zt)⊥
where O˜ is an independent Haar-orthogonal matrix. Thus, to analyze the joint behavior of
(u1, . . . ,ut+2, z1, . . . , zt+1,E), we may replace the update st+1 = O
>Λrt+1 by
st+1 = s‖ + s⊥
s‖ =
(
Ut+1 Zt
)
M˜−1t
(
Id 0
−B˜>t Id
)
· n−1
(
R>t+1
R>t Λ
)
Λrt+1
s⊥ = Π(Ut+1,Zt)⊥O˜
>Π(Rt+1,ΛRt)⊥Λrt+1.
To analyze s‖, recall the notation l
(k,∞)
t from (4.25) and set
L˜
(k,∞)
t =
(
L
(k,∞)
t
(l
(k,∞)
t )
>
)
, l˜
(k,∞)
t =
(
l
(k,∞)
t
l
(k,∞)
t+1,t+1
)
.
Then applying t+ 1(b),
n−1
(
R>t+1Λrt+1
R>t Λ2rt+1
)
→
(
l˜
(1,∞)
t
l
(2,∞)
t
)
.
Introducing the matrices
Υ˜t =
(
∆t+1 ∆t+1B˜t + Φ˜tΣt
Φ˜>t Φ˜>t B˜t + Idt×t
)
, Υ˜∞t = limn→∞ Υ˜t,
we have
M˜−1t
(
Id 0
−B˜>t Id
)
· n−1
(
R>t+1
R>t Λ
)
Λrt+1 →
((
Id 0
(B˜∞t )> Id
)
M˜t
)−1(
l˜
(1,∞)
t
l
(2,∞)
t
)
=
(
Id 0
0 (Σ∞t )−1
)
((Υ˜∞t )
−1)>
(
l˜
(1,∞)
t
l
(2,∞)
t
)
. (4.30)
This also shows that Υ˜∞t is invertible.
Let us introduce the block notations
Bt+1 =
(
Bt bt
0 bt+1,t+1
)
, b˜t =
(
bt
bt+1,t+1
)
, Σt+1 =
(
Σt σt
σ>t σt+1,t+1
)
and denote with ∞ their n→∞ limits. Defining Υt+1 by (4.15) and writing this in block form, it
may be checked that
Υt+1 =
(
Υ˜t ∗
0 ∗
)
where Υ˜t constitutes the first 2t+ 1 rows and columns. Applying the identity (4.16) with t+ 1 and
k = 1 yields (
L
(1)
t+1
L
(2)
t+1
)
= Υ>t+1
(∑∞
j=0 c1,j(Φ
j
t+1)
>∑∞
j=0 c1,j+1Θ
(j)
t+1
)
= Υ>t+1
(
Bt+1
Σt+1
)
,
the second equality identifying c1,j = κj+1 and applying the definitions of Bt+1 and Σt+1 in (3.7).
Then equating the first 2t+1 entries of the last column on both sides, and taking the limit n→∞,
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we get (
l˜
(1,∞)
t
l
(2,∞)
t
)
= (Υ˜∞t )
>
(
b˜∞t
σ∞t
)
.
Inverting (Υ˜∞t )> and applying this to (4.30),
s‖
W→ (U1 · · · Ut+1) b˜∞t + (Z1 · · · Zt) (Σ∞t )−1σ∞t .
For s⊥, note that we have shown M˜∞t in (4.29) is invertible. Applying the definition of M˜t and
the identity (4.28), we also have
M˜∞t = limn→∞n
−1
(
Id 0
−B˜>t 0
)(
R>t+1Rt+1 R>t+1ΛRt
R>t ΛRt+1 R>t Λ2Rt
)(
Id −B˜t
0 Id
)
=
(
Id 0
−(B˜∞t )> 0
)(
L
(0,∞)
t+1 L˜
(1,∞)
t
(L˜
(1,∞)
t )
> L(2,∞)t
)(
Id −B˜∞t
0 Id
)
.
Thus the matrices
n−1
(
R>t+1Rt+1 R>t+1ΛRt
R>t ΛRt+1 R>t Λ2Rt
)
,
(
L
(0,∞)
t+1 L˜
(1,∞)
t
(L˜
(1,∞)
t )
> L(2,∞)t
)
(4.31)
are also invertible (the former almost surely for all large n). Observe then that
n−1‖Π(Rt+1,ΛRt)⊥Λrt+1‖2
= n−1‖Λrt+1‖2 − n−1
(
R>t+1Λrt+1
R>t Λ2rt+1
)>(
R>t+1Rt+1 R>t+1ΛRt
R>t ΛRt+1 R>t Λ2Rt
)−1(
R>t+1Λrt+1
R>t Λ2rt+1
)
→
l(2)t+1,t+1 −
(
l˜
(1)
t
l
(2)
t
)>(
L
(0)
t+1 L˜
(1)
t
(L˜
(1)
t )
> L(2)t
)−1(
l˜
(1)
t
l
(2)
t
)∞
Then by Proposition C.2,
s⊥
W→ S⊥ ∼ N
0,
l(2)t+1,t+1 −
(
l˜
(1)
t
l
(2)
t
)>(
L
(0)
t+1 L˜
(1)
t
(L˜
(1)
t )
> L(2)t
)−1(
l˜
(1)
t
l
(2)
t
)∞ (4.32)
where this limit S⊥ is independent of (U1, . . . , Ut+1, Z1, . . . , Zt, E). Combining the above, we obtain
st+1
W→ St+1 =
(
U1 · · · Ut+1
)
b˜∞t +
(
Z1 · · · Zt
)
(Σ∞t )
−1σ∞t + S⊥. (4.33)
Then, since
zt+1 = st+1 − (u1, . . . ,ut+1)
(
b˜t
)
,
applying Propositions B.2 and B.4, this shows
(u1, . . . ,ut+2, z1, . . . , zt+1,E)
W→ (U1, . . . , Ut+2, Z1, . . . , Zt+1, E)
where Ut+2 = ut+2(Z1, . . . , Zt+1, E) and
Zt+1 =
(
Z1 · · · Zt
)
(Σ∞t )
−1σ∞t + S⊥.
In particular, (Z1, . . . , Zt+1) has a multivariate normal limit independent of (U1, E).
To conclude the proof of t+ 1(c), it remains to compute
E[
(
Z1 · · · Zt
)>
Zt+1], E[Z2t+1]
and show that these are given by σ∞t and σ∞t+1,t+1. Observe that E[ZsS⊥] = 0 for all s ≤ t, since
S⊥ has mean 0 and is independent of Zs. Then
E[
(
Z1 · · · Zt
)>
Zt+1] = Σ
∞
t (Σ
∞
t )
−1σ∞t = σ
∞
t .
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To compute E[Z2t+1], note that (4.33) may be written as
St+1 =
(
U1 · · · Ut+1
)
b˜∞t + Zt+1.
Taking the expected square on both sides,
E[S2t+1] = E
[( (
U1 · · · Ut+1
)
b˜∞t
)2]
+ 2E
[( (
U1 · · · Ut+1
)
b˜∞t
)
Zt+1
]
+ E[Z2t+1].
Since st+1 = O
>Λrt+1, we have
E[S2t+1] = limn→∞n
−1‖st+1‖2 = lim
n→∞n
−1r>t+1Λ
2rt+1 = (L
(2,∞)
t+1 )t+1,t+1.
Identifying b˜t as the last column of Bt+1, we have also
E
[( (
U1 · · · Ut+1
)
b˜∞t
)2]
= (b˜∞t )
>∆∞t+1b˜
∞
t = ((B
∞
t+1)
>∆∞t+1B
∞
t+1)t+1,t+1.
Applying
E[(U1, . . . , Ut+1)>Zt+1] = lim
n→∞n
−1(u1, . . . ,ut+1)>zt+1 = Φ˜∞t σ
∞
t ,
we get
E
[( (
U1 · · · Ut+1
)
b˜∞t
)
Zt+1
]
= (b˜∞t )
>Φ˜∞t σ
∞
t = ((B
∞
t+1)
>Φ∞t+1Σ
∞
t+1)t+1,t+1
= (σ∞t )
>(Φ˜∞t )
>b˜∞t = (Σ
∞
t+1(Φ
∞
t+1)
>B∞t+1)t+1,t+1
Thus
E[Z2t+1] =
((
L
(2)
t+1 −B>t+1∆t+1Bt+1 −B>t+1Φt+1Σt+1 −Σt+1Φ>t+1Bt+1
)∞)
t+1,t+1
= (Σ∞t+1)t+1,t+1 = σ
∞
t+1,t+1.
where the second equality applies the identity (4.14). This concludes the proof of t+ 1(c).
Finally, to show t+ 1(d), observe that((
Id 0
B>t+1 Id
)(
∆t+1 Φt+1Σt+1
Σt+1Φ
>
t+1 Σt+1
)(
Id Bt+1
0 Id
))∞
=
(
L
(0,∞)
t+1 L
(1,∞)
t+1
L
(1,∞)
t+1 L
(2,∞)
t+1
)
(4.34)
by Lemma 4.2. The upper-left (2t+ 1)× (2t+ 1) submatrix of (4.34) is exactly the second matrix
of (4.31), which we have already shown is invertible. So to check invertibility of (4.34), it suffices
to show that the Schur complement of the lower-right entry is non-zero. By (4.32), this Schur
complement is equal to Var[S⊥]. Thus, we must show that Var[S⊥] > 0.
Interpreting the (s, s′) entry of L(k,∞)t as E[ΛkRsRs′ ], note that Var[S⊥] in (4.32) is the variance
of the residual of the projection of ΛRt+1 onto the linear span of (R1, . . . , Rt+1,ΛR1, . . . ,ΛRt) with
respect to the L2-inner-product (X,Y ) 7→ E[XY ]. Thus, if Var[S⊥] = 0, then
ΛRt+1 = α1R1 + . . .+ αt+1Rt+1 + β1ΛR1 + . . .+ βtΛRt
for some scalar constants α1, . . . , αt+1, β1, . . . , βt almost surely. Substituting (4.23) and rearranging
to isolate R⊥, we get
(Λ− αt+1)R⊥ = f(R1, . . . , Rt,Λ)
for some quantity f(R1, . . . , Rt,Λ) that does not depend on R⊥. By Assumption 3.2(e), Λ is not a
constant random variable, so on an event of positive probability, we have Λ 6= αt+1. Then condi-
tioning on (R1, . . . , Rt,Λ) and on this event, we have R⊥ = f(R1, . . . , Rt,Λ)/(Λ− αt+1), implying
that the conditional law of R⊥ is constant. Recall that R⊥ is independent of (R1, . . . , Rt,Λ)—thus
R⊥ must be a constant random variable unconditionally. However, R⊥ is a mean-zero normal vari-
able with positive variance by (4.24). This is a contradiction, so Var[S⊥] = 0. This shows t+ 1(d),
concluding the induction. 
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5. AMP algorithm for rectangular matrices
In this section, we describe the form of the general AMP algorithm for a rectangular matrix
W = O>ΛQ ∈ Rm×n, Λ = diag(λ) (5.1)
and state a formal theorem for its state evolution. We denote
λ = (λ1, . . . , λmin(m,n)) ∈ Rmin(m,n) (5.2)
as the diagonal entries of Λ, which are the singular values of W.
We consider an initialization u1 ∈ Rm, and two matrices of side information
E ∈ Rm×k and F ∈ Rn×`
for fixed dimensions k, ` ≥ 0, all independent of W. (We may take k, ` = 0 if there is no such side
information.) Starting from this initialization, the AMP algorithm takes the form
zt = W
>ut − bt1v1 − bt2v2 − . . .− bt,t−1vt−1 (5.3)
vt = vt(z1, . . . , zt,F) (5.4)
yt = Wvt − at1u1 − at2u2 − . . .− attut (5.5)
ut+1 = ut+1(y1, . . . ,yt,E) (5.6)
for functions vt : Rt+` → R and ut+1 : Rt+k → R. In the first iteration t = 1, (5.3) is simply
z1 = W
>u1. The debiasing coefficients at1, . . . , att and bt1, . . . , bt,t−1 will be defined to ensure that
(y1, . . . ,yt)
W→ N (0,Σ∞t ) and (z1, . . . , zt) W→ N (0,Ω∞t )
as m,n→∞, and we describe their forms in the next section.
5.1. Debiasing coefficients and limit covariance. Define the t× t matrices
∆t =

〈u21〉 〈u1u2〉 · · · 〈u1ut〉
〈u2u1〉 〈u22〉 · · · 〈u2ut〉
...
...
. . .
...
〈utu1〉 〈utu2〉 · · · 〈u2t 〉
 , Φt =

0 0 · · · 0 0
〈∂1u2〉 0 · · · 0 0
〈∂1u3〉 〈∂2u3〉 · · · 0 0
...
...
. . .
...
...
〈∂1ut〉 〈∂2ut〉 · · · 〈∂t−1ut〉 0
 , (5.7)
Γt =

〈v21〉 〈v1v2〉 · · · 〈v1vt〉
〈v2v1〉 〈v22〉 · · · 〈v2vt〉
...
...
. . .
...
〈vtv1〉 〈vtv2〉 · · · 〈v2t 〉
 , Ψt =

〈∂1v1〉 0 · · · 0
〈∂1v2〉 〈∂2v2〉 · · · 0
...
...
. . .
...
〈∂1vt〉 〈∂2vt〉 · · · 〈∂tvt〉
 . (5.8)
For each j ≥ 0, define
Θ
(j)
t =
j∑
i=0
(ΦtΨt)
i∆t(Ψ
>
t Φ
>
t )
j−i +
j−1∑
i=0
(ΦtΨt)
iΦtΓtΦ
>
t (Ψ
>
t Φ
>
t )
j−1−i, (5.9)
Ξ
(j)
t =
j∑
i=0
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
j−i +
j−1∑
i=0
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
j−1−i. (5.10)
The second summations of (5.9) and (5.10) are not present for j = 0. So for example,
Θ
(0)
t = ∆t
Θ
(1)
t = ΦtΨt∆t + ΦtΓtΦ
>
t + ∆tΨ
>
t Φ
>
t
Θ
(2)
t = ΦtΨtΦtΨt∆t + ΦtΨtΦtΓtΦ
>
t + ΦtΨt∆tΨ
>
t Φ
>
t + ΦtΓtΦ
>
t Ψ
>
t Φ
>
t + ∆tΨ
>
t Φ
>
t Ψ
>
t Φ
>
t
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Ξ
(0)
t = Γt
Ξ
(1)
t = ΨtΦtΓt + Ψt∆tΨ
>
t + ΓtΦ
>
t Ψ
>
t
Ξ
(2)
t = ΨtΦtΨtΦtΓt + ΨtΦtΨt∆tΨ
>
t + ΨtΦtΓtΦ
>
t Ψ
>
t + Ψt∆tΨ
>
t Φ
>
t Ψ
>
t + ΓtΦ
>
t Ψ
>
t Φ
>
t Ψ
>
t .
Let {κ2k}k≥1 be the rectangular free cumulants with aspect ratio γ = m/n corresponding to the
sequence of even moments
m2k =
1
m
min(m,n)∑
i=1
λ2ki , (5.11)
as defined in Section 2.3. Note that we always use the normalization 1/m, so these are the moments
of λ padded by m− n additional 0’s if m > n.
Define the t× t matrices
At =
 ∞∑
j=0
κ2(j+1)Ψt(ΦtΨt)
j
> , Bt =
γ ∞∑
j=0
κ2(j+1)Φt(ΨtΦt)
j
> , (5.12)
Σt =
∞∑
j=0
κ2(j+1)Ξ
(j)
t , Ωt = γ
∞∑
j=0
κ2(j+1)Θ
(j)
t . (5.13)
These are in fact finite series, as it may be verified that
Ψt(ΦtΨt)
j = 0 for j ≥ t+ 1
Φt(ΨtΦt)
j = 0 for j ≥ t
Ξ
(j)
t = 0 for j ≥ 2t
Θ
(j)
t = 0 for j ≥ 2t− 1.
So for example,
A1 = κ2Ψ
>
1 , A2 = κ2Ψ
>
2 + κ4(Ψ2Φ2Ψ2)
>, . . .
B1 = 0, B2 = γκ2Φ
>
2 , B3 = γκ2Φ
>
3 + γκ4(Φ3Ψ3Φ3)
>, . . .
Σ1 = κ2Ξ
(0)
1 + κ4Ξ
(1)
1 , Σ2 = κ2Ξ
(0)
2 + κ4Ξ
(1)
2 + κ6Ξ
(2)
2 + κ8Ξ
(3)
2 , . . .
Ω1 = γκ2Θ
(0)
1 , Ω2 = γκ2Θ
(0)
2 + γκ4Θ
(1)
2 + γκ6Θ
(2)
2 , . . .
The matrices At and Bt are upper-triangular, with the forms
At =

a11 a21 · · · at1
a22 · · · at2
. . .
...
att
 , Bt =

0 b21 b31 · · · bt1
0 b32 · · · bt2
. . .
. . .
...
0 bt,t−1
0
 .
The debiasing coefficients at1, . . . , att, bt1, . . . , bt,t−1 in (5.3) and (5.5) are defined as the last columns
of At and Bt. Under the conditions to be imposed in Assumption 5.2, these matrices all have
deterministic t× t limits
(∆∞t ,Γ
∞
t ,Φ
∞
t ,Ψ
∞
t ,A
∞
t ,B
∞
t ,Σ
∞
t ,Ω
∞
t ) = limm,n→∞(∆t,Γt,Φt,Ψt,At,Bt,Σt,Ωt).
The matrices Σ∞t and Ω∞t are the covariances in the state evolutions for (y1, . . . ,yt) and (z1, . . . , zt).
As in the symmetric square setting, the debiasing coefficients in (5.3) and (5.5) may be replaced
by their limits a∞ts and b∞ts , or by any consistent estimates of these limits.
We make the following observations about the above definitions:
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(1) The upper-left (t − 1) × (t − 1) submatrices of At,Bt,Σt,Ωt coincide with the matrices
At−1,Bt−1,Σt−1,Ωt−1.
(2) For each t ≥ 1, At,Bt,Σt,Ωt depend respectively only on the rectangular free cumulants
of λ up to the orders κ2t, κ2t−2, κ4t, κ4t−2.
(3) The matrices At,Σt depend on u1, . . . ,ut,v1, . . . ,vt and their derivatives. The matrices
Bt,Ωt depend on u1, . . . ,ut,v1, . . . ,vt−1 and their derivatives, but they do not depend on
vt or its derivatives. (Thus the debiasing coefficients and state evolution for zt in (5.3) are
well-defined before defining vt in (5.4).)
The first two statements are analogous to our observations in the symmetric square setting. The
third statement holds from the definitions of Bt and Ωt in (5.12–5.13), because the last column of
Φt is 0, so ΦtΨt does not depend on the last row of Ψt, and ΦtΓtΦ
>
t does not depend on the last
row or column of Γt.
Remark 5.1. In the Gaussian setting where W has i.i.d. N (0, 1/n) entries, the limit spectral
distribution of WW> is the Marcenko-Pastur law, with limiting rectangular free cumulants
κ∞2 = 1, κ
∞
2j = 0 for all j ≥ 2.
This yields simply
A∞t = (Ψ
∞
t )
>, B∞t = γ(Φ
∞
t )
>, Σ∞t = Γ
∞
t , Ωt = γ∆
∞
t .
If we further specialize to an algorithm where vt depends only on zt and ut+1 depends only on yt,
then 〈∂sut〉 = 0 for all s 6= t − 1 and 〈∂szt〉 = 0 for all s 6= t. This yields the Gaussian AMP
algorithm
zt = W
>ut − γ〈∂t−1ut〉vt−1, vt = vt(zt,F), yt = Wvt − 〈∂tvt〉ut, ut+1 = ut+1(yt,E)
as studied in [BM11a, Section 3]. Furthermore, the state evolution is such that zt has the empirical
limit N (0, ω∞tt ) where ω∞tt = limm,n→∞ γ · 〈u2t 〉, and yt has the empirical limit N (0, σ∞tt ) where
σ∞tt = limm,n→∞〈v2t 〉. Note that outside of this Gaussian setting, in general we do not have the
identities Σt = Γt and Ωt = γ∆t even when W is normalized such that κ2 = 1.
5.2. Main result. We impose the following assumptions on the model (5.1–5.2) and the AMP
iterates (5.3–5.6). Again, we do not require here vt(·) and ut+1(·) to be Lipschitz.
Assumption 5.2.
(a) m,n→∞ such that m/n = γ ∈ (0,∞) is a fixed constant.
(b) O ∈ Rm×m and Q ∈ Rn×n are independent random and Haar-uniform orthogonal matrices.
(c) λ ∈ Rmin(m,n) is independent of O,Q and satisfies λ W→ Λ almost surely as m,n → ∞, for a
random variable Λ having finite moments of all orders.
(d) u1 ∈ Rm, E ∈ Rm×k, and F ∈ Rn×` are independent of O,Q and satisfy (u1,E) W→ (U1, E) and
F
W→ F almost surely as m,n→∞, where (U1, E) ≡ (U1, E1, . . . , Ek) and F ≡ (F1, . . . , F`) are
random vectors having finite moments of all orders.
(e) Each function vt : Rt+` → R and ut+1 : Rt+k → R satisfies (2.1) for some C > 0 and p ≥ 1.
Writing their arguments as (z, f) and (y, e) where z, y ∈ Rt, f ∈ R`, and e ∈ Rk, vt is weakly
differentiable in z and continuous in f , and ut+1 is weakly differentiable in y and continuous
in e. For each s = 1, . . . , t, ∂svt and ∂sut+1 also satisfy (2.1) for some C > 0 and p ≥ 1, where
∂svt(z, f) is continuous at Lebesgue-a.e. z ∈ Rt for every f ∈ R`, and ∂sut+1(y, e) is continuous
at Lebesgue-a.e. y ∈ Rt for every e ∈ Rk.
(f) Var[Λ] > 0 and E[U21 ] > 0. Letting (Z1, . . . , Zt) ∼ N (0,Ω∞t ) be independent of F , there do not
exist constants α1, . . . , αt, β1, . . . , βt−1 for which
vt(Z1, . . . , Zt, F ) =
t∑
s=1
αsZs +
t−1∑
s=1
βsvs(Z1, . . . , Zs, F )
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with probability 1 over (F,Z1, . . . , Zt). Letting (Y1, . . . , Yt) ∼ N (0,Σ∞t ) be independent of
(U1, E), there do not exist constants α1, . . . , αt, β1, . . . , βt for which
ut+1(Y1, . . . , Yt, E) =
t∑
s=1
αsYs + β1U1 +
t∑
s=2
βsus(Y1, . . . , Ys−1, E)
with probability 1 over (U1, E, Y1, . . . , Yt).
As in the symmetric square setting, we clarify that Theorem 5.3 below establishes the existence
of Ω∞t when condition (f) holds for u1, . . . , ut and v1, . . . , vt−1, and this limit Ω∞t then defines
condition (f) for vt. Similarly, the theorem establishes the existence of Σ
∞
t when condition (f)
holds for u1, . . . , ut and v1, . . . , vt, and this limit Σ
∞
t then defines the condition for ut+1. This
condition (f) is a non-degeneracy assumption that will hold as long as ut+1(·) and vt(·) depend
non-linearly on yt and zt, respectively.
Theorem 5.3. Under Assumption 5.2, for each fixed t ≥ 1, almost surely as n → ∞: Σt → Σ∞t
and Ωt → Ω∞t for some deterministic non-singular matrices Σ∞t and Ω∞t . Also,
(u1, . . . ,ut+1,y1, . . . ,yt,E)
W→ (U1, . . . , Ut+1, Y1, . . . , Yt, E)
(v1, . . . ,vt, z1, . . . , zt,F)
W→ (V1, . . . , Vt, Z1, . . . , Zt, F )
where (Y1, . . . , Yt) ∼ N (0,Σ∞t ) is independent of (U1, E); (Z1, . . . , Zt) ∼ N (0,Ω∞t ) is independent
of F ; Us = us(Z1, . . . , Zs−1, E) for each s = 2, . . . , t + 1; and Vs = vs(Z1, . . . , Zs, F ) for each
s = 1, . . . , t.
The limits Σ∞t and Ω∞t are given by replacing 〈usus′〉, 〈vsvs′〉, 〈∂s′us〉, 〈∂s′vs〉, and κ2k in the def-
initions (5.7–5.8) and (5.13) with E[UsUs′ ], E[VsVs′ ], E[∂s′us(Y1, . . . , Ys−1, E)], E[∂s′vs(Z1, . . . , Zs, F )],
and κ∞2k.
As in Corollary 3.4, we may remove the non-degeneracy condition in Assumption 5.2(f) if vt and
ut+1 are continuously-differentiable and Lipschitz. This is stated in the following corollary. The
proof follows the same argument as that of Corollary 3.4, and we omit this for brevity.
Corollary 5.4. Suppose Assumption 5.2(a–d) holds, lim supn→∞ ‖λ‖∞ < ∞, each function vt :
Rt+` → R and ut+1 : Rt+k → R is continuously-differentiable, and
|vt(z, f)− vt(z′, f)| ≤ C‖z − z′‖, |ut+1(y, e)− ut+1(y′, e)| ≤ C‖y − y′‖
for a constant C > 0 and all z, z′, y, y′ ∈ Rt, e ∈ Rk, and f ∈ R`. Then for each fixed t ≥ 1, almost
surely as n → ∞: Σt → Σ∞t and Ωt → Ω∞t for some deterministic (possibly singular) matrices
Σ∞t and Ω∞t , and
(u1, . . . ,ut+1,y1, . . . ,yt,E)
W2→ (U1, . . . , Ut+1, Y1, . . . , Yt, E)
(v1, . . . ,vt, z1, . . . , zt,F)
W2→ (V1, . . . , Vt, Z1, . . . , Zt, F )
where these limits are as defined in Theorem 5.3.
6. Proof for rectangular matrices
In this section, we prove Theorem 5.3. Let us write the iterations (5.3–5.6) as
rt = Out
st = Q
>Λ>rt
zt = st − bt1v1 − . . .− bt,t−1vt−1
vt = vt(z1, . . . , zt,F)
pt = Qvt
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qt = O
>Λpt
yt = qt − at1u1 − . . .− attut
ut+1 = ut+1(y1, . . . ,yt,E)
Note that ut, rt,qt,yt ∈ Rm while vt,pt, st, zt ∈ Rn.
In the proof, we will identify the limits of the quantities
m−1r>s (ΛΛ
>)krs′ ≡ m−1u>s (WW>)kus′ (6.1)
m−1p>s Λ
>(ΛΛ>)krs′ ≡ m−1v>s W>(WW>)kus′ (6.2)
n−1r>s Λ(Λ
>Λ)kps′ ≡ n−1u>s W(W>W)kvs′ (6.3)
n−1p>s (Λ
>Λ)kps′ ≡ n−1v>s (W>W)kvs′ . (6.4)
In addition to the matrices Θ
(j)
t and Ξ
(j)
t in (5.9–5.10), let us define
X
(j)
t =
j∑
i=0
(ΨtΦt)
iΨt∆t(Ψ
>
t Φ
>
t )
j−i +
j∑
i=0
(ΨtΦt)
iΓtΦ
>
t (Ψ
>
t Φ
>
t )
j−i. (6.5)
For example,
X
(0)
t = Ψt∆t + ΓtΦ
>
t
X
(1)
t = ΨtΦtΨt∆t + ΨtΦtΓtΦ
>
t + Ψt∆tΨ
>
t Φ
>
t + ΓtΦ
>
t Ψ
>
t Φ
>
t .
Corresponding to (6.1–6.4), we then define four families of matrices
H
(2k)
t =
∞∑
j=0
c2k,jΘ
(j)
t , I
(2k+1)
t =
∞∑
j=0
c2k+1,jX
(j)
t ,
J
(2k+1)
t =
∞∑
j=0
c¯2k+1,j(X
(j)
t )
>, L(2k)t =
∞∑
j=0
c¯2k,jΞ
(j)
t (6.6)
where c2k,j , c2k+1,j , c¯2k,j , c¯2k+1,j are certain rectangular partial moment coefficients, defined in Sec-
tion 6.1 below. We show in (6.15) below that c¯2k+1,j = γ · c2k+1,j , so that
J
(2k+1)
t = γ · (I(2k+1)t )>. (6.7)
The limits of (6.1–6.4) will be identified as the entries of limm,n→∞H
(2k)
t , I
(2k+1)
t ,J
(2k+1)
t ,L
(2k)
t .
6.1. Coefficients for “partial moments”. Let {κ2k}k≥1 be the rectangular free cumulants for
the moment sequence (5.11) with aspect ratio γ = m/n. Recall from Section 2.3 the second
cumulant sequence κ¯2k = γ · κ2k for all k ≥ 1. For notational convenience, we set
κ0 = 1, κ¯0 = 1.
We define four sequences of combinatorial coefficients, denoted by
c2k,j , c¯2k,j , c2k+1,j , c¯2k+1,j
for integers k, j ≥ 0. These sequences are defined by the initializations
c0,0 = c¯0,0 = 1, c0,j = c¯0,j = 0 for j ≥ 1 (6.8)
and by the recursions, for all j, k ≥ 0,
c2k+1,j =
j+1∑
m=0
c2k,mκ2(j+1−m) (6.9)
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c¯2k+1,j =
j+1∑
m=0
c¯2k,mκ¯2(j+1−m) (6.10)
c2k+2,j =
j∑
m=0
c2k+1,mκ¯2(j−m) (6.11)
c¯2k+2,j =
j∑
m=0
c¯2k+1,mκ2(j−m). (6.12)
Let
NC′(2k, `) =
{
pi ∈ NC′(2k) : S ∩ {1, . . . , `} 6= S for all S ∈ pi
}
be the subset of non-crossing partitions pi ∈ NC′(2k) where no set S ∈ pi is contained in {1, . . . , `}.
We set NC′(2k, 0) = NC′(2k). Recall the moment-cumulant relations (2.6), where e(pi) and o(pi)
count the number of sets S ∈ pi whose smallest element is even and odd, and m¯2k is defined from
m2k by (2.4). Then these coefficients admit the following interpretations.
Lemma 6.1. For each k ≥ 0,
c2k+1,j =
∑
pi∈NC′(2k+2j+2,2j+1)
γe(pi)
∏
S∈pi
κ|S|, c¯2k+1,j =
∑
pi∈NC′(2k+2j+2,2j+1)
γo(pi)
∏
S∈pi
κ|S|, (6.13)
and for each k ≥ 1,
c2k,j =
∑
pi∈NC′(2k+2j,2j)
γe(pi)
∏
S∈pi
κ|S|, c¯2k,j =
∑
pi∈NC′(2k+2j,2j)
γo(pi)
∏
S∈pi
κ|S|. (6.14)
In particular, for all j, k ≥ 0, we have
c1,j = κ2(j+1), c¯1,j = κ¯2(j+1), c2k,0 = m2k, c¯2k,0 = m¯2k.
Finally, for all j, k ≥ 0, we have
c¯2k+1,j = γ · c2k+1,j . (6.15)
Proof. Let us show (6.13–6.14) by induction on k. By the initialization (6.8) and the recursions (6.9)
and (6.10), we have c1,j = κ2(j+1) and c¯1,j = κ¯2(j+1) for all j ≥ 0. Since the sets of each partition in
NC′(2j+2) must have even cardinality, NC′(2j+2, 2j+1) consists of only the partition pi with the
single set {1, . . . , 2j + 2} and this partition has e(pi) = 0 and o(pi) = 1. Applying κ¯2j+2 = γ · κ2j+2,
this shows both identities of (6.13) for k = 0.
Assuming that (6.13) holds for some k ≥ 0, we now check (6.14) for k+ 1. If pi ∈ NC′(2k+ 2j +
2, 2j) \ NC′(2k + 2j + 2, 2j + 1), then there is a set S ∈ pi containing 2j + 1 that is a subset of
{1, . . . , 2j + 1}. Since pi is non-crossing and S has even cardinality, this set must be of the form
S = {2m+ 2, . . . , 2j + 1} for some m ∈ {0, . . . , j − 1}. This set S has cardinality 2(j −m), and its
smallest element is even. Removing S from pi yields a bijection between all such partitions pi and
the partitions pi′ ∈ NC(2k + 2m+ 2, 2m+ 1). Thus, applying the induction hypothesis (6.13) with
m in place of j,
c2k+1,m · γκ2(j−m) =
∑
pi∈NC′(2k+2j+2,2j)\NC′(2k+2j+2,2j+1)
{2m+2,...,2j+1}∈pi
γe(pi)
∏
S∈pi
κ|S|,
c¯2k+1,m · κ2(j−m) =
∑
pi∈NC′(2k+2j+2,2j)\NC′(2k+2j+2,2j+1)
{2m+2,...,2j+1}∈pi
γo(pi)
∏
S∈pi
κ|S|.
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Summing over m = 0, . . . , j − 1, combining with the induction hypothesis (6.13) applied for j, and
recalling that κ0 = κ¯0 = 1 while κ¯2j = γ · κ2j for j ≥ 1, we obtain
j∑
m=0
c2k+1,mκ¯2(j−m) =
∑
pi∈NC′(2k+2j+2,2j)
γe(pi)
∏
S∈pi
κ|S′|,
j∑
m=0
c¯2k+1,mκ2(j−m) =
∑
pi∈NC′(2k+2j+2,2j)
γo(pi)
∏
S∈pi
κ|S′|.
Recognizing the left sides as c2(k+1),j and c¯2(k+1),j by (6.11–6.12), this shows (6.14) for k + 1.
Now assuming that (6.14) holds for some k ≥ 1, we check (6.13) for k. If pi ∈ NC′(2k+2j+2, 2j+
1)\NC′(2k+2j+2, 2j+2), then similar to the above, there is some set S = {2m+1, . . . , 2j+2} ∈ pi
for some m ∈ {0, . . . , j}, with cardinality 2(j−m)+2 and whose smallest element is odd. Removing
S from pi yields a bijection between such partitions pi and the partitions pi′ ∈ NC(2k + 2m, 2m).
Then applying the induction hypothesis (6.14) with m in place of k,
c2k,m · κ2(j−m)+2 =
∑
pi∈NC′(2k+2j+2,2j+2)\NC′(2k+2j+2,2j+1)
{2m+1,...,2j+2}∈pi
γe(pi)
∏
S∈pi
κ|S|,
c¯2k,m · γκ2(j−m)+2 =
∑
pi∈NC′(2k+2j+2,2j+2)\NC′(2k+2j+2,2j+1)
{2m+1,...,2j+2}∈pi
γo(pi)
∏
S∈pi
κ|S|.
Summing over m = 0, . . . , j, combining with the induction hypothesis (6.14) applied for j + 1, and
applying again κ0 = κ¯0 = 1 and κ¯2j = γ · κ2j for j ≥ 1, we obtain (6.13) for k. This concludes the
induction, showing (6.13) for all k ≥ 0 and (6.14) for all k ≥ 1.
The statements c1,j = κ2(j+1) and c¯1,j = κ¯2(j+1) are already shown. The statements c2k,0 = m2k
and c¯2k,0 = m¯2k follow from NC
′(2k, 0) = NC′(2k), together with the moment-cumulant relations
(2.6). Finally, for the identity (6.15), note that this holds for k = 0 because κ¯2(j+1) = γ · κ2(j+1).
Supposing that it holds for k − 1, we may compose (6.9) and (6.11) to get
c2k+1,j =
j+1∑
m=0
m∑
p=0
c2k−1,pκ¯2(m−p)κ2(j+1−m)
=
j+1∑
p=0
c2k−1,p
j+1∑
m=p
κ¯2(m−p)κ2(j+1−m) =
j+1∑
p=0
c2k−1,p
j−p+1∑
m=0
κ¯2mκ2(j−p+1−m).
Similarly
c¯2k+1,j =
j+1∑
p=0
c¯2k−1,p
j−p+1∑
m=0
κ2mκ¯2(j−p+1−m).
Comparing these two expressions and applying c¯2k−1,p = γ · c2k−1,p for each p = 0, . . . , j+ 1, we get
c¯2k+1,j = γ · c2k+1,j . This shows (6.15) for all k. 
6.2. Partial moment identities. Recalling the definitions of H
(2k)
t , I
(2k+1)
t ,J
(2k+1)
t ,L
(2k)
t from
(6.6), we now collect several identities derived from the recursions for c2k,j , c2k+1,j , c¯2k,j , c¯2k+1,j .
Lemma 6.2. For every t ≥ 1,
H
(0)
t = ∆t (6.16)
L
(0)
t = Γt (6.17)
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I
(1)
t = A
>
t ∆t + ΣtΦ
>
t (6.18)
= γ−1 · (ΓtBt + ΨtΩt) (6.19)
J
(1)
t = B
>
t Γt + ΩtΨ
>
t (6.20)
= γ · (∆tAt + ΦtΣt) (6.21)
L
(2)
t = γ · (A>t ∆tAt + A>t ΦtΣt + ΣtΦ>t At + Σt) (6.22)
H
(2)
t = γ
−1 · (B>t ΓtBt + B>t ΨtΩt + ΩtΨ>t Bt + Ωt) (6.23)
Proof. The identities (6.16) and (6.17) follow immediately from the initializations c0,0 = c¯0,0 = 1
and c0,j = c¯0,j = 0 for all j ≥ 1, and the observations Θ(0)t = ∆t and Ξ(0)t = Γt.
For (6.18), let us separate the terms of I
(1)
t ending with ∆t from those ending with Φ
>
t . Applying
c1,j = κ2(j+1), this yields
I
(1)
t =
∞∑
j=0
κ2(j+1)
(
(ΨtΦt)
jΨt∆t +
j−1∑
i=0
(ΨtΦt)
iΨt∆t(Ψ
>
t Φ
>
t )
j−i +
j∑
i=0
(ΨtΦt)
iΓtΦ
>
t (Ψ
>
t Φ
>
t )
j−i
)
.
Observe that
∞∑
j=0
κ2(j+1)(ΨtΦt)
jΨt∆t = A
>
t ∆t,
while
∞∑
j=0
κ2(j+1)
(
j−1∑
i=0
(ΨtΦt)
iΨt∆t(Ψ
>
t Φ
>
t )
j−i +
j∑
i=0
(ΨtΦt)
iΓtΦ
>
t (Ψ
>
t Φ
>
t )
j−i
)
=
∞∑
j=0
κ2(j+1)
(
j−1∑
i=0
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
j−1−i +
j∑
i=0
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
j−i
)
Φ>t = ΣtΦ
>
t .
Thus we obtain (6.18). The identity (6.19) follows analogously by separating the terms of I
(1)
t
starting with Γt from those starting with Ψt. (The factor γ
−1 cancels the factor of γ in the
definitions of Bt and Ωt.) The identities (6.20–6.21) follow from (6.18–6.19) and the relation
J
(1)
t = γ · (I(1)t )> from (6.7).
For (6.22), applying (6.12) and the identity c¯1,m = κ¯2(m+1) = γ · κ2(m+1), we have
L
(2)
t =
∞∑
j=0
c¯2,jΞ
(j)
t = γ ·
∞∑
j=0
(
j∑
m=0
κ2(m+1)κ2(j−m)
)
·
(
j∑
i=0
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
j−i +
j−1∑
i=0
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
j−1−i
)
.
Collecting terms by powers of ΨtΦt and its transpose, this is
L
(2)
t = γ ·
∞∑
i=0
∞∑
p=0
[(
i+p∑
m=0
κ2(m+1)κ2(i+p−m)
)
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
p
+
(
i+p+1∑
m=0
κ2(m+1)κ2(i+p+1−m)
)
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
p
]
. (6.24)
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From the definitions and the notation κ0 = 1, we now identify
A>t ∆tAt =
∞∑
i=0
∞∑
p=0
κ2(i+1)κ2(p+1)(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
p
Σt =
∞∑
i=0
∞∑
p=0
κ2(i+p+1)κ0(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
p +
∞∑
i=0
∞∑
p=0
κ2(i+p+2)κ0(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
p
A>t ΦtΣt =
∞∑
m=0
κ2(m+1)(ΨtΦt)
m+1
·
∞∑
q=0
κ2(q+1)
 q∑
p=0
(ΨtΦt)
q−pΓt(Φ>t Ψ
>
t )
p +
q−1∑
p=0
(ΨtΦt)
q−1−pΨt∆tΨ>t (Φ
>
t Ψ
>
t )
p

=
∞∑
i=0
∞∑
p=0
(
i−1∑
m=0
κ2(m+1)κ2(i+p−m)
)
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
p
+
∞∑
i=0
∞∑
p=0
(
i−1∑
m=0
κ2(m+1)κ2(i+p+1−m)
)
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
p
ΣtΦ
>
t At = (A
>
t ΦtΣt)
>
=
∞∑
i=0
∞∑
p=0
(
i+p−1∑
m=i
κ2(m+1)κ2(i+p−m)
)
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
p
+
∞∑
i=0
∞∑
p=0
(
i+p∑
m=i+1
κ2(m+1)κ2(i+p+1−m)
)
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
p
Summing these four expressions and comparing with (6.24) yields the identity (6.22).
For (6.23), we may write similarly
H
(2)
t = γ ·
∞∑
j=0
(
j∑
m=0
κ2(m+1)κ2(j−m)γ−1{m=j}
)
·
(
j∑
i=0
(ΦtΨt)
i∆t(Ψ
>
t Φ
>
t )
j−i +
j−1∑
i=0
(ΦtΨt)
iΦtΓtΦ
>
t (Ψ
>
t Φ
>
t )
j−1−i
)
,
where the factor γ−1{m=j} comes from the fact that κ¯2(j−m) = γκ2(j−m) if m < j, but κ¯2(j−m) =
κ2(j−m) = 1 for m = j. This is matched by the observation that B>t ΓtBt, B>t ΨtΩt, and ΩtΨ>t Bt
on the right of (6.23) have a factor of γ2, whereas the last term Ωt has a factor of only γ. Then
(6.23) follows from an argument analogous to the above, and we omit this for brevity. 
Lemma 6.3. Define
Υt =
(
∆t ∆tAt + ΦtΣt
Φ>t Φ>t At + Id
)
, Tt =
(
Γt ΓtBt + ΨtΩt
Ψ>t Ψ>t Bt + Id
)
. (6.25)
Then for every t ≥ 1 and k ≥ 0,(
H
(2k)
t (I
(2k+1)
t )
>
I
(2k+1)
t γ
−1 · L(2k+2)t
)
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=
( ∑∞
j=0 c2k,j(ΦtΨt)
j
∑∞
j=0 c2k,j+1(X
(j)
t )
>∑∞
j=0 c2k+1,j(ΨtΦt)
jΨt
∑∞
j=0 c2k+1,jΞ
(j)
t
)
Υt (6.26)
= c2k,0
(
H
(0)
t (I
(1)
t )
>
I
(1)
t γ
−1 · L(2)t
)
+ Υ>t
(
0
∑∞
j=0 c2k,j+1Ψ
>
t (Φ
>
t Ψ
>
t )
j∑∞
j=0 c2k,j+1(ΨtΦt)
jΨt
∑∞
j=0 c2k,j+1Ξ
(j)
t
)
Υt,
(6.27)
and(
L
(2k)
t (J
(2k+1)
t )
>
J
(2k+1)
t γ ·H(2k+2)t
)
=
( ∑∞
j=0 c¯2k,j(ΨtΦt)
j
∑∞
j=0 c¯2k,j+1X
(j)
t∑∞
j=0 c¯2k+1,j(ΦtΨt)
jΦt
∑∞
j=0 c¯2k+1,jΘ
(j)
t
)
Tt (6.28)
= c¯2k,0
(
L
(0)
t (J
(1)
t )
>
J
(1)
t γ ·H(2)t
)
+ T>t
(
0
∑∞
j=0 c¯2k,j+1Φ
>
t (Ψ
>
t Φ
>
t )
j∑∞
j=0 c¯2k,j+1(ΦtΨt)
jΦt
∑∞
j=0 c¯2k,j+1Θ
(j)
t
)
Tt. (6.29)
Proof. The arguments are similar to those of Lemma 4.3. Applying (6.18), the definitions of I
(1)
t
and At from (6.6) and (5.12), and the notation κ0 = 1, we have
Υ>t =
(
∆t Φt
I
(1)
t A
>
t Φt + Id
)
=
(
∆t Φt∑∞
j=0 κ2(j+1)X
(j)
t
∑∞
j=0 κ2j(ΨtΦt)
j
)
. (6.30)
Then applying the definitions of Θ
(j)
t , Ξ
(j)
t , and X
(j)
t from (5.9–5.10) and (6.5), we may compute(
∆t Φt
)(∑∞j=0 c2k,j(Ψ>t Φ>t )j∑∞
j=0 c2k,j+1X
(j)
t
)
=
∞∑
j=0
c2k,j∆t(Ψ
>
t Φ
>
t )
j +
∞∑
j=0
c2k,j+1
(
j∑
i=0
(ΦtΨt)
i+1∆t(Ψ
>
t Φ
>
t )
j−i +
j∑
i=0
(ΦtΨt)
iΦtΓtΦ
>
t (Ψ
>
t Φ
>
t )
j−i
)
=
∞∑
j=0
c2k,jΘ
(j)
t = H
(2k)
t , (6.31)
(
∆t Φt
)(∑∞j=0 c2k+1,jΨ>t (Φ>t Ψ>t )j∑∞
j=0 c2k+1,jΞ
(j)
t
)
=
∞∑
j=0
c2k+1,j
(
∆tΨ
>
t (Φ
>
t Ψ
>
t )
j +
j∑
i=0
(ΦtΨt)
iΦtΓt(Φ
>
t Ψ
>
t )
j−i +
j−1∑
i=0
(ΦtΨi)
i+1∆tΨ
>
i (Φ
>
t Ψ
>
t )
j−1−i
)
=
∞∑
j=0
c2k+1,j(X
(j)
t )
> = (I(2k+1)t )
>. (6.32)
We may also compute, analogously to (4.20),(∑∞
j=0 κ2(j+1)X
(j)
t
∑∞
j=0 κ2j(ΨtΦt)
j
)(∑∞
j=0 c2k,j(Ψ
>
t Φ
>
t )
j∑∞
j=0 c2k,j+1X
(j)
t
)
=
 ∞∑
j=0
κ2(j+1)
j∑
i=0
(ΨtΦt)
i(Ψt∆t + ΓtΦ
>
t )(Ψ
>
t Φ
>
t )
j−i
 ·
 ∞∑
p=0
c2k,p(Ψ
>
t Φ
>
t )
p

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+
 ∞∑
j=0
κ2j(ΨtΦt)
j
 ∞∑
p=0
c2k,p+1
p∑
q=0
(ΨtΦt)
q(Ψt∆t + ΓtΦ
>
t )(Ψ
>
t Φ
>
t )
p−q

=
∞∑
i=0
∞∑
r=0
(
i+r+1∑
m=0
κ2mc2k,i+r+1−m
)
(ΨtΦt)
i(Ψt∆t + ΓtΦ
>
t )(Ψ
>
t Φ
>
t )
r
=
∞∑
i=0
∞∑
r=0
c2k+1,i+r(ΨtΦt)
i(Ψt∆t + ΓtΦ
>
t )(Ψ
>
t Φ
>
t )
r = I
(2k+1)
t . (6.33)
In the last two equalities above, we used the recursion (6.9) and the definitions of X
(j)
t and I
(2k+1)
t .
Similarly,(∑∞
j=0 κ2(j+1)X
(j)
t
∑∞
j=0 κ2j(ΨtΦt)
j
)(∑∞
j=0 c2k+1,jΨ
>
t (Φ
>
t Ψ
>
t )
j∑∞
j=0 c2k+1,jΞ
(j)
t
)
=
 ∞∑
j=0
κ2(j+1)
j∑
i=0
(ΨtΦt)
i(Ψt∆t + ΓtΦ
>
t )(Ψ
>
t Φ
>
t )
j−i
 ·
 ∞∑
p=0
c2k+1,pΨ
>
t (Φ
>
t Ψ
>
t )
p

+
 ∞∑
j=0
κ2j(ΨtΦt)
j
 · ∞∑
p=0
c2k+1,p
(
p∑
q=0
(ΨtΦt)
qΓt(Φ
>
t Ψ
>
t )
p−q
+
p−1∑
q=0
(ΨtΦt)
qΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
p−1−q
)
=
∞∑
i=0
∞∑
r=0
((
i+r+1∑
m=0
κ2mc2k+1,i+r+1−m
)
(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
r
+
(
i+r∑
m=0
κ2mc2k+1,i+r−m
)
(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
r
)
= γ−1
∞∑
i=0
∞∑
r=0
(
c¯2k+2,i+r+1(ΨtΦt)
iΨt∆tΨ
>
t (Φ
>
t Ψ
>
t )
r + c¯2k+2,i+r(ΨtΦt)
iΓt(Φ
>
t Ψ
>
t )
r
)
= γ−1L(2k+2)t . (6.34)
In the last two equalities above, we used the identity c2k+1,j = γ
−1c¯2k+1,j , the recursion (6.12), and
the definitions of Ξ
(j)
t and L
(2k+2)
t . Recalling (6.30), stacking (6.31), (6.32), (6.33), and (6.34), and
taking the transpose yields (6.26).
For (6.27), applying again the form (6.30) for Υ>t , we may compute
Υ>t
(
0∑∞
j=0 c2k,j+1(ΨtΦt)
jΨt
)
=
( ∑∞
j=0 c2k,j+1(ΦtΨt)
j+1∑∞
`=0
(∑`
j=0 κ2jc2k,`+1−j
)
(ΨtΦt)
`Ψt
)
.
Let us apply c0,0 = 1, c0,` = 0 for ` ≥ 1, c1,` = κ2(`+1), and the recursion (6.9) in the form
c2k+1,` − c2k,0κ2(`+1) =
∑`
j=0
c2k,`+1−jκ2j .
This gives
Υ>t
(
0∑∞
j=0 c2k,j+1(ΨtΦt)
jΨt
)
=
( ∑∞
`=0(c2k,` − c2k,0c0,`)(ΦtΨt)`∑∞
`=0(c2k+1,` − c2k,0c1,`)(ΨtΦt)`Ψt
)
(6.35)
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Applying the same computations as leading to (6.32) and (6.34), with the recursion (6.9) in the
forms
i+r+1∑
m=0
κ2mc2k,i+r+2−m = c2k+1,i+r+1−κ2(i+r+2)c2k,0,
i+r∑
m=0
κ2mc2k,i+r+1−m = c2k+1,i+r−κ2(i+r+1)c2k,0
replacing the final two steps of (6.34), we have also
Υ>t
(∑∞
j=0 c2k,j+1Ψ
>
t (Φ
>
t Ψ
>
t )
j∑∞
j=0 c2k,j+1Ξ
(j)
t
)
=
( ∑∞
j=0 c2k,j+1(X
(j)
t )
>∑∞
j=0(c2k+1,j − κ2(j+1)c2k,0)Ξ(j)t
)
=
(∑∞
`=0(c2k,`+1 − c2k,0c0,`+1)(X(`)t )>∑∞
`=0(c2k+1,` − c2k,0c1,`)Ξ(`)t
)
. (6.36)
Stacking (6.35) and (6.36), multiplying on the right by Υt, and then applying (6.26) for k and also
for k = 0, yields
Υ>t
(
0
∑∞
j=0 c2k,j+1Ψ
>
t (Φ
>
t Ψ
>
t )
j∑∞
j=0 c2k,j+1(ΨtΦt)
jΨt
∑∞
j=0 c2k,j+1Ξ
(j)
t
)
Υt
=
(
H
(2k)
t (I
(2k+1)
t )
>
I
(2k+1)
t γ
−1 · L(2k+2)t
)
− c2k,0
(
H
(0)
t (I
(1)
t )
>
I
(1)
t γ
−1 · L(2)t
)
.
Rearranging this yields (6.27).
The identities (6.28) and (6.29) follow from writing
T>t =
(
Γt Ψt
J
(1)
t B
>
t Ψt + Id
)
=
(
Γt Ψt∑∞
j=0 κ¯2(j+1)(X
(j)
t )
> ∑∞
j=0 κ¯2j(ΦtΨt)
j
)
and applying the same arguments, which we omit for brevity. 
6.3. Conditioning argument. We now prove Theorem 5.3 using a conditioning argument similar
to the symmetric square setting. Recall the definition of λ ∈ Rmin(m,n) from (5.2). Let us define
λm ∈ Rm, λn ∈ Rn
to be this vector extended by m−n and n−m additional 0’s, respectively. Thus λ = λm if m ≤ n,
and λ = λn if n ≤ m. By Assumption 5.2(c), we then have
λm
W→ Λm, λn W→ Λn
where Λm denotes a mixture of Λ and the point mass at 0 when γ > 1, and Λn denotes such a
mixture when γ < 1.
Let I˜
(2k+1)
t−1 ∈ R(t−1)×t denote the first t−1 rows of I(2k+1)t ∈ Rt×t. The following extended lemma
implies Theorem 5.3, where parts (b) and (e) identify the almost sure limits of (6.1–6.4).
Lemma 6.4. Suppose Assumption 5.2 holds. Almost surely for each t = 1, 2, 3, . . .:
(a) For all fixed j, k ≥ 0, there exist deterministic limit matrices
(∆∞t ,Φ
∞
t ,Θ
(j,∞)
t ,B
∞
t ,Ω
∞
t ,H
(2k,∞)
t , I˜
(2k+1,∞)
t−1 ) = limm,n→∞(∆t,Φt,Θ
(j)
t ,Bt,Ωt,H
(2k)
t , I˜
(2k+1)
t−1 )
(b) For some random variables R1, . . . , Rt, P¯1, . . . , P¯t−1 with finite moments of all orders,
(r1, . . . , rt,Λp1, . . . ,Λpt−1,λm)
W→ (R1, . . . , Rt, P¯1, . . . , P¯t−1,Λm).
For each k ≥ 0,
E[(R1, . . . , Rt)>Λ2km (R1, . . . , Rt)] = H
(2k,∞)
t
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E[(P¯1, . . . , P¯t−1)>Λ2km (R1, . . . , Rt)] = I˜
(2k+1,∞)
t−1 .
(c) (v1, . . . ,vt, z1, . . . , zt,F)
W→ (V1, . . . , Vt, Z1, . . . , Zt, F ) as described in Theorem 5.3.
(d) For all fixed j, k ≥ 0, there exist deterministic limit matrices
(Γ∞t ,Ψ
∞
t ,Ξ
(j,∞)
t ,A
∞
t ,Σ
∞
t ,L
(2k,∞)
t ,J
(2k+1,∞)
t ) = limm,n→∞(Γt,Ψt,Ξ
(j)
t ,At,Σt,L
(2k)
t ,J
(2k+1)
t )
(e) For some random variables P1, . . . , Pt, R¯1, . . . , R¯t with finite moments of all orders,
(p1, . . . ,pt,Λ
>r1, . . . ,Λ>rt,λn)
W→ (P1, . . . , Pt, R¯1, . . . , R¯t,Λn).
For each k ≥ 0,
E[(R¯1, . . . , R¯t)>Λ2kn (P1, . . . , Pt)] = J
(2k+1,∞)
t ,
E[(P1, . . . , Pt)>Λ2kn (P1, . . . , Pt)] = L
(2k,∞)
t .
(f) (u1, . . . ,ut+1,y1, . . . ,yt,E)
W→ (U1, . . . , Ut+1, Y1, . . . , Yt, E) as described in Theorem 5.3.
(g) The matrices (
∆∞t Φ∞t Σ∞t
Σ∞t (Φ∞t )> Σ∞t
)
,
(
Γ∞t Ψ∞t Ω∞t
Ω∞t (Ψ∞t )> Ω∞t
)
are both non-singular.
Proof. Denote by t(a), t(b), . . . the claims of part (a), part (b), etc. up to and including iteration
t. We induct on t. We will omit details of the argument that are similar to the proof of Theorem 3.3.
Step 1: t = 1. We have ∆1 →∆∞1 = E[U21 ], Φ1 = 0, B1 = 0, and κ2k → κ∞2k where κ∞2k are the
rectangular free cumulants defined by the limiting moments
m∞2k = limm,n→∞
1
m
min(m,n)∑
i=1
λ2ki = E[Λ2km ]. (6.37)
Then also (c2k,j , c2k+1,j , c¯2k,j , c¯2k+1,j)→ (c∞2k,j , c∞2k+1,j , c¯∞2k,j , c¯∞2k+1,j), and claim 1(a) follows from the
definitions.
Since r1 = Ou1, by Proposition C.2,
(r1,λm)
W→ (R1,Λm) (6.38)
where R1 ∼ N (0,E[U21 ]) is independent of Λm. Then E[Λ2kmR21] = E[Λ2km ]E[R21] = m∞2kE[U21 ]. Note
that Θ
(j)
1 = 0 for j ≥ 1, so H(2k)1 = c2k,0Θ(0)1 = m2k〈u21〉, the last equality using m2k = c2k,0 by
Lemma 6.1. Thus H
(2k,∞)
1 = m
∞
2kE[U21 ], and this shows 1(b).
For 1(c), note that c2,0 = m2 = κ2. Then 1
(b) implies
1
n
‖Λ>r1‖2 = m
n
· 1
m
min(m,n)∑
i=1
λ2i r
2
i1 → γ · E[Λ2mR21] = γκ∞2 ∆∞1 .
Since z1 = Q
>Λ>r1, Proposition C.2 shows
(z1,F)
W→ (Z1, F ) (6.39)
where Z1 ∼ N (0, γκ∞2 ∆∞1 ) is independent of F . Identifying Ω∞1 = γκ∞2 ∆∞1 and applying Propo-
sition B.2 for the joint convergence with v1 = v1(z1,F), this shows 1
(c).
Observe that 1(c) implies Γ1 → Γ∞1 = E[V 21 ]. As ∂1v1 satisfies (2.1) and is continuous on a set of
probability 1 under the limit law (Z1, F ), we have also Ψ1 → Ψ∞1 = E[∂1v1(Z1, F )] by Proposition
B.3. Then 1(d) follows from the definitions.
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For 1(e), define rˇ1 ∈ Rn as the first n entries of r1 if n ≤ m, or r1 extended by n−m additional
i.i.d. N (0,E[U21 ]) random variables if n > m. By Proposition C.2(b),
(rˇ1,λn)
W→ (Rˇ1,Λn)
where Rˇ1 ∼ N (0,E[U21 ]) is independent of Λn. Note that Λ>r1 ∈ Rn may be written as the
entrywise product of λn with rˇ1, in both cases n ≤ m and n > m. Thus
(Λ>r1,λn)
W→ (R¯1,Λn), R¯1 = ΛnRˇ1.
To analyze the joint convergence with p1, we now condition on u1, r1, z1,v1,λ,E,F. The law of
Q is then conditioned on the event Λ>r1 = Qz1. As Var[Z1] = γκ∞2 E[U21 ] > 0 by the given
assumptions, we have n−1z>1 z1 6= 0 for all large n. Then by Proposition C.1, the conditional law
of Q is
Λ>r1(z>1 z1)
−1z>1 + Π(Λ>r1)⊥Q˜Πz⊥1
where Q˜ is an independent copy of Q. So we may replace the update p1 = Qv1 by
p1 = p‖ + p⊥, p‖ = Λ>r1(z>1 z1)
−1z>1 v1, p⊥ = Π(Λ>r1)⊥Q˜Πz⊥1 v1.
By 1(c) and Proposition B.5, n−1z>1 z1 → Ω∞1 and n−1z>1 v1 → Ψ∞1 Ω∞1 . Then by Proposition B.4,
(p‖,Λ>r1,λn)
W→ (P‖, R¯1,Λn), P‖ = Ψ∞1 · R¯1.
For p⊥, observe that
n−1‖Πz⊥1 v1‖
2 = n−1
(
‖v1‖2 − (v
>
1 z1)
2
‖z1‖2
)
→ Γ∞1 − (Ψ∞1 )2Ω∞1 ,
so Proposition C.2 shows
p⊥
W→ P⊥ ∼ N
(
0, Γ∞1 − (Ψ∞1 )2Ω∞1
)
(6.40)
where P⊥ is independent of (R¯1,Λn). Then
(p1,Λ
>r1,λn)
W→ (P1, R¯1,Λn), P1 = Ψ∞1 · R¯1 + P⊥.
Since P⊥ has mean 0 and is independent of (R¯1,Λn), we have
E[Λ2kn P1R¯1] = Ψ∞1 · E[Λ2kn R¯21]
= Ψ∞1 · limn→∞n
−1r>1 Λ(Λ
>Λ)kΛ>r1
= γΨ∞1 · limn→∞m
−1r>1 (ΛΛ
>)k+1r1
= γΨ∞1 · E[Λ2k+2m R21] = γc∞2k+2,0Ψ∞1 ∆∞1
where the last equality applies 1(b). By the recursion (6.11) and identity (6.15), we have c2k+2,0 =
c2k+1,0 = γ
−1c¯2k+1,0. We have also X
(0)
1 = Ψ1∆1 and X
(j)
1 = 0 for j ≥ 1, because Φ1 = 0. Then
J
(2k+1)
1 = c¯2k+1,0Ψ1∆1, so the above is simply
E[Λ2kn P1R¯1] = J
(2k+1,∞)
1 .
Similarly, applying the above identity and also E[Λ2kn ] = m¯∞2k = c¯∞2k,0 by Lemma 6.1, we have
E[Λ2kn P 21 ] = (Ψ∞1 )2 · E[Λ2kn R¯21] + E[Λ2kn P 2⊥]
= c¯∞2k+1,0(Ψ
∞
1 )
2∆∞1 + c¯
∞
2k,0 · (Γ∞1 − (Ψ∞1 )2Ω∞1 ).
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Identifying Ω1 = γκ2∆1 = κ¯2∆1, applying c¯2k+1,0 = c¯2k,0κ¯2 + c¯2k,1 by (6.10), and then identifying
Ξ
(0)
1 = Γ1, Ξ
(1)
1 = Ψ
2
1∆1, and Ξ
(j)
1 = 0 for j ≥ 2, this is
E[Λ2kn P 21 ] = (c¯∞2k+1,0 − c¯∞2k,0κ¯∞2 )(Ψ∞1 )2∆∞1 + c¯∞2k,0Γ∞1 = c¯∞2k,1Ξ(1,∞)1 + c¯∞2k,0Ξ(0,∞)1 = L(2k,∞)1 .
This shows 1(e).
For 1(f), we now condition on u1, r1, z1,v1,p1,λ,E,F. Then the law of O is conditioned on the
event r1 = Ou1. By assumption, E[U21 ] > 0, so m−1u>1 u1 6= 0 for all large m. Then the conditional
law of O is
r1(u
>
1 u1)
−1u>1 + Πr⊥1 O˜Πu⊥1 .
So the update for q1 = O
>Λp1 may be replaced by
q1 = q‖ + q⊥, q‖ = u1(u>1 u1)
−1r>1 Λp1, q⊥ = Πu⊥1 O˜
>Πr⊥1 Λp1.
Applying 1(e) and the above observation J
(1)
1 = c¯1,0Ψ1∆1 = γκ2Ψ1∆1, we have
1
m
r>1 Λp1 =
n
m
· 1
n
r>1 Λp1 → γ−1J(1,∞)1 = κ∞2 Ψ∞1 ∆∞1 = a∞11∆∞1 ,
1
m
‖Πr⊥1 Λp1‖
2 =
n
m
· 1
n
(
‖Λp1‖2 − (r
>
1 Λp1)
2
‖r1‖2
)
→ γ−1 ·
(
L
(2,∞)
1 −
(J
(1,∞)
1 )
2
γ ·∆∞1
)
=
(
γ−1 ·
(
c¯2,1Ξ
(1)
1 + c¯2,0Ξ
(0)
1 − γκ22Ψ21∆1
))∞
.
Recalling from the above that Ξ
(1)
1 = Ψ
2
1∆1, and applying γ
−1c¯2,1 = γ−1(c¯1,0κ2 + c¯1,1) = κ22 + κ4
and γ−1c¯2,0 = γ−1c¯1,0 = κ2, this yields
1
m
‖Πr⊥1 Λp1‖
2 → κ∞4 Ξ(1,∞)1 + κ∞2 Ξ(0,∞)1 = Σ∞1 . (6.41)
So q⊥ → Q⊥ ∼ N (0,Σ∞1 ) where this is independent of (U1, E), and
(q1,u1,E)
W→ (a∞11U1 +Q⊥, U1, E).
Then applying y1 = q1 − a11u1, a11 → a∞11 by 1(d), and Propositions B.4 and B.2,
(u1,u2,y1,E)
W→ (U1, U2, Y1, E)
where Y1 = Q⊥ ∼ N (0,Σ∞1 ) and U2 = u2(Y1, E). This yields 1(f).
For 1(g), observe first that ∆∞1 = E[U21 ] > 0, Φ1 = 0, and Ω∞1 = γκ∞2 E[U21 ] > 0 by the given
assumptions. The Schur-complement Γ∞1 − (Ψ∞1 )2Ω∞1 in the second matrix of 1(g) is the residual
variance of projecting of V1 onto the span of Z1, which is positive by Assumption 5.2(f), so the
second matrix of 1(g) is invertible. By (6.40), this shows also that
Var[P⊥] > 0.
For the first matrix of 1(g), it remains to show that Σ∞1 > 0. Note that by (6.41), Σ∞1 is the
residual variance of projecting P¯1 onto the span of R1. If this were 0, then P¯1 = αR1 for some
constant α ∈ R with probability 1. Applying 1(b) and 1(e), we then have
0 = E[Λ2m(P¯1 − αR1)2] = limm,n→∞m
−1‖Λ>Λp1 − αΛ>r1‖2 = γ−1 · E[(Λ2nP1 − αR¯1)2],
so also Λ2nP1 = αR¯1 with probability 1. Recalling P1 = Ψ
∞
1 · R¯1 + P⊥, this shows Λ2nP⊥ =
(α −Ψ∞1 · Λ2n)R¯1. Since Λ2n is not identically 0, and P⊥ is independent of (Λn, R¯1), we must then
have that P⊥ is constant with probability 1, but this contradicts that P⊥ ∼ N (0,Var[P⊥]) where
Var[P⊥] > 0 as argued above. So Σ∞1 > 0, and the first matrix of 1(g) is also invertible.
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Step 2: Analysis of rt+1. Suppose that t
(a−g) hold. To show t+ 1(a), observe that the limits
∆∞t+1 and Φ∞t+1 exist by t(f), Proposition B.3, and the given conditions for the functions ∂s′us.
Furthermore, by t(d) and t(f), the limits Θ
(j,∞)
t+1 , B
∞
t+1, Ω
∞
t+1, and H
(2k,∞)
t+1 also exist because these
matrices do not depend on vt+1 or its derivatives. Each term constituting X
(j)
t+1 in (6.5) may be
written as either Ψt+1 or Γt+1Φ
>
t+1 times a matrix that depends only on ∆t+1, Φt+1Ψt+1, and
Φt+1Γt+1Φ
>
t+1. Then the first t rows of X
(j)
t+1 also do not depend on vt+1 or its derivatives, so
I˜
(2k+1,∞)
t exists. This establishes t+ 1
(a).
Let us now show t+ 1(b). Define the matrices
Ut =
(
u1 · · · ut
)
, Rt =
(
r1 · · · rt
)
, Zt =
(
z1 · · · zt
)
,
Vt =
(
v1 · · · vt
)
, Pt =
(
p1 · · · pt
)
, Yt =
(
y1 · · · yt
)
.
Conditional on the AMP iterates up to ut+1, the law of O is conditioned on(
Rt ΛPt
)(Id −At
0 Id
)
= O
(
Ut Yt
)
.
Let us introduce
Mt = m
−1
(
U>t Ut U>t Yt
Y>t Ut Y>t Yt
)
,
noting that by t(f), t(g), and Proposition B.5,
Mt →M∞t =
(
∆∞t Φ∞t Σ∞t
Σ∞t (Φ∞t )> Σ∞t
)
where M∞t is invertible. Then by Proposition C.1, for all large n, the conditional law of O is(
Rt ΛPt
)(Id −At
0 Id
)
M−1t ·m−1
(
U>t
Y>t
)
+ Π(Rt,ΛPt)⊥O˜Π(Ut,Yt)⊥
where O˜ is an independent copy of O. We may thus replace the update for rt+1 by
rt+1 = r‖ + r⊥
r‖ =
(
Rt ΛPt
)(Id −At
0 Id
)
M−1t ·m−1
(
U>t
Y>t
)
ut+1
r⊥ = Π(Rt,ΛPt)⊥O˜Π(Ut,Yt)⊥ut+1.
For r‖, define
δ∞t =
E[U1Ut+1]...
E[UtUt+1]
 ∈ Rt, φ∞t =
E[∂1ut+1(Y1, . . . , Yt, E)]...
E[∂tut+1(Y1, . . . , Yt, E)]
 ∈ Rt,
which are the last columns of ∆∞t+1 and (Φ∞t+1)> with their last entries removed. Observe that
m−1U>t ut+1 → δ∞t , m−1Y>t ut+1 → Σ∞t φ∞t .
Then by arguments similar to the proof of Theorem 3.3,
r‖
W→ R‖ =
(
R1 · · · Rt P¯1 · · · P¯t
)
(Υ∞t )
−1
(
δ∞t
φ∞t
)
(6.42)
and Υ∞t is the limit of Υt defined in (6.25). Also,
r⊥
W→ R⊥ ∼ N
(
0, E[U2t+1]−
((
δt
Σtφt
)>(
∆t ΦtΣt
ΣtΦ
>
t Σt
)−1(
δt
Σtφt
))∞)
(6.43)
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where this limit R⊥ is independent of (R1, . . . , Rt, P¯1, . . . , P¯t,Λm). So
(r1, . . . , rt+1,Λp1, . . . ,Λpt,λm)
W→ (R1, . . . , Rt+1, P¯1, . . . , P¯t,Λm), Rt+1 = R‖ +R⊥. (6.44)
We have
Var[R⊥] > 0 (6.45)
because this is the residual variance of projecting Ut+1 onto the span of (U1, . . . , Ut, Y1, . . . , Yt),
which is positive by Assumption 5.2(f).
Let us now introduce the block notation
H
(2k,∞)
t+1 =
(
H
(2k,∞)
t h
(2k,∞)
t
(h
(2k,∞)
t )
> h(2k,∞)t+1,t+1
)
, I˜
(2k+1,∞)
t =
(
I
(2k+1,∞)
t i
(2k+1,∞)
t
)
. (6.46)
To conclude the proof of t+ 1(b), it remains to show that
E[(R1, . . . , Rt)>Λ2kmRt+1] = h
(2k,∞)
t (6.47)
E[(P¯1, . . . , P¯t)>Λ2kmRt+1] = i
(2k+1,∞)
t (6.48)
E[Λ2kmR2t+1] = h
(2k,∞)
t+1,t+1. (6.49)
For (6.47), observe that by t(b) and t(e), we have
E[(R1, . . . , Rt)>Λ2km (R1, . . . , Rt)] = H
(2k,∞)
t
and
E[(R1, . . . , Rt)>Λ2km (P¯1, . . . , P¯t)] = limm,n→∞
1
m
R>t (ΛΛ
>)2kΛPt
= γ−1 lim
m,n→∞
1
n
R>t Λ(Λ
>Λ)2kPt
= γ−1E[(R¯1, . . . , R¯t)>Λ2kn (P1, . . . , Pt)]
= γ−1J(2k+1,∞)t = (I
(2k+1,∞)
t )
>,
the last equality applying (6.7). Then applying (6.44), (6.42), and the independence of R⊥ from
(R1, . . . , Rt, P¯1, . . . , P¯t,Λm), we have
E[(R1, . . . , Rt)>Λ2kmRt+1] =
((
H2kt (I
2k+1
t )
>)Υ−1t (δtφt
))∞
.
Applying the first row of the identity (6.26), and the definitions of Θ
(j)
t+1, X
(j)
t+1, and H
(2k)
t+1 from
(5.9), (6.5), and (6.6),
E[(R1, . . . , Rt)>Λ2kmRt+1] =
 ∞∑
j=0
c2k,j(ΦtΨt)
jδt +
∞∑
j=0
c2k,j+1(X
(j)
t )
>φt
∞
=
 ∞∑
j=0
c2k,j(Φt+1Ψt+1)
j∆t+1 +
∞∑
j=0
c2k,j+1(X
(j)
t+1)
>Φ>t+1
∞
1:t, t+1
=
 ∞∑
j=0
c2k,jΘ
(j)
t+1
∞
1:t, t+1
= h
(2k,∞)
t .
For (6.48), observe that also by t(e),
E[(P¯1, . . . , P¯t)>Λ2km (P¯1, . . . , P¯t)] = limm,n→∞
1
m
P>t Λ
>(ΛΛ>)2kΛPt
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= γ−1 lim
m,n→∞
1
n
P>t (Λ
>Λ)2k+2Pt
= γ−1 · E[(P1, . . . , Pt)>Λ2k+2n (P1, . . . , Pt)] = γ−1 · L(2k+2,∞)t .
So
E[(P¯1, . . . , P¯t)>Λ2kmRt+1] =
((
I
(2k+1)
t γ
−1 · L(2k+2)t
)
Υ−1t
(
δt
φt
))∞
.
Applying the second row of the identity (6.26),
E[(P¯1, . . . , P¯t)>Λ2kmRt+1] =
 ∞∑
j=0
c2k+1,j(ΨtΦt)
jΨtδt +
∞∑
j=0
c2k+1,jΞ
(j)
t φt
∞
=
 ∞∑
j=0
c2k+1,j(Ψt+1Φt+1)
jΨt+1∆t+1 +
∞∑
j=0
c2k+1,jΞ
(j)
t+1Φ
>
t+1
∞
1:t, t+1
=
 ∞∑
j=0
c2k+1,jX
(j)
t+1
∞
1:t, t+1
= i
(2k+1,∞)
t .
For (6.49), applying again (6.44) and a computation similar to the proof of Theorem 3.3, we
have
E[Λ2kmR2t+1] =
((
δt
φt
)>
(Υ−1t )
>
(
H
(2k)
t (I
(2k+1)
t )
>
I
(2k+1)
t γ
−1 · L(2k+2)t
)
Υ−1t
(
δt
φt
))∞
+ E[Λ2kmR2⊥]
where, by independence of R⊥ and Λm,
E[Λ2kmR2⊥] = c∞2k,0
(
E[U2t+1]−
((
δt
φt
)>
(Υ−1t )
>
(
H
(0)
t (I
(1)
t )
>
I
(1)
t γ
−1 · L(2)t
)
Υ−1t
(
δt
φt
))∞)
.
Combining these and applying the identity (6.27),
E[Λ2kmR2t+1]
= c∞2k,0E[U2t+1] +
 ∞∑
j=0
c2k,j+1
(
δ>t Ψ
>
t (Φ
>
t Ψ
>
t )
jφt +φ
>
t (ΨtΦt)
jΨtδt +φ
>
t Ξ
(j)
t φt
)∞
=
c2k,0∆t+1 + ∞∑
j=1
c2k,j
(
∆t+1(Ψ
>
t+1Φ
>
t+1)
j + (Φt+1Ψt+1)
j∆t+1 + Φt+1Ξ
(j−1)
t+1 Φ
>
t+1
)∞
t+1,t+1
=
 ∞∑
j=0
c2k,jΘ
(j)
t+1
∞
t+1,t+1
= h
(2k,∞)
t+1,t+1.
This completes the proof of t+ 1(b).
Let us make here the following additional observation: This also shows
(p1, . . . ,pt,Λ
>r1, . . . ,Λ>rt+1,λn)
W→ (P1, . . . , Pt, R¯1, . . . , R¯t+1,Λn) (6.50)
for a certain limit R¯t+1, which is part of the claim in t+1
(e). This is because from the decomposition
rt+1 = r‖ + r⊥, we have Λ>rt+1 = Λ>r‖ + Λ>r⊥. From the form of r‖ and claim t(e), we have
Λ>r‖
W→ R¯‖ =
(
R¯1 · · · R¯t Λ2nP1 · · · Λ2nPt
)
(Υ∞t )
−1
(
δ∞t
φ∞t
)
.
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For Λ>r⊥, let us define rˇ⊥ ∈ Rn to be the first n entries of r⊥ if n ≤ m, or r⊥ extended by
an additional n − m i.i.d. N (0,Var[R⊥]) variables if n > m. By Proposition C.2(b), rˇ⊥ W→ Rˇ⊥
in both cases, where this limit Rˇ⊥ has the same normal law as R⊥ above, and is independent of
(P1, . . . , Pt, R¯1, . . . , R¯t,Λn). Since Λ
>r⊥ is the entrywise product of λn with rˇ⊥, this shows that
(6.50) holds where
R¯t+1 = R¯‖ + ΛnRˇ⊥.
Furthermore,
E[(P1, . . . , Pt)>Λ2kn (R¯1, . . . , R¯t+1)] = limm,n→∞n
−1P>t (Λ
>Λ)2kΛ>Rt+1
= γ · E[(P¯1, . . . , P¯t)>Λ2km (R1, . . . , Rt+1)]
= γ · I˜(2k+1,∞)t , (6.51)
E[(R¯1, . . . , R¯t+1)>Λ2kn (R¯1, . . . , R¯t+1)] = limm,n→∞n
−1R>t+1Λ(Λ
>Λ)kΛ>Rt+1
= γ · E[(R1, . . . , Rt+1)>Λ2k+2m (R1, . . . , Rt+1)]
= γ ·H(2k+2,∞)t+1 . (6.52)
Step 3: Analysis of zt+1. We now show t+ 1
(c). Conditioning on the iterates up to rt+1, the
law of Q is conditioned on (
Pt Λ
>Rt
)(Id −Bt
0 Id
)
= Q
(
Vt Zt
)
Set
Nt = n
−1
(
V>t Vt V>t Zt
Z>t Vt Z>t Zt
)
,
and note that by t(c), t(g), and Proposition B.5,
Nt → N∞t =
(
Γ∞t Ψ∞t Ω∞t
Ω∞t (Ψ∞t )> Ω∞t
)
where N∞t is invertible. Thus, for all large n, the conditional law of Q is(
Pt Λ
>Rt
)(Id −Bt
0 Id
)
N−1t · n−1
(
V>t
Z>t
)
+ Π(Pt,Λ>Rt)⊥Q˜Π(Vt,Zt)⊥
where Q˜ is an independent copy of Q. So we may replace the update for st+1 = Q
>Λ>rt+1 by
st+1 = s‖ + s⊥
s‖ =
(
Vt Zt
)
N−1t
(
Id 0
−B>t Id
)
· n−1
(
P>t
R>t Λ
)
Λ>rt+1,
s⊥ = Π(Vt,Zt)⊥Q˜
>Π(Pt,Λ>Rt)⊥Λ
>rt+1
Applying t+ 1(b) shown above, and recalling the block notation (6.46), observe that
n−1P>t Λ
>rt+1 → γ · E[(P¯1, . . . , P¯t)>Rt+1] = γ · i(1,∞)t
n−1R>t ΛΛ
>rt+1 → γ · E[(R1, . . . , Rt)>Λ2mRt+1] = γ · h(2,∞)t .
Then by a computation analogous to the proof of Theorem 3.3,
N−1t
(
Id 0
−B>t Id
)
· n−1
(
P>t
R>t Λ
)
Λ>rt+1 →
((
Id 0
0 Ω−1t
)
(T−1t )
>
(
γ · i(1)t
γ · h(2)t
))∞
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where Tt is as defined in (6.25). Applying the second row of the identity (6.28) with t+ 1 and with
k = 0, and recalling c¯1,j = κ¯2(j+1) = γ · κ2(j+1), we have(
(J
(1)
t+1)
>
γ ·H(2)t+1
)
= T>t+1
(∑∞
j=0 γ · κ2(j+1)Φ>t+1(Ψ>t+1Φ>t+1)j∑∞
j=0 γ · κ2(j+1)Θ(j)t+1
)
= T>t+1
(
Bt+1
Ωt+1
)
.
Writing the block forms
Bt+1 =
(
Bt bt
0 0
)
, Ωt+1 =
(
Ωt ωt
ω>t ωt+1,t+1
)
,
and applying (J
(1)
t+1)
> = γ · I(1)t+1, this yields
γ ·
(
i
(1)
t
h
(2)
t
)
=
(
T>t+1
(
Bt+1
Ωt+1
))
(1:t)∪(t+2:2t+1), t+1
= T>t
(
bt
ωt
)
,
where the second equality follows because Bt+1 is 0 in its lower-right entry while T
>
t+1 is 0 in rows
1 : t and t+ 2 : 2t+ 1 of its last column. Inverting T>t and applying this above,
s‖
W→ S‖ =
(
V1 · · · Vt
)
b∞t +
(
Z1 · · · Zt
)
(Ω∞t )
−1ω∞t .
Similar to the proof of Theorem 3.3, we have also
s⊥
W→ S⊥ ∼ N
0,
γ · h(2)t+1,t+1 −
(
γ · i(1)t
γ · h(2)t
)>(
L
(0)
t (J
(1)
t )
>
J
(1)
t γ ·H(2)t
)−1(
γ · i(1)t
γ · h(2)t
)∞
where S⊥ is independent of (V1, . . . , Vt, Z1, . . . , Zt). So
st+1
W→ St+1 =
(
V1 · · · Vt
)
b∞t +
(
Z1 · · · Zt
)
(Ω∞t )
−1ω∞t + S⊥. (6.53)
Since zt+1 = st+1 −Vtbt, this yields
(v1, . . . ,vt+1, z1, . . . , zt+1,F)
W→ (V1, . . . , Vt+1, Z1, . . . , Zt+1, F )
where Vt+1 = vt+1(Z1, . . . , Zt+1, F ) and
Zt+1 =
(
Z1 · · · Zt
)
(Ω∞t )
−1ω∞t + S⊥.
Thus (Z1, . . . , Zt, Zt+1) has a multivariate normal distribution. To compute the covariance,
observe that since S⊥ is independent of (Z1, . . . , Zt), we have
E[(Z1, . . . , Zt)>Zt+1] = Ω∞t (Ω∞t )−1ω∞t = ω∞t .
For E[Z2t+1], squaring both sides of (6.53), applying
E[S2t+1] = limm,n→∞n
−1‖st+1‖2 = lim
m,n→∞n
−1‖Λ>rt+1‖2 = γ · h(2,∞)t+1,t+1,
and rearranging yields
E[Z2t+1] =
((
γ ·H(2)t+1 −B>t+1Γt+1Bt+1 −B>t+1Ψt+1Ωt+1 −Ωt+1Ψ>t+1Bt+1
)∞)
t+1,t+1
.
Applying the identity (6.23), this gives E[Z2t+1] = ω∞t+1,t+1, and this concludes the proof of t+ 1(c).
Let us make here the following additional observation: We have
Var[S⊥] > 0 (6.54)
above. This is because by (6.51) and (6.52) for k = 0, the quantity Var[S⊥] above may be seen
to be the residual variance of projecting R¯t+1 onto the linear span of (P1, . . . , Pt, R¯1, . . . , R¯t). If
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this residual variance were 0, then for some constants α1, . . . , αt, β1, . . . , βt we would have R¯t+1 =
α1P1 + . . .+ αtPt + β1R¯1 + . . .+ βtR¯t with probability 1, so that
0 = E[Λ2n · (R¯t+1 − α1P1 − . . .− αtPt − β1R¯1 − . . .− βtR¯t)2]
= lim
m,n→∞n
−1‖ΛΛ>rt+1 − α1Λp1 − . . .− αtΛpt − β1ΛΛ>r1 − . . .− βtΛΛ>rt‖2
= γ · E[(Λ2mRt+1 − α1P¯1 − . . .− αtP¯t − β1Λ2mR1 − . . .− βtΛ2mRt)2].
Thus also
Λ2mRt+1 = α1P¯1 + . . .+ αtP¯t + β1Λ
2
mR1 + . . .+ βtΛ
2
mRt
with probability 1. However, recall the decomposition Rt+1 = R‖ + R⊥ where R⊥ is independent
of (R1, . . . , Rt, P¯1, . . . , P¯t,Λm). Thus we have
Λ2mR⊥ = f(R1, . . . , Rt, P¯1, . . . , P¯t,Λm)
where the quantity on the right does not depend on R⊥. Since Λm is not identically 0 by the
condition Var[Λ] > 0 in Assumption 5.2(f), this implies that R⊥ must be constant almost surely,
contradicting (6.45) already shown. Thus, (6.54) holds.
Step 4: Analysis of pt+1. Note that t
(f), t + 1(c), and the given conditions for the functions
∂s′vs imply the existence of all limits in t+ 1
(d). Let us now show t + 1(e). The joint convergence
with Λ>rt+1 has been established already in (6.50), so we proceed to analyze pt+1.
For this, let
B˜t =
(
Bt bt
) ∈ Rt×(t+1), Ψ˜t = (Ψt 0) ∈ Rt×(t+1)
be the first t rows of Bt+1 and Ψt+1, and let
A˜t =
(
At
0
)
∈ R(t+1)×t, Φ˜t =
(
Φt
(φt)
>
)
∈ R(t+1)×t
be the first t columns of At+1 and Φt+1. Conditional on the iterates up to vt+1, the law of Q is
now conditioned on (
Pt Λ
>Rt+1
)(Id −B˜t
0 Id
)
= Q
(
Vt Zt+1
)
.
Let us denote
N˜t = n
−1
(
V>t Vt V>t Zt+1
Z>t+1Vt Z>t+1Zt+1
)
,
noting that by t+ 1(c) and Proposition B.5,
N˜t → N˜∞t =
(
Γ∞t Ψ˜∞t Ω∞t+1
Ω∞t+1(Ψ˜∞t )> Ω∞t+1
)
. (6.55)
The upper-left 2t×2t submatrix of N˜∞t is N∞t , which is invertible by t(g). The Schur-complement of
its lower-right entry is the residual variance of projecting Zt+1 onto the span of (V1, . . . , Vt, Z1, . . . , Zt).
Since zt+1 = st+1−Vtbt, this is the same as the residual variance of projecting St+1 onto the span
of (V1, . . . , Vt, Z1, . . . , Zt), which is exactly Var[S⊥] by the convergence (6.53) and the fact that S⊥
is a mean-zero variable independent of (V1, . . . , Vt, Z1, . . . , Zt). This was shown to be non-zero in
(6.54), so N˜∞t is invertible. Thus for all large n, the conditional law of Q is(
Pt Λ
>Rt+1
)(Id −B˜t
0 Id
)
N˜−1t · n−1
(
V>t
Z>t+1
)
+ Π(Pt,Λ>Rt+1)⊥Q˜Π(Vt,Zt+1)⊥
So we may replace the update for pt+1 = Qvt+1 by
pt+1 = p‖ + p⊥
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p‖ =
(
Pt Λ
>Rt+1
)(Id −B˜t
0 Id
)
N˜−1t · n−1
(
V>t
Z>t+1
)
vt+1
p⊥ = Π(Pt,Λ>Rt+1)⊥Q˜Π(Vt,Zt+1)⊥vt+1
For p‖, define
γ∞t =
E[V1Vt+1]...
E[VtVt+1]
 ∈ Rt, ψ˜∞t =
 E[∂1vt+1(Z1, . . . , Zt+1, F )]...
E[∂t+1vt+1(Z1, . . . , Zt+1, F )]
 ∈ Rt+1
and observe that
n−1V>t vt+1 → γ∞t , n−1Z>t+1vt+1 → Ω∞t+1ψ˜
∞
t .
Then by a computation similar to the proof of t+ 1(b) above,
p‖
W→ (P1 . . . Pt R¯1 . . . R¯t+1) (T˜∞t )−1(γ∞tψ∞t
)
where
T˜t =
(
Γt ΓtB˜t + Ψ˜tΩt+1
Ψ˜>t Ψ˜>t B˜t
)
. (6.56)
Also,
p⊥
W→ P⊥ ∼ N
(
0, E[V 2t+1]−
((
γ t
Ωt+1ψ˜t
)>(
Γt Ψ˜tΩt+1
Ωt+1Ψ˜
>
t Ωt+1
)−1(
γ t
Ωt+1ψ˜t
))∞)
where P⊥ is independent of (P1, . . . , Pt, R¯1, . . . , R¯t+1,Λn). So
(p1, . . . ,pt+1,Λ
>r1, . . . ,Λ>rt+1,λn)
W→ (P1, . . . , Pt+1, R¯1, . . . , R¯t+1,Λn), Pt+1 = P‖ + P⊥.
(6.57)
We have
Var[P⊥] > 0 (6.58)
because this is the residual variance of projecting Vt+1 onto the span of (V1, . . . , Vt, Z1, . . . , Zt+1),
which is positive by Assumption 5.2(f).
Let us introduce the block notation
L
(2k)
t+1 =
(
L
(2k)
t l
(2k)
t
(l
(2k)
t )
> l(2k)t+1,t+1
)
, J
(2k+1)
t+1 =
(
γ · (I˜(2k+1)t )> j˜(2k+1)t
)
(6.59)
where I˜
(2k+1)
t ∈ Rt×(t+1) forms the first t rows of I(2k+1)t+1 as previously defined, and thus γ ·(I˜(2k+1)t )>
forms the first t columns of J
(2k+1)
t+1 by the identity (6.7). To conclude the proof of t+1
(e), it remains
to show that
E[(R¯1, . . . , R¯t+1)>Λ2kn Pt+1] = j˜
(2k+1,∞)
t (6.60)
E[(P1, . . . , Pt)>Λ2kn Pt+1] = l
(2k,∞)
t (6.61)
E[Λ2kn P 2t+1] = l
(2k,∞)
t+1,t+1. (6.62)
The arguments are similar to those for t+ 1(b): For (6.60), by the convergence (6.57), the form
of P‖, and the identities (6.51–6.52), we have
E[(R¯1, . . . , R¯t+1)>Λ2kn Pt+1] =
((
γ · (I˜(2k+1)t )> γ ·H(2k+2)t+1
)
T˜−1t
(
γ t
ψ˜t
))∞
.
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Applying the second row of the identity (6.28),(
J
(2k+1)
t+1 γ ·H(2k+2)t+1
)
=
(∑∞
j=0 c¯2k+1,j(Φt+1Ψt+1)
jΦt+1
∑∞
j=0 c¯2k+1,jΘ
(j)
t+1
)
Tt+1.
Note that T˜t defined in (6.56) is the submatrix of Tt+1 with row and column t + 1 removed.
Furthermore, column t + 1 of Φt+1 is 0. Thus, removing column t + 1 from both sides of this
identity yields(
γ · (I˜(2k+1)t )> γ ·H(2k+2)t+1
)
=
(∑∞
j=0 c¯2k+1,j(Φt+1Ψt+1)
jΦ˜t
∑∞
j=0 c¯2k+1,jΘ
(j)
t+1
)
T˜t.
Taking the limit m,n→∞, inverting T˜∞t , and applying this above,
E[(R¯1, . . . , R¯t+1)>Λ2kn Pt+1] =
 ∞∑
j=0
c¯2k+1,j
(
(Φt+1Ψt+1)
jΦ˜tγ t + Θ
(j)
t+1ψ˜t
)∞
=
 ∞∑
j=0
c¯2k+1,j(X
(j)
t+1)
>
∞
1:t+1, t+1
= j˜
(2k+1,∞)
t .
Here, the last two equalities apply again the fact that the last column of Φt+1 is 0, and the
definitions of X
(j)
t+1 and J
(2k+1)
t+1 in (6.5) and (6.6).
For (6.61), we have
E[(P1, . . . , Pt)>Λ2kn Pt+1] =
((
L
(2k)
t γ · I˜(2k+1)t
)
T˜−1t
(
γ t
ψ˜t
))∞
.
Applying the first row of the identity (6.28) with t + 1, and a similar argument of removing the
t+ 1th rows and columns from both sides, we obtain(
L
(2k)
t γ · I˜(2k+1)t
)
=
(∑∞
j=0 c¯2k,j(ΨtΦt)
j
∑∞
j=0 c¯2k,j+1X˜
(j)
t
)
T˜t
where X˜
(j)
t are the first t rows of X
(j)
t+1. Then
E[(P1, . . . , Pt)>Λ2kn Pt+1] =
 ∞∑
j=0
(c¯2k,j(ΨtΦt)
jγ t +
∞∑
j=0
c¯2k,j+1X˜
(j)
t ψ˜t)
∞ = l(2k,∞)t+1 .
For (6.62), squaring both sides of (6.57) and recalling E[Λ2kn ] = m¯∞2k = c¯∞2k,0 from Lemma 6.1, we
have
E[Λ2kn P 2t+1] =
((
γ t
ψ˜t
)>
(T˜−1t )
>
(
L
(2k)
t γ · I˜(2k+1)t
γ · (I˜(2k+1)t )> γ ·H(2k+2)t
)
T˜−1t
(
γ t
ψ˜t
))∞
+ E[Λ2kn P 2⊥],
E[Λ2kn P 2⊥] = c¯∞2k,0
(
E[V 2t+1]−
(
γ t
ψ˜t
)>
(T˜−1t )
>
(
L
(0)
t γ · I˜(1)t
γ · (I˜(1)t )> γ ·H(2)t
)
T˜−1t
(
γ t
ψ˜t
))∞
.
Applying (6.29) with t+ 1, and removing the t+ 1th rows and columns from both sides, we have(
L
(2k)
t γ · I˜(2k+1)t
γ · (I˜(2k+1)t )> γ ·H(2k+2)t+1
)
− c¯2k,0
(
L
(0)
t γ · I˜(1)t
γ · (I˜(1)t )> γ ·H(2)t+1
)
= T˜>t
(
0
∑∞
j=0 c¯2k,j+1Φ˜
>
t (Ψ
>
t+1Φ
>
t+1)
j∑∞
j=0 c¯2k,j+1(Φt+1Ψt+1)
jΦ˜t
∑∞
j=0 c¯2k,j+1Θ
(j)
t+1
)
T˜t.
Then combining the above,
E[Λ2kn P 2t+1]
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=
c¯2k,0E[V 2t+1] + ∞∑
j=0
c¯2k,j+1(γ
>
t Φ˜
>
t (Ψ
>
t+1Φ
>
t+1)
jψ˜t + ψ˜
>
t (Φt+1Ψt+1)
jΦ˜tγ t + ψ˜
>
t Θ
(j)
t+1ψ˜t)
∞
=
 ∞∑
j=0
c¯2k,jΞ
(j)
t+1
∞
t+1,t+1
= l
(2k,∞)
t+1,t+1.
This concludes the proof of t+ 1(e).
Step 5: Analysis of yt+1. Finally, let us show t+ 1
(f) and t+ 1(g). Conditional on the iterates
up to pt+1, the law of O is now conditioned on(
Rt+1 ΛPt
)(Id −A˜t
0 Id
)
= O
(
Ut+1 Yt
)
.
Let us set
M˜t = m
−1
(
U>t+1Ut+1 U>t+1Yt
Y>t Ut+1 Y>t Yt
)
,
noting that by t+ 1(c),
M˜t → M˜∞t =
(
∆t+1 Φ˜tΣt
ΣtΦ˜
>
t Σt
)
.
This limit is invertible because its submatrix removing row and column t + 1 is M˜∞t which is
invertible by t(g), and the Schur complement of the (t + 1, t + 1) entry is exactly Var[R⊥] from
(6.43), which we have shown is non-zero in (6.45). Then for all large n, the conditional law of O is(
Rt+1 ΛPt
)(Id −A˜t
0 Id
)
M˜−1t ·m−1
(
U>t+1
Y>t
)
+ Π(Rt+1,ΛPt)⊥O˜Π(Ut+1,Yt)⊥
So we may replace the update for qt+1 = O
>Λpt+1 by
qt+1 = q‖ + q⊥
q‖ =
(
Ut+1 Yt
)
M˜−1t
(
Id 0
−A˜>t Id
)
·m−1
(
R>t+1
P>t Λ>
)
Λpt+1
q⊥ = Π(Ut+1,Yt)⊥O˜
>Π(Rt+1,ΛPt)⊥Λpt+1
Setting
Υ˜t =
(
∆t+1 ∆t+1A˜t + Φ˜tΣt
Φ˜>t Φ˜>t A˜t
)
and recalling j˜
(1)
1 from (6.59), by a computation similar to the proof of t+ 1
(c) above, we have
M˜−1t
(
Id 0
−A˜>t Id
)
·m−1
(
R>t+1
P>t Λ>
)
Λpt+1 →
(
γ−1 ·
(
Id 0
0 Σ−1t
)
(Υ˜−1t )
>
(
j˜
(1)
t
l
(2)
t
))∞
.
Applying the second row of (6.26) with t+1 and with k = 0, and recalling I
(2k+1)
t+1 = γ
−1 ·(J(2k+1)t+1 )>
and c1,j = κ2(j+1), we get
γ−1 ·
(
J
(1)
t+1
L
(2)
t+1
)
= Υ>t+1
(∑∞
j=0 κ2(j+1)Ψ
>
t+1(Φ
>
t+1Ψ
>
t+1)
j∑∞
j=0 κ2(j+1)Ξ
(j)
t+1
)
= Υ>t+1
(
At+1
Σt+1
)
.
Hence, writing
At+1 =
(
A˜t a˜t
)
, Σt+1 =
(
Σt σt
σ>t σt+1,t+1
)
,
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noting that Υ˜t is the matrix Υt+1 with the last row and column removed, and that Υ
>
t+1 is 0 in
entries 1 : 2t+ 1 of its last column, this yields
γ−1 ·
(
j˜
(1)
t
l
(2)
t
)
= Υ˜>t
(
a˜t
σt
)
.
Taking the limit m,n→∞, inverting (Υ˜∞t )>, and applying this above,
q‖
W→ (U1 · · · Ut+1) a˜∞t + (Y1 · · · Yt) (Σ∞t )∞σ∞t .
We have also
q⊥
W→ Q⊥ ∼ N
0,
γ−1 · l(2)t+1,t+1 −
(
γ−1 · j˜(1)t
γ−1 · l(2)t
)>(
H
(0)
t+1 (I˜
(1)
t )
>
I˜
(1)
t γ
−1L(2)t
)−1(
γ−1 · j˜(1)t
γ−1 · l(2)t
)∞
where q⊥ is independent of (U1, . . . , Ut+1, Y1, . . . , Yt). Then
qt+1
W→ Qt+1 =
(
U1 · · · Ut+1
)
a˜∞t +
(
Y1 · · · Yt
)
(Σ∞t )
−1σ∞t +Q⊥. (6.63)
Recalling yt+1 = qt+1 −Ut+1a˜t, this yields
(u1, . . . ,ut+2,y1, . . . ,yt+1,E)
W→ (U1, . . . , Ut+2, Y1, . . . , Yt+1, E)
where Ut+2 = ut+2(Y1, . . . , Yt+1, E) and
Yt+1 =
(
Y1 · · · Yt
)
(Σ∞t )
−1σ∞t +Q⊥.
So (Y1, . . . , Yt, Yt+1) has a multivariate normal limit. To compute the covariance, note that
E[(Y1, . . . , Yt)>Yt+1] = Σ∞t (Σ∞t )−1σ∞t = σ∞t .
Squaring both sides of (6.63), applying E[Q2t+1] = limm,n→∞m−1‖Λpt+1‖2 = γ−1l(2,∞)t+1,t+1, and
rearranging,
E[Y 2t+1] =
(
γ−1 · L(2)t+1 −A>t+1∆t+1At+1 −A>t+1Φt+1Σt+1 −Σt+1Φ>t+1At+1
)∞
t+1,t+1
.
Applying (6.22), this is σ∞t+1,t+1. This concludes the proof of t+ 1(f).
Finally, for the invertibility claim of t+ 1(g), let us first observe that
Var[Q⊥] > 0 (6.64)
above. This is because Var[Q⊥] is the residual variance of projecting P¯t+1 onto the span of
(R1, . . . , Rt+1, P¯1, . . . , P¯t). If this were 0, then for some constants α1, . . . , αt+1, β1, . . . , βt, we would
have
0 = E[Λ2m · (P¯t+1 − α1R1 − . . .− αt+1Rt+1 − β1P¯1 − . . .− βtP¯t)2]
= lim
m,n→∞m
−1‖Λ>Λpt+1 − α1Λ>r1 − . . .− αt+1Λ>rt+1 − β1Λ>Λp1 − . . .− βtΛ>Λpt‖2
= γ−1 · E[(Λ2nPt+1 − α1R¯1 − . . .− αt+1R¯t+1 − β1Λ2nP1 − . . .− βnΛ2nPt)2].
So
Λ2nP⊥ = f(P1, . . . , Pt, R¯1, . . . , R¯t+1,Λn)
for some quantity on the right not depending on P⊥. This contradicts the independence of P⊥ from
P1, . . . , Pt, R¯1, . . . , R¯t+1,Λn, the assumption Var[Λn] > 0, and the condition Var[P⊥] > 0 already
shown in (6.58). So (6.64) holds.
To show the invertibility of (
∆∞t+1 Φ∞t+1Σ∞t+1
Σ∞t+1(Φ∞t+1)> Σ∞t+1
)
, (6.65)
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note that its upper-left (2t + 1) × (2t + 1) submatrix is M˜∞t , which we have shown is invertible.
The Schur-complement of its lower-right entry is the residual variance of projecting Yt+1 onto
(U1, . . . , Ut, Y1, . . . , Yt+1). As yt+1 = qt+1 − Ut+1a˜t, this is equivalently the residual variance of
projecting Qt+1 onto (U1, . . . , Ut, Y1, . . . , Yt+1), which is exactly Var[Q⊥] by (6.63) and the fact that
Q⊥ is a mean-zero variable independent of (U1, . . . , Ut, Y1, . . . , Yt+1). Since Var[Q⊥] > 0, this shows
that (6.65) is invertible.
To show the invertibility of (
Γ∞t+1 Ψ∞t+1Ω∞t+1
Ω∞t+1(Ψ∞t+1)> Ω∞t+1
)
, (6.66)
note that its submatrix removing row and column t + 1 is N˜∞t , which we have also shown is
invertible. The Schur-complement of the (t + 1, t + 1) entry is the residual variance of projecting
Vt+1 onto the span of (V1, . . . , Vt, Z1, . . . , Zt+1), which is non-zero by Assumption 5.2(f). Thus
(6.66) is invertible. This shows t+ 1(g), and concludes the induction and the proof. 
7. Analysis of AMP for PCA
We return to the PCA applications discussed in Section 1.2. Part (a) of Theorems 1.1 and 1.4
are straightforward consequences of our preceding general results, and we prove these in Section
7.1. Part (b) of these theorems require an analysis of the state evolutions for the single-iterate
posterior mean denoisers, and we perform this in Section 7.2. Finally, we complete the verification
of eq. (1.41), that the rectangular AMP algorithm achieves lower matrix mean-squared error than
the sample PCs, in Section 7.3.
7.1. State evolution for PCA. We prove Theorems 1.1(a) and 1.4(a), using the general results
of Corollaries 3.4 and 5.4.
Proof of Theorem 1.1(a). We may write the AMP iterations (1.12–1.13) as
ft = u∗ · (α/n)u>∗ ut + Wut − bt1u1 − . . .− bttut, ut+1 = ut+1(ft).
Approximating (α/n)u>∗ ut ≈ α ·E[U∗Ut] = µ∞t , we consider the auxiliary AMP sequence initialized
at u˜1 = u1 and defined by
z˜t = Wu˜t − b˜t1u˜1 − . . .− b˜ttu˜t, u˜t+1 = u˜t+1(z˜t,u∗) ≡ ut+1(z˜t + µ∞t u∗).
Here, the debiasing coefficients b˜t1, . . . , b˜tt are the values of the last column of B˜t, defined by (3.4)
and (3.7) with the iterates u˜t and the free cumulants κ˜k of W. The partial derivatives that define
(3.4) are given by ∂su˜t+1(·) = u˜′t+1(·) if s = t and ∂su˜t+1(·) = 0 otherwise, where u˜′t+1(·) denotes
the derivative in its first argument z˜t.
This auxiliary AMP sequence is of the general form (3.2–3.3) with side information E = u∗. By
the given differentiability and Lipschitz assumption for ut+1(·), the conditions of Corollary 3.4 are
satisfied for u˜t+1(·), so we have for each fixed T ≥ 1 that
(u˜1, . . . , u˜T+1, z˜1, . . . , z˜T ,u∗)
W2→ (U˜1, . . . , U˜T+1, Z˜1, . . . , Z˜T , U∗).
Here, (Z˜1, . . . , Z˜T ) ∼ N (0, Σ˜∞T ) where Σ˜∞T is defined by (3.5) and (3.7) for this auxiliary AMP
sequence, U˜1 = U1, U˜s+1 = u˜s+1(Z˜s, U∗) for s ≥ 1, and (Z˜1, . . . , Z˜T ) is independent of (U˜1, U∗).
Defining
f˜t = z˜t + µ
∞
t u∗, F˜t = Z˜t + µ
∞
t U∗,
this implies
(u˜1, . . . , u˜T+1, f˜1, . . . , f˜T ,u∗)
W2→ (U˜1, . . . , U˜T+1, F˜1, . . . , F˜T , U∗). (7.1)
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Since each derivative ∂su˜t+1 is non-zero only for s = t, the covariance matrix Σ˜
∞
T has the entries
σ˜∞st =
s−1∑
j=0
t−1∑
k=0
κ˜∞j+k+2
 s∏
i=s−j+1
E[u˜′i(Z˜i−1, U∗)]
( t∏
i=t−k+1
E[u˜′i(Z˜i−1, U∗)]
)
E[U˜s−jU˜t−k] (7.2)
where the summand for (j, k) corresponds to ΦjT∆T (Φ
k
T )
> in the definitions (3.5) and (3.7).
We conclude the proof by showing that the joint law of this limit in (7.1) coincides with the limit
described in Theorem 1.1(a), and that (u1, . . . ,uT+1, f1, . . . , fT ,u∗) for the original AMP algorithm
converges to the same limit. Observe first that the n − 1 smallest eigenvalues of X are interlaced
with the n eigenvalues of W. Letting mk be as defined in (1.14), and denoting the moments of the
empirical spectral distribution of W by
m˜k =
1
n
n∑
i=1
λki ,
this interlacing and the condition ‖W‖ ≤ C0 imply |mk − m˜k| → 0 and mk, m˜k → m∞k = E[Λk] for
each fixed k ≥ 1 as n→∞. Hence also for each fixed k ≥ 1,
|κk − κ˜k| → 0 and κk, κ˜k → κ∞k (7.3)
where {κ∞k }k≥1 are the free cumulants of Λ.
We now check inductively that, almost surely for each fixed T = 0, 1, 2, . . . as n→∞,
n−1‖us − u˜s‖2 → 0 for all s ≤ T + 1, n−1‖fs − f˜s‖2 → 0 for all s ≤ T, (7.4)
and
(u1, . . . ,uT+1, f1, . . . , fT ,u∗)
W2→ (U1, . . . , UT+1, F1, . . . , FT , U∗) (7.5)
where the joint law of this limit is as in Theorem 1.1 and coincides with the limit in (7.1)
For the base case T = 0, we have ‖u1 − u˜1‖ = 0, (u1,u∗) W→ (U1, U∗) = (U˜1, U∗) by assumption,
and the remaining claims are vacuous. Assume inductively that these claims hold for T − 1. Then
for all s, s′ ≤ T ,
lim
n→∞〈usus′〉 = E[UsUs′ ] = E[U˜sU˜s′ ] = limn→∞〈u˜su˜s′〉,
and similarly for all s ≤ T ,
lim
n→∞〈u
′
s(fs−1)〉 = E[u′s(Fs−1)] = E[u˜′s(Z˜s−1, U∗)] = limn→∞〈∂s−1u˜s〉.
Combining with (7.3) and comparing (1.17) with (7.2), this shows that Σ˜∞T coincides with Σ
∞
T ,
and hence that the limit laws in (7.1) and (7.5) coincide for T .
Comparing (1.15) with the general definition of B˜T from (3.7), this also shows that |bst− b˜st| → 0
as n→∞, for all s, t ≤ T . Denoting
zt = Wut − bt1u1 − . . .− bttut,
and applying also ‖W‖ ≤ C0 and n−1‖us− u˜s‖2 → 0 for all s ≤ T by the induction hypothesis, we
obtain n−1‖zT − z˜T ‖2 → 0. Since fT = u∗ · (α/n)u>∗ uT +zT , f˜T = u∗ ·µ∞T + z˜T , and (α/n)u>∗ uT →
α · E[U∗UT ] = µ∞T by the induction hypothesis (7.5), this shows
n−1‖fT − f˜T ‖2 → 0. (7.6)
Then, as the function uT+1 is Lipschitz,
n−1‖uT+1 − u˜T+1‖2 = n−1‖uT+1(fT )− uT+1(f˜T )‖2 → 0. (7.7)
This shows (7.4) for T . Applying Proposition B.4, this implies that (u1, . . . ,uT+1, f1, . . . , fT ,u∗)
must have the same empirical limit in W2 as (u˜1, . . . , u˜T+1, f˜1, . . . , f˜T ,u∗). Together with (7.1) and
the coincidence of the two joint limit laws in (7.1) and (7.5) that was already established, this shows
(7.5) for T , concluding the induction and the proof. 
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Proof of Theorem 1.4(a). We may write the AMP iterations (1.28–1.31) as
gt = v∗ · (α/m)u>∗ ut + W>ut − bt1v1 − . . .− bt,t−1vt−1, vt = vt(gt)
ft = u∗ · (α/m)v>∗ vt + Wvt − at1u1 − . . .− attut, ut+1 = ut+1(ft).
Approximating (α/m)u>∗ ut ≈ α ·E[U∗Ut] = ν∞t and (α/m)v>∗ vt ≈ α/γ ·E[V∗Vt] = µ∞t , we consider
the auxiliary AMP sequence initialized at u˜1 = u1 and defined by
z˜t = W
>u˜t − b˜t1v˜1 − . . .− b˜t,t−1v˜t−1, v˜t = v˜t(z˜t,v∗) ≡ vt(z˜t + ν∞t v∗),
y˜t = Wv˜t − a˜t1u˜t − . . .− a˜ttu˜t, u˜t+1 = u˜t+1(y˜t,u∗) ≡ ut+1(y˜t + µ∞t u∗).
Here, the debiasing coefficients are the last columns of A˜t and B˜t defined by (5.12) with the iterates
u˜t, v˜t and with rectangular free cumulants κ˜2k of W. The partial derivatives in (5.7) and (5.8) are
given by ∂su˜t+1(·) = u˜′t+1(·) if s = t and 0 otherwise, and ∂sv˜t(·) = v˜′t(·) if s = t and 0 otherwise,
where u˜′t+1(·) and v˜′t(·) denote their derivatives with respect to the first arguments y˜t and z˜t.
This auxiliary AMP sequence is of the form (5.3–5.6) with side information E = u∗ and F = v∗.
Setting
f˜t = y˜t + µ
∞
t u∗, g˜t = z˜t + ν
∞
t v∗,
Corollary 5.4 then implies for each fixed T ≥ 1 that
(v˜1, . . . , v˜T , g˜1, . . . , g˜T ,v∗)
W2→ (V˜1, . . . , V˜T , G˜1, . . . , G˜T , V∗)
(u˜1, . . . , u˜T+1, f˜1, . . . , f˜T ,u∗)
W2→ (U˜1, . . . , U˜T+1, F˜1, . . . , F˜T , U∗)
where these limits are described by F˜t = Y˜t + µ
∞
t U∗, G˜t = Z˜t + ν∞t V∗, (Y˜1, . . . , Y˜T ) ∼ N (0, Σ˜∞T )
and (Z˜1, . . . , Z˜T ) ∼ N (0, Ω˜∞T ). Here, the forms for Σ˜∞T and Ω˜∞T are given by (1.33) and (1.35)
defined for this auxiliary sequence: In the definitions (5.13), summing the first terms of Θ
(j)
T and
Ξ
(j)
T in (5.9–5.10) yields the terms with coefficient κ2(j+k+1) in (1.33) and (1.35), while summing
the second terms of (5.9–5.10) yields the terms with coefficient κ2(j+k+2).
The proof is concluded by a similar comparison argument as in the preceding proof of Theorem
1.1(a), showing that these joint limit laws coincide with those of Theorem 1.4 and that the original
AMP sequence converges also to these joint laws. We omit the details for brevity. 
7.2. Analysis of state evolutions. We now prove Theorems 1.1(b) and 1.4(b). For notational
simplicity, we will drop all superscripts ∞ in this section, so that κk,ΣT ,∆T etc. are all understood
as their deterministic n→∞ limits. We use the entrywise notation
∆T = (δst)
T
s,t=1, ΣT = (σst)
T
s,t=1, µT = (µt)
T
t=1, ΓT = (γst)
T
s,t=1, ΩT = (ωst)
T
s,t=1, νT = (νt)
T
t=1.
The proofs will apply a contractive mapping argument to show that the matrices ∆T , ΣT , ΓT ,
and ΩT all converge in a certain normed space. Fix an arbitrary constant ζ ∈ (0, 1), say
ζ = 1/2.
We consider the space of “infinite matrices” x = (xst : s, t ≤ 0), indexed by the non-positive
integers. The index (0, 0) should be interpreted as the lower-right corner of x. We equip this space
with a weighted `∞-norm
‖x‖ζ = sup
s,t≤0
ζ |s|∨|t||xst|, |s| ∨ |t| = max(|s|, |t|).
Thus the weight is ζk for the 2k + 1 coordinate pairs
(s, t) = (−k, 0), (−k,−1), . . . , (−k,−k + 1), (−k,−k), (−k + 1,−k), . . . , (−1,−k), (0,−k).
Define X = {x : ‖x‖ζ <∞}, and observe that X is complete under ‖ · ‖ζ . For any compact interval
I ⊂ R, denote
XI = {x : xst ∈ I for all s, t ≤ 0} ⊂ X . (7.8)
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Then XI is closed in X , and hence XI is also complete under the norm ‖ · ‖ζ .
We will embed the matrices ∆T ,ΣT ,ΓT ,ΩT as elements x,y, z,w ∈ X , with the coordinate
identifications
δst = xs−T,t−T , σst = ys−T,t−T , γst = zs−T,t−T , ωst = ws−T,t−T
xst = yst = zst = wst = 0 if s ≤ −T or t ≤ −T. (7.9)
Thus ∆T , ΣT , ΓT , and ΩT fill out the lower-right T ×T corners of the corresponding sequences in
X , with their lower-right (T, T ) entries identified with the coordinate (0, 0) of X . Zero-padding is
applied for the remaining entries of (x,y, z,w) not belonging to this corner. The proofs will then
have two main steps:
(1) For large T , the state evolution that maps these matrices from iterate T to iterate T + 1
will be approximated by a fixed map that is independent of T , where the approximation is
in the norm ‖ · ‖ζ .
(2) This map will be shown to be contractive over certain sub-domains of X with respect to
‖ · ‖ζ , and hence these matrices will converge to a fixed point of this map.
7.2.1. Symmetric square matrices. We first show Theorem 1.1(b). Recall that the AMP algorithm
is given by (1.12–1.13), where we take ut+1(·) to be the single-iterate posterior mean denoiser in
(1.19). Differentiating (1.19) in f , we obtain
∂
∂f
η(f | µ, σ2) = Cov
[
U∗,
∂
∂f
(
−(f − µU∗)
2
2σ2
) ∣∣∣∣F = f] = µσ2 Var[U∗ | F = f ].
Then
u′t+1(ft) =
µt
σtt
Var[U∗ | Ft = ft].
Observe that for all t ≥ 1,
E[Var[U∗ | Ft]] = E[(U∗ − Ut+1)2] = E[U2∗ ]− E[U2t+1] = 1− δt+1,t+1.
So (1.17) may be written more explicitly as
σst =
s−1∑
j=0
t−1∑
k=0
κj+k+2
 s∏
i=s−j+1
µi−1
σi−1,i−1
(1− δii)
( t∏
i=t−k+1
µi−1
σi−1,i−1
(1− δii)
)
δs−j,t−k. (7.10)
In this expression, we have
µ1 = α · E[U1U∗] = αε, µi = α · E[UiU∗] = α · E[U2i ] = αδii for i ≥ 2. (7.11)
For a sufficiently large constant C > 0 depending on C0 and ε, we define the intervals
I∆ =
[
1− C
α2
, 1
]
, IΣ =
[
1
2
κ2,
3
2
κ2
]
,
and the corresponding domains XI∆ ,XIΣ ⊂ X by (7.8). Motivated by the forms (7.10) and (7.11),
we will approximate the map (∆T ,ΣT−1) 7→ ΣT by a fixed map hΣ : XI∆ × XIΣ → X , defined
entrywise by
hΣst(x,y) =
∞∑
j=0
∞∑
k=0
κj+k+2
 s∏
i=s−j+1
αxi−1,i−1
yii
(1− xii)
( t∏
i=t−k+1
αxi−1,i−1
yii
(1− xii)
)
xs−j,t−k.
(7.12)
(Note that the embedding of ΣT−1 in X has indices that are offset from those of ΣT and ∆T by
1, so yii appears instead of yi−1,i−1.) We will approximate the map (∆T ,ΣT ) 7→ ∆T+1 by a fixed
map h∆ : XI∆ ×XIΣ → X , defined as
h∆st(x,y) = Ex,y
[
Ex,y[U∗ | Fs]Ex,y[U∗ | Ft]
]
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where the expectations are with respect to the (x,y)-dependent joint law
(Fs, Ft) = (αxss, αxtt)U∗ + (Zs, Zt), (Zs, Zt) ∼ N
(
0, Π
(
yss yst
yts ytt
))
independent of U∗.
Here, we denote by Π : I2×2Σ → I2×2Σ the map
Π
(
a b
c d
)
=
(
a min(
√
bc,
√
ad)
min(
√
bc,
√
ad) d
)
(7.13)
whose image is always symmetric positive-semidefinite, so that the above bivariate normal law is
always well-defined. (If M is already symmetric positive-semidefinite, then Π(M) = M .)
The following lemma establishes the Lipschitz bounds for hΣ and h∆.
Lemma 7.1. In the setting of Theorem 1.1(b), there exist constants C,α0 > 0 such that for all
α > α0 and (x,y), (x
′,y′) ∈ XI∆ ×XIΣ:
(a) hΣ(x,y) ∈ XIΣ and ‖hΣ(x,y)− hΣ(x′,y′)‖ζ ≤ Cα‖x− x′‖ζ + (C/α)‖y − y′‖ζ .
(b) h∆(x,y) ∈ XI∆ and ‖h∆(x,y)− h∆(x′,y′)‖ζ ≤ (C/α)‖x− x′‖ζ + (C/α2)‖y − y′‖ζ .
Proof. Let C,C ′, c, . . . denote constants depending only on C0 and ε and changing from instance
to instance. For part (a), let us write (7.12) as
hΣst(x,y) =
∞∑
j,k=0
κj+k+2h
(j,k)
st (x,y).
Observe that for (j, k) = (0, 0), we have simply h
(0,0)
st (x,y) = xst. By the given domains of x and
y, for all other (j, k), we have the bounds xi−1,i−1 ≤ 1, yii ≥ κ2/2, and 1 − xii ≤ C/α2 in the
products defining (7.12). There are j + k factors of the form (αxi−1,i−1/yii)(1− xii), yielding
|h(j,k)st (x,y)| ≤ (C/α)j+k.
Applying |κj+k+2| ≤ (16C0)j+k+2 by Proposition C.3, for α > α0 sufficiently large, this implies
|hΣst(x,y)− κ2xst| =
∣∣∣∣∣∣
∑
(j,k)6=(0,0)
κj+k+2h
(j,k)
st (x,y)
∣∣∣∣∣∣ ≤ κ2/3.
Applying xst ∈ [1−C/α2, 1], this yields hΣst(x,y) ∈ IΣ = [κ2/2, 3κ2/2] for α > α0 sufficiently large.
Then hΣ(x,y) ∈ XIΣ .
To show the Lipschitz bound for hΣ, for λ ∈ [0, 1] we set
xλ = λx + (1− λ)x′, yλ = λy + (1− λ)y′.
Then
|hΣst(x,y)− hΣst(x′,y′)| =
∣∣∣∣∫ 1
0
d
dλ
hΣst(x
λ,yλ)dλ
∣∣∣∣ ≤ sup
λ∈[0,1]
∣∣∣∣ ddλhΣst(xλ,yλ)
∣∣∣∣ . (7.14)
By the chain rule,
d
dλ
hΣst(x
λ,yλ) =
∑
p,q≤0
(xpq − x′pq)
∂hΣst
∂xpq
(xλ,yλ) +
∑
p≤0
(ypp − y′pp)
∂hΣst
∂ypp
(xλ,yλ). (7.15)
We establish a uniform bound for these partial derivatives. For any x,y ∈ XI∆ × XIΣ , applying
the above bound for (αxi−1,i−1/yii)(1− xii), we have∣∣∣∣∣∂h(j,k)st∂xpp
∣∣∣∣∣ ≤
{
Cα2(C/α)j+k if p ∈ {s− j + 1, . . . , s} ∪ {t− k + 1, . . . , t}
(C/α)j+k if p = s− j or p = t− k
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∣∣∣∣∣ ≤ (C/α)j+k if p ∈ {s− j + 1, . . . , s} ∪ {t− k + 1, . . . , t}∣∣∣∣∣ ∂h(j,k)st∂xs−j,t−k
∣∣∣∣∣ ≤ (C/α)j+k,
and all other partial derivatives of h
(j,k)
st are 0. Multiplying by κj+k+2, applying |κj+k+2| ≤
(16C0)
j+k+2, and summing over j, k ≥ 0, this implies∣∣∣∣ ∂hΣst∂xpp
∣∣∣∣ ≤ ∑
j,k≥0
|κj+k+2| ·
∣∣∣∣∣∂h(j,k)st∂xpp
∣∣∣∣∣
≤ 1{p ≤ s}
∑
k≥0
C
(
C ′
α
)(s−p)+k
+ 1{p ≤ t}
∑
j≥0
C
(
C ′
α
)j+(t−p)
+ 1{p ≤ s}
∑
j≥s+1−p
∑
k≥0
Cα2
(
C ′
α
)j+k
+ 1{p ≤ t}
∑
k≥t+1−p
∑
j≥0
Cα2
(
C ′
α
)j+k
where the first two terms are the contributions from p = s − j and p = t − k, and the latter two
terms are the contributions from p ∈ {s − j + 1, . . . , s} and p ∈ {t − k + 1, . . . , t}. For α > α0
sufficiently large, this simplifies to the bound∣∣∣∣ ∂hΣst∂xpp
∣∣∣∣ ≤ Cα
(
1{p ≤ s} ·
(
C ′
α
)s−p
+ 1{p ≤ t} ·
(
C ′
α
)t−p)
.
We have similarly∣∣∣∣∂hΣst∂ypp
∣∣∣∣ ≤ ∑
j,k≥0
|κj+k+2| ·
∣∣∣∣∣∂h(j,k)st∂ypp
∣∣∣∣∣
≤ 1{p ≤ s}
∑
j≥s+1−p
∑
k≥0
C
(
C ′
α
)j+k
+ 1{p ≤ t}
∑
k≥t+1−p
∑
j≥0
C
(
C ′
α
)j+k
≤ C
α
(
1{p ≤ s} ·
(
C ′
α
)s−p
+ 1{p ≤ t} ·
(
C ′
α
)t−p)
and, for p 6= q,∣∣∣∣ ∂hΣst∂xpq
∣∣∣∣ ≤ ∑
j,k≥0
|κj+k+2| ·
∣∣∣∣∣∂h(j,k)st∂xpq
∣∣∣∣∣ ≤ C · 1{p ≤ s and q ≤ t} ·
(
C ′
α
)s−p+t−q
.
Applying these bounds to (7.14) and (7.15),
|hΣst(x,y)− hΣst(x′,y′)| ≤ Cα
∑
p≤s
|xpp − x′pp|
(
C ′
α
)s−p
+ Cα
∑
p≤t
|xpp − x′pp|
(
C ′
α
)t−p
+
C
α
∑
p≤s
|ypp − y′pp|
(
C ′
α
)s−p
+
C
α
∑
p≤t
|ypp − y′pp|
(
C ′
α
)t−p
+ C
∑
p≤s
∑
q≤t
|xpq − x′pq|
(
C ′
α
)s−p+t−q
.
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For α > α0 large enough, we may bound the terms above using∑
p≤s
|xpp − x′pp|(C ′/α)s−p ≤ sup
p≤s
|xpp − x′pp|ζ |p| ·
∑
p≤s
ζ−|p|(C ′/α)s−p ≤ C‖x− x′‖ζ · ζ−|s|,∑
p≤s
|ypp − y′pp|(C ′/α)s−p ≤ sup
p≤s
|ypp − y′pp|ζ |p| ·
∑
p≤s
ζ−|p|(C ′/α)s−p ≤ C‖y − y′‖ζ · ζ−|s|,∑
p≤s
∑
q≤t
|xpq − x′pq|(C ′/α)s−p+t−q ≤ sup
p≤s and q≤t
|xpq − x′pq|ζ |p|∨|q| ·
∑
p≤s
∑
q≤t
ζ−(|p|∨|q|)(C ′/α)s−p+t−q
≤ C‖x− x′‖ζ · ζ−(|s|∨|t|).
Then
‖hΣ(x,y)− hΣ(x′,y′)‖ζ = sup
s,t≤0
|hΣst(x,y)− hΣst(x′,y′)|ζ |s|∨|t| ≤ Cα‖x− x′‖ζ +
C
α
‖y − y′‖ζ ,
yielding the Lipschitz bound in part (a).
For part (b), let us denote
η(f | µ, σ2) = E[U∗ | F = f ], v(f | µ, σ2) = Var[U∗ | F = f ] (7.16)
in the scalar model F = µ · U∗ + Z, where Z ∼ N (0, σ2) is independent of U∗. Observe that
Var[U∗ | F ] = Var[µ−1(F − Z) | F ] = (1/µ)2 Var[Z | F ],
so that
E[v(F | µ, σ2)] = E[Var[U∗ | F ]] = (1/µ)2E[Var[Z | F ]] ≤ (1/µ)2 Var[Z] = (σ/µ)2. (7.17)
For ease of notation, let us write E for Ex,y in the definition of the function h∆. We denote
Ut = E[U∗ | Ft] = η(Ft | αxtt, ytt).
Observe that the above then implies
E[(U∗ − Ut)2] = E[v(Ft | αxtt, ytt)] ≤ ytt/(αxtt)2.
For x ∈ XI∆ and y ∈ XIΣ , applying ytt ≤ (3/2)κ2 and x2tt ≥ 3/4 for all α > α0 sufficiently large,
this shows
E[(U∗ − Ut)2] ≤ 2κ2/α2.
Now applying E[U∗Ut] = E[U2t ] and E[U2∗ ] = 1, we may write
E[UsUt]− 1 = E[(Us − U∗)(Ut − U∗)] + (E[U2s ]− 1) + (E[U2t ]− 1)
= E[(Us − U∗)(Ut − U∗)]− E[(Us − U∗)2]− E[(Ut − U∗)2] (7.18)
≥ −3
2
(
E[(Us − U∗)2] + E[(Ut − U∗)2]
)
.
So E[UsUt] ≥ 1 − 6κ2/α2. By Cauchy-Schwarz, also E[UsUt] ≤ E[U2s ]1/2E[U2t ]1/2 ≤ E[U2∗ ] = 1, so
h∆(x,y) ∈ XI∆ .
To show the Lipschitz bound for h∆, from (7.18) we have
|h∆st(x,y)− h∆st(x′,y′)| =
∣∣E[UsUt]− E[U ′sU ′t ]∣∣
≤ ∣∣E[(Us − U∗)(Ut − U∗)]− E[(U ′s − U∗)(U ′t − U∗)]∣∣
+
∣∣E[(Us − U∗)2]− E[(U ′s − U∗)2]∣∣+ ∣∣E[(Ut − U∗)2]− E[(U ′t − U∗)2]∣∣
(7.19)
so it suffices to bound these three terms individually. We demonstrate the bound for the first term:
Let us write (
Fs
Ft
)
=
(
µs
µt
)
U∗ +
(
βss βst
βst βtt
)(
Ws
Wt
)
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where
(µs, µt) = (αxss, αxtt),
(
βss βst
βst βtt
)
=
(
Π
(
yss yst
yts ytt
))1/2
, (Ws,Wt) ∼ N (0, Id).
Here (·)1/2 denotes the positive-semidefinite matrix square-root, given explicitly for 2× 2 matrices
by
M1/2 =
1√
TrM + 2
√
detM
(M +
√
detM · Id2×2). (7.20)
Then
Us = η(Fs | αxss, yss) = η(Fs | µs, β2ss + β2st), Ut = η(Ft | αxtt, ytt) = η(Ft | µt, β2st + β2tt).
For λ ∈ [0, 1], writing the same forms for F ′s, F ′t , U ′s, U ′t , we define the linear interpolations
µλs = λµs + (1− λ)µ′s, βλss = λβss + (1− λ)β′ss, F λs = λFs + (1− λ)F ′s,
and similarly for µt, βst, βtt, Ft. Finally, we define
σλss = (β
λ
ss)
2 + (βλst)
2, σλtt = (β
λ
st)
2 + (βλtt)
2,
Uλs = η(F
λ
s | µλs , σλss), Uλt = η(F λt | µλt , σλtt). (7.21)
Denoting ∂λ as the derivative in λ, we then have
E[(Us − U∗)(Ut − U∗)]− E[(U ′s − U∗)(U ′t − U∗)] =
∫ 1
0
∂λE[(Uλs − U∗)(Uλt − U∗)]dλ
where this latter expectation is over the underlying random variables (U∗,Ws,Wt). The law of
(U∗,Ws,Wt) does not depend on λ, so we may take the derivative inside this expectation, yielding∣∣∣E[(Us − U∗)(Ut − U∗)]− E[(U ′s − U∗)(U ′t − U∗)]∣∣∣
≤
∫ 1
0
E
[∣∣∂λUλs · (Uλt − U∗)∣∣+ ∣∣(Uλs − U∗) · ∂λUλt ∣∣] dλ (7.22)
Observe from (7.20) and the condition yss, yst, yts, ytt > 0 that βss, βst, βtt > 0. Then
σλss ≤ 2λ2(β2ss + β2st) + 2(1− λ)2(β′ss2 + β′st2) = 2λ2yss + 2(1− λ)2y′ss
σλss ≥ λ2(β2ss + β2st) + (1− λ)2(β′ss2 + β′st2) = λ2yss + (1− λ)2y′ss.
Recalling that x ∈ XI∆ and y ∈ XIΣ , we get the bounds
µλs ≤ α, µλs ≥ α− C/α, σλss ≤ C, σλss ≥ c. (7.23)
for some constants C, c > 0. Applying these bounds together with (7.17) yields E[(Uλs − U∗)2] ≤
C/α2. The same argument holds for E[(Uλt − U∗)2]. Then applying Cauchy-Schwarz to (7.22),∣∣∣E[(Us − U∗)(Ut − U∗)]− E[(U ′s − U∗)(U ′t − U∗)]∣∣∣ ≤ Cα
∫ 1
0
(
E
[
(∂λU
λ
s )
2
]1/2
+ E
[
(∂λU
λ
t )
2
]1/2)
dλ.
(7.24)
We proceed to bound E[(∂λUλs )2]: Recall η(f | µ, σ2) and v(f | µ, σ2) from (7.16), and define in
addition
k(f | µ, σ2) = Cov[U∗, U2∗ | F = f ].
Differentiating the explicit form for η(f | µ, σ2) in (1.19) yields
∂
∂f
η(f | µ, σ2) = Cov
[
U∗,
∂
∂f
(
−(f − µU∗)
2
2σ2
) ∣∣∣∣F = f] = µσ2 · v(f | µ, σ2)
∂
∂µ
η(f | µ, σ2) = Cov
[
U∗,
∂
∂µ
(
−(f − µU∗)
2
2σ2
) ∣∣∣∣F = f] = fσ2 v(f | µ, σ2)− µσ2k(f | µ, σ2)
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∂
∂σ2
η(f | µ, σ2) = Cov
[
U∗,
∂
∂σ2
(
−(f − µU∗)
2
2σ2
) ∣∣∣∣F = f] = −fµσ4 v(f | µ, σ2) + µ22σ4k(f | µ, σ2).
Let us write as shorthand
V λs = v(F
λ
s | µλs , σλss), Kλs = k(F λs | µλs , σλss).
Then applying the chain rule to differentiate (7.21),
∂λU
λ
s =
∂η
∂f
·
(
∂λµ
λ
s · U∗ + ∂λβλss ·Ws + ∂λβλst ·Wt
)
+
∂η
∂µ
· ∂λµλs +
∂η
∂σ2
·
(
2βλss · ∂λβλss + 2βλst · ∂λβλst
)
=
(
µλs
σλss
U∗V λs +
1
σλss
F λs V
λ
s −
µλs
σλss
Kλs
)
∂λµ
λ
s +
(
µλs
σλss
WsV
λ
s −
2βλssµ
λ
s
(σλss)
2
F λs V
λ
s +
(µλs )
2βλss
(σλss)
2
Kλs
)
∂λβ
λ
ss
+
(
µλs
σλss
WtV
λ
s −
2βλstµ
λ
s
(σλss)
2
F λs V
λ
s +
(µλs )
2βλst
(σλss)
2
Kλs
)
∂λβ
λ
st
≡ I · ∂λµλs + II · ∂λβλss + III · ∂λβλst. (7.25)
We bound the expected squares of these coefficients I, II, III: Applying (7.23) and Cauchy-
Schwarz,
E[(U∗V λs )2] ≤ E[U4∗ ]1/2E[(V λs )4]1/2 ≤ C · E[(V λs )4]1/2
E[(F λs V λs )2] ≤ E[(F λs )4]1/2E[(V λs )4]1/2 ≤ Cα2E[(V λt )4]1/2.
Then the coefficient for ∂λµ
λ
s in (7.25) has expected square bounded as
E[I2] = E
[(
µλs
σλss
U∗V λs +
1
σλss
F λs V
λ
s −
µλs
σλss
Kλs
)2]
≤ Cα2
(
E[(V λs )4]1/2 + E[(Kλs )2]
)
.
Recalling the identity
v(F | µ, σ2) = Var[U∗ | F ] = Var[µ−1(F − σW ) | F ] = (σ/µ)2 Var[W | F ], (7.26)
we obtain
E
[
v(F | µ, σ2)4] = (σ/µ)8E[Var[W | F ]4]
= (σ/µ)8E
[
E[(W − E[W | F ])2 | F ]4
]
≤ (σ/µ)8E[(W − E[W | F ])8] ≤ C(σ/µ)8, (7.27)
the last inequality applying W ∼ N (0, 1) and Proposition C.4. So E[(V λs )4] ≤ Cα−8. We also have
the identity
k(F | µ, σ2) = Cov[U∗, U2∗ | F ] = µ−3 Cov[F − σW, (F − σW )2 | F ]
= (2σ2F/µ3) Var[W | F ]− (σ3/µ3) Cov[W,W 2 | F ], (7.28)
so
E[k(F | µ, σ2)2]
≤ (8σ4/µ6)E[F 2 Var[W | F ]2] + (2σ6/µ6)E[Cov[W,W 2 | F ]2]
≤ (8σ4/µ6)E[F 4]1/2E[Var[W | F ]4]1/2 + (2σ6/µ6)E[Var[W | F ]2]1/2E[Var[W 2 | F ]2]1/2
≤ C(σ4/µ6)E[F 4]1/2 + C(σ/µ)6
by similar arguments. Then E[(Kλs )2] ≤ Cα−4, and we obtain
E[I2] ≤ C/α2. (7.29)
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For the coefficients of ∂λβ
λ
ss and ∂λβ
λ
st in (7.25), we first apply a cancellation of the leading-order
term: Comparing the identities (7.26) and (7.28), we have
Kλs =
2
µλs
F λs V
λ
s −
(σλss)
3/2
(µλs )
3
Cov[W,W 2 | F λs ]
where W ∼ N (0, 1) is the Gaussian variable such that F λs = µλs ·U∗+
√
σλss ·W . Then the coefficient
of ∂λβ
λ
ss in (7.25) is
II =
µλs
σλss
WsV
λ
s −
2βλssµ
λ
s
(σλss)
2
F λs V
λ
s +
(µλs )
2βλss
(σλss)
2
Kλs =
µλs
σλss
WsV
λ
s −
βλss
µλs (σ
λ
ss)
1/2
Cov[W,W 2 | F λs ].
Similar arguments as above yield E[(W 2s V λs )2] ≤ Cα−4 and E[Cov[W,W 2 | F λs ]2] ≤ C. Thus we
obtain the bound
E[II2] ≤ C/α2. (7.30)
For the coefficient of ∂λβ
λ
st, the same argument shows
E[III2] ≤ C/α2. (7.31)
Applying (7.29), (7.30), and (7.31) to (7.25) yields
E
[
(∂λU
λ
s )
2
]
≤ C
α2
(
(∂λµ
λ
s )
2 + (∂λβ
λ
ss)
2 + (∂λβ
λ
st)
2
)
.
The same argument applies for Uλt to show
E
[
(∂λU
λ
t )
2
]
≤ C
α2
(
(∂λµ
λ
t )
2 + (∂λβ
λ
st)
2 + (∂λβ
λ
tt)
2
)
.
By the definition of our linear interpolation, ∂λµ
λ
s = µs − µ′s which does not depend on λ, and
similarly for the other derivatives above. Then applying this to (7.24) yields a bound of
C
α2
(
|µs − µ′s|+ |µt − µ′t|+ |βss − β′ss|+ |βst − β′st|+ |βtt − β′tt|
)
for the first term in (7.19).
The same argument applied with s = t bounds the other two terms of (7.19), and we obtain
|h∆st(x,y)− h∆st(x′,y′)| ≤
C
α2
(
|µs − µ′s|+ |µt − µ′t|+ |βss − β′ss|+ |βst − β′st|+ |βtt − β′tt|
)
Observe that |µs − µ′s| = α|xss − x′ss|. Furthermore, it may be verified from (7.13) and (7.20) that
the map (yss, yst, yts, ytt) 7→ (βss, βst, βtt) is Lipschitz over yss, yst, yts, ytt ∈ IΣ, since IΣ is bounded
away from 0. Then
|h∆st(x,y)− h∆st(x′,y′)| ≤
C
α
(|xss − x′ss|+ |xtt − x′tt|)
+
C
α2
(|yss − y′ss|+ |yst − y′st|+ |yts − y′ts|+ |ytt − y′tt|) .
This implies
‖h∆(x,y)− h∆(x′,y′)‖ζ = sup
s,t≤0
|h∆(x,y)s,t − h∆(x′,y′)s,t|ζ |s|∨|t| ≤ C
α
‖x− x′‖ζ + C
α2
‖y − y′‖ζ ,
which shows part (b). 
The next lemma establishes the approximation of the state evolution for ΣT by the fixed map
hΣ, and the state evolution for ∆T by the fixed map h
∆.
Lemma 7.2. In the setting of Theorem 1.1(b), there exist constants C,α0 > 0 such that for all
α > α0 and T ≥ 1:
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(a) δst ∈ I∆ and σst ∈ IΣ for all s, t ∈ {2, . . . , T} whereas δst ∈ [−1, 1] and σst ∈ [−3κ2/2, 3κ2/2]
if s = 1 and t ∈ {1, . . . , T} or t = 1 and s ∈ {1, . . . , T}.
(b) Consider ∆T ,ΣT as elements of X , with the coordinate identifications and zero-padding of
(7.9). Then for any (x,y) ∈ XI∆ ×XIΣ,
‖ΣT − hΣ(x,y)‖ζ ≤ Cα‖x−∆T ‖ζ + (C/α)‖y −ΣT−1‖ζ + CζT/2.
(c) Similarly, for any (x,y) ∈ XI∆ ×XIΣ,
‖∆T+1 − h∆(x,y)‖ζ ≤ (C/α)‖x−∆T ‖ζ + (C/α2)‖y −ΣT ‖ζ + CζT .
Proof. For part (a), the arguments are similar to those in the proof of Lemma 7.1: We induct on
T . Note that δ11 = E[U21 ] ≤ 1 so the claim holds for ∆1. Suppose that the claims hold for ∆T and
ΣT−1. To establish the claim for ΣT , for any s, t ≥ 1 we may write (1.17) as
σst =
s−1∑
j=0
t−1∑
k=0
κj+k+2σ
(j,k)
st .
Observe that σ
(0,0)
st = δst, which belongs to I∆ if s, t ≥ 2 and to [−1, 1] otherwise. Observe also
that |σ(j,k)st | ≤ (C/α)j+k for all (j, k) 6= (0, 0) by the same argument as in Lemma 7.1(a). (Here,
each factor 1 − δii has an index i ≥ 2, so this is at most C/α2.) For sufficiently large α, applying
|κj+k+2| ≤ (16C0)j+k+2 and summing over (j, k) 6= (0, 0) shows the claim for ΣT . Now suppose
that the claims of part (a) hold for ∆T and ΣT , and consider ∆T+1. For s = 1 or t = 1, we apply
|δs,T+1| = |E[U1UT+1]| ≤ E[U21 ]1/2E[U2T+1]1/2 ≤ 1. For s, t ≥ 2, the argument of (7.18) in Lemma
7.1(b) shows
δst − 1 ≥ −3
2
(
σs−1,s−1
µ2s−1
+
σt−1,t−1
µ2t−1
)
.
We recall that µj = αδjj if j ≥ 2 and µ1 = αε. For sufficiently large α, this implies δst ∈ I∆ in
both cases (where the constant C defining I∆ depends on ε), so the claim holds for ∆T+1. This
concludes the induction and establishes part (a).
For part (b), let us now index the entries of ∆T ,ΣT−1,ΣT by s, t ≤ 0, to coincide with the
indices of X . Let x′ ∈ XI∆ be ∆T with each coordinate projected onto the interval I∆, and let
y′ ∈ XIΣ be the analogous projection of ΣT−1 onto IΣ. We first bound ‖ΣT −hΣ(x′,y′)‖ζ . Observe
that by part (a) already shown, x′ must coincide with ∆T in the lower-right (T − 1) × (T − 1)
corner, and y′ must coincide with ΣT−1 in the lower-right (T −2)× (T −2) corner. Applying again
|κj+k+2| ≤ (16C0)j+k+2, we may write
(ΣT )st =
∑
0≤j,k<T/4
κj+k+2(ΣT )
(j,k)
st +Rst
where this remainder satisfies |Rst| ≤ C(C ′/α)T/4 for α > α0 sufficiently large. Similarly, we may
write
hΣst(x
′,y′) =
∑
0≤j,k<T/4
κj+k+2h
(j,k)
st (x
′,y′) +Rst(x′,y′)
where |Rst(x′,y′)| ≤ C(C ′/α)T/4. Comparing the forms of (1.17) and (7.12), observe that for
s, t > −T/2 and j, k < T/4, we have (ΣT )(j,k)st = h(j,k)st (x′,y′) because these are identical functions
of the entries of the lower-right (3T/4)× (3T/4) sub-matrices of ∆T and ΣT−1. So
|(ΣT )st − hΣst(x′,y′)| ≤ C(C ′/α)T/4 for all s, t > −T/2.
Applying the trivial bound
|(ΣT )st − hΣst(x′,y′)| ≤ |(ΣT )st|+ |hΣst(x′,y′)| ≤ 3κ2 for s ≤ −T/2 or t ≤ −T/2,
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we obtain
‖ΣT − hΣ(x′,y′)‖ζ ≤ C(C ′/α)T/4 + CζT/2 ≤ CζT/2
for α > α0 large enough. By Lemma 7.1(a) and the definitions of x
′,y′, we have also
‖hΣ(x′,y′)− hΣ(x,y)‖ζ ≤ Cα‖x− x′‖ζ + (C/α)‖y − y′‖ζ
≤ Cα‖x−∆T ‖ζ + (C/α)‖y −ΣT−1‖ζ ,
and combining these shows part (b).
For part (c), now let x′ and y′ be the coordinate-wise projections of ∆T and ΣT onto I∆ and IΣ.
We bound ‖∆T+1− h∆(x′,y′)‖ζ . Observe that x′ and y′ coincide with ∆T and ΣT in their lower-
right (T − 1)× (T − 1) corners, and each 2× 2 principal minor of ΣT must be positive-semidefinite
because ΣT is a covariance matrix. Thus
(∆T+1)st = h
∆
st(x
′,y′) for all s, t ∈ {−T + 2, . . . , 0}.
Applying the trivial bound |(∆T+1)st − h∆(x′,y′)st| ≤ 2 for the remaining s, t, and
‖h∆(x,y)− h∆(x′,y′)‖ζ ≤ (C/α)‖x− x′‖ζ + (C/α2)‖y − y′‖ζ
≤ (C/α)‖x−∆T ‖ζ + (C/α2)‖y −ΣT ‖ζ
similar to the above, we obtain part (c). 
Proof of Theorem 1.1(b). Theorem 1.1(a) shows
lim
n→∞n
−1‖uT ‖2 = E[U2T ] = δTT , limn→∞n
−1u>T u∗ = E[UTU∗] = E[U2T ] = δTT .
Thus, it suffices to show that δTT → ∆∗ as T → ∞, where (∆∗,Σ∗) ∈ I∆ × IΣ is the unique fixed
point of (1.23).
Consider the map G : XI∆ ×XIΣ → XI∆ ×XIΣ that is the successive composition of
(x,y) 7→ (x, hΣ(x,y)), (x,y) 7→ (h∆(x,y),y)
which approximates (∆T ,ΣT−1) 7→ (∆T+1,ΣT ). Writing its components as G = (Gx, Gy), Lemma
7.1 implies
‖Gy(x,y)−Gy(x′,y′)‖ζ ≤ Cα‖x− x′‖ζ + (C/α)‖y − y′‖ζ
‖Gx(x,y)−Gx(x′,y′)‖ζ ≤ (C/α)‖x− x′‖ζ + (C/α2)‖Gy(x,y)−Gy(x′,y′)‖ζ
≤ (C ′/α)‖x− x′‖ζ + (C ′/α3)‖y − y′‖ζ .
Then defining the norm ‖ · ‖ζ,α on the product space XI∆ ×XIΣ by
‖(x,y)‖ζ,α = ‖x‖ζ + (1/α2)‖y‖ζ ,
this shows
‖G(x,y)−G(x′,y′)‖ζ,α ≤ (C/α)‖(x,y)− (x′,y′)‖ζ,α ≤ τ‖(x,y)− (x′,y′)‖ζ,α
for some constant τ ∈ (0, 1) and all α > α0 sufficiently large. Thus G is a contraction on XI∆ ×XIΣ
in this norm, and admits a unique fixed point (x∗,y∗) ∈ XI∆ × XIΣ by the Banach fixed point
theorem.
We claim that this fixed point is such that x∗ equals a constant ∆∗ ∈ I∆ and y∗ equals a constant
Σ∗ ∈ IΣ in every coordinate. By the definitions of the functions h∆ and hΣ, such a pair is a fixed
point if and only if
Σ∗ =
∞∑
j,k=0
κj+k+2
(
α∆∗
Σ∗
(1−∆∗)
)j+k
∆∗, ∆∗ = E[E[U∗ | F ]2]
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in the model F = α∆∗U∗ + Z where Z ∼ N (0,Σ∗). These equations may be rewritten as
Σ∗ =
∞∑
k=0
(k + 1)κk+2
(
α∆∗
Σ∗
(1−∆∗)
)k
∆∗ = ∆∗R′
(
α∆∗(1−∆∗)
Σ∗
)
1−∆∗ = E[(U∗ − E[U∗ | F ])2] = mmse
(
α2∆2∗
Σ∗
)
which is exactly the pair of fixed point equations (1.23).
To argue that such a fixed point exists and is unique in I∆× IΣ, consider the pair of scalar maps
hΣsc(∆∗,Σ∗) = ∆∗R
′
(
α∆∗(1−∆∗)
Σ∗
)
, h∆sc(∆∗,Σ∗) = 1−mmse
(
α2∆2∗
Σ∗
)
= E[E[U∗ | F ]2].
Denote their composition as Gsc(∆∗,Σ∗). Specializing Lemma 7.1 to pairs (x,y) and (x′,y′) where
x,x′,y,y′ are each equal to a constant in every coordinate, our preceding arguments imply that
Gsc : I∆×IΣ → I∆×IΣ is a contraction with respect to the norm ‖(∆,Σ)‖ = |∆|+(1/α2)|Σ|. Then
there exists a unique fixed point (∆∗,Σ∗) ∈ I∆ × IΣ for Gsc, by the Banach fixed point theorem
applied to this scalar setting. So the fixed point (x∗,y∗) for G must be such that x∗ is constant
and equal to ∆∗, and y∗ is constant and equal to Σ∗, by uniqueness of (x∗,y∗).
Finally, to conclude the proof, fix any ε > 0. Let GT0 = G◦ . . .◦G denote the T0-fold composition
of G. For the above contraction rate τ of this function G, the Banach fixed point theorem implies
quantitatively, for any x,y ∈ XI∆ ×XIΣ ,
‖GT0(x,y)− (x∗,y∗)‖ζ,α ≤ τT0‖(x,y)− (x∗,y∗)‖ζ,α ≤ CτT0
where the second inequality holds because XI∆ × XIΣ is bounded under ‖ · ‖ζ,α. Then for all large
enough T0, we have
‖GT0(x,y)− (x∗,y∗)‖ζ,α < ε/2.
By Lemma 7.2(b) and (c), for any (x,y) ∈ XI∆ ×XIΣ and any T ≥ 1, also
‖(∆T+1,ΣT )−G(x,y)‖ζ,α
= ‖∆T+1 − h∆(x, hΣ(x,y))‖ζ + (1/α2)‖ΣT − hΣ(x,y)‖ζ
≤ (C/α)‖x−∆T ‖ζ + CζT + [(C/α2) + (1/α2)]
(
Cα‖x−∆T ‖ζ + (C/α)‖y −ΣT−1‖ζ + CζT/2
)
≤ τ‖(∆T ,ΣT−1)− (x,y)‖ζ,α + C ′ζT/2.
Iterating this bound,
‖(∆T+T0 ,ΣT+T0−1)−GT0(x,y)‖ζ,α ≤ τT0‖(∆T ,ΣT−1)− (x,y)‖ζ,α + C ′ζT/2(1− τ)−1.
For all large enough T0 and T , this is also at most ε/2. Thus, combining with the above,
lim sup
T→∞
|δTT −∆∗| ≤ lim sup
T→∞
‖(∆T+1,ΣT )− (x∗,y∗)‖ζ,α ≤ ε.
Here ε > 0 is arbitrary, so |δTT −∆∗| → 0 as desired. 
7.2.2. Rectangular matrices. We now prove Theorem 1.4(b) using a similar argument.
Recall that the AMP algorithm is given by (1.28–1.31), where vt(·) and ut+1(·) are the single-
iterate posterior-mean denoisers in (1.36). As in the symmetric square setting, we have
u′t+1(ft) =
µt
σtt
Var[U∗ | Ft = ft] = µt
σtt
(1− δt+1,t+1)
v′t(gt) =
νt
ωtt
Var[V∗ | Gt = gt] = νt
ωtt
(1− γtt).
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Here,
µt = (α/γ)γtt, νt =
{
αε if t = 1
αδtt if t ≥ 2.
For a sufficiently large constant C > 0, we define the intervals
I∆ = IΓ =
[
1− C
α2
, 1
]
, IΣ =
[
1
2
κ2,
3
2
κ2
]
, IΩ =
[
1
2
γκ2,
3
2
γκ2
]
and the corresponding domains XI∆ ,XIΣ ,XIΓ ,XIΩ . We then define four maps hΩ, hΓ, hΣ, h∆ :
XI∆ ×XIΣ ×XIΓ ×XIΩ → X that respectively approximate the state evolution functions
(∆T ,ΣT−1,ΓT−1,ΩT−1) 7→ ΩT
(∆T ,ΣT−1,ΓT−1,ΩT ) 7→ ΓT
(∆T ,ΣT−1,ΓT ,ΩT ) 7→ ΣT
(∆T ,ΣT ,ΓT ,ΩT ) 7→∆T+1.
Substituting the above forms of the derivatives into (1.33) and (1.35), and identifying (∆,Σ,Γ,Ω)↔
(x,y, z,w) with the appropriate offsets of indices, we may define these maps to have the entries
hΩst(x,y, z,w) = γ
∞∑
j=0
∞∑
k=0
 s∏
i=s−j+1
×
t∏
i=t−k+1
 αzii
γyii
(1− xii)αxi−1,i−1
wii
(1− zii)
(κ2(j+k+1)xs−j,t−k
+ κ2(j+k+2)
αzs−j,s−j
γys−j,s−j
(1− xs−j,s−j)αzt−k,t−k
γyt−k,t−k
(1− xt−k,t−k)zs−j,t−k
)
,
hΓst(x,y, z,w) = Ex,w
[
Ex,w[V∗ | Gs]Ex,w[V∗ | Gt]
]
hΣst(x,y, z,w) =
∞∑
j=0
∞∑
k=0
 s∏
i=s−j+1
×
t∏
i=t−k+1
 αxii
wii
(1− zii)αzi−1,i−1
γyii
(1− xii)
(κ2(j+k+1)zs−j,t−k
+ κ2(j+k+2)
αxs−j,s−j
ws−j,s−j
(1− zs−j,s−j)αxt−k,t−k
wt−k,t−k
(1− zt−k,t−k)xs−j,t−k
)
,
h∆st(x,y, z,w) = Ez,y
[
Ez,y[U∗ | Fs]Ez,y[U∗ | Ft]
]
,
where these expectations are taken with respect to the (x,y, z,w)-dependent joint laws
(Gs, Gt) = (αxss, αxtt)V∗ +N
(
0, Π
(
wss wst
wts wtt
))
(Fs, Ft) = ((α/γ)zss, (α/γ)ztt)U∗ +N
(
0, Π
(
yss yst
yts ytt
))
and Π(·) is as defined in (7.13). Note that hΓ depends only on (x,w), while h∆ depends only on
(z,y).
The following establishes Lipschitz bounds for these functions, and is analogous to Lemma 7.1.
Lemma 7.3. In the setting of Theorem 1.4(b), there exist constants C,α0 > 0 such that for all
α > α0 and (x,y, z,w), (x
′,y′, z′,w′) ∈ XI∆ ×XIΣ ×XIΓ ×XIΩ:
(a) hΣ(x,y, z,w) ∈ XIΣ, hΩ(x,y, z,w) ∈ XIΩ, and
‖hΣ(x,y, z,w)− hΣ(x′,y′, z′,w′)‖ζ ≤ C(‖x− x′‖ζ + ‖z− z′‖)ζ + (C/α2)(‖y − y′‖ζ + ‖w −w′‖ζ),
‖hΩ(x,y, z,w)− hΩ(x′,y′, z′,w′)‖ζ ≤ C(‖x− x′‖ζ + ‖z− z′‖)ζ + (C/α2)(‖y − y′‖ζ + ‖w −w′‖ζ).
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(b) h∆(x,y, z,w) ∈ XI∆, hΓ(x,y, z,w) ∈ XIΓ, and
‖h∆(x,y, z,w)− h∆(x′,y′, z′,w′)‖ζ ≤ (C/α)‖z− z′‖ζ + (C/α2)‖y − y′‖ζ ,
‖hΓ(x,y, z,w)− hΓ(x′,y′, z′,w′)‖ζ ≤ (C/α)‖x− x′‖ζ + (C/α2)‖w −w′‖ζ .
Proof. For part (a), the argument is similar to Lemma 7.1(a). We denote by C,C ′, c, . . . constants
that depend only on C0, ε, γ. Let us write
hΣst(x,y, z,w) =
∞∑
j,k=0
κ2(j+k+1)h
(j,k)
st,0 (x,y, z,w) + κ2(j+k+2)h
(j,k)
st,1 (x,y, z,w).
For both a = 0 and a = 1, we have
|h(j,k)st,a | ≤ C(C ′/α)2(j+k+a).
Applying |κ2j | ≤ C2j from Proposition C.3(b), for α > α0 large enough, we obtain hΣst(x,y, z,w) ∈
IΣ. We may also verify the bounds, for both a = 0 and a = 1,∣∣∣∣∣∂h
(j,k)
st,a
∂ypp
∣∣∣∣∣ ≤ C(C ′/α)2(j+k+a) if p ∈ {s− j + 1, . . . , s} or p ∈ {t− k + 1, . . . , t}∣∣∣∣∣∂h
(j,k)
st,a
∂wpp
∣∣∣∣∣ ≤ C(C ′/α)2(j+k+a) if p ∈ {s− j + 1− a, . . . , s} or p ∈ {t− k + 1− a, . . . , t}∣∣∣∣∣∂h
(j,k)
st,0
∂xpp
∣∣∣∣∣ ≤ Cα2(C ′/α)2(j+k) if p ∈ {s− j + 1, . . . , s} or p ∈ {t− k + 1, . . . , t}∣∣∣∣∣∂h
(j,k)
st,1
∂xpp
∣∣∣∣∣ ≤
{
Cα2(C ′/α)2(j+k+1) if p ∈ {s− j + 1, . . . , s} or p ∈ {t− k + 1, . . . , t}
C(C ′/α)2(j+k+1) if p = s− j or p = t− k∣∣∣∣∣∂h
(j,k)
st,0
∂zpp
∣∣∣∣∣ ≤
{
Cα2(C ′/α)2(j+k) if p ∈ {s− j + 1, . . . , s} or p ∈ {t− k + 1, . . . , t}
C(C ′/α)2(j+k) if p = s− j or t− k∣∣∣∣∣∂h
(j,k)
st,1
∂zpp
∣∣∣∣∣ ≤ Cα2(C ′/α)2(j+k+1) if p ∈ {s− j, . . . , s} or p ∈ {t− k, . . . , t}∣∣∣∣∣ ∂h
(j,k)
st,0
∂zs−j,t−k
∣∣∣∣∣ ≤ C(C ′/α)2(j+k)∣∣∣∣∣ ∂h
(j,k)
st,1
∂xs−j,t−k
∣∣∣∣∣ ≤ C(C ′/α)2(j+k+1)
and all other partial derivatives are 0. Multiplying by κ2(j+k+1) and κ2(j+k+2), applying the bound
|κ2j | ≤ C2j from Proposition C.3(b), and summing over j, k ≥ 0, we obtain∣∣∣∣ ∂hΣst∂xpp
∣∣∣∣ , ∣∣∣∣∂hΣst∂zpp
∣∣∣∣ ≤ C
(
1{p ≤ s}
(
C ′
α
)2(s−p)
+ 1{p ≤ t}
(
C ′
α
)2(t−p))
∣∣∣∣∂hΣst∂ypp
∣∣∣∣ , ∣∣∣∣ ∂hΣst∂wpp
∣∣∣∣ ≤ C
(
1{p ≤ s}
(
C ′
α
)2(s−p+1)
+ 1{p ≤ t}
(
C ′
α
)2(s−p+1))
∣∣∣∣∂hΣst∂zpq
∣∣∣∣ ≤ C · 1{p ≤ s and q ≤ t}(C ′α
)2(s−p+t−q)
72 APPROXIMATE MESSAGE PASSING ALGORITHMS FOR ROTATIONALLY INVARIANT MATRICES∣∣∣∣ ∂hΣst∂xpq
∣∣∣∣ ≤ C · 1{p ≤ s and q ≤ t}(C ′α
)2(s−p+t−q+1)
.
Then applying the same argument as in Lemma 7.1(a), we obtain
‖hΣ(x,y, z,w)− hΣ(x′,y′, z′,w′)‖ζ ≤ C(‖x− x′‖ζ + ‖z− z′‖)ζ + (C/α2)(‖y− y′‖ζ + ‖w−w′‖ζ).
The proof for hΩ is analogous, and part (a) follows.
Part (b) is a direct consequence of Lemma 7.1(b), since h∆(x,y, z,w) is a function only of (z,y)
that has the same form as h∆(x,y) in Lemma 7.1(b), and similarly for hΓ. 
The next lemma now follows from Lemma 7.3 via the same argument as Lemma 7.2, and we
omit the proof for brevity.
Lemma 7.4. In the setting of Theorem 1.4(b), there exist constants C,α0 > 0 such that for all
α > α0 and T ≥ 1:
(a) Each entry of ∆T , ΣT , ΓT , and ΩT belongs respectively to I∆, IΣ, IΓ, and IΩ, except for entries
in the first row or column of ∆T and ΩT which belong to [−1, 1] and [−3γκ2/2, 3γκ2/2].
(b) For any (x,y, z,w) ∈ XI∆ ×XIΣ ×XIΓ ×XIΩ, we have
‖ΩT − hΩ(x,y, z,w)‖ζ ≤ C
(
‖x−∆T ‖ζ + ‖z− ΓT−1‖ζ
)
+ (C/α2)
(
‖y −ΣT−1‖ζ + ‖w −ΩT−1‖ζ
)
+ CζT/2
‖ΓT − hΓ(x,y, z,w)‖ζ ≤ (C/α)‖x−∆T ‖ζ + (C/α2)‖w −ΩT ‖ζ + CζT
‖ΣT − hΣ(x,y, z,w)‖ζ ≤ C
(
‖x−∆T ‖ζ + ‖z− ΓT ‖ζ
)
+ (C/α2)
(
‖y −ΣT−1‖ζ + ‖w −ΩT ‖ζ
)
+ CζT/2
‖∆T+1 − h∆(x,y, z,w)‖ζ ≤ (C/α)‖z− ΓT ‖ζ + (C/α2)‖y −ΣT ‖ζ + CζT
Proof of Theorem 1.4(b). Given Theorem 1.4(a), it suffices to show that δTT → ∆∗ and γTT → Γ∗
as T →∞, where (∆∗,Σ∗,Γ∗,Ω∗, X∗) ∈ I∆ × IΣ × IΓ × IΩ × R is the unique fixed point of (1.37).
We define the map G : XI∆ × XIΣ × XIΓ × XIΩ → XI∆ × XIΣ × XIΓ × XIΩ as the successive
composition of the four maps
(x,y, z,w) 7→ (x,y, z, hΩ(x,y, z,w))
(x,y, z,w) 7→ (x,y, hΓ(x,y, z,w),w)
(x,y, z,w) 7→ (x, hΣ(x,y, z,w), z,w)
(x,y, z,w) 7→ (h∆(x,y, z,w),y, z,w)
Writing its components as G = (Gx, Gy, Gz, Gw), Lemma 7.3 may be applied to show that
‖Gw(x,y, z,w)−Gw(x′,y′, z′,w′)‖ζ ≤ C‖x− x′‖ζ + C‖z− z′‖ζ + C
α2
‖y − y′‖ζ + C
α2
‖w −w′‖ζ
‖Gz(x,y, z,w)−Gz(x′,y′, z′,w′)‖ζ ≤ C
α
‖x− x′‖ζ + C
α2
‖z− z′‖ζ + C
α4
‖y − y′‖ζ + C
α4
‖w −w′‖ζ
‖Gy(x,y, z,w)−Gy(x′,y′, z′,w′)‖ζ ≤ C‖x− x′‖ζ + C
α2
‖z− z′‖ζ + C
α2
‖y − y′‖ζ + C
α4
‖w −w′‖ζ
‖Gx(x,y, z,w)−Gx(x′,y′, z′,w′)‖ζ ≤ C
α2
‖x− x′‖ζ + C
α3
‖z− z′‖ζ + C
α4
‖y − y′‖ζ + C
α5
‖w −w′‖ζ .
Then defining the norm ‖ · ‖ζ,α on XI∆ ×XIΣ ×XIΓ ×XIΩ by
‖(x,y, z,w)‖ζ,α = ‖x‖ζ + (1/α)‖z‖ζ + (1/α2)‖y‖ζ + (1/α3)‖w‖ζ ,
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we obtain
‖G(x,y, z,w)−G(x′,y′, z′,w′)‖ζ,α ≤ (C/α2)‖(x,y, z,w)− (x′,y′, z′,w′)‖ζ,α
≤ τ‖(x,y, z,w)− (x′,y′, z′,w′)‖ζ,α
for some τ ∈ (0, 1) and α > α0 sufficiently large. So G admits a unique fixed point (x∗,y∗, z∗,w∗) ∈
XI∆ ×XIΣ ×XIΓ ×XIΩ .
By the same argument as in the proof of Theorem 1.1(b) for the symmetric square setting, this
fixed point (x∗,y∗, z∗,w∗) must be equal to scalar constants (∆∗,Σ∗,Γ∗,Ω∗) in every coordinate,
where these constants satisfy
Σ∗ =
∞∑
j,k=0
(
α2∆∗Γ∗(1−∆∗)(1− Γ∗)
γΣ∗Ω∗
)j+k (
κ2(j+k+1)Γ∗ + κ2(j+k+2)
α2∆3∗(1− Γ∗)2
Ω2∗
)
Ω∗ =
∞∑
j,k=0
(
α2∆∗Γ∗(1−∆∗)(1− Γ∗)
γΣ∗Ω∗
)j+k (
γκ2(j+k+1)∆∗ + γκ2(j+k+2)
α2Γ3∗(1−∆∗)2
γΣ2∗
)
∆∗ = 1−mmse
(
α2Γ2∗
γ2Σ∗
)
, Γ∗ = 1−mmse
(
α2∆2∗
Ω∗
)
.
(The fixed point (∆∗,Σ∗,Γ∗,Ω∗) to these equations exists by the Banach fixed point theorem
specialized to the scalar setting.) Writing
R′(x) =
∞∑
k=1
κ2k · kxk−1 =
∞∑
k=0
κ2(k+1) · (k + 1)xk
S(x) =
(
R(x)
x
)′
=
∞∑
k=2
κ2k · (k − 1)xk−2 =
∞∑
k=0
κ2(k+2) · (k + 1)xk,
we see that the above equations are equivalent to the fixed point equations (1.37). The proof is
concluded using the same contractive mapping argument as in Theorem 1.1(b). 
7.3. Verification of Eq. (1.41). Denote T (z) = (1 + z)(1 +γz). Let us first show that the values
∆PCA and ΓPCA in (1.38–1.39) may be written equivalently as
∆PCA =
T (R(x))− xT ′(R(x))R′(x)
1 + γR(x)
, ΓPCA =
T (R(x))− xT ′(R(x))R′(x)
1 +R(x)
. (7.32)
To see this, let us define ϕ(z), ϕ¯(z), and D(z) as in (1.40), and define also
M(z) =
∞∑
k=1
m∞2kz
k.
From [BGN12, Eq. (8)], the rectangular R-transform is given by R(z) = U(z(D−1(z))2− 1), where
U(z) is a function defined such that T (U(z − 1)) = z. Thus T (R(z)) = z(D−1(z))2, and differenti-
ating on both sides yields
T (R(z))− zT ′(R(z))R′(z) = −2z
2D−1(z)
D′(D−1(z))
. (7.33)
Next, applying series expansions for ϕ(z) and ϕ¯(z) and substituting into D(z), we obtain
ϕ(z) = z−1
(
1 +M(z−2)
)
, ϕ¯(z) = z−1
(
1 + γM(z−2)
)
, D(z) = z−2T (M(z−2)).
By (2.7), the rectangular R-transform satisfies the identity M(z) = R(zT (M(z))). Then M(z−2) =
R(D(z)), so
D(z) = z−1
(
1 +R(D(z))
)
· ϕ¯(z) = ϕ(z) · z−1
(
1 + γR(D(z))
)
.
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Hence, applying this with D−1(z) in place of z and rearranging,
z
1 +R(z)
=
ϕ¯(D−1(z))
D−1(z))
,
z
1 + γR(z)
=
ϕ(D−1(z))
D−1(z)
. (7.34)
Applying these identities (7.33) and (7.34) for z = x, we see that (7.32) coincides with the definitions
(1.38–1.39), as desired.
Now we proceed to verify (1.41). As in Remark 1.2, applying the mmse inequality (1.26) to the
second and third fixed point equations of (1.37) and rearranging, we obtain
Σ∗ ≥ Σlb ≡ α
2Γ2∗(1−∆∗)
γ2∆∗
, Ω∗ ≥ Ωlb ≡ α
2∆2∗(1− Γ∗)
Γ∗
. (7.35)
We apply the following argument to “substitute” these inequalities into the remaining fixed-point
equations: Fixing ∆∗ ∈ I∆ and Γ∗ ∈ IΓ, denote
X(Σ,Ω) =
α2∆∗Γ∗(1−∆∗)(1− Γ∗)
γΣΩ
f(Σ,Ω) = ∆∗R′(X(Σ,Ω)) +
α2∆4∗(1− Γ∗)2
Γ∗Ω2
S(X(Σ,Ω)),
g(Σ,Ω) = γΓ∗R′(X(Σ,Ω)) +
α2Γ4∗(1−∆∗)2
γ∆∗Σ2
S(X(Σ,Ω)).
The fourth and fifth fixed point equations of (1.37) may be written as (∆∗/Γ∗)Σ∗ = f(Σ∗,Ω∗) and
(Γ∗/∆∗)Ω∗ = g(Σ∗,Ω∗). So for any constant η ∈ R, (Σ∗,Ω∗) solves the equation
0 = f(Σ,Ω) + η · g(Σ,Ω)− ∆∗
Γ∗
Σ− η · Γ∗
∆∗
Ω. (7.36)
Let us denote
x = X∗(Σlb,Ωlb) = γ/α2
and pick this constant η to solve the linear equation(
ηα2 −R′(x)− ηγ
3
α2
S(x)
)(
1 +R(x)
)
=
(α2
γ2
− ηγR′(x)− 1
α2
S(x)
)(
1 + γR(x)
)
. (7.37)
Note that for all α > α0 sufficiently large, we have η ≈ [(1+γR(x))/γ2]/(1+R(x)) ≈ 1/γ2, which is
of constant order. We claim that for any ∆∗ ∈ I∆ and Γ∗ ∈ IΓ, the right side of (7.36) is decreasing
as a function of Σ ∈ [Σlb,∞) and Ω ∈ [Ωlb,∞). To see this, observe first that since 1−∆∗ ≤ C/α2
and 1−Γ∗ ≤ C/α2, we have |X(Σ,Ω)| ≤ C/α2 for parameters in these domains. Then to compute
the derivatives of f(Σ,Ω) and g(Σ,Ω), we may apply the series expansions
R′(X(Σ,Ω)) = κ∞2 + 2κ
∞
4 ·
α2∆∗Γ∗(1−∆∗)(1− Γ∗)
γΣΩ
+ . . .
S(X(Σ,Ω)) = κ∞4 + 2κ
∞
6 ·
α2∆∗Γ∗(1−∆∗)(1− Γ∗)
γΣΩ
+ . . .
which are convergent for α > α0 sufficiently large, and differentiate these term-by-term. We may
thus verify the bounds
|∂ΣR′(X(Σ,Ω))|, |∂ΩR′(X(Σ,Ω))|, |∂ΣS(X(Σ,Ω))|, |∂ΩS(X(Σ,Ω))| ≤ C
α2
, |S(X(Σ,Ω))| ≤ C,
which imply
|∂Σf(Σ,Ω)|, |∂Ωf(Σ,Ω)|, |∂Σg(Σ,Ω)|, |∂Ωg(Σ,Ω)| ≤ C
α2
.
Then the derivatives in (Σ,Ω) of the right side of (7.36) are negative for all α > α0 sufficiently
large, yielding the desired monotonicity.
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Since (Σ∗,Ω∗) satisfies (7.36) with equality, we may then substitute (7.35) to obtain
0 ≤ f(Σlb,Ωlb) + η · g(Σlb,Ωlb)− ∆∗
Γ∗
Σlb − η · Γ∗
∆∗
Ωlb. (7.38)
Applying the forms of Σlb, Ωlb, f , and g and rearranging, we arrive at(
ηα2 −R′(x)− ηγ
3
α2
S(x)
)
∆∗ +
(
α2
γ2
− ηγR′(x)− 1
α2
S(x)
)
Γ∗ ≤
(
α2
γ2
+ ηα2
)
∆∗Γ∗.
Now applying the identity (7.37), we may write this as
A(x)
(
(1 + γR(x))∆∗ + (1 +R(x))Γ∗
)
≤ B(x)∆∗Γ∗. (7.39)
Here, solving explicitly the equation (7.37) for η and applying also S(x) = R′(x)/x − R(x)/x2,
these values A(x) and B(x) may be computed after some algebraic simplification to be
A(x) =
(1 +R(x))(1 + γR(x))− x(1 + γ + 2γR(x))R′(x)
γx[(1 +R(x))(1 + γR(x)) + xR′(x)(1− γ)]
B(x) =
2(1 +R(x))(1 + γR(x))
γx[(1 +R(x))(1 + γR(x)) + xR′(x)(1− γ)] .
Note that for α > α0 sufficiently large (and hence small x = γ/α
2), the numerators and denomina-
tors of A(x) and B(x) are all positive. Then clearing the denominators of A(x) and B(x) in (7.39)
and applying to the left side
(1 + γR(x))∆∗ + (1 +R(x))Γ∗ ≥ 2
√
(1 + γR(x))(1 +R(x))∆∗Γ∗, (7.40)
we obtain√
(1 +R(x))(1 + γR(x))∆∗Γ∗ ≥ (1 +R(x))(1 + γR(x))− x(1 + γ + 2γR(x))R′(x).
Recalling the notation T (z) = (1 + z)(1 + γz), this may be rewritten as
∆∗Γ∗ ≥ [T (R(x))− xT
′(R(x))R′(x)]2
T (R(x))
,
where the right side coincides with ∆PCAΓPCA by (7.32). This establishes (1.41).
The inequalities in the preceding argument stem from (7.35) and (7.40). If both U∗ ∼ N (0, 1)
and V∗ ∼ N (0, 1), then (7.35) holds with equality. In this case, we have (∆∗/Γ∗)Σlb = f(Σlb,Ωlb)
and (Γ∗/∆∗)Ωlb = g(Σlb,Ωlb) in the preceding argument, and these two equations may be solved to
yield ∆∗ = ∆PCA and Γ∗ = ΓPCA. Then equality holds in (1.41). (Note that equality also holds in
(7.40) because (1 + γR(x))∆PCA = (1 +R(x))ΓPCA by (7.32).) Conversely, if either U∗ or V∗ is not
distributed as N (0, 1), then at least one of the inequalities in (7.35) is strict. Then the inequality
(7.38) is also strict, implying that (1.41) holds with strict inequality as well.
Appendix A. Removing the non-degeneracy assumption
In this appendix, we prove Corollary 3.4. We follow a similar approach to [BMN20] and construct
a perturbed version of the AMP sequence: Let γ,w1,w2, . . . ∈ Rn be random vectors independent
of each other and of all other quantities, where γ has i.i.d. Uniform(−1, 1) entries and each wt has
i.i.d. N (0, 1) entries. For a fixed small parameter ε > 0, consider the perturbed noise matrix
Wε = O> diag(λ + εγ)O,
the perturbed initialization
uε1 = u1 + εw1, (A.1)
and the perturbed AMP iterations
zεt = W
εuεt − bεt1uε1 − . . .− bεttuεt (A.2)
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uεt+1 = ut+1(z
ε
1, . . . , z
ε
t ,E) + εwt+1. (A.3)
We define ∆εt ,Φ
ε
t ,B
ε
t ,Σ
ε
t by (3.4) and (3.7) using this perturbed sequence, and the above coefficients
(bεt1, . . . , b
ε
tt) are the last column of B
ε
t .
Note that for any fixed ε > 0 and up to any fixed iteration T , these perturbed iterations are an
example of the general iterations (3.2–3.3) applied with noise matrix Wε, by defining the augmented
side-information matrix Eε = (E,w2, . . . ,wT+1) and considering the functions
uεt+1(z1, . . . , zt,E
ε) = ut+1(z1, . . . , zt,E) + εwt+1.
By Propositions B.1 and B.4, we have
λ + εγ
W→ Λε ≡ Λ + εΓ, (uε1,E,w2, . . . ,wT+1) W→ (U1 + εW1, E,W2, . . . ,WT+1),
where Γ ∼ Uniform(−1, 1) is independent of Λ and (W1, . . . ,WT+1) ∼ N (0, Id) is independent of
(U1, E). It is then clear that Assumption 3.2 including part (e) holds for this perturbed sequence,
so Lemma 4.4 applies.
Define the almost-sure limits
(∆ε,∞t ,Φ
ε,∞
t ,B
ε,∞
t ,Σ
ε,∞
t ) = limn→∞(∆
ε
t ,Φ
ε
t ,B
ε
t ,Σ
ε
t ),
as guaranteed by Lemma 4.4. We let u1, z1,u2, z2, . . . continue to denote the original AMP sequence.
We now establish inductively the following two claims, almost surely for each t = 1, 2, 3, . . ., where
the second claim implies the corollary:
(a)
lim sup
n→∞
n−1‖zt−1‖2 <∞, lim
ε→0
lim sup
n→∞
n−1‖zεt−1 − zt−1‖2 = 0,
lim sup
n→∞
n−1‖ut‖2 <∞, lim
ε→0
lim sup
n→∞
n−1‖uεt − ut‖2 = 0.
(b) (u1, . . . ,ut, z1, . . . , zt−1,E)
W2→ (U1, . . . , Ut, Z1, . . . , Zt−1, E). The deterministic limits
(∆∞t ,Φ
∞
t ,B
∞
t ,Σ
∞
t ) = limn→∞(∆t,Φt,Bt,Σt)
all exist, where (∆∞t ,Φ∞t ,B∞t ,Σ∞t ) = limε→0(∆
ε,∞
t ,Φ
ε,∞
t ,B
ε,∞
t ,Σ
ε,∞
t ).
Let t(a), t(b) denote these claims up to and including iteration t. We induct on t.
For 1(a), we have n−1‖u1‖2 → E[U21 ] < ∞ by Assumption 3.2(c). We also have uε1 − u1 = εw1
and n−1‖w1‖2 → 1. Thus limε→0 lim supn→∞ n−1‖uε1 − u1‖2 = 0.
For 1(b), we have (u1,E)
W2→ (U1, E) and ∆1 → E[U21 ] also by Assumption 3.2(c). Since Φ1 = 0
and κk → κ∞k (the kth free cumulant of Λ) for each k ≥ 1, this shows the existence of all four limits
∆∞1 ,Φ∞1 ,B∞1 ,Σ∞1 . Note that ∆
ε,∞
1 = E[U21 ] + ε2, so that ∆
ε,∞
1 → ∆1 = E[U21 ] as ε→ 0. Letting
κε,∞k be the free cumulants of Λ
ε, note that the moments of Λε converge to those of Λ as ε→ 0, so
also κε,∞k → κ∞k . Since Φε,∞1 = 0 = Φ1, this shows the last statement of 1(b).
Suppose now that t(a) and t(b) hold. To show t+ 1(a), observe that
‖zt‖ ≤ ‖W‖‖ut‖+
t∑
s=1
|bts|‖us‖.
Applying ‖W‖ = ‖λ‖∞, lim supn→∞ ‖λ‖∞ <∞, and lim supn→∞ n−1‖us‖2 <∞ and limn→∞ |bts| =
|b∞ts | by t(a) and t(b), this shows
lim sup
n→∞
n−1‖zt‖2 <∞.
Now comparing (3.2) with (A.2),
‖zεt − zt‖ ≤ ‖Wε −W‖‖uεt‖+ ‖W‖‖uεt − ut‖+
t∑
s=1
|bεts − bts|‖uεs‖+ |bts|‖uεs − us‖.
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Applying also ‖Wε −W‖ ≤ ε, limε→0 |bεts| = |bts|, and limε→0 lim supn→∞ n−1‖uεs − us‖2 = 0 by
t(a) and t(b), this shows
lim
ε→0
lim sup
n→∞
n−1‖zεt − zt‖2 = 0. (A.4)
For ut+1, we have
n−1
n∑
i=1
(
ut+1(zi1, . . . , zit, E)− ut+1(0, . . . , 0, E)
)2 ≤ Cn−1(‖z1‖2 + . . .+ ‖zt‖2)
by the Lipschitz assumption for ut+1. Then applying t
(a) to bound the right side,
lim sup
n→∞
n−1‖ut+1‖2 <∞.
Now comparing (3.3) and (A.3),
n−1‖uεt+1 − ut+1‖2 ≤ 2ε2 · n−1‖wt+1‖2 + 2n−1‖ut+1(z1, . . . , zt,E)− ut+1(zε1, . . . , zεt ,E)‖2
≤ 2ε2 · n−1‖wt+1‖2 + 2C
t∑
s=1
n−1‖zεs − zs‖2.
Then applying t(a) and (A.4) to bound the right side, we obtain
lim
ε→0
lim sup
n→∞
n−1‖uεt+1 − ut+1‖2 = 0.
This shows t+ 1(a).
For t+ 1(b), let
xi = (u1, . . . ,ut+1, z1, . . . , zt,E)i (A.5)
xεi = (u
ε
1, . . . ,u
ε
t+1, z
ε
1, . . . , z
ε
t ,E)i (A.6)
be the ith rows of these matrices. Let X = (U1, . . . , Ut+1, Z1, . . . , Zt, E) be the limit to be shown,
and let Xε be the limit of the perturbed sequence. To show the desired W2 convergence, it suffices
to check the convergence
1
n
n∑
i=1
f(xi)→ E[f(X)] (A.7)
for all Lipschitz functions f(x) and for f(x) = ‖x‖2. Let us write
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
i=1
f(xi)− E[f(X)]
∣∣∣∣∣
≤ lim
ε→0
lim sup
n→∞
(∣∣∣∣∣ 1n
n∑
i=1
f(xi)− f(xεi )
∣∣∣∣∣+
∣∣∣∣∣ 1n
n∑
i=1
f(xεi )− E[f(Xε)]
∣∣∣∣∣+ ∣∣∣E[f(Xε)]− E[f(X)]∣∣∣
)
.
(A.8)
For the first term of (A.8), note that any such function f satisfies the pseudo-Lipschitz condition
|f(x)− f(x′)| ≤ C(1 + ‖x‖+ ‖x′‖)‖x− x′‖
for some constant C > 0. Then by this and Cauchy-Schwarz,∣∣∣∣∣ 1n
n∑
i=1
f(xi)− f(xεi )
∣∣∣∣∣ ≤ Cn
n∑
i=1
(1 + ‖xi‖+ ‖xεi‖)‖xi − xεi‖
≤ C ′
(
1
n
n∑
i=1
(1 + ‖xi‖2 + ‖xεi‖2)
)1/2(
1
n
n∑
i=1
‖xi − xεi‖2
)1/2
.
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Recalling the definitions of xi and x
ε
i in (A.5) and (A.6) and applying t+ 1
(a), this term converges
to 0 in the limits n → ∞ followed by ε → 0. The second term of (A.8) converges to 0 as n → ∞
for any fixed ε > 0, by Lemma 4.4. For the third term of (A.8), note that as ε→ 0, we have
U ε1 → U1, (Zε1 , . . . , Zεt )→ (Z1, . . . , Zt)
in the Wasserstein space W2, where the second convergence follows from ‖Σεt − Σt‖ → 0 in t(b).
Since the functions u2, . . . , ut+1 are Lipschitz, this implies X
ε → X in W2, so E[f(Xε)]→ E[f(X)].
Combining these establishes (A.7), and hence
(u1, . . . ,ut+1, z1, . . . , zt,E)
W2→ (U1, . . . , Ut+1, Z1, . . . , Zt, E).
This implies the existence of the limits ∆∞t+1. Each function us is Lipschitz and continuously-
differentiable by assumption, so each partial derivative ∂s′us is bounded and continuous. Then this
also implies the existence of Φ∞t+1, and hence of B∞t+1 and Σ∞t+1. As ε → 0, since Xε → X in W2
as shown above, we also have ∆ε,∞t+1 → ∆∞t+1 and Φε,∞t+1 → Φ∞t+1, and hence Bε,∞t+1 → B∞t+1 and
Σε,∞t+1 → Σ∞t+1. This concludes the proof of t+ 1(b).
Appendix B. Properties of empirical Wasserstein convergence
We will use below the following fact: To verify V
Wp→ L where V ∈ Rn×k, it suffices to check that
(2.2) holds for every function f : Rk → R satisfying, for some constant C > 0, the pseudo-Lipschitz
condition
|f(v)− f(v′)| ≤ C
(
1 + ‖v‖p−1 + ‖v′‖p−1
)
‖v − v′‖. (B.1)
This is because by [Vil08, Definition 6.7], it suffices to check (2.2) for f(v) = ‖v‖p, together with
the usual weak convergence which is equivalent to (2.2) holding for bounded Lipschitz functions.
Note that this condition (B.1) implies the polynomial growth condition (2.1).
Proposition B.1. Fix any p ≥ 1, t ≥ 1, and k ≥ 0. Let E ∈ Rn×k be a deterministic matrix
satisfying E
Wp→ E, and let V ∈ Rn×t be random with i.i.d. rows equal in law to V ∈ Rt, where
E[‖V ‖p] <∞. Then the joint convergence
(V,E)
Wp→ (V,E)
holds almost surely, where V is independent of E in the limit (V,E).
Proof. For k = 0, the result V
Wp→ V follows from the strong law of large numbers applied to any
function f satisfying (2.1), as E[|f(V )|] ≤ C(1 + E[‖V ‖p]) <∞.
For k > 0, we proceed by approximating E with a discrete random variable, and then applying
the law of large numbers for each discrete value of E. In detail: Fix any function f satisfying (B.1),
and fix any ε ∈ (0, 1). Let {(vi, ei)}ni=1 be the rows of (V,E). Since (B.1) implies (2.1), for any
R > 0 we have
1
n
∑
i:‖ei‖>R
|f(vi, ei)| ≤ C
n
∑
i:‖ei‖>R
(1 + ‖vi‖p + ‖ei‖p). (B.2)
Note that as E
Wp→ E, the uniform integrability condition of [Vil08, Definition 6.7(iii)] shows
lim
R→∞
lim sup
n→∞
1
n
∑
i:‖ei‖>R
1 ≤ lim
R→∞
lim sup
n→∞
1
n
∑
i:‖ei‖>R
‖ei‖p = 0.
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This bounds the first and third terms on the right side of (B.2). For the middle term, we consider
two cases. If ‖V ‖ ≤ K almost surely for some K > 0, then by this and the convergence V Wp→ V ,
lim
n→∞
1
n
n∑
i=1
min(‖vi‖, 2K)p = E[min(‖V ‖, 2K)p] = E[‖V ‖p] = lim
n→∞
1
n
n∑
i=1
‖vi‖p.
Applying also |{i : ‖vi‖ > 2K}|/n→ 0, this implies
lim
n→∞
1
n
∑
i:‖vi‖>2K
‖vi‖p = lim
n→∞
(
1
n
n∑
i=1
(‖vi‖p −min(‖vi‖, 2K)p) + (2K)p · |{i : ‖vi‖ > 2K}|
n
)
= 0.
In this case, we may bound
lim
R→∞
lim sup
n→∞
1
n
∑
i:‖ei‖>R
‖vi‖p ≤ lim
R→∞
lim sup
n→∞
1
n
 ∑
i:‖ei‖>R
(2K)p +
∑
i:‖vi‖>2K
‖vi‖p
 = 0.
Conversely, if the support of V is unbounded, then let ‖v‖(1) ≥ . . . ≥ ‖v‖(n) be the ordered values
of {‖vi‖}ni=1. Note that for each R > 0, we have |{i : ‖ei‖ > R}|/n → δ(R) for some δ(R) ≥ 0,
where δ(R)→ 0 as R→∞. Then
lim
R→∞
lim sup
n→∞
1
n
∑
i:‖ei‖>R
‖vi‖p ≤ lim
δ→0
lim sup
n→∞
1
n
δn∑
i=1
‖v‖p(i).
Now applying V
Wp→ V and the corresponding uniform integrability condition for V,
lim
δ→0
lim sup
n→∞
1
n
δn∑
i=1
‖v‖p(i) = limR→∞ lim supn→∞
1
n
∑
i:‖vi‖>R
‖vi‖p = 0.
Combining the above and applying this to (B.2),
lim
R→∞
lim sup
n→∞
1
n
∑
i:‖ei‖>R
|f(vi, ei)| = 0.
So we may pick a bounded set B ⊂ Rk large enough such that
lim sup
n→∞
1
n
∑
i:ei /∈B
|f(vi, ei)| < ε. (B.3)
Applying also
E
[|f(V,E)| · 1{E /∈ B}] ≤ E[C(1 + ‖V ‖p + ‖E‖p)1{E /∈ B}]
and the integrability of ‖V ‖p and ‖E‖p, we may pick B large enough such that
E
[|f(V,E)| · 1{E /∈ B}] < ε. (B.4)
Now let {Uα}Mα=1 be any finite partition of B such that each set Uα has diameter at most ε,
and the boundary of Uα has probability 0 under the law of E. (For example, take B = [−K,K]k
to be a hyperrectangle in Rk, and construct this partition by dividing [−K,K] along each axis
into small enough intervals. Take −K, K, and these interval boundaries to have probability 0
under the univariate marginal distribution of each coordinate of E.) Pick a point uα ∈ Uα for each
α = 1, . . . ,M . For each e ∈ B, define u(e) = uα where α is the index such that e ∈ Uα. Then
applying (B.1) and ‖u(e)‖p−1 ≤ C(‖e‖p−1 + 1),
1
n
∑
i:ei∈B
|f(vi, ei)− f(vi, u(ei))| ≤ C
n
n∑
i=1
(
1 + ‖vi‖p−1 + ‖ei‖p−1
)
· ε
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for a constant C > 0 independent of ε. Since V
Wp→ V and E Wp→ E, this yields
lim sup
n→∞
1
n
∑
i:ei∈B
|f(vi, ei)− f(vi, u(ei))| ≤ C ′ε. (B.5)
Similarly,
E
[∣∣f(V,E)− f(V, u(E))∣∣ · 1{E ∈ B}] ≤ C ′ε. (B.6)
Finally, let us write
1
n
∑
i:ei∈B
f(vi, u(ei)) =
M∑
α=1
1
n
∑
i:ei∈Uα
f(vi, uα).
Observe that for each fixed α = 1, . . . ,M , since the boundary of Uα has probability 0 under E,
by weak convergence we have |{i : ei ∈ Uα}|/n → P[E ∈ Uα]. Then by the law of large numbers
applied to the function f(·, uα), almost surely
1
n
∑
i:ei∈Uα
f(vi, uα)→ P[E ∈ Uα] · E[f(V, uα)].
Summing over α = 1, . . . ,M and applying the independence of V and E,
1
n
∑
i:ei∈B
f(vi, u(ei))→
M∑
α=1
P[E ∈ Uα] · E[f(V, uα)]
=
M∑
α=1
E[f(V, uα) · 1{E ∈ Uα}] = E[f(V, u(E)) · 1{E ∈ B}]. (B.7)
Combining (B.3), (B.4), (B.5), (B.6), and (B.7), we obtain
lim sup
n→∞
∣∣∣∣∣ 1n
n∑
i=1
f(vi, ei)− E[f(V,E)]
∣∣∣∣∣ ≤ Cε
for a constant C > 0 independent of ε. As this holds for all ε > 0, this shows n−1
∑n
i=1 f(vi, ei)→
E[f(V,E)], which concludes the proof. 
Proposition B.2. Fix p, p′ ≥ 1 and k, ` ≥ 1. If V ∈ Rn×k satisfies V Wp+p′→ V , and g : Rk → R`
is any continuous function satisfying ‖g(v)‖ ≤ C(1 + ‖v‖p′) for some C > 0 and all v ∈ Rk, then
g(V)
Wp→ g(V ).
Proof. This follows from Definition 2.1, since for any continuous function f : R` → R satisfying
(2.1) for the order p, the composition f ◦ g : Rk → R is continuous and satisfies (2.1) for the order
p+ p′. 
Proposition B.3. Fix p ≥ 1 and k ≥ 0. Suppose V ∈ Rn×k satisfies V Wp→ V , and f : Rk → R is
a function satisfying (2.1) that is continuous everywhere except on a set having probability 0 under
the law of V . Then
1
n
n∑
i=1
f(V)i → E[f(V )].
Proof. Let f be such a function. For any M > 0, consider the bounded function fM (v) =
max(−M,min(f(v),M)). Let vi be the ith row of V. The condition V Wp→ V implies the usual
weak convergence of the empirical distribution of {vi}ni=1 to V , so n−1
∑n
i=1 f
M (vi) → E[fM (V )]
even when fM is discontinuous on a set of probability 0 under V . Now taking M → ∞, we have
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E[fM (V )]→ E[f(V )] by the bound |fM (v)| ≤ C(1+‖v‖p) and the dominated convergence theorem.
By this bound, we also have
lim
M→∞
lim sup
n→∞
1
n
n∑
i=1
|fM (vi)− f(vi)| ≤ lim
M→∞
lim sup
n→∞
1
n
∑
i:|f(vi)|>M
|f(vi)|
≤ lim
R→∞
lim sup
n→∞
1
n
∑
i:‖vi‖>R
C(1 + ‖vi‖p) = 0,
where the last limit is 0 by [Vil08, Definition 6.7(iii)]. Then n−1
∑n
i=1 f(vi)→ E[f(V )] as desired.

Proposition B.4. Fix p ≥ 1 and k, ` ≥ 1. If V ∈ Rn×k, W ∈ Rn×`, and Mn,M ∈ Rk×` satisfy
V
Wp→ (V1, . . . , Vk), W Wp→ 0, and Mn →M as n→∞, then
VMn + W
Wp→ (V1 . . . Vk)M.
Proof. Let f : R` → R satisfy (B.1). Then (v1 · · · vk) 7→ f((v1 · · · vk)M) is continuous and
satisfies (2.1) with the order p, so by the convergence V
Wp→ (V1 · · · Vk), we have
1
n
n∑
i=1
f
(
VM
)
i
→ E[f((V1 · · · Vk)M)].
Let vi, wi be the i
th rows of V and W. Note that V
Wp→ (V1 · · · Vk) implies n−1
∑n
i=1 ‖vi‖p →
E[‖(V1 · · · Vk)‖p] <∞. Similarly n−1
∑n
i=1 ‖wi‖p → 0. Then applying Jensen’s inequality, Holder’s
inequality, and the bound ‖viM + wi‖p−1 ≤ C(‖vi‖p−1 + ‖wi‖p−1), we have for some constants
C,C ′ > 0 depending on M that
1
n
n∑
i=1
|f(VM)i − f(VM + W)i|
≤ C
n
n∑
i=1
(
1 + ‖viM‖p−1 + ‖viM + wi‖p−1
)
‖wi‖
≤ C ′ · 1
n
(‖wi‖+ ‖vi‖p−1‖wi‖+ ‖wi‖p)
≤ C ′
( 1
n
n∑
i=1
‖wi‖p
)1/p
+
(
1
n
n∑
i=1
‖vi‖p
)(p−1)/p(
1
n
n∑
i=1
‖wi‖p
)1/p
+
(
1
n
n∑
i=1
‖wi‖p
)→ 0.
Similarly,
1
n
n∑
i=1
|f(VMn + W)i − f(VM + W)i|
≤ C
n
n∑
i=1
(
1 + ‖viMn + wi‖p−1 + ‖viM + wi‖p−1
)
· ‖vi(Mn −M)‖
≤ C ′‖Mn −M‖ · 1
n
n∑
i=1
(‖vi‖+ ‖vi‖p + ‖wi‖p−1‖vi‖)→ 0.
Combining the above yields the proposition. 
The following is an empirical form of Stein’s lemma.
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Proposition B.5. Fix p ≥ 2. Suppose (z1, . . . , zt,E) ∈ Rn×(t+k) are such that
(z1, . . . , zt,E)
Wp→ (Z1, . . . , Zt, E)
where, for some *non-singular* covariance matrix Σ ∈ Rt×t, (Z1, . . . , Zt) ∼ N (0,Σ) and this is
independent of E. Suppose u : Rt+k → R is weakly differentiable in its first t arguments and
satisfies (2.1) for the order p− 1. Then, almost surely as n→∞,
1
n
z
>
1
...
z>t
u(z1, . . . , zt,E)→ Σ ·
E[∂1u(Z1, . . . , Zt, E)]...
E[∂tu(Z1, . . . , Zt, E)]
 .
Proof. Note that for each s = 1, . . . , t, the function (z1, . . . , zt, e) 7→ zsu(z1, . . . , zt, e) is continuous
and satisfies (2.1) with order p, so
1
n
(z1, . . . , zt)
>u(z1, . . . , zt,E)→ E
[
(Z1, . . . , Zt) · u(Z1, . . . , Zt, E)
]
. (B.8)
To show that the right side of (B.8) is equivalent to the given expression, we apply Stein’s lemma:
Let us condition on a realization E = e for any fixed e ∈ Rk, and denote Z = (Z1, . . . , Zt). We may
write Z = Σ1/2X where X ∼ N (0, Id), and define
ve(x) = u(Σ
1/2x, e).
Since Σ is non-singular, the maps X 7→ Σ1/2X and Z 7→ Σ−1/2Z are both Lipschitz. Then by
the chain rule for weak differentiability under bi-Lipschitzian changes of coordinates, see [Zie12,
Theorem 2.2.2], ve(x) is weakly differentiable with
∇ve(x) = Σ1/2 · ∇u(Σ1/2x, e)
a.e. over x ∈ Rt. (We denote by ∇(·) the vector of partial derivatives.) Applying Stein’s lemma
for weakly differentiable functions, see [FSW18, Theorem 2.1], we have for each s = 1, . . . , t that
E[Xsve(X)] = E[∂sve(X)]. Then
E[Z · u(Z, e)] = E[Σ1/2X · ve(X)] = Σ1/2 · E[∇ve(X)] = Σ · E[∇u(Z, e)].
Taking the expectation over E and applying this to (B.8) concludes the proof. 
Appendix C. Auxiliary lemmas
C.1. Properties of Haar-orthogonal matrices. The following result was established in [RSF19].
Proposition C.1. Fix k ≥ 1, and let X,Y ∈ Rn×k be deterministic matrices with rank k, such
that X = QY for some orthogonal matrix Q ∈ Rn×n. If O ∈ Rn×n is a random Haar-uniform
orthogonal matrix, then the law of O conditioned on X = OY is equal to the law of
X(X>X)−1Y> + ΠX⊥O˜ΠY⊥ = X(Y
>Y)−1Y> + ΠX⊥O˜ΠY⊥ .
Here, O˜ ∈ Rn×n is an independent copy of O, and ΠX⊥ ,ΠY⊥ ∈ Rn×n are the orthogonal projections
orthogonal to the column spans of X and Y.
Proof. [RSF19, Lemma 4] shows that this conditional law is
X(X>X)−1Y> + UX⊥OˇUY⊥
where Oˇ ∈ R(n−k)×(n−k) is Haar-orthogonal and UX⊥ ,UY⊥ ∈ Rn×(n−k) are orthonormal bases
such that ΠX⊥ = UX⊥U
>
X⊥ and ΠY⊥ = UY⊥U
>
Y⊥ . The proposition is a re-writing of this result,
applying the equality in law Oˇ = U>
X⊥O˜UY⊥ where O˜ is Haar-orthogonal in R
n×n. 
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Proposition C.2. Fix any p ≥ 1 and k, ` ≥ 0. Let O ∈ Rn×n be a random Haar-uniform
orthogonal matrix. Let E ∈ Rn×k and v ∈ Rn be deterministic and satisfy E Wp→ E and v W2→ V ,
and let Π ∈ Rn×n be any deterministic orthogonal projection onto a subspace of dimension n− `.
(a) Almost surely as n→∞,
(ΠOv,E)
Wp→ (Z,E)
where Z ∼ N (0,E[V 2]) is independent of E.
(b) Consider a second dimension m such that m,n → ∞ simultaneously. Fix j ≥ 0, and let
F ∈ Rm×j be deterministic and satisfy F Wp→ F . Let vˇ ∈ Rm be the first m entries of ΠOv if
m ≤ n, or ΠOv extended by m− n i.i.d. entries with distribution N (0,E[V 2]) if m > n. Then
almost surely as m,n→∞,
(vˇ,F)
Wp→ (Zˇ, F )
where Zˇ ∼ N (0,E[V 2]) is independent of F .
Proof. For part (a), observe that Ov is a random vector uniformly distributed on the sphere of
radius ‖v‖. Thus, we may introduce a Gaussian vector z ∼ N (0, Idn×n) and write Ov = z·‖v‖/‖z‖.
Then
ΠOv = z · ‖v‖/‖z‖ −Π⊥z · ‖v‖/‖z‖ (C.1)
where Π⊥ = Id−Π is a projection onto a subspace of fixed dimension `. By Proposition B.1,
(z,E)
Wp→ (Z˜, E) (C.2)
where Z˜ ∼ N (0, 1). We have n−1‖v‖2 → E[V 2] and n−1‖z‖2 → 1 by the convergence v W2→ V and
z
W2→ Z˜, so
‖v‖/‖z‖ →
√
E[V 2]. (C.3)
We also have the equality in law Π⊥z = u1w1 + . . . + u`w` for some orthonormal unit vectors
u1, . . . ,u` ∈ Rn spanning the range of Π⊥, and for w1, . . . , w` iid∼ N (0, 1). Letting {uij}ni=1 be the
entries of uj , for each j = 1, . . . , ` and any fixed p ≥ 1, we have
1
n
n∑
i=1
|uijwj |p ≤ |wj |p · 1√
n
→ 0
almost surely as n→∞. Thus also
1
n
n∑
i=1
∣∣(Π⊥z)i∣∣p → 0,
so Π⊥z · ‖v‖/‖z‖ Wp→ 0. Combining this with (C.1), (C.2), and (C.3) and applying Proposition B.4,
we obtain part (a).
For part (b), let zˇ ∈ Rm be the first m entries of z if m ≤ n, or z extended by m− n additional
N (0, 1) entries if m > n. Let r1 ∈ Rm be the first m entries of Π⊥z · ‖v‖/‖z‖ if m ≤ n, or this
vector extended by m− n additional 0’s if m > n. Let r2 ∈ Rm be 0 if m ≤ n, or equal to 0 in the
first n entries and equal to zˇ · (‖v‖/‖z‖ −√E[V 2]) in the last m − n entries if m > n. Then we
may write
vˇ = zˇ · ‖v‖/‖z‖ − r1 − r2.
The same argument as in part (a) shows
(zˇ,F)
Wp→ (Z˜, F )
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where Z˜ ∼ N (0, 1) is independent of F , and r1 Wp→ 0. When m > n, we also have
1
m
m∑
i=n+1
∣∣∣(zˇ(‖v‖/‖z‖ −√E[V 2]))
i
∣∣∣p ≤ ∣∣∣‖v‖/‖z‖ −√E[V 2]∣∣∣p · 1
m
m∑
i=1
|(zˇ)i|p → 0
almost surely. So r2
Wp→ 0. Then applying Proposition B.4 shows part (b). 
C.2. Properties of moments and free cumulants.
Proposition C.3. Let Λ be a random variable with finite moments of all orders, such that E[|Λ|k] ≤
Mk for some M > 0 and all integers k ≥ 1.
(a) Let {κk}k≥1 be the free cumulants of Λ. Then for all k ≥ 1,
|κk| ≤ (16M)k.
Thus the R-transform of Λ is analytic on the domain |x| < 1/(16M), where it may be defined
by the convergent series
R(x) =
∞∑
k=1
κkx
k−1.
(b) Let {κ2k}k≥1 be the rectangular free cumulants of Λ with aspect ratio γ. Then for all k ≥ 1,
|κ2k| ≤ max(γk, 1) · (16M)2k.
Thus the rectangular R-transform of Λ is analytic on the domain |x| < min(γ−1, 1)/(16M)2,
where it may be defined by the convergent series
R(x) =
∞∑
k=1
κ2kx
k.
Proof. For part (a), the free cumulants may be expressed explicitly by Mo¨bius inversion of the
moment-cumulant relations (2.3), yielding
κk =
∑
pi∈NC(k)
mpi · µ(pi, 1k), mpi =
∏
S∈pi
m|S|,
where µ(·, ·) are the Mo¨bius functions on the non-crossing partition lattice and 1k is the trivial
partition consisting of the single set {1, . . . , k}. We have |µ(pi, 1k)| ≤ 4k and |NC(k)| ≤ 4k—see the
proof of [NS06, Proposition 13.15]. Combining with |mpi| ≤Mk for all pi ∈ NC(k), part (a) follows.
For part (b), we apply a similar argument in the rectangular probability space (A, pm, pn, ϕm, ϕn)
from which the rectangular free cumulants are defined—see [BG09b, Section 1.2] for definitions.
Here, pm, pn ∈ A are orthogonal projections satisfying pm + pn = 1, and ϕm and ϕn are traces on
pmApm and pnApn that satisfy ϕm(pm) = 1, ϕn(pn) = 1, and γ/(1+γ) ·ϕm(xy) = 1/(1+γ) ·ϕn(yx)
for x ∈ pmApn and y ∈ pnApm. Let E : A → D be the conditional expectation onto the sub-algebra
D generated by (pm, pn), given by E(x) = ϕm(pmxpm)pm +ϕn(pnxpn)pn. For k ≥ 1 and partitions
pi ∈ NC(k), let κDpi be the D-valued free cumulants defined by the moment-cumulant relations
E(a1 . . . ak) =
∑
pi∈NC(k)
κDpi (a1, . . . , ak).
If a ∈ pmApn is an element such that ϕm((aa∗)k) = E[Λ2k], then the rectangular free cumulant
κ2k of Λ is given by
κ2k · pm = κD12k(a, a∗, . . . , a, a∗).
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(Compare [BG09a, Eq. (2.5)] with [BG09b, Eq. (8)], the latter being the definition of rectangular
free cumulants that we have reviewed in Section 2.3 and used throughout this work.) From the
Mo¨bius inversion
κD12k(a, a
∗, . . . , a, a∗) =
∑
pi∈NC(2k)
Epi(a, a∗, . . . , a, a∗) · µ(pi, 12k),
we obtain
|κ2k| =
∣∣∣ϕm(κD12k(a, a∗, . . . , a, a∗))∣∣∣ ≤ 162k maxpi∈NC(2k) ∣∣∣ϕm(Epi(a, a∗, . . . , a, a∗))∣∣∣.
Here, it may be checked that when ϕm(Epi(a, a∗, . . . , a, a∗)) is non-zero, it must be a product of
ϕm((aa∗)i1), . . . , ϕm((aa∗)ia) and ϕn((a∗a)j1), . . . , ϕn((a∗a)jb) where the elements of pi have car-
dinalities 2i1, . . . , 2ia, 2j1, . . . , 2jb. Then applying ϕn((a
∗a)j) = γϕm((aa∗)j) and ϕm((aa∗)j) =
E[Λ2j ] ≤M2j , we obtain |ϕm(Epi(a, a∗, . . . , a, a∗))| ≤ max(γk, 1)M2k, which yields part (b). 
Proposition C.4. Let k be a positive integer. Then for any random variable X and any sigma-
algebra F ,
E[(X − E[X | F ])k] ≤ 2kE[|X|k].
Proof. Write as shorthand Y = E[X | F ]. We expand the left side and apply Ho¨lder’s inequality
to obtain
E[(X − Y )k] =
k∑
j=0
(
k
j
)
E[XjY k−j ] ≤
k∑
j=0
(
k
j
)
E[|X|k]j/kE[|Y |k](k−j)/k.
By Jensen’s inequality,
E[|Y |k] = E
[
|E[X | F ]|k
]
≤ E
[
E[|X|k | F ]
]
= E[|X|k],
and the result follows from
∑k
j=0
(
k
j
)
= 2k. 
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