Abstract-This paper describes our work on real-time twoparty and multi-party VoIP (voice-over-IP) systems that can achieve high perceptual conversational quality. It focuses on the fundamental understanding of conversational quality and its trade-offs among the design of speech codecs and strategies for network control, playout scheduling, and loss concealments. We have studied three key aspects that address the limitations of existing work and improve the perceptual quality of VoIP systems. Firstly, we have developed a statistical approach based on just-noticeable difference (JND) to significantly reduce the large number of subjective tests, as well as a classification method to automatically learn and generalize the results to unseen conditions. Using network and conversational conditions measured at run time, the classifier learned helps adjust the control algorithms in achieving high perceptual conversational quality. Secondly, we have designed a cross-layer speech codec to interface with the loss-concealment and playout scheduling algorithms in the packet-stream layer in order to be more robust and effective against packet losses. Thirdly, we have developed a distributed algorithm for equalizing mutual silences and an overlay network for multi-party VoIP systems. The approach leads to multi-party conversations with high listening only speech quality and balanced mutual silences.
I. INTRODUCTION
This paper summarizes our results on real-time twoparty and multi-party VoIP (voice-over-IP) systems that can achieve high perceptual conversational quality. It focuses on the fundamental understanding of conversational quality and its trade-offs among the design of speech codecs and strategies for network control and loss concealments. An important aspect of this research is on the development of new methods for reducing the large number of subjective tests and for automated learning and generalization of the results of subjective evaluations. Since the network delays in VoIP can be long and time varying, its design is different from those for PSTN (public switched telephone network) with short and consistent delays [1] , [2] . Figure 1 outlines the components in the design of a VoIP system. The first component on conversational quality entails the study of human conversational behavior, modeling conversational dynamics, and identifying userperceptible attributes that affect quality. Its study also includes the design of off-line subjective tests and algorithms for learning the test results. Next, the study of network and conversational environments entails the identification of objective metrics for characterizing network and conversational conditions and the dissemination of this information at run time. The design of loss-concealment (LC) and playout scheduling (POS) strategies in the packet-stream layer involves delay-quality trade-offs that optimize user-perceptible attributes. The network-control layer provides support for network transport and admissions control in multi-party VoIP. Lastly, the design of the speech codec and its LC and compression capabilities must take into account its interactions with the LC and POS strategies in the packet-stream layer.
Effects of delays on conversations.
In a two-party conversation, each participant takes turns in speaking and listening [3] [4] [5] , and both perceive a silence period (called mutual silence or MS) when the conversation switches from one party to another. Hence, a conversation consists of alternating speech segments and silence periods.
In a face-to-face setting, both participants have a common reality of the conversation: one speech segment is separated from another by a silence period that is identically perceived by both. However, when the same conversation is conducted over the Internet, the participants' perception of the conversation is different due to delays, jitters, and losses incurred on the speech segments during their transmission [6] , [7] .
Richards [8] has identified three factors that influence the quality of service in telephone systems: difficulty in listening to one-way speech, difficulty in talking, and difficulty in conversing during turn-taking. Hence, we evaluate the quality of a conversation over a network connection by the quality of the one-way speech segments received (the listening-only speech quality or LOSQ) and that of the interactions [6] ; the latter is measured by the delay incurred from the mouth of the speaker to the ear of the listener (the mouth-to-ear delay or MED) [8] .
When a connection has delays, the MSs perceived by a participant consist of alternating short and long silence periods between turns [6] . This asymmetry is caused by the fact that after A speaks, the MS experienced by A (M S A in Figure 2 ) consists of the time for A's speech to travel to B (M ED A,B ), the time for B to construct a response (human response delay or HRD B ), and the time for B's response to travel to A (M ED B,A ). In contrast, after B hears the speech from A, the MS experienced by B is only governed by his/her HRD (M S B = HRD B ). This asymmetry leads to a perception that each user is responding slowly to the other, and consequently results in degraded efficiency and perceptual quality [6] .
Conversational quality cannot be improved by simultaneously improving LOSQ and reducing MED. A longer MED will improve LOSQ because segments will have a higher chance to be received, but will worsen the symmetry of MSs. Figure 3 shows the delay-quality trade-off and a suitable MED with the best quality. This trade-off also depends on the turn-switching frequency [6] , [9] and on changes in network and conversational conditions [10] . It has been shown that long MEDs can cause double-talks and interruptions even when MED is constant [8] , [11] . The perceived effects of delays in multi-party VoIP is more complex than those in two-party VoIP because there may be large disparities in network conditions across the participants [12] . In the multi-party case, the conversational quality depends on the LOSQ and the latency of the one-way speech from each speaker, as well as the symmetry of the conversation among the participants. Hence, each listener may have a slightly different perception of the same conversation. Figure 4 depicts two conversation units (CU) in a 4-party conversation. Each listener experiences different asymmetric MSs across the speakers: some appear to be more distant than others, or some respond slower than others. Figure 5 illustrates the disparities in MSs perceived by 5 participants in 13 CUs when we simulate a multi-party Skype (Version 3.5.0.214) conversation (with HRD of 750 ms) using UDP traces of 5 sites (3 in N. America and 2 in Asia) collected in PlanetLab [12] . Because all traffic in Skype is routed through a common client, there are large disparities in MSs from one CU to the next.
Objective metrics of interactive VoIP. We define two objective metrics for characterizing the quality of multiparty VoIP [12] . These metrics can be tailored to twoparty VoIP in a straightforward fashion.
a) The conversational efficiency (CE) measures the extension in time to accomplish a VoIP conversation when there are communication delays (Figure 2 ). Since a conversation over a network may be charged according to its duration, the same conversation will cost more for a network with lower CE.
Note that CE is identically perceived by all participants. . When a participant experiences highly asymmetric response times in a conversation, he/she tends to perceive a degradation in the naturalness of the conversation because it does not resemble a face-to-face conversation with uniform delays. One possible effect is, if A perceives B to be responding slowly, then A tends to respond slowly as well. To capture the asymmetry of MSs perceived by A, we define CS A to be the ratio of the maximum and the minimum MSs experienced by A in a past window when the conversation switches from i to j (i → j), and j is the speaker:
CS A is approximately 1 in a face-to-face conversation, but increases as the round-trip delay increases. In the twoparty case, the minimum MS is always experienced by the speaker and the maximum experienced by the listener.
Since there are multiple listeners in the multi-party case and the majority of the clients are passive listeners, it is important to identify the asymmetry for the passive listeners alone. Hence, we choose to eliminate the current speaker when evaluating the minimum MS in the multiparty case. Note that CS and CE are counteracting: as CS improves, CE degrades. In VoIP, a user does not have an absolute perception of MEDs because he/she does not know when the other person will start talking or who will speak next (in multiparty VoIP). However, by perceiving the indirect effects of MED, such as MS and CE, the participants can deduce the existence of MED. Figure I summarizes the four research issues in the design of interactive VoIP systems. These are related to the classification and generalization of subjective test results and the design of network-control and coding algorithms. For each of these issues, we present some existing work and our approaches in Sections II-V. Lastly, Section VI concludes the paper.
II. EVALUATING CONVERSATIONAL QUALITY
In this section, we first survey existing metrics for measuring conversational quality. We then present results on evaluating subjective quality of VoIP systems and methods for learning the mapping from objective metrics to control algorithms that optimize subjective quality.
A. Previous Work
Effects of MED on conversational quality. Subjective tests by Brady [11] and Richards [8] in the 1970s have led to the conclusions that MED affects the user perception of conversational quality, and that longer MEDs increase the dissatisfaction rate. However, their conclusions are limited when used for evaluating VoIP systems, since only a few constant delays were experimented. Subjective tests by Kiatawaki and Itoh [9] at NTT show that one-way delays are detectable, with a detectability threshold of 100-700 ms for trained crew and of 350-1100 ms for untrained subjects. ITU G.114 [13] prescribes that a one-way delay of less than 150 ms is desirable in voice communication, and that a delay of more than 400 ms is unacceptable. Without specifying the trade-offs with LOSQ, MED alone is not adequate for evaluating VoIP.
Objective measures on conversational quality. The International Telecommunication Union (ITU) has several recommendations for the objective and subjective evaluations of the end-to-end quality of a voice transmission system. Table II shows the naming standard established by ITU for the evaluation of the telephone transmission quality [14] . There are several recommendations for evaluating the objective conversational quality of a system in ACR (absolute category rating). a) PESQ (ITU P.862) is an objective measure for evaluating speech quality based on the original and the degraded waveforms. It has been shown to have high correlations to subjective MOS results for a variety of land-line, mobile and VoIP applications. Because it only assesses the LOSQ but not the effects of delay, it must be used in conjunction with other metrics when evaluating conversational quality.
b) The E-Model (ITU G.107) was designed for estimating conversational quality in network planning. It considers the effects of the codec, packet losses, one-way delay, and echo. It is over-simplifying because it assumes the independence and additivity of degradations due to LOSQ and delay. Despite a number of extensions [15] [16] [17] [18] [19] that try to address its limitations, it is difficult to extend its role beyond network planning and use it for evaluating conversational quality in actual systems.
c) The Call Clarity Index (ITU P.561 and P.562) was developed for estimating the customer opinion of a voice communication system in a way similar to the EModel. Although it provides models for PSTN systems, it does not have a user opinion model for packet switched networks with long delays and with non-linear and time variant signal processing devices, such as echo control and speech compression.
At this time, there is no single objective metric that can adequately capture the trade-offs among the factors that affect subjective conversational quality under all network and conversational conditions. Subjective measures on conversational quality. A user's perception of a speech segment mainly depends on the intelligibility of the speech heard because the user lacks a reference to the original segment. To assess subjective conversational quality, formal mean-opinion-score (MOS) tests (ITU P.800) [14] are usually conducted. The method asks two subjects to complete a specific task over a communication system, ranks the quality using an ACR, and averages the opinion of multiple subjects.
There are several shortcomings of this approach for evaluating VoIP. Firstly, when completing a task and evaluating the quality of a conversation simultaneously, the cognitive attention required for both may interfere with each other. Secondly, the type and complexity of the task affects the quality perception. Tasks requiring faster turn taking can be more adversely affected by transmission delays than others. Thirdly, there is no reference in subjective evaluations, and ACR highly depends on the expertise of the subjects. Lastly, the results are hard to repeat, even for the same subjects and the same task.
In the NTT study [9] discussed earlier, subjective conversational experiments were conducted between two parties using a voice system with adjustable delays. Since the study did not consider the effect of losses and variations in delay, it is not applicable for VoIP systems.
ITU-T Study Group 12 has realized a lack of methods for evaluating conversational speech quality in networks and is currently conducting a study. However, it is not clear if the study will lead to an objective or a subjective methodology and whether the results can help design better VoIP systems.
Next, we describe our approaches to address the issues.
B. Evaluations/Generalization of Conversational Quality
Testbed for evaluating VoIP systems. We have developed a testbed for emulating two-party [6] and multiparty [12] VoIP. This entails the collection of Internet packet traces and multi-party interactive conversations and the design of a system to replay these traces and conversations. The prototype allows subjective tests to be repeated for different VoIP systems under identical network and conversational conditions [20] . The prototype consists of multiple computers, each running the VoIP client software, and a Linux router for emulating the real-time network traffic [6] , [12] . We have modified the kernel of the router in order to intercept all UDP packets carrying encoded speech packets between any two clients. The router runs a troll program that drops or delays intercepted packets in each direction according to packet traces collected in the PlanetLab. We have also developed a human-response-simulator (HRS) that runs on each end-client. The HRSs simulate a conversation with pre-recorded speech segments by taking turns speaking their respective segments. We use a software interface to digitally transfer the waveforms to and from the clients without quality loss.
Subjective evaluations of four VoIP systems.
We have compared four two-party VoIP clients: Skype (3.6), Google-Talk (beta), Windows Live Messenger (8.1), and Yahoo Messenger (8.1) [20] . Using conversations recorded by our testbed under some network and conversational conditions, human subjects were asked to comparatively evaluate two conversations by the CCR scale. The tests were conducted using six Internet traces under different network conditions and an additional trace representing an ideal condition with no loss and delay. We use three distinct conversations of different singletalk durations, HRD, and switching frequencies. The subjective test results in Figure 6 illustrate that Windows Live is preferred over the others. These are consistent with the objective metrics in terms of PESQ, CS, and CE (not shown). Similar tests have also been conducted to compare the multi-party version of Skype and our proposed system [12] .
Statistical offline subjective tests. We have studied the statistical scheduling of offline subjective tests for evaluating alternative control schemes in real-time multimedia applications. These applications are characterized by multiple counteracting objective quality metrics (such as delay and signal quality) that can be affected by various control schemes. However, the trade-offs among these metrics with respect to the subjective preferences of users are not defined. As a result, it is difficult to select the proper control parameter value(s) that leads to the best subjective quality at run time. Since subjective tests are expensive to conduct and the number of possible control values and run-time conditions is prohibitively large, it is important that a minimum number of such tests be conducted offline, and that the results learned can be generalized to unseen conditions with statistical confidence. To this end, we have developed efficient algorithms for scheduling a sequence of subjective tests under given conditions. Our goal is to minimize the number of subjective tests needed in order to determine the best point for operating the multimedia system to within some prescribed level of statistical confidence. A secondary goal is to efficiently schedule subjective tests under a multitude of operating conditions. Its success is based on the fact that humans can differentiate two such conversations when they are beyond the just-noticeable difference (JND, aka difference limen) [21] . Here JND is a difference in the physical sensory input that results in the detection of the change 50% of the time.
For a 2-party conversation, we use the following triplet in 3-D space to denote the operating point under a given codec and some network and conversational conditions:
where each axis represents an objective metric measured over a past window, and R is the redundancy degree. Figure 7 depicts the trade-offs as a function of MED and R for two conversations of different HRDs and switching frequencies [6] . For a conversation under some given conditions, the trade-offs between CE and CS are shown as a plane parallel to the LOSQ axis. Under these conditions, the possible LOSQs as a function of MED are shown by an operating curve on this plane.
The trade-offs shown by each operating curve are very complex and cannot be represented in closed forms because they involve some network and conversational conditions that cannot be modeled. Finding the most probable operating point on each curve with the best subjective quality (by selecting a proper MED) proves to be difficult because there are infinitely many operating points and each involves subjective tests. Also, the operating points do not have a total order because it may not always be possible to compare two conversations, one with high LOSQ but low CS and another with high CS but low LOSQ. To this end, we use JND as a vehicle to prune operating points with slightly different conditions that cannot be distinguished.
We have developed a method that uses the JND framework to discretize an operating curve in Figure 7 into a finite and manageable set [6] . Figure 8 illustrates the pruning of points on an operating curve that do not need to be compared against point A. Using subjective tests based on comparison MOS, which gives a relative It is difficult to find the best operating point on an operating curve by comparing MOS scores because there are infinitely many such scores to be evaluated. Moreover, some operating points do not have to be assessed to the same confidence level when they are obviously inferior or unnecessary. To this end, we have developed a statistical method that minimizes the total number of tests for finding an operating point with the best subjective conversational quality to within a prescribed confidence level [22] . This is possible because statistical tests for comparing two conversations by human subjects follow a multinomial distribution.
When comparing two points on an operating curve, we have developed axioms on reflecivity, independence, identical statistical distribution, symmetry, indistinguishability, incomparability, and subjective preference. By using the axioms, we have constructed a general model for comparing two points on an operating curve that allows us to determine a likely direction on the location of the local optimum of subjective preference. However, the non-parametric nature of the model makes it difficult to combine the result of a test with the prior information obtained. Hence, we have also developed a parametric model of subjective comparisons after simplifying the general model. The simple model allows a probabilistic representation of our knowledge on the location of the local optimum and a way to statistically combine the deductions from multiple comparisons [22] . It also allows us to develop an adaptive search algorithm that significantly reduces the number of comparisons needed for identifying the local optimum. In addition, an estimate on the confidence of the result provides a consistent stopping condition for our algorithm.
Our results show that sequential evaluations of a single operating curve are the most effective in terms of minimizing the number of tests performed for that curve when identifying a local optimum to within some statistical confidence. Our simulation results show a substantial reduction in the number of comparisons by using a stopping criterion based on a lower confidence level, while incurring a negligible error in the estimation.
Based on this algorithm, the optimal strategy to minimize the total number of subjective tests for a set of operating curves is to test each curve sequentially and all the curves in parallel. In this approach, each subject is presented with a set of operating points to be compared, one from each operating curve to be tested. The tests in each set can be performed in any order and independent of other subjects because the result of the comparisons from one operating curve does not depend on that of another curve. At the end of the tests, the results from all the subjects are combined in order to generate a local optimum estimate and identify the next pair of operating points to be compared for each of the operating curves.
As the number of operating curves to be tested is large, this approach allows subjects to independently carry out a batch of independent tests, without having to synchronize their results in a locked-step fashion with other subjects. The number of iterations is bounded by the typically small number of iterations to identify a local optimum candidate of an operating curve.
Classifiers for learning evaluation results.
To address the issue that there are infinitely many possible network and conversational conditions, we propose to develop a classifier [23] that learns from training examples generated under limited conditions and that generalizes to unseen conditions. Based on the pairwise comparisons of the conversations recorded on the four VoIP systems discussed last, we have generated training patterns, each consisting of 22 objective measures and a subjective measure. We have then learned these mappings by a classifier implemented as a support vector machine (SVM) [24] with a radial basis kernel function [20] . To simplify learning, we map the average of the user CCR opinions of A against B into 3 classes: A better than B, B better than A, and about the same. To verify that the classifier can generalize to unseen network and conversational conditions, we use cross validation techniques commonly employed in statistics. Our results show that we can predict 90% of the samples successfully in our training set and 70% of the cases when using 10-fold cross validation.
We have further used the subjective test results in the design of control algorithms that work well under a variety of conditions observed at run-time. The idea is to collect training data on subjective conversational quality offline and to design a classifier that learns the mappings between objective metrics measured in a past window and the control parameter value that leads to an operating point with the best subjective quality [25] . Based on a comprehensive set of network and conversational conditions, the training data is obtained by simulating two-way and multi-way VoIP conversations using our testbed. The simulations are carried out under each of the given conditions and values of the system-controllable parameters of the POS and LC algorithms, such as MED, redundancy degree, and level of MS equalization. Each element of the training set, therefore, consists of a mapping from the system-controlled parameter values and the objective metrics of the simulated conditions on a pair of conversations to their subjective preference. This method ensures that the conversations compared only differ by one parameter value and that their subjective preference can be attributed to the system-controlled value that leads to that opinion. We then learn a SVM classifier using training data based on the results of the subjective tests and the conditions under which the tests are conducted.
At run-time, the parameters representing the current conditions are estimated and input to the SVM. For example, in the design of the POS algorithm for twoparty VoIP, loss, delay and jitter parameters are used to represent network conditions, and switching frequency and singe talk duration parameters represent conversational conditions. The SVM learned outputs the subjective preference for a given pair of points on the operating curve that corresponds to the network and conversational conditions observed. Its predictions on the subjective preference between multiple pairs of points on the same operating curve are combined using the statistical method described earlier in order to identify the optimal MED value, which is then used by the POS algorithm to adjust the jitter-buffer delay in order to achieve the operating point with the highest subjective quality.
III. CROSS-LAYER SPEECH CODECS FOR VOIP
Traditional codecs developed for cellular communications and PSTN calls are not suitable for VoIP because they have been designed for circuit switching under low bandwidth, fixed bit rates, and random bit errors. These codecs are not effective in packet-switched networks, whose loss rates and delay jitters are dynamic. Some recent codecs have been developed for VoIP applications. They can encode wide-band speech and exploit trade-offs between bit rate and delay in order to be more robust against bursty losses. However, they have been designed without due consideration of LC strategies in other layers of the protocol stack. Without such considerations, the LC strategies in these codecs can be inadequate and give sub-par performance, or redundant and unnecessary.
In this section, we first briefly survey speech codecs designed for VoIP. We then present the design of crosslayer speech codecs that are done in conjunction with LC strategies in the packet-stream layer.
A. Previous Work on Speech Codecs
Speech codecs were traditionally designed for applications in cellular and PSTN communications. With the proliferation of IP networks, they have been increasingly used in VoIP. They can be classified based on their coding techniques. Waveform codecs, such as ITU G.711 and G.726 [13] , were designed to reconstruct a sample-wise waveform as closely as possible. Parametric codecs, such as G.722.2, G.723.1, G.728 and G.729A [13] , model the production of speech in order to reconstruct a waveform that perceptually resembles the original speech. Hybrid codecs, such as G.729.1 [13] , iLBC [44] and iSAC [45] , combine techniques from both. Under no-loss conditions, the perceptual quality of a codec is a function of its coding [15] , [17] based [42] schemes [43] Figure 9. A classification of existing LC and POS methods at (a) the codec and (b) the packet-stream layers.
technique and bit rate. However, it is difficult to compare codecs under loss conditions.
Parametric and hybrid codecs are popular in VoIP because they have lower bit rates and better perceptual quality. By controlling the frame size and the frame period, their design involves trade-offs among robustness, quality, and algorithmic delay [46] . 2) and 30ms (iLBC 13.3-kbps mode and G723.1). In general, a larger frame with a shorter period achieves higher quality within the multiple modes of a codec or within a family of codecs with similar coding techniques. However, a longer frame and lookahead window may incur more algorithmic delay. Figure 9a summarizes some of the LC techniques employed in speech codecs. Receiver-based schemes that do not use redundant information can be classified into sample-based and model-based. In early systems, silence or comfort-noise substitution [26] or repetition of the previous frame [28] was proposed in place of a lost frame. Also proposed was the transmission of even and odd samples in separate packets and using sample-based interpolation when a packet was lost [27] . Early modelbased schemes simply repeat the codec parameters of the last successfully received frame [30] . Later, interpolation of codec parameters from the previous and the next frame was proposed [29] . Other schemes utilized the information about the voiced/unvoiced properties of a speech frame to apply specialized LC for reducing the perception of degradation [31] , [32] . Schemes that require the cooperation of the sender and the receiver utilize partial redundant information [33] [34] [35] that is made available by the packet-stream-level LC (see Section IV).
The trade-offs between frame size and frame period are different from those between packet size and packet period in the packet-stream layer. To avoid excessive losses in the Internet, it is important to choose an appropriate packet period, as long as packets are smaller than an MTU of 576 bytes and can be sent without fragmentation [47] . (In practice, an MTU of 1500 bytes will not cause fragmentation.) For VoIP using IPv4, a packet period between 30 ms and 60 ms generally works well. When the frame period is shorter than the packet period, multiple frames have to be encapsulated in a packet before they are sent. For some codecs, the loss of a single packet can cause a misalignment of its internal states and degrade its decoded output. For example, a single lost frame in G.729A [48] can lead to perceptible distortions in the reconstructed speech for up to 20 frames [33] , [34] .
Although the large MTU in packets relative to the frame size provides new opportunities for LC in the packetstream layer (see Section IV), the LC mechanisms in the packet-stream and the codec layers may not work well together. This happens because techniques for recovering lost frames [49] in codecs often exploit information in the coded speech [50] that may not be properly encapsulated into packets. For instance, G.729.1 [35] , the wide-band version of G.729A, recovers a single lost frame using multiple layers of information from the previous and the next frames received. This LC technique will be not useful when multiple adjacent frames are encapsulated into a single packet that is lost. For this LC technique to be effective, the information for reconstructing a lost frame must be encapsulated in different packets.
The Internet Low Bit-rate Codec (iLBC) [44] used in early versions of Skype and its extensions [51] , [52] address this issue by encoding frames into self-decodable units using a modified CELP coder with increased bit rate. Although this approach avoids the propagation of internalstate errors after a loss, distortions are still perceptible unless additional LC mechanisms are implemented in the packet-stream layer.
Recently, Global IP Sound (GIPS) has released the second version of its proprietary iSAC wideband speech codec for use in Skype. Its white paper [45] indicates that iSAC uses an adaptive packet period of 30-60 ms, with an adaptive bit rate of 10-32 kbps and a separate low complexity mode. Although the white paper claims that the codec achieves better performance than G.722.2 for comparable bit rates, there is no independent validation of the claim and no information on its LC capability.
In evaluating a speech codec designed, its performance is commonly evaluated by comparing the quality of its reconstructed waveforms under ideal and non-ideal network conditions. One common method of generating non-ideal network conditions is to use stochastic models.
Sun and Ifeachor proposed a simple Bernoulli model with independent packet losses for modeling the loss behavior in VoIP [15] . The model is highly approximate because Internet packet losses exhibit temporal dependencies [53] , especially for periodic transmissions. Further, speech quality can vary significantly across different loss patterns with the same average rate [10] . A second approach based on the Gilbert model has been used for modeling the loss behavior of Internet traces in IP telephony [10] and multimedia [53] and for evaluating speech codecs [51] , [52] . The model is approximate because it assumes that a packet loss only depends on the loss of the previous packet. Extended models, such as the n-state Markov chain and the extended Gilbert model [53] , use additional parameters to model the dependency of losses.
The main deficiency of these models is that they do not consider the LC algorithm in the packet-stream layer, such as redundant piggybacking [34] and multidescription coding (MDC) [49] , [54] , [55] . There are a number of recent studies on cross-layer designs of codecs [56] [57] [58] [59] [60] , but none has focused on designs for realtime VoIP. To provide efficient use of resources and the best conversational quality, the LC mechanisms in the packet-stream and the codec layers must be developed in a coupled fashion.
To optimize perceptual quality, our survey identifies the need to design the LC mechanism in codecs with that of the packet-stream layer. This means that the encoding of speech into frames must dynamically adapt to the packet rate, which in turn adapts to network congestion. In the next section, we describe our approach to improve the design of codecs for VoIP.
B. Cross-Layer Designs of Speech Codecs
Codecs with self-decodable units. To avoid the propagation of errors in internal states across packet boundaries and to maximize coding efficiency within a packet, we have designed codecs that encode frames in such a way that are self-decodable but may have dependent internal states when encapsulated into a packet. This is similar to what was done in iLBC [44] . In addition, these codecs can operate in multiple modes, in terms of frame size and packet period selected by the SVM learned in the packet-stream layer for optimizing conversational quality.
Based on the ITU G.729 CS-ACELP speech codec operating at 8 kbps, we have developed cross-layer designs with redundancy-based LC. In our first design [33] , we have increased the frame length in order to reserve space for redundancies at the packet level, without increasing the bit rate. It uses MDC to conceal losses at the packet level and adapts to dynamic loss conditions, while maintaining an acceptable end-to-end delay. By protecting only the most important excitation parameters of each frame according to its speech type, our approach enables more efficient usage of the bit budget. In our second design [34] , we have developed a variable bitrate layered coding scheme that dynamically adapts to the characteristics of the speech encoded and the network loss conditions. To cope with bursty losses while maintaining an acceptable end-to-end delay, our scheme employs layered coding with redundant piggybacking of perceptually important parameters in the base layer, with a degree of redundancy adjusted according to feedbacks from receivers. Under various delay constraints, we study trade-offs between the additional bit rate required for redundant piggybacking and the protection of perceptually important parameters. Although these cross-layer designs incorporate LC information in the packet-stream layer, G.729 is not the perfect codec because it suffers from the propagation of errors in internal states across packet boundaries. We have also applied a similar approach to the design of the G.722.2 and G.729.1 wide-band speech codecs that have self-decodable frames.
Cross-layer designs of speech codecs. To facilitate the generation of information for effective LC, the encoder needs to know the amount of payload in each packet available for carrying the LC information. This is important in multi-party VoIP when multiple voice streams have to be encapsulated in the same packet and the payload for carrying redundant information is limited. In this case, the codec needs to generate enhancement layers, and the piggybacking of enhancement layers depends on the payload available.
Codec design for dynamic encapsulation. We have developed a codec that allows the flexible encapsulation of frames into packets with self contained internal states and that avoids the propagation of internal-state errors across packet boundaries. We have modified the G.722.2 codec that can operate in a wide range of frame periods (10-60 ms) and bit-rates (8-40 kbps). Based on the information provided by the packet-stream layer of the VoIP client, the coder can switch among different modes during a conversation in order to adapt to changes in the network and conversational conditions. The packet period used is propagated to the coder to ensure that it removes any redundancies among the multiple frames encapsulated in a packet. A similar adaptation has been observed in Skype, although its mechanism cannot be conclusively deduced to changes in network conditions, as its source code is unavailable.
Off-line learning of codec's robustness to LC. We have extend the learning of classifiers in the packet-stream layer to accurately predict LOSQ at run time, using unconcealed frame patterns available at the receiver [6] . The advantage of this approach over PESQ is that it does not require the original speech frames in the computation (which are needed for the calculation of PESQ). We have evaluated the robustness of our codec against a variety of loss conditions using off-line experiments. Network traces collected were processed using several different LC and POS schemes, and their unconcealed frame patterns were generated. Speech segments were then be encoded and decoded using various unconcealed frame patterns, and the output speech was objectively evaluated by PESQ. Finally, a classifier was trained using the unconcealed frame patterns and the corresponding PESQs.
IV. LOSS CONCEALMENTS & PLAY-OUT SCHEDULING
The packet-stream layer mitigates delays, losses, and jitters at the packet level through its LC and POS algorithms. As is discussed in the last section, these algorithms should be designed in conjunction with the speech codec and with an understanding of conversational quality. In this section, we identify the limitations of existing LC and POS algorithms. We then discuss our approaches to address the issues in their design. Figure 9 summarizes some existing LC techniques at the packet-stream layer. They aim to either reduce the amount of unconcealable frames experienced by the decoder or provide partial redundancy for helping the decoder reduce perceptual degradations due to losses.
A. Previous Work
Retransmissions of speech frames after the detection of a network loss is infeasible in real-time VoIP, due to the excessive delays involved and their effects on MED.
Non-redundant LC schemes are generally based on the interleaving of frames during packetization [61] . One way is to exploit the fact that shorter distortions are less likely to be perceived, and to break an otherwise long segment into several shorter segments that are close by, but not consecutive. This is not strictly an LC technique because it does not actually recover losses. Another way is MDC [49] , [54] , [55] that generates multiple descriptions with correlated information from the original speech data. This may be hard in low bit-rate streams whose correlated information has been largely removed during coding [49] . Another disadvantage is that the receiver will incur a longer MED when waiting for all the descriptions to arrive before declaring a description is lost.
Redundant LC schemes exploit trade-offs among the redundancy level, the delay for recovering losses from the redundant information, and the quality of the reconstructed speech. They work in the Internet because increases in packet size, as long as they are less than the MTU [47] , do not lead to noticeable increases in the loss rate [38] . They consist of schemes that use partial and full redundancies. Examples employing partial redundancies include layered coding [33] [34] [35] , UEP (unequal error protection) [39] , and redundant MDC [40] . Examples employing full redundancies include FEC (forward error correction) [10] , [10] , [36] and redundant piggybacking [37] , [38] . An FEC-based LC scheme [17] for VoIP incorporates into its optimization metric the additional delay incurred due to redundancy. In our previous work, we have used piggybacking as a simple yet effective technique for sending copies of previously sent frames together with new frames in the same packet, without increasing the packet rate [6] , [12] , [38] .
The main difficulty of using redundant LC schemes is that it is hard to know a suitable redundancy level. Its dynamic adaption to network conditions may either be too slow, as in Skype [38] , or too conservative [6] . Another consideration is that the redundancy level is application-dependent. Fully redundant piggybacking is suitable in two-party VoIP, but partial redundancy may need to be used in multi-party VoIP when speech frames from multiple clients are encapsulated in the same packet. Figure 9b also summarizes the various POS methods. Due to non-stationary and path-dependent delays and losses, simple schemes with fixed MEDs either hardcoded at design time or during call establishment do not provide consistent protection against late losses. Adaptive POS schemes that adjust the playout schedule at the talk-spurt or the packet level are more prevalent. At the talk-spurt level, silence segments can be added or omitted at the beginning of a talk spurt in order to make the changes virtually imperceptible to the listener. Adjustments can also be made for each frame using time-scale modification [42] that stretches or compresses frames without changing its pitch period. However, it requires additional computational resources, has small effects on MEDs, and is generally perceptible.
At the packet level, there have been several studies that aim to balance between the number of packets late for playout and the jitter-buffer delay that packets wait before their scheduled playout times. Open-loop schemes use heuristics for picking some system-controllable metrics (such as MED), based on network statistics available [43] . They are less robust because they do not explicitly optimize a target objective. Moreover, they do not consider the effects of the codec on speech quality, although their performance depends on the codec used. Closed-loop schemes with intermediate quality metrics [41] control an intermediate metric based on the late-loss rate collected in a window. Their difficulty lies in choosing a good intermediate metric. Closed-loop schemes with end-to-end quality metrics generally use the E-model [1] for estimating conversational quality as a function of some objective metrics. One study uses this estimate in a closed-loop framework to jointly optimize the POS and FEC-based LC [17] . Another study [15] proposes to use the E-model but separately trains a regression model for modeling the effects of the loss rate and the codec on PESQ. These models are limited because, without a redundancy-based LC scheme, lost frames cannot be recovered by adjusting the playout delays alone.
Existing VoIP systems usually employ redundancybased LC algorithms for recovering losses when using UDP. However, none of these approaches considers delayquality trade-offs for delivering VoIP of high perceptual quality to users. Previous LC algorithms based on analytic loss models [41] , [43] do not always perform well, as these models may not fully capture the dynamic network behavior and do not take into account the LC strategies in codecs. Existing POS algorithms based on openloop heuristic functions [43] may not be robust under all conditions, whereas closed-loop approaches [41] are difficult to optimize without a good intermediate metric. Some recent approaches [15] , [17] have employed an endto-end objective metric, such as the E-model, as their intermediate metric. There is also very little reported results on POS algorithms for multi-party VoIP [62] .
We present in the next section new LC and POS control algorithms that address the trade-offs related to conversational quality. Using the classifier learned, we use run-time network and conversational conditions to select the best operating point of these control algorithms. A related problem studied is the equalization of MSs for improving perceptual quality in multi-party VoIP. We also consider the design of these algorithms with the design of the codec and the network-control algorithms in multiparty VoIP.
B. Packet-Stream Layer LC and POS Algorithms
Two-party LC and POS schemes. We have developed new POS/LC schemes for dynamically selecting a playout schedule for each talk-spurt [6] and an appropriate redundancy degree for each packet. Using the loss information of the 100 most recent packets (≈3 sec) from the receiver, the sender selects a redundant piggybacking degree in order to achieve 2% target unconcealed packet loss rate. Our POS scheme at the receiver uses delay information, redundant piggybacking degree, and predictions of objective metrics (LOSQ, CS and CE) for the upcoming talk-spurt in order to select a suitable playout schedule for that talk-spurt. Since the conversational condition changes slowly during a conversation, CS and CE can be accurately estimated by monitoring the silence and the voiced durations at the receiver. In estimating the LOSQ curve, we first conduct offline experiments to learn a classifier that maps network conditions to the corresponding PESQs. By considering bursty loss patterns in real traces, our approach leads to significantly more accurate estimates of PESQ when compared to those in the previous work [15] with IID loss patterns. Our classifier is then used at run time to estimate the relation between MED and LOSQ. Figure 10 depicts the decisions made by our control schemes for two connections with large jitters and medium losses. It shows that our schemes can closely track the changing network conditions, while making discrete adjustments when needed in order to keep the conversational quality in a user preferred state. Our system also performs better than the p-optimum algorithm [15] , which estimates conversational quality by a hybrid EModel and PESQ [6] .
Lastly, we have integrated the classifiers learned into the design of a prototype VoIP system. The classifiers enable the systematic tuning of the control algorithms in our prototype, without the need to carry out expensive subjective tests.
Multi-party LC and POS schemes. We observe that, from a client's (say A) perspective, the decisions made by the POS of other clients in equalizing MSs in the current turn do not affect the MS observed by A. Hence, A's decision can be assumed to be independent of the concurrent decisions made by the other clients. Figure 11 extends the trade-off curve for the two-party VoIP in Figure 7 to the multi-party case. It depicts two trade-off curves: the curve connecting A, B, and C corresponds to a network condition with high disparities in delays among the connections; and the curve connecting A, B' and C' corresponds to a condition with similar average delay but considerably less disparities. The control from A to B (resp., A to B') is similar to the two-party case: increasing the MED towards B (resp., B') conceals more packets and improves LOSQ but degrades CS and CE.
In the multi-party case, further increasing the MED from B to C (resp., B' to C') to achieve full equalization will lead to a high LOSQ with improved CS but degraded CE. Hence, operating at C will result in a highly inefficient conversation with low conversational efficiency; whereas operating at C' is relatively more efficient than at C. We have developed control schemes that operate in conjunction with an overlay network (described in the next section) in multi-party VoIP [12] . To reduce the overhead and to improve loss adaptations, our LC scheme operates on a link-by-link basis to select the redundant piggybacking degree. When multiple speakers are talking, we combine their packets destined to the same client into one (without exceeding the MTU). Although our scheme requires each node to maintain retransmission buffers for storing recently received frames, the overhead is manageable when the piggybacking degree is 4 or less.
Our POS scheme is different than the two-party counterpart. In the multi-party case, the order of the speakers is unknown, and the network conditions among the participants may have large disparities. We address this problem by equalizing the MSs observed by different listeners in the same turn. For listeners whose MED affects the efficiency of the whole conversation (bottleneck clients), we use stricter MED values that closely hugs the delay curve, similar to that in Figure 10a . For other listeners, we use less strict MEDs. In comparison to the MSs in Skype in Figure 5 , Figure 12 shows that our system has lower average MS as well as less variations.
We are in the process of developing a general equalization algorithm with parameters that operate in continuous equalization levels [12] . Using simulated conversations generated under various control parameters and network and conversational conditions, we plan to conduct subjective JND tests to determine the perceptual sensitivity of humans in conversational quality as a function of the level of equalization. We will develop a statistical procedure similar to that described in Section II-B and experiment on some limited cases to within a prescribed confidence level. Finally, we plan to train a classifier offline and apply it at run time to determine the control parameters that will lead to the most preferred conversational quality. We expect our approach to be general and lead to better equalization than that in Figure 12 .
V. NETWORK-LAYER SUPPORT FOR VOIP
In this section, we present related work on networkcontrol algorithms for supporting VoIP.
Several standardized and proposed transport protocols, such as TCP, UDP and RTP, were designed with different trade-offs between reliable delivery of packets and application-layer end-to-end delay. By providing hooks for synchronization, reliability, QoS feedback, and flow control, RTP can support real-time multimedia applications [63] [64] [65] . Although RTP does not guarantee the realtime delivery of continuous media, it relies on resource reservations protocols, such as RSVP [66] , for resource scheduling. RTP can be used in conjunction with the mechanisms described in this paper to ensure high conversational quality. Another approach is to design end-to-end protocols that are more TCP friendly [67] , [68] . These protocols will need to be extended in order to address the trade-offs in conversational quality.
In multi-party VoIP, the current speaker(s) needs to convey his/her speech information to all the listeners. A good design should accommodate dynamic and diverse network conditions among the clients. The protocol and the connection topology used are generally dictated by where audio mixing is done [69] . When a VoIP client (as in Skype [70] ) or a bridge (as in QQTalk [71] ) is responsible for decoding, mixing, and encoding the signals from the clients, it is natural for all the clients to send their packets to the centralized site to be mixed and forwarded. The approach may not be scalable because it can create a bottleneck near that site. Moreover, the maximum end-to-end delay (ME2ED) between any speaker-listener pair can be large when the clients are geographically distributed [12] .
On the other hand, a distributed approach asks each client to independently manage its transmissions. One way is for each speaker to multicast the speech information to all listeners. Although multicasts are available in the Internet [72] , the support of reliable real-time multicasts for receivers of different loss and delay behavior is very preliminary [73] . The focus in the IETF working group on a NACK-based asynchronous-layered coding protocol with FEC [74] is inadequate for multi-party VoIP.
A hybrid approach is to have an overlay network [75] that uses a subset of the clients to manage the mixing and forwarding of unicast packets. The approach achieves a shorter ME2ED than a centralized approach and a smaller number of unicast messages than a fully distributed approach. One issue, however, is that it is complex for the overlay clients to coordinate the decoding, mixing, and encoding of the speech signals. Alternatively, we have taken the approach for the overlay clients to simply encapsulate the speech frames from the multiple clients into a single packet before forwarding them [12] . This is not an issue as long as the number of streams to be encapsulated fits within the MTU of each packet.
To design a topology with proper trade-offs between ME2ED among the clients and the maximum number of packets relayed in a single packet period by any client, we have studied a commonly used overlay topology constructed from a subset of the clients (called parent nodes) [12] . The topology assumes that all the parent nodes are fully connected, and that each remaining node (called child node) is connected to only one parent node. When a call is set up, the client that initiated the call collects delay and loss information among the clients. Due to the prohibitive nature of enumerating all topologies, we use a greedy algorithm to find a good topology. The heuristic first determines the client pair with ME2ED (called bottleneck pair) in a fully connected topology. It then finds a single-parent topology that minimizes ME2ED. If the improvement in ME2ED is small (say less than 50 ms), then it uses the best single-parent topology as the overlay network; otherwise, it adds a second parent node. It iteratively increases the number of parents until either the difference between the ME2EDs of the current topology and the fully connected topology is small or the bottleneck pair in the current topology is directly connected. The process can be repeated whenever there is a significant change in the network conditions.
We are in the process of developing admissions-control algorithms for deciding whether a new client can be added without adversely affecting the conversational quality of all the listeners, and the dynamic dissemination of network information for operating the control algorithms. We plan to initially use UDP as the transport protocol but will consider RTP and other protocols at a later stage.
VI. CONCLUSIONS
In this paper, we have presented some solutions on the study of real-time two-party and multi-party VoIP systems that can achieve high perceptual conversational quality. Our solutions focus on the fundamental understanding of conversational quality and its trade-offs among the design of speech codecs and strategies for network control, playout scheduling, and loss concealments.
The degradation in the perceptual quality of an interactive conversation over a network connection is caused by a combination of the decrease in speech quality when packets are lost or delayed, and the asymmetry in silence periods when the conversation switches from one speaker to another. Its study is largely unexplored because there is no single objective metric for assessing the quality of a VoIP conversation whose results match well with subjective results. Indiscriminate subjective testing is not feasible because it is prohibitively expensive to carry out many such tests under various conversational and network conditions. Moreover, there is no systematic method to generalize the subjective test results to unseen conditions. To this end, there are three issues studied in this paper that address the limitations of existing work and that improve the perceptual quality of VoIP systems.
• We have presented a statistical approach based on just-noticeable difference to significantly reduce the large number of subjective tests, as well as a classification method to automatically learn and generalize the results to unseen conditions. Using network and conversational conditions measured at run time, the classifier learned helps adjust the control algorithms in achieving high perceptual conversational quality.
• We have described the concept of a cross-layer speech codec to interface with the loss-concealment and playout scheduling algorithms in the packetstream layer in order to be more robust and effective against packet losses.
• We have presented a distributed algorithm for equalizing mutual silences and an overlay network for multi-party VoIP systems. The approach leads to multi-party conversations with high listening-only speech quality and balanced mutual silences.
