The concepts of lowness and highness originate from recursion theory and were introduced into the complexity theory by Sch oning (Lecture Notes in Computer Science, Vol. 211, Springer, Berlin, 1985). Informally, a set is low (high resp.) for a relativizable class K of languages if it does not add (adds maximal resp.) power to K when used as an oracle. In this paper, we introduce the notions of boolean lowness and boolean highness. Informally, a set is boolean low (boolean high resp.) for a class K of languages if it does not add (adds maximal resp.) power to K when combined with K by boolean operations. We prove properties of boolean lowness and boolean highness which show a lot of similarities with the notions of lowness and highness. 
Introduction
The concept of lowness and highness was originally studied in a recursion theoretic context [6, 14] . At that time the question arose how to measure the content of information of an oracle, used by a Turing machine. An oracle was called low for a given class K if it does not add power to the machines accepting sets from K. It was called high for K if it adds (in a sense) maximal power to K. These notions have been studied particularly in the context of the arithmetic hierarchy.
Many ideas and concepts were translated from recursion theory into the terms of complexity theory. So Sch oning [12, 13] introduced the notions of lowness and highness into complexity theory. In the context of the polynomial-time hierarchy he deÿned Low In Section 3 we introduce the notions of boolean lowness and boolean highness. Informally, a set is boolean low (boolean high resp.) for a class K of languages if it does not add (adds maximal resp.) power to K when combined with K by boolean operations. We make this precise in the context of the classes NP(k) of the boolean hierarchy. Let R In Section 4 we relate boolean lowness to lowness. Using Kadin's technique of hard strings (see [8, 15, 5 These results have interesting consequences to the connection between the collapses of the boolean hierarchy and the polynomial-time hierarchy. Kadin [8] showed that BH = NP(k) implies PH = p 3 . This was improved in [15] where p 3 could be replaced by the boolean closure of p 2 and independently in [5] where p 3 was replaced by p 2 (k). Eventually, Beigel et al. [1] proved that BH = NP(k) implies the collapse of the polynomial-time hierarchy to the class of all languages that are computable in polynomial time with k − 1 parallel queries to a p 2 set and an unbounded number of queries in NP. Adapting their method we prove in Section 5 that low
From this and a recent result by Chang [4] one can conclude:
, which even slightly improves the [1] result.
Preliminaries
With P B (NP B ) we denote the class of all languages accepted by a deterministic polynomial time (nondeterministic polynomial time, resp.) oracle machine using the oracle B. If the queries to an oracle depend on the answers to previous queries, we will call them adaptive queries. The queries are said to be made in parallel, if a list of all queries is calculated before the machine asks the oracle. The class of all languages accepted by deterministic polynomial time (nondeterministic polynomial time) oracle machines making only parallel queries to an oracle B will be denoted by P B (NP B ).
For a class K of languages we deÿne
For a function r : N → N we denote by P B [r] the class of languages accepted by some deterministic polynomial time oracle machine asking the oracle only r(n) times for an input of length n. Similarly let P B [r] be the class of languages accepted by deterministic polynomial oracle machines making only r(n) parallel queries to B.
For classes K and K of languages we deÿne co-
The boolean hierarchy over a complexity class K ⊇ P consists of the classes K(k) and co-K(k) for k = 0; 1; : : : which are deÿned inductively by K(0)= df P and
With K = NP we obtain the well known boolean hierarchy over NP (see [3, 17, [10] [11] [12] ). For convenience we set BH = df BH (NP).
We will need the following lemma which is proved for K = NP in [11] . The proofs remain valid in the general case. The equality in statement 5 can be found in [16] . Lemma 1. Let K ⊇ P be closed under union and intersection; and let k¿0:
The polynomial-time hierarchy consists of the classes 
Deÿnitions and properties
In a general way, one can deÿne the notions of lowness and highness as follows:
• For any relativizable class K, the set A is low for K if and only if K A = K. Let Low(K) be the class of all sets which are low for K.
• For any relativizable class K and any class M, the set A ∈ M is high for K with respect to M if and only if K A = K M . Let High(K; M) be the class of all sets which are high for K with respect to M. Theorem 3 (Schoning [13] ). For k¿0; the following statements are equivalent:
Sch oning introduced in [13] the classes Low
Theorem 4 (Schoning [13] ).
(1) Low
Theorem 5 (Schoning [13] ). For all k¿0;
Now, we want to have notions of boolean lowness and boolean highness, i.e. notions which are not based on oracle constructions (which build the polynomial-time hierarchy) but on the boolean construction which build the boolean hierarchy. Let R 
Deÿnition 6.
• For any class K ⊇ P, the set A is boolean low for K if and only if K ∧R
Let low(K) be the class of all sets which are boolean low for K.
• For any class K ⊇ P and any M ⊇ P which is closed under 6 p m , the set A ∈ M is boolean high for K with respect to M if and only if K ∧R
Let high(K; M) be the class of all sets which are boolean high for K with respect to M.
The following properties are easy to prove.
Proposition 8. Let K ⊇ P be closed under union; intersection; and 6
The other two cases can be done analogously.
The ÿrst direction follows immediately by Deÿnition 6. Conversely, let
Again the other two cases can be done similarly.
Consequently, boolean lowness and boolean highness are interesting mainly for classes K which are not closed under union and intersection. The classes of the boolean hierarchy (besides the levels 0 and 1) most likely have this properties. For them we deÿne special classes low Deÿnition 9. For k¿0, 1: low
Boolean lowness and boolean highness for the class NP(k) are strongly connected with collapse properties for the boolean hierarchy.
Theorem 10. For k¿0; the following are equivalent:
The next result exhibits the nature of the classes low 
Proof. Statements (1) and (2) follow directly from Lemma 8. The case P = NP of Statement (3) can be done by Theorem 10. Now let P = NP. It is clear that any 6 
Now we have to distinguish the odd and the even case:
Case k = 2i:
Case k = 2i + 1:
hold. By Lemma 1(3) one can conclude
Hence we have A ∈ high 
Consequently, A ∈ high In this section we show, that our low To prove this, we use similar hard and easy arguments as introduced in [8] (see also [5, 1] ).
The projection function that selects the ith to the jth component of a k tuple will be denoted by x 1 ; : : : ; x k (i; j) = x i ; : : : ; x j . The projection function of the ith component will be denoted by the shortcut x 1 ; : : : ; x k (i) = df x 1 ; : : : ; x k (i; i) .
For every set A and k¿0 we deÿne the set A k by A 0 = df A;
A k+1 = df { x 1 ; : : : ; x k+2 | x 1 ; : : : ; x k+1 ∈ SAT k ∧ x k+2 ∈ A} (k¿0):
Proof. Deÿne NP (2k)= df NP(2k) and NP (2k + 1)= df co-NP(2k + 1) for k¿0. We observe that NP (k + 1) = co-NP (k) ∧ co-NP. Hence SAT k is 6 p m -complete for NP (k + 1) for k¿0, and A k ∈ co-NP (k) ∧ co-R p m (A) for k¿1. Using these facts and
Similar to [5] we deÿne the notion of hard sequences. Note that a hard sequence wrt h for length m there corresponds to a hard sequence wrt (SAT; h; m) here.
Deÿnition 15.
• Let k¿1, m¿1, j = 1; : : : ; k − 1, A ⊆ * , and h : ( * ) k → ( * ) k . We call x 1 ; : : : ; x j a hard sequence wrt (A; h; m) i j = 0 or 1. 16j6k − 1, 2. |x j |6m, 3. x j ∈ A if j = 1 and x j ∈ SAT if j¿1, 4. ∀y 1 ; : : : ; y k−j ∈ 6m (h(y 1 ; : : : ; y k−j ; x j ; : : : ; x 1 ) (k−j+1) ∈ SAT), 5. x 1 ; : : : ; x j−1 is a hard sequence wrt (A; h; m).
• We call j order of the hard sequence x 1 ; : : : ; x j .
• If there is no hard sequence wrt (A; h; m) of order greater than j then every hard sequence wrt (A; h; m) of order j is called a maximal hard sequence wrt (A; h; m).
Now let k¿1 and A ∈ low Proof. By induction on j. For j = 1 let x 1 be a hard sequence wrt (A; h; m). Hence x 1 ∈ A and h(y 1 ; : : : ; y k−1 ; x 1 ) (k) ∈ SAT for all y 1 ; : : : ; y k−1 ∈ 6m . We conclude For j¿1 let x 1 ; : : : ; x j+1 be a hard sequence wrt (A; h; m). Hence we have x j+1 ∈ SAT and h(y 1 ; : : : ; y k−j−1 ; x j+1 ; : : : ; x 1 ) (k−j) ∈ SAT for all y 1 ; : : : ; y k−j−1 ∈ 6m . We conclude The next lemma shows, that we can use maximal hard sequences to reduce A to SAT. In this case the hard sequence is used as an advice by the reduction function (see [9, 15] for more information about advices).
Lemma 17. Let A ∈ NP\{∅; * }; k¿1; and A k−1 6 p m SAT k−1 via h ∈ FP. There exist a set B ∈ NP and a polynomial r such that for every n: If x 1 ; : : : ; x j is a maximal hard sequence wrt (A; h; r(n)) then for all y ∈ 6n :
y ∈ A ⇔ y; 1 n ; x 1 ; : : : ; x j ∈ B:
Proof. Let A 6 p m SAT via g ∈ FP and choose a polynomial r such that |g(x)|6r(|x|) for all x ∈ * . Deÿne the NP-set B = df { y; 1 n ; x 1 ; : : : ; x j | 16j6k − 1 ∧ ∃y 1 ; : : : ; y k−j−1 ∈ 6r(n) (h(y 1 ; : : : ; y k−j−1 ; g(y); x j ; : : : ; x 1 ) (k−j) ∈ SAT)} ∪{(y; 1 n ) | ∃y 1 ; : : : ; y k−1 ∈ 6r(n) (h(y 1 ; : : : ; y k−1 ; y) (k) ∈ SAT}:
We consider three cases. Case j = 0: For every y ∈ 6r(n) ⊇ 6n the sequence y is not hard wrt (A; h; r(n)). Hence y ∈ A or ∃y 1 ; : : : ; y k−1 ∈ 6r(n) (h(y 1 ; : : : ; y k−1 ; y) (k) ∈ SAT and consequently y ∈ A ⇒ (y; 1 n ) ∈ B. On the other hand, the reduction A k−1 6 p m SAT k−1 via h implies for all y 1 ; : : : ; y k−1 ; y ∈ 6r(n) : If (y; 1 n ) ∈ B then there exist y 1 ; : : : ; y k−1 ∈ 6r(n) such that h(y 1 ; : : : ; y k−1 ; y) (k) ∈ SAT. Consequently, y ∈ A.
Case 16j = k − 1: By Lemma 16 we obtain for all y ∈ 6n , y ∈ A ⇔ g(y) ∈ SAT ⇔ h(g(y); x k−1 ; : : : ; x 1 ) ∈ SAT ⇔ y; 1 n ; x 1 ; : : : ; x k−1 ∈ B:
Case 16j¡k −1: This case is similar to the ÿrst case. Since x 1 ; : : : ; x j is maximal, the sequence x 1 ; : : : ; x j ; g(y) cannot be hard wrt (A; h; r(n)) for all y ∈ 6n . Hence g(y) ∈ SAT or ∃y 1 ; : : : ; y k−j−1 ∈ 6r(n) (h(y 1 ; : : : ; y k−j−1 ; g(y); x j ; : : : ; x 1 ) (k−j) ∈ SAT). Consequently, y ∈ A ⇒ g(y) ∈ SAT ⇒ y; 1 n ; x 1 ; : : : ; x j ∈ B. On the other hand, Lemma 16 implies for all y 1 ; : : : ; y k−j−1 ∈ 6r(n) and y ∈ 6n : Now, if y; 1 n ; x j ; : : : ; x 1 ∈ B then there exist y 1 ; : : : ; y k−j−1 ∈ 6r(n) such that h(y 1 ; : : : ; y k−j−1 ; g(y); x j ; : : : ; x 1 ) (k−j) ∈ SAT. Consequently, g(y) ∈ SAT and hence y ∈ A.
Lemma 18. Let A ∈ NP; k¿1; and A k−1 6
A there exists a set C ∈ NP and a polynomial s such that for every n: If x 1 ; : : : ; x j is a maximal hard sequence wrt (A; h; s(n)) then for all w ∈ 6n :
w ∈ L ⇔ w; 1 n ; x 1 ; : : : ; x j ∈ C:
Proof. For A = ∅ and A = ∅ this lemma is obviously valid. Now let A = ∅ and A = ∅, and let B ∈ NP and the polynomial r as given by Lemma 17. Let M be an NP machine accepting L with oracle A, and let s be a polynomial bounding the running time of M . Let M 1 and M 2 be NP machines accepting A and B, resp. Let x 1 ; : : : ; x j be a maximal hard sequence wrt (A; h; s(n)). Now deÿne an NP machine M (without oracle) which works on input w; 1 n ; x 1 ; : : : ; x j for w ∈ 6n as follows: M simulates M as long as no oracle query appears. If M on path p queries z to oracle A then M splits path p into two paths. On one of these paths M simulates the work of M 1 on input z. Accepting paths of M 1 (witnessing z ∈ A) are continued by M by simulating path p of M after an a rmative answer of A to query z. On the other path M simulates the work of M 2 on input z; 1 s(n) ; x 1 ; : : : ; x j . Accepting paths of M 2 (witnessing z ∈ A) are continued by M by simulating path p of M after a negative answer of A to query z. The machine M stops on all non accepting paths of M 1 and M 2 . It is obvious that exactly those paths are kept alive by M which simulate a path of M correctly (i.e. with the correct answers of A to all queries). Consequently, M accepts w; 1 n ; x 1 ; : : : ; x j if and only if w is accepted by M . We deÿne C to be the NP-set accepted by M .
Lemma 19. Let A ∈ NP; k¿1; and A k−1 6
A there exists a set D ∈ p 2 and a polynomial t such that for every n: If j ∈ {0; 1; : : : ; k − 1} is the order of a maximal hard sequence wrt (A; h; t(n)) then for all z ∈ 6n :
If j is greater than the order of a maximal hard sequence wrt (A; h; t(n)) then z; 1 n ; j ∈ D.
Proof. Let M be an NP oracle machine accepting L with an oracle L ∈ NP A , and let u be a polynomial bounding the running time of M . Apply Lemma 18 to L and get C ∈ NP and a polynomial s such that for all n: If x 1 ; : : : ; x j is a maximal hard sequence wrt (A; h; s(u(n))) then w ∈ L ⇔ w; 1 u(n) ; x 1 ; : : : ; x j ∈ C for all w ∈ 6u(n) . Deÿne t(n) = df s(u(n)). Let E be the set of all sequences 1 m ; x 1 ; : : : ; x j which are not hard wrt (A; h; m). By the deÿnition of hard sequences, E is in NP. We deÿne F to be the disjoint union of C and E. Now deÿne an NP machine M which works with oracle F on input z; 1 n ; j for z ∈ 6n as follows: M guesses a sequence x 1 ; : : : ; x j such that |x i |6t(n) for i = 1; : : : ; j and then it queries the oracle E whether x 1 ; : : : ; x j is hard wrt (A; h; t(n)). If the answer is "yes" then M rejects on this path. Otherwise M simulates the work of M on input z with oracle L . Whenever M queries w to oracle L then M queries (equivalently) w; 1 u(n) ; x 1 ; : : : ; x j to the oracle C. Obviously, M accepts z; 1 n ; j if and only if M accepts z. We deÿne D to be the For L ∈ ( p
)
A we obtain by Lemma 19 a set D ∈ p 2 and a polynomial t such that for every n: If j ∈ {0; 1; : : : ; k − 1} is the order of a maximal hard sequence wrt (A; h; t(n)) then z ∈ L ⇔ z; 1 n ; j ∈ D for all z ∈ 6n and (z; 1 n ; j) ∈ D if j is greater than the order of a maximal hard sequence wrt (A; h; t(n)). We deÿne the By Lemma 18 there exists a set C ∈ NP and a polynomial s such that for every n: If x 1 ; : : : ; x j is a maximal hard sequence wrt (A; h; s(n)) then w ∈ L ⇔ w; 1 n ; x 1 ; : : : ; x j ∈ C for all w ∈ 6n . Hence there is a set E ∈ P NP such that for every n: If x 1 ; : : : ; x j is a maximal hard sequence wrt (A; h; s(t(n))) then z ∈ L ⇔ z; 1 t(n) ; x 1 ; : : : ; x j ∈ E for all z ∈ 6n . To use the mind-change technique we consider on the set ( * ) ¡k a partial order deÿned by x 1 ; : : : ; x i y 1 ; : : : ; y j i (i6j and x l = y l for l = 1; : : : ; i). Deÿne F = df {(z; 1 n ; j) | z ∈ 6n ∧ ∃x 1 : : : ∃x j (x 1 · · · x j ∧ x j is hard wrt (A; h; s(t(n))) ∧ c E (z; 1 t(n) ) = c E (z; 1 t(n) ; x 1 ) = · · · = c E (z; 1 t(n) ; x j ))}:
