For a positive integer n we introduce quadratic Lie algebras trn qtr n and discrete groups Trn, QTr n naturally associated with the classical and quantum Yang-Baxter equation, respectively.
Introduction
In this paper we consider certain discrete groups and Lie algebras associated to the Yang-Baxter equations.
Namely, we define the n-th quasitriangular Lie algebra qtr n to be generated by r ij , 1 ≤ i = j ≤ n, with defining relations given by the classical Yang-Baxter equation (1.1) [r ij , r ik ] + [r ij , r jk ] + [r ik , r jk ] = 0 for distinct i, j, k, and [r ij , r kl ] = 0 for distinct i, j, k, l. We define the n-th triangular Lie algebra tr n by the same generators and relations, with the additional relations r ij = −r ji .
We define the n-th quasitriangular group QTr n to be generated by R ij , 1 ≤ i = j ≤ n, with defining relations given by the quantum Yang-Baxter equation
2. Lie algebras and groups corresponding to the Yang-Baxter equations 2.1. I-objects. Let I be the category of finite sets where morphisms are inclusions. Similarly, let J be the category of ordered finite sets, where morphisms are increasing inclusions. An I-object (respectively, a J-object) of a category C is a covariant functor I → C (respectively, J → C). Thus, a I-object (respectively, a J-object) is the same thing as a sequence of objects X 1 , X 2 , . . . in C and a collection of maps X(f ) : X m → X n for every injective (respectively, strictly increasing) map f : [m] → [n], such that X(f )X(g) = X(f g). 2 A morphism between Iand between J-objects is, by definition, a morphism of functors.
Obviously, J is a subcategory of I (with the same isomorphism classes of objects but fewer morphisms). Thus every I-object is also a J-object.
Example. Let A be a unital associative algebra. Then we can define the I-algebra T (A), such that T (A) n = A ⊗n , and for any a ∈ A and 1 ≤ k ≤ m, T (A)(f )(a k ) = a f (k) , where a k denotes the element 1⊗· · ·⊗a⊗· · ·⊗1 ∈ A ⊗m , with a being in the k-th component.
2.2. I-Lie algebras associated to the classical Yang-Baxter equation. Let us define two I-Lie algebras over Q, tr and qtr (the triangular and quasitriangular Lie algebra). Namely, the Lie algebras tr n and qtr n have been defined above. Now for each injective map f : [m] → [n] we have the corresponding map (q)tr(f ) : (q)tr m → (q)tr n given by f (r ij ) = r f (i)f (j) , which gives qtr and tr the structure of I-Lie algebras.
We can also define the corresponding universal enveloping I-algebras U (qtr), U (tr) in the obvious way. This definition is motivated by the following proposition, whose proof is straightforward.
Proposition 2.1. Let A be a unital associative algebra. Then Mor I (qtr, T (A)) (in the category of I-Lie algebras) is the set of elements r ∈ A ⊗2 satisfying the classical Yang-Baxter equation [r 12 , r 13 ] + [r 12 , r 23 ] + [r 13 , r 23 ] = 0, where r ij is the image in A ⊗3 of r through the map 1 → i, 2 → j. Similarly, Mor I (tr, T (A)) is the set of skew-symmetric elements r ∈ A ⊗2 satisfying the classical Yang-Baxter equation.
We have natural homomorphisms tr n → qtr n → tr n , whose composition is the identity. Namely, the second (surjective) map is defined by sending r ij to r ij for all i, j, while the first (injective) map is defined by the same condition, but only for i < j. Thus tr n is a split quotient of qtr n . We also note that the injection tr n → qtr n induces a map φ : Mor I (qtr, T (A)) → Mor J (tr, T (A)), which is actually an isomorphism; in particular, Mor J (tr, T (A)) is the set of elements r ∈ A ⊗2 (not necessarily skew-symmetric) satisfying the classical Yang-Baxter equation.
2.3. I-groups associated to the quantum Yang-Baxter equation. We can also define I-groups QTr, Tr, which are quantum analogs of the Lie algebras qtr, tr. Namely, for each injective map f : [m] → [n] we have the corresponding map (Q)Tr(f ) : (Q)Tr m → (Q)Tr n given by f (R ij ) = R f (i)f (j) , which gives QTr and Tr the structure of I-groups.
This definition is motivated by the following proposition, whose proof is straightforward.
Proposition 2.2. Let A be a unital associative algebra. Then Mor I (QTr, T (A)) (in the category of I-monoids) is the set of invertible elements R ∈ A ⊗2 satisfying the quantum Yang-Baxter equation
and Mor I (Tr, T (A)) is the set of elements R ∈ A ⊗2 satisfying the quantum Yang-Baxter equation and the unitarity condition R 21 = R −1 .
We have natural homomorphisms Tr n → QTr n → Tr n , whose composition is the identity. Namely, the second (surjective) map is defined by sending R ij to R ij for all i, j, while the first (injective) map is defined by the same condition, but only for i < j. Thus Tr n is a split quotient of QTr n . We also note that the injection Tr n → QTr n induces a map φ : Mor I (QTr, T (A)) → Mor J (Tr, T (A)), which is actually an isomorphism; in particular, Mor J (Tr, T (A)) is the set of elements R ∈ A ⊗2 satisfying the quantum Yang-Baxter equation (but not necessarily the unitarity condition).
Remark. Recall that if E, F are sets, then a (partially defined) function
Define I ′ (resp., J ′ ) as the opposite of the category whose objects are finite (resp., ordered finite) sets and morphisms are partially defined functions (resp., non-decreasing functions). Then qtr, tr are I ′ -Lie algebras, and QTr, Tr are J ′ -groups. A partially defined function f : [n] → [m] gives rise to a morphism (q)tr m → (q)tr n by
2.4. Prounipotent completions. For a discrete group G, let Lie(G) denote the Lie algebra of the Q-prounipotent completion of G (i.e., the Malcev Lie algebra of G), and let grLie(G) be the associated graded of this Lie algebra with respect to the lower central series filtration. If G is an I-group, these are I-Lie algebras.
We have natural surjective homomorphisms of I-Lie algebras φ (q)tr : (q)tr → grLie((Q)Tr), given by the formula r ij → log R ij .
One of the main results of this paper is the following theorem.
Theorem 2.3. The homomorphism φ tr is an isomorphism.
This theorem is proved in Sections 6 and 7.
Conjecture 2.4. The homomorphism φ qtr is an isomorphism.
This conjecture is motivated by the following theorem.
Theorem 2.5. Let K be the kernel of φ qtr . Then K is annihilated by every morphism in Mor(qtr, T (A)) for any algebra A.
Proof. By a result of [EK1, EK2] , any solution r ∈ A ⊗ A of the classical Yang-Baxter equation can be quantized to a solution R = 1 + r + O( 2 ) of the quantum Yang-Baxter equation. This implies that any morphism (q)tr → T (A) can be deformed to a morphism (Q)Tr → T (A), which implies the required statement.
Remark. It is obvious that tr 3 is a free product of abelian Lie algebras Q 2 * Q, and Tr 3 is a free product Z 2 * Z; therefore Lie(Tr 3 ) = tr 3 . However, we have checked using "Magma" that Lie(Tr n ) is not isomorphic to tr n for n = 4, already modulo elements of degree 5. Since we have split injections tr n → tr n+1 and Tr n → Tr n+1 , the same statement holds for n > 4. This implies that the group Tr n is not formal for n ≥ 4 (i.e. its classifying space is not a formal topological space, see [Su] ). Since we have a split injection Tr n → Qtr n , the same holds 3 for the groups QTr n , n ≥ 4.
3. The Koszulity and Hilbert series of U (tr n ), U (qtr n ).
Theorem 3.1. (i) The algebras U (tr n ), U (qtr n ) are Koszul.
(ii) The Hilbert series of these algebras are equal to 1/P (q)tr n (−t), where P (q)tr n (t) are the polynomials with the following exponential generating functions:
(iii) The polynomials P (q)tr n (t) are given by the following explicit formulas:
(the palindrome of Bell's exponential polynomial, [Be] );
The proof of this theorem is given in the next section.
Proof of Theorem 3.1
Part (iii) of the theorem follows by direct computation from part (ii), so we prove only parts (i) and (ii). Consider the quadratic dual algebra A n to U (tr n ). Denote by a ij the set of generators of A n dual to the generators r ij of U (tr n ) (so a ij are defined for distinct i, j ∈ [n], and a ij = −a ji ).
Lemma 4.1. The algebra A n is the supercommutative algebra generated by odd generators a ij , 1 ≤ i = j ≤ n, with defining relations a ij + a ji = 0, and a ij a jk = a jk a ki for any three distinct indices i, j, k.
Proof. Let ω = a ij r ij ∈ A n ⊗ tr n . The relations of A n can be written as the Maurer-Cartan equation [ω, ω] = 0 (where the commutator is taken in the supersense). Taking components of this equation, we get the relations for a ij .
Lemma 4.1 allows us to easily find a basis of A n . Namely, define a monomial in A n to be reduced if it is of the form a i 1 i 2 a i 1 i 3 . . . a i 1 im , with i 1 < i 2 < · · · < i m . The support of this monomial is the set {i 1 , . . . , i m }, and the root label is i 1 .
Proposition 4.2. Products of reduced monomials with disjoint supports (in the order of increasing the root labels) form a basis in A n .
Proof. Take any monomial in A n . If it is not a product of reduced ones with disjoint supports, then it has a quadratic factor of the form a ij a jk , where j > i or j > k. Using the relations, we can then replace it with another quadratic monomial, so that the total sum of labels is reduced. This implies that products of reduced monomials span A n . The fact that these products are linearly independent is easy, since all relations are binomial.
Corollary 4.3. (i) The elements a ij a jk − a jk a ki with k < i, j form a quadratic Gröbner basis for supercommutative algebras 4 for A n (for any ordering of monomials in which the sum of labels is monotonically nondecreasing).
Proof. (i) follows from the Proposition 4.2. (ii) follows from (i) since any supercommutative algebra with a quadratic Gröbner basis is Koszul (see e.g. [Yu] , Theorem 6.16). To prove (iii), note that Proposition 4.2 implies that dim A n [k] is the number of partitions of the set [n] into n − k nonempty parts (see [Wi] ), so the result follows from standard combinatorics. 4.2. The quasitriangular case. The proof in the quasitriangular case is analogous although a bit more complicated. Let us split r ij ∈ qtr n into a symmetric and skew-symmetric part: r ij = t ij + ρ ij , where t ij is symmetric and ρ ij is skewsymmetric in i, j. Then the defining relations for qtr n take the form:
As before, consider the quadratic dual algebra QA n to U (qtr n ). Denote by a ij , b ij the set of generators of QA n dual to the generators ρ ij and t ij of U (qtr n ) (so a ij , b ij are defined for distinct i, j ∈ [n], and a ij = −a ji , b ij = b ji ).
Lemma 4.4. The algebra QA n is the supercommutative algebra generated by odd generators a ij , b ij with defining relations
for any three distinct indices i, j, k, and
Proof. The proof is analogous to the proof of Lemma 4.1.
The algebra QA n has a filtration in which deg(b ij ) = 1, and deg(a ij ) = 0. In the algebra grQA n , the graded versions of the above relations are satisfied. These graded versions are the same as the original relations, except for the first set of relations in Lemma 4.4, which is replaced by
Let QA 0 n be the algebra with generators a ij , b ij , whose defining relations are the graded version of the relations of QA n . We have a surjective homomorphism QA 0 n → grQA n (we will show below that it is an isomorphism). Note that we have a split injection OS n → QA 0 n from the Orlik-Solomon algebra of the braid arrangement (generated by b ij ) to QA 0 n . The exterior algebra in a ij and b ij is graded, as a space, by 2-step set partitions: partitions of [n] into nonempty sets S 1 , . . . , S l , and then of each S p into nonempty subsets S pq , q = 1, . . . , m p . Namely, if we are given a monomial M in a ij and b ij , we connect i, j by a black edge if b ij is present in M , and by a red edge if b ij is not present, but a ij is present. Then we define S p to be the connected components of the obtained graph, and S pq to be the connected components of the graph of black edges only.
It is easy to see that the relations of QA 0 n are compatible with this grading, and thus QA 0 n also has a grading by 2-step set partitions. This fact allows us to find a basis of QA 0 n . Namely, let S = (S pq ) be a 2-step set partition of [n], and let i pq be the minimal element of S pq . Let i p be the minimum of i pq over all q, and q p be such that
be the broken circuit basis of the top component of this algebra (see [Yu] ).
Let QA 0 n (S) be the degree S part of QA 0 n . Proposition 4.5. The elements r p=1 ( sp q=1 b(S pq , s pq ) q =qp a ipipq ) for various s pq form a basis of QA 0 n (S). Proof. The proof is analogous to the proof of Proposition 4.2. Namely, it is easy to show that any monomial in QA 0 n (S) can be reduced, using the relations, to a monomial from Proposition 4.5. On the other hand, it is clear that the monomials in Proposition 4.2 are linearly independent (this follows from compatibility of the relations with the grading by 2-step set partitions).
Corollary 4.6. (i) The algebra QA 0 n has a quadratic Gröbner basis.
Proof. (i) Pick any ordering of monomials with sum of labels monotonically nondecreasing. It is well known that the Orlik-Solomon algebra OS n has a quadratic Gröbner basis with respect to this ordering, compiled of all the relations (see [Yu] ): the initial monomials for this basis are products b ip b jp with p > i, j. Putting this basis together with the elements a ij a jk − a jk a ki for k < i, j, a ij b ij , a ij b jk − a ik b jk for k < j, we get a quadratic Gröbner basis of QA 0 n . This implies (i). (ii) follows from (i). (iii) This reduces to counting 2-step partitions S with weights. We will adopt the following construction of such partitions: first we partition [n] into r nonempty subsets S(i), i = 1, . . . , r, and then pick a set partition of [r] into l parts T 1 , . . . , T l to decide when we will have
Let s p = |T p |, p = 1, . . . , l, and d i be the sizes of the parts S(i). Let P (t) be the Hilbert polynomial of QA 0 n . Let
We have
.dr! is the number of ways to choose the parts S(i) once the sizes of S(i) have been fixed, the factor 1/r! accounts for the fact that the order of the parts S(i) does not matter, (d i − 1)! are the sizes of the top components of the algebras OS(S(i)), r! s 1 !...s ℓ ! is the number of ways to choose the parts T p once their sizes have been fixed, and 1/ℓ! accounts for the fact that the order of the parts T p does not matter.
Cancelling n!, r!, (d i − 1)! and summing over n, d i , we get
Now summing over r > 0, s p we get
This completes the proof.
where D pq is the dimension of the space of elements of QA 0 n of degree p, which have degree n−q with respect to the variables b ij . Let F (t, u, v) = 1 + n P (t, v)u n /n!. Then the expression for F (t, u, v) is obtained as above, except that we need to insert a factor v r . This implies that
Proof. (i) By Koszulity of QA 0 n , it is sufficient to check (see e.g. [BG] ) that the map is bijective in degrees ≤ 3, which is a direct computation. Part (ii) follows from (i), since if gr(A) is Koszul, so is A.
Similarly to the previous section, Proposition 4.7 implies Theorem 3.1 in the quasitriangular case. Thus Theorem 3.1 is proved. 4.3. Connection with the pure braid groups. Let PB n be the pure braid group in n strands. Let pb n be the Lie algebra of its prounipotent completion. According to the results of Kohno [Ko] , this Lie algebra is isomorphic to its graded, and is generated by
We have a group homomorphism Ψ n : PB n → QTr n defined by
are the Artin-Burau generators of PB n , and σ i are the Artin generators of the full braid group.
The infinitesimal analog of Ψ n is the Lie algebra homomorphism ψ n : pb n → qtr n defined by the formula t ij → r ij + r ji .
It is clear that the kernel of the projection QTr n → Tr n is the normal closure of the image of Ψ n . Similarly, the kernel of the projection qtr n → tr n is the normal closure of the image of ψ n .
Proposition 4.8. The homomorphisms ψ n , Ψ n are injective.
The proof of Proposition 4.8 is given below in subsection 7.2. Remark. Here is another proof of the fact that ψ n is injective. Let qtr 0 n be the associated graded of qtr n under the filtration defined by deg(t ij ) = 0, deg(ρ ij ) = 1. Proposition 4.7 implies that the defining relations for this Lie algebra are
if i, j, k, l are distinct, and its universal enveloping algebra is the quadratic dual to QA 0 n . Let ψ 0 n = grψ n : pb n → qtr 0 n . Then it follows from the above relations that ψ 0 n (unlike ψ n ) is a split homomorphism, hence it is injective. Thus ψ n is injective as well.
5.
A basis in U (tr n ).
Let us construct a basis of U (tr n ). Fix a labeling of the set of pairs (i, j) with i < j by numbers 1, . . . , n(n − 1)/2,
Proposition 5.1. A basis in U (tr n ) is formed by monomials in generators r ij , i < j, which do not contain expressions of the form r jk r ij and r kl r ij for {i, j} ∩ {k, l} = ∅ and N (k, l) > N (i, j).
Proof. Let us call the monomials defined in the proposition "legal monomials". Let us show that legal monomials form a spanning set. Suppose we have any monomial x = r i 1 j 1 . . . r imjm with i s < j s . Let us define the stretch of x to be s (j s − i s ), and the weight W (x) = s sN (i s , j s ). Now, if x = yr jk r ij z then we use the classical Yang-Baxter equation to reduce it to a sum of monomials of bigger stretch (y([r ij , r ik ] + [r ik , r jk ])z) or the same stretch but bigger weight (yr ij r jk z). Similarly, if (k, l) > (i, j) are disjoint pairs then yr kl r ij z = yr ij r kl z, and the second monomial has the same stretch but bigger weight that the first one. This implies that repeating such procedures we will represent x as a linear combination of legal monomials, as desired.
It remains to show that the legal monomials are linearly independent. To show this, note that by standard combinatorial arguments (see e.g. [St] , Exercise 3.48(d)) one sees that the generating function of the numbers of these monomials of a given length is exactly 1/P trn (−t).
Remarks. 1. Another proof of linear independence of legal monomials in Proposition 5.1 (as well as the Hilbert series and Koszulity) comes from the fact that, as follows from our proof, the forbidden quadratic monomials are initial monomials of a Gröbner basis of U (tr n ). 5 2. We don't know how to explicitly construct a basis of U (qtr n ).
6. An injection U (tr n ) → (U (g) ⊗n ) univ
In this section, we fix an integer n ≥ 1. In [En1] , the second author introduced
Here FA N is the free algebra generated by x 1 , . . . , x N . It is graded by
, and equipped with the action of S N permuting the generators. The index i δ i means the part of degree i δ i , and the index S N means the coinvariants of the diagonal action of S N . We also defined an algebra structure on U univ n . It has the following property: if (A, r A ) is an algebra equipped with a solution r A = i∈I a(i) ⊗ b(i) ∈ A ⊗2 of the classical Yang-Baxter equation, then the linear map U univ n → A ⊗n taking
is an algebra morphism.
Let us set r univ
Then we have a Lie algebra morphism ζ n : qtr n → U univ n , r ij → r univ ij . As tr n ⊂ qtr n , we have an induced Lie algebra morphism U (tr n ) → U univ n . Proposition 6.1. The morphism U (tr n ) → U univ n is injective.
Proof. This morphism is clearly graded. Let us describe bases of the degree N parts of both spaces.
A basis of the degree N part of U univ n is (x k,l,σ ) k,l∈Inc n,N ,σ∈S N , where
Inc n,N is the set of non-decreasing maps from [n − 1] to {0, . . . , N − 1}, k = (k 1 , . . . , k n−1 ), l = (ℓ 1 , . . . , ℓ n−1 ). We now describe a basis of the degree N part of U (tr n ). Let us say that the inverse of the monomial w 1 · · · w N is w N · · · w 1 . Applying the antipode (or the automorphism r ij → r N +1−j,N +1−i ) to U (tr n ), we see that the set consisting of the inverses of the monomials of Proposition 5.1 is still a basis of U (tr n ).
We will denote this set by S ⊂ X * (r ij , i < j) (here X * (A) is the free monoid over the alphabet A), and by S N the subset of monomials of length N .
We choose (i, j) → N (i, j) to be the lexicographic order. Then S is the set of words in r ij which do not contain expressions of the form r ij r jk for i < j < k, or of the form r ij r i ′ j ′ for i < i ′ and {i, j} ∩ {i ′ , j ′ } = ∅.
We will show that the morphism U (tr n ) → U univ n sets up an injection from (a) the basis of the degree N part of U (tr n ) constituted by the inverses of the monomials of Proposition 5.1, i.e., by the image of S N in U (tr n ) by the natural injection to (b) the set of (x k,l,σ ) k,l∈Inc n,N ,σ∈S N . Lemma 6.2. The image of S N → U univ n is contained in the set of all (x k,l,σ ) k,l∈Inc n,N ,σ∈S N . We therefore get a map α N : S N → Inc 2 n,N ×S N . Proof. Take s = r i 1 j 1 · · · r i N j N ∈ S N . For any i = 1, . . . , N , set
Then s does not contain any r i ′ i r ii ′′ as a subword (with i ′ < i < i ′′ ). Therefore max(A i ) < min (B i ).
In the image of s in U univ n , no factor will need reordering in order to be expressed as a linear combination of the x k,l,σ . So the image will be a monomial x k,l,σ .
For example, when n = 4 (the forbidden subwords are r 12 r 23 , r 12 r 24 , r 13 r 34 , r 23 r 34 , r 13 r 24 , r 12 r 34 , r 14 r 23 ), the image of r 34 r 24 r 23 r 12 r 13 r 14 in A ⊗4 is
which is well-ordered in each factor (i.e., a's always are at the left of b's), and corresponds to x 1 x 2 x 3 ⊗x 4 x 5 ⊗x 6 ⊗1 ⊗ 1⊗x 1 ⊗x 5 x 2 ⊗x 6 x 4 x 3 , which is x k,l,σ where (k, l, σ) is k = (3, 5, 6, 6), l = (0, 1, 3, 6), and σ = (152643). 
We will henceforth identify both sets.
We now show that the map α N : S N → Σ N is injective. We will show this by induction on N . The map S N → {(i, j) ∈ [n]|i < j} taking a word to its first letter gives rise to a partition of S N . This partition has the form S N = i,j∈[n]|i<j r ij S ij N −1 , where S ij N −1 ⊂ S N −1 is the subset of all words containing (i) no r jk where j < k, and (ii) no r i ′ j ′ where i ′ > i and {i, j} ∩ {i ′ , j ′ } = ∅.
Let us denote by Σ ij N −1 ⊂ Σ N −1 the set of equivalence classes of (E, F, I, J, σ), such that I j = ∅ and that if {i, j}∩{i ′ , j ′ } = ∅ and i ′ > i then σ(J j ′ )∩I i ′ = ∅. Lemma 6.3. α N −1 takes S ij N −1 to Σ ij N −1 .
Proof. As a word in S ij N −1 contains no r jk with j < k, its image in A ⊗n contains no a in the factor j; this means that the corresponding universal element x k,l,σ is such that k j = k j−1 , i.e., I j = ∅. If now (i ′ , j ′ ) with i ′ < j ′ is fixed, the condition that a word from S contains no r i ′ j ′ implies that its image in A ⊗n does not contain an a(i α ) in factor i ′ and the corresponding b(i α ) in factor j ′ . This means that the (k, l, σ) corresponding to this word is such that σ
and y < f < y ′ if y ∈ ∪ β|β<j J β , y ′ ∈ ∪ β|β≥j J β ; σ ′ extends σ and satisfies σ ′ (f ) = e; finally, I ′ i = I i ∪{e}, I ′ α = I α for α = i; and J ′ j = J j ∪{f }, J ′ β = J β for β = j. We then have:
The first properties are clear; then since i < j, I ′ j = I j , and we have I j = ∅, hence I ′ j = ∅. Then we have a commuting diagram (6.1)
We will show that: (a) each ρ ij is injective, and (b) the images of the various ρ ij are disjoint. Then we conclude using the induction hypothesis.
Lemma 6.6. The images of the various ρ ij are disjoint.
Proof. Let (E, F, I, J, σ) ∈ Σ N . Assume that it belongs to the images of both ρ ij and ρ ij ′ , where i < j < j ′ . As it belongs to the image of ρ ij , it follows from Lemma 6.4 that J j = ∅, I i = ∅, and σ(min J j ) = min I i . Similarly, J j ′ = ∅, I i = ∅, and σ(min J j ′ ) = min I i . Now j < j ′ , hence J j and J j ′ are disjoint, so min I i has at least two antecedents by σ, contradicting the fact that σ is a bijection.
In the same way, if (E, F, I, J, σ) ∈ Σ N belongs to the images of both ρ ij and ρ i ′ j , where i < i ′ < j, then Lemma 6.4 implies that J j = ∅, I i = ∅, and σ(min J j ) = min I i ; and that I i ′ = ∅, and σ(min J j ) = min I i ′ ; so finally min I i = min I i ′ . But i < i ′ , so I i and I i ′ are disjoint, a contradiction.
Assume now that (E, F, I, J, σ) ∈ Σ N belongs to the images of both ρ ij and ρ i ′ j ′ , where i < i ′ and {i, j} ∩ {i ′ , j ′ } = ∅. Then the preimage of (E, F, I, J , σ) by ρ ij is β ij (E, F, I, J, σ), which we denote by (E ′ , F ′ , I ′ , J ′ , σ ′ ). We claim that (E ′ , F ′ , I ′ , J ′ , σ ′ ) does not belong to Σ ij N −1 . Indeed, since (E, F, I, J , σ) belongs to the image of ρ i ′ j ′ , we have I i ′ = ∅, J j ′ = ∅, and σ(min J j ′ ) = min I i ′ ; and as it belongs to the image of ρ ij , we have I i = ∅, J j = ∅, and σ(min J j ) = min I i .
Recall that (E ′ , F ′ , I ′ , J ′ , σ ′ ) is given by:
We also know that I i ′ and J j ′ are nonempty, and σ(min F, I, J , σ) does not belong to the image of ρ ij , a contradiction.
We now prove:
Proof. Let us show this by induction on N . This is obvious if N = 0, 1. Assume that this is true at step N − 1 and let us show it at step N .
Let w, w ′ ∈ S N such that α N (w) = α N (w ′ ). Let r ij (resp., r i ′ j ′ ) be the first letter of w (resp., of w ′ ); we then have w = r ij x and w
End of proof of Proposition 6.1. It follows from Proposition 5.1 that S N bijectively corresponds to a basis of the degree N part of U (tr n ); on the other hand, Σ N bijectively corresponds to a basis of the degree N part of U univ n ; α N corresponds to the degree N part of the linear map U (tr n ) → U univ n ; since α N is injective, so is this degree N part. It follows that U (tr n ) → U univ n is injective.
7. The isomorphism tr n → grLie(Tr n ) and proof of Proposition 4.8 7.1. Proof of Theorem 2.3. As the Lie algebra morphism φ trn : tr n → grLie(Tr n ) induced by r ij → (class of R ij ) is clearly surjective, we will show:
Proof. Let us denote by U univ n the degree completion of U univ n (the degree is given by N ). According to [EK1, EK2, En2] , there exist elements R univ ij ∈ ( U univ n ) × 1 , such 6 that R univ ij = 1 + r univ ij + terms of degree ≥ 2, and R ij → R univ ij gives rise to a morphism ρ : Tr n → ( U univ n ) × 1 . Now ( U univ n ) × 1 is a Q-prounipotent Lie group, and its Lie algebra is U univ n . the morphism ρ therefore gives rise to a morphism of Q-prounipotent groups Lie(ρ) : Lie(Tr n ) → ( U univ n ) × 1 , whose associated graded is grLie(ρ) : grLie(Tr n ) → 6 If A is an algebra equipped with a character χ : A → C, then A × 1 is the group of invertible elements a ∈ A, such that χ(a) = 1; here the character of U univ n is the projection on the degree 0 component.
n is the positive degree part of U univ n ; it is equipped with the Lie structure associated to its algebra structure).
Recall that we have a Lie algebra morphism tr n → grLie(Tr n ). The composed morphism tr n → grLie(Tr n ) ρ → U univ,>0 n takes r ij to the class of log(R ij ), and then to r univ ij . We have shown that the algebra morphism U (tr n ) → U univ n given by r ij → r univ ij is injective. It follows that the induced Lie algebra morphism tr n → U univ,>0 n is injective. This implies that tr n → grLie(Tr n ) is injective, as claimed.
7.2. Proof of Proposition 4.8. Recall the homomorphism ζ n : qtr n → U univ n introduced in Section 6. By [En2] , Section 1.13, the composition ζ n • ψ n is injective. Hence ψ n is injective.
Let Z n : QTr n → ( U univ n ) × 1 be the homomorphism sending R ij to R univ ij . We denote by G(Q) = exp(Lie(G)) the Malcev Q-completion of a group G. As ( U univ n ) × 1 is a prounipotent Q-Lie group, Z n factors through Z n (Q) : QTr n (Q) → ( U univ n ) × 1 . Also, let Ψ n (Q) : PB n (Q) → QTr n (Q) be the extension of Ψ n to Malcev Q-completions. It is easy to see that the associated graded map of Z n (Q)
is injective, and therefore Ψ n (Q) is injective. But the group PB n is an iterated cross product of free groups, which implies that the natural map PB n → PB n (Q) is injective. Thus Ψ n is injective, as desired.
8. Classifying spaces for the groups Tr n , QTr n .
8.1. The Permutohedron. Let P n be the convex hull of S n · (n, n − 1, . . . , 1) in the affine hyperplane A n defined by the equation X i = 1 + · · · + n = n(n + 1)/2 in R n . This is a polyhedron, containing the points (x 1 , . . . , x n ) such that, for every S ⊂ [n], we have s∈S x s ∈ [1 + · · · + |S|, (n − |S| + 1) + · · · + n].
The faces of P n can be determined as follows. The (n − r)-dimensional faces are in bijection with the ordered partitions 7 [n] = S 1 ⊔ · · · ⊔ S r ; the face corresponding to such a choice is the set of the points (x 1 , . . . , x n ) satisfying for all i ∈ {1, . . . , r} :
This face is therefore the cartesian product P |S 1 | × · · · × P |Sr| , with the coordinates of P |S i | shifted |S 1 | + · · · + |S i−1 | away from the origin. For example, the vertex with coordinates (π(1), . . . , π(n)) corresponds to the partition [n] = {π −1 (1)} ⊔ · · · ⊔ {π −1 (n)}. Geometric inclusion of faces corresponds combinatorially to ordered refinement of partitions; namely, S 1 ⊔ · · · ⊔ S r is a face of T 1 ⊔ · · · ⊔ T s if there is an order-preserving surjection f :
8.2. The classifying space C n . For every r there is a natural action of the symmetric group S r on the disjoint union of the (n − r)-dimensional faces of P n . In the combinatorial model, it is the natural permutation action π(S 1 ⊔ · · · ⊔ S r ) = S π −1 (1) ⊔ · · · ⊔ S π −1 (r) , which moves S i from position i to position π(i). In the geometric model, the action is given by piecewise translations: in the face associated with S 1 ⊔ · · · ⊔ S r ,
These actions fit together, in the sense that if S 1 ∪ · · · ∪ S r is a face of T 1 ∪ · · · ∪ T s via the surjection f as above, then f interlaces the S r -and S s -actions. We let C n be the quotient of P n by these actions.
For example, C 1 is a point; C 2 is a circle, the quotient of the line segment [(1, 2), (2, 1)] by identification of its endpoints; and as we shall see below, C 3 is homotopic to the connected sum of a 2-torus and a circle.
Theorem 8.1. C n is a classifying space for the group Tr n .
Proof. This amounts to showing that C n has a contractible universal cover, and has fundamental group Tr n .
The first assertion holds because C n is a locally CAT (0) space. Since it is a quotient of Euclidean space, it suffices to check that the link of the 0-cell of C n satisfies the "no short path" condition (see [BH, Chapter II.5 ]), i.e. that a non-trivial path in that link has length at least 2π. Paths in the link will be called "link-paths", to distinguish them from their lifts to the permutohedron.
This path may be assumed to lie in the 2-skeleton of C n , and to be comprised of segments joining edges in the 1-skeleton of C n . The 2-cells of C n are either of the form {··}, {··} or of the form {· · ·}, once singletons are removed. In the latter case, all paths between edges have angle 2π/3, since the associated 2-cells are regular hexagons; in the former case, the angles are π/2. Therefore the link condition is verified for all link-paths except possibly those made out of two hexagons, or two hexagons and a square, or a hexagon and two squares, or three squares.
A The other relations of Tr n , namely those of the form R ab R ac R bc = R bc R ac R ab with a, b, c not in the order a < b < c, are cyclic permutations of the one in the standard ordering.
8.3. The classifying space QC n . Consider now the space QC n constructed as follows. On the disjoint union C n × S n , identify all faces (S 1 ⊔ · · · ⊔ S r , σ) and (S 1 ⊔ · · · ⊔ S r , τ ) precisely when for all i ∈ {1, . . . , r} : for all x, y ∈ S r : σ(x) < σ(y) ⇔ τ (x) < τ (y).
Theorem 8.2. QC n is a classifying space for the group QTr n .
Proof. The proof that QC n is a non-positively curved space is similar to the proof for C n , and we omit it.
A simple loop in the 1-skeleton of QC n is of the form ({a, b}, σ), neglecting singletons, where σ specifies an orientation of {a, b}. We identify it with the generator R ab , with the ordering specified by σ(a) < σ(b).
A typical 2-cell is either of the form ({a, b} ⊔ {c, d}, σ), in which case it gives the relation R ab R cd = R cd R ab , in the order specified by σ(a) < σ(b) and σ(c) < σ(d), or is of the form ({a, b, c}, σ), in which case it gives the relation R ab R ac R bc = R bc R ac R ab , again in the order σ(a) < σ(b) < σ(c). Now the fact that Tr n is a split quotient of QTr n acquires a geometric interpretation. Namely, C n is both a quotient of QC n , by projecting on the first coordinate, and a subspace of QC n , embedded as C n × {1}.
8.4. Homology of C n and QC n . The permutohedron P n is homeomorphic to a ball, and therefore has non-trivial homology only in dimension 0. Consider the chain complex spanned by all faces of the polyhedron. In the combinatorial model, the boundary operator is given by
for appropriate signs in ∂(S). We fix an orientation for the top-dimensional cell in P n . Each face S 1 ⊔ · · · ⊔ S r of P n is then a cartesian product of translates of P S i , and we give that face the product orientation. The exact signs in ∂(S) are not important, but we note that S ′ ⊔ S ′′ and S ′′ ⊔ S ′ are translates of each other, and have opposite signs in ∂(S).
Consider now the quotient C n . It admits a natural chain complex, where the (n−r)-dimensional complex is spanned by S r -orbits of (n−r)-dimensional faces, i.e. by unordered partitions of [n] in r parts. The boundary operator on that complex is induced from the boundary on P n , since by the choice above all faces in the same S r -orbit have the same orientation.
Proposition 8.3. (i) The boundary map on P n induces the zero map on the complex of C n ; in other words, the complex for C n is minimal.
(ii) The homology group H r (Tr n ; Z) is free of rank the number { n n−r } of unordered partitions of n in n − r parts 8 . The Hilbert-Poincaré series of H * (Tr n ; Z) is the polynomial P trn (t) of Theorem 3.1.
Proof. The boundary map on any face of C n is calculated from the boundary on top-dimensional faces, by formula (8.1). Now the top-dimensional face of P n is mapped bijectively to C n , while the faces of dimension one less are identified by pairs in C n . Furthermore, the boundary operator assigns sign +1 to one and sign −1 to the other. Therefore all boundary operators are trivial on top-dimensional faces, and by extension on all faces.
The consequence for homology of Tr n follows immediately, since it is by definition the homology of a classifying space.
The same arguments hold for QC n , namely:
Proposition 8.4. (i) The boundary map on P n induces a trivial map on the complex of QC n ; in other words, the complex for QC n is minimal.
(ii) The homology group H r (QTr n ; Z) is free of rank the number of unordered partitions of n in r ordered parts. The Hilbert-Poincaré series of H * (QTr n ; Z) is the polynomial P qtr n (t) of Theorem 3.1.
Proof. Since QC n is a quotient of a disjoint union of copies of C n , the induced boundary map is a fortiori trivial.
The r-cells of QC n are given by the numbers A n,n−r of partitions of [n] in n − r parts, with an ordering on each of the parts. These numbers obviously satisfy the recursion A n,p = A n−1,p−1 + (n + p − 1)A n−1,p , 8 a.k.a. the "Stirling numbers of the second kind" since given a partition of [n] in p parts one may remove n from the partition and obtain either a partition of [n − 1] in p − 1 parts, or a partition of [n − 1] in p parts, where the number n appeared in any of n + p − 1 positions. This recursion is also satisfied by the coefficients n−1 p n! (n−p)! appearing in Theorem 3.1, finishing the proof.
Remark. The identifications of the (n − 2)-cells of C n can be pictured as follows. There is a lattice of translations of E n , isomorphic to Z n−1 , and spanned by all vectors (−1, . . . , n − 1, . . . , −1). The quotient of E n by this lattice is of course an (n − 1)-dimensional torus.
We claim that C n is a quotient of this torus. To see that, tile E n with translates of P n under the lattice. Two translates with non-trivial intersection are of the form P n + v and P n + v + |S| s ∈S x s − (n − |S|) s∈S x s , and these two translates intersect in the (n − 2)-dimensional face S ⊔ ([n] \ S).
Furthermore, there is a copy of P n−1 within the torus, say that spanned by S 1 ⊔ · · · ⊔ S r ⊔ {n} for any face S 1 ⊔ · · · ⊔ S r of P n−1 . This P n−1 should be quotiented to a C n−1 .
These considerations are sufficient to explain the structure of C 3 : it is a 2-torus with a segment (P 2 ) quotiented to a circle (C 2 ). 8.5. The cohomology rings of the groups Tr n , QTr n . We now relate the cohomology of the Lie algebras (q)tr n and the groups (Q)Tr n .
We have natural homomorphisms ξ n : A n → H * (Tr n , Q) and η n : QA n → H * (QTr n , Q), defined as follows. The generators a ij of H * (Tr n , Q) and a ij , b ij of H * (QTr n , Q) are obtained by pulling back standard generators via the projections Tr n → Tr 2 , QTr n → QTr 2 (note that the groups Tr 2 , QTr 2 are free in one, respectively two generators). The fact that these generators satisfy the relations of A n , QA n respectively follows from consideration of the projections Tr n → Tr 3 , QTr n → QTr 3 , and the structure of the cohomology rings of Tr 3 , QTr 3 , which is easy to determine by looking at the 2-dimensional complexes C 3 , QC 3 . This defines the homomorphisms ξ n , η n .
Theorem 8.5. ξ n is an isomorphism.
Proof. By the above results, ξ n is a map between spaces of the same dimension. Thus it suffices to show that ξ n is injective.
Let g n = Lie Tr n . We have a natural map θ n : H * (Tr n , Q) → H * cts (g n , Q) (the subscript cts means continuous cohomology). By Theorem 2.3, we have grg n = g 0 n = tr n . Thus, since the algebra U (g 0 n ) is Koszul, all the differentials of the spectral sequence computing the cohomology of H * cts (g n , Q) starting from H * (g 0 n , Q) are zero. Thus the injectivity of ξ n will follow from the injectivity of the natural map ξ 0 n : A n → H * (g 0 n , Q) (as θ n • ξ n is a deformation of ξ 0 n ). But we know (by the results of Sections 3,4) that ξ 0 n is an isomorphism.
Remark. The same argument shows that Conjecture 2.4 implies the following
