We give a theoretical framework of stochastic non-canonical Hamiltonian systems as well as their modified symplectic structure which is named stochastic K-symplectic structure. The framework can be applied to the study of the Lotka-Volterra model perturbed by external noises. In terms of internal properties of the stochastic Lotka-Volterra model, we propose different kinds of stochastic K-symplectic integrators which could inherit the positivity of the solution. The K-symplectic conditions are also obtained to ensure that the proposed schemes admit the same geometric structure as the original system. Besides, the first-order condition of the proposed schemes in L 1 (Ω) sense are given based on the uniform boundedness of both the exact solution and the numerical one. Several numerical examples are illustrated to verify above properties of proposed schemes compared with non-K-symplectic ones.
Introduction
The study of Hamiltonian systems for both deterministic case dz = J −1 ∇ z H 0 (z)dt and stochastic case dz = J −1 ∇ z H 0 (z)dt + J −1 ∇ z H 1 (z) • dW on its geometric structure, long-time behaviors and numerical integrations is always of great interest (see [2, 3, 7, 8, [10] [11] [12] [17] [18] [19] and references therein). It is well known that the following system dz = J −1 ∇ z H 0 (z)dt + J −1 ∇ z H 1 (z) • dW can be characterized by dz i = {z i , H 0 }dt + {z i , H 1 } • dW with canonical Poisson bracket {F, G}(z) := ∇F (z) J −1 ∇G(z), ∀ F, G ∈ C 1 (R 2d ).
There are also many circumstances that the behavior of the system is not applicable to be described by a stochastic Hamiltonian systems (SHS). Instead, stochastic non-canonical Hamiltonian systems (or Poisson systems) dz = B(z)∇ z H 0 (z)dt + B(z)∇ z H 1 (z) • dW will be taken into consideration with an associated generalization of canonical Poisson bracket
{F, G}(z) = ∇F (z) B(z)∇G(z),
where B(z) are skew symmetric matrices for all z ∈ R 2d . Non-canonical Hamiltonian systems are widely used in plasma physics, mathematical biology and so on. For instance, stochastic LotkaVolterra (LV) equations (see [14] or Example 1) in two or higher dimensions, describing the dynamics of biological systems with several interacting species, are non-canonical Hamiltonian systems. And also, the stochastic Ablowitz-Ladik discrete nonlinear Schrödinger equation (see [6] or Example 2), which is used to model the self trapping on a dimer, dynamics of anharmonic lattices and pulse dynamics in nonlinear optics with random perturbations, possesses a non-canonical symplectic structure. For deterministic non-canonical Hamiltonian systems, their geometric structures and numerical integrations have been well-investigated (see [1, 5, 15] and references therein). In this paper, we study the following stochastic non-canonical Hamiltonian system
where H 0 , H 1 are two smooth Hamiltonian functions. The • in the last term of (1.1) indicates that the stochastic integral is defined in Stratonovich sense, and W (t) is a one-dimensional standard Wiener process defined on the filtered probability space (Ω, F, P; {F t } t≥0 ). Matrices K(z) ∈ R 2d×2d are skew-symmetric for all z ∈ R 2d and satisfy the Jacobi identity ∂k ij ∂z k + ∂k jk ∂z i + ∂k ki ∂z j = 0, for all i, j, k = 1, 2, · · · , 2d, (1.2) where k ij := k ij (z) are elements of K(z). The goal of this work is to investigate the geometric structure and construct structure-preserving numerical methods for system (1.1) and derive the corresponding order condition. We show that system (1.1) under condition (1.2) possesses the stochastic K-symplectic structure. However, it is a difficult task to construct stochastic K-symplectic integrators for general stochastic non-canonical systems due to the arbitrariness of non-constant K(z). Therefore, special structures of specific problems have to be exploited to gain stochastic K-symplectic integrators. In this paper, we take the stochastic LV model as the keystone to construct Runge-Kutta type and partitioned RungeKutta type stochastic K-symplectic integrators by utilizing Darboux transformation technique. We prove that the proposed methods could inherit the stochastic K-symplectic structure as well as the property of the original problem, e.g., the positivity of the solution. Furthermore, based on the uniform boundedness of numerical solutions, we derive the global order conditions in L 1 (Ω) of proposed numerical methods. Numerical experiments show the favorable performance of stochastic K-symplectic integrators compared with non-K-symplectic methods. Particularly, the similar fashion of the construction of stochastic K-symplectic integrators in this paper can be applied to other specific stochastic non-canonical Hamiltonian systems. To the best of our knowledge, there has been no work in the literature which studies stochastic K-symplectic structure or stochastic K-symplectic integrators for stochastic non-canonical Hamiltonian systems.
The rest of this paper is organized as follows. Section 2 is devoted to show the geometric structure-K-symplectic structure-of non-canonical Hamiltonian systems, and give some concrete and widely used models for this kind of systems. In Section 3, the definition of stochastic Ksymplectic integrators is firstly presented. We take stochastic LV model as the keystone to construct stochastic K-symplectic integrators, and derive the convergence order conditions. In Section 4, several specific stochastic K-symplectic integrators of Runge-Kutta or partitioned Runge-Kutta type are given. Finally, numerical experiments are performed to testify the effectiveness of the proposed schemes in Section 5.
Stochastic K-symplectic structure
In this section, we introduce the stochastic K-symplectic geometric structure as well as its equivalent form for stochastic non-canonical Hamiltonian systems. Two concrete examples are also given to show the transformation between specific systems and stochastic non-canonical Hamiltonian systems with K-symplectic structure.
It can be verified that if we choose K(z) as the standard symplectic matrix J 2d , i.e.,
with d-dimensional identity matrix I d , system (1.1) will degenerate to the following canonical SHS
The phase flow φ t : z 0 → z(t) of (2.1) preserves the natural stochastic symplectic structure of the phase space :
which is a characteristic property of a SHS and is known as the stochastic symplectic conservation law. Equivalently, the stochastic symplectic conservation law can also be described with differential 2-forms: dP ∧ dQ = dp ∧ dq, P-a.s.
by setting z = (P , Q ) with P, Q ∈ R d . While for the non-canonical case, the standard symplectic conservation law is not preserved anymore. A generalized version of symplectic geometric structure has to be taken into consideration. In the following, equations with respect to random variables all hold almost surely with respect to the probability measure P, and we omit the notation 'P-a.s.' for convenience unless it is necessary. Definition 1. Let U ⊂ R 2d be an open set. A differentiable map f : U → R 2d is called stochastic K-symplectic if for all z ∈ U , the Jacobian matrix ∇f satisfies
Recall that the phase flow ϕ t of (1.1) is the mapping that advances the solution by time t, i.e.,
where z(t) is the solution of (1.1) corresponding to the initial value z(0) = z 0 . We show that ϕ t is K-symplectic as in the definition above. Furthermore, the K-symplectic structure also has an equivalent form in terms of differential 2-forms.
Theorem 2.1. Let H 0 (z) and H 1 (z) in (1.1) be two twice continuous differentiable functions on U ⊂ R 2d , and condition (1.2) hold. Then, the flow ϕ t of (1.1), starting from z 0 , is a stochastic K-symplectic transformation, and possesses the K-symplectic conservation law
The proof of this theorem as well as the following one is given in the appendix such that the main results are stated in a clear fashion. 
for all t ≥ 0.
The formulation of K-symplectic structure in Theorem 2.1 and 2.2 are equivalent, which is stated in the following corollary.
The necessity follows from Theorem 2.1. For the proof of sufficiency, we know that
Due to the fact that K is a skew-symmetric matrix, it follows from the wedge property dz 0 ∧Bdz 0 = 0 if and only if B = B that
which complete the proof.
The following two examples are typical models which possess stochastic K-symplectic structure.
Example 1. Stochastic LV Model
Consider the following classical stochastic LV predator-prey model (see e.g. [14] )
with constants σ 1 , σ 2 , positive constants γ i , η i (i = 1, 2), and x(t) and y(t) representing populations of the prey and the predator respectively. Let
We have
which implies that the stochastic LV model (3.2) is a stochastic non-canonical Hamiltonian system.
Example 2. Stochastic Ablowitz-Ladik Model
Another example is the stochastic Ablowitz-Ladik model, which describes the transmission of solitons in discrete, nonlinear and random media. It can also be regard as a spacial discretization of the stochastic nonlinear Schrödinger equation:
under periodic boundary conditions u k+M = u k , x k = k∆x and ∆x = 1/M . Here, W is a realvalued Q-Wiener process. By splitting the variables into real and imaginary parts,
.
and Z = (P, Q) , this system turns to be
where
) is a diagonal matrix with entries
and the Hamiltonian functions are
Stochastic K-symplectic methods for stochastic LV model
Since the phase flow of (1.1) preserves stochastic K-symplectic structure (2.3), one wants to construct numerical methods which inherit this property.
Definition 2.
A numerical method with solution {z n } n≥1 for solving (1.1) is said to be stochastic
for all n ≥ 1.
In this section, we take the stochastic LV model as the keystone, which plays an important role in biological populations, ecology and mathematical ecology, to illustrate the procedure of constructing stochastic K-symplectic integrators. Consider now the following concrete class of stochastic LV model in Stratonovich sense
starting from x(0) = x 0 and y(0) = y 0 .
Properties of stochastic LV model
We choose the state space as R 2 for simplicity, i.e., (x, y) ∈ R 2 . The global well-posedness and positivity of the solution to (3.2) is stated in the following theorem.
Proof. Since the initial value (x 0 , y 0 ) ∈ R 2 + , there must exists some m 0 ∈ N + such that x 0 , y 0 ∈ [
To show the global well-posedness of the solution, we first denote the explosion time by
before which the solution starting from (x 0 , y 0 ) won't blow up. In addition, for any integer m ≥ m 0 , we define stopping times
It then suffices to show that τ ∞ := lim m→∞ τ m = ∞ almost surely. Motivated by [9] , we assume by contradiction that τ ∞ < ∞ with positive probability. More precisely, there exist some constants T 0 > 0, ε ∈ (0, 1) and m 1 > m 0 such that P(τ m ≤ T 0 ) > ε for all m ≥ m 1 . We introduce the generator (see e.g. [16] ) L of the equivalent Itô form of (3.2):
and an auxiliary function V (x, y) :
where in the last step we have used the fact that for any t ∈ (0, τ m ∧ T 0 ), x(t), y(t) ∈ ( 1 m , m) and thus LV (x(t), y(t)) ≡ (σ 2 1 + σ 2 2 )/2. Note that function V has a minimum at (1, 1) with V (1, 1) = 0, and is decreasing on (0, 1) and increasing on (1, +∞). Also, for any m ≥ m 1 and any sample ω ∈ {τ m ≤ T 0 }, either x(τ m ) or y(τ m ) reaches the boundary of interval 1 m , m . Thus, we obtain
We conclude from all the above that
Hence, τ ∞ = ∞ and we complete the proof.
The pth moment of the exact solution are uniformly bounded.
Corollary 2. For any (x 0 , y 0 ) ∈ R 2 + and p ≥ 1, the pth moment of solution (x(t), y(t)) with t ∈ [0, T ] is uniformly bounded under conditions given above, i.e., there exists a positive constant
Proof. This proof is given through a similar approach to that in [9] . Define another auxiliary function
It is worth noticing that
in which the fact x − y ≤ x + y and
are used. According to Theorem 3.1, we have (x(t), y(t)) ∈ R 2 + for any t ≥ 0. Hence, Itô's formula applied to F p (t, x(t), y(t)) indicates that
Multiplying both sides of above inequality by e −t , we have
which, together with Gronwall's inequality, shows
We then complete the proof.
Stochastic K-symplectic integrators
We use the results of the previous section to construct several classes of stochastic K-symplectic integrators for stochastic LV model (3.2) and derive the convergence order conditions.
Stochastic K-Runge-Kutta methods
Based on the positivity of the solution and introducing auxiliary coordinates x = e u and y = e v , (3.2) has an equivalent standard SHS form
Applying the Runge-Kutta methods to above equations and utilizing the inverse transformation u = ln x, v = ln y, we finally get what we call s-stage stochastic K-Runge-Kutta (KRK) methods:
starting from X 0 = x 0 and Y 0 = y 0 , where s is an integer, h = t n+1 − t n is the uniform time step, and J n = √ hξ n has the same distribution and adaptness with W (t n+1 ) − W (t n ). Here ξ n , n = 1, · · · , N, are independent random variables satisfying standard normal distribution. Without loss of generality, we assume that N = T /h is an integer. These numerical methods parameters can be characterized by the Butcher tableau
. Next, we proceed to the stochastic K-symplectic conditions results. Theorem 3.2. Assume that the coefficients a ij , b ij , α i , β i in (3.5) satisfy
for all i, j = 1, 2, · · · , s, then stochastic KRK methods (3.5) preserve the stochastic K-symplectic structure.
Proof. Runge-Kutta methods applied to (3.4) yield
By simple calculation, it can be seen that methods (3.7) with conditions (3.6) preserve stochastic symplectic structure dU n+1 ∧ dV n+1 = dU n ∧ dV n . (3.8)
If we transform back to the original variables, we obtain
Thus, it yields 1
i.e.,
where z n = (X n , Y n ) , and
This completes the proof.
Stochastic K-Partitioned-Runge-Kutta methods
Moreover, we consider the following numerical methods with more coefficients than those in (3.5):
where i = 1, · · · , s and n = 0, · · · , N − 1. These methods can be characterized through their parameters via the following Butcher tableau
. Similarly, we can get the stochastic Ksymplectic conditions for (3.11), which is stated in the following theorem.
Theorem 3.3. Assume that the coefficients
for all i, j = 1, 2, · · · , s, then stochastic KPRK methods (3.11) preserve stochastic K-symplectic structure.
Proof. The proof is analogous to that of the stochastic KRK case, so we ignore it here.
In this paper, we call methods (3.11) as s-stage stochastic K-Partitioned-Runge-Kutta (KPRK) methods.
Remark 1.
If the coefficients in (3.11) satisfy
stochastic KPRK methods (3.11) turns to be the same as stochastic KRK methods (3.5).
General stochastic K-symplectic methods
Based on the construction of stochastic K-symplectic integrators in the previous subsections, we derive the general stochastic K-symplectic methods. It is stated in the following theorem. 
Proof. Since solution {v n } n≥1 is symplectic, it holds
Then we have
which yields
This indicates the K-symplectic structure associated to the solution {z n } n≥1 .
Convergence order conditions
To avoid confusion of the coefficients, in this subsection, we choose
and σ 2 = 0, which satisfy the condition (3.3), as an illustration of the following procedure, and get
The stochastic KRK methods (3.5) applied to (3.15) turn to be
Theorem 3.5. Each of methods (3.16) admits an F tn -adapted solution (X n , Y n ) ∈ R 2 + . Furthermore, the pth moment of the numerical solution is uniformly bounded
Proof. The existence and adaptness of the solution of (3.16) is not difficult to get by means of the procedure given in [4] . Based on the fact that x i , y i ∈ R + , and denoting constants C α = s j=1 α j and C β = s j=1 β j , we have
a jk ) for all n = 0, 1, · · · , N − 1. In the estimation of the second inequality above, we have used the fact that x j ≤ X n exp(h s k=1 a jk ). Hence, we can calculate pth moments of the numerical solution as follows
Based on the uniform boundedness above, we give the order conditions for (3.16). Then these methods show global order one in L 1 (Ω).
Proof. Based on the positivity of the solution, we introduce the auxiliary coordinates u = ln x and v = ln y. Then Itô's formula yields
Considering the local error between (3.18) and (3.7) with the coefficients γ i , η i , σ i , i = 1, 2, chosen as those in the beginning of Section 3.3, and utilizing condition (3.17), we obtain
with some θ ∈ (0, 1), and
Thus, we can conclude from above and condition (3.17) that the expectation of the local deviation is of order 2:
where we have used the uniform boundedness of solution x(t) = e u(t) and y(t) = e v(t) . Similarly, the local strong error has order of accuracy 3/2:
forθ ∈ (0, 1), and so are the estimations of v(h) − V 1 . Based on the fundamental theorem on the mean-square order of convergence (see e.g. [13] ), one has immediately
for any t n = nh ∈ [0, T ], which ensures the final result
, e
according to the uniform boundedness of the solution (x(t), y(t)) and (X n , Y n ) shown in Corollary 2 and Theorem 3.5 with θ 1 , θ 2 ∈ (0, 1).
We can also get the order conditions for the KPRK methods in the same procedure. Then these methods show global order one in L 1 (Ω).
Remark 2. The procedure above is also available for high dimensions, i.e., (x , y ) ∈ R 2d , by defining a product '•' as
4 Some low-stage stochastic KRK methods
In this section, both order conditions and stochastic K-symplectic conditions are used to find some low-stage specific stochastic K-symplectic methods for (3.15).
Scheme 1. One-stage stochastic KRK method
We first consider one-stage stochastic KRK methods in the following form
Using the order conditions (3.17) and stochastic K-symplectic conditions (3.6), the following results hold:
which admits a unique solution α 1 = 1, β 1 = 1, a 11 = 1/2, b 11 = 1/2. We get the unique one-stage stochastic KRK method with Butcher tableau 1/2 1/2 1 1 , more precisely,
which has strong global order one.
Scheme 2. Two-stage stochastic KRK method We consider particularly a class of two-stage stochastic KRK methods as follows
with conditions (3.17) and (3.6) reading
Let a 11 , b 11 ∈ (0, 1/2) be free parameters, we obtain a family of two-stage diagonally implicit stochastic KRK methods with strong global order one: More precisely, it can be simplified as an explicit scheme:
which is also of order one.
Numerical experiments
In this section, several numerical experiments are given in comparison with the following two widely used non-K-symplectic schemes applied to the LV model (3.15): Euler-Maruyama (EM) scheme
and Milstein scheme
Through out these experiments, the expectation is approximated by taking averaged value over 1000 realizations. We use the solution of Scheme 4 with a finer step size 2 −12 as the reference value of the exact solution. Firstly, the convergence order in L 1 (Ω) as well as the convergence error is investigated for Scheme 1, Scheme 4, EM scheme and Milstein scheme. It can be observed from Figure 1 that EM scheme is of order 0.5 while the other three schemes are all of order 1 in L 1 (Ω) compared with the reference lines. However, the convergence errors for Scheme 1 and Scheme 4 are smaller than that of EM scheme and Milstein scheme. To make it clearer, we give the convergence error of these schemes for different time intervals T = 0.5, 1, 5, 10, 20 in Table 1 . It shows that Scheme 1 and Scheme 4 are more stable than EM scheme and Milstein scheme, which also indicates good performances of K-symplectic schemes over long time. Next, we show the phase area evolution and the error of the phase area for Scheme 1 and Milstein scheme which are all of order 1. We choose a triangle determined by three points w 1 0 = (1, 7), w 2 0 = (7, 1) and w 3 0 = (2, 8) as the initial area. We can get three family of points {w i n } n≥0 , i = 1, 2, 3, under the propagation of a specific scheme. In a small time interval [0, 0.2], we regard the phase area at step n as the triangle determined by points {w 1 n , w 2 n , w 3 n } since the approximate error is small enough during small interval [0, 0.2]. Figure 2 shows the evolution of the phase area. The evolution of the phase area of Scheme 1 is almost the same as the exact one, while the phase area of the Milstein scheme turns to deviate from the exact one. This phenomenon appears more evident in Figure 3 , where we simulate the error of the phase area for Scheme 1 and the Milstein scheme. The good performance of Scheme 1 benefits from the preservation of the geometric structure, which shows the superiority of Ksymplectic schemes.
Similarly, for term III
Combining with these two equalities, we can obtain
For convenience, letk ij , i, j = 1, 2, · · · , 2d be the elements of
Now, we consider the (i, j)th element A ij of matrix A, it holds Then, the proof is completed.
Proof of Theorem 2.2. We have
For terms I and III, we get where the equality is due to the Jacobi identity (1.2) and wedge property dz ∧ Adz = 0 when A is a symmetric matrix. Therefore, it follows from dz ∧ K(z(t))dz
we can obtain equality (2.3).
