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SUBGROUPS WHICH ADMIT EXTENSIONS OF
HOMOMORPHISMS
SIMION BREAZ, GRIGORE CA˘LUGA˘REANU AND PHILL SCHULTZ
Abstract. We classify by numerical invariants the finite subgroups H of a
primary abelian group G for which every homomorphism or monomorphism
of H into G, or every endomorphism of H, extends to an endomorphism of G.
We apply these results to show that for finitely generated subgroups of general
abelian groups, the extendibility of monomorphisms implies the extendibility
of all homomorphisms.
1. Introduction
We begin by characterizing in module theoretic terms the extension properties
described above. The problem of characterizing the subgroups satisfying these
properties forms part of the more general question of characterizing special classes
of submodules of a module. For example, Birkhoff observed in [B34] that although
for some rings R (and in particular for R = Z) finitely generated modules can
be completely characterized using numerical invariants, in general it is difficult to
describe even cyclic modules as submodules of a given module. A complex study in
this direction was initiated by Ringel and Schmidmeier [RS08] for artinian algebras,
and it was continued by several authors who show that in many cases the category
of submodules is ‘wild’ (cf. the introduction of [RS06]). For the case of abelian
groups, we mention the studies realized in [A00] and [RW99].
Let R be a unital ring and M an R–module, and let Sub(M) be the set of all
submodules of M .
If N ∈ Sub(M), and ι : N →M is the inclusion map, by applying the contravari-
ant functors Hom(−,M) and Hom(−, N), we obtain a commutative diagram:
Hom(M,N)
ι∗M−−−−→ End(M)
resN


y


yresM
End(N) −−−−→
ι∗
N
Hom(N,M)
,
where ι∗X : Hom(X,N) → Hom(X,M) are the induced inclusion maps and resX :
Hom(M,X)→ Hom(N,X) the induced restriction maps.
Several module theoretic properties that appear in the literature in other guises
can be described in terms of this diagram: ι∗M is an isomorphism if and only if
N = M ; if resM is an isomorphism then M is a localization of N ([Du04]); resN is
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an isomorphism if and only if N is a direct summand with a unique complement;
resM factors through ι
∗
N if and only if N is fully invariant in M ; for a given N ,
resM and im
∗
N have the same image for all M if and only if N is rigid [DG96].
Now consider, for a given module M , the following sets of submodules:
S(M) = {N ∈ Sub(M) : resN is epic};
Q(M) = {N ∈ Sub(M) : resM is epic};
W(M) = {N ∈ Sub(M) : im(resM ) = im(ι
∗
N )};
P(M) = {N ∈ Sub(M) : im(resM ) ⊇ Mon(N,M)}
where Mon(N,M) is the set of monomorphisms of N into M .
It is easy to see that S(M) is the set of all direct summands of M , Q(M) is the
set of all submodules N of M such that all homomorphisms of N into M can be
extended to endomorphisms of M , W(M) is the class of all submodules N of M
such that all endomorphisms of N can be extended to endomorphisms of M . and
P(M) is the class of all submodules N of M for which all monomorphisms of N
into M can be extended to endomorphisms of M .
Therefore, if one of these classes coincides with the set of all submodules of M ,
i.e., X (M) = Sub(M) for X = S, Q, W , or P then M is semi-simple, respectively
quasi-injective ([Fa67]), weakly-injective ([Mis62]) or pseudo-injective ([JS67]). Us-
ing known results about the structure of these modules, it is easy to see that in
general S(M) ⊆ Q(M) ⊆ P(M) ⊆ Sub(M) and all inclusions can be strict. With
one exception (the inclusion Q(M) ⊆ P(M)) this strictness can be demonstrated
in the class of abelian groups, using structure theorems in [K67] and [Mis62]. For
Q(M) $ P(M), there are pseudo-injective modules which are not quasi-injective
(see [JS67] or [T75]). However, it is proved in [Si68] that over principal ideal do-
mains quasi-injective and pseudo-injective modules coincide, and we do not know
if there exists an abelian group G such that Q(G) 6= P(G).
Recently Er, Singh and Srivastava [ESS13] showed that pseudo–injective mod-
ules are precisely those modules which are invariant under automorphisms of their
injective hulls. This description should be compared with the well known charac-
terization of quasi–injective modules as those modules which are fully invariant,
i.e., invariant under endomorphisms of their injective hulls.
The object of the paper is to characterize finitely generated subgroups which
lie in these classes for the case of primary abelian groups. Let G be a p-group.
Cyclic subgroups in Q(G) are described in Theorem 2.5, while finitely generated
subgroups in Q(G) are characterized in Theorem 3.4. Using these results we prove
in Theorem 4.4 that for all abelian groups G (not only for quasi-injective or pseudo-
injective abelian groups) we have Qf(G) = Pf (G), where Xf (G) denotes the set of
all finitely generated subgroups in X (G). Theorem 3.6 gives us information about
finitely generated subgroups in W(G).
All groups in this paper are abelian. Unless specifically noted we use the standard
notation of [Fu70] and [Fu73].
With the exception of the final section, in the rest of this paper we assume that
p is a fixed prime and G a p-group.
If G is bounded, we denote by exp(G) the least positive integer k such that
pkG = 0. If G is not bounded then exp(G) = ∞. The exponent of an element
x ∈ G, denotes the positive integer exp(x) such that the order of x is pexp(x). If
x ∈ G, then h(x) denotes the height of x. A group G is homogeneous if it is a direct
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sum of isomorphic quasi-cyclic groups, i.e. G ∼= Z(pk)(λ) where k is a positive
integer or ∞ and λ is a cardinal.
It is well known that the semi–simple groups are the direct sums of elementary
groups. Moreover, quasi-injective (primary) groups are exactly the homogeneous
groups.
2. Cyclic subgroups in Q(G)
In this section, we consider the question: which cyclic subgroups of G are in
Q(G) or in P(G)?
If G is divisible, then for all x ∈ G, 〈x〉 ∈ Q(G), so we need consider only
non–divisible G. We recall that G1 =
⋂
n>0 p
nG denotes the first Ulm subgroup of
G.
Lemma 2.1. Let G be non–divisible and 〈x〉 ∈ P(G).
(1) If G has an unbounded basic subgroup then 〈x〉 ∩G1 = {0}.
(2) If G = B ⊕D with B bounded and D divisible then either
(a) exp(x) ≤ exp(B) and 〈x〉 ∩D = 0 or
(b) exp(x) > exp(B) and x = b+ d with b ∈ B, d ∈ D such that exp(B) =
exp(b) and exp(d) > exp(B).
Proof. (1) If G has an unbounded basic subgroup then G has a cyclic direct sum-
mand 〈a〉 of order ≥ ord(x). Hence there is a monomorphism 〈x〉 → 〈a〉 which can
be extended to an endomorphism of G. It follows that the heights of all non-zero
elements of 〈x〉 are finite.
(2) Suppose G = B ⊕D with exp(B) = n and D divisible.
(a) If exp(x) ≤ n then as in (1) G has a cyclic direct summand of order ≥ ord(x)
and non-zero elements from 〈x〉 have finite height.
(b) Suppose that exp(x) > n, and x = b + d with b ∈ B and d ∈ D. Then
exp(d) > n ≥ exp(b). Let y ∈ B have exponent n. Then exp(y + d) = exp(d) =
exp(x), and there exists f ∈ End(G) such that f(x) = y + d. Since h(y) = 0, it
follows that h(x) = 0, hence exp(b) = n. 
Lemma 2.2. If G and x are as in Lemma 2.1(2)(b) then 〈x〉 ∈ Q(G).
Proof. Since exp(b) = exp(B), 〈b〉 is a direct summand of B.
Let f ∈ Hom(〈x〉, G) with f(x) = a+ e, where a ∈ B and e ∈ D. Since 〈b〉 is a
summand of B and exp(b) ≥ exp(a), the map f1 defined by f1(b) = a extends to
g1 ∈ Hom(B,G). Since D is injective and exp(d) = exp(x) ≥ exp(e), the map f2
defined by f2(d) = e extends to g2 ∈ Hom(D,G). Hence g = g1+g2 is an extension
of f to End(G). 
It remains to find intrinsic criteria for cyclic groups satisfying the conditions of
Lemma 2.1 (1) and (2) (a) to be in Q(G). We consider therefore cyclic groups 〈x〉
containing no elements of infinite height in G.
Recall ([Fu73, Section 65]) that for n ∈ N, an Ulm sequence of length n is a
strictly increasing infinite sequence U = (h0, h1, . . . , hn−1,∞, . . . ) with each hi
an ordinal, under the conventions that each ordinal hi < ∞, ∞ < ∞ and the
constant sequence (∞) is the unique Ulm sequence of length 0. The set of Ulm
sequences is well–ordered pointwise with maximum (∞), no minimum but infimum
N = (0, 1, . . . , n, n+ 1, . . . ). This means in particular that if U ≤ V where U has
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length n and V has length m, then n ≥ m. An Ulm sequence U is called finite if
all its non–infinity entries are finite. In particular, (∞) is a finite Ulm sequence.
By Lemma 2.1 we have:
Corollary 2.3. If 〈x〉 ∈ P(G) then U(x) is finite. 
We say that the Ulm sequence U has a gap before k if hk > hk−1+1, where h−1
denotes by definition the integer −1. The gap before n, where n is the length of U ,
is called the trivial gap.
Let x ∈ G with exp(x) = n. Then x determines an Ulm sequence of length n
by U(x) = (h(x), h(px), . . . , h(pn−1x), ∞, . . . ). It is clear from this definition that
U(x) is finite if and only if 〈x〉 ∩G1 = {0}, h(pkx) =∞ if and only if pkx ∈ D, the
divisible part of G, U(x) = (0, 1, . . . , n− 1,∞, . . . ) if and only if 〈x〉 is a summand
of exponent n and for x, y ∈ G, U(x + y) ≥ min{U(x), U(y)}. Finally, note that
by [Fu73, Lemma 65.3], if h(x) = 0 and U(x) has the first non–trivial gap before
k, then G has a direct summand of exponent k.
By [Fu73, Lemma 65.5 and Exercise 6] we have:
Lemma 2.4. Let G be a group and x ∈ G such that 〈x〉 ∩G1 = 0.
(1) The following are equivalent:
(a) 〈x〉 ∈ Q(G);
(b) if y ∈ G such that exp(x) ≥ exp(y) then U(x) ≤ U(y).
(2) The following are equivalent:
(a) 〈x〉 ∈ P(G);
(b) if y ∈ G such that exp(x) = exp(y) then U(x) ≤ U(y). 
Using this result we can characterize cyclic groups 〈x〉 with no elements of infinite
height in Q(G) as follows:
Theorem 2.5. Let G be a group and x ∈ G an element of exponent n such that
〈x〉 ∩G1 = {0}. The following are equivalent:
(1) 〈x〉 ∈ Q(G);
(2) 〈x〉 ∈ P(G);
(3) U(x) has at most one non-trivial gap and if a gap occurs before the index
k ≥ 0 and h(pkx) = k + ℓ, then G has no cyclic summands of exponents
between k + 1 and n+ ℓ− 1.
Proof. (1)⇒(2) This is obvious.
(2)⇒(3) Let x ∈ G such that 〈x〉 ∈ P(G). If U(x) has no non-trivial gaps then
〈x〉 is a direct summand of G. Therefore we can assume that U(x) has at least one
non-trivial gap.
Suppose that U(x) = (h0, . . . , hn−1,∞, . . . ) has at least two non-trivial gaps.
Since all height hi are integers, we can apply [Fu73, Lemma 65.4], and it follows
that there is a direct summand C = 〈c1〉 ⊕ · · · ⊕ 〈ct〉 of G and a strictly increasing
chain of positive integers 0 < k1 < k2 < · · · < kt such that
(i) t ≥ 3,
(ii) exp(c1) < exp(c2) < · · · < exp(ct) = kt + n, and
(iii) x = pk1c1 + p
k2c2 + · · ·+ p
ktct.
We observe that the exponent of
y = pk1c1 + p
k2−1c2 + p
k3c3 · · ·+ p
ktct
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is n. But
h(pexp(c1)−k1y) = exp(c1)− k1 + k2 − 1 < exp(c1)− k1 + k2 = h(p
exp(c1)−k1x),
hence U(y)  U(x), a contradiction.
Therefore U(x) has exactly one non-trivial gap. Let k be the index such that
U(x) has a gap before k. Hence h(pkx) = k + ℓ with ℓ > 0.
Suppose that 〈z〉 is a direct summand of G of exponent n ≤ e ≤ n + ℓ − 1. If
v = pe−nz then pkv 6= 0 since n > k. Moreover,
h(pkv) = e− n+ k ≤ n+ ℓ− 1− n+ k = k + ℓ− 1 < h(pkx).
Therefore U(v)  U(x), but exp(v) = exp(x), a contradiction.
Suppose that 〈z〉 is a direct summand of G of exponent k + 1 ≤ e ≤ n− 1. We
observe that v = x+ z is of exponent n. But h(pkx) > k = h(pkz), hence
h(pkv) = h(pkx+ pkz) = k < h(pkx),
and it follows that U(v)  U(x). This leads to a contradiction and the proof is
complete.
(3)⇒(1) Let x be as in (3). If U(x) has no nontrivial gaps then 〈x〉 is a direct
summand of G.
Suppose that U(x) has a gap before the index k, and we fix an element y of
exponent e ≤ exp(x). We will prove that U(x) ≤ U(y).
We consider the Ulm sequence U(y) = (r0, . . . , re−1,∞, . . . ).
Case I: re−1 is finite. In order to prove that U(x) ≤ U(y), since U(x) has only
one gap and this occurs before k, it is enough to prove that h(pkx) ≤ h(pky).
Suppose by contradiction that h(pkx) > h(pky). As in [Fu73, Lemma 65.4], if
n1, . . . , nt are the positive indexes before the gaps occur and we set rni = ni+ ki+1
and k1 = r0 then we have cyclic direct summands of exponent ni + ki, with i =
1, . . . , t.
If k = 0 then we have no cyclic direct summands of exponent 1, . . . , n + ℓ − 1.
Then every element y of exponent ≤ n must have height ≥ ℓ.
If k > 0, let nj ≤ k be the largest index ni ≤ k. Then h(p
ky) = k+ kj+1 < k+ ℓ
and G has a direct summand of exponent nj+1 + kj+1. Since k < nj+1 ≤ n, we
obtain that G has a cyclic direct summand of exponent e with k < e < n + ℓ, a
contradiction.
Case II: re−1 is infinite. Let u = h(p
n−1x). If B =
⊕
i>0 Bi is a basic
subgroup of G, where Bi are homogeneous subgroups of exponent i, we consider
the direct decomposition G = B1⊕ · · ·⊕Bu⊕ p
uG and write y = y1+ · · ·+ yu+ y
∗
with yi ∈ Bi for all i = 1, . . . , u and y
∗ ∈ puG. It is obvious that U(x) ≤ U(y∗).
Moreover, y − y∗ satisfies Case I and exp(y − y∗) < exp(x). Therefore U(x) ≤
min{U(y − y∗), U(y∗)}, and it follows that U(x) ≤ U(y). 
Corollary 2.6. Let 〈x〉 ∈ Q(G). If U(x) has no non–trivial gap then 〈x〉 ∈ S(G).
If U(x) has a non–trivial gap at k, then x ∈ H, a summand of G, where H is cyclic
if k = 0 and finite of rank 2 otherwise. 
It is easy to see that Q(G) is closed with respect direct summands.
Corollary 2.7. The set Q(G) is not closed under direct sums, even in the case
that G is a finite p–group.
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Proof. Let x, y ∈ G such that U(x) has a single non–trivial gap before index k
and h(pkx) = k + ℓ wih ℓ > 1. Let 〈y〉 be cyclic of exponent k + 1. Then 〈x〉 and
〈y〉 ∈ Q(G) but 〈x〉 ⊕ 〈y〉 6∈ Q(G). 
3. Finite subgroups in Q(G)
We now extend the results of Section 2 from cyclic to finite subgroups. The main
result of this section is that a finite subgroup H of a group G is in Q(G) if and only
if it is a valuated direct sum of cyclic subgroups from Q(G).
Recall from [HRW77] that if H ⊆ G, the valuation of H induced by heights in
G is defined by v(x) = h(x), the height of x in G, for all x ∈ H and H = K ⊕ L
is a valuated direct sum if v(k + ℓ) = min{v(k), v(ℓ)} for all k ∈ K and ℓ ∈ L. In
the following results, the valuation of H is always that induced by heights in G.
Consequently, f ∈ Hom(H,G) does not decrease valuations if and only if f does
not decrease Ulm sequences in G.
Lemma 3.1. Let G be a group and let K, L ≤ Q(G) with K ∩L = 0. If K ⊕L ∈
W(G) then K ⊕ L is a valuated direct sum.
Proof. Suppose the direct sumK⊕L is not valuated. Then there exists (k, ℓ) ∈ K⊕
L such that hG((k, ℓ)) > min{hG(k), hG(ℓ)}. For example, say hG((k, ℓ)) > hG(k).
Let f ∈ End(K⊕L) be the natural projection onto K. Then hG(f(k, ℓ)) = hG(k) <
hG((k, ℓ)) so f cannot be extended to End(G), a contradiction. 
Lemma 3.2. Let G be a group, K a pure subgroup of G such that K is a direct sum
of cyclic groups and G/K is divisible, and H ≤ K a finite subgroup. If f : H → G
is a homomorphism, the following are equivalent:
(1) f can be extended to an endomorphism of G;
(2) f can be extended to a homomorphism f : K → G;
(3) f can be extended to a homomorphism f : K → G such that f(K) is
bounded.
Proof. (1)⇒(2) is obvious.
(2)⇒(3) We extend f to a homomorphism g : K → G. Since H is finite and K
is a direct sum of cyclic groups, there is a finite direct summand L of K such that
H ≤ L. If L ⊕M = K, we define f : K → G by f(x + y) = g(x) for all x ∈ L and
y ∈M .
(3)⇒(1) Let f be as in (3). We have to extend f to an endomorphism of G. Let
k > 0 be an integer such that f(K) is bounded by pk. Since G/K is divisible, it is
easy to see that G = K + pkG, hence for every x ∈ G there are y ∈ K and z ∈ G
such that x = y + pkz. Since K is pure in G, it is not hard to see that the map
g : G → G, g(x) = f(y) is well defined, and it represents an endomorphism of G
which extends f . 
Corollary 3.3. Let G be a group and let K be a pure subgroup of G such that K
is a direct sum of cyclic groups with G/K is divisible. Let H be a finite subgroup
of K.
(1) The following are equivalent:
(a) H ∈ Q(G);
(b) every homomorphism f : H → G can be extended to a homomorphism
f : K → G;
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(c) every homomorphism f : H → G can be extended to a homomorphism
f : K → G such that f(K) is bounded.
(2) The following are equivalent:
(a) H ∈ W(G);
(b) every endomorphism f : H → H can be extended to a homomorphism
f : K → G;
(c) every endomorphism f : H → H can be extended to a homomorphism
f : K → G such that f(K) is bounded. 
We are now able to characterize finite subgroups of G in Q(G), respectively in
W(G).
Theorem 3.4. Let G be a group and let H =
⊕n
i=1Hi be a finite subgroup such
that all Hi are cyclic groups. The following are equivalent:
(1) H ∈ Q(G);
(2) (a) Hi ∈ Q(G) for all i = 1, . . . , n,
(b) H =
⊕n
i=1Hi is a valuated direct sum of cyclic groups.
Proof. (1)⇒(2) This follows from Lemma 3.1.
(2)⇒(1) Case I: G has an unbounded basic subgroup. Then Hi ∩G
1 = 0
for every i ∈ {1, . . . , n}. Since the direct sum
⊕n
i=1Hi is valuated, it follows that
H ∩G1 = 0, hence there is a basic subgroup B ≤ G such that H ≤ B. By Lemma
3.2, it is enough to prove that every homomorphism f : H → G can be extended
to a homomorphism f ′ : B → G.
We consider a homomorphism f : H → G. If x ∈ B we denote by hB(x) the
height of x calculated in B and by h(x) the height of x as an element of G.
Then the restrictions f |Hi can be extended to endomorphisms of G, and it follows
that h(xi) ≤ h(f(xi)) for all i and all xi ∈ Hi.
Let x = x1 + · · ·+ xn ∈ H with xi ∈ Hi for all i. We observe that
hB(x) ≤ h(x) = min{h(xi) | i = 1, . . . , n} ≤ min{h(f(xi)) | i = 1, . . . , n}
≤ h(f(x1) + · · ·+ f(xn)) = h(f(x)).
Since B/H is a direct sum of cyclic groups, and H is a nice subgroup of B as a
consequence of [Fu73, 79(b)], we can apply [Fu73, Corollary 81.4] to conclude that
there is a homomorphism f ′ : B → G which extends f , and the proof is complete.
Case II: G = B ⊕ D with B bounded and D divisible. Let X = {i ∈
{1, . . . , n} | Hi ∩G
1 = 0} and Y = {1, . . . , n} \X . Since the direct sum
⊕n
i=1Hi is
valuated, it follows that
⊕
i∈X Hi ∩G
1 = 0, hence we can suppose
⊕
i∈X Hi ≤ B.
For every i ∈ Y we fix a generator hi for Hi, and write hi = bi + di with 〈bi〉
a direct summand of B, di ∈ D. Since Hi ∩ G
1 6= 0, it follows that exp(B) =
exp(bi) < exp(di) = exp(hi) by Lemma 2.1.
We claim that
∑
i∈Y 〈bi〉 =
⊕
i∈Y 〈bi〉. In order to prove this, suppose by con-
tradiction that there exist an index j ∈ Y and a non-zero element 0 6= kjbj =∑
i∈Y \{j} kibi. Then kjhj −
∑
i∈Y \{j} kihi is of infinite height, hence the sum⊕
i∈Y Hi is not valuated since kjhj is of finite height. This contradicts our hy-
pothesis, so the claim is true. Moreover,
⊕
i∈Y 〈bi〉 is a direct summand of B as a
bounded pure subgroup, and using [Fu70, Exercise 9.8] we conclude that it is an
absolute direct summand of B.
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Using a similar argument, if we suppose that (
⊕
i∈Y 〈bi〉) ∩ (
⊕
i∈X Hi) 6= 0 we
obtain that
⊕n
i=1Hi is not a valuated direct sum, a contradiction. Hence
(
⊕
i∈Y 〈bi〉) ∩ (
⊕
i∈X Hi) = 0,
and it follows that there is a direct complement C of (
⊕
i∈Y 〈bi〉) in B such that⊕
i∈X Hi ≤ C.
Moreover, since the sum
⊕
i∈Y Hi is direct and Hi[p] = 〈di〉[p] for all i ∈ Y , it
follows that the sum
∑
i∈Y 〈di〉 is a direct sum. Hence we can find infinite quasi-
cyclic subgroups Di, i ∈ Y , such that D = (
⊕
i∈Y Di) ⊕ D
′ and di ∈ Di for all
i ∈ Y .
Let f : H → G be a homomorphism. Using the same argument as in the first
case we observe that every homomorphism
⊕
i∈X Hi → G can be extended to a
homomorphism f0 : C → G (note that the valuation induced on
⊕
i∈X Hi by C is
the same as the valuation induced by G).
For all i ∈ I, we have exp(f(hi)) ≤ exp(hi), hence f(hi) = ai + zi with ai ∈ B
and zi ∈ D such that exp(zi) ≤ exp(di). Therefore there exist homomorphisms
f ′i : 〈bi〉 → G such that f
′
i(bi) = ai and f
′′
i : Di → D such that f
′′
i (di) = zi.
Since
G = C ⊕ (
⊕
i∈Y 〈bi〉)⊕ (
⊕
i∈Y Di)⊕D
′,
the homomorphisms f0, f
′
i and f
′′
i , i ∈ Y , induce an endomorphism f : G → G,
and it is easy to see that f extends f . 
Remark 3.5. Cyclic valuated groups are characterized using invariants in [HRW77,
Theorem 3]. Therefore this result together with Theorem 3.4 and Theorem 2.5 give
us a characterization by invariants for subgroups in Q(G).
We close this section with a characterization of some finite subgroups in W(G).
Theorem 3.6. Let G be a group and H =
⊕n
i=1Hi a finite subgroup such that
H ∩ pωG = 0 and each Hi = 〈zi〉 is a cyclic group of exponent ei. The following
are equivalent:
(1) H ∈ W(G);
(2) (a) If ej ≤ ei then U(zi) ≤ U(zj) ≤ U(p
ei−ej zi),
(b) H =
⊕n
i=1Hi is a valuated direct sum of cyclic groups.
Proof. (1)⇒(2) In order to prove (a), let i, j be two indices such that ej ≤ ei. Then
there are homomorphisms f : Hi → Hj with f(zi) = zj and g : Hj → Hi with
f(zj) = p
ei−ej zi. Since these homomorphisms can be extended to endomorphisms
of H , they can be extended to endomorphisms of G. The inequalities U(zi) ≤
U(zj) ≤ U(p
ei−ej zi) follow from the fact that endomorphisms do not decrease
heights.
The statement (b) is a consequence of Lemma 3.1.
(2)⇒(1) As in the proof of Theorem 3.4, it is enough to prove that every homo-
morphism of f : Hi → H does not decrease the valuation.
Let f : Hj → H be a homomorphism defined for some j ∈ {1, . . . , n}. Since
U(mz) = U(z) for all integers m with (m, p) = 1, it is enough to prove that
U(pkzj) ≤ U(p
k(f(zj))) for all 0 ≤ k < ej. Since for every element x and for
every positive integer k the indicator U(pkx) can be obtained by deleting the first
k components of U(x), it is enough to prove U(zj) ≤ U(f(zj)).
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Let f(zj) =
∑n
i=1mizi. Note that if ej < ei then p
ei−ej divides mi. Then
f(zj) = (
∑
ej<ei
nip
ei−ej zi) + (
∑
ei≤ej
mizi),
hence
U(f(zj)) = min{U(nip
ei−ejzi) | ej < ei} ∪ {U(mizi) | ei ≤ ej} ≥ U(zj),
and the proof is complete. 
In the following example we show that both pairs of conditions (a) and (b) in
Theorem 3.4 and Theorem 3.6 respectively are necessary.
Example 3.7. Let G = 〈a〉 ⊕ 〈b〉 ⊕ 〈c〉 be a group with exp(a) = 1 and exp(b) =
exp(c) = 2. Then x = (a, pb, 0) and y = (a, 0, pc) generate direct summands.
We have 〈x, y〉 = 〈x〉 ⊕ 〈y〉 = 〈x〉 ⊕ 〈(0,−pb, pc)〉. The direct sum 〈x〉 ⊕ 〈y〉 is
not a valuated direct sum, while 〈x〉 ⊕ 〈(0,−pb, pc)〉 is a valuated direct sum, but
〈(0,−pb, pc)〉 /∈ Q(G).
Remark 3.8. The result of Theorem 3.6 cannot be extended to infinite direct
sums of cyclic groups. Pierce [P63, Theorem 15.4] has constructed an example of
a separable p–group G with standard basic subgroup (i.e. B =
⊕∞
i=1 Z(pi)) such
that End(G) = J + E where J is the rank 1 torsion–free complete p–adic module
generated by the identity and E is the ideal of small endomorphisms. On the other
hand, End(B) has infinite torsion–free p–adic rank, so B 6∈ W(G).
4. Finitely generated subgroups in P(G)
Jain and Singh proved in [JS67] that if R is a principal ideal domain, then all
pseudo–injective modules are quasi–injective. In this section we prove a stronger
version of this for R = Z: if G is a group then all finitely generated subgroups in
P(G) are in Q(G).
In this section, G is an arbitrary abelian group.
In order to prove Qf (G) = Pf(G) for all groups G we start with the case of
p-groups.
Lemma 4.1. Let G be a p-group and H ∈ P(G). If K is a cyclic direct summand
of H then K ∈ P(G).
Proof. Let L be a direct complement of K in H , so H = K⊕L, and let ϕ : K → G
be a monomorphism.
If ϕ(K) ∩L = 0, then the homomorphism ψ : K ⊕L→ G, ψ(x, y) = ϕ(x) + y is
a monomorphism, hence it can be extended to an endomorphism ϕ ∈ End(G). It
is easy to see that ϕ also extends ϕ.
If ϕ(K) ∩ L 6= 0, we first observe that the socle ϕ(K)[p] is contained in L
since ϕ(K) is a cyclic p-group (hence its subgroup lattice is a finite chain). Let
ϕ′ : K → G be the homomorphism defined by ϕ′(x) = ϕ(x) − x. Suppose that ϕ′
is not a monomorphism. Then there exists a non-zero element x ∈ K such that
ϕ′(x) = 0. Then ϕ(x) = x ∈ K, hence ϕ(K)∩K 6= 0. It follows that ϕ(K)[p] ⊆ K,
and this contradicts K ∩ L = 0. Hence ϕ′ is a monomorphism. Suppose that
ϕ′(K) ∩ L 6= 0. Then there exists x ∈ K such that 0 6= ϕ(x) − x ∈ L. If e is the
exponent of x then pe−1(ϕ(x) − x) ∈ L[p]. But pe−1ϕ(x) ∈ ϕ(K)[p] ⊆ L[p], hence
pe−1x ∈ L[p], a contradiction. Then ϕ′(K) ∩ L = 0 and we can apply what we
proved so far to observe that there exists an endomorphism ψ of G which extends
ϕ. Then for every x ∈ K we have ϕ(x) = ψ(x) + x, hence ψ + 1G extends φ. 
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We need the following technical result:
Lemma 4.2. Let G be a p-group and H =
⊕n
i=1Hi a finite subgroup such that all
Hi = 〈hi〉 are cyclic groups such that
(i) exp(h1) ≤ exp(h2) ≤ · · · ≤ exp(hn),
(ii) for all m ∈ {1, . . . , n} and for all x ∈
⊕m
i=1Hi we have U(hm) ≤ U(x),
and
(iii) if exp(hi) = exp(hj) then U(hi) = U(hj).
Then the direct sum
⊕n
i=1Hi is a valuated direct sum of cyclic p-groups.
Proof. The proof is by induction. For n = 1 the property is obvious. Suppose that
(ii) is valid for all m < n. Then
⊕n−1
i=1 Hi is a valuated direct sum of cyclic groups.
Let k be the minimal index such that exp(Hn) = exp(Hk).
We observe that the sequence U(hi), i = 1, . . . , n is a decreasing sequence such
that U(hi) = U(hj) if and only if exp(Hi) = exp(Hj). Moreover, it follows by (b)
that U(hn) ≤ U(y) for all y ∈ H .
If U is an Ulm sequence, we denote, as in [HRW77, p.100],
H(U) = {x ∈ H : U(x) ≥ U},
H(U)∗ = {x ∈ H : U(x) > U}
and we consider the Z(p)-vector space
HU =
H(U) + pH
H(U)∗ + pH
.
Recall that a v-basis for H is constructed in the following way: for every U we
fix a basis in HU , and we choose one representative whose Ulm sequence is U for
each element in this basis; the union of all these representatives is a v–basis for H .
It is proved in [HRW77, Theorem 3] that H is a valuated direct sum of cyclics if
and only if the cardinal of a v–basis coincides to the rank of H . Moreover, in this
hypothesis every v–basis is linearly independent and it generates H . Therefore, it
is enough to prove that {hi : i = 1, . . . , n} is a v–basis for H .
Since K =
⊕n−1
i=1 Hi is a direct sum of cyclic valuated groups, it follows that the
set {hi : i = 1, . . . , n− 1} is a v–basis for K.
Let V be the Ulm sequence of hn. If U < V then H(U) = H(U)
∗ = H , so
HU = 0. If U and V are not comparable then H(U) = H(U)
∗ since V is minimal
as Ulm sequence of an element of H , so HU = 0.
It is easy to see that H(V ) = H , and H(V )∗ = (
⊕
i<kHi) ⊕ (
⊕n
i=k pHi), so
hk, . . . , hn represent a basis in HV .
If V < U then
H(U) + pH = (
⊕
U(hi)≥U
Hi) + pH = K(U)⊕ pHn
and
H(U)∗ + pH = (
⊕
U(hi)>U
Hi) + pH = K(U)
∗ ⊕ pHn.
Therefore every set in K =
⊕n−1
i=1 Hi which represents a basis in KU is also a
representative set for a basis in HU .
It follows that {h1, . . . , hn} is a v-basis, and an application of the proof of
[HRW77, Theorem 3] will complete the proof. 
Lemma 4.3. Let G be a p-group and x, y ∈ G. If U(x + y) = U(x) then U(x) ≤
U(y).
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Proof. Suppose that U(x)  U(y). Then there exists a positive integer k such
that h(pky) < h(pkx). It follows that h(pk(x + y)) = h(pky) 6= h(pkx), and this
contradicts our hypothesis. 
Theorem 4.4. Let G be a group. Then Pf (G) = Qf (G).
Proof. Since only the inclusion Pf (G) ⊆ Qf (G) requires a proof, we start with a
finitely generated subgroup H ∈ P(G).
If G is a p-group, we write H =
⊕n
i=1Hi such that all Hi = 〈hi〉 are cyclic
groups with
exp(h1) ≤ exp(h2) ≤ · · · ≤ exp(hn).
We will prove that this decomposition satisfies the conditions (ii) and (iii) from
Lemma 4.2.
Let m ∈ {1, . . . , n} and j < m. Then H =
⊕n
i=1H
′
i , where H
′
i = 〈hi〉 for all
i 6= m and H ′i = 〈hm + hj〉. Since H ∈ P(G), the isomorphism ϕ : H → H
defined by ϕ(hi) = hi for all i 6= m and ϕ(hm) = hm + hj can be extended to an
endomorphism of G. Then U(hm) ≤ U(hm + hj). But ϕ
−1 also can be extended
to an endomorphism of G, hence U(hm) ≥ U(hm + hj). Therefore, U(hm) =
U(hm+ hj), and applying Lemma 4.3 we obtain that the condition (ii) is satisfied.
In order to prove (iii), it is enough to observe that if exp(hi) = exp(hj) with
i < j we can replace in the direct decomposition of H as direct sum of cyclic groups
either of the two direct summands 〈hi〉 or 〈hj〉 by 〈hi+hj〉. By what we just proved
for (ii) we have U(hi) = U(hj).
Therefore, we proved that Qf(G) = Pf (G) for all p-groups. It is not hard to
extend this property to all torsion groups and we now show that result can be
extended to all abelian groups.
Let G be a group and H ∈ Pf (G). Since H is finitely generated, H = F ⊕K,
with F a free subgroup of finite rank and K a finite subgroup. We claim that F
and K are in Q(G) and every homomorphism ϕ : F → G can be extended to an
endomorphism ϕ of G such that ϕ(K) = 0.
Since K ≤ T (G), every monomorphism ϕ : K → G can be extended to a
monomorphism ϕ′ : H → G such that ϕ′(x) = x for all x ∈ F . Then there is an
endomorphism ϕ of G which extends ϕ′. Since T (G) is fully invariant, ϕ induces
an endomorphism of G which extends ϕ. Therefore K ∈ Pf (T (G)) = Qf (T (G)),
and it follows that we can embed K in a finite direct summand L of G.
In order to prove F ∈ Q(G), let ϕ : F → G be a homomorphism. For every
positive integer i we consider the subgroup
Ui = {x ∈ F | ϕ(x) = ix} ≤ F,
and we will prove by induction on n that
∑n
i=1 Ui =
⊕n
i=1 Ui
for all n > 0. Since the case n = 1 is obvious, suppose that
∑n
i=1 Ui =
⊕n
i=1 Ui.
Let x ∈ (
∑n
i=1 Ui) ∩ Un+1. Then x =
∑n
i=1 xi with xi ∈ Ui, hence
(n+ 1)
∑n
i=1 xi = ϕ(x) =
∑n
i=1 ϕ(xi) =
∑n
i=1 ixi.
Then
∑n
i=1(n + 1 − i)xi = 0, and by the induction hypothesis (n + 1 − i)xi = 0
for all i = 1, . . . , n. Since F is torsion free, it follows that x = 0. Then
∑
i>0 Ui =⊕
i>0 Ui ≤ F . But F is of finite rank, hence we can find an integer N > 0 such
that Un = 0 for all n ≥ N . Let q > N be a prime such that gcd(q, |K|) = 0.
12 SIMION BREAZ, GRIGORE CA˘LUGA˘REANU AND PHILL SCHULTZ
Therefore the homomorphism ψ : F → G, ψ(x) = ϕ(x) − qx is a monomorphism.
Then ψ(F ) is torsion–free, and as in the first part of the proof it can be extended
to a monomorphism ψ′ : H → G such that ψ′(x) = −qx for all x ∈ K. Since
H ∈ P(G) there is an endomorphism ψ of G which extends ψ′. Then ϕ = ψ + q1G
is an endomorphism of G which extends ϕ and ϕ(K) = 0.
Now we will prove that every homomorphism ϕ : K → G can be extended to an
endomorphism ϕ of G such that ϕ(F ) = 0. Let ϕ : K → G be a homomorphism.
If ϕ′ : G → G extends ϕ then the restriction ϕ′|F : F → G can be extended to
an endomorphism ψ of G such that ψ(K) = 0. Then ϕ = ϕ′ − ψ has the required
properties.
In order to complete the proof, let ϕ : H → G be a homomorphism. Then it
induces by restrictions two homomorphisms ϕ1 : F → G and ϕ2 : K → G. But by
what we just proved we can extend these homomorphisms to two endomorphisms
ϕ1 and ϕ2 of G such that ϕ1 extends ϕ1 and ϕ1(K) = 0, and ϕ2 extends ϕ2 and
ϕ2(F ) = 0. Then ϕ = ϕ1 + ϕ2 extends ϕ and the proof is complete. 
Remark 4.5. In the case G is a p-group with p ≥ 3 there is a simpler proof. In
fact, in order to prove H ∈ Q(G) for all finite subgroups H ∈ Q(G) it is enough to
prove that Lemma 3.1 is valid for K ⊕ L ∈ P(G). For the case p ≥ 3 it is easy to
see that the homomorphism ϕ : K → L→ G, ϕ(k, ℓ) = 2k+ ℓ is a monomorphism,
hence it can be extended to an endomorphism ϕ of G. Then ϕ − 1G extends the
canonical projection K⊕L→ K and the proof presented for Lemma 3.1 also works
for P(G).
A careful analysis of the previous proof reveals the fact that F can be replaced
by any finite rank torsion-free group. Therefore we obtain:
Corollary 4.6. Let G be a group and H a subgroup of G of finite rank. Then
H ∈ Q(G) if and only if H ∈ P(G).
We have been unable to determine whether Theorem 4.4 can be extended to all
subgroups in P(G), i.e. if there exists an abelian group G such that Q(G) 6= P(G).
References
[A00] D. M. Arnold, Abelian Groups and Representations of Finite Partially Ordered Sets,
Springer–Verlag CMS Books in Mathematics, 2000.
[B34] G. Birkhoff, Subgroups of abelian groups, Proc. London Math. Soc. 38 (1934), 385–401.
[Du04] M. Dugas, Localizations of torsion-free abelian groups, J Algebra 278 (2004), 411–429.
[DG96] M. Dugas and R. Go¨bel, Applications of abelian Groups and Model Theory to Algebraic
Structures, in: Infinite Groups, Ravello 1994, de Gruyter (1996), 41–62.
[ESS13] N. Er, S. Singh and A. K. Srivastava, Rings and modules which are stable under auto-
morphisms of their injective hulls, J. Algebra 379 (2013), 223–229.
[Fa67] C. Faith, Lectures on Injective Modules and Quotient Rings, Lecture Notes in Mathematics
49, Springer–Verlag, 1967.
[Fu70] L. Fuchs, Infinite Abelian Groups, vol.1, Academic Press, 1970.
[Fu73] L. Fuchs. Infinite Abelian Groups, vol. 2, Academic Press, 1973.
[HRW77] R. Hunter, F. Richman and E. Walker, Finite direct sums of cyclic valuated p-groups,
Pacific J. Math. 69 (1977), 97–104.
[JS67] S.K. Jain and S. Singh, On pseudo-injective modules and self-pseudo-injective rings, J.
Math. Sciences 2 (1967), 23–31.
[K67] M. Kilp, Quasi-injective Abelian Groups, Vestnik Moskov. Univ. Ser. I Mat. Meh. 22 (1967),
3–4.
[Mis62] A. P. Miˇsina, On automorphisms and endomorphisms of Abelian Groups, Vestnik Moskov.
Univ. Ser. I Mat. Meh. 17 (1962), 39–43.
SUBGROUPS WHICH ADMIT EXTENSIONS OF HOMOMORPHISMS 13
[P63] R. S. Pierce, Homomorphisms of primary abelian groups in Topics in Abelian Groups, Scott,
Foresman and Co., 1963, 215–310.
[RS06] C. M. Ringel and M. Schmidmeier, Submodule categories of wild representation type, J.
Pure and Applied Alg. 205 (2006), 412–422.
[RS08] C. M. Ringel and M. Schmidmeier, The Auslander-Reiten translation in submodule cate-
gories, Trans. Amer. Math. Soc. 360 (2008), 691–716.
[RW99] F. Richman and E. Walker. Subgroups of p5 bounded groups, in Abelian Groups and
Modules, Birkha¨user, Boston, 1999, 55–74.
[S73] R. Sanderson, A characterization of quasi-injective Abelian Groups, J. Elisha Mitchell Sci.
Soc. 89 (1973), 143–146.
[Si68] S. Singh, On pseudo-injective modules, Riv. Mat. Univ. Parma 9 (1968), 59–65.
[T75] M. L. Teply, Pseudo-injective modules that are not quasi–injective, Proc. Amer. Math. Soc.
49 (1975), 305–310.
(Breaz) ”Babes¸-Bolyai” University, Faculty of Mathematics and Computer Science,
Str. Mihail Koga˘lniceanu 1, 400084 Cluj-Napoca, Romania
E-mail address: bodo@math.ubbcluj.ro
(Ca˘luga˘reanu) ”Babes¸-Bolyai” University, Faculty of Mathematics and Computer
Science, Str. Mihail Koga˘lniceanu 1, 400084 Cluj-Napoca, Romania
E-mail address: calu@math.ubbcluj.ro
(Schultz) School of Mathematics and Statistics, The University of Western Aus-
tralia, Nedlands, 6009, Australia
E-mail address: phill.schultz@uwa.edu.au
