A theoretical analysis is presented to show the general occurrence of phase clusters in weakly, globally coupled oscillators close to a Hopf bifurcation. Through a reductive perturbation method, we derive the amplitude equation with a higher order correction term valid near a Hopf bifurcation point. This amplitude equation allows us to calculate analytically the phase coupling function from given limit-cycle oscillator models. Moreover, using the phase coupling function, the stability of phase clusters can be analyzed. We demonstrate our theory with the Brusselator model. Experiments are carried out to confirm the presence of phase clusters close to Hopf bifurcations with electrochemical oscillators.
I. INTRODUCTION
The dynamics of weakly interacting oscillating units can be described with phase models [1] . For example, for N identical oscillators with global (i.e., mean field) coupling, we have
where φ i (i = 1, . . . , N) and ω are the phase and the frequency of oscillator i, respectively, κ is the coupling strength, and Γ is the phase coupling function. Phase models have been formulated from ordinary differential equations describing, e.g., chemical reactions [1] . Recently, they have been formulated from direct experiments as well [2] [3] [4] . A prominent feature of such phase models is the presence of higher harmonics in the phase coupling function. As a result of higher harmonics, complex dynamics including chaos and multi-phase clusters can be observed [5] [6] [7] [8] [9] . Here, we refer to phase clusters as clustering behavior purely attributed to phase dynamics. Clustering dynamics that can not be described by phase models are refered to amplitude clusters [10] . Phase clusters have been experimentally found in a wide range of systems including electrochemical systems, light sensitive BZ reaction, carbon monoxide oxidation on platinum [2, 3, [11] [12] [13] [14] [15] [16] [17] . The number of clusters and their appearance with positive or negative coupling/feedback is puzzling. Multi-phase clusters are usually explained by the presence of higher harmonics in the coupling functions in the phase model [5] ; however, the mechanism through which higher harmonics can develop is unclear.
In this paper, we give a theoretical explanation for clusters close to oscillations that develop through Hopf bifurcations. With analytical derivation, we show how the higher harmonics occur in the phase coupling function through two-step reductions: an amplitude equation is derived from coupled limit-cycle oscillators through a reductive perturbation method, and then, the phase coupling function is derived from the amplitude equation through the phase reduction method. Experiments are carried out to confirm the presence of multi-phase clusters close to Hopf bifurcations with electrochemical oscillators. Here we assumed that the one cluster state is asymptotically stable for κ > 0. When one cluster state is stable for κ < 0, the stability of the desynchronized state is exchanged between κ > 0 and κ < 0.
II. THEORY
A. Overview
The Stuart-Landau (SL) oscillator, which is a local element of the complex GinzburgLandau model [18, 19] , is considered as a general skeleton model for the description of oscillators close to Hopf bifurcations. It can be derived as a lowest-order amplitude equation through a reductive perturbation method [1] , as summarized in Sec. II B. However, a population of SL oscillators coupled globally and linearly can not describe multi-phase clusters because its corresponding phase coupling function Γ in Eq. 1 does not contain second and higher harmonics; i.e. Γ(∆φ) ∝ sin(∆φ + θ) + a 0 , where a 0 and θ are constant [1, 10] . As shown in Table Ia , the stability analysis of such a phase model predicts that the only stable behavior is a one cluster state (in-phase synchrony).
However, it should be noticed that infinitesimally small perturbations given to the StuartLandau system may alter a neutral state to a stable or unstable one; i.e., the Stuart-Landau sytem is structually unstable. Indeed, we will show that when we take into account higher order correction to the amplitude equation, multi-cluster states may become asymptotically stable. The number of clusters and whether they occur with negative or positive coupling depends on the types of non-linearities in the ordinary differential equations. The stability of the cluster state are weak, nonetheless it is expected that they can be observed in globally coupled oscillators even very close to Hopf bifurcations.
B. Amplitude equation of the lowest order
Consider a network of identical limit-cycle oscillators with linear couplinġ
where x i ∈ R m is the state variable of the i-th oscillator (i = 1, . . . , N),D is a m×m matrix, and µκ is the coupling strength. We assume f (x; µ) = 0 without loss of generality. We also assume that, in the absence of coupling (κ = 0), the trivial solution x i = 0 is stable for µ < 0 and undergoes a supercritical Hopf bifurcation at µ = 0, such that each unit becomes a limit-cycle oscillator with the amplitude
Hereafter, we consider only µ ≥ 0 and put µ = ǫ 2 for convenience.
To derive the amplitude equation for Eq. (2) near a Hopf bifurcation, it is sufficient to focus on the subsystem in which an oscillator is coupled to another. Let x and x ′ be the state vectors of the oscillators. The dynamical equation for x is given aṡ
We expand f (x; ǫ 2 ) around x = 0 as
where n 2 and n 3 are the second and third order terms in the expansion, respectively (their precise definitions are given in Appendix A). Because of the assumption of Hopf bifurcation, L 0 has a pair of purely imaginary eigenvalues ±iω 0 . The right and left eigenvectors ofL 0 corresponding to the eigenvalue iω 0 are denoted by u (column vector) and v (raw vector), respectively; i.e.,L 0 u = vL 0 = iω 0L0 . They are normalized as vu = 1. The solution to the linearized unperturbed system,ẋ = L 0 x, is given by
where w is an arbitrary complex number, which we refer to as the complex amplitude;ū andw denote the complex conjugate of u and w, respectively; and θ(t) = ω 0 t.
In Eq. (2), x(t) generally deviates from x 0 (t). By interpreting w as a time-dependent variable w(t), it is possible to describe the time-asymptotic behavior of x(t) in the following form
where ρ, g and h are the functions to be determined perturbatively. Equation (7) 
where α, β and γ are the complex constants with the following expressions:
C. Phase reduction for the the lowest order amplitude equation 
where r = ǫ α R /β R (the subscripts R and I denote the real and imaginary parts, respec-
and φ 0 is an arbitrary initial phase. For sufficiently small κ, the trajectory of w(t) deviates only slightly from that of the unperturbed limit-cycle. In this case, w(t) is well approximated by re iφ(t) with the phase φ(t) obeying the following phase model:
The phase coupling function Γ is obtained through
where z(φ) is the phase sensitivity function, a · b = (āb + ab)/2 denotes the inner product in a complex form, and f (φ, 
For convenience, we expand the phase coupling function Γ as
Substituting Eq. (15) and h(w 0 , w
, we find
where c 1 ≡ γ I /γ R . Importantly, all other coefficients vanish.
Note that, if the coupling term in Eq.
we have h(w 0 , w
. In this case, we obtain a 0 = −a 1 in addition to Eqs. (17) and (18) .
We have seen that, for the lowest order amplitude equation given by Eq. (8), the corresponding phase coupling function does not contain the second and higher harmonics. Therefore, as briefly mentioned in Sec. II A, this amplitude equation does not admit multi-phase clusters.
D. Higher order correction
Now, we derive higher order correction terms to the amplitude equation and the corresponding phase coupling function Γ.
At first, we discuss higher order terms in g(w) in Eq. (7). We know that g(w) consists only of |w| n w (n = 0, 1, 2, . . .), called the resonant terms [20] . The dynamical equatioṅ
is invariant under the transformation w → we iφ ; i.e., the system has the rotational symmetry. This implies that w 0 (φ) and z(φ) have the following forms:
Therefore, for Γ to possess higher harmonics, we need to consider higher order cor- (12) and (15)], we have z · h = O(ǫ ℓ 1 +ℓ 2 +ℓ 3 +ℓ 4 −1 ). We also have
This term contributes to a ℓ and b ℓ (ℓ > 0) when this term is a fuction of only ±ℓ(φ − φ ′ ); i.e., ℓ 1 − ℓ 2 − 1 = ±ℓ and ℓ 3 − ℓ 4 = ∓ℓ. Obviously,
) gives a leading contribution to a ℓ and b ℓ . We thus find
Other terms in h(w, w ′ ) together with higher order terms in g(w) provide minor corrections to the coefficients a ℓ and b ℓ . As discussed in Sec. III A, the stability of phase clusters crucially depends on the magnitude of these coefficients.
Hence, as a second order description of the amlitude equation, it is appropriate to consideṙ
with complex constant δ. One of the main results in the present paper is, as shown in Appendix A, the derivation of the expression for δ, which has the following concise expression:
Moreover, caculation of z(φ), δw
yields the Fourier coefficients of Γ, given as
where
III. DEMONSTRATION
Our theory is applied to the prediction of cluster states in globally coupled oscillators.
First, we briefly summarize the existence and stability of cluster states in the phase model with global coupling. We then numerically confirm our prediction about clustering behavior in the Brusselator model.
A. Existence and stability of balanced cluster states
A globally coupled system with N oscillators is obtained by replacing x ′ in Eq. (3) with X ≡ 1 N N j=1 x j . The corresponding phase model is given in Eq. (1), where we put ǫ 2 = 1 without loss of generality. Because all the eigenvalues obtained below will be just proportional to κ and there is no other κ-dependence, we put κ = 1 for simplicity.
The balanced n-cluster state (n ≥ 2) is the state in which the whole population splits into equally populated n groups (here we assume that N is a multiple of n), oscillators in group m (m = 0, 1, . . . , n) have an identical phase ψ m , and the phase of groups are equally separated (ψ m = Ωt + 2mπ/n). In Eq. (1), this solution always exist for any n.
The stability of the balanced cluster states was studied by Okuda [5] . The n-cluster state with n ≥ 2 possesses two types of eigenvalues, which are associated with intra-cluster and inter-cluster perturbations. The eigenvalue associated with intra-cluster perturbations is given by λ intra n = ∞ k=1 b kn . Therefore, in the absence of the ℓ-th harmonics with ℓ ≥ n in Γ, the n-cluster state has a zero eigenvalue. That is, the n-cluster state may not be asymptotically stable. This is the reason why any multi-phase clusters do not appear in the lowest order amplitude equation given by Eq. (8) Note that, however, strong coupling may cause a different type of cluster states called amplitude cluster [10] .
As discussed in Sec. II D, higher order correction to the amplitude equation yields Eq. (19) . We thus have λ
, implying that multi-phase clusters can be asymptotically stable. This estimation also implies that n-cluster states with larger n can be more stabilized for larger ǫ 2 . Therefore, more phase clusters are likely to appear as the system is farther from the Hopf bifurcation point.
From here, we focus on one and two cluster states. When we neglect third and higher harmonics in Γ, eigenvalues for one and two cluster states are given by
Moreover, there exists a family of two cluster states with the phase difference between the clusters being different from π. These cluster states often show interesting dynamical behavior called slow switching [6] [7] [8] . Although the clusters are generally not equally populated, we consider only two equally populated clusters for simplicity. For this cluster state, one may
show that the phase difference ∆φ between the clusters is given by ∆φ = arccos(−b 1 /2b 2 ). There are three types of eigenvalues for this two cluster state, given as
The slow switching dynamics appear [6, 7] when λ 
As a 1 is generally of O(1), the first condition always holds true, while the rest conditions depend on b 1 and b 2 values.
We summarize general properties of the cluster states. The stability of one and two balanced cluster states can be computed by Eqs. (24)-(26). Slow switching dynamics typically appear near the stability boundary of the one cluster state. As ǫ increases, balanced cluster states with large number of clusters are more likely to appear.
B. Numerical verification with limit-cycle oscillators
To demonstrate our theory, we consider a population of Brusselator oscillators with global coupling, whose dynamical equations are given by
We consider B as a control parameter, while fixing other parameters A and d. (29), and found that it exists and is stable near the stability boundary of the one cluster state for κ < 0.
We carried out direct numerical simulations of Eqs. (31a) and (31b). Starting from random initial conditions, the system typically converged to balanced cluster states. Some snapshots are displayed in Fig. 2 . The symbols in Fig. 1 display the parameter sets at which the indicated cluster state is obtained. We also found the slow switching dynamics at the filled triangle in Fig. 1(b) ], as theoretically expected. All together, we see an excellent agreement between the analytical and numerical results. B c with N = 24 oscillators. We fixed A = 1.0, so that B c = 2.0. At each B value, we employed 100 different random initial conditions. For each initial condition, we checked the number of phase clusters after transient time. Figure 3 shows how many times the n cluster state was obtained for each B value. As the system is farther from the bifurcation point, n cluster states with larger n values were obtained. In this particular case, the number of clusters tends to increase as the system is farther from the bifurcation point, which is consistent with our theoretical prediction.
IV. EXPERIMENTS
Experiments were conducted with a population of nearly identical N = 64 electrochemical smooth oscillations near the Hopf bifurcation without any coupling. The electrodes were then coupled with a combination of series (R s ) and parallel (R p ) resistors such that the total resistance R tot = R p +64R s is kept constant at 652Ohm. The imposed coupling strength can be computed as K = NR s /R p (More experimental details are given in Ref. [22] ). Negative coupling was induced with the application of negative series resistance supplied by a PAR 273A potentiostat in the form of IR compensation).
Three cluster states were observerd near the Hopf bifurcation (V = 1.05 V) with negative coupling. Fig. 4(a) shows the current from one oscillator of each of the three clusters.
The configuration of these clusters is shown on a grid of 8 x 8 circles. Each color or shade represents one cluster. In the previous work on the same system it had been shown that with positive coupling close to the Hopf bifurcation only one-cluster state is present [2] .
Phase response curves (Fig. 4(c) ) and coupling functions (Fig. 4(d) ) for these oscillators were determined experimentally by introducing slight perturbations to the oscillations [2] .
The stability of these cluster states was determined by computing the eigenvalues of the phase model [5] . The maxima of real parts of these eigenvalues, for the same potential as in Fig. 4(a) , are shown in Fig. 4(e) . It is clear that with negative coupling multi-cluster states should be observed (Fig. 4(a) ) and the three-cluster state is the most stable state.
As the potential was varied the number of cluster states changed. Four and five cluster states were observed at higher potentials. Examples of the oscillation waveforms and configurations for the 4 and 5 cluster states are shown in Figs. 5(a), (b) , (c), and (d).
Further increase in the potential resulted in complete desynchronization of the 64 oscillators. At higher potentials, for moderately relaxational oscillators, only one cluster state was observed. Fig. 5 (e) summarizes the effect of changing the parameter (potential) on the existence of different cluster states. The presence of these clusters can be explained by the most stable clusters from the experimentally determined phase model (Fig. 5(f) ). (We were not able to derive a phase model for the two-cluster state because the amplitude of the oscillations was too small for response functions to be measured in experiments.)
The experiments thus confirm that varying number of clusters (2-5) can be observed in the electrochemical system close to Hopf bifurcation with negative global coupling. Note that these clusters are different than those reported previously that had been obtained with relaxation oscillators with positive coupling [22] . Similar to the results obtained with the Brusselator model, when the system is shifted farther away from the Hopf bifurcation, the number of clustered increased due to the emergence of stronger higher harmonics in the coupling function. In agreement with the theory, the clusters required relatively strong negative coupling (K ≈ −0.88) in contrast with the one cluster state with positive coupling that required very weak coupling (K < 0.05) [23] . Therefore, we see that weak higher harmonics can play important role in determining the dynamical features of cluster formation when the contribution of dominant harmonics does not induce a stable structure.
V. CONCLUDING REMARKS
In summary, we have shown theoretically and confirmed numerically and experimentally the development of higher harmonics in the phase coupling function and the appearance of phase clusters in globally coupled oscillatory systems. We found that the only relevant higher-order terms that should be included in the amplitude equation arew ℓ−1 w ′ℓ with ℓ ≥ 2. In particular, we derived the expression for the coefficient of the termw 2 w ′ , which has, to our surprise, a very concise form. The relevance of higher harmonics in the phase coupling function has been well recognized. Our study uncovered how higher harmonics are developed in limit-cycle oscillators near a Hopf bufircation point. We also expect that the derived amplitude equation will serve as an analytically tractable limit-cycle oscillator model that produces higher harmonics in the phase coupling function.
Note that we consider only linear coupling in Eq. (A1). If nonlinear coupling terms is added to Eq. (A1), the expression for δ will be different from Eq. (21) while α, β and γ are unchanged.
By substituting Eq. (6) into Eq. (A1) and using Eq. (A2), we obtain
where and b(θ) are expanded as
Note that the terms exp(iθ)u and its complex conjugate in Eq. (A5) are the zero-eigenvectors 
Further, by comparing other components, we obtain
Let b (ℓ) and ρ (ℓ) be further expanded in the powers of ǫ:
Correspondingly, b and ρ themselves are expanded as
Let G be also expanded as
where we have anticipated the absence of even powers.
To derive Eq. (20), we need to calculate G 3 and G 5 . As G 3 is already obtained in Ref. 1, our main concern is G 5 , especially the higher order coupling term in G 5 . To obtain G 3
and G 5 , we need the expressions for b ν (ν = 1, . . . , 5). Because
We first calculate
3 . Using
2 ) −3n 3 
0 )
we obtain Eq. (8) with Eqs. (9)-(11). Now we consider G 5 = vb (1) 5 . We have
Out of the above terms, we select those which produce κǫ 2D w ′2w . Checking term by term, we find that the following terms may safely be excluded:
• those which include ρ 2
• those which inclued x
(1) 0
• those which include x (−1) 0 twice.
The remaining terms are
The first of the above three terms is further dropped because the coupling term included there is linear. The last term is also dropped because the cubic term
) yields neither w norw. Thus, the only relevant term in b (1) 5 is the κ-dependent term in
The κ-dependent term in ρ
4 is
Eq. (A29) becomes
Thus, the relevant term in Eq. (A28) is
which yields δ shown in Eq. (21). 
In the absence of coupling (i.e., κ = 0), the trivial solution (ξ i , η i ) = (0, 0) undergoes a supercritical Hopf burcation at B = B c ≡ 1 + A 2 . We define the bifurcation parameter as
. We then obtain
We introduce u i = (σ i , µ i ) T (i = 1, 2, 3) and write
n 3 (u 1 , u 2 , u 3 ) = σ 1 σ 2 µ 3 + µ 1 σ 2 σ 3 + σ 1 µ 2 σ 3 3
Substituting these expressions to Eqs. (9)- (11) and (21), we obtain 
We further obtain 
Using these coefficients, it is straightforward to obtain the expression for the Fourier coefficients a 1 , a 2 , b 1 and b 2 of Γ.
