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The thesis reports a virtual design tool that was developed to predict and analyze thermal 
loads in an electric vehicle charging system. The tool was designed using computational 
fluid dynamics techniques and validated with experiments to provide a system-level view 
of the temperature profiles of all components and airflow patterns inside the charging 
system. The existing configuration of the charging system indicated that the cooling was 
capable of maintaining a maximum surface temperature of 35.61℃ for the lithium-ion 
batteries. Using the virtual design tool, the placement of the air conditioner and 
configuration of the battery fans were modified, resulting in an improvement in the cooling 
distribution of the batteries where the maximum surface temperature was decreased to 
34.99℃. A novel method of quantifying battery surface temperatures through the use of a 
Rack Cooling Index was presented for examining the cooling effectiveness in the system.  
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 Chapter 1: Introduction 
This chapter provides a brief background, the objective, and the structure of the thesis. The 
goals and standards set by the Canadian government for the transportation industry is 
briefly discussed. Electric vehicle and charging system infrastructure development are 
considered as part of the proposed actions to reduce emissions. The importance of thermal 
management techniques are discussed and employed to analyze charging system 
temperature distributions. 
1.1 Background 
As part of Canada’s proposed actions to reduce emissions, the transportation sector, which 
accounts for 27% of Canada’s greenhouse gas (GHG) emissions is an area of emphasis [1]. 
This results in increased focus towards modifications to the current infrastructure of 
Canada’s transportation sector, including public transportation expansion and 
developments towards electric and alternative fuel infrastructure. The Canadian 
government aims to reduce greenhouse gas emissions by 30 megatonnes per year through 
the implementation of Canada’s Clean Fuel Standard [2]. As a result, it has invested and is 
continuing to expand electric transit systems and charging infrastructure across the country 
[2]. 
In order to achieve the goals that are set by the Government of Canada, the adoption of 
electric vehicles must be accompanied by several other criteria, such as the appropriate 
facilities and the development of standard equipment. While emphasis is being placed on 
electric vehicles, another critical area that will facilitate widespread adoption and 
advancement is charging system infrastructure.  
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1.1.1 Charging system infrastructure and electric vehicles 
In the 19th century, electric vehicles were introduced along with the internal combustion 
engine (ICE) vehicles. The electric vehicles did not perform well against their fossil fuel 
counterparts, mainly due to the inconvenience of charging and reduced range [3]. One 
inconvenience widely experienced is known as range anxiety, where the driver is fearful 
that their electric vehicle will run out of charge before reaching the destination [4]. 
Additionally, refueling time for internal combustion engines is much shorter than the 
recharging of electric vehicle batteries. The commonly used level 1 charger, which can be 
plugged into a standard home outlet, is only capable of fully charging an electric vehicle in 
11-16 hours [5].  
One method to alleviate range anxiety is the employment of level 2 charging systems, 
which are capable of recharging electric vehicles in 4-8 hours. This is a reduction of 7-8 
hours compared to the level 1 charging systems. The development of ultrafast charging 
systems is referred to as level 3 charging systems. Level 3 charging systems can 
significantly reduce the time to recharge an electric vehicle, capable of charging to 80% of 
its capacity in 30 minutes to 1 hour [5][6][7]. The challenge of ultrafast charging systems 
is the ability to maintain the battery life and avoid any adverse effects that could result in 
a decrease in battery life [8]. The battery life can also be significantly affected by the high 
temperatures that result from these charging systems. While the advancement of 
technology brings reductions in charging time for electric vehicles, there is also increasing 
concern over the high temperatures produced, which affect the safety, performance, and 
cycle life of batteries [9]. 
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The widespread implementation of charging systems is a critical part of outfitting Canada 
towards a cleaner future. As more electric and alternative fuel vehicles are being advanced, 
the infrastructure used to support them must also advance. Charging systems are outfitted 
with several electrical components that work in conjunction to support the charging of the 
electric vehicles. One of the most important components within these charging systems are 
the electric batteries in their energy storage systems. The selection of batteries is important 
as each type of battery has advantages and disadvantages. 
Several charging systems use lithium-ion batteries for charging vehicles, including the 
charging system studied in this thesis.  Lithium-ion batteries have suitable properties that 
make them an excellent option for use in electric vehicles and systems for charging and 
discharging, for example, their high energy density and low self-discharge rate [3]. One 
problematic area for the implementation of lithium-ion batteries in both electric vehicles 
and charging systems is that their optimal operating range is temperature-dependent. The 
operating range of lithium-ion batteries is between 25℃ and 40℃ [10]. Therefore, charging 
systems as a whole must be examined to ensure that they can maintain the temperatures of 
the components within their desired operating temperature range. 
1.1.2 Thermal management 
Thermal management has many advantages. It can greatly promote the life of the lithium-
ion battery and other temperature-sensitive components. Additionally, the performance of 
the components, if they are maintained within their desired operating range, would be 
utilized to the highest efficiency. In the case of lithium-ion batteries, many of which are 
present within the charging system studied, thermal management plays an important role. 
Lithium-ion batteries are susceptible to reduction in life, safety, and performance if not 
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maintained within their operating temperatures [11]. Using thermal management as a tool 
will aid in the maintenance of these devices, by promoting methods that are capable of 
maintaining the temperature-sensitive components within their optimal operating 
conditions. These reasons show the importance of developing an effective thermal 
management system for both a component-by-component basis and also a full system 
analysis. As stated earlier, this is important because the performance and life of the batteries 
depend on the operating temperature range. While thermal analysis of lithium-ion battery 
packs is common in the literature, detailed thermal analyses of charging systems at the 
system level are not common, partly because the technology is generally proprietary, and 
not published in the open literature.  
1.2 Objective 
The objective of the project is to develop an integrated thermal model for an electric vehicle 
charging system. The analysis tool will be used for predicting the thermal loads. This 
analysis tool will be created with ANSYS Fluent CFD software.  
The project is focused on a system-level analysis of the charging system, rather than a 
component by component analysis. Additionally, the air circulation inside of the charging 
system will be analyzed to identify stagnation regions and recirculation regions since they 
have an impact on the temperature distribution in the system.  
1.3 Thesis Structure 
This thesis contains 5 chapters and one appendix. Chapter 2 contains the literature review 
where research conducted on electric vehicles, charging system infrastructure, lithium-ion 
batteries, and various thermal management systems are explored. Chapter 3 discusses the 
methodology of the analysis. Within the methodology, the system description will 
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introduce the charging system and components studied while listing the process used to 
obtain the heat generation values. The methodology will also include details on ANSYS 
Fluent software, where the numerical approach, including the equations utilized for flow, 
energy, and turbulence. Chapter 4 discusses the results from the simulations performed, 
with temperature iso-surfaces, velocity volume renderings, an analysis of surface 
temperatures, temperature contours, velocity streamlines, and a review of the battery 
surface temperatures and what methods provide optimal temperature ranges. Chapter 5 
concludes the research and provides recommendations. In Appendix A, the validation 
procedure is discussed, with validation data for the charging and discharging cycles as well 




Chapter 2: Literature Review 
Chapter 2 presents the existing literature for electric vehicles and their battery technology, 
charging systems and infrastructure developments, the importance of thermal management, 
and various techniques used for thermal management including examining the use of CFD 
for Heating, Ventilation, and Air Conditioning (HVAC) systems and lithium-ion battery 
cooling. The literature was chosen based on the function of the analysis. Many CFD 
systems are designed in order to optimize cooling through convection by analyzing the 
velocity fields generated in certain conditions. In the case of this literature review, the CFD 
simulations focused on two aspects of cooling: first for human occupancy and secondly for 
data centers. The two subjects together provide a more in-depth look at the functionality of 
CFD simulations and what they can be utilized for.  
2.1 Electric Vehicles and Hybrid Electric Vehicles 
Various research has been conducted on the use of rechargeable batteries in electric 
vehicles (EVs) and hybrid electric vehicles (HEVs). Table 1 summarizes the various 
research conducted for several batteries that are eligible for use in EVs and HEVs. Several 




Table 1. EV and HEV battery type advantages, disadvantages, and properties 
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In Table 1 it can be observed that the lithium-ion battery is one of the more popular choices 
in EVs and HEVs where they have begun to be implemented in vehicles. There is, however, 
some hesitance towards the full adoption of lithium-ion batteries in EVs and HEVs due to 
their limited driving range as well as the length of time for a full recharge [24][6][25]. The 
adoption of EVs is also hampered by the fragmented charging stations distributed 
throughout the regions that are aiming to fully adopt them, with long-range driving being 
the most susceptible [25].  
2.2 Charging System Infrastructure 
Common technology currently developed for charging systems can be categorized into 
three levels. Level 1 and level 2 charging systems are capable of charging EVs and HEVs 
to full within 2-11 hours, while level 3 fast charging systems can reduce that time to 
approximately 30 minutes to 1 hour [5][6][7]. These advancements assist tremendously in 
promoting the adoption of EVs and HEVs as the current charging system technology, and 
quantity restrict local and long-distance driving. 
Charging system research is mainly focused on the internal components. Some 
advancements include the focus on improvements in the controller to maintain grid balance 
during different charging scenarios and maintain the battery temperature within its 
operating limits [26]. Other internal research focuses on the storage ability and grid impact 
through various changes in the hardware block (which communicates between vehicle and 
grid) to guarantee safe and reliable operation [27]. Control strategies for AC/DC and 
DC/DC converters are also developed based on existing architecture to reduce costs and 
improve reliability [28][29]. Another cost reduction method was the investigation of 
electrical storage systems, which additionally aided in reducing the impact on the grid [30]. 
9 
 
The existing literature examines not only the internal structure of the charging systems but 
also the distribution of charging systems throughout the regions that will utilize the energy. 
Location placement is deemed critical for ease of access to charging systems, which enable 
drivers to move around freely without having to worry about recharging [31]. The 
placement of charging stations will help further develop EVs as it makes the use of them 
more convenient and creates a more efficient traffic network [32]. The convenience of 
charging is consequential to the driver’s ability to freely access charging systems, which 
affects traffic conditions and performance. Several other models incorporate the use of 
parking locations, estimated demand, accessibility, local employment, and population to 
identify optimal locations for charging infrastructure installation [33]. A charging 
infrastructure model also considered the energy consumption required in specific routes 
and used that to plan for an optimal charging system coverage area [34]. It is common to 
see charging system infrastructure incorporating the use of energy storage systems. Within 
these energy storage systems, lithium-ion batteries are a common choice [35][36][37].  
Although research for charging system infrastructure is common, it was identified that 
there is no extensive research focusing on the thermal distribution within these charging 
systems.  
2.3 Lithium-Ion Batteries 
Lithium-ion batteries are a popular choice for integration with hybrid electric vehicles 
(HEVs) and electric vehicles (EVs) due to their favourable qualities such as high specific 
energy and energy density [10][20][38][39][40] as well as low self-discharge rates when 
compared to their nickel-metal hydride counterparts [20]. The use of lithium-ion batteries 
does not come without disadvantages as it is still encountering issues for widespread 
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adoption, such as susceptibility to high and low temperatures as the range of optimal 
operation is between 25-40℃ [9][10][19][20] and the temperature distribution from the 
pack to pack should be maintained at 5℃ or less [9][10][20]. Temperature plays a crucial 
role in the operation, efficiency, reliability, and expected life [9] of the battery. Degradation 
of the lithium-ion battery is also noted to be heavily affected by temperature, current rates, 
and state of charge (SOC) where internal aging caused by this can reduce precision in 
estimating battery life [40][41]. 
Lithium-ion batteries are a widely researched topic with focus placed on various aspects, 
such as the internal structure. For example, the anode materials undergo research to identify 
if they are capable of improving or prolonging the lifetime of the battery. One case applied 
a technique that coated the anode material to strengthen its already favourable properties. 
Tamirat et al. [42] conducted research on a Mg2Si coating on the anode of lithium-ion 
batteries to enhance stability over various applied charge rates. Additionally, many heat 
dissipation techniques are researched for the internal structure, such as the research 
performed by Ye et al. [43], which focuses on the heat dissipation structure of the battery 
pack. An area of emerging focus is the research conducted for external thermal 
management techniques that focus on heat dissipation and management through external 
methods. 
2.4 Thermal Management 
The nuances of lithium-ion batteries necessitate the aid of thermal management, which is 
a widely utilized and researched method. In the case of lithium-ion batteries, due to their 
narrow operating temperature range, there is a growing need to apply thermal management 
practices with the aim of maintaining the performance of the battery cells while also 
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increasing the lifetime without affecting safety [19][38][9][39][20][10]. The use of thermal 
management allows for a more in-depth understanding of the temperature distribution that 
results during charge and discharge cycles, as well as maintaining awareness of the 
sensitivity that affects life, efficiency, reliability, and safety of the batteries [38][20].  
Thermal management techniques are practiced through physical and virtual methods. 
Physical experiments have been constructed to identify effective methods of thermal 
management. The use of virtual tools, such as CFD, can prove to be effective as it has 
become a part of engineering design, which allows it to have an influence on assessing the 
performance of new devices and processes before they are physically introduced [44]. 
These advantages allow for flexibility where condition alterations can result in reduced 
costs, ease of implementation, and increased safety [45][46][47][48].  
In the researched literature, it is common to see physical models that utilize forced air 
convection to cool battery packs [49][50][51][52]. It is also common to see the use of 
virtual methods through CFD testing. It has been found that the use of CFD is capable of 
reasonably agreeing with experimental methods where Li et al. [50] noted that the 
experimental results were able to confirm the CFD model with a maximum error estimated 
to be 5-10%. Sun et al. [53] determined that there was a 5% change between simulation 
and experiment when analyzing a lithium-ion battery that undergoes several driving cycles. 
Xie et al. [54] examined several parameters to determine the optimal configuration that 
resulted in the greatest heat dissipation when using forced air cooling, where the 
configuration of 2.5° inlet and 2.5° outlet resulted in a temperature decrease of 12.82% and 
29.72%, respectively. In addition to thermal management for lithium-ion batteries, the 
analysis of air conditioners in rooms is widely researched.  
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Additional CFD models were used to develop thermal management systems using phase 
change materials (PCM) as a passive cooling management system. Greco et al. [55] used 
this system to identify the cooling effectiveness for lithium-ion batteries by installing heat 
pipes that produced desirable conductive heat transfer from the battery cell, where it was 
noted that a decrease of 20℃ was possible in the tested configuration compared to one that 
relied on convective cooling. Ramandi et al. [56] used a CFD model to analyze a double 
series PCM shell configuration that was capable of delaying the battery temperature change 
for up to 1.5 hours by using the PCM to absorb heat generated from the battery. Wu et al. 
[57] developed a paraffin/expanded graphite PCM module that was tested as a CFD model, 
where varying PCM materials were tested with and without the module. It was found that 
the inclusion of the module was capable of preventing high temperatures from developing 
in the battery cells, while also reducing the requirement for PCM materials with high heat 
transfer coefficient properties. 
The charging system studied features both requirements of lithium-ion battery and 
electrical component cooling while contained within a room-like enclosure, where the main 
modes of cooling are via the air conditioner and circulation fans. The following literature 
examines the use of CFD in room cooling and also its use as a design tool.  
2.5 CFD Utilized for Room or Single Location Analysis 
The first CFD simulation involves analyzing heat loads generated in servers, conducted by 
Mikjaniec et al. [58]. In server rooms, there is a combination of ceiling, floor, and ductwork 
arrangements. This paper determined a design that was able to provide cooling based on 
the configuration of the data center presented. After developing a dropped ceiling design, 
outlet vents were modeled.  
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In this case, two dropped ceiling designs were modeled with the same vent configuration, 
and it was determined that at a ceiling drop of 1 ft, the temperature contours showed cooler 
air distributions [58]. Duct design was a secondary analysis, where exhaust flow was 
modeled.  
The analysis proves that the adjustment of boundary conditions can be valuable in 
obtaining information on the effectiveness of configurations. It did not discuss the use of 
tools to identify other ductwork designs and capability for altering ceiling heights.  
The second review features a human occupancy analysis, conducted by Serra et al. [59], 
where an occupant and a simulated heating load are used an office room. A specified supply 
and exhaust vent are placed in the room to determine the effect of cooling via displacement 
or mixing. The boundary conditions of importance used in this simulation are the 
conditions of a constant human temperature set to be 36℃, and a heat flux representing the 
human heat generation was set to be 100 W/m2 [59].  
The displacement ventilation was used with a radiative ceiling. The air is supplied closer 
to the ground level and causes circulation within the office room via buoyancy flow. The 
mixing method uses a larger supply from the inlet and outlet vents stationed in the room 
[59]. The authors noted that the vents were positioned in the same wall for both 
displacement and mixing simulations. However, the vents were positioned closer to the 
floor for the displacement analysis and closer to the ceiling for the mixing analysis.  
The mixing simulation was noted to create the most uniform distribution in the office room, 
Serra et al. [59] noted that the efficiency of the mixing was highly dependent on the 
positioning of the inlet and outlet vents. Another conclusion found was that the priority of 
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the user affected what method should be chosen. The displacement approach has better 
efficiency primarily during cooling, but the mixing method behaves better in the office 
setting when cooling and heating methods need to be utilized, such as, during different 
periods of the year [59].  
A review of the cooling effect on the human simulated was not included in the analysis. It 
is important to view the surface skin temperature of the human in those cases and if there 
are any imbalances in their cooling. For example, if their torso experiences higher 
temperatures than their legs. The authors were able to determine that the positioning of the 
vents would affect the efficiency of the mixing and displacement ventilation, another 
method to evaluate the effectiveness could involve a method that analyzed the vents in 
various positions around the room. 
Iizuka et al. [60] analyzed mixing and losses within an air-conditioned room. Two 
simulations were conducted where cooling and heating loads were utilized. One simulation 
used the presence of a wall with a window to divide the cooling and heating supply air 
units from each other. The window provided an area for heat transfer to occur. As well as 
this, the placement of two air-supply units was kept constant, one supply air unit for heating 
being close to the floor and another one for cooling placed in the ceiling [60]. The analysis 
was done to compare the mixing inside of the room if they were divided and also if they 
were used in combination with each other. It was found that there is a large difference in 
how the air is distributed in the room due to the positioning of the supply air vent and the 
supply air temperature [60]. The placement of the ceiling supply air for cooling performed 
well due to its ability to mix the interior zone of the room. However, when the division 
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between the cooling and heating supply was removed, it was determined that a large 
temperature gradient was generated [60]. 
Iizuka et al. tabulated the data and found that losses occurred due to the configurations 
where the window was not present[60]. The authors did not discuss the use of insulation to 
divide the two rooms and circulation fans to improve the mixing of the air. With only two 
cases completed, there are additional ways to identify effective methods of cooling. Such 
as the recommendation to employ various placements and alterations to the boundary 
conditions of the room, by choosing different window materials and incorporating 
insulation between the rooms.  
A radiative ceiling was implemented for room cooling by Catalina et al. [61].  The objective 
of the CFD simulation was to identify the effectiveness of cooling via radiative ceiling. 
The simulation considered 3-D steady-state, incompressible, and turbulent flow in its 
analysis. The ceiling involved convection and radiation cooling methods. Various analyses 
were done, with airflow being a large area of research along with identifying the resulting 
temperature distribution. 
This proved to be a valuable analysis as it allowed them to identify what configuration 
would be suitable for several clothing and metabolism rates for humans occupying the 
space [61]. The parameters that were adjusted involved the height of the ceiling, different 
metabolism rates, and clothing. Using these parameters and the already defined system, 
they determined which simulations were able to cool the highest metabolism rates [61]. 
Although they found this information, they found that the velocity above the floor was 
higher than most regions in the room, and in the case of human occupancy, it would lead 
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to discomfort [61]. This is one case of parameters being adjusted to determine results, but 
it does not analyze a constant heat generation or employ circulation fans. 
Yu et al. [62] designed a cooling method for the main transformer room. In the region of 
study, transformer stations had difficulty with heat dissipation and cooling. The authors 
used this as an opportunity to develop a method where they were able to change design 
parameters to identify the impact of vent placement and their effects on cooling inside of 
the transformer room.  
The transformer room was designed with the dimensions 10m×10m×12m with a 
transformer placed on the floor with dimensions of 5.42m×4.92m×5.63m [62]. There were 
cooling air inlets positioned close to the floor, where they supplied 17.78 kg/s of ventilated 
air. On the same walls, the outlets were positioned close to the ceiling. Yu et al. identified 
that the maximum allowable temperature in the room should not be more than 35℃ in the 
summer [62]. In this study, the change in the air inlet and outlet dimensions and placement 
were analyzed as the main driving forces behind the cooling of the transformers. Several 
dimensions were utilized, with the working area (transformer area) and the upper working 
area (ceiling area) used as the measurement points.  
The air inlet was elevated by approximately 0.25m with every analysis. The air inlet began 
at a location of 0.2m and ended at 2.6m. It was found that the working area was primarily 
affected by the location of the air inlet vents [62]. At a location of 1m or less, the author 
noted that the changes were not significant, and the impact on the temperature gradient 
positively affected the transformer room. In cases of 1m or higher placement, the author 
noted that this would adversely affect the temperature distribution inside of the transformer 
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room as the temperature increased by approximately 3℃, compared to if the inlet was 
placed at 0.2m [62]. 
The area of the air inlet was increased from 3.25m2 to 5.25m2. Each measurement was 
taken with a slight increase in the area, where the temperature drop was noted to be 
incremental until the last measurement was taken where the maximum temperature drop 
was 1℃.  
The air outlet was observed to cause several differences in temperature fields as it was 
moved. At the lowest point of the air outlet placement a region of high temperatures above 
it was observed. The authors noted that the outlet, when placed at its highest position, 
resulted in a reduction in high-temperature airflow and vortices at the ceiling [62].  
Similar to the air inlet conditions, the air outlet dimensions were varied. It was observed 
that the greater the area of the vent, the lower the temperatures measured in the region of 
focus, similar to the air inlet dimensions. The authors noted that it is not always practical 
to create the largest vent sizes possible as the design must adhere to the existing building 
ventilation guidelines [62]. 
This study provided an excellent view of the nuances of inlet and outlet vent placements 
and their importance in separating temperature fields. The study identified that in the 
transformer room, there was a large divide in temperature fields, where the ceiling region 
was observed to be higher than the working region by almost 10-15℃ [62].  It would be 
ideal to employ a method that resulted in more optimal mixing within the room, such as 
the utilization of circulation fans as it may improve the cooling ability of the room without 
having to impact the dimensions of the vents (which as mentioned would have to adhere to 
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ventilation guidelines). In addition to this, volume-based heat generation source terms were 
not found to have been applied to the transformers along with material specifications, 
which may impact the temperature distribution inside of the room. 
2.6 CFD Analysis Functioning as a Tool 
The following review of literature features an analysis of tools developed in HVAC CFD 
simulations. There are several unique tools analyzed that aid in identifying the usefulness 
of implementing such a tool in other applications. 
The Rack Cooling Index (RCI) was introduced by Herrlin [63][64], where it was used as a 
measure of cooling effectiveness in data centers. The RCI analysis focuses on the 
temperature sensitive components and considered the operating temperature ranges. RCI 
has been utilized in various data center scenarios as a method of creating performance 
metrics of the cooling systems present [65]. It proves to be a useful tool that is capable of 
providing information on the maintenance of component temperatures within the specified 
guidelines.  
In the first review, the cooling of a data center was optimized by Herrlin [63]. Using the 
commonly implemented method of raised floor cooling, the effects of altering temperature 
and flow rates were examined. CFD simulations were used to identify what configurations 
resulted in optimal conditions. RCI was developed in order to quantify the effectiveness of 
cooling on the data center racks [66]. An examination was also done on the ability to 
increase airflow over standard airflow rates. 
The Rack Cooling Index used in this study identified a range of high-end temperature and 
low-end temperature [66]. It can be determined in two ways, the RCI for the high-
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temperature ranges and the low-temperature ranges. It is important to include both as 
electrical equipment has an operating range, which features both a minimum and maximum 
allowable temperature. The equation is listed in Equation 1 [66]: 
 
𝑅𝐶𝐼 = [1 −
𝑇𝑜𝑡𝑎𝑙 𝑂𝑣𝑒𝑟 𝑇𝑒𝑚𝑝
𝑀𝑎𝑥 𝐴𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑇𝑒𝑚𝑝
] × 100% (1) 
Understanding the temperature ranges and the resulting ones from the data center, one is 
able to determine if the data center exceeds the temperature limits defined.  
The model of the data center contains 48 equipment racks, each with a constant heat 
generation rate that totals 192 kW [66]. The airflow used to cool the equipment is 52,190 
m3/hr [66]. The simulation features an analysis of several supply air temperatures ranging 
from 13℃ to 21℃ [66]. In addition to altering the supply air temperatures, the evaporator 
supply airflow rate was altered from 80% of the standard capacity to 140% [66]. 
The RCI was used to identify the effectiveness of the combinations of supply temperature 
and flow rate. Herrlin et al. state that an RCI of 95% is a sign of a good system design [66]. 
The results for the high temperature range show that an increase of 120% and 140% airflow 
rate results in an RCI of 100% or more, a sign of good system design, regardless of the 
supply air temperature [66]. At 100% airflow rate, an RCI of 100% is determined for an 
air temperature of 13℃ to 18℃ [66]. Using this analysis, a combination of the optimal 
range of flow rates and supply temperatures can be identified.  
On the other hand, an analysis of the low temperature range shows reduced effectiveness 
for the listed configurations compared to the RCI for higher temperature range, where the 
supply air temperature of 21℃ achieves an RCI of 100% at any airflow rate [66]. The other 
supply temperatures resulted in an RCI of 83% or less [66]. 
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Based on the results, it was determined that in order to reduce the development of high 
temperature ranges, there are several combinations of supply air temperature and airflow 
rate that result in an optimal design [66]. If the design must consider preventing the 
development of low range temperatures, then the number of available combinations greatly 
decreases. Based on an analysis of obtaining the optimal RCI for both high temperature 
and low temperature prevention, the supply air temperature of 21℃ and 120% of supply 
airflow rate was determined to provide the optimal RCI for both cases [66].  
This study provides an excellent structure in identifying optimal configurations. The use 
of RCI proves to be an advantageous method of displaying the effects into an easy to 
understand method. The study focused on a symmetric data center, with components in the 
room being kept in an organized fashion and remaining constant. In addition to this, 
velocity streamlines were not analyzed to identify areas of recirculation. The presence of 
circulation fans may improve the RCI for both cases without altering the supply air 
temperature or flow rates, but its effect was not analyzed.  
Murakami et al. [67] analyzed various scenarios in order to determine the effectiveness of 
cooling by components. The scenario involves an atrium that is open to a warm summer 
day. The simulation aimed to identify an ideal configuration that was capable of 
maintaining the room at a target temperature of 26℃ [67]. A feedback tool was used to 
identify the ideal configuration. 
Four cases were analyzed with two cases focusing on a radiation cooling panel and a supply 
air cooling system as the main sources of cooling [67]. The other two cases utilize an air 
curtain, which prevents the hot air from outside mixing with the cooler inside air [67]. In 
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order to simulate heat loads in the room, sensible and latent heat loads were considered as 
additional boundary conditions [67]. 
The feedback tool was developed to allow for editing of the boundary conditions based on 
previous simulations. The goal of the feedback tool is to allow refinement of boundary 
conditions to determine a suitable set of conditions that can achieve a target temperature 
for the human model [67]. The tool is able to estimate and compare the effects of an 
additional parameter in the simulations. The tool utilized in this case began from an initial 
simulation that first identified the resulting temperatures [67]. The boundary conditions 
were altered, and the simulation restarted, which allowed the feedback tool to determine 
what the resulting temperature was due to the changes in the boundary condition [67]. 
It was found that the radiative cooling panel did not provide optimal cooling within the 
atrium, even after the implementation of the air curtain, the temperature within the atrium 
did not achieve the desired target temperature [67]. On the other hand, the analysis of the 
supply air cooling system was found to achieve a target temperature without the air curtain, 
but the distribution of air was uneven in the room, which would affect the human model 
[67]. The inclusion of an air curtain greatly improved the distribution of cold air in the 
atrium, achieving a room temperature of 24.3℃ [67]. The cooling from the radiative panel 
found that the temperature decrease was between 1.1℃ when the air curtain was activated 
[67]. The supply air cooling condition saw a decrease of 1.5℃ when the curtain was 
activated [67]. 
The importance of circulation within the room and the prevention of warm air infiltration 
was displayed in this study [67]. The feedback tool proved to be useful in incorporating a 
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flexible strategy of altering boundary conditions to identify the effectiveness of several 
conditions.  
This study presents the use of a tool for altering boundary conditions, but it did not display 
the feedback tool in higher heating load scenarios, such as rooms with electrical equipment 
or an electric vehicle charging system. Also, the presence of circulation fans was not 
considered. This provides an excellent opportunity to analyze temperature loads within a 
charging station, as most studies involve human occupants or data centers. 
Based on the literature reviews, there are no existing virtual design tools that analyze the 
temperature loads inside electric vehicle charging systems. Additionally, the literature for 
charging systems and energy storage systems did not analyze the thermal loads generated 
within them, instead of focusing on the control strategies and distribution. The review also 
revealed that the use of the RCI did not incorporate quantification of battery temperatures. 
Additionally, many CFD simulations did not use any forms of air circulating devices to aid 





Chapter 3: Methodology 
The methodology is discussed in this chapter, in which the system description will examine 
the current system and the specifications of the components to be analyzed. Along with 
this, a review was made of every component to determine their applicability to the heat 
generation within the charging system. The numerical model for flow modeling, 
turbulence, and energy is discussed. The chapter of methodology provides an overview of 
the pre-processing and solving steps that are involved in the CFD process in the thesis. 
3.1 System Description 
A full charging system model was used for this study, which resembles the charging system 
model produced by eCAMION Inc., the industry partner. The charging system model has 
dimensions of 2.5 m × 2.5 m × 3.0 m, and houses a variety of unique assemblies, including 
a lithium-ion battery energy storage system. The cooling system used is an air conditioner 
with a rating of 2.93kW (10,000 BTU/hr) and an air supply rate of 0.136 m3/s (287 CFM) 
[68][69].  
The configuration of all components within the charging system is displayed in Figure 1 
where the battery configuration and safety barrier is indicated within the charging system. 
Note that most components in the unit are hidden for confidentiality. 
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Figure 1. Battery configuration in the charging system studied with the safety barrier. 
Note that the electronic components in the unit are hidden for confidentiality. 
A review of each component was conducted to determine its impact in the charging system 
through an investigation of their heat generation values and materials. In addition to this, 
the presence of air circulating fans were considered in the analysis. 
The software used for the analysis is ANSYS Workbench and ANSYS Fluent. ANSYS 
Fluent is a program written in the C language that provides a variety of functions such as 
solver control and efficient data structures with the capability to couple with server 
architecture to run several processes [70]. ANSYS Fluent has the capability to solve fluid 
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flow, heat transfer, and chemical reaction problems. In fact, ANSYS Fluent is a 
Multiphysics software.  
ANSYS Fluent can be accessed through an additional program, ANSYS Workbench, 
which provides the tools that structure workflow where easy integration between each task 
is capable of being transferred to the next task. The workflow in ANSYS Workbench first 
begins with a Computer-Aided-Design (CAD) program, SpaceClaim, then its own built-in 
Workbench Mesher, where it can be updated for use in ANSYS Fluent. Post-processing 
can be conducted using CFD-Post or within ANSYS Fluent itself.  
3.2 Numerical Approach 
The nature of the problem features both fluid flow and energy transfer via heat transfer. 
Therefore, the following equations were employed for flow, turbulence, and energy 
modeling.  
3.2.1 Flow modeling 
Equations 2 and 3 represent the continuity or conservation of mass equations. Equation 2 
represents the equation in its full form, where Sm is a user-defined function, which can be 
developed by the user and represent any function of their choosing. Equation 3 is used 
when the fluid flow is deemed to be incompressible, and there are no user-defined functions 
employed. Equation 4 represents the momentum conservation equation.  
The continuity equation is shown below [51][71]: 
 𝜕𝜌
𝜕𝑡
+ ∇(𝜌?⃗?) = 𝑆𝑚 (2) 
 ∇?⃗? = 0 (3) 
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The momentum conservation equation [71] can be determined from Equation 4, where the 
stress tensor is represented by 𝜏̿, the static pressure is represented by 𝑝, the gravitational 
force is 𝜌?⃗?, and the external body forces are ?⃗?, the velocity vector is defined by ?⃗? is 
represented in three dimensions for three dimensional problems. 
 𝜕
𝜕𝑡
(𝜌?⃗?) + ∇ ∙ (𝜌?⃗??⃗?) =  −∇𝑝 + ∇ ∙ (𝜏̿) + 𝜌?⃗? + ?⃗? (4) 
The stress tensor, 𝜏̿, can be calculated by the following Equation 5, where 𝜇 is molecular 
velocity, and the unit tensor is represented by 𝐼 [71]. 
 
𝜏̿ = 𝜇 [(∇?⃗? + ∇?⃗?𝑇) −
2
3
∇ ∙ ?⃗?𝐼] (5) 
3.2.2 Turbulence 
In order to accurately solve the turbulence problems posed in CFD, the Navier-Stokes 
equations must be solved. The equations can be solved directly using the method known 
as Direct Numerical Simulation (DNS). However, DNS is computationally expensive, and 
hence the turbulence is usually modeled in other ways. Several turbulence models can be 
employed for this study, including Large Eddy Simulation (LES), Detached Eddy 
Simulation (DES), and Reynolds Averaged Navier-Stokes (RANS), in order of decreasing 
computational cost [12]. For the system-level analysis, which is the focus of this project, 
RANS models offer a much more economical approach to resolving turbulent flow 
problems. The commonly employed RANS models are the Spalart-Allmaras model, k-𝜖 
models, and k-𝜔 models [70].  
The Spalart-Allmaras model uses one equation to model turbulence. The use of this model 
was designed for use in the aeronautics and aerospace industry. ANSYS recommends 
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avoiding the use of this model for general purpose applications as it makes various 
simplifications due to its original aeronautics and aerospace focus [70]. Despite these 
simplifications, the Spalart-Allmaras model has fairly good results for boundary layers in 
select scenarios. 
The k-𝜖 models are a set of two-equation models that are widely used in the industry. Using 
k-𝜖 models, two transport equations are solved, while the Eddy viscosity approach is used 
to identify the Reynolds stresses. Under the family of k-𝜖 models is the realizable k-𝜖 
model, which is recommended by ANSYS when using k-𝜖 models [70]. The k-𝜖 models 
are able to provide reasonable accuracy, economy, and robustness for use in turbulent flow 
simulations, which helped it become popularized in industrial and heat transfer applications 
[70]. 
The final set of two-equation models are the k-𝜔 models, which offer an improvement over 
the k-𝜖 models, by providing the ability to solve the viscous sublayer through integration 
with additional terms. Although it offers this advantage, the k-𝜔 model has a strong 
sensitivity to the freestream flow [70]. To combat this disadvantage, the k-𝜔 Shear Stress 
Transport (SST) model was developed in 1994 by Menter et al. [72]. The solution to 
overcoming the freestream problem incorporates a blended function that switches between 
k-𝜖 for freestream flow and k-𝜔 for near wall flows. 
The k-𝜔 SST model will be employed in this study due to its proven ability to model flow 
and energy with robustness and a reasonable level of accuracy [73]. The equations 
employed are displayed below from Equation 6 to Equation 7 [71], where the production 
of turbulent kinetic energy is defined by 𝐺𝑘 and 𝜔 is generated by 𝐺𝜔. The dissipation due 
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to turbulence of k and 𝜔 is defined by 𝑌𝑘 and 𝑌𝜔. Any user defined source terms would be 
























) + 𝐺𝜔 − 𝑌𝜔 + 𝐷𝜔 + 𝑆𝜔 (7) 
3.2.3 Energy 
The energy conservation equation can be defined by Equation 8 [51], where the total energy 
is defined by 𝐸, the density is represented by 𝜌, the specific heat capacity is represented by 
























3.3 Computational Fluid Dynamics Analysis 
To prepare the system for a CFD analysis, pre-processing is the first step, which includes 
the preparation of the geometry, mesh, and solver settings [74]. Following this, the solving 
process begins, ending with the post-processing where results are obtained and analyzed 
[74].  
3.3.1 Geometry and defeaturing 
Prior to the numerical approach, the complex geometry of various electrical components 
was defeatured into a simpler design to allow for meshing. The existing geometry needs to 
be examined for small features such as gaps or holes that make it impossible to mesh 
properly and must be removed.  
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3.3.2 Domain generation and shared topology 
After defeaturing, the fluid domain must be generated. The fluid domain is generated by 
creating negative volumes of the objects. The domain studied features dimensions of 
2500mm × 2500mm × 3000mm. Several components within the domain range from sizes 
of 90mm × 70mm × 30mm to 340mm × 340mm × 675mm. The combination of the 
negative volumes and fluid domain allows the CFD software to differentiate between the 
areas where the fluid can flow freely and areas where the fluid cannot flow. 
Additional steps are required to prepare the geometry for the problem set-up. For example, 
the fan faces underwent the share topology before applying their boundary conditions. A 
display of the resulting shared topology for fan faces is shown in Figure 2.   
 
Figure 2. Shared topology with labeled fan locations. Note that most of the components 
of the unit are hidden for confidentiality 
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3.3.3 Mesh generation 
3.3.3.1 Mesh independence study 
A mesh independence study was conducted with 4 different mesh sizes. The outlet 
temperature and average battery temperature were used to monitor the convergence. These 
values were monitored using the area weighted average measurement method. The mesh 
independence study features approximately 10% changes in the total mesh size with each 
analysis. The coarse mesh size studied featured 25.17 million elements and the fine mesh 
size was generated with 38.76 million elements. As seen from Table 2, as the total mesh 
size increases from 25.17 million to 27.77 million, the change in temperature ranges from 
2.28% to 5.26%. As it increases to 31.78 million elements, the change in temperature drops 
further, with the changes ranging from 0.89% to 2.02%. The final measurement featured a 
mesh size of 38.76 million elements, which resulted in the lowest increase recorded at 
0.15% to 0.80%. These changes are also displayed in Figure 3. The time per iteration was 
also studied, as listed in Table 2, with each iteration ranging from 1.5 minutes to 2 minutes. 
It can be identified that between the mesh sizes of 27.77 million to 38.76 million, the time 
per iteration does not change drastically. As a result, the mesh used for this study was 























25.17 26.32 34.95 1:36 N/A N/A 
27.77 26.92 33.11 1:51 2.28% 5.26% 
31.78 27.16 32.44 1:53 0.89% 2.02% 
38.76 27.2 32.7 1:59 0.15% 0.80% 
 
 
Figure 3. Temperature results from mesh independency study with respect to mesh size in 
the millions 
3.3.3.2 Mesh details 
As discussed in the mesh independence study, the resulting mesh was generated with 31.78 
million elements with an average skewness of 0.23 and an average orthogonal quality of 
























beginning with the size of the charging system housing and ending with the various 
components housed within it, which results in the mentioned mesh size. The structure of 
the mesh features refinement at the body, faces, and shadow faces due to the complex heat 
transfer interface that was utilized. The body of each component required meshing due to 
the nature of the heat generated as it was specified to be volumetric heat generation that 
originates from the core. The face and shadow face mesh requirements are due to the 
interface between the solid body face and the face of the air in contact with it (known as a 
shadow face). 
The mesh features both structured (e.g., Figure 4), and unstructured elements, which can 
be seen in various figures (e.g., Figure 5 and Figure 6). The majority of the mesh resulted 
in unstructured elements, but structured elements are most widely seen in the mesh 
generated on the battery solid and faces and other components that are similar to basic 
shapes, seen in Figure 4. Many strategies were used to produce a mesh that can obtain 
accurate results, one being the inclusion of refinement regions around several of the panels 
and the safety barrier. The importance of adding local refinement regions, especially 
around the safety barrier, is to allow for a finer solution resolution during computation of 
the problem. Lanfrit [75] discusses the advantages of using local refinement regions, 
although it is time-consuming, it is able to provide more accuracy compared to several of 




Figure 4. Structured surface mesh for the batteries (a) full view, and (b) close-up view of 
















Figure 6. Three-dimensional view of volume mesh  
The mesh parameters are listed in Table 3 and Table 4, where the mesh sizing is completed 
in millimeters. Table 3 lists the parameters for mesh sizing for the component body, face, 
and shadow face. Table 4 lists the mesh parameters for regions that do not meet the 
categorization shown in Table 3, this includes the fan and air conditioner faces. The 
refinement region mesh sizing parameters are included in this as well. 
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Table 3. Mesh parameters for body, face, and shadow faces 
Component 




Shadow Face Mesh 
(mm) 
Battery 30 20 20 
HVP 4 4 4 
PLC 7.5 7.5 7.5 
CHP 12.5 12.5 12.5 
AXP 7.5 7.5 7.5 
PLP 7.5 7.5 5 
PDP 7.5 7.5 5 
PCP 7.5 5 7.5 
Container 100 ------- ------- 
 
Table 4. Mesh parameters for other components 
Component Mesh Size (mm) 
Fans faces 15 
Air conditioner faces 15 
Refinement region 50 
 
3.3.4 Model set up & solver settings 
The model set-up and solver settings follow mesh generation. This aspect of the simulation 
includes the assignment of boundary conditions, materials, and interfacing contacts. 
Boundary conditions for the proposed virtual design tool can be broken down into the 
following: 
1. Heat source generation 
2. Inlet air conditions 
3. Insulation and floor conditions 
4. Fan conditions 
5. Material assignments 
The heat generation source terms were first identified through an analysis of each 
component’s datasheet, which was viewed for information on its heat losses. This was 
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assumed to be approximate to the heat loss added into the charging system during 
operation. Following this, an initial simulation was performed to determine the resulting 
surface temperatures of the components. This initial data went through a verification 
process for its accuracy, after which it was adjusted to be more representative of the 
reported surface temperatures. The inlet air conditions were determined through an analysis 
of an air conditioner, with information provided by the manufacturer. The cooling capacity 
of the air conditioner is 2.93kW (10,000 BTU/hr) with an air supply rate of 0.136 m3/s (287 
CFM) [68], [69].  In order to make these conditions suitable for use in ANSYS Fluent, the 
velocity-inlet condition was used. This condition requires that a velocity parameter is input 
as a value and to do this, the dimensions of the air conditioner inlet were measured to be 
0.03879m2. Using the area and the inlet supply air conditions, the velocity was able to be 
determined to be 3.49 m/s. 
The importance of insulation and floor conditions was also considered. These boundary 
conditions were included by applying a set of thin-wall thermal resistance parameters, 
which is advantageous because it does not require a thin mesh to be generated for ANSYS 
Fluent to recognize that it is a wall with set dimensions [70].  
The final set of boundary conditions are the fan boundary conditions. The fan boundary 
conditions require an additional step during set-up, which was previously mentioned in 
Section 3.3.2. The fan boundary condition is used to calculate the flow through the desired 
fan regions by taking an input of a fan curve between velocity and pressure. The modeled 
fan in ANSYS Fluent is represented by a fan face that is infinitely thin [70], which is done 
by identifying the fan boundary as an interior zone using share topology as previously 
discussed and pictured in Figure 2.  
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The turbulence model used for the virtual design tool is k-𝜔 SST, which is a two-equation 
RANS based model, as previously mentioned in Section 2.3.2. The boundary conditions 
are summarized in Table 5 and Table 6. 
Table 5. Heat generation source terms categorized by the panel. Note that the component 




































Table 6. Other source terms applied 
Object Source Term Setting 
Insulation 
Convection coefficient: 10 W/m2K 
Thickness: 30 mm 
Floorboard 
Convection coefficient: 10 W/m2K 
Thickness: 28 mm 
Outer walls Temperature: 30 ℃ 
Ground Temperature: 25 ℃ 
PCP fans Pressure: 203.5 Pa 
PCP blowers Pressure: 329.5 Pa 
CHP fan Pressure: 72.5 Pa 
Battery fans Pressure: 72.5 Pa 
Air conditioner 
Supply air inlet: 3.49 m/s 
Supply air temperaturea: 4.08 ℃ 
aThe supply air temperature is based on the direction provided by eCAMION Inc. 
Additional boundary conditions used were the assignment of materials for each component. 
Table 7 lists the material and assembly matches, which were determined through an 
analysis of each datasheet. Note that the full component names are not included due to 
confidentiality. Following this, the density, specific heat capacity, and thermal conductivity 




Table 7. Materials and properties of components Note that the component descriptions 






(𝑱/𝒌𝒈 ∙ 𝑲) 
Thermal 
Conductivity 
(𝑾/𝒎 ∙ 𝑲) 
PLC 2719 871 202.4 
Batteries 2719 871 202.4 
PCP 
1760 [76] 838 [76] 0.5 [76] 
7916 [77] 0.5 [77] 14 [77] 
2719 871 202.4 
1153 [78] 1300 [79] 2.55 [79] 
1153 [78] 1300 [79] 2.55 [79] 
PLP 
1760 [76] 838 [76] 0.5 [76] 
7916 [77] 0.5 [77] 14 [77] 
1150 [80] 1600 [81] 0.25 [82] 
2719 871 202.4 
CHP 
2719 871 202.4 
946 [83] 1800 [84] 0.22 [84] 
HVP 
1150 [80] 1600 [81] 0.25 [82] 
1760 [76] 838 [76] 0.5 [76] 
4000 [85] 386 [85] 398 [85] 
1500 [86] 1200 [86] 0.5 [86] 
PDP 
1150 [80] 1600 [81] 0.25 [82] 
1150 [80] 1600 [81] 0.25 [82] 
Insulation b 7.9 1450 0.039 
Floorboard b 790 1630 2.25 
a The properties of aluminum are included in the Fluent database 





3.4 Simulations Performed 
Simulations were conducted using steady-state conditions. The steady-state simulations 
were performed to determine what state the components would be in under normal use. 
Transient simulations were not used to obtain results due to the large computational load 
and time requirement, which would exceed several months. Steady state simulations are 
still proved valuable as they are capable of identifying surface temperatures and allow for 
ease in altering values to align the surface temperatures with what was reported in 
measurement data. The steady-state simulations were run using the coupled scheme with 
pressure, momentum, and energy with the second-order upwind spatial discretization 
scheme. The turbulent kinetic energy and specific dissipation rate were given first-order 
upwind schemes. 
A total of 7 cases were performed, as listed in Table 8. Case 1 was conducted to identify 
what would occur in the scenario where the circulation fans and the air conditioner were 
all deactivated. Case 2 introduced information when the function of all circulation fans was 
deactivated, but the air conditioner was working. Case 3, outlined in green, represents the 
existing configuration of the charging system, which implies that the air conditioner and 
fans were all working. Case 4 was conducted to view the effect of changing the battery 
fan’s blowing direction. Cases 5 and 6 involve changing the location of the air conditioner. 





Table 8. List of simulations performed organized by case number 
Case Number Air Conditioner Circulation Fans Comments 
1   
Air conditioner and 
circulation fans 
deactivated 
2 ✓  
Circulation fans 
deactivated 
3 ✓ ✓ 
Existing 
configuration 




5 ✓ ✓ 
Air conditioning 
unit placed on the 
charging system 
entrance 
6 ✓ ✓ 
Air conditioning 
unit placed on the 
opposite wall 
7 ✓ ✓ 
Added perforations 





Chapter 4: Results and Discussion 
Chapter 4 displays and discusses the results from the simulations performed as mentioned 
earlier. Among these results, temperature iso-surfaces are examined to view the volume of 
air within the charging system that is within specified ranges of 25℃ to 40℃, previously 
stated to be the operating temperature range for lithium-ion batteries. Thereafter, velocity 
volume renderings are displayed to examine the impact of fans in the charging system and 
the resulting air movement. The next set of results features an analysis of the surface 
temperatures for the components, as well as each individual battery from Case 2 to Case 7. 
The battery analysis also features a Rack Cooling Index (RCI) [66] study as a method of 
measuring the cooling effectiveness. The final set of results shows the temperature and 
airflow distributions inside the charging system for Case 3, the existing configuration. The 
temperature results are shown in terms of contours to provide readers with an easier 
analysis of the temperature distribution. On the other hand, the airflow or velocity 
distributions are shown by streamlines. The streamline results show airflow patterns inside 
the charging system, which provide information on what types of obstacles the airflow 
encounters and allows for identification of recirculation regions. The airflow is important 
to promote mixing and to cool components by convection. Together, the temperature 
contours and streamlines of the airflow provide the ability to assess how changing 
components positions or altering their geometry can promote airflow to components and 
affect the temperature distribution. The majority of the data is presented in two-
dimensional planes. Therefore, the locations of these planes are indicated so that readers 
can easily follow them. The following results are obtained from a steady-state analysis of 
the charging system. A transient analysis requires far too much computational resources. 
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4.1 Temperature Iso-Surfaces 
The temperature iso-surfaces are important in observing regions in the system that are 
within specified temperature ranges. In this case, the temperature ranges of 25-40℃ and 
41℃ and greater are shown. The range of 25-40℃ represents the conditions that are optimal 
for lithium-ion battery operation [10]. Thus, it is important to examine whether or not the 
charging system is capable of maintaining that temperature range.  
Figure 7 represents the 7 iso-surfaces that were generated within the range of 25-40℃. 
Observed in Case 1, there is little volume within these conditions. Any simulation after 
Case 2 displays a considerable increase in the volume of iso-surfaces generated within the 
charging system. Observing each iso-surface result, Cases 3 to 7 all contain the most 
volume generated for the specified temperature range of 25-40℃.  
Additional iso-surface temperatures produced are shown in Figure 8, which represents the 
temperature range of 41℃ and greater. Similar to the Figure 7, there is a significant 
improvement in the overall volume inside of the charging system after Case 2. Case 1 
shows that the majority of the charging system is within or above the range mentioned. 
Case 2 to Case 7 indicate that there is a low volume of high-temperature regions being 
generated. Additionally, the regions that observe high temperatures are due to the 
components generating heat that is in contact with the surrounding air. Furthermore, Case 
3 to Case 7 show a distinctive improvement over Case 2, where the surrounding regions of 
the heat-generating components are further decreased. There is no significant decrease in 
the iso-surfaces from Case 3 to Case 7, where each location specified for the range of 41℃ 




Figure 7. Temperature iso-surfaces for the temperature range of 25-40°C for (a) Case 1, 
(b) Case 2, (c) Case 3, (d) Case 4, (e) Case 5, (f) Case 6, and (g) Case 7 
(a) (b) 
(c) (d) 




Figure 8. Temperature iso-surfaces for the temperature range of 41°C and greater for (a) 







4.2 Velocity Volume Rendering 
The velocity volume renderings were included in the results to provide a more in-depth 
view of the circulation fan function in the charging system. In this section, three views are 
used to display the function of the circulation fans. 
Figure 9a features a front view of the charging system, looking into it from the main 
entrance where the air conditioner (labeled A/C in each figure) can be identified in the top-
right. Figure 9b displays a side view of the system. The direction of the battery fans can be 
observed in the view with the resulting airflow being measured at 6.43 m/s to 12.85 m/s. 
The blowers can also be identified, along with how their resulting airflow is impacted by 
the components on the electrical panel positioned above, where the stream can be identified 
by the 12.85 m/s to 19.28 m/s region.  
Figure 10 displays a top view (or plan view) of the system. In this view, the batteries can 
be identified at the bottom of the figure and the safety barrier in the middle. The velocity 
volume rendering The battery fans, displayed at the bottom of Figure 10b move the air 
through the gaps in the battery pack with a velocity of 6.43 m/s to 12.85 m/s (indicated by 












Figure 10. Velocity volume rendering of top view (or plan view) 
4.3 Surface Temperatures of Components 
The surface temperatures displayed in Figure 11 and Table 9 show the resulting maximum 
temperatures generated from Case 3. It should be noted that if there were multiples of the 
same component, the component displaying the highest temperature was chosen. In the 
case of the batteries, there was a range of surface temperatures generated, which differed 
with each battery. The resulting surface temperatures for each battery is discussed in 
Section 4.4. Please note that in this section the component names are changed due to 
confidentiality. 
Figure 11a displays the resulting component surface temperatures from Case 2 to Case 7. 
The results from Case 2 cause a substantial skew to the graph due to a high temperature, 
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belonging to component #4, which was measured at 477.46℃. Case 2 was determined not 
to have the ability to optimally cool the components in the charging system. Figure 11a 
shows that the resulting temperatures from Case 2 is more than double that of any of other 
cases displayed. Figure 11b displays a more detailed view of Case 3 to Case 7 with the 
heavily skewed results removed. Component #13 resulted in the highest surface 
temperatures, which was found to be between 82.22℃ to 106.57℃, with Case 5 having the 
lowest temperature. Between each of the cases, the surface temperatures were found to be 
in the same range, however there were cases where the cooling was found to be less 
optimal. For example, this can be seen in component #6, measured from ranges 64.92℃ to 
75.52℃, where Case 3 and Case 7 both exhibit a difference in temperature by 
approximately 10℃ for the same component. 
Table 9 provides information on each configuration from Case 2 to Case 7. The lowest 
temperature for each component is marked in green to indicate the case that was able to 
cool it most effectively. The results from Case 2 show that the battery surface temperatures 
greatly exceed their operating limits at 68.28℃. Adding the various circulation fans 
improves the surface temperatures of all components, as shown in Case 3. From Case 4 to 
Case 7, modifications to the charging system were made, previously discussed in Table 7. 
Each configuration resulted in lower surface temperatures for different components.  For 
example, in Case 5 where the air conditioner was placed on the entrance side of the system, 
the resulting temperature for component #5 resulted in a temperature of 64.92℃ versus in 
Case 3 where the compared temperature increased to 75.52℃. Case 3, however, has a 
maximum temperature of 37.49℃ for component #3 versus the maximum temperature of 
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36.67℃ in Case 5. This observation illustrates the effectiveness of some configurations to 
target the cooling of selected components of interest.  
 
 
Figure 11. Component surface temperatures of (a) Case 2 through Case 7, and (b) a 
more detailed view of Case 3 through Case 7. Note that component names are not shown 























































Table 9. Maximum surface temperatures organized by panel and component. Note that 
component names are not shown due to confidentiality. 
Assembly Component 
Resulting Max Surface Temperature (℃) 
Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 
PLC 1 111.49 44.72 46.10 47.56 46.31 43.69 
Batteries  68.28 35.61 34.99 38.76 35.24 35.01 
PCP 
2 110.33 36.89 36.28 37.66 37.32 35.73 
3 84.71 37.49 36.71 36.67 38.93 36.22 
4 477.46 61.93 60.49 61.39 63.09 60.48 
5 267.74 62.89 65.89 65.72 63.03 61.88 
6 226.41 75.52 66.94 64.92 69.06 73.58 
PLP 
7 115.58 43.79 46.10 44.32 43.79 47.06 
8 73.98 36.99 37.96 38.95 38.03 37.88 
9 97.87 51.69 41.15 46.25 52.97 49.84 
10 49.25 33.32 33.19 35.35 33.25 31.98 
CHP 
11 231.92 48.29 49.22 51.62 49.07 47.22 
12 205.84 78.26 64.29 78.46 70.51 72.76 
HVP 
13 240.67 106.57 87.73 82.22 92.30 102.50 
14 70.25 41.53 40.09 47.86 45.41 44.28 
15 77.59 51.63 43.27 54.48 47.42 51.49 
16 187.04 57.25 57.76 69.29 63.63 66.81 
PDP 
17 50.29 32.18 36.27 37.28 37.13 34.50 
18 45.52 29.27 39.96 43.80 39.76 38.01 
Totala 0 5 5 2 0 7 





4.4 Battery Surface Temperature Analysis 
It is important to categorize each battery because the surface temperature for each 
individual battery differs. Each battery undergoes an individual analysis to obtain its 
resulting surface temperature. Figure 12 shows the categorization of the batteries present 
in the charging system.  
 
Figure 12. Individual battery number assignments 
To determine the effectiveness of each cooling configuration from Case 2 to Case 7, the 
RCI method [66] was implemented, where the surface temperatures were recorded and 
used as input for the calculations with each battery’s upper operating temperature limit in 
mind. The resulting value indicates the effectiveness of the air conditioner and fans. Based 
on Equation 1, if the RCI value is 100% or greater, it indicates that the system’s cooling is 
very effective.  
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Herrlin [66] also states in the case of data center analysis, an RCI of 95% is a satisfactory 
system design, this was adopted for the analysis of battery RCI values as well. The 
maximum battery operating temperature is listed as 40℃ [10].  The resulting battery 
surface temperatures for each category are summarized in Table 10. The values were used 
to calculate the RCI for batteries, shown in Table 11.  
Figure 13a and Figure 14 display the battery surface temperatures and RCI results from 
Case 2 to Case 7. Similar to Figure 11a, Case 2 results cause a skew in the results. It can 
be clearly observed that Case 2 has the highest battery surface temperatures by a wide 
margin. Figure 13b displays a more detailed view of Case 3 to Case 7 with the skewed 
results from Case 2 removed. It is observed that Case 5 often results in the highest battery 
surface temperatures when neglecting Case 2. Case 6 often registers high battery surface 
temperatures in comparison to the other cases as well. Case 3 and Case 4 results indicate 
that the temperatures in those simulations are among the lowest.  
The lowest RCI recorded in Case 2 was 29.29% while in Case 3, the highest RCI was found 
to be 124.09%, as seen in Figure 14 and Table 11. This indicates that the design is able to 
retain the optimal battery operating range by adding circulation fans. It should be 
emphasized that the higher the RCI value, the better the cooling ability. Table 10 and Table 
11 are marked with green cells that indicate the lowest resulting battery surface temperature 
in all the cases. 
The results show that Case 3 was able to effectively cool all batteries with the highest 
temperature being 35.61℃ (RCI of 110.98%) and the lowest at 30.36℃ (RCI of 124.09%). 
The next highest temperature found in Case 3 was 34.84℃ (RCI of 123.85%). Case 4, Case 
6, and Case 7 results show an improvement in the maximum temperature generated in the 
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batteries with a temperature of 34.99℃ (RCI of 112.52%), 35.24℃ (RCI of 111.91%), and 
35.01℃ (RCI of 112.47%), respectively. 
 
Figure 13. Battery surface temperatures of (a) Case 2 through Case 7, and (b) a more 
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Case 3 Case 4 Case 5 Case 6 Case 7(b)
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Table 10. Individual battery surface temperatures by case 
Battery 
Number 
Resulting Surface Temperature (℃) 
Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 
1 55.69 33.46 34.84 34.02 34.91 34.15 
2 65.27 33.91 33.23 35.73 34.64 34.20 
3 63.76 34.84 33.68 37.48 34.59 34.93 
4 60.72 35.61 34.99 38.76 34.53 35.01 
5 60.47 30.96 32.77 31.77 32.16 31.93 
6 68.28 31.32 31.70 33.21 32.63 32.01 
7 62.44 34.23 31.89 36.78 35.24 34.13 
8 57.15 34.23 32.80 36.96 35.18 33.63 
9 58.31 30.46 32.02 31.24 32.44 30.96 
10 64.12 30.36 31.26 32.58 32.52 30.39 
11 62.82 32.92 31.58 35.72 34.63 32.43 
12 56.74 32.97 31.91 35.43 34.40 32.11 
Totala 0 5 6 0 1 0 





Figure 14. Resulting RCI values of Case 2 through Case 7 




Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 
1 60.78% 116.36% 112.90% 114.95% 112.74% 114.62% 
2 36.82% 115.24% 116.94% 110.68% 113.40% 114.50% 
3 40.59% 112.89% 115.81% 106.30% 113.52% 112.69% 
4 48.20% 110.98% 112.52% 103.10% 113.69% 112.47% 
5 48.83% 122.60% 118.07% 120.58% 119.59% 120.19% 
6 29.29% 121.71% 120.74% 116.98% 118.42% 119.98% 
7 43.89% 114.44% 120.27% 108.05% 111.91% 114.68% 
8 57.12% 114.44% 118.00% 107.60% 112.06% 115.92% 
9 54.22% 123.85% 119.96% 121.90% 118.90% 122.61% 
10 39.70% 124.09% 121.85% 118.55% 118.70% 124.04% 
11 42.94% 117.70% 121.06% 110.70% 113.43% 118.94% 





















Case 2 Case 3 Case 4 Case 5 Case 6 Case 7
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4.5 Component and Battery Improvement Assessment 
Each battery and component from Sections 4.4 and 4.5 were analyzed against Case 2 
(baseline) to illustrate the improvement in surface temperatures achieved by the 
incorporation of the fans and blowers.  It should be noted that Case 3 to Case 7 have the 
air conditioner and circulation fans activated, while Case 2 only has the air conditioner. 
Please note that in this section the component names are changed due to confidentiality. 
From Figure 15a, which presents the findings from the component surface temperatures in 
Table 9, it can be observed that all components experience improvements over the baseline 
case, Case 2. There were some cases where the improvements remained the same in all the 
cases performed, such as in component #4. However, some components experienced a 
significant improvement in comparison to the other cases. For example, component #18 
showed a significant improvement of 34.70% for Case 3 compared to the next highest 
improvement of 16.49% for Case 7.  
From Figure 15b, which presents the findings from the battery surface temperature listed 
in Table 10, it can be observed that each battery tremendously improved in surface 
temperature in comparison to Case 2 (baseline case). For example, 35.33% is the lowest 
improvement. These findings show that the battery surface temperatures are significantly 





Figure 15. Percentage improvement for (a) components, and (b) batteries. Note that 
























































4.6 Planes of Interest  
This section describes the planes generated and their respective co-ordinates. Figure 16 
provides a view of the co-ordinate system used in ANSYS Fluent. 
 
Figure 16. Co-ordinate system used and the three planes: XY, XZ, and YZ and how it 
corresponds to the locations matching the charging system. Note that the electronic 
components in the unit are hidden for confidentiality.  
4.7 Temperature Contours 
The temperature contours are displayed in planes generated following the co-ordinate 
system in Figure 16.  
Table 12 lists the names of the temperature contours, as well as their corresponding plane 
names and numbers. It should be noted that each temperature contour is generated for a 
local temperature range. This causes the legend shown to heavily skew towards the highest 
temperature and lowest temperature in the contour plane. It is recommended to view the 
legend for each temperature contour plane as each contour will have different ranges. 
The temperature contours from Figure 17 to Figure 26 show various views of the thermal 
profile inside the charging system. The analysis will be split into the 3 plane views that 
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were generated and discussed. The analysis begins in the XY plane view, then the YZ plane 
view, and finally, the XZ plane view.  
Table 12. Temperature contours generated with corresponding planes 



















4.7.1 Temperature contours in the XY plane 
It was determined that 6 planes in the XY Plane were necessary to analyze the thermal 
profiles inside the charging system. Figure 17 identifies those six planes, as shown.  
 
Figure 17. Planes (numbered from 1 to 6) used to display the temperature 




Figure 18a displays the contours in Plane 1, which show that the temperature everywhere 
is less than 41.42℃, except in the two regions on the right side of the figure. The hottest 
region contains a component in the charging system (component #12 from Table 9). It 
shows that the temperature decreases from 189.24℃ at the core to 78.26℃ at its surface. 
The high core temperature is expected because the convective cooling does not have any 
effect inside the component. The surface temperature is also quite high compared to other 
surfaces due to the high core temperature.   
Figure 18b, representing the contours of Plane 2, displays a high-temperature region (i.e., 
a temperature of 64.50℃.) representing another component within the charging system 
(component #4 in Table 9). However, a low-temperature region of 4.08℃ to 16.16℃ can 
be identified at the top-right of the figure. This low-temperature region is linked to the 
presence of the inlet air from the air conditioner as well as the air movement from the 
circulation fans. The velocity streamline results in Section 4.8 will aid in understanding the 
movement of the supply air pattern from the air conditioner.  
Figure 19a represents the contours of Plane 3 and features another low-temperature region 
with temperature ranging from 15.32℃ to 21.21℃. Again, this low-temperature region is 
related to the cold air supply from the air conditioner. On the right side of this figure, it can 
be seen that the there is a panel of components (representing component #1) resulting in 
temperatures ranging from approximately 35.92℃ to 44.76℃, while the surrounding air 
temperature is between 24.15℃ and 32.98℃. 
Figure 19b displays the contours of Plane 4 and shows a few patterns consistent with those 
in Figure 19b. In addition to this, Figure 20a displays a high-temperature region on the left 
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that ranges from 34.51℃ to 37.76℃, representing component #3 (in Table 9) of the 
charging system. Additionally, the middle of the figure shows a low-temperature region 
ranging from 21.50℃ to 26.38℃, which represents the movement of the cold airflow 
generated by the air conditioner as it travels away from the air conditioner inlet (shown in 
Figure 17).   
Figure 20a contains the contours for Plane 5. In Figure 20a, the resulting temperature 
contour represents a majority of the temperature ranging from 23.23℃ to 37.99℃. This 
solid blue colour is due to the high temperatures generated which can be observed at the 
right side of the figure, where the highest temperature is 170.91℃ at the core of component 
#13 (in Table 9). The resulting surface temperature results in 107.57℃. This high 
temperature on the legend has skewed the colour assignments. 
Figure 20b, representing the contour of Plane 6 shows a view of the battery packs, as 
identified by the high-temperature regions ranging from 32.41℃ to 35.58℃. The 
surrounding temperature was identified to be between 27.12℃ and 31.35℃ indicated by 
the blue and green coloured regions. In the figure, the bottom left quadrant of the high-
temperature zone ranges from 29.23℃ to 31.35℃, while the other regions of the high-
temperature zone, display a temperature of 32.41℃ or greater. This difference in 
temperature is due to the configuration of the battery fans and the direction in which they 
are blowing air. At the bottom left quadrant, the fans blow air to the batteries, but at the 
bottom right quadrant, they blow air away from the batteries. In addition, the top row of 
batteries experiences less cooling due to the placement of the fans being closer to the 

















   
 






4.7.2 Temperature contours in the YZ plane 
In this section, the temperature contours in the YZ plane are reported. It was determined 
that 4 planes were necessary to illustrate the temperature distribution and thermal profile. 
Figure 21 identifies the 4 planes as shown below. 
 
Figure 21. Planes (numbered from 7 to 10) used to display the temperature 




Figure 22a displays the contours for Plane 7, with the majority of the temperature contours 
showing the temperature ranging from 25℃ to 32.65℃, indicated by the blue colour. The 
high-temperature regions displayed approximately in the middle of the figure shows 
temperatures ranging from 47.96℃ to 63.26℃, which represent several components used 
in the charging system (components #3, #4, #7, and #8 in Table 9) . The components show 
temperature ranges on a single panel ranging from 40.30℃ to 47.96℃ and temperatures 
ranging from 32.65℃ to 36.48℃. Two of the listed components are identified with 
temperatures ranging from 60.35℃ to 75.51℃ and from 55.51℃ to 63.26℃ represent the 
remaining two components listed previously on a different electrical panel in the charging 
system. In Figure 22a, it can be seen that there is a region with a temperature of 32.65℃ 
surrounding component #4 with the temperature range of 60.35℃ to 75.51℃, partly due to 
the presence of the fans and blower. 
Figure 22b, contains the contours of Plane 8, with a high-temperature region ranging from 
30.95℃ to 33.50℃ in the bottom-middle of the figure which represents a portion of the 
battery packs. It is important to note that this figure represents the temperature contours for 
3 battery packs out of the 12 shown in Figure 12. A large cold air region can be observed 
in the middle of the figure, where the low temperatures range from 23.41℃ to 25.43℃. 
This can be explained by the movement of the cold airflow entering the charging system 
from the air conditioner and its behaviour due to the fans, which will be further explained 
by the streamlines. 
Figure 23a, displaying Plane 9, shows three main temperature regions: a low-temperature 
region from 16.85℃ to 20.28℃, a medium-temperature region from 23.70℃ to 27.13℃, 
and a high-temperature region from 30.55℃ to 33.97℃. The lowest temperature region can 
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be identified to be close to the center of the figure. This is due to the placement of the 
battery fans, which are located at the left of the figure. Based on Figure 19, the contour is 
generated at the location where the fans function to draw air in between the batteries, which 
can explain the behaviour of the medium temperature region moving towards the high-
temperature regions, which can be identified to be the battery packs, as discussed in Figure 
21a.  
Figure 23b, displaying Plane 10 features a view of a different portion of the battery packs, 
which can be identified in Figure 21. The portion displayed features the fans blowing air 
away from the battery packs, which can be followed by viewing the bottom yellow region 
of temperatures 25.18℃ to 28.18℃ being blown towards the white region representing the 
safety barrier. This can explain the movement of cold air, identified to be the region of 
4.14℃ to 19.17℃, where it is observed to be moving towards the left side of the figure. 
This is further examined in the discussion of the velocity streamline results and further 












Figure 23. Temperature contours with the white vertical line representing a section of the 





4.7.3 Temperature contours in the XZ plane 
The last set of temperature contour results are in the XZ plane, where it was determined 
that temperature contours in 3 planes were necessary to display the thermal profile. The 
respective planes are shown in Figure 24.  
 
Figure 24. Planes (numbered from 11 to 13) used to display the temperature contours in 




Figure 25a, displaying Plane 11, shows that there is a low-temperature region ranging from 
21.89℃ to 28.42℃ in the middle of the charging system. It can be observed due to the 
presence of the safety barrier, indicated by the white region in the top-center of the figure, 
the cold air region is unable to mix with the region on the other side. There are three high-
temperature regions generated, observed on the bottom-right side. On the top right side, a 
component can be observed with the temperature range from 44.76℃ to 48.03℃. On the 
middle right side, a region with temperatures ranging from 48.03℃ to 54.56℃ representing 
two components (components #14 and #15) installed on an electrical panel.  
Figure 25b displays Plane 12, a similar low-temperature region can be observed to also be 
present in this region of the charging system. The location of this plane is shown in Figure 
24. The presence of the low-temperature region ranges from 18.14℃ to 22.58℃ shows the 
behaviour of the air in different regions of the charging system. Additionally, there are 3 
high-temperature regions generated due to the presence of component #9, which is installed 
on separate panels. The regions can be identified with temperatures from 35.88℃ to 
62.50℃.  
Figure 26 displays Plane 13 and shows a surrounding region with temperatures from 
29.53℃ to 32.80℃, represented by yellow, orange, and red regions. The cold regions are 
in the middle of the figure, with temperature ranging from 16.43℃ to 26.25℃ (i.e., green 
and blue colours). It can be observed that the low-temperature region is also at the bottom 
of the image, which is where the battery packs are located. This is due to the air conditioner 




Figure 25. Temperature contours in (a) Plane 11 with the white lines at the top 
representing the safety barrier and the bottom white marks representing the electrical 












4.8 Velocity Streamlines 
The velocity patterns are represented by the mean velocity streamlines, which are generated 
in a similar manner to the temperature contours by following the coordinate system in 
Figure 16. Table 13 lists the names of the velocity streamline, its corresponding plane, and 
the plane number. It is important to generate velocity streamlines as it allows for an in-
depth view of airflow inside the charging system, allowing for identification of high flow 
regions, low flow regions, regions of recirculation, and regions of stagnation.  
The velocity streamlines shown from Figure 28 to Figure 38 are represented by various 
views. Similar to the temperature contours, the analysis of the mean streamlines will be 
split into the 3 plane views. The analysis begins in the XY plane view, then the YZ plane 
view, and finally, the XZ plane view.   
Table 13. Velocity streamlines generated with corresponding planes 






















4.8.1 Velocity streamlines in the XY plane 
It was determined that 5 planes in the XY plane were necessary to analyze the velocity 
streamlines generated. The respective planes are shown in Figure 27. 
 
Figure 27. Planes (numbered from 14 to 18) used to display the velocity streamlines in 




Figure 28a displays the streamlines in Plane 14. The velocity streamlines with the velocity 
readings from 7.93 m/s to 13.22 m/s represent fans installed on an electrical panel. It is 
observed that they spread due to an impact with components in the corresponding panel. 
Various stagnation and recirculation regions are generated in the figure, which can be 
identified on the left-side, right-side, and the middle of the figure. The recirculation regions 
indicate that mixing within the system is optimal.   
Figure 28b displays the streamlines in Plane 15, where it was observed to have a region 
that was directly impacted by the presence of the safety barrier. The region impacted can 
be seen on the right side of the figure, where the movement of the velocity streamlines 
spread outwards. A view of the fans, mentioned previously, are observed to have the same 
movement as Figure 28a. 
Figure 29a shows the streamlines in Plane 16, indicating that at the left side of the figure is 
a high-velocity region ranging from 10.58 m/s to 26.45 m/s. It is indicative of the presence 
of the powerful blower, previously identified in Figure 9a. It can be seen that this streamline 
travels upwards moving from the left side (where the blower is present) to the right side. 
There is also a circulation region which can be seen in the middle of the figure. There is a 
large amount of air movement in the middle region of the charging system, which is further 
explored later. 
Figure 29b and Figure 30 displaying Plane 17 and Plane 18 show the downward movement 
of airflow, examined at the center of the figures, which originates from the fan and air 
conditioner settings. This continuation is from the observation made from Figure 29a. It 
can also be explained when examining the YZ plane view of Figure 33a as it displays the 
airflow that is caused by the battery fan and its impact on this velocity streamline. On the 
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right side of Figure 30, the velocity streamlines surround a region which is identified to be 
the cover panel of an electrical panel.  
 

















4.8.2 Velocity streamlines in the YZ plane 
It was determined that 6 planes were necessary to analyze the velocity streamlines in the 
YZ plane. The corresponding planes are shown in Figure 31.  
 
Figure 31. Planes (numbered from 19 to 25) used to display the velocity streamlines in 





Figure 32a displays the results in Plane 19 which features a view of the airflow from 7.51 
m/s to 12.52 m/s in the middle of the figure. The velocity streamlines cover several 
electrical panels. It can be identified that due to the fans, the streamline patterns are 
upwards towards the roof.  
Figure 32b representing Plane 20, features an additional view of the blower, which can be 
identified by the high-velocity region on the right-side view of the figure. In addition to 
this, at the top and bottom of the figure, it is observed that the air moves in a large circular 
pattern, moving from the top right side where it reaches the left side, then from the left side 
towards the right side via the bottom of the charging system. This illustrates that the airflow 
is causing regions to develop complex patterns within the charging system. Within Figure 
32b, it is observed that in the middle of the figure a vortex is generated that travels from 
the top of the figure to the bottom. 
Figure 33a and Figure 33b display the results in Plane 21 and Plane 22, which features 
additional views of the evolution of the streamlines in different regions of the charging 
system. The circular motion of the air, similar to Figure 32b can be observed to continue 
in this region as well. Figure 33a features the vortex generated in the charging system with 
stagnation regions in the bottom left corner. Figure 33b features a mix of stagnation and 
recirculation regions as a result of the circular motion of the air in the charging system. 
Figure 34a and Figure 34b displaying Plane 23 and Plane 24 show the impact of the air 
movement at the roof of the charging system and how it travels towards the battery packs. 
This movement of air can be attributed to a combination of the fan and blower 
combinations. As observed in Figure 32b, the blower causes the air to move upwards, 
which results in the air moving towards the battery packs.  
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Figure 35 displays the results in Plane 25, which provides valuable information on the 
airflow caused by the battery fans, which can be identified in the velocity regions ranging 
from 7.93m/s to 15.87m/s. The battery fans are located on the left side of the figure. This 
can also explain cold airflow from the air conditioner displayed in Figure 23 and Figure 26 
from the temperature contour results. 
It should be noted that the battery fans blow air in a different direction based on the location 






























4.8.3 Velocity streamlines in the XZ plane 
It was determined that 4 planes in the XZ plane were necessary to analyze the velocity 
streamlines generated. The planes used in the analysis are shown in Figure 36.  
 
Figure 36. Planes (numbered from 26 to 29) used to display the velocity streamlines in 




Figure 37a features Plane 26, where a view of the blowers can be identified on the left-side 
and top of the figure, indicated by the regions showing velocities from 7.93 m/s to 26.45 
m/s. In addition to this, the velocity streamlines can be seen to exhibit two types of 
behaviours when encountering the safety barrier, which is in the center of the charging 
system. The streamlines are observed to flow around the barrier where they eventually 
evolve into a stagnation region on the left side of the figure, or they impact the barrier and 
are unable to flow around it. The extent of the velocity streamlines caused by the blower 
can be seen developing recirculation regions at the top and left side of Figure 37a.  
Figure 37b, displays Plane 27, which can be observed to identify the end of the airflow 
from the blower by the regions at the top and left side where the velocities are observed to 
be 5.29 m/s to 7.93 m/s. On the left of the figure, the recirculation region caused by the 
safety barrier can also be easily identified, indicating that the region is developing in 
various heights of the charging system. The end of the recirculation region from the safety 
barrier can be identified in Figure 37b, being covered by the resulting airflow from the 
blower at the left-side. 
Figure 38a and Figure 38b display Plane 28 and Plane 29. These figures show the 
movement of the airflow at the roof of the charging system. It can be identified, similar to 
Figure 37b, the remnants of the resulting airflow from the blowers are present. Additional 
observations from these figures present the movement of air from the middle of the figure 
towards the bottom, where the battery packs are located. This has been widely observed in 















Chapter 5: Conclusions and Recommendations 
5.1 Conclusions 
In conclusion, an integrated thermal model for an innovative electric vehicle charging 
system was developed as a virtual design tool. It is capable of performing parametric and 
optimization studies by varying the boundary conditions, air conditioner settings, and the 
directions as well as locations of the fans/blower. This can be done without impacting the 
full workflow. 
The temperature iso-surfaces were generated to identify the volume of the air within the 
charging system that was within the operating range of lithium-ion batteries. It 
demonstrated that a large percentage of the volume in the charging system was within this 
range, with the iso-surface temperatures above this range being concentrated at the 
electrical components that have higher heat generation.  
Furthermore, it was observed that the blowing direction of the fans in proximity to the 
batteries has a significant impact on the cooling of the batteries.  The direction of the battery 
fans affected the distribution of temperatures across the batteries. The existing 
configuration has one set of fans blowing air through the batteries, and another set of fans 
blowing air away from the batteries. The result was cooler temperatures in the section that 
experienced airflow through the batteries.  
The Rack Cooling Index (RCI) results were also examined, where the resulting battery 
surface temperatures were quantified based on their operating temperature range. A major 
reduction in surface temperature was examined by comparing cases. The existing 
configuration of the charging system (Case 3), was identified to effectively cool the 
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batteries with a maximum temperature of 35.61℃. Three studies resulted in a reduction in 
the maximum battery surface temperatures. These studies were identified to be Case 4, 
where the battery fan directions were changed, Case 6 with the air-conditioner placement 
on a different wall, and Case 7, where the safety barrier was given perforations. The results 
were validated with temperatures measured at selected locations inside the charging 
system, as shown in Appendix A. Case 4 results in the greatest number of batteries with 
the highest RCI values, indicating that the configuration with the changes in battery fan 
directions is the most effective cooling method. 
In addition, the velocity streamlines provide a better understanding of the airflow pattern 
inside the charging system. The results showed how the presence of the safety barrier in 
the charging system affects the airflow by diverting it in different directions and/or creating 
stagnation regions. The results show that the battery fans are instrumental in the circulation 
of air, but they are impacted by the presence of the barrier.  
5.2 Limitations 
The thesis involves a system level view of the thermal loads generated in the charging 
system. The limitations of the thesis are discussed in this section.  
The first sources of error relate to the virtual model. The geometry of the charging system 
underwent essential defeaturing to allow development of a mesh that otherwise would be 
impossible. Defeaturing also prevented component complexities from impacting the 
calculation process. As stated previously, the resulting defeatured charging system 
maintains its unique construction and all of the components are recognizable. Although 
this is the case, the defeaturing may have had an effect on heat dissipation of the 
components as each component underwent a process to remove some features to allow for 
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successful mesh generation. Additional defeaturing to the charging system container may 
have removed gaps that allowed for air infiltration.  
In addition, the heat generation source terms were used for a solid component, whereas 
many electrical components have an internal structure that varies in heat generation rate 
and construction. Thus, a simplification was made to apply a singular volumetric heat 
generation on the solid electrical component and assigning a material that matched the 
surface of the material. A further study could involve an analysis of the internal structure 
of the electrical components to examine the nuances of how the heat is generated and 
dissipated at the surface.  
5.3 Recommendations for Future Work 
There are several recommendations for future work to improve both the virtual model and 
the physical electric vehicle charging system.  
For the virtual model, mesh morphing capabilities (the rbf-mesh morph add-on [87]) can 
be incorporated to allow for a real-time update of the mesh when certain geometrical 
changes need to be applied to the system. This also allows for an expedition of the mesh 
generation process, which can currently take up to 12 hours to complete.  
For the electric vehicle charging system, it is recommended that battery fans/blowers 
should be oriented so that they all blow air towards the battery pack. Half of them currently 
blow air away from the battery pack. In addition, the safety barrier should have holes to 





This research was conducted in collaboration with eCAMION Inc. The model discussed in 
this thesis is used as a tool to aid the industry partner in analyze their system thermally 
when changes are made. This tool allows for optimization of the system when certain 
configurations are identified that improve exhibited temperature loads within the charging 
system. The model’s use as a design tool was aided by the preparation of a user’s guide, 
that guided the user through the use of the design tool by explaining how to access and use 
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Appendix A: Validation 
Validation data was provided by eCAMION Inc, where temperatures were measured by 
thermocouples placed at selected locations within the charging system as indicated in Table 
A-1. The data shown represents the charging and discharging periods that occurred over 
17 hours. The charging and discharging period is shown in Figure A-1 where it can be 
examined that the recorded state of charge is from 0% to 65%. As seen from Figure A-1, 
the measurement begins at 0% SOC where it abruptly reaches 40%, subsequently 
plateauing. After this, it drops to 30% briefly, where it quickly rises again to 55%. 
Following this rise, it quickly drops to 45% SOC. At 45% SOC, there is not much change 
as the readings remain in the region, as the recorded SOC can be observed to be discharging 
slowly. After over 500 of the measurements are completed it quickly charges to 65% and 
the data set ends. In all, 1084 temperature data points were recorded. The experimental 
system power output was examined and compared with the power output from the 
simulation data. Each component was considered to impact the overall power output from 
the charging system. In order to reflect the power output from the simulation data with the 
experimental data the boundary conditions were changed for each component. This method 
was able to appropriately reflect the temperatures during the charging and discharging 
periods identified in Figure A-1. Figure A-2 shows the resulting simulation temperatures 
in comparison to the experimental data. The graphs clearly show an excellent match 
between the simulation and experimental data. 
The steady-state simulation data was also extracted and compared with the average 
temperature from the experimental data. Table A-2 compares the average measured 
temperatures and steady-state simulation temperatures. As shown, the resulting percentage 
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differences are all less than 7%, which shows that the results are consistent and there is a 
good match. In addition, Figure A-3 displays the measured temperatures from the charge 
and discharge cycles and the resulting steady-state temperatures. It is evident that the 
simulation results do not capture the temperature peaks but the magnitudes match quite 
well. Based on these validation analyses, it can be concluded that the simulation results are 
well validated.  
Table A-1. Thermocouple name and location 
Thermocouple Name Thermocouple Location 
Temp_4 Roof 
Temp_5 On an electrical panel 
Temp_6 Battery racks 
Temp_7 Over PLC 
 
 












































































































































































































Figure A-2. Simulation temperature plotted with experimental temperature over SOC, 



















Temp_4 23.92 24.81 3.70% 
Temp_5 29.32 30.02 2.38% 
Temp_6 26.41 27.46 3.99% 
Temp_7 24.33 25.87 6.32% 
 
 
Figure A-3. Steady-state simulation temperature plotted with experimental temperature 
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