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Mijnheer de rector magnificus, dames en heren,1
Afgelopen zomer daalde een donkere wolk van stikstof op Nederland neer. Die 
‘wolk’ zelf was niet waarneembaar, maar de gevolgen ervan waren onmiskenbaar: 
een eigen publiekspagina (inclusief videotoelichting) van de Raad van State naar 
aanleiding van de beruchte PAS-uitspraken,2 voortdurende paniek in politiek Den 
Haag en een omgeploegd Malieveld. Toch was er medio september na alle com-
motie eindelijk eens goed nieuws te melden: een bescheiden deel van de projecten 
die op de helling stonden, zou toch kunnen doorgaan.3 De jurist in mij ging direct 
op zoek naar de gewijzigde regelgeving die dit goede nieuws mogelijk maakte, 
maar kwam bedrogen uit. De ‘informatiemathematicus’4 in mij, hoewel iets min-
der ontwikkeld, had beter moeten weten: niet de regelgeving was gewijzigd, maar 
er was een update beschikbaar van AERIUS Calculator, het rekeninstrument 
waarmee de overheid de verwachte stikstofdepositie van een project en daarmee 
de toelaatbaarheid hiervan bepaalt.5
Dit voorbeeld laat treffend zien staat dat er twee werelden bestaan die zich tot 
elkaar moeten verhouden: de wereld van het ‘juridische algoritme’ en die van het 
‘technische algoritme’.6 Ik was op zoek naar een ‘juridisch algoritme’, namelijk 
de gewijzigde rechtsregel, maar het antwoord bleek een ‘technisch algoritme’, 
een computerupdate, te zijn. Dit voorbeeld van AERIUS staat niet op zichzelf. 
Op diverse terreinen van het openbaar bestuur heeft inmiddels een vorm van ge-
automatiseerde besluitvorming haar intrede gedaan. Die opmars gaat niet alleen 
1 Deze rede is mede tot stand gekomen in het kader van het NWO-MVI project ‘Designing a regulatory 
framework for citizen-friendly data communication by public actors’ (nr. 313-99-330). Met dank aan 
Jurgen Goossens en Rein Halbersma voor hun buitengewoon waardevolle commentaar op een eerdere 
versie van deze rede. De tekst van deze rede is afgerond op 7 december 2019.




4 De term ‘informatica’ (als synoniem voor computerwetenschap) is van oorsprong een samenvoeging 
van ‘informatie’ en ‘mathematica’.
5 Zie https://www.aerius.nl/nl/nieuws/aerius-calculator-2019-beschikbaar. Zie hierover ook Kamer-
stukken II 2018/19, 32670, nr. 165. AERIUS Calculator was tot 1 juli 2019 wettelijk verankerd in artikel 
2.1 Regeling natuurbescherming (zie voor de intrekking van deze wettelijke verwijzing: Stcrt. 2019, 
48301).
6 Zie voor deze terminologie: I.Th.M. Snellen, ‘Het automatiseren van beschikkingen bestuurskundig 
beschouwd’, in: H. Franken, I.Th.M. Snellen, J. Smit & A.W. Venstra, Beschikken en automatiseren 
(VAR-reeks 110), Alphen aan den Rijn: Samsom H.D. Tjeenk Willink 1993, p. 56-57 en 73-74 (hierna: 
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in het perspectief van de rechtzoekende inderdaad een black box is,10 betekent dit 
niet dat de bestuursrechtjurist of de bestuursrechtswetenschap zich zomaar achter 
die kwalificatie mag verschuilen. Wij zullen dus bereid moeten zijn om die black 
box waar mogelijk te openen.11
Het doel van deze rede is te verkennen of geautomatiseerde besluitvorming zo 
uniek of in elk geval bijzonder is dat ze een eigen lemma binnen de bestuurs-
rechtswetenschap verdient.12 Onder geautomatiseerde besluitvorming versta ik 
in dit verband de totstandkoming van besluiten13 met behulp van een systeem dat 
automatisch (zonder menselijke tussenkomst) kan handelen.14 Geautomatiseerde 
besluitvorming staat voor mij niet gelijk aan ‘algoritmische besluitvorming’ ofwel 
besluitvorming met behulp van algoritmen. Zoals ik later in deze rede zal uitwer-
ken, kan het perspectief van ‘algoritmische besluitvorming’ juist een brug slaan 
tussen de werelden van het ‘analoge’ en het ‘digitale’ bestuursrecht.15
10 Zie in deze zin ABRvS 17 mei 2017, ECLI:NL:RVS:2017:1259 (PAS), r.o. 14.3. Deze uitspraak wordt 
hierna ook aangeduid als AERIUS I.
11 J. Cobbe, ‘Administrative Law and the Machines of Government: Judicial Review of Automated Pu-
blic-Sector Decision-Making’, Legal Studies 2019 (39), p. 638-639, onderscheidt in dit verband drie vor-
men van ondoorzichtigheid: ‘The first is intentional opacity, where the system’s workings are  concealed 
to protect intellectual property. The second is illiterate opacity, where a system is only understandable 
to those with the technical ability to read and write code. And the third is intrinsic opacity, where a 
system’s complex decision-making process itself is difficult for any human to understand.’
12 Zie uitgebreider over de (vermeende) uniciteit van geautomatiseerde besluitvorming binnen het 
bestuursrecht: C. Coglianese & D. Lehr, ‘Regulating by Robot: Administrative Decision Making in the 
Machine-Learning Era’, The Georgetown Law Journal 2017, p. 1127-1243, en R.A. Williams, ‘Rethin-
king deference for algorithmic decision-making’, Oxford Legal Studies Research Paper No. 7/2019, 
31  augustus 2018, beschikbaar via https://ssrn.com/abstract=3242482, p. 10.
13 Voor deze rede volstaat het om uit te gaan van besluiten in de zin van art. 1:3 lid 1 Awb. In deze rede 
laat ik buiten beschouwing in hoeverre datagedreven bestuur nog wel leidt tot besluiten in de zin van 
art. 1:3 Awb. Zie over deze kwestie A.C.M. Meuwese, ‘Grip op normstelling in een datatijdperk’, in: 
W.J.M. Voermans, R.J.B. Schutgens & A.C.M. Meuwese, Algemene regels in het bestuursrecht (VAR-reeks 
158), Den Haag: Boom juridische uitgevers 2017, p. 168, en F. Çapkurt & Y.E. Schuurmans, ‘Blinde 
vlek in de Awb: data’, in: Marseille e.a. 2019, p. 255).
14 Vgl. Van Eck 2018, p. 43.
15 Zie voor een eerste introductie van dit begrippenpaar mijn bijdrage aan de VAR-studiemiddag op 
11 oktober 2018, zoals weergegeven in M.J. Vetzo, ‘Bestuursrechtelijke uitdagingen in een datagestuur-
de samenleving. Verslag van de VAR-studiemiddag op 11 oktober 2018 in Utrecht’, NTB 2018/74, p. 
480.
gepaard met belangstelling voor het potentieel van geautomatiseerde besluitvor-
ming, maar ook voor de risico’s en keerzijden hiervan, zoals computer says no, bias 
en black box.
Deze rede komt deels voort uit lichte verbazing over de intensiteit waarmee ook 
de bestuursrechtswetenschap zich het afgelopen decennium en met name de 
afgelopen jaren op thema’s als geautomatiseerde besluitvorming en algoritmen 
lijkt te hebben gestort.7 Soms lijkt het erop of de bestuursrechtjurist voor het 
eerst met deze thematiek wordt geconfronteerd. Dat is zeker niet het geval, want 
het gebruik van computersystemen door de overheid en de juridische bezinning 
daarop dateren al uit de vorige eeuw.8 Wel zijn als gevolg van ontwikkelingen op 
het terrein van artificiële intelligentie (AI) en machine learning de mogelijkheden 
ten aanzien van geautomatiseerde besluitvorming de afgelopen decennia explo-
sief gestegen, als gevolg waarvan het beeld van een black box9 van besluitvorming 
steeds meer realiteit is geworden. Maar zelfs als geautomatiseerde besluitvorming 
7 In het laatste decennium staat digitalisering prominent in de bestuursrechtelijke schijnwerpers. Zie 
onder meer M.M. Groothuis, J.E.J. Prins & C.J.M. Schuyt, De digitale overheid (VAR-reeks 146), Den 
Haag: Boom Juridische uitgevers 2011 (hierna: De digitale overheid 2011); het deel ‘Digitalisering’ in 
R.J.N. Schlössels e.a. (red.), In het nu… wat worden zal. Over toekomstige bestuursrecht, Deventer: Wolters 
Kluwer 2018; deel VI ‘Invloed van innovatie en digitalisering op de Awb’ in A.T. Marseille e.a. (red.), 
25 jaar Awb. In eenheid en verscheidenheid, Deventer: Wolters Kluwer 2019. Opvallend hierbij is dat het 
debat mede wordt aangewakkerd door juristen die wellicht niet worden gerekend tot ‘de harde kern 
van het bestuursrecht’ (zie bijvoorbeeld G.-J. Zwenne & A.H.J. Schmidt, ‘Wordt de homo digitalis 
bestuursrechtelijk beschermd?’, in E.M.L. Moerel e.a., Homo Digitalis (Handelingen NJV 146-I), De-
venter: Wolters Kluwer 2016, p. 307-385).
8 Zie zonder enige claim van volledigheid: E.M.H. Hirsch Ballin & J.A. Kamphuis (red.), Trias Auto-
matica, Deventer: Kluwer 1985; de VAR-preadviezen uit 1993 (Beschikken en automatiseren 1993); M.M. 
Groothuis, Beschikken en digitaliseren. Over normering van de elektronische overheid, Den Haag: Sdu 
uitgevers 2004, en B.M.A. van Eck, Geautomatiseerde ketenbesluiten & rechtsbescherming. Een onderzoek 
naar de praktijk van geautomatiseerde ketenbesluiten over een financieel belang in relatie tot rechtsbescher-
ming (diss. Tilburg), Tilburg 2018.
9 Zie voor deze aanduiding reeds H. Franken, ‘Kanttekeningen bij het automatiseren van beschikkin-
gen’, in: Beschikken en automatiseren 1993, p. 42. Zie ook N.H. van Amerongen & Y.E. Schuurmans, 
‘Advies van een deskundige of algoritme? De toetsing van ‘black box’-besluiten door de bestuursrech-
ter’, in: P.J. Huisman, A.R. Neerhof & F.J. van Ommeren (red.), Verwant met verband: Ruimte, Recht en 
Wetenschap. Vriendenbundel voor prof. mr. J. Struiksma, Den Haag: Instituut voor Bouwrecht 2019, p. 
175. Het beeld van een ‘black box’ van besluitvorming is echter niet beperkt tot geautomatiseerde be-
sluitvorming. Zie bijvoorbeeld in relatie tot de verdeling van schaarse subsidies: M.J. Jacobs & W. den 
Ouden, ‘Verdeling van schaarse subsidiegelden. De rol van adviseurs, in het bijzonder concullega’s, bij 
de verdeling van subsidies in een tenderprocedure’, in: F.J. van Ommeren, W. den Ouden & C.J. Wols-
winkel (red.), Schaarse publieke rechten, Den Haag: Bju 2011, p. 204; en A. Drahmann, Transparante en 
eerlijke verdeling van schaarse besluiten (diss. Leiden), Deventer: Kluwer 2015, p. 144.




Figuur 1: Analoog en digitaal bestuursrecht
De keuze voor het begrip ‘analoog’ is hier wellicht wat arbitrair en in elk geval 
minder vertrouwd dan ‘digitaal’.22 Vanouds heeft het begrippenpaar ‘analoog’ 
en ‘digitaal’ betrekking op de weergave van een bepaalde grootheid: bij ana-
loge weergave staat de weergave van de grootheid in een continue relatie met 
de weer te geven grootheid,23 terwijl bij digitale weergave de weergave van de 
grootheid stapsgewijs (in digits) plaatsvindt.24 Binnen het openbaar bestuur is 
het begrippenpaar ‘analoog-digitaal’ met name bekend uit het telecommunica-
tierecht in het kader van de overgang van analoge naar digitale radio.25 In een 
geheel andere context hanteert de Wetenschappelijke Raad voor het Regerings-
beleid (WRR) dit begrippenpaar in zijn recente rapport ‘Voorbereiden op digita-
le ontwrichting’ door te wijzen op het verdwijnen van ‘analoge’ terugvalopties.26 
Hoe gaan wij in deze rede laveren tussen analoog en digitaal bestuursrecht? Eerst 
wil ik met u het brede spectrum van algoritmische besluitvorming verkennen, 
zodat u wat minder koudwatervrees hebt voor algoritmen. Vervolgens vertrekken 
we vanuit het analoge bestuursrecht en onderzoeken we niet alleen hoe het be-
stuursrecht zich momenteel verhoudt tot geautomatiseerde besluitvorming, maar 
ook hoe een iteratief, ‘zelflerend’ proces van rechtsontwikkeling verder vorm zou 
kunnen krijgen. Dit iteratieve proces blijkt echter niet alleen implicaties te hebben 
22 Het alternatief ‘fysiek bestuursrecht’ zou een te eenzijdige relatie leggen met de fysieke leefomge-
ving (zie bijvoorbeeld de Wet van 23 maart 2016, houdende regels over het beschermen en benutten 
van de fysieke leefomgeving (Omgevingswet), Stb. 2016, 156).
23 Analoog heeft in dit verband de betekenis van ‘overeenstemmend’ of ‘evenredig’.
24 Digitaal, afgeleid van digitus (vinger), heeft in dit verband de betekenis van ‘met de vingers tellend’. 
25 Zie bijvoorbeeld art. 18 lid 2 Frequentiebesluit 2013. Zie ook Kamerstukken II 2008/09, 24095, nr. 
241.
26 Wetenschappelijke Raad voor het Regeringsbeleid, Voorbereiden op digitale ontwrichting, WRR: Den 
Haag 2019, p. 74. De WRR doelt in dit verband op afhandeling van voorzieningen op de klassieke 
wijze, bijvoorbeeld op papier of via het overschakelen op de handmatige bediening van mechanische 
installaties (p. 51).
Wat versta ik in dit verband onder ‘digitaal’ en ‘analoog’ bestuursrecht? ‘Digitaal 
bestuursrecht’16 beschouw ik als de verzameling van bestuursrechtelijke regels 
die specifiek betrekking hebben op een digitale, elektronische of geautomatiseerde 
context.17 Ook bestuursrechtelijke regels ten aanzien van geautomatiseerde be-
sluitvorming18 bevinden zich binnen deze definitie van digitaal bestuursrecht.19 
Tegenover dit digitale bestuursrecht plaats ik het analoge bestuursrecht als ver-
zameling van rechtsregels die niet of niet specifiek betrekking hebben op digitaal 
bestuur.20 Hierbij moet dus niet alleen worden gedacht aan rechtsregels die een 
niet-geautomatiseerde context veronderstellen, zoals de regels in de Algemene wet 
bestuursrecht (Awb) die uitgaan van menselijke advisering.21 Ook vallen onder dit 
analoge bestuursrecht algemene rechtsregels of algemene beginselen van behoor-
lijk bestuur die niet specifiek betrekking hebben op een digitale context, hoewel ze 
wel in die context kunnen worden toegepast.
Visueel zou het onderscheid tussen analoog en digitaal bestuursrecht met 
onderstaande figuur kunnen worden uitgedrukt. Voor zover sprake is van al-
gemene rechtsregels of algemene beginselen van behoorlijk bestuur die ook in 
een digitale context kunnen worden toegepast, is dit analoge bestuursrecht niet 
zozeer nevengeschikt als wel bovengeschikt aan het digitale bestuursrecht.
16 Zie voor een al wat ouder gebruik van deze term in relatie tot elektronisch bestuurlijk verkeer: B.M.J. 
van der Meulen, ‘Digitaal bestuursrecht’, Markt & Mededinging 2001-8, p. 294. Zie ook Meuwese 2017, 
p. 147.
17 Een duidelijk voorbeeld hiervan betreft afdeling 2.3 van de Algemene wet bestuursrecht (Awb) met 
regels over verkeer tussen burgers en bestuursorganen langs elektronische weg.
18 Zo bepaalt art. 3 Wet administratiefrechtelijke handhaving verkeersvoorschriften sinds 2000 expli-
ciet dat de ambtenaren die belast zijn met het toezicht op de naleving van verkeersvoorschriften, be-
voegd zijn tot het opleggen van een administratieve sanctie ter zake van de door hen of op geautomati-
seerde wijze vastgestelde gedragingen aan personen die de leeftijd van twaalf jaren hebben bereikt. Uit 
HR 16 februari 2016, ECLI:NL:HR:2016:240, NJ 2016/404, m.nt. B.F. Keulen, blijkt overigens dat in 
een dergelijk geval geen sprake is van volledig geautomatiseerde sanctieoplegging (r.o. 4.3-4.5), hoewel 
dit voorbeeld in de memorie van toelichting bij de Uitvoeringswet AVG juist is genoemd als voorbeeld 
van volledig geautomatiseerde besluitvorming (Kamerstukken II 2017/18, 34851, nr. 3, p. 120-121).
19 Zie voor de verschillende vraagstukken die met normering van de digitale overheid verband houden: 
Zwenne & Schmidt 2016, p. 316.
20 Inspiratie voor deze ‘asymmetrische’ afbakening heb ik ontleend aan het economisch bestuursrecht, 
in het bijzonder de Dienstenrichtlijn (Richtlijn 2006/123/EG): eisen die niet de toegang tot een activi-
teit in verband met diensten specifiek regelen of daarop specifiek van invloed zijn, maar door de dienst-
verrichters in acht moeten worden genomen in de uitoefening van hun economische activiteit, op 
dezelfde wijze als door personen die handelen als particulier, vallen buiten het bereik van de Diensten-
richtlijn (vgl. overweging 9 van de Dienstenrichtlijn en HvJ EU 30 januari 2018, ECLI:EU:C:2018:44 
(Appingedam), r.o. 121-123).
21 Zie afdeling 3.3 Awb, waarover reeds Groothuis 2004, p. 30.
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voor de bestuursrechtelijke normering van geautomatiseerde besluitvorming, 
maar ook voor de vraag welke eisen in het algemeen gelden voor bestuurlijke be-
sluitvorming. De stelling die ik daarom uiteindelijk in deze rede wil verdedigen, is 
dat de ontwikkelingen in het analoge en het digitale bestuursrecht niet op zichzelf 
staan, maar elkaar juist kunnen beïnvloeden en versterken, en dat we ons bewe-
gen in de richting van een algoritmisch bestuursrecht.27
27 Zie voor deze stellingname ten aanzien van (algoritmische) transparantie reeds eerder: C.J. 
 Wolswinkel, ‘Het algoritme van de Afdeling. De realiteit van complex bestuursrecht’, Ars Aequi oktober 
2019, p. 782-785.
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2.1 Algoritmische besluitvorming: een plaatsbepaling
In het bestuursrecht staat vanouds het nemen van besluiten centraal.28 Besluitvor-
ming door de overheid komt in de kern neer op het maken van keuzes waardoor 
juridische verhoudingen worden gewijzigd.  Tot zover weinig spannends, althans 
voor de juristen onder ons. Dat wordt echter anders als we gaan spreken over be-
sluitvorming met behulp van algoritmen. Wat is nu eigenlijk een algoritme? Wie 
niet beter weet, zou misschien vermoeden dat een algoritme per definitie zeer 
complex is en uitsluitend door de computer kan worden uitgevoerd. In de kern is 
een algoritme echter niets meer dan een gespecificeerde en eindige reeks instruc-
ties waarmee input wordt omgezet in output.29
Ik geef u een (hopelijk) eenvoudig en vertrouwd voorbeeld van een algoritme: 
de staartdeling. De input van de staartdeling wordt gevormd door twee getallen 
en de output is een derde getal, de deler, die u in een eindig aantal stappen op 
pen en paper kunt bereiken.
17 / 116331 \ 6843
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Figuur 2: Het algoritme van de staartdeling30
28  Zie voor discussie hierover: F.J. van Ommeren, P.J. Huisman, G.A. van der Veen & K.J. de Graaf, 
Het besluit voorbij (VAR-reeks 150), Den Haag: Boom Juridische uitgevers 2013.
29 Zie bijvoorbeeld D.E. Knuth, The Art of Computer Programming. Volume 1. Fundamental Algorithms 
(derde druk), Reading: Addison Wesley Longman 1997, p. 4, die een algoritme omschrijft als ‘a finite 
set of rules that gives a sequence of operations for solving a specific type of problem’. Zie uitgebreider 
over het begrip ‘algoritme’: R.K. Hill, ‘What an algorithm is’, Philosophy and Technology 2016 (29), 
p. 35-59, en M.J. Vetzo, J.H. Gerards & R. Nehmelman, Algoritmes en grondrechten, Den Haag: Boom 
juridisch 2018, p. 47-51.
30 Figuur ontleend aan https://nl.wikipedia.org/wiki/Staartdeling.
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goritme wordt gehanteerd. Ik illustreer die verscheidenheid aan de hand van drie 
voorbeelden die gemeenschappelijk hebben dat het algoritme steeds wordt gehan-
teerd om marktwaarde te bepalen.38
 Voorbeeld 1: veiling van radiofrequenties
Binnenkort staat in Nederland de verdeling van frequenties voor 5G op het pro-
gramma.39 Sinds twee decennia maakt de overheid voor dergelijke verdelingen 
regelmatig gebruik van een veiling. De methode voor de aanwijzing van de win-
naar en het door hem verschuldigde bod geschiedt aan de hand van een (juri-
disch) algoritme dat volledig in regelgeving is uitgeschreven.40 Waar twintig jaar 
geleden de uitvoering van dit algoritme nog werd overgelaten aan de notaris,41 
wordt inmiddels standaard voorzien in een elektronische veiling.42
 Voorbeeld 2: hypothetische veiling
Lang niet altijd is de toepassing van een veiling opportuun om marktwaarde te 
bepalen. Zo zijn de frequentievergunningen voor commerciële radio-omroep 
de laatste decennia regelmatig verlengd om de overgang te versoepelen van 
analoge naar digitale radio. Tegelijk wil de overheid voorkomen dat verlenging 
van een vergunning met enorme marktwaarde leidt tot verboden staatssteun 
aan de vergunninghouder. Daarom maakt de overheid bij de verlenging van 
vergunningen soms gebruik van het model van een ‘hypothetische veiling’. 
Dat is een model waarbij het bedrag dat een (fictieve) gemiddeld efficiënte toe-
treder zou bieden in een veiling wordt geschat als een lineaire functie van een 
aantal inputparameters, zoals het demografisch bereik van de vergunning, het 
38 Het bepalen van de correcte marktwaarde is juridisch gezien essentieel, omdat de verkoop van een 
object (zoals grond in bezit van de overheid) onder de marktwaarde kan leiden tot verboden staats-
steun. Zie § 4.2.3 ‘Vaststelling van de marktconformiteit’ van de Mededeling van de Commissie betref-
fende het begrip „staatssteun” in de zin van artikel 107, lid 1, van het Verdrag betreffende de werking 
van de Europese Unie, PbEU 2016, C 162/1.
39 Zie hierover Kamerstukken II 2019/20, 24095, nr. 492.
40 Zie voor dit veilingalgoritme, in het bijzonder de vaststelling van de ‘extra prijs’ in bijlage III, het 
ontwerp van de Regeling aanvraag- en veilingprocedure vergunningen 700, 1400 en 2100 MHz, bijla-
ge bij Kamerstukken II 2019/20, 24095, nr. 492.
41 Zie bijvoorbeeld de veilingregels voor de UMTS-veiling (3G) in 2000: Regeling veiling gebruiksrecht 
radio-frequenties voor IMT-2000, Stcrt. 2000, 71.
42 Zie art. 9 van het ontwerp van de Regeling aanvraag- en veilingprocedure vergunningen 700, 1400 
en 2100 MHz.
Helder, maar waarom klopt dit algoritme van de staartdeling? En werkt het in 
alle gevallen? Velen van u zullen dat niet (meer) kunnen uitleggen, althans niet 
direct.31 Het is één grote trukendoos of – zo u wilt – een black box.
Juist omdat een algoritme een gespecificeerde en eindige reeks instructies bevat, 
hoeft u de uitvoering van een algoritme niet zelf ter hand te nemen, maar kunt u 
die aan de computer toevertrouwen. Het ondubbelzinnige karakter van de instruc-
ties van het algoritme in combinatie met de toenemende rekenkracht van compu-
ters maakt het zelfs aantrekkelijk om de uitvoering van een algoritme over te laten 
aan de computer.
Wanneer algoritmische besluitvorming niet wordt gelijkgesteld met geauto-
matiseerde besluitvorming,32 zoals in deze rede het geval is, rijst de vraag wat 
niet-algoritmische besluitvorming inhoudt.33 Wanneer een bestuursorgaan be-
schikt over beslissingsruimte, zou men kunnen denken aan besluitvorming op 
basis van onderbuik, ervaring, intuïtie,34 vuistregels35 of een klinisch oordeel.36 
Kenmerkend in al die gevallen is dat een vooraf vastgesteld en gespecifieerd 
stappenplan ontbreekt voor de uitoefening van de bevoegdheid.
Wie vanuit dit perspectief van algoritmische besluitvorming naar het openbaar 
bestuur kijkt, kan een veelheid aan verschijningsvormen hiervan ontwaren,37 zelfs 
als het label ‘algoritmisch’ niet expliciet aan de betreffende besluitvorming wordt 
verbonden en zelfs als geen computersysteem voor de implementatie van het al-
31 Zie voor het bewijs van de staartdeling: http://www.mathpath.org/Algor/algor.long.div.htm 
32 Zie ook Williams 2018, p. 3-4. Wanneer algoritmische besluitvorming wel wordt gelijkgesteld met 
geautomatiseerde besluitvorming, dan vallen het ontwerp en de implementatie van het algoritme 
samen en komt algoritmische besluitvorming neer op het gebruik van een gespecifieerde reeks aan 
computerinstructies in programmeertaal.
33 Vgl. M. Brkan, ‘Do algorithms rule the world? Algorithmic decision-making and data protection in 
the framework of the GDPR and beyond’, International Journal of Law and Information Technology 2019, 
https://doi.org/10.1093/ijlit/eay017, p. 4-5, die niet-algoritmische besluitvorming weliswaar onder-
scheidt van algoritmische besluitvorming, maar niet omschrijft wat niet-algoritmische besluitvorming 
zou inhouden.
34 Wellicht komt hierbij in de buurt een noodbevel van de burgemeester op grond van art. 175 lid 1 
Gemeentewet (zie bijvoorbeeld ABRvS 21 augustus 2019, ECLI:NL:RVS:2019:2820).
35 B.M.A. van Eck, M.A.P. Bovens & S. Zouridis, ‘Algoritmische rechtstoepassing in de democratische 
rechtsstaat’, NJB 2019/2101, afl. 40, p. 3008.
36 Zie ook R. Brauneis & E.P. Goodman, ‘Algorithmic Transparency for the Smart City’, The Yale 
Journal of Law & Technology 2018, p. 111-113, die een klinische beoordeling tegenover een actuariële 
beoordeling plaatsen.
37 Vetzo e.a. 2018, p. 50, spreken in dit verband over de alomtegenwoordigheid van algoritmen.
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aantal antenne-opstelpunten en het aantal jaren dat een radiostation actief is.43 
Wanneer de zittende vergunninghouder bereid is dat bedrag te betalen, wordt 
hij geacht een marktconforme prijs te betalen voor verlenging van zijn vergun-
ning. Waar de wetgeving slechts bepaalt dat de hoogte van het te betalen bedrag 
wordt gerelateerd aan de economische waarde van de gedurende de looptijd van 
de vergunning uit het gebruik van de desbetreffende frequentieruimte te ver-
wachten voordelen,44 wordt de uitwerking van dit juridische algoritme feitelijk 
overgelaten aan een technisch algoritme. 
 Voorbeeld 3: WOZ-waarde
Tot slot een voorbeeld dichter bij huis: de WOZ-waarde van uw woning. De 
WOZ-waarde is de waarde die aan uw woning dient te worden toegekend, in-
dien de volle en onbezwaarde eigendom daarvan zou kunnen worden overge-
dragen en de verkrijger de zaak in de staat waarin die zich bevindt, onmiddel-
lijk en in volle omvang in gebruik zou kunnen nemen.45 Anders gezegd: welke 
prijs zou de meestbiedende koper betalen als de woning wordt aangeboden 
na de beste voorbereiding en op de meest geschikte wijze?46 Gemeenten ma-
ken voor de vaststelling van deze marktwaarde veelal gebruik van zogeheten 
‘modelmatige waardebepaling’, waarbij met behulp van computersoftware 
alle verkooptransacties binnen de gemeente worden geanalyseerd om op basis 
van een aantal karakteristieken (kaveloppervlakte, woninginhoud, bouwjaar, 
bijgebouwen, etc.) de waarde van een woning te taxeren.47 Hoe die waardebe-
paling exact verloopt, kan niet alleen voor belastingplichtigen, maar ook voor 
gemeenten zelf een raadsel zijn. Gemeenten maken namelijk regelmatig ge-
bruik van taxatiesoftware van private partijen, die hun diensten aanprijzen als 
43 Zie Regeling vaststelling eenmalig bedrag landelijke commerciële radio-omroep 2011, Stcrt. 2011, 
5069, en het onderliggende rapport SEO Economisch Onderzoek, Waarde commerciële vergunningen, 
Amsterdam: SEO 2010, en ook Regeling vaststelling bedrag landelijke commerciële radio-omroep 
2017, Stcrt. 2017, 16282, en het onderliggende rapport SEO Economisch Onderzoek, Waarde landelijke 
commerciële radiovergunningen: verlenging 2017, Amsterdam: SEO 2016. Zie over deze wijze van waarde-
bepaling ook: J.P. Poort & N.A.N.M. van Eijk, ‘Valuing commercial radio licences’, European Journal of 
Law and Economics 2015, p. 331-353.
44 Artikel 3.15 Telecommunicatiewet.
45 Art. 17 lid 2 Wet waardering onroerende zaken.
46 Uit HR 29 januari 2016, ECLI:NL:HR:2016:113, r.o. 2.4.1, blijkt dat beide omschrijvingen als syno-
niemen kunnen worden gehanteerd.
47 Zie de notitie ‘Modelmatige waardebepaling’ van 21 augustus 2017 van de Waarderingskamer (raad-
pleegbaar via https://www.waarderingskamer.nl/klopt-mijn-woz-waarde/totstandkoming-woz-waar-
de/). Zie over deze methode ook J.C.K.W. Bartel, ‘De WOZ-beschikking: het roer moet om’, WFR 
2018/203, p. 1401-1408, en Van Amerongen & Schuurmans 2019, p. 179-180.
‘slimme algoritmes’.48 Waarom die algoritmen slim zijn, kan echter een black 
box zijn.
2.2 Clustering van algoritmen: rule-based en case-based
Kunnen wij een zinvol onderscheid maken tussen de verschillende typen algorit-
men die het openbaar bestuur hanteert? In het najaar van 2018 deed de Minister 
voor Rechtsbescherming in zijn Kamerbrief over transparantie van algoritmen 
een eerste poging hiertoe met een tweedeling tussen rule-based en case-based al-
goritmen.49 Waar rule-based algoritmen in het bestuursrecht een directe vertaling 
vormen van wetgeving of beleid (en als zodanig al jaren voorkomen binnen het 
openbaar bestuur),50 kunnen case-based algoritmen op basis van een aantal casus-
sen voorspellingen doen over nog niet bekende gevallen.51 Deze op zichzelf hel-
dere tweedeling lijkt de Minister voor Rechtsbescherming in zijn nieuwe Kamer-
brief uit 2019 over waarborgen tegen data-analyses door overheden echter al weer 
te hebben verlaten. In zijn nieuwe typologie onderscheidt hij nu vijf (voorbeelden 
van) algoritmen op basis van hun complexiteit.52
48 Zie bijvoorbeeld https://www.geotax.nl/taxeren-en-waarderen/waardebepaling/: ‘Dankzij uitgebrei-
de koppelingen met basisregistraties en slimme algoritmes kunnen grote aantallen objecten snel, secuur 
en kostenefficiënt gewaardeerd worden. [curs. CJW]’
49 In deze zin ook R. Leenes & E. Bayamlıo lu, ‘The “rule of law” implications of data-driven deci-
sion-making: a technoregulatory perspective’, Law, Innovation and Technology 2018, p. 299-300,  en 
Vetzo e.a. 2018, p. 47-48, die in dit verband spreken over ‘domme’ en ‘slimme’ algoritmen.
50 Deze terminologie wordt overigens niet eenduidig gehanteerd. Zie bijvoorbeeld Brkan 2019, p. 5, die 
‘rule-based’ tegenover ‘law-based’ besluitvorming plaatst, afhankelijk van de vraag of de beslisregel in 
wetgeving zelf is neergelegd.
51 Kamerstukken II 2018/19, 26643 en 32761, nr. 570, p. 2-3. Zie voor de kritiek dat rule-based algorit-
men vrijwel niet bestaan: Aanhangsel Handelingen II 2018/19, nr. 3088.
52 Zie pagina 3 van de Richtlijnen voor het toepassen van algoritmes door overheden, bijlage bij Kamer-
stukken II 2019/20, 26643 en 32761, nr. 641.
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Figuur 3: Typen algoritmen
Deze nieuwe indeling roept een aantal vragen op. Waar zijn de case-based algorit-
men gebleven? Als er ‘eenvoudige’ rule-based algoritmen zijn, waar moeten dan 
‘complexe’ rule-based algoritmen worden gepositioneerd? Hoe verhoudt deze vijf-
deling zich tot de vierdeling die in dezelfde Kamerbrief wordt gepresenteerd tus-
sen eenvoudige, ‘standaard’, complexe en zeer complexe algoritmen?53 Ondanks 
deze nieuwe vragen is de winst van deze nieuwe indeling dat zij duidelijk maakt 
dat het bij algoritmische besluitvorming eerder om een  breed spectrum dan om 
een simpele tweedeling gaat.
Het algoritme voor de aanstaande 5G-veiling heeft veel weg van een rule-based 
algoritme, juist omdat het algoritme volledig is uitgeschreven in regelgeving.54 
De hypothetische veiling bij verlenging van frequentievergunningen maakt 
gebruik van een model van lineaire regressie, terwijl het ‘slimme algoritme’ dat 
voor de modelmatige WOZ-waardebepaling wordt gehanteerd, meerdere vor-
men kan aannemen.55
53 Zie pagina 7-8 van de Richtlijnen voor het toepassen van algoritmes door overheden, bijlage bij 
 Kamerstukken II 2019/20, 26643 en 32761, nr. 641. De richtlijnen duiden de tweede categorie tussen 
eenvoudige en complexe algoritmen overigens niet aan als ‘standaard’ algoritmen, maar als ‘algorit-
mes waarbij de keuzes, de gebruikte gegevens en de aannames kenbaar moeten worden gemaakt’.
54 Zie voor een vergelijkbare analyse van het algoritme voor de 4G-veiling: Vzr. Rb. Rotterdam 25 
 oktober 2012, ECLI:NL:RBROT:2012:BY2637.
55 Zo bespreekt F. Chollet, Deep Learning with Python, New York: Manning Publications 2018, p. 85 e.v., 
het voorbeeld van het bepalen van de marktwaarde van woningen aan de hand van een deep learning 
model.
Wat is nu specifiek voor juristen een zinvolle indeling van algoritmen? Uiteraard 
kunnen we dan kijken naar de rol die het algoritme in het volledige proces van 
besluitvorming speelt,56 maar ik wil mij nu juist richten op de kenmerken van het 
algoritme zelf. Als vertrouwd startpunt voor de jurist beginnen we dan met het ru-
le-based algoritme, dat een zogeheten ‘als-dan’-structuur heeft.57 De jurist herkent 
hierin direct de figuur van het juridische syllogisme:58 er is een ‘als-dan’-rechtsre-
gel (de maior) die wordt toegepast op een concrete verzameling van rechtsfeiten 
(de minor), waaruit een conclusie volgt. Rule-based algoritmen liggen dus in het 
directe verlengde van de traditionele structuur van rechtsregels.59 Wanneer wij 
vervolgens case-based algoritmen willen contrasteren met rule-based algoritmen, 












Figuur 4: Rule-based en case-based algoritmen
U ziet het goed: juristen die casuïstiek bedrijven, doen eigenlijk niets anders dan 
‘klassiek programmeren’. Waar bij dergelijke rule-based algoritmen de regels sa-
men met de data (gegevens) de input vormen voor het algoritme, is bij case-based 
56 In dat verband wordt ook wel een onderscheid gemaakt tussen volledig en deels geautomatiseerde 
besluitvorming. Zie bijvoorbeeld Brkan 2019, p. 11-12.
57 C. Grosan & A. Abraham, Intelligent Systems. A Modern Approach, Berlijn / Heidelberg: Springer 
2011, p. 149, typeren dergelijke rule-based algoritmen (ofwel expertsystemen) als de meest eenvoudige 
vorm van artificiële intelligentie. Kenmerkend voor expertsystemen is dat specifieke domeinkennis, 
bijvoorbeeld juridische kennis, wordt gecombineerd met een verzameling van logische afleidings-
regels.
58 Zie H.T.M. Kloosterhuis & C.E. Smith, ‘Hoe werkt het juridisch syllogisme?’, Ars Aequi februari 
2019, p. 155-159.
59 Zie met verdere verwijzingen M.H.A.F. Lokin, Wendbaar wetgeven (diss. VU Amsterdam), Den Haag: 
Boom juridisch 2018, p. 113: ‘Rechtsnormen zijn vaak algoritmisch, ze kunnen worden uitgedrukt als 
een als-dan relatie: indien rechtsfeit A, dan rechtsgevolg B. Deze opbouw komt dicht bij de structure-
ring van softwarecode. In programmeertalen wordt dit een if-then statement genoemd.’
60 Ontleend aan Chollet 2018, p. 5.
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algoritmen de regel juist de output van het algoritme.61 Deze case-based algoritmen 
worden ook wel omschreven als zelflerende algoritmen. Hiermee betreden we 
binnen de wereld van artificiële intelligentie (AI) het terrein van machine learning.62
Uit recent onderzoek blijkt overigens dat het aantal AI-toepassingen met zelf-
lerende algoritmen binnen het openbaar bestuur zeer beperkt is (if any). Wel 
zou AI-gedreven besluitvorming de volgende stap kunnen zijn ten aanzien van 
toepassingen die momenteel als data-intensief kunnen worden beschouwd.63
In algemene zin kunnen zelflerende algoritmen worden getypeerd als algoritmen 
die kunnen leren van eerdere ervaringen en daardoor hun voorspellende presta-
ties kunnen verbeteren.64 Wanneer algoritmische besluitvorming wordt ervaren 
als een black box, is het echter van belang om na te gaan wat dit ‘zelflerende’ 
vermogen van algoritmen dan concreet inhoudt. Dat wil ik in deze rede beknopt 
doen65 aan de hand van supervised learning.66 Binnen deze tak van machine learning 
zijn op voorhand de data en answers gegeven en gekoppeld en moet het patroon 
tussen die data en answers worden geleerd. Russell en Norvig omschrijven deze 
61 Zie voor het denkmodel waarbij cases (geschillen) aan de rechtsregel voorafgaan: J. Struiksma, Het 
geschil als spil. De empirische cyclus van de rechtswetenschap, Zaandam 2012, p. 12-24.
62 Zie ook Kamerstukken II 2019/20, 26643 en 32761, nr. 642: ‘Er worden grofweg twee typen AI-syste-
men onderscheiden, namelijk: »rule-based» en »machine learning». Rule-based-systemen komen tot be-
slissingen op basis van vóóraf gedefinieerde regels en leren niet van de data die ze verwerken. Machine 
learning-systemen «leren» daarentegen wel regels door patronen af te leiden uit data.’
63 TNO, Quick scan AI in de publieke dienstverlening (eindpresentatie 8 april 2019). Zie in dit verband 
ook het nieuwsbericht: https://nos.nl/artikel/2286848-overheid-gebruikt-op-grote-schaal-voorspel-
lende-algoritmes-risico-op-discriminatie.html.
64 Zie bv. Vetzo e.a. 2018, p. 43: “ML [Machine learning; CJW] is gebaseerd op algoritmes die in staat 
zijn om te leren op basis van eerdere ervaringen, zogenaamde zelflerende algoritmes. Het is dit zelf-
lerende karakter dat ML-algoritmes onderscheidt van ‘traditionele’ computeralgoritmes. Op basis van 
ML kunnen computersystemen op basis van eerder uitgevoerde handelingen, anders reageren onder 
gelijke omstandigheden en zich aanpassen aan nieuwe omstandigheden.” Zie voor een dergelijke 
karakterisering ook Advies Raad van State betreffende digitalisering, Stcrt. 2018, 50999, (hierna: Raad 
van State 2018), p. 8: “Computers kunnen ook de opdracht krijgen continu naar statistische verbanden 
te zoeken, daar steeds meer inzicht in te krijgen, en zich zelf zo nodig te corrigeren, naarmate meer 
data beschikbaar komen.”
65 Deze beschrijving is ontleend aan S.J. Russell & P. Norvig 2010, Artificial Intelligence. A Modern 
 Approach, Upper Saddle River: Prentice Hall 2010; Chollet 2018, en Coglianese & Lehr 2017. Hoewel 
in 2020 een vierde druk wordt verwacht van het standaardwerk Artificial Intelligence. A Modern Ap-
proach en de ontwikkelingen op het terrein van artificiële intelligentie niet hebben stilgestaan, zijn de 
onderliggende wiskundige concepten die hier worden besproken, niet wezenlijk veranderd.
66 Supervised learning is vooralsnog de belangrijkste categorie van zelflerende algoritmen. Zie Chollet 
2018, p. 94, en Lehr & Ohm 2017, p. 673.
taak van supervised learning in wiskundige termen als volgt:67











 voortkomt uit een onbekende functie y=f(x), zoek een functie 
( hypo these) die de daadwerkelijke functie f benadert. 
Deze omschrijving maakt duidelijk dat een zelflerend algoritme, anders dan de 
naam wellicht doet vermoeden, niet zonder een aantal voorafgaande (menselijke) 
keuzes kan. Ten eerste is een verzameling van data en answers noodzakelijk, die 
eventueel eerst geordend en geschoond moeten worden alvorens als input voor 
het algoritme te kunnen dienen. Vervolgens moet een bepaald model (algoritme) 
worden gekozen.68 Die keuze omvat een aantal verschillende parameters:69
1. De ‘zoekruimte’ (‘hypothesis space’): welke soorten functies mogen worden 
gehanteerd om het patroon tussen input en output te omschrijven? De zoek-
ruimte kan bijvoorbeeld worden beperkt tot lineaire functies, maar de resulte-
rende hypothese kan dan mogelijk te simplistisch zijn in het licht van de data.
2. De ‘doelfunctie’ (‘loss function’): hoe wordt de afwijking bepaald tussen de 
gehanteerde hypothese en de daadwerkelijke, maar onbekende functie? Het 
doel is om deze afwijking te minimaliseren.
3. De ‘zoekstrategie’ of het ‘leerproces’ (‘optimization strategy’): hoe wordt de 
hypothese aangepast als de afwijking van de hypothese ten opzichte van de 
daadwerkelijke functie te groot blijkt? Het ‘leren’ (of trainen) van algoritmen 
heeft hier een zeer specifieke betekenis: het toekennen van gewichten aan 
wiskundige formules in een iteratief optimaliseringsproces. 70
De keuze voor een bepaald algoritme en de daarbinnen gehanteerde parameters 
hangt af van meerdere overwegingen. Niet alleen is de aard van het probleem van 
67 Zie Russell & Norvig 2010, p. 695. 
68 Zie voor een uitgebreidere bespreking van de verschillende stappen: D. Lehr & P. Ohm, ‘Playing 
with the Data: What Legal Scholars Should Learn About Machine Learning’, University of California 
Davis Law Review 2017, p. 655-717.
69 Zie Russell & Norvig 2010, p. 695-696, en Chollet 2018, p. 59-60.
70 Zie Russell & Norvig 2010, p. 719: “Many forms of learning involve adjusting weights to minimize 
a loss […].” Zie specifiek hierover ook Chollet 2018, p. 46-52. Zie voor een vergelijkbare omschrijving 
van leren: Kamerstukken II 2019/20, 26643 en 32761, nr. 642, p. 7.
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gen lagen (hidden layers) wordt geïntroduceerd.76 Tussen deze lagen, waarvan de 
knooppunten (neuronen) op vele wijzen met elkaar zijn verbonden, beweegt het 
algoritme heen en weer in een cyclisch proces teneinde de benadering van de wer-








Figuur 5: Deep learning78
Ook in geval van deep learning algoritmen bestaat het leren nog steeds uit het toe-
kennen van gewichten aan wiskundige formules in de verschillende knooppun-
ten (neuronen). Op zich hebben deze wiskundige formules een vrij eenvoudige 
wiskundige structuur:79 waar het eerder behandelde algoritme van de staartdeling 
basisschoolwiskunde is, zijn de functies die in machine learning en deep learning 
worden gehanteerd vooralsnog80 middelbare-schoolwiskunde.81 De complexiteit 
76 De term ‘diep’ verwijst niet naar een of ander diepzinnig begrip van de data, maar naar het aantal 
lagen dat tussen de input en de output wordt aangebracht (Chollet 2018, p. 8). Zie ook Vetzo e.a. 2018, 
p. 43-44.
77 Cruciaal voor het realiseren van deze feedback-loop is het combineren van een feed-forward benade-
ring (van input naar output) met een strategie die bekend staat als back-propagation (van output naar 
input). Zie Russell & Norvig 2010, p. 729-736. 
78 Figuur ontleend aan Wikimedia Commons.
79 Zie uitgebreider Chollet 2018, p. 325: “[…] a deep-learning model is just a chain of simple, continuous 
geometric transformations mapping one vector space into another.” 
80 In de toekomst zouden de functies overigens complexer kunnen worden (Chollet 2018, p. 335).
81 Zie Chollet 2018, p. 16: “machine learning, and especially deep learning, exhibits comparatively 
little mathematical theory—maybe too little—and is engineering oriented. It’s a hands-on discipline 
in which ideas are proven empirically more often than theoretically.” Zie ook Chollet 2018, p. 20: 
“ Machine learning isn’t mathematics or physics, where major advances can be done with a pen and a 
piece of paper. It’s an engineering science.”
belang,71 maar ook kan bijvoorbeeld een rol spelen welke mate van transparantie 
met het model kan worden gerealiseerd, welke mogelijkheden er zijn om het mo-
del bij te sturen en - van praktische aard - welke financiële en technische middelen 
beschikbaar zijn voor de ontwikkeling van het model.72 
Het succes van een algoritme wordt niet alleen bepaald door de afwijking van de 
hypothese bij de gegeven trainingsdata, maar ook door de mate van complexiteit 
van het model. Een algoritme kan namelijk uitstekend in staat zijn om het pa-
troon van de gegeven trainingsdata accuraat te beschrijven, maar juist daardoor 
niet in staat zijn om nieuwe data (zogeheten ‘testdata’) adequaat weer te geven. 
Dit fenomeen staat bekend als overfitting.73 Ter voorkoming hiervan moet reeds in 
het ontwerp van het algoritme een balans worden gevonden tussen optimalisatie 
en generalisatie.74
Bovenstaand keuzeproces in het ontwerp van zelflerende of case-based algoritmen 
kunnen we al terugzien bij zeer basale en vertrouwde algoritmen als lineaire 
regressie, waarbij een eenvoudig lineair verband wordt verondersteld tussen de 
input en de output.75 Binnen de wereld van machine learning vormen deze ver-
trouwde algoritmen echter een smaldeel van de mogelijke oplossingen (hypothe-
sen). Zelflerende algoritmen die een veelheid aan functies in ogenschouw kunnen 
nemen (dus over een grotere zoekruimte beschikken), blijken geregeld accurater 
de relatie tussen variabelen te kunnen voorspellen dan eenvoudiger methoden die 
zich beperken tot lineaire functies. Binnen machine learning zijn klassieke stati-
sche methoden dus onderdeel geworden van een groter verhaal. 
Binnen dat grotere verhaal van machine learning valt ook de ontwikkeling van diep-
lerende (deep learning) algoritmen. Deep learning vormt een geavanceerd onderdeel 
van machine learning waarbij tussen de input- en outputdata een aantal verbor-
71 Zo zijn voor een (continu) regressievraagstuk andere modellen aanwezig dan voor een (discreet) 
classificatievraagstuk (Lehr & Ohm 2017, p. 690).
72 Zie Lehr & Ohm 2017, p. 688-695.
73 Russell & Norvig 2010, p. 705.
74 De methode hiervoor staat bekend als regularisatie. Zie uitgebreider hierover Russell & Norvig 2010, 
p. 695-697 en 713.
75 Zie Russell & Norvig 2010, p. 718-720. Chollet 2018, p. 14, typeert logistische regressie als de ‘hello 
world’-ervaring van machine learning. Coglianese & Lehr 2017, p. 1156-1157, plaatsen statistische 
methoden als lineaire en logistische regressie tegenover machine learning, maar lijken vooral te willen 
benadrukken dat de zoekruimte bij machine learning veel groter kan zijn.
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van het algoritme schuilt echter hierin dat – anders dan de rechte lijn bij lineaire 
regressie – de verbanden tussen de verschillende variabelen (zelfs als de gewich-
ten bekend zijn) zelfs voor degenen die het algoritme hebben ontworpen, niet 
altijd meer intuïtief uitlegbaar zijn, juist door de veelheid aan gewichten die aan 
de verschillende neuronen worden toegekend. Wanneer binnen de wereld van 
machine learning wordt gesproken over het black box karakter van deep learning of 
machine learning, wordt specifiek gedoeld op deze complexiteit.82
Ik sluit deze verkenning van algoritmen af met drie observaties. De eerste is dat 
algoritmische besluitvorming een breed spectrum aan algoritmen omvat die op 
verschillende wijzen kunnen worden gecategoriseerd.83 De tweede is dat zelfleren-
de algoritmen niet volkomen nieuw zijn, maar dat ze voorheen niet als zodanig 
werden geïdentificeerd. De derde observatie is dat algoritmische besluitvorming 
en geautomatiseerde besluitvorming niet onlosmakelijk met elkaar zijn verbon-
den. Dit geldt zelfs voor zelflerende of case-based algoritmen, hoewel de realiteit 
is dat dergelijke algoritmen, gelet op hun complexiteit en de hiervoor benodigde 
rekenkracht, veelal slechts door computers zullen worden uitgevoerd wanneer ze 
worden toegepast op grote datasets (big data) en een veelheid aan gewichten bevat-
ten.84  Met deze algoritmische observaties in het achterhoofd richten wij ons nu op 
de positie van geautomatiseerde besluitvorming binnen het bestuursrecht.
82 Coglianese & Lehr 2017, p. 1206-1207 en 1222-1223. Cobbe 2019, p. 639, spreekt in dit verband over 
de intrinsieke ondoorzichtigheid van algoritmen.
83 Lehr & Ohm 2017, p. 9, merken hierover op: ‘Machine learning is not a monolith. […] it has become 
all too common to use “machine learning,” “artificial intelligence,” […] as catchall phrases for an 
ever-changing family of myriad algorithms that, in reality, differ from one another in important ways.’
84 Zie Coglianese & Lehr 2017, p. 1156-1160 en 1167, die het geautomatiseerde karakter daarom 
beschouwen als een wezenskenmerk van machine learning, en ook J.A. Kroll e.a., ‘Accountable Algo-
rithms’, University of Pennsylvania Law Review 2017 (165), p. 636. Feitelijk wordt de state of the art van 
machine learning dus niet bepaald door de onderliggende wiskundige concepten, die soms al decen-
nialang voorhanden zijn, maar door de stand van de technologie: hoe groter de rekenkracht van de 
computer, hoe geavanceerder machine learning algoritmen kunnen worden toegepast (Chollet 2018, p. 
20-24).
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Wanneer wij nadenken over de normering van geautomatiseerde besluitvorming, 
kan het beeld van een zelflerend algoritme behulpzaam zijn. Zonder te pretende-
ren dat de bestuursrechtelijke rechtsontwikkeling ten aanzien van geautomatiseer-
de besluitvorming volledig is te beschouwen als een zelflerend algoritme, kunnen 
we wel vergelijkbare mechanismen ontwaren. Vertrekpunt (input) in dit denk-
model van een ‘zelflerend bestuursrecht’ voor geautomatiseerde besluitvorming 
vormen de rechtsregels van het analoge bestuursrecht. Dit analoge referentiepunt 
heeft vanouds betrekking op louter menselijke besluitvorming zonder gebruik-
making van een computersysteem (machine) en moet daarom worden getransfor-
meerd of geoperationaliseerd in een digitale context.
Zoals ik in de inleiding aangaf, definieer ik het analoge bestuursrecht als de 
verzameling van rechtsregels die niet of niet specifiek betrekking hebben op 
digitaal bestuur. Voor algemene rechtsregels die niet specifiek betrekking heb-
ben op digitaal bestuur, zoals de algemene beginselen van behoorlijk bestuur 
en (bepaalde) algemene regels van bestuursrecht, is de term ‘operationalise-
ring’ of ‘concretisering’ het meest geschikt. Voor rechtsregels die juist niet be-
trekking hebben op digitaal bestuur, zoals menselijke advisering of de (fysieke) 
hoorplicht ter voorbereiding van een besluit,85 past het eerder te spreken over 
‘transformatie’ of ‘vertaling’ van analoge rechtsregels in een digitale context. 
Gezamenlijk duid ik ‘operationalisering’ en ‘transformatie’ van rechtsregels 
aan als ‘contextualisering’ van rechtsregels.86
Die contextualisering van analoog bestuursrecht in een digitale werkelijkheid 
leidt tot digitaal bestuursrecht (output). Dit digitale bestuursrecht kan wel of niet 
voldoende zijn om het hoofd te bieden aan de uitdagingen waarvoor geautomati-
seerde besluitvorming het bestuursrecht stelt.87 Voor zover die contextualisering 
niet voldoende is, moeten we een feedback-loop creëren en terug naar het analoge 
bestuursrecht om te zien of een andere, verscherpte interpretatie van de aanvan-
85 Zie voor deze hoorplicht afdeling 4.1.2 Awb, waarover B.J. van Ettekoven, ‘Werken aan moderne(r) 
bestuursrechtspraak’, NTB 2018/71, afl. 10, p. 462.
86 Inspiratie hiervoor is ontleend aan de conclusie van advocaat-generaal Widdershoven van 25 mei 
2016, ECLI:NL:RVS:2016:1421, par. 6.13, met een pleidooi voor een contextueel te erkennen transpa-
rantiebeginsel voor de verdeling van schaarse vergunningen.
87 Feitelijk is er niet sprake van één digitale context, maar van een veelheid aan digitale contexten. 
De eisen die aan een vorm van rule-based geautomatiseerde besluitvorming worden gesteld, hoeven 
niet samen te vallen met de eisen die aan een vorm van case-based geautomatiseerde besluitvorming 
worden gesteld.
3.
In dialoog met het 
analoge referentiepunt
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kelijk gekozen rechtsregel mogelijk is dan wel een andere rechtsregel beschikbaar 
is die, wanneer gecontextualiseerd in een digitale werkelijkheid, beter recht doet 
aan de eigen aard van (een bepaalde vorm van) geautomatiseerde besluitvorming. 
Daarmee wordt de rechtsontwikkeling van digitaal bestuursrecht dus een iteratief 
proces in dialoog met het analoge referentiepunt.
3.1 Analoog bestuursrecht: een beknopte plaatsbepaling
Laten we eerst dit analoge referentiepunt karakteriseren. Centraal in het bestuurs-
rechtelijke besluitvormingsrecht staat het voorkomen of in elk geval begrenzen 
van willekeurig overheidsoptreden. Ter voorkoming van willekeur is een belang-
rijke rol weggelegd voor het legaliteitsbeginsel: overheidsoptreden moet berusten 
op een wettelijke grondslag en overigens ook in overeenstemming zijn met de 
wet. Omdat wetgeving naar haar aard een algemeen karakter heeft, is zij echter 
lang niet altijd in staat om overheidsoptreden voldoende te begrenzen.88 Sterker 
nog: de wetgever hanteert geregeld bewust vage termen om bestuursorganen in 
de gelegenheid te stellen maatwerk te leveren in specifieke gevallen. Dit wordt 
aangeduid als bestuurlijke beslissingsruimte.89 Om deze bewust gecreëerde be-
stuurlijke beslissingsruimte toch enigszins te begrenzen, zijn in de jurisprudentie 
algemene beginselen van behoorlijk bestuur tot ontwikkeling gekomen. Wanneer 
een bestuursorgaan besluiten neemt, dient het daarom niet alleen te handelen in 
overeenstemming met de toepasselijke wetgeving, maar ook met deze algemene 
beginselen. Bekende voorbeelden hiervan zijn het gelijkheidsbeginsel, het zorg-
vuldigheidsbeginsel, het motiveringsbeginsel, het rechtszekerheidsbeginsel en het 
evenredigheidsbeginsel. Deels zijn deze algemene beginselen van behoorlijk be-
stuur inmiddels verankerd in de Algemene wet bestuursrecht, waarmee ze tevens 
de status hebben gekregen van wettelijke begrenzingen (rechtsregels) waarbinnen 
het bestuursorgaan zijn bevoegdheid moet uitoefenen.90 Niettemin draagt de 
jurisprudentie nog steeds bij aan de verdere ontwikkeling van deze in wetgeving 
verankerde beginselen door ze toe te passen op een specifieke casus in een speci-
fieke context.
88 Zie uitgebreider over het legaliteitsvereiste in relatie tot digitalisering: R.M. van Male, ‘Digitalisering 
van discretionaire bevoegdheden’, in: Schlössels e.a. 2018, p. 267-268.
89 Zie nader P.J. Huisman & N. Jak, ‘Beslissingsruimte: handvatten voor de rechterlijke toetsingsinten-
siteit’, NTB 2019/20, p. 215-216.
90 R.J.N. Schlössels & S.E. Zijlstra, Onderwijseditie Bestuursrecht in de sociale rechtsstaat 1, Deventer: 
Wolters Kluwer 2016, p. 330.
Bovenstaande karakterisering van het bestuursrechtelijke besluitvormingsrecht 
wekt mogelijk de indruk dat het bestuursorgaan volledig zelfstandig handelt. Dat 
is echter niet het volledige verhaal. Het bestuursrechtelijke besluitvormingsrecht 
gaat weliswaar uit van menselijke besluitvorming,91 maar heeft niettemin oog 
voor de realiteit dat de bevoegdheid niet steeds kan worden uitgeoefend door het 
bestuursorgaan waaraan de wetgever deze heeft toegekend. De Algemene wet 
bestuursrecht voorziet daarom in de mogelijkheid dat bevoegdheden in mandaat 
worden uitgeoefend, waarbij het bestuursorgaan verantwoordelijk blijft voor de 
bevoegdheidsuitoefening,92 en in delegatie, waarbij de bevoegdheid tot en verant-
woordelijkheid voor het nemen van besluiten wordt overgedragen aan een ander.93 
Verder kan het bestuursorgaan dat bevoegd is om een bepaald besluit te nemen, 
zichzelf of degenen die in mandaat of delegatie de bevoegdheid uitoefenen, 
binden door een beleidsregel vast te stellen.94 De vaststelling van een dergelijke 
beleidsregel is echter niet vrijblijvend: zodra het bestuursorgaan een beleidsregel 
heeft vastgesteld, is het verplicht om in beginsel overeenkomstig deze beleidsregel 
te handelen, tenzij dat voor een of meer belanghebbenden gevolgen zou hebben 
die wegens bijzondere omstandigheden onevenredig zijn in verhouding tot de 
met de beleidsregel te dienen doelen.95 Daartegenover staat dat een bestuursor-
gaan ter motivering van een besluit dat is gebaseerd op een vaste gedragslijn die 
is neergelegd in een beleidsregel, voortaan kan verwijzen naar die beleidsregel.96 
De reden voor deze verkorte verwijzing is dat een beleidsregel zelf bij besluit moet 
worden vastgesteld97 en daarom algemeen moet worden bekendgemaakt98 en moet 
worden voorzien van een deugdelijke motivering.99 Ook de bestuursrechtelijke re-
gels inzake advisering100 laten zien dat het bestuursorgaan bij het nemen van een 
besluit kan (en soms moet) leunen op de inzichten van anderen. In dat geval kan 
ter motivering van een besluit worden volstaan met een verwijzing naar een met 
het oog daarop uitgebracht advies, indien het advies zelf de motivering bevat en 
91 Zie reeds Groothuis 2004, p. 25-28. Zie ook S. Ranchordás & A. Klop, ‘Data-driven regulation and 
governance in smart cities’, in V. Mak, E. Tjong Tjin Tai & A. Berlee (red.), Research handbook in data 
science and law, Cheltenham: Edward Elgar 2018, p. 263.
92 Zie afdeling 10.1.1 Awb
93 Zie afdeling 10.1.2 Awb.
94 Art. 4:81 Awb. Zie nader § 3.4 over beleidsregels in relatie tot algoritmen.
95 Art. 4:84 Awb.
96 Art. 4:82 Awb
97 Vgl. art. 1:3 lid 4 Awb.
98 Art. 3:42 Awb.
99 Art. 3:46 Awb.
100 Afdeling 3.3 Awb.
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van het advies kennis is of wordt gegeven.101 Daartegenover staat dat het bestuurs-
orgaan zich ervan moet vergewissen dat een dergelijk advies zorgvuldig tot stand 
is gekomen.102 
Het bestuursrechtelijke besluitvormingsrecht in de Algemene wet bestuursrecht 
heeft dus een verfijnde en gelaagde structuur, waarbij de eisen die aan besluitvor-
ming worden gesteld, afhangen van het geheel aan besluiten dat en personen die 
betrokken zijn bij de besluitvorming. Grote afwezige in dit geheel van algemene 
bestuursrechtelijke wetgeving,103, althans in Nederland,104 is echter normering die 
specifiek betrekking heeft op geautomatiseerde besluitvorming.105 In zoverre is 
het bestuursrechtelijke besluitvormingsrecht van de Algemene wet bestuursrecht 
momenteel nog slechts analoog bestuursrecht.
3.2 Van analoog naar digitaal bestuursrecht: contextualisering
Wanneer wetgeving niet specifiek digitaal bestuursrecht aanreikt, kunnen alge-
mene beginselen van behoorlijk bestuur of andere algemene rechtsregels mo-
gelijk aanvullende bescherming bieden. Daarvoor is noodzakelijk dat deze (al 
dan niet in wetgeving verankerde) beginselen of rechtsregels adequaat worden 
101 Art. 3:49 Awb.
102 Zie art. 3:9 Awb ten aanzien van wettelijk voorgeschreven advisering. Deze vergewisplicht geldt als 
afgeleide van art. 3:2 Awb echter evenzeer voor buitenwettelijke advisering. Zie bijvoorbeeld CRvB 11 
april 2018, ECLI:NL:CRVB:2018:1113 (‘in ten minste dezelfde mate’) en reeds eerder ABRvS 23 oktober 
2003, ECLI:NL:RVS:2003:AM2916, r.o. 2.3.2.
103 Voor zover sprake is van de verwerking van persoonsgegevens, bepaalt de Algemene verordening 
gegevensbescherming (Verordening (EU) 2016/679) enerzijds dat de betrokkene in beginsel het recht 
heeft niet te worden onderworpen aan een uitsluitend op geautomatiseerde verwerking gebaseerd 
besluit waaraan voor hem rechtsgevolgen zijn verbonden of dat hem anderszins in aanmerkelijke mate 
treft (art. 22) en anderzijds dat de betrokkene (al dan niet op verzoek) moet worden geïnformeerd over 
het bestaan van geautomatiseerde besluitvorming en dat nuttige informatie moet worden verstrekt 
over de onderliggende logica, alsmede over het belang en de verwachte gevolgen van die verwerking 
voor de betrokkene (art. 13, 14 en 15). 
104 Frankrijk kent bijvoorbeeld Wet n° 2016-1321 van 7 oktober 2016 pour une République numérique en 
Decreet n° 2017-330 van 14 maart 2017 relatif aux droits des personnes faisant l’objet de décisions individu-
elles prises sur le fondement d’un traitement algorithmique, als gevolg waarvan specifieke bepalingen over 
algoritmische besluitvorming (artikel L 311-3-1 en artikelen R 311-3-1-1 en R 311-3-1-2) zijn toegevoegd 
aan de Code des relations entre le public et l’administration. Zie nader hierover B.J. van Ettekoven, ‘Big 
data, algoritmen en behoorlijke bestuursrechtspraak’, in: R.J.N. Schlössels e.a., ‘25 jaar Algemene wet 
bestuursrecht. Verschillende generaties over een jarige wet’, NTB 2019/11, p. 126, en J.C.A. de Poorter 
& J. Goossens, ‘Rechtsbescherming bij algoritmische besluitvorming’, NJB 2019/2777, p. 3309. 
105 Anders dan ten aanzien van elektronisch verkeer tussen burgers en bestuursorganen in afdeling 2.3 
Awb. Zie hierover reeds Groothuis 2004, p. 248.
geïnterpreteerd in een digitale context. Een dergelijke contextuele benadering van 
algemene beginselen van behoorlijk bestuur is ook op andere terreinen van het 
bestuursrecht succesvol gebleken, bijvoorbeeld op het terrein van de verdeling 
van schaarse rechten.106 Bovendien sluit deze benadering goed aan bij de opvat-
ting in de literatuur dat juist de ‘technologieneutrale’ algemene beginselen van 
behoorlijk bestuur107 tegenwicht zouden kunnen bieden aan geautomatiseerde 
besluitvorming.108 Ook de Afdeling advisering van de Raad van State is deze me-
ning toegedaan: de algemene beginselen van behoorlijk bestuur, in het bijzonder 
het zorgvuldigheidsbeginsel en het motiveringsbeginsel, kunnen ‘de nodige rich-
ting’ geven indien bestuursorganen deze ‘op een juiste wijze’ interpreteren en 
toepassen in de relatie tussen burger en digitale overheid.109 Met dit advies legt de 
Afdeling advisering de bal dus primair bij het bestuursorgaan zelf.110 Dit sluit wel-
iswaar goed aan bij de gedachte dat algemene beginselen van behoorlijk bestuur 
zich primair als bestuurlijke gedragsnormen tot bestuursorganen richten,111 maar 
kan uiteraard tot de nodige rechtsonzekerheid leiden zolang de rechter het be-
staan van die ‘op de juiste wijze geïnterpreteerde’ eisen niet heeft bevestigd.
Deze tendens waarbij uit algemene beginselen van behoorlijk bestuur meer speci-
fieke regels ten aanzien van geautomatiseerde besluitvorming worden afgeleid, is 
inmiddels al zichtbaar in de jurisprudentie. Zo heeft de Centrale Raad van Beroep 
in de context van (ondersteunende) geautomatiseerde besluitvorming eisen op 
het terrein van transparantie (inzichtelijkheid), verifieerbaarheid en toetsbaarheid 
geformuleerd als afgeleide van het zorgvuldigheidsbeginsel en het motiverings-
106 Zie ABRvS 2 november 2016, ECLI:NL:RVS:2016:2927, AB 2016/426, m.nt. C.J. Wolswinkel 
(Speelautomatenhal Vlaardingen), ten aanzien van schaarse vergunningen.
107 Zie bijvoorbeeld M. Oswald, ‘Algorithm-assisted decision-making in the public sector: framing 
the issues using administrative law rules governing discretionary power’, Philosophical Transactions 
of the Royal Society A. Mathematical, Physical and Engineering Sciences 2018 (http://doi.org/10.1098/
rsta.2017.0359), beschikbaar via https://ssrn.com/abstract=3216435, p. 23.
108 Zie onder meer Cobbe 2019, p. 637 en 640; Oswald 2018, p. 3-4; Zwenne & Schmidt 2016, p. 362-
363; S. van Heukelom-Verhage, ‘Regulering van algoritmen’, iBestuur 25 juni 2019 (https://ibestuur.
nl/weblog/regulering-algoritmen), en De Poorter & Goossens 2019, p. 3308. Zie reeds eerder Groot-
huis 2004, p. 23, die betoogt dat de ICT-beginselen de traditionele bestuursrechtelijke regels mede 
kunnen inkleuren wanneer ze worden toegepast in een ICT-context. Zie ten aanzien van algemene re-
gels: Meuwese 2017, p. 177-178, met een pleidooi voor ‘beginselenbestuursrecht’. Zie in het belasting-
recht: M.B.A. van Hout, Algemene beginselen van een binair bestuur (oratie RU), Den Haag: Sdu 2019.
109 Raad van State 2018, p. 12.
110 Opvallend daarbij is dat de Afdeling advisering van de Raad van State wel afzonderlijk wijst op het 
verschijnsel van zelflerende systemen (Raad van State 2018, p. 8-10), maar daaraan geen specifieke 
consequenties verbindt. 
111 Schlössels & Zijlstra 2016, p. 333.
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beginsel.112 In de inmiddels befaamde AERIUS-jurisprudentie heeft de Afdeling 
bestuursrechtspraak van de Raad van State bepaald dat in geval van deels geau-
tomatiseerde besluitvorming op bestuursorganen de verplichting rust om de ge-
maakte keuzes en de gebruikte gegevens en aannames volledig, tijdig en uit eigen 
beweging openbaar te maken op een passende wijze zodat deze keuzes, gegevens 
en aannames voor derden toegankelijk zijn.113 
De formulering van deze ‘proactieve openbaarmakingsverplichting’ is – na enige 
aarzeling114 – positief ontvangen115 en heeft inmiddels ook navolging gekregen van 
andere hoogste bestuursrechters.116 Toch is de vraag hoe nieuw deze verplichting 
eigenlijk is. In dat verband is het aardig om te wijzen op een iets oudere uitspraak 
van het College van Beroep voor het bedrijfsleven uit 2015 waarin het belang van 
controleerbare feiten en transparante berekeningen al werd benadrukt:
“Zoals het College eerder heeft geoordeeld zal het vaststellen van de te verwach-
ten voordelen onvermijdelijk dienen te geschieden aan de hand van inschattingen en 
prognoses […]. De zorgvuldigheid eist naar het oordeel van het College dat de 
minister zijn inschattingen en prognoses zo veel als mogelijk op controleerbare feiten 
baseert en uitvoert met behulp van transparante berekeningen. Bij de keuze van de 
methode voor de berekeningen komt aan de minister beoordelingsruimte toe. 
De invulling van die ruimte zal wel naar behoren moeten worden gemotiveerd 
[curs. CJW].”117
Wie dit citaat niet kent, zal wellicht vermoeden dat deze uitspraak ook betrekking 
heeft op geautomatiseerde besluitvorming en misschien zelfs wel op prospectieve 
machine learning. Dat is echter niet het geval; zij heeft betrekking op de beoor-
112 Zie onder meer CRvB 9 november 2004, ECLI:NL:CRVB:2004:AR4716, en CRvB 12 oktober 2006, 
ECLI:NL:CRVB:2006:AY9971.
113 ABRvS 17 mei 2017, ECLI:NL:RVS:2017:1259 (PAS), r.o. 14.4.
114 Veelzeggend is in dit verband dat de voorzitter van de Afdeling bestuursrechtspraak twee dagen na 
de AERIUS-uitspraak expliciet hierop heeft gewezen tijdens de VAR-jaarvergadering (VAR, Algemene 
regels in het bestuursrecht. Verslag van de algemene vergadering gehouden op 19 mei 2017 (VAR-reeks 141), 
Den Haag: Boom juridisch, p. 75). Zie nadien over deze uitspraak ook B.J. van Ettekoven, ‘Behoorlijke 
bestuursrechtspraak in het Big data tijdperk’, in: Schlössels e.a. 2018, p. 221-223, en Van Ettekoven 
2019, p. 125-126.
115 Zie bijvoorbeeld Van Eck, Bovens & Zouridis 2018, p. 3014-3015; Wolswinkel 2019, p. 780-781; De 
Poorter & Goossens 2019, p. 3304-3305.
116 HR 17 augustus 2018, ECLI: NL:HR: 2018:1316, en CRvB 15 mei 2019, ECLI:NL:CRVB:2019:1737.
117 CBb 8 oktober 2015, ECLI:NL:CBB:2015:318, r.o. 4.5.3.
deling van een model van lineaire regressie in het kader van de verlenging van 
frequentievergunningen. Mijns inziens ligt de AERIUS-verplichting in het directe 
verlengde van deze jurisprudentie, zij het dat de Afdeling bestuursrechtspraak het 
belang van proactieve openbaarmaking sterker articuleert dan het College. Tegelijk 
roepen de gelijkenissen tussen beide uitspraken direct de vraag op wat eigenlijk de 
reikwijdte is van de AERIUS-verplichting. Geldt zij alleen voor (deels) geautomati-
seerde besluitvorming of voor alle besluitvorming met een algoritmisch karakter? 
Geldt deze eis bovendien voor alle vormen van geautomatiseerde besluitvorming, 
ook als niet sprake is van een rule-based, maar van een case-based algoritme?118 De 
recente Kamerbrief over waarborgen tegen data-analyses door overheden geeft op 
deze vragen een begin van een antwoord met de suggestie dat de reikwijdte van 
deze proactieve openbaarmakingsverplichting beperkt moet blijven tot meer een-
voudige, rule-based algoritmen en dat een meer gedifferentieerd kader aan digitaal 
bestuursrecht voor geautomatiseerde besluitvorming noodzakelijk zal zijn.119
 3.3 Terug vanuit het digitale referentiepunt
De AERIUS-jurisprudentie laat zien dat het operationaliseren of transformeren 
van analoge rechtsregels, in dat geval het beginsel van ‘equality of arms’, in een 
digitale context een vorm van digitaal bestuursrecht oplevert, die volgens de Af-
deling advisering van de Raad van State al de ‘nodige’ richting kan bieden.120 De 
vraag is echter of dit digitale bestuursrecht ook ‘voldoende’ waarborgen biedt te-
gen de eigen aard van (bepaalde vormen van) geautomatiseerde besluitvorming. 
Het antwoord op die vraag vereist een digitaal referentiepunt dat onafhankelijk 
van het analoge bestuursrecht wordt geformuleerd en dat aangeeft welke specifie-
ke behoefte aan normering bestaat ten aanzien van geautomatiseerde besluitvor-
ming.121 Voor de formulering van dit digitale referentiepunt zou kunnen worden 
118 Hoewel AERIUS Calculator zeker kan worden beschouwd als een data-intensieve toepassing, zijn er 
geen concrete aanwijzingen dat sprake is van een case-based algoritme.
119 Zie pagina 7-8 van de Richtlijnen voor het toepassen van algoritmes door overheden, bijlage bij 
Kamerstukken II 2019/20, 26643 en 32761, nr. 641.
120 Evenzo komen Coglianese & Lehr 2017, p. 1213, in hun buitengewoon lezenswaardige artikel ‘Regu-
lating by Robot‘ tot de conclusie dat er geen reden is om te aan te nemen dat besluitvorming op basis 
van machine learning onverenigbaar zou zijn met vier kernwaarden binnen het Amerikaanse bestuurs-
recht (nondelegation, due process, antidiscrimination en transparency).
121 Zie voor de verkenning van deze behoefte ook Van Ettekoven 2019, p. 126. Zie voor kritiek op de 
door juristen geformuleerde behoefte: Kroll e.a. 2017, p. 638: ‘Legal scholars have argued for twenty 
years that automated processing requires more transparency, but it is far from obvious what form such 
transparency should take.’
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uitgegaan van een catalogus van rechtsregels die niet zozeer wordt afgeleid uit het 
analoge bestuursrecht als wel specifiek is toegesneden op het gebruik van infor-
matie- en communicatietechnologie (ICT) in het algemeen of van geautomatiseer-
de beslismethoden in het bijzonder. Zo ontwikkelde Franken in de jaren negentig 
al een zestal ‘algemene beginselen van behoorlijk ICT-gebruik’, namelijk beschik-
baarheid, vertrouwelijkheid, integriteit, authenticiteit, flexibiliteit en transparantie, 
die ook op geautomatiseerde besluitvorming kunnen worden toegepast.122 Binnen 
de wereld van machine learning zijn momenteel de FAT-beginselen van Fairness, 
Accountability and Transparency dominant.123 Van Ettekoven noemt vijf sleutels 
voor publiek vertrouwen in geautomatiseerde besluitvorming door de overheid: 
(technische) transparantie, uitlegbaarheid, reproduceerbaarheid, aanspreekbaar-
heid en open standaarden.124 In zijn recente Kamerbrief over waarborgen tegen 
data-analyses door overheden bewandelt de Minister voor Rechtsbescherming 
eenzelfde spoor door een aantal richtlijnen te formuleren voor data-analyses 
door overheden. Deze niet-bindende richtlijnen, die primair voor overheden zijn 
bedoeld zijn in de fase van de ontwikkeling van het algoritme125 en op termijn in 
wettelijke waarborgen kunnen worden omgezet,126 hebben betrekking op acht on-
derwerpen: risicobewustzijn, uitlegbaarheid, gegevensherkenning, auditeerbaar-
heid, verantwoording, validatie, toetsbaarheid en publieksvoorlichting.127 
De bestuursrechtjurist herkent in al deze beginselen en waarborgen niet direct de 
vertrouwde terminologie van de algemene beginselen van behoorlijk bestuur of 
van andere rechtsregels. Dit betekent echter niet dat deze beginselen of waarbor-
122 Zie Franken 1993, p. 18-22 en 37-44, voor de toepassing van deze beginselen op geautomatiseerde 
besluitvorming.
123 Zie https://www.fatml.org/resources/principles-for-accountable-algorithms, waar ook vijf gelijk-
waardige beginselen voor ‘accountable algorithms’ worden genoemd: responsibility, explainability, 
accuracy, auditability en fairness. Zie over de grenzen van (volledige) transparantie en auditeerbaar-
heid: Kroll e.a. 2017, p. 657-661.
124 Van Ettekoven 2019, p. 126-127.
125 Zie pagina 5 van de Richtlijnen voor het toepassen van algoritmes door overheden, bijlage bij 
Kamerstukken II 2019/20, 26643 en 32761, nr. 641. Zie in de literatuur over het belang van regulering 
aan de voorkant onder meer: L. Edwards & M. Veale, ‘Enslaving the Algorithm: From a “Right to an 
Explanation” to a “Right to Better Decisions”?’, IEEE Security & Privacy 2018 (16), p. 50-52; Van Eck, 
Bovens & Zouridis 2018, p. 3017, en De Poorter & Goossens 2019, p. 3310, met een pleidooi voor een 
impact assessment van algoritmen.
126 Kamerstukken II 2019/20, 26643, nr. 241, p. 4. Zie voor een kritische bespreking hiervan: C.J. Wols-
winkel, ‘AR meets AI. Een bestuursrechtelijk perspectief op een nieuwe generatie besluitvorming’, 
Computerrecht 2020, afl. 1
127 Zie pagina 5-8 van de Richtlijnen voor het toepassen van algoritmes door overheden, bijlage bij 
Kamerstukken II 2019/20, 26643 en 32761, nr. 641.
gen niet zouden kunnen worden geconstrueerd als ‘rechtstreeks gevolg’128 van de 
algemene beginselen van behoorlijk bestuur of andere rechtsregels in een digitale 
context.129 Zo zouden waarborgen op het terrein van auditeerbaarheid kunnen 
worden geconstrueerd als noodzakelijk onderdeel van een digitale ‘vergewisplicht’ 
die als afgeleide van het zorgvuldigheidsbeginsel uitstekend past in het stelsel van 
bestuursrechtelijke normering.130 Toch lijkt die exercitie aan grenzen gebonden: 
niet elke begeerde eis van digitaal bestuursrecht kan vanzelf worden afgeleid uit 
een algemeen (technologieneutraal) beginsel of uit een analoge toepassing van 
een analoge rechtsregel. Volgt bijvoorbeeld een eis van reproduceerbaarheid of 
‘procedural regularity’131 uit het zorgvuldigheidsbeginsel?132 Impliceert het vereiste 
van een deugdelijke motivering dat bepaalde vormen van geautomatiseerde be-
sluitvorming die momenteel niet (volledig) uitlegbaar zijn, vooralsnog niet zijn 
toegestaan? Bestaat een verplichting tot gebruik van open standaarden (‘open 
source software’) bij geautomatiseerde besluitvorming? 
Het is op voorhand niet uitgesloten dat het geldende digitale bestuursrecht (lex 
lata) zoals dat wordt afgeleid uit het analoge bestuursrecht, en het ideale digitale 
bestuursrecht (lex ferenda), waarvoor de contouren in kringen van AI en machine 
learning worden geschetst, niet volledig samenvallen en dat een hogere of in elk 
geval andere standaard zal moeten gelden voor geautomatiseerde ten opzichte 
128 Zie voor een dergelijke ‘rechtstreeks gevolg’-benadering in de context van schaarse rechten: C.J. 
Wolswinkel, De verdeling van schaarse publiekrechtelijke rechten. Op zoek naar algemene regels van verde-
lingsrecht (diss. VU Amsterdam), Den Haag: Boom Juridische uitgevers 2013, p. 46-50.
129 Van Ettekoven 2019, p. 126, spreekt in dit verband over herijking van de bestaande algemene begin-
selen van behoorlijk bestuur. Zie voor een vergelijkbare exercitie in het Britse bestuursrecht: Oswald 
2018, p. 12-22.
130 Zie in dit verband ook Van Amerongen & Schuurmans 2019, p. 190-196, die concluderen dat de 
toetsing van op deskundigenadvisering dan wel algoritmische analyse gebaseerde besluitvorming 
slechts gradueel verschilt.
131 Kroll e.a. 2017, p. 656, definiëren procedurele regulariteit als het vereiste dat elke betrokkene kan 
weten dat op iedereen dezelfde procedure wordt toegepast en dat de procedure niet specifiek is ontwor-
pen ten nadele van de betrokkene. Zij aarzelen echter om dit vereiste als een rechtstreeks gevolg van 
due process te beschouwen (Kroll e.a. 2017, p. 692): ‘Procedural regularity is a core idea behind due pro-
cess: the state cannot single out an individual for a different procedure. An argument that governance 
measures ensuring algorithmic procedural regularity are required by due process is more tenuous, but 
an agency that implements such measures will not risk violating a legal requirement [curs. CJW].’
132 Kroll e.a. 2017, p. 656, wijzen op de moeilijkheid van reproduceerbaarheid indien een algoritme 
gebruik maakt van randomisatie.
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Feitelijk geeft de vervolguitspraak van de Afdeling in AERIUS II al blijk van 
een dergelijk iteratief proces: de aanvankelijk in AERIUS I geformuleerde 
rechtsregel inzake proactieve openbaarmaking is in AERIUS II verfijnd met 
de introductie van een onderscheid tussen maatwerk en standaard invoergege-
vens, waarbij van de belanghebbende wordt verwacht dat hij zelf tijdig om inza-
ge verzoekt in standaard invoergegevens. Deze verfijning lijkt direct verband te 
houden met de enorme hoeveelheid informatie (big data) die gepaard kan gaan 
met geautomatiseerde besluitvorming, als gevolg waarvan tijdige openbaarma-
king soms moeilijker is te realiseren.137 
Dit iteratieve proces van rechtsontwikkeling is voltooid zodra de afwijking ten op-
zichte van het digitale referentiepunt voldoende klein is of wanneer blijkt dat het 
onmogelijk is om die afwijking voldoende te verkleinen. In dat laatste geval is de 
gekozen zoekruimte, namelijk het analoge bestuursrecht, niet geschikt gebleken 
om het digitale referentiepunt te benaderen en is een andere, rijkere zoekruimte 
dan het analoge bestuursrecht nodig voor een adequaat juridisch kader voor geau-
tomatiseerde besluitvorming.
3.4 Twee confrontaties met het analoge bestuursrecht
Hieronder geef ik een eerste aanzet voor een dergelijke confrontatie tussen het 
digitale referentiepunt en het analoge bestuursrecht aan de hand van twee voor-
beelden.138 Deels houden die voorbeelden verband met algemene kenmerken van 
geautomatiseerde besluitvorming, maar deels sluiten zij ook aan bij de specifieke 
vragen die zelflerende of case-based algoritmen opwerpen.
Transparantie: technische transparantie en uitlegbaarheid
In de literatuur over geautomatiseerde besluitvorming wordt veelvuldig het on-
derscheid tussen technische transparantie en uitlegbaarheid benadrukt: bij ge-
automatiseerde besluitvorming bestaat niet alleen behoefte aan publicatie van de 
broncode van het algoritme (technische transparantie), maar juist ook aan uitleg-
137 ABRvS 18 juli 2018, ECLI:NL:RVS:2018:2454, r.o. 23.4-23.7, met verwijzing naar 1.500 pagina’s aan 
kaarten en tabellen.
138 Deze twee voorbeelden sluiten aan bij de twee clusters van waarborgen die in de Kamerbrief over 
data-analyses door overheden noodzakelijk worden geacht in het kader van geautomatiseerde besluit-
vorming: transparantiewaarborgen en kwaliteitswaarborgen (Kamerstukken II 2019/20, 26643 en 
32761, nr. 641, p. 6-12).
van menselijke besluitvorming.133 Waaraan het in de literatuur echter veelal lijkt 
te ontbreken,134 is een confrontatie van het geldende bestuursrecht met dit ideale 
bestuursrecht: hoe verhoudt het digitale referentiepunt zich tot het bestaande 
begrippenkader en de hiermee corresponderende normering uit het analoge be-
stuursrecht?135 Alleen wanneer die vergelijking daadwerkelijk plaatsvindt, kan de 
stelling worden verdedigd dat sprake is van een ‘disconnect’ tussen het analoge en 
het digitale bestuursrecht en dat een aanvullende standaard voor geautomatiseer-
de besluitvorming nodig is.136 
Deze exercitie komt niet zozeer neer op de toepassing van een rule-based algorit-
me, waarbij de inhoud van de digitale rechtsregel al vaststaat, maar heeft eerder 
iets weg van een zelflerend of case-based algoritme zoals ik dat eerder omschreef. 
Het digitale referentiepunt geldt dan als de onbekende functie die we met een 
contextualisering van analoge rechtsregels zo goed mogelijk proberen te benade-
ren. Als die eerste contextualisering, bijvoorbeeld met het zorgvuldigheidsbeginsel 
of motiveringsbeginsel als (niet geheel) willekeurig gekozen startpunt, onvoldoen-
de recht doet aan de eigen aard van geautomatiseerde besluitvorming, zullen we 
moeten onderzoeken of we de afwijking tussen dit digitale referentiepunt en het 
digitale bestuursrecht zoals dat wordt afgeleid uit het analoge bestuursrecht, kun-
nen verkleinen door een ander gewicht (andere interpretatie) toe te kennen aan de 
rechtsregels uit het analoge bestuursrecht.
133 Zie in deze richting Raad van State 2018, p. 3, waarin wordt gesproken over het ‘verscherpt’ 
interpreteren van algemene beginselen van behoorlijk bestuur in een digitale context. Zie in meer 
algemene zin in deze richting: L. Kool, J. Timmer, L. Royakkers & R. van Est, Opwaarderen. Borgen van 
publieke waarden in de digitale samenleving. Den Haag: Rathenau Instituut 2017. Anders Oswald 2018, 
p. 7-8, die meent dat geen hogere standaard hoeft te gelden bij geautomatiseerde besluitvorming, maar 
dat slechts ‘reframing’ van de geldende standaard nodig is. Zie in dezelfde zin: J. Zerilli e.a., ‘Trans-
parency in Algorithmic and Human Decision-Making: Is There a Double Standard?’, Philosophy and 
Technology 2018, https://doi.org/10.1007/s13347-018-0330-6.
134 Een voorbeeld van een dergelijke ‘confrontatie’ binnen het Nederlandse bestuursrecht biedt Van 
Eck 2018, p. 78-167, hoewel niet gericht op zelflerende algoritmen, maar op geautomatiseerde ke-
tenbesluitvorming. Een andere mooie uitzondering vormt de met de Piet Hein Donner Scriptieprijs 
bekroonde scriptie ‘Algoritmes en besluiten. Een onderzoek naar de bestuursrechtelijke inbedding van 
algoritmische besluitvorming’ (Utrecht: Universiteit Utrecht 2019) van Chris Adriaansz (https://www.
raadvanstate.nl/actueel/nieuws/@118622/chris-adriaansz-wint-scriptieprijs/).
135 Hier moet niet alleen worden gedacht aan algemene beginselen van behoorlijk bestuur, maar 
bijvoorbeeld ook aan bestuursrechtelijke leerstukken als bevoegdheidsverdeling (in verband met de 
verantwoordelijkheid voor geautomatiseerde besluitvorming) en advisering (in verband met de zorg-
vuldigheid van geautomatiseerde besluitvorming).
136 Zie voor deze terminologie Ranchordás & Klop 2018, p. 261.
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baarheid van het besluit dat op basis hiervan is genomen.139 Hoewel beide begrip-
pen weinig vertrouwd zijn in het bestuursrechtelijke discours,140 kunnen ze zeker 
wel hiermee in verband worden gebracht: waar technische transparantie raakt aan 
de bekendmaking van besluiten, raakt uitlegbaarheid aan de motivering hiervan.141 
Ten aanzien van technische transparantie wordt in de context van geautomati-
seerde besluitvorming regelmatig het verborgen of geheime karakter van de ge-
hanteerde computersoftware geproblematiseerd. Deels wordt daarbij gewezen op 
de omstandigheid dat overheden wegens een gebrek aan eigen expertise vaak een 
beroep doen op private partijen om geautomatiseerde besluitvorming mogelijk te 
maken.142 Auteursrechtelijke bezwaren (intellectuele-eigendomsrechten) van deze 
private partijen zouden zich dan kunnen verzetten tegen openbaarmaking van het 
algoritme.143 Dit probleem is in zoverre relatief dat overheden met private partijen 
uiteraard kunnen contracteren over de auteursrechtelijke voorwaarden voor het 
gebruik van het algoritme en dus ook over de openbaarheid van het algoritme.144 
Het probleem is echter ook anderszins relatief in de zin dat betrokkenheid van 
private partijen bij bestuurlijke besluitvorming en de daarmee gepaard gaande au-
teursrechtelijke kwesties niet uniek zijn voor geautomatiseerde besluitvorming.145
In het bestuursrecht is reeds de discussie gevoerd over de status van NEN- 
normen: technische normen die door private partijen zijn opgesteld en die 
ook auteursrechtelijk worden beschermd. Volgens de Hoge Raad zijn derge-
lijke NEN-normen geen algemeen verbindende voorschriften, omdat ze niet 
zijn vastgesteld op grond van een regelgevende bevoegdheid.146 Juist omdat 
139 Zie ook Kamerstukken II 2018/19, 26 643, nr. 570, p. 3-4, en pagina 4-5 van de Richtlijnen voor het 
toepassen van algoritmes door overheden, bijlage bij Kamerstukken II 2019/20, 26643 en 32761, nr. 
641. 
140 Zie voor een uitzonderlijk beroep op uitlegbaarheid (en reproduceerbaarheid): Rb.  Zeeland- 
West-Brabant 4 maart 2016, ECLI:NL:RBZWB:2016:1299, r.o. 7.
141 Zie afdeling 3.6 en 3.7 Awb. C. Coglianese & D. Lehr, ‘Transparency and Algorithmic Governance’, 
Administrative Law Review 2019 (71), p. 19, hanteren bewust de termen ‘fishbowl transparency’ en 
‘reasoned transparency’ in plaats van ‘technical transparency’ en ‘explainability’ om duidelijk te maken 
dat zij zich niet beperken tot de gangbare terminologie in machine learning, maar zich richten op de 
betekenis van transparantie voor bestuurlijke besluitvorming.
142 Uit Brauneis & Goodman 2018, p. 107-111, blijkt dat vooral decentrale overheden gebruik maken 
van private partijen vanwege gebrek aan expertise in de eigen organisatie.
143 Cobbe 2019, p. 639, spreekt in dit verband over ‘intentional opacity’.
144 Zie uitgebreider Coglianese & Lehr 2019, p. 36.
145 Coglianese & Lehr 2019, p. 35-36.
146 HR 22 juni 2012, ECLI:NL:HR:2012:BW0393, AB 2012/228, m.nt. F.J. van Ommeren.
NEN-normen niet algemeen verbindend zijn, hoeven ze niet algemeen te wor-
den bekendgemaakt en kunnen ze dus auteursrechtelijk worden beschermd. 
Voor algoritmen met een private oorsprong geldt in wezen dezelfde redenering, 
met als gevolg dat de binding aan dergelijke algoritmen in overheidsbesluitvor-
ming niet absoluut kan zijn.
Voor het positioneren van technische transparantie binnen het bestuursrecht kan 
het zinvol zijn om een algoritme te beschouwen als een algemene beslisregel op 
basis waarvan keuzes worden gemaakt.147 Daarmee heeft een algoritme minstens 
de status van ‘vaste gedragslijn’ in de zin van art. 4:82 Awb.148 Hoe het bestuurs-
recht omgaat met een dergelijke vaste gedragslijn, hangt af van de plek waar deze 
gedragslijn is neergelegd. Wanneer een algoritme is neergelegd in een beleidsre-
gel (of een algemeen verbindend voorschrift),149 moet het algoritme voorafgaand 
aan inwerkingtreding worden bekendgemaakt150 en deugdelijk worden gemoti-
veerd.151 Vervolgens kan een dergelijk in een beleidsregel opgenomen algoritme ter 
motivering van een beslissing succesvol aan betrokkenen worden tegengeworpen.
Wanneer een algoritme daarentegen niet is vastgelegd in een beleidsregel, het-
geen vaker het geval lijkt te zijn, kan ter motivering van de besluitvorming niet 
worden volstaan met verwijzing naar het algoritme. In plaats daarvan zal de indi-
viduele besluitvorming nader moeten verhelderen waarom het algoritme (de vaste 
gedragslijn) aanleiding geeft tot een bepaalde uitkomst.152 Voor een deugdelijke 
motivering van de beslissing kan het bestuursorgaan zich dan niet meer verschui-
147 Zie in deze zin ook Van Eck 2018, p. 68-69, en Raad van State 2018, p. 7, waarin een beslisregel 
wordt omschreven als de formele vertaling van een rechtsregel voor concrete toepassing. Beslisregels 
(algoritmen) vormen dus een tussenstap om regels in menselijke taal te vertalen naar computersoft-
ware (en zijn niet de computersoftware zelf). De term ‘beslisregel’ sluit bovendien goed aan bij de 
term ‘beslissing’, die in de Awb een neutralere betekenis heeft dan de meer geladen term ‘besluit’. Zie 
nader hierover Schlössels & Zijlstra 2016, p. 180-181.
148 Zie ook Van Eck 2018, p. 69. Zie uitgebreider over het begrip ‘vaste gedragslijn’: A. Tollenaar, ‘Het 
succes van de codificatie van de beleidsregel in de Awb’, Netherlands Administrative Law Library januari 
2014, DOI: 10.5553/NALL/.000018, par. 6.1.
149 Zie over de mogelijkheid hiertoe: Meuwese 2017, p. 169-170; A. Tollenaar, ‘Bestuursrechtelijke 
normering en ‘big data’’, NTB 2017/16, p. 134-135, en Van Male 2018, p. 277.
150 De mogelijkheid hiertoe neemt toe als de bekendmaking van beleidsregels volledig elektronisch 
kan geschieden. Zie in dit verband het wetsvoorstel Wet elektronische publicaties (Kamerstukken II 
2018/19, 35218, nr. 2).
151 Zie art. 3:42 en 3:46 Awb ten aanzien van beleidsregels.
152 H.E. Bröring, ‘Bestuursrechtelijke soft law: tien opmerkingen’, in: Marseille e.a. 2019, p. 175, 
verwacht dat algoritmen niet in de plaats zullen treden van beleidsregels, maar daarop in toenemende 
mate een aanvulling gaan vormen.
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len achter de enkele verwijzing naar de uitkomst van het algoritme. Verder is 
van belang dat wanneer dit algoritme (nog) evenmin is neergelegd in op de zaak 
betrekking hebbende stukken die onder het bestuursorgaan berusten,153 het be-
stuursorgaan wel zorg moet dragen voor de inzichtelijkheid en controleerbaarheid 
van de gemaakte keuzes en de gebruikte aannames en gegevens.154 Overigens is 
volledige transparantie zelfs in dat geval niet onverkort verzekerd, omdat gewichti-
ge redenen, waaronder auteursrechtelijke overwegingen van private partijen, zich 
nog steeds kunnen verzetten tegen openbaarmaking van het algoritme.155
De uitlegbaarheid (explainability) van geautomatiseerde besluitvorming moet 
vervolgens worden geplaatst binnen de discussie wat een deugdelijke motivering 
van besluiten inhoudt (art. 3:46 Awb). Deze motiveringsplicht geldt niet alleen 
voor individuele beschikkingen, maar ook voor besluiten van algemene strekking. 
Dat betekent naar mijn mening dat voor zover een algoritme in een beleidsregel 
is opgenomen, de beleidsregel zelf weliswaar de broncode kan vermelden,156 maar 
dat daarnaast een (deugdelijke) motivering van die broncode is vereist (algemene 
uitlegbaarheid). Wanneer het vervolgens gaat om de toepassing van een algoritme 
in een concreet geval, is ook van belang hoe een individuele beslissing wordt ge-
raakt door een algoritme (individuele uitlegbaarheid).157 Wanneer een individuele 
beschikking naar bestuursrechtelijke maatstaven deugdelijk is gemotiveerd, hangt 
uiteraard af van de omstandigheden van het geval, maar concrete gegevens (data) 
zullen doorgaans nodig zijn voor een ‘goede motivering’ van een individuele be-
schikking.158 
Op het niveau van de individuele beschikking is de ‘dubbele motivering’ ei-
genlijk al realiteit bij geautomatiseerde besluitvorming in het kader van de 
153 Belanghebbenden hebben een recht op inzage in de op de zaak betrekking hebbende stukken in 
bezwaar (art. 7:4 lid 2 Awb) en beroep (art. 8:42 Awb).
154 HR 17 augustus 2018, ECLI:NL:HR:2018:1316. Overigens ging het in die zaak ‘slechts’ om inzage 
in de grondstaffel. De wijze waarop de grondstaffel is bepaald, lijkt daarmee nog niet voorwerp van 
discussie te zijn geweest.
155 Zie art. 7:4 lid 6 Awb en art. 8:29 Awb. Een andere reden kan zijn dat inzage in het algoritme de 
werking van het algoritme zou kunnen ondergraven. Zie over dit ‘gaming the system’-argument reeds 
Kamerstukken II 2018/19, 26643, nr. 570, p. 9.
156 Zie de door Tollenaar 2017, p. 134, met verwijzing naar H.E. Bröring, Beleidsregels, Deventer: Kluwer 
1998, p. 13, aangehaalde anekdote dat een bestuursorgaan voor de bestuursrechter de broncode van 
een computersysteem als beleidsregel overlegde.
157 Zo bespreken Zerilli e.a. 2018, par. 6, een aantal mogelijke verschijningsvormen van individuele 
uitlegbaarheid.
158 Zie bijvoorbeeld ABRvS 20 december 2017, ECLI:NL:RVS:2017:3506, r.o. 4.2.
vaststelling van de WOZ-waarde van uw woning. Op het taxatieverslag van uw 
woning staan weliswaar drie referentieobjecten vermeld, maar wordt tegelij-
kertijd vermeld dat een modelmatige waardebepaling is gehanteerd waarbij alle 
woningtransacties in uw gemeente zijn betrokken. Wat maakt de motivering 
van de vastgestelde WOZ-waarde van uw woning nu deugdelijk: de vermelding 
van drie referentieobjecten, de verwijzing naar de modelmatige waardebepaling 
of iets anders? 
Uit het analoge bestuursrecht kan dus geen onverkorte verplichting tot techni-
sche transparantie worden afgeleid. Wanneer een beslisregel niet de status heeft 
van beleidsregel, is immers niet uitgesloten dat openbaarmaking hiervan wegens 
gewichtige redenen achterwege blijft. Uiteraard kan dan worden bepleit dat een 
algoritme in een beleidsregel moet worden neergelegd,159 maar dit zou wel een 
breuk opleveren met het analoge bestuursrecht waar een algemene verplichting 
tot vaststelling van een beleidsregel nog niet geldt,160 en dus een hogere standaard 
voor digitaal bestuursrecht opleveren.
Kwaliteit: toetsbaarheid en de vervagende scheidslijn tussen individuele beslissing 
en algemene beslisregel
Behalve het belang van het onderscheid tussen technische transparantie en uit-
legbaarheid wordt als onderscheidend kenmerk van geautomatiseerde besluitvor-
ming naar voren gebracht dat de beoordeling van de beschikking veelal oplost in 
de beoordeling van het achterliggende algoritme (de algemene beslisregel). Deze 
vervaging tussen individuele beschikking en algemene regel zou meebrengen dat 
een terughoudende beoordeling van het algoritme, zoals gebruikelijk is bij beslui-
ten van algemene strekking, niet meer passend is en dat de bestuursrechter bereid 
moet zijn een meer intensieve toetsing te verrichten.161 Feitelijk geeft de Afdeling 
hiervan al blijk in de AERIUS-jurisprudentie door ‘onder de motorkap’ van het 
computersysteem te kijken en de keuzes, gegevens en aannames tamelijk nauw-
gezet te beoordelen.162
159 Zie voor een pleidooi hiertoe Van Eck, Bovens & Zouridis 2018, p. 3015-3016.
160 Bröring 2019, p. 176, acht in bepaalde gevallen wel een verplichting tot vaststelling van een beleids-
regel mogelijk.
161 Williams 2018, p. 32 en 40, en Cobbe 2019, p. 641.
162 Zie in het bijzonder ABRvS 17 mei 2017, ECLI:NL:RVS:2017:1259 (PAS), r.o. 15-27.
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Wie de rechtsontwikkeling in het analoge bestuursrecht volgt, merkt dat de be-
stuursrechter tegenwoordig in geval van bestuurlijke beslissingsruimte vaker 
expliciet benadrukt dat deze discretionaire bevoegdheid nog steeds moet worden 
uitgeoefend binnen de grenzen van het zorgvuldigheidsbeginsel en het motive-
ringsbeginsel en dat, afhankelijk van de aard van het besluit, hoge eisen hieraan 
kunnen worden gesteld.163 De bepleite noodzaak van een minder terughoudende 
toetsing bij geautomatiseerde besluitvorming past dus in een bredere discussie 
over de intensiteit van de rechterlijke toetsing164 en raakt zelfs aan de discussie 
over exceptieve toetsing van algemeen verbindende voorschriften.165 Dit geldt te-
meer nu advocaat-generaal Widdershoven zijn oplossingsrichting ten aanzien van 
exceptieve toetsing heeft ingebed in de bredere discussie over de intensiteit van 
de toetsing van (appellabele) besluiten: waar in het algemeen de toetsing van be-
sluiten afhankelijk wordt gesteld van de beslissingsruimte die het bestuursorgaan 
heeft wegens de aard en inhoud van de bevoegdheid om besluiten te nemen, past 
die benadering ook bij de exceptieve toetsing van algemeen verbindende voor-
schriften.166 Dit betekent voor de toetsing van geautomatiseerde besluitvorming 
dat minder van belang wordt waar een algoritme is neergelegd (in een algemeen 
verbindend voorschrift, beleidsregel of elders), aangezien de aanwezigheid van 
beslissingsruimte nimmer een vrijbrief kan vormen voor geautomatiseerde be-
sluitvorming zonder inachtneming van het zorgvuldigheidsbeginsel en het moti-
veringsbeginsel.
De vervaging van individuele beslissing en algemene beslisregel raakt niet alleen 
aan de intensiteit van de toetsing, maar ook aan het argument dat de impact (of de 
rechtmatigheid) van een algoritme pas zichtbaar wordt bij een veelheid aan be-
sluiten.167 Ook dat aspect van vervaging tussen individuele beslissing en algemene 
beslisregel is niet één-op-één verbonden met geautomatiseerde besluitvorming. 
163 Zie in de jurisprudentie onder meer ABRvS 13 april 2016, ECLI:NL:RVS:2016:890, r.o. 5.3.3, 7 en 9 
(Procedurerichtlijn); ABRvS 18 november 2015, ECLI:NL:RVS:2015:3578 (gaswinning 1), r.o. 18.4, en 
ABRvS 15 november 2017, ECLI:NL:RVS:2017:3156 (gaswinning 2), r.o. 17 en 18. 
164 Zie hierover R. Ortlep & W.S. Zorg, ‘Van marginale rechterlijke toetsing naar toetsing op maat: 
einde van een geconditioneerde respons’, Ars Aequi januari 2018, p. 20-25.
165 Zie voor een vergelijkbaar argument ten aanzien van beleidsregels: A. Klap, ‘Beleidsregels: een 
terecht verguisde rechtsfiguur?’, in: Marseille e.a. 2019, p. 389-390.
166 Conclusie AG Widdershoven 22 december 2017, ECLI:NL:RVS:2017:3557, par. 8.3 en 8.4. In CRvB 
1 juli 2019, ECLI:NL:CRVB:2019:2016 (verdeelmodel 2015 Participatiewet) is deze lijn inmiddels groten-
deels overgenomen (zie r.o. 7.5.1 en 7.5.2). Aardig genoeg had het verdeelmodel dat in deze zaak werd 
beoordeeld, juist kenmerken van een algoritme (zie r.o. 8.5.2).
167 Zie ook Raad van State 2018, p. 13, en De Poorter & Goossens 2019, p. 3306-3307.
De recente jurisprudentie bevat meerdere voorbeelden waarbij de bestuursrechter 
eerst na een voldoende hoeveelheid individuele zaken de daadwerkelijke impact 
van een bepaalde maatregel onder ogen kreeg. Tegelijk hebben deze analoge voor-
beelden wel gemeenschappelijk dat steeds sprake was van algoritmische, althans 
mechanische besluitvorming,168 omdat uitoefening van de bevoegdheid vrijwel 
dwingend werd voorgeschreven in regelgeving en geen ruimte was voor het leve-
ren van maatwerk.169
In verband met de kwaliteit van geautomatiseerde besluitvorming is daarom niet 
alleen toetsbaarheid door de rechter van belang, maar ook de mogelijkheid om 
af te wijken van de uitkomst van geautomatiseerde besluitvorming (menselijke 
tussenkomst). Het analoge bestuursrecht sluit een dergelijke menselijke tussen-
komst zeker niet uit.170 Integendeel, voor beleidsregels geldt de verplichting van 
het bestuursorgaan om overeenkomstig de beleidsregel te handelen, tenzij dat 
wegens bijzondere omstandigheden onevenredig zou zijn. Zelfs omstandigheden 
die bij het opstellen van de beleidsregel zijn verdisconteerd, kunnen tegenwoordig 
in bepaalde gevallen als dergelijke bijzondere omstandigheden worden aange-
merkt.171 Waar deze afwijkingsruimte direct betekenis heeft voor algoritmen die in 
een beleidsregel zijn neergelegd, geldt die ruimte in minstens dezelfde mate voor 
algoritmen die niet in een beleidsregel zijn neergelegd. Het analoge bestuursrecht 
lijkt dus op zich voldoende mechanismen te bevatten om te kunnen afwijken van 
de uitkomst van geautomatiseerde besluitvorming.172
Deze twee voorbeelden en de uitwerkingen hiervan in deze rede zijn zeker niet 
uitputtend bedoeld, maar laten zien dat bepaalde vraagstukken die met geautoma-
tiseerde besluitvorming worden geassocieerd, niet uniek zijn binnen het bestuurs-
recht. Dat betekent niet dat alle vraagstukken van geautomatiseerde besluitvor-
168 Zie voor deze term Van Eck, Bovens & Zouridis 2018, p. 3016.
169 Zie ten aanzien van het alcoholslotprogramma ABRvS 4 maart 2015, ECLI:NL:RVS:2015:622, r.o. 
5.7, en ten aanzien van de invordering van ten onrechte ontvangen kinderopvangtoeslag ABRvS 23 
oktober 2019, ECLI:NL:RVS:2019:3536, r.o. 5.7-5.13.
170 Zie in ruimere zin over de mogelijkheden van maatwerk: S. van Heukelom-Verhage & F. van 
Tienen, Maatwerk met de Awb. Advies over het gebruikmaken van de juridische ruimte van de Algemene wet 
bestuursrecht voor het bieden van maatwerk, Den Haag: Pels Rijcken 2019 (bijlage bij Kamerstukken II 
2019/20, 26043, nr. 644).
171 ABRvS 26 oktober 2016, ECLI:NL:RVS:2016:2840, AB 2016/447, m.nt. H.E. Bröring.
172 De mogelijkheid om af te wijken van regelgeving (contra legem) is beperkter. Zie in dat kader het 
pleidooi voor een soort hardheidsclausule in de Awb: M. Scheltema, ‘Wetgeven in de responsieve 
rechtsstaat, RegelMaat 2018-3, p. 127-128.
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ming een equivalent in het analoge bestuursrecht hebben173 noch dat problemen 
met een equivalent in het analoge bestuursrecht minder belangrijk zouden zijn. 
Wel kan kennis van mechanismen waarmee het analoge bestuursrecht met ver-
gelijkbare gevallen omgaat, bijzonder nuttig zijn voor de rechtsontwikkeling van 
het digitale bestuursrecht. Het is dus van belang om in het oog te houden hoe het 
analoge bestuursrecht met dergelijke vraagstukken omgaat en die oplossingsrich-
ting vervolgens weer te contextualiseren in het digitale bestuursrecht totdat het 
ideale digitale bestuursrecht zo goed mogelijk wordt benaderd.
173 Een voorbeeld betreft de schaalbaarheid (scalability) van geautomatiseerde besluitvorming (zie Wil-
liams 2018, p. 7-9). Zie ook Russell & Norvig 2010, 712, die klassieke statistische methoden associëren 
met small-scale learning en nieuwe vormen van machine learning met large-scale learning en wijzen op de 
verschillende grenzen die aan beide vormen van leren zijn verbonden.
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Op dit punt zou ik mijn rede kunnen afronden, maar ik wil nog een stap verder 
gaan. Het succes van zelflerende algoritmen staat of valt namelijk met de veron-
derstelling van stationariteit: toekomstige data moeten in het verlengde liggen van 
de historische data die zijn gehanteerd voor het trainen en testen van een algorit-
me.174 Wanneer wij deze veronderstelling betrekken op het onderwerp van deze 
rede, dan moeten wij constateren dat het bestuursrecht geen statisch gegeven is, 
maar zich gestaag ontwikkelt. Dit geldt niet alleen voor het digitale bestuursrecht, 
maar juist ook voor het analoge bestuursrecht. 
Mijn stelling is in dit verband dat ook het analoge bestuursrecht zich op onder-
delen ontwikkelt in de richting van een meer algoritmisch bestuursrecht. Deels 
wordt deze ontwikkeling gevoed door de ontwikkelingen in het digitale bestuurs-
recht. De toegenomen aandacht voor onderwerpen als dataverzameling, model-
specificatie en transparantie in het kader van geautomatiseerde besluitvorming 
werpt de vraag op welke eisen in dit verband worden gesteld aan menselijke 
besluitvorming. Welke foutmarges worden aanvaardbaar geacht in de voorberei-
ding van een besluit?175 Welke gegevens, keuzes en aannames moeten proactief 
inzichtelijk worden gemaakt?176 Deels voltrekt deze ontwikkeling in de richting 
van een meer algoritmisch bestuursrecht zich ook onafhankelijk van het digitale 
bestuursrecht. Die laatste stellingname wil ik illustreren aan de hand van recente 
ontwikkelingen binnen het economisch bestuursrecht.177 
4.1 Het bestuursrechtelijke perspectief van de markt
Binnen het economisch bestuursrecht wordt uitgegaan van rationele marktdeelne-
mers die ook van de overheid een zekere mate van rationaliteit (voorspelbaarheid) 
verlangen.178 In het algemeen lijkt de impact van dit economisch bestuursrecht op 
174 Russell & Norvig 2010, p. 708.
175 Vgl. Lehr & Ohm 2017, p. 715-716.
176 Zie Wolswinkel 2019, p. 782. Zie in deze zin ook Conclusie A-G Wattel 22 mei 2018,  
ECLI:NL:CBB:2018:187, punt 6.2.6.
177 Soms ook wel aangeduid als ‘marktrecht’ (zie M.R. Mok & R.A.A. Duk, Schets van het (sociaal-)
economisch recht in Nederland, Zwolle: W.E.J. Tjeenk Willink 1994, p. 30).
178 Zie met verdere verwijzingen HvJ EU 19 december 2018, ECLI:EU:C:2018:1026 (Stanleybet), r.o. 57: 
‘[…] dat alle voorwaarden en modaliteiten van de gunningsprocedure duidelijk, precies en ondubbel-
zinnig worden geformuleerd opdat, enerzijds, alle behoorlijk geïnformeerde en normaal oplettende 
inschrijvers de juiste draagwijdte ervan kunnen begrijpen en ze op dezelfde manier kunnen inter-
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de rest van het bestuursrecht langzaam toe te nemen,179 zodat ook een tendens in 
de richting van algoritmische besluitvorming binnen het economisch bestuurs-
recht relevant kan zijn voor andere domeinen van het bestuursrecht.
Objectiviteit
Meer dan het nationale bestuursrecht benadrukt het economisch getinte Unie-
recht het belang van objectieve criteria in de besluitvorming. Achtergrond hier-
van is dat niet-objectieve criteria kunnen leiden tot (indirecte) discriminatie van 
buitenlandse marktdeelnemers, als gevolg waarvan hun vrijheid wordt beperkt om 
grensoverschrijdende economische activiteiten te verrichten. Zo vereist het Hof 
van Justitie dat een vergunningstelsel moet zijn gebaseerd op objectieve criteria, die 
bovendien niet-discriminerend en voor de betrokken ondernemingen vooraf ken-
baar zijn. Op die wijze wordt een grens gesteld aan de wijze van uitoefening van 
de beoordelingsvrijheid van bestuursorganen en wordt willekeur voorkomen.180 
Deze objectiveringstendens leidt mijns inziens tot een herwaardering van het ju-
ridische algoritme ten opzichte van het technische algoritme. Zoals Snellen reeds 
in 1993 aangaf, bepaalt de formulering van het juridische algoritme (bijvoorbeeld 
de wettelijke weigeringsgrond) hoeveel ruimte resteert voor het technische sys-
teem om de juridische begrippen nader in te vullen.181 Wanneer regels in wet- en 
regelgeving (of beleid) reeds (voldoende) objectief moeten zijn, dan brengt dit niet 
alleen mee dat de resterende ruimte voor uitwerking van die rechtsregel in een 
technisch rule-based algoritme wordt begrensd,182 maar ook dat besluitvorming als 
zodanig een meer algoritmisch karakter krijgt, ongeacht of deze geautomatiseerd 
plaatsvindt.
179 Meest pregnant is in dit verband het arrest Appingedam, waarin het Hof van Justitie overwoog dat 
ook ruimtelijke besluitvorming niet op voorhand buiten het bereik van de economisch geïnspireerde 
Dienstenrichtlijn blijft (HvJ EU 30 januari 2018, ECLI:EU:C:2018:44, r.o. 123-124).
180 Zie reeds HvJ EG 20 februari 2001, ECLI:EU:C:2001:107 (Analir), r.o. 38, en HvJ EU 3 juni 2010, 
ECLI:EU:C:2010:307 (Sporting Exchange), r.o. 50. In de Dienstenrichtlijn is deze eis van objectieve 
criteria inmiddels gecodificeerd, wederom met het specifieke oogmerk om willekeur te voorkomen. 
Zie art. 10 lid 2 onder e (‘objectief’) en d (‘duidelijk en ondubbelzinnig’) in combinatie met lid 1: 
‘ Vergunningstelsels zijn gebaseerd op criteria die beletten dat de bevoegde instanties hun beoorde-
lingsbevoegdheid op willekeurige wijze uitoefenen.’
181 Snellen 1993, p. 74. Zie ook Kroll e.a. 2017, p. 702.
182 Hiermee is nog niet gezegd dat beslisregels in regelgeving en beleid voortaan geen enkele interpre-
tatie meer behoeven. Vgl. ABRvS 4 september 2019, ECLI:NL:RVS:2019:3050, waarin werd overwogen 
dat de omstandigheid dat voor de beoordeling of een verbroken zakelijk samenwerkingsverband tot 
een ‘ernstig gevaar’ kon leiden, geen nadere regels waren vastgesteld, niet maakte dat moest worden 
geoordeeld dat daarom de bepaling onvoldoende duidelijk of objectief was.
Transparantie
In het verlengde van de eis van objectiviteit ligt de eis van transparantie: wanneer 
een op zichzelf objectief criterium niet transparant (kenbaar) is voor rationele 
marktdeelnemers, kunnen zij hun handelen hierop niet afstemmen. Binnen het 
kader van de Unierechtelijke marktvrijheden is daarom een transparantieverplich-
ting ontwikkeld183 die niet alleen beoogt competitie tussen aanvragers mogelijk te 
maken, maar ook een objectieve vergelijking van hun aanvragen. Deze transpa-
rantieverplichting zet in op proactieve bekendmaking van criteria, wegingsfacto-
ren en scoreregels en bevat daarmee concrete aanknopingspunten die ook voor 
het realiseren van transparantie (‘white boxes’)184 bij geautomatiseerde besluitvor-
ming van belang kunnen zijn.185 
Waar bovenstaande transparantie vooral betrekking heeft op transparantie van 
rechtsregels, is met het oog op het eerder gemaakte onderscheid tussen rule-ba-
sed en case-based algoritmen voorts van belang dat het analoge bestuursrecht ook 
in beweging is als het gaat om transparantie van de data (gegevens). Zo heeft 
de Afdeling bestuursrechtspraak het vereiste van een deugdelijke motivering 
gecontextualiseerd bij de verdeling van schaarse subsidies door het belang van 
een ‘vergelijkende motivering’ te benadrukken.186 Tevens heeft zij geoordeeld dat 
ook concurrerende aanvragen bij een dergelijke verdeling kunnen gelden als op 
de zaak betrekking hebbende stukken waarin inzage moet worden geboden.187 
Ook buiten de context van bestuursrechtelijke procedures neemt het belang van 
transparantie van de data echter snel toe. Zo zullen op grond van de voorgestelde 
Wet open overheid188 bepaalde categorieën van overheidsinformatie, waaronder 
beschikkingen, actief (uit eigen beweging) openbaar moeten worden gemaakt.189 
Zelfs wanneer burgers niet erin slagen om openbaarmaking van een algoritme af 
183 HvJ EG 25 april 1996, ECLI:EU:C:1996:161 (Commissie / België), r.o. 54; HvJ EG 7 december 2000, 
ECLI:EU:C:2000:669 (Telaustria), r.o. 62, en HvJ EU 3 juni 2010, ECLI:EU:C:2010:307 (Sporting Ex-
change), r.o. 47. Zie in de nationale jurisprudentie ABRvS 2 november 2016, ECLI:NL:RVS:2016:2927 
(Speelautomatenhal Vlaardingen), r.o. 8.
184 Zie nader Brkan 2019, p. 22.
185 Zie nader Wolswinkel 2019, p. 784.
186 ABRvS 15 juli 2015, ECLI:NL:RVS:2015:2258, AB 2016/453, m.nt. W. den Ouden (Holland Opera), 
r.o. 5.5.
187 ABRvS 15 juli 2015, ECLI:NL:RVS:2015:2258, AB 2016/453, m.nt. W. den Ouden (Holland Opera), 
r.o. 6.1 en 6.2
188 De relatie tussen de Wet open overheid en het economisch bestuursrecht is dat deze wet beoogt het 
belang van openbaarheid van publieke informatie voor de democratische rechtsstaat, de burger, het 
bestuur én economische ontwikkeling beter te dienen (Kamerstukken II 2013/14, 33328, nr. 9, p. 15-18).
189 Zie het voorgestelde artikel 3.3 lid 2 Wet open overheid (Kamerstukken I 2015/16, 33 328, nr. A).
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te dwingen,190 zouden die beschikkingen als input kunnen dienen voor burgers 
om zelf een ‘vaste gedragslijn’ of beslisregel van het bestuur te construeren aan 
de hand van een eigen statistische analyse.191 Transparantie is dan niet meer alleen 
bedoeld om een juiste toepassing van de rechtsregel in een individueel geval te 
verifiëren, maar ook om gelijke behandeling of – in bredere zin – consistentie 
tussen meerdere gevallen te verzekeren.
Evenredigheid
Hoewel soms in de juridische literatuur al wordt gesproken over het consistentie-
beginsel of de eis van beleid,192 is consistentie minder stevig ingebed als algemeen 
beginsel van behoorlijk bestuur.193 Wel lijkt consistentie aan een opmars bezig 
binnen het economisch bestuursrecht als afgeleide van de eis van evenredig-
heid.194 Deze eis van consistentie is specifiek ontwikkeld als aanscherping van de 
eis dat beperkingen geschikt moeten zijn om een dwingende reden van algemeen 
belang na te streven:195 een beperking van een verkeersvrijheid is voortaan slechts 
geschikt indien deze marktbeperking op samenhangende en stelselmatige (cohe-
rente en consistente) wijze wordt nagestreefd.196
190 Zie voor de mogelijkheid hiertoe: Kamerstukken II 2018/19, 26 643, nr. 570, p. 6-7. In de praktijk 
blijken dergelijke verzoeken om toegang tot overheidsalgoritmen weinig succesvol (zie Brauneis & 
Goodman 2018, p. 151-152).
191 Uit Hof Amsterdam 15 januari 2019, ECLI:NL:GHAMS:2019:88, blijkt overigens dat de bestuurs-
rechter vooralsnog terughoudend is om inzage in gegevens te verstrekken enkel om dergelijke 
data-analyses mogelijk te maken. Zie ook Hof Den Haag 28 maart 2018, ECLI:NL:GHDHA:2018:592, 
r.o. 6.2, waarin expliciet wordt overwogen dat het waarderen van onroerende zaken geen exacte weten-
schap is.
192 F.C.M.A. Michiels, A.B. Blomberg & L.A.J. Spaans, Hoofdzaken van het bestuursrecht (negende druk), 
Deventer: Wolters Kluwer 2019, p. 123-125
193 Zie voor een uitzondering CRvB 7 september 2006, ECLI:NL:CRVB:2006:AY8130, JB 2006/311, 
waarin werd overwogen dat de bevoegdheidsuitoefening zich niet verdroeg met de eisen van ‘stelsel-
matigheid en consistentie’ voor bestuurlijke besluitvorming en daarmee zozeer in strijd was dat de 
bestreden besluiten geen stand konden houden wegens strijd met het in artikel 3:4, tweede lid, van de 
Awb vervatte verbod van willekeur. 
194 Zie hierover uitgebreider J. Langer & W. Sauter, ‘The Consistency Requirement in EU Law’, 
 Columbia Journal of European Law 2017 (24), p. 39 e.v.
195 Zie reeds HvJ EG 30 november 1995, ECLI:EU:C:1995:411 (Gebhard), r.o. 37, en HvJ EU 1 juni 2010, 
ECLI:EU:C:2010:300 (Blanco Pérez en Chao Gómez), r.o. 61. Zie inmiddels ook art. 15 lid 3 Diensten-
richtlijn.
196 Zie bijvoorbeeld HvJ EU 1 juni 2010, ECLI:EU:C:2010:300 (Blanco Pérez en Chao Gómez), r.o. 94.
De ontwikkeling van deze eis van consistentie houdt direct verband met een be-
weging in de richting van meer datagedreven besluitvorming.197 Zo vereist het 
Hof van Justitie in het kader van de evenredigheid dat de rechtvaardiging van een 
marktbeperking vergezeld moet gaan van een onderzoek naar de geschiktheid en 
evenredigheid van de genomen maatregel, alsmede van specifieke gegevens ter 
onderbouwing van dit betoog.198 Hieraan voegt het Hof van Justitie toe dat objec-
tief – aan de hand van nauwkeurige statistische gegevens of met andere middelen 
– moet worden onderzocht of het aangedragen bewijs redelijkerwijs kan leiden 
tot het oordeel dat de gekozen middelen geschikt en noodzakelijk zijn.199 In lijn 
hiermee heeft de Afdeling bestuursrechtspraak in Appingedam geoordeeld dat ter 
rechtvaardiging van de geschiktheid van een beperkende maatregel niet kan wor-
den volstaan met een beroep op ‘algemene ervaringsregels’, maar dat een analyse 
met specifieke gegevens moet worden verricht.200 Daarmee is een data-analyse 
dus niet langer alleen een beleidsmatige mogelijkheid om ‘betere’ beslissingen te 
nemen, maar ontwikkelt zij zich in de richting van een noodzakelijke bouwsteen 
om te voldoen aan de juridische eis van evenredigheid.201 Tegelijk laat de Appin-
gedam-uitspraak mooi zien dat een statistische analyse alleen niet genoeg is, aan-
gezien het in de juridische besluitvorming uiteindelijk niet draait om correlatie, 
maar om causaliteit.202 
4.2 Naar een recht op algoritmische besluitvorming?
Deze ontwikkelingen ten aanzien van objectiviteit, transparantie en evenredigheid 
leiden tot een verschuiving van de balans tussen willekeur en wetmatigheid. Het 
begrip ‘willekeur’ heeft in het bestuursrecht soms iets ongrijpbaars, maar in elk 
197 Zie over datagedreven besluitvorming als vorm van evidence-based lawmaking: Ranchordás & Klop 
2018, p. 255. Zie in meer algemene zin over evidence-based lawmaking: J.C.A. de Poorter & R.A.J. van 
Gestel, ‘Putting Evidence-based Lawmaking to the Test: Judicial Review of Legislative Rationality’, 
Theory and Practice of Legislation 2016 (4), p. 155-185.
198 Zie met verwijzing naar eerdere jurisprudentie HvJ EU 3 december 2015, ECLI:EU:C:2015:845  
(The Scotch Whisky Association), r.o. 54, en HvJ EU 19 oktober 2016, ECLI:EU:C:2016:776 (Deutsche 
Parkinson Vereinigung), r.o. 35.
199 HvJ EU 19 oktober 2016, ECLI:EU:C:2016:776 (Deutsche Parkinson Vereinigung), r.o. 36.
200 ABRvS 20 juni 2018, ECLI:NL:RVS:2018:206 (tussenuitspraak Appingedam), r.o. 13.2.
201 Zie in deze richting ook Cobbe 2019, p. 647.
202 ABRvS 24 juli 2019, ECLI:NL:RVS:2019:2569, r.o. 9.18. Zie specifiek over de intensiteit van de 
beoordeling van een causaal verband in het kader van een prospectieve analyse: HvJ EU 13 april 2010, 
ECLI:EU:C:2010:181 (Bressol), r.o. 69-74.
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geval doorgaans een negatieve connotatie.203 In het nationale bestuursrecht fun-
geert willekeur voornamelijk als een uiterste ‘buitengrens’. Zo kan de bestuurs-
rechter in het kader van bestuurlijke beslissingsruimte vanouds slechts tot het 
oordeel komen dat het evenredigheidsbeginsel is geschonden indien het ‘verbod 
van willekeur’ is overtreden.204 Onder impuls van het Unierecht lijkt schending 
van willekeur echter eerder in beeld te kunnen komen, aangezien strengere eisen 
aan de besluitvorming worden gesteld om willekeur te voorkomen.
Veelzeggend voor het nationale bestuursrecht is de bekende ‘willekeursluis’205 
die de Hoge Raad in het Landbouwvliegers-arrest formuleerde in het kader van 
de exceptieve toetsing van algemeen verbindende voorschriften aan algemene 
rechtsbeginselen via het verbod van willekeur. De Hoge Raad overweeg “dat 
geen rechtsregel eraan in de weg staat dat de rechter een zodanig, niet door de 
formele wetgever gegeven voorschrift onverbindend en in verband daarmee 
de vaststelling en uitvoering daarvan onrechtmatig kan oordelen op de grond 
dat sprake is van willekeur in dier voege dat het betreffende overheidsorgaan, in 
aanmerking genomen de belangen die aan dit orgaan ten tijde van de totstand-
brenging van het voormelde uitvoeringsbesluit bekend waren of behoorden te 
zijn, in redelijkheid niet tot het betreffende voorschrift is kunnen komen [curs. 
CJW].”206
Tegelijk brengt geautomatiseerde besluitvorming ook een ander perspectief op 
willekeur mee. Het succes van een aantal zelflerende algoritmen in de context van 
geautomatiseerde besluitvorming wordt namelijk juist verklaard door het benut-
ten van willekeur of randomisatie.207 Deze geobjectiveerde of rationele willekeur208 
in het digitale bestuursrecht is van wezenlijk andere aard dan het risico van wil-
203 R. Wright, ‘Arbitrariness: Why the Most Important Idea in Administrative Law Can’t Be Defined, 
and What This Means for the Law in General’, University of Richmond Law Review 2010 (44), p. 839-
866.
204 Zie nader over de complexe relatie tussen het verbod van willekeur, het evenredigheidsbeginsel 
en de plicht tot belangenafweging: Schlössels & Zijlstra 2016, p. 374-375, en Huisman & Jak 2019, p. 
217, die opmerken dat schending van de plicht tot belangenafweging de meest vergaande daad van 
willekeur oplevert.
205 Zie voor deze terminologie Conclusie AG Widdershoven 21 december 2017,  
ECLI:NL:RVS:2017:3557, par. 5.1.
206 HR 16 mei 1986, ECLI:NL:HR:1986:AC9354 (Landbouwvliegers).
207 Kroll e.a. 2017, p. 653-655; Chollet 2018, p. 48-52.
208 Zie voor deze terminologie ook H.E. Bröring, Rationele “willekeur”. Enkele opmerkingen over 
discretionaire boetebevoegdheden (oratie RUG), Groningen 2005 (https://www.rug.nl/research/portal/
files/2909595/OratieBrring.pdf).
lekeur bij de uitoefening van discretionaire bevoegdheden en vraagt dus om een 
eigen (positieve) waardering van willekeur.
Hoewel we idealiter wellicht alle beschikbare data op vele wijzen zouden willen 
doorrekenen, is dat niet altijd mogelijk bij grote dataverzamelingen en beperkt 
beschikbare rekenkracht. Daarom wordt vaak niet de volledige dataverzameling 
(batch) doorgerekend, maar wordt vanuit een willekeurig gekozen (stochastic) 
punt een zoektocht naar de optimale hypothese ingezet.209 Gerationaliseerde 
willekeur zien we overigens niet alleen terug in complexe, zelflerende algorit-
men, zoals het random forest-algoritme,210 maar ook in meer eenvoudige algorit-
men, zoals een (geautomatiseerde) loting.211
Waar minder ruimte bestaat voor willekeur in juridische zin, neemt het gewicht 
van wetmatigheid toe. Vanouds wordt wetmatigheid van bestuur geassocieerd 
met het legaliteitsvereiste: de vereisten van een wettelijke bevoegdheidsgrondslag 
en wettelijke begrenzing.212 Zowel het digitale bestuursrecht als het economische 
bestuursrecht brengen nu echter een andere interpretatie van wetmatigheid van 
bestuur sterker naar voren: de verplichting dat overheidsoptreden plaatsvindt 
langs algemene wetmatigheden en rationele standaarden.213 Juist een algoritme, 
een gespecificeerde reeks van instructies, kan bijdragen aan dergelijk wetmatig 
overheidsoptreden214 door de beslissingsruimte van het bestuur nader te begren-
209 Deze optimaliseringsstrategie staat bekend als stochastic gradient descent versus batch gradient des-
cent. Zie nader hierover Russell & Norvig 2010, p. 719-720, en Chollet 2018, p. 46 e.v.
210 Het random forest-algoritme is een moderne variant op de klassieke beslisboom (zie nader hierover 
Russell & Norvig 2010, p. 697 e.v.).
211 Zo illustreren Kroll e.a. 2017, p. 674-677, hun aanbevelingen ten aanzien van accountable algorithms 
aan de hand van een eenvoudige loting die door de computer wordt uitgevoerd ten behoeve van de 
toekenning van vijfduizend immigratievisa: de Diversity Visa Lottery.
212 Zie paragraaf 3.1.
213 Zie met name Schlössels & Zijlstra 2016, p. 21, die wetmatigheid van bestuur niet opvatten als het 
legaliteitsvereiste, maar tegenover willekeur plaatsen: ‘Van willekeur is sprake wanneer een over-
heidshandeling kenbare, rationele standaarden ontbeert.’ Van Ommeren beschouwt consistentie of 
stelselmatigheid van bestuur zelfs als wezenlijk onderdeel van de rechtsstaat (F.J. van Ommeren, ‘De 
rechtsstaat’, in F.J. van Ommeren & S.E. Zijlstra (red.), De rechtsstaat als toetsingskader, Den Haag: 
Boom Juridische uitgevers 2003, p. 18).
214 Zie voor wat tegenwicht E.M.H. Hirsch Ballin, ‘De invloed van automatisering op het juridisch 
werk’, in: Hirsch Ballin & Kamphuis 1985, p. 31: ‘Juridisch redeneren is een hermeneutisch proces, 
met de daaraan eigen heen- en weergaande beweging tussen dat dat wordt uitgelegd enerzijds en de 
uitleg anderzijds. Dit geeft aan juridische rationaliteit iets dat zich onttrekt aan fixatie in algoritmen, 
namelijk een marge van onvoorspelbaarheid die geen willekeur is.’
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zen,215 ongeacht of dit algoritme wordt geïmplementeerd met behulp van een com-
putersysteem.
Als het bestuursrecht uiteindelijk neerkomt op minder willekeur en meer wetma-
tigheid, wat is dan de stip aan het einde van de horizon? Niet een verbod op algo-
ritmische besluitvorming, maar juist een recht op algoritmische besluitvorming. 
Waar de aandacht in het huidige debat met name is gericht op waarborgen die 
moeten worden geboden tegen geautomatiseerde besluitvorming, werpt het spie-
gelbeeldige perspectief van een recht op algoritmische besluitvorming juist een 
andere vraag op: verdient in bepaalde gevallen geautomatiseerde besluitvorming 
niet alleen de voorkeur boven menselijke besluitvorming, maar bestaat zelfs een 
verplichting tot toepassing van (deels) geautomatiseerde besluitvorming, bijvoor-
beeld als afgeleide van de eis van evenredigheid? Anders gezegd: niet een human 
in the loop, maar een computer in the loop. Dat zou niet geheel ondenkbaar zijn 
wanneer bestuursrecht in de kern algoritmisch is.
215 Vgl. Kroll e.a. 2017, p. 692, en Cobbe 2019, p. 646-647. Zie over de waarde van ‘rationaliteit’ bin-
nen het bestuursrecht ook Van Amerongen & Schuurmans 2019, p. 176.
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5.1 De eigen aard van geautomatiseerde besluitvorming
In 2011 typeerde rechtssocioloog Kees Schuyt de relatie tussen overheid en burger 
in het digitale tijdperk als ‘een vergelijking met vele onbekenden’.216 In deze rede 
heb ik juist beoogd om een aantal constanten te identificeren die in een digitaal 
tijdperk onverkort van belang zijn voor de bestuursrechtelijke rechtsontwikkeling. 
Wie goed heeft opgelet, heeft in elk geval ‘markt’ en ‘data’ als constanten zien 
langskomen, de twee onderscheidende elementen van deze bestuursrechtelijke 
leerstoel. 
We zijn vertrokken vanuit de vraag of geautomatiseerde besluitvorming zo bij-
zonder of uniek is dat ze een eigen lemma binnen de bestuursrechtswetenschap 
verdient. In deze rede heb ik die stellingname in elk geval enigszins willen 
nuanceren: het staat voor mij niet op voorhand vast dat voor geautomatiseerde 
besluitvorming een geheel ander bestuursrechtelijk kader zou moeten gelden 
dan voor menselijke besluitvorming. Het analoge bestuursrecht bevat meerdere 
bouwstenen voor het antwoord op de vraag aan welke eisen geautomatiseerde be-
sluitvorming binnen het openbaar bestuur moet voldoen, maar die lijken onderge-
sneeuwd te raken in de brede - niet uitsluitend bestuursrechtelijke - discussie over 
de vraag aan welke eisen geautomatiseerde besluitvorming moet voldoen. Mijn 
vermoeden is dat wij met contextualisering van het analoge bestuursrecht een 
heel eind kunnen komen, juist nu het analoge bestuursrecht zich beweegt in de 
richting van meer algoritmische besluitvorming. Het hiervoor benodigde iteratie-
ve proces van rechtsontwikkeling heb ik in deze rede getypeerd als een zelflerend 
algoritme. Of wij die rechtsontwikkeling ook als ‘dieplerend’ moeten beschouwen, 
is een andere vraag: het is juist de taak van de bestuursrechtjurist om de black box 
van rechtsontwikkeling te openen en de verborgen verbanden tussen het analoge 
en het digitale bestuursrecht expliciet te maken.
Juist waar het gaat om de beoordeling van de rechtmatigheid van geautomatiseer-
de besluitvorming door de overheid, is naast technische kennis van AI en machine 
learning ook juridische kennis nodig van het domein waarbinnen het openbaar 
216 C.J.M. Schuyt, ‘Overheid en burger in het digitale tijdperk: een vergelijking met vele onbekenden’, 
in: De digitale overheid 2011, p. 117-163.
5.
Conclusies: naar een 
‘dieplerend’ bestuursrecht?
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bestuur opereert.217 Het bestuursrecht voorziet in die kennis en kan daarom in 
aanvulling op andere benaderingen, zoals een law & technology-benadering218 en 
een door de AVG geïnspireerde law & privacy-benadering, behulpzaam zijn bij de 
vraag welke eisen aan geautomatiseerde besluitvorming door de overheid moeten 
worden gesteld.219 Zoals in het recente verleden ontwikkelingen binnen explainable 
AI220 mede zijn gevoed doordat de juridische discipline het belang van uitlegbaar-
heid benadrukte,221 zo zou de bestuursrechtswetenschap ten opzichte van de voort-
schrijdende technologische ontwikkelingen ook meer richtinggevend dan reactief 
kunnen optreden ten aanzien van de vraag welke eisen aan geautomatiseerde 
besluitvorming moeten worden gesteld.222 Juist de bestuursrechtswetenschap heeft 
deze proactieve rol te vervullen, omdat de bestuursrechtspraak altijd ‘achter de 
feiten’ van geautomatiseerde besluitvorming zal aanlopen en pas achteraf een 
oordeel over een bepaalde vorm van geautomatiseerde besluitvorming zal geven.223 
Voor die bezinning door de bestuursrechtswetenschap is wel noodzakelijk dat het 
bestuursrechtelijke discours expliciet in verband wordt gebracht met het discours 
van AI, machine learning en algoritmiek.224
5.2  Onderzoeksagenda: laveren tussen analoog en digitaal 
 bestuursrecht
Wat zijn mijn plannen in dit verband? Binnen mijn leerstoel wil ik allereerst juist 
vanuit de in deze rede geschetste interactie tussen analoog en digitaal bestuurs-
217 Zie in het algemeen over het belang van domeinkennis: R. Roscher e.a., ‘Explainable Machine 
Learning for Scientic Insights and Discoveries’, arXiv:1905.08883v2 [cs.LG] 12 juli 2019, die onder-
scheid maken tussen transparantie, interpreteerbaarheid en uitlegbaarheid en benadrukken dat de 
vereiste uitlegbaarheid van een algoritme voor bijvoorbeeld een wetenschapper die een natuurkundig 
fenomeen wil verklaren, kan verschillen ten opzichte van een jurist die het recht moet toepassen.
218 Zie voor de huidige (brede) scope van law, regulation & technology: R. Brownsword, E. Scotford & K. 
Yeung, ‘Law, Regulation, and Technology: The Field, Frame, and Focal Questions’, in: R. Brownsword, 
E. Scotford & K. Yeung (red.), The Oxford Handbook of Law, Regulation and Technology, Oxford: OUP 
2017, DOI: 10.1093/oxfordhb/9780199680832.013.1.
219 Zie over de toegevoegde waarde van het bestuursrecht in het debat over geautomatiseerde besluit-
vorming ook Williams 2018, p. 3 en 20, en Cobbe 2019, p. 637.
220 Zie uitgebreider hierover: W. Samek e.a. (red.), Explainable AI: Interpreting, Explaining and Visuali-
zing Deep Learning, Cham: Springer 2019.
221 Zie Coglianese & Lehr 2019, p. 50. 
222 Williams 2018, p. 30.
223 Terwijl de rechtspraak zich nog voornamelijk lijkt bezig te houden met rule-based algoritmen, richt 
de literatuur zich inmiddels met name op machine learning en case-based algoritmen.
224 Een aan te bevelen en lezenswaardige introductie in machine learning voor juristen is in dit verband 
Lehr & Ohm 2017.
recht onderzoek doen naar geautomatiseerde besluitvorming. Wat betekenen 
noties van technische transparantie en uitlegbaarheid binnen het bestuursrecht? 
Hoe kunnen we begrippen als overfitting en underfitting een betekenisvolle invul-
ling geven in bestuursrechtelijke discussies, bijvoorbeeld over maatwerk? Wat 
betekent een zorgvuldige voorbereiding of deugdelijke motivering in het kader 
van geautomatiseerde besluitvorming en maakt het daarbij verschil of het algorit-
me een rule-based of case-based karakter heeft?
Voor een zinvolle plaatsbepaling van geautomatiseerde besluitvorming binnen het 
bestuursrecht vind ik het daarnaast van belang om geautomatiseerde besluitvor-
ming te positioneren binnen het volledige spectrum van algoritmische overheids-
besluitvorming, ongeacht of zij geautomatiseerd plaatsvindt. Juist als het gaat om 
meer klassieke vormen van algoritmische besluitvorming, bijvoorbeeld op basis 
van statistische analyse, beschikt het bestuursrecht al over de nodige verworven-
heden die ook van belang kunnen zijn voor de beoordeling van modernere en 
complexere vormen van algoritmische besluitvorming (zoals deep learning). Het 
lijkt mij van belang deze verworvenheden expliciet te leggen naast de eisen die we 
in de toekomst aan geautomatiseerde besluitvorming zouden willen stellen, om-
dat de verschillende vormen van besluitvorming meer in het verlengde van elkaar 
liggen dan in eerste instantie wordt vermoed.225
In dit verband noem ik ook ons huidige onderzoeksproject naar burgervriendelij-
ke datacommunicatie.226 Juist wanneer burgers zelf met data aan de slag kunnen 
gaan, kunnen zij proberen zelf - al dan niet met behulp van zelflerende algorit-
men - de onbekende regel (vaste gedragslijn) te construeren die het patroon van 
de data zo goed mogelijk benadert.227 Welke betekenis kent de bestuursrechter toe 
225 Zie in dit verband ook Coglianese & Lehr 2017, p. 1222-1223: ‘Something about the phrase “black 
box” - a  common description of machine learning techniques - may make machine learning sound 
incompatible with notions of accountable government. But it would be more accurate to view machi-
ne-learning algorithms, or any other statistical procedures, not as complete black boxes, but rather 
as extensions of existing human decision making. After all, human cognition and computerized 
algorithms may process information in certain foundationally similar ways. The latter are black box in 
nature simply because they are, qualitatively speaking, more complex and less intuitively understanda-
ble than conventional techniques, perhaps also much like human decision making.’
226 Zie het NWO-MVI project ‘Citizen-friendly data communication’ (https://www.nwo-mvi.nl/project/
designing-regulatory-framework-citizen-friendly-data-communication-public-actors).
227 Chollet 2018, p. 23, spreekt in dit verband over de democratisering van deep learning, omdat de voor 
deep learning benodigde hardware en algoritmen inmiddels ook (in gebruiksvriendelijke vorm) voor 
een steeds groter publiek beschikbaar zijn.
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aan een dergelijke zelf geconstrueerde gedragslijn, die in feite neerkomt op een 
soort citizen-based algoritme?
Het onderwerp van algoritmische of geautomatiseerde besluitvorming staat voor 
mij echter niet op zichzelf, maar symbool voor een veelheid aan onderwerpen 
op het grensvlak van analoog en digitaal bestuursrecht. De terugkerende vraag is 
hierbij steeds of het digitale bestuursrecht wezenlijk anders is of zou moeten zijn 
dan het analoge bestuursrecht. Dit grensvlak tussen analoog en digitaal is binnen 
mijn leerstoel niet beperkt tot de ‘digitale overheid’, maar strekt zich ook uit tot 
de ‘digitale markt’:228 maakt het voor de regulering door de overheid daadwerkelijk 
verschil of sprake is van een analoge of digitale markt, bijvoorbeeld als het gaat 
om het vrijgeven van de markt voor online kansspelen naast land-based kansspe-
len?229 Ook hier is het van belang te laveren tussen de verworvenheden van het 
analoge bestuursrecht en de uitdagingen van het digitale bestuursrecht.
5.3 Onderwijsmissie
Deze rede laat tot slot ook iets zien over de verwachtingen die wij mogen of moe-
ten hebben van de (bestuursrecht)juristen die wij opleiden aan onze universitei-
ten. 230 Wij hebben behoefte aan juristen die ‘algoritmisch’ kunnen denken, niet 
alleen rule-based maar ook case-based kunnen redeneren en dus tot op zekere hoog-
te kennis hebben van statische methoden en machine learning. Zulke juristen zijn 
in staat om de vermeende kloof tussen juristen en ICT-specialisten231 (tegenwoor-
dig: data scientists) te overbruggen en hoeven zich minder snel te verschuilen ach-
ter de vermeende black box van besluitvorming. Aan dit vermogen tot algoritmisch 
denken is mijns inziens ook inherent dat een jurist oog heeft voor de keuzes en 
beperkingen die eigen zijn aan een algoritmisch (rechts)systeem. Aldus kan de 
jurist van de toekomst bijdragen aan verbetering van de kwaliteit van bestuurlijke 
besluitvorming en aan de consistentie van het bestuursrecht als zodanig.
228 Wie een eerste indruk zou willen krijgen van de reikwijdte van ‘digitale markt’, kan de Digital Single 
Market strategie raadplegen die de vorige Europese Commissie (Commissie-Juncker) eind 2015 be-
kendmaakte (Strategie voor een digitale eengemaakte markt voor Europa, COM (2015) 192 final). Zo wor-
den ook de verdeling van het radiospectrum en open overheidsdata tot deze digitale markt gerekend.
229 Wet van 20 februari 2019 tot wijziging van de Wet op de kansspelen, de Wet op de kansspelbelas-
ting en enkele andere wetten in verband met het organiseren van kansspelen op afstand, Stb. 2019, 127.
230 Inspiratie voor het formuleren van een onderwijsmissie naast een onderzoeksagenda heb ik ont-
leend aan Anne Meuwese, Gedragsgericht publiekrecht, Tilburg 2014, p. 23.
231 Zie over deze (vermeende) kloof: Raad van State 2018, p. 7.
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Graag maak ik aan het slot van deze rede gebruik van de gelegenheid om aller-
eerst het College van Bestuur van Tilburg University en het Faculteitsbestuur van 
Tilburg Law School te bedanken voor de instelling van de leerstoel ‘Bestuursrecht, 
Markt en Data’ en voor mijn benoeming op deze leerstoel. In dit verband wil ik 
een speciaal woord van dank uitspreken richting de benoemingsadviescommissie 
en in het bijzonder richting haar voorzitter, Philip Eijlander, die zich ruimhartig 
heeft ingespannen om deze benoeming mogelijk te maken. Die houding heb ik 
enorm gewaardeerd.
Anne Meuwese, jij was degene die mij in het voorjaar van 2015 benaderde met het 
verzoek om naar Tilburg te komen. Vanuit Amsterdam heb ik de sprong gewaagd 
naar ‘onder de rivieren’ en zeker dankzij jou ben ik in een warm bad terechtgeko-
men. Vanaf het eerste moment heb jij oog gehad voor mijn persoonlijke ontwik-
keling en intussen hebben wij al mooie successen samen kunnen vieren.
Het doet mij goed vele oud-collega’s te zien die mij hebben gevormd. Sjoerd Zijl-
stra, zonder jou was ik waarschijnlijk niet in het bestuursrecht terechtgekomen. 
Jij hebt mij laten zien dat regelontwerp minstens zo leuk is als regeltoepassing. 
Uiteraard noem ik ook jou, Frank van Ommeren, mijn promotor maar inmiddels 
in menig opzicht ook mijn mentor. We hebben samen al veel beleefd en ik ver-
heug mij op verdere samenwerking ‘onder professoren’.
Collega’s binnen Tilburg Law School, het departement Public Law and Governance 
en de sectie Constitutional and Administrative Law, hier in Tilburg gebeuren mooie 
dingen in onderwijs en onderzoek, zeker ook op bestuursrechtelijk terrein. Gijs, 
Annemarie en Lisanne, we vormen een wonderlijke combinatie van disciplines 
binnen het NWO-MVI project over burgervriendelijke datacommunicatie, maar 
daarin schuilt wellicht de toekomst van (juridisch) wetenschappelijk onderzoek. 
Ik noem hier ook graag de samenwerking met Jurgen Goossens en Jurgen de 
 Poorter, mede in het licht van dat andere mooie NWO-MVI project dat hier on-
langs is binnengehaald.232 Hiermee kan Tilburg als nationale hub voor bestuurs-
recht & data nog verder gestalte krijgen.
Graag bedank ik ook de medewerkers van de Kansspelautoriteit, de sector be-
232 The Role and Responsibilities of Public Actors in Distributed Networks. Transparency, Trust and 
 Legitimacy by Design.
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Dankwoord
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stuursrecht van de rechtbank Rotterdam en de afdeling Juridische Zaken van 
NWO voor de inkijk die zij mij bieden in de praktijk van het bestuursrecht. De 
ideeën die ik in deze rede heb verwoord, zijn - bewust of onbewust - zeker geïnspi-
reerd door die rechtspraktijk.
‘Onderwijs begint op de knie van moeder…’. Papa en mama, dit citaat zegt veel, 
niet alleen over het verleden maar ook over het heden. Misschien ben ik in de loop 
der jaren steeds meer zelflerend geworden, maar de basis daarvoor hebben jullie 
gelegd.
Tot slot, lieve Annelies, ooit schreef ik in het voorwoord van mijn proefschrift 
dat liefde en trouw ondeelbaar waren, dus exclusief voor jou. Inmiddels zijn we 
zeven jaar verder en weten we beter. Ons kwartet Isabel, Faas, Abe en Wietse 
heeft ons leven zo verrijkt dat die beloofde exclusiviteit soms ver te zoeken is. Een 
benoeming als hoogleraar is dan ook niet altijd even behulpzaam. Maar goed, als 
de afgelopen zeven jaren ons iets hebben geleerd, dan is het hopelijk dat liefde en 
trouw weliswaar ondeelbaar zijn, maar niet schaars.
Ik heb gezegd.

