Just-in-time scheduling problem is the problem of finding an optimal schedule such that each job finishes exactly at its due date. We study the problem under a realistic assumption called periodic time slots. In this paper, we prove that this problem cannot be approximated, assuming P NP. Next, we present a heuristic algorithm, assuming that the number of machines is one. The key idea is a reduction of the problem to a network flow problem. The heuristic algorithm is fast because its main part consists of computation of the minimum cost flow that dominates the total time. Our algorithm is O(n 3 ) in the worst case, where n is the number of jobs. Next, we show some simulation results. Finally, we show cases in which our algorithm returns an optimal schedule and is a factor 1.5 approximation algorithm, respectively, and also give an approximation ratio depending on the upper bound of set-up times.
Introduction
For many years, research on scheduling has focused on single performance measures, referred to as regular measures that are nondecreasing in job completion times. Most of the literature deals with such regular measures as mean flowtime, mean latency, percentage of tardy jobs, and mean tardiness (see [1] for the definition of terms). With the growing interest in Just-In-Time (JIT) production, the demand for research into problems with irregular performance measures has considerably increased (see [2] ). In JIT production, an ideal schedule is one in which all jobs finish exactly on their assigned due dates. There are only a few good studies that deal with such ideal schedule; see Cormen et al. [3] for such a classical and famous scheduling problem, sometimes called activity-selection problem.
Recently, a quadratic time algorithm which solves generalization of activity-selection problem was presented in [4] . A polynomial time algorithm which solves a more general class than above was presented in [5] .Čepek and Sung [4] suggests that the main contribution of Hiraishi et al. [5] lies in the results for the identical parallel machines with due dates. It was shown in [5] , that the problem of activity selection is solvable in polynomial time even if a nonnegative weight is assigned to each job, a nonnegative set-up time is assigned to each ordered pair of jobs, and the objective is to maximize the weighted number of just-in-time jobs, where a job is called just-in-time if it is completed exactly on its due date. Considering real-life situations, jobs which are not processed in some period will be scheduled on the next chance, e.g. tomorrow, next week, next month, etc. We can formalize such situations as periodic time slots. The reason that all scheduled jobs must be just-in-time in our problem simply comes from the fact that inventory costs must be reduced in production. In manufacturing, if the time instance of manufacturing a product is earlier than the scheduled shipping time, inventory costs increases proportionally. The concept of periodic time slots comes from the real situation of production. For example, we can have an assumption that the shipping time is fixed on a span (daily, weekly, monthly, etc.) basis. Our problem was first studied by Hiraishi [6] in the environment of identical parallel machine. There are many practical problems motivating our study, e.g. automotive manufacturing, observation from satellites etc.
In this paper, we study the problem of Just-In-Time scheduling with periodic time slots. A processing time and periodically repeating due dates are assigned to each job, where the period is same for all jobs. A set-up time is assigned to each ordered pair of jobs. The objective is to minimize the maximum number of periodic time slots required for each machine that are sufficient for scheduling all given jobs, in which each job is completed exactly at one of its due dates. We first formulate our problem as an optimization problem. Next, we prove the inapproximability result for the problem assuming P NP. Next, we present a heuristic algorithm using network flows assuming a single machine. Then, we show some simulation results. Finally, we show cases for which our algorithm returns an optimal schedule and is a factor 1.5 approximation algorithm, respectively, and also give an approximation ratio depending on the upper bound of set-up times.
Notation and Problem Formulation
The scheduling problem considered here has multiple time slots and in each time slot, due dates of a job j are
. . , where L is the length of a time slot. Each job is processed by parallel identical machines, and should be finished exactly at its due date in one of time slots. Then the problem is to find a nonpreemptive schedule that minimizes the maximum number of time slots required for each machine when all jobs are processed.
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We describe a formal definition of the problem. The following notations will be used:
• N is the set of natural numbers.
• M 1 , M 2 , . . . , M m : m parallel identical machines.
• J = {1, 2, . . . , n}: the set of n jobs to be processed.
• p j (> 0): processing times of job j on a machine.
• d j (≥ p j ): due dates of job j.
• s jk (≥ 0): set-up times for each ordered pair of jobs j and k, i.e., the time difference between the completion of j and the start of k must be at least s jk if they are scheduled consecutively on the same machine.
• L (≥ max j∈J {d j }): the length of a time slot.
The assumption of d j ≥ p j is practical because if a job is scheduled just-in-time, it completely fits within a single time slot.
A schedule is a mapping S :
is the machine on which job j is processed and C 
Let r(S ) := max j∈J {r S j }. Then our problem, i.e. Just-InTime Scheduling Problem with Periodic Time Slots (JIT-SP) is stated as follows: Given processing time p j , due dates d j , set-up times s jk , and the length of a time slot L; minimize the value r(S ) called the objective function over the set of all feasible nonpreemptive schedules. Intuitively, the problem is to schedule n jobs so that the maximum number of time slots required for each machine is minimized. When the number of machines is equal to one, i.e., m = 1, the problem is to schedule n jobs so that the number of time slots required for the machine is minimized.
An optimal schedule for an instance of the problem is a feasible schedule that achieves the smallest objective function value, which is called the optimal cost. The optimal cost plus one means the number of time slots in the optimal schedule. If the number of machines is no less than the number of jobs, then there is a feasible schedule in which no machines executes more than one job. Consequently, the problem is trivial. From now on, we assume that m < n. Now, for every ordered pair of jobs j and k, let g jk be a nonnegative integer such that
This inequality means that a machine can start processing job k in g jk time slots after job j is finished on the same machine such that both jobs are finished exactly at their due dates. Given an instance of the problem, such g jk uniquely exists for any ordered pair of jobs j and k. Let g := max j,k∈J, j k {g jk }. Known results are [7] : • JIT-SP becomes NP-hard (in the strong sense) even for the single machine case (i.e. for m = 1).
• If set-up times are not considered (i.e. s jk = 0), JIT-SP is solvable in polynomial time for an arbitrary number of identical parallel machines.
Example 1:
We consider the following instance of the onemachine six-job problem, i.e. m = 1, n = 6: s jk = 1 for every ordered pair of jobs j and k, L = 17, and the following processing times and due dates. 5  7  2  2 10  3  5 16  4  2  3  5  1  5  6 7 13
Using the algorithm in [5] , we can obtain a feasible solution in a greedy way, i.e., we schedule maximum possible number of jobs from the first time slot sequentially. Then, three time slots are required for the machine; see Fig 
Inapproximability Result for JIT-SP
In this section we prove that JIT-SP cannot be approximated, assuming P NP.
Theorem 1:
For any polynomial time computable function α(n), JIT-SP cannot be approximated within a factor of α(n) even for the single machine case (m = 1), unless P=NP.
Proof: Assume, for a contradiction, that there is a factor α(n) polynomial time approximation algorithm, A, for the general JIT-SP. We will show that A can be used for deciding the well-known strongly NP-complete Hamiltonian path problem (see e.g. [8] ) in polynomial time, thus implying P=NP. The reduction is given below.
Hamiltonian path (HP)
Instance: An undirected graph G = (V, E), where V = {v 1 , . . . , v n } for some n ∈ N − {0}. Question: Is there a Hamiltonian path in G, i.e. a permutation of vertices
Now we shall construct an instance of our JIT-SP as follows.
JIT-SP
Instance: J = {1, 2, . . . , n} (we identify jobs with vertices of the input graph), m = 1, L = 1, p j = d j = 1 for all j ∈ J, and
This reduction transforms an input of HP to an input of JIT-SP such that
• if G has a Hamiltonian path, then the number of time slots in an optimal schedule of the input of JIT-SP is n, and • if G does not have a Hamiltonian path, then an optimal schedule of the input of JIT-SP is of number of time slots > α(n) · n.
Observe that, on the above input of JIT-SP, algorithm A must return a solution of number of time slots ≤ α(n) · n, exactly n in fact, in the first case, and a solution of number of time slots > α(n) · n in the second case. Thus, it can be used for deciding whether G contains a Hamiltonian path.
Notice that, to obtain such a strong nonapproximability result, we had to assign set-up time that
, where h is a constant. If we restrict ourselves to inputs of JIT-SP in which the number of machines, m = 1 and satisfies s jk ≤ h · L ( j, k ∈ J, j k, h ∈ N \ {0}), the problem remains NP-hard (in the strong sense), but is no longer hard to approximate. We describe our solution to that in Sect. 6.
A Heuristic Algorithm
In this section, we present a heuristic algorithm for onemachine JIT-SP using network flows. This algorithm also gives a lower bound on the number of time slots for general JIT-SP.
From this section, the following well-used notations are used. Let G = (V, A) be a digraph with vertex set V and arc set A. For each arc e ∈ A, let lcap(e) and ucap(e) be lower and upper bounds for the flow across e and let w(e) be the weight of shipping one unit of flow across e, and for each node v ∈ V let supply(v) be the supply or demand at node v. We talk about a supply if supply(v) > 0 and we talk about a demand if supply(v) < 0. We assume that the supplies and demands balance, i.e., v∈V supply(v) = 0. A flow f is a function on the arcs satisfying the capacity constraints and the mass balance conditions, i.e., lcap(e) ≤ f (e) ≤ ucap(e) for every arc e ∈ A and supply(v) = e;source(e)=v f (e) − e;target(e)=v f (e) for every node v ∈ V.
For every arc e ∈ A, w(e) is the weight of sending one unit of flow across the arc. The total weight of a flow f is therefore given by w( f ) = e∈A f (e) · w(e).
Now, given an instance of general JIT-SP, we construct a simple connected digraph G = (V, A) as follows:
• The set V consists of 2n + 2 nodes, i.e., s, a 1 , a 2 , . . . , a n , b 1 , b 2 , . . . , b n , t, where s is the source and t is the sink; and each pair of vertices a j , b j represents job j and are called transshipment vertices.
• The set A consists of the following n 2 + 2n arcs:
-(s, a j ) with w(s, a j ) = 0 for all j ∈ J; -(a j , b j ) with w(a j , b j ) = −w job for all j ∈ J; -(b j , t) with w(b j , t) = 0 for all j ∈ J; -(b j , a k ) with w(b j , a k ) = g jk for every ordered pair of jobs j and k
• lcap(e) = 0 and ucap(e) = 1 for all e ∈ A.
where w job is any positive integer such that g < w job . This inequality means that the absolute value of the weight of each arc (a j , b j ) which represents a job j is greater than the weight of other arcs.
Example 2:
We consider the following instance of the onemachine four-job problem, i.e., m = 1, n = 4: s jk = 1 for every ordered pair of jobs j and k, L = 8, and the following processing times and due dates.
Given above instance, we can compute g jk by Eq. (1) as follows: g 12 = 0, g 13 = 1, g 14 = 0, g 21 = 1, g 23 = 1, g 24 = 1, g 31 = 1, g 32 = 1, g 34 = 0, g 41 = 2, g 42 = 1, g 43 = 1. Then, we construct G consisting of 10 nodes and 24 arcs, as shown in Fig. 3 .
Next, for above-constructed G, we solve the minimum cost flow problem that can be stated as follows: Now, it is easy to find a feasible flow in G because m < n. For example, the flow defined by
is one of them.
A minimum cost flow maps each arc to a zero or one. Each arc (a j , b j ), which is a pair of transshipment vertices, are always mapped to one. It is because we define the function w on each arc (a j , b j ) by −w job such that g < w job .
We here introduce G in order to represent a flow in G. The vertex set of G is equal to the vertex set of G. The arc set of G consists of arcs such that f (e) = 1 for all e ∈ A. Therefore, when G is depicted in a figure, we omit arcs such that f (e) = 0, and depict arcs such that f (e) = 1 for all e ∈ A. Then, there exist m paths from s to t in G obtained by computing a minimum cost flow for G. Note that, if w(e) for all e ∈ A are positive, there exist no paths outside of m paths from s to t in G . But, there may exist some directed cycles apart from the m paths in G because each w(a j , b j ) is negative. Such example is shown in Fig. 4 . This is the G obtained by computing a minimum cost flow for G shown in Fig. 3 . There is only one path from s to t because of m = 1 and one directed cycle, i.e., a 3 
If G has no directed cycles, G corresponds to a feasible schedule as follows. We can assume that there are exactly m paths from s to t and no arcs apart from the m paths in G . We can describe m paths as m flows. More precisely, the flow that G represents can be decomposed into exactly m flows f 1 , f 2 , . . . , f m such that f = m i=1 f i . The arcs at which f i has value one determine a path from s to t. We can associate each flow f i with a machine and schedule the jobs represented by arcs (a j , b j ) belonging to the same path from s to t on the associated machine. There are m! such mapping from { f 1 , f 2 , . . . , f m } to {M 1 , M 2 , . . . , M m } but we are free to select arbitrarily one of them because the machines are identical. If a path from s to t in G goes through an arc with a positive weight, then the jobs following this arc are processed in the next or later time slots. More precisely, each path π from s to t in G is decomposed into paths Therefore, we can associate G with a feasible schedule if G has no directed cycles.
Example 3:
We consider the same instance as Example 2.
We compute a minimum cost flow for G shown in Fig. 3 . Note that, the flow is underspecified. There generally exist some flows that have the same total weight. Such example is shown in Fig. 5 . The arc from b 2 to a 3 has weight 1. Both arcs from b 1 to a 2 and b 3 to a 4 have weight 0. This is also obtained by computing a minimum cost flow for G shown in Fig. 3 . This G has no directed cycles. Therefore, this corresponds to a feasible schedule. The obtained schedule is shown in Fig. 6 . In this case, the schedule is optimal.
When G has no directed cycles, the total number of time slots in the feasible schedule to which G corresponds is as follows.
e∈A,w(e)>0
( f (e) · w(e)) + m.
Remark 1:
When G has no directed cycles, the feasible schedule to which G corresponds minimizes the total number of time slots. But, we want to find the schedule which minimizes the maximum number of time slots required for each machine. If the number of machines is one, i.e., m = 1, both are equal. Thus, when m = 1 and G has no directed cycles, a schedule which G corresponds to, is optimal. Therefore, the obtained schedule is optimal in the case of Example 3.
Remark 2:
Generally, G may have some directed cycles in addition to some paths from s to t. Therefore, a lower bound on the total number of time slots is Fig. 7 The updation of G at Step 4.
e∈A,w(e)>0 ( f (e) · w(e)) + m. Thus, the following expression gives a lower bound on the number of time slots for general JIT-SP.
We assume m = 1 in what follows. When G has some directed cycles, G does not directly correspond to a feasible schedule by the above-mentioned way. In this paper, we obtain a feasible schedule as follows even if G has some directed cycles.
Heuristic Algorithm (the case of one machine):
Step 1. Construct G.
Step 2. Compute a minimum cost flow for G. (If G has no directed cycles, go to Step 5; otherwise go to Step 3.) Step 3. Find an arc (b j , a k ) on a directed cycle with
where a i is the first node and b l is the last node on the path from s to t in G .
Step 4. For the arc (b
(If G that represents updated flow has no directed cycles, go to Step 5; otherwise go to Step 3.)
Step 5. Obtain a feasible schedule from G .
At
Step 2, G has exactly one path from s to t because of m = 1. If G has no directed cycles, we obtain an optimal schedule. Otherwise, we do not necessarily obtain an optimal schedule. At Step 3, we find an arc which is deleted in G . The number of operations in Step 3 is proportional to the number of arcs in the directed cycles.
Step 4 is to update current flow. The updation of the flow is shown in Fig. 7 . Figure 7 (a) corresponds to original G . If the conditional expression of if statement at Step 4 is true, the G which represents updated flow corresponds to Fig. 7(b) . Otherwise, the G which represents updated flow corresponds to Fig. 7(c) . The role of Step 4 is to reduce the number of directed cycles in G by exactly one. Therefore, the total number of Step 4 operations over the heauristic algorithm is equal to the number of directed cycles in G at Step 2. At Step 2, G has at most (n − 1)/2 directed cycles. When each directed cycle contains exactly two (a j , b j )-type arcs, G has (n − 1)/2 directed cycles. We can assign G obtained at Step 5 to a feasible schedule because G always has no directed cycles. At that time, the number of time slots in the feasible schedule is as follows:
( f (e) · w(e)) + 1.
In fact, the arc reversal transformation (cf. [9] ) is used to remove arcs with negative weights before computing a minimum cost flow at Step 2. Then, the flow value is set to n + 1 because 1 is the original flow value and n is the increase in the flow value by the arc reversal transformation. A minimum cost flow is computed in time O(n 3 ) using the successive shortest path algorithm as presented by [9] . Computation of a minimum cost flow obviously dominates the total computation time for our heuristic algorithm. Therefore, our algorithm returns a feasible schedule in time O(n 3 ).
Remark 3:
We presented a method based on network flow in this section, but it can also be solved based on Traveling Salesman Problem (TSP) and cycle cover. Concretely speaking, we reduce one-machine JIT-SP to TSP by constructing G, and then use a solution of the minimum cost cycle cover problem (i.e., the problem of finding a min cost set of directed cycles that cover all the vertices in a given directed graph). The minimum cost cycle cover problem is a relaxation of TSP, and it is solvable in time O(n 3 ) by a well-known reduction to the assignment problem [10] . If an optimal solution for this problem consists of a single cycle, it must be an optimal TSP tour as well; however, an optimal solution consists of multiple cycles in general. We connect such cycles.
Computational Experiment
We have implemented our algorithm in C++ on a Dell Precision 650 † PC. For our experiment, the number of machines, m = 1 and length of a time slot, L = 20. We generate our problem instances randomly as follows: 
The inequality constraints on due dates and processing times described above come from our problem definition. The inequality constraint on set-up times described above is different from our problem definition. But, here we have L as an upper bound on set-up times in order to simulate our algorithm. Both the algorithms based on the minimum cost flow and pseudorandom generator are implemented using the library functions in LEDA [11] . Now, if G has no directed cycles at Step 2, we directly go to Step 5, i.e., an obtained schedule is always optimal. We checked how many such cases appear by repeating 100 trials. The experimental result is shown in Table 1 . The first row and second row denote the number of jobs n and the rate of obtaining G that has no directed cycles at Step 2, respectively. It turns out from Table 1 that the rate is relatively high when n = 5, but G has some directed cycles in 100% when n = 320. We predictably confirmed the result that the overall rate tends to decrease with increasing number of jobs.
Next, we checked how many directed cycles G has at Step 2 by repeating 100 trials. The experimental result is shown in Table 2 . Each column denotes number of jobs n, maximum number of directed cycles, average number of directed cycles, their variance, and maximum number of directed cycles # in the theoretical sense, i.e., (n − 1)/2 , respectively. The maximum number of directed cycles is considerably less than the theoretical maximum for each job. The average is also low, around 3-6 cycles throughout the whole experiment. Therefore, G actually does not tend to have much directed cycles at Step 2. Additionally, both the maximum and average do not increase so much with increasing number of jobs.
Next, we checked approximation ratio on the number of time slots by repeating 10, 000 trials. The approximation ratio is the ratio between the number of time slots computed by our algorithm (see Eq. (2)), and the minimum number of time slots obtained in an optimal schedule by checking all feasible schedules. The experimental result is shown in Table 3. Each column denotes number of jobs n, maximum, average, and variance, respectively of the approximation ratios. The maximum is at most 1.5, but the average is very low, i.e., almost one, throughout the whole experiment. The variance is nearly equal to zero. These results mean that our algorithm has pretty good performance on the average for approximation ratio. Finally, we checked the CPU time used by our algorithm by repeating 100 trials. The experimental result is shown in Fig. 8 . In the Fig. 8 , a point represents the average of CPU time for each n = 100, 200, . . . , 2000. The solid line represents the time of computing a minimum cost flow. The broken line represents the time of including updations of the flow over and above computation of the minimum cost flow. Our algorithm has a great advantage in terms of CPU time because the number of updations of the flow is very low and computation of the minimum cost flow dominates the total time of our algorithm. The experiments whose results were discussed above show that it is much faster in practice.
Approximation Ratio
In this section, we show some results on approximation ratio under a constraint.
Lemma 1:
If number of jobs is two, i.e., n = 2, our heuristic algorithm returns an optimal schedule.
Proof: If n = 2, Step 2 can compute one or the other of two different minimum cost flows. G s which represents such flows are shown in Figs. 9(a) and (b) . Both have no directed cycles. Therefore, the obtained schedule is optimal.
Next, we introduce the following variables for G constructed at Step 1.
Corollary 2:
Our algorithm is a factor 2 approximation algorithm under the constraint that set-up time s jk ≤ L for every ordered pair of jobs j and k.
Alternatively, Corollary 2 suggests that if g jk ∈ {0, 1, 2} for every ordered pair of jobs j and k, our algorithm is a factor 2 approximation algorithm. On the other hand, Theorem 2 means that if g jk ∈ {1, 2} for every ordered pair of jobs j and k, our algorithm is a factor 1.5 approximation algorithm. The assumption of h = 1 (i.e. 0 ≤ s jk ≤ L) is considered reasonable and proper when we try to design an approximation algorithm. Such problem formulation is considered in [7] .
Conclusion
We have presented a heuristic algorithm for one-machine JIT-SP. Our algorithm is fast and has good performance on approximation ratio experimentally. We have also shown some results on approximation ratio under a constraint. Extending our algorithm to the case of m-machines is a future problem.
