We prove the almost sure representation, a law of the iterated logarithm and an invariance principle for the statistic Fn(Un) for a class of strongly mixing sequencers of random variables {Xi, >_ 1}. Stationarity is not assumed. Here F n is the perturbed empirical distribution function and U n is a U-statistic based on X 1,..., X n.
Introduction
Let {Xi, i 1} be a sequence of nonstationary random variables with c. [16] and [12] , where k is a probability density function and {an} is a sequence of positive real constants tending to the limit zero. The study of the asymptotic properties of F n was first elucidated by [11] . For related investigations in this direction we refer to [18, 19, 20] and [22] .
Let g(xl,...,xm) symmetric in its arguments, be a measurable kernel (of degree m), and let U n be the corresponding U-statistics given by U n g(Xil,..., (1.1) C.t m where Cn, m denotes the set of all (,) combinations of m distinct elements (/1," ira) from (1,..., n) . Now consider the perturbed empirical distribution F n evaluated at Un, which is quite useful; e.g., in the estimation of F() when F is unknown and -fNmg(xl,...,xm) l-[r=xdF(xi). As with many problems in probability and statistics, the study of the asymptotic behavior of Fn(Un) has previously been conducted mainly in the i.i.d, case. Thus, under the i.i.d, set-up, [14] proved the asymptotic normality of Fn(Un) and [10] established the almost sure representation, a law of iterated logarithm and an invariance principle for Fn(Un). In recent years, however, there has been much interest in the cases of dependence in probability and statistics in general and mixing conditions in particular. The latter represent degrees of weak dependence in the sense of asymptotic independence of past and distant future ([6] an..d [5] ). In this connection, recently [17] has proved the asymptotic normality of Fn(Un) for the case where Xi's form an absolutely regular stationary sequence.
In this paper we study the asymptotic behavior of Fn(Un) in the case where the sequence {Xi, >_ 1} is strong mixing, which is more general then the absolutely regular case and is about the weakest mixing condition (see, e.g., [3] and [5] We adopt the following notation and general assumptions. Let {Xn, n >_ 1} be a sequence of random variables on some probability space (f,A,P) satisfying the strong mixing condition. We will use the mixing coefficients Cn(k), defined by an(k sup{ P(A B) P(A)P(B) A r(X i" 1 <_ <_ m), Therefore, (2.6) holds by using (2.10) and replacing x by n in (2.11).
Next, we provide the following lemma as a generalization of a result of [1] . 
Since F n and F n are nondecreasing, it follows from (2.14) that we have for
From (2.12), (2.15) (ii) f_oox2k(x)dx < oo and there exists a 7 > 0 such that k(x)-k(-x),
The almost sure representation theorem given in section 4 highly relies on the following two lemmas.
Lemma 2.4: Suppose {Fi, >_ 1} and k satisfy (a) and a(n) pn, for 0 < p < 1.
Then there exists an e > 0 such that
by O(na(log log n) 1). (2.29) and the second term of (2.28 
Let Fi, j be the distribution function of (Xi, Xi) 1 < j. We have the following law of the iterated logarithm for the nonstationary U-statistics. Such a result generalizes the result of [21] , who proved a similar theorem for the stationary Ustatistic under a strong nixing set-up. Theorem 3.1: Suppose the sequence {Xi, 1} is strongly mixing with a(n) satisfying a(n) pn, 0 < p < 1. Furthermore, assume that for any n > 1, there 2 exists a continuous d.fi F n on with marginals F such that We will apply Lemma 2.8 to prove (3.5) . That is, we have to verify that the sequence {X,i, 1 _< _< n, n >_ 1} satisfies conditions (2.52)-(2.54).
It is clear that conditions (2.53) follows from (2.38), and condition (2.54) follows from the assumption that a(n)-pn, 0 < p < 1. Therefore, we have only to show that {Xi, 1 i n, n 1} satisfies (2.52) . That is, for any n,m such that n m and J {1,..., n} with Card J vn E X;i ma2(1 + o (1)).
( 3.6) Let us consider first the case when Card J-n; the case when Card J < n has a similar proof. Now, it is easy to see that
where
(i, j) 2Cov(ClJ,,1,n(Xi), CU.l,n(Xj)), < j, (3.9) Cl,n(X being defined as in (2.35 
Moreover, if {Fi, >_ 1} and k satisfy (B) and a n o(n 4(loglogn)4), then (4.11) 
Since the nt term of (5.6) converges to F()(1-F()), we will estimate the second term of (5.6)+by,applying 
P max i((u)-Fi() > xr*n ---+211-(I)(x)], as n--+oo.
l<_i<_n
