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Tato práce se zabývá analýzou studií využívajících promítané uživatelské rozhraní, návrhem
aplikace, která využívá toto rozhraní. Cílem práce bylo vytvořit fungující rozhraní, které by
umožňovalo simulaci deskové hry
”
Člověče nezlob se!“ s využitím ovládání pomocí gest ruky.
Výsledkem práce je fungující univerzální rozhraní, které umožňuje vzájemnou kalibraci
kamery a projektoru za využití kalibračního tělesa. Dále toto rozhraní poskytuje detektor,
který je využit pro detekci ruky v obraze kamery.
Abstract
This thesis deals with analysis of studies using the projected user interface and application
designed to use this interface. The aim was to create a working interface that ould allow the
simulation of the board game
”
Ludo!“ controled by hand gestures. The result is a working
universal interface that enables mutual calibration of the camera and projector using the
calibration body. It also provides the interface detector which is used to detect hand in
picture of camera.
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S rozvojem technologie, která umožnila zmenšení projekčních zařízení, se objevil nový
přístup ve využití kombinace projektoru a kamery. Ten umožňuje vývoj rozhraní, která
jsou na první pohled podobná dotykové obrazovce. Toto rozhraní je ovšem realizováno
pouhým promítnutím obrazu na rovnou plochu a jeho snímáním prostřednictvím webové
kamery. Vezmeme-li v úvahu skutečnost, že webová kamera a data projektor jsou v současné
době běžně dostupná zařízení, lze tento princip používat i pro tak nevědecké užití, jako je
desková hra.
Rozhraní využívající projektor jsou zaváděna ve snaze zbavit se závislosti na zobrazo-
vacích zařízeních (monitory a obrazovky) a nutnosti používat další periferie (klávesnice,
konzoly a jiná podobná externí zařízení). Tato rozhraní se naopak snaží, aby se k ovládání
libolného zařízení dalo využívat prostředků a předmětů reálného světa (ruka, tužka, uka-
zovátko. . . ).
V posledním desetiletí se objevily převážně studentské práce, zabývající se využitím
systému kamera-projektor pro ovládání nejrůznějších aplikací. Jejich výsledky jsou velmi
často demonstrovány na hrách, neboť tím jsou snadněji pochopitelné pro širší veřejnost.
Několik příkladů je uvedeno v kapitole 2. Moje práce využívá tohoto uživatelského rozhraní
pro realizaci deskové hry
”
Člověče nezlob se!“. Tuto hru jsem si vybral, protože je to u nás
velmi rozšířená hra a její pravidla jsou jednoduchá a známá každému.
Prvním předpokladem pro správnou funkci systému je provedení vzájemné kalibrace ka-
mery a projektoru. Principy a postupy kalibrace jsou popsány v kapitole 3. Návrh výsledné
aplikace je pak nastíněn v kapitole 4. V následující kapitole (5) je popsána implementace
aplikace a problémy, se kterými se bylo potřeba během vývoje vypořádat. Výsledek mé
práce a metody ověřování jsou popsány v kapitole 6.
Cílem práce bylo vypracovat simulaci deskové hry ovládané pomocí gest rukou na pro-




Téma práce zahrnuje problematiku několika souvisejících oblastí. V této kapitole je přiblížen
pojem promítané uživatelské rozhraní a problematika rozhraní využívajících projektor. Dále
kapitola obsahuje výčet několika prací, které mají jistou podobnost s tématem této práce.
Rozhraní využívající projektor
S rozvojem technologie, která umožnila zmenšení projekčních zařízení, se objevil nový
přístup ve struktuře uživatelských rozhraní. Rozhraní využívající projektor jsou zaváděna
hlavně ve snaze zbavit se závislosti na dalších zařízeních, jako jsou třeba monitory a obra-
zovky, ale také zbavit se nutnosti mít připojené další periferie, jako jsou například kláves-
nice, konzoly a jiná podobná externí zařízení. Tato rozhraní se naopak snaží umožnit, aby
se k ovládání libolného zařízení dalo využívat prostředků a předmětů reálného světa (ruka,
tužka, ukazovátko. . . ).
2.1 Pojem promítané uživatelské rozhraní
Pro pochopení pojmu promítané uživatelské rozhraní je třeba nejdříve vysvětlit si pojem
uživatelské rozhraní a podívat se na jeho možné varianty a použití.
Uživatelské rozhraní – UI (User interface) je souhrn způsobů, jakými lidé (uživatelé)
ovlivňují chování strojů, zařízení, počítačových programů či komplexních systémů. [2]
Varianty uživatelského rozhraní:
• Textové uživatelské rozhraní
• Grafické uživatelské rozhraní
• Hlasové uživatelské rozhraní
• Multimodální uživatelské rozhraní
• Hmatové uživatelské rozhraní
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Textové uživatelské rozhraní – CUI (Character User Interface)
Textové/znakové uživatelské rozhraní pracuje pouze v textovém režimu, tzn., že obrazovka
je rozdělena na sloupce a řádky a do každé pozice je možno zobrazit maximálně jeden znak
z předem dané množiny znaků. Pro textové rozhraní je charakteristická pevná hierarchie
menu. Při práci s rozhraním je nejprve zapsán příkaz a dále je zvolen objekt či vkládána
data, pro která se má daná akce provést. Typickým představitelem CUI je příkazový řá-
dek/terminál. Toto rozhraní se nejčastěji používá u mainframových systémů, některých
operačních systémů či systému MS-DOS.[2]
Grafické uživatelské rozhraní – GUI (Graphical User Interface)
Grafické uživatelské rozhraní (dále GUI) využívá grafické prvky (např. ikony, menu, dia-
logová okna, programová okna, nabídky. . . ) a ovládací prvky společně s textem. Uživatel
pomocí ukazovacího zařízení (např. myši) manipuluje s prvky na obrazovce. Ty jsou vy-
jádřeny grafickými objekty. Uživatelsky je GUI mnohem přístupnější, než např. příkazový
řádek, právě proto, že je založeno na vizualizaci a analogii se skutečnými předměty. Není
také nutné znát speciální příkazový jazyk. Díky GUI bylo umožněno pracovat s počítačem
širšímu spektru uživatelů, nejen odborníkům. Hlavními prostředky interakce jsou zde okna
(windows), ikony (icons), menu (menus) a ukazovací zařízení (pointing device). Právě pro
své nízké nároky na uživatele, pro které je interakce s GUI velmi příjemná, je toto rozhraní
jedním z nejpoužívanějších rozhraní v dialogových informačních systémech.[2]
Obrázek 2.1: Ukázka GUI.
Hlasové uživatelské rozhraní – VUI (Voice User Interface)
Hlasové uživatelské rozhraní využívá ke komunikaci s uživatelem přirozenou lidskou řeč.
Objevují se také systémy, které pracují na principu ovládání neřečovými zvuky. Pracuje se s
délkou tónu, výškou tónu, hlasitostí a typem (pískání, syčení, šišlání). Hlavním důvodem pro
využívání zmíněných technik je potřeba zvyšit dostupnost používání počítačů i pro uživatele
s různým typem postižení. Interakce v tomto případě probíhá hlasovým vstupem uživatele,
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na který systém reaguje např. výstupem v audio podobě. Rozhraní tohoto typu jsou již
například součastí mobilních telefonů pro lidi s poruchou sluchu, případně nevidomé.[2]
Multimodální uživatelské rozhraní – MUI (Multimodal User Interface)
Tento termín označuje typ uživatelského rozhraní s více režimy. Uživatel má možnost volby
preferovaného typu rozhraní pro příjemnější řešení dané úlohy. Interakce probíhá na bázi
tradičních vstupů pomocí klávesnice, myši a výstupu na monitor. Zároveň může být využita
forma hlasového rozhraní. Použity mohou být také dotykové obrazovky. Jedná se o kombi-
naci, kdy hardware a software umožňují jednomu či více uživatelům pracovat s libovolným
digitálním obsahem (a to i současně).[2]
Hmatové uživatelské rozhraní – TUI (Tangible user interface)
Je uživatelské rozhraní, ve kterém uživatelé komunikují se zařízením (např. počítačem) skrze
fyzické zařízení. Uživatel pak může prostřednictvím předmětů reálného světa manipulovat
s virtuálním prostředím. Přitom tyto předměty nemusí být specíálně modifikovány, aby
byla tato manipulace možná. Toto rozhraní poskytuje mnohem přirozenější a intuitivnější
způsob ovládání. Díky tomu je jednodušší seznámit s ním i neškolené uživatele. [2, 13]
Obrázek 2.2: Ukázka TUI. [13]
Promítané uživatelské rozhraní – lze tedy definovat jako promítané grafické uživatel-
ské rozhraní s ovládacími prvky blízkými hmatovému uživatelskému rozhraní. V této práci
je ovládacím prvkem konkrétně ruka samotného uživatele.
Následuje přehled ukázek několika prací, zabývajících se problematikou promítaného uži-
vatelského rozhraní s různým způsobem využití.
6
2.2 Promítaná uživatelská rozhraní
Interactive Phone Call[9]
V této práci autoři propojili Smartphone a projektor. Projektor promítá uživatelské roz-
hraní, prostřednictvím kterého je možné spravovat soubory obsažené v telefonu a využívat
aplikace dostupné v telefonu. Autoři vycházejí z toho, že při probíhájícím hovoru je často
potřeba manipulovat s obsahem telefonu a přitom být stále ve spojení. K ovládání promí-
taného uživatelského rozhraní je tedy vhodná druhá uživatelova ruka. Ruka komunikuje
s rozhraním prostřednictvím běžných gest (výběr, zvětšení, zmenšení. . . ). Uživatelské roz-
hraní je promítáno přímo před uživatele, což umožňuje snadné a přehledné ovládání. Navíc
promítané rozhraní má větší rozměry, než display použitého telefonu, což napomáhá lepší
orientaci a přináší jednodušší ovládání. Předmětem práce je i možnost vzdálené spolupráce
a výměny informací. Každý uživatel má vyhrazen svůj privátní prostor, který zobrazuje
obsah telefonu. Dále je k dispozici veřejný prostor, do kterého lze přesouvat veškeré dění
(obrázky, prezentace, kalendář, mapy. . . ).
Obrázek 2.3: Použití Smartphonu společně s projekcí na desku stolu. [9]
Obrázek 2.4: Ukázka rozdělení uživatelského rozhraní na privátní a veřejnou sekci.[9]
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Obrázek 2.5: Ukázka zobrazení uživatelského rozhraní Smartphon vs. projekce.[9]
Multi-user interaction using handheld projectors[1]
Autoři této práce využívají přenosný projektor k manipulaci s virtuálním prostředím uži-
vatele. Toto virtuální prostředí je reprezentováno každým fyzickým objektem (zdi, stoly,
nástěnky. . . ). Každý uživatel má možnost vytyčit si svůj pracovní virtuální prostor. Ve
výřezu oblasti osvícené projektorem se vždy zobrazují objekty, které zde byly uživate-
lem umístěny. Autoři vyvinuli komplexní systém, který umožňuje sdílení veškerého obsahu
mezi jednotlivými uživateli. Tento systém zahrnuje i správu přístupových práv jednotlivých
souborů. Díky tomu je možný překryv pracovních virtuálních prostorů více uživatelů. Na
druhou stranu, jsou-li zobrazovaná data veřejná, je možné pomocí projektoru dalšího uži-
vatele rozšířit zobrazovanou oblast pracovního prostoru. Při spojení více projektorů se pak
promítaný obraz chová jako jedna projekce (například zvětšení filmové projekce). Výběr a
manipulace s objekty se provádí pomocí kurzoru v promítaném obraze spolu s grafickým
menu.
Obrázek 2.6: Ukázka použitého zařízení (projektor + identifikační značky).[1]
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Obrázek 2.7: Ukázka interakce mezi uživateli a manipulace s objekty.[1]
Obrázek 2.8: Spojení více projektorů do jedné společné projekce (rozšíření obrazu).[1]
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Gestural Interface with a Projected Display Game[8]
Pomocí projektoru a kamery je vytvořeno rozhraní deskové hry Labyrinth Wood Maze, které
je promítáno na desku stolu. Interakce s hrou je zajištěna prostřednictvím jednoduchého
rozpoznání gest ruky. Práce je zaměřena na současnou interakci více hráčů v reálném čase.
Autor navrhuje koncept, který by umožnil oprostit se od ovládacích periferií (klávesnice,
konzole. . . ) při realizaci her. Dalším podnětem pro vytvoření práce byla snaha nahradit
displeje a obrazovky obrazem promítaným projektorem. Autor předpokládá, že je jen otáz-
kou času, kdy budou projektory dosahovat tak malých rozměrů, aby mohly být umístěny
například do mobilních telefonů. Zavedení rozhraní, se kterým by se komunikovalo prostřed-
nictvím gest ruky, by dle autora též odbouralo neustálé problémy s nutností učit se ovládat
nové a nové technologie a rozhraní.
Obrázek 2.9: Ukázka ovládání hry pomocí rukou.[8]
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Obrázek 2.10: Přízpůsobení rozhraní vzhledem k pozici uživatele.[8]
Augmented Reality Go game[4]
Autoři této práce se rozhodli zrealizovat známou hru Go s využitím projektoru a kamery.
V této práci využívají reálných kamenů a herní desky, které snímají kamerou (kamera i
projektor jsou umístěny společně nad hrací deskou). Jednotlivé tahy jsou vyhodnocovány
a do oblasti mimo hrací plochu je promítána herní statistika a informace o průběhu a
výsledcích hry. Výběr menu, které je promítáno na desku, je ovládán vkládáním kamenů
do vymezených prostor. Herní deska, na kterou se umisťují kameny, slouží zároveň jako
oblast pro promítání pomocných objektů a herních informací. Hra umožňuje jak hru dvou
hráčů, tak i formu tréninku na modelových situacích různých úrovní obtížnosti a jejich
vyhodnocení. Hra umožňuje pořizování záznamu celé hry s možností opakování tahů.
Obrázek 2.11: Ukázka použitého zařízení (stojan + hrací (projekční) deska.[4]
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Obrázek 2.12: Ukázka hry Go (interakce pomocí kamenů).[4]
Obrázek 2.13: Ukázka využití hracích kamenů pro výběr menu.[4]
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Kapitola 3
Interakce s kamerou a projektorem
Z pojmu promítané uživatelské rozhraní plyne, že v rozhraní bude figurovat projektor a
kamera, která bude snímat celou scénu. Jelikož každé použité zařízení má vlastní soustavu
souřadnic, je nutné obě zařízení vzájemně zkalibrovat tak, aby pohyb v souřadnicích kamery
byl transformován na pohyb v souřadnicích projektoru/okna. Aby byla možná interakce s
aplikací, je nutné řešit kalibrace použitých zařízení a provádět detekci ovládacího prvku
(např. ruka).
3.1 Kalibrace kamery
Dobře provedená kalibrace kamery umožňuje určit pozici pozorovaného objektu v prostoru
vzhledem ke kameře. Kamera provádí mapování mezi trojrozměrným metrickým systémem
(3D) a souřadným systémem obrazu v pixelech (2D)[7]. Příklad mapování je znázorněn na
obrázku 3.1.
Obrázek 3.1: Zobrazení prostorových bodů do obrazu kamery v pixelech.[7]
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Kameru je třeba kalibrovat pokud[13]:
• Nebyla nikdy dříve kalibrována
• Její optická soustava byla změněna
• Výsledky kalibrace nejsou dostačující
Interní parametry
Interní parametry určují vlastnosti optické soustavy použité kamery. Ty ovlivňují výsledný
pořízený snímek. Prostřednictvím těchto parametrů se provádí rekonstrukce paprsků stře-
dového promítání, dále slouží k transformaci z metrických souřadnic do souřadnic v pixelech
a k odstranění geometrického zkreslení obrazu. Interní parametry jsou[6]:
• Ohnisková vzdálenost
• Poloha hlavního snímkového bodu
• Koeficienty radiálního a tangenciálního zkreslení
Externí parametry
Externí parametry určují polohu kamery a natočení kamery v prostoru vzhledem k něja-
kému bodu. Parametry vyjadřují konkrétně Euklidovskou transformaci mezi souřadným sys-
témem kamery a světovým souřadným systémem, vůči kterému je kamera kalibrována.[13]
Popis kalibrace kamery
Kalibraci provádíme za využití nějakého (kalibračního) tělesa, které obvykle nese kalibrační
vzor. Často používaným kalibračním vzorem je šachovnice. Rozměry kalibračního vzoru jsou
předem známy. Kamerou je nutné pořídit snímky s různým natočením vzoru nebo kamery.
To proto, abychom fixovali polohu hlavního snímkového bodu. Po pořízení dostatečného
množství snímků jsou pořízené snímky předzpracovány, tzn., že jsou například označeny
kalibrační body v obraze kamery[13]. Následně jsou vypočteny kalibrační parametry. Do
výpočtu vstupuje množina dvojic 2D a 3D souřadnic kalibračních bodů. Dvojrozměrné
souřadnice jsou vyjádřeny v rámci obrazové roviny v pixelech. Trojrozměrné souřadnice
bodů jsou určeny na základě známé geometrie kalibračního vzoru.
3.2 Kalibrace projektoru
Jelikož výsledná aplikace nepožaduje znalost umístění projektoru vzhledem ke kameře, po-
stačí provést zjednodušenou kalibraci projektoru. Proces kalibrace je zjednodušen pouze
na získání homografie H mezi obrazovými rovinami kamery a projektoru. Homografie H je
matice, která vyjadřuje projektivní transformaci bodů mezi rovinou kamery a rovinou pro-
jektoru. Se znalostí homografie H je možné spočítat souřadnice bodu v obraze projektoru
ze souřadnic stejného bodu v obraze kamery.
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Obrázek 3.2: Znázornění překryvu obrazu kamery a projektoru s promítaným kalibračním
vzorem.
Zjištění homografie
Vstupem pro výpočet výsledné homografie H je množina bodů. Ta obsahuje souřadnice
každého bodu v rámci první i druhé obrazové roviny. Pro výpočet homografie H se používají
různé metody (LSM, RANSAC, Least-Median). Metody zjišťování homografie jsou detailně
popsány v knize Multiple View Geometry in Computer Vision.[3]
Popis kalibrace projektoru
Základním předpokladem pro úspěšnou kalibraci projektoru je zcela rovná plocha, kam
bude obraz promítán. Dále je nutné mít správně zkalibrovanou kameru, která snímá oblast
projekce. Jelikož projektor nedokáže snímat povrch, na který je promítán obraz, provádí se
snímkování za pomoci kamery. Projektor promítá kalibrační vzor známých rozměrů. Tato
scéna je nasnímána kamerou a následně je vypočtena matice homografie H mezi snímkem
kamery a promítaným obrazem kalibračního vzoru. [13]
3.3 Detekce rukou
Pro ovládání aplikace je nutné v obraze kamery detekovat ruku uživatele. Po zjištění, kde
se nachází ruka uživatele v obraze kamery, je pak za využití matice homografie H (viz 3.2)
snadné zjistit pozici uživatele ve scéně promítaného obrazu. V závislosti na pozici uživa-
tele pak může aplikace reagovat vykonáním nějaké akce (typicky výběr grafického objektu).
Jelikož vytvoření detektoru ruky nebylo stěžejním bodem zadání této práce, bylo využito
implementace detektoru,který je dostupný pod licenci, která umožňuje bezplatné používání.
Dále budou přiblíženy principy detektorů, které se nejčastěji vyskytovaly v těchto imple-
mentacích.
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Detekce na základě barvy kůže
Detektory na tomto principu jsou založeny na tom, že známe rozsah barvy kůže v určitých
světelných podmínkách. Na základě této znalosti je pak obraz segmentován na oblasti, které
odpovídají danému rozsahu. Většinou je na základě této znalosti vytvořen binární obraz,
který je tvořen pixely, které v originálním obraze odpovídají danému rozsahu. Tento binární
obraz je pak postoupen dalšímu zpracování.[5]
Nezřídka se objevují i implementace, které nemají zadaný pevný rozsah, ale pro jejich
správnou funkci je potřeba nasnímat obraz ruky. Z tohoto obrazu je pak vypočten odhad
barevného rozsahu v konkrétním případě užití. Užití barevného rozsahu ovšem není záru-
kou stoprocentní účinnosti. Ta je vždy ovlivněna prostředím, ve kterém je detektor nasazen
nebo jinak řečeno mírou rušivých objektů, které odpovídají stejnému rozsahu.
Některé další detektory využívají sekvenci snímků (třeba i v různých světelných podmín-
kách), aby z nich následně vytvořily jakýsi ideální rozsah. Ten je v souvislosti s dalšími
získanými daty stále zpřesňován, aby nakonec naprosto vyhovoval prostředí a světelným
podmínkám, ve kterých je tento detektor použit.
Obrázek 3.3: Nahoře: Příklad snímku pro vytvoření odhadu rozsahu. Dole: Případ chybné
detekce na základě rozsahu.
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Detekce na základě pohybu
Detektory založené na tomto principu předpokládají, že detekovaná ruka nebude ve scéně
statická. Využívají proto rozdílu snímků k detekci pohybu ve scéně. Obvykle se nejdříve
provede několik snímků (desítky až stovky), na jejichž základě se vytvoří pozadí, které je
později odčítáno od aktuálního snímku. Výsledkem rozdílu snímků je binární obraz zachy-
cující objekty, které v čase změnily svoji pozici ve scéně.[5]
Obrázek 3.4: Vlevo: Binární obraz po odstranění pozadí. Vpravo: Původní scéna s vyzna-
čenou detekovanou rukou.
Toto byl jen stručný popis zmíněných metod, které jsou použity v mnou vyzkoušených im-
plementacích detektorů. Více o metodách detekce rukou, případně gest ruky, se lze například
dočíst v diplomové práci[5] Stanislava Mráze.
3.4 Kritické zhodnocení dosavadního stavu
Autoři veškerých prací uvedených výše (viz. 2.2) byli nuceni vyrobit si vhodné detektory
sami, podle konkrétního použití v jejich aplikacích. Ačkoliv problematika detekce rukou v
obraze je velice častým a diskutovaným tématem, neexistuje stále jednotný přístup k jeho
řešení. V důsledku toho doposud není dostupný nástroj, který by řešil detekci rukou jako
takovou. Ideální by bylo, kdyby takový nástroj existoval a výsledná aplikace by jej využívala
stále stejně bez ohledu na to, k čemu by výsledná aplikace měla sloužít.
Kdyby například aplikace měla umožňovat manipulaci a výběr objektů ve scéně na základě
gest, či měla umožnit psát nebo kreslit (v prostoru), byl by v obou případech využit nástroj,
který detekuje v obraze ruku a umožňuje pracovat jak se souřadnicemi ruky samotné,
tak například se souřadnicemi jednotlivých prstů. Dále by také tento nástroj mohl řešit
problematiku detekce v různých světelných podmínkách. Vývojáři by se pak mohli více




Cílem této práce je navrhnout a implementovat funkční aplikaci, se kterou bude uživa-
tel interagovat prostřednictvím ruky. Výsledná aplikace bude mít podobu deskové hry a
k detekci uživatele bude využívat systému kamera-projektor. Aplikace bude dále schopna
provést vzájemnou kalibraci zařízení použitých v tomto systému.
Výsledná aplikace bude sloužit běžnému uživateli, který nebude potřebovat znalosti z
oblasti kalibrace kamery, projektoru či oblasti počítačového vidění a zpracování obrazu v
reálném čase. Aplikace bude využívat běžně dostupnou webovou kameru a projektor, čímž
jsou minimalizovány nároky a náklady na speciální vybavení. Po spuštění bude aplikace v
obraze kamery automaticky vyhledávat kalibrační vzor. Po dokončení kalibrace kamery a
zjištění interních a externích parametrů kamery bude následně spuštěna kalibrace projek-
toru společně s kamerou. Po úspěšné kalibraci projektoru bude ihned spuštěna hra, která
bude čekat na uživatelův vstup. Kalibrace systému kamera-projektor bude provedena podle
principů kalibrace popisovaných v kapitole 2.
Aplikaci bude nutné spouštět s několika parametry, které budou určovat následující:
• Rozlišení primární obrazovky počítače – aby bylo možné mapovat souřadnice projek-
toru, na kterých se zobrazí promítaný obsah
• Počet hráčů – maximálně 4
• Přeskočení kalibrace – pokud již byla kamera kalibrována, existuje soubor s jejími
parametry, stačí jej tedy jen načíst
Navrhnutá aplikace bude využívat modulární struktury, protože problematika kalibrace a
detekce nijak nesouvisí se samotným modelem navrhované hry a je tedy vhodné tyto 2
části implementačně oddělit. Aplikace bude implementována v jazyce C++ podle normy
ISO C99. Jazyk C++ jsem zvolil s ohledem na použité knihovny, podporu objektově orien-
tovaného programování, rychlost zpracování/provádění a zkušeností s jazyky na bázi jazyka
C. Návrh rozdělení aplikace je znázorněn na obrázku 4.1.
Modul rozhraní
Aplikace bude využívat nezávislého modulu, který bude poskytovat nástroje potřebné pro
kalibraci sytému kamera-projektor a dále bude řešit detekci ruky v obraze kamery. K tomu
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Obrázek 4.1: Diagram návrhu aplikace.
bude použit detektor, který je dostupný pod licencí, která umožňuje bezplatné používání.
Bude využívat princip detekce na základě pohybu v obraze (viz 3.3). Pro zpracování obrazu
v reálném čase a kalibraci jednotlivých zařízení bude využito knihovny OpenCV.
• Modul dokáže zkalibrovat kameru
• Modul dokáže zkalibrovat kameru s projektorem
• Modul dokáže detekovat ruku v obraze kamery
Modul hry
Dalším modulem aplikace bude implementace samotné hry. Tento modul bude využívat
prostředky poskytované modulem rozhraní.
• Modul implementuje logický model hry (pravidla, herní logika,. . . )
• Modul implementuje vzhled hry
Pro využití a demonstraci funkčnosti mechanismů popsaných v této práci jsem zvolil reali-
zaci hry
”
Člověče nezlob se!“. Hrací plán pak bude promítán projektorem na stůl, případně
stěnu. Hráči budou moci pomocí gest ruky interagovat s hrací kostkou a figurkami.
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Návrh realizace modelu hry
Model hry by měl bez zásadních úprav odpovídat zažitým pravidlům hry
”
Člověče nezlob
se!“. Ve hře se objeví grafické prvky reprezentujcící komponenty logického modelu hry. Celá
struktura hry bude navržena tak, aby bylo možno využít principů objektově orientovaného
programování. K realizaci grafických prvků hry bude využito knihovny OpenGL. Celý herní
plán bude rozdělen na jednotlivé herní sektory. Každý herní sektor pak bude obsahovat
oblast herních polí, cílových polí a startovních polí. Rozdělení plánu logického modelu je
znázorněno na obrázku 4.2.
Obrázek 4.2: Návrh rozdělení plánu logického modelu hry.
Obrazový výstup projektoru
Aby bylo možné zobrazit na projektoru obraz uživatelského rozhraní hry, je nutné mít ob-
razové výstupy rozdělené. Řešením bylo nastavit v operačním systému použití režimu více
obrazovek s rozšířenou plochou. Plocha projektoru je tedy umístěna napravo od primární
obrazovky počítače. V průběhu kalibrace a samotné hry umístí aplikace na plochu projek-
toru okno s obsahem (kalibrační vzor, hrací plán). Toto okno se nachází v celoobrazovkovém
režimu. Výstupní okno aplikace (plán hry) je umístěno v závislosti na rozlišení primární
obrazovky. Jelikož aplikace počítá s připojením projektoru, který má rozlišení 800 × 600
pixelů, postačí údaj o horizontálním rozlišení primární obrazovky. Tento údaj je prvním
parametrem v pořadí, se kterým se aplikace spouští. Je nutné, aby vertikální nulová souřad-
nice obrazovky projektoru byla na stejné úrovni jako vertikální nulová souřadnice primární
obrazovky.
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Návrh algoritmu pro rozpoznání objektu interakce
Informace o tom, zda se uživateli povedlo vybrat nějaký promítaný objekt, je získána pomocí
jednoduchého systému kolizí. Po nalezení ruky uživatele v obraze kamery a po přepočítání
souřadnic uživatelovy ruky do souřadnic projekční plochy, je zjištěna vzdálenost uživatele
od středu každého, v danou chvíli relevantního, grafického objektu. Každý grafický objekt
má vytyčenu kruhovou oblast, která je obvykle větší, než samotný vykreslovaný objekt. To
proto, aby byla pro uživatele manipulace s jednotlivými objekty snažší. Je-li vzdálenost
mezi souřadnicemi ruky uživatele a objektu menší, než poloměr této oblasti, je nalezena
shoda a provede se příslušná akce přiřazená k tomuto grafickému objektu. Celý proces lze
vidět na obrázku 4.3, kde se jedná konkrétně o hod kostkou. Tento princip bude možné
využít pro libovolný grafický objekt v aplikaci (políčko hracího plánu, kostka. . . ).
Obrázek 4.3: objekt před výběrem (a), výběr objektu uživatelem (b), reakce objektu (c)
Nalezení možného tahu figurky hráče
Po úspěšném výběru hrací kostky uživatelem, bude vygenerována hodnota hodu, která
bude použita pro výpočet cílového pole každé hráčovy figurky v herním poli. Informace o
figurkách aktuálního hráče na tahu budou uloženy v každé instanci hráče. Není tedy nutné
prohledávat celý herní plán a hledat všechny figurky a z nich vybírat figurky hráče, který
je na tahu. Při hledání cílového pole každé figurky, která je schopna regulérního pohybu, se
pracuje s informací o počtu polí, zbývajících do konce sektoru, ve kterém se zrovna figurka
nachází. Pokud bude hod větší, než počet polí, která zbývají do konce sektoru, je nutné
přesunout figuru do dalšího sektoru a pokračovat v průchodu poli, dokud figurka neurazí
vzdálenost určenou hodnotou hodu. Pokud se figurka octne, při procesu hledání, v herním
sektoru, kde začínala, je zřejmé, že se hráč bude snažit dostat figurku do některého z kon-
cových polí. V případě, že se nepodaří nalézt pro danou figurku cílové pole, nebude touto
figurkou možné udělat žádný tah. To uživatel pozná tak, že pole, kde figurka stojí, nebude
zvýrazněno.
Nenalezení tahu může nastat v těchto případech:
• Figura se nachází na posledním poli koncových polí.
• Cílové pole figury se nachází v koncové oblasti, ale je již obsazeno jinou figurou (nelze
vyhodit).
• Výsledný hod je příliš vysoký (tzv. přehozeno), nelze jej využít.
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Návrh vzhledu hry
Herní plán bude rozdělen na 4 sektory. Každý sektor, tedy jeho koncová, startovní a na-
sazovací pole, bude odlišen barvou hráče. Herní plán bude mít podobu klasického kříže
(viz obrázek 4.4) a bude umožňovat hru až 4 hráčů. Jelikož je celá hra z pohledu ptačí
perspektivy, bude pro realizaci jednotlivých grafických prvků použito primitivních geomet-
rických útvarů. V oblasti vedle herního kříže bude zobrazena kostka a po hodu pod ní bude
hodnota hodu vyjádřená počtem puntíků. Figurky, u kterých bude hráč mít možnost tahu,
budou zvýrazněny. Figurky, které má hráč v domečku, nebudou zobrazeny. Podkladem her-
ního plánu bude černá barva. Obyčejná hrací pole plánu budou mít bílou barvu. Ukázka
navrhovaného vzhledu je vidět na obrázku 4.4.




V této kapitole jsem vycházel z návrhu řešení (viz kapitola 4). V průběhu vývoje byla vy-
brána implementace detektoru, který je použit pro detekci ruky, a provedeny nutné úpravy.
Dále byla upravena implementace ukázkového kódu kalibrace kamery dostupná s knihovnou
OpenCV.
Kalibrace kamery
Pro realizaci části aplikace zajišťující kalibraci kamery jsem využil existujícího kódu, který
je dodáván společně s instalací knihovny OpenCV. Modul calib3d, obsažený v knihovně
OpenCV, poskytuje ukázkový kód pro kalibraci kamery. Parametry kalibrace jsou nasta-
vovány podle obsahu konfiguračního souboru ve formátu XML. Tento kód jsem mírně mo-
difikoval tak, aby vyhovoval použití v aplikaci. Výsledkem kalibrace kamery jsou interní
a externí parametry, které jsou použity pro odstranění radiálního a tangenciálního zkres-
lení obrazu kamery. Pro kalibraci kamery je potřeba manipulovat s kalibračním tělesem
nesoucím kalibrační vzor před objektivem kamery. Pro úspěšnou kalibraci je potřeba, aby
aplikace rozeznala kalibrační vzor minimálně v 10 případech (lze nastavit v konfiguračním
souboru).
Kalibrace projektoru
Do oblasti projektoru je promítán obraz kalibrační šachovnice (známých rozměrů). Tento
obraz pokrývá celou plochu projekce, v mém případě se jedná oblast, 800× 600 pixelů. Při
kalibraci projektoru je využito zkalibrované kamery, která pořizuje snímek promítané scény.
V obraze kamery jsou pak nalezeny klíčové (vnitřní) body kalibračního vzoru. Pro vzor
šachovnice je k tomuto účelu využita funkce findChessboardCorners, kterou poskytuje
knihovna OpenCV. Na základě klíčových bodů promítaného vzoru a klíčových bodů nale-
zených v obraze kamery je vypočtena matice homografie H. Nalezení homografie H provádí
funkce findHomography, dostupná opět v knihovně OpenCV. Získaná matice homografie H
umožňuje transformaci souřadnic z kamery na souřadnice v oblasti projektoru/okna.
Detekce ruky v obraze kamery
Vytvoření vlastního detektoru pro účely této aplikace nebylo součástí zadání, protože by
tato implementační část prodloužila čas potřebný na vytvoření této aplikace. Proto mi bylo
vedoucím práce umožněno použít implementaci libovolného detektoru, který je dostupný
pod licencí, která umožňuje bezplatné používání. Vzhledem ke specifickým požadavkům na
23
detektor, mezi které patří detekce v různých světelných podmínkách (způsobeno různoro-
dým světlem projekce), nebylo hledání vhodného detektoru snadné. Po vyzkoušení desítky
implementací jsem nicméně nenašel žádný vhodný detektor. Upravil jsem tedy implemen-
taci detektoru, který poskytoval nejuspokojivější výsledky. Implementace detektoru pochází
z GitHub1. Tento detektor využívá k detekci ruky v obraze metody odčítání pozadí (viz.
3.3). Výstupem detektoru je několik bodů, které vyjadřují vypočtené souřadnice jednotli-




• Projektor (rozlišení 800× 600 pixelů) - promítá grafické prvky hry.
• Webová kamera (ideálně externí) - snímá obraz scény ve viditelném spektru světla.
• Počítač - řídící jednotka celého systému, zpracovává obraz z kamery.
• Stůl, projekční plátno nebo bílá stěna.
• Kalibrační těleso s kalibračním vzorem (šachovnice 10× 7 polí)
Software a knihovny
Knihovna OpenCV (verze 2.4.8)
Knihovna OpenCV (Open Computer Vision) je volně dostupná a otevřená multiplatformní
knihovna pro manipulaci s obrazem. Je zaměřena především na oblast počítačového vidění
a zpracování obrazu v reálném čase. Zdrojový kód knihovny je napsaný v jazyce C a C++.
Knihovna je platformně nezávislá, lze ji používat pod operačními systémy Linux, Windows
i Mac OS X. Důraz je kladen na real-time aplikace, knihovna je také přizpůsobena na
víceprocesorové systémy. Obsahuje množství funkcí pro práci s obrazem, videem a kamerou.
Knihovna OpenCV se skládá z několika částí.
Níže je uvedeno jen několik z nich:[12]
• core – obsahuje datové struktury, maticovou algebru, transformace dat, správu pa-
měti a zachytávání chyb.
• imgproc – obsahuje funkce pro zpracování obrazu, geometrické transformace, práci s
barevnými prostory, atd.
• video – je část knihovny, obsahující funkce pro analýzu pohybu, odčítání pozadí, atd.
• calib3d – obsahuje algoritmy pro kalibraci kamery, funkce pro práci s geometrií,
prvky 3D rekonstrukce, atd.
1hosting pro open-source projekty, využívající verzovací systém Git
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OpenGL
OpenGL (Open Graphics Library) je průmyslový standard specifikující multiplatformní
rozhraní (API) pro tvorbu aplikací počítačové grafiky. Používá se při tvorbě počítačových
her, CAD programů, aplikací virtuální reality či vědeckotechnické vizualizace apod. Stan-
dard OpenGL spravuje konsorcium označované jako ARB (Architecture Review Board),
jehož členy jsou firmy jako např. NVIDIA, SGI, Microsoft, AMD atd.
OpenGL umožňuje vykreslování různých základních primitiv (bodů, úseček, mnohoúhel-
níků, obdélníků, pixelů. . . ) v několika různých režimech. Rozhraní OpenGL je založeno na
architektuře klient-server – program (klient) vydává příkazy, které grafický adaptér (server)
vykonává. [10]
Microsoft Visual Studio 2012
Microsoft Visual Studio je vývojové prostředí (IDE – Integrated Development Environ-
ment) od Microsoftu. Může být použito pro vývoj konzolových aplikací a aplikací s gra-
fickým rozhraním. Prostředí obsahuje vestavěny debugger. Umožňuje jednoduchou správu
projektu. Visual Studio, jako každé jiné IDE, obsahuje editor kódu, který podporuje zvý-
raznění syntaxe a automatické dokončování za použití IntelliSense nejen pro proměnné,




V této kapitole jsou popsány způsoby, kterými byla implementovaná aplikace testována.
Výsledky tohoto testování jsou pak vyhodnoceny a v závislosti na nich, navrženy potřebné
úpravy.
Testování aplikace s uživateli
Forma testování aplikace
Jelikož mnou vytvořená aplikace je určena výhradně k zábavě a hraní, probíhalo testování
formou hraní výsledné hry
”
Člověče nezlob se!“. Tato forma testování umožnila během
jednoho testovacího experimentu otestovat hned několik součástí celé aplikace (detektor,
model hry, kalibraci systému). Nejdůležitější ovšem bylo otestovat použitý detektor, určený
pro detekci ruky v obraze pořízeném webkamerou. Na základě úspěšnosti detekce pak bylo
možné otestovat další aspekty hry, mezi které patří například validita použitého logického
modelu hry.
Příprava testování
Aby bylo možné vyzkoušet ovládání hry za pomoci systému kamera – projektor, bylo po-
třeba nejdříve ověřit, zda je návrh samotné hry a výsledná implementace plně funkční.
Testování proběhlo bez přítomnosti kamery a projektoru pouze na počítači. Funkce detek-
toru byla nahrazena výběrem pomocí kurzoru myši. Během tohoto testování byla upravo-
vána také podoba výsledného uživatelského rozhraní (znázornění hodnoty hodu, zvýraznění
oblasti kolem vybírané figurky). Během tohoto testování byly postupem času odstraněny
všechny nalezené chyby a bylo možné přistoupit k testování za využití celého detekčního
systému.
Testování v domácích podmínkách přineslo problémy typu:
1. kam vhodně umístit projektor
2. kde bude nejlepší místo pro projekci a na co se bude promítat
3. odkud bude kamera snímat celou scénu
4. jak vytvořit optimální světelné podmínky
5. kam umístit záznamové zařízení
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ad1) Vzhledem k rozlišení projektoru (800 × 600 pixelů) bylo nutné projektor umístit ve
vzdálenosti cca 2m od projekční plochy. Bylo potřeba, aby v oblasti projekce nebyly žádné
rušivé elementy a projektor mohl být stabilně umístěn v daném prostoru po celou dobu
využívání.
ad2) Z předchozího vyplynulo, že projekční plochou bude rovná bílá stěna pokoje.
ad3) Snažil jsem se umístit kameru tak, aby v zorném poli kamery byla pouze celá pro-
mítaná plocha. Z tohoto důvodu jsem kameru zavěsil do výšky cca 160cm od země (v
ergonomické výšce očí).
ad4) Jelikož vybraná lokalita byla přes den osvícena slunečním světlem, bylo nutné pokusit
se místnost zatemnit nebo provádět testování po setmění.
ad5) Aby bylo možné pořídít demonstrační záznam fungovaní aplikace, bylo nutné nalézt
vhodné místo, ze kterého by jej bylo možné pořídit. Pro záznam bylo využito digitálního
fotoaparátu umístěného na stativu za projektorem se záběrem (zoom) na promítanou plo-
chu.
Vzhledem k těmto podmínkám nebylo možné pořídit obrazovou dokumentaci celkové insta-
lace, která by byla na úrovni potřebné ke zveřejnění v bakalářské práci.
Přesnost detektoru
Protože detektor je nezbytný pro správné fungování celé aplikace, bylo nutné jej důkladně
otestovat. Testování probíhalo samozřejmě i při samotných implementačních úpravách. V
této fázi ovšem byly kladeny požadavky jen na určité aspekty a vlastnosti detektoru (hledání
kontur, detekování správné oblasti, přesnost výpočtu pozice dlaně. . . ). Nasazení detektoru
při testování ve výsledné hře tak mělo přinést výsledky, které by ověřily fungování detek-
toru jako celku. V průběhu testování (hry) byl zaznamenán každý pokus hráče o interakci
s promítaným grafickým objektem. Dále byl zaznamenán každý úspěšný pokus. Míra přes-
nosti detektoru pak byla určena jako poměr mezi těmito hodnotami. Během jedné hry,
která trvala zhruba 20 minut, bylo zaznamenáno 483 pokusů o interakci s promítaným
grafickým objektem. Z toho 266 pokusů bylo úspěšných (viz. demonstrační videozáznam
hry). Přesnost detektoru je tedy 55.073%. Tento výsledek není sice příliš uspokojivý, ale
pro demonstraci použitých metod a principů je dostačující.
Ovládací gesto ruky
V závislosti na výše zmíněné přesnosti detektoru nebyla ruka v obraze kamery vždy správně
detekována. Původní představa byla, že nejsnazší ovládání bude provedeno ťuknutím na ob-
jekt výběru, podobně jako je tomu u dotykových obrazovek. Vzhledem k tomu, že ovládacím
prvkem je ruka uživatele, která je ve scéně umístěna pokaždé jinak, má různé rozměry a
barvu, nebyla tato představa naplněna. V průběhu testování hry se ukázalo, že tento pohyb
není z těchto důvodů vždy správně detekován. Proto jsem se snažil v průběhu testování vy-
myslet a použít několik dalších variant ovládacích gest, která by umožnila přesnější detekci.
Gesta, která vykazovala na první pohled větší úspěšnost byla užívána častěji. Pro srovnání
přesnosti detekce jednotlivých gest byla vytvořena tabulka (6.1), ve které je uvedena četnost
použitých gest a jejich úspěšnost.
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Uvedené názvy jsou pouze pracovním označením definujícím podobu daného gesta.
Použitá gesta:
1. Klik – ťuknutí prstem podobné jako při používání výběru myší
2. Roztažení – podobné gestu zvětšení obrazu na dotykovém display
3. Otočení – otočení ruky ze hřbetu na dlaň
4. Vezmu a hodím – vytažení virtuálního objektu z promítací plochy a následné hození
5. Uchopení – pouze vytažení virtuálního objektu z promítací plochy
6. Čáry máry fuk – dlouhý kruhový pohyb zápěstí nad vybíraným objektem
7. Kruh – opsání kolem objektu
8. Plácnutí – rázný a dynamický pohyb směrem k promítací ploše
9. Tažení – pohyb jedním směrem na povrchu promítací plochy
10. Přejetí – pohyb nad promítanou plochou
Gesto 1 2 3 4 5 6 7 8 9 10
Počet použití 31 145 8 58 37 54 56 15 2 77
Rozpoznáno 14 67 4 40 20 33 22 10 2 54
Úspěšnost 45% 46% 50% 69% 54% 61% 39% 67% 100% 70%
Tabulka 6.1: Úspěšnost jednotlivých gest.
Z tabulky vyplývá, že nejúspěšnějším použitým gestem je
”
Přejetí“ (10.), jehož úspěšnost
dosáhla hodnoty 70% a bylo použito v 77 případech. Ačkoli užití gesta
”
Tažení“ (9.) dosa-
huje účínnosti 100%, vzhledem k malému počtu užití bylo vyřazeno z dalšího hodnocení.
Gesto
”
Vezmu a hodím“ (7.) bylo primárně použito při hodu kostkou a protože bylo úspěšné
bylo používáno i pro další výběr objektů. V průběhu hry se přirozeně s přibývajícím ča-
sem užívala úspěšnější gesta. Nakonec se ukázalo, že nejlépe jsou snímaná dynamická gesta
ruky. Naopak pomalé pohyby detektor téměř nezaznamenal a ani rychlé kmitavé pohyby
detektor, vzhledem k pomalému snímkování, nezaregistroval. Dále bylo během testování
zjištěno, že detektor mnohem lépe reaguje na menší oblast ruky, než celé paže. Je tedy




Zpočátku testování probíhala detekce za denního světla nebo v odpoledních hodinách,
úspěšnost detekce v těchto světelných podmínkách byla nízká. S ubývajícím vlivem denního
světla vznikla potřeba použít umělé osvětlení, které bylo naprosto nevyhovující. Celé testo-
vání nakonec probíhalo v tmavších světelných podmínkách (světlo v místnosti poskytoval
jen samotný projektor), což se ukázalo jako přívětivější prostředí pro detekci. Ve výsled-
ných světelných podmínkách byl větší kontrast mezi rukou uživatele a promítaným obrazem
projektoru, což přineslo větší úspěšnost detekce.
Přívětivost uživatelského prostředí
Během testování bylo zjištěno, že forma komunikace s hrou prostřednictvím ruky uživatele
je pro hráče velice intuitivní a přívětivá, za předpokladu, že detekce probíhá v reálném
čase při každém pokusu o výběr objektu. Pokud hra tímto způsobem neprobíhá, není hra
pro hráče již tak zajímavá, protože se prodlužuje doba hry. V důsledku toho je hráč nucen
opakovat výběr daného objektu za použití libovolného gesta. Když detekce fungovala, tak
jak měla, hra byla zajímavá a dynamická.
Testování probíhalo se dvěma hráči, kteří stáli po stranách promítané plochy. Vždy hrál
jen hráč, který byl na tahu. Vzhledem k tomu, že promítaná plocha byla svislá (stěna),
byla by hra s více hráči obtížná, ale nepochybně zajímavá. Při prvních testech vyplynula
potřeba hráčů znát informaci o počtu vlastních figur, které se nacházejí na startovních polích
daného hráče. V souvislosti s nepřesností detektoru navrhli hráči, že by se měl v promítaném
obraze zobrazit bod, který odpovídá pozici jejich pokusu o výběr objektu. Uživatel pak má
informaci, že pokus nebyl úspěšný a má se o výběr pokusit znovu. Z provedeného testování,
při kterém byla hra dohrána až do vítězného konce, byl pořízen video záznam. Testování s
hráči přineslo několik postřehů jak o vzhledu tak i průběhu celé hry.
Další připomínky hráčů ke grafické podobě, jako například jména hráčů v promítaném
obraze, či efekty a animace při vyhození figury, jejím přesunu figury či celkové výhře, nebyly
bohužel zapracovány. Důvodem bylo, že jsem to nestihl.
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Obrázek 6.1: Ukazka herního plánu po zapracování připomínek uživatelů.
Obrázek 6.2: Ukazka herního plánu při projekci.
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Shrnutí výsledků testování
• Komunikace s hrou prostřednictvím gest ruky se uživatelům zdála intuitivní a uživa-
telsky přívětivá.
• Přesnost použitého detektoru dosahuje 50.073%
• Použití dlouhého rukávu usnadňuje detekci oblasti ruky.
• Pro provoz aplikace jsou vhodnější tmavší světelné podmínky poskytující větší kon-
trast mezi rukou a promítanou scénou.
• Na základě poznatků a připomínek uživatelů byla upravena vizuální stránka hry.
Parametry testování
Aplikace byla testována na notebooku s operačním systémem Windows 7, 32bit s knihovnou
OpenCV 2.4.8 a OpenGL. Během testování byla použita USB webová kamera Logitech a
projektor Acer K11 s rozlišením 800 × 600 pixelů. Pro záznam demonstarčního videa byl




Cílem této bakalářské práce bylo seznámit se s metodami 2D a 3D geometrie, které jsou
využívány v oblasti počítačového vidění, se zaměřením na kalibraci kamery a projektoru.
Předpokladem k úspěšnému vypracování zadaného úkolu bylo prostudování současných
metod a knihoven používaných k detekci rukou a prstů. Dalším krokem bylo navrhnout
simulaci deskové hry a implementovat funkční aplikaci, se kterou bude uživatel interagovat
prostřednictvím ruky, a otestovat ji.
Výchozí podmínkou pro další práci bylo zkalibrovat použitá zařízení pomocí kalibrač-
ního tělesa. Po jejím splnění bylo možné přistoupit k využití aplikace se systémem kamera-
projektor. Pro názorné použití navrženého rozhraní jsem si vybral hru
”
Člověče nezlob se!“.
Hru jsem nejdříve vytvořil jako desktop aplikaci, kterou jsem otestoval a poté upravil pro
použití s navrženým rozhraním. Pro testování bylo použito promítání na stěnu. Když se mi
podařilo vytvořit všechny části aplikace, přistoupil jsem k testování hry s hráči, kteří nebyli
předem seznámeni s principem fungování rozhraní. Ukázalo se, že vzhledem k rozlišovacím
schopnostem detektoru není možné používat libovolné gesto ruky k výběru požadovaného
objektu. Při statistickém vyhodnocení průběhu celé jedné hry byla určena přesnost detek-
toru ve výši cca 50%. Pro použití při zábavné hře je tato spolehlivost dostačující.
Aby se výsledná aplikace dala využít v praxi a její používání přinášelo uživatelům ra-
dost ze hry, bylo by potřeba zvýšit úspěšnost detekce ruky. Toho by se dalo dosáhnout
úpravou a zdokonalením modulu rozhraní, který poskytuje detektor. Pro pohodlné verti-
kální promítání je nutné navrhnout a vyrobit konstrukci pro upevnění projektoru a kamery
nad vhodnou herní plochu (stůl, podlaha. . . ). Tato projekce by umožňovala snadný přístup
minimálně 4 hráčů k hernímu plánu a tím zatraktivnila danou hru. Dále by mohla aplikace
poskytovat různé varianty herních plánů (umožňujících hru více hráčů). Použitý modul roz-
hraní je navržený tak, aby jej bylo možné využít i pro další deskové hry, například halma,
dáma, šachy, apod. V budoucnu by bylo možné upravit modul rozhraní tak, aby umožňoval
detekci předmětů reálného světa, které by byly použity pro ovládání hry . Pro lepší dojem
z hry by bylo možné navrhnout a doplnit různé efekty a animace, které by udělaly hru
vzhledově atraktivnější pro hráče i diváky. S postupem času a miniaturizace projektorů, by
mohla být uvedená aplikace používána prostřednictvím mobilního telefonu, který bude mít
zabudovaný projektor i kameru.
Pokud by se tento způsob využití rozhraní měl skloubit s aplikací, požadující přesnou
jednoznačnou odezvu systému, bylo by potřeba zajistit větší spolehlivost detektoru využitím
kombinace více metod rozpoznávání.
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• source – adresář, ve kterém jsou obsaženy zdrojové kódy aplikace
– game – adresář, ve kterém jsou obsaženy zdrojové soubory samotné hry
– aplication tools – adresář, ve kterém jsou obsaženy zdrojové kódy rozhraní
– main.cpp – vstupní bod celé aplikace
• bin – adresář obsahující program v binární podobě
• example – adresář, ve kterém se nachází praktické ukázky aplikace
• doc – adresář s projektovou dokumentací
• tex – adresář, se zdrojovými kódy technické zprávy + použité obrázky
• README – soubor, obsahující návod na instalaci a spuštění programu + detailnější
informace o obsahu CD
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