Introduction
Data Envelopment Analysis (DEA) introduced by Charnes et al. [1978] has gained a wide range of applications measuring comparative efficiency. It is a non-parametric method based on linear programming. The productivities of units, specified as the ratio of the weighted sum of outputs and inputs, are compared with each other and efficient units are identified. The units can be analyzed together only if they use the same inputs and produce the same outputs with similar production technologies. In a DEA programme, optimal weights are defined for each unit's all inputs and outputs, i.e. the weights that are the most favorable for the unit.
It is considered an advantage of DEA that no preference information is needed that the weights are allowed total flexibility. However, many value judgment schemes have been proposed for several reasons. The first weights restrictions in DEA were put forward by Thompson et al. [1986] . Weights restrictions are the most straightforward way to incorporate preference information in a DEA analysis. It is often the case that some information on the relative importance or relative prices of the inputs and outputs is available. It would not be reasonable to exclude that from the analysis. The weights do not always have an interpretation as prices.
Outside of weights restrictions, preference information can be incorporated into DEA by target setting (e.g. Golany [1988] and Thanassoulis and Dyson [1992] ), by adding unobserved (artificial) decision-making units (DMU) into the analysis (Thanassoulis et al. [1998] ) or by Value Efficiency Analysis (Halme et al. [1998] ). For reviews on value judgment schemes, see Allen et al. [1997] and Pedraja et al. [1997] .
Value Efficiency Analysis (VEA) is an approach to incorporate value judgments in DEA via the most preferred solution (MPS), which is the input-output vector on the efficient frontier preferred by the decision maker (DM) to all other possible input-output vectors. To insert this information into efficiency analysis, requires a modification of the original model. The modification changes the efficient frontier. In that sense, the Value Efficiency Analysis is analogous to weights restrictions models. In Value Efficiency Analysis, the DM does not explicitly consider the weights. He/she only chooses the MPS among all the efficient (virtual) units. 2 In this paper we propose the use of both kinds of preference information in the analysis: the most preferred input-output vector as well as information on weights of inputs and/or outputs, when it is reasonable. We may apply weights restrictions before or after Value Efficiency Analysis. In this paper we deal with both cases. The use of weights restrictions in the context of Value Efficiency Analysis can be interpreted as an aim to improve the precision of the approximation of Value Efficiency Scores.
To illustrate our approach, we present an example concerning the analysis of municipal dental units in Finland, where there are two kinds of labor inputs: better paid dentists and less paid other staff (in man years). The outputs are divided into two parts: patients under 18 years of age and other patients (that have been taken care of). The treatment of the latter group is more expensive. We demonstrate that we get very useful results by combining these two different ways to incorporate preference information.
The rest of this paper is organized as follows. Section 2 reviews the basic DEA-models and the traditional weights restriction approach. Section 3 provides an introduction to Value Efficiency Analysis and its use together with weights restrictions. Section 4 considers the properties and use of the set of weights optimal for the MPS. Section 5 concludes the paper.
Data Envelopment Analysis with Weights Restrictions

General DEA Model
Assume we have n decision making units (DMU) each consuming m inputs and producing p outputs. Let X ∈ ℜ m×n + and Y ∈ ℜ p×n + be matrices, consisting of nonnegative elements, containing the observed input and output measures for the DMUs. We further assume that there are no duplicated units in the data set. We denote by x j (the j th column of X) the vector of inputs consumed by DMU j , and by x ij the quantity of input i consumed by DMU j . A similar notation is used for outputs. When it is not necessary to emphasize the different roles of inputs and outputs, we denote We consider set T = { u  u = Uλ, λ ∈ Λ}, where Λ = { λ  λ ∈ ℜ n + and Aλ ≤ b}, e i ∈ Λ, i =1,…, n. frontier, which is defined as a subset of points of set T satisfying the efficiency condition defined below: Definition 1. Point u* ∈ T is efficient iff there does not exist another u ∈ T such that u ≥ u*, and u ≠ u*.
Definition 2. Point u* ∈ T is weakly efficient iff there does not exist another u ∈ T such that u > u*.
The purpose of DEA is to diagnose which of the existing units u j = Ue j (u j ∈ T, j = 1, 2, …, n) are efficient and how inefficient the rest of the units are. The original DEAmodels as introduced by Charnes et al. [1978] were constant returns to scale models, later on called CCR-models, i.e. set T was defined by setting Λ = { λ  λ ∈ ℜ n + }. Later Banker, Charnes and Cooper [1984] developed the BCC models with variable returns to scale, i.e. Λ = { λ  λ ∈ ℜ n + and 1 T λ = 1} The CCR and BCC-models are the most common model types in DEA. To unify the presentation we formulate a general model (for short, GEN) which includes CCR-and BCC-models as special cases. We would like to emphasize that subsequent considerations are valid for other standard DEA-models as well. Note that the original primal formulation in Charnes et al. [1978] ) is currently in the DEA-literature (see, e.g. Charnes et al. [1994] ) called the dual and vice versa.
Vector g y consists of general aspiration levels for outputs and g x ≠ 0 are the weighting vectors for outputs and inputs, respectively. By choosing the vectors g and w in an appropriate way, we will get one of the original DEA-models. 4 In DEA-models, g is one of the existing units
depending on the orientation chosen. Thus a DMU (u j ∈ T, j = 1, 2, …, n) is efficient if and only if (iff) the optimal value Z* of model (2.1a) equals 0. Then all slack variables s -and s + equal zero as well. Otherwise, the DMU is inefficient (Charnes et al. [1994] ). Efficiency considerations can be made using the dual model (2.1b) as well. Note that in our formulation, σ is zero for efficient units -not one as usually.
DEA Model with Weights Restrictions
The demands of real life applications probably are the origin of the incorporation of preference information in DEA. A natural incentive is some a priori knowledge on prices or the relative importance of outputs but also the need to have more realistic efficiency scores as well as the need to rank the efficient units.Because in the DEAliterature, so far only linear weights restrictions have been encountered, we may present the weights restrictions as follows:
where B y ∈ ℜ p× r and B
x ∈ ℜ m× r . Dimension r refers to the number of constraints.
If c ≠ 0 we refer to them as absolute weights restrictions. The absolute weights restrictions are typically imposing a range for an individual weight. This approach was developed by Dyson and Thanassoulis [1988] and generalized by Roll et al. [1991] . Also virtual weights restrictions introduced by Wong and Beasley [1990] belong to this category.
If c = 0 we speak about relative weights restrictions. The class of relative weights restrictions includes among others, the assurance region models by Thompson et al. [1990] as well as cone ratio DEA models (e.g. Charnes et al [1989] ). Golany and Roll (1994) introduced standards in DEA which resulted in a model where the upper and lower bounds of the weights are treated as variables.
Roll et al. [1991] showed that the linear weights restrictions work as artificial units. This can be easily seen by adding the weights restrictions into the dual model (2.1b) and writing the primal and dual weights restricted DEA-models.
In the primal model (2.2a) new columns appear, which correspond to the new units in the problem. Note, however, that the primal's θ -variables do not appear in the constraint Aλ + δ = b. Another deviation from a "standard" unit is that new inputoutput vectors may contain zero and/or negative elements. 
Note that the weights restrictions modify T, the set of possible input-output vectors. The original efficient frontier clearly changes after the incorporation of weights restrictions. The resulting new feasible set is T w = { u  u = Uλ + Bθ, λ ∈ Λ, θ ≥ 0}. Clearly T ⊆ T w . Thus the units originally efficient in set T are not necessarily efficient in T w .
Especially, when the absolute weights restriction method is used, there is a possibility that model (2.2b) may not have a feasible solution and the primal (2.2a) is unbounded. It may, of course, happen in case of relative weights as well. In that case the weights restrictions are in conflict with one another.
An Example -Efficiency Analysis of Municipal Dental Units
Our data from year 1995 consists of 21 Finnish municipal dental units. The units are evaluated with three input variables: material costs (1000 FIM), dentists (working years) and other staff (working years). The two output-variables are the number of patients treated divided into two categories: less than 18 years and more than or equal to 18 years old.
We will impose the following additional weights restrictions into the model:
The weight (the annual costs) of dentists should be at least 150 per cent of that of the other staff. Moreover the weight (cost) of younger patients should be less or equal to that of the older patients. If we did not introduce this restriction, units could manipulate their productivity by favoring the treatments of younger, easier patients.
The weights restrictions are based on information about relative prices. Note that each relative weights restriction corresponds to inputs/outputs measured in the same units. The weights restrictions result in scores that show the unit in a less favorable light. In this example, however, they did not affect the scores in any dramatic way.
Setting restrictions on Multipliers in Value Efficiency Analysis
Value Efficiency Analysis
The idea of Value Efficiency Analysis is to incorporate the DM's preference information into the analysis in the form of a desirable combination of inputs and outputs, not setting absolute or relative weights restrictions. As explained in Halme et al. [1998] , preference information is incorporated via the Most Preferred Solution, i.e. a (virtual or existing) DMU on the efficient frontier having the best combination of of inputs and outputs. It is obvious that the MPS is efficient. 
p+m is pseudoconcave, and strictly increasing in u (i.e. strictly increasing in y and strictly decreasing in x) and with a maximal value v(u*), u* =       y* -x* ∈ T, at the Most Preferred Solution u*. Because the value function is pseudoconcave, then the region containing all vectors u ∈ ℜ p+m surely less than or equally preferred to the Most Preferred Unit can be characterized by the tangent hyperplanes of all possible pseudoconcave value functions obtaining their maximum at the MPS as explained in Halme et al. [1998] . Those hyperplanes define a new 'Efficiency Frontier' and efficiency is then defined in relation to this frontier using a standard DEA-technique. The resulting scores are called Value Efficiency Scores. Because we use an approximation and not the true indifference contour of the value function the resulting value efficiency scores are actually optimistic approximations of the true scores. The basic idea of Value Efficiency Analysis is illustrated in Fig.1 
λ* and δ* correspond to the Most Preferred Solution: y* = Yλ*, x* = Xλ*
The only difference compared with standard primal DEA-models is that some variables are allowed to have negative values. This simple modification of the DEA model makes it possible to take into account value judgments in the form of the MPS.
Restricting Weights in Value Efficiency Analysis
A Value Efficiency Analysis model incorporates preference information into the efficiency analysis by using information about the MPS and the functional form of the value function. However, we may wish to impose additional weights restrictions, absolute or relative, in problem (3.1b). The reason for this might be the knowledge of relative prices or relative importance of some of the input-output variables. Also there might arise a need to check if the additional weights restrictions are in harmony with the MPS chosen. Thus information on the absolute or relative weights may be used as a supplement to Value Efficiency Analysis and thus to improve Value Efficiency Score estimates. Also, it may happen the DM is unable to locate a unique MPS. Then the weights restrictions may be used to choose among the MPS candidates, particularly some of them can be rejected owing to the conflict with the new information.
To impose weights restriction in Value Efficiency Analysis, we supplement the dual model (3.1b) with linear constraints: -
∈ ℜ mχr in the same way as weights restrictions were added in the standard DEA model (2.1b). In 
λ* and δ* correspond to the Most Preferred Solution: y* = Yλ* and x* = Xλ* Problems (3.1a-b) always have a (finite) solution (if 2.1a-b has a (finite) solution and) if the MPS is efficient. However, it may occur that the dual (3.2b) has no feasible solution and the primal's optimum is unbounded. It means that the weights constraints -µ
≥ c are in conflict with the MPS or it may happen that after inserting them to the basic model (2.1b), model (2.2b) have no feasible solution.
If the problem of infeasibility only appears in model (3.2b), but not in model (2.3b) we may project the MPS onto the efficient frontier of the weights restricted production set T w . This can be done by solving (2.2a) or (2.2b) with the MPS as the unit zero. This resulting point on the efficient frontier is then used as a new MPS. Alternatively, we may give the DM an opportunity to consider his MPS choice and possibly find another one, It may be possible that the conflict also appears in the original models (2.2a,b) . In that case we have to ask the DM to re-consider the weights restrictions. The main end is to have an MPS in harmony with the additional weights restrictions.
Alternatively, we may start readily from the model (2.2a) and then search the efficient frontier of set T W . An advantage of this approach is that we immediately see if the 12 weights restrictions are in conflict with the original model. A drawback is that we cannot guarantee that the MPS found belongs to the feasible set of the original problem (2.1a). In this case, we may consider the MPS as a virtual unit which may lie on the "true" efficient frontier, but not on the estimated frontier. Anyhow, we want to locate the most preferred unit on the modified efficient frontier, also belonging to the original efficient frontier. After finding that we may carry out Value Efficiency Analysis.
It is up to the DM and may depend on the problem, in which order the DM likes to carry out the two phases: set up weight restrictions and locate the MPS. In each case, Value Efficiency Analysis is carried out in a straightforward way with model (3.2a) or (3.2b). In our presentation we prefer to use the primal model (3.2a).
An Example -Value Efficiency Analysis of Municipal Dental Units
Consider further the municipal dental units. We carry out Value Efficiency Analysis first without weights restrictions and then with the restrictions used in Subsection 2.3:
Assume that the DM names Espoo as the most preferred solution. In this case, we may think that the DM considers it as an example unit preferred to all others. The corresponding value inefficiency scores obtained with the combined model (3.1a) are reported in Table 3 .1.
The analysis is repeated by imposing the weights restrictions and using (3.2b). The results are also reported in Table 3 .1. We see that the scores for most of the units are strictly less optimistic than the Value Efficiency Scores without weights restrictions in the second column.
As we already discussed above, an efficient unit in the original set T is not necessarily efficient in set T w . Consider e.g. unit Turku as the most preferred solution. After imposing the weights restrictions and trying to solve the model (3.2b) for any unit, the solution is unbounded. It means that Turku is not on the efficient frontier in production set T w . One solution is to first project Turku onto the efficient frontier by model (2.2a), and then use this point as the most preferred solution in model (3.1b), or we may ask the DM to try another most preferred solution. 
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Further Considerations
The set of weights, optimal for an efficient unit
In some problems, the DM may be unable to set explicit restrictions for weights, but instead he/she may be willing to consider which weights are in harmony with a certain
The optimal solutions of the dual (2.1b), where vector g=
refers to the MPS, can be found considering the optimality conditions (see, e.g. Bazaraa, Jarvis, and Sherali [1990] ) of the primal (2.1a). 
where subscript 'B' refers to the columns corresponding to values δ j * > 0, j ∈ {1, 2, …, k}.
Now the optimality conditions for a MPS can be written as follows: 
The set of optimal weights corresponding to the MPS is a convex polyhedron. By enumerating all possible extreme point solutions of (4.1), we will find a representation for all possible weights. As an enumeration scheme one may use e.g. the algorithm of Dyer et al [1977] . The set of possible weights is not necessary small. In that case, it is not necessary easy to enumerate possible weights. It means that this approach can be used only when enumeration is easy to be performed. The equation system (4.1) can be used to check the consistency of additional weights restrictions. In that case, enumeration is not needed. We simply augment the equation system (4.1) with additional constraints, and will check if the system has feasible solutions.
Illustrative Example
Consider a simple example of five units with one input and two outputs. The extreme points whose convex combination forms the set of solutions are v 3 = (0.026, 0.059, 0.261, 0.856), v 4 = (0, 0.077, 0.308, 1.461) and v 5 = (0, 0, 0.5, 1.5).
Let's demonstrate how to check the reasonability of some constraints. For instance, assume that D is the MPS, and if we would like to add the constraint µ 1 ≥ µ 2 . It means that the inequality is added to the last example above. We cannot find a feasible solution for the equation system. This fact can also be seen by considering the extreme point solutions as well.. In all v-vectors, µ 2 > µ 1 , implying that it is also true to all convex combinations as well. This approach helps us to find a consistent set of weights or reveal that our assumptions concerning the MPS and/or the value function are invalid.
Conclusion
In this paper, we have consider two approaches to incorporate preference information into Data Envelopment Analysis. Those are Value Efficiency Analysis and the use of weights restrictions. We have further shown that these approaches can be used as supplements to each other. We have illustrated the use of the approach with a case study consisting of 21 Finnish municipal dental units. The results demonstrate that the approaches can be used successfully together.
