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Foreword 
The "4th International Conference on Transport, Atmosphere and Climate (TAC-4)" held in Bad 
Kohlgrub (Germany), 2015, was organised with the objective of updating our knowledge on the im-
pacts of transport on the composition of the atmosphere and on climate, three years after the TAC-3 
conference in Prien am Chiemsee (Germany).  
 
The TAC-4 conference covered all aspects of the impact of the different modes of transport (avia-
tion, road transport, shipping etc.) on atmospheric chemistry, microphysics, radiation and climate, 
in particular: 
− engine emissions (gaseous and particulate),  
− emission scenarios and emission data bases for transport,  
− near-field and plume processes, effective emissions,  
− transport impact on the chemical composition of the atmosphere,  
− transport impact on aerosols,  
− contrails, contrail cirrus, ship tracks,  
− indirect cloud effects (e.g., aerosol-cloud interaction),  
− radiative forcing of transport,  
− transport impact on climate,  
− metrics for measuring climate change and damage,  
− mitigation of transport impacts by technological changes in vehicles and engines (e.g., low NOx 
engines, alternative fuels, adapted vehicles/aircraft),  
− mitigation of transport impacts by operational means (e.g., air traffic management, environmen-
tal flight and ship routing). 
 
The conference benefited from substantial financial support by Bayerisches Staatsministerium für 
Wirtschaft, Infrastruktur, Verkehr und Technologie1, to whom the organizers are very grateful. 
 
Prof. Dr. Robert Sausen  
DLR, Institut für Physik der Atmosphäre  
Oberpfaffenhofen  
D-82234 Wessling  
Germany 
 
Tel.:  +49-8153-28-2500  
Fax.:  +49-8153-28-1841  
Email:  robert.sausen@dlr.de 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
1 Bavarian Ministry of Economic Affairs, Infrastructure, Transport and Technology 
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Opening address 
 
 
Ilse Aigner 
 
Bavarian State Minister  
of Economic Affairs and Media, Energy and Technology 
 
 
 
 
 
Unfortunately, I am unable to be here with you today due to other pressing engagements. However, 
I didn't want to miss the opportunity to send greetings and share some thoughts with you at this 
event. You are working on issues affecting the fate of the global community, breaking them down 
into technological possibilities and economic perspectives in a field of great interest to Bavaria. 
This endeavour is worthy of attention, indeed. 
 
In an economy with division of labour, mobility and the transportation of people and goods is a pre-
requisite for prosperity and growth - especially in Bavaria, which is an economic and export power-
house. 
 
However, we also know that the transport sector accounts for 20% of carbon emissions in Germany. 
The effects of man-made CO2 emissions on the climate are beyond dispute - as are the consequenc-
es the resulting climate change has on the environment, business and humanity. That is why I would 
expressly welcome the first globally applicable climate agreement scheduled for the Paris summit at 
the end of the year. It would be a legally binding commitment among the global community to 
comply with the two-degree limit. The goal is to stop Earth’s temperature from rising more than 
two degrees by the end of this century. The major industrial nations have already sent an important 
signal during the G7 Summit at Schloss Elmau on 7/8 June and agreed to ambitious national objec-
tives, thereby assuming a leadership role in containing climate change. 
 
The transportation sector can make an important contribution in meeting the target of two degrees. 
With a focus on aviation, the 4th TAC Conference is working to advance the transportation sector 
in an environment-friendly and competitive manner. Given that goal, it was with pleasure that I ac-
cepted the patronage for the conference. We must understand the influence that various types of 
transportation have on the composition of our atmosphere and climate. Based on that understanding, 
it will be possible to develop climate-friendly concepts for alternative energy, lighter construction 
models and more efficient power systems. Therefore, it is vital to have ambitious and pro-active 
policies for innovation. The Bavarian State Government is committed to continuous optimisation in 
the framework conditions for science and research. One of our focal points to that end is smooth 
technology transfer. 
 
Promoting aerospace technology is a prime example in this respect. We have a clear objective: we 
want Bavaria to be one of the world’s leading aviation & aerospace sites in the future as well. Our 
new "Aviation Strategy 2030" is bundling Bavaria’s activities. We want Bavaria to remain a step 
ahead of the growing global competition, which we will only accomplish with strength in research. 
Today, we already have broad positioning in the aviation & aerospace industries. There are around 
thirty specialised universities, research organisations and institutes active in Bavaria. 
 
We want to assume a technology leadership role when it comes to environment-friendly air trans-
portation systems, for the future of aviation is largely dependent upon environmental compatibility 
and resource conservation. 
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To that end, we'll need innovative technologies that reduce noise and hazardous emissions. The goal 
is to include the entire production cycle when making evaluations based on the principle of ecologi-
cal balance, with the relevant factors including noise, carbon emissions and resource consumption - 
in manufacturing, maintenance and disposal processes alike. 
 
The think tank Bauhaus Luftfahrt, sponsored by the Bavarian government, uses precisely that ap-
proach to research sustainable and energy-preserving power systems in aviation. The Ludwig Bölk-
ow Campus for Aerospace and Security in Ottobrunn represents a platform for innovation in science 
and business. The Cluster BavAIRia, also sponsored by the Bavarian government, is advancing ex-
tremely well. It already has more than 200 member companies from all sectors in aviation, aero-
space and space applications. BavAIRia's primary objective is to attain even tighter integration in 
the key fields of satellite navigation and geo information.  
 
Satellite navigation and earth observation have particularly been in the focus of our research fund-
ing over the past years due to their increasing importance. Satellite-based monitoring of the atmos-
phere provides important contributions in researching the effect emissions have on the climate. That 
is why we have provided 8.5 million euros in funding for the DLR Earth Observation Centre, which 
helps to establish the preconditions for a Copernicus Satellite Data Archive in Bayern. 
 
This brief overview illustrates: we are conscious of the importance of aviation & aerospace engi-
neering as drivers of innovation. That is why we, too, are taking on the challenges being faced in 
those industries. We want to pave the way for outstanding research and foster economical, envi-
ronment-friendly implementation into practice. 
 
I wish the conference and all attendees a successful event, new insights, fruitful discussions, inter-
esting contacts and all the best for the future. 
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Prof. Rolf Henke 
 
Member of the Executive Board 
German Aerospace Center 
Aeronautics Programme 
 
 
 
 
Dear All, 
 
Not being here does not mean not being with you. Despite my physical absence, I do follow your 
work by all means; the topic of your conference is for utmost importance for the whole aviation sys-
tem worldwide.  
This is why climate research is also reflected in the DLR research agenda. A large part of our 
programmatic work is dedicated to research for a better understanding of climate impact due to avi-
ation and how to reduce it. In addition we work in consortia such as the one operating the German 
Atmospheric Research Aircraft HALO, and we contribute to international groups such as EUFAR. 
The core of most of these activities lies at our Institute of Atmospheric Physics, one of the leading 
institutions worldwide, a well reputed partner in many international programs, and the host of this 
conference, which makes me proud again of our colleagues here. 
 
Let me give you a few examples of our institutional research work in your fields of activity: 
 
• We address the issue of alternative fuels and their impact on weather and climate by internal 
projects and also in cooperation with other international institutions. One success-story is the 
project ACCESS II in cooperation with NASA, in which the DLR Falcon flew behind the 
NASA DC-8 to measure the composition of the exhaust gas at several distances. The internal 
follow-on project at DLR is the project ECLIF with the research focus on various types of alter-
native fuels and the investigation of both the combustion in the engine and the resulting emis-
sions. Of course, DLR also cooperates with airlines such as Lufthansa, for example during their 
regular flight campaign between Hamburg and Frankfurt operating a B 737 with biofuel. And 
we are founding member and hold a presidency of AIREG, the Aviation Initiative for Renewa-
ble Energy in Germany, me personally being in the AIREG Advisory Council. 
 
• Addressing climate directly, DLR has also investigated impact functions in order to derive air-
craft design requirements from ecological impact parameters, finally applying these functions in 
internal as well as in European projects in order to find aviation routes with minimum climate 
impact. 
 
• An important factor for the future of aviation is the resilience of the system. We have gained 
much experience from flight measurements as well as satellite image evaluations during the two 
volcano eruptions in Iceland. This has led to an internal project called VolCats, where we look 
for the quantitative identification of ash cloud properties from space as well as on the actual im-
pact of that ash on an aircraft in order to define limit values. 
 
DLR is by far the leading aerospace research organization in Europe. Apart from being proud, 
which is what I am, this goes along with accepting responsibility including leadership in certain ar-
eas. For example, DLR was the only research organization involved in the establishment of the Eu-
ropean aviation vision “Flight Path 2050”. At the end of my introduction, let me cite a few state-
ments out of this very important document for aviation research: 
16 HENKE: Opening Address 
At first, an analysis is made on the impact of aviation: 
 
• “Europe is entering a new age where it faces many challenges such as globalisation, a financial 
system in need of reform, climate change and an increasing scarcity of resources.” 
 
• And more specific: “Aviation also contributes to society in other critical, nontransport areas 
such as emergency services, search and rescue, disaster relief and climate monitoring.” 
 
Out of this, challenges or better objectives have been identified which could also be the guideline 
for your conference when it comes to aviation: 
 
• “In 2050, the effect of aviation on the atmosphere is fully understood.” This is easily written 
down, but is asking for much coordinated research! 
 
• And finally, the one I like most: “Europe is at the forefront of atmospheric research and takes 
the lead in the formulation of a prioritised environmental action plan and establishment of glob-
al environmental standards.” 
 
Now please go ahead, talk about these issues and finally work on it, for the sake of society. All the 
best for this conference, I wish you inspiring presentations in the sessions as well as good talks dur-
ing the breaks, but also fun in being together the rest of the time. 
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EASA’s Work to Support the Regulation of Aircraft Engine 
Emissions 
Erika Herms* 
EASA, Certification Directorate, Environment 
Keywords: European Commission, European Aviation Safety Agency, regulation, certification, In-
ternational Civil Aviation Organisation, smoke, unburned hydrocarbon, carbon monoxide, dioxide 
of nitrogen, non-volatile particulate matter, EASA SAMPLE studies, carbon dioxide. 
ABSTRACT: EASA certifies civil aeronautical products to ensure a high uniform level of safety 
and environmental protection in Europe. The certification process concerning aircraft noise and air-
craft engine emissions is based on Annex 16 to the ICAO Chicago Convention. The regulated spe-
cies for aircraft engines are smoke, HC, CO and NOx. The standards apply to all turbojet and turbo-
fan engines in the case of smoke, and to those engines with a thrust greater than 26.7kN for gaseous 
emissions. The regulatory NOx limits have been periodically updated to increase their stringency. 
The ICAO Committee on Aviation Environmental Protection meets in February 2016. It is expected 
that a new non-volatile particulate matter (nvPM) standard for engines, and a new CO2 (fuel effi-
ciency) standard for aeroplanes, will be proposed for adoption and future implementation in the Eu-
ropean Regulation. EASA is supporting research work to establish the technical requirements for a 
nvPM measurement method (SAMPLE programme), and studies to support the development of the 
CO2 certification requirements and regulatory limits. The EU is funding studies related to engine 
testing and the acquisition of nvPM data for the improvement of the nvPM standard and modelling 
of cruise nvPM.  
1 EASA: ACTIVITY OVERVIEW AND MAIN RULES 
The European Aviation Safety Agency (Ref. 1) was established in 2003 and has its headquarters in 
Cologne, Germany. EASA is an agency of the European Union, which provides technical expertise 
to the European Commission including the provision of assistance in the drafting of rules for avia-
tion safety and environment. In addition, the Agency has been given powers to carry out certain ex-
ecutive tasks related to aviation safety and environment, such as the certification of aeronautical 
products and organisations involved in product design, production and maintenance. These certifi-
cation activities ensure compliance with airworthiness and environmental protection standards. 
EASA is obliged to ensure a common and uniform level of safety and environmental protection 
within the EU to avoid duplication in the regulatory and certification processes among Member 
States.  
The two legally binding rules are: 
− common rules in the field of civil aviation and the establishment of a European Aviation Safe-
ty Agency laid down in the Basic Regulation (Regulation (EC) No 216/2008) (Ref. 2); and 
− related Implementing Rules laid down in Regulation (EU) No 748/2012 (Ref. 3) for the air-
worthiness and environmental certification of aircraft products, parts and appliances, as well 
as for the approval of design and production organisations. 
Non-binding rules, the Certification Specifications, can be directly adopted by EASA along with 
guidance material and acceptable means of compliance for certification. 
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2 EASA ENVIRONMENTAL PROTECTION REGULATION 
EASA certifies aircraft for noise and aircraft engines for emissions according to standards which by 
direct reference from the Basic Regulation are the chapters of Annex 16 to the Chicago Convention 
on International Civil Aviation. Annex 16 provides International standards and recommended prac-
tices in the fields of aircraft noise (Volume I) and aircraft engine emissions (Volume II). EASA is 
fully engaged in the work of the various ICAO/CAEP technical groups that maintain Annex 16 on 
behalf of the Committee on Aviation Environmental Protection (CAEP) of the International Civil 
Aviation Organisation (ICAO) (Ref. 4). 
In certain domains the ICAO CAEP standards rely on technical specifications developed by SAE 
International (Ref. 5). In the area of engine emissions the SAE E-31 Committee works on technical 
standards that support Annex 16 Volume II. EASA contributes directly to the work of SAE E-31. 
For example EASA funds work such as the SAMPLE studies (Studying, sAmpling and measuring 
of aircraft ParticuLate Emissions) (Ref. 6).  
In summary the certification of aircraft engine emissions EASA relies on the Basic Regulation, 
the Implementing Rules and CS-34 (Ref. 7). The latter provides the certification specifications and 
the acceptable means of compliance for aircraft engine emissions and fuel venting. 
3 REGULATED AIRCRAFT ENGINE EMISSIONS 
The first edition of ICAO Annex 16 Volume II was published in 1981. It contained standards for the 
control of emissions species that are still regulated today, smoke, unburned hydrocarbons, carbon 
monoxide and oxides of nitrogen. Smoke is measured as a smoke number that samples soot to de-
termine the visibility of exhausted smoke. The emissions of gaseous species are regulated at an alti-
tude that is assumed to represent the boundary layer (below three thousand feet). To this end a land-
ing-take-off cycle was defined to simulate local aircraft operations. 
The standard applies to all turbojet and turbofan engines intended for propulsion at subsonic 
speeds in the case of smoke, and those engines with a thrust greater than 26.7kN in the case of gas-
eous emissions. Since the publication of the Annex 16 Volume II the regulatory limits for smoke, 
HC and CO have not changed. They are still considered to be sufficient for the control of local 
emissions. The priority for increasing the stringency of the regulatory limits has been NOx emis-
sions. Four successive reductions have been adopted at the CAEP/2, CAEP/4, CAEP/6 and CAEP/8 
meetings. 
Figure 1 illustrates the effect of the increase in stringency for NOx emissions from engines with 
thrusts greater than 89kN and an overall pressure ratio (OPR, pressure at the exit of the compres-
sor/pressure at the engine inlet) of around 30. This example shows a decrease in NOx emissions that 
is related to the improvement in engine technology. 
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Figure 1: illustration on the effect of the decrease in stringency for NOx 
Certified emissions data are published in the ICAO Engine Emissions Data Bank (Ref. 8) that is 
hosted by EASA. This databank can support the modelling of emission inventories. 
4 NEW STANDARDS 
CAEP is working on establishing two new standards concerning: 
− non-volatile particulate matter (nvPM) mass and number for aircraft engines (to be added to 
Annex 16 Volume II); and 
− CO2 emissions standard for aeroplanes to be published in a new Volume III of Annex 16. 
In the 1980’s the smoke number was considered to be an effective parameter to quantify the visual 
effect of aircraft engine emissions. It is though inappropriate for the assessment of their impact on 
health and climate change. CAEP first considered the development of a standard for nvPM in 2009 
and since then considerable effort has been spent to support this activity. EASA has funded the 
SAMPLE studies, the outcome of which has been fed into the CAEP and SAE technical work. 
The procedure for the continuous sampling and measurement of non-volatile particle emissions 
from aircraft turbine engines has been developed by the SAE E-31 Committee and is published in 
the Aerospace Information Report AIR6241. It has served as a basis for the drafting of the related 
certification requirements that will be added to Annex 16 Volume II. 
In addition to the technical specifications, CAEP has worked on the establishment of a regulatory 
limit. For the CAEP/10 meeting in February 2016, a limit to control the maximum nvPM mass con-
centrations at engine exhaust will be proposed for adoption. During the next three years more emis-
sions data will be gathered. It is expected regulatory limits for nvPM mass and number will be pro-
posed at the CAEP/11 meeting in 2019. 
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Among the measures being considered by ICAO to reduce the impact of aviation on the climate, 
CAEP has a remit to work on an aeroplane CO2 (fuel efficiency) standard. EASA has very signifi-
cantly contributed to this effort by funding experts to support the process. At CAEP/10 a new Vol-
ume III of the Annex 16 containing a standard on aeroplane CO2 emissions will be proposed for 
adoption. 
When the two new standards are adopted by ICAO, EASA will start the process to implement 
them in its regulations for the additional certification of nvPM for engines and of CO2 for aero-
planes. 
5 RESEARCH STUDIES 
The European Commission is funding a two-year study for the development of a public European 
environmental model suite for aviation. This study began in May 2015 and includes the collection 
of data on aircraft engine nvPM emissions. To that end measurements will be made at the exhaust 
of two modern engines, each having a thrust greater than 26,7kN. The data will contribute to the es-
tablishment of the nvPM mass and number emissions standard. 
6 CONCLUSION 
The main pollutants emitted by aircraft engines due to the combustion of kerosene are regulated and 
certified by EASA. The Agency is also involved in efforts to maintain and update the relevant regu-
lations, including the possible expansion of the list of regulated species. EASA has expended con-
siderable resources and funded studies to hasten the development of a robust nvPM and CO2 stand-
ard. The greatest difficulty facing the development of an nvPM standard has been how to define 
technically acceptable sampling and measurement methods considering the complexity of measur-
ing the very small particles emitted by aircraft engines. The CO2 regulatory work has also been 
technically and commercially challenging given the politically urgency of climate change. 
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A Volatile Particle Microphysical Simulation Model for the 
Evolution of Surrogate Organic Emissions in an Aircraft 
Exhaust Plume 
Jay Peck*, Zhenhong Yu, and Richard C. Miake-Lye 
Aerodyne Research, Inc. Billerica, MA, USA 
David S. Liscinsky 
United Technologies Research Center, East Hartford, CT, USA 
ABSTRACT: A microphysics model is presented that numerically simulates the evolution of vola-
tile sulfate and organic particulate matter (PM) in the near-field aircraft plume. Six surrogate organ-
ic compounds, pentanoic acid (C5H10O2), naphthalene (C10H8), anthracene (C14H10), pyrene 
(C16H10), perylene (C20H12), and anthanthrene (C22H12), were selected to represent the range of or-
ganics present in the exhaust based on saturation vapor concentration, and their dry mass accom-
modation coefficients were derived from a correlation to the species water solubility. The 6-species 
surrogate model was validated against two field measurements, and showed that it can reproduce 
the experimental results and simulate the evolution of the volatile aircraft emissions both qualita-
tively and quantitatively. First, through a sector combustor rig test at United Technologies Research 
Center (UTRC), the model was able to predict the amount of organic and sulfate coatings on the 
combustion soot particles. It also explained why there is more organic soot coating at higher soot 
loading condition although the initial vapor concentration of volatile organic species was lower. 
Second, an Allison T63 turboshaft engine with artificially sulfur-doped fuel was used to investigate 
the relative compositions among the nucleation/coagulation and soot coating modes. The model re-
produced the experimental observation that the nucleation/coagulation mode is dominated by organ-
ics and the soot coating mode by sulfates. The model provides an explanation why the nuclea-
tion/coagulation mode eventually becomes organics-rich even though the nucleation process is 
initiated by sulfates. Through this work, the microphysics model demonstrated that it can serve as a 
working engineering model to simulate the volatile PM emissions from aircraft engines. 
1 INTRODUCTION 
Aircraft engine exhaust evolves as it is cooled and diluted by ambient air. The particulate matter 
(PM) emission is dominated by non-volatile black carbon particles at the engine exit plane, but vol-
atile sulfate and organic species form new particles and/or add mass to existing ones. While non-
volatile PM is relatively well-understood, and can be measured with good accuracy and precision, 
the volatile PM poses many more challenges. Volatile PM is a moving target, evolving and aging 
according to the dilution conditions, and they are typically much smaller in size, making it extreme-
ly difficult to measure with any instrument. To improve our understanding of aviation PM emis-
sions, a reliable modeling tool is highly desired. 
2 MICROPHYSICAL SIMULATION MODEL 
To understand the volatile PM microphysics, Wong et al. (Wong, et al., 2008) wrote a numerical 
simulation code with a 1-D time-tracing. The model takes the engine exit conditions such as tem-
perature, pressure, velocity, and soot loading, as well as the dilution profile, as user inputs, and 
evaluates nucleation and coagulation based on a quasi-unary nucleation model by Yu (Yu, 2007). It 
assumes that sulfuric acid can form nucleation clusters as unary nucleation, and water is immediate-
ly drawn to the cluster to establish a thermodynamic equilibrium. For soot coating, the simulation 
model uses a 2-step mechanism; the initially hydrophobic soot surface must be first activated by 
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sulfuric acid, and only when a portion of the soot surface is activated, more sulfuric acid can con-
dense on the activated spots. 
The original model only had the sulfuric acid mechanisms, but Jun and co-workers included the 
organics mechanism in the code (Jun, 2011), (Wong, et al., 2014), (Wong, et al., 2015). And 
through the present work, we improve the organic PM mechanism by using a six-species surrogate 
representation of organic PM precursors. As shown in Figure 1, we chose six organic and hydrocar-
bon species (pentanoic acid (C5H10O2), naphthalene (C10H8), anthracene (C14H10), pyrene (C16H10), 
perylene (C20H12), and anthanthrene (C22H12)) to cover a relevant range of saturation vapor pres-
sure, and assumed that the relative composition between these six-species follow a normal distribu-
tion with regard to the saturation vapor pressure. Similar method has been used by Robinson (Rob-
inson, et al., 2007) to represent diesel exhaust. 
In addition, after experimentally measuring the mass uptake by soot for several different species, 
Yu and co-workers found that the uptake coefficient or mass accommodation coefficient can be cor-
related with the species water solubility, which is much more readily available in the literature (Yu, 
et al., 2014). 
Highly oxidized organic species are typically not found in the aircraft engine exhaust because it 
takes a longer time-scale and usually requires a photo-chemistry outside the engine to form further 
oxidized organic compounds. Thus, we included only one organic acid (pentanoic acid) in the most 
volatile bin. 
Figure 1: Relative composition of the six surrogate species used in the simulation 
3 EXPERIMENTAL VALIDATION 
Using this six-species surrogate representation of organic PM precursors, we validated the model 
with two different experiments. First, we tested a Pratt & Whitney Rich burn – Quick quench – 
Lean burn (RQL) combustor sector rig at United Technologies Research Center (UTRC), which 
generates emissions with similar characteristics as real engines. In this experiment, we made an ob-
servation that at high power setting where the initial organic species concentration is lower, higher 
organic PM loading is detected with an Aerosol Mass Spectrometer (AMS) than low power settings 
where the initial hydrocarbon concentration was higher (Peck, et al., 2014). It seemed somewhat 
counter-intuitive at first, but using the microphysical simulation model with proper soot loading and 
initial hydrocarbon concentrations, we were able to demonstrate that the simulation can capture the 
organics behavior well; more organic PM was formed at high power even though the initial precur-
sor concentration was lower. The comparison between the model and the experiments is shown in 
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Figure 2. Through the simulation, it was found that the condensation of organic species is slow and 
is limited by the availability of the soot surfaces, not by the initial vapor phase concentration, and 
therefore, more organic PM can condense on the soot surfaces as more surface area is available at 
high power due to higher soot production. On the contrary, due to faster condensation, almost all 
sulfates are already condensed even for the low soot condition, and more surface area does not 
necessarily promote more sulfate PM. 
(a) (b) 
Figure 2: Comparison between the microphysical simulation and experiments for (a) sulfates and (b) organ-
ics 
The second validation was with a T63 turboshaft engine at Wright-Patterson Air Force Base. 
Figure 3 shows an interesting experimental result using a sulfur-doped JP8 fuel at idle power. In 
this case, the sulfur compounds were added to the fuel to the specification maximum of 3000 ppm. 
In this sulfur-doped fuel experiment, we found that the nucleation/coagulation mode is dominated 
by organics whereas the soot coating mode is dominated by sulfates. This seemed counter-intuitive 
because it has been known that the nucleation process is initiate by sulfates, and the nucleation 
mode was expected to have more sulfates. The soot surfaces are initially hydrophobic, so it was ex-
pected that more water-insoluble hydrocarbons are present in the soot mode. 
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(a) 
(b) 
Figure 3: PM mode breakdown for (a) sulfates and (b) organics 
To investigate this experimental observation, we ran the microphysical simulation model, and 
achieved results that agree with the experiments; sulfates primarily went to the soot coating mode, 
and organics existed in the liquid droplet mode. Figure 4(a) shows the sulfuric acid mass fraction in 
each mode as a function of time. It shows that more than 90% of sulfuric acid goes to the soot coat-
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ing mode, and Figure 4(b) indicates that some hydrocarbons go to the liquid droplet mode, and the 
soot coating mode has almost no organic composition. 
(a) (b) 
Figure 4: Mass split of (a) sulfates and (b) organics for the liquid droplet mode and the soot coating mode 
We attribute this difference in the mode split to different surface uptake mechanisms between the 
liquid droplets and soot particles. Through the simulation, we found that because of surface tension, 
the soot particles can accommodate both water-insoluble and water-soluble species on the surface, 
and can still grow significant water-soluble coatings. However, on the liquid droplets, although the 
initial core is formed by water-soluble sulfuric acid, as some water-insoluble hydrocarbons start to 
come to the surface, it forms a thin-film of water-insoluble layer, and prevent water-soluble sulfuric 
acid to condense any more. At this point, only water-insoluble hydrocarbons can condense on liquid 
droplets. Figure 5 illustrate the difference of uptake mechanisms. 
Figure 5: Different uptake mechanisms by (a) solid soot core and (b) liquid sulfuric acid core 
4 CONCLUSION 
We developed a microphysical simulation model to include organic PM mechanisms. By adopting a 
six-species surrogate organic species, we could explain the organic PM behavior obtained from two 
different experimental measurements both qualitatively and quantitatively. This microphysical 
model with surrogate organics species will be able to contribute to understanding of the full aspects 
of volatile PM in the aircraft engine exhaust. 
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Abstract: Deterioration of air quality near the busiest airport and adverse consequences for public 
health is a crucial problem, especially in relation to the breach of limit and target values for many 
air pollutants, mainly nitrogen oxides and particulate matter. Analysis of inventory emission results 
at major European airports highlighted, that aircraft is the dominant source of air pollution in most 
cases under consideration. Aircraft is a special source of air pollution due to some features. The 
most important feature of the source of emission is a presence of exhaust gases jet, which contains 
significant momentum and thermal buoyancy and in accordance may transport contaminant on ra-
ther large distances. The value of such a distance is defined by engine power setting and installation 
parameters, mode of an airplane movement, meteorological parameters. Of course aircraft is a mov-
ing source of pollution and with varied emission factor during the LTO and ground running proce-
dures. In addition, despite designed LTO cycles, operational procedures of aircraft are sometimes 
not well adapted to engine settings (thrust), which are specified under ICAO engine emission certi-
fication procedure. This study was devoted to measure the concentrations of NOx and CO2 in jet and 
plume modes under real operation conditions (when aircraft is taxing, accelerating on the runway 
and take-offs) at the airport area with aim to provide input data (emission index and maximum con-
centration) for improvement and validation tasks of complex model PolEmiCa. Combined approach 
of modeling and measurement methods provides a more accurate representation of aircraft emission 
contribution to total air pollution (local pollution) in airport area. Such an approach has been proven 
to be successful at International Boryspol Airport. 
1 INTRODUCTION 
During the last decade several studies were focused on the effects of aircraft emissions at ground 
level because they contribute significantly to air pollution at airports and nearby residential areas 
[Heland et al., 1998; Popp et al., 1999; Schäfer et al., 2003; Herndon et al., 2004; Celikel et al., 
2005; Schäfer et al., 2007; Johnson et al., 2008; Bossioli E. et al., 2013].  
Aircraft are a special source of air pollution due to some features. Most important is the presence 
of a jet of exhaust gases, which can transport pollutants over rather large distances because of high 
exhaust velocities and temperatures. Such a distance is determined by the engine power setting and 
installation parameters, mode of airplane movement and meteorological parameters. The results of 
jet model calculations show that, depending on initial data, the jet plumes from aircraft engines 
range from 20 to 1000 m and sometimes even more [Zaporozhets and Synylo, 2005]. Of course air-
craft is a moving source of pollution and with varied emission factor during the LTO and ground 
running procedures. In addition, despite designed LTO cycles, operational procedures of aircraft are 
sometimes not well adapted to engine settings (thrust), which are specified under ICAO engine 
emission certification procedure [Hüttig et al., 1999; Masiol et al., 2014]. 
Local and regional air pollution produced by aircraft emissions is assessed by measurements, 
which provide initial information on pollutant concentrations from which corresponding emission 
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indices (EI) are derived. These data are then used in specific models to describe airport air quality. 
The model output e.g. PolEmiCa may be used for the development of certain measures to improve 
air quality around airports. 
In the present study air pollutant emissions, e.g. nitrogen oxides (NOx = NO + NO2), were meas-
ured from passenger aircraft at Boryspol airport (Kiev) or existing emission data from Athens Inter-
national Airport (AIA) were used for the improvement of the model PolEmiCa. Investigation of air-
craft emissions under real conditions (take-off, landing and ground taxi) in the plume (jet- and 
dispersion-regime) to determinate of aircraft emission indices under real operation conditions and 
comparison to ICAO databank. At least measurement data will use to validate complex model Po-
lEmiCa for different operational and meteorological conditions. 
2 RESULTS AND DISCUSSIONS  
2.1 Experimental investigation inside the airport area  
Existing emission data from Athens International Airport (AIA) campaign were used for the evalua-
tion and the first comparison with the PolEmiCa. In table 1 the comparison between PolEmiCa 
model output (1) and the measured (2) NOx concentration in the dispersion-regime is shown. 
Table 1: Comparison between PolEmiCa model output (1) and the measured (2) NOx concentration in the dispersion-
regime 
aircraft engine CNOx[µ/m3] (1) CNOx[µ/m3] (2) 
B737-3YO CFM56-3 26±3 33±3 
B737-3Q8 CFM56-3 27±3 33±3 
B737-45S CFM56-3B-2 25±3 31±3 
B737-4Q8 CFM56-3B-2 28±3 63±6 
A310 CF6-80C 73±7 90±9 
319 CFM56-5B5 30±3 46±5 
B747-230 JT9D-7R4G 95±10 90±9 
A321-211 CFM56-5B-3 40±4 52±5 
A320-214 CFM56-5B4 20±2 23±2 
B737-33A CFM56-3 25±3 18±2 
 
Good agreement between model results (1) and measurements (2) were found, but in some cases 
large differences were observed, which can been explained by following reasons:  
Averaging period of measured concentration (1 minute) is quite difficult to detect maximum 
concentration in plume due to quite big transport distance between aircraft engine and monitoring 
station (1000±500 m); the investigation of the dispersion-regime was only implemented under cam-
paign.  
Experimental studies at International Boryspol Airport (IBA) were focused on measurement of 
NOx concentrations in the plume, both the jet- and dispersion-regime of aircraft engines under real 
operating conditions (taxi, accelerating on the runway and take-off). Measurements were carried out 
at two measurement sites. A stationary station A (jet-regime) close-by the runway (30 m) with a 
measuring height of 3.0 m. A mobile station B (dispersion-regime) at varying distances and loca-
tions from the runway due to prevailing wind direction and with a measuring height 3.6 and 5.7 m. 
Figure 1 shows as an example the measurement location set up 2 at A and B. 
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Figure 1: Location set up 2: Stationary station A and mobile Station B (Van), both downwind. Investigation 
of aircraft movement at landing and take-off  
It was guaranteed, that largest part of the aircraft exhaust was scanned by NOx measurement sys-
tems. Analysis of the data exhibited that concentration peaks for NOx and CO2 are unambiguously 
correlated with aircraft plumes. Figure 2 shows the background and plume concentration for NO, 
NOx and CO2 at 3.6 m sampling height for different aircraft at take-off (T/O) and ground taxi (TX) 
conditions. 
Figure 2:  Location set up 1: Background and plume concentration for NO, NOx and CO2 at mobile station B 
at take-off (T/O) and ground taxi (TX)  
Thus, the maximum operation mode of an aircraft engine is characterized by the highest NOx 
emission, while the taxi mode – by a much lower NOx value. Clear separated emissions from both 
engines, delay time ≥ 10 sec (peak to peak); e.g. Boeing B735 with two CFM56-3B1 engines were 
detectable for TX and T/O conditions (see figure 2). This indicate a jet -regime. 
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Figure 3:  Location set up 2: Background and plume concentration for NOx at station A and B at landing (L) 
and the prevailing wind direction 
Figure 3 shows the background and plume concentration for NOx at station A and B at landing 
(L) and the prevailing wind direction. Overlap emissions from both engines, delay time ≤ 10 sec 
(peak to peak); e.g. B 734 with two CFM-56-3B engines, were detectable for T/O conditions. Indi-
cation of a dispersion-regime.  
At 12:14 the emission peak of NOx is measured at both stations, because this wind direction 
guarantees, that the maximum concentration in jet will be detected first at station B and 60 sec later 
at station A. In case of north-west wind direction e.g. at 12:05 only a emission peak of NOx can be 
detected at station A. 
General measured delay time, peak to peak at one station and peak station A to peak station B 
e.g. 60 sec for B734 and in addition the prevailing wind direction are important parameter for model 
validation! From the measured emission data at least emission indices were calculated for TX , L 
and T/O conditions. 
Figure 4:  Calculated emission indices e.g. for T/O  and TX in comparison with ICAO data  
Figure 4 shows the comparison between calculated emission indices e.g. for T/O and TX and ICAO 
data. Differences between measurements and ICAO data for EINOx at T/O and in particular for EINOx 
at TX were found, because real operation conditions are not corresponding to certification one. For 
further calculations and in particular model validation real measured EINOx were used. 
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2.2 Validation of complex model PolEmiCa 
A complex model PolEmiCa (Pollution and Emission Calculation) for the assessment of air pollu-
tion produced inside the airport and emission inventory analyses, has been developed at the Nation-
al Aviation University (Kyiv, Ukraine) [Zaporozhets and Synylo, 2005]: 
1. engine emission model – emission assessment for aircraft engines, including the influence of op-
erational factors; 
2. jet transport model – transportation of the pollutants by the jet from the aircraft engine exhaust 
nozzle; 
3. dispersion model – dispersion of the pollutants in the atmosphere due to turbulent diffusion and 
wind transfer. 
At an airport the biggest part of the LTO cycle is devoted to aircraft maneuvering on the ground 
(engine run-ups, taxing, accelerating on the runway). It is subjected to a fluid flow that can create a 
strong vortex between the ground and engine nozzle, which has essential influence on the structure 
and basic mechanisms (Coanda and buoyancy effects) of the jet of exhaust gases. The complex 
model PolEmiCa has been improved in the jet/plume transportation modeling regime by a CFD 
code (Fluent 6.3). Using CFD codes allow investigating structures, properties, and fluid mecha-
nisms of the jet and also to obtain a deep understanding of pollutant transportation and dilution by 
the jet from an aircraft engine also taking into account interplay with the ground surface. 
As shown from table 2 and figure 5, the modeling results for each engine are in good agreement 
with the results of NOx measurements due to taking into account the jet- and dipersion-regime dur-
ing experimental investigation at Boryspol airport. Also using CFD-code (Fluent 6.3) allow to im-
prove results on 30% (coefficient of correlation, r = 0.76) due to taking into account the lateral wind 
and ground impact on jet parameters (buoyancy effect height, lateral and vertical deviation) and 
correspondingly on concentration distribution in plume.  
Table 2: Comparison measured and calculated concentration of NOx produced by aircraft engine emissions at accelerat-
ing stage on the runway 
Aircraft Aircraft Engine 
NOxmeasured 
PolEmiCa CFD 
(Fluent 6.3) PolEmiCa 
Back ground 3 м 6 м 1 engine All engines 1 engine All engines 
NOx NOx NOx NOx NOx NOx NOx 
BAE147 LY LF507-1H 1,70 22,067 33,9 35,1 70,46 48,9 202,3 
A321 CFM56-5B3/P 0,72 44,00 54,2 90,85 182,90 184,2 371,2 
B735 CFM-563C1 0,77 94,095 76,57 60,03 120,91 35,3 71,10 
B735 CFM56-3B1 1,74 29,20 23,4 42,34 85,30 33,7 67,76 
 
Figure 5: Comparison of the PolEmiCa and PolEmiCa/CFD model results with the measured NOx concentra-
tion at different height for selected aircraft engines under maximum operation mode 
The combined approach of modeling and measurement methods provides a more accurate represen-
tation of aircraft emissions to total air pollution (local pollution) at an airport. Modeling gives the 
scientific grounding for the measurement campaign of aircraft engine emissions, particularly, a 
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scheme for the positioning of monitoring stations with aim to detect maximum concentration in 
plume from aircraft engines. The model allows to predict the sample height of the exhaust gas jet 
with taking into account buoyancy effects and the interplay with the ground surface.  
3 CONCLUSIONS: 
− Aircraft emissions of nitrogen oxides (NOx = NO+NO2) were measured under real conditions 
(take-off, landing and ground taxi) in the plume (jet- and dispersion-regime) to determinate NOx 
emission indices (EINOx)and to compare this with ICAO databank. 
− Differences between measurements and ICAO data for EINOx at T/O and in particular for EINOx at 
TX were found, because real operation conditions are not corresponding to certification one. For 
further calculations and in particular model validation real measured EINOx were used. 
− The results of measurement campaign provide the validation and improvement of complex model 
PolEmiCa.  
− The modeling results for each engine are in good agreement with the results of NOx measure-
ments due to taking into account the jet- and dipersion-regime during experimental investigation 
at Boryspol airport. Using CFD-code (Fluent 6.3) allow to improve results on 30% due to taking 
into account the lateral wind and ground impact on jet parameters (buoyancy effect height, lateral 
and vertical deviation) and correspondingly on concentration distribution in plume. 
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ABSTRACT: In this study, engine emissions measurement results and actual flight data records are 
used to obtain an emissions production profile of gate-to-gate flight activity. The platform and pow-
erplant selected are B737-800 and CFM56-7B26, while the emissions measured are carbon monox-
ide (CO) and nitrogen oxides (NOx). By installing a sample probe inside the engine, the emissions 
are measured during a test matrix between idle and the highest power of an engine, in a test-cell en-
vironment. By establishing empirical relationships between the engine power and the amount of 
certain regular emissions species, emissions are not only identified for a landing and takeoff (LTO) 
envelope, but also for climb, descent and cruise flights, which take place above 3000 ft, the theoret-
ical mixing height altitude. According to the analyses, the total CO emissions of 52 minute flight 
was found to be 28.1 kg, with 37.1% of this value being produced during the LTO activity, below 
an altitude of 3000 ft. The total NOx emissions were found to be 27.4 kg, with the LTO activity 
emissions constituting 21.2% of the total NOx emissions of the entire flight. In addition, since CO 
emissions are strong functions of fuel flow at low power settings, in real world operating condi-
tions, the CO emissions during a taxi run may be considerably different from the standard values, 
due to variation in engine power based on a number of factors, such as, ambient air temperature, 
bleed air utilization or engine state. 
1 INTRODUCTION 
To understand the environmental impact of aviation, emissions research involving aircraft has been 
of great importance during the last decade. In addition to comprehensive emission testing by the In-
ternational Civil Aviation Organization (ICAO), a number of field campaigns were dedicated to un-
derstanding emissions production of aircraft engines, particularly at ground or near ground opera-
tions and, together with other segments of flight, have yet to be fully understood (Anderson et al., 
2006; Corporan et al., 2008; Presto et al., 2011).  
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Since there are a great many difficulties related to actual emissions measurement of an aircraft 
engine, obtaining a full emissions profile for a complete flight activity, or validation of the results of 
different research groups, requires significant effort and close collaboration. 
One of the main obstacles to a precise identification of the total emissions production of a com-
plete flight is difficulties of obtaining actual emissions index. Existing emissions indices, obtained 
through actual measurements, have certain limitations. These include explaining limited areas of a 
flight (i.e., only the LTO cycle), determination for only specific fuel flow rates and power settings, 
not considering the effects of engine age or maintenance history, ambient conditions, and so on. 
Although there have been certain studies on modelling emissions on engine parameters (Tsague et 
al., 2007; Chandrasekaran and Guha, 2012), it is difficult to obtain particular information, such as 
the total emissions production of a flight, or the emissions footprint (not only CO2) of each flight, or 
even of each seat. Furthermore, this uncertainty creates unfair treatment of airlines, via overestimat-
ed or underestimated emissions charges, based on highly generalized standard data (e.g., the emis-
sions index or time in mode). 
In this study, the emissions production mechanism of a B737-800 aircraft powered by a CFM56-
7B26 series engine is modelled using the results of two consecutive actual test cell emissions meas-
urements and actual flight data records of a single short-ranged domestic flight of the same aircraft. 
The measurements were conducted at the overhaul engine test cell facility of Turkish Technique 
Inc. in Istanbul, with flight data obtained from the national flag carrier airline of Turkey, Turkish 
Airlines, in a framework as part of a national project. 
2 BACKGROUND 
In the following sections, all of the engine emissions results are based on two consecutive meas-
urements. During the tests, the engine is run for relatively longer durations (e.g., more than five 
minutes) at certain stable power settings. Since the same observations at these stable power settings 
may affect the empirical equations and lead to a higher root-mean square error (RMSE), only ob-
servations during the acceleration and deceleration are considered. Although not considering the da-
ta points at stable power settings greatly decreases the size of the dataset, the remaining data points 
(i.e., 671 for Test1 and 412 for Test2) are still comfortably sufficient for a statistical empirical anal-
ysis. Unless otherwise stated, the dataset represents the data points of both tests. 
2.1 Test Procedure and Measurement System Overview     
A Teledyne 7500 model non-dispersive infrared (NDIR) instrument was used to measure CO and 
CO2 emissions as is required in ICAO procedures. The method depends on the fact that CO and 
CO2 absorb infrared radiation. A Teledyne 9110 TH model gas analyzer was used for the measure-
ment of NO, NO2 and NOx concentrations. The temperature of the heated line before the NOx ana-
lyzer was approximately 65±15ºC. Water vapor was removed from the sample line and an NOx 
measurement was made on a dry basis in order to minimize any quenching effect. Lastly, a Tele-
dyne 4030 model THC analyzer was used for the measurement of total hydrocarbons equivalent to 
CH4 in the sample gas. The analyzer measures THC with a flame ionization detector. The meas-
urement system is mostly in accordance with ICAO gas turbine engine gaseous emission measure-
ment recommendations.  
2.2 Empirical Model 
Observations plotted with fuel flow and fit curves are shown in Fig. 1. In order to increase accuracy, 
a number of the outliers, depicted by red crosses, have not been accounted into empirical models. 
Note that a proportion of outliers is observed due to engine warm-up effects, whereas others are 
caused by log error of the analyzers.  
As can be seen from Fig. 1, at low fuel flow rates, CO concentrations appear to be a strong func-
tion of fuel flow, where even a slight variation in fuel flow at low power settings results in a dra-
matic variation in CO concentrations. Being strongly dependent on fuel flow at low engine power 
settings, and considering that the idle power of an aircraft engine can be affected by a number of ex-
ternal factors, the trend shown in Fig. 1 reveals that inventory studies of typical airport traffic may 
involve large variability in CO concentrations during the LTO cycle. It is also found that a best fit 
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curve for NOx concentrations and fuel flow rates can be established with a second degree polyno-
mial function. 
 
 
 
Fig. 1 CO (left) and NOx concentrations as a function of fuel flow (Tests 1 and 2) 
The coefficients and key statistical parameters of each empirical model are shown in Table 1. Even 
though the statistical parameters can be improved when each test is considered separately, the re-
sults of the dataset of two tests appear to be statistically highly significant.  
Table 1 Coefficients of empirical equations (ff represents fuel flow) 
Species Empirical equation Adjusted R2 RMSE 
CO  1381 × e-9.904 × ff  + 11.37 × e1.038 × ff 0.897 55.71 
NOx 184.1 × ff 2 + 118.2 × ff + 10.36 0.978 21.06 
3 RESULTS AND DISCUSSION 
Once the concentrations of CO and NOx as a function of fuel flow (at sea level) are obtained, sea 
level emission indices can be calculated using (Johnson et al., 2008; Timko et al., 2010), EIX � gkg of fuel� = X (ppm)CO2(ppm) × � MWxMWCO2�× 3160 � gkg of fuel� (1) 
where, X and EIX denote the pollutant and the gram mass of pollutant per kilogram of fuel. MWx 
and MWCO2 represent the molecular weight of the pollutant and carbon dioxide, respectively. 
The variation of CO and NOx concentrations and emissions indices with fuel flow can be seen in 
Fig. 2. Whilst the patterns of the emissions index and the concentrations of CO are similar, this is 
not true for the NOx concentration and emissions index. The CO patterns of the empirical model are 
as for the pattern of raw data between the fuel flow and the measured CO concentrations during the 
emissions measurements. Regarding the case of NOx, a different pattern is observed for the emis-
sions index. It can be seen from Fig. 2 that the relationship between the fuel flow and the NOx emis-
sions index can be also explained as a linear function.  
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Fig. 2 Variation of emissions indices and concentrations with fuel flow based on empirical models 
3.1 Altitude Calibration 
Using Eq. (1), sea level emissions indices are determined, and enabling the calculation of corre-
sponding emissions at ground level, up to a point where the ambient conditions and flight Mach 
number are still negligibly different from ground operation conditions. However, to calculate alti-
tude emissions, the sea level emissions indices need to be calibrated. To do this, in this study, the 
Boeing Fuel Flow Method 2 (DuBois and Paynter, 2006) is applied as follows: 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑆𝑆𝑆𝑆 �𝜃𝜃𝑎𝑎𝑎𝑎𝑎𝑎3.3𝛿𝛿𝑎𝑎𝑎𝑎𝑎𝑎1.02 �𝑥𝑥 (2) 
𝐸𝐸𝐸𝐸𝑁𝑁𝐸𝐸𝑥𝑥𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐸𝐸𝐸𝐸𝑁𝑁𝐸𝐸𝑥𝑥𝑆𝑆𝑆𝑆 �𝛿𝛿𝑎𝑎𝑎𝑎𝑎𝑎1.02𝜃𝜃𝑎𝑎𝑎𝑎𝑎𝑎3.3 �𝑦𝑦 𝑒𝑒𝐻𝐻  (3) 
where θamb is Tamb/288 and δamb is Pamb/14.696. The denominators are standard sea level temperature 
and pressure, respectively. The exponents of x and y are assumed to be 1 and 0.5, respectively. The 
last term of eq. (3) represents the humidity correction (H) and can be calculated from: 
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = (𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎/1.8) − 273.15 (4) 
𝑃𝑃𝑠𝑠𝑎𝑎𝐴𝐴 = 6.107 × 10�(7.5×𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎)/(237.3−𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎)� (5) 
𝜔𝜔 = (0.62197058×𝑅𝑅𝐻𝐻×𝑃𝑃𝑠𝑠𝑎𝑎𝑠𝑠)(𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎×68.9473)×(𝑅𝑅𝐻𝐻×𝑃𝑃𝑠𝑠𝑎𝑎𝑠𝑠) (6) 
𝐻𝐻 = −19 × (𝜔𝜔 − 0.00634) (7) 
where ω is humidity ratio, Tambc is ambient temperature in °C and Psat is saturation pressure at the 
corresponding ambient in psi, and RH is relative humidity at 60%.  
Lastly, to consider the variation in air mass flow and compressibility effects, the fuel flow rate at 
a given altitude must be corrected to sea level fuel flow rates as follows: 
𝑊𝑊𝑓𝑓𝑆𝑆𝑆𝑆 = 𝑊𝑊𝑓𝑓𝐴𝐴𝐴𝐴𝑠𝑠 𝜃𝜃𝑎𝑎𝑎𝑎𝑎𝑎3.8𝛿𝛿𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒0.2𝑀𝑀2 (8) 
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where M denotes Mach number of flight. Once the altitude fuel flow is corrected to sea level fuel 
flow rates, the emissions indices at sea level for the corrected fuel flow can be easily found from 
empirical concentration models and Eq.(1) given above.  
3.2 Case Study 
In order to identify the amount of emissions for an entire flight, a case study is carried out in this 
section. For this purpose, actual flight data records of a domestic flight, with a range of 232 NM, are 
considered. The aircraft type selected is a B737-800, powered by a CFM56-7B26 series engine; the 
same engine model on which the emissions models are developed in the present study. Although the 
dataset of the FDR is composed of up to 50 parameters, the altitude, fuel flow, true air speed (TAS), 
Mach number, ambient temperature, ambient pressure and ground logic are used, as they are rele-
vant to the current analysis.   
The cumulative CO and NOx emissions, as a function of the flight phase and the flight altitude, 
are shown in Fig. 3. According to the analyses, the total calibrated CO emissions of a 52 minute 
flight is found to be 28.1 kg, with 37.1% of this total amount being produced during LTO activity, 
below an altitude of 3000 ft. Given that the emissions index of CO is higher at lower power settings, 
such as at idle, it is also observed that almost one quarter of the total CO emissions is produced at 
taxi-out. Considering the taxi-out time in mode of this case study is well below ICAO standards, 
higher taxi-out times at busy airports may lead to an increase in this percentage. From these results, 
it can be seen that, for about 9.5 minutes of taxi-out, almost 6.6 kg of CO is emitted.   
As expected, the CO emissions of the takeoff phase are found to be negligible. Of the other flight 
phases, the highest emissions production of 6.5 kg is observed during descent. One factor leading to 
high CO production at this phase is most likely continuous descent at relatively low power. This 
approach procedure could be used for less fuel consumption, using a balance between the potential 
and kinetic energy of the aircraft and with lower power utilization. Continuous descent approaches 
might lead to less fuel consumption, however, from the emissions point of view, the result might 
not be as straightforward as it is for fuel. Lastly, in the taxi-in phase, since traffic at the arrival air-
port is less than that at the departure airport, and the taxi-in time in modes are generally lower com-
pared to taxi-out, the CO emissions are observed as only 2.4 kg.  
As regards NOx emissions, the total calibrated NOx emissions are calculated as 27.4 kg, with an 
opposite pattern compared to that of CO. First, the total NOx emissions during LTO activity consti-
tutes 21.2% of the NOx emissions for the entire flight. It is interesting to note that, during ground 
operations, the contribution of the taxi phases (both out and in) is at a relatively low level. It is cal-
culated that during taxi-out and taxi-in, only 0.6 kg of NOx is emitted, while during takeoff the NOx 
emissions are found to be 1.2 kg. From these results, and considering takeoff time in modes do not 
differ greatly, the effect of longer taxi time in modes on NOx emissions can be negligible for even 
lengthy time-in-mode ranges.  
Fig. 3 CO and NOx emissions production patterns for a typical domestic flight of 232 NM with B737-800 
powered by two CFM56-7B26 turbofan engines 
Regarding airborne flight activity, the climb phase becomes a flight phase, where the highest 
NOx emissions are observed. The calculation reveals that almost 20 kg of NOx emissions are emit-
ted during 10.5 minutes of climb to an altitude of 28,000 ft. However, cruise and descent NOx emis-
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sions appear to be relatively lower than those during the climb phase, despite having a longer time 
in modes. During descent, there is a short low level flight at an altitude of around 7800 ft. Although 
it only takes a short time, this duration is sufficient for the relevant parameters to become stabilized.  
Considering a typical 70% load factor, the total CO and NOx emissions per passenger may be 
calculated as 250 g and 242 g, respectively. This calculation can be extended to a unit nautical mile 
basis, as 1.1 g CO/Pax-NM and 1.0 g NOx/Pax-NM. It is also found that cruise distance has a signif-
icant influence on these results, because the mean cruise emissions rates are lower than the total 
mean of the emissions rates, depending on the flight distance and, as the cruise distance increases, 
both emissions per Pax-NM tend to decrease. However, since this study involves only a single case 
with a single flight distance, justification for this argument cannot currently be made.  
If ICAO standard emissions indices, fuel flows and the time-in-modes had been used, the total 
CO and NOx LTO emissions would have been calculated as 3.5 kg and 6.2 kg, respectively. Ac-
cording to these results, it can be concluded that the results of the actual LTO CO and NOx emis-
sions are found to be 48% higher and 53% lower, respectively.  
Furthermore, according to ICAO standards, 94% of total LTO CO emissions and 14% of total 
LTO NOx emissions would have been produced during taxi activity. However, the ratios of actual 
CO and NOx emissions of the taxi activity to the total actual LTO emissions are found to be 86% 
and 10%, respectively.  
Even though the amount of emissions is found to be significantly different than those given by 
the ICAO standard LTO emissions, in particular being dependent on the different time in modes, 
the percentages of emissions per LTO phase of the ICAO measurements and the actual measure-
ments are found to be relatively close. 
4 CONCLUSION 
In this study, an emission profile of a full flight is developed using both actual emissions measure-
ment results and actual flight data. A case study of a B737-800 flight over a 232 NM distance re-
veals 28.1 kg of CO and 27.4 kg of NOx emissions, while the relative quantity of the emissions of 
LTO activities alone are found to be 37.1% and 21.2%, respectively. The flight phases, where the 
highest CO and NOx emissions produced, are determined. Considering a conservative load factor, 
emissions per passenger are also calculated as 250 g CO and 242 g NOx. The results of the study 
emphasize the importance of using actual data for emissions calculations. 
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ABSTRACT: Reduction of NOX emissions has been an important goal in combustor technology 
development for many years. RQL technology has been able to control NOX emissions even with 
increasing cycle pressure and temperature which are needed to improve engine efficiency and re-
duce CO2 emissions. To be able to provide input data for local air quality as well as atmospheric 
and climate modelling, correlation methods have been developed, which allow for estimating the 
emissions of the global fleet on the basis of publically available data only. Only recently new en-
gine types with advanced low NOX combustion technology have been certified and similar types 
from other manufacturers are expected to follow. These engines make use of lean combustion tech-
nology and usually feature some sort of fuel staging to provide the combustion stability required for 
aircraft engines. As a result, standard application procedures of correlation methods cannot be ap-
plied for modelling emissions of these types of engines. Therefore new, alternative procedures have 
been developed and analyzed, which take into account the specific properties and parameters that 
influence NOX production in staged, lean burn combustion systems. 
1 INTRODUCTION 
As an input into atmospheric and climate modelling, aircraft engine emissions data under actual 
flight conditions are required. Up to date the only practical way to create these inventories is by ap-
plying so-called relative emission correlation methods. These methods calculate the emissions of a 
particular aircraft engine in flight on the basis of measured data from sea level static tests of the 
same engine type.  The applicability of these correlation methods has been verified well for conven-
tional combustion technology, which is based on the Rich-Quench-Lean (RQL) principle.  
Recently, engines with new technology combustors have entered into service. These combustors 
operate fully lean during medium and high power operation, but still use a rich burning zone for ig-
nition and low power operation. Due to this change of the combustion mode, depending on the en-
gine operating condition, this technology is called staged lean combustion. Since there are no re-
gions of stoichiometric mixture present in the lean burn mode, it has the potential for very low NOX 
emissions. However, to stay within the narrower stability limits of lean combustion, good control of 
the Fuel to Air Ratio (FAR) is needed and that might require additional fuel staging in the lean burn 
mode. The fuel staging must be taken into account as an additional impact on NOX formation and 
might result in discontinuities in the NOX emission characteristic. Moreover, for lean burn technol-
ogy the impact of the thermodynamic parameters driving the NOX production rate is changed 
(Lefebvre et al., 2010). In particular the effect of combustor pressure (p3) is reduced, while there is 
an additional impact of the FAR, which is not observed in conventional combustors. Therefore, to 
account for these additional impacts, new procedures are needed to apply the established NOX cor-
relation methods to aircraft engines with staged, lean combustion technology. 
2 APPROACH 
To develop procedures that allow for the application of the established emission correlation meth-
ods to engines with advanced, staged and/or lean burn combustors, the following approach has been 
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taken: As a first step, publically available emissions data of lean combustion concepts have been 
aggregated and analyzed. With help of further information on such combustor concepts and general 
physics of lean combustion, a reference emission model of a staged, lean aircraft engine combustor 
has been created. This model is needed to create cruise NOX emissions data to compare with the re-
sults of the relative NOX correlation methods, which are applied on the basis of sea level static 
emissions data only as a matter of principle. Part of this model is the fuel staging schedule, which 
describes the distribution of the fuel to the different combustion stages or zones with varying engine 
power setting. Subsequently, established NOX correlation methods have been applied with the sea 
level static emissions data. For this step, different application procedures have been proposed and 
analyzed, to select procedures which account for the specific properties of staged, lean burn com-
bustion systems to the extent possible with the amount of available supplementary data. From these 
analyses finally recommendations were developed, which procedures would be suitable for certain 
applications of NOX emissions modelling techniques. This paper focuses on procedures suitable for 
inventory purposes, the complete analysis may be found in (Plohr, 2015). 
3 REFERENCE EMISSION MODEL 
The reference emission model was based on emissions data of the General Electric GEnx-1B70 en-
gine from the ICAO engine emissions database (ICAO, 2013), certification data sheets (EASA, 
2011) and information from GE presentations (Dodds, 2005), (Mongia, 2008), (Foust et al., 2012), 
(GE, 2014). Additionally, information from NASA publications on experimental lean combustion 
systems (Tacina et al., 2002), (Tacina et al., 2008) was used. The combustor of the GE engine is la-
beled TAPS, which stands for Twin Annular Premixing Swirler. From the available information it 
was concluded that the fuel is injected into the TAPS combustor by Pilot and Main fuel injector 
stages. During medium and high engine power operation, both Pilot and Main stages are operating 
under fully lean conditions. For low engine power operation, only the Pilot stage is fueled and then 
operating with a rich primary zone, similar to a conventional RQL concept. 
To model the NOX emission behavior of the lean burn mode as a function of thermodynamic en-
gine parameters, absolute correlation methods have been taken from (Tacina et al., 2002) and (Tac-
ina et al. 2008) and the coefficients of these correlations have been carefully adjusted to fit the 
available SLS measurement data. These data was taken from all thrust variants of the GEnx-1B en-
gine in the ICAO database (54000lbf up to 75000lbf). The same procedure was used to model the 
emission characteristic of the rich burn Pilot only mode with an absolute correlation given in (Pra-
ther et al., 1992). 
As a next step, a fuel distribution schedule has been created in a way that the combined NOX 
emissions of the (individually modelled) Pilot and Main stages match the total SLS emissions data 
of the GEnx engine. The result of this procedure is shown in figure 1, where the NOX emission 
characteristic of the reference emission model in Sea Level Static operation is indicated by trian-
gles. For comparison, data points of GEnx-1B engines with different thrust ratings from the ICAO 
database are plotted as crosses. The dark grey lines in the diagram indicate data taken from the GE 
presentations on the TAPS combustor concept mentioned above. Obviously, the reference emission 
model shows good agreement with both datasets. 
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Figure 1: Sea Level Static EINOX characteristic of the Reference Emission Model, compared with data from 
different sources 
In this figure the different operating regimes of the combustor can easily be distinguished. At high 
engine power (high relative T3), both Pilot and Main combustion zones are operating with lean fuel 
air mixture. With reducing T3 the mixture becomes leaner, and would approach the stability limit at 
a certain point. Therefore it is assumed that, starting from the dashed light grey line slightly below 
90% relative T3, the reduction of the fuel flow is realized through the Main stage only, keeping the 
Pilot flame at higher temperature to stabilize the overall combustion. With further reduced engine 
power, fuel supply to the Main stage is cut off completely (at the second dashed line in the figure) 
and the Pilot stage switches to a rich burn mode which is similar to a conventional RQL system.  
Figure 2 shows the emission characteristic in cruise conditions (Flight altitude 35000ft, Mach 
0,80), resulting from these modes of operation. For comparison the (modelled) emission character-
istic of a modern engine with optimized RQL combustor is shown by the solid line. It becomes ob-
vious that in the cruise thrust range, the TAPS combustor is always operating in staged mode, pro-
ducing very low NOX emissions, approx. 60% below the optimized RQL system. This is consistent 
with information published by the engine manufacturer. 
Figure 2: Cruise EINOX characteristic of the Reference Emission Model, compared with results of a mod-
elled conventional (optimized RQL) combustion system 
When applying relative correlation methods to calculate cruise NOX emissions of such types of en-
gines, the specific mode of operation must be taken into account. To realize this, new application 
procedures are required. The following chapter describes the basic application procedure of these 
methods, from which the new procedures are derived in the subsequent step. 
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4 RELATIVE EMISSION CORRELATION METHODS 
All relative correlation methods are based on the assumption, that the emission characteristic of a 
given gas turbine engine can be modelled by an empirical function of a reduced set of characteristic 
thermodynamic parameters, which is determined on the basis of a given dataset for one single oper-
ating condition. Usually this operating condition is Sea Level Static, because in the ICAO aircraft 
engine emissions database, Emission Indices (EIs) of Nitrous Oxides (NOX) and fuel flow data are 
given for any turbofan engine with more than 26.7kN rated thrust for four thrust settings under Sea 
Level Static conditions. 
4.1 Standard Application Procedure 
The first step of the standard procedure to apply an emission correlation method is to plot the EI 
values of the four data points from the ICAO database against a characteristic thermodynamic en-
gine parameter. Then a curve is fitted to these four data points, which is denoted as the reference 
function of the correlation method. The characteristic parameter must be selected in a way that for 
any operating condition the EINOX, corrected to SLS conditions, can be read from this curve. The 
most common relative correlation methods use combustor inlet temperature T3, or a corrected Fuel 
Flow wF,corr. Finally, depending on the characteristic parameter, subsequent corrections for pres-
sure and FAR, or for ambient conditions are applied to calculate the actual EINOX value of the op-
erating condition in question. 
4.2 Application Procedure for staged lean combustion systems 
Figure 3 shows EINOX data points for engines with a staged lean and a conventional combustion 
system. On the first view it is obvious that the standard application procedure of the relative correla-
tion methods cannot be applied to the staged lean dataset. A suitable application procedure for this 
technology must account for the staging points and potentially different curve shapes of the diverse 
operating regimes. Figure 3 shows a sketch of the principle of a procedure that meets these re-
quirements: 
Figure 3: Proposed application procedure of relative correlation methods for staged lean combustion systems 
As the first step of this alternative application procedure, the staging point(s) need to be defined as a 
function of the correlation method’s characteristic parameter (light grey dashed line). Then individ-
ual reference functions are defined for all operating regimes that are separated by the staging 
point(s). Since there might be only few data points left between staging points to fit a reference 
function to, additional information should be used in this step, for example data points of engine 
variants with different thrust ratings (open symbols), or general information on the curve shapes of 
(here: lean burn) emission characteristics. Finally the corrections need to be adjusted, ideally guided 
by information on the cruise emission level or general information on the influence of ambient con-
ditions on the emission formation processes. In this analysis, data from the Reference Emission 
Model were used to adjust the correction factors. 
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5 APPLICATION EXAMPLES 
The general procedure as described in the previous chapter has been used to apply the most com-
mon relative NOX correlation methods for verification and accuracy check. These are the methods 
recommended by ICAO for emission inventory purposes (ICAO, 2011): The so called p3-T3 meth-
od (Madden et al., 2003) and the fuel flow methods developed by Boeing (Dubois et al., 2007) and 
DLR (Döpelheuer et al., 1999). The p3-T3 method was developed by engine manufacturers and us-
es the combustor inlet temperature T3 as characteristic parameter and corrections for combustor 
pressure p3 and fuel to air ratio (FAR). This method has the potential to provide the best accuracy 
of all relative correlation methods; however the required base data are usually not publically availa-
ble. The so-called fuel flow methods can be applied with publically available data only, since these 
methods use a corrected fuel flow as characteristic parameter and corrections for ambient condi-
tions. Two methods have been proposed, one by DLR and another one by Boeing. While the DLR 
method uses the standard definition for the corrected fuel flow, based on ambient total pressure and 
temperature, the Boeing method applies a different definition which is based on static ambient con-
ditions and Mach number. 
The p3-T3 method includes the most NOX-relevant parameters T3, p3 and FAR, so their impact 
is easily adjustable by their individual exponents in the correlation formula. In the fuel flow correla-
tions the NOX-relevant parameters are only implicitly included. The pressure impact is represented 
by an ambient pressure correction and partly by the corrected fuel flow, which is a power parameter 
of the engine, representing the actual operating condition. A FAR correction is not provided in the 
fuel flow correlations, therefore to account for the FAR impact on the NOX production of lean burn 
operating modes an extension of these methods is required, similar to the FAR correction of the p3-
T3 method. For this study, the reference emission model has been used to provide all information 
needed to apply these correlation methods with the procedures described earlier. In addition, the 
methods have been applied on the basis of only a minimum dataset that is more typical for common 
inventory applications. 
5.1 Application of the p3-T3 method 
Figure 4 shows the calculated NOX emission characteristic of a cruise operating line as result of the 
staged application of the p3-T3 method, based on a minimum dataset (a single ICAO database en-
try). The required thermodynamic engine data have been generated by an engine performance mod-
el. 
Figure 4: Results of modified p3-T3 method: Application with staged reference function, based on a mini-
mum dataset, compared to the reference emission model 
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In this case the first staging point was set just above the 30% SLS thrust point. The second stag-
ing point was ignored as it is not obvious in the ICAO dataset. Separate reference functions have 
been defined on the basis of the Sea Level Static emissions data above and below this staging point. 
The exponents of the correction factors have not been adjusted, because the required data would 
usually not be available. However, even with this reduced data set the staged application of the p3-
T3 method with two reference function gives satisfactory results, compared with the reference 
emissions model, particularly in the cruise thrust range. 
The most obvious improvement potential of this very basic application of the correlation method 
is on the slope of the emission characteristic at high relative thrust (above approx. 85%) and the po-
sition of the staging point. Furthermore, the shape of the emission characteristic of the Pilot only 
mode (below the staging point) is not well met. 
With emissions data of engine variants with different thrust ratings available, it is possible to im-
prove the shapes of the reference functions and to set the position of the staging point more accu-
rately. If furthermore either the cruise NOX level or the pressure and FAR exponents are given for 
this engine type, the results of the staged application of the p3-T3 method can be significantly im-
proved, as shown in figure 5: 
Figure 5: Results of the staged application of the p3-T3 method, based on an optimum dataset, in comparison 
with the reference emission model 
Obviously, with this optimum set of input data, the method allows for a very accurate modelling of 
the cruise NOX emission characteristic of the staged lean burn combustor model. 
5.2 Application of the DLR fuel flow method 
Again as a first step this method has been applied on the basis of a minimum dataset. However in 
this case satisfactory results could only be achieved when the pressure exponent of the correlation 
method was adjusted. With standard exponents the method would overestimate the cruise NOX pro-
duction in the staged, lean burn mode. Figure 6 shows the results of this application procedure of 
the DLR fuel flow method: 
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Figure 6: Results of modified DLR fuel flow method: Application with staged reference function, based on a 
minimum dataset, compared to the reference emission model 
Although the method gives quite a good representation of the cruise NOX emission characteristic, 
some potential for improvement is still obvious in the high thrust range (slope of the curve) and 
concerning the position of the staging point. Again emissions data of engine variants with different 
thrust ratings have been used to optimize the shape of the reference function for the staged, lean 
burn operating regime. Furthermore an additional FAR correction has been added for this operating 
regime and the pressure exponent has been adjusted again. The results of this improved method are 
shown in figure 7: 
Figure 7: Results of the staged application of the DLR fuel flow method, based on an optimum dataset, in 
comparison with the reference emission model 
The figure shows that, with optimum data availability, the DLR fuel flow method gives only slight-
ly less accurate results than the p3-T3 method (figure 5, both in staged application).  The small in-
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accuracies are caused by the fact that the impact of the combustor pressure is only implicitly includ-
ed in the fuel flow methods. Additionally, the position of the staging point is not reproduced exactly 
in cruise operating conditions, if defined by the corrected fuel flow. However since the staging 
point remains below the thrust range for typical aircraft cruise conditions, this is not relevant for in-
ventory applications of the correlation method. 
5.3 Application of the Boeing fuel flow method 
The application procedures of the Boeing fuel flow method with minimum and optimum datasets 
are completely analog to those of the DLR fuel flow method. The results of these procedures for the 
cruise working line achieve very similar accuracy and therefore are not displayed separately here.  
6 RESULTS FOR A SIMULATED FLIGHT MISSION 
Finally, the application procedures of the correlation methods as described in the previous chapters 
have been used in the frame of a flight mission calculation, to verify their applicability for inventory 
purposes. The flight mission calculation was performed with DLR’s generic model of a Boeing 
B787-8 type aircraft, powered by a GEnx-1B70 engine. Flight mission distance was 5500nm with a 
cruise Mach number of 0.85. Initial cruise altitude was 35000ft and a step climb was performed to 
reach the final cruise altitude of 39000ft. Figure 8 shows the NOX emission per flight phase, calcu-
lated by the different NOX correlation methods and application procedures as described before.  
Figure 8: NOX emission per flight phase, calculated by different NOX correlation methods and application 
procedures 
While the results of the p3-T3 and the DLR method appear quite similar, the Boeing method shows 
larger deviations, which have not been observed in the results for the cruise working line. The only 
difference between the cruise conditions of the working line analyses and the initial flight mission 
cruise phase was the Mach number. Therefore it was assumed that the observed deviation is most 
probably caused by Mach number effects, which can occur with this method when the exponents 
are changed. Potentially this Mach number effect could be eliminated, if a larger amount of meas-
ured data for different cruise Mach numbers would be available to adjust the exponents for applica-
tion to lean combustion concepts. However, at this point in time such data are not publically availa-
ble. 
From the flight mission results it becomes obvious that the NOX production of the staged lean 
combustor is reduced in all phases of the flight, compared with the optimized RQL combustor. The 
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largest reduction is achieved in the cruise phases, where the engine is operating most of the time on 
medium and long range flight missions. The calculated NOX emission reduction in these cruise 
phases is approximately 60%. 
7 SUMMARY AND CONCLUSIONS 
For this study, publically available information and data on operation and emission production of 
lean burn combustors for aircraft engines have been collected and analyzed. Based on this analysis, 
a reference NOX emission model of a staged, lean combustor has been developed using absolute 
correlation methods from the literature. The required thermodynamic engine data has been taken 
from a performance model. Subsequently, the most common relative NOX correlation methods have 
been applied with their standard and potential new application procedures; and the results compared 
to those of the reference emission model for a cruise working line of the engine. These comparisons 
verified that the newly developed procedures are suitable to apply the established NOX correlation 
methods to new, staged lean burn combustor concepts. 
Finally, the new procedures have been applied to calculate the NOX emissions of a full flight 
mission of an aircraft, powered by engines with staged lean burn combustors, to demonstrate their 
applicability within the scope of flight mission calculations (and subsequent inventory generation). 
This demonstration was successful for two of the three methods presented herein. Therefore it is 
recommended to use the p3-T3 method or the DLR fuel flow method with the application proce-
dures developed and presented in this study to model NOX emissions of aircraft engines with 
staged, lean combustors for the purpose of inventory creation. 
For the future it is planned to expand these application procedures to other emissions modelling 
techniques, particular such for aircraft PM emissions. 
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ABSTRACT: TEAM_Play-Tool Suite for Environmental and Economic Aviation Modelling for 
Policy Analysis − offers a range of European capabilities for the modelling of aviation noise, local 
air quality, greenhouse gas emissions, climate response, technology and economic impacts, and re-
spective interdependencies. These useful capabilities for historic, current and future year impact as-
sessments are combined in a unique single tool suite, and thus to be operated in a common envi-
ronment. The further use of a single input data source (i.e., data warehouse and exchange platform) 
is an enabler for consistent and more accurate aviation economic and environmental trade-off stud-
ies and policy impact assessments.  
The collaborative project TEAM_Play, co-funded by the European Commission (EC) as part of 
the 7th Research Framework Programme (FP7) of the European Union (EU), ended in 2013. Pro-
gress on aviation environmental modelling and capability management in Europe has been slow 
since (or concentrated within specific activities as, for instance, in ICAO-CAEP, Clean Sky and 
SESAR). In order to collaboratively move on, and supporting and strengthening the European posi-
tion in the international policy arena, the European aviation environmental modelling strategy needs 
further implementation and momentum.  
In this context, the paper addresses TEAM_Play for Europe. 
1 INTRODUCTION 
Aviation environmental impact assessment and modelling activities give support to policy decision 
making in Europe and other regions of the world. This is especially true for the complex assessment 
of interdependencies which involves the combined analysis of emissions, noise, economics and oth-
er relevant parameters linked to commercial aviation. Assessments and policies (national, regional 
as well as those negotiated internationally such as in ICAO-CAEP) concern impacts such as com-
munity noise, air quality and climate change. 
The collaborative project TEAM_Play (Tool Suite for Environmental and Economic Aviation 
Modelling for Policy Analysis; www.teamplay-project.eu) substantially enhanced the capabilities of 
the European modelling community to estimate air traffic developments and to assess the impact of 
specific aviation-related policy measures. Eighteen partners1 participated and contributed to 
TEAM_Play which was a project co-funded by the European Commission (EC) as part of the 7th 
Research Framework Programme (FP7) of the European Union (EU) for approximately 3.8 million 
€, and which took place from December 2010 until March 2013.  
Progress in Europe has been slow since on aviation environmental modelling and capability 
management or has been concentrated within specific activities, for instance in ICAO-CAEP, Clean 
Sky and SESAR. In order to collaboratively move on, and supporting and strengthening the Euro-
pean position in the international policy arena, the European aviation environmental modelling 
strategy needs further implementation and momentum. 
The current paper presents TEAM_Play’s products and results. Its main message is that 
TEAM_Play capabilities, expertise and the community are still out there and available to further 
contribute and strengthen Europe’s capabilities and activities on modelling and impact assessment 
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of aviation trends and environmental policies (technology, operations, market-based measures, et-
cetera). 
2 TEAM_PLAY PROJECT AIMS, PRODUCTS, TEST RUNS AND OUTREACH 
2.1 TEAM_Play project aims 
Prior to TEAM_Play, numerous individual models existed in Europe, addressing different aspects 
of air transport and related impact modelling (noise, local / greenhouse gases emissions, but also 
climate change and economic impacts). The main focus of TEAM_Play was on creating a model-
ling framework in which existing European modelling capabilities could be combined in order to 
support and strengthen the European perspective in the international policy arena. 
The development of the TEAM_Play tool suite was also aimed at broadening the scope of poten-
tial impact assessments, in order to improve insight and awareness of additional effects which are 
crucial for aviation developments but were not yet fully covered in other modelling systems. Exam-
ples are impact monetisation, third party risk, airport capacity constraints, extended forecast hori-
zon, and alignment of local, regional and global assessments. 
2.2 TEAM_Play products 
TEAM_Play’s main products are the Data Warehouse & Data Exchange Platform and the Tool 
Suite.  
The developed and populated Data Warehouse & Data Exchange Platform (DW/DEP; based on the 
most used open source content management system Alfresco) allow consistent provision of data and 
structured transfer of input and output data between the models in the TEAM_Play Tool Suite. In 
addition, a document with TEAM_Play Data Format Guidelines was prepared and released for 
common use within the aviation modelling community. This set of guidelines was the basis for 
harmonisation of input and output data to be exchanged and stored in the data warehouse. 
The TEAM_Play Tool Suite was established through development of the necessary model inter-
faces combining -in a single environment- European tools (either existing, updated or new) for 
modelling future air transport (technology), local airport and greenhouse gas emissions, aviation 
noise, economics and environmental impacts. The tool suite consists of a Basic Modelling System 
(BMS) working in high granularity, and a Responsive Modelling System (RMS) allowing for feed-
back loops; central tool in the RMS is the enhanced AERO modelling system owned by EASA. Pol-
icy decision support tools are developed including a macro-economic impact model and an energy 
module putting employment numbers respectively energy consumption linked to aviation in a glob-
al perspective. 
Figure 1 outlines the complete TEAM_Play system including the DW/DEP, BMS and RMS. 
TEAM_Play’s website (www.teamplay-project.eu) offers further elaborated descriptions of the Da-
ta Warehouse & Data Exchange Platform, Tool Suite and individual tools.  
Figure 1: Outline of the complete TEAM_Play system 
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2.3 TEAM_Play test runs 
System runs for selected baseline, business as usual and policy scenarios were carried out to test the 
functioning of the complete TEAM_Play system, i.e. Data Warehouse & Data Exchange Platform 
and Tool Suite. Prior to this, substantial work was performed to harmonise and update default data-
bases which are in use by many modelling tools (such as sets of aircraft, engines and emissions da-
ta). Moreover, scenario-specific air traffic files for local and global modelling studies were prepared 
and provided to modellers via the data warehouse and data exchange platform. 
All TEAM_Play tools were applied in at least one scenario run and modelling system. Both 
modelling systems (i.e., BMS and RMS) were tested with a baseline 2006 and a 2026/2050 “busi-
ness as usual” scenario (BaU; in our case the CONSAVE “unlimited skies” scenario). The reference 
scenario run results were compared to the results of 2026/2050 BaU scenario runs in which addi-
tional environmental policies and or measures were applied. The basic modelling system (BMS) 
was also tested with a 2006/2026 ICAO-CAEP dataset.  
The following set of environmental policies and measures were applied, also reflecting 
TEAM_Play’s (cap)ability of assessing the economic and environmental impact of potential policy 
measures for civil aviation:  
− BMS: CO2 Standard, Open Rotor, Biofuel 
− RMS: Ticket Tax, CO2 Standard, Long-term emission trading system (ETS), Biofuel, and Eco-
routing. 
The tests demonstrated the applicability of the TEAM_Play modelling systems to multiple realistic 
air traffic scenarios and policy use cases. Chosen air traffic scenarios remained as close as possible 
to scenarios envisaged within, for instance, ICAO-CAEP so that any improvements and shortcom-
ings of the TEAM_Play system could clearly be assessed.  
Figure 2 shows an example of test run results combined in a so-called radar plot suitable for in-
terdependency analysis. NB: Current scenario studies were aimed at capability demonstration and 
sometimes based on simplified assumptions only. Results from scenario runs are therefore only for 
demonstration purposes (not yet for policy decision making).  
Figure 2: Example of TEAM_Play test run results 
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2.4 TEAM_Play dissemination & outreach 
The TEAM_Play results were first presented in Advisory Committee and User Group meetings. In 
addition, a public website (www.teamplay-project.eu; Figure 3 shows the home page) was setup and 
now offers a lot of information and material concerning TEAM_Play. Printed material and presenta-
tions are also provided at different events such as ANERS and TAC. 
Figure 3: TEAM_Play project website home page 
With respect to the future and a durable implementation, a number of reports were prepared and 
discussed within the TEAM_Play community, including Advisory Committee and User Group, and 
also outside in the ECAC-ANCAT Modelling Interdependencies Task Group (MITG) and European 
networks like ECATS and X-NOISE. Relevant reports are: 
− Design of durable structures for future operational management and coordination of use, mainte-
nance and enhancement of the TEAM_Play Tool Suite capabilities 
− Management and updating of provisions on use, access, intellectual property and ownership of 
the TEAM_Play Tool Suite 
− Development of business plan for sound applications of the toolset in the future. 
3 TEAM_PLAY FOR EUROPE 
TEAM_Play offers a unique system to Europe connecting individual tools and providing tested 
work flows for aviation environmental and economic modelling for policy analysis and impact as-
sessments. The current capabilities of the TEAM_Play tool suite are: 
− Quantification of current and future aviation impacts, addressing ecology, economy, trends, tech-
nologies, operations and policies 
− Goal assessment (e.g., ACARE/Flightpath 2050, Clean Sky and SESAR) quantifying success 
level based on user-defined scenarios 
− Normative modelling (identifying requirements to reach the goals) 
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− Quantified scenarios on long-term developments, providing know-how depending on various avi-
ation internal and external trends 
− Analysis from global and European level down to local airport level 
− A populated data warehouse and operational data exchange platform. 
The TEAM_Play Tool Suite and expertise is ready for use and available for Europe to be exploited 
in any relevant ongoing and or future activity. 
The European aviation environmental assessment structure and modelling strategy (see Figure 4) 
eventually adopted in December 2013 at the ECAC Directors General of Civil Aviation meeting in 
Paris (FR) is the best way forward. TEAM_Play expertise fits well in the Pool of Excellence and the 
Advisory Group. The strategy needs however further implementation and momentum mainly 
through the ECAC-ANCAT-MITG task group. In this respect, the current initiative of the European 
Commission (DG-MOVE; in close cooperation with EASA and EUROCONTROL) is appreciated; 
it will develop a publicly available helicopter noise model and make progress on aircraft engine 
nvPM emission measurement and modelling; in this way it will contribute to the further establish-
ment of a public European environmental model suite for aviation. 
Figure 4: The European aviation environmental assessment structure and modelling strategy 
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ABSTRACT: Aviation contributes to climate change by both long-lived CO2 and short-lived non-
CO2 effects, such as NOx or contrail cirrus. According to Lee et al. (2009), aircraft-induced CO2 
contributed 1.6% to the total anthropogenic radiative forcing in the year 2005. If both CO2 and non-
CO2 effects are considered, aviation contributed 4.9% to the total radiative forcing in 2005. The in-
terdisciplinary research project AviClim has explored the feasibility for including aviation’s full 
climate impact in international protocols for climate protection and has investigated the economic 
impacts. The present paper provides results of this research project. In AviClim four reduction sce-
narios have been designed which differ concerning the level of international support for climate 
protecting measures. These scenarios have been combined alternatively with an emissions trading 
for all climate relevant species, a climate tax and a NOx emission charge combined with operational 
measures. Also, two different metrics for quantifying aviation’s full climate impact have been as-
sumed alternatively: Average Temperature Response ‘atr 20’ and ‘atr 50’. All in all, a global emis-
sions trading scheme for both CO2 and non-CO2 emissions would be the best solution. 
1 INTRODUCTION 
Aviation contributes to climate change by several components: CO2 with an atmospheric lifetime up 
to thousands of years and H2O with a lifetime between hours and months contribute to a positive 
RF. The NOx emissions have several effects: Ozone (O3) is formed (warming effect) with a life-
time from weeks to months. As a secondary effect, methane (CH4) is destroyed (cooling effect) with 
a life-time of about a decade. Finally, from the reduced methane a secondary reduction of the ozone 
concentration results (cooling effect), which has the same life-time as methane. Contrail induced 
cloudiness (CiC, individual contrails and the associated contrail cirrus) result in a positive RF, 
which is of a similar magnitude than the RF from CO2 on global and annual average (e.g., Lee et al., 
2009, Burkhardt and Kärcher, 2011). 
While the climate impact of CO2 emissions is independent from the emission location and time, 
aviation’s non-CO2 effects depend on flight altitude, geographical location and partly day time, 
weather situation, etc. (e.g., Fichter et al., 2005; Mannstein et al., 2005; Fichter, 2009, Frömming et 
al., 2012). Due to the different life-times and due to the spatially dependent impacts, the climate 
change induced by the aviation non-CO2 effects is not directly proportional neither to the CO2 emis-
sions nor to the amount of non-CO2 emissions. Therefore simply applying a factor to the CO2 emis-
sions to account for aviation’s non-CO2 effects, as suggested by, e.g., the European Parliament, is 
not appropriate as it would provide incorrect incentives (e.g. Forster et al., 2006). 
Overall, the global framework for limiting the climate relevant emissions of aviation is diverse. 
Whilst international aviation carbon dioxide emissions have been regulated in several countries in 
the recent years, this is not the case for most of the non-CO2 climate effects. Until now, the non-
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CO2 species have only been addressed scarcely both on ICAO and on a national level. Nevertheless 
it is important to include the non-CO2 effects as the total climate impact of aviation (in terms of RF) 
was 4.9% (in 2005) while the aircraft-induced CO2 contribution to total anthropogenic radiative 
forcing was only 1.6% (Lee et al., 2009). Due to urgent environmental needs, the political regula-
tion of the full climate impact of aviation is strongly recommended in the foreseeable future. 
Therefore the research project AviClim (Including Aviation in International Protocols for Cli-
mate Protection), funded by the German Bundesministerium für Bildung und Forschung (BMBF), 
focussed on the question: How can international aviation be best included in international protocols 
for climate protection from an economic point of view? For details see Scheelhaase et al. (2015). 
2 METHOD  
In the present study four geopolitical scenarios have been defined, which differ concerning the level 
of international support for climate protecting measures in aviation: “Greater EU” with EU, Nor-
way, Iceland and Liechtenstein, “Great Aviation Countries” with the main players in international 
and national aviation, “Annex-I Countries” with “Annex-I Countries” plus the BRIC countries 
(Brazil, Russia, India and China) and “World” with global support. Within AviClim it has been 
generally assumed that all flights to, from and within the countries belonging to the respective geo-
political scenario will be regulated.  
The four geopolitical scenarios have been combined with three selected market-based measures 
to reduce aviation’s climate relevant emissions, which have been chosen in respect to economic ef-
ficiency, potential environmental benefits and practicability: (1) Emissions trading scheme for all 
climate relevant emissions, (2) climate tax and (3) NOx emission charge combined with a CO2 trad-
ing scheme and operational measures, which assume that 50% of flights operated between 30°N and 
60°N and on an altitude between 28-38 kft (about 9 and 12 km) will be flying 2 kft (about 630 m) 
lower to reduce contrail cirrus. The combination of NOx emission charge, CO2 trading scheme and 
operational measure will be called "NOx charge" afterwards. 
The airlines under the respective scheme have increasing costs due to the regulatory measures. 
These additional costs depend on the future development of prices for CO2 equivalents, which is 
difficult to foresee. Therefore we have assumed three different price development paths: For 2010 
we assume a price of 10 USD per ton CO2 for all price development paths and for 2030 80 USD per 
ton for the ‘High Price Path’ and 30 USD for the ‘Low Price Path. Additionally we assume a 
‘Mixed Price Path’ with low CO2 equivalent prices for both trading schemes and high prices for the 
climate tax and the NOx charge. For both trading schemes a free allocation of 85% of 2010 emis-
sions has been assumed. For any emissions exceeding 2010 emissions, emissions permits have to be 
purchased by the airlines on the permits market.  
Under the assumption that the airlines will try to pass-on the full cost increase to their customers, 
prices for air services will become more expensive. We assume three cases of price elasticities: 
(Case 1) The quantitative demand for air services remains unchanged. (Case 2) The quantitative 
demand reaction is under proportionate to the price increase by the airlines; a price increase of 1% 
leads to a demand reduction of 0.8%. (Case 3) The quantitative demand reaction is disproportionate 
to the price increase by the airlines; a price increase of 1% leads to a demand reduction of 2.1%. 
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Figure 1: CO2 equivalence factors (in kg(CO2equi) per kg emission or flown km) in dependency of flight al-
titude for NOx, H2O and CiC using atr_20 and atr_50 as metric, respectively.  
For the present study, the Average Temperature Response (ATR), which is the mean temperature 
change over a time horizon of 20 and 50 years (atr_20 and atr_50) respectively, was used as metric 
to tranfer non-CO2 effects into CO2 equivalents. To find a reasonable compromise between calcula-
tion effort and accuracy of the results we decided to use only an altitude dependency of the climate 
impact. Therefore we calculated the impact of nowadays air traffic for each flight level separately 
with the response model AirClim (Grewe and Stenke, 2008; Grewe and Dahlmann, 2012; Dahl-
mann et al., 2015) which calculates the climate impact of different climate agents (CO2, H2O, NOx 
(O3+CH4+O3pm) and CiC) as functions of the emission location. Then we got the CO2 equivalents 
by calculating the climate impact of each species per kg emission or flown distances relative to the 
impact of one kg CO2. The CO2 equivalence factors, which in particular depend on flight altitude, 
are shown in Figure 1 for atr_20 and atr_50, respectively. An emission of 1 kg NOx in an altitude of 
35 kft, for example, has the same impact on climate over 20 years as about 1000 kg CO2. 
In brief, the modelling of the climate effects of the market-based measures has been analysed by 
the following steps (Figure 2, for details see Scheelhaase et al., 2015): VarMission (Schaefer, 2012; 
Schaefer et al., 2010) and 4D-Race (4 Dimensional distRibution of AirCraft Emissions) calculate 
the absolute amount as well as three-dimensional distributions of the CO2 and non-CO2 emissions 
of aviation in the timeframe 2010-2030 differentiated by the different geopolitical scenarios, which 
is the forecast emission inventory. The forecast emission inventory was combined with the CO2 
equivalence factors (Figure 1) to calculate the associated amounts of CO2 equivalents of all climate 
relevant species for each flight. These amounts of CO2 equivalents were used to calculate additional 
cost as well as demand effects, which influence the development of revenues of the airlines ad-
dressed by the climate protecting measure. This will lead to a decrease in air traffic and a loss of 
employment in the aviation sector. This also leads to a reduction in fuel burn as well as other cli-
mate relevant emissions, which has been estimated by VarMission on a flight-by-flight-basis. For 
both trading schemes (trading scheme for all climate relevant emissions and CO2 trading scheme, 
respectively), additional CO2 savings can be derived from the CO2 purchases from other emitting 
sectors (e. g. stationary sources). These purchases are necessary to comply with the trading 
schemes. The change in climate impact due to emission reduction of air traffic and in other sectors 
due to emission trading was again analysed by AirClim. 
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Figure 2: Schematic of the AviClim modelling approach.  
3 RESULTS 
Here we only present results for the scenario “World” with the assumption of “Low Price Path” and 
atr_50 as climate metric. More results can be found at Scheelhaase et al., 2015. The cost impacts of 
the market-based measures are presented in Figure 3a as total. Total costs will be the highest for a 
climate tax (solid line). Both, an emissions trading scheme (dashed line) and a NOx charge (dotted 
line) will lead to much lower overall costs. This can be explained by the specific assumptions that 
for the trading schemes a free allocation of 85% of 2010 emissions has been assumed.  
Under the assumption that the airlines pass on all additional costs, prices for air services will in-
crease. Modelling results show that under the assumption of a price elasticity of demand of -0.8 
(case 2), revenues will decrease by 3 to 7% in the period 2010-2030 (Figure 3b). Again, effects of 
the climate tax are the largest while the impacts of the emissions trading scheme and the effects of 
the NOx charge are far lower. 
The reduction in air traffic leads to a reduction of climate impact from aviation since less fuel 
will be burned and also the non-CO2 climate effects such as contrails are reduced. For the two mar-
ket-based measures including emissions trading, additional environmental benefits are derived from 
the necessary purchase of CO2 allowances from other sectors to comply with the regulation scheme. 
The temporal development of climate impact in terms of temperature change is presented in Fig-
ure 4. For the emissions after 2030 we assume constant emissions as the future development is dif-
ficult to foresee. Without the possibility to buy permits from other sectors, only small impacts on 
the temperature change can be realized (3% to 8%). If purchases of permits are taken into consider-
ation, the temperature change in the year 2100 will be reduced by up to 65%. Due to the fact that for 
emissions trading the amount of purchases from other sectors is larger than the CO2 emission from 
aviation, the temperature change decreases after 2040 despite constant aviation emission after 2030. 
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Figure 3 Costs of different market-based measures (left) and changes of demand relative to Business-as-
usual for a price elasticity of demand of -0.8 (case 2, right) analysed in Scenario “World”, assuming the 
‘Low Price Path’ and the metric atr_50. 
Figure 4: Temporal development of temperature change for the scenario “World” with the ‘Low Price Path’ 
and the metric atr_50. 
The increasing temperature change after 2030 for all other scenarios is due to the thermal inertia of 
the atmosphere and the very long lifetime of CO2, which leads to an accumulation in the atmos-
phere. Overall, AviClim results show that environmental benefits are the greatest for the emissions 
trading scheme for all climate relevant emissions from aviation. 
4 FINAL REMARKS  
Her we only have presented the results for atr_50. The AviClim project indicates that the choice of 
the metric has a great influence on both the economic and the environmental effects of the market-
based measure analysed. For simplification reasons modal switching has not been considered in the 
present study. This will be subject to further research. Therefore, environmental benefits calculated 
are at the upper end and may be smaller in reality. 
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ABSTRACT: Among the various transport modes aviation’s impact on climate change deserves 
special attention. Due to typical flight altitudes in the upper troposphere and above the effect of air-
craft engine emissions like carbon dioxide, water vapour, nitrogen oxides and aerosols on radiative 
forcing agents is substantial. The projected duplication of aircraft movements in the next 15 years 
will lead to an increase of aviation’s impact on climate and requires immediate mitigation options. 
Besides technological measures also new operational strategies are widely discussed; one of these 
concepts which has been subject of several studies in the past is Intermediate Stop Operations 
(ISO). It is based on the idea to reduce the stage length of flights by performing one or more inter-
mediate landings during a mission. Due to shorter flight distances the amount of fuel burnt over the 
mission can be reduced, as the amount of fuel necessary to transport a certain percentage of the fuel 
for a long distance can be omitted. Besides fuel cost saving implications, many previous studies an-
ticipate a strong reduction of the environmental impact compared to direct flight operations. So far, 
none of them has actually quantified this impact in a realistic scenario. While for the amount of 
emitted species which are produced proportional to fuel burn, a reduction is straightforward, this is 
not the case for other species. Moreover, the geographic location and altitude of the emissions have 
to be taken into account for a sound climate impact assessment. 
The paper presents results of the ecological analysis of the ISO concept for today’s worldwide 
aircraft fleet, including its influence on global emissions distributions as well as the impact on cli-
mate change. A method is described that comprises of different models for a realistic traffic simula-
tion taking into account operational constraints and ambient conditions, like e.g. wind, the calcula-
tion of engine emissions and the integration of a climate response model. 
1 INTRODUCTION 
As aircraft most of the time cruise at high altitudes in the upper troposphere and lower stratosphere 
the effect of gaseous emissions from aviation on radiative forcing agents is substantial. Given the 
projected duplication of aircraft movements in the next 15 years aviation’s impact on climate there-
fore deserves special attention and immediate mitigation options are required. Besides technological 
measures like e.g. new combustion technologies also new operational strategies are widely dis-
cussed; one of these concepts is Intermediate Stop Operations (ISO). It is based on the idea to re-
duce the stage length of flights by performing one or more intermediate landings during a mission. 
Due to shorter flight distances the amount of fuel burnt over the mission can be reduced, as the 
amount of fuel necessary to transport a certain percentage of the fuel for a long distance can be 
omitted. 
The ISO concept has been subject of numerous studies in the past, ranging from generic analyses 
of single missions based on aircraft design methods to investigations on fleet as well as global level. 
The focus of these studies was mainly to evaluate the potential fuel savings that can be gained by 
the concept but partly the authors also looked into the effects on block times, costs (both single 
flight operating costs and lifecycle costs) and safety. From payload-range efficiency considerations 
derived from aircraft design relationships it was found that fuel savings are in the order of 13%-
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23% for missions with a single stopover if aircraft are used that are optimized for shorter ranges 
(Martinez-Val et al., 2014; Lammering et al., 2011; Langhans et al., 2010; Creemers and Slinger-
land, 2007). But also with existing aircraft 5%-15% fuel can be saved depending on the aircraft type 
and mission length (Poll, 2011; Lammering et al., 2011; Langhans et al., 2010; Creemers and Sling-
erland, 2007). Fleet and global level assessments have been conducted by Poll (2011), Langhans et 
al. (2010), Green (2005) and Linke et al. (2011). Assuming a real geographical distribution of pos-
sible intermediate airports for flights operated by Boeing 777 or Airbus A330 Langhans et al. 
(2010) and Linke et al. (2011) found 10%-11% fuel savings globally if the aircraft is redesigned for 
3000 NM. 
In addition to the positive implications of the ISO concept on fuel consumption and operating 
costs many authors infer that the concept may consequently reduce the environmental impact of 
aviation. With regard to the CO2 footprint this conclusion is valid without further ado, for a sound 
understanding of the impact of the concept’s non-CO2 emissions on the climate, however, a detailed 
analysis of the changes of quantities and distribution of individual pollutant species is necessary. 
Creemers and Slingerland (2007) have estimated a global warming potential reduction of 13% by 
ISO with optimized aircraft using a simplified method. For these findings it was assumed that flight 
altitudes of the redesigned aircraft will slightly increase and that the impact of CO2, NOx and H2O 
emissions of one kilogram fuel can be modeled as a function of altitude. 
As stated above, system-wide studies taking real-world air traffic and route networks into ac-
count have been performed with a focus on the global fuel saving potential only. A comprehensive 
study of the global impact of ISO on the environment, i.e. emissions and climate, has not been done 
so far. This paper presents a system-wide analysis of the short-term environmental impact of Inter-
mediate Stop Operations. Due to the global character of the study small-scale effects like changes of 
the local air quality at airports are not considered. The environmental impact is quantified by the 
amount and the distribution of gaseous engine emissions as well as their effect on climate given as 
Average Temperature Response (ATR) metrics. It is assumed that ISO are carried out with the cur-
rent world-wide aircraft fleet in a real flight and airport network and all aircraft types that potential-
ly benefit from ISO are considered and realistic operational influences, including wind, are taken in-
to account.  
2 METHODOLOGY 
A modeling system was developed that allows for the assessment of operational concepts, like e.g. 
ISO, with respect to their impact on global emissions and climate. As depicted in figure 1 this sys-
tem comprises of different models. Flight movements are simulated using DLR’s Trajectory Calcu-
lation Module (Lührs, 2013), which computes aircraft trajectories from lift-off to touch-down ap-
plying a kinetic mass-point model that provides simplified equations of motion known as Total 
Energy Model. One of the key features implemented in the TCM for the purpose of this research is 
the use of the advanced aircraft performance model BADA (Base of Aircraft Data) family 4, which 
allows for modeling typical flight operations more realistically than other models. The BADA 4 
models cover the whole flight envelope, capture the flight physics more accurately and thus can be 
used to determine e.g. optimized vertical profiles, i.e. optimum altitudes and speeds (Mouillet, 
2013). Using this capability airline-preferred cruise profiles can be estimated including the location 
of step climbs depending on the selected step climb strategy and the heading-dependent available 
flight levels. 
Regarding meteorological data the TCM can either be used with International Standard Atmos-
phere (ISA) conditions or with real atmospheric data in NetCDF or GRIB format that can e.g. be 
obtained from the European Center for Medium-range Weather Forecasts (ECMWF). In order to 
account for the effect of wind a new and highly efficient method has been developed which is able 
to process daily wind data and statistically analyze it resulting in a data set of local wind distribu-
tions. This data is used to determine characteristic mean still air distances for any given flight route 
that serve as a basis for system-wide analyses for longer periods of time, e.g. one year (Swaid, 
2013). 
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Figure 1: Schematic diagram of the developed modeling system 
For the environmental analysis the modeling system comprises of an emission model that deter-
mines the gaseous emissions along resulting trajectories from TCM. Here, both emission species 
that are produced proportionally to fuel burn, i.e. CO2, H2O, as well as species that develop in a 
non-proportional way, i.e. NOx, HC and CO, are determined. For the latter the state-of-the-art fuel 
flow correlation method Boeing Fuel Flow Method 2 (DuBois and Paynter, 2006) is applied in 
combination with Emission Indices for sea level conditions taken from ICAO Engine Emission 
Databank. With a gridding algorithm these emission distributions are mapped into a geographical 
grid, which allows for the generation of emission inventories by superposing the emissions of a 
large number of flights. These inventories are then used by the climate-chemistry response model 
AirClim (Grewe and Stenke, 2008; Fichter, 2009; Dahlmann, 2011) to determine the climate impact 
resulting from the emissions. The basis of this method constitute pre-calculated changes of the at-
mospheric concentrations of radiative forcing agents to unit emissions with the complex climate 
chemistry model ECHAM4.L39(DLR)/CHEM (Hein et al., 2001) as a function of latitude and alti-
tude as well as the corresponding radiative forcing. Further modules include flight planning capabil-
ities used for horizontal route optimization. 
In order to reduce the necessary number of trajectory simulations in the course of a global analy-
sis with a large number of flights the developed modeling system makes use of a method that is 
commonly used to reduce the complexity during the generation of emission inventories. So-called 
reduced emission profiles are used that were derived from pre-calculated trajectories and emission 
distributions. During the inventory generating process for every flight the appropriate profile is tak-
en from a database, adjusted to the actual air distance of the particular flight and mapped into the 
geographical grid by scaling it to the respective ground distance and aligning it to the flight path. 
Thereby, this method can also account for the effect of wind and potential horizontal flight ineffi-
ciencies. 
Through the above mentioned combination of trajectory computation, flight planning and envi-
ronmental analysis capabilities the modeling system can be used to evaluate the environmental ef-
fects resulting from changes of flight and fleet operations. 
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3 STUDY SET-UP 
In this study the modeling system was applied to analyze the implications Intermediate Stop Opera-
tions have on global aviation emissions and climate. For this purpose, emission inventories were 
generated for two scenarios which were then compared to each other: The reference case is made up 
of a large-scale traffic scenario in which every mission is conventionally performed as direct flight, 
whereas the ISO case contains for each mission two flight segments connecting the origin to the 
destination airport via a stopover at the refueling airport. As the short-term effects of ISO is of in-
terest in this study, it is assumed that each ISO mission is performed by the same aircraft type as 
used for the direct flight (“self-substitution”) and no further changes of the aircraft fleet need to be 
considered. Mission data was taken from Sabre ADI flight schedule database for the first quarter of 
2010 and flight frequencies were scaled up to the period of one year. As previous studies have re-
vealed that only wide-body aircraft actually show a fuel saving potential in self-substitution on mis-
sion lengths above 2500 NM (Linke et al., 2012), this study is limited to the global wide-body air-
craft fleet. Region-dependent passenger load factors were calculated based on IATA economics 
statistics.  
In preparation for the inventory calculation, the stopover locations had to be defined; using an 
exhaustive search algorithm the respective airport was determined by optimization for each ISO 
mission assuming that that location is selected for the stopover which leads to the maximum fuel 
savings for the specific mission. The airports’ geographical coordinates were obtained from the 
EAD database which was filtered for only major airports with at least one asphalt-surfaced runway 
and an instrument landing system (ILS) assuming that certain equipment needs to be installed such 
that commercial wide-body airplanes are able to perform an intermediate stop there. Meteorological 
data was taken from ECMWF for a grid of .75° x .75° for the period of one year (2012). The statis-
tical wind distributions mentioned above were used to account for the effect of wind by considering 
annual mean air distances between every airport pair. These air distances were used to obtain the re-
spective reduced emission profiles from the database. For the sake of simplicity only orthodromic 
(great circle) routes were assumed. 
4 RESULTS 
The introduction of ISO affects the amount and the distribution of engine exhaust emissions thus 
leads to a change of the climate impact. In the following the some results of the study are presented. 
In a first step for each mission the optimum stopover airport was determined. For 86,8% of all 
simulated long-haul flights appropriate airports were found that lead to positive fuel savings com-
pared to the direct flight. It is assumed that as soon as positive savings can be achieved by a stopo-
ver the flight is operated in ISO mode. The remaining flights are conducted in direct mode. Table 1 
shows the 20 most affected airports together with the number of additional landings and take-offs 
due to ISO. 
Table 1: Top 20 most frequented ISO airports with number of additional landings and take-offs  
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It is not surprising that these airports are mainly located in regions which are crossed by long-haul 
flights, including Newfoundland, Greenland, Siberia as well as some islands in the Atlantic and Pa-
cific Oceans. Overall 440 individual airports were identified that serve as stopover locations for ISO 
missions. Approximately 40% of all intermediate stops can be accommodated by the 20 most fre-
quented airports. These findings are consistent with results from previous studies, including Linke 
et al. (2011) and Langhans et al. (2013), however, this study includes the effect of wind for the first 
time. 
Based on the identified ISO airports emission inventories were calculated both for the direct 
flight scenario and for the ISO mode scenario. The difference of these inventories with regard to 
fuel consumption is shown in figure 2. Positive peaks (large differences to reference case) can be 
found in those regions that were identified before, as additional emissions are produced near air-
ports accommodating intermediate stops. 
 
Figure 2: Redistribution of global fuel consumption due to ISO on long-haul missions (differences from di-
rect flight scenario) in the first quarter of 2010; top left: geographical distribution of changes in the fuel sums 
per column; top right: latitude profile (zonal); bottom left: longitude profile (meridional); bottom right: alti-
tude profile 
From the latitude and altitude profiles a shift of emissions towards higher latitudes and altitudes can 
be observed. The altitude shift can be explained by higher initial cruise flight levels in the ISO case 
than in the direct flight. The reason for this is the reduced take-off weight (TOW) on the ISO mis-
sion corresponding to a higher optimum altitude. In this study it is assumed that pilots try to fly as 
close as possible to the optimum altitude for fuel economy reasons. 
Overall, the introduction of Intermediate Stop Operations could save approximately 3 million 
tons of fuel per year representing 4.8% of the overall fuel consumption in the reference case. Real-
izing ISO on a global scale would only require 0.4% extension of the flown ground distance mean-
ing that in general airports can be found that are suitably located and do not require large detours. 
While CO2, H2O and SO2 can be reduced by 4.8% globally, there is a 4.6% reduction in global avia-
tion NOx, an increase by 33.3% of CO and an increase of HC by 43.4%. The latter findings indicate 
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a potential local air quality issue, especially at highly frequented ISO airports, and should be subject 
to further investigation. 
Figure 3 finally shows the CO2 inventory projections into the longitude-altitude plane both for 
the direct flight and the ISO scenario. Obviously most cruise emissions are moved to approximately 
12 km altitude due to the shift of initial cruise flight levels to higher altitudes by 4000-6000 ft. It 
can also be observed that the number of step climbs in ISO mode is reduced due to shorter segment 
lengths and therefore the altitude band is narrowed from 7000 ft to approximately 3000 ft. 
 
Figure 3: Distributions of CO2 emissions (absolute values meridionally aggregated) in longitude-altitude 
plane for the direct flight mode (top) and the ISO mode (bottom) 
68 LINKE et al.: The Implications of Intermediate Stop Operations on Aviation Emissions … 
Finally, a climate impact assessment was made by comparing the climate metrics that were de-
termined by AirClim (see section 2) for the computed emission inventories. As appropriate climate 
metrics the Average Temperature Response over a period of 100 years (ATR100) was selected as it 
had been proven to be suitable for the assessment of new operational and technological measures 
(e.g. Koch, 2013). Using ATR a continuous emission production and the dynamics of the climate 
system can be considered. As base scenario the Fa1 growth scenario defined by ICAO FESG was 
selected and the ramp-up of the ISO concept introduction was assumed to last 10 years starting in 
2015. The results can be seen in figure 4. Although the absolute amount of emissions of the species 
CO2, H2O, SO2 and NOx can be reduced through ISO the Average Temperature Response increases 
by 2.3% which is one of the major findings of the study. There is a cooling effect of CO2 due to 
ISO; however, as most emissions are released in the upper troposphere and lower stratosphere 
where mixing processes are slower and the radiative forcing of an ozone concentration perturbation 
is higher, the changes in ozone have a warming effect. Also the cooling effect from methane is re-
duced due to an increased methane life time, which also leads to retarded ozone depletion (warm-
ing) (Grooß et al., 1998). 
Figure 4: Climate impact changes (metrics: ATR100) due to ISO separated by contributions of different radi-
ative forcing agents (reference case: percentage of overall ATR; ISO case: relative changes with respect to 
reference case) 
The highest relative changes with respect to the direct flight scenario can be observed for the cli-
mate impact of water vapor. The radiative forcing of water vapor generally increases with the alti-
tude at which it is released (Lee, 2010). The upwards shift of flight levels into the lower strato-
sphere therefore intensifies the greenhouse effect of H2O. This effect is even increased by a slight 
shift of emissions to higher latitudes as the tropopause altitude falls towards the poles. For contrails 
a cooling effect was determined for the ISO concept. The radiative forcing by contrails reaches its 
maximum just below the tropopause and is dependent on contrail coverage and optical properties. 
Above the tropopause the radiative forcing by contrails then decreases with increasing altitude (Lee, 
2009). The shift to higher altitudes and latitudes therefore is expected to cause the cooling as pass-
ing of contrail-prone regions becomes less probable. In combination, these findings show that in 
contrast to speculations from previous studies a systematic introduction of ISO on a global level 
would not necessarily have positive implications for the climate. Due to the high fraction of the ef-
fect of an ozone concentration perturbation on the overall temperature response this warming effect 
cannot be compensated by cooling from less CO2 and contrails. 
5 CONCLUSIONS 
A method has been presented that allows for the assessment of new operational concepts with re-
spect to their impact on global emissions and climate. The method was applied to analyze the eco-
logical implications of the ISO concept for today’s worldwide aircraft fleet. A large-scale air traffic 
scenario containing all world-wide long-haul flights in 2010 was considered and the effect of wind 
was accounted for. 
Overall, 4.8% of fuel could be saved through ISO globally assuming a full coverage of the op-
erational concept. Airports serving as suitable stopover airports are located mainly in Newfound-
land, Greenland, Siberia, Azores and Capeverdes. While most emission species can be reduced by 
ISO, there would be an increase of 40-50% of HC and CO emissions due to the doubling of descent 
and landing phases causing a potential local air quality issue. Due to a lower TOW on ISO missions 
the initial cruise flight levels are shifted up and the altitude band is narrowed as flight segments are 
shorter and less step climbs are required. This emission relocation causes a warming climate impact 
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compared to the direct operations by 2.3% in the Average Temperature Response over 100 years as 
the warming effect caused by the emitted NOx dominates cooling effects from CO2 and contrails. 
The results strongly depend on the balance of the contributions from the various radiative forcing 
agents to the overall climate response, some of which are scientifically still not completely under-
stood. Therefore, an uncertainty analysis shall be conducted to ensure the robustness of the findings 
of this study. However, the results are consistent with findings from similar investigations (e.g. 
Frömming et al., 2012). Furthermore, the results suggest that decreasing cruise altitudes during ISO 
mode might reduce the negative effects of the concept. As this also reduces the potential fuel sav-
ings of the concept a trade-off needs to be done and an optimization could be conducted to deter-
mine the optimum altitude for the ISO missions in order to have a combined environmental and fuel 
saving benefit. 
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ABSTRACT: This paper describes AirTraf ver. 1.0 for climate impact evaluations that performs 
global and long-term air traffic simulations with respect to aircraft routing options. AirTraf was de-
veloped as a new submodel of the ECHAM5/MESSy Atmospheric Chemistry (EMAC) model. The 
real flight plan, Eurocontrol’s Base of Aircraft Data (BADA) and ICAO engine performance data 
were employed. Fuel and emissions were calculated by the total energy model based on the BADA 
methodology and DLR fuel flow correction method. The flight trajectory optimization was per-
formed by the Genetic Algorithm (GA). The AirTraf simulation was demonstrated on-line with the 
flight time routing option for a specific winter day. 103 trans-Atlantic flight plans were used, as-
suming Airbus A330-301 aircraft. The results confirmed that AirTraf properly works on-line and 
GA successfully found the time-optimal flight trajectories, reflecting local weather conditions. 
1 INTRODUCTION 
Aviation contributes to climate change, e.g. via emissions of CO2, NOx, water vapor and particles, 
which affect climate agents such as contrail-cirrus, ozone, methane, and carbon dioxide (Lee et al., 
2010). Mobility becomes more and more important to society and hence air transportation is ex-
pected to grow significantly over the next decades. Mitigating the climate impact from aviation is 
required to cope with the increasing impact of aviation on climate. A number of studies suggested 
avoiding climate sensitive regions by re-routing horizontally and vertically (Frömming et al., 2012, 
Matthes et al., 2012, Søvde et al., 2014, Grewe et al., 2014a). This aircraft routing strategy has a 
great potential in reducing the climate impact, since most of the climate impact arises from non-CO2 
effects, which are short-lived and vary regionally. However, no assessment platform exists, with 
which different routing options can be assessed.  
Here, we describe a new assessment platform AirTraf ver. 1.0 (Yamashita et al., 2015) that is a 
simplified global air traffic model coupled to the ECHAM/MESSy Atmospheric Chemistry 
(EMAC) model (Jöckel et al., 2010). The AirTraf simulation was performed in EMAC (on-line) 
with respect to the flight time routing option for a specific winter day, using real trans-Atlantic 
flight plans of A330-301. To verify the routing methodologies, we focused on the results for a rep-
resentative airport pair.  
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2 OVERVIEW OF AIRTRAF SUBMODEL  
AirTraf was developed as a submodel of EMAC (Jöckel et al., 2010). The EMAC is suitable for the 
development environment for AirTraf, because we perform global and long-term air traffic simula-
tions considering local weather conditions. Location and altitude at which emissions are released 
should be also considered. In addition, various submodels of EMAC can be used to evaluate climate 
impacts.  
This section presents a brief description of the AirTraf submodel. The computational procedure 
consisted of the following components. First, aviation data (flight plans and aircraft/engine perfor-
mance data) and AirTraf entries (a routing option, etc.) were input (ICAO, 2005, Eurocontrol, 
2011). Second, all entries were distributed to many processes. AirTraf was parallelized using a mes-
sage passing interface (MPI) based on a distributed memory approach. The global flight plan was 
decomposed into a number of processing elements (PEs) so that each of PEs had a similar work 
load, while a whole flight trajectory of an airport pair was handled by only one PE. Third, the global 
air traffic simulation was run according to the time loop of EMAC. AirTraf provides seven routing 
options: great circle (minimum flight distance), flight time (time-optimal), NOx, H2O, fuel (might 
differ to H2O, if alternative fuel options can be used), contrail and climate cost functions 
(Frömming et al., 2013, Grewe et al., 2014a, Grewe et al., 2014b). The great circle and the flight 
time routing options can be used in AirTraf 1.0. To determine a flight trajectory with respect to a se-
lected routing option, the flight trajectory optimization was performed (except for the great circle 
option) based on the Adaptive Range Multi-Objective Genetic Algorithm (ARMOGA ver. 1.2.0) 
developed by D. Sasaki and S. Obayashi (Sasaki et al., 2002, Sasaki and Obayashi, 2004, Sasaki 
and Obayashi, 2005). In addition, Fuel use, NOx and H2O emissions were calculated to the flight 
trajectory by using a total energy model based on the BADA methodology (Schaefer, 2012) and the 
DLR fuel flow correction method (Deidewig et al., 1996). Finally, the obtained flight trajectories 
and global emission fields were output. Other models, e.g. climate metric models, are integrated 
easily into AirTraf to evaluate a reduction potential of the climate impact corresponding to the rout-
ing option.  
The following assumptions were made in AirTraf. Earth radius was set as r = 6,371 km, the air-
craft performance model of BADA Revision 3.9 (Eurocontrol, 2011) was used with a constant 
Mach number, and a cruise flight phase was only considered. Potential conflicts of flight trajectories 
and operational constraints from air traffic control were not regarded (however, a sector demand 
analysis is maybe performed based on the output data). A detailed description of the AirTraf will be 
published (Yamashita, et al., in preparation). 
3 DEMONSTRATION OF AIRTRAF SIMULATION 
3.1 Geometry definition of flight trajectory 
Figure 1 shows the geometry definition of a flight trajectory from Munich (MUC) to New York 
(JFK) as an example. This definition was used to represent a flexible flight trajectory (horizontally 
and vertically). GA provided the values of six design variables (x1 to x6) on location within the rec-
tangular domains; the domain was defined by 0.1 × Δλairport (short-side) and 0.3 × Δλairport 
(long-side) (Δλairport is the difference in longitude between the airports). GA also provided the 
values of five design variables (x7 to x11) in altitude direction within the bound [FL290, FL410]. The 
given eleven design variables determine coordinates of the eight control points (closed circles) and 
a flight trajectory was represented by a B-spline curve using the control points (bold solid line). 
Thereafter, waypoints were distributed along the flight trajectory for function evaluations. 
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Figure 1 Geometry definition of flight trajectory (bold solid line) on longitude vs altitude (top) and on loca-
tion (bottom) from MUC to JFK. Control points (closed circle) consist of eleven design variables (x1, x2,…, 
x11). Top: the dashed lines show the lower/upper variable bounds in altitude. Longitude-coordinates for x7, 
x8,…, x11 are pre-calculated; the coordinates divide Δλairport into six equal parts. Bottom: central points of 
the rectangular domains (diamond) are calculated on the great circle (thin solid line). 
3.2 Calculation conditions 
Table 1 lists the calculation conditions for the simulation performed for a specific winter day. The 
weather situation of the day showed a typical weather pattern for winter characterized by a strong 
jet stream in the North-Atlantic region. We assumed that all flights were operated by A330-301 air-
craft with CF6-80E1A2 (2GE051) engines. Altitude changes were considered within the bound 
[FL290, FL410] (the altitude of the airports was fixed at FL290). The optimization parameters were 
determined by a benchmark test (Yamashita, et al., in preparation). This simulation was parallelized 
on 4 PEs of Fujitsu Esprimo P900 (Intel Core i5-2500CPU with 3.30 GHz; 4 GB of memory; peak 
performance of 105.6 × 4 GFLOPS) at the Institute of Atmospheric Physics, DLR-German Aero-
space Center. 
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Table 1 Calculation conditions for the AirTraf simulation with flight time routing option. The flight plan was provided 
by the EU FP7 Project REACT4C (REACT4C, 2014). 
Parameter Description/Value 
ECHAM5 resolution T42/L31ECMWF (2.8° by 2.8°) 
Duration of simulation January 1st 1978 00:00:00 - January 2nd 1978 00:00:00 UTC 
Time step 12 min 
Flight plan 103 trans-Atlantic flights (eastbound 52/westbound 51) 
Aircraft type A330-301 
Engine type CF6-80E1A2, 2GE051 (with 1862M39 combustor) 
Flight altitude changes [FL290, FL410] 
Mach number 0.82 
Wind effect Three-dimensional components (u, v, w) 
Number of waypoints 101 
Load factor 0.62 
Optimization Minimize flight time 
Design variable 11 (location 6/altitude 5) 
Population size 100 
Generation number 100 
Selection Stochastic universal sampling 
Crossover Blend crossover BLX-0.2 (α = 0.2) 
Mutation Revised polynomial mutation (rm = 0.1; ηm = 5.0) 
4 RESULTS AND DISCUSSION 
To verify the routing methodologies with respect to the flight time routing option, an airport pair 
was selected for discussion. Table 2 shows the information for the airport pair: Minneapolis (MSP) 
and Amsterdam (AMS). As indicated in Table 2, the flight time decreased for the eastbound time-
optimal flight trajectory compared to that for the westbound flight trajectory.  
Figure 2 shows a comparison of the time-optimal flight trajectories and wind fields. The results 
showed that the eastbound optimal flight trajectory (red line, Fig. 2a) was located to the south of the 
great circle (black line) to take advantage from the tail winds of the jet stream (red region), while 
the westbound optimal flight trajectory (blue line, Fig. 2b) was located to the north of the great cir-
cle to avoid the head winds (red region). Therefore, the flight time decreased for the eastbound 
flight, as shown in Table 2. 
With regard to the altitude changes, the eastbound optimal flight trajectory was located at FL290, 
while that for westbound showed large altitude changes, i.e. it climbed, descended and climbed 
again. The mean flight altitude of these trajectories were h = 8,839 m and h = 10,002 m, respective-
ly (Table 2). To understand the behavior of the altitude changes, Fig. 3 plots the altitude distribution 
of the true air speed (VTAS) and the tail wind indicator (Vground/VTAS) along the time-optimal flight 
trajectories. Figure 3c shows that the core tail winds region was located at 8.5 km and the tail winds 
were most beneficial for the eastbound flight trajectory. On the other hand, the westbound flight tra-
jectory went through the regions where the VTAS was relatively high, as shown in Fig. 3b. In addi-
tion, Fig. 3d shows that the middle descent was effective to counteract the head winds. The results 
confirmed that GA correctly reflects the weather conditions and finds the appropriate flight trajecto-
ries corresponding to the flight direction.  
To confirm the convergence behavior of the optimizations, Fig. 4 shows the best-of-generation 
flight time vs the number of objective function evaluations corresponding to the GA runs. The solu-
tions sufficiently converged to each optimal solution. Therefore, GA successfully found the time-
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optimal flight trajectories for the airport pair. It is also clear from Fig. 4 that the reduction in com-
puting time can be achieved by sizing the population size and generation number. 
Table 2 Information for the flight trajectories between Minneapolis (MSP) and Amsterdam (AMS). Column 6 shows the 
optimized flight time. 
Dep. airport Arr. airport Flight direction Departure time, UTC Mean flight alt., m Flight time, s 
MSP AMS Eastbound 21:35:00 8,839 25,335.6 
AMS MSP Westbound 12:50:00 10,002 28,869.5 
Figure 2 Comparison of trajectories for the time-optimal (red and blue lines) and the great circle cases (black 
lines) between MSP and AMS. The contours show the zonal wind speed (u) and arrows (black) show the 
wind speed (u2 +v2)1/2. (a) The eastbound flight with the wind field at h = 8,839 m at 21:35:00 UTC. (b) The 
westbound flight with the wind field at h = 10,002 m at 12:50:00 UTC. 
Figure 3 Altitude distributions of the true air speed VTAS (a and b) and the tail wind indicator Vground/VTAS (c 
and d) along the time-optimal flight trajectories (black line) between MSP and AMS.  (Vground/VTAS) ≥ 1.0 
means tail winds (TW, red), while (Vground/VTAS) < 1.0 means head winds (HW, blue) to the flight direction. 
The contours were obtained at the departure time: 21:35:00 UTC (eastbound, a and c); 12:50:00 UTC (west-
bound, b and d). 
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Figure 4 Best-of-generation flight time (in percentage) vs function evaluations (= np × ng), including the en-
larged drawing in the early 1,500 evaluations. Population size np = 100 and generation number ng = 100. Δf 
means the difference in flight time between the solution and the obtained optimal solution (column 6, Table 
2). 
5 CONCLUSIONS 
This paper described the simplified global air traffic submodel AirTraf ver. 1.0 of EMAC. The 
AirTraf simulation was demonstrated in EMAC (on-line) for a specific winter day by using real 
trans-Atlantic flight plans of A330-301, and the results for a representative airport pair were dis-
cussed. The results confirmed that AirTraf correctly works on-line with respect to the flight time 
routing option. In addition, we verified that GA successfully found time-optimal flight trajectories 
considering weather conditions and the solutions sufficiently converged. The fundamental frame-
work of AirTraf has been developed to perform fairly realistic air traffic simulations. To investigate 
a reduction potential of air traffic climate impacts by aircraft routing, AirTraf is coupled with vari-
ous submodels of EMAC and objective functions corresponding to other routing options will be in-
tegrated. 
6 ACKNOWLEDGEMENTS 
This work was supported by the DLR Project WeCare. The authors wish to thank Prof. Dr. Shigeru 
Obayashi of the Institute of Fluid Science, Tohoku University for his invaluable comments on this 
work. The authors wish to acknowledge our colleagues, especially Prof. Dr. Robert Sausen for his 
support of this project. 
REFERENCES 
Deidewig, F., Döpelheuer, A., and Lecht, M.: Methods to assess aircraft engine emissions in flight, ICAS 
Proceedings, 20, 131–141, 1996.  
Eurocontrol: User Manual for the Base of Aircraft Data (BADA) Revision 3.9, EEC Technical/Scientific 
Report No.12/04/10-45, 2011. 
Frömming, C., Ponater, M., Dahlmann, K., Grewe, V., Lee, D., and Sausen, R.: Aviation-induced radiative 
forcing and surface temperature change in dependency of the emission altitude, Journal of Geophysical 
Research: Atmospheres (1984–2012), 117, 2012. 
Frömming, C., Grewe, V., Jöckel, P., Brinkop, S., Dietmüller, S., Garny, H., Ponater, M., Tsati, E., and Mat-
thes, S.: Climate cost functions as basis for climate optimized flight trajectories: Tenth USA/Europe Air 
Traffic Management Research and Development Seminar, Chicago, Illinois USA, available at: 
YAMASHITA et al.: Climate impact assessment of routing strategies: Interactive air  … 77 
 
http://www.atmseminar.org/seminarContent/seminar10/papers/239-Frömming_0126130830-Final-Paper-
4-15-13.pdf (last access: January 2015), 2013. 
Grewe, V., Champougny, T., Matthes, S., Frömming, C., Brinkop, S., Søvde, O. A., Irvine, E. A., and 
Halscheidt, L.: Reduction of the air traffic’s contribution to climate change: A REACT4C case study, 
Atmospheric Environment, 94, 616–625, 2014a.  
Grewe, V., Frömming, C., Matthes, S., Brinkop, S., Ponater, M., Dietmüller, S., Jöckel, P., Garny, H., Tsati, 
E., Dahlmann, K., et al.: Aircraft routing with minimal climate impact: the REACT4C climate cost func-
tion modelling approach (V1.0), Geoscientific Model Development, 7, 175–201, 2014b. 
ICAO: ICAO Engine Exhaust Emissions Data, Tech. rep., Doc 9646-AN/943 (Issue 18 is used for this 
study), 2005. 
Jöckel, P., Kerkweg, A., Pozzer, A., Sander, R., Tost, H., Riede, H., Baumgaertner, A., Gromov, S., and 
Kern, B.: Development cycle 2 of the modular earth submodel system (MESSy2), Geoscientific Model 
Development, 3, 717–752, 2010. 
Lee, D., Pitari, G., Grewe, V., Gierens, K., Penner, J., Petzold, A., Prather, M., Schumann, U., Bais, A., 
Berntsen, T., et al.: Transport impacts on atmosphere and climate: Aviation, Atmospheric Environment, 
44, 4678–4734, 2010. 
Matthes, S., Schumann, U., Grewe, V., Frömming, C., Dahlmann, K., Koch, A., and Mannstein, H.: Climate 
optimized air transport, in Atmospheric physics, 727–746, Springer, 2012. 
REACT4C: EU FP7 Project: Reducing Emissions from Aviation by Changing Trajectories for the benefit of 
Climate, http://www.react4c.eu, (last access: January 2015), 2014. 
Sasaki, D. and Obayashi, S.: Development of efficient multi-objective evolutionary algorithms: ARMOGAs 
(adaptive range multi-objective genetic algorithms), Tech. rep., Institute of Fluid Science, Tohoku Uni-
versity, 2004. 
Sasaki, D. and Obayashi, S.: Efficient search for trade-offs by adaptive range multi-objective genetic algo-
rithms, Journal of Aerospace Computing, Information, and Communication, 2, 44–64, 2005. 
Sasaki, D., Obayashi, S., and Nakahashi, K.: Navier-Stokes optimization of supersonic wings with four ob-
jectives using evolutionary algorithm, Journal of Aircraft, 39, 621–629, 2002.  
Schaefer, M.: Development of forecast model for global air traffic emissions, Ph.D. thesis, DLR, 2012. 
Søvde, O. A., Matthes, S., Skowron, A., Iachetti, D., Lim, L., Owen, B., Hodnebrog, Ø., Di Genova, G., Pita-
ri, G., Lee, D. S., et al.: Aircraft emission mitigation by changing route altitude: A multi-model estimate 
of aircraft NOx emission impact on O3 photochemistry, Atmospheric Environment, 95, 468–479, 2014. 
Yamashita, H., Grewe, V., Jöckel, P., Linke, F., Schaefer, M., and Sasaki, D.: Towards climate optimized 
flight trajectories in a climate model: AirTraf, available at: 
http://www.atmseminar.org/seminarContent/seminar11/papers/433-yamashita_0126151229-Final-Paper-
5-6-15.pdf (last access: July 2015), 2015. 
Yamashita, H., Grewe, V., Jöckel, P., Linke, F., Schaefer, M., and Sasaki, D.: Climate assessment platform 
of different aircraft routing strategies in the chemistry-climate model EMAC 2.41: AirTraf 1.0 (in prepa-
ration for Geosci. Model Dev.). 
78 TAC-4 Proceedings, June 22nd to 25th, 2015, Bad Kohlgrub 
 
The impact of shipping on air pollution in North Sea coastal 
areas – situation today and in the future 
V. Matthias*, A. Aulinger, J. Bieser, M. Quante 
Helmholtz-Zentrum Geesthacht, Institute for Coastal Research, Geesthacht, Germany 
Keywords: Shipping emissions, North Sea, chemistry transport modelling 
ABSTRACT: Ships emit large amounts of pollutants, in particular in North Sea coastal areas, where 
Europe’s biggest harbours are located. Based on AIS ship movement data, a vessel characteristics 
data base and load dependent emission factors for NOx, SOx and particulate matter, a ship emission 
inventory was created for the North Sea region. The impact of shipping on air pollution in North 
Sea coastal areas was calculated with the chemistry transport model system CMAQ. It was found 
that shipping on average contributes about 20-30% to the concentrations of NO2 and nitrate aerosols 
and 2-3% to ozone concentrations in large parts of the central European coasts. Because shipping 
activities will increase in the future and stricter regulations for the emission of nitrogen oxides have 
not been agreed on, yet, this share of shipping in the concentration of harmful air pollutants is likely 
to increase further. Scenarios for shipping emissions in 2030 show an increase of nitrogen oxide 
emissions of more than 20% along the main shipping lanes for the case that no emission reduction 
measures are taken. This is reflected in an increase of NO2 and nitrate aerosol concentration chang-
es. However, if much stricter rules for NOx emissions from ships, the so called TIER III rules, will 
be applied in 2016 or 2021, the latest, the contribution of shipping to air pollution in 2030 will stay 
at a similar level as today. On the other hand if all ships reduce their NOx emissions by 70-80% and 
follow TIER III standards, significant reductions of oxidized nitrogen compounds in the atmosphere 
can be expected. 
1 INTRODUCTION 
Shipping is the backbone of the global trade. Because of the ongoing global energy demand and the 
share of labour in a globalized world, the volume of transported goods increased steadily with 
growth rates of 2-3 % p.a. since the mid of the 1980s. This tendency is likely to continue in the next 
decades unless major changes in the global economy will be seen.  
As a consequence, emissions of sulphur oxides (SOx), nitrogen oxides (NOx), carbon monoxide 
(CO), hydrocarbons (HC) and particulate matter (PM) from ships become more and more important 
for air pollution in coastal areas. SOx have been regulated in the North Sea since 2007, when this 
area was designated as a sulphur emission control area (SECA). Since then, the allowed sulphur 
content in ship fuels was decreased from on average 2.7% before 2007 to 0.1% since 1 January 
2015. The situation is different for nitrogen oxides. These are also regulated on a global basis for 
ships with allowed emission rates that depend on the age of the ship. However, these limits are not 
very strict which has led to a situation in which ships contribute significantly to enhanced NO2, ni-
trate aerosol (NO3−) and O3 concentrations in coastal areas (Matthias et al., 2010, Aulinger et al., 
2015, Jonson et al., 2015).  
In this paper, we present four different scenarios of shipping emissions for the year 2030. They 
all rely on the same development of the transported volume of goods in the North Sea region, but 
they differ in the amount of nitrogen oxides that are emitted by ships. The consequences of the 
emission scenarios on concentrations of the air pollutants NO2, NO3− and O3 have been investigated 
by means of a complex 3-dimensional atmospheric chemistry transport model system. This includes 
different dates for the implementation of strict NOx emission limits, the so-called TIER III rules. 
These rules imply that ships reduce their specific NOx emissions from 14.4 g/kWh (TIER II limits 
for ships built after 1 January 2011) to 3.5 g/kWh. 
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2 MODEL SYSTEM  
The CMAQ model was used in its version 4.7.1 with the CB05 chemistry mechanism (Byun and 
Ching, 1999; Byun and Schere, 2006). It was run for an entire year with a spin up time of 2 weeks 
and a data output time step of one hour. Boundary conditions for the model were from the TM5 
global chemistry transport model system (Huijnen et al., 2010). The meteorological fields that drive 
the chemistry transport model were produced with the COSMO-CLM mesoscale meteorological 
model for the year 2008 (Rockel et al., 2008). This year was chosen because it did not include very 
unusual meteorological conditions in central Europe and can therefore be considered to represent 
average weather conditions in Europe.  
The model was setup on a 72 x 72 km2 grid for entire Europe and subsequently on a nested 24 x 
24 km2 grid for the North and Baltic Seas. The vertical model extent contains 30 layers up to 100 
hPa in a sigma hybrid pressure coordinate system. Twenty of these layers are below approx. 2km, 
the lowest layer extends to ca. 36m above ground. For the study presented, only the simulation re-
sults of the innermost nest were evaluated. 
3 EMISSIONS 
3.1 Shipping emissions 
Shipping emissions for the North Sea were constructed from a collection of AIS (Automatic Identi-
fication System) position data of ships in the North Sea region in 2011. From this, ship movements, 
ship velocities and, in combination with a vessel characteristics data base, fuel use and emissions of 
other pollutants could be calculated for all ships sailing in the North Sea region. Emission factors 
for NOx, CO, HC and PM are engine load dependent. They are based on test bed measurements per-
formed by Germanischer Lloyd and evaluated by Zeretzke (2013). In combination, ship emission 
maps with hourly resolution were constructed and fed into CMAQ. 
3.2 Land based emissions 
The model runs were performed with full emissions from all relevant sources in the model domain. 
Land based emissions in hourly temporal resolution were produced with SMOKE for Europe 
(Bieser et al., 2011). They are based on officially reported EMEP emissions which are distributed in 
time and space using appropriate surrogates like population density, street maps or land use. Point 
sources were considered as far as information from the European point source emission register was 
available. The vertical distribution of the emissions was calculated online with the SMOKE for Eu-
rope model, the results are given in Bieser (2011a). 
4 SCENARIOS 
Four scenarios for future shipping emissions were constructed. They are related to the year 2030 
and they are all based on the same fleet development. This development considers an increase in 
transport volume of 2.7% p.a. which is mainly due to bigger ships and to a lesser extent by addi-
tional ships. A fleet renewal with a replacement of the oldest ships with high NOx emissions by new 
ones with lower NOx emissions that follow at least Tier II rules is also taken into account.  
The scenarios were built along two axis, regulation and technology. Regulation included the im-
plementation of strict or less strict rules for NOx emissions while technologies considered selective 
catalytic reduction (SCR) to reduce NOx emission and liquefied natural gas (LNG) as alternative 
fuel. Here, only the regulation scenarios are presented: 
− No ECA: no further regulations concerning NOx emissions are implemented until 2030 
− ECA SCR 21: TIER III rules for NOx emissions are valid for new builts from 2021 onwards 
− ECA SCR 16: TIER III rules for NOx emissions are valid for new builts from 2016 onwards 
− ECA opt: TIER III rules for NOx emissions are valid for all ships in 2030 
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5 RESULTS 
5.1 Emission changes in 2030 
In Fig. 1a NOx emissions from ships on the North Sea in the year 2011 are shown together with the 
relative changes in shipping emissions that will happen until 2030 in the four scenarios described 
above (1b-1e). In the No ECA case NOx emissions will increase by more than 20% in large areas of 
the southern North Sea and the English Channel. ECA SCR 21 shows only a small increase in ship-
ping emissions, the ECA SCR 16 scenario reveals a slight decrease compared to today. A clear de-
crease in NOx emissions from ships can only be seen in the ECA opt scenario, when all ships follow 
strict NOx regulations. 
Figure 1: NOx emissions from shipping in 2011 (a) and relative changes in the scenarios No ECA (b), ECA 
SCR 21 (c), ECA SCR 16 (d) and ECA opt (e). 
5.2 Situation today 
As a reference, a model simulation for shipping emissions in the year 2011 was performed. All sce-
nario runs are compared to this case and the changes in 2030 are given in relation to the situation in 
2011. The contribution of shipping to air pollution is calculated as increase in the concentrations of 
NO2, NO3− and O3. These values are given as a reference in Figures 2-4. 
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5.3 NO2 concentration changes in 2030 
Changes in NOx emissions from ships have a clear impact on the NO2 concentration levels in the 
North Sea region. Here, average concentrations in the summer months June, July and August (JJA) 
are given. While in the No ECA scenario the contribution of ships to the NO2 concentrations will 
increase by about 20-30% in large areas around the southern North Sea, only small changes can be 
seen in the ECA SCR 16 and ECA SCR 21 scenarios (see Fig. 2). In the ECA opt case, significant 
reductions of more than 50% in the contribution of ships to the NO2 concentrations are visible. 
Figure 2: NO2 concentration increase caused by emissions from shipping in summer 2008 (a) and relative 
changes to these concentrations in the scenarios No ECA (b), ECA SCR 21 (c), ECA SCR 16 (d) and ECA 
opt (e).  
5.4 Nitrate aerosol concentrations changes in 2030 
Nitrate aerosols are formed in the atmosphere if sufficient gaseous ammonia is available. Aerosol 
bound nitrate is not very reactive and can be transported over larger distances compared to gaseous 
NO2. Figure 3 shows the concentration changes in the summer months of the year 2030 for the dif-
ferent scenarios and the references case with emissions of the year 2011. The picture is not as clear 
as for NO2 because nitrate aerosol concentrations can be very small in summer. Nevertheless, the 
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general picture is similar to the one for NO2. The results range from about 30% increase in nitrate 
aerosol concentrations caused by shipping emissions in the No ECA case to about 50% decrease in 
the ECA opt scenario.  
Figure 3: NO3− concentration increase caused by emissions from shipping in summer 2008 (a) and relative 
changes to these concentrations in the scenarios No ECA (b), ECA SCR 21 (c), ECA SCR 16 (d) and ECA 
opt (e). 
5.5 Ozone concentration changes in 2030 
The effects of NOx emission changes on ozone concentrations are not as clear as those on NO2 and 
nitrate aerosol concentrations. Depending on the availability of volatile organic compounds 
(VOCs), additional NO emissions can lead to both, enhanced ozone concentrations or decreased 
ozone concentrations. This can be seen in Figure 4, which again shows the results for the summer 
months. In the English Channel NOx emissions are highest and additional NOx from shipping leads 
to ozone titration and therefore reduced concentrations. On the other hand, in most other areas NOx 
emissions from shipping contribute to enhanced ozone concentrations in the order of 5-10% in the 
No ECA case. The picture is the other way round in the ECA opt scenario. Here, ozone concentra-
tions increase in the English Channel if NOx emissions are reduced, while they decrease in all other 
areas.  
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Figure 4: O3 concentration difference caused by emissions from shipping in summer 2008 (a) and relative 
changes to these concentration differences in the scenarios No ECA (b), ECA SCR 21 (c), ECA SCR 16 (d) 
and ECA opt (e). 
6 SUMMARY AND DISCUSSION 
Shipping contributes significantly to air pollution in North Sea coastal areas. While SO2 emissions 
from ships were drastically reduced in recent years, NOx emissions remain high and are likely to in-
crease further in the future. This is caused by an increase in shipping activities in the North Sea 
which go along with globalization and steadily increasing transport demands. Four scenarios for dif-
ferent NOx regulations, ranging from no further regulation compared to 2011 to large emission re-
ductions for all ships, were tested with respect to their impact on NO2, nitrate aerosol and ozone 
concentrations in the greater North Sea area. 
It was found that the contribution of shipping to NO2 and nitrate aerosol will increase by 20-30% 
in large areas of the southern North Sea and its surrounding countries, if no further regulations will 
be put in place. Regulations that require TIER III limits for new builts from 2016 or 2021 onwards 
will lead an almost equal contribution of shipping to NO2 and nitrate aerosol concentrations com-
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pared to 2011. This means that the emission reduction from new ships will be compensated by in-
creasing ship activities. Only the scenario in which TIER III limits apply to all ships shows a signif-
icant reduction of NO2 and nitrate aerosol concentrations. 
For ozone, the situation is more complex. NOx emission reductions lead to a small decrease of 
ozone production, except in areas where NOx emissions are high. Here titration effects lead to 
ozone destruction. This can be seen in the English Channel. 
The effects of shipping on air pollutants like NO2, nitrate aerosol and ozone have always to be 
seen in connection with pollutants from other sources. There are significant interactions between 
pollutants from different sources which have an impact on the contribution of one single source to 
the total concentration. NOx and O3 form a permanent cycle that is influenced by the availability of 
VOC, CO, methane and other pollutants and that depends heavily on meteorological conditions. 
The prevalence of nitrate aerosol also depends on temperature and the occurrence of ammonia 
which is not yet bound to sulfuric acid to form ammonium sulphate aerosol. By this, sulphur emis-
sion reductions have indirect effects on nitrate aerosol formation. 
In this study, land based emissions were kept constant for the scenarios for 2030. This is not very 
likely but it was assumed in order to separate the effects of changing emissions from ships from 
other effects of emission changes. If land based emissions decrease further, the impact of shipping 
on NO2 and nitrate aerosol concentrations is likely to be higher than shown here. 
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ABSTRACT: Using the EMAC global climate-chemistry model coupled to the aerosol module 
MADE, we simulate the impact of land transport, shipping and aviation emissions on global atmos-
pheric aerosol and climate in 2030. Future emissions of short-lived gas and aerosol species follow 
the four Representative Concentration Pathways (RCPs) designed in support of the IPCC AR5. We 
compare the resulting 2030 transport-induced aerosol concentrations to the ones obtained for the 
year 2000 in a previous study with the same model configuration. The simulations suggest that 
black carbon (BC) and aerosol nitrate are the most relevant pollutants from land transport in 2000 
and 2030 and their impacts are characterized by very strong regional variations during this time pe-
riod. Europe and North America experience a decrease in the land-transport-induced particle pollu-
tion, although in these regions this sector remains a major source of surface-level pollution in 2030 
under all RCPs. In Southeast Asia, however, a significant increase is simulated, but in this region 
the surface-level pollution is still controlled by other sources than land transport. Shipping-induced 
air pollution is mostly due to aerosol sulfate and nitrate, which show opposite trends towards 2030. 
Sulfate is strongly reduced as a consequence of sulfur reduction policies in ship fuels in force since 
2010, while nitrate tends to increase due to the excess of ammonia following the reduction in am-
monium sulfate. The continuous growth in air traffic in the future leads to increasing impacts in all 
scenarios, affecting BC and sulfate concentrations in the northern mid-latitudes at cruise level with 
some effects also close to the surface. The aerosol-induced climate impact of the transport sectors is 
dominated by aerosol-cloud effects and, with the exception of aviation, is projected to decrease be-
tween 2000 and 2030, nevertheless still contributing a significant radiative forcing to Earth’s radia-
tion budget. 
1 INTRODUCTION 
The emissions from transport are growing faster than those from the other anthropogenic sectors. 
According to several scenarios, this growth is projected to continue in the future, due to increases in 
world population, economic activities and related mobility (Uherek et al., 2010; Eyring et al., 2010; 
Lee et al., 2010). The transport sectors have a substantial impact on climate which goes beyond the 
well-known CO2 effect, and includes a wide range of other effects like ozone formation and me-
thane destruction via NOx emissions, direct and indirect aerosol effects from sulfate and BC, and, in 
the case of aviation, the formation of contrail and contrail-cirrus clouds, as well as the perturbation 
of natural cirrus clouds due to BC. 
This work represents the follow-up of the study by Righi et al. (2013, hereafter R13, presented at 
TAC-3), where we quantified the transport effects on aerosol and climate in the year 2000. Here, we 
focus on the year 2030 in the four RCPs (Moss et al., 2010), the scenarios developed in support of 
the IPCC AR5. As in the companion paper, we perform numerical simulation with the EMAC-
MADE global aerosol model, which is able to track both aerosol mass and number perturbations, 
and to simulate the aerosol-cloud and aerosol-radiation interactions, hence allowing the estimation 
of aerosol radiative forcing effects. 
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2 AEROSOL AND AEROSOL-PRECURSORS EMISSIONS IN THE RCPS 
The RCPs provide future projections of the emissions of short-lived species until 2100. The emis-
sions of air pollutants in these scenarios are estimated considering changes in driving forces (fossil 
fuel and fertilizer consumption) and including both air quality control policies and climate policies. 
The four RCPs were established based on the projected global anthropogenic radiative forcing (RF) 
in 2100, spanning the whole range of possible climate policies, from the low RCP2.6 to the no-
climate-policy high RCP8.5 scenario. It is important to note that they do not cover the full range of 
air pollution projections available in the literature and do not include, for instance, a business-as-
usual scenario. All RCPs assume a correlation between growing economy (in terms of gross domes-
tic product, GDP) and more stringent air pollution control strategies and mitigation measures. As a 
consequence, they are all characterized by a globally declining trend of air polluting emissions, 
which is not fully representative of the literature on air quality projections. This has to be consid-
ered when interpreting the results of the present work. 
3 IMPACTS ON AEROSOL SURFACE-LEVEL CONCENTRATIONS 
The impact of each sector is estimated here as the difference between a reference simulation includ-
ing all sources and a perturbation experiment, in which the emission from the given sector are 
switched off. This method is applied for each transport sector to each RCP in the year 2030, and the 
results are compared to the same estimates obtained for the year 2000 in the companion study 
(R13). 
As in 2000, BC and aerosol nitrate are the most relevant pollutants from land transport. The gen-
eral tendency in the land transport impacts between 2000 and 2030 is a decrease in aerosol surface-
level concentrations over the developed countries (USA, European countries and Japan) and an in-
crease in the countries with fast-growing economies (in Southeast Asia). This applies to the total 
concentrations as well as to the land-transport-induced concentrations. Such decreasing concentra-
tion in the developed countries is a common feature in all RCPs, but there are some exceptions. 
Most importantly, the changes in the aerosol concentrations are different from what could be ex-
pected from the RCP rankings: scenarios with the most stringent climate policies and with the 
strongest long-term reductions in global climate effects (like RCP2.6) show sometimes an opposite 
behavior in terms of short-lived pollutants from specific sectors and regions. According to our 
simulations, the largest reductions of the land transport impact on BC surface-level concentration 
(Fig. 1) are simulated for Europe, in particular for RCP8.5, with local reductions of up to 1 μg/m3. 
Significant reductions (0.1–0.5 μg/m3) are also found for the USA, Japan and some large metropoli-
tan areas (especially in South America). This result is not surprising, in view of the findings of R13 
for the year 2000, in which land transport was responsible for the bulk of BC surface-level pollution 
in these regions (up to about 70%). Air pollution control policies in such regions must necessarily 
address the land transport sector in order to reduce pollution. Compared with the changes in other 
sources (right column of Fig. 1), it is clear that land transport drives a major portion of the reduction 
trend in the developed countries in 2030 in all scenarios.  
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Figure 1. Annual average large-scale mean surface-level concentrations of BC. The first row shows the val-
ues for 2000: total concentration (left), the concentration induced by land transport (middle) and the concen-
tration induced by other sources (right). The other rows show the changes in the same quantities between 
2000 and 2030 for the four RCPs. Grid points where the difference is not statistically significant according to 
a univariate t test (5% error probability) are hatched. 
Concerning shipping, the simulated pattern of changes shows a clear decrease in shipping in-
duced sulfate, mostly confined to the Northern Hemisphere. This was expected given the recently-
implemented limits on shipping fuel sulfur content since 2010. Such regulations are accounted for 
in the RCPs. Total sulfate is projected to decrease quite strongly in the continental regions and in 
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the coastal areas (with the exception of southern Asia, southern Africa and South America) in all 
scenarios, but the contribution of shipping to this trend is only marginal, around 0.5 μg/m3, whereas 
the concentration induced by other sources decreases by several micrograms per cubic meter. The 
shipping impacts on sulfate pollution are strongly correlated with aerosol nitrate effects, given that 
both compounds are formed depending on the availability of ammonia. The strong reduction in sul-
fate makes such the competition between sulfate and nitrate for available ammonia particularly rel-
evant for shipping. A lower concentration of SO2 in the marine boundary layer makes more ammo-
nia available for the formation of ammonium nitrate and therefore results in an increase of the 
aerosol nitrate concentration. 
As reported for the year 2000, the contribution of the aviation sector to the mass concentration 
changes remains small in 2030. The only remarkable feature is the increase in aviation-induced BC 
concentration for RCP2.6. This leads to an increase in the overall BC concentration in the tropo-
pause region of the Northern Hemisphere, which would be otherwise characterized by a decrease 
(right panel). In the other scenarios, aviation-induced BC shows a similar pattern, but relevant 
changes are found only in the upper-troposphere. The increase in mean aviation-induced particle 
number concentration (Fig. 3), on the contrary, is quite strong in all scenarios, with values of the 
order of 1000 cm−3 in the northern mid-latitudes UTLS. In this domain, the aviation emissions sig-
nificantly contribute to the overall changes in particle number concentration between 2000 and 
2030, leading to a large increase (1000–3000 cm−3), in particular for RCP2.6 and RCP8.5. 
4 CLIMATE EFFECTS 
We quantify the aerosol-induced impacts on Earth’s radiation budget due to transport emissions by 
considering the changes in the radiative fluxes at the top of the atmosphere. We analyze the all-sky 
radiative flux (considering both cloudy and clear-sky conditions) as well as the clear-sky flux only, 
the latter being derived from radiative flux calculations neglecting the effects of clouds. By compar-
ing the two fluxes one can infer the importance of clouds and cloud modifications for the radiation 
budged. Based on the uncertainty analysis of R13, we present a range of values for the transport-
induced RF, corresponding to different assumptions on the size distributions of the emitted particles  
The land-transport-induced aerosol RF (Fig. 2, left panel) shows a reduction of the cooling effect 
from –80 mW/m2 in 2000 to about –60 mW/m2 in 2030. The difference between the all-sky and the 
clear-sky components reveals that the bulk of the RF impact is due to cloud effect, therefore it is 
mostly controlled by changes in particle number concentration in the activated size range (around 
0.1 to 1 μm). The absolute land-transport-induced change in particle number burden in this size 
range is quite similar among the scenarios (about 2–3·1024 particles on average), which explains the 
small differences in 2030 RF among the four RCPs for the land transport sector. 
The shipping impacts (Fig. 2, middle panel) are characterized by a strong decrease of the aero-
sol-induced RF in RCP2.6, dropping from –181 mW/m2 in 2000 to –53 mW/m2 in 2030 as a conse-
quence of the aforementioned fuel sulfur control measures for the shipping sector, which signifi-
cantly affect the sulfate burden. This factor of 3–4 reduction in aerosol forcing is in good agreement 
with the results of Righi et al. (2011) for future low-sulfur shipping scenarios. Smaller reductions 
are projected for the other scenarios, consistent with the corresponding changes in tropospheric sul-
fate burdens. The uncertainty range due to the assumed size distribution of emitted particles is rela-
tively small for the shipping sector, as discussed in R13. 
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Figure 2. Global mean all-sky RF resulting from the emissions of land transport (left), shipping (middle) and 
aviation (right) in the year 2000 (gray bars) and for the four RCP scenarios in 2030 (colored bars). The 
hatched part of each bar is the corresponding clear-sky forcing, calculated neglecting the effects of clouds. 
The whiskers represent the 95% confidence interval. The boxes correspond to the uncertainty range derived 
from the assumptions on the size distribution of emitted particles, as calculated by R13 for year 2000 (solid) 
and rescaled here to the 2030 values (dashed). 
Aviation is the only transport sector for which an increasing impact of aerosol on the radiation 
budget is simulated. RCP2.6 is the scenario with the largest increase, shifting the all-sky forcing 
from –15 mW/m2 in 2000 to –63 mW/m2 in 2030, while values between –30 and –40 mW/m2 are 
calculated for the other scenarios. Such large increase with respect to 2000 can be explained by the 
large increase in aviation sulfate emissions. Considering the uncertainties associated with the size 
distribution assumptions, extremely large values can be estimated, up to –285 mW/m2 for RCP2.6, 
when the NUC size distribution of R13 is assumed (characterized by a large number of sulfate par-
ticles emitted in the nucleation mode).  
5 SUMMARY AND CONCLUSIONS 
This study complements a previous work by R13 with an analysis of transport sector impacts on 
aerosol and climate under the RCP scenarios in 2030. Using the EMAC-MADE aerosol-climate 
model we found that the four RCPs project a general decrease in the globally integrated land 
transport emissions for all species, with only very few exceptions. Large regional differences still 
occur, in particular between the western countries and the Southeast Asian countries. The most im-
portant feature of future shipping is the clear decrease in shipping-induced aerosol sulfate concen-
tration, especially in the Northern Hemisphere, where most of the shipping routes are located. This 
reduction correlates with an increase in aerosol nitrate, due the competition of the two species for 
available ammonia. Aviation-induced concentration of BC and aerosol sulfate will increase in the 
UTLS and close to the source, but their overall impact on the atmospheric composition will still be 
small in relative terms. On the other hand, we simulated a strong impact of the aviation sector on 
particle number concentration in the upper-troposphere mid-latitudes, significantly larger than for 
the year 2000. Land transport and shipping are characterized by a significant reduction in the aero-
sol-induced RF effects, despite the growth in traffic volume, while aerosol-driven climate impact of 
aviation in 2030 results is 2 to 4 times larger than in 2000. Large uncertainties however exist, espe-
cially due to the assumptions on the size distribution of emitted particles, which play a significant 
role in the calculation of transport-induced perturbation on particle number concentrations. 
REFERENCES 
Eyring, V., I. S. A. Isaksen, T. Berntsen, W. Collins, J. J. Corbett, O. Endresen, R. G. Grainger, J. Moldano-
va, H. Schlager, and D. S. Stevenson, D. S., 2010: Transport impacts on atmosphere and climate: ship-
ping. Atmos. Environ., 44, 4735–4771. 
Lee, D. S., D. W. Fahey, P.M. Forster, P. J. Newton, R.C. N. Wit, L. L. Lim, B. Owen, and R. Sausen, 2010: 
Transport impacts on atmosphere and climate: Aviation, Atmos. Environ., 44, 4678–4734. 
90 RIGHI et al.: The global impact of the transport sector on atmospheric aerosol and climate … 
Moss, R. H., J. A. Edmonds, K. A. Hibbard, M. R. Manning, S. K. Rose, D. P. van Vuuren, T. R. Carter, S. 
Emori, M. Kainuma, T. Kram, G. A. Meehl, J. F. B. Mitchell, N. Nakicenovic, K. Riahi, S. J. Smith, R. J. 
Stouffer, A. M. Thomson,J. P. Weyant, T. J. and Wilbanks, 2010: The next generation of scenarios for 
climate change research and assessment., Nature, 463, 747–56. 
Righi, M., J. Hendricks, and R. Sausen, 2013: The global impact of the transport sectors on atmospheric aer-
osol: simulations for year 2000 emissions, Atmos. Chem. Phys.,13, 9939—9970. 
Uherek, E., T. Halenka, J. Borken-Kleefeld, Y. Balkanski, T. Berntsen, C. Borrego, M. Gauss, P. Hoor, K. 
Juda-Rezler, and J. Lelieveld, 2010: Transport impacts on atmosphere and climate: land transport. Atmos. 
Environ., 44, 4772–4816. 
TAC-4 Proceedings, June 22nd to 25th, 2015, Bad Kohlgrub 91 
 
Aircraft emissions of NOx: radiative forcing from long-term 
stratospheric changes of H2O and O3 
G. Pitari*, G. Di Genova, E. Mancini 
Department of Physical and Chemical Sciences, Università degli Studi dell’Aquila, L’Aquila, Italy 
I. Cionni 
ENEA, Ente per le Nuove Tecnologie, l’Energia e l’Ambiente, Rome, Italy 
O.A. Søvde 
Center for International Climate and Environmental Research - Oslo (CICERO), Oslo, Norway  
L. Lim 
Faculty of Science and Engineering, Manchester Metropolitan University, Manchester, UK 
Keywords: aviation NOx, CH4 long-term response, stratospheric H2O and O3, radiative forcing. 
ABSTRACT: Two independent chemistry-transport models with troposphere-stratosphere coupling 
are used to quantify the different components of the radiative forcing (RF) from aircraft emissions 
of NOx, i.e., the University of L’Aquila climate-chemistry model (ULAQ-CCM) and the University 
of Oslo chemistry-transport model (Oslo-CTM3). The tropospheric NOx enhancement due to air-
craft emissions produces a short-term O3 increase with a positive RF (+17.3±2.1 mW/m2) (the un-
certainty range represents the spread between the two models). This is partly compensated by the 
CH4 decrease due to the OH enhancement (-9.4±1.0 mW/m2). The latter is a long-term response 
calculated using a surface CH4 flux boundary condition (FBC). This induces a long-term response 
of tropospheric O3 due to less HO2 being available for O3 production, compared with the reference 
case where a constant CH4 surface mixing ratio boundary condition is used (MBC) (-3.92±0.01 
mW/m2). The CH4 decrease induces a long-term response of stratospheric H2O (-1.2±0.1 mW/m2). 
The latter finally perturbs HOx and NOx in the stratosphere, with a more efficient NOx cycle for 
mid-stratospheric O3 depletion and a decreased O3 production from HO2+NO in the lower strato-
sphere. This produces a long-term stratospheric O3 loss, with a negative RF (-1.4±0.1 mW/m2), 
compared with the CH4 MBC case. Other minor contributions to the net NOx RF are those due to 
NO2 absorption of UV-A (+0.5±0.1 mW/m2), increasing sulphate due to more efficient OH oxida-
tion of SO2 (-0.2 mW/m2) and increasing nitrates formed via NO3 + BVOC or HNO3 heterogeneous 
reactions (-3.1 mW/m2). These aerosol contributions have been calculated only in the ULAQ-CCM. 
According to these model calculations, aviation NOx emissions for 2006 produced a small global 
net cooling effect of -1.3±0.8 mW/m2  (an average of ULAQ-CCM and Oslo-CTM3 results). The 
ULAQ-CCM’s calculated RF is -2.1 mW/m2 (O3 column changes of +0.32 and -0.056 DU in tropo-
sphere and stratosphere, respectively), whereas the Oslo-CTM3’s calculated RF is -0.5 mW/m2 (O3 
column changes of +0.45 and -0.082 DU in troposphere and stratosphere, respectively). 
1 INTRODUCTION 
Aviation alters the composition of the atmosphere globally and can thus drive climate and O3 
changes (Sausen et al., 2005; Lee et al., 2010). Aircraft emissions may impact the atmospheric 
composition both directly (mainly via emissions of CO2, H2O, NOx, SO2, soot) and indirectly (by 
increasing tropospheric O3 and OH and decreasing the CH4 lifetime; with formation of contrails and 
with indirect effects on upper tropospheric cirrus cloudiness, i.e., contrail-cirrus and soot-cirrus). 
Aircraft NOx emissions, in particular, play a significant role in tropospheric and lower stratospheric 
chemistry, by enhancing the O3 production and the OH concentration (Köhler et al., 2008; Hoor et 
al., 2009). The chemical reaction with OH, in turn, acts as the main sink for atmospheric CH4, so 
that NOx emissions by the aircraft will decrease the CH4 lifetime. The lowering of CH4 atmospheric 
abundance induces a cooling that may partially counteract the warming due to the other greenhouse 
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gases (CO2, stratospheric H2O, tropospheric O3) from aviation, as well as the warming due to upper 
tropospheric cloud formation (contrails and aviation cirrus cloudiness) (Holmes et al., 2011). The 
aircraft impact on atmospheric O3 is particularly complex, because a superposition of short- and 
long-term effects takes place, via direct NOx emissions (short-term) and via OH driven CH4 chang-
es, which can feedback on HOx chemistry, and finally on O3 (long-term) (Wild et al., 2001; Holmes 
et al., 2011).  
A new insight in the present study is the evaluation of the long-term stratospheric O3 response 
associated with CH4 lifetime changes produced by the aviation induced tropospheric OH perturba-
tion. In this case, we have followed an innovative approach, by not using the IPCC simplified par-
ametric formulas to calculate long-term negative RFs associated with the CH4 RF (i.e., tropospheric 
O3 and stratospheric H2O), but through an explicit numerical experiment where surface CH4 is cal-
culated using a flux boundary condition. In this way, the calculated OH change due to aircraft NOx 
emissions produces a CH4 lifetime change that may be directly translated onto the CH4 mixing ratio 
distribution. Therefore, the calculated O3 RF results are the sum of both the short- and long-term re-
sponses and the effects on stratospheric H2O and O3 are explicitly calculated.  
The main purpose of the present study is to compare the explicitly calculated long-term effects of 
aviation NOx emissions with the results of IPCC parametric formulas and to assess the net RF from 
the different components (both short- and long-term effects). Two independent chemistry-transport 
models with troposphere-stratosphere coupling have been used to explicitly quantify the different 
components of the radiative forcing (RF) from aircraft NOx emissions, i.e., the University of 
L’Aquila climate-chemistry model (ULAQ-CCM, used here in CTM mode) and the University of 
Oslo chemistry-transport model (Oslo-CTM3). For a complete discussion of the adopted aircraft 
emissions we refer to Søvde et al. (2014) and Pitari et al. (2015), as well as for a full description of 
the two models.  
2 AIRCRAFT EMISSIONS AND NUMERICAL EXPERIMENTS SETUP 
The aircraft emissions used in this study was generated for the EU FP7 project REACT4C (“Reduc-
ing Emissions from Aviation by Changing Trajectories for the benefit of Climate”). These were 
generated by the aviation emissions model FAST (Lee et al., 2005; Lee et al., 2009), which has 
been approved by the Modelling and Database Group (MDG) of the International Civil Aviation 
Organization (ICAO)’s Committee on Aviation Environmental Protection (CAEP) (ICAO, 2013). 
Aircraft movements from the CAEP Round 8 (CAEP/8) MDG work programme for the year 2006 
were used as the basis of the emissions calculation. These were calculated using radar data from 
North American and European airspace, and for the rest of the world, the Official Airline Guide 
(OAG) schedule data. Routes were assumed to follow great circle trajectories and to correct for this 
assumption, CAEP/8 empirical factors (ICAO/CAEP, 2009) were applied to the distance and fuel 
consumption. The aircraft fleet was divided into 42 representative types, for which fuel flows were 
estimated with the PIANO aircraft performance model. FAST then used the fuel flow data to calcu-
late NOx emissions, which were based on the relationship between sea-level NOx certification data 
and emissions at altitude (Lee et al., 2005). A 3D grid of 1×1˚ horizontal spacing and 2,000 ft verti-
cal spacing of fuel, CO2 , NOx, particles and distance was generated by the FAST gridding utility. 
With this inventory, the calculated global fuel use and NOx emissions are 178 Tg/yr and 0.71 Tg-
N/yr, respectively. 
Simulations with no aircraft (NO-AIRCRAFT, NA) and with aircraft emissions (AIRCRAFT 
EMISSION, AE) were performed with both ULAQ-CCM and Oslo-CTM3 models. These simula-
tions were conducted for the 2006 time-slice and two experimental setups for CH4; one with a fixed 
CH4 surface mixing ratio boundary condition (MBC) and the other with a surface flux boundary 
condition (FBC). In the MBC case, NA and AE experiments were run for 10 years, allowing the 
aircraft perturbation to reach a satisfactory statistical steady-state. In the FBC case, NA and AE ex-
periments were run for a much longer time period (i.e., 50 years), allowing CH4 mixing ratios to ad-
just to the OH field, which is in turn perturbed by aircraft NOx emissions. Background surface flux-
es (NOx, CO, VOCs, FBC-CH4) and aircraft emissions are kept fixed in the CTMs at the values 
representative of year 2006, as well as surface mixing ratios of long-lived species relevant for O3 
photochemistry (CFCs, HCFCs, HFCs, N2O and MBC-CH4) (Søvde et al., 2014; Pitari et al., 2015). 
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3 RESULTS AND DISCUSSION 
Any attempt to assess the long-term atmospheric response to upper tropospheric NOx emissions 
from global aviation should calculate the atmospheric CH4 distribution that allows surface CH4 to 
respond freely to tropospheric perturbations of its main sink process, i.e., oxidation by OH. The 
usual modeling approach of adopting a fixed surface mixing ratio can still be used to calculate avia-
tion induced changes in CH4 lifetime, but this method cannot provide information on the tropo-
spheric mass changes of CH4 resulting from upper tropospheric NOx emissions. In addition, correc-
tion factors are needed in the MBC approach to provide a meaningful estimate of the lifetime 
perturbation, due to the missing feedback of lower tropospheric CH4 changes on HOx chemistry 
(see for example IPCC, 1999; Myhre et al., 2011).  
Table 1. Summary of CH4 model calculations and the AE-NA differences (annual global averages). 
 
Model Exp 
Surface mix-
ing ratio 
[ppbv] 
Tropospheric 
mixing ratio  
[ppbv] 
Mass bur-
den 
[Tg] 
Lifetime 
[years] Exp 
Tropospheric 
mixing ratio 
change [ppbv] 
Lifetime 
change 
[%] 
ULAQ-CCM FBC 1754 1732 4760 8.35 FBC AE-NA -18.7 -1.17 
ULAQ-CCM MBC 1754 1735 4765 8.36 MBC AE-NA -0.27 -0.81 
Oslo-CTM3 FBC 1774 1754 4820 7.47 FBC AE-NA -23.7 -1.32 
Oslo-CTM3 MBC 1769 1756 4826 7.67 MBC AE-NA -0.13 -0.96 
         
A summary of CH4 model calculations and AE-NA differences for ULAQ-CCM and Oslo-CTM3 
models is presented in Table 1. The use of a fixed CH4 surface mixing ratio (MBC) does not allow 
calculation of the tropospheric CH4 mass distribution changes - only the lifetime perturbation. The 
latter is however underestimated by a factor of approximately 1.41±0.03 (average from the two 
models), due to the missing feedback of CH4 changes with the HOx chemistry (IPCC, 1999). The 
direct effect of aircraft perturbation on tropospheric NOx is discussed in detail in Søvde et al. (2014) 
and Pitari et al. (2015). For the 2006 aircraft emissions, the models calculated a maximum change 
in the order of 0.07 – 0.15 ppbv on an annual basis and this is located at the northern mid-latitudes 
between  ~200 and 300 hPa.  
Figure 1. Left panel: annual zonal mean of tropospheric CH4 mixing ratio changes (AE-NA) (ppbv). Dashed 
and dotted lines highlight contour lines of -19 and -17 ppbv, respectively. Right panel: annual zonal mean of 
stratospheric H2O mixing ratio changes (AE-NA) (ppbv). Dashed and dotted lines highlight contour lines 
of -2 and -10 ppbv, respectively. Both panels are for the FBC model experiment. [ULAQ-CCM results]. 
The direct “instantaneous” effect of this NOx enhancement is the increased photochemical produc-
tion of O3 and OH, the latter largely from the reaction of NO + HO2 → NO2 + OH. The model re-
sults show that the annually averaged maximum increase of these two species is 4 – 5 ppbv for O3 
and 0.20 – 0.25 ×106 molec/cm3 for OH. The instantaneous OH perturbation plays a key role in the 
global atmospheric chemistry by decreasing the CH4 lifetime and then linking together short- and 
long-term effects of aircraft emissions. This is clearly visible in Fig. 1 (left panel), where the CH4 
mixing ratio aircraft perturbation (FBC) is shown. A non-negligible inter-hemispheric gradient of 
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the CH4 perturbation is visible. This is expected from the OH change even though CH4 is quite 
well-mixed in the troposphere due to its long lifetime. Conservation of the global hydrogen mass 
among the main H reservoirs (CH4, H2O and H2), requires the average tropospheric CH4 change due 
to aircraft NOx emissions to be conserved in the stratosphere as the sum of ΔCH4 + 0.5ΔH2O + 
0.5ΔH2, thus becoming the driver for photochemical changes of stratospheric water vapour (Fig. 1, 
right panel). The good isolation of the tropical pipe produces a significant horizontal gradient of the 
calculated ΔH2O in the mid-lower stratosphere. An extensive evaluation of water vapour transport 
in the lower stratosphere (using available balloon, aircraft and satellite observations) has been made 
using the calculated mean age-of-air and tape-recorder signal as indicators (not shown). The strato-
spheric H2O perturbation becomes the main driver for long-term changes of stratospheric O3, as a 
result of less O3 production in the lower stratosphere (HO2 decreases) and a mid-stratospheric in-
crease of the NOx catalytic cycle for O3 destruction (NO2 increases). 
Table 2. Summary of NOx-related long-term RF components relative to CH4, from ULAQ-CCM and Oslo-CTM3, and 
comparison with IPCC-type estimates. 
Species Model 
Global changes 
H2O, O3 [DU] 
CH4 [Tg] 
RF-NET 
[mW/m2] 
RF/RF-CH4 
[%] 
RF/RF-CH4 
[%] 
(IPCC, 2013) 
CH4 
ULAQ 
CTM3 
-52 
-66 
-8.38 
-10.35 - - 
H2O 
stratosphere 
ULAQ 
CTM3 
-0.63 
-0.69 
-1.34 
-1.45 
16.0 
14.0 15 ± 10 
O3 
troposphere 
ULAQ 
CTM3 
-0.12  
-0.13 
-3.91 
-3.93 
46.7 
38.0 50 ± 27 
O3 
stratosphere 
ULAQ 
CTM3 
-0.08  
-0.14 
-1.10 
-1.34 
13.1 
13.0 - 
O3 
total 
ULAQ 
CTM3 
-0.20 
-0.27 
-5.61 
-6.30 
59.8 
50.9 50 ± 27 
 
Figure 2. Summary of the annual globally averaged RF results (mW/m2) from the ULAQ radiative code ap-
plied offline to the 3D monthly mean output of ULAQ-CCM and Oslo-CTM3. [Model average; the uncer-
tainty range represents the spread between the two models]. 
The ULAQ radiative transfer code is applied offline to the monthly averaged fields of O3, CH4 and 
stratospheric H2O from the two models (see Pitari et al., 2015 for more details). The O3 RF break-
down between tropospheric and stratospheric contributions makes it possible to calculate the long-
term effects for the two regions by comparing the results of MBC and FBC model experiments. In 
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the MBC case, where CH4 is fixed at the surface, the lifetime change due to the NOx-driven OH en-
hancement is not able to trigger a significant (and realistic) CH4 decrease and therefore, the associ-
ated loss of stratospheric H2O. This means that in the MBC case, the O3 RF is a pure “instantane-
ous” response to aviation NOx, whereas the difference between MBC and FBC gives an indirect 
estimate of the long-term impact of aviation NOx on both tropospheric and stratospheric O3. Table 2 
presents a summary of the NOx-related long-term RF components relative to CH4, from ULAQ-
CCM and Oslo-CTM3 models and these are compared with the IPCC-type estimates. The CH4 RF 
computed through the radiative transfer code (Chou et al., 2001) is approximately 20% higher with 
respect to the parameterizations based on the average tropospheric mixing ratio and the lifetime 
change. The difference is mainly due to the inclusion of the solar near-infrared contribution in the 
4-10 µm wavelength band, and partly due to the inhomogeneity of the CH4 spatial distribution. Fig-
ure 2 shows the overall summary of offline radiative calculations made with the 3D output from the 
two models. The impact on secondary aerosols (sulphates and nitrates) is produced by the tropo-
spheric OH enhancement (resulting in a more efficient SO2 oxidation in SO4) and also by the in-
creasing nitrate formation from NO3 + BVOC (biogenic organics) and HNO3 heterogeneous reac-
tions on the surface of soil dust or sea salt particles (Ayres et al., 2015). These aerosol contributions 
have been calculated using the ULAQ-CCM aerosol module. 
4 CONCLUSIONS 
Two independent chemistry-transport models with troposphere-stratosphere coupling have been 
used to quantify the different radiative forcing components from NOx aircraft emissions, by taking 
into account both the short-term tropospheric O3 response and the long-term responses due to OH-
driven changes of tropospheric CH4 and then in tropospheric HOx chemistry and stratospheric H2O, 
and finally on stratospheric O3. A broadband radiative transfer model has been applied offline, to 
calculate the tropopause RF from the perturbed greenhouse gases (i.e., O3, CH4 and H2O), as well as 
from NO2 absorption of UV-A, indirect SO4 increase due to the tropospheric OH enhancement and 
additional NO3 aerosol formation from NOx and HNO3. The resulting net RF related to aircraft NOx 
emissions is calculated as a small negative residual (-1.3±0.8 mW/m2), with -2.1 mW/m2 in the 
ULAQ-CCM and -0.5 mW/m2 in Oslo-CTM3.  
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ABSTRACT: Contrails may contribute to the radiative forcing due to aviation. In this context, in-
vestigation of contrails formation in the near field of an aircraft may be helpful to provide strategies 
in order to reduce their impact. In this study, we perform three-dimension RANS simulations of 
contrails produced by commercial aircraft in cruise conditions. A realistic geometry (here a Boeing 
737) is taken into account including engine core and bypass flows which allows several possible 
parametrical studies and avoids using parameterizations for the description of the plume's dilution. 
The objective is to simulate the early development of contrails in the near-field's plume whose dilu-
tion is obtained by a spatial simulation of the dynamical flow around the aircraft. A coupling is car-
ried out with a microphysical model implemented in the CFD code CEDRE to simulate particle 
growth using an Eulerian approach. The implemented microphysics model is capable of simulating 
water condensation onto soot particles, taking into account their activation by adsorption of sulfuric 
species and scavenging of volatile particles.  
1 INTRODUCTION 
Air traffic continuous growth over the past decades aroused environmental concerns regarding the 
impact of aircraft engine emissions. The consequences of such have been largely studied in recent 
years, but the level of scientific understanding of the role played by contrails and induced cirrus 
clouds remains poor (Lee et al, 2010). Condensation trails forming conditions can be fairly well de-
termined from a thermodynamic point of view, by using the revised Schmidt-Appleman criterion 
(Schumann, 1996). Based on usual physics laws of conservation, it provides the atmospheric tem-
perature and relative humidity threshold values for water saturation to be reached in the expanding 
plume. This method is robust to determine atmospheric regions of contrail occurrence and persis-
tence and in this respect helps improving estimates of environmental impact. This impact is also re-
lated to contrail optical thickness that depends on the actual microphysical properties of the plume, 
amongst other parameters. The knowledge of ice crystals number density as well as their size distri-
bution in water supersaturated aircraft plumes is therefore highly desirable in order to refine con-
trails and contrail-cirrus atmospheric impact. Direct in-flight measurements can provide relevant in-
formation on plumes microphysical properties (e.g. Schumann et al., 2002) but are difficult to 
achieve from a technical point of view. Besides, field campaigns require a large set of instruments 
and partners ranging from scientists to air traffic control. Plume microphysical modelling has 
proved to be a viable option to complete, validate and analyse in-situ measurements results (Kärch-
er et al, 1998). They can lead to a better understanding of physical and chemical plume processes 
(e.g. Yu and Turco, 1998). In this respect, 0D trajectory box models have shown interesting ability 
to improve physical understanding and insights of possible environmental impact reduction through 
fuel composition for instance (Rojo et al., 2015). However they only partly account for the influ-
ence of the early stages of plume mixing, since they assume an average dilution, unless when they 
are coupled to fluid flow solvers in a multi 0D approach (Vancassel et al., 2014).  
The plume dilution in the atmosphere is a complex process, leading to a spatially inhomogeneous 
distribution of vapours and primary particles, whose fate is controlled by local thermodynamic con-
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ditions, hence by mixing in the fresh plume. Three-dimension CFD codes solving Navier-Stokes 
equations codes can deal with such complexity but generally use simplified microphysics and pa-
rameterized solutions to describe the wing-tip vortices and its initial interaction with the engine jets 
(e.g. Paoli et al, 2013). 
In this paper, we report the results of the efforts made to simulate contrail formation using a real-
istic Boeing B737 aircraft geometry, including engine core and bypass flows. The calculations in-
clude 3D aerodynamics, chemistry and microphysics coupled calculations. We also present the out-
come of the refinements added in the microphysical modelling, emphasizing the role of soot particle 
activation through sulphuric acid deposition, since it is a growth factor when burning sulphured 
fuels (e.g. Gysel et al., 2003). 
2 MODEL OVERVIEW 
2.1 Fluid Flow Solver 
The CEDRE numerical code used for this study is a parallel, three-dimensional, multi-species, and 
compressible Navier–Stokes solver (Refloch et al, 2011). The numerical method is based on a cell-
centered finite-volume approach for general unstructured grids, especially appropriate when com-
plex geometries are used. 
The mass-conservation equations related to the 3D compressible Navier–Stokes equations in 
CEDRE are: 
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2 ; and dynamical viscosity µ . The species are governed by their mass frac-
tion ky , their diffusion coefficient in the mixture kD , and their mass transfer rate kw . The thermal 
diffusivity is represented by k . We adopted a high-resolution spatial Reynolds-Averaged Navier–
Stokes (RANS) method. In the RANS approach, equations are averaged so that any variable may be 
decomposed into a mean part and a fluctuation part. For compressible flows, a density-weighted 
time average decomposition (also called Favre average) has been used, leading to a new set of equa-
tions that can be found in Khou et al (2015). 
 
2.2 Microphysical model 
The plume mixture has been assumed to be initially made of air, water vapor, and soot particles. Air 
and water vapor have been considered as ideal gases. Soot was assumed to be spherical, for the sake 
of simplicity as their fractal-like structure is complex to account for, especially in a CFD code. The 
freezing process has been supposed to be immersion freezing from a liquid thin layer and we as-
sumed that turbulence did not promote any ice growth particular direction. Therefore the assump-
tion that soot particles were initially spherical is a reasonable simplification, although collision pro-
cesses on aggregates may be enhanced in comparison with spherical particles. Gas and particles 
KHOU et al.: Influence of Fuel Sulfur Content on Contrail Formation in the Near-Field  … 99 
 
have been assumed to be in dynamical and thermal equilibrium. Particles were defined through an 
Eulerian approach and followed in the plume with a passive scalar transport equation given by: 
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where pN
~  represents the particle-number density (number of particles per unit volume). Soot parti-
cles distribution at the engine exit was monodisperse with a diameter of 20 nm. Soot particles have 
been considered to be coated by sulphuric acid prior to freezing by adsorption of gaseous sulphuric 
acid formed in the plume. We implemented a chemical kinetics scheme following Kärcher et al 
(1996) to work out the concentration of sulphuric acid formed from sulphur species initially in the 
fuel. About 22 species and 60 reactions were considered using mostly Arrhenius reaction rates. The 
activation process has been considered from the work reported for instance in Wong and Miake-Lye 
(2008). The surface covered in sulphur species (referred to as the activated surface) was given by 
ads ads( ) ( )
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= 3 2 4
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where σ0 is the number of available sites per surface unit of soot particle and 𝑛𝑛(𝑋𝑋)𝑎𝑎𝑎𝑎𝑎𝑎 is the number 
density of gaseous sulphur species adsorbed at the soot surface, calculated as follows:  
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where α is the accommodation coefficient, c the molecules average thermal speed, nsoot the soot par-
ticles number density, dsoot their diameter and n(X) the concentration of gaseous X species in the 
plume. The main assumption used in this work is that contrail formation is driven by ice heteroge-
neous nucleation on activated soot particles. All emitted soot particles have been considered as po-
tential ice nuclei but water vapour deposition has been scaled by the coated fraction θads. Growth 
has been evaluated using a modified Fick’s law dedicated to mass transfer on particles whose radius 
pr  is of the order of the mean free path λ . The mass transfer rate icew  ]s.kg.m[ 1-3 −  is given by: 
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where OHM 2  is the water molar mass and 𝑅𝑅 the ideal gas constant, vapD  the diffusion coefficient of 
water vapor in air. Furthermore, the mass transfer depends on saturation conditions and, more pre-
cisely, on the difference between the water-vapor partial pressure in the plume vapp  and the satura-
tion vapor pressure above ice icesatvapp / . pN
~  is the particle-number density and pr  is the particle radius. 
The function G  takes into account the transition of the uptake from the gas kinetic to diffusion re-
gimes. The function Π  in Equation (7) first starts mass transfer onto the dry particles when water 
liquid saturation is reached in the plume, since ice formation from immersion freezing requires a 
liquid coating. 
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where liqsatvapp /  is the saturation vapor pressure above liquid water. 
3 RESULTS AND DISCUSSION 
The simulations have been performed on a simplified B737 aircraft geometry (see Figure 1, left). 
Engine outputs were modelled with a core flow and a bypass flow. The computational domain di-
mensions are given by referring to the wingspan b. It is a box of lengths 4.5b, 2b and 2b, in the axi-
al, horizontal and vertical directions, respectively. The mesh used (see figure 1, right) contained 
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about 30 million cells, with refinement areas in order to capture key physical processes, occurring 
especially at the engine exit (jet) and the wing tip (vortex). The initial atmospheric conditions were 
chosen so that a contrail was expected to form in the plume. The ambient temperature was 219K 
and the relative humidity has been set to 30% or 60%, so that sensitivity could be done. The aircraft 
operated at typical cruise conditions either from an atmospheric point of view or from the engine 
emissions and exhaust gas temperature.  
Figure 1: Aircraft geometry and initial conditions used to simulate contrail formation (left) and associated 30 
million cells mesh (right) 
Simulations were performed for three different fuel sulphur contents. We chose 350 and 700 ppm as 
they are typical of the FSC range of average value. We also used 5500 ppm, well above the legally 
admitted level (3000 ppm) so that comparisons with previously published work could be made 
(Kärcher, 1998). Figure 2 illustrates some of the obtained results. The left panel describes the evolu-
tion of the averaged soot activated surface in the plume for the three tested FSC. Results are in good 
agreement with 0D studies from the literature (Kärcher, 1998; Wong and Miake-Lye, 2008) since 
the trends are similar. About 20% of the soot surface is activated 130m downstream the engine exit, 
for the 350 ppm case. When the FSC is doubled, the fraction increases up to 40% although adsorp-
tion is a non-linear process. For the maximum FSC tested, the soot particles are entirely activated, 
meaning that 100% of the surface is covered in sulphuric acid or sulphur trioxide molecules. The 
rate of soot activation also increases with increasing FSC. As a consequence, more surface area is 
available for water vapour deposition and ice crystal final sizes at 0.5s in the plume are larger for 
larger FSC used. However, as reported in Schumann et al (2002), the final size is not so much af-
fected. The variation between the 300 and 5500 ppm case is about 39% but only 16% between the 
700 and the 5500 ppm. 
Figure 2: Evolution of the soot particles activated surface fraction in the plume (left) for three different fuel 
sulphur content and respectively radius of ice crystals in the plume (right) 
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The fuel sulphur content does not modify the probability that a contrail forms. It does not seem to 
modify ice crystal properties that much but it modifies the mass transfer rate since it scales as the 
activated surface. Figure 3 (left) shows the effect of the FSC on the evolution of the contrail optical 
depth. 
Figure 3: Influence of fuel sulphur content on contrail onset based on a visibility criterion (left) and evolution 
of the optical thickness for three FSC (right) 
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A numerical study of contrail-to-cirrus transition using 3D large-
eddy simulations 
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ABSTRACT: We present a numerical study of contrail-to-cirrus transition during the first hour of 
contrail lifetime using fully 3D large-eddy simulations. We analyze the effects of atmospheric tur-
bulence and radiative transfer in determining the contrail structure, the mean properties and radia-
tive forcing. We perform a parametric study of contrail cirrus in terms of turbulence intensity, RHi 
and radiative set-up, and additional off-line calculations to analyze the sensitivity to ice radiative 
proprieties. We present a possible strategy for developing contrail cirrus parameterizations for glob-
al models based on the results from detailed LES. 
1 INTRODUCTION 
According to the latest estimates, contrail cirrus are among the most uncertain contributors of avia-
tion to the Earth radiative forcing (RF, see Lee et al, 2009). They form when the initially linearly 
shaped contrails spread out due to the combined action of atmospheric turbulence, wind shear, radi-
ative transfer and other atmospheric processes, and may ultimately become indistinguishable from 
natural cirrus. Contrail-to-cirrus transition is challenging to reproduce with cloud-resolving models 
because it requires large computational domains to   accommodate the lateral and vertical spreading 
of the contrail and high-resolution to capture all relevant scales. Compared to contrail evolution 
during the vortex phase, contrail cirrus have then been studied to a much lesser extent in the litera-
ture. Unterstrasser and Gierens (2010) analyzed this problem using two-dimensional large-eddy 
simulations (LES) with bulk ice microphysics while Lewellen (2014) employed a quasi-3D LES 
approach with bin ice microphysics. While these approaches allows for the exploration of a large set 
of parameter space, they usually rely on simplified representation and/or numerical treatment of the 
wake vortex dynamics. Lewellen (2014) did carry out a limited set of 3D LES on stretched grids 
and ad-hoc re-initialization of the atmospheric turbulence but the effects of these choices on the tur-
bulent kinetic energy or the structure functions of the resulting field were not investigated the au-
thors' knowledge.  
The present work is part of a larger project that aims at evaluating the atmospheric impact of con-
trail cirrus using a chain of fully 3D models that cover the contrail lifetime. Here, the specific objec-
tives are: (i) to identify the role of atmospheric turbulence and radiative transfer in determining the 
3D contrail characteristics in a limited set of atmospheric situations, and (ii) identify the relevant 
dynamical, microphysical properties to represent the contrail radiative properties and help GCM 
modelers to derive contrail cirrus parameterizations. 
2 LES OF CONTRAIL-CO-CIRRUS TRANSITION  
2.1 Computational set-up  
We use the atmospheric mesoscale model Meso-NH developed by CNRM and Laboratoire d'Aérol-
ogie in Touluse. It solves Navier-Stokes equations in the anelastic approximation with turbulence 
closure based on the transport of turbulent kinetic energy. Additional transport equations include 
water vapor and ice that is treated with a Eulerian bulk approach. Detailed of the model can be 
found in http://mesonh.aero.obs-mip.fr/mesonh. In order to simulate the contrail-to-cirrus transition 
an atmospheric turbulence field is first generated on a large atmospheric domain using the stochas-
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tic forcing technique described by Paoli et al (ACP, 2014). Then the jet and vortex phases are simu-
lated on a smaller subdomain (Picot et al, 2015). The flow-field at a contrail age of 5 minutes is 
then extruded in the axial direction, copied back to the larger domain, and used as initial condition 
for the contrail cirrus simulations (beginning of the diffusion phase). This procedure was first tested 
on 4 km x 4 km x 4 km domain (mesh 1) with uniform 4 m resolution and then used on an 10 km x 
10 km x 4 km domain (mesh 2) with uniform 10 m resolution for most of the cases analyzed in this 
study (see Figure 1).  
Figure 1: SKETCH of the computational set-up of for the LES of contrail-to-cirrus transition. 
2.2 Analysis 
We varied the ambient turbulence intensity and RHi, without and with the radiative transfer activat-
ed. In the latter case, we considered two idealized setups that mimic flights over a standard ocean 
surface in night and day (noon) conditions.  
Figure 2 shows how the radiative transfer affects the contrail structure. When it is switched off, the 
contrail is distributed on almost independent vertical layers following the characteristic pattern of 
turbulent stratified flows. When the transfer is activated, the contrail tends to distribute into single 
vertical layer creating ice puffs of high/low ice concentration that are symptomatic of stronger ver-
tical mixing in the cloud. 
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Figure 2: Evolution of contrail mixing ratio without (left panels) and with (right panels) radiative transfer ac-
tivated (mesh 1, RHi=130%). From top to bottom: contrail ages of 10 min, 20 min, 30 min, and 40 min. 
Figure 3 shows the evolution of ice water path (IWP) in the sensitivity study (mesh 2). It can be 
seen that the turbulence increases the cloud fraction as the contrail mixes more efficiently with the 
supersaturated ambient air but this effect is inhibited when radiative transfer is activated. The sensi-
tivity of optical depth 𝜏𝜏 to the various configurations is analyzed in Figure 4. For a given RHi, the 
mean 𝜏𝜏 in the LW band is slight affected by the radiative set-up (even though the distribution inside 
the cloud is different). On the other hand, the mean optical depth in the SW band is sensitive to the 
ambient humidity with mean 𝜏𝜏 increasing of a factor of three --from 0.08-0.09 for RHi=110% to 
0.22-0.27 for RHi=130%.  
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Figure 3: Evolution of contrail ice water path obtained in the sensitivity analysis (only cases with RHi=130% 
are shown).  
Figure 4: Evolution of contrail ice water path obtained in the sensitivity analysis (only cases with RHi=130% 
are shown).  
Finally we evaluated the contrail radiative forcing that is calculated here as the difference of net 
flux at contrail top in the presence of ice particles minus the net flux in clear sky (Figure 5). In the 
SW band, the RF is negative because of the cooling effect of albedo whereas in the LW band, the 
strong absorption inside the contrail leads to a warming and a positive RF. As expected, both effects 
increase with the ambient RHi. The SW and LW components tend to balance although a slight 
warming persists.  
Figure 5: Contrail RF in ths SW and LW band and net RF for the sensitivity analysis. 
We completed the analysis by running a series off-line radiative calculations at various contrail 
ages by changing the surface albedo, the microphysical properties (shape) of ice particles and their 
radiative properties (Single Scattering Albedo, Asymmetry Factor, Extinction). We found a large 
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sensitivity of RF when using the different parameterizations of Fu-Liu, Ebert-Curry and Gayet (not 
shown). To propose guidelines for GCM parameterizations, we reported in Figure 6 the optical 
depth as a function of ice water path at different contrail ages. The figure shows that 𝜏𝜏 decreases 
with age and, as opposed to what is typically assumed in GCM parameterizations, it also decreases 
with the IWP. We repeated the exercise by running a new set of LES by halving the initial particle 
concentration N and obtained the same trend. To fit the data we then derived an empirical law of the 
form 𝜏𝜏(𝑡𝑡)(t) =a(t,N)∙IWP+ 𝜏𝜏(clear sky) where the coefficient depends on the contrail age and the 
initial particle concentration.  
Figure 6: Optical depth as a function of IWP for different LES at different contrail ages. Left panel: baseline 
initial particle concentration N, right panel: N/2.  
3 CONCLUSIONS 
We performed 3D ELS of contrail-to-cirrus transition using a chain of models to cover the first hour 
of contrail age. Given the computational cost of each simulation (as low as 0.5 x109 grid points) we 
limited the parametric study to ambient turbulence, RHi and initial particle concentration. Addition-
al analysis includes the sensitivity of radiative forcing to the ice radiative properties using off-line 
radiative calculations. Overall the results are in line with expectations (e.g. RF>0 in the LW and 
RF>0 in the SW). We proposed some guidelines to develop contrail parameterizations for GCM 
based on LES results by relating the optical depth to the IWP with an empirical law that accounts 
for the contrail age and concentration. 
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ABSTRACT: In this work, a continuous model is developed to estimate the solar scattering and ab-
sorption properties and their dependence on the position of the sun. The initial microphysical prop-
erties of realistic condensation trails are calculated using a flight performance model yielding pre-
cise information about altitude, true air speed, fuel flow and emission of water vapor and heat. The 
evolution of the contrail microphysical properties during the diffusion regime is calculated with a 
Gaussian plume model. The radiation field around the contrail is calculated with the radiative trans-
fer library libRadtran using a discrete ordinate radiative transfer solver for solar radiation. Finally, 
radiative extinction due to the condensation trail is calculated utilizing a Monte Carlo simulation for 
the consideration of multiple scattering. This radiative extinction model is calibrated and tested for 
a wide range of realistic parameter settings. Radiative extinction strongly depends on the irradiation 
angle and on the geographical orientation of the condensation trail both determining the distance 
photons travel through the condensation trail. Furthermore, strong forward scattering, defined by 
the particle shape and wavelength cause a reduced cooling effect at noon, when the main part of so-
lar radiation is irradiating perpendicular to the condensation trail axis. The results facilitate the pos-
sibility of improve both, the trajectory management and the network structure towards an air traffic 
system with reduced environmental impact due to contrails.  
1 INTRODUCTION 
Long living condensation trails (short: persistent contrails) are ice crystals at flight level developed 
behind an aircraft (Schumann 2005) in an  ice-supersaturated environment (Schmidt 1941, Brewer 
1946, Appleman 1953, Schumann 1996, and Sussmann et al. 2001). The water condenses at soot 
particles, from the exhaust of the aircraft. In the Earth-atmosphere energy budget, contrails seem 
like a restriction in the atmospheric energy exchange (Myhre et al. 2013, Lee et al. 2009), because 
they scatter incoming shortwave solar radiation partly back to the sky and they absorb and emit out-
going longwave terrestrial radiation partly back to the Earth’s surface Myhre et al. 2013, Minnis et 
al. 1999, Sausen et al. 2005 and Burkhardt et al. 2011). The impact of a single contrail on the ex-
tinction of solar radiation (solar radiative forcing  𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ) is calculated in this study considering 
the angle dependence of solar radiation due to time of day and flight path. 
1.1 State of the art 
The radiative forcing of contrails has been estimated several times. For example, using a global 
climate model as done by Burkhardt et al. 2011. Or by observing contrails and interpreting the in-
coming and outgoing radiation with the help of satellite data as shown by Graf et al. 2012, Schu-
mann et al. 2013 and Vázques-Navarro et al. 2015. The influence of contrails on the Earth-
atmosphere energy balance has been first approximated by Hansen et al. 1997, Meerkötter et al. 
1999, Myhre et al. 2001, Petty 2002, Marquart et al. 2003, Ponater et al. 2006, Solomon et al. 2007 
and Corti et al. 2009 treating contrails as plane parallel layer with constant properties. However, 
considering the contrail as horizontally homogenous layer, ignores the realistic three dimensional 
structure of a contrail (Schulz 1997 and Gounou et al. 2007). All above publications neglect multi-
ple scattering. A detailed study of angle dependent photon transport through a three-dimensional de-
fined realistic condensation trail by Gounou et al. 2007 and Forster et al. 2011 demonstrated the im-
portance of considering large solar zenith angles. Due to an application of a Monte Carlo code for 
photon transport as used by Forster et al. 2011 effects like multiple scattering are already consid-
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ered. However, the latest estimations of realistic contrails are still based on a radiative transport cal-
culation of the whole atmosphere with an additional contrail. They are using a coarse spatial grid 
within the contrail. From a meteorological point of view, which is the estimation of the contrail in-
fluence on the energy budget, the latest results are very useful and the extinction properties of the 
contrail without an atmospheric environment are not of interest. However, for an optimization of the 
aircraft trajectory and flight performance with respect to minimize contrail impact on radiative forc-
ing, those calculations are insufficient. Here, photon transport through the contrail is estimated sep-
arately from the radiative transfer processes through the atmosphere. Hence, a feedback of the flight 
performance on the contrail radiative forcing is possible.  
2 MODEL 
The influence of a condensation trail on the energy budget of the Earth-atmosphere system strongly 
depends on the properties of the contrail, which are influenced by the aircraft generating the contrail 
(Schumann 2000 and Jeßberger et al. 2013).  
2.1 Aircraft performance model 
The flight profile is generated with the help of the Enhanced Jet Performance Model (EJPM) de-
rived by Kaiser 2015 for an Airbus A320 aircraft. The EJPM optimizes fuel consumption and the 
lift to drag ratio using a maximum specific range. For the current study, it provides the required 
Thrust F, fuel flow 𝑚𝑚𝑓𝑓, true air speed 𝑣𝑣𝑇𝑇𝑇𝑇𝑇𝑇 and altitude z.  
2.2 Contrail life cycle model 
The characteristics of the flight profile and the model atmosphere Mid-Latitude Winter by Ander-
son et al. 1986 allow the calculation of the initial dimensions and microphysical properties of the 
contrail. For persistent contrail formation, the model atmosphere is manipulated by an ice-
supersaturated layer between z = 9.5 km and z = 11.5 km. Because the exhaust is captured in the 
wake vortices of the aircraft, the initial characteristics of the contrail are defined at the beginning of 
the dispersion regime of the wake vortices with the help of the “Probabilistic Two-Phase Wake 
Vortex Decay and Transport Model” (P2P) by Holzäpfel 2003. Here, an eddy dissipation rate of 
ε = 5 ∙ 10-5 m2 s-3 is assumed due to missing turbulence information. The initial contrail height is de-
fined as the distance between emission height at flight level down to the altitude the vortex fall dur-
ing the vortex regime, plus two times the vortex radius. The vortex radius r is defined as the radius, 
where the tangential velocity vt (r) has reached a value of (√e)-1/2 of the tangential velocity in the 
vortex core vt (rc). This fraction corresponds to the position of one standard deviation 1σ within the 
Gaussian distribution function, where also a value of (√e)-1/2 times the maximum value of the func-
tion is reached. 
The life cycle of the contrail is described by a Gaussian plume model as described by Schumann 
et al. 1995 and applied by Rosenow et al. 2012. To overcome computational costs in the radiative 
forcing calculations, an elliptical cross section is assumed. Therewith, the calculation of radiative 
extinction due to the contrail is sufficient for the directions coming from one octant. Other direc-
tions of incoming photons are considered by reflecting the results of the Monte Carlo simulation in 
the slice planes to the other octants. The Gaussian plume model results in a continuous calculation 
of the contrail microphysics (ice particle size rp and ice water content IWC) at every position within 
the contrail. Hence, for every point within the contrail and for each wavelength the solar radiative 
extinction properties (scattering and absorption efficiencies Qsca , Qabs and asymmetry g parameter 
for the scattering phase function) can be calculated using parameterizations from Wyser et al. 2000. 
Here, non-spherical particle shapes typically found in midlatitude cirrus clouds are considered 
without particle size distribution.   
2.3 Radiative transfer model  
Solar radiances at contrail altitude are calculated utilizing the radiative transfer model libRadtran 
(Mayer et al. 2011). With libRadtran, diffuse and direct solar radiances coming from all directions 
in space with a discretization of 2° are calculated at 10.5 km altitude over Berlin, Germany, on 21st 
of June 2012. No clouds and a default aerosol concentration are considered. The surface library of 
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the International Geosphere Biosphere (IGBP) from the NASA CERES/SARB Surface Properties 
Project is used for surface reflectivity. The Discrete Ordinate Radiative Transfer (DISORT) solver 
with 256 streams, developed by Stamnes et al. 1988 with the correlated-k scheme LOWTRAN of 
Ricciazzi et al. 1998 is used to overcome computational costs due to narrow absorption bands even 
in the solar spectrum. The calculations are done for 21 bands between wavelengths of λ = 275 nm 
and λ = 2200 nm.  
2.4 Radiative forcing model 
For radiative extinction of solar radiances calculated with libRadtran, 107 photons are traced in a 
Monte Carlo simulation. This simulation is necessary to consider multiple scattering events. For ra-
diative extinction Beer’s law 
I = 𝐼𝐼0𝑒𝑒𝑒𝑒𝑒𝑒 �∫ −𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 (𝑠𝑠)𝑑𝑑𝑠𝑠𝑠𝑠2𝑠𝑠1 � 
is solved, where I and 𝐼𝐼0 denote the extinguished and the original radiances [W m-2 sr-1 nm-1], re-
spectively,  𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒 describes the volume extinction coefficient [m
-1] and s the thickness of the extin-
guishing medium [m], or the position within. Using the geometrical cross section of a particle [𝑚𝑚2]𝐴𝐴𝑝𝑝 = 𝜋𝜋 ∙ 𝑟𝑟𝑝𝑝2(rp...particle radius [m]) and the number density of particles np [m-2] as function of 
location s (Gaussian distribution), Beer’s law becomes:  
I = 𝐼𝐼0𝑒𝑒𝑒𝑒𝑒𝑒 �∫ −𝑄𝑄𝑒𝑒𝑒𝑒𝑒𝑒 Apnp(𝑠𝑠)𝑑𝑑𝑠𝑠𝑠𝑠2𝑠𝑠1 �. 
Considering the corresponding hemispheres of the entering and leaving photons, a calculation of the 
impact of a contrail on the Earth’s energy system is possible. Therefore, three counters are generat-
ed each collecting forward scattered, backward scattered and absorbed photons. The number ratios 
of photons between incoming and collected photons in each counter are weighted by the irradiated 
length (here, six times the standard deviation 6σ) and the sine on the angle α between the incoming 
photons and flight path as projection of the perpendicular irradiated area on the flight path (compare 
Figure 1).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Geometry of the Monte Carlo simulation. Photons start uniformly distributed perpendicular to the 
direction of arrival along line with a width of 6σh.  
Hence, the intermediate results of the Monte Carlo simulation for each hemisphere are weighted 
number ratios of forward scattered Sf, backward scattered Sb and absorbed Sa photons. Because they 
are weighted by the irradiated width 6σ, they have the unit [m]. These weighted number ratios of 
extinguished photons are multiplied with the solar radiances 𝐼𝐼0 [W sr
−1 m−2 nm−1] coming from the 
particular direction and the corresponding solid angle Ω [sr]. These resulting quantities are forward 
scattered Pf, backward scattered Pb and absorbed Pa powers [W m-1 nm-1] per meter contrail and per 
nanometer. With these quantities, the solar radiative forcing can be calculated: 
𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑃𝑃↓↑𝑠𝑠 + 𝑃𝑃↑𝑏𝑏 − 𝑃𝑃↓𝑏𝑏 
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where the arrows are indicating the direction of irradiance. Note, for all calculations, diffuse and di-
rect solar radiation coming from all directions in space are considered. 
3 CALCULATIONS 
To visualize the angle dependence of solar radiative extinction due to a contrail, Figure 2 and Fig-
ure 3 show the weighted number of forward scattered Sf and backward scattered Sb photons, respec-
tively, coming from different directions above the contrail. These directions are described by their 
solar zenith angle θ (as deviation from the vertical direction) and by their solar azimuthal angle φ 
(as deviation from South). Here, the contrail constitutes the North- South- axis. Figure 2 and Figure 
3 show two phenomena. First, the strong forward scattering defined by the high asymmetry parame-
ter g = 0.74 in the Heyney Greenstein Phase scattering function explains differences between for-
ward and backward scattering (i.e. between Figure 2 and 3) as already shown by Wyser et al. 2000. 
And second, extinction depends on the travel distance through the contrail, especially through the 
contrail core. Hence, the larger the angle θ (towards horizontal photon transport), the larger is the 
extinction. For large solar zenith angles, the influence of the azimuthal angle φ becomes significant, 
deciding on whether the contrail cross section or the longitudinal axis is irradiated.  
Figure 2: Number ratios of forward Sf scattered photons to the total number of  107 photons, weighted by the 
sine of the angle between incident photons and contrail axis and by the width 6σ were the photons are 
starting from. The angular dependent simulation is done for a solar wavelength λ = 550 nm. The optical 
properties of the contrail are described in Table 1. 
Figure 3: The same as in Figure 2, except backward scattered photons Sb are considered.  
The relevance of multiple scattering is shown in Figure 4. The larger the distance traveled through 
the contrail, the higher the number of scattering events. In the worst case, each photon is scattered 
1.6 times on average. Thus, multiple scattering cannot be neglected.  
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Figure 4: The average number of scattering events per scattered photon Nsca for several solar zenith angles θ 
and for all azimuthal angles φ. The angular dependent simulation is done for a solar wavelength λ = 550 nm 
after a lifetime of 20 hours in a strong turbulent environment with ε = 10-4 m2 s-3.  
The influence of the flight path on the radiative extinction is shown in Figure 5 and Figure 6, 
where the backscattered powers (required for the estimation of the radiative forcing 𝑅𝑅𝑅𝑅550 𝑛𝑛𝑚𝑚) are 
calculated for different solar zenith angles and solar azimuthal angles during the day. In Figure 5, 
the contrail constitutes the North-South axis. In Figure 6, the contrail is along the East-West axis. 
Hence, different combinations of zenith and azimuthal angles for direct solar radiation are expected, 
resulting in different extinguished powers and radiative forcing. In Figure 5 (North-South), during 
sunrise and sunset (for φ = 90 ° and φ = 270 °) the sun irradiates the contrail longitudinal axis. In 
Figure 6 (East-West), during sunrise and sunset direct solar radiation irradiates the contrail cross 
section while horizontal photon transport takes place. As shown in Figure 2 and Figure 3, the influ-
ence of the azimuthal angle φ increases with increasing zenith angle θ (towards a horizontal irradia-
tion). For small angles α (facing the contrail cross section) the irradiated area is minimized. Hence, 
the extinguished powers are reduced but are not converging to Zero, because of the amount of dif-
fuse solar radiances coming from all directions. In general, Figure 5 and Figure 6 show that strong 
forward scattering reduces the backscattered power 𝑃𝑃↓b during midday, when solar zenith angle θ is 
small. The absorbed power 𝑃𝑃↓↑𝑠𝑠 corresponds to the available radiances, particularly the direct radia-
tion, which increases until 12 a.m.. Due to small solar absorption efficiency 𝑅𝑅𝑄𝑄𝑅𝑅𝑠𝑠,550 𝑛𝑛𝑚𝑚, small val-
ues of absorbed power 𝑃𝑃↓↑𝑠𝑠 are expected. 
Figure 5: Backscattered power for diurnal variations of upward (𝑃𝑃↑𝑏𝑏)  and downward (𝑃𝑃↓b)  solar radiation 
(λ = 550 nm) and absorbed power of downward and upward radiation (𝑃𝑃↓↑𝑠𝑠) for constant contrail properties 
according to Table 1. The contrail constitutes the North-South axis. 
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Figure 6: Backscattered powers depending on diurnal variations of upward (𝑃𝑃↑𝑏𝑏)  and downward (𝑃𝑃↓b)  solar 
radiances (λ = 550 nm) and absorbed power of downward and upward radiation (𝑃𝑃↓↑𝑠𝑠)  for constant contrail 
properties. The contrail constitutes the North-South axis.  
3.1 Verification 
To verify the radiative forcing model, a comparison with the results of other publications is done. 
Mostly, the optical thickness τ is used for the description of optical contrail properties, measured 
vertically through the atmosphere. In the present case of treating the contrail by a Gaussian plume 
without defined boundaries, the optical thickness strongly depends on the contrail irradiated width. 
The larger the irradiated width, the smaller the optical thickness, because the share of photons trav-
eling through the contrail core is reduced. This phenomenon is illustrated in Figure 7, where the op-
tical thickness is shown for a contrail with optical and microphysical properties shown as described 
in Table 1.  
Table 1: Contrail properties used in the Monte Carlo simulation assuming a strong turbulent environment with           
𝜀𝜀 = 10−4 m2 s -3 and a contrail age of 20 hours.  
Width for starting photons 6𝜎𝜎ℎ = 10188 m 
Horizontal standard deviation 2𝜎𝜎ℎ = 3396 m 
Vertical standard deviation 2𝜎𝜎𝑣𝑣 = 148 m 
Ice particle radius 𝑟𝑟𝑝𝑝 = 10−5 m 
Solar absorption efficiency 𝑄𝑄𝑠𝑠𝑏𝑏𝑠𝑠,550 𝑛𝑛𝑚𝑚 = 0.009 
Solar scattering efficiency 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠,550 𝑛𝑛𝑚𝑚 = 1.96 
Solar asymmetry parameter 𝑔𝑔550 𝑛𝑛𝑚𝑚 = 0.74 
Figure 7: Optical thickness τ for vertical photon transport for a contrail with the same optical and microphys-
ical properties as used in Table 1 as function of the irradiated width. Due to the definition of the contrail by a 
Gaussian plume, τ decreases with increasing irradiated width without converging to a constant value.  
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Hence, a comparison of the optical thickness is impossible unless the corresponding contrail width 
is published additionally, as done by Gounou et al. 2007, Forster et al. 2011 and Vázques-Navarro 
et al. 2015. This width can be interpreted as the irradiated width used in the current study. Hence, 
the number ratio of extinguished to evaluated photons, which is 𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑆𝑆𝑓𝑓 + 𝑆𝑆𝑏𝑏 + 𝑆𝑆𝑠𝑠 can be used 
for comparison with other publications, if their optical thickness is multiplied with the contrail 
width. Forster et al. 2011 published values of the optical thickness of a nonsheared contrail for sev-
eral contrail ages. These are multiplied with the corresponding contrail width and compared with 
the present weighted number ratios. The results are in the same order of magnitude (compare Table 
2). Differences occur due to different atmospheres, unknown turbulence and different contrail ages.  
Table 2: Comparison of weighted number ratios 𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒 for a wavelength of 𝜆𝜆 = 550 nm of different ages of contrail life-
time with the product of mean optical depth and contrail width by Forster et al. 2011. The mean turbulent environment 
of 𝜀𝜀 = 5 ∙ 10−5 m2 s-3 is assumed.  
Contrail width [m] 𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒 [m] Forster et al. 2011 
Standard devia-
tion [m] 
𝑆𝑆𝑒𝑒𝑒𝑒𝑒𝑒 [m] current 
study 
960 223.6 778.5 342.5 
1680 403.2 1078.5 453.0 
2880 720.0 1330.3 585.3 
4320 1036.8 1539.9 677.5 
6000 1020.0 1718.9 739.1 
6480 528.4 1976.7 889.5  
The influence of the solar zenith angle on radiative extinction can be compared with Gounou et al. 
2007 as well as with Forster et al. 2011. Here, the shape of the extinction depending on solar zenith 
angle should be similar to the results observed in the present study considering a single wavelength 
λ = 550 nm. Figure 8 shows the typical minimum of radiative forcing at solar zenith angles around 
θ ≈ 70°, although, direct and diffuse radiation are considered. A flight path along the North-South 
axis is chosen, even though no differences compared to the East-West contrail are detected, proba-
bly because diffuse and direct radiances are considered.  
Figure 8: Radiative forcing at λ = 550 nm as function of the solar zenith angle θ for comparison with other 
works considering the optical properties of individual contrails depending on solar zenith angle. The shape of 
the curve is similar to the Figures 3 and 9 of Gounou et al. 2007 [35] as well as Figures 5, 6, 10 and 11 of 
Forster et al. 2011 [36]. 
To compare the estimated solar radiative forcing, radiative extinction is calculated for the contrail 
described in Table 3 again, over Berlin on 21st of June 2012, 12 a.m. with solar zenith angle 
θ = 29 ° and azimuthal angle φ = 2 ° and is integrated over 21 solar bands between wavelengths of 
λ = 275 nm and λ = 2200 nm.  
Table 3: Contrail properties used in the Monte Carlo simulation of the whole solar spectrum assuming a mean turbulent 
environment with 𝜀𝜀 = 5 ∙ 10−5 m2 s-3 and a contrail age of 20 hours.  
Width for starting photons 6𝜎𝜎ℎ = 9178 m 
Horizontal standard deviation 2𝜎𝜎ℎ = 3059 m 
Vertical standard deviation 2𝜎𝜎𝑣𝑣 = 119 m 
Ice particle radius 𝑟𝑟𝑝𝑝 = 9.6 ∙ 10−6 m 
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The scattering and absorption efficiencies are calculated according to Key et al. 2002 using parame-
terizations from Yang. Considering both, diffuse and direct solar radiation coming from all direc-
tions in space, a radiative forcing of RF = 932.15 W m-1 per meter contrail is calculated (the RF 
shown in Figure 9 is integrated). Although the estimation of the real contrail width is impossible, 
the result is divided by the assumed width of the contrail core, 2 ∙ σh = 3059.8 m yielding a radiative 
forcing of RF = 0.305 W m-2. The positive sign of that result seems surprisingly, however, consider-
ing a single wavelength λ = 550 nm, a negative RF occurs (compare Figure 8). Respecting the 
whole solar spectrum with relevant contributions of solar radiances results in a positive RF. For 
wavelengths λ > 750 nm diffuse upward radiances exceed diffuse downward radiances, probably 
because atmospheric absorption and reemission is already taking place. The increased absorption 
for these wavelengths in Figure 10 gives evidence for this green house effect. Hence, the amount of 
downward scattered and absorbed radiation exceeds upward scattered radiances and warm the at-
mosphere (compare Figure 10).  
Figure 9: Solar wavelength specific radiative forcing per meter contrail and per nanometer for a contrail de-
scribed in Table 3. For wavelengths λ > 750 nm radiative forcing is positive due to increased atmospheric ab-
sorption and reemission. 
Figure 10: Wavelength specific upward scattered, downward scattered and absorbed powers per meter con-
trail and per nanometer for a contrail described in Table 3. For wavelengths λ > 750 nm downward scattered 
and absorbed radiances exceed upward scattered radiances, resulting in a positive radiative forcing (compare 
Figure 9). 
4 DISCUSSION AND CONCLUSION 
In this study, a model has been developed and tested, to calculate the angle dependence of solar ra-
diative extinction due to an aircraft induced condensation trail. Thereby, multiple scattering had 
been considered and evaluated as not negligible for large solar zenith angles. The contrail is de-
scribed by a Gaussian plume, allowing the continuous calculation of extinction through the contrail. 
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However, it does not give the exact dimensions of the contrail, complicating the determination of 
the optical thickness and the radiative forcing for comparison with other publication. Whenever 
possible, comparisons are done, and similar results are received. Differences in radiative extinction 
due to flight path and day time are shown, yielding first hints for air traffic management, to avoid 
flying during sunrise and sunset (large solar zenith angles) and when possible prefer flight paths 
along North-South, instead of East-West. The results can influence an airline network structure, 
when external costs are internalized. The consideration of diffuse and direct radiances, integrated 
over the solar spectrum show a positive radiative forcing over Germany, even on the longest day of 
the yea at noon. An advantage of the here developed approach is the combination of photon extinc-
tion calculations within the contrail (Monte Carlo simulations) with the results of the radiative 
transport calculations of the atmosphere (with LibRadtran) so that changes in day time or flight di-
rection can be realized easily and without high computational costs. 
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Study of a contrail cluster observed during the ML-CIRRUS 
campaign 
M. Vázquez-Navarro*, L. Bugliaro, U. Schumann, M. Wirth 
DLR-Institut für Physik der Atmosphäre Oberpfaffenhofen, Germany 
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ABSTRACT: A contrail cluster has been probed with the HALO aircraft during the ML-CIRRUS 
campaign over Germany on 10 April 2014. This paper presents a synergistic analysis of this situa-
tion combining ACTA and COCS contrail and cirrus results from MSG/SEVIRI satellite retrievals, 
contrail cirrus model predictions (CoCiP) and airborne lidar optical depth measurements (WALES). 
ACTA has been extended to follow contrail clusters. The results give insight in the capabilities of 
the various methods. The contrail cluster formed in otherwise cloud-free air, lasted for more than 6 
h, with optical depth up to 0.6. 
1 INTRODUCTION 
Aviation impacts climate through carbon dioxide, nitrogen oxides and aerosol emissions from air-
craft. However, a larger impact is thought to come from the formation of persistent contrails and 
aviation-induced (or contrail) cirrus (Lee et al, 2009). Unfortunately, properties and radiative forc-
ing of persistent contrails are difficult to determine because contrails spreading out to cirrus lose 
their typical linear shape and can thus hardly be identified as anthropogenic in their origin (Mann-
stein and Schumann, 2005). The net effect of contrails including contrail cirrus on the global scale 
is believed to be a small warming effect (Stocker et al, 2013). On the regional scale this effect can 
be much stronger. Especially clusters of spreading persistent contrails that can form in areas of 
heavy air-traffic and live for several hours can affect regional climate and have even the potential 
for producing a considerable fraction of the global radiative forcing due to persistent contrails 
(Haywood et al, 2009). 
Here, we study a contrail cluster observed on 10 April 2014 during the Mid-Latitude Cirrus 
(ML-CIRRUS) campaign that took place in March-April over Europe with the HALO research air-
craft HALO operated by DLR to investigate natural and anthropogenic cirrus clouds in mid lati-
tudes. The contrail cluster under study was formed in the early morning over Northern France and 
drifted towards Belgium and Germany in the course of the day. We use three independent but com-
plementary approaches. First, the cluster is observed using data from the SEVIRI radiometer aboard 
the Meteosat Second Generation (MSG) satellite (Schmetz et al, 2012). With its spectral channels in 
the solar and thermal spectral range and thanks to its high temporal resolution of 5 min in rapid scan 
mode it is possible to track the cluster and to derive the evolution of its optical properties. To this 
end, we apply the COCS algorithm (Kox et al, 2014) to the contrails detected by ACTA (Vázquez-
Navarro et al, 2010) and to the contrail cluster pixels identified by an extended version of the 
ACTA algorithm. Second, to investigate the evolution of the cluster before it was observable with 
MSG/SEVIRI and the conditions that led to its formation, the CoCiP model (Schumann, 2012) was 
applied to this event. CoCiP is a Lagrangian model that simulates the lifecycle of contrails from 
their formation behind individual aircraft until final dissipation for given aircraft route information. 
Finally, for a quantitative evaluation of the contrail optical thickness derived from both 
MSG/SEVIRI and CoCiP, data from the WALES lidar installed in the HALO research aircraft was 
considered. DLR’s WALES lidar (Wirth et al, 2009) is a multi-wavelength airborne instrument that 
performs water vapor DIAL (Differential Absorption Lidar) measurements at up to 4 wavelengths 
around 935 nm at the same time. Additional channels at 532 nm and 1064 nm allow for the charac-
terization of aerosols and clouds. At 532 nm a High Spectral Resolution Lidar (HSRL) capability 
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(Esselborn et al, 2008) is implemented to allow for the collocated measurements of humidity and 
(cirrus) optical thickness. 
The comprehensive approach presented here distinguishes this study from previous work devot-
ed to contrail clusters (Minnis et al, 1998; Duda et al, 2004; Haywood et al, 2009, Laken et al, 2011; 
Minnis et al, 2013). 
2 CONTRAIL DETECTION AND TRACKING  
Contrails can be detected in satellite data exploiting their linear shape (Mannstein et al, 1999). 
When relative humidity over ice is high enough, linear contrails can evolve into cirrus clouds, so 
called contrail cirrus. This transition process can be observed with the ACTA algorithm (Vázquez-
Navarro et al, 2010) that is able to track a given contrail, initially detected with in high spatial reso-
lution satellite data like MODIS or AVHRR, using data from MSG/SEVIRI until it loses its typical 
linear shape.  
Figure 1: Temporal evolution of the contrail optical thickness for two selected contrails tracked by ACTA. 
Black crosses represent the values of the single pixels in one contrail at a particular time. The red line con-
nects the mean optical thickness as a function of time. 
In total, 12 contrails could be identified and tracked between 9:00 UTC and 14:05 UTC. Their life-
time was very heterogeneous, from 5 min (they could be identified and tracked in only two 
MSG/SEVIRI slots) to 5 h. Their optical thickness is determined using COCS (Kox et al, 2014). 
COCS is a neural network trained with MSG/SEVIRI brightness temperatures and brightness tem-
perature differences (BTDs) to reproduce CALIPSO/CALIOP cirrus cloud optical thickness (“cir-
rus” includes all ice clouds). It shows that the contrail optical thickness was always smaller than 
0.6, with mean values between 0.2 and 0.4. Figure 1 shows two examples of the long-lived contrails 
detected this way: Black crosses are the values of the single pixels in one contrail at a particular 
time, the red line represents mean optical thickness values of the contrail as a function of time. 
Please notice that the lower detection limit of COCS is set 0.1 here (the false alarm rate of COCS 
for optical thicknesses smaller than this value is high). Mean optical thickness of the contrail in the 
left panel of Fig. 1 remains constant at around 0.3 as a function of time. The contrail in the right 
panel of Fig. 1 has an optical thickness of 0.3 when it is first detected, increases to 0.5 at 11:05 UTC 
and decreases then again to 0.2 at 12:10 UTC and then remains approximately constant until 14:05 
UTC. In both cases the scattering of the values around the mean seems to increase with time thus 
indicating that pixels of a single contrail can evolve quite differently: the second contrail, for in-
stance, consists at the end of its lifetime (as determined by ACTA) of pixels with high optical thick-
ness (>0.5) and pixels with optical thickness close to 0.1.  
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3 CONTRAIL CLUSTERS DETECTION AND TRACKING 
After 14:00 UTC ca. the ACTA algorithm is no longer able to track the contrails because their line-
ar structure is less remarkable due to spreading and overlap with other contrails. Instead, a contrail 
cluster can be observed where single contrails can no longer be easily identified. To further analyze 
the development of these contrails the tracking procedure must be deeply modified. 
Figure 2: (left) RGB colour composite showing Central Europe. (right) BTDs between 10.8 and 12.0 µm in 
K for the same region as in the left panel. In both panels the cluster contours are plotted pink. 
The new algorithm, called ACTA2 in this paper, is an algorithm designed for the tracking of thin 
cirrus clouds such as the cirrus clouds formed through the clustering of aged contrails. It is based on 
the usual 10.8 - 12.0 µm BTD. In the first image (which was already focused in space and time on 
the contrail cluster to be investigated), all pixels are identified where BTD > 1 K. Then, the largest 
connected region is selected to represent the contrail cluster. Further time steps recall the earlier po-
sition of the cloud and identify the same cloud through a combination of the following criteria: 
overlap (with the cloud detected on the previous image), size (the largest connected region) and 
BTD threshold. The BTD threshold for subsequent images is dependent on the previous maximum 
values (continuity of the BTD values). An example is shown in Figure 2: on the left hand side a 
false color composite depicts the region under investigation. This RGB image, where bluish/violet 
colors represent high and thin cirrus clouds, is produced by combination of solar and thermal infor-
mation. The BTD between the SEVIRI channels centered at 10.8 and 12.0 µm (i.e. only thermal in-
formation) is shown on the right hand side together with the contours of the cluster that are provid-
ed by ACTA2. From this picture it is evident that a) thin cirrus is more clearly visible in thermal 
data alone and b) any linear structure is missing and c) that the cluster optical thickness is really 
low. Thus, it is clear that ACTA could not find any contrails after 14:00 UTC.  
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Figure 3: Temporal evolution of the mean contrail cluster optical thickness obtained with ACTA2 (tracking) 
and COCS. 
As for ACTA (see Sect. 2), when the cluster has been identified, cloud optical thickness can be de-
termined using COCS. To increase the response of COCS, we lower the detection limit of COCS 
from 0.1 to 0.05. Since the contrail cirrus pixels have been already identified by ACTA2, we reset 
the lower limit of COCS to 0.05 (from 0.1) to infer cloud optical thickness. Figure 3 shows the tem-
poral development of the contrail cluster optical thickness from 9:00 UTC to 18:00 UTC ca. It can 
be seen that the tracking is possible now for a much longer period of time. The contrail cluster lives 
for 9 h approximately according to this procedure and counts to the longer lived contrails observed 
in Vázquez-Navarro et al, 2015. Its optical thickness varies between 0.15 and 0.35. Abrupt changes 
in optical thickness are mainly due, on one side, to the fact that from time to time new pixel areas 
with lower/higher optical thickness are added to the cluster by ACTA2; on the other side, 
COCS/ACTA2 might fail for portions of the cluster when their optical thickness is too low. In gen-
eral, the cluster becomes optically thicker in the morning and reaches a first maximum at 10:00 
UTC (0.3) and a second maximum at 11:45 UTC (0.35) before it starts becoming optically thinner 
again. The minimum optical thickness of 0.1 is reached ca. 14:15 UTC. Afterwards an increase up 
to 0.25 at 16:00 UTC is observed. 
These values of the optical thickness are slightly smaller than those retrieved e.g. by Minnis et al 
(2013, optical thickness range: 0.32 - 0.43) and is located in the lower optical thickness range of the 
contrail cluster described by Duda et al (2004) over the Great Lakes (optical thickness range: 0.1 - 
0.6).  
4 CONTRAIL CLUSTER FORMATION AND EVOLUTION WITH COCIP 
Contrail cirrus optical depth maps were computed using the Contrail Cirrus Prediction Model 
“CoCiP”.  CoCiP is a Lagrangian model which traces individual contrail segments forming along 
flight routes for given aircraft route information. CoCiP simulates the lifecycles of contrails from 
their formation behind individual aircraft until final dissipation. The model uses ambient meteorol-
ogy fields (temperature, humidity, wind etc. as functions of pressure in space and time) input from 
numerical weather prediction (NWP) analysis data. The model is described and discussed in Schu-
mann (2012), with recent changes and validation results in Schumann et al (2015).  
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Figure 4: Optical thickness (at 550 nm) of cirrus from observation (COCS) and computation (CoCiP) at 9 
UTC 10 April 2014. a) Computed contrail cirrus. b) Observed cirrus. c) Computed contrails only. d) Com-
puted background cirrus only. 
The NWP data for ML-CIRRUS were provided by the Integrated Forecast System (IFS) of the Eu-
ropean Center for Medium Range Weather Forecasts (ECMWF). The NWP data have 1 h time reso-
lution, combining 6-h analysis data with hourly forecast data starting from these analyses. The data 
used cover the ML-CIRRUS domain (60°W to 20°E, 20°N to 70°N) with 0.5° horizontal resolution 
and 137 vertical levels. The specific simulations used for comparison with COCS on 10 April 2014 
start at 0 UTC 9 April 2010, allowing for the development of aged contrails. The absolute humidity 
provided by the NWP output to CoCiP is increased by a factor 1/RHic to allow for subgrid scale cir-
rus formation. The analyses are run with RHic=1 except for parameter studies. The model runs in 
its offline mode for given NWP data, without changing ambient humidity when contrails form 
(Schumann et al, 2015). 
Table 1: Traffic data used for CoCiP-COCS comparisons of 10 April 2014 
Acronym Description 
ADSB  Ground based ADS-B (Automatic Dependent Surveillance – Broadcast) transponder data from 
FlightRadar24 
DFS  Upper air German air space radar data from DFS (Deutsche Flugsicherung) 
UK  Radar data for British air space from EUROCONTROL 
 
The air traffic data specify the aircraft type, and the sequence of waypoints in space and time of 
routes flown by each individual aircraft. Here we use a combination of observed aircraft movement 
data as specified in Table 1. Aircraft type data (wing span, mass, fuel consumption) are estimated 
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using BADA data from EUROCONTROL as explained in Schumann (2012). The fuel specific pa-
rameters (combustion heat and water emission index) are set for kerosene. The soot number emis-
sion index is set to 0.357×1015 kg-1, consistent with the earlier CoCiP applications (Schumann and 
Graf, 2013; Schumann et al, 2013). 
From the numerical simulation, CoCiP generates output every 5 min in the form of longitude-
latitude maps of optical depth (at 550 nm) of contrails alone or of the sum of contrails and cirrus 
clouds (“cirrus” includes all ice clouds). The optical depth includes contributions from all individual 
contrails depending on the distance between the center line of contrails and the map coordinates on 
a fine grid with 940×2550 longitude×latitude grid cells in the domain 0-10°E, 40-57°N. This spatial 
resolution of about 1 km fits much better to the satellite data spatial resolution of approx. 3 x 5 km2 
over Central Europe. The optical depth of cirrus is computed based on the vertical integral of ex-
tinction above 6 km altitude, extinction is computed for given cirrus ice water content from the 
NWP input and an effective radius (Schumann et al, 2011). The effective radius of cirrus particles is 
estimated as in the ECMWF IFS using an empirical function of temperature and ice water content 
(Sun and Rikus, 1999). These optical thickness maps from CoCiP are used for comparison with the 
optical depth derived with COCS from MSG/SEVIRI. The computed optical depth of contrails is 
sensitive to the model parameters, in particular to the ambient humidity provided by the NWP data 
(modified by the parameter RHIc) and the soot emissions index (Schumann et al, 2013).  
The comparison of CoCiP optical thickness for all cirrus clouds (Fig. 4a) with the corresponding 
COCS optical thickness from MSG/SEVIRI (Fig. 4b) at 09:00 UTC shows a good correlation with 
a similar but slightly phase shifted cloud pattern, Southern France and the Mediterranean being free 
of cirrus. Single contrails are visible in both panels, CoCiP predicts them over North Eastern 
France, in COCS data they can be found further in the North East. Considering contrail cirrus in 
Fig. 4c and natural cirrus in Fig. 4d one can observe that cirrus cover in Easter Switzerland and 
North West of Switzerland is almost exclusively due to air traffic. This is confirmed by the tem-
poral evolution of the cloud field (not shown) as computed by CoCiP. It can also be observed that 
the contrail cluster is advected in the correct direction. However, the optical thickness of CoCiP 
contrails appears to be slightly larger than the observed one.  
5 VALIDATION OF CIRRUS OPTICAL THICKNESS WITH WALES 
The HALO aircraft flew through the contrail cluster investigated in this study in the afternoon of 
April 10,  13:30-16:30 UTC, and performed in-situ and remote sensing measurements in the context 
of the ML-CIRRUS campaign. In particular, the HALO flew a remote sensing leg for lidar observa-
tions between 15:49 and 16:02 UTC. During this time, cirrus optical thickness was derived using 
the HSRL channel at 532 nm (Esselborn et al, 2008) of the DLR Water vapor lidar WALES (Wirth 
et al, 2009). After collocation of the airborne measurements with the MSG/SEVIRI pixels in space 
and time including parallax correction, the cirrus optical thickness was compared as shown in Fig. 
5. Since the cirrus optical thickness is very low in this case (see red lines in Fig. 5), the lower limit 
of COCS was reduced from 0.1 to 0.05. This is justified by the fact that cirrus detection is in this 
case trivial since all pixels sensed by the lidar were cirrus pixels. This way, the sensitivity of COCS 
in such a low optical thickness range could be investigated. It turns out that the shape of the 
WALES (red) and COCS (blue) curves is very similar although maxima and minima do not always 
perfectly correspond in time (please notice that there might be a temporal shift of at most 2.5 min 
between the two instruments). Due to its higher sensitivity, WALES can also measure cirrus cloud 
optical thickness down to 0.01, in contrast to COCS. Nevertheless, COCS optical thicknesses are in 
the correct range for this episode. Comparing to the temporal evolution of the contrail cluster in 
Sect. 3, one sees that HALO was flying above a rather thin portion of the cluster, whose mean opti-
cal thickness at this time was larger than 0.3 (according to COCS and ACTA2). 
124 VÁZQUEZ-NAVARRO et al.: Study of a contrail cluster observed during the ML-  … 
Figure 5: Comparison of the cirrus optical thickness from WALES (red) and the COCS algorithm (blue). The 
red dotted lines represents the local lidar result with high spatial and temporal resolution, the red solid curve 
shows the pixel-mean value of the cirrus optical thickness in collocated MSG/SEVIRI pixels. 
For CoCiP a comparison to WALES data for the same 23-min-period is shown in Fig. 6. For this 
plot only contrail cirrus optical thickness is considered because it was emphasized above that the 
cloud is of anthropogenic origin (in fact, cirrus optical thickness vanishes over the HALO flight 
path). Lower values of RHIc correspond to higher relative humidity in the CoCiP model and thus to 
higher optical thicknesses. The CoCiP data shows high sensitivity to relative humidity, especially 
for thin cirrus clouds. The comparison is hindered by the fact that the cloud sensed by WALES is 
located at another position in the CoCiP model field than in reality due to the phase shift of the pre-
diction, and by the shortness of the lidar flight leg. After a steep decrease, where RHIc=1.1 turns 
out to be too low, CoCiP optical thickness remains low from 15:51 to 15:54 UTC (between 0 and 
0.2). In this part of the leg it is hard to spot the RHIc factor that best fits the measurements. From 
15:54 to 15:57 UTC CoCiP optical thickness increases again, together with WALES optical thick-
ness, and the RHIc=1.0 factor seems to best fit the data. After 15:57 UTC the cloud characteristics 
are definitely different in the model data w.r.t. to measurements since all CoCiP optical thicknesses 
strongly increase to values around or above 1.0 while WALES always shows values below 0.22. 
From the two-dimensional spatial distribution of the optical thickness field over the entire area pro-
cessed with CoCiP (not sown) the RHIc factor 1.0 appears to produce the best overall agreement 
with COCS, whose good agreement with WALES is shown in Fig. 5. Thus, under the meteorologi-
cal and cirrus conditions of 10 April 2014, CoCiP results compare best with  COCS and WALES 
results for RHIc=1.0. A model overestimate in optical depth may be caused by too high values of 
the humidity used by CoCiP or too many soot particles causing contrail-ice nucleation.  
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Figure 6: Contrail-cirrus optical thickness from CoCiP for four different values of f_rhi=RHIc (blueish col-
ored lines), and cirrus optical thickness from WALES (red line). 
6 CONCLUSIONS 
The tracking of the contrail cluster on 10 April 2014 using the novel ACTA2 algorithm shows a 
cluster composed of 12 contrails with mean optical thickness up to 0.6  and lifetime of 9 h, . Model-
ling results using CoCiP suggest that this cluster is of anthropogenic origin and consists of contrails 
forming in essentially cloud free air mass. The forecast skills of the model are good in general but 
the simulated optical thickness is too high in this case when compared to airborne HSRL lidar 
measurements. The satellite retrieval COCS is able to discriminate such small optical thicknesses 
(0.05 - 0.22) in remarkably good comparison with the lidar measurements. 
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ABSTRACT: Condensation trails (contrails) from aircrafts are among the most obvious indications 
showing anthropogenic activities impacting the atmosphere. A parameterization to simulate the 
formation and life cycle of contrails has been implemented into the high resolution regional numeri-
cal model system COSMO-ART (Baldauf et al., 2011; Vogel et al., 2009). 
Depending from the Schmidt-Appleman criterion (Schumann, 1996), that decides whether the envi-
ronmental conditions are favorable for the formation of contrails, the parameterization computes 
additional ice water content and number concentrations. The following life cycle, consisting of pro-
cesses like advection, deposition of water vapor and sublimation is described using the two moment 
cloud microphysical scheme of Seifert and Beheng (2006), in which the new parameterization 
scheme is embedded. This method allows also the treatment of so called contrail cirrus that is basi-
cally aged contrails which more and more develop into wide spread and optical thin cirrus. 
A basic data set provided by the German Aerospace Center - Institute of Air Transport and Airport 
Research contains the spatial and temporal high resolved trajectories of a limited number of sample 
flights over Central Europe.  
First model results are compared with satellite pictures for the simulated days. Besides the condi-
tions for formation and the life cycle of contrails and contrail cirrus, the influence on the upper 
troposphere cloud coverage of these man-made clouds over Germany is examined.  
1 INTRODUCTION 
Besides the modification of profiles for radiative active gases like carbon dioxide and nitric oxides 
by direct emissions, air traffic causes changes in the microphysical and optical properties of high 
level clouds by contrails (Schumann, 1996) and the indirect aerosol effect (Hendricks et al., 2005). 
The latter two phenomena are not well understood till now, but nevertheless quite easily to observe. 
They occur mostly in the upper troposphere and lower stratosphere. In both areas, that are, apart 
from this, quite pristine, important processes influencing the radiative budget of the atmosphere 
take place, as they offer favorable conditions for cirrus clouds. 
Contrails, contrail cirrus and contrail induced cloudiness influence the radiative budged in a way 
that is comparable to thin natural cirrus clouds (Sausen et al., 2005). But important properties like 
the optical depth or the spatial and temporal extent of occurrence is still not investigated well 
enough and also not quantified. It is assumed, that the influence of aged contrails and contrail in-
duced cirrus is of a stronger importance than the one originating from young, line shaped contrails 
(Eleftheratos et al., 2007). 
Former studies mainly used global circulation models to simulate line shaped and aged contrails 
e.g. (Marquart et al., 2003). The global influence can be examined, although averaging in time and 
area is required. In this context, a global mean of contrail coverage of 0.1 - 2 % seems to be negli-
gible (IPCC, 2013). But still, there are estimations for situations with up to 10 % for example over 
Central Europe. Compared to a globally mean radiative forcing of about 6 – 15 mW m-2, local im-
pacts of more than 300 mW m-2 seem to be possible (Burkhardt and Kärcher, 2011). 
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Another group of projects calculates single contrails with large-eddy models (Lewellen et al., 
2001; Unterstrasser, 2014). Here, the process of forming and the vortex dynamics are represented 
fairly exact. Parameter studies allow investigating how and under which conditions contrails are 
persistent and how microphysical and optical properties change during a contrail life cycle. An ob-
vious drawback of this method is that it is not applicable on a larger spatial area. 
The here presented study combines both approaches. The regional atmospheric model COSMO-
ART (Baldauf et al., 2011; Vogel et al., 2009) is used, that allows besides high spatial and temporal 
resolution also the treatment of processes that deal with the influence of aerosols and trace gases. 
The model is extended by a parameterization based on recent results from large-eddy-simulations 
(Unterstrasser, 2014; Schumann, 2012) for taking into account the formation of contrails. 
2 DATA SET  
For testing the developed methods, one single day was picked because of its relatively high density 
of contrails combined with apart from this, mostly cloud-free conditions (Fig. 1 (a)). Despite of a 
thick band of clouds over the North- and Baltic Sea, lots of line shaped contrails and diffuse cirrus 
clouds can be seen. Especially the last mentioned consist to a large extent of contrail induced cloud-
iness, as shown later. 
FIGURE 1:  (a) Satellite product for Central Europe, 3 December 2013, 12 UTC; (b) Trajectories generated 
from ADS-B data for the COSMO-DE domain, 3 December 2013, 08 UTC – 16 UTC. 
Compared to many global modeling studies, this project uses a new kind of data set. Instead of 
statistical calculations for globally averaged fuel consumption (Ferrone, 2011), the basic data con-
sists of exact flight trajectories, available over a limited area, that are recorded from real time based 
data (flightradar24, 2015) and provided by the Institute of Air Transport and Airport Research, 
DLR, Cologne, Germany. In Fig. 1 (b), all read in trajectories are depicted. 
The simulation takes place on the COSMO-DE domain, with a horizontal grid size of 2.8 x 2.8 
km and 80 vertical levels. As meteorological boundary data, COSMO reanalysis are used. 
3 METHODS 
The regional non-hydrostatic atmospheric model COSMO-ART (Consortium for Small Scale Mod-
eling, Aerosol and Reactive Trace Gases) with a coupled scheme for the cloud microphysics that 
uses a two moment approach (Seifert and Beheng, 2006) serves as base to this study. For a better 
representation of the special characteristics of young contrails, that is at first the small particle di-
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ameters and the large number densities, their microphysical processes are treated separately from 
the natural cloud ice, yet still allowing the possibility for the different classes for cloud ice and con-
trails to interact with each other. As the contrails microphysics is embedded in the cloud scheme 
and thus being calculated online, a diagnostic treatment of the relevant processes is avoided. 
At first, the Schmidt-Appleman-Criterion (Schumann, 1996) is checked. Depending on environ-
mental pressure and temperature, various parameters affected by engine type and burned fuel, a crit-
ical temperature TLC can be calculated in such a way, that environmental temperatures lower than 
TLC force the mixing of exhaust plume and environmental air to produce supersaturation. In case of 
lower temperatures, the model allows the formation of a contrail for the distinct grid point at the 
current time step. 
The developed parameterization then provides source terms for contrail ice by following in large 
parts the contrail prediction model CoCiP (Schumann, 2012). First, using Eq. 1, initial ice mass and 
numbers are generated: 
IWC0 = IWCA (ṁF) + qV – qSAT    N0 = IWC0 / m0 (1) 
Here the entire amount of water vapor causing local supersaturation (qV – qSAT) is converted into 
contrail ice. An additional source IWCA considers the impact of the flying aircraft itself. As the en-
gine burns a certain amount of fuel, additional water vapor is set free, quantitatively depending 
mainly from the fuel flow ṁF. Hence, this term may vary for different engines. The initial number 
of ice crystals is calculated by assuming a constant diameter (d0 = 1 µm) for the very young parti-
cles. 
Afterwards, the crystal loss in the wake of the aircraft is taken into account by Eq. 2. Owing to 
adiabatically warming (Δ TAD) by a sinking movement in the downstream vortex, a certain part of 
particles (Δ IWCV) sublimates. The strength of this downwash process depends from vertical veloc-
ity (w) and stratification (NBV). Dilution caused by extension of the contrail diameter also reduces 
the concentration, where also a slight growing of the particles is assumed (Eq. 3). 
IWCC = IWC0 - Δ IWCV (Δ TAD, w, NBV) (2) 
NC = n0 f1.1; f = IWCC / IWC0 (3) 
4 RESULTS 
The computed ice water path (IWP) for the simulated day at 12 UTC is compared in Fig. 2. In Fig. 
2 (a), the IWP of the reference run, that is, without the new contrail parameterization, is displayed. 
Fig. 2 (b) shows the entire IWP for a simulation with the parameterization switched on. Here, natu-
ral IWP as well as additional contributions from contrails, contrail cirrus and contrail induced 
cloudiness in general is included. Parts of the visible but rather blurred cirrus cloud coverage over 
Germany and Eastern Europe in Fig 1 (a) is strongly intensified when applying the parameteriza-
tion. Also, certain patterns like the cirrus over the center of Germany and the high-level cloudiness 
located south of the Alps seem to be caused by contrails and the resulting contrail cirrus. 
FIGURE 2: 3 December 2013, 12 UTC: Ice water path from the reference simulation (a), for a simulation 
with contrails (b) and difference in natural ice water path for simulation with and without contrails (c). 
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The contrail microphysics is treated separately from the one for the natural ice phase, but none-
theless, feedbacks are possible. For example, both hydrometeor classes can compete for the availa-
ble water vapor. The difference in natural IWP at 12 UTC for two simulations is displayed in Fig. 2. 
(c) The values from the reference run are subtracted from the results of the simulation with the pa-
rameterization switched on. Natural IWP means here, also contrail ice exceeding a certain threshold 
mass is taken into account, as those crystals are of a circus-like size and occur in a similar number 
density. Shown here is therefore the quantitative influence of contrails on natural cirrus clouds. The 
line-shaped structures, depicted in red, consist of additional ice particles that originally occurred in 
contrails but grew in such an extent, that their mass is comparable to natural crystals. Negative val-
ues in blue indicate a reduction in natural cloudiness because of existing contrails. As contrails and 
contrail cirrus contain water vapor, that now cannot neither be transported nor serve to form cirrus. 
Compared to the IWP of the reference run in Fig. 2 (a), the additional contrail cirrus reaches IWP 
up to 10 g m-2 and is of a thickness equal to thin natural cirrus. 
Concerning their microphysical properties, contrails differ strongly from natural clouds. For the 
simulated contrail ice in the layer of 10.000 m height at 10 UTC, Fig. 2 shows in (a) the ice water 
content (IWC), in (b) the particle number density (N) and in (c) the volume radius (rV). The maxi-
mum contrail age here is two hours. At this time, they still consist of lots of very small ice crystals. 
The number density lays on average above 100 cm-3, whereas the calculated particle radii, with val-
ues varying between 1 and 5 µm are about one order of magnitude underneath what is observed in 
natural cirrus. 
FIGURE 3: 3 December 2013: Properties of young and aged contrails, top row: 10 UTC, 10 300 m, bottom 
row:  13 UTC, 9 500 m; left: ice water content, center: particle number concentration, right: volume radius. 
In Fig. 1 (c) to (d), the same variables like (a) to (c) are depicted, but now with values for three 
hours later. Therefore, some contrails are up to five hours old and find themselves in a phase of 
transition to contrail cirrus. Comparing (a) and (d), only small changes in the ice water content are 
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observed. Obviously, because of the persistent supersaturation with respect to ice over large areas, 
no significant loss of mass happens. In contrast, the number density decreases strong in (e). As a 
consequence, the mean particle radii grow about one order of magnitude in (f) compared to (c). This 
is to be explained with various microphysical processes like diffusional and depositional growth. 
5 CONCLUSIONS AND OUTLOOK 
Modeling contrails for short time spans on the regional scale brings advantages. Using flight trajec-
tories based on real time is prerequisite for validation. Furthermore, the online coupled microphys-
ics allows examining feedback mechanisms between cloudiness of natural and anthropogenic 
origin.  It was shown, that the model configuration is able to simulate the local occurrence of con-
trails as well as their life cycle and their influence on natural cirrus clouds. 
Partly, the existence of the cirrus-like clouds observed in satellite pictures can only be explained by 
considering aviation induced cloudiness. A significant change in high level cloud coverage, both 
positive and negative occurs when taking contrails and contrail cirrus into account. 
The presented study is a framework to do some first tests on the developed parameterization. In a 
further step, the radiative impact of contrails and contrail cirrus is to be investigated. Because of the 
high spatial and temporal resolution, this project can serve as a base to improve the predictability of 
the solar radiation budget modified by contrails and contrail cirrus. This gains a certain importance 
when it comes to estimate the amount of produced energy from photovoltaic systems. 
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ABSTRACT: A contrail cirrus prediction method was set up for quasi-operational campaign plan-
ning during the ML-CIRRUS project. This paper describes the method and an example of predic-
tions in comparison to satellite data. We found that contrail cirrus can be forecast to some useful 
degree. Comparisons to remote sensing and in-situ data have been used for validation; details are to 
be described elsewhere.  
1 INTRODUCTION 
Cirrus ice clouds and aircraft-induced contrails influence Earth climate and weather. Still, predic-
tions of cover, life time, thickness, and weather and climate impact of such clouds are uncertain 
(Voigt et al., 2010). Accurate contrail-cirrus predictions are also essential for mitigation of the cli-
mate impact of contrails cirrus from aviation by selecting routes with minimum contrail cirrus cli-
mate impact (Grewe et al., 2013). For all these purposes, better prediction methods are needed. This 
requires improved understanding and models validated by high-quality observations. 
Existing flight planning tools provide online access to horizontal maps and vertical cross-
sections of numerical weather prediction data, including maps of the Schmidt-Appleman threshold 
temperature distribution (Rautenhaus et al., 2012). However, the amount and life times of contrails 
depend on a variety of meteorological and air traffic parameters, and require more specific predic-
tion tools therefore. 
The Mid-Latitude Cirrus Experiment ML-CIRRUS was performed to investigate natural and an-
thropogenic cirrus with a suite of in-situ and remote sensing instruments for airborne measurements 
on the research aircraft HALO operated by DLR (Voigt et al., 2015).  
Therefore, we implemented the recently developed Contrail Cirrus Prediction model CoCiP into 
an existing quasi-operational flight planning environment. This paper describes briefly the methods 
used, some comparisons to satellite data and report on some of the experiences obtained. A detailed 
comparison with the suite of HALO data has still to be done. 
2 METHOD  
2.1 Forecasts  
CoCiP is a Lagrangian model which traces individual contrail segments forming behind aircraft 
along given flight routes for given ambient meteorology. CoCiP simulates the lifecycles of contrails 
from their formation behind individual aircraft until final dissipation. The model is described and 
discussed in Schumann (2012). CoCiP has been applied in various previous studies, e.g. Schumann 
and Graf (2013). Recent changes and validation results are described in Schumann et al. (2015).  
CoCiP requires input on the expected meteorology and air traffic in the forecast region and period, 
and the properties of the aircraft used. 
Here, the forecast region is the ML-CIRRUS domain (60°W to 20°E, 20°N to 70°N). Forecasts 
are generated every 12 h during a 4-week period in March/April 2014. Each forecast covers a peri-
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od of 3.5 days with 1 h time resolution. 
The required meteorological fields include three-dimensional fields of wind, temperature, hu-
midity, ice water content, and cloud cover as a function of pressure, horizontal position, and time. 
In addition, two-dimensional fields are needed for surface pressure, outgoing longwave radiation, 
reflected shortwave radiation, and incoming solar direct radiation. CoCiP interpolates in these fields 
linearly in space and time to obtain the values at any position.  
The NWP data for ML-CIRRUS were provided by the Integrated Forecast System (IFS) of the 
European Center for Medium Range Weather Forecasts (ECMWF). The NWP forecast data are 
available with 1 h time resolution. The data used cover the ML-CIRRUS domain with 0.5° horizon-
tal resolution and 137 vertical levels of which 25 levels (69 to 83) cover the static pressure interval 
in which contrails form (~130-450 hPa) . Within CoCiP, the absolute humidity provided by the 
NWP output to CoCiP is increased by a factor 1/RHic to allow for subgrid scale contrail cirrus for-
mation. The forecast are run with RHic=0.8 to make sure that no contrail is missed. This may lead 
to some overestimation of contrail cover and contrail optical depth which the user has to take into 
account. The model runs in an offline mode for given NWP data, without changing ambient humidi-
ty when contrails form (Schumann et al., 2015). 
CoCiP simulates contrail segments for each flight from departure until arrival for a maximum 
life time, set to 12 h in these forecasts. As a consequence, the first 12 hours of contrail forecast may 
miss older contrails.  
Air traffic is defined by input to CoCiP, including the aircraft type, and the sequence of way-
points of routes flown in space and time by each individual aircraft in the forecast domain. Since we 
have no operational air traffic forecast for the coming days available, forecast are run with “histori-
cal” air traffic data, here for the year 2006, as obtained from the Aviation and Climate Change Re-
search Initiative (ACCRI) project (Wilkerson et al., 2010; Brasseur et al., 2015).  
For each aircraft type, the aircraft parameters influencing contrail formation are to be known. 
Wing span and average operational aircraft mass are estimated using BADA data from 
EUROCONTROL. The fuel consumption is computed inside CoCiP for given aircraft type as a 
function of flight level, speed and mass. The emission indices for water vapor and heat are well 
known for kerosene. The number of soot particles emitted from aircraft contributing to ice nuclea-
tion in contrails is not well known. Here, we use a fixed approximate soot number emission index 
EISOOT= 3.57×1014 kg-1. The so-called overall propulsion efficiency, as needed for the Schmidt-
Appleman criterion, is estimated from the BADA data for typical fuel consumption and thrust val-
ues. It varies between 0.2 and 0.4.  
From the contrail simulation results and from the NWP input data, CoCiP generates hourly out-
put in two forms of longitude-latitude maps of optical depth (at 550 nm): one for contrails alone, 
and one for the combination of contrails and cirrus, i.e., contrail cirrus. In these computations, cirrus 
is defined by the ice water content from the NWP data above 4.5 km altitude. The map of optical 
depth is computed on a fine grid with 1200×1000 longitude×latitude grid cells (about 5 km horizon-
tal resolution) and includes contributions from cirrus and from all contrails in the neighborhood 
contributing to the optical depth at a grid point . The optical depth of contrails is computed from the 
sum of the contributions from each contrail. For each contrail, the optical depth along the center line 
of the contrail is computed as a function of ice particle number and mean effective cross-section of 
contrail ice particles. The contribution of a contrail to a grid point depends on a Gaussian function 
of the distance between both relative to the contrail width. For cirrus, the optical depth of cirrus is 
computed as the vertical integral of extinction, here above 4.5 km altitude. The cirrus extinction is 
computed for NWP-given cirrus ice water content using an effective radius (Schumann et al., 2011). 
The effective radius of cirrus particles is estimated consistent with the ECMWF IFS from an empir-
ical function of temperature and ice water content (Sun and Rikus, 1999).  
The hourly maps of optical depth of contrails and of contrail-cirrus are made available for exper-
iment planning as part of the DLR mission support tool in the internet, extending earlier develop-
ments (Rautenhaus et al., 2012; Voigt et al., 2010).  
2.2 Post-Mission Analysis  
After the campaign, a data base of realistic air traffic data has been setup from various sources, and 
CoCiP was rerun with hourly ECMWF-NWP data including assimilated observation data. These 
NWP data are a combination of 6-h analysis data with hourly forecast data starting every 12 h from 
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the analysis at 0 and 12 UTC. The forecast data include radiation and cloud cover values which 
were missing in the analysis output. Checks have shown that the forecast data are roughly consistent 
with the analyses data at the 6-h-analysis time intervals. However, the H2O mixing ratio interpolat-
ed in 6-h analysis data differs by up to 15 % from the forecast results. As a consequence, the 6-h 
analysis data tend to underestimate relative humidity and cirrus formation. This is a consequence of 
the nonlinear pressure-temperature relationship for saturation. We also checked whether linear or 
logarithmic interpolation vertically in pressure gives better results. We found that both give similar 
results, and use linear interpolation for simplicity.  
For illustration, Figure 1 shows the backward trajectories of air parcels arriving at the HALO 
aircraft flight route positions during the ML-CIRRUS science flights, with colored lines identifying 
trajectories of air parcels with high humidity. The trajectories were computed by integrating the ad-
vection equation of an air parcel backward in time using bi-linearly space-time interpolated wind 
from the forecast data and a second-order Runge-Kutta scheme in time for 600 s time step. The 24-h 
backward trajectories cover the full ML-CIRRUS domain. Hence, the domain size is just large 
enough for analysis of this experiment. The trajectories for air with high relative humidity are short-
er. Hence, contrail analysis could be done on a smaller domain, but analysis of tracers (nitrogen ox-
ides and soot, e.g.) result from emissions over the whole domain (and beyond).  
Figure 1. 24-h backward trajectories (black) from HALO positions (red) and backward trajectories in air 
masses with relative humidity over ice (RHi) exceeding 90 % (cyan). 
As explained, accurate traffic data are essential input required for CoCiP. Unfortunately, a single 
comprehensive source of aircraft data for the ML-CIRRUS domain (mainly Europe and North At-
lantic) is not available. Instead, one has to search, collect, buy, combine and mix scattered traffic 
data from various sources in an approximate manner. For ML-CIRRUS, waypoint data were ob-
tained from various sources as shown in Table 1.  
Figure 2. Traffic data combination from various sources in the ML-CIRRUS domain. Example for traffic 
during one hour (8-9 UTC 26 March 2014). 
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Table 1. Traffic data used for forecast or analysis during ML-CIRRUS 
Acronym Description Time period 
ACCRI   
 Global historical waypoint data from a combination of observations and 
simulations for 2006 as provided by FAA/VOLPE within the Aviation 
Climate Change Research Initiative (ACCRI) project 
2006 
ADSB  Ground based Automatic Dependent Surveillance – Broadcast (ADS-B) 
transponder data, collected and delivered by FlightRadar24 
25 March – 15 April 2014 
ETMS Enhanced Traffic Management System (ETMS) product of the Federal 
Aviation Administration (FAA), used here to define the traffic west of 
40°W over the North Atlantic between North America and UK  
22 March – 16 April 2014 
DDR2 Demand Data Repository version 2 (DDR2) service data, from 
EUROCONTROL, containing a mixture of flight plan and radar observa-
tion data for Europe, including in and outgoing international traffic, used 
to complete the traffic over Europe. 
24 March – 14 April 2014  
DFS  Upper air space data from Deutsche Flugsicherung (DFS), for German 
air space 
18 March – 15 April 
UK Radar Eurocontrol radar data for the British air space 25-26 March and 10-11 April 
 
We are grateful to the support of all the data providers from FAA, VOLPE, DFS, 
EUROCONTROL, and Flightradar24. 
The accuracy of the traffic data was checked by comparing HALO positions reported in these 
sources with the position measured onboard HALO. The DFS data, for example, were found to be 
highly accurate (better than 100 m horizontally and 50 m vertically) but limited to the German air-
space. Similarly, UK Radar data are accurate but limited to British air space and available for a few 
days only. The ADSB data are also accurate when available, but it is not clear how far the data cov-
er routes near the oceanic coasts; in a few cases timing errors have been noted (local instead of uni-
versal time). The ETMS data cover well the northern part of the North Atlantic, but miss the Shan-
non radar control zone data. Hence, we use a hand-woven mixture of data as shown for example, in 
Figure 2.  
3 OPERATIONS EXPERIENCES AND VALIDATION EXAMPLES 
Before and during the mission, CoCiP was run twice a day to provide 3.5-d forecasts of contrail 
cover, using operational ECMWF forecasts at 0 and 12 UTC and historical traffic data. The forecast 
output was made available in an internet tool for experiment planning.  
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Figure 3. Maps with about 3-, 2-, and 1-day forecast of optical depth (at 550 nm, color scales identify values 
between 0 and 2) of contrails (top panel) and contrail cirrus (middle), compared to Meteosat-SEVIRI IR 
brightness temperatures (bottom left, grey scales) at 10.8 µm and from 10.8-12 µm difference (bottom right) 
at 9 UTC 26 March 2014. The blue lines in the lower panels follow the HALO flight track this day. 
For example, starting 22 March and persisting in the early morning of 24 March 2014, ECMWF-
IFS driven CoCiP predictions suggested that good observation conditions for contrail cirrus were to 
be expected near the eastern end of the Oceanic traffic corridor across the North Atlantic near 
Shannon (9°W, 53°N) during the morning hours of 26 March 2014. The weather at that time was 
controlled by a warm conveyor belt between 10°W and 35°W transporting humidity from the lower 
atmosphere in the subtropical North Atlantic north up to about 60°N near Iceland and from there 
southward towards Ireland. The belt caused an elongated cirrus band. The upper troposphere was 
predicted to contain ice supersaturated air masses. For the expected traffic in the flight corridor, 
many long-lived contrails should form. The late morning period (8:30-12 UTC) was of interest be-
cause the low traffic density at this time allows for flights in North-South direction across the corri-
dor under Shannon Radar control with the chance to observe aged contrails that were generated dur-
ing the early morning hours (3-8:30 UTC) drifting with the mean wind from about north into the 
control zone. Because of radar control limitations, HALO was allowed to operate in that region only 
east of 14 °W. Based on this information, and in view of the project objective of aged contrail cirrus 
observations, it was decided to prepare for the first ML-CIRRUS science mission flight with HALO 
for this occasion.  
The coming days were exciting because we had little experience to assess the reliability of the 
newly implemented forecast method. (A noteworthy contrail outbreak was predicted and observed 
in satellite data over the North Atlantic already on the afternoon of 25 March 2014.) Some interme-
diate results indicated the risk that HALO could just miss cirrus because cirrus formation conditions 
might be low east of 14°W but better further west. However the last predictions as of the morning 
of 26 March 2014 confirmed the first prediction obtained 2 or even 3 days earlier in that contrail 
cirrus should be observable between 10°W and 14 °W at the latitude of Shannon, where HALO 
should operate.  
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At about 10 UTC 26 March, it became clear that the forecast quality was excellent. The mission 
scientists reported that HALO was indeed measuring in and above cirrus and young and aged con-
trails. Figure 3 includes MSG-SEVIRI satellite pictures. The lower left panel clearly shows white 
areas in the 10.8 µm infrared brightness temperature (BT), indicative for high thick cirrus clouds. 
The lower right panel with 10.8-12 µm BT difference is sensitive to thin cirrus clouds with many 
small ice particles, as to be expected for contrail cirrus. Indeed the figure shows line patterns orient-
ed in about east-west direction and local maxima in the BT values, indicating the presence of aged 
contrail cirrus lines (possibly from many aircraft flying the same route) and thin cirrus with many 
small ice particles. These observations verify the validity of the contrail cirrus predictions, at least 
for this case. 
Experiences during the coming weeks made it obvious that the one- and two-day contrail fore-
casts are persistent with often only small differences. The predictions formed a reliable source for 
general mission planning. Still, most recent forecasts and satellite observations results were trans-
mitted via satellite link to the crew for onboard campaign optimization.  
CoCiP was also used to compute contrail, cirrus and trace concentrations, and vertical extinction 
profiles along the HALO flight paths. The model results are included in the HALO mission data 
bank. The results are available for comparison to in-situ data. The data are also useful for identify-
ing aircraft and other sources for measured air properties.  
The predictions have been compared with HALO observation data from lidar (Gross et al., 2015) 
(see Figure 4), with satellite data from COCS (Figure 5), and from many in-situ measurements 
(partly preliminary results) (Voigt et al., 2015). Comparisons to satellite data (Vázquez-Navarro et 
al., this conference) allowed quantifying the contrail cirrus predictability. The correlation between 
optical depth of predicted and observed cirrus (including contrails) is of the order 70 % for 3.5-day 
predictions on average over the whole ML-CIRRUS domain and period with notable reductions 
during a period with high dust load. Comparisons to vertical lidar backscatter profiles were some-
times in good agreement but by far not always. Variations of the humidity in the model (parameter 
RHic) show that the comparisons to lidar are highly sensitive to the relative humidity predictions. 
Comparisons to nitrogen oxides measurements show that dilution of emissions for aircraft are rea-
sonably well simulated in CoCiP. Details are to be reported elsewhere. 
Figure 4. Backscatter ratio (color scale) from the atmosphere with cirrus relative to Rayleigh scattering from 
the clear atmosphere as a function of altitude and measurement time along thGHALO flight path. The 
backscatter values are derived from high-spectral resolution lidar observations with WALES (Gross et al., 
2015) (lower panel) and from computations from ECMWF cirrus and CoCiP contrail properties (upper pan-
el). The backscatter is plotted in color for altitudes from 7 km above sea level to about 500 m below the 
HALO aircraft flightpath (white above that altitude). 
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Figure 5. Optical depth of cirrus clouds in the solar range (near 550 nm) derived from satellite infrared MSG-
SEVIRI data by means of the COCS algorithm (Kox et al., 2014) and from contrail-cirrus model forecast us-
ing CoCiP with ECMWF data versus time for 28 days of the ML-CIRRUS period (19 March-15 April 2014). 
The blue and cyan curves show hourly mean values on the ML-CIRRUS domain. The red curve shows the 
mean correlation coefficient of pixelwise optical depth values from COCS and from CoCiP on average over 
the ML-CIRRUS domain. During the period 29 March to 7 April, large parts of the domain where influenced 
by Sahara dust aerosol.  
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ABSTRACT: The uptake of water by contrails in ice-supersaturated air and release of water after 
ice particle advection and sedimentation is investigated using a coupled climate-contrail model. 
Simulations with and without coupling are compared. In the coupled mode, the contrails make the 
upper troposphere slightly drier which in turn causes thinner contrails. As a consequence, the radia-
tive forcing (RF) by contrails computed in the coupled mode is slightly smaller (about 15 %) than 
without coupling. As a further effect, many of the contrail ice particles forming in the upper tropo-
sphere sediment and release water at lower altitudes, on average 700 m below the mean flight lev-
els. This causes a further drying of the upper troposphere but adds humidity at lower levels. As a 
consequence, contrails change the entire hydrological cycle in the atmosphere. Contrail formation 
and contrail ice particle sedimentation causes a reduced total water column and reduced cover of 
high and low-level clouds. The quantitative effects are small compared to climate noise in the cou-
pled model. Significant changes were found in the simulations only for strongly increased (factor 
100) air traffic emissions. Scaled to nominal emissions, the dehydration causes a negative net RF in 
the global model of order -0.01 W m-2. In total, the RF by contrails is reduced because of humidity 
exchange between contrails and the background atmosphere and because of dehydration of the up-
per troposphere. This model study was performed with a 3 times larger soot emission index than in 
previous studies. The change in soot emission increases the contrail RF which offsets the forcing 
caused by water coupling and dehydration in the model. Hence, the net contrail-induced RF result is 
similar to that from previous studies (0.04-0.08 W m-2). 
1 INTRODUCTION 
Contrail ice particles grow by uptake of humidity from ambient ice-supersaturated air masses and 
release their water content after sedimentation or advection with the wind into regions with lower 
relative humidity. Hence, contrails dry or dehydrate the atmosphere at places where they form, and 
redistribute humidity to places in the atmosphere where they sublimate. The decrease of humidity at 
flight altitudes may make contrails thinner. Falling ice particles may increase humidity in the lower 
troposphere where they sublimate and may enhance precipitation from clouds at lower altitudes.   
The dehydration effects from contrails are not well known. Burkhardt and Kärcher (2011) stud-
ied the dehydration effects within a global climate model. Contrail formation was treated as a sub-
grid-scale (SGS) process which included a separate cloud class for young contrails. They found that 
contrail cirrus causes a significant decrease in natural cloudiness, which partly offsets their warming 
effect. They estimated the cooling from reduced cirrus at about 7 mW m-2 and called for further 
work to more reliably quantify this effect.  
Observations and large-eddy simulations show that ice particles precipitating from contrails in 
ice supersaturated air may form deep fall streaks of quickly falling large ice particles below indi-
vidual contrails. A nice example is shown in Unterstrasser et al. (2012) based on previous DLR-
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Falcon airborne lidar observations and new large eddy simulation results. The fallstreaks typically 
have a scale of order 1-2 km vertically and 2-10 km horizontally.  Such fall streaks transport huge 
amounts of water – far more than emitted by the aircraft – to lower levels. The separation between 
the sizes of individual contrails and the grid sizes in global models makes it difficult to assess the 
global impact of dehydration from contrails. 
This study investigates the following questions: How does exchange of humidity between con-
trails and ambient air change contrail properties? How strongly do contrails change the atmosphere 
by dehydration/hydration? Can we quantify the radiative impact of contrail-induced dehydra-
tion/hydration? 
The potentially important impact of soot with changed ice nucleation properties after processing 
in contrails  (Zhou and Penner, 2015) is not studied in this paper. 
2 METHOD   
Figure 1: Schematic overview on the coupling method 
The method, see Figure 1, is a new combination of CoCiP with CAM3+/IMPACT, with code 
changes to allow for coupling with exchange of water between contrails and ambient air. 
CAM3+/IMPACT is a coupled aerosol-general circulation model (Wang and Penner, 2010; Yun 
and Penner, 2012; Yun et al., 2013). CAM3 is the Community Atmosphere Model version 3, which 
simulates the atmosphere. IMPACT is the University of Michigan aerosol model. CAM3+ uses a 
two-moment cloud microphysics scheme for cloud ice, in which mass and number concentrations 
are predicted by prognostic equations (Liu et al., 2007). The two-moment scheme treats ice nuclea-
tion, evaporation, and melting, and allows for ice supersaturation. The cloud fraction calculation ac-
counts for cloud cover formation by ice nucleation, including homogeneous and heterogeneous nu-
cleation of ice. The surface emissions included are for the year 2000 (Penner et al., 2009).  
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Figure 2. Schematic showing some of the processes simulated in the Contrail Cirrus Prediction Model CoCiP 
(RHi = relative humidity over ice). 
CoCiP is a Lagrangian model which traces individual contrail segments forming along flight 
routes for many flights. The model is documented and discussed in Schumann (2012). Figure 2 
gives an overview on the contrail processes related to dehydration in CoCiP. CoCiP has been ap-
plied in various previous studies (Jeßberger et al., 2013; Schumann and Graf, 2013; Schumann et 
al., 2011; Schumann et al., 2012a; Schumann et al., 2013a; Schumann et al., 2013b; Schumann et 
al., 2012b; Voigt et al., 2010). The major features and a few modifications are described in Schu-
mann et al. (2015). The modifications result from a correction of a code error in the previous im-
plementation (until October 2012) of the Runge-Kutta scheme used for time integration. The correc-
tion causes more reasonable results. Moreover, the soot emission index used, 1015 kg-1, is about 3 
times higher than in previous CoCiP studies. The higher value is used because recent experimental 
data indicate that modern aircraft emit more (by number) soot particles acting as contrail ice nuclei 
than estimated earlier (Schumann et al., 2013b).  The absolute humidity provided by CAM to 
CoCiP is increased by a factor 1/RHic (RHic=0.9) to allow for subgrid scale cirrus formation.  
The model is driven by air traffic waypoint data. Here, we use a global data set for the year 2006, 
including about 80000 flights per day, as provided within the ACCRI project (Brasseur et al., 2015; 
Wilkerson et al., 2010). 
CAM calls CoCiP as a subroutine each time step providing the most recent meteorological fields 
as input. The fields include three-dimensional (3-D) fields of wind, temperature, humidity, ice water 
content, and cloud cover as a function of pressure. CoCiP interpolates in these fields linearly in 
space and time to obtain the values at any position.  
In the offline mode, each contrail segment is simulated for the given ambient meteorological 
fields without changing background meteorology.  
The coupled code accounts for emissions exchanged between the background atmosphere and 
the contrails per time step and per CAM grid cell by tracking 3-D-fields EA, EC and CA. Fig. 3 
shows zonal and annual mean values of these fields. EA (engine to atmosphere) records the emis-
sion amount emitted from aircraft engines directly to the atmosphere, without processing in con-
trails. EC (engine to contrail) is the amount emitted from aircraft engines into fresh contrails. Posi-
tive CA (contrail to atmosphere) values are the amounts released from contrails to the atmosphere, 
negative CA values are the amounts taken up by contrails from the atmosphere. If no contrail forms, 
EA contains all emissions and the contribution to EC is zero. After contrail initiation, in growing 
contrails, the water contribution to CA becomes negative, because contrail ice grows by uptake of 
ambient humidity. Later during the contrail life cycle, the contrail provides a positive CA contribu-
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tion when ice sublimates releasing water to the atmosphere.  The H2O mass passed between CoCiP 
and CAM is conserved.   
Figure 3. Annual and zonal mean exchange rates of water mass (plotted as mixing ratio per time) between 
aircraft, contrails and atmosphere in CAM3+/IMPACT/CoCiP. 
CoCiP and CAM exchange grid cell mean values from CAM to CoCiP. As a consequence, the 
mass of H2O uptake (or release, when negative) by a contrail during the time step is spread over the 
grid cell immediately. Because of the large difference between contrail scales (widths of order 0.1-
10 km) and grid scales (of order 200 km), humidity variations at contrail scales cannot be resolved 
within CAM. A global model with far higher spatial resolution would be required to overcome this 
problem. 
Three runs were performed with CAM3+/IMPACT/CoCiP for this study, see Table 1. Run 0 is 
the uncoupled (offline) reference case in which CAM runs without aviation emissions while CoCiP 
is run using nominal aircraft emissions. Here, CoCiP uses the meteorological fields from CAM in 
the same manner as it used numerical weather prediction results in the past (Schumann and Graf, 
2013). Run 1 uses the coupled method (online) and simulates the effects of contrails on the hydro-
logical cycle for nominal aircraft emissions. Run 2 uses aircraft emissions increased by 100 fold to 
enhance the aviation effects beyond climate noise. The results for runs 0 and 1 are from 30 years of 
simulation after several years of spin-up. Because of limited computing resources, Run 2 includes 
just one year restarted from run 1 files. For details see Schumann et al. (2015). 
Table 1. Schematic run specification 
Run Coupling method  Emission amounts  Integration period 
0 offline nominal 30 years 
1 online nominal 30 years 
2 online 100 × increased 1 year 
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3 RESULTS 
Contrail growth causes dehydration at flight levels, large ice particles sediment, on average by 700 
m, eventually sublimate and hydrate the atmosphere at lower levels.  
The drying at flight levels changes contrail properties by +5 to -30 % and causes thinner con-
trails with larger mean age.  
Dehydration impacts the entire hydrological system. 
The local drying during contrail formation at flight levels causes a ~15 % reduced net RF from 
contrails (~0.06 instead of ~0.07 W m-2). The change in the global hydrological cycle induced by 
contrails in the global model causes a net RF of about -0.01 W m-2.   
For details see Schumann et al. (2015).  
This model study was performed with a 3 times larger soot emission index than in a previous 
CoCiP application (Schumann and Graf, 2013). The change in soot emissions increases the contrail 
radiative forcing while the changes caused by water coupling and dehydration in the model decreas-
es the contrail radiative forcing, so that the net result is not much different from previous studies. 
See Figure 4. 
Figure 4. Radiative forcing (RF) from contrail cirrus: Comparison of results from three studies as cited. The 
first and second bars for each study show the longwave (LW) and shortwave (SW) contrail induced RF. The 
horizontally striped bars show the RF from global changes caused by dehydration in the global atmosphere, 
including cirrus changes (Burkhardt and Kärcher, 2011). The white bar shows the net effect from contrails in 
the coupled models. The vertical bars with diamonds represent best estimates of the range of uncertainty 
based on statistical uncertainties and on sensitivity studies for a range of model and data analysis parameters. 
The LW and SW RF from contrails in the present study (Schumann et al., 2015) is larger than the previous 
CoCiP study (Schumann and Graf, 2013), mainly because of a larger soot emission index.  
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Modelling the chemistry in contrails from the vortex to the 
diffusion phase using a mesoscale model 
H. Clark*, O. Thouron, R. Paoli, D. Cariolle 
CERFACS, 42 Avenue Gaspard Coriolis, Toulouse, France 
ABSTRACT: Aircraft emit gases and particles directly into the upper-troposphere/lower strato-
sphere which is a region that is very sensitive to small changes in chemical composition. Through 
various chemical interactions, the emissions of NOx, CO2 and H2O perturb the concentrations of the 
radiatively active gases CO2, O3, and methane, with consequences for climate. They may also trig-
ger the formation of contrails and contrail induced cirrus, or modify the composition of aerosols, 
with further effects on climate. With air traffic predicted to increase over the coming years, it is 
necessary to model these processes to give a better understanding of the effects of aircraft on cli-
mate. We present results from the project TC2, which aims to understand the physico-chemical pro-
cesses throughout the evolution of contrails from the vortex phase (after several seconds) to the dif-
fusion phase (several hours) where true atmospheric variability becomes important. We used the 
mesoscale model Méso-NH and introduced a specially adapted chemical scheme which included re-
actions with 13 gaseous species along with ice. Simulations show the interactions between NOx and 
atmospheric ozone during the vortex/dissipation phase and will later include heterogeneous reac-
tions on ice surface that convert NOx species into HNO3. 
1 INTRODUCTION 
The region of the upper-troposphere/lower stratosphere (UTLS) is sensitive to small changes in 
chemical composition. Perturbations to the concentrations of trace gases such as H2O, O3 and me-
thane have direct effects on climate with changes in the UTLS having relatively more influence on 
the radiative budget than changes elsewhere (Reise et al., 2012, Zeng et al., 2008, Gauss et al., 
2006) . Aircraft emit radiatively active gases and their precursors into this sensitive region, with po-
tentially important consequences for climate. Other gases and particles emitted by aircraft such as 
SOx, hydrocarbons and soot interact through microphysical processes and lead to increased cloudi-
ness which has further effects on climate. With a doubling of air-traffic every fifteen years, the total 
radiative forcing from aircraft may be significant (Lee et al., 2009). Of the radiative forcing compo-
nents due to aviation, contrails and aircraft induced cloudiness are one of the more uncertain (Lee et 
al., 2009). Such uncertainties may be attributed to the difficulty in modelling contrails over the wide 
range of scales, from several metres to several kilometres and over several seconds to several days, 
necessary to cover the entire lifecycle of the contrail (Burkhardt et al 2010). 
The objective of this study is to model the chemical interactions throughout the lifecycle of a 
contrail from the emission of gases and particles by the engines, the fine-scale dilution and chemical 
reactions in the wake, and diffusion on the kilometre scale under different atmospheric conditions. 
To model the chemical processes within contrails, we need to take into account the main chemical 
reactions in the gaseous phase between the emitted species and their descendants, reactions in the 
heterogeneous phase which take place on the surface of the ice particles, and photochemistry which 
contributes to dissociation of the species emitted or formed. To achieve this we have introduced a 
chemical scheme into the meso-scale model Méso-NH. The advantage of a meso-scale model is that 
it allows us to study diffusion under different conditions of wind shear, stratification and turbulence 
and on scales which are comparable with climate models. The ability of Méso-NH to reproduce tur-
bulence in the UTLS at the sub-kilometre scale has been demonstrated by Paoli et al (2014).  
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2 METHOD 
We used a chemical scheme including 48 principal reactions in the gaseous phase among 16 chemi-
cal species, along with photochemistry and microphysics. For the moment however, we focus on 
the homogeneous reactions in the gaseous phase. The chemical scheme is shown in table 1. The re-
actions highlighted in blue, are the photochemical reactions for which the rate constants were calcu-
lated for the atmospheric layer corresponding cruise altitude over the North Atlantic using the mod-
el TUV 5.0 (Madronich and Flocke 1998).  
 
K001 = NO2 → O3P + NO 
K002 = O3 → O1D + O2 
K003 = O3 → O3P + O2 
K004 = HONO → OH + NO 
K005 = HNO3 → OH + NO2 
K006 = HNO4 → 0.65 * HO2 +  
0.65 * NO2 + 0.35 * OH + 0.35 * NO3 
K007 = NO3 → NO + O2 
K008 = NO3 → NO2 + O3P 
K009 = H2O2 → OH + OH 
K010 = HCHO → H2 + CO 
K011 = HCHO → HO2 + HO2 + CO 
K012 = O3P + OH → O2 + H 
K013 = O3P + HO2 → OH + O2 
K014 = OH + OH → H2O + O3P 
K015 = O3P + O2 → O3 
K016 = O3P + O3 → 2.0 * O2 
K017 = O1D + N2 → O3P + N2 
K018 = O1D + O2 → O3P + O2 
K019 = O1D + H2O → OH + OH 
K020 = O3 + OH → HO2 + O2 
K021 = O3 + HO2 → OH + 2.0*O2 
K022 = OH + HO2 → H2O + O2 
K023 = H2O2 + OH → HO2 + H2O 
K024 = HO2 + HO2 → H2O2 + O2 
K025 = HO2 + HO2 + H2O → H2O2 + H2O + O2 
K026 = O3P + NO → O3P + NO2 → NO + O2 
K028 = O3P + NO2 → NO3 
K029 = OH + NO → HONO 
K030 = OH + NO2 → HNO3 
K031 = OH + NO3 → NO2 + HO2 
K032 = HO2 + NO → NO2 + OH 
K033 = HO2 + NO2 → HNO4 
K034 = HNO4 → HO2 + NO2 
K035 = OH + HONO → H2O + NO2 
K036 = OH + HNO3 → NO3 + H2O 
K037 = OH + HNO4 → NO2 + H2O + O2 
K038 = O3 + NO → NO2 + O2 
K039 = O3 + NO2 → NO3 + O2 
K040 = NO + NO + O2 → NO2 + NO2 
K041 = NO3 + NO → NO2 + NO2 
K042 = NO3 + NO2 → NO + NO2 + O2 
K043 = NO3 + NO2 → N2O5 
K044 = N2O5 → NO2 + NO3 
K045 = OH + H2 → H2O + HO2 
K046 = CO + OH → HO2 + CO2 
K047 = CH4 + OH → HCHO + H2O 
K048 = HCHO + OH → HO2 + CO + H2O 
Table 1. The HOx/NOx chemistry scheme based on 16 species    
O1D, O3P, O2, O3, OH, H2O, HO2, N2, NO, NO2, NO3, N2O5, HNO3, HONO, CO, CH2O, and 48 reactions.    
Photochemical reactions are shown in blue, where rates were calculated by TUV5 for cruise altitude over the Atlantic.  
To simulate the contrail from the vortex phase to the diffusion phase the simulation is performed 
in two stages. The first step covers the vortex and dissipation phase during the first minutes of evo-
lution of the wake. The second step covers the diffusion regime up to 1 hour later. The two steps are 
shown in figure 1.  
For the first step, the background turbulence was generated by Meso-NH on the domain of 
Lx = Ly = 10km et Lz = 4km ( MDIFF) and a resolution of 10m. This field was merged with the 
near-field containing the dynamical and microphysical properties of the vortex (u,v,w,P, water va-
pour, theta, concentrations and effective radius of ice) resulting from a LES simulation using 
NTMIX under a supersaturation of 130% and a temperature 218K (Picot et al. 2015). The merged 
field (which contains the near field from NTMIX and the background turbulence), was used as the 
initial conditions for a Meso-NH simulation on a domain of Lx = 400m, Ly = 1km, Lz = 1km, with 
a resolution of 2m (Mvort). The first 5 minutes of the evolution of the contrail are performed in this 
configuration, and the results are discussed here. In the next stage of the simulation, the fields ob-
tained after 5 minutes will be reintroduced into the large domain to run the simulation for several 
hours for the diffusion phase. Based on emissions indices (Lee et al 2010), we injected 14g/kg of 
NO for every 1240g/kg of water vapour in the vortex. Background values are shown in table 2. 
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Simulations were performed for daytime and night time to verify the model with and without pho-
tochemistry.  
 
Species Mixing ratio 
NO 1.x10-11 
O3 2.x10-7 
NO2 1.x10-10 
OH 1.5x10-14 
HO2 1.x10-13 
H2O2 1.x10-14 
HNO3 4.5x10-10 
H2 1.x10-9 
CO 1.x10-7 
CH4 1.7x10-6 
Table 2. Background values for different species. 
Figure 1. The experimental set-up for the simulation. The Mdiff domain generates the background turbulence 
and the Mvort domain is used for the vortex and dissipation of the wake. 
3 CHEMICAL FIELDS AFTER FIVE MINUTES 
Figure 2 presents the evolution over 300s of the potential temperature anomaly introduced by the 
vortex. The anomaly is relative to the average potential temperature on each vertical level. The vor-
tex descends at rate of about 1.7ms-1 over 180s. The black contours on 120, 180 and 300s show the 
concentration of ice and are included to help pick out the temperature anomaly as the field become 
more dispersed. By 300s, the anomaly in potential temperature is indistinguishable from natural 
variability and the concentration of ice particles is the only guide as to where the contrail is.  
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Figure 2. Anomalies of potential temperature (K) from 1 to 300s of simulation with Meso-NH. The black 
line is a contour of concentration of ice particles used to highlight the position of the vortex as the perturba-
tions due to the vortex become indistinguishable from background variability.  
Figure 3, presents the evolution of NO, O3, NO2 under daytime conditions. The concentrations of 
NO and O3 decrease, and the concentration of NO2 increases in the vortex according to NO + O3 → 
NO2 + O2. There is more ozone during the day than during the night due to the photodissociation 
NO2 γ → NO + O followed by O + O2→ O3, which results in the formation of ozone (figure 4).  
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Figure 3. Evolution of NO, O3 and NO2 in ppb, after 10s and 120s for the daytime simulation. 
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Figure 4. O3 after 300s day and night  (ppb). 
In figure 5 we can see that a small quantity of  N2O5 and NO3  is produced during the daytime but 
that much more is produced at night time due to the equilibrium established among the reactions 
NO2 + O3 → NO3 + O2, NO3 + NO2 → N2O5 and the photodissociation NO3 + γ → NO2+O. In the 
daytime, there is more ozone, but less NO2  so less NO3 is produced. Photodissociation breaks up 
the NO3 and therefore only a small amount of N2O5 is formed. At night time, there is less ozone, but 
more NO2 and resulting in more NO3. As there is no photodissociation,  the NO3 reacts with NO2 to 
form N2O5.  
Figure 5. NO3 and N2O5 after 300s day and night (ppf). Note the different contour levels for NO3 for night 
and day  
CLARK et al.: Modelling the chemistry in contrails from the vortex to the diffusion … 151 
 
 
Figure 6. OH (ppf) after 300s day and night. 
Figure 6 shows the typical formation of OH around the edge of the vortex according to NO+HO2 → 
OH+NO2, with an order of magnitude less formed at night. At the centre of the vortex OH is con-
verted to HNO3 via the reaction OH+NO2 → HNO3 (day) . The formation of HNO3 in daytime can 
be seen in figure 7.  
4 CONCLUSIONS 
We used a multi-scale approach to model the evolution of an aircraft contrail from the vortex phase 
to the diffusion phase. Dynamical and microphysical quantities were generated by an LES simula-
tion of an aircraft wake and introduced to the Méso-NH mesoscale model running a HOx/NOx based 
chemical scheme. A perturbation in NO was applied based on emissions indices. The behaviour of 
the model over 300s is largely as expected. The homogeneous chemistry shows important day/night 
differences in the concentrations of the chemicals formed due to the photolytic reactions. The vor-
tex descends and begins to break up and after 420s, the vortex approaches the boundaries of the 
small domain. The dynamical, microphysical and chemical fields will then be transferred to the 
larger domain for a longer simulation with stochastic turbulence. Future plans also include the in-
troduction of heterogeneous chemistry.  
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ABSTRACT: The project REACT4C, an EU FP7 funded project, was set out to demonstrate the 
feasibility of environmentally friendly flight routing.  One of the tasks within the project was to 
provide an analysis of the uncertainties in contrail and contrail-cirrus modelling.  An offline contrail 
coverage model and an offline radiative transfer model were used to estimate the uncertainties due 
to differences in simulation parameters used to calculate linear contrail coverage.  The first differ-
ence investigated was the application of two emissions inventories used in REACT4C; AEM and 
FAST.  This showed that the differences seen are largely due to the spatial and vertical distribution 
of the distance travelled in the inventories, and that there were no linear relationship between dis-
tance travelled and contrails radiative forcing (RF).  The second investigation was into the applica-
tion of different temporal resolutions for the emissions inventory.  Here, the contrail coverage and 
RF were found to be sensitive to the diurnal variation of air traffic.  Therefore, it is important to 
know the actual diurnal traffic variation throughout the day, since this can significantly change the 
RF results, even when it was averaged on a global and annual basis.  In contrast, the monthly varia-
tion in air traffic did not significantly impact the coverage and RF results.  The results presented in 
this paper informed us on the range of values that we might expect from the assessment of different 
contrails and contrail-cirrus studies. 
1 INTRODUCTION 
The project REACT4C was set out to estimate the overall global effect of climate-optimized Air 
Traffic Management measures. One of the project objectives was to provide an analysis of the un-
certainties in contrail and contrail-cirrus modelling. An offline contrail coverage model, the COn-
trail Modelling and Analysis tool (COMA) (Lim et al., 2012) and the Edwards-Slingo radiative 
transfer model (Edwards and Slingo, 1996) with the setup of contrail radiative properties as de-
scribed in De León et al. (2012), were used to achieve this.  The focus of this study was to estimate 
the uncertainties due to two main parameters that are used to calculate contrail and contrail-cirrus 
coverage, i.e. the aircraft emissions inventory and its temporal resolution.  Even though previous 
studies (for example, Lee et al., 2009) found that the contribution of linear contrails to global radia-
tive forcing (RF) was smaller than some aviation impacts, it is important to firstly understand the 
uncertainties in linear contrails.  This is because contrail-cirrus are made up of young line-shaped 
contrails and irregularly shaped contrails that formed from aged contrails that persist and spread 
(Burkhardt and Kärcher, 2011).  On a short-term timescale, contrail-cirrus has been shown to make 
a significant contribution to the total RF from aviation (Lim et al., this proceedings).  The magni-
tude of this contribution may be affected by the uncertainties assessed in this study. 
2 DIFFERENCES DUE TO EMISSION INVENTORIES 
Two aircraft emission models were used in the REACT4C project; AEM (Skowron et al., 2013), 
which was used to produce the climate-optimized routing scenarios over the North Atlantic, and 
FAST (Skowron et al., 2013), which was used to assess the impacts from simplified mitigation sce-
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narios.  These inventories were extrapolated from 6-weeks of movements data to a year, and have a 
regular horizontal grid of 1° x 1°.  Table 1 shows the main differences between the global AEM and 
FAST inventories for 2006 that are relevant to contrail coverage calculations.  The total distance 
above 500 hPa is an important criterion for contrail assessments, since contrails are likely to form in 
regions above this height. 
Table 1: AEM and FAST data comparison 
 AEM FAST 
Vertical resolution Up to 47,000 ft  at 500 ft intervals Up to 44,000 ft at 2,000 ft intervals 
Distance type Radar trajectory within US-FAA and 
EU-EUROCONTROL airspace, great 
circle for the rest of the world 
Great circle globally 
Annual total distance ~43.5 billion km ~38.9 billion km 
Total distance above 500 hPa ~36.1 billion km 
(83% of total) 
33.7 billion km 
(87% of total)  
The global annual mean contrail coverage for both the AEM and FAST inventories are shown in 
Figures 1 (a) and (b) respectively.  The AEM inventory produced a global contrail coverage that 
was 10% higher than FAST, even though the distance travelled above 500 hPa was only 7% higher. 
Figure 1: Calculated contrail coverage for the (a) AEM and (b) FAST aircraft emissions inventories 
Figures 2 (a) and (b) show the RF distributions due to contrail coverages derived from the AEM and 
FAST inventories respectively.  The global RF difference between inventories for these coverages 
was 18%.  This implied that the relationship between distance travelled and RF is non-linear. We 
also found that the differences seen here are largely due to the spatial and vertical distributions of 
the distance travelled in the inventories. 
Figure 2: Radiative forcing from the (a) AEM and (b) FAST derived distance travelled 
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3 DIFFERENCES DUE TO TEMPORAL RESOLUTION 
Several case studies were conducted to investigate the differences in contrails RF due to the tem-
poral resolution of the FAST inventory. In this section, we present the contrail coverage and RF re-
sults calculated from diurnal and seasonal emissions dataset from a selected case study.   
The global coverage differences between time bands were significant, with the highest at 18 UTC, 
which was 240% higher than the lowest at 06 UTC (Figure 3).  In addition, the coverage did not fol-
low the trend observed in the traffic density, where the highest global distance travelled above 500 
hPa was at 12 UTC and this was only 47% higher than the lowest at 00 UTC.  This indicated that 
the meteorology at 18 UTC played a stronger role in contrail formation than the traffic density at 12 
UTC. 
Figure 3: Calculated contrail coverage for (a) 00 UTC, (b) 06 UTC, (c) 12 UTC and (d) 18 UTC 
Figure 4 shows that boreal winter forcings were larger than the summer forcings by more than 
100%.  The smaller global forcings in the summer were due to the lower summer contrail coverage 
compared with winter, and the longer daylight hours in the northern hemisphere where contrails 
coverage was also the highest.  The difference is related to the fact that the negative RF contribution 
from the shortwave RF component is enhanced during the boreal summer in the northern hemi-
sphere by the longer daylight times. 
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Figure 4: Seasonal radiative forcing for the Northern Hemisphere (a) winter and (b) summer contrail cover-
ages 
The temporal resolution case studies showed that the simulated contrail RF is more sensitive to di-
urnal than seasonal traffic variability, even when the results were averaged on a global and annual 
basis. 
4 SUMMARY 
This study found that contrail coverage and RF differences from the application of different emis-
sions inventories are not negligible.  In addition, there did not appear to be a linear relationship be-
tween distance travelled and the global means values of contrail coverage and RF impacts.  In terms 
of temporal resolution of the inventories, contrail coverage and RF impacts are sensitive to diurnal 
variability, while the dependence on the monthly traffic variation appears to be not significant.  The 
results presented here informed us on the range of values that might be expected from the assess-
ment of different contrails and contrail-cirrus studies. 
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ABSTRACT: COCS is a neural network trained with coincident SEVIRI (Spinning Enhanced Visi-
ble and Infrared Imager) and CALIOP (Cloud-Aerosol Lidar with Orthogonal Polarization) meas-
urements in order to retrieve the ice optical thickness (IOT) and the ice cloud top altitude using the 
thermal channels of SEVIRI. In this paper the instrument dependence for the IOT retrieval of COCS 
is investigated using the three SEVIRI instruments aboard the operational Meteosat Second Genera-
tion (MSG) satellites as a first step towards the analysis of the cirrus life cycle. From a combination 
of qualitative and quantitative analysis using COCS IOT together with SEVIRI false color RGB 
composites and IOT derived from CALIOP L2 data it is concluded that COCS has a clear instru-
ment dependence and tends to overestimate the amount of thin ice clouds (IOT≲0.30) in the tropics 
when applied to SEVIRI-2/3. COCS seems to be more accurate using SEVIRI-1 data and thus it is 
further concluded that SEVIRI-1 should be prioritized for natural and contrail cirrus analysis in the 
tropics unless this feature is alleviated with a re-training of COCS. 
1 INTRODUCTION 
The “Cirrus Optical properties derived from CALIOP and SEVIRI during day and night” (COCS, 
Kox et al, 2014) algorithm is a neural network that has been trained with coincident measurements 
by SEVIRI-1/2 and CALIOP. The SEVIRI instruments (Schmetz et al, 2002) operate in geostation-
ary orbits with 7 thermal and 3 solar channels together with one mixed solar/thermal channel. Since 
2004 the instruments have been launched aboard MSG four times (October 2015). CALIOP was 
launched in 2006 and is a space-borne polarized LIDAR operating in a polar orbit with a vertical 
resolution of up to 30m (Winker et al, 2009).  With COCS the main advantages of the two instru-
ments have been combined i.e. the high temporal resolution and spatial coverage of SEVIRI and the 
high vertical resolution of CALIOP. COCS takes seven SEVIRI brightness temperatures and 
brightness temperature differences together with latitude, viewing zenith angle and a land-sea mask 
as input and provides the IOT and the ice cloud top altitude as output. Since COCS is independent 
of solar channels and thus solar radiation it can operate during both day and night. To maintain suf-
ficiently high ice cloud detection efficiency together with a low false alarm rate, COCS IOT values 
lower than 0.1 are considered too inaccurate and are set to zero (Kox et al, 2014). 
As a first step towards a cirrus life cycle analysis using COCS in combination with other algo-
rithms, the instrument dependence of the COCS IOT is presented in this paper. As explained above, 
COCS is trained with data from SEVIRI-1/2, but even though SEVIRI-1/2/3 have the same design 
and specifications they cannot be identical and COCS can therefore not be assumed to work identi-
cally when applied to data from the three respective instruments. 
This paper is divided into four sections. Following the introduction, the COCS instrument de-
pendence analysis and the conclusions are presented in section 2 and 3 respectively. Finally an out-
look for the next steps towards the cirrus life cycle analysis is presented in section 4.  
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2 THE INSTRUMENT DEPENDENCE OF COCS 
2.1 Qualitative comparison between COCS IOT and SEVIRI false color RGB composites 
As a first step the COCS IOT for three MSG SEVIRI scenes were analyzed (2006-05-01, 2010-05-
01 and 2015-05-01 at 13:00 UTC), representing the currently operational SEVIRI-1, SEVIRI-2 and 
SEVIRI-3 instruments respectively. For a qualitative analysis of the COCS ice cloud detection effi-
ciency and false alarm rate the IOT for the three SEVIRI scenes were compared to corresponding 
false color RGB composites derived using the SEVIRI channels 1, 2 and 9 (0.6, 0.8 and 10.8μm). 
The COCS IOT for the three SEVIRI scenes together with the corresponding false color RGB com-
posites can be seen in Fig. 1. From the false color RGBs one gets a good 2D overview of the atmos-
phere and clouds can easily be separated from clear skies. Furthermore, colder ice clouds can be 
distinguished from the warmer water clouds, as they appear as white or bluish while the warmer 
water clouds appear as yellowish. Since the three scenes are from three different years we cannot 
make a quantitative comparison of the COCS IOT for the three SEVIRI instruments, but we can see 
that for all three instruments COCS succeeds in identifying the evident ice clouds in the respective 
RGBs. The frontal systems in the mid-latitudes and the convective clouds along the inter-tropical 
convergence zone are successfully captured by COCS as well as the cloud free regions at the sub-
sidence zones around the horse latitudes. 
For the SEVIRI-2/3 scenes COCS retrieves significantly more thin ice clouds (Fig. 1 center and 
bottom right) compared to the SEVIRI-1 scene (Fig. 1 top right), especially in the tropics. The IOT-
RGB comparison apparently reinforces this impression, that the amount of thin ice clouds in the 
tropics is overestimated by COCS when applied to the SEVIRI-2/3 data. However it is unclear 
whether/when thin ice clouds with optical thicknesses in the range 0.0-0.3 should be visible in a 
false color composite. 
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Figure 1: SEVIRI false color RGB composites (left column) and ice optical thickness retrieved by COCS 
(right column) using SEVIRI-1 (top), SEVIRI-2 (center) and SEVIRI-3 (bottom). Ice clouds are recognized 
as white or bluish in the false color composites, whereas liquid water clouds are recognized as yellowish. 
The black rectangle in the bottom right figure shows the region studied in more detail in section 2.2 
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2.2 Quantitative comparison between COCS and CALIOP IOT  
To acquire more information on whether COCS in fact overestimates the amount of thin ice clouds 
in the tropics using the more recent SEVIRI-2/3 instruments, a more quantitative point-by-point 
comparison between the COCS IOT and IOT derived from the CALIOP L2 cloud layer data on a 
5km horizontal grid (CAL_LID_L2_05kmCLay-Prov-V3-30) was made. CALIOP IOT from 10°S 
to 10°N (12.3°E to 8.5°E) was extracted and matched spatially and temporally to the COCS IOT 
from the SEVIRI-3 scene (at 2015-05-01 13:00 UTC). The result can be seen in Fig. 2. 
Figure 2: Left: point-by-point comparison between COCS and CALIOP IOT along the CALIOP track in the 
tropics (from 10°S to 10°N). Right: The CALIOP track on top of the COCS IOT for the region of compari-
son. Latitudes from 10°S to 10°N  are marked with red crosses on the CALIOP track with a 5 degree interval 
for an easier comparison with the left figure. 
From the Fig. 2 it is clear that COCS has high detection efficiency and the respective peaks in the 
COCS and CALIOP IOT are spatially very well aligned. However, the issue discussed in section 
2.1 remains, namely that COCS has a high false alarm rate in the tropics. Where CALIOP detects 
IOT values less than 0.1 (i.e. no ice cloud according to COCS due to its lower detection threshold at 
0.1), COCS generally obtains IOT values ranging from 0.1 to 0.3, resulting in a high false alarm 
rate of COCS. This pattern can clearly be seen at latitudes< -4°N, -3.5°N<latitudes<-0.5°N and 
3°N<latitudes<5.5°N. 
3 CONCLUSION 
The instrument dependence of the neural network based algorithm COCS is investigated using data 
from SEVIRI-1/2/3. A qualitative comparison between the IOT derived by COCS and correspond-
ing SEVIRI false color RGB composites was made together with a more quantitative comparison 
between the COCS IOT and IOT derived from CALIOP L2 cloud layer data. It is concluded that 
COCS has a clear instrument dependence and tends to overestimate the amount of thin ice clouds 
(IOT≲0.30) in the tropical regions when it is applied to data from SEVIRI-2/3 compared to 
SEVIRI-1 data. Unless this feature is alleviated with a re-training of COCS it is recommended to 
prioritize SEVIRI-1 data for natural and contrail cirrus analysis in the tropics using COCS.  
It is also concluded that for the training of a neural network like COCS it would be favorable to 
separate data from the respective SEVIRI instruments and possibly also regions with large climato-
logical differences like the tropics and the mid-latitudes. 
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4 OUTLOOK 
The next steps towards the analysis of the cirrus life cycle are (1) to further analyze the performance 
of COCS for the three SEVIRI instruments for a better and more complete understanding of the re-
sults presented in this paper. (2) To perform a validation and characterization of COCS using simu-
lated SEVIRI brightness temperatures or CALIOP data to understand how COCS performs for dif-
ferent vertical cloud structures; e.g. one layer ice cloud, multiple vertically separated layers of ice 
clouds, ice clouds above liquid water clouds etc. (3) To develop a sophisticated cirrus tracking algo-
rithm that can work in synergy with COCS and other algorithms in order to monitor the temporal 
evolution of optical, macro- and microphysical properties of ice clouds. 
With respect to (2) above, Fig. 3 shows a comparison between measured and simulated SEVIRI 
brightness temperatures at 9.7μm (left) and temperature differences between 6.2 and 7.3μm (right). 
The simulated data have been calculated with the radiative transfer model libRadtran (Mayer and 
Kylling, 2005) using meteorological data from ECMWF (European Centre for Medium-Range 
Weather Forecasts) together with spectral surface emissivities from the Moderate Resolution Imag-
ing Spectroradiometer (MODIS) (Seemann et al, 2008). With a generally high correlation between 
measured and simulated brightness temperatures and temperature differences the simulated data 
constitutes a potentially good data set for the validation and characterization of COCS. For tempera-
ture differences (between 6.2 and 7.3μm) greater than approximately -15℃  the correlation is re-
duced and this feature should be investigated before a validation and characterization of COCS us-
ing the simulated data set is made. 
Figure 3: Simulated SEVIRI-2 brightness temperatures (BT9.7μm) and temperature differences (BT6.2μm-
BT7.3μm) versus the corresponding measured SEVIRI-2 brightness temperatures and temperature differences.  
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ABSTRACT: As an aircraft travels thought the atmosphere it emits greenhouse gases, primarily 
CO2 and NOx. Both of these gases affect the radiative forcing of the climate, albeit over different 
timescales. In the attempt to mitigate aviation emissions, studies have shown that the trade-off in 
reducing either CO2 or NOx emissions, by modifying aircraft engines, results in an increase in the 
other species. Modelling CO2 emissions is simple, the relationship between emission and atmos-
pheric concentration is linear, however the NOx – O3 system in the atmosphere is not linear and 
therefore more complex to model. This study used the MOZART 3 chemistry transport model 
(CTM) to ascertain that on the scale at which aviation takes place, the NOx – O3 relationship is suf-
ficiently linear to allow the use of a simple climate model (SCM) in the study of both short- and 
long-term climate forcers over the longer term (>100 years). A scaling method can also be applied 
during model runs to increase the accuracy of SCM results. 
1 INTRODUCTION 
Aviation impacts the atmosphere on a global scale and its effects on the climate are still somewhat 
uncertain. International aviation is currently not included in the Kyoto protocol, and as a result is al-
so not included in international emissions reductions policies (Owen et al., 2010). The main emis-
sions resulting from aviation activity are carbon dioxide (CO2) and nitrogen oxides (NOx) (Lee et 
al., 2010), CO2 is not particularly reactive; it simply accumulates in the atmosphere and acts as a 
greenhouse gas, once emitted it becomes well mixed and independent from its source. NOx on the 
other hand is particularly reactive and promotes the formation of ozone and destruction of methane 
in the upper troposphere lower stratosphere region of the atmosphere – where aircraft fly. Measures 
can be put in place to reduce the amount of CO2 emitted from an aircraft engine; more complete 
combustion can be accomplished by increasing the engine pressure ratio, which reduces fuel flow 
and therefore, CO2 emissions. However, increasing the engine pressure ratio results in higher com-
bustion temperatures, more dissociation of nitrogen and therefore higher NOx emissions. Changing 
the configuration of the combustor to reduce NOx emissions results in more unburnt hydrocarbons 
and thus, increased CO2 emissions (Antoine & Kroo, 2004). Unfortunately, the trade-off of reduc-
ing either CO2 or NOx results in an increase in the other. The ultimate aim of this work is to deter-
mine the trade-offs between a reduction of short-lived climate-forcers (SLCFs) such as aircraft NOx 
emissions at the expense of CO2 emissions, over the long term (>100 years), and therefore examine 
whether controlling aviation NOx emissions could help mitigate global climate change.  
1.1 Background atmosphere  
The background atmospheric concentrations of reactive chemical species such as NOx are heavily 
influenced by changes in surface emissions. This is particularly relevant when modelling aviation as 
the magnitudes of the chemical perturbations depend strongly on the background atmosphere into 
which they are emitted. Of particular interest for this study is the response of ozone (O3) formation 
from aviation NOx emissions. Emissions from the surface determine the state of the background at-
mosphere – a change in surface emissions changes the concentrations of ozone precursors and 
therefore the oxidising capacity of the atmosphere (Fry et al., 2012). Thus, the relationship between 
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aviation NOx emissions and O3 production is affected by changes in surface emissions of O3 precur-
sors. Unger et al., (2013) note that studies of future effects of aviation emissions fail to account for 
changing background conditions, this study attempts to contribute to that understanding. 
2 LONG TERM STUDIES AND THE LINCLIM SIMPLE CLIMATE MODEL (SCM) 
Figure 1 taken from Daniel et al., (2011) partially inspired this study. It shows that climate is affect-
ed differently over short and long time-scales and depends on the species emitted and the magnitude 
of emission. To model the climate over the long term, the use of a simple climate model (SCM) is 
necessary. Unlike a full global climate model, simple climate models run instantaneously and inex-
pensively. They are used to calculate global chemical concentrations and corresponding Radiative 
Forcing (RF) values for the next several hundred years, making them ideal for studies of long-term 
climate. The simplicity of SCMs such as LinClim, the SCM used in this study specifically designed 
to study aviation (Lim et al., 2006), relies on the linearity of the chemical reactions involved in 
aviation emissions. For CO2 the calculation is linear, as for every kg of fuel burnt by an aircraft en-
gine, 3.16 kg CO2 is released. However, the atmospheric NOx – ozone reactions are not as simple, 
and non-linearity exists in the system. The purpose of this study is to test the bounds of non-
linearity within the NOx – O3 system with respect to aviation emissions, using a global CTM, 
MOZART 3, and therefore justify the use of LinClim SCM in studying the long term effects of avi-
ation. 
Figure 1: This graph is taken from Daniel et al., (2011) which investigates the approach of grouping emis-
sions in reductions policies. For the purpose of this study the graphs show that different greenhouse gases af-
fect the climate differently over the short and long term. In this case it shows that methane release warms the 
climate more in the short term, but over the longer term its effects decline while those of CO2 release contin-
ue and increase due to its cumulative nature in the atmosphere. 
The LinClim model was designed specifically to model aviation and therefore has a relatively sim-
ple representation of the carbon cycle. It relies on a single impulse response function (IRF), which 
is calibrated to a more sophisticated parent model, creating a parameterization. In general, a single 
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IRF is used to represent the carbon cycle in SCMs used to study aviation as it is assumed that the 
forcing from aviation CO2 is weak enough to allow the system to respond linearly. The single IRF 
in this case calculates changes in atmospheric CO2 based on specific emissions scenarios. We pro-
pose a series of modifications to LinClim to improve its accuracy, which are discussed later.  
3 METHODOLOGY FOR NOX CALCULATIONS AND THE MOZART 3 CTM 
In this study, MOZART 3 CTM will be used to generate ozone concentrations resulting from differ-
ent aviation scenarios that were emitted into different background atmospheres. The aviation sce-
narios come from the React4c project (http://www.react4c.eu/). In this study, the React4c base case, 
which represents aviation in 2006, was scaled up to create possible future aviation scenarios, which 
were then run on MOZART 3. There were two background atmospheres in the experiment each 
with different concentrations of surface NOx emissions. The values were taken from the RCP sce-
narios and were chosen to represent a possible future ‘clean’ (RCP3 2100; 20.76 Tg N/yr) and 
‘dirty’ (RCP8 2020; 44.75 Tg N/yr) atmospheric state, regarding NOx emissions. This experiment 
was essential as the formation of ozone from aviation NOx depends heavily on the state of the back-
ground atmosphere into which the NOx is emitted.  
4 RESULTS AND DISCUSSION  
Ozone forms more readily at flight altitudes than at ground level due to enhanced uv, and its for-
mation is linked, highly sensitively, to precursor emissions and ambient background concentrations 
at the time and location of formation. The relationship between background atmospheric NOx and 
ozone formation from aviation NOx is a complex one - in the troposphere NOx is involved in both 
the formation and destruction of ozone. The results confirm that as aviation NOx increases, so does 
ozone burden with a high degree of linearity, in both the RCP3 and RCP8 backgrounds. The rela-
tionship between ozone burden and the resulting RF is linear. It is acknowledged that the back-
ground NOx – O3 relationship is non-linear in the atmosphere, however on the scale at which avia-
tion emissions interact with the background the reaction appears highly linear for aviation emissions 
of up to 5 Tg N/yr (Figure 2).  
Figure 2: Aviation NOx emissions and the corresponding ozone burdens and radiative forcing in RCP3 and 
RCP8 backgrounds. As aviation NOx emissions increase so does ozone burden in a linear fashion. The result-
ing RF from ozone burden is show to be linear in both background atmospheres. 
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Other modelling studies have shown similar results; on the scale at which aviation emits NOx, its 
associated interactions with the background atmosphere and subsequent reactions respond linearly, 
in accordance with the NOx emission rate. As long as the background atmosphere remains reasona-
bly consistent, this is true on a global scale (Grewe et al., 1999; IPCC 1999; Sausen and Schumann, 
2000; Köhler et al., 2008; Khodayari et al., 2014). 
The importance of the state of the background atmosphere for ozone formation is evident in the 
results (Figure 2). The same aviation emissions have a greater effect, in this case lead to the produc-
tion of more O3, in a ‘cleaner’ RCP3 background emissions scenario. Reducing the background 
concentrations of NOx increases the ozone production efficiency per aviation-released NOx mole-
cule (Berntsen & Isaksen, 1999), and the low background NOx levels allow reactions in the aircraft 
plume to dominate, with saturation of ozone formation occurring only at much higher, unrealistic 
levels of aviation.  
The results for methane are somewhat similar (Figure 3). The relationship between aviation NOx 
emissions and methane lifetime reduction shows some degree of linearity, as aviation NOx emis-
sions increase, methane lifetime reduction also increases. The new steady state of methane was cal-
culated for each aviation NOx value according to Fuglestvedt et al., (1999), and shows a linear cor-
relation with the corresponding RF values. The lifetime of methane is reduced substantially more 
under the RCP3 surface NOx scenario than the RCP8 (Figure 3). Again, the ‘cleaner’ atmosphere of 
RCP3 allows reactions in the aviation plume to dominate locally. The higher OH concentrations of 
the RCP3 background enables greater ozone formation rates, this then results in a greater decrease 
in methane lifetime through the reaction: 
CH4 + OH → CH3 + H2O 
Figure 3: Aviation NOx emissions and the corresponding methane lifetime change, new steady state and radi-
ative forcing in RCP3 and RCP8 backgrounds. As aviation NOx emissions increase, methane lifetime is re-
duced showing a near linear negative correlation. The new steady state of methane, calculated from Fu-
glestvedt et al., (1999), resulting from aviation NOx emissions and the corresponding RF show a linear 
relationship. 
As methane is also an ozone precursor, it can be inferred that under the RCP3 background the re-
duction in ambient methane would eventually contribute to a greater decrease in ozone formation 
from aviation NOx than under the RCP8 background, and that this decrease would occur sooner. 
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5 CONCLUSIONS - LINCLIM MODIFICATIONS FOR FUTURE WORK 
The results indicate that on the scale that aviation takes place, the correlation between ozone burden 
and aviation NOx emissions shows a high degree of linearity and that the relationship between 
ozone burden and the resulting RF was completely linear, for aviation NOx values up to 5 Tg N/yr. 
Regarding methane, there is a negative correlation between aviation NOx emissions and methane 
lifetime and the relationship exhibits some degree of linearity. To account for the non-linearity in 
the results, particularly that of the NOx – methane relationship, further LinClim runs will include a 
scaling factor for the NOx runs, a series of short runs will be scaled linearly and then combined to 
make a long-term result. 
Another purpose of this work was to determine the extent of modifications necessary to improve 
the accuracy of LinClim. The first relates to the carbon-cycle. The single IRF currently used in 
LinClim means that when projecting CO2 concentrations into the future, the projected concentration 
is still independent from any change in the background. The current version of LinClim is therefore 
unsuitable for projecting future atmospheric CO2 concentration changes resulting from aviation, as 
the systems that govern background atmospheric CO2, the biosphere and the oceans, are inherently 
non-linear (Khodayari et al., 2013). To account for this several modifications to LinClim are pro-
posed, including an update to its carbon cycle and the re-tuning of LinClim to C4MIP results. 
This project will go on to investigate the trade-offs between CO2 and NOx, using Radiative Forc-
ing (RF), Global Warming Potential (GWP) and Global Temperature change Potential (GTP) met-
rics. With the proposed modifications, LinClim will be used to extend the modelled effects of avia-
tion CO2 and NOx far into the future (over 100 years), in order to ascertain whether reducing one 
species (NOx) at the expense of another (CO2) will improve or worsen the projected climatic effects 
associated with aviation. 
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ABSTRACT: Market strategies have greatly incentivised the use of diesel engines for land trans-
portation. These engines are responsible for a large fraction of black carbon (BC) emissions in the 
extra-tropical northern hemisphere with significant effects on both air quality and global climate. A 
sensitivity study is made with the University of L’Aquila climate-chemistry-aerosol model (ULAQ-
CCM) by eliminating on-road diesel emissions of BC (which represent approximately 50% of BC 
emissions from land transportation). According to the model and using year 2000 emission scenari-
os, these emissions coupled to large scale atmospheric transport would imply an average tropopause 
direct radiative forcing (RF) of 53 mWm-2 over the Arctic region, with a peak of 160 mWm-2 during 
Arctic springtime months. The calculated Arctic BC optical thickness due to on-road diesel emis-
sions is on average 0.54×10-3 at λ=0.55 µm (i.e., 16.5% of the total BC optical thickness over the 
Arctic), with a peak of 0.96×10-3 during springtime. The same model has been used to compare this 
direct RF with that produced by BC emissions from global aviation. According to the model and us-
ing 2006 aviation emission inventories (from the EC project REACT4C), the calculated annually-
averaged BC optical thickness change over the Arctic region is 6.5×10-6 at λ=0.55 µm, with a trop-
opause RF=1.6 mWm-2. The tropopause RF ratio between on-road diesel and aircraft BC (33) is 
much smaller than the mass loading ratio (73), due to the different vertical distribution of BC parti-
cles. This produces a much higher radiative efficiency for aircraft BC, approximately 2.3 times 
larger with respect to on-road diesel BC (i.e., 2700 .vs. 1200 W/g). The corresponding ratio of sur-
face RFs, on the other hand, is approximately one order of magnitude larger with respect to the ratio 
of tropopause RFs, reflecting the fact that approximately only half of the aircraft BC mass loading 
resides below the mean Arctic tropopause.  
1 INTRODUCTION 
Motor vehicles used for land transportation (automobiles, trains, freight traffic, agriculture) contrib-
ute in a significant way to emissions of atmospheric pollutants that are relevant for global climate 
and/or local air quality, namely, CO2, CH4, NMHC, CO, NOx (and O3 as a photo-chemically pro-
duced secondary species), SO2 and PM (i.e., aerosol particles, mainly carbonaceous and sulphate) 
(Uherek et al., 2010). Quantifying the climate impact of these species in terms of radiative forcing 
(RF) is a well assessed exercise only for well-mixed long-lived species (CO2 and CH4), whereas it 
is a much more complex problem (often with uncertain results) for greenhouse gases with shorter 
lifetimes that may have large spatial gradients (e.g., O3) and for aerosols that may have highly vari-
able sizes, compositions and spatial distributions (IPCC, 2013). 
Among anthropogenic emissions, diesel engines used for land transportation are the most im-
portant BC source. Diesel engines are very common in developing countries, East Asia, Eastern Eu-
rope and also in Western Europe and the US, where market strategies and policy decisions have en-
couraged these engines compared to gasoline engines, being more fuel-efficient and thus emitting 
less CO2/km.  Despite their higher fuel-efficiency diesel engines release more particles, including 
BC (Twigg, 2007). These engines account for approximately one-third of the global anthropogenic 
emissions of BC and approximately 17% of the total (Bond et al., 2004). The relative weight of BC 
diesel emissions may be substantially larger on a regional basis, mainly in western industrialised 
countries. In the US, for example,  diesel engines represent almost 27%  of the total BC emissions 
                                                 
* Corresponding author: Giovanni Pitari, Department of Physical and Chemical Sciences, Università degli Studi 
dell’Aquila, Via Vetoio, 67100 L’Aquila, Italy.  Email: gianni.pitari@aquila.infn.it 
PITARI and DI GENOVA: Arctic black carbon from on-road diesel and aircraft emissions 171 
 
(EPA, 2012). Because  of the large  warming effect per unit mass of BC emitted,  the reduction of 
diesel engines  is a good candidate to mitigate climate forcing (Kopp and Mauzeralla, 2010).  
One important aspect of the potential emission reduction of pollutants in northern hemisphere 
source regions is that these short-lived species may be effectively transported over large spatial 
scales with significant impact on remote regions. BC transport from NH mid-latitudes over the Arc-
tic region is an important example of this source-receptor problem (Koch and Hansen, 2005). Alt-
hough the Arctic climate has a complex meteorological system, its major features could be summa-
rised as follows: (a) formation of a strong polar vortex during winter with relatively stable 
stratification in the troposphere; (b) weakening of the polar vortex in late winter and spring months, 
allowing greater exchange of low level with upper level air, due to breaking of the vertical stability. 
Upper level air, in turn, is more efficiently affected by transport from the mid-latitudes due to more 
intense zonal and southerly winds. BC particles transported to the Arctic polar latitudes and depos-
ited over snow and ice on the surface (Jiao et al., 2014) may have important consequences on the 
polar surface albedo and on local and global climate forcing.  
The main purpose of the present study is to compare the radiative impact of Arctic black carbon 
from land transportation and aircraft emissions. Aviation BC is largely located in the UTLS with 
freshly emitted particles of approximately 0.02 µm radius. For a complete discussion of the adopted 
aircraft emission we refer to Pitari et al. (2015b), as well as for a full description of the University 
of L’Aquila climate-chemistry coupled model (ULAQ-CCM) adopted in this study. Other model 
details are given in Pitari et al. (2014), whereas a complete discussion on the adopted BC size dis-
tribution and optical parameters for the radiative calculations is made in Pitari et al. (2015a). An ef-
fective radius of 0.14 µm has been selected as input to the Mie scattering code (0.05 µm of which 
due to coating thickness) (Schwarz et al., 2010). The BC complex refraction index is taken from 
Bond et al. (2013). A single scattering albedo of 0.45 is calculated at λ=0.55 µm, with a refraction 
index of 1.95 – 0.79i at the same wavelength.  
2 BC EMISSIONS AND NUMERICAL EXPERIMENTS SETUP 
According to WMO (2011), open biomass burning dominates BC emissions on a global scale 
(41%), with the largest contribution from the tropics. Total land transportation accounts for 19% of 
the total and 37% of the anthropogenic fraction; diesel on-road transportation emissions account for 
10% of the total and 19% of the anthropogenic fraction. Fig. 1 is adapted from Bond et al. (2004) 
and shows the on-road diesel percent fraction of total land transportation BC emissions on a region-
al basis and on-road diesel and total BC emissions in absolute units. The relative contribution of BC 
emissions from on-road diesel is close to 50% of the total land transport BC emissions in western 
industrialised countries. The relative contribution of on-road diesel to total BC emissions ranges 
from 2% in China to 29% in Europe and 48% in the Middle East.  
Figure 1. Left panel (a): on-road diesel percent fraction of total land transport BC emissions (regional). Right 
panel (b): on-road diesel and total BC emissions (Gg/yr) (regional). Adapted from Bond et al. (2004).  
 
This study is organised through a baseline experiment (‘base’) with anthropogenic fossil fuel emis-
sions of BC, OC and SO2 from year 2000 scenarios and with (climatological) biomass burning 
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sources and a perturbed experiment (‘pert’) where on-road diesel emissions of BC particles are re-
moved from the total land transportation sources, using the regional fractions of Fig. 1a. These frac-
tions represent a contribution of 27% and 29% of total BC emissions over North America and Eu-
rope, respectively, and 14% and 17% over India and East Asia, respectively, excluding China (2%), 
where BC emissions from on-road diesel are relatively low compared to domestic fire or other non-
transportation burning sources (Pitari et  al., 2015a). A separate sensitivity experiment is made for 
BC aircraft emissions, using year 2006 emissions provided in the European project consortium EC-
REACT4C (Pitari et al., 2015b). 
3 RESULTS AND DISCUSSION 
The model calculated global BC burden is 0.27 Tg C with an average lifetime of 7.2 d; BC global 
removal is approximately 65% by wet deposition and 35% by dry deposition (77% and 23%, re-
spectively, over the Arctic region, 65N-90N), consistently with global budgets reported in Koch and 
Hansen (2005). Global AeroCom statistics reported in Textor et al. (2006) give a mean value of 
79% for BC wet deposition among 16 models, with a 10% standard deviation.  
According to the model, Europe and Russia together (including both industrial sources and bio-
mass burning) provide the major input to the Arctic BC optical thickness. These sources, along with 
those from Southeast Asia, also provide substantial input to the Western Arctic BC and over the At-
lantic, through coupling of the subarctic westerlies and northward eddy mass fluxes in the atmos-
pheric layers above the surface. The contribution of aircraft emitted BC is negligible in terms of to-
tal optical depth (< 1%) but larger in the Arctic upper troposphere and lower stratosphere (UTLS): 
here the ULAQ model calculates an aircraft contribution of 4.5% on annual basis, using the base 
case emission scenario adopted from the EC-REACT4C project (Pitari et al., 2015b), with an aver-
age soot emission index of 0.013 g/kg-fuel at cruise altitudes. Although the UTLS direct effect of 
BC aircraft emissions is small, their potential climate impact could be significant through indirect 
formation of “soot-cirrus” particles, when ice super-saturation conditions are found and ice particle 
formation may occur via heterogeneous freezing (Hendricks et al., 2005). 
Figure 2. Scatter plot of calculated versus observed monthly mean BC mass concentration values (ng/m3) at 
three selected Arctic stations (see legend). Thin (or dashed) lines highlight a factor of 2 deviations. 
 
The BC vertical profile predicted in the ULAQ model over the Arctic region has been compared 
with available aircraft observations (Schwarz et al., 2010) and is in the uncertainty bar of the meas-
urements at all heights. The model behavior results to be greatly improved respect to previous cal-
culations (Koch et al., 2010), mostly due to a better representation of wet deposition. Fig. 2 shows a 
comparison of  the modelled BC with climatological data collected over three Arctic stations (deca-
dal averages) (Quinn et al, 2011; Sharma et al., 2013). The modelled seasonal changes of BC con-
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centration  appear to be quite similar to the findings from the ACCMIP model inter-comparison 
(Lee et al., 2013). For the three considered measurement sites (Barrow, Alert and Ny-Alesund), 
northern Eurasia has been identified as the major source region, especially in winter/spring. The 
ULAQ model is consistent at all three stations, except for a significant overestimation at Barrow 
during springtime months and some overestimation of the summer minimum at all stations. As dis-
cussed in the Quinn et al. (2011) report, the models' ability to reproduce observed measurements 
can be heavily impaired by the treatment of BC microphysical properties and removal rates.  
Model-calculated changes in the Arctic averaged optical thickness due to the cancellation of on-
road diesel sources closely follow the same seasonal cycle of the baseline reference optical depth, 
with a rather flat relative decrease during the year (16.5% ± 2%). This is indirect evidence that the 
greatest amount of BC loading over the Arctic is transported from NH mid-latitude sources and may 
therefore be significantly affected by changes in anthropogenic fossil fuel burning, both in terms of 
decadal trends and potential regulating measures of these emissions. A decrease in the relative 
change in BC optical thickness is calculated during summer months (13% in July-August versus 
18% in March-April) and results primarily from the impact of biomass burning sources in Russia 
during these months (Breider et al., 2014).  
Figure 3. Vertical profiles of mass mixing ratio (dashed line, ng/kg) and extinction at λ=0.55 µm (solid line, 
10-5 km-1) of Arctic BC, from aircraft emissions (left panel) and from on-road diesel emissions (mid panel) 
(annual averages). The rightmost panel shows the calculated normalized RF (W/g). The dotted line is for the 
mean Arctic tropopause height (NCEP value). 
 
A comparison of the vertical distribution of BC over the Arctic from on-road diesel and aircraft 
emissions is presented in Fig. 3, in terms of mass mixing ratio and extinction at λ=0.55µm (annual 
averages). The rightmost panel shows the calculated normalized RF. A summary of the ULAQ 
model calculation is presented in Table 1, including tropopause and surface RF on the Arctic re-
gion. The mass loading from aircraft emissions is approximately two order of magnitudes smaller 
with respect to on-road diesel ones, but the vertical distribution is completely different, with avia-
tion BC in the Arctic region being located for approximately half of the total loading above the 
tropopause.  This produces a much higher radiative efficiency, as visible in Table 1 (approximately 
a factor of 2.3 larger). The vertical efficiency profile for BC aerosols mainly depends on the loca-
tion of the absorbing layer with respect to the cloud coverage. Since the cloud albedo is higher than 
the underlying surface, BC absorbs more from the reflected radiation. The opposite occurs for scat-
tering aerosols, since the enhancement of the reflected radiation by the cloud coverage results in 
more downward scattering, thus reducing the forcing efficiency. Aerosols within or below clouds 
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receive less solar radiation, so their efficiency is reduced in any case. To a minor extent, vertical ef-
ficiency is also affected by Rayleigh scattering, water vapor and other aerosols. In addition, the be-
havior of BC aerosols in the stratosphere is to produce a negative RF at the tropopause for the solar 
shortwave radiation, that is however counteracted by local warming due to positive heating rates 
with associated positive longwave forcing from the stratospheric temperature adjustment. The large 
difference of surface RF between aircraft and on-road diesel BC is due to the much larger amount 
of tropospheric BC in the latter case, thus producing stronger radiation absorption and heating of the 
surface. 
Table 1. Summary of Arctic BC tropopause direct RF (mW/m2) (annual averages). The last column shows net RF val-
ues at the surface. 
 
BC Emission 
Mass bur-
den 
 [µg/m2] 
Mass  
fraction 
[%] 
RF-SW 
[mWm-2] 
RF-LWadj 
[mWm-2] 
RF-NET 
[mWm-2] 
NRF 
[W/g] 
Surface 
RF-NET 
[mWm-2] 
Aircraft 
total 0.59 - 0.52 1.07 1.59 2700 5.3 
Aircraft 
troposphere 0.32 54 0.80 0.0 0.80 2500 5.9 
Aircraft 
stratosphere 0.27 46 -0.28 1.07 0.79 2900 -0.6 
On-road diesel 
total 43 - 46 7.3 53 1200 1187 
On-road diesel 
troposphere 40 94 47.0 0.0 47 1200 1190 
On-road diesel 
stratosphere 2.8 6 -1.5 7.3 5.8 1500 -3.0 
4 CONCLUSIONS 
The present study makes use of a climate-chemistry model with an interactive aerosol module to 
explore the sensitivity of the radiative balance in the Arctic region to BC aerosols from on-road die-
sel and aircraft emissions. The Arctic BC mass loading from aircraft emissions is approximately 
two order of magnitudes smaller with respect to on-road diesel ones, but the vertical distribution is 
completely different, with aviation BC being located for approximately half of the total loading 
above the tropopause.  This produces a much higher radiative efficiency, approximately a factor of 
2.3 larger. The ratio of surface RFs between on-road diesel and aircraft BC, on the other hand, is 
approximately one order of magnitude larger with respect to the ratio of tropopause RFs, reflecting 
the fact that approximately only half of the aircraft BC mass loading resides below the mean Arctic 
tropopause.  
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ABSTRACT: Aircraft emit species that directly impact climate such as carbon dioxide (CO2), and 
to estimate these impacts, it is necessary for us to know the aviation emissions trends.  However, 
aviation emissions are highly dependent on demand for air travels, and this can be greatly influ-
enced by factors such as economic development, emerging markets, fuel price and availability, and 
other global issues such as civil unrests, military conflicts and disease outbreaks; making it difficult 
to produce reliable long-term forecasts.  In this preliminary study, we compared several widely used 
emissions scenarios (aviation and total anthropogenic) that were forecasted back in the 1990s for 
the present day, with observed data.  We found that earlier forecasts of aviation CO2 emissions 
compared well to reported levels of aviation emissions derived from kerosene fuel sale data.  It was 
not possible to perform a similar comparison for aviation CO2 concentrations, but there was good 
agreement between the background CO2 concentrations and the global average observation data.  
We also estimated the radiative forcing (RF) of these scenarios using a simple climate model and 
found that by 2050, aviation RF was projected to be between 0.04 to 0.12 W/m2. This implies that 
aviation’s contribution to background RF could increase from 1.5% at present day to about 3.5% by 
2050.  The results from this preliminary work shows that up to 2012, aviation is within the medium 
to high growth range of various forecasts and that it is likely to grow at a faster rate post-2030 com-
pared with background emissions.  Further work is necessary in this area, which could be used to 
inform policy makers on whether mitigation efforts are likely to meet the targets set out back in the 
1990s or whether more stringent legislations/policies are required to achieve them. 
1 INTRODUCTION 
Aircraft emit a variety of species that directly impact climate such as carbon dioxide (CO2), water 
vapour, nitrogen oxides (NOx) and aerosols, or indirectly by inducing cloud formation (contrails, 
contrail-cirrus, soot-cirrus).  It is necessary for us to know aviation emissions trends in order to es-
timate the potential climate impacts from aviation.  For example, the IPCC Special Report on Avia-
tion (IPCC, 1999) provided forecasts from base year 1992 to ‘future’ years 2015 and 2050.  We are 
now at a point in time where we can begin to compare these ‘forecasts’ against reported traffic ac-
tivities and see how good these estimates actually are.  In this paper, we present the results of a pre-
liminary study where we collated existing aviation and total anthropogenic emissions scenarios, as-
sessed the accuracy of earlier forecasts to reported levels of aviation emissions and determined their 
likely growth trajectory.  We then use these emission scenarios and estimate their CO2 impacts on 
radiative forcing (RF) using a simple climate model. 
2 AVIATION FUEL BURN DATA 
Over the years, there have been several widely used emissions scenarios that provided an outlook of 
future aviation emissions and their contribution to total anthropogenic emissions (IPCC, 1999; Ow-
en et al., 2010; Lee et al., 2013).  Aviation emissions are highly dependent on demands and these in 
turn can be easily influenced by factors such as ticket prices or disease outbreak (e.g. SARS), mak-
ing it difficult to make reliable long-term forecasts.  A selected sample of global civil, military and 
total fuel burn data for various aviation scenarios are presented in Table 1. 
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Table 1: A selected sample of global civil, military and total fuel burn data. 
The results from Table 1 show that the aviation fuel forecasts were conducted by different organiza-
tions (e.g. NASA, ANCAT, CAEP) or to fulfill the requirements of specific research project (e.g. 
QUANTIFY, CONSAVE).  This may lead to different inventory assumptions that could influence 
any subsequent impact assessment results that have used these inventories (Skowron et al., 2013). 
3 CO2 EMISSIONS DATA 
In order to compare CO2 emissions data from the scenarios discussed in Section 1 with those de-
rived from fuel (kerosene) sales data from the International Energy Agency (IEA) (IEA, 2014); we 
used a fuel to CO2 emissions index of 3.15 kg CO2 per kg fuel. The individual year CO2 emissions 
were then linearly interpolated between available data years, so that they can be used in a simple 
climate model.  It can be seen from Figure 1 that the IEA derived CO2 data were within the range of 
aviation emission forecasts made in the 1990s (e.g. NASA). 
Figure 1: Aviation and background CO2 emissions from various forecasts and the IEA fuel sales data. The 
upper and lower range scenarios are denoted in brackets. 
Figure 1 also shows the comparison between aviation emission trends and background (all anthro-
pogenic) CO2 emissions used in previous IPCC assessment reports; Second Assessment Report 
(IS92) (IPCC, 1996), Third and Fourth Assessment Reports (SRES) (IPCC, 2001 and IPCC, 2007 
respectively) and Fifth Assessment Report (RCP) (IPCC, 2013).  Some aviation CO2 emissions 
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have a projected growth rate exceeding 3% (post-2030) compared to a background annual growth 
rate of no more than 2.5%. 
4 CO2 CONCENTRATION DATA 
The simple climate model, LinClim, (Lim et al., 2007) used historical CO2 emissions (some were 
derived from IEA fuel data) to calculate aviation CO2 concentrations up to 2050.  These aviation re-
sults are presented alongside background concentrations in Figure 2. 
Figure 2: Aviation and background CO2 concentrations from various forecasts and the observed background 
CO2 concentrations. The upper and lower range scenarios are denoted in brackets. 
Figure 2 clearly shows that the projected background concentrations developed in the 1990s com-
pared well with observations.  The aviation CO2 contributions to background concentrations are al-
so projected to increase, reaching a high of 4.5% increase per year, while the background an in-
crease of less than 1.5%. 
5 CO2 RADIATIVE FORCING 
Aviation emissions depicted in Figure 1 were matched with the relevant background scenarios (for 
example, QUANTIFY emissions with SRES background) and the resulting RF from LinClim simu-
lations are presented in Figure 3. 
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Figure 3: Aviation and background CO2 RFs from various forecasts.  The upper and lower range scenarios 
are denoted in brackets. 
It can be seen from Figure 3 that the range of forecasts for aviation CO2 RF at 2050 is 0.037 to 
0.124 W/m2.  Therefore, according to these forecasts, aviation’s contribution to background RF in-
crease from just over 1.5% at present day to about 3.5% by 2050. 
6 SUMMARY 
The results from this preliminary study show that based on current trends, aviation emissions are 
still within the medium to high growth range of the various forecasts up to 2012.  In addition, these 
results show that aviation is likely to grow at a faster rate in the future (post-2030), compared with 
background sources. 
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ABSTRACT: The project ‘REACT4C’ explored the feasibility of operational measures such as 
flight altitude and route changes to reduce the climate impact from aviation. Simplified mitigation 
studies were conducted as part of the project to quantify the environmental benefit of simplified Air 
Traffic Management (ATM) measures and these results were used to formulate general principles of 
environmentally optimized flight on particular timescales and for specific climate effects. The emis-
sions model, FAST, was used to estimate the global emissions from civil aviation for the year 2006 
and two mitigation scenarios, where the cruise altitudes were shifted higher and lower by one flight 
level or 2,000 ft. It was found that the fuel increased by 1.3% when flying lower and decreased by 
0.8% when flying higher. The changes in the atmospheric chemical composition caused by aviation 
NOx emissions such as ozone (short- and long-lived), methane and stratospheric water vapour, were 
identified and quantified by five Chemical Transport Models (CTMs). These resulted in a mean net 
global radiative forcing (RF) increase of 1.6 mW/m2 for the ‘flying higher’ case and a decrease of 2 
mW/m2 for the ‘flying lower’ case.  Similarly, the direct global RF impacts from aerosols and the 
indirect impacts on cloudiness (soot-cirrus and contrails-cirrus) were also found to be beneficial to 
climate for the flying lower case, decreasing the RF by 0.2 mW/m2 for soot-cirrus and 5 mW/m2 for 
contrail-cirrus. The biggest contributor to aviation RF on a short-term horizon was the impacts on 
cloudiness (contrails-cirrus and soot-cirrus). The individual short-term impacts were also compared 
with the longer-term CO2 impacts using other metrics such as Global Warming Potential (GWP) 
and Global Temperature Potential (GTP). It was found that the case for cruising at ‘lower’ altitudes 
produced less non-CO2 effects. However, these mitigation scenarios were idealized and were ulti-
mately used to formulate general principles of climate-optimized flight. The implementation of such 
simplified measures may not be feasible due to ATM operational restrictions. 
1 INTRODUCTION 
‘REACT4C’ (Reducing Emissions from Aviation by Changing Trajectories for the benefit of Cli-
mate) was an European Commission Seventh Framework Programme project that set out to explore 
the feasibility of adopting flight altitudes and routes that may lead to reduced fuel consumption and 
emissions, and therefore, lessen the environmental impact from aircraft. Another objective was to 
estimate the overall global effect of such Air Traffic Management (ATM) measures in terms of cli-
mate change. In order to achieve this, a set of simplified mitigation studies were devised to quantify 
the environmental benefit of simplified ATM measures and to use these results to formulate general 
principles for environmentally optimized flight for defined timescales and climate effects.  
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2 AIRCRAFT EMISSIONS 
The global aircraft emissions model, FAST (Owen et al., 2010), was used to generate a set of emis-
sions inventories for use in other process-based models. These consisted of the 2006 base case and 
two mitigation scenarios where the cruise altitudes were shifted higher and lower by one flight lev-
el, i.e. 2,000 ft.  The resulting emissions are shown in Table 1. 
Table 1: Global aircraft emissions for 2006 (base case) and the mitigation scenarios 
Scenario   Distance  
(billion km) 
Fuel 
(Tg)  
CO2  
(Tg) 
NOx  
(Tg NO2) 
BC  
(Tg) 
Base case 38.86 178.3 563.4 2.338 0.00407 
Lower 38.86 180.7 571.0 2.339 0.00432 
Higher  38.86 176.8 558.7 2.358 0.00388 
 
A 1.3% increase in fuel was observed for the flying lower case when compared with the base case. 
Conversely, a 0.8% decrease was seen for the flying higher case. In general, fuel efficiency increas-
es with higher altitude, although other factors such as aircraft weight may influence an aircraft’s op-
timal altitude. 
3 IMPACTS FROM NOX EMISSIONS 
Three global 3D Chemical Transport Models (CTMs) (Oslo-CTM2, Oslo-CTM3, MOZART-3) and 
two Climate-Chemistry Model (CCMs) running in CTM mode (ULAQ-CTM, EMAC-QCTM) were 
used to identify and quantify the mitigation possibilities from changes in chemical composition, 
which are caused by aviation NOx emissions.  The results from this multi-model assessment are ful-
ly described in Søvde et al., 2014 and the main results are summarised in Table 2. 
Table 2: Mean from the five participating CTMs for changes in global RF in mW/m2 from aviation NOx 
Scenario Short-lived O3 CH4 Long-lived O3 Stratospheric H2O Net NOx 
Base case 19.5 -8.7 -4.3 -1.3 5.2 
Lower 17.9 -8.9 -4.5 -1.3 3.2 
Higher 21.0 -8.6 -4.3 -1.3 6.8 
 
The results show that the net radiative forcing (RF) NOx effects from the flying lower case were 
smaller than the flying higher case.  It can be concluded from these results, which took into account 
both the short- and long-lived O3 effects, and the indirect CH4 and CH4-induced stratospheric H2O 
effects, that shifting cruise altitudes lower is better for atmospheric chemical composition and the 
effect is largely dominated by short-lived O3.  It should be noted that these results do not account 
for the effect of aerosols on chemical composition. 
4 DIRECT AND INDIRECT IMPACTS FROM AEROSOLS 
The ULAQ-CTM was also used to identify and quantify mitigation possibilities due to the direct 
impact of aerosols (soot and sulphate) and indirectly through cirrus-changes that may be triggered 
by aircraft aerosols (soot-cirrus).  The model setup and base case results are fully described in Pitari 
et al., 2015 and the results from the mitigation scenarios are summarised in Table 3. 
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Figure 1: Radiative forcing (RF) for direct (a) sulphate and (b) soot; and (c) soot-cirrus from aviation aero-
sols in 2006 
The RF from the direct and indirect effects of aviation aerosols for base case 2006 are depicted in 
Figures 1 (a) to (c), which resulted in a global net RF from aerosols of 2.2 mW/m2.  It was found 
that in contrast to net NOx effects, the impact from aerosols produced a RF increase when flying 
lower (9% from the net increase over base case taking into account SO4, soot and soot-cirrus com-
ponents, Table 3) and a decrease when flying higher (18%).  There are still large uncertainties in the 
estimation of soot-cirrus, despite the results being consistent with other study (Gettelman and Chen, 
2013). 
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5 IMPACTS FROM CIRRUS CHANGES (CONTRAILS-CIRRUS) 
The ECHAM4-CCMod (Burkhardt and Kärcher, 2011) was used to identify and quantify the miti-
gation possibilities from cirrus-changes (contrail-cirrus) that are caused by spreading contrails.  
Figure 2 (a) illustrates the spatial distribution of contrail-cirrus RF for base case 2006 and Figures 2 
(b) and (c) the difference between the base case RF and the flying higher and lower cases respec-
tively.  It can be seen from these maps that the effects from the mitigation options are highly re-
gional, with the largest RF decrease observed over the US and South-East Asia, when the cruise al-
titudes were shifted downwards. 
Figure 2: Radiative forcing (RF) for contrail-cirrus in 2006 (a) base case (b) difference between fly higher 
and base cases and (c) difference between fly lower and base cases 
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Not accounting for the change in natural cloudiness due to contrail-cirrus, the global RF from con-
trails-cirrus for 2006 was 45 mW/m2, with an increase of 3 mW/m2 when flying higher and decrease 
of 5 mW/m2 when flying lower (Table 3).  Therefore, globally, on a short-term horizon, it would be 
beneficial for climate for aircraft to cruise at a lower altitude. 
6 SUMMARY 
The short-term (non-CO2) RF impacts from simplified flight pattern are summarised in Table 3. 
Contrail-cirrus was found to be the largest non-CO2 effect, at least 4 times larger than the other non-
CO2 effects combined. 
Table 3: Global RF in mW/m2 from the short-term (non-CO2) impacts 
Scenario Net NOx H2O SO4 Soot Soot-cirrus Contrail-cirrus Total non-CO2 
Base case 5.2 1.5 -3.5 0.8 4.9 45 53.9 
Lower 3.2 1.1 -3.1 0.8 4.7 40 46.7 
Higher 6.8 2.0 -3.9 0.8 4.9 48 58.6 
 
These short-term impacts were also compared with the longer-term CO2 impacts using other metrics 
such as GWP and GTP.  In general, it was found that contrail-cirrus was the most important RF 
component on a short-term horizon and CO2 over the longer-term. 
The case for cruising at ‘lower’ altitudes was found to produce less non-CO2 effects, largely due 
to contrails (consequently, contrail-cirrus) that are less likely to form at lower altitudes.  However, it 
should be noted that these mitigation scenarios were idealized and devised to formulate general 
principles of climate-optimized flight. In reality, the implementation of such simplified measures 
may not be feasible due to ATM restrictions. 
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ABSTRACT: The European Project REACT4C, coordinated by the DLR-Institute of Atmospheric 
Physics, investigated the potential of alternative flight routing concepts for reducing the climate im-
pact of aviation, and accomplished a feasibility study for the North Atlantic. Such climate-
optimized flight routing is performed by taking into account prevailing synoptic weather pattern. 
For winter five distinct patterns were identified, hence accordingly five emission inventories were 
generated for the NAFC region. Here we present and experiment design and assessment study with 
a set of chemistry-transport-models in order to evaluate atmospheric and climate impact of nitrogen 
oxide emissions from optimized routings for a specific winter season. Specifically, two study peri-
ods are selected, first, winter 2004/2005 and, second, winter 2006/2007. On a daily basis prevailing 
weather patterns are analysed as defined in five distinct patterns and the corresponding optimized 
traffic inventory is integrated in the time series of aviation emissions. Simulations are performed by 
a set of chemistry-transport models which are OSLO CTM2/3, ULAQ-CTM, EMAC QCTM and 
MOZART-3, producing a multi-model estimate.  Each model simulated two numerical simulations, 
a reference using economically optimized inventories and, a scenario using climate-optimized in-
ventories. The comparison of atmospheric concentrations between both simulations determines the 
impact of climate-optimal routing. Results present changes in atmospheric concentrations of reac-
tive species, focusing in particular on nitrogen oxides and ozone, of these weather-dependent cli-
mate-optimized inventories. Impact of aviation on atmospheric nitrogen oxide and ozone associated 
with NOx emissions from climate-optimized trajectories, show an identical pattern with reduced 
changes in higher altitudes (FL 390) and increased changes in lower altitudes (FL 230) compared to 
conventionally planned trajectories. 
1 INTRODUCTION  
The EU FP7 project REACT4C explored the feasibility of operational measures to adopt alternative 
trajectories such as changes in flight altitude and routes that may lead to reduced climate impact 
from aviation.  When assessing climate impact from aviation emissions it is important to recognize 
that beside CO2 also non-CO2 impacts have to be considered. Here we consider impact of NOx 
emissions which shows a strong variation of atmospheric impact with geographic location but also 
altitude of emission. In order to quantify mitigation gain thru climate-optimization in such a feasi-
bility study, it is required to estimate atmospheric impact of emissions from an alternative routing 
mitigation-scenario and compare its impact to a conventionally planned inventory, which is eco-
nomical optimized. Comparing atmospheric impact of both alternative scenarios, determines the 
impact of mitigation strategy. Several studies used a similar approach to show effects of NOx emis-
sions from mitigation concepts on tropospheric ozone (e.g. Søvde et al., 2014), with some putting 
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particular emphasis on the spatial and temporal variation of aviation related impacts (Stevenson and 
Derwent, 2009; Köhler et al., 2013; Skowron et al., 2015).  
In this paper we estimate mitigation gain by climate optimization of aircraft trajectories for a 
traffic sample between Europe and the USA in the North Atlantic flight corridor, when flying one 
season (three months in winter) on climate-optimized trajectories. First, we present nitrogen oxide 
emission inventories for climate-optimal trajectories compared to economically-optimal trajectories. 
Aircraft emission inventories were generated as part of the REACT4C feasibility study on climate-
optimized flight planning. Second, we show results from atmospheric modelling in chemistry-
transport models and compare atmospheric impacts of emissions for both optimizations. Here, we 
present changes in atmospheric concentrations of key species due to nitrogen oxide emissions from 
climate-optimized trajectories calculated with a set of chemistry-transport models. 
2 EMISSIONS OF CLIMATE-OPTIMIZED AIR TRAFFIC BETWEEN EUROPE AND USA 
Emission inventories used in this atmospheric modelling study are generated by a bottom-up ap-
proach as part of a feasibility study on climate-optimized routing. A reference inventory is produced 
which corresponds to conventionally planned air traffic between Europe and the USA. An emission 
scenario represents emissions from weather-dependent climate-optimized air traffic for a traffic 
sample between Europe and USA in the North Atlantic Flight Corridor.  
Aircraft trajectories were optimized for a traffic sample between Europe and USA in the North 
Atlantic flight corridor (NAFC) with an expanded flight planning tool as developed within the pro-
ject REACT4C under two optimization criteria: one minimizing climate impact and another one de-
riving economically-optimized trajectories. These emission inventories were generated as part of a 
feasibility study which relies on a modelling chain for climate-optimization of aircraft trajectories 
(Grewe et al., 2014).  Each distinct inventory results from a traffic sample of trans-Atlantic air traf-
fic with a total of about 700 flights. Trajectory of each individual flight in this traffic sample is op-
timized under both optimisation criteria, minimal economic costs and minimal climate impact. 
Emissions from individual trajectory optimizations are then added up to an overall inventory: one 
being climate-optimized, the other one economically optimized.  
Results for overall optimization for specific daily case studies are provided in Grewe et al. 
(2014) and Matthes et al. (2016). Expanded flight planning tool allows optimization under both op-
timization criteria - economic and climate – as it has an additional interface to meteorological data 
on climate impact, which makes available during trajectory planning additional, spatially and tem-
porarily resolved, meteorological information on climate impact of emitted components. This inter-
face to climate impact information is established via so-called climate cost functions which provide 
a quantitative measure of how much an emitted component released at a specific position, altitude 
and time has an impact on radiative balance in the atmosphere and hence climate. Eventually, this 
allows calculating trajectories for a traffic sample with minimal economic costs but also with mini-
mal climate impact, in order to generate two distinct emissions inventories.  
As optimal routes depend on prevailing meteorology (synoptic situation), optimization is per-
formed under distinct meteorological conditions (wind, climate cost functions) and two distinct op-
timization criteria. Specifically in winter, a set of five archetypical weather situations is considered 
for economically and environmentally optimal trajectories, respectively. Concept of selecting typi-
cal synoptic weather patterns in the North Atlantic follows Irvine et al. (2012) by distinguishing me-
teorological situations with the help of the North Atlantic Oscillation (NAO) and Artic Oscillation 
(AO) atmospheric index, and more details are provided in Matthes et al. (2016). Climate cost func-
tions were derived for a typical member of each weather pattern, and traffic sample was then opti-
mized for that specific weather pattern by using associated wind fields and climate cost functions. 
As a result we receive for winter a set of five weather-dependent climate-optimized scenarios, dis-
tinguished by respective weather pattern from 1 to 5 (W1, W2, W3, W4, W5).  
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3 CHEMISTRY-CLIMATE MODEL SIMULATIONS TO QUANTIFY ATMOSPHERIC 
IMPACT 
Atmospheric impact of two distinct weather-dependent emission inventories, one being climate-
optimized and the other one economically-optimized, is calculated by integrating them individually 
in chemistry-climate models by respecting corresponding prevailing pattern and by analysing 
changes in chemical key species. 
In order to evaluate climate impact of optimized routings for a specific winter season an experi-
ment design was developed, which relies on two separate simulations. One simulation was per-
formed with emissions from conventionally-optimized air traffic (econ) and a second simulation 
was per-formed with emissions from climate-optimized routing (clim). The difference found in at-
mospheric concentrations of key species, namely nitrogen oxide and ozone, gives the impact of cli-
mate-optimization of aircraft trajectories.  
For the case study presented in this paper an episode in winter 2003/2004 was selected, where 
prevailing meteorological situation is dominated by winter weather pattern W1. During a period of 
11 subsequent days and a second period of 6 days W1 is prevailing. For the atmospheric simulation 
of the selected episode, a time series of weather pattern inventories is generated, which change on a 
daily basis, considering individual prevailing weather pattern on that specific day.  Each model per-
formed two numerical simulations, one using economically optimized inventories and another one 
using climate-optimized inventories. The temporal distribution of respective weather patterns dur-
ing study period determines the time series of individual optimized daily emission inventories. 
The comparison of atmospheric concentrations between two distinct simulations – one with cli-
mate-optimized inventories, the other one with economically optimized inventories determines the 
impact of climate-optimal routing. Results are shown as changes in atmospheric concentrations of 
reactive species, focusing in particular on nitrogen oxides and ozone of these weather-dependent 
climate-optimized inventories. 
4 AVIATION EMISSION INVENTORIES: CLIMATE-OPTIMIZED ROUTING FOR NORTH 
ATLANTIC TRAFFIC SAMPLE 
Emission inventories from climate-optimized aircraft trajectories are compared with conventionally 
planned trajectories. In Figure 1 we show changes in NOx emissions vertically integrated over all 
flight levels for five distinct archetypical winter weather patterns, as they are used within the simu-
lation. Specifically, we show how nitrogen oxide emissions from climate-optimized aircraft trajec-
tories compare to economically-optimized trajectories. Such climate-optimized flight routing takes 
into account prevailing synoptic weather pattern.  
Figure 1: Differences in nitrogen oxide emission (NOx) between climate-optimal versus economical optimal 
case are shown in five distinct winter weather patterns (from left to right column): W1 strong jet, W2 tilted 
strong jet, W3 tilted weak jet, W4 confined strong jet, W5 confined weak jet as geographic distribution (up-
per row) and zonal average over 30°W-40°W (lower row). 
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Five distinct patterns for the North Atlantic flight corridor region were identified in winter; hence 
accordingly five emission inventories were generated. We present changes in spatial distribution of 
emission inventories when comparing climate-optimized routing with conventionally planned rout-
ing (Figure 1). In table 1 emission totals are listed for individual patterns, and compared to the eco-
nomically optimized trajectories. 
Table 1: Nitrogen oxide emissions [Gg NO2] for economically-optimized (econ) and climate-optimized (clim) trajecto-
ries for the North Atlantic Flight Corridor region (120°W-15°E, 15°N-80°N); absolute difference and relative difference 
between both inventories. 
 Econ Clim Abs. diff Rel.diff. 
W1      584,2 598,2 14,0 2,40% 
W2     585,1 594,6 9,5 1,63% 
W3    587,2 603,3 16,1 2,75% 
W4    585,7 581,6 -4,1 -0,70% 
W5      586,0 588,2 2,2 0,38% 
5 ATMOSPHERIC IMPACTS OF AVIATION NOX EMISSIONS WHEN FLYING CLIMATE-
OPTIMIZED TRAJECTORIES  
We focus on the study period winter 2004/2005 and we present changes in atmospheric mixing rati-
os associated with one season (three months) of air traffic with weather-dependent climate-
optimized aircraft trajectories compared to conventionally planned trajectories. 
Comparing impact of nitrogen emissions from climate optimized aircraft trajectories with impact 
of conventionally planned trajectories shows that reduced contributions to atmospheric volume mix-
ing ratios of NOx occur at higher altitudes, while increased contributions appear at lower levels. De-
creased atmospheric nitrogen oxide concentrations are found at higher levels north of 30°N around 
FL 230, with a vertical and geographical mean values (400hPa – 300 hPa, 35°N - 45°N) being up to 
15 pmol/mol lower, and a mean decrease of 2 pmol/mol (Figure 2). Calculated impact of one winter 
season climate-optimized air traffic aviation (changed emissions from December to March) shows 
peak values in March and tends to disappear in June, with again a slight reduced impact in July, be-
fore further diminishing in August. Increased nitrogen oxide volume mixing ratios are found in   
Figure 2: Zonal mean changes in ozone concentration (upper panel) and nitrogen oxides (lower panel) as cal-
culated by atmospheric models in March (after end of perturbation), and temporal evolution of perturbation 
in FL240 and  FL 340 averaged over longitude and region of latitude and altitude. Region 390: 40°N-45°N, 
400-300 hPa (around FL390, blue), region 230: 41°N-46°N, 300-200 hPa (around , red). 
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lower levels at around FL230, with a vertical and regional mean increase of 2 pmol/mol. 
Aviation impact on atmospheric volume mixing ratios of ozone shows a similar pattern with an 
in-creased ratio in lower levels and a decrease in higher levels. For ozone an increase in volume 
mixing ratios of up to 250 pmol/mol can be found, with a regional mean increase of 50 pmol/mol. 
Maximum changes are found in March, at the end of the changed emissions period, but changes, al-
so from opposite sign are found from July to October of the same year. However, regional differing 
values nearly completely equal out and vertical and geographical mean values accordingly tend to 
zero.  
6 DISCUSSION 
Changes in atmospheric volume mixing ratios associated with climate-optimized trajectories, show 
for nitrogen oxide and ozone a similar pattern with lower values in higher altitudes (FL 390) and in-
creased values in lower altitudes (FL 230) compared to conventionally planned trajectories. This is 
consistent with changes in vertical distribution of direct NOx emissions due to climate optimization. 
Under all five weather patterns the emission distributions shows that more trajectories in lower alti-
tudes are preferred and higher flight levels are sometimes avoided. 
Comparing changes in latitudinal distribution of individual emission inventories under different 
prevailing patterns reveals that only in weather pattern W1 higher emissions in central part (around 
50-55°N) of NAFC occur, while under W3 two distinct latitudes of increased emissions are found: 
45°N and 60°N. In W4 increased emissions occur in the southern part of the flight corridor at 
around 45°N, and a bit weaker at 55°N. These changes in emission inventories are consistent with 
shifts of air traffic flows presented in Grewe et al. (2014) und Matthes et al. (2016).  
Consistently with changing vertical distribution of aviation emissions for climate-optimized tra-
jectories, changes in nitrogen oxide and ozone show a decreased contribution at higher altitudes, 
and an increased contribution at lower altitudes. Hence shifting aviation induced ozone to lower al-
titudes reduces the radiative and climate impact. Analysis shows that perturbation signal of nitrogen 
oxide and ozone is maximal in March, however, temporal evolution of changes in ozone shows that 
ozone signal remains perturbed until 7 months after the end of the changing emissions period (sce-
nario), which corresponds to October.  
One has to note, that analysing changes in atmospheric volume mixing ratios is crucial for esti-
mating environmental benefit of a mitigation strategy. However, for a full climate impact assess-
ment a subsequent calculation of changes in radiative transfer is required which is currently miss-
ing. The intention of this study is furthermore, to present another element for a comprehensive 
evaluation concept to assess mitigation concepts and their overall climate impact. 
7 SUMMARY AND CONCLUDING REMARKS 
This study presents a modelling study to calculate impact of weather-dependent climate-optimized 
routing which considers prevailing synoptic situation. It assesses the potential for improvements of 
inefficiencies in the air transport system, with regards to climate impact due to non-conventional 
flight trajectories in a realistic atmosphere, while focusing on non-CO2 impact via nitrogen oxide 
emissions. Improved knowledge on the space and time dependence of the impact of aircraft emis-
sions on climate allows formulating specific recommendations on flight planning, aircraft and en-
gine design for future green aircraft.  
We present here a model estimate for atmospheric impact of a mitigation strategy for aviation 
climate impact which is flying flexible, specifically, weather-dependent climate-optimized trajecto-
ries.  Close cooperation between experts from different fields of expertise is required to assess envi-
ronmental benefit of climate-optimized flight planning. Such collaborative work has the potential to 
support implementation of alternative routing strategies, in particular climate-optimized aircraft tra-
jectories, within joint technology initiatives, e.g. within SESAR JU. 
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ABSTRACT: This article describes the thematic and organizational approach of the DLR Transport 
Program’s research project “Transport and the Environment” (Verkehrsentwicklung und Umwelt, 
VEU). It illuminates the research approach, which employs scenario techniques to achieve a com-
mon understanding and a framework for the project. Establishing a platform for scientific exchange, 
VEU clearly facilitates the interdisciplinary integration of research on mobility within the DLR and 
its partner institutes.  A set of transport scenarios for Germany and Europe (time horizon 2040), 
which are presented in greater detail in this article, is used in this respect and aims to provide an-
swers for pressing societal questions. 
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1 INTRODUCTION 
Ensuring mobility while also protecting people, resources and the environment is one of the greatest 
challenges facing us. The DLR Transport Program’s research project "Transport and the Environ-
ment" (Verkehrsentwicklung und Umwelt, VEU) has been created to investigate the transport and 
environmental functional chain . The project integrates fundamental research on new and innovative 
mobility technologies and concepts with socio-economic analyses of behavior, acceptance and use 
of these options. It continues its analysis by developing models for future mobility trends and their 
impacts on people and the environment. The overarching goal of the VEU project is to analyze the 
effects of possible future transport systems  with a focus on mobility developments, noise, air quali-
ty, weather patterns and the global climate. Explorative scenarios for the year 2040 are developed 
and quantified using the VEU model landscape.  For this purpose, social developments, political 
measures and technical innovations are identified that act as catalysts for substantial changes in so-
ciety and its transport system. The VEU-scenarios generate a joint framework guiding the institu-
tional research and have profited from the interdisciplinary character of the project.  
2 PROJECT STRUCTURE 
In the VEU sectoral research on specific topics is combined with applied and joint research (Figure 
1), developing a set of interconnected models. The VEU project involves ten DLR institutes and 
two Helmholtz Centers (KIT and HZG) in a unique research network. The VEU project creates plat-
forms for scientific exchange and interdisciplinary research on mobility. It follows the interdiscipli-
nary approach by incorporating social sciences, mathematics, engineering, physics and atmospheric 
chemistry. Furthermore, it integrates medical research related to traffic noise as well as specific 
economic analyses. Empirical socio-economic research is linked with several models on different 
spatial scales. As well as focusing on passenger and freight transport demand in Germany in great 
detail, and for Europe in lesser detail, the project also covers global air transport. Furthermore, the 
results of the VEU project are embedded in global climate modeling. The interconnected VEU-
models provide a comprehensive and reactive instrument for transport analysis. The instruments to 
create the joint research platform within VEU are: regular interdisciplinary exchanges, identifying 
common understanding across disciplines and developing VEU scenarios for possible futures in 
mobility.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Relationship between sectoral research and joint research topics in VEU 
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3 THEMATIC ELEMENTS OF THE TRANSPORT AND THE ENVIRONMENT PROJECT 
3.1 Mobility behavior, transport generation and the modeling of future mobility systems 
Transport demand reduction and the shift to healthier and less fuel-consuming modes of transporta-
tion are ways to reduce traffic’s environmental impact. Re-urbanization and demographic change 
are a few of the trends in Germany demanding new concepts to ensure mobility and equal societal 
participation. The densification in metropolitan regions opens new mobility options (e.g. cost-
efficient public transport), but also poses continuing challenges including air quality and human 
health issues.  
The socio-economic dynamics of societies, people’s behavior and the role these play in the mo-
bility of the future are being comprehensively investigated in the VEU project. For example, issues 
of modal choice and traffic generation and the interrelationships between mobility and the built en-
vironment are likewise at the center of the empirical research. Furthermore, a particular focus lies 
on long-distance travel by road, rail and air.  
The DLR transport research institutes (Institute of Air Transport and Airport Research, Institute 
of Transportation Systems, Institute of Transport Research) analyze official statistics (e.g. the Na-
tional Travel Survey “Mobility in Germany”, MID) and conduct their own empirical studies on be-
havior and demand. In addition, the acceptance of new concepts and technologies is also examined, 
of car sharing, for instance, or the use of information and communication technology, e.g., for man-
agement of logistics processes or passenger information on public transport.  
The outcomes of the empirical research are integrated into transport demand models, which are 
developed in the VEU project. The models include discrete-choice and multi-agent approaches that 
can describe and forecast multifaceted transport processes. Depending on the spatial scale, specific 
models are deployed. The areas looked at are equally diverse, ranging from the mapping of national 
transport and energy systems, to small-scale, specific modeling of urban and rural areas. Results of 
the transport demand models feed into emission models and the chain of modeling for regional air 
quality and global climate effects. 
The economic effects of transport on employment and the certain economic sectors have already 
been studied in the project’s predecessors. This is now being expanded by analyzing the labor mar-
ket effects of new and innovative technologies. 
3.2 Technologies and energy systems of mobility 
Technological improvements to existing transport technologies and the development of new ones 
are key aspects in achieving a more environmentally sound transport system. In the areas of rail and 
road vehicles, there are several possibilities to reduce consumption and conserve resources through 
technological innovation such as new (and lighter) materials and downsizing, alternative powertrain 
concepts such as fuel cells and electric motors, and new fuels, such as liquefied natural gas or hy-
drogen from renewable wind power. New technologies such as lightweight construction or new 
propulsion and fuel systems can also contribute to greater sustainability in aircraft and their engines.  
Several institutes within the VEU project (DLR Institutes of Propulsion Technologies, of Vehicle 
Concepts and of Engineering Thermodynamics) are examining potential alternative technologies 
and energy systems. The markets for innovative vehicle technologies are systematically scanned, 
analyzed and evaluated. Production cost models are developed for essential vehicle components 
(e.g. for battery, fuel cell etc.) in order to assess the total cost of ownership of different powertrain 
concepts. Furthermore, life-cycle approaches are used to study the well-to-wheel as well as the pro-
duction emissions of different propulsion concepts. The agent-based market model developed in the 
project can then estimate what proportion of vehicles with alternative drive trains is realistic in fu-
ture vehicle fleets. Other models assess consumption and emission patterns of the commercial civil 
aviation.  
Furthermore, the positive impact of innovative transport systems depends on the way energy is 
generated – for instance, whether power for electric mobility is conventionally produced or by cli-
mate-friendly means. The incorporation of models for future energy systems is thus an integral 
component of VEU scenario analysis and its well-to-wheel assessment.  
SEUM et al.: The DLR Transport and the Environment Project–Building competency   … 195 
 
3.3 Transport noise and its effects 
Noise may harm people both physiologically and psychologically. In regions with high transport ac-
tivities, noise poses an important environmental factor and many people in those areas feel dis-
turbed by transport noise. Better understanding of where noise is created at vehicles, how it diffuses 
in space and how it affects people is one major task of the sectoral research within the VEU project. 
A cluster of three DLR institutes (DLR Institutes of Aerodynamics and Flow Technology, of 
Aerospace Medicine and of Atmospheric Physics) analyze transport noise with a flexible forecast-
ing procedure. In the VEU project, noise is measured across its whole range, from its generation 
and transmission to sound propagation and characteristics. Microphone array technique is used in 
this, combined with video recording when measuring with directional microphones. This allows the 
causes of noise to be better understood, e.g. what proportion of car noise comes from the engine, 
tires or road surface, or what role braking, tracks and curves play in train noise.  
The research findings are combined in models with further VEU transport development data. 
This enables precise assessments of future noise pollution. The noise research also incorporates fac-
tors such as demographic change, regional classifications and urban structural characteristics.  
The effects of noise on people, especially on sleep, are also empirically studied. While air and 
rail transport has been studied, the gaps in data on road transport are being filled with new field 
studies. In addition, potential noise-reduction measures are tested, both technical, e.g., silent brakes, 
new tires and asphalt surfaces etc., and behavioral, e.g., speed limits, economic instruments etc. 
3.4 Effects of transport developments on environment and society 
Transport is responsible for around 24% of greenhouse gas emissions in Europe . Alongside cli-
mate-damaging CO2, transport also releases many other substances which impact local air quality. 
Already today, thresholds for particulate matter and nitrogen oxides are over-exceeded near many 
European city streets. Transport emissions such as nitrogen oxides, carbon monoxide and hydrocar-
bons lead to an increase in ground-level ozone, which is harmful to the environment and to human 
health. Besides the climate effect of transport CO2, air emissions from transport also affect our 
weather and climate indirectly: soot and fine dust, for example, but also gases such as sulfur diox-
ide, nitrogen oxides and hydrocarbons can form atmospheric aerosol. These aerosol particles reflect 
and absorb solar radiation, and affect cloud formation (including contrails and contrail cirrus) and 
eventually weather and climate. Thus, it is crucial to study the emission effects due to changes in 
mobility patterns and the introduction of new concepts and technologies in order to provide society 
with solid knowledge for decision making. 
The DLR Institute of Atmospheric Physics together with the Karlsruhe Institute of Technology, 
Institute of for Meteorology and Climate Research and the Institute for Coastal Research at the 
Helmholtz-Center Geesthacht examine the complex interrelationships between transport and its en-
vironmental effects. In the VEU project, passenger and freight transport emissions, embedded in the 
emissions from other European and global sources, are quantified by using an emission inventory 
model for Europe and continuously improving it with original data. For example, transport demand 
results are integrated for more precise effects modeling. The impact of pollutants on air quality, 
climate and weather are subsequently analyzed with the aid of simulations via numerical models, 
supplemented by airborne atmospheric measurements. The emissions’ effects are both analyzed for 
the actual current status and forecast for potential future developments. The particular question here 
is how future mobility systems would affect the environment.  
4 SOLVING THE INTERDISCIPLINARY CHALLENGE OF THE RESEARCH PROJECT 
The VEU project uses scenario approach, which firstly brings together the sectoral research of the 
individual aspects. Further, it helps the project to achieve its goal of analyzing the effects of possi-
ble future transport systems, focusing on mobility, noise, air quality, weather patterns and the global 
climate Within the scenarios social developments and political measures are identified that act as 
catalysts for substantial changes in society and its transport system. The scenarios are exploratively 
developed for Germany within Europe in the year 2040. The scenarios are then quantified using the 
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VEU model landscape. In this way, the scenario research fosters the cohesion of the individual re-
search tasks.  
4.1 Creating a common understanding through transport system scenarios 
The aim to work in an interdisciplinary fashion, embracing the entire cause-and-effect chain from 
microscopic transport demand to global climate modeling is ambitious. Network meetings and a 
woven fabric of thematic clusters have been used in order to find a common language and to be able 
to process data throughout the various disciplines. Furthermore, all institutes have been engaged in 
creating the VEU scenarios, following principle recommendations by the German Environmental 
Agency (UBA 2011b). The multidisciplinarity of the project participants enabled the VEU scenari-
os to be created in-house by incorporating experts from engineering, mathematics, physics, plan-
ning, social sciences and many more. This approach ensures the recognition of topical research 
from the various disciplines. 
The project has used impact-uncertainty and cross-impact-analysis in developing consistent ex-
plorative VEU scenarios. The cross-impact-analysis belongs to the “probabilistic modified trends” 
scenario methodologies and combines quantitative and qualitative factors for scenario development. 
Qualitative factors are particularly appropriate for projects with a large scope and long time horizon 
such as VEU (Amer et al. 2012). We first collected relevant scenario parameters with a collective 
brainstorming in the STEEP categories (Society, Technology & Energy, Environment, Economy 
and Politics). Using an impact-uncertainty-analysis, the most critical and suitable parameters for 
scenario developments were identified. Parameters with a high impact and high uncertainty are 
those of particular interest (or critical scenario parameter, Wilson 1998) for scenario development. 
Additionally, some parameters of high impact and a degree of certainty (e.g. population) might be 
used for scenario development as well. In VEU, out of originally 240 parameters 13 have been fil-
tered as the most relevant ones using the impact-uncertainty-analysis.  
In a second step we conducted the cross-impact-analysis, using the Zirius open source software  
by the University of Stuttgart (Weimer-Jehle 2006). Starting with the depiction of possible devel-
opment paths for each scenario parameter, the cross-impact-analysis is an advancement of scenario 
consistency analysis. The cross-impact-analysis provides combinations that are internally con-
sistent, meaning that their interdependencies do not contradict each other. In our case, about 900 
scenario parameter combinations were theoretically possible. Applying the Zirius cross-impact-
analysis resulted in nine fully consistent scenario parameter combinations. Figure 2 illustrates the 
VEU scenario process. 
Figure 2: The VEU scenario process 
 
Of the nine fully consistent combinations, the project 
team chose three to be developed as VEU-scenarios. 
Besides a reference scenario in which already ob-
servable developments and trends are continued into 
the future, two differing scenarios were created based 
on specific societal paradigms. One VEU environ-
mental commitment scenario envisions a transport 
system in 2040 in a society that is thoroughly geared 
towards environmental protection. Measures aim to 
reduce the discharge of air emissions, climate-
relevant gases and noise. Resource- and energy-
efficient production and consumption are core ele-
ments of politics and social contracts. A contrasting 
VEU scenario pictures a transport system in 2040 
that is a result of a society under pressure, lacking 
clear impulses with regard to environmental efficien-
cy and protection. Society’s priorities are assumed to 
foster existing structures and support domestic indus-
try with its focus on the automotive sector and a cen-
tralized energy system.  
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The resulting pictures of the transport system in 2040 are subsequently complemented with con-
crete measures and trends as well as consistent framework conditions. The VEU scenarios are then 
analyzed using the VEU model landscape.  
4.2 Developing a research and modeling network 
Figure 3 maps the research areas and models used in the VEU project and how they are connected. 
The areas and models can be graded spatially (urban/local; national/European; global). They may 
also be grouped thematically (infrastructure/technology/economy; transport demand; emis-
sions/weather/climate). The mapping of these areas and models allowed us to determine the com-
munication path between them. Results from microscopic demand modeling, for example, inform 
the national demand modeling. Air and ground transportation join together in the long-distance 
transport model. Fleet and technology models are linked with the energy model and further contrib-
ute to the emission inventory model, which can analyze both local and European level emissions. 
Findings are processed with the atmospheric and climate models that integrate the influx of atmos-
pheric and emissions data from outside Europe with those generated internally for the German and 
European transport sector. 
Figure 3: The VEU landscape of models  
5 CONCLUSION 
The VEU project follows an interdisciplinary scientific approach. Within the VEU project, empiri-
cal analyses inform multiple models that are linked together in the VEU model landscape. Possible 
future developments are analyzed using a set of explorative transport scenarios for Germany and 
Europe in 2040. The VEU approach acknowledges the interdisciplinary nature of mobility and its 
environmental effects, providing a comprehensive and reactive instrument for transport analysis. 
The VEU research network combines institutional sectoral research under a joint thematic ap-
proach, analyzing the entire chain from transport generation to global climate effects. The thematic 
approach is presented in four topical areas: mobility behavior and demand modeling; technologies 
and energy developments; noise generation and effects; and the modeling of air quality, weather 
and the climate impacts of transport. New findings are constantly recognized to better analyze 
transport and its environmental effects. 
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The identification of the research areas and models together with linking them to a comprehen-
sive modeling instrument are major milestones achieved so far. Furthermore, the VEU scenario 
storylines have been established, setting the principle development path for 2040. In the coming 
months scenarios will be further defined by concrete measures and the models and their interfaces 
will be tested. We expect modeling results for the scenarios starting in mid-2017.  
With our research and our results we aim to strengthen the incorporation of transport in integrat-
ed environmental assessments and to open up new insights regarding possible future transport de-
velopments. Our results aim to inform supra-national, national and local decision makers so they 
can better evaluate policy decisions guiding transport developments. The project website may be 
accessed for further information at www.dlr.de/veu .  
Figure 4: QR-code VEU website 
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