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1第 1章
緒論
本論文は，
 ルベーグサンプリングのもとでのシステム同定法の提案
 ルベーグサンプリングのもとでの状態推定法の提案とその制御への応用
を目的とした研究成果をまとめたものである．
1.1 背景
近年，計算機の性能向上やクラウド技術の発展，センサの低コスト化などによりさまざまな
データを計測し，蓄積，伝送，監視することが容易になり，あらゆるモノがインターネットに
接続される IoT (Internet of Things)の時代へと向かっている．そのなかで，従来では扱うこ
とのなかったような，大量のデータ (big data)を扱うニーズが高まっている．ネットワーク
帯域やストレージ容量の増加に伴い，大量のデータを扱うための基盤は整備されてきている
が，データ取得の対象が多様化すると，すべてのデータを転送・保存することができない場合
も考えられる．そこで，必要なデータのみを扱うことのできる効率的なデータの活用手法が求
められている．
自然界に存在する信号の多くは，時間が連続量である連続時間信号である．しかし，信号の
計測や処理にはディジタル機器を用いることが多く，連続時間信号をそのまま扱うことは困難
である [1] ため，連続時間信号を離散時間信号に変換するサンプリングが行われる．
もっともよく用いられるサンプリングの方法は，等しい時間の間隔で信号値を収集すること
である．このときの時間間隔のことをサンプリング周期という．計測・制御の分野において，
この時間等間隔のサンプリングを仮定した研究が数多く行われてきた．特に，計測した入出力
データを用いてモデリングを行うシステム同定では，等間隔なサンプリング周期を仮定するこ
とが一般的である [2]{[4]．また，制御系の設計においても，等間隔サンプリングを仮定したサ
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ンプル値制御が広く用いられている [5]．
このような等間隔サンプリングを仮定すると，制御系設計や解析が容易である反面，用いる
データの数を制限したいときにサンプリング周期を長くする以外の方法を考えることができな
い．このことは，効率的なデータの活用を考えるときには不等間隔サンプリングを行う必要が
あることを意味している．
不等間隔サンプリングのなかで，イベント駆動のサンプリングを行うことが近年注目を集め
ている [6]{[9]．イベント駆動サンプリングは，あらかじめ決められたイベントが発生したとき
のみデータの取得を行う方法であり，「必要なデータのみを扱う」という考え方に基づいてい
る．このことから，もとの信号のもつ情報を大きく損なうことなく，データ取得の頻度を下げ
ることができると期待されている．
不等間隔なデータからシステム同定を行う方法として，出力誤差の最小化による離散時間
システム同定法が提案されている [10]．また，不等間隔なデータを欠損のある等間隔なデータ
とみなし，信号の復元を行ったうえでシステム同定を行う方法が提案されている [11]{[14]．さ
らに，連続時間システムを対象とした連続時間システム同定法を適用することにより不等間
隔サンプリングされたデータからシステムを同定することも研究されている [15], [16]．しかし，
データ数の削減と同定精度の向上，すなわちデータの効率的な活用といった観点からの検討は
ほとんど行われていない．また，データがイベント駆動で取得されていることを陽に扱うシス
テム同定法もほとんど研究されていない．
一方で，イベント駆動サンプリングのもとでの状態推定法が近年注目を集めている [17]．等
間隔サンプリングのもとでの状態推定法として広く用いられてきたカルマンフィルタ [18]{[21]
をイベント駆動サンプリングに対して修正して適用する方法が提案されている [22]．また，イ
ベント駆動でサンプリングされたデータであることを陽に活用した状態推定法が提案されてお
り，その有用性が確認されている [23]{[25]．
ここで，モデル出力が未知パラメータに関して線形になるようなシステムの同定問題は一種
の状態推定問題として解釈することができるが，一般のシステム同定問題を状態推定問題と解
釈すると，非線形の推定問題となり，問題が複雑化する．このことから，システム同定問題と
状態推定問題のそれぞれを別に考える必要があることに注意する．
1.2 本論文の位置づけと目的
本論文では，イベント駆動サンプリングのひとつであるルベーグサンプリングに注目する．
ルベーグサンプリングは信号があらかじめ決められた値になったときにサンプリングを行う方
法である．たとえば，1次の確率システムの制御に対して，ルベーグサンプリングの有用性が
確認されている [26], [27]．このことから，イベント駆動サンプリングのなかでもルベーグサン
プリングは有力な方法であることが期待される．
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システム同定におけるルベーグサンサンプリングの有用性はほとんど議論されていない．ま
た，システム同定と比較するとイベント駆動サンプリングのもとでの状態推定は盛んに研究が
行われている [17] が，ルベーグサンプリングに特化した議論は不十分であると考えられる．
そこで，本論文では，データがルベーグサンプリングされたことを陽に活用したシステム同
定法と状態推定法，制御系設計法を提案することを目的とする．特に，尤度関数を用いて推定
を行う立場をとることにより，ルベーグサンプリングされたデータを統一的に扱う． これに
より，自動制御のための一連の手続きをルベーグサンプリングのもとで行うことが可能にな
る．また，ルベーグサンプリングを用いた場合のデータ数とシステム同定精度・状態推定精度
の関係を明らかにし，従来よく用いられる時間等間隔なデータ取得を行った場合との比較を行
うことも本論文の目的である．
本論文では，実装や解析の観点から，定義通りのルベーグサンプリングではなく，近似した
ルベーグサンプリングによってデータを取得する立場をとる．近似的にルベーグサンプリング
された信号の統計的な性質に着目することにより，システム同定と状態推定におけるルベーグ
サンプリングされたデータの扱いに統一的な方法を与えることができる．
1.3 本論文の構成
本論文の構成を Fig. 1.1に示す．
第 2 章では，本論文のもとになる数学的な基礎知識について述べる．特に，統計的な推定の
基礎とそれに基づいたシステム同定法，状態推定法についてまとめる．
第 3 章では，ルベーグサンプリングのサンプル点間情報に対応する尤度関数を導出し，最尤
推定に基づいたシステム同定法を提案する．また，提案法を用いたときのシステム同定結果の
統計的な性質を明らかにする．数値例を通して提案法によるシステム同定精度を評価し，サン
プル点間情報を用いることの有用性を示す．また，提案法を用いると，時間に関して等間隔な
サンプリングを用いた場合に比べてデータ数が減少したときのシステム同定精度を高めること
ができることを示す．
第 4 章では，ルベーグサンプリングのもとでサンプル点間情報を活用した状態推定法を提
案する．ルベーグサンプリングのサンプル点間情報を用いると，尤度関数が正規分布でなくな
るため，従来の状態推定法を用いることはできない．そこで，非正規分布を扱える粒子フィル
タを用いて状態推定を行うことを提案する．サンプル点間情報の活用により状態推定精度が向
上することを数値例で示す．
第 5 章では，提案したシステム同定法と状態推定法の応用例として，二次電池への適用に
ついて述べる．本論文で提案したシステム同定法を用いて，二次電池の内部抵抗を特徴付ける
未知パラメータの推定を行う．また，提案した状態推定法を用いて二次電池の充電率を推定す
る．二次電池の電気自動車での利用を模擬した数値実験を行い，提案法の有用性を示す．
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Fig. 1.1: Overview of this thesis
第 6 章では，各章で得られた内容をまとめ，本研究の成果を述べる．
5第 2章
数学的な基礎
本論文では，最尤推定に基づいたシステム同定法と，ベイズ推定に基づいた状態推定法を提
案する．そこで本章では，最尤推定とベイズ推定について簡単に述べ，それらに基づいた従来
のシステム同定法や状態推定法を紹介する． さらに，本論文で対象とするサンプリング法で
あるルベーグサンプリングについて述べる．
2.1 統計的な推定の基礎
本節では，本論文で議論するシステム同定や状態推定のもとになる統計的な推定の基礎につ
いて述べる．システム同定法の多くは最尤推定法と呼ばれる方法によって理解することができ
る．一方，カルマンフィルタに代表される状態推定法はベイズ推定法と呼ばれる方法に基づい
ている．そこで，本節ではこれらの推定法について簡潔にまとめる．
2.1.1 最尤推定
パラメータ  2 Rn によって特徴付けられた確率あるいは確率密度関数 p (Y j ) にした
がってデータ Y = fy1; : : : ;yNgが得られたとする*1．このとき，データ Y を用いてパラメー
タ  を推定することを考える．
パラメータ  のもとで観測データ Y が得られる確率 p(Y j )を  の関数とみなしたとき，
L() := p (Y j )
を尤度関数という．データ Y が与えられたとき，尤度関数 L() を最大化する
^ML = arg max

L() (2.1)
*1 以後，誤解の生じない場合は確率と確率密度関数を区別せず，単に確率とよぶ
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を推定値とする方法を最尤推定法という．尤度関数 L() を最大化する  は尤度関数の対数
lnL()を最大化する  と等しいため，
^ML = arg min

[  lnL()] (2.2)
を用いる場合もある．特に，L()が指数関数を用いて定義されるときには (2.2)式を用いると
便利である．このとき，最尤推定法によって得られる推定値 ^ML を最尤推定値という．
注意 2.1 推定のルールを推定量 (estimator)，推定のルールに具体的な数値を代入したもの
を推定値 (estimate) と区別することもあるが [28]，本論文ではすべて推定値という言葉を用
いる．
最尤推定値の性質について考えるために，推定値のもつべき性質について述べる． をパ
ラメータの真値として，推定値 ^ のバイアスを
b(^;) = E
h
^
i
  
と定義する．b(^;) = 0であるとき，推定値 ^ は不偏推定値あるいは不偏性をもつという．
不偏性は推定値がもつべき第一の性質であるといえる．
推定値が不偏推定値であるとき，推定値のばらつきを表す推定誤差共分散行列
V (^;) = E

   ^

   ^
>
について，クラメール・ラオの不等式
V (^;)  I 1() (2.3)
が成り立つことが知られている [29]．ただし，I()は
I() = E

@
@
lnL()

@
@>
lnL()
   (2.4)
で定義されるフィッシャー情報行列である．(2.3)式 の等号を成立させる不偏推定値が存在す
るとき，その不偏推定値を有効推定値という．有効推定値は不偏性をもち，ばらつきが最小と
なる推定値であるため，望ましい推定値である．
つぎに，十分性とよばれる統計量の性質について述べる．データ Y に対して，ある統計量
T = T (Y)を与えたもとでの Y の条件付き確率分布がパラメータ  に依らないとき，統計量
T をパラメータ に対する十分統計量という．この直感的な理解は，十分統計量をデータの代
わりに用いても，パラメータ  の統計的推定に十分であるということである [30]．いいかえれ
ば，十分統計量がデータから得られる統計的推定に関する情報をすべて含んでいるといえる．
任意の不偏推定値に対して，十分統計量に基づく推定値でより分散の小さい不偏推定値が存
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在することが知られている [31]．そのため，推定値としては十分統計量の関数のみを考えれば
よい．
さらに，データ数 N ! 1の極限において推定値がもつべき性質を考える．推定値 ^ が真
値  に確率収束する，すなわち，任意の " > 0に対して j^   j  "となる確率が N !1
で 0 になるとき，その推定値を一致推定値という．また，一致推定値のなかで，N ! 1 でp
N

^   

が平均値 0の正規分布に分布収束するものを一致漸近正規推定値という．さら
に，一致漸近正規推定値のなかで分散が最小であるものを最良漸近正規推定値という．
ここまで，推定値のもつべき性質について述べた．最後に，最尤推定値の性質について述べ
る．有効推定値が存在するとき，最尤推定値は有効推定値に一致する唯一解をもつことが示さ
れている [28], [32]．ただし，一般に最尤推定値は不偏性をもつとは限らないため，最尤推定値
が必ずしも有効推定値とはならないことに注意する．また，十分統計量が存在するとき，最尤
推定値は十分統計量の関数となる．さらに，最尤推定値は適当な正則条件のもとで，共分散行
列がフィッシャー情報行列の逆行列 I 1()となる最良漸近正規推定値であることが知られ
ている．このように，最尤推定値は統計的に優れた性質をもつ推定値である．
注意 2.2 有効性や十分性はデータ数が少ないときの推定値の性質であり，一致性や漸近正規
性はデータ数が無限に多いときの推定値の性質である．最尤推定値は最良漸近正規推定値であ
るため，データが大量にあるときには最尤推定は優れた方法である．また，データが少ない場
合でも，有効推定値があるとすればそれは最尤推定値であるため，最尤推定を用いる合理性が
あると考えられる．
注意 2.3 (2.3)式の等式を成立させる推定値が存在するとは限らない．そのため，存在する推
定値の中で最小分散となる不偏推定値を有効推定値とよぶこともある [33] が，本論文中では，
(2.3)式 の等式を成立させる推定値を有効推定値とよぶ．
2.1.2 ベイズ推定
最尤推定の理論は頻度主義とよばれる伝統的な統計学のなかで発展したものである [34]．頻
度主義ではパラメータ は決定している定数であり，観測されるデータや，それに基づく推定
値が確率的にふるまうと考える．これに対して，ベイズ統計学では，パラメータ そのものが
確率的にふるまうと考える．そして，ベイズの定理に基づいて， に対する事前情報とデータ
Y を組み合わせて  を推定する方法がベイズ推定である．
事象 A，B に対して，
p(A j B) = p(A)p(B j A)
p(B)
=
p(A)p(B j A)P
A p(A)p(B j A)
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が成り立つことが知られており，これをベイズの定理という．ただし，p(A j B)は事象 B の
もとでの事象 Aの条件付き確率である．データ Y とパラメータ  に対してベイズの定理を用
いると，
p( j Y) = p()p(Y j )
p(Y) (2.5)
となる．このとき，p()を事前分布，p( j Y)を事後分布という．また，p(Y j )は尤度関数
である．(2.5)式右辺の分母 p(Y)はパラメータ  に依存しないため， の推定を行う場合，
p( j Y) / p()p(Y j ) (2.6)
と書かれることもある．これらの式により，データ Y が得られたもとでのパラメータ の「確
率」が得られることになる．(2.6)式は事前分布を尤度によって修正している，すなわち，事
前情報を観測データによって修正していると解釈することができる．
注意 2.4 頻度主義の立場ではパラメータ  は決定している定数であるため， の値に関する
確率 p() を考えることはできないが，ベイズ統計では p() を考えることができる．このと
き，事前分布 p()はパラメータ  に関してユーザのもつ事前情報を反映して設定される．
ベイズの定理によって得られた事後分布から，1 つの推定値 ^ を決定することを考える
[35], [36]．推定値に対する損失関数 l(; ^)を定めたとき，その損失の事後分布による期待値
R(^) =
Z
Rn
l(; ^)p( j Y)d (2.7)
をベイズリスクという．また，ベイズリスクを最小化する ^を推定値とすることをベイズ推定
という．たとえば，損失関数が
l(; ^) =
   ^2
= (   ^)>(   ^)
によって与えられている場合を考える．このとき，ベイズリスクは
R(^) =
Z
Rn
(   ^)>(   ^)p( j Y)d (2.8)
となる．このベイズリスクを最小化する推定値は最小分散推定値とよばれる．(2.8)式のベイ
ズリスクを最小化する ^ を求めるために，^ で偏微分して 0とおくと，
@
@^
R(^) =  2
Z
Rn
(   ^)>p( j Y)d = 0 (2.9)
第 2章 数学的な基礎 9
となる．したがって，(2.8)式のベイズリスクを最小化する ^ は，
^ =
Z
Rn
p( j Y)d (2.10)
となる．すなわち，最小分散推定値は事後分布の期待値である．
2.2 システム同定
本節では，本論文で提案するシステム同定法の基礎となる，最尤推定に基づくシステム同定
法について述べる．特に，連続時間システムのパラメータを推定する連続時間システム同定に
ついて説明する．
2.2.1 システム同定問題
本論文では，1 入力 1 出力 (Single-Input Single-Output: SISO) の安定な連続時間線形時
不変システム
y(t) = G(p;)u(t) (2.11)
を同定対象とする．ただし，u() 2 R はシステムへの入力，y() 2 R は雑音がないときの
システムの出力である．ここで，入力 u(t) はユーザが設定する既知の信号であり，PE 性
（persistently exciting, 持続的励振）が十分に高いことを仮定する．また，G(p;)は  2 Rn
によってパラメトライズされた微分演算子 p = ddt の有理関数であり， の真値を  2 Rn
とする．
注意 2.5 本論文では，微分演算子とラプラス演算子をそれぞれ p，sとし，初期状態が 0で
あるシステム G(p)に入力 u(t)を印加したときの応答を
G(p)u(t) := L 1 [G(s)]  u(t) =
Z t
0
g(t  )u()d (2.12)
と表す．ただし，L 1 [G] は Gの逆ラプラス変換，f(t)  g(t)は f(t)と g(t)のたたみ込み積
分である．
時刻 tk; k 2 f0; : : : ; Ngにおける出力信号が
yk := y
(tk) + wk (2.13)
と取得されているとする．ここで，wk は平均値 0，分散 2 の正規性白色雑音であると仮定す
る．また，N はサンプリングされたデータ数である．このとき，tk は等間隔に限定しないこ
とに注意する．本論文で考えるシステム同定問題は，すべての時刻における u(t)とサンプリ
ングされた出力信号の集合 Y = fyk j k 2 f0; : : : ; Ngg を用いて  を推定することである．
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2.2.2 最尤推定に基づく連続時間システム同定法
最尤推定に基づいて  を推定することを考える．雑音 wk が正規性白色雑音であることか
ら，出力信号の集合 Y が得られる条件付き確率は
p(Y j ) =
NY
k=1
p(yk j )
=
NY
k=1
N  yk; y^k(); 2 (2.14)
となる．ただし， 変数 x 2 Rnx が平均値  2 Rnx，共分散行列  2 Rnxnx の正規分布に
従うときの確率密度関数を
N (x;;) = 1
(
p
2)nx
p
det
exp

 1
2
(x  )> 1 (x  )

(2.15)
とした．特に，スカラ変数 xが平均値 ，分散 2 の正規分布に従うときには，
N (x; ; 2) = 1p
22
exp

  (x  )
2
22

(2.16)
である． また，
y^(t;) = G(p;)u(t)
として，
y^k() = y^(tk;) (2.17)
である．(2.14)式を用いて対数尤度関数を計算すると，
lnL() =   1
22
NX
k=0
(yk   y^k())2 + const: (2.18)
となる．結局，最尤推定に基づく連続時間システム同定法は，評価関数
V () =
1
2
NX
k=0
(yk   y^k())2 (2.19)
を最小化するパラメータ を見つけることになる．すなわち，出力誤差に関する最小二乗法に
帰着される．
一般に，(2.19)式の評価関数を最小化するパラメータ
^ML = arg min

V () (2.20)
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は解析的に解けないため，数値的な最適化を行う必要がある．(2.19)式の評価関数が誤差の二
乗和であることに着目すると，ガウス・ニュートン法やレーベンバーグ・マルカート法を用い
て最適化を行うことができる [37], [38]．また，一般の評価関数に用いることのできる勾配法で
ある BFGS (Broyden{Fletcher{Goldfarb{Shanno)アルゴリズム [39] などを用いることも可
能である．
これらの最適化の際，(2.19)式の評価関数の に関する勾配を用いると効率よく最適化問題
を解くことができる．そこで，評価関数 V ()のパラメータ  に関する勾配を計算すると，
@V ()
@
=  
NX
k=0
(yk   y^k())'k() (2.21)
となる．ただし，
@y^(t;)
@
=
@G(p;)
@
u(t) (2.22)
とおいて，
'k() =
@y^(tk;)
@
(2.23)
である．
注意 2.6 ガウス・ニュートン法を用いて (2.19)式を解く場合には，本節で述べたシステム同
定法は [40] で提案された連続時間システム同定法に一致する．
注意 2.7 本項では線形システムに対する最尤推定法について述べたが，観測される信号が
yk = y^(tk;
) + wk
と記述できる場合にはシステムが非線形であっても同様の推定法を用いることができる
[41], [42]．ただし，y^(tk;)はパラメータ  と入力 u(t)によって決まる確定的なモデル出力で
ある．
2.2.3 推定値の漸近的性質
本項では，前項で述べた最尤推定に基づくシステム同定法によって得られるパラメータ ^ML
の漸近的な性質について述べる．
2.1.1項で述べたように，最尤推定値の漸近的な共分散行列は (2.4)式のフィッシャー情報
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行列によって評価できる．(2.18)式を用いてフィッシャー情報行列を計算すると，
I() = E
"
1
4
NX
k=0
(yk   y^k())'k()
NX
l=0
(yl   y^l())'>l ()
#
=
1
4
NX
k=0
E
h
(yk   y^k())2
i
'k(
)'>k (
)
=
1
2
NX
k=0
'k(
)'>k (
) (2.24)
となる．ここで，u(t)はユーザの決める確定的な信号であることから，'k()が確定的であ
ることに注意する．また，yk   y^k() = wk と，
E [wkwl] =
(
0 k 6= l
2 k = l
であることを用いた．
真のパラメータ  と入力信号 u(t)，雑音の分散 2 が既知のもとで (2.24) 式を用いると，
雑音 wk の影響によるパラメータ推定値 ^ML のばらつきが評価できる．実用的にはパラメー
タの真値  は得られないが，推定値を用いて近似的な評価が可能である．
2.3 状態推定
本節では，ベイズ推定に基づいた状態推定法として，カルマンフィルタとパーティクルフィ
ルタについて述べる．
2.3.1 カルマンフィルタ
状態推定問題に広く用いられているフィルタとしてカルマンフィルタがある．カルマンフィ
ルタにはさまざまな導出の方法が存在するが，ここではベイズ推定の立場からカルマンフィル
タを扱うことにする [20]．
状態空間実現された多入力多出力 (Multi-Input Multi-Output: MIMO)離散時間線形シス
テム
xk+1 = Axk +Buuk +Bvvk (2.25)
yk = Cxk +wk (2.26)
を考える．ここで，xk 2 Rnx はシステムの状態，uk 2 Rnu は入力，yk 2 Rny は出力である．
また，システム雑音 vk 2 Rnv と観測雑音 wk 2 Rny は平均値 0，共分散行列がそれぞれ v
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と w の互いに独立な正規性白色雑音であるとする．さらに，A 2 Rnxnx，Bu 2 Rnxnu，
Bv 2 Rnxnv，C 2 Rnynx はそれぞれシステムのダイナミクスを表す行列である．このと
き，カルマンフィルタにおける状態推定問題はつぎのように与えられる．
カルマンフィルタリング問題
時刻 0から k までの出力を Yk = fy0; : : : ;ykgとする．このとき，Yk を用いて状態ベク
トル xk の最小分散推定値，すなわち，ベイズリスク
R(x^k) = E
h
kxk   x^kk2
i
(2.27)
を最小化する x^k を与えるフィルタを設計せよ．
この問題に対する解は，2.1.2項 で述べたように，条件付き期待値
x^k =
Z
Rn
xkp(xk j Yk)dxk (2.28)
によって与えられる．これを用いてカルマンフィルタを導出する．
[1] 条件付き確率密度関数
ベイズの定理から，条件付き確率密度関数 p(xk j Yk)について，
p(xk j Yk) = p(xk j Yk 1;yk)
=
p(yk j xk;Yk 1)p(xk j Yk 1)
p(yk j Yk 1)
=
p(yk j xk)p(xk j Yk 1)
p(yk j Yk 1)
=
p(yk j xk)p(xk j Yk 1)R
Rnx p(yk j xk)p(xk j Yk 1)dxk
(2.29)
が成り立つ．ただし，xk が与えられたとき，yk は Yk 1 に依らず決定されることを用いた．
ここで，p(yk j xk)が尤度関数であることに注意する．また，
p(xk+1 j Yk) =
Z
Rnx
p(xk+1 j Yk;xk)p(xk j Yk)dxk (2.30)
が成り立つ．
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[2] 予測ステップ
p(xk j Yk) が平均値 x^k=k，共分散行列 Pk=k の正規分布で与えられているとすると，
(2.30)式は，
p(xk+1 j Yk) =
Z
Rnx
N  xk+1;Axk +Buuk;BvvB>v N  xk; x^k=k;Pk=k dxk (2.31)
となる．ここで，カルマンフィルタの導出に有用なつぎの恒等式 [20], [21] を導入する．
命題 1 恒等式
N (x;;P )N (y;Ax+ b;R) = N (x;;M)N (y;A+ b;V ) (2.32)
が成立する．ただし，
 = + PA>V  1 (y  A  b) (2.33)
V = APA> +R (2.34)
M = P   PA>V  1AP (2.35)
である． 2
(2.32)式の恒等式を用いると，(2.31)式は
p(xk+1 j Yk) =
Z
Rnx
N (xk;k;Vk)N
 
xk+1; x^k+1=k;Pk+1=k

dxk (2.36)
と変形できる．ただし，
x^k+1=k = Ax^k +Buuk
Pk+1=k = APk=kA
> +BvvB>v
k = x^k + Pk=kA
>P 1k+1=k (xk+1   (Ax^k +Buuk))
Vk = Pk=k   Pk=kA>P 1k+1=kAPk=k
である．(2.36)式の右辺の積分を実行することで，
p(xk+1 j Yk) = N
 
xk+1; x^k+1=k;Pk+1=k

(2.37)
と得ることができる．
[3] 更新ステップ
(2.26)式を用いると，(2.29)式は
p(xk j Yk) =
N (yk;Cxk;w)N
 
xk; x^k=k 1;Pk=k 1
R
Rnx N (yk;Cxk;w)N
 
xk; x^k=k 1;Pk=k 1

dxk
(2.38)
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となる．(2.32){(2.35)式を用いて右辺の分子を整理すると，
N (yk;Cxk;w)N
 
xk; x^k=k 1;Pk=k 1

= N (yk;k;Uk)N
 
xk; x^k;Pk=k

(2.39)
となる．ただし，
x^k = x^k=k 1 +Kk
 
yk  Cx^k=k 1

Pk=k = Pk=k 1  KkCPk=k 1
k = Cx^k=k 1
Uk = w +CPk=k 1C>
である．ここで，
Kk = Pk=k 1C>
 
w +CPk=k 1C>
 1
(2.40)
とおいた．また，(2.38)式右辺の分母は，Z
Rnx
N (yk;Cxk;w)N
 
xk; x^k=k 1;Pk=k 1

dxk
= N (yk;k;Uk)
Z
Rnx
N  xk; x^k;Pk=k dxk
= N (yk;k;Uk) (2.41)
である．この結果を用いて (2.38)式を計算すると，
p(xk j Yk) = N
 
xk; x^k;Pk=k

(2.42)
が得られる．
以上より，事前分布 p(xk+1 j Yk) と事後分布 p(xk j Yk)の逐次的な計算が得られた．この
とき，(2.27)式のベイズリスクを最小化する推定値は p(xk j Yk)の期待値 x^k である．
以上をまとめると，カルマンフィルタのアルゴリズムがつぎのように得られる．
カルマンフィルタ
STEP 0　初期化
x^0= 1 = E[x0]; (2.43)
P0= 1 = E

(x0   E[x0])(x0   E[x0])>

(2.44)
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STEP 1　更新
x^k=k = x^k=k 1 +Kkek (2.45)
ek = yk  Cx^k=k 1 (2.46)
Kk = Pk=k 1C>

CPk=k 1C> +w
 1
(2.47)
Pk=k = Pk=k 1  KkCPk=k 1 (2.48)
STEP 2　予測
x^k+1=k = Ax^k=k +Buuk (2.49)
Pk+1=k = APk=kA
> +BvvB>v (2.50)
2.3.2 パーティクルフィルタ
前項で述べたように，カルマンフィルタは事後分布の期待値を求めることにより状態推定値
を求める方法である．このとき，対象システムが線形であること，システム雑音 vk と観測雑
音 wk が正規性白色雑音であることにより，事前分布 p(xk+1 j Yk) と事後分布 p(xk j Yk) が
正規分布となることを利用している．
システムが非線形である場合や，システム雑音 vk と観測雑音 wk が正規分布にしたがわな
いとき，事前分布 p(xk+1 j Yk) と事後分布 p(xk j Yk)が正規分布にならないため，カルマン
フィルタを適用することができない．そこで本項では，各種の分布に正規性を仮定しないフィ
ルタの 1つであるパーティクルフィルタ [20], [43]{[45] について述べる．
一般の離散時間システム
xk+1 = f(xk;uk;vk) (2.51)
yk = h(xk;xk) (2.52)
を考える．ここで，f(; ; )と h(; )はそれぞれシステムのダイナミクスを表す非線形関数で
ある．また，カルマンフィルタの場合と異なり vk と wk は正規分布に限定しない一般の確率
変数であるとする．
パーティクルフィルタの基本的な考え方は，確率分布をその分布から独立に抽出した多数
の粒子によって近似的に表現することである．分布を近似する粒子の集合をアンサンブルと
よぶ．
[1] 予測ステップ
事後分布 p(xk j Yk)が L個の粒子からなるアンサンブル
Xk=k =
n
x
(1)
k=k; : : : ;x
(L)
k=k
o
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によって
p(xk j Yk) = 1
L
X
i=1


xk   x(i)k=k

(2.53)
と近似されているとする．ただし，()は x 6= 0に対して (x) = 0 を満たし，Z
Rnx
(x)dx = 1 (2.54)Z
Rnx
g(x)(x  a)dx = g(a) (2.55)
となるディラックのデルタ関数である．このとき，
p(xk+1 j Yk) =
Z
Rnx
p(xk+1 j Yk;xk)p(xk j Yk)dxk
=
Z
Rnx
p(xk+1 j xk)p(xk j Yk)dxk
=
Z
Rnx
Z
Rnv
p(xk+1 j xk;vk)p(vk j xk)dvk

p(xk j Yk)dxk
=
Z
Rnv
Z
Rnx
p(xk+1 j xk;vk)p(vk j xk)p(xk j Yk)dxkdvk (2.56)
が成り立つ．また，vk と Yk，vk と xk がそれぞれ独立なので，
p(vk j xk)p(xk j Yk) = p(vk)p(xk j Yk)
= p(xk;vk j Yk) (2.57)
となる．これを p(vk)から抽出された
n
v
(i)
k j i 2 f1; : : : ; Lg
o
を用いて
p(xk;vk j Yk) = 1
L
LX
i=1


xk   x(i)k=k



vk   v(i)k

(2.58)
と近似すると，
p(xk+1 j Yk) = 1
L
LX
i=1
p

xk+1
 x(i)k=k;v(i)k 
=
1
L
LX
i=1


xk+1   x(i)k+1=k

(2.59)
となる．ただし，
x
(i)
k+1=k = f

x
(i)
k=k;v
(i)
k

; i 2 f1; : : : ; Lg (2.60)
とおいた．これにより，事前分布を予測アンサンブル
Xk+1=k =
n
x
(1)
k+1=k; : : : ;x
(L)
k+1=k
o
を用いて近似できた．
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[2] 更新ステップ
(2.29)式に (2.59)式を代入すると，
p(xk j Yk) = p(yk j xk)p(xk j Yk 1)R
Rnx p(yk j xk)p(xk j Yk 1)dxk
=
p(yk j xk)
PL
i=1 

xk   x(i)k=k 1

PN
i=1 p(yk j x(i)k=k 1)
=
LX
i=1

(i)
kPL
j=1 
(j)
k


xk   x(i)k=k 1

(2.61)
となる．ここで，

(i)
k = p

yk j x(i)k=k 1

; i 2 f1; : : : ; Lg (2.62)
はデータ yk が与えられたときの x(i)k=k 1 の尤度である．(2.61) 式は，p(xk j Yk) が予測ア
ンサンブルの各粒子に重み (i)k =
PL
j=1 
(j)
k をつけたもので近似できることを示している．つ
ぎに，
m
(i)
k  L

(i)
kPL
j=1 
(j)
k
(2.63)
を満たす整数列
n
m
(i)
k
 i 2 f1; : : : ; Lgo を考え，予測アンサンブルの各粒子が m(i)k 個ずつ
含まれるような新たなアンサンブル Xk=k =
n
x
(i)
k=k
 i 2 f1; : : : ; Lgo を生成する．具体的に
は，予測アンサンブル Xk=k 1 の中の各粒子が確率 (i)k =
PL
j=1 
(j)
k で抽出されるようにして
計 L 個の粒子を復元抽出すれば Xk=k を構成することができる．この操作をリサンプリング
という．すると，(2.61)式 は
p(xk j Yk)  1
L
LX
i=1
m
(i)
k 

xk   x(i)k=k 1

=
1
L
LX
i=1


xk   x(i)(k=k)

(2.64)
と変形できる．
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[3] 推定値の計算
最後に，最小分散推定値を与えるのは事後分布の平均値であるから，パーティクルフィルタ
による推定値は
x^k =
Z
Rnx
xkp(xk j Yk)dxk
=
1
L
LX
i=1
Z
Rnx
xk

xk   x(i)(k=k)

dxk
=
1
L
LX
i=1
x
(i)
k=k (2.65)
となる．
以上をまとめると，パーティクルフィルタのアルゴリズムがつぎのように得られる．
パーティクルフィルタ
STEP 0　初期化
k = 1 とし，事前分布 p(x0)に従って x(i)1=0, i 2 f1; : : : ; Lg を生成し，初期アンサ
ンブル
X1=0 =
n
x
(1)
1=0; : : : ;x
(L)
1=0
o
を構成する．ただし，Lはユーザによって設定されるパーティクル数である．
STEP 1　更新
STEP 1.1 尤度の計算

(i)
k = p

yk
 x(i)k=k 1 ; i 2 f1; : : : Lg (2.66)
により尤度を計算する．
STEP 1.2 リサンプリング
確率 (i)k =
PL
i=1 
(i)
k に従って Xk=k 1 から復元抽出することでパーティクル
x
(j)
k=k, j 2 f1; : : : ; Lg を生成する．そして，フィルタリングアンサンブル
Xk=k =
n
x
(1)
k=k; : : : ;x
(L)
k=k
o
を構成する．
STEP 1.3 推定値の計算
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フィルタリング推定値を
x^k =
1
L
LX
i=1
x
(i)
k=k: (2.67)
により計算する．
STEP 2　予測
システム雑音のサンプル v(i)k 1; i 2 f1; : : : ; Lg を確率 p(vk) に従って生成する．
x
(i)
k+1=k = f

x
(i)
k=k;v
(i)
k

; i 2 f1; : : : ; Lg (2.68)
を計算することにより，予測アンサンブル
Xk+1=k =
n
x
(1)
k+1=k; : : : ;x
(L)
k+1=k
o
(2.69)
を構成する．
k を k + 1として，STEP 1にもどる．
注意 2.8 以上の導出からわかるように，パーティクルフィルタでは (2.52)式の観測方程式は
直接利用されず，尤度関数 p(yk j xk)のみが利用される．このことから，パーティクルフィル
タの適用の際には，観測方程式を尤度関数に書き換える必要がある．たとえば，wk が平均値
0，共分散行列 w の正規性白色雑音であり，
h(xk;wk) = g(xk) +wk (2.70)
と表されるならば，尤度関数は
p(yk j xk) = N (yk; g(xk);w) (2.71)
となる．
2.4 確率システムに対する最適制御
本節では，状態推定の活用の 1つとして，雑音が加わるシステムに対する制御問題について
述べる．
状態の平衡点からのずれを速やかに平衡点に戻すための制御系のことをレギュレータとい
う． ここでは，(2.25) 式で表される確率的なシステムに対するレギュレータ問題を考える．
状態 xk がすべて観測できるとき，最適レギュレータ問題はつぎのようになる．
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確率システムに対する最適レギュレータ問題
二次形式の評価関数
JN = E
"
x>NSNxN +
N 1X
k=0
 
x>kQxk + u
>
kRuk
#
(2.72)
を最小化する制御入力 uk を求めよ．ただし，SN  0，Q  0，R > 0はユーザが与え
る重みである．
このような制御問題は，対象システムが線形であり，評価関数が二次形式であり，雑音がガウ
ス性の白色雑音であることから，線形二次ガウス型 (Linear Quadratic Gaussian: LQG) 制
御問題と呼ばれる [46]．この問題の解は，対 (A;Bu)が可制御であるとき，
uk =  Fkxk (2.73)
で与えられることが知られている [5], [47], [48]．ただし，
Fk =
 
R+B>u Sk+1Bu
 1
B>u Sk+1A (2.74)
である．ここで，Sk は，
Sk = Q+A
>Sk+1A A>Sk+1Bu
 
R+B>u Sk+1Bu
 1
B>u Sk+1A (2.75)
を満たす半正定対称行列である．(2.75)式の方程式を離散時間 Riccati方程式という．(2.74)，
(2.75)式を用いてあらかじめ Fk を求めておくことにより，最適な状態フィードバック制御が
実現できる．
評価の区間を無限に長くして，
J = E
" 1X
k=0
 
x>kQxk + u
>
kRuk
#
(2.76)
を最小化することを考えると，最適な制御入力は，
uk =  Fxk (2.77)
となる．ただし，定常 Riccati方程式
S = Q+A>SA A>SBu
 
R+B>u SBu
 1
B>u SA (2.78)
の解 S を用いて
F =
 
R+B>u SBu
 1
B>u SA (2.79)
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である．
つぎに，すべての状態 xk が観測できず，(2.26) 式の出力信号のみが観測できている場合
を考える．対 (C;A) が可観測であるとき，(2.72) 式 の評価関数を最小化する入力信号は，
(2.73)式の xk を (2.45)式のカルマンフィルタによる推定値 x^k=k によって置き換えた
uk =  Fkx^k=k (2.80)
で得られることが知られている．このとき，フィードバックゲイン Fk はすべての状態 xk が
観測されている場合と同様に (2.74)，(2.75)式 によって与えられる．これは，状態推定器と
制御則を独立に設計できることを意味している．このことを分離定理という [47]．
2.5 ルベーグサンプリング
本節では，本研究で扱うルベーグサンプリングについて述べる．
近年の多くの制御系はディジタル演算を用いて実装されるため，連続時間信号をそのまま扱
うことは困難であり，離散時間信号に変換する必要がある．このとき，連続時間信号を離散時
間信号に変換することをサンプリングという．
最も多く用いられるサンプリング法は，信号値を等しい時間間隔ごとに取得することであ
る．このようなサンプリング法はリーマンサンプリングとよばれる．また，このときの間隔は
サンプリング周期という．離散時間システムを制御対象とするディジタル制御 [5] では，この
時間等間隔のサンプリングが仮定されていることが一般的である．
一方で，時間等間隔以外の方法でサンプリングを行うこともできる．本研究では，信号値が
あらかじめ定めた基準値になったときにサンプリングを行う方法に着目する．このサンプリン
グ法はルベーグサンプリングとよばれる [26], [27]．このときの基準値のことを本論文を通して
サンプリングしきい値とよぶ．
Fig. 2.1にリーマンサンプリングとルベーグサンプリングの比較を示す．図では，青の実線で
表される連続時間の信号から，赤点の値をサンプリングする様子を示している．Fig. 2.1(a),(b)
ではそれぞれ，ルベーグサンプリングとリーマンサンプリングを示しており，縦軸と横軸に対
して等間隔にデータをサンプリングしている． 図の 10秒以降をみると，信号値はほぼ 0から
変化しない．このことから，信号値が大きく変化している 10秒以前と比較して，10秒以降の
信号のもつ情報は少ないと考えることができる．図は，リーマンサンプリングでは，このよう
な情報の少ない場合でもデータの取得が行われるのに対し，ルベーグサンプリングではデータ
の取得が行われないことを示している．このことから，ルベーグサンプリングは多くの情報を
もつときにサンプリングを行う効率的な方法であると考えることができる．
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Fig. 2.1: Comparison between Lebesgue and Riemann sampling
2.6 近似ルベーグサンプリング
ルベーグサンプリングを実装することを考えると，厳密にしきい値を横切った瞬間を記録す
ることは困難である場合が多い．特に，ディジタル型の機器を用いてサンプリングを行う場
合，その機器のクロック周期に依存したタイミングでしか信号のサンプリングを行うことはで
きない．そこで，実装が容易な近似ルベーグサンプリング [26], [27] を行ってデータを取得する
ことを考える．以降では，本節で定義する近似ルベーグサンプリングを単にルベーグサンプリ
ングとよぶことにする．
信号 y(t)をサンプリングすることを考える．機器のクロック周期などによって決定される
最小のサンプリング周期を T とする．このサンプリング周期 T を基本サンプリング周期と呼
ぶ．このとき，信号をサンプリングすることができる時刻は tk = kT; k 2 f0g [ N と表すこ
第 2章 数学的な基礎 24
⌘mk+1
⌘mk
⌘mk+2
⌘mk 1
Time 
⌘mk
yk
Sampled 
Not sampled 
tk tk+1 tk+2 tk+3 tk+4tk 1 tk+5
*
*
*
⌘mk+1
Fig. 2.2: Approximate Lebesgue sampling
とができる．これらの時刻における信号値を
yk = y(kT ) (2.81)
と書く．近似ルベーグサンプリングでは，この yk のみをサンプリングの対象とし，それぞれ
の k に対して yk をサンプリングするかどうか分類する．表記の簡単のため，添字 k に対応す
る時刻 tk のことを単に時刻 k とよぶ．
あらかじめ定められたM 点のサンプリングしきい値が m，m 2 f1; 2; : : : ;Mgであるとす
る．ただし，1 < 2 <    < M が満たされているとする．このとき，ある時刻 k における
出力 yk に対して
mk  yk < mk+1 (2.82)
を満たす mk 2 f0; : : : ;Mgを見つけることができる．ただし，0 =  1，M+1 = 1 とす
る．すると，近似ルベーグサンプリングを行うサンプラは k = 0，および
mk 1 6= mk (2.83)
を満たす k について yk を取得し，それ以外では信号を取得しない．このようすを Fig. 2.2に
示す．
時刻 k においてルベーグサンプリングにより得られるデータを
zk =
(
yk; k 2 S
; k =2 S (2.84)
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と記述する．ただし，は信号がサンプリングされなかったということを表している．また，
S は信号がサンプリングされた時刻 k の集合であり，
S := f0g [ fk 2 Njmk 6= mk 1g (2.85)
である．
例 2.1（サンプリングしきい値の設定法） サンプリングしきい値の設定法として，しきい値
同士の間隔を dとし，M を偶数として，
m =

m  M ＋ 1
2

d (2.86)
とおくことができる．このとき，サンプリングしきい値は等間隔になる．
注意 2.9 例 2.1ではサンプリングしきい値は等間隔に設定されるが，本論文ではサンプリン
グしきい値が等間隔であることを仮定しない．
注意 2.10 出力信号がサンプリングされなかったことを示す  を導入したことにより，ル
ベーグサンプリングされた出力 zk は時間的に等間隔である．このうち，出力信号がサンプリ
ングされた時刻 k 2 S のみを考えると，不等間隔なデータである．
注意 2.11 2.5節で述べた理想的なルベーグサンプリングによってデータが得られる場合，サ
ンプリングされる信号値はあるしきい値と厳密に一致する．それに対して，近似ルベーグサン
プリングによってサンプリングされる信号値は厳密にしきい値と一致するとは限らない．ま
た，理想的なルベーグサンプリングでは任意の時刻 t にサンプリングが行われるが，近似ル
ベーグサンプリングでは時刻 tk にのみサンプリングが行われる．これらの意味で，本節で述
べたサンプリング法は「近似的」である．基本サンプリング周期 T が十分に小さく，出力信号
が滑らかであれば，近似による誤差は小さくなる．
注意 2.12 理想的なルベーグサンプリングによってデータが得られている場合にも，短い基
本サンプリング周期 T を仮想的に設定し，近似ルベーグサンプリングによってデータが得ら
れているとみなすことで，本論文で提案する方法を適用することができる．
注意 2.13 本節で述べたルベーグサンプリングを実装する最も単純な方法は，基本サンプリ
ング周期 T で信号を計測し，計測された yk を用いてサンプリングされるかどうかを判定する
ことである．この場合は，サンプリングされない時刻の yk はあらかじめ計測されているが，
保存や転送が行われないことを意味する．一方で，すべての時刻 k で yk を計測せず，信号値
と mk 1，mk 1+1 との比較の結果，サンプリングする必要があるときのみ yk を測定する，
という手順でも本節で述べたルベーグサンプリングを実装できる．信号値と決められた値の比
較は yk を計測するより低コストで実現できる場合が多い．
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注意 2.14 時間等間隔にサンプリングを行うリーマンサンプリングも，以上で述べたルベー
グサンプリングと同様に定義することができる．kr を T によって規格化されたサンプリング
周期として，リーマンサンプリングによって得られるデータを
rk =
(
yk; k 2 Sr
; k =2 Sr
(2.87)
と記述する．ここで，Sr はサンプリングされる時刻 k の集合であり，
Sr = fikr + 1 j i 2 f0g [ Ng (2.88)
である．ここで定義したリーマンサンプリングは，基本サンプリング周期の整数倍の時刻での
みサンプリングが行われる近似的なリーマンサンプリングである．
2.7 まとめ
本章では，本論文で提案するシステム同定法や状態推定法のための基礎知識をまとめた．
まず，最尤推定とベイズ推定の基礎的な事項をまとめ，そのどちらにおいても，尤度関数を
用いて推定が行われることを説明した．これは，尤度関数がデータと推定をつなぐ重要な役割
を担っていることを意味している．
つぎに，最尤推定に基づいた連続時間システム同定法を紹介した．観測雑音が正規性白色雑
音であるという仮定のもとで，広く用いられている最小二乗法が最尤推定法として理解できる
ことを示した．そして，パラメータ推定値の漸近的な性質について述べた．
さらに，ベイズ推定に基づいてカルマンフィルタとパーティクルフィルタの 2つの状態推定
法を導いた．
また，確率システムに対する最適制御について述べ，状態推定と制御則を分離して設計でき
ることを示した．
最後に，本論文で扱うルベーグサンプリングについて述べた．
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第 3章
ルベーグサンプリングのもとでのシ
ステム同定法
本章では，本論文で提案するシステム同定法 [49]{[51] について述べる． システム同定に用
いることができるデータ数に制限があるときを考え，データの取得法としてルベーグサンプリ
ングに着目する．そして，データがルベーグサンプリングされたことを陽に利用したシステム
同定法を提案する．また，提案したシステム同定法によるモデルの統計的な性質を明らかに
する．
3.1 はじめに
システム同定は対象システムからサンプリングされた入出力データをもとにモデルを構築す
る方法である [2], [4], [28]．従来のシステム同定法の多くは時間的に等間隔にデータをサンプリ
ングすることが仮定されている．一方，データはつねに等間隔にサンプリングされているとは
限らず，イベント駆動サンプリング [52] や self-triggeredサンプリング [7], [53] ，PWM (Pulse
Width Modulation)ベースのサンプリング [54] など，不等間隔なサンプリング法も存在する．
このうち，データがルベーグサンプリングされた場合のシステム同定について考える．
等間隔サンプリングが前提の離散時間システム同定の場合，ルベーグサンプリングされた
データを用いてシステム同定を行うことは難しい．この解決策として，連続時間システム同定
法 [16] やインパルス応答を推定するカーネル型のシステム同定法 [55], [56] などを適用すること
が考えられる．特に，ルベーグサンプリングされたデータにカーネル型のシステム同定法を
適用した結果が藤本らによって報告されている [57]．しかし，これらの方法では，データがル
ベーグサンプリングされていることを積極的に活用していないという問題点があった．
そこで本論文では，データのサンプリング法がルベーグサンプリングであることを陽に考慮
したシステム同定法を提案する．そのために， 2.6節で述べたような近似的なルベーグサンプ
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Input Output
yk
zk
＋
＋u(t)
wk
Lebesgue sampling
G(p, ✓⇤)
y⇤(t)
T Event
Fig. 3.1: Block diagram of the objective system in system identication
リングが行われていることを仮定する．このようなサンプリング法を考えることにより，デー
タがサンプリングされなかった時刻において，信号がしきい値に達することがなかったという
情報が得られる．そこで，本論文では，サンプリングが行われない時刻に対する情報も活用す
る最尤推定に基づいたシステム同定法を提案する．サンプリングが行われないときの情報を用
いることにより，サンプリングされたデータのみをモデリングに利用する従来法よりも精度が
高いモデルを構築できることが期待できる．
さらに，ルベーグサンプリングを用いた場合にサンプリングされるデータ数と提案法による
同定精度について議論し，それらの解析的な評価法を与える．最後に，数値例を通して提案法
の有用性を示す．
3.2 問題設定
本論文では，1入力 1出力の安定な連続時間線形時不変システム
y(t) = G(p;)u(t) (3.1)
を同定対象とする．ただし，u(t) 2 Rはシステムへの入力，y(t) 2 Rは雑音がないときのシ
ステムの出力である．また，G(p;)は  2 Rn によってパラメトライズされた微分演算子 p
の有理関数であり，の真値を  2 Rn とする．そして，基本サンプリング周期 T ごとのシ
ステムの出力信号が
yk = y
(tk) + wk (3.2)
と記述されるとする．ただし，tk = kT; k 2 f0g [Nである．また，wk は平均値 0，分散 2
の正規性白色雑音である．さらに，システムの出力信号 yk は 2.6節で述べた (2.84)式のよう
にルベーグサンプリングされているとする．この問題設定に関するブロック線図を Fig. 3.1に
示す．
本章で考えるシステム同定問題は，すべての時刻における u(t)とルベーグサンプリングさ
れた出力 Z = zkj k 2 f0; : : : ; Ng	を用いて  を推定することである．ただし，N 2 Rは
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システム同定実験の長さによって決まる量である．
例 3.1（対象システムのパラメトライズ） 同定対象のシステム G(p; ) のパラメトライズの
1つとして，有理伝達関数
G(p;) =
b0p
ng + b1p
ng 1 +   + bng
png + a1png 1 +   + ang
(3.3)
を用いることができる．ただし，ng はシステムの次数である．また，パラメータは
 =

a1 : : : ang b0 : : : bng
>
(3.4)
である．
注意 3.1 本論文では，(3.1)式の連続時間システムを対象とするが，提案法は近似的なルベー
グサンプリングを用いることを前提とするため，基本サンプリング周期で離散化した離散時間
システムに対しても容易に適用できる．
3.3 ルベーグサンプリングを用いたシステム同定法
本節では，データがルベーグサンプリングによって得られることを陽に考慮したシステム同
定法を提案する． ルベーグサンプリングを用いる場合，サンプリングが行われなかった時刻
tk; k =2 S についても「出力信号がサンプリングしきい値に達することがなかった」という情
報を得ることができる．この情報を活用し，最尤推定に基づいたパラメータ推定法を考える．
まず，時刻 k 2 S においてサンプリングされた値がパラメータ  のもとで yk となる確率
は，確率密度関数
ps(yk j k;) = N (yk; y^k(); 2)
=
1p
22
exp
 
  (yk   y^k())
2
22
!
(3.5)
に比例する．ただし，
y^(t;) = G(p;)u(t) (3.6)
とし，
y^k() = y^(tk;) (3.7)
とおいた．
第 3章 ルベーグサンプリングのもとでのシステム同定法 30
つぎに，サンプリングが行われなかった時刻 k =2 S について考える．このとき，「信号がサ
ンプリングしきい値 に達することがなかった」という情報を得ることができる．時刻 k =2 S
では zk = であり，信号値 yk は得られていないが，
mk 1  yk < mk 1+1 (3.8)
が満たされていることが保証される．この情報を本論文では「サンプル点間情報」とよぶ．パ
ラメータ  のもとで (3.8)式の事象が起きる確率は，
pns( j k;m;) = 1
2
fk(m;) (3.9)
となる．ただし，
fk(m;) =
Z m+1
m
N (yk; y^k(); 2)dyk
= erf

m+1   y^k()p
22

  erf

m   y^k()p
22

(3.10)
とおいた．ここで，erf()は
erf(x) =
2p

Z x
0
exp
  t2 dt (3.11)
で表される誤差関数である．このとき，(3.9)式はもはや正規分布でないことに注意する．
観測雑音の白色性から，パラメータ  のもとで与えられたデータセット Z が観測される条
件付き確率は
p(Z j ) =
NY
k=1
p(zk j k;)
=
Y
k2S
ps(yk j k;)
Y
k2S
pns( j k;mk 1;) (3.12)
に比例する．ただし，S = f1; : : : ; NgnS である．また，この評価に用いる y^k()は
y^(t;) = G(p;)u(t) (3.13)
を用いて
y^k() = y^(tk;) (3.14)
である．
最尤推定法による推定値は (3.12)式の p(Z j )を最大化することによって得ることができ
る．この負の対数を最小化することを考えると，以下のシステム同定問題を得る．
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ルベーグサンプリングのもとでのシステム同定問題
連続時間入力 u(t)とルベーグサンプリングされた出力 zk が与えられたもとで，
^ = arg min

fVs() + Vns()g (3.15)
を満たすパラメータ推定値 ^ を求めよ．ただし，
fk(m;) = erf

m+1   y^k()p
22

  erf

m   y^k()p
22

を用いて
Vs() =
X
k2S
(yk   y^k())2
22
(3.16)
Vns() =  
X
k2S
ln (fk(mk 1;)) (3.17)
である．
(3.15) 式の最適化問題は解析的に解けないため，BFGS (Broyden{Fletcher{Goldfarb{
Shanno)アルゴリズム [39] などの反復解法を用いる必要がある．このとき，(3.15)式右辺の評
価関数の に関する勾配を用いると効率よく最適化問題を解くことができる．そこで，評価関
数 Vs()と Vns()のパラメータ  に関する勾配を計算すると，それぞれ，
@Vs()
@
=  
X
k2S
1
2
(yk   y^k())'k() (3.18)
@Vns()
@
=
X
k2S
gk(mk 1;)
fk(mk 1;)
'k() (3.19)
となる．ただし，
gk(m;) =
r
2
2
(
exp
 
  (m+1   y^k())
2
22
!
  exp
 
  (m   y^k())
2
22
!)
(3.20)
である．また，
@y^(t;)
@
=
@G(p;)
@
u(t) (3.21)
とおいて，
'k() =
@y^(tk;)
@
(3.22)
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Algorithm 1 System identication algorithm under Lebesgue sampling
Require: 0 and H0
i 0
while Termination condition not reached do
"i   Hi

@Vs(i)
@
+
@Vnsi)
@

i  arg min

 
Vs(i + "i) + Vns(i + "i)

i+1  i + i"i
si  i+1   i
di  

@Vs(i+1)
@
+
@Vns(i+1)
@

 

@Vs(i)
@
+
@Vns(i)
@

Hi+1  

I   sid
>
i
d>i si

Hi

I   dis
>
i
d>i si

+
sis
>
i
d>i si
i i+ 1
end while
^  i
return ^
である．
BFGSアルゴリズムを用いた最適化を行うことにより，ルベーグサンプリングのもとでのシ
ステム同定法は Algorithm 1となる．
3.4 パラメータ推定値の漸近的性質
本節では，前節で提案したシステム同定法を用いて得られるパラメータ推定値の漸近的な性
質について議論する．
提案したシステム同定法は最尤推定に基づいているので，確率分布に対する，あるゆるい条
件のもとで，推定値は真値に確率収束する．また，推定値の分布はフィッシャー情報行列の逆
行列を共分散行列とする正規分布に分布収束することが知られている [29], [32]．そこで，本節で
はルベーグサンプリングによって得られたデータに対するフィッシャー情報行列を導出する．
また，ルベーグサンプリングを用いた場合にサンプリングされるデータ数の期待値も導出す
る．これにより，サンプリングされるデータ数とパラメータ推定精度の関係についての議論が
可能になる．
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3.4.1 フィッシャー情報行列の評価
ルベーグサンプリングによって出力信号がサンプリングされるとき，フィッシャー情報行
列は
I() = E
"
@
@
ln p(Z j )

@
@
ln p(Z j )
>
#
(3.23)
と定義される．このとき，つぎの定理が成り立つ．
定理 3.1 ルベーグサンプリングのもとでのパラメータ推定値に関するフィッシャー情報行
列は，
I() = 1
2
'0(
)'>0 (
) +
NX
k=1
MX
m=0
fk 1(m;)
2
hk(m;
)'k()'>k (
) (3.24)
で与えられる．ただし，
hk(m;) =
1
2
  fk(m;)
22
+
lk(m;)
2
+
g2k(m;)
2fk(m;)
(3.25)
lk(m;) =
m+1   y^k()p
22
exp

  (m+1   y^k())
2
22

  m   y^k()p
22
exp

  (m   y^k())
2
22

(3.26)
である．
証明 ルベーグサンプリングによって，あるデータ Z が得られる確率は，
p(Z j ) = ps(y0 j 0;)
NY
k=1
p(zk j yk 1;) (3.27)
のように書き表すことができる．ただし，
p(zk j yk 1;) =
(
ps(yk j k;); zk = yk
pns( j k;mk 1;); zk = 
(3.28)
である．ここで，mk 1 は yk 1 に依存して決まることに注意する．これを  で微分すると，
@
@
ln p(zk j yk 1;) = qk(mk 1;)'k() (3.29)
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となる．ただし，
qk(m;) =
8><>:
yk   y^k()
2
; zk = yk
 gk(m;)
fk(m;)
; zk = 
(3.30)
とおいた．また，
q0() =
y0   y^0()
2
(3.31)
とおくと，
@
@
ln ps(y0 j 0;) = q0()'0() (3.32)
とかける．このとき，
E [q0(
)qk(mk 1;)] = 0 (3.33)
が成り立つことと，k 6= lに対して
E [qk(mk 1;)ql(ml 1;)] = 0 (3.34)
が成り立つことを用いると，フィッシャー情報行列は
I() =E q20()'0()'>0 () + NX
k=1
E

q2k(mk 1;
)

'k(
)'>k (
) (3.35)
となる．ここで，明らかに
E

q20(
)

=
1
2
(3.36)
である．さらに，qk(mk 1;)が yk と yk 1 に依存することに注意すると，
E

q2k(mk 1;
)

=
Z 1
 1
Z 1
 1
q2k(mk 1;
)ps(yk j k;)ps(yk 1 j k   1;)dykdyk 1
=
MX
m=0
fk 1(m;)
2
Z 1
 1
q2k(m;
)ps(yk j k;)dyk (3.37)
となる．最後に qk の場合分けに注意しながら yk に関して積分を行うと，Z 1
 1
q2k(m;
)ps(yk j k;)dyk =
Z m+1
m
g2k(m;
)
f2k (m;
)
ps(yk j k;)dyk
+
Z m
 1
(yk   y^k())2
4
ps(yk j k;)dyk
+
Z 1
m+1
(yk   y^k())2
4
ps(yk j k;)dyk (3.38)
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となる．この積分を実行し，(3.35){(3.37) 式を用いることにより，(3.24) 式を得ることがで
きる． 2
定理 3.1により，真のシステムと入力信号，ルベーグサンプリングのしきい値の組と雑音の
分散が与えられたとき，フィッシャー情報行列が解析的に評価できる．そして，その逆行列を
とることにより，パラメータ推定値の漸近的な共分散行列が求められる．
3.4.2 ルベーグサンプリングを用いたときのデータ数
つぎに，ルベーグサンプリングを用いた場合にサンプリングされるデータ数を評価する．サ
ンプリングされるデータ数について，つぎの定理 3.2が成り立つ．
定理 3.2 k = 0; : : : ; N においてルベーグサンプリングでデータを取得するとき，サンプリン
グされるデータ数の期待値は
N = N + 1 
NX
k=1
MX
m=0
fk 1(m;)fk(m;)
4
(3.39)
で与えられる．
証明 k 6= 1の時刻 tk について， yk 1 が与えられたもとで出力信号がサンプリングされな
い確率は，
p( j yk 1) = 1
2
fk(mk 1;) (3.40)
となる．このとき，yk 1 について積分消去すると，時刻 tk において出力信号がサンプリング
されない確率は，
p( j k) =
MX
m=0
fk 1(m;)fk(m;)
4
(3.41)
となる．これを用いて，サンプリングされるデータ数の期待値は
N = 1 +
NX
k=1
(1  p( j k)) (3.42)
となる．これにより，定理 3.2が得られる． 2
定理 3.2を用いると，真のシステムと入力信号，ルベーグサンプリングのしきい値の組と雑
音の分散が与えられたときにサンプリングされるデータ数の期待値が評価できる．このことか
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ら，データの通信容量などの制約によってサンプリングされるデータ数を制限しなければなら
ないときにしきい値をどのように設定するべきかについて議論することができる．このとき，
実用的には真のシステムは未知であるが，おおよそのシステムの特性を用いてデータ数を予測
することが可能である．
3.5 数値例
本節では，数値例を用いて提案法の有用性を示す．また，前節のパラメータ推定値の漸近的
性質の評価結果が妥当であることを示す．
3.5.1 1次系に対する解析例
対象システムを 1次系
G(s) =
b
s+ a
(3.43)
とし，平均値 0，分散 1の正規性白色雑音を 0.1秒ごとにサンプル，ホールドした Fig. 3.2の
入力を加えた．ただし，真のパラメータは a = 1，b = 1とした．このときの G(s)のボード
線図を Fig. 3.3に示す．また，観測雑音は平均値 0，分散 0:12 の入力信号と独立な正規性白色
雑音とした．このときの出力の一例を Fig. 3.4に示す．このとき，サンプリングのしきい値は
(2.86)式を用いて設定した．また，基本サンプリング周期 T = 0:1とし，100秒分のデータを
取得した．すなわち，すべてのデータを用いた場合のデータ数は N = 1000である．
(3.39) 式を評価したとき， N が約 500 となるように d = 0:23 と設定し，異なる観測雑音
を用いて 1000 回のパラメータ推定を行った．また，比較のためにサンプル点間情報を用い
ない出力誤差法を用いてパラメータ推定を行った．これは，サンプリングされたデータ点の
みを用いて (3.16) 式を最小化する方法である．このときのパラメータ推定値を Fig. 3.5 に
示す．Fig. 3.5(a) に示した出力誤差法のパラメータ推定値が真値から偏っているのに対し，
Fig. 3.5(b)に示した提案法のパラメータ推定値は真値の周りに偏りなく分布している．また，
推定されたパラメータに対応するボード線図を Fig. 3.6に示す．Fig. 3.6(a)のボード線図が
真のシステムから偏っているのに対し，提案法による Fig. 3.6(b)のボード線図は真のシステ
ムの周りに偏りなく分布している．これらのことから，ルベーグサンプリングのもとでは，サ
ンプリングされた点だけでなくサンプル点間情報も扱う提案法が有用であることが確かめら
れた．
注意 3.2 出力 yk がサンプリングされるかどうかは過去の入力と雑音 wk によって決定され
る．そのため，ルベーグサンプリングされたデータ点に含まれる wk; k 2 S と入力信号は相
関をもつ．このことから，ルベーグサンプリングされた点のみを用いたシステム同定法では推
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ed
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Fig. 3.5: Parameters estimated in 1000 trials
第 3章 ルベーグサンプリングのもとでのシステム同定法 39
-40
-30
-20
-10
0
M
ag
ni
tu
de
 [d
B]
10-2 10-1 100 101 102
Frequency [rad/s]
-90
-60
-30
0
Ph
as
e 
[d
eg
]
Models in 1000 trials
True system
(a) Output error method
-40
-30
-20
-10
0
M
ag
ni
tu
de
 [d
B]
10-2 10-1 100 101 102
Frequency [rad/s]
-90
-60
-30
0
Ph
as
e 
[d
eg
]
Models in 1000 trials
True system
(b) Proposed method
Fig. 3.6: Bode plot of the identied systems
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定値にバイアスが生じる．
つぎに，3.4節で導出したパラメータ推定値の漸近的性質の妥当性を確かめる．サンプリン
グしきい値同士の間隔 dを変化させながら (3.39)式のデータ数の期待値と (3.24)式のフィッ
シャー情報行列を評価した．そして，フィッシャー情報行列の逆行列 I 1() の (1; 1)要素
と (2; 2)要素によってパラメータ a，bの漸近的な分散を評価した．また，それぞれの dにつ
いて異なる観測雑音を用いた 1000回のパラメータ推定実験を行い，そのときのサンプリング
されたデータ数の平均値とパラメータ推定値の標本分散を評価した．これらの結果を Fig. 3.7
と Fig. 3.8に示す．Fig. 3.7ではさまざまな dについて，実験によって求めたデータ数が解析
的に求めたデータ数と近い値をとっている．また，Fig. 3.8でもさまざまな dについて，実験
によって得られたパラメータの分散と，解析的に求めた漸近的な分散がパラメータ aと bのど
ちらについても近い値となっている．これらのことから， 解析結果によって数値実験で得ら
れたデータ数とパラメータの分散をよく説明できることが確かめられた．
注意 3.3 フィッシャー情報行列による分散の評価は，クラメール・ラオの不等式の下界であ
る．実験によって得られた分散がこれとよく整合することは，提案法による推定値が有効推定
値になっていることを示している．
最後に，出力信号を (2.87) 式を用いてリーマンサンプリングした場合についても同様のパ
ラメータ推定実験を行った．リーマンサンプリングされた時刻 k 2 Sr について，(3.16)式と
同様の評価関数を最小化し，パラメータ推定値を得た．
サンプリング周期 kr を変化させてデータ数 imax とパラメータ推定値の分散の関係を調べ，
ルベーグサンプリングと比較したものを Fig. 3.9と Fig. 3.10に示す．これらの図の横軸は，
同定に使われるデータ数 jSjの平均値であり，ルベーグサンプリングでは N，リーマンサンプ
リングでは imax である．これらの図は，サンプリングしきい値の間隔やサンプリング周期を
粗くすることでデータ数を N から少なくしていったとき，ルベーグサンプリングを用いた方
が推定精度の劣化を抑えられることを示している．これは，ルベーグサンプリングではサンプ
ル間の情報を用いることができるからだと考えられる．このことから，保存するデータ数に制
約がある場合にはルベーグサンプリングを用いたほうがパラメータ推定精度を向上することが
できることが示された．
3.5.2 ランダムなシステムに対する解析例
前項では，ある 1次系の解析例においてルベーグサンプリングがリーマンサンプリングより
も同じデータ数のもとでのパラメータ推定精度が高くなることを示した．本項では 1次遅れ進
み系の集合に対してルベーグサンプリングとリーマンサンプリングの比較を行う．
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まず，ランダムに 1000通りの安定な 1次系
G(s) =
b0s+ b1
s+ a1
(3.44)
を生成し，そのそれぞれに対して，しきい値の間隔と観測雑音の分散をそれぞれ d = 2y，
2 = 2y と設定した．ただし，， は区間 [0; 1]の一様乱数とし，また，
y =
1
N
NX
k=0
(y(tk))
を用いて
2y =
1
N
NX
k=0
(y(tk)  y)2
とした．ここで，対象システムは安定であるが，最小位相とは限らないことに注意する．こ
のとき，システムの未知パラメータを  = [a1 b0 b1]> とした場合のフィッシャー情報行列
を Fig. 3.2 の入力に対して評価した．そして，ルベーグサンプリングを用いた場合のフィッ
シャー情報行列を IL，リーマンサンプリングを用いた場合のフィッシャー情報行列を IR と
するときの一般化分散の比 det(I 1R )= det(I 1L ) を求めた．このとき，imax = N となるよう
に kr を決定することで，リーマンサンプリングされるデータ数がルベーグサンプリングと等
しくなるように設定した． det(I 1R )= det(I 1L ) に関するヒストグラムを Fig. 3.11 に示す．
図において，縦線よりも右側は det(I 1L ) < det(I 1R )であり，1000回すべての場合において
ルベーグサンプリングを用いた場合の一般化分散が小さくなることが示された．
つぎに，安定な 2次系の集合
G(s) =
b0s
2 + b1s+ b2
s2 + a1s+ a2
(3.45)
についても同様の数値実験と評価を行った． ただし，未知パラメータベクトルは  =
[a1 a2 b0 b1 b2]
> とした． このときの結果を Fig. 3.12に示す．図は，2次系を対象とした場
合についても 1000回すべての場合においてルベーグサンプリングを用いた場合の一般化分散
が小さくなることを示している．
以上より，安定な 1次系や 2次系を同定対象とし，入力が正規性白色である場合，保存する
データ数が等しいという条件のもとで，ルベーグサンプリングのほうがリーマンサンプリング
よりもパラメータ推定値の分散を小さくする意味で優れていることが数値的に確かめられた．
注意 3.4 ルベーグサンプリングを用いる場合，サンプリングの判定処理が必要になる．また，
提案法においても，サンプリングされなかった時刻に関する評価の計算量が増加している．こ
の処理の増加に対してデータ数の制約が大きいとき，言いかえればデータ数が少ないときに提
案法が特に有用である．
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Fig. 3.12: Histogram of det(I 1R )= det(I 1L ) for 2nd-order systems
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3.5.3 最適なサンプリングしきい値の設定
本項では，最適なサンプリングしきい値の設定について議論する．特に，サンプリングしき
い値を等間隔にしたときと，不等間隔にしたときの同定精度を比較する．
本項の数値例では，同定対象を 3.5.1項と同様の (3.43)式とし，Fig. 3.2の入力を加えたと
きのフィッシャー情報行列の逆行列 I 1 () を最小化するサンプリングしきい値を求める．
このとき，フィッシャー情報行列の大きさの評価として det(I 1 ())を用いることにする．
すなわち，本項で扱う問題は，
^ = arg min

det(I 1 ()) (3.46)
を求めることである．本項では，これと等価な
^ = arg min

[  ln (det (I ()))] (3.47)
を解くことにする．ここで，簡単のために，不等間隔なしきい値は原点を中心に対象であると
き，すなわちM を偶数として，
M=2+1+i = M=2 i; i 2

0; 1; : : : ;
M
2
  1

(3.48)
であるときを考える．また，等間隔なサンプリングしきい値は間隔 dを用いて (2.86)式で与
えられる．
[1] サンプリングしきい値の数に制約がある場合
ルベーグサンプリングを実装するにあたり，信号値とサンプリングしきい値の比較器が必要
である．コストなどの問題で，この比較器の個数に制約がある場合が考えられる．そこで，サ
ンプリングしきい値の数に制約がある場合のシステム同定精度について考える．
サンプリングしきい値の数M を変えながら，等間隔と不等間隔のサンプリングしきい値に
ついて (3.47)式の問題を内点法 [58], [59] を用いて解いた．このとき得られたサンプリングしき
い値を Fig. 3.13に示す．図では，制約のサンプリングサンプリングしきい値の数M と，そ
のときの最適なサンプリングしきい値の位置の関係が示されている．たとえば，M = 2のと
きには，2 つのサンプリングしきい値の値が得られていることに注意する． Fig. 3.13 の (a)
と (b)を比較すると，サンプリングしきい値を等間隔にしたときと不等間隔にしたときで類似
した結果が得られた．つぎに，このサンプリングしきい値を用いたときにサンプリングされ
るデータ数の期待値 N と，(3.47)式の評価関数値をそれぞれ Fig. 3.14と Fig. 3.15に示す．
Fig. 3.14は，同じサンプリングしきい値の数のもとでは不等間隔である場合のほうが多くの
データをサンプリングできることを示している．一方で，Fig. 3.15の評価関数の意味では等
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間隔と不等間隔の場合でほとんど差がない．さらに，サンプリングされるデータ数と評価関
数値の関係を Fig. 3.16に示す．図では，参考のためにリーマンサンプリングを用いた場合の
データ数と評価関数値の関係も併せてプロットした．図より，リーマンサンプリングをルベー
グサンプリングにする効果は大きいが，サンプリングしきい値を等間隔から不等間隔にする効
果はほとんどないといえる．
[2] データ数に制約がある場合
つぎに，データを転送するときの通信容量や，データを蓄積するストレージの制約などか
ら，利用できるデータ数に制約がある状況を考える．そのために，利用できるデータ数 Nc が
与えられたとき，
N  Nc
の制約のもとで (3.47) 式の最適化問題を解いた．ここで，サンプリングしきい値の数は
M = 50とした．このとき得られたサンプリングしきい値を Fig. 3.17に示す．また，このサ
ンプリングしきい値を用いたときにサンプリングされるデータ数の期待値 N と，(3.47)式の
評価関数値の関係を Fig. 3.18に示す．図にリーマンサンプリングを用いた場合のデータ数と
評価関数値の関係も参考のために併せてプロットした．図は，サンプリングしきい値を不等間
隔にすると評価関数値を小さくできることを示している．つぎに，データ数 N のときの最適
なサンプリングしきい値を用いたときのフィッシャー情報行列を評価した．その結果から得ら
れたパラメータ推定値の 99% が存在する範囲を Fig. 3.19に示す．図より，不等間隔のサンプ
リングしきい値を用いることで，確かにパラメータ推定値のばらつきを等間隔のサンプリング
しきい値を用いた場合よりも小さくすることができることが確かめられた．
注意 3.5 サンプリングしきい値が等間隔と不等間隔であるときの差は小さい一方で，等間隔
のサンプリングしきい値は設定パラメータが dの 1つだけであり，不等間隔の場合と比較して
チューニングが容易である．このことから，実用上は等間隔なサンプリングしきい値を用いる
ことが最も妥当である場合がある．
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Fig. 3.13: Optimized thresholds in various M
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Fig. 3.15: Relationship between M and the value of the cost function (3.47)
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Fig. 3.16: Relationship between the size of data set N and the value of the cost function
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Fig. 3.17: Optimized thresholds under the constraint of the size of the data set
第 3章 ルベーグサンプリングのもとでのシステム同定法 51
0 500 1000
-15
-10
Uniform thresholds
Non-uniform thresholds
Riemann sampling
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Fig. 3.19: Ellipse in which 99% estimates exist
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3.6 ディスカッション：可変ルベーグサンプリング
本章では，固定されたサンプリングしきい値を用いたルベーグサンプリングを考え，そのも
とでのシステム同定法を提案した．本節ではさらなる発展性の１つとして，2.6節で述べたル
ベーグサンプリングを修正し，時変のサンプリングしきい値をもつ可変ルベーグサンプリング
を提案する．
3.6.1 ルベーグサンプリングの問題点
本項では，出力信号の性質によって，ルベーグサンプリングが適切でない場合があることを
説明する．
たとえば，Fig. 3.20のような数時間単位の遅い変動成分と，数秒単位の速い変動成分をも
つ信号をサンプリングすることを考える．d = 0:1とした (2.86)式の等間隔なサンプリングし
きい値を用いてルベーグサンプリングすると，Fig. 3.21となる．図では，サンプリングが頻
繁に行われるときと，あまり行われないときが交互に現れている．このとき，最後にサンプリ
ングが行われてからの経過時間は Fig. 3.22となる．図は，最大で 800秒以上サンプリングが
行われていない場合が存在する一方で，頻繁にサンプリングが行われる場合もあることを示し
ている．このように，遅い変動と速い変動をもつ信号をルベーグサンプリングすると，サンプ
リングが多く行われるときと，あまり行われないときの差が大きくなってしまう場合がある．
サンプリングされるデータ数の削減を目的としてルベーグサンプリングを用いる場合，このよ
うな性質は望ましくない．なぜなら，たとえば Fig. 3.20 の初めの 1時間のみのデータを用い
たときなど，多くのデータをサンプリングしてしまう場合があるからである．
3.6.2 可変ルベーグサンプリング
ルベーグサンプリングのポイントとなる考え方は，「出力信号が大きく変化したときにサン
プリングを行う」ということである．Fig. 3.20のような信号をサンプリングするとき，出力
信号そのものの変化の大きさを基準としてサンプリングを行うと，遅い応答の存在の影響で前
述したような問題が起きてしまう．そこで，短時間での局所的な信号の変化量を基準としてサ
ンプリングを行うことが望ましい．本節では，このことを考えた新たなサンプリング法を提案
する．
時刻 kにおいて，出力 yk をサンプリングするかどうかを判定することを考える．時刻 k  1
までにサンプリングが行われた時刻の集合を Sk 1 とし，sk を時刻 k   1までに最後にサンプ
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Fig. 3.20: An example of the output signal incompatible with the Lebesgue sampling
リングされた時刻，すなわち，
sk = max
i2Sk 1
i (3.49)
とする．このとき，提案するサンプリング法では Fig. 3.23に示すように，k が
ysk     yk < ysk +  (3.50)
を満たすとき，yk をサンプリングせず，それ以外の場合は yk をサンプリングする．ただし，
 > 0はユーザが設定するパラメータである．すなわち，
Sk =
(
Sk 1; ysk     yk < ysk + 
Sk 1 [ fkg ; otherwise
(3.51)
となる．ただし，k = 1では出力信号は必ずサンプリングされるものとし，
S1 = f1g (3.52)
である．また，このときサンプリングされる出力は，
zk =
(
yk; k 2 Sk
; k =2 Sk
(3.53)
と記述できる．
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Fig. 3.21: Sampled output by the Lebesgue sampling
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Fig. 3.22: Elapsed time since the last sampling under the Lebesgue sampling
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Fig. 3.23: Variable Lebesgue sampling for a time series
このサンプリング法を用いて Fig. 3.20 の出力信号をサンプリングすると，Fig. 3.24 とな
る．また，最後にサンプリングが行われてからの経過時間を Fig. 3.25に示す．このとき，サ
ンプリングのために設定する  は，サンプリングされるデータ数が Fig. 3.21とほぼ同数とな
るように  = 0:023と選んだ．Fig. 3.24では，Fig. 3.21にあったようなサンプリングされる
データ数が著しく少ない部分がない．また，Fig. 3.25でも，最後にサンプリングが行われて
からの経過時間は最大でも 30秒程度に抑えられている．これらのことから，提案したサンプ
リング法はより適切に信号をサンプリングすることができたと考えられる．
本節で述べたサンプリング法は，時刻 kによってサンプリングしきい値の位置が変化するル
ベーグサンプリングであると解釈することができる．そこで，本論文ではこのサンプリングの
方法を可変ルベーグサンプリングとよぶ．
3.6.3 可変ルベーグサンプリングのもとでのシステム同定
本節では，前項で述べた可変ルベーグサンプリングのもとでのシステム同定を提案する．可
変ルベーグサンプリングを用いた場合でも，信号がサンプリングされなかった時刻において，
ysk     yk < ysk + 
が保証される．パラメータ  のもとでこの不等式が満たされる確率は，
pns( j k; ysk ;) =
Z ysk+
ysk 
1p
22
exp

  (yk   y^k())
2
22

dyk
=
1
2
fk(sk;) (3.54)
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Fig. 3.24: Sampled output by the variable Lebesgue sampling
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Fig. 3.25: Elapsed time since the last sampling under the variable Lebesgue sampling
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となる．ただし，
fk(s;) = erf

ys +    y^k()p
22

  erf

ys      y^k()p
22

(3.55)
である．
本章で提案したシステム同定法において，(3.9)式の尤度関数を (3.54)式におきかえること
で，サンプル点間情報を用いたシステム同定を行うことができる．
3.7 まとめ
本章では，ルベーグサンプリングのもとでのシステム同定法を提案した．提案法では，デー
タがサンプリングされない時刻のサンプル点間情報を評価に取り入れることにより，モデルの
パラメータ推定精度を向上することができる．また，提案法によって得られるパラメータ推定
値の漸近的な性質について議論した．
さらに，数値例を通して提案法の有用性を確認した．まず，ルベーグサンプリングを用いた
場合，サンプル点間情報を用いないとパラメータ推定値にバイアスが生じてしまうが，提案法
ではバイアスのない推定値が得られることが示された．また，理論解析によって得られたパラ
メータ推定値の漸近的な性質が実験結果をよく説明することも確かめられた．さらに，ルベー
グサンプリングとリーマンサンプリングを比較すると，データ数が同じときにルベーグサンプ
リングのほうがパラメータ推定精度を高くできることが示された．最適なサンプリングしきい
値の設定についても議論した．等間隔なサンプリングしきい値と比較して，不等間隔なサンプ
リングしきい値では推定精度を向上することができるが，その差はそれほど大きくなく，実用
的にはチューニングの容易な等間隔サンプリングしきい値も有用であることが確かめられた．
最後に，今後の発展性のひとつとして，新たなルベーグサンリングである可変ルベーグサン
プリングを提案し，そのもとでのシステム同定法について説明した．この方法に対する解析な
どは今後の課題としたい．
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第 4章
ルベーグサンプリングのもとでの状
態推定法
本章では，本論文で提案する状態推定法 [60]{[62] について述べる． 状態推定に用いること
のできるシステムの観測値がルベーグサンプリングされているとし，サンプル点間情報を利用
した状態推定を提案する．さらに，提案した状態推定法を制御問題へと応用することを提案
する．
4.1 はじめに
時系列の状態推定問題は観測された出力信号を用いて動的システムの内部状態を推定する問
題である． 雑音のない確定的なシステムの状態推定を行うときには，オブザーバが用いられ
る．また，雑音を考慮した確率的なシステムに対する状態推定法として，カルマンフィルタ
[18] がよく知られている．オブザーバをディジタル演算を用いて実装するとき，時間等間隔な
サンプリングを仮定することが一般的である [5]．また，カルマンフィルタを用いる場合にも，
離散時間システムを対象とし，時間的に等間隔にデータが取得されることを前提としているこ
とが多い．しかしながら，現実のシステムで状態推定を行うとき，データを取得する機器の計
算資源やデータを転送する通信容量が限られていることも多く，必ずしも等間隔にデータを
取得することができるとは限らない．たとえば，Fig. 4.1のように，システムと状態推定器が
ネットワークを通じて接続されているとき，通信可能なデータの容量はネットワークの負荷な
どによって決定されるため，等間隔なデータ取得が困難な場合がある．
このような問題の一つの解決策として，等間隔でデータの観測を行い，大量のデータを取得
するのではなく，必要なときのみにデータの観測を行うイベント駆動サンプリングが注目され
ている [7]{[9]．本研究では，イベント駆動のサンプリング法の 1つであるルベーグサンプリン
グ [26] に着目し，そのもとでの状態推定法を提案する．
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Fig. 4.1: State estimation over network
ルベーグサンプリングを用いる場合，観測点と観測点のあいだの時刻についても，「観測さ
れなかった」というサンプル点間情報を有している．そこで，本研究では観測点のあいだで観
測されなかったという情報を取り入れた状態推定法を考える．文献 [24] では，一般のイベン
ト駆動サンプリングに対して，サンプル点間情報を用いた状態推定法が提案されている．文献
[24]で提案された状態推定法では，状態推定値を正規分布に近似しているが，その近似の影響
についてはあまり議論されていない．そこで，本研究では，文献 [24]とは異なる方法でサンプ
ル点間情報を取り入れ，状態推定を行うことを提案する．提案法では，パーティクルフィルタ
を用いることで，状態推定値を正規分布に近似することなく状態推定を行うことができる．
さらに，提案した状態推定法を最適レギュレータと組み合わせる制御法を提案する．提案法
は，ルベーグサンプリングのもとでのイベント駆動制御へのひとつの有力なアプローチになる
と考えられる．
最後に，数値例を通して，提案する状態推定法と制御法の有用性を示す．
4.2 問題設定
本節では，本論文で考える状態推定問題の設定を与える．
スカラ時系列データ yk が離散時間状態空間モデル
 :
 xk+1 = Axk +Buuk +Bvvk
yk = c
>xk + wk
(4.1)
(4.2)
によって記述されるとする．ここで，xk 2 Rnx はシステムの状態であり，uk 2 Rnu は入力
である．また，vk 2 Rnv はシステム雑音であり，平均値 0，共分散行列 v の正規性白色雑
音とする．また，wk 2 Rは観測雑音であり，平均値 0，分散 2 の正規性白色雑音であるとす
る．A 2 Rnxnx，Bu 2 Rnxnu，Bv 2 Rnxnv，c 2 Rnx1 はそれぞれシステムのダイナ
ミクスを表す行列である．
Fig. 4.2に示すように，システムの出力 yk はルベーグサンプリングされ，zk が得られると
する．このとき，本論文で考える状態推定問題は，時刻 k までに得られた出力 Zk = fzi j i =
0; : : : ; kg を用いて xk を推定するフィルタを設計することである．
第 4章 ルベーグサンプリングのもとでの状態推定法 60
uk +
yk zk
Lebesgue sampler
wk
A
z 1I c>
xk ++
+
+
Dynamical system ⌃
L
Bv
Bu
vk
Event
Fig. 4.2: Objective system
注意 4.1 本論文で扱う状態推定問題では，出力信号がサンプリングされない k =2 S の時刻に
ついても xk を推定する．
4.3 ルベーグサンプリングのもとでの状態推定法
本節では，ルベーグサンプリングのもつサンプル点間情報を用いた状態推定法を提案する．
ルベーグサンプリングを用いた場合には，サンプリングが行われなかった時刻 k =2 S におい
ても，「出力がしきい値に達することがなかった」というサンプル間情報を有している．本論
文では，ベイズの定理に基づいて状態推定を行うことで，この情報を活用した状態推定を行う
ことを提案する．
ベイズの定理に基づいて状態推定を行うとき，データのもつ情報は尤度関数として推定に用
いられる．そこで，ルベーグサンプリングされたデータに対する尤度関数を考える．
まず，状態 xk が与えられたもとで，サンプリングが行われ，zk = yk となる確率は，
ps(yk j k;xk) = 　 N (yk; c>xk; 2)
=
1p
22
exp

  (yk   c
>xk)2
22

(4.3)
と表される．つぎに，状態 xk が与えられたもとで，サンプリングが行われない確率は，
pns( j k;mk;xk) = 　
Z mk+1
mk
N (yk; c>xk; 2)dyk
=
1
2

erf

mk+1   c>xkp
22

  erf

mk   c>xkp
22

(4.4)
となる．これらの尤度関数を用いて状態推定を行うことで，サンプル点間情報を用いた状態推
定が可能になる．尤度関数が正規分布であるとき，カルマンフィルタ [18] によって状態推定を
行うことができる．しかし，(4.4)式の尤度関数は Fig. 4.3に示すように，もはや正規分布で
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Fig. 4.3: Likelihood function pns( j k;mk;xk), where mk 1 =  0:5 and mk 1+1 = 0:5.
ない．特に，雑音 2 が小さい場合には尤度関数が正規分布と大きく異なる形状になる．この
ことから，カルマンフィルタを用いた場合にはサンプル点間情報を用いることができない．
そこで，本論文では，パーティクルフィルタを用いて状態推定を行うことを提案する．パー
ティクルフィルタは尤度関数に正規分布を仮定しないため，(4.4)式の尤度関数を用いてサン
プル点間情報を活用することが可能となる．
本論文で提案する状態推定法をつぎにまとめる．
ルベーグサンプリングされたデータに対するパーティクルフィルタ
STEP 0　初期化
k = 1 とし，適当な事前分布 p(x0) を設定する．事前分布 p(x0) に従って x(i)1=0,
i 2 f1; : : : ; Lg を生成し，初期アンサンブル
X1=0 =
n
x
(1)
1=0; : : : ;x
(L)
1=0
o
を構成する．ただし，Lはユーザによって設定されるパーティクル数である．
STEP 1　更新
STEP 1.1 尤度の計算
ルベーグサンプリングによる出力信号が zk = yk のとき，

(i)
k = ps

yk
 k;x(i)k=k 1 ; i 2 f1; : : : Lg (4.5)
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により尤度を計算し，zk = のとき，

(i)
k = pns


 k;mk 1;x(i)k=k 1 ; i 2 f1; : : : Lg (4.6)
により尤度を計算する．
STEP 1.2 リサンプリング
確率 (i)k =
PL
i=1 
(i)
k に従って Xk=k 1 から復元抽出することでパーティクル
x
(j)
k=k, j 2 f1; : : : ; Lg を生成する．そして，フィルタリングアンサンブル
Xk=k =
n
x
(1)
k=k; : : : ;x
(L)
k=k
o
を構成する．
STEP 1.3 推定値の計算
フィルタリング推定値を
x^k =
1
L
LX
i=1
x
(i)
k=k (4.7)
により計算する．
STEP 2　予測
システム雑音のサンプル v(i)k ; i 2 f1; : : : ; Lg を確率
p(vk) =
1
(
p
2)nv
p
detv
exp

 1
2
v>k 
 1
v vk

(4.8)
に従って生成する．パーティクル
x
(i)
k+1=k = Ax
(i)
k=k +Buuk +Bvv
(i)
k ; i 2 f1; : : : ; Lg (4.9)
を計算することにより，つぎのステップで利用する予測アンサンブル
Xk+1=k =
n
x
(1)
k+1=k; : : : ;x
(L)
k+1=k
o
を構成する．
k を k + 1として，STEP 1にもどる．
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Algorithm 2 State estimation algorithm under Lebesgue sampling
Require: X1=0 =
n
x
(1)
1=0; : : : ;x
(L)
1=0
o
and L
k  1
loop
if zk = yk then
for i 2 f1; : : : Lg do

(i)
k  ps(yk j k;x(i)k=k 1)
end for
else
for i 2 f1; : : : Lg do

(i)
k  pns


 k;mk 1;x(i)k=k 1
end for
end if
for i 2 f1; : : : Lg do
draw j 2 f1; : : : Lg with probability / (j)k =
PL
l=1 
(l)
k
add x
(j)
k=k 1 to Xk=k
v
(i)
k  p(vk)
x
(i)
k+1=k  Ax(i)k=k +Buuk +Bvv(i)k
add x
(i)
k+1=k to Xk+1=k
end for
compute estimate x^k =
1
L
PL
i=1 x
(i)
k=k
k  k + 1
end loop
提案法において，STEP 1と STEP 2が逐次的に実行される．また，時刻 k における推定
値は (4.7)式の x^k である．以上をまとめると，Algorithm 2となる．
注意 4.2 提案法との比較のため，サンプル点間情報を用いない状態推定法を考える．サンプ
ル点間情報を用いない状態推定法では，出力信号 yk が得られないとき，STEP 1の更新を行
わず，状態推定値を予測アンサンブルから
x^k =
1
L
LX
i=1
x
(i)
k=k 1 (4.10)
によって計算する．提案法では，この方法に比べて STEP 1.1の (4.6)式でサンプル点間情報
を活用することにより，状態推定精度を向上できることが期待される．
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注意 4.3 線形システム (4.1)，(4.2)式 の状態推定問題において，すべての時刻 kで出力信号
がサンプリングされるとき，カルマンフィルタが最小分散推定値を与えることがよく知られて
いる [63]．本論文では，これを全サンプルカルマンフィルタとよぶ．全サンプルカルマンフィ
ルタは本論文の問題設定において，分散の意味で推定精度の上限を与えることに注意する．
注意 4.4 本論文では (4.1), (4.2)式 の線形システムを対象としているが，提案する状態推定
法はパーティクルフィルタを用いているため，非線形システムにも適用可能である．非線形シ
ステムに適用する場合，より大きいパーティクル数 Lが必要になる [44], [64]．
注意 4.5 提案法の計算時間はパーティクル数 Lに線形に依存する．正確な推定に必要なパー
ティクル数はシステムの次数が増えるにつれて増加することが知られている．これらのことか
ら，提案法を大規模なシステムの状態推定問題に直接適用することは困難であることに注意
する．
注意 4.6 本節で提案したルベーグサンプリングのもとでの状態推定法はサンプリングしきい
値が固定されていることを仮定したが，3.6節 で提案した可変ルベーグサンプリングにも容易
に拡張できる．システム同定のときと同様，(4.4)式を
pns( j k;mk;xk) = 1
2

erf

ys +    c>xkp
22

  erf

ys      c>xkp
22

(4.11)
と置き換えることにより，可変ルベーグサンプリングのもとでサンプル点間情報を活用した状
態推定を行うことができる．
4.4 制御への応用
本節では，前節で提案した状態推定法をルベーグサンプリングのもとでの制御問題に適用
する．
制御対象の動的システム と状態推定器はネットワークを介して接続されているとし，状
態推定器へ送られる の出力信号がルベーグサンプリングされているとする．それに対して，
制御に用いられる制御器とアクチュエータ，状態推定器はネットワークを介さずに接続されて
いると仮定する．この仮定により，システム から状態推定器へ信号が送信されない場合に
も制御入力を変化させることができる．この仮定は文献 [65] の最適制御問題とは異なること
に注意する．
制御対象  は状態方程式 (4.1)，(4.2)式で記述される．このとき，本節で扱う制御問題は評
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価関数
J1 = E
"
x>NSNxN +
N 1X
k=1
 
x>kQxk + u
>
kRuk
#
(4.12)
を最小化する入力 uk を見つけることである．ここで，N は評価する時間の長さであり，SN，
Q，Rはユーザによって設定される重みである．
の出力がすべての kで観測される場合を考えると，制御問題の解はよく知られた LQG制
御に帰着される．LQG制御とのアナロジーから，の出力信号がルベーグサンプリングされ
ているときに x^k を前節で提案した状態推定器による推定値として，制御入力を
uk =  F>k x^k
とすることを提案する．ただし，
Fk =
 
R+B>u Sk+1Bu
 1
B>u Sk+1A (4.13)
である．ここで，Sk は，
Sk = Q+A
>Sk+1A A>Sk+1Bu
 
R+B>u Sk+1Bu
 1
B>u Sk+1A
を満たす半正定対称行列である．このときの制御系は Fig. 4.5となる．提案する制御法におい
て，状態推定にサンプル点間情報を用いたことにより，(4.12)式の評価関数を小さくする意味
で，制御性能の向上が期待される．
4.5 数値例
本節では，数値例を通して提案した状態推定法の有用性を示す．
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Fig. 4.5: The proposed control system under the Lebesgue sampling
4.5.1 1次系に対する状態推定
本項では，
xk+1 = axk + bvk; (4.14)
yk = cxk + wk (4.15)
で表される 1次系に対して提案した状態推定法を適用した結果について述べる．ただし，数値
例において，
y(t) =
1
p+ 1
u(t) (4.16)
を状態空間実現し，離散化した a = 0:9048，b = 0:25，c = 0:3807を用いた．また，vk と wk
の分散はそれぞれ 2v = 1と 2 = 0:12 とした．さらに，サンプリングしきい値は (2.86)式と
し，d = 0:23とした．数値例で用いた出力信号の一例を Fig. 4.6に示す．図において，縦の
点線はサンプリングが行われた時刻を表している．異なる 1000通りの vk と wk の実現に対し
て状態推定実験を行った．それぞれの実験においては，提案法を (4.14)，(4.15)式に対して適
用した．このとき，パーティクル数は L = 200とした．また，注意 4.3の全サンプルカルマ
ンフィルタ，注意 4.2のサンプル点間情報を用いない状態推定法と提案法を比較した．全サン
プルカルマンフィルタ，サンプル点間情報を用いない状態推定法，提案法による状態推定結果
の一例をそれぞれ Fig. 4.7の (a)，(b)，(c) に示す．今後，図のキャプションになどにおいて
は，注意 4.2のサンプル点間情報を用いない状態推定法を Naive methodと表記する．
Fig. 4.7(b)と Fig. 4.7(a)を比較すると，サンプル点間情報を用いない状態推定法では全サ
ンプルカルマンフィルタに比べて推定精度が劣化している．特に，出力信号 yk が長くサンプリ
ングされない k 2 [6; 11]や k 2 [34; 44]において劣化が顕著に表れている．一方，Fig. 4.7(c)
の提案法では，このような期間に推定精度の劣化が抑えられている．
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Fig. 4.6: An example of the output of the 1st-order system
Table 4.1: The RMSE of the state estimations for the 1st-order system
Mean Standard deviation
Proposed method 0.2117 0.0251
Naive method 0.2444 0.0389
Kalman lter with full sampling 0.1990 0.0236
つぎに，1000回の試行における RMSEの平均値と標準偏差を評価した結果を Table 4.1に
示す．表より，提案法の RMSE はサンプル点間情報を用いない状態推定法の RMSE よりも
小さくなっており，ルベーグサンプリングのもとで提案法が有用であることが確かめられた．
4.5.2 2次系に対する状態推定
前項では，1次系に対する状態推定において提案法を用いると，状態推定精度が向上するこ
とが確かめられた．1次系に対する状態推定を行う場合，観測雑音は印加されているものの，
すべての状態変数が観測されていた．つぎに，観測されていない状態が存在する場合にも提案
法が有用であることを確かめるため，2次系に対する状態推定を考える．
対象システムを
xk+1 = Axk + bvvk (4.17)
yk = c
>xk + wk (4.18)
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Fig. 4.7: The results of the state estimation for the 1st-order system
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とする．ただし，
A = exp (A0T )
bv =
Z T
0
exp (A0) b0d
c =

0 1
>
とした．ここで，
A0 =
 1 0
1  2

b0 =

1 0
>
を用いた．ここで，T はサンプリング周期であり，T = 0:5とした．vk と wk の分散をそれぞ
れ 2v = 1と 2 = 0:022 とした．さらに，サンプリングしきい値は (2.86)式とし，d = 0:2と
した．このときの出力の一例を Fig. 4.8に示す．
パーティクル数を L = 500とし，1000通りの vk と wk について状態推定を行った．全サン
プルカルマンフィルタ，サンプル点間情報を用いない状態推定法，提案法による状態推定結果
の一例をそれぞれ Figs. 4.9{4.11 に示す．ここで，状態変数の第 2要素は観測されているが，
第 1要素は観測されていないことに注意する．Fig. 4.9と Fig. 4.10を比較すると，サンプル
点間情報を用いない状態推定法を用いた場合にはサンプリングが行われない時刻に状態推定精
度が劣化している．これに対し，Fig. 4.11では観測されている状態，観測されていない状態
ともに状態推定精度の劣化が抑えられていることが確かめられた．
つぎに，1000回の試行における RMSEの平均値と標準偏差を評価した結果を Table 4.2に
示す．表は，観測されている状態，観測されていない状態ともに提案法の RMSEがサンプル
点間情報を用いない状態推定法の RMSEよりも小さくなっていることを示している．このこ
とから，提案法によって観測されていない状態の推定精度も向上させることができることが確
かめられた．
4.5.3 リーマンサンプリングとルベーグサンプリングの比較
本項では，サンプリングされるデータ数と状態推定精度の観点から，リーマンサンプリング
とルベーグサンプリングの比較を行う．
4.5.1項と同様の 1次系に対し，さまざまなサンプリングしきい値の間隔 dを用いたルベー
グサンプリングを行って状態推定を行い，サンプリングされるデータ数と状態推定精度を評価
した．また，注意 2.14で定義したリーマンサンプリングを行ってデータをサンプリングした
場合についても状態推定を行った．このとき，k =2 Sr の場合のサンプル点間情報は存在しな
いため，注意 4.2と同様のサンプル点間情報を用いない状態推定法を用いた．ルベーグサンプ
第 4章 ルベーグサンプリングのもとでの状態推定法 70
0 10 20 30 40 50
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
Original signal
Sampled data
Fig. 4.8: An example of the output of the 2nd-order system
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Fig. 4.9: State estimation result for the 2nd-order system by Kalman lter in the full
sampling case
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Fig. 4.10: State estimation result for the 2nd-order system by the naive method
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Fig. 4.11: State estimation result for the 2nd-order system by the proposed method
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Table 4.2: The RMSE of the state estimations for the 2nd-order system
x1 x2
Mean Standard deviation Mean Standard deviation
Proposed method 0.2252 0.0248 0.0430 0.0050
Naive method 0.2845 0.0389 0.0748 0.0204
Kalman lter
with full sampling 0.1371 0.0203 0.0193 0.0020
リングと同様に，さまざまなサンプリング周期 kr に対して，サンプリングされるデータ数と
状態推定精度を評価した．ルベーグサンプリングとリーマンサンプリングのどちらについて
も，N = 104 とし，k 2 f1; : : : ; Ng において状態推定を行った．
ルベーグサンプリングとリーマンサンプリングを用いた場合について，データ数と RMSE
の関係を Fig. 4.12に示す．図において，横軸はルベーグサンプリングを用いた場合は jSj=N，
リーマンサンプリングを用いた場合は jSrj=N である．図は，ルベーグサンプリングやリー
マンサンプリングを用いたサンプル点間情報を用いない状態推定法では，サンプリングされ
るデータ数が少なくなるにつれて RMSEが劣化していくのに対し，提案法を用いた場合には
RMSEの劣化を小さく抑えることができていることを示している．この結果から，リーマン
サンプリングと比較して，サンプル点間情報を用いることができるルベーグサンプリングが有
用であることが確かめられた．
4.5.4 ルベーグサンプリングのもとでの制御問題
本項では，数値例を通して 4.4節で提案した制御法の有用性を示す．
Fig. 4.13のような磁気浮上系の制御をを模擬した数値実験を行う．磁気浮上系では，電磁
石の吸引力を制御することにより，質量M の鉄球を浮上させる． 制御対象を線形システム
(4.1)，(4.2)式とする．ただし，
A = exp (A0T ) (4.19)
bu = bv =
Z T
0
exp (A0) b0d (4.20)
c =

1 0
>
(4.21)
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Fig. 4.13: Magnetic levitation system
である．ここで，
A0 =

0 1
Kx=M 0

(4.22)
b0 =

0  Ki=M
>
: (4.23)
とおいた． これは，磁気浮上系を平衡点のまわりで線形化したものである．本項で扱う数値
例では，非線形な磁気浮上系でなく，線形化したシステムを制御対象とすることに注意する．
また，A0 の固有値が pKx=M であることから，このシステムは不安定であることに注意
する．(4.19){(4.23) 式において，T は基本サンプリング周期，Kx と Ki は平衡点によって
決まる電気的吸引力に関する定数である．本項の数値例では，それぞれの定数を T = 10 3，
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Fig. 4.14: Time series of the states under the LQG control in the full sampling case
Kx = 177，Ki = 5:187，M = 0:358 とした．また，vk と wk は平均値 0，分散がそれぞれ
0:1と 10 6 の正規性白色雑音とした．サンプリングしきい値は (2.86)式によって定義される
とし，d = 10 2 とした．さらに，状態フィードバックゲインは，SN = I，Q = I，R = 0:1
としたときの (4.13)式とした．
状態推定器として全サンプルカルマンフィルタを用いた LQG制御，サンプル点間情報を用
いない状態推定法を用いた制御方法，提案法の制御結果をそれぞれ Figs. 4.14{4.16 に示す．
図の x1，x2 はそれぞれ状態 xk の第 1要素と第 2要素であり，鉄球の位置と速度に対応して
いる．Fig. 4.15では，状態の変動が Fig. 4.14に比べて大きくなっており，制御性能が劣化し
ている．一方，Fig. 4.16に示した提案法の結果では，サンプル点間情報を用いない状態推定
法を用いた場合に比べて変動が小さくなっており，制御性能が向上したといえる．
つぎに，評価関数
J2 =
N 1X
k=1
 
x>kQxk + ruk
2

(4.24)
を評価した結果を Table 4.3 に示す．提案法による評価関数値がサンプル点間情報を用いな
い状態推定法を用いた場合に比べて小さくなっていることから，提案法の有用性が確かめら
れた．
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Fig. 4.15: Time series of the states under the naive control method
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Fig. 4.16: Time series of the states under the proposed control method
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Table 4.3: The value of the cost functions in Eq. (4.24)
Proposed method 223.5
Naive method 962.4
Kalman lter with full sampling 78.2
4.6 ディスカッション：モーメントのマッチングによる状態推
定法
4.3節で提案した状態推定法は，状態推定値の非正規性の課題をパーティクルフィルタを用
いて克服した．本節では，それとは別の，各時刻において，状態の事後分布を 2次までのモー
メントを一致させた正規分布で近似する状態推定法について考察する．
時刻 k における状態の事後分布 p(xk j Zk)が平均値 xk=k，共分散行列 Pk=k の正規分布
p(xk j Zk) = N (xk;xk=k;Pk=k) (4.25)
であるとする．このとき，時刻 k + 1の状態の事前分布は，
p(xk+1 j Zk) = N
 
xk+1; x^k+1=k;Pk+1=k

(4.26)
となる．ただし，
x^k+1=k = Ax^k +Buuk
Pk+1=k = APk=kA
> +BvvB>v
である．また，時刻 k + 1における状態の事後分布は，
p(xk j Zk) = p(xk j Zk 1; zk)
=
p(zk j xk)p(xk j Zk 1)R
Rnx p(zk j xk)p(xk j Zk 1)dxk
となる．時刻 k において yk がサンプリングされたとき，
p(xk j Zk) = N
 
xk; x^k;Pk=k

(4.27)
となる．ただし，
x^k = x^k=k 1 + kk
 
yk   c>x^k=k 1

Pk=k = Pk=k 1   kkc>Pk=k 1
kk = Pk=k 1c
 
2 + c>Pk=k 1c
 1
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である．また，時刻 k においてサンプリングが行われなかったとき，
p(zk j xk) =
Z mk+1
mk
N (yk; c>xk; 2)dyk
であることを用いると，
p(xk j Zk) =
R mk+1
mk
N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
(4.28)
となる．ただし，
y^k=k 1 = c>x^k=k 1
Uk = 
2 + c>Pk=k 1c
である．
つぎに，(4.28)式の確率分布の平均値と共分散行列を求める．(4.28)式の平均値は，
xk =
Z
Rnx
xk
R mk+1
mk
N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
dxk
=
R mk+1
mk
x^kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
= (I   kkc>)x^k=k 1 + kk
R mk+1
mk
ykN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
= x^k=k 1   Ukkk nk
dk
(4.29)
となる．ここで，
nk = N (mk+1; y^k=k 1; Uk) N (mk ; y^k=k 1; Uk) (4.30)
dk =
1
2

erf

mk+1   y^kp
2Uk

  erf

mk   y^kp
2Uk

(4.31)
とおいた．また，共分散行列は，
Pk =
Z
Rnx
(xk   xk)(xk   xk)>
R mk+1
mk
N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
dxk
=
Z
Rnx
xkx
>
k
R mk+1
mk
N  xk; x^k;Pk=kN (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
dxk   xk x>k
= Pk=k   xk x>k +
R mk+1
mk
x^kx^
>
k N (yk; y^k=k 1; Uk)dykR mk+1
mk
N (yk; y^k=k 1; Uk)dyk
= Pk=k 1  

Ukn
2
k
d2k
+
n0k
dk

kkc
>Pk=k 1 (4.32)
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Algorithm 3 State estimation algorithm under Lebesgue sampling using moment match-
ing
Require: x^1=0 and P1=0
k  1
loop
if zk = yk then
kk  Pk=k 1c
 
2 + c>Pk=k 1c
 1
x^k  x^k=k 1 + kk
 
yk   c>x^k=k 1

Pk=k  Pk=k 1   kkc>Pk=k 1
else
y^k=k 1  c>x^k=k 1
Uk  2 + c>Pk=k 1c
nk  N (mk+1; y^k=k 1; Uk) N (mk ; y^k=k 1; Uk)
dk  12erf

mk+1 y^kp
2Uk

  erf

mk y^kp
2Uk

n0k  (mk+1  y^k=k 1)N (mk+1; y^k=k 1; Uk) (mk  y^k=k 1)N (mk ; y^k=k 1; Uk)
x^k  x^k=k 1 + Ukkk nkdk
Pk=k  Pk=k 1  

Ukn
2
k
d2k
+
n0k
dk

kkc
>Pk=k 1
end if
x^k+1=k  Ax^k +Buuk
Pk+1=k  APk=kA> +BvvB>v
k  k + 1
end loop
となる．ここで，
n0k = (mk+1   y^k=k 1)N (mk+1; y^k=k 1; Uk)  (mk   y^k=k 1)N (mk ; y^k=k 1; Uk)
(4.33)
とおいた．以上の結果から，毎時刻 kで事後分布を２次モーメントまで一致させた正規分布で
近似すると，Algorithm 3が得られる．
このアルゴリズムを用いて 4.5.1項と同様の数値実験を行い，推定値の RMSEを評価する
と，0.2122となった．Table 4.1と比較すると，パーティクルフィルタを用いた提案法に近い
精度で推定が可能であるといえる．このアルゴリズムは，各 k において，推定値の事後分布
を正規分布で近似して得られたものである．この近似の影響が大きくなる例ではパーティクル
フィルタを用いた提案法のほうが高精度になると考えられる．一方で，本節で提案した方法で
は，アンサンブルの計算を必要としないことから，計算負荷は小さく抑えられる利点がある．
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計算負荷と分布の近似精度のあいだのトレードオフによりどちらの方法を用いるか選択するこ
とが望ましいと考えられる．より詳細な検討は今後の課題としたい．
4.7 まとめ
本章では，ルベーグサンプリングのもとでの状態推定法とその制御問題への応用を提案し
た．提案した状態推定法では，サンプル点間情報を用いるためにパーティクルフィルタを適用
した．また，提案した状態推定法を最適レギュレータと組み合わせる制御系設計法を提案し
た．数値例では，サンプル点間情報を用いることにより，状態推定精度を向上させることがで
きた．また，その状態推定値を用いることにより，制御性能も向上させることができた．
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第 5章
二次電池のシステム同定と状態推定
への応用
本章では，第 3 章と第 4 章で提案したシステム同定法と状態推定法の実応用可能性を検討
するために，二次電池のモデリングと状態推定への適用を考える．二次電池のモデルをシステ
ム同定によって構築し，それを用いて充電率の推定を行う方法について述べる．
5.1 はじめに
近年の環境問題やエネルギー問題への関心の高まりの中で再生可能エネルギーの活用が注目
されている．また，環境負荷の小さい自動車として，化石燃料を使わない電気自動車への期待
が高まっている．そのなかで，電気エネルギーを貯蔵するデバイスである二次電池は重要な役
割を担っている [66]．
二次電池を安全かつ効率的に扱うために，電池の充電率（State Of Charge: SOC）を正確
に評価することが重要である．SOCは測定することができないため，測定可能な電流や電圧
から推定する必要がある．
SOCを推定するための有力なアプローチとしてモデルに基づく状態推定器を用いる方法が
ある．Plett は，二次電池のシステム同定と拡張カルマンフィルタを用いた SOC推定を提案
した [67]{[69]．それ以降，二次電池のモデリングと状態推定について，システム制御的な立場
から，さまざまな研究が行われてきた．カルマンフィルタを用いるためには電池の正確なモデ
ルが必要であるが，電池の第一原理モデリングでは，状態推定に適したモデルを構築すること
が困難であるため，システム同定によるモデリングが研究されてきた [42], [68], [70]．また，モデ
ルに基づいて状態推定を行う研究も数多くなされてきた [71]{[73]．
これらの方法では，電池のモデリングや状態推定を精度よく行うことができるが，実用上，
扱うデータ数が問題になる場合がある．特に，電気自動車への応用を考えた場合，低コスト化
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の観点から搭載されるプロセッサやメモリの性能に制約があることが多い．そこで，モデリン
グや状態推定の精度を落とさずにデータ数を削減する技術が求められている．
そこで，本章では，ルベーグサンプリングを用いて電池の出力信号をサンプリングし，本論
文で提案したシステム同定法と状態推定法を適用することを考える．電池は時定数の大きく異
なる遅い応答と速い応答をもつシステムであるため，通常のルベーグサンプリングでは適切に
サンプリングが行えない場合がある．本章では，電池のデータを適切にルベーグサンプリング
するために可変ルベーグサンプリングを用いることを提案する．数値例によって提案したそれ
ぞれの方法の有用性を示す．
5.2 二次電池の充電率推定
5.2.1 電池の充電率に関する用語
電池残量を見積もるモデルを考える．充電率 SOCは電池残量（Remaining Capacity: RC）
の満充電容量（Full Charge Capacity: FCC）に対する割合で表される．すなわち，
SOC =
RC
FCC
(5.1)
である．電池は繰り返し使用するうちに劣化して容量が小さくなっていく．劣化の度合いは
SOH =
FCC
FCC0
(5.2)
で定義される健全度（State Of Health: SOH）[67] で表される．ただし，FCC0 は電池の劣化
がないときの FCCである．したがって劣化のある場合の SOCは，
SOC =
RC
FCC0  SOH (5.3)
と表される．
5.2.2 電流積算法による充電率推定
SOCは直接測定することができないので，測定可能な物理量である電流や電圧から推定す
ることが必要となる．SOCを推定する最も一般的な方法は電流積算（クーロンカウント）法
である [66]．これは
xch(t) = xch(t0) +
1
FCC0  SOH
Z t
t0
u()d (5.4)
を用いて SOCを算出する方法である．ただし，時刻 tの SOCを xch(t)とした．また，電池
を流れる電流を u(t)とした．このとき，電池に流入する方向を正とした．t0 は推定を開始す
る時刻である．
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Fig. 5.1: An example of SOC-OCV characteristics
電流積算法はその計算方法の性質上，入力電流の計測誤差を蓄積してしまうという問題点を
有している．また，SOCの初期値 xch(t0)の決め方が難しいうえ，一度 SOCの推定値が真の
値と一致しなくなったときにそれを修正することができないという問題点もある．したがっ
て，より高精度な SOC推定法が求められている．
5.2.3 開回路電圧法による充電率推定
電池の SOCの推定方法として，開回路電圧（Open Circuit Voltage: OCV）法と呼ばれる
方法も存在する [66]．ここで，OCVは，電池が電気化学的平衡状態にあるときの端子電圧で
ある．SOCと OCVの間には一対一の対応関係があり，たとえば Fig. 5.1で表されるような
非線形関数 focv()を用いて，
OCV(t) = focv(xch(t)) (5.5)
と記述できる [74]{[76]．このとき，非線形関数 focv()を SOC-OCV特性とよぶ．SOC-OCV
特性は温度や電池の劣化にほとんど依存しないことが知られている [77], [78] ので，電池のOCV
を測定すれば SOCを推定することが可能になる．これを開回路電圧法という．この方法は電
流積算法のような誤差の蓄積が存在せず，高精度に SOCを推定することができる点で優れて
いる．しかし，開回路電圧を測定するためには電池を無負荷で長時間放置することが必要であ
るので，開回路電圧法を利用できるのはごく限られた環境のみである．
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Output: terminal voltage
⌘(t)
u(t)
y(t)
OCV(t)
G⌘(p)
Fig. 5.2: Equivalent circuit of a battery
5.2.4 モデルに基づいた充電率推定
前項で説明した開回路電圧法は SOCを推定するのに十分に長時間電池を放置する必要があ
る．二次電池の実使用中に SOC を推定するためには，OCV を推定することが必要である．
電池のモデルを用いて OCV推定を行う手法が考えられている．
OCVの推定のために用いられるモデルの多くは電池の端子電圧 y(t)を
y(t) = OCV(t) + (t) (5.6)
と記述する [79]．これを等価回路で表すと Fig. 5.2となる．ただし，(t)は電池の内部抵抗に
よる電圧降下であり，過電圧（Overpotential）と呼ばれる．過電圧 (t)のダイナミクスを記
述するモデルが得られているとき，たとえば，
OCV(t) = y(t)  (t) (5.7)
を計算することにより OCV を推定することができる．すると，SOC-OCV 特性の逆関数を
用いることで SOC の推定を行うことができる．また，SOC を状態変数としたモデルを構築
し，カルマンフィルタなどの状態推定器を用いることにより，より正確に SOCを推定するこ
とができる．
電流積算法が電流のみを用いた SOC推定法であるのに対し，モデルに基づいた SOC推定
法は測定した電流と電圧の両方を利用している．このことから，電流積算法のもつ問題点を解
決できると期待される．
5.3 二次電池のモデル
前節で述べたように，二次電池の充電率を推定するために，二次電池のモデルが必要であ
る．ここで，SOC-OCV特性は事前に測定可能であるので，過電圧を表現するモデルが重要で
ある．筆者らは過電圧がイオンの拡散によって記述されることに着目したグレーボックスモデ
リング法を提案した [42]．本節では拡散を考慮した二次電池のモデルについて述べる．
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二次電池の過電圧のモデリングについて考える．過電圧は電解液などの抵抗，電極と電解質
の界面の電荷移動過程，電極内部のイオンの拡散過程の 3つの要素に分けることができる．電
荷移動過程は時定数が数ミリ秒の速い応答であり，拡散過程は時定数が数百秒に及ぶ遅い応答
である．本論文ではデータのサンプリング周期などの関係から電荷移動過程は無視できると
し，過電圧を
(t) = G(p)u(t) (5.8)
と表す．ただし，過電圧部分のインピーダンスを
G(s) = R0 +Gw(s) (5.9)
とした．ここで，R0 は電解液などの抵抗を表しており，Gw(s)はワールブルグインピーダン
スと呼ばれる拡散過程のインピーダンスである．ワールブルグインピーダンスは
Gw(s) =
Rdp
ds
tanh(
p
ds) (5.10)
と表される [80]．ただし，Rd は直流電流に対する拡散抵抗である．また，d は拡散過程の時
定数を表す量であり， を拡散層の厚み，D を拡散定数とすると d = 2=D を満たす．
(5.10)式のインピーダンスには s 1=2 という非整数階積分が含まれていて扱いにくいが，分
布定数回路を用いて近似することができる [42], [72], [81]．本論文では，tanh()の連分数展開を
用いた
Gw(s) =
1
1
R1
+
1
1
sC1
+
1
1
R2
+
1
1
sC2
+ : : :
(5.11)
に対応する Fig. 5.3のようなカウエル型の等価回路を扱う．ただし，
Rn =
Rd
4n  3 (5.12)
Cn =
d
Rd(4n  1) (5.13)
である．また，(5.11)式は次数が無限大のシステムであることに注意する．実用上は無限次元
のモデルを扱うことができないので，適切な次数 nw で連分数を打ち切ることになる．
注意 5.1 Fig. 5.3 の等価回路は一般には抵抗とコンデンサの 2nw 個のパラメータで記述さ
れる．一方で，(5.11) 式のモデルは等価回路の抵抗やコンデンサが打ち切り次数 nw によら
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Fig. 5.3: Equivalent circuit of Warburg impedance using Cauer structure
ず，2つの物理パラメータ Rd，d のみで決定されることが重要である．(5.11)式のモデルは
(5.10)式のワールブルグインピーダンスから導かれているため，パラメータ Rd，d の値を用
いて電気化学的な意味付けがしやすいことが特徴である．
以上をまとめると，電池に流れる電流 u(t)と端子電圧 y(t)のあいだの関係は，雑音を考え
ないとき，
y(t) = focv(xch(t)) +G(p)u(t) +R0u(t) (5.14)
となる．
5.4 二次電池のシステム同定
二次電池は使用するうちに劣化し，その特性が変化するため，電池の使用中にモデルを更新
する必要がある．そこで，本節では，前節で述べた二次電池のモデルを，入出力データから推
定することを考える．
前節で述べた二次電池のモデルにおいて，focv() は変化しないことを仮定したため，推定
すべきパラメータは SOHと R0，Rd，d である．ここで，SOHは本来パラメータではなく
状態と考えるべきであるが，十分に変化が遅いことを仮定し，本論文ではパラメータとして扱
う．また，(5.4)式で記述されるように，xch(t)は入力 u(t)を積分したものである．そのため，
十分に長い実験時間をとっても初期値 xch(t0)の影響を無視することができない．実使用中に
おいて，xch(t0)の正確な値は明らかでないことが一般的であるため，xch(t0)も推定するパラ
メータに含めることにする．以上をまとめると，二次電池のモデルにおいて，推定する必要が
ある未知パラメータは
 =

R0 Rd d xch(t0) SOH
>
(5.15)
となる．実験によって得られた入出力データを用いてこの未知パラメータ  を推定すること
が本節で考える問題である．
出力データがルベーグサンプリングされていることを仮定し，第 3 章で提案したシステム
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同定法を用いて  を推定することを考える．このとき，最適化のために (5.14)式の未知パラ
メータに関する勾配を求める必要がある．
まず，xch(t0)，SOHに関して次式が成り立つ．
@y^(t)
@xch(t0)
= gocv(xch(t)) (5.16)
@y^(t)
@SOH
=   gocv(xch(t))
FCC0  SOH2
Z t
t0
u()d (5.17)
ただし，gocv()は
gocv(xch) =
dfocv(xch)
dxch
(5.18)
であり，これはあらかじめ計算できる．また，xch(t)は (5.4)式によって求める．
つぎに，R0 に関して，
@y^(t)
@R0
= u(t) (5.19)
となる．
さらに，Rd と d に関する勾配について考える．ワールブルグインピーダンスの動特性
y^w(t) = Gw(p)u(t)
を状態空間実現すると，
d
dt
xw(t) = Awxw(t) + bwu(t) (5.20)
y^w(t) = c
>
wxw(t) (5.21)
によって表すことができる．ただし，状態変数は
xw =

v1 : : : vnw
>
(5.22)
であり，vj(j = 1; 2; : : : ; nw)はそれぞれ Fig. 5.3 におけるコンデンサ Cj の両端電圧である．
また，
Aw =   1
d
LU (5.23)
bw =
Rd
d

3 7 : : : 4nw   1
>
(5.24)
cw =

1 : : : 1
>
(5.25)
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である．ここで，
L =
2666664
3 0       0
7 7 0    0
...
...
. . .
. . .
...
4nw   5       4nw   5 0
4nw   1          4nw   1
3777775 (5.26)
U =
2666664
1 1 1    1
0 5 5    5
0 0 9    9
...
...
. . .
. . .
...
0       0 4nw   3
3777775 (5.27)
とおいた．(5.20)，(5.21)式の両辺を Rd によって偏微分すると，それぞれ，
d
dt

@xw(t)
@Rd

=
@Aw
@Rd
xw(t) +Aw
@xw(t)
@Rd
+
@bw
@Rd
u(t) (5.28)
@y^w(t)
@Rd
= c>w
@xw(t)
@Rd
(5.29)
が得られる．また，d による偏微分も同様である．したがって，拡大系
d
dt
2666664
xw(t)
@xw(t)
@Rd
@xw(t)
@d
3777775 = Aw
2666664
xw(t)
@xw(t)
@Rd
@xw(t)
@d
3777775+Bwu(t) (5.30)
2666664
yw(t)
@yw(t)
@Rd
@yw(t)
@d
3777775 = Cw
2666664
xw(t)
@xw(t)
@Rd
@xw(t)
@d
3777775 (5.31)
の応答を計算すれば，Rd と d に関する勾配
@y^(t)
@Rd
=
@yw(t)
@Rd
(5.32)
@y^(t)
@d
=
@yw(t)
@d
(5.33)
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が得られる．ただし，
Aw =
264 Aw O OO Aw O
  1
d
A() O Aw
375 (5.34)
Bw =
266664
bw
1
Rd
bw
  1
d
bw
377775 (5.35)
Cw =
24c>w o> o>o> c>w o>
o> o> c>w
35 (5.36)
である．ここで，O と o はそれぞれ，要素がすべて 0 の適切なサイズの行列とベクトルで
ある．
以上より，未知パラメータに関する勾配が求められたので，第 3 章で提案したシステム同定
法を適用することができる．
5.5 二次電池の状態推定
本節では，二次電池の状態推定を行うことを考える．特に，SOCを推定することを考える．
出力データがルベーグサンプリングされていることを仮定し，第 4 章で提案した状態推定法
を適用する．
第 4 章で提案した状態推定法は離散時間状態空間モデルを対象としている．そこで，5.3節
で述べた二次電池のモデルを状態空間実現する．
まず，xch(t)は，(5.4)式で示したように入力電流 u(t)の積分によって得られる．このこと
から，xch(t)のしたがう微分方程式は，
d
dt
xch(t) =
1
FCC0  SOHu(t) (5.37)
となる．また，ワールブルグインピーダンスの動特性は，(5.20)，(5.21)式と表される．した
がって，電池の入出力の関係は
d
dt
x(t) = Acx+ bcu(t) (5.38)
y(t) = h(x(t); u(t)) (5.39)
となる．ただし，状態変数を
x(t) =

xch(t) x
>
w(t)
>
(5.40)
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とおいた．また，
Ac =

0 o>
o Aw

; bc =

1
FCC
b>w
>
(5.41)
である．さらに，
h(x; u) = focv(c
>
1 x) + c
>
2 x+R0u (5.42)
である．ここで，
c1 =

1 o>
>
; c2 =

0 c>w
>
(5.43)
とした．
(5.38)，(5.39)式 を離散化し，システム雑音 vk，観測雑音 wk を導入すると，離散時間状態
空間モデル
xk+1 = Axk + buk + vk (5.44)
yk = h(xk; uk) + wk (5.45)
が得られる．ただし，Aと bはAc と bc を適切に離散化して得られる行列である．たとえば
ゼロ次ホールドを用いて
A = exp (AcT )
b =
Z T
0
exp (Ac) bcd
となる．ただし，T は基本サンプリング周期である．
以上より，電池の入出力関係を離散時間状態空間実現することができた．この状態 xk を
第 4 章で提案した方法で推定し，その第 1要素をとることにより充電率を推定することがで
きる．
5.6 数値実験
本節では，ルベーグサンプリングのもとで電池のシステム同定と状態推定を行う数値実験に
ついて述べる．
5.6.1 問題設定
本項では，数値実験の問題設定について述べる．
数値実験では，R0 = 0:6 m
，Rd = 1 m
，d = 200 s，xch(t0) = 90 %，SOH = 95 %
と設定した計算機上のモデルを対象システムとする．このシステムに電気自動車の走行を模擬
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Fig. 5.4: Input current used for numerical experiments
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Fig. 5.5: An example of the output voltage of the battery in numerical experiment
した Fig. 5.4 の入力を印加し，Fig. 5.5 の出力を得た．このとき，基本サンプリング周期は
0.1 秒とした．また，観測値には平均値 0，分散 10 4 の正規性白色雑音が加わるとした．こ
こで，Fig. 5.4と Fig. 5.5の入出力データのうち，はじめの 2時間分のデータを用いてシステ
ム同定を行い，残りのデータを用いて状態推定を行うこととした．
本節の数値実験では，Fig. 5.5の出力信号をリーマンサンプリングしたとき，ルベーグサン
プリングしたとき，可変ルベーグサンプリングしたときのシステム同定結果と状態推定結果を
比較し，データ数に制約があるときにどのようなサンプリングを行うべきであるかを検討し
た．ここで，ルベーグサンプリングに用いるしきい値は等間隔な (2.86)式を用いた．
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Table 5.1: Estimated parameters of battery
True Riemann Lebesgue Variable Lebesgue
R0 [m
] 0.6 0:600 0:0063 0:600 0:0037 0:600 0:0034
Rd [m
] 1 1:00 0:0118 0:99 0:0069 1:00 0:0066
d [s] 200 200 7:92 199 4:8 200 4:4
xch(t0) [%] 90 90:0 0:0461 90:0 0:0538 90:0 0:0289
SOH [%] 95 95:0 0:21 94:9 0:20 95:0 0:13
5.6.2 ルベーグサンプリングのもとでのシステム同定
本項では，システム同定の数値実験を行った結果について述べる．
まず，用いることのできるデータ数が基本サンプリング周期を用いたときの全サンプルの
1=10に制約されていることを仮定する．このとき，リーマンサンプリングではサンプリング
周期 1 秒でサンプリングを行うことになる．また，ルベーグサンプリングと可変ルベーグサ
ンプリングでこの条件を満たすサンプリングしきい値を見つけると，それぞれ d = 84 mV,
 = 25 mVとなった．このとき，異なる雑音を用いた 1000組の入出力データに対して，シス
テム同定を行った．その結果を Table 5.1 に示す．表では，1000 回の試行で得られた推定値
の平均値 標準偏差が示されている．それぞれのサンプリング法でのパラメータ推定値の平
均値をみると，どの方法でも真値に近い値が得られている．このことから，電池を対象とした
場合でも提案法によって適切にパラメータ推定が行えることが確かめられた．また，それぞれ
の方法のパラメータの標準偏差を比較すると，可変ルベーグサンプリングを用いた場合がすべ
てのパラメータにおいて標準偏差が最も小さくなっている．このことから，データ数に制約が
ある場合の二次電池のシステム同定では，可変ルベーグサンプリングがパラメータ推定値のば
らつきを小さくする意味で優れていることが確かめられた．
同様に，リーマンサンプリング，ルベーグサンプリング，可変ルベーグサンプリングのそれ
ぞれについて，さまざまなサンプリング周期，d， を選んでシステム同定実験を行った．そ
れぞれの条件に対して，サンプリングされたデータ数とパラメータ推定値の標準偏差を評価し
た．その結果を Figs. 5.6，5.7に示す．図において，縦軸は全データ N のうちサンプリング
されたデータ数の割合 jSj=N を表している．図は，どのパラメータに対しても，データ数の割
合を小さくしていったときの標準偏差の増加が最も小さいのは可変ルベーグサンプリングであ
ることを示している．たとえば Fig. 5.6(a)において，標準偏差を 0.005以下に抑えようとし
たとき，リーマンサンプリングを用いた場合には全サンプルの 50 %が必要なのに対し，可変
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ルベーグサンプリングを用いた場合には 22 %程度で十分である．この結果から，データ数の
制約のもとで，可変ルベーグサンプリングを用いると精度よくパラメータ推定が行えることが
確かめられた．
5.6.3 ルベーグサンプリングのもとでの状態推定
本項では，二次電池の状態推定の数値実験を行った結果について述べる．本項では特に，充
電率の推定精度について議論する．
システム同定のときと同様に，リーマンサンプリング，ルベーグサンプリング，可変ルベー
グサンプリングのそれぞれについて，さまざまなサンプリング周期，d，を選んで出力のサン
プリングを行い，得られた入出力データに対して状態推定実験を行った．このとき，それぞれ
の条件に対してサンプリングされたデータ数を評価した．また，真の SOCと推定された SOC
のあいだの RMSEを評価した．サンプリングされたデータ数と RMSEの関係を Fig. 5.8 に
示す．図は，サンプリングされるデータ数を少なくしていったとき，可変ルベーグサンプリン
グを用いた場合が最も RMSEを小さくできることを示している．また，ルベーグサンプリン
グを用いた場合には，リーマンサンプリングを用いたときよりも RMSEが大きくなってしま
う場合がある．
このことから，二次電池の充電率推定には固定されたサンプリングしきい値をもつルベーグ
サンプリングは適していないといえる．一方で，可変ルベーグサンプリングを用いることで
データ数の減少に対する状態推定精度の低下を抑えられることが確かめられた．
5.7 まとめ
本章では，本論文で提案したシステム同定法と状態推定法を二次電池に対して適用する例を
示した．
二次電池のモデルとして，電極内部のイオンの拡散現象を用いて，そのパラメータを推定し
た．また，構築したモデルを用いて状態推定器を設計し，充電率の推定を行った．
数値実験では，リーマンサンプリングとルベーグサンプリング，可変ルベーグサンプリング
について比較を行った．電池の応答には開回路電圧に起因する遅い応答と，過電圧に起因する
速い応答が含まれており，通常のルベーグサンプリングでは適切なサンプリングを行うことが
できない場合があることがわかった．また，リーマンサンプリングを用いた場合と比較して，
可変ルベーグサンプリングを用いるとデータ数の減少にともなうシステム同定精度と状態推定
精度の劣化が抑えられることが示された．
第 5章 二次電池のシステム同定と状態推定への応用 93
0 0.5 1
0
0.01
0.02
Lebesgue sampling
Variable Lebesgue sampling
Riemann sampling
(a) Rd
0 0.5 1
0
10
(b) d
0 0.5 1
0
0.01
(c) R0
Fig. 5.6: Relationship between the sampled ratio jSj=N and the standard deviations of
estimated Rd, d, and R0
第 5章 二次電池のシステム同定と状態推定への応用 94
0 0.5 1
0
0.05
0.1
Lebesgue sampling
Variable Lebesgue sampling
Riemann sampling
(a) xch(t0)
0 0.5 1
0
0.1
0.2
0.3
0.4
(b) SOH
Fig. 5.7: Relationship between the sampled ratio jSj=N and the standard deviations of
estimated xch(t0) and SOH
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第 6章
結論
6.1 本論文による成果
本論文では，まず，ルベーグサンプリングのもとでのシステム同定法を提案した．また，提
案法により得られたパラメータ推定値の漸近的な性質を導出した．ルベーグサンプリングのも
とで，従来のシステム同定法を用いてシステム同定を行うとパラメータ推定値にバイアスが生
じてしまうが，提案法により，バイアスなく推定を行うことが可能になった．また，パラメー
タ推定値の漸近的な性質を時間的に等間隔なサンプリング方法を用いた場合と比較し，ルベー
グサンプリングの優位性を示すことができた．
つぎに，ルベーグサンプリングのもとでの状態推定法を提案した．また，提案した状態推定
法を応用した制御の方法も提案した．提案法では，サンプル間情報を用いて状態推定や制御を
行うことにより，状態推定精度や，制御性能を向上することに成功した．
さらに，提案したシステム同定法と状態推定法の応用として，二次電池への適用について述
べた．電極内部のイオンの拡散現象を用いて，そのパラメータを推定した．また，構築したモ
デルを用いて状態推定器を設計し，充電率の推定を行った．数値実験を通して，リーマンサン
プリングとルベーグサンプリングの比較を行い，可変ルベーグサンプリングを用いるとデータ
数の減少にともなうシステム同定精度と状態推定精度の劣化が抑えられることが示された．
以上，提案法によれば，ルベーグサンプリングによってデータを取得したもとで，システム
同定，状態推定を精度よく行うことができた．
6.2 今後の発展性
提案したシステム同定法や状態推定法は，ルベーグサンプリングのもとでサンプル点間情報
を用いるものであるが，サンプル点間情報の考え方はルベーグサンプリングに限らず，任意の
イベント駆動サンプリング方法に適用可能であると考えられる．イベント駆動サンプリングの
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より一般的な記述と，それを用いたときのパラメータ推定精度，状態推定精度についての解析
を行い，対象によってどのようなサンプリング法を用いるべきかのより深い考察を行うことが
今後の課題である． 特に，可変ルベーグサンプリングのもとでのシステム同定法や状態推定
法は電池への応用に有力な方法であることが示唆された一方で，詳細な理論解析は行えていな
い．この理論解析は重要な課題である．
本論文において，計算機上の数値実験によってルベーグサンプリングの有用性が確かめられ
た．これからのビッグデータ時代において，サンプル点間情報を用いて効率的にデータ数を削
減できるルベーグサンプリングは有力な手法となると思われる．本論文で提案した手法が特に
有用になる応用例の検討と，実問題への適用も今後の課題である．
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