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a r t I C l e S Every cognitive act entails the participation of multiple brain regions. In visual short-term memory, for example, visual information is initially encoded in sensory brain areas and then communicated to regions that mediate the retention, manipulation and retrieval of information. One prominent hypothesis that addresses the question of how communication between neural ensembles is achieved claims that neuronal oscillations support the timely coordination of neural activity between different brain regions 1, 2 . Specifically, neuronal oscillations in the theta frequency band (3-9 Hz) have been suggested to underlie the interaction between neural ensembles during mnemonic processing 3, 4 .
A line of evidence supporting this hypothesis stems from studies investigating the role of hippocampal theta in memory formation in rodents [5] [6] [7] . Additional evidence comes from studies measuring surface-based or intracortical electroencephalography (EEG) in human subjects. In these cases, memory performance correlates with an increase in theta power [8] [9] [10] . Moreover, enhanced theta synchrony between electric potentials recorded from memory-related areas has been observed 11, 12 .
These findings raise the question of whether theta synchrony measured at the mesoscopic level of LFPs provides a basis for the timely coordination of spiking output between distant cortical areas that have been traditionally associated with the sensory encoding of visual information on the one hand and mnemonic processing on the other. Moreover, is the precision of coordination between these regions associated with changes in memory performance? To answer these questions, we studied neuronal interactions between the extrastriate visual area V4 and the lateral prefrontal cortex (lPF) while monkeys performed a visual memory task.
Although neural activity in V4 has been related to color and shape processing of visual objects [13] [14] [15] [16] and visual attention 17 , neural responses in lPF have been traditionally associated with working memory, that is, the short-term maintenance and manipulation of sensory information in memory tasks 18, 19 . More recently, however, an increasing number of studies have found that the neural circuitry underlying short-term retention of sensory information likely entails earlier sensory cortical areas as well 20 . In these cases, both prefrontal regions 21 and V4 have been linked to memory-related oscillatory synchrony. Specifically, theta oscillations are enhanced during the delay period of memory tasks in both lPF and V4 (ref. 22) , and increased oscillatory theta synchrony is accompanied by a phase-dependent coding of visual stimuli retained in short-term memory 23, 24 .
We observed enhanced phase locking between local field potentials recorded in V4 and lPF (inter-area LFP phase locking) that occurred in the theta range (~3-9 Hz) during the memory period of a visual short-term memory task. Increased LFP-phase locking was associated with greater locking of spikes to the phase of the theta oscillations in the respective other area (inter-area spike-phase locking). Both inter-area LFP-and spike-phase locking were substantially higher for subsequent correctly remembered stimuli and were also predictive of session-to-session variations in task performance.
RESULTS
We simultaneously measured LFP and spiking activity in the dorsal portion of V4 and the dorsal and ventral lPF (Supplementary Fig. 1 ). During recordings, monkeys performed a delayed matching-tosample task (Fig. 1a) in which the monkeys had to retain information about a briefly presented visual stimulus (250 ms) over the course of a delay period (1,500 ms). The sample stimuli consisted of a set of natural images that were shown at different levels of image degradation (Supplementary Fig. 2 ). The stimulus conditions that were used a r t I C l e S have been described in detail in a previous study 25 . Both monkeys showed increased recognition performance as sample images became less degraded (Fig. 1b) . In all subsequent analyses, the full noise condition was excluded unless otherwise stated.
First, we confirmed previous results on increased theta oscillations during visual memory. We compared the amplitude spectra of LFPs from a total of 131 sites recorded in V4 (monkey 1, 86; monkey 2, 45) and 117 sites in lPF (monkey 1, 74; monkey 2, 43) during the delay period of the task to those recorded during a baseline period before the sample stimulus onset. In both monkeys, the frequency spectra showed local increases in the theta band (3-9 Hz) in V4 and lPF during the delay period compared with during the baseline period (V4, z > 4.3, P < 0.01; lPF, z > 5.4, P < 0.01; Wilcoxon signed rank test for both monkeys; Fig. 1c,d and Supplementary Fig. 3 ).
Enhanced inter-area theta phase synchrony during delay We subsequently investigated theta-band synchronization between V4 and lPF LFP sites during the delay period. We computed the phase locking value (PLV) 26 between simultaneously recorded V4 and lPF channel pairs (N = 332 for monkey 1 and 175 for monkey 2) for frequencies between 1 and 100 Hz (see Online Methods). A consistent phase relationship between V4-lPF LFP channel pairs during the delay period, but not during the baseline period, can be clearly seen in the oscillations of the single example pair (Fig. 2a) and was reflected in significantly enhanced PLV during the delay period in the theta range for many LFP pairs (P < 0.01; Fig. 2b,c and Supplementary Fig. 4) .
We generally observed an increase in theta phase locking during the delay across all recorded LFP pairs ( Fig. 2d and Supplementary Fig. 5 ). This was also consistent across recording sessions and locations ( Supplementary Figs. 6 and 7) and could be replicated using a different spectral analysis (Supplementary Fig. 8 ). In general, the increase in phase locking was most prominent between 3 and 9 Hz, which is consistent with both the frequency range in which we observed amplitude increases during the delay period and the frequency range that is traditionally associated with the theta band. Phase locking in theta started to increase toward the end of the sample stimulus presentation and was maintained throughout the entire delay period for 1.5 s.
When assessing phase locking in individual LFP pairs, we found that 168 of 507 pairs showed significantly elevated phase locking during the delay (P < 0.001 based on permutation tests; monkey 1, 135 of 332 pairs; monkey 2, 33 of 175 pairs; z test for significant proportion, P < 0.001). The proportion of pairs showing elevated phase locking was highest in theta (3-9 Hz), with 29% and 13% for monkeys 1 and 2, respectively (z test for significant proportion, P < 0.01). Although we generally observed that theta phase locking increased during the delay, we also observed significant decreases in theta locking in a small and nonsignificant proportion of pairs (monkey 1, 13 of 332 pairs; monkey 2, 12 of 175 pairs; z test, z < 1.21, P > 0.05).
During the delay, no other frequency bands seemed to show systematic changes in phase locking. We found only a small proportion of pairs showing a significant increase in PLV during the delay in the beta and gamma (42-97 Hz) frequency ranges. These proportions were significantly smaller than that for theta in both monkeys (monkey 1, P theta = 0.29, P beta = 0.07, P gamma = 0.12; monkey 2, P theta = 0.13, P beta = 0.04, P gamma = 0.06; χ 2 test, χ 2 > 12.3, P < 0.001 for all comparisons; Fig. 2e) .
We also examined the timing relationship of theta synchrony between V4 and lPF. We observed a negative phase difference between V4 and lPF across LFP pairs with a general time lag of approximately −15 ms (Fig. 2f ) , which is consistent with the idea of prefrontal oscillations leading those in V4. Our nonzero phase lags imply direct interactions and asymmetric coupling between the regions rather than common input and bidirectional interactions 2 . The timeshifts are small enough to support direct interactions between V4 and lPF, especially considering the role of synchronous events in promoting fast and reliable postsynaptic depolarization 27 .
Next, we analyzed whether increases in theta-band phase locking between oscillatory LFP activity was associated with increases in spikephase locking. Each spike was assigned its respective analytic phase value of the simultaneous LFP oscillation during the baseline and delay period. We used Rayleigh's z score as a test statistic to determine whether spiking of individual units was significantly locked to particular theta phases and generated histograms containing spiking probability as function of phase. Fits with von Mises density functions yielded estimates of the mean direction µ (that is, preferred phase) and the concentration κ of spiking (that is, how peaked the spiking distribution is around the preferred phase). After normalizing for differences in spike rates between baseline and delay, we compared the proportion of significantly locked units, as well as median κ, between these task periods.
We first examined within-area spike-phase locking of V4 and prefrontal neurons during the baseline and delay periods (number of simultaneously recorded unit-channel pairs in V4, monkey npg a r t I C l e S recorded units, theta-band spike-phase locking was significantly higher during the delay period than during the baseline period (rank sum test comparing median κ, z > 2.7, P < 0.01 in both areas and monkeys). V4 units showed a greater enhancement in theta locking than prefrontal units (V4, 23% increase; lPF, 14% increase). Although this effect was observable across all theta frequencies (3-9 Hz) for one monkey (z > 9.4, P < 0.001 for each region), the increase in spikephase locking was mainly present below 6 Hz in the other monkey (z > 2.5, P < 0.01 for each region). Similar to the effect at the population level, we observed a significant increase in the proportion of significantly coupled units from baseline to delay in V4 (17%) and lPF (30%, z > 2.1, P < 0.05 for each region and monkey). These effects were evident in the median concentration parameters for all V4 and prefrontal units during the baseline and delay periods, as well as in the phase of firing probability histograms averaged across all significantly locked units in both regions (P < 0.01; Fig. 3 ).
Although these results are similar to previous studies 23, 24 , the more interesting question is whether there is enhanced inter-regional spike-phase locking during the memory period of the task. If phase synchrony at the level of LFPs provides the timely basis for coordinating spiking output between both regions, our findings on increased LFP-phase locking between V4 and lPF during visual memory imply that higher spike-phase locking between regions could be the case.
To examine spike-phase locking between V4 and lPF, we analyzed the activity of 660 simultaneously recorded lPF LFP-V4 unit pairs (monkey 1, 458; monkey 2, 202) and 593 V4 LFP-lPF unit pairs (monkey 1, 335; monkey 2, 258). We found that the spike rate of single units in V4 and lPF was significantly modulated as a function of theta phase in the respective other area during the delay (P < 0.01; Fig. 4a,b) . We observed this effect across all V4 and prefrontal units (Wilcoxon signed rank test, baseline versus delay; V4 units, z > 3.5, P < 0.01; IPF, z > 3.4, P < 0.01). Moreover, the increase in inter-area coupling was larger than the effect that we observed within regions. During delay, spike-phase locking between V4 units and prefrontal LFPs was enhanced by 31% and between prefrontal units and V4 LFPs by 19% (Fig. 4c) . Consistent with the effect at the population npg a r t I C l e S level, we found that the proportion of significantly locked V4 and prefrontal units was higher during the delay period than during the baseline period, with an average increase of 32% for V4 units and of 29% for lPF units (χ 2 test, P < 0.01, both areas).
We next compared the strength and timing of phase locking between V4 units locked to lPF theta and lPF units locked to V4 theta. We examined in the average phase of firing probability histogram across all significantly locked V4 and lPF units along with the von Mises fits and the referenced oscillation cycle (V4, N = 125; lPF, N = 86; P < 0.01; Fig. 4d ). V4 units tended to fire toward the beginning of the theta peak, whereas prefrontal units had preferred phases toward the second half of the peak. This difference was well reflected in the distribution of preferred phases of V4 and lPF units, which were significantly different (mean preferred phase: V4, 72°; lPF, 108°; F = 8.41, P < 0.01, Watson-Williams test; Fig. 4e ). Finally, we compared the distribution of the concentration parameter κ obtained from von Mises fits for each unit-LFP pair as well as the median κ across significantly coupled pairs between V4 and lPF units (Fig. 4f ) . Notably, we obtained significantly higher concentration parameters for V4 units locked on lPF theta than for lPF units locked on V4 theta (monkey 1, z = 4.01; monkey 2, z = 1.99; P < 0.05).
In summary, we found that V4 neurons exhibited significant phase locking to theta rhythms in lPF; similarly, lPF neurons exhibited phase locking to V4 theta oscillations. Notably, the degree of phase locking was dependent on the task period: during the memory period, spikes in V4 and prefrontal cortex tended to occur more often around particular theta phases in the respective other area. The increase in spikephase locking during the delay period is consistent with enhanced intercortical locking at the level of LFPs between the regions. Thus, theta synchrony at the mesoscopic level of electric potentials may provide a mechanism by which spiking activity becomes more reliably coordinated in time across two distant cortical areas that are both involved in visual working memory.
Performance-dependant inter-area theta coupling Thus far, our analyses revealed delay-specific increases in inter-cortical theta coupling both at the level of LFPs and SUA. Are changes in theta locking also associated with changes in memory performance? Given that our animals also performed the task with images that were degraded with visual noise, we were able to compare phase locking between correct and incorrect trials. All subsequent analyses use only trials during which sample stimuli were degraded (45% stimulus coherence). 
npg a r t I C l e S
We first computed phase locking between LFP pairs and spike-LFP pairs separately for correct and incorrect trials. Specifically, we computed the normalized difference in phase locking (d′) between groups for which we randomly assigned correct or incorrect trials (shuffled d′) and compared them to the original dataset (original d′). We observed that theta phase locking was significantly elevated during the delay phase of trials in which the monkeys correctly identified the previously shown stimulus compared with trials in which the monkeys failed to do so (P < 0.01 for 3-9 Hz, in each monkey). We also observed larger differences in phase locking during the early and late phase of the delay (Fig. 5a-d) .
Several studies have found that prefrontal neurons can exhibit either early-or late-delay activity, and it has been suggested that they represent different memory processes, with early-delay activity corresponding to sensory maintenance of previously presented stimuli and late-delay activity representing the maintenance of the expected upcoming stimulus 28 . Similarly, early-delay versus late-delay theta synchronization might represent different memory processes that are both involved in successful memory performance.
The increase in LFP phase locking was also associated with an increase in spike-phase locking for correct compared with incorrect trials. This effect seemed to be greater for V4 than for prefrontal cortex units (Fig. 5e) .
Although median κ values were significantly higher for correct compared with incorrect trials in V4 in both monkeys (signed rank test, z > 2.95, P < 0.001 in each monkey), this was only true in one monkey in lPF (signed rank test: monkey 1, z = 0.37, P > 0.05; monkey 2, z = 2.1, P < 0.05). In addition, we paired d′ values of V4 neurons recorded at V4 site X that were locked on prefrontal LFP site Y with d′ values of prefrontal neurons recorded at site Y that were locked at V4 site X. We found that V4 neurons exhibited higher d′ values than prefrontal neurons recorded at the respective other LFP site in a significant majority of pairs (binomial test, P < 0.02, for each monkey).
In addition to an increase in spike-phase locking during correct trials, we also observed differences in the timing relationship of spiking and theta oscillations between correct and incorrect trial types (Fig. 5f,g ). Preferred phases were significantly different in correct versus incorrect trials for V4 neurons (mean phase: correct, 71.5°; incorrect, 103.5°; F = 16.69, P < 0.001), but not for prefrontal cortex neurons (mean phase: correct, 105.1°; incorrect, 94.4°; F = 2.1, P > 0.05).
In our previous analyses, we found that, on average, correct identification was associated with increases in theta-band phase locking relative to incorrect trials. (Fig. 6) . Indeed, d′ values and performance were positively correlated; that is, larger (positive) d′ values occurred during sessions with higher performance. This effect was again most dominant in the theta frequency range (rank correlations: monkey 1 and monkey 2, ρ theta = 0.18 and 0.14, P < 0.05; ρ beta = 0.11 and −0.06, P > 0.05; ρ gamma = 0.01 and 0.11, P > 0.05).
DISCUSSION
Delay-specific theta synchrony between V4 and lPF We found that LFP signals from V4 and prefrontal cortex exhibit a consistent phase relationship during the retention period that was substantially reduced during visual fixation and that occurred predominantly in the theta frequency range. This suggests that neural interaction based on oscillatory theta synchrony between two distant cortical regions is related to the maintenance and possible communication of visual information during visual short-term memory. Our findings are consistent with those of previous studies recording human EEG or intracortical LFP that showed increased theta power in either frontal or occipital regions during memory processing 9, 23, 29 , as well as previous observations of increased theta coherence between EEG signals from frontal and occipital regions in human subjects 12, 30 . Taken together, our findings support the notion that prefrontal and visual cortical areas are part of a large-scale network that is involved in visual memory processing in primates 20, 31 .
For many V4-lPF pairs, the synchronous theta oscillations in V4 and lPF were shifted in time by about 10-15 ms, which is about an order of magnitude shorter than the cycle length of the underlying theta oscillations (120-250 ms). It has been suggested that phase shifts occur in this time range to account for integration times between different areas, such that presynaptic firing affects postsynaptic neurons at their peak depolarization phase, that is, during their most excitable state 2, 32, 33 . This could also be the case for our findings, where, for example, V4 spiking was structured to affect downstream areas, including the lPF, during their most excitable period or vice versa.
Similar to changes in neural synchrony at the level of LFPs, we found that inter-regional spike-phase locking was also enhanced during retention. At first, this finding might not seem surprising given that spikes in each area were phase-locked to their own theta rhythm. Thus, if theta oscillations between the areas become synchronized during the delay, spike-phase locking across areas is likely to occur. Nonetheless, the important thing to keep in mind is that we found higher interregional LFP phase locking, without which inter-regional spike-phase locking is not possible. This suggests that the increase in LFP-based theta synchrony mediates increased spike-phase locking between both regions. The importance of inter-regional spike-phase locking is further supported by the fact that memory-related enhancement in theta spike-phase locking was stronger between than within areas.
Spiking activity in V4 was more strongly locked to prefrontal theta than vice versa. This could imply that prefrontal regions are more involved in generating and sustaining theta oscillations during memory processing, as V4 spiking appears to be more sensitive to prefrontal theta than prefrontal spiking to V4 theta. However, if phase alignment of presynaptic spikes to postsynaptic membrane potential oscillations is the mechanism that establishes synchronous input into an area and therefore increases the probability of postsynaptic firing 2,33,34 , our observations could also indicate that V4 spiking may be consequently more effective in driving prefrontal activity. Nevertheless, the asymmetry in spike-phase locking between the regions implies a possible directedness in the interaction and communication pattern between the regions, of which the exact nature and timing relationship remain to be established.
Theta coupling correlates well with memory performance Another important observation was that theta synchrony of LFPs between V4 and lPF predicted subsequent recognition of visual stimuli in each session and correlated well with session-to-session variations in memory performance. These findings are consistent with observations relating the strength of theta coupling to memory formation in humans using magneto-or electroencephalography [35] [36] [37] . Notably, we found that successful recognition was also associated with tighter coordination of spike timing with theta oscillations in the respective other region. Thus, our findings not only confirm a direct functional link between spike timing relative to theta oscillation and memory performance, but also extend for the first time, at least to the best of our knowledge, this principle to long-range interactions between distant neocortical areas. In addition, our results are consistent with the hypothesis that phase alignment between rhythmically active neural ensembles promotes effective communication 2, 4 . Thus, theta phase synchronization may enhance memory performance by facilitating communication between V4 and lPF.
Both V4 and prefrontal units had their preferred phase shortly before and after the peak of the theta oscillations, respectively, that is, near the depolarized phase of the oscillation. Although spiking in a depolarized state is generally more likely to occur, these conditions have been shown to be ideal for inducing long-term potentiation in hippocampal structures 38 . Studies of the relationship between theta oscillation and synaptic plasticity in hippocampus suggest that only information of the appropriate phase is stored/encoded into memory 7, 39, 40 . Thus, long-term potentiation is thought to promote the encoding of sensory information into memory (also see ref. 4 ). Although our results do not provide direct evidence for this hypothesis, theta band synchronization between V4 and lPF might coordinate spiking output in a way that is ideal for the stimulus to undergo memory encoding.
Is theta synchrony related to memory or decision processes? Given that our task involves the monkeys' decision of whether a previously presented sample stimulus matched a test stimulus shown after a delay, we must ask whether theta synchrony could be related to this decision. Several factors argue against this hypothesis. First, theta synchrony does not seem to increase as the test stimulus (or the decision) is approaching, which is often observed in preparatory and decision-related activity 41 . Second, the timing of the delay was slightly variable (by around ±25 ms), such that the monkeys could not precisely 'measure' or prepare themselves for when they would form the decision. Third, we observed increased theta phase locking with decreasing image degradation (Supplementary Fig. 9 ), although the monkeys were similarly preparing for the (lever release) decision, as only correct trials were analyzed in this comparison. The dependency on stimulus degradation suggests that theta phase locking between V4 and lPF during the delay is also modulated by visual information content.
The last analysis points to a potentially important role of visual identification in generating theta coupling. As noise increases, identification is less reliable, which could lead to lower theta coupling. The subsequent lack of memory processing could therefore only have a secondary role. Disentangling the respective contribution of either of these two processes for generating theta coupling will need to be investigated in the future. npg a r t I C l e S Finally, our findings are also compatible with computational models proposing phase-dependent coding as a means of storing and retrieving information in and from memory 42 , as well as with more recent models on synaptic mechanisms that underlie working memory 43, 44 . According to these models, visual information is not exclusively stored by selective and sustained spiking activity during the delay period. Instead, information is thought to be maintained by calcium-mediated short-term synaptic facilitation and reactivated by population spikes, that is, synchronously spiking neural ensembles, at a rate corresponding to theta oscillations 43 . Along these lines, oscillatory synchrony has been recently linked to the ability to flexibly route information between neural populations 45 .
Taken together, our findings suggest that theta synchrony mediates the timed cooperation between neural ensembles in distant cortical areas. Increased coupling during successful retention may therefore reflect more efficient and selective routing and gating of information during short-term memory and might also promote encoding of information into memory. Ultimately, our observations are consistent with the proposition that oscillatory synchrony, and particularly phase synchronization, is a general principle of integrating information in and between different cortical and subcortical areas during complex cognitive processing.
METHODS
Methods and any associated references are available in the online version of the paper at http://www.nature.com/natureneuroscience/.
Note: Supplementary information is available on the Nature Neuroscience website.
wavelet decomposition as described above). Because the window is usually no integer multiple of the oscillation length of 1/f 0 , some phase values can occur more often than others, which results in non-uniformity per se. To account for that, we normalized the spike counts for each bin using the number of occurrences of each particular phase bin during the considered window for each trial. If spikes occur more often at particular phases, this procedure results in a non-uniform distribution of phase values across phase bins. We then applied the Rayleigh test for circular uniformity to test whether the spikes were significantly locked to the theta oscillation. We defined significant phase locking to be present for pairs for which we obtained a value of at least ln(z) = 1.09, which approximately corresponds to a value of P = 0.05 for distributions containing at least 50 spikes 49 .
To estimate concentration parameter κ and mean direction µ during the baseline, we cut out spike trains in a 500-ms window preceding the sample stimulus (baseline) and a 500-ms window during the delay period that were centered on the maximal troughs of the filtered theta oscillations (frequencies ranging from 3 to 9 Hz). We chose the central 500 ms of the delay period to not contaminate spiking activity by either the sensory response after sample stimulus onset or spiking activity related to test stimulus, thus keeping spike rates between baseline and delay as comparable as possible. In these windows, spikes were binned according to the phase of a sine wave of frequency f 0 mapped onto the extracted cycle. This procedure was repeated for each trial and the resulting windows were subsequently stacked up to form theta-triggered spike train rasters (as seen in Fig. 4a ). Spikes were then summed across trials to obtain histograms containing the spike counts as a function of phase bin. We subsequently fitted von Mises density functions with mean direction µ and concentration parameter κ to the spike distribution across phase bins.
We compared the median concentration parameter κ between groups of neurons that could potentially vary with respect to mean spike rate. To account for these differences, we also compared κ between groups of units whose mean firing rate was matched.
To create two sets of prefrontal and V4 neurons with (approximately) the same mean firing rate, we selected the most active cells from V4 and the same number of least active cells from lPF. The number of cells selected was chosen such that the mean firing rates in the two selections were as similar as possible. For monkey 1, the mean rates did not differ significantly between V4 and lPF during delay (mean rate V4, 18.3 Hz; mean rate lPF, 18.9 Hz; independent sample t test, t = 0.43, P > 0.05). Thus, we did not correct for mean rates for units from this monkey. In contrast, for monkey 2, the mean spike rate during delay was significantly larger for prefrontal than for V4 units (mean rate V4, 23.4 Hz; mean rate prefrontal cortex, 33.7 Hz; independent sample t test, t = 4.9, P < 0.01). After the selection, the mean rates for units from V4 and lPF were 25.3 and 25.4 Hz, respectively (independent sample t test, t = 0.05, P > 0.05). The same procedure was applied when we compared the median κ values for the baseline versus the delay period in the group of prefrontal and V4 units. Prefrontal unit activity tended to be higher during the delay than during baseline (mean rate delay, 20.8; mean rate baseline, 19.6), but was only significant in monkey 1 (t test; monkey 1, t = 5.8, P < 0.01; monkey 2, t = 1.6, P > 0.05). In V4, mean spike rates tended to be lower during the delay than the baseline period (mean rate delay, 16.6 Hz; mean rate baseline, 21.5 Hz). The difference was significant in both monkeys (t test; monkey 1, t = 4.0; monkey 2, t = 5.6; P < 0.01).
For all analyses involving SUA and LFP signals from the same area, we only analyzed signals recorded simultaneously from neighboring electrodes, that is, at least 0.5 mm away. Thus, we avoided artifacts resulting from spillover of signals from SUA into the LFP signal recorded at the same electrode. This also guaranteed comparable conditions for interactions in and between the areas.
We assessed whether LFP-phase locking (and spike-phase locking) significantly differed between correct and incorrect trials by computing the d′ values between correct and incorrect sets of trials per pair. We only chose trials for which stimuli were shown at a visual noise level (45% coherence), as the monkeys made enough errors in this stimulus condition to reliably estimate phase locking from both correct and incorrect trials. Correct trials were defined as trials in which the monkeys correctly identified the previously shown stimulus (hit), and incorrect trials were defined as trials in which the animals did not (miss). To avoid confounding phase locking measurements with differences in trial numbers, we computed phase locking only across the minimum number of trials in each condition.
To estimate how variable PLVs would be for correct versus incorrect sets of trials, we first computed phase locking for different subsamples of trials for both conditions (199 repetitions) and then subtracted the mean across subsampled PLVs from correct trials from the mean across PLVs from incorrect trials. Subsequently, we divided the difference by the s.d. across all PLVs. d′ values were computed for original datasets and datasets in which the trials were randomly exchanged between the correct and incorrect condition (shuffled). The P values represent the average proportion of cases in which the shuffled d′ averaged across pairs during delay was higher than the original d′ (Fig. 5d) .
To correlate the difference in locking between correct and incorrect responses with session-to-session variations in performance, we assigned each V4-LFP pair its respective proportion of correct performance value of the session in which the pair was recorded and computed Spearman's rank correlation coefficient across all sessions/pairs from bootstrapped samples drawn with replacement from the original dataset. We report the mean and 95 th percentile confidence intervals of correlations across the bootstrapped samples (N = 999). To illustrate the dependency of d′ and performance further, we binned d′ data points using six equally spaced bins for the proportion of correct responses and averaged across d′ values per bin.
