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Abstract
Estimating consistent parameters of a structured (gray-box) state-
space representation requires a reliable initialization when the vector
of parameters is computed by using a gradient-based algorithm. In the
companion paper [5], the problem of supplying a reliable initial vector
of parameters is tackled. More precisely, by assuming that a reliable
initial fully-parameterized state-space model of the system is available,
the paper [5] addresses the challenging problem of transforming this
initial fully-parameterized model into the structured state-space pa-
rameterization satisfied by the system to be identified. Two solutions
to solve such a parameterization problem are more precisely introduced
in [5]. First, a solution based on a null-space-based reformulation of
a set of equations arising from the aforementioned similarity trans-
formation problem is considered. Second, an algorithm dedicated to
non-convex optimization is presented in order to transform the initial
fully-parameterized model into the structured state-space parameteri-
zation of the system to be identified. In this technical report, a specific
attention is paid to the gradient computation required by the opti-
mization algorithms used in [5] to solve the aforementioned problem.
These gradient formulations are indeed necessary to apply the quasi-
Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) methods used for
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the null-space based as well as the least-squares-formulated optimiza-
tion techniques introduced in [5]. For the sake of conciseness, we only
focus on the smooth version of the optimization problem introduced
in [5]. Interested readers can easily extend the following results by us-
ing the chain rule as well as the sub-gradient computation techniques
available in [1, 3].
Keywords: System identification, parameterization, convex optimiza-
tion, gray-box, black-box, null-space
1 Introduction
Estimating consistent parameters of a gray-box linear time-invariant
state-space representation is still a difficult task in system identification.
While determining the order as well as the matrices of a black-box linear
state-space model is now an easy problem to solve, it is well-known that the
estimated (fully-parameterized) state-space matrices are unique modulo a
non-singular similarity transformation matrix. This could have serious con-
sequences if the system being identified is a real physical system. Indeed,
if the true model contains physical parameters, then the identified system
could no longer have the physical parameters in a form that can be ex-
tracted easily. By assuming that the system has been identified consistently
in a fully-parameterized form, the question addressed in the companion pa-
per entitled1 Identification of parameterized gray-box state-space systems:
from a black-box linear time-invariant representation to a structured one
then is how to recover the physical parameters from this initially estimated
black-box form. Two solutions to solve such a parameterization problem are
more precisely introduced in the aforecited paper. First, a solution based
on a null-space-based reformulation of a set of equations arising from the
aforementioned similarity transformation problem is considered. Second, an
algorithm dedicated to non-convex (and non-smooth) optimization is pre-
sented to transform the initial fully-parameterized model into the structured
state-space parameterization of the system to be identified. A specific con-
straint on the similarity transformation between both system representations
is added to avoid singularity. By assuming that the physical state-space form
is identifiable and the initial fully-parameterized model is consistent, it is
also proved that the global solutions of these two optimization problems are
unique.
In this technical report, a detailed derivation of the gradient formulas
required for the optimization of the cost functions presented in [5] is given
as a supplement and background material for the interested readers. For
the sake of conciseness, a specific attention is paid to the smooth versions
1This paper is currently accepted as full paper for the IEEE Transactions on Automatic
Control special issue for Relaxation Method in Identification and Estimation Problem.
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of the non-convex optimization problems addressed in [5]. In what follows,
Section 2 introduces the problem addressed in [5] as well as the required
notations to solve such a problem. Section 3 tackles the gradient computa-
tion for the null-spaced-based technique developed in [5]. Section 4 focuses
on the gradient computation for the smooth least-squares formulation of
Problem 1. Finally, Section 5 concludes this paper.
2 Problem formulation and notations
In [5], the authors aim at supplying solutions for the identification of
structured gray-box LTI state-space systems defined by the continuous-time
(CT) set of equations
x˙(t) = A(θ)x(t) +B(θ)u(t) (1a)
y(t) = C(θ)x(t), (1b)
where θ is a vector gathering the unknown parameters of the parameter-
ized state-space representation (A(θ),B(θ),C(θ)). More precisely, the
problem of re-parameterizing a consistent fully-parameterized state-space
form (A,B,C) into a structured representation (A(θ),B(θ),C(θ)) is in-
vestigated in [5] and two solutions are suggested. Said differently, suitable
solutions to the following problem are introduced in [5]
Problem 1 Consider a linear time-invariant system modeled by a mini-
mal and structured gray-box state-space representation (A(θ),B(θ),C(θ)),
where the matrices are functions of relatively few unknown parameters gath-
ered into a vector θ. Furthermore, let us assume that a consistent fully-
parameterized minimal state-space realization (A,B,C) of the system under
study is available2. Then, the problem considered in [5] consists in uniquely
determining the similarity transformation T and the vector θ satisfying
AT = TA(θ) B = TB(θ) CT = C(θ). (2)
Two complimentary solutions are developed in [5] to solve this problem.
The first one consists in reformulating the set of equations (2) as the null-
space problem. The second one aims at minimizing the error involved in
Eq. (2) [7, 9] (see [5] for details). As shown in [5], both solutions involve
specific cost functions which must be minimized to get the optimal solution
of Problem 1. As suggested in [5], such minimizations can be performed by
using a quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) method.
This BFGS method requires the computation of dedicated gradients which
2 The subspace-based identification techniques [4, 8] are really good candidates to solve
this problem. These algorithms can indeed yield consistent estimates under many different
noise conditions.
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can be obtained analytically by resorting to standard tools of differentia-
tions. These analytic results are given hereafter to help the user implement
the algorithms introduced in [5].
3 Gradient computation for the null-spaced-based
technique
3.1 Objective functions for the null-space approach
As said previously, a possible way to solve Problem 1 implies the refor-
mulation of the set of equations (2) as a null-space problem. By using a stan-
dard property of the vectorization tool, i.e., vec(MNP) = (P⊤⊗M)vec(N)
[2] (whereM, N and P are matrices with compatible dimensions), it is easy
to show that the set of equations (2) satisfies the following matrix form

(Inx×nx⊗A) −In2x×n2x
0
n2x×nxnu
0
n2x×nxny
0
n2x
0
nxnu×n
2
x
0
nxnu×n
2
x
Inxnu×nxnu 0nxnu×nxny −vec(B)
(Inx×nx⊗C) 0nxny×n2x
0nxny×nxnu −Inxny×nxny 0nxny


︸ ︷︷ ︸
matrix ∆

vec(T)
vec(TA(θ))
vec(TB(θ))
vec(C(θ))
1


︸ ︷︷ ︸
vector τ
= 0n2x+nx(nu+ny),
(3)
where the matrix ∆ ∈ Rn
2
x+nx(nu+ny)×(2n
2
x+nx(nu+ny)+1) is composed of
known coefficients3, while the vector τ ∈ R(2n
2
x+nx(nu+ny)+1) gathers the
unknown parameters4
As shown in [5], determining the optimal solution τˆ of this null-space-
based problem requires following three main steps
1. the determination of the components of the null-space of ∆ satisfying
the constraint that the last component of the estimated vector τˆ is
equal to 1,
2. the construction of a state-space form (A(τˆ ),B(τˆ ),C(τˆ )) and a sim-
ilarity transformation matrix T(τˆ ) from the estimated vector τˆ ,
3. the re-structuring of the estimated matrices (A(τˆ ),B(τˆ ),C(τˆ )) so
that the structural constraints satisfied by A(θ), B(θ) and C(θ) are
verified.
3Keep in mind that a consistent fully-parameterized state-space triplet (A,B,C) is
assumed to be available.
4In order to simplify the notation, the re-definitions nτ = 2n
2
x + nx(nu + ny) + 1) and
n∆ = n
2
x + nx(nu + ny) will be used.
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As shown in [5], the last phase, which consists in re-structuring the matri-
ces (A(τˆ ),B(τˆ ),C(τˆ )), requires a specific optimization algorithm. In this
technical report, we only focus on this final re-structuring step. It is indeed
the only one which entails specific gradient computations. The interested
reader should read [5] to get more details concerning the complimentary
steps composing this null-space-based technique.
Mathematically, constraining the data set (A(τ ),B(τ ),C(τ )) in order
to satisfy specific structural constraints known from the parameterization
A(θ), B(θ) and C(θ) can be modelled with the help of a function fS defined
as follows
fS : R
n∆ −→ R+
γ 7−→ fS(γ)
(4)
where, for τ ∈ Rnτ and
γ(τ ) =

vec(A(τ ))vec(B(τ ))
vec(C(τ ))

 ∈ Rn∆ (5)
such that
• fS : R
n∆ 7→ R+ is a continuous function,
• if fS(γ) = 0, then γ satisfies the aforementioned parameterization
constraints.
Thus, τ can be identified by solving
min
τ∈X\S
fS(γ(τ )) (6)
where5 X is the affine space of admissible τ vectors satisfying τ (end) = 1,
i.e., X = {τ ∈ null(∆) : τ (end) = 1} and where τ 7−→ γ (τ ) is a rational
function.
When A(θ), B(θ) and C(θ) are affine functions of the parameter vector
θ, i.e., when
κ(θ) =

vec(A(θ))vec(B(θ))
vec(C(θ))

 = κ0 +Kθ (7)
where κ0 ∈ R
n∆ and K ∈ Rn∆×nθ , a convenient choice for the fS function
may be
fS(γ) = inf
θ∈Rnθ
‖κ0 +Kθ − γ‖
2
2 . (8)
Computing the projection of γ ∈ Rn∆ onto the affine space {κ(θ) : θ ∈ Rnθ}
can be performed by using a singular value decomposition ofK. Indeed, this
tool leads to the solution
θ∗ = (K⊤K)†K⊤(κ0 − γ) (9)
5see [5] for a definition of S .
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where (•)† is the Moore-Penrose pseudo inverse [2] computed from the SVD
of K. By using this solution explicitly, the criterion fS(γ) becomes
fS(γ) = ‖MK(κ0 − γ)‖
2
2 (10)
where the orthogonal projectionMK satisfiesMK = K(K
⊤K)†K⊤−In∆×n∆ .
This simplification leads to a much easier optimization problem
min
τ∈X\S
‖MK(κ0 − γ(τ ))‖
2
2 . (11)
In practice, the vectors and matrices κ0, K andMK can be computed from
the structure of (A(θ),B(θ),C(θ)) by using computer algebra.
3.2 Parameterization of the affine space X
In practice, a parameterization of the affine space X can be used to solve
the aforementioned optimization problem. This parameterization is based
on a three-step procedure. First, a basis of the null-space of ∆ is computed
by using an SVD. By denoting this basis by Z ∈ Rnτ×nZ , where nZ =
dim (null(∆)), the second step consists in determining6 a vector β0 ∈ R
nZ
such that Zβ0 ∈ X , i.e., Zβ0 satisfies the constraint that the last component
of τ equals 1. By having access to this vector β0, the third step aims at
computing a basis of the null-space of the last row of Z. By doing so, a
matrix Z2 ∈ R
nZ×(nZ−1) can be built such that, for all α ∈ RnZ−1, the last
component of the vector ZZ2α is zero. By using these three steps, the affine
space X can be parameterized as follows
X =
{
Z(β0 + Z2α) : α ∈ R
nZ−1
}
. (12)
Such a parameterization implies that nX = nZ − 1. By using Eq. (12), the
optimization problem (6) becomes
min
α∈RnX
fS(γ(Z(β0 + Z2α))). (13)
By extension, the optimization problem (11) satisfies
min
α∈RnX
‖MK(κ0 − γ(Z(β0 + Z2α)))‖
2
2 . (14)
3.3 Gradient formulation
We now derive the expression of the gradient of cost function h defined
by
h : Rnτ −→ R+
τ 7−→ ‖MK(κ0 − γ(τ ))‖
2
2 .
(15)
6This can be done, e.g., by generating β0 randomly, then by computing Zβ0 and
finally by fixing β0 = β0/((Zβ0)(end)), where (Zβ0)(end) denotes the last component of
the vector Zβ0.
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Clearly, the function h can be written as a composite function, i.e., τ 7−→
fS(γ(τ )). Thus, the chain rule can be applied to derive its gradient. First,
since the function fS(•) is a quadratic function, it holds that
∇γfS(γ) = −2M
⊤
KMK(κ0 − γ). (16)
Second, the Jacobian of the functions
Rnτ −→ Rn
2
x
τ 7−→ vec(A(τ ))
(17a)
Rnτ −→ Rnxnu
τ 7−→ vec(B(τ ))
(17b)
Rnτ −→ Rnxny
τ 7−→ vec(C(τ ))
(17c)
are respectively
J
A
(τ ) =−
((
T(τ )−1A(τ )
)⊤
⊗T(τ )−1
)
P
T
+
(
Inx ⊗T(τ )
−1
)
P
A
(18a)
J
B
(τ ) =−
((
T(τ )−1B(τ )
)⊤
⊗T(τ )−1
)
P
T
+
(
Inu ⊗T(τ )
−1
)
P
B
(18b)
J
C
(τ ) =P
C
(18c)
where the selection matrices P• are defined as follows
P
T
=
[
In2x×n2x 0n2x×n2x+nx(nu+ny)+1
]
(19a)
P
A
=
[
0n2x×n2x In2x×n2x 0n2x×nx(nu+ny)+1
]
(19b)
P
B
=
[
0nxnu×2n2x Inxnu×nxnu 0nxnu×nxny+1
]
(19c)
P
C
=
[
0nxny×2n2x+nxnu Inxny×nxny 0nxny×1
]
, (19d)
and where reshape(•, n1, n2) returns the n1×n2 matrix whose elements are
taken columnwise from •.
By using the chain rule, we are now able to derive the gradient formula-
tion for cost function h
∇τh(τ ) = −2
[
J⊤
A
(τ ) J⊤
B
(τ ) J⊤
C
(τ )
]
M⊤KMK(κ0 − γ(τ )). (20)
In practice, it is more convenient to optimize the cost function (14) than
the criterion (11). This problem requires applying (again) the chain rule in
order to compute the gradient of function
h¯ : RnZ−1 −→ R+
α 7−→ ‖MK(κ0 − γ(Z(β0 + Z2α)))‖
2
2 .
(21)
After straightforward calculations, we get finally
∇αh¯ = −2Z
⊤
2 Z
⊤
[
J⊤
A
(τ ) J⊤
B
(τ ) J⊤
C
(τ )
]
M⊤KMK(κ0 − γ (Z(β0 + Z2α))). (22)
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4 Gradient computation for the least-squares for-
mulation of Problem 1
A second solution to solve Problem 1 consists in resorting to a least-
squares formulation of Eq. (2), i.e., the optimization of a cost function7
̥(θ,T) defined as follows [7, 9]
̥(θ,T) = ‖AT−TA(θ)‖2
F
+ ‖B−TB(θ)‖2
F
+ ‖CT−C(θ)‖2
F
(23)
where ‖•‖2
F
is the Frobenius norm [2].
In order to perform the estimation of the vector θ, as well as the sim-
ilarity transformation matrix T, i.e., in order to find a local optimum
of the cost function ̥, a quasi-Newton Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method can be used [6]. As said previously, to set up this method,
the gradients of the cost function ̥ with respect to θ and T must be com-
puted. This gradient computation can be performed as follows. By assuming
that the structured state-space matrices depend on θ in an affine manner,
the vectorized version of the matrices A(θ), B(θ) and C(θ) can be defined
as follows
vec(A(θ)) = κA +KAθ (24a)
vec(B(θ)) = κB +KBθ (24b)
vec(C(θ)) = κC +KCθ (24c)
where κ• and K• are constant vectors and matrices of appropriate dimen-
sions respectively. Then, the expression of the gradient of ̥ with respect to
θ is
∇θ̥ (θ,T) = −2vec
(
T⊤AT−T⊤TA(θ)
)
KA
− 2vec
(
T⊤B−T⊤TB(θ)
)
KB − 2vec(CT−C(θ))KC . (25)
It is important to point out that Eq. (25) remains valid even in the non-
linear case by substituting the matrices KA, KB and KC for the Jacobian
matrices of vec(A(θ)), vec(B(θ)) and vec(C(θ)) with respect to θ. The
gradient of the cost function ̥ with respect to T can be derived by using
the fact that ‖•‖2
F
= tr(•⊤•) [2], i.e.,
∇T̥ (θ,T) = 2
(
C
⊤
CT− C⊤C(θ)
)
+ 2
(
A
⊤
AT−A⊤TA(θ)−ATA⊤(θ) +TA(θ)A⊤(θ)
)
+ 2
(
TB(θ)B⊤(θ)−BB⊤(θ)
)
. (26)
7Notice that, in [5], this cost function is modified to allow for the condition number of
the involved similarity transformation. Under such constraint, a non-smooth optimization
problem must be tackled. This is not the case herein because, in this technical report, we
only focus on the smooth version of the optimization problem introduced in [5].
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5 Conclusion
In this technical report, a specific attention has been paid to the gradient
computation required by the optimization algorithms involved to solve Prob-
lem 1 tackled in [5]. These gradient formulations are indeed necessary to
apply the quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) meth-
ods used for the null-space based as well as the least-squares-formulated
optimization techniques introduced in [5]. Notice that, in [5], the problem
of constraining the condition number of the involved similarity transfor-
mation matrix is also addressed. Because such a constraint involves using
the maximum eigenvalue function and, by extension, leads to non-smooth
cost functions, sub-gradient computations are necessary as well. This non-
smooth case has not been addressed in this technical report. However, these
sub-gradients can be computed by applying the chain rule as performed pre-
viously. See [1, 3] for more details about the sub-gradient computation of
the maximum eigenvalue function.
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