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ABSTRACT 
The purpose of this project is to develop a sophisticated 
ensemble Monte Carlo simulator to study the internal workings of 
heterostructure bipolar transistors, HBTs. The basic Monte Carlo 
simulation package has already been developed and utilized in the 
past to study high electron mobility transistors, HEMTs. It is 
necessary to adapt the existing HEMT simulator to study HBTs. 
Owing to the modular nature of the simulator, it can readily be 
altered without compromising the previously demonstrated accurate 
description of the transport physics present in submicron 
semiconductor devices. In this report, we outline the initial 
progress taken towards this end, and propose the next series of 
steps. 
I. Outline of the Problem 
We have recently developed an extensive numerical simulator 
for studying high electron mobility transistors, HEMTs, based on 
an ensemble Monte Carlo code coupled with a two-dimensional 
Poisson solver [13. The program contains most of the essential 
physics necessary to fully characterize submicron HEMT operation, 
i.e., a description of the transport physics of the two-
dimensional electron gas, nonstationary transport (ballistic 
transport and velocity overshoot), real space transfer, and the 
effects of the two-dimensional electric field profile. The basic 
kernal of the Monte Carlo code, the determination of the free 
flight time, the various scattering mechanisms, and the compilation 
of results, is universal. The program has been written in such a 
way, that the various physical aspects of each device, for example 
the two-dimensional electron gas physics present in a HEMT, etc., 
are isolated from other portions of the code. This modular aspect 
enables ready revision of the program for different devices. 
In the case of heterostructure bipolar transistors, HBTs, 
different physical phenomena are present and missing as compared 
to a HEMT. In particular, there is no two-dimensional electron 
gas present in an HBT. Therefore, the two-dimensional electron 
gas physics must be removed from the HEMT simulator during 
conversion to the HBT simulator. In addition, real space transfer 
occurs via carrier heating in the lateral direction in a HEMT 
while the transport is in the direction perpendicular to the 
heterolayers in an HBT. This will carefully be treated in a 
manner similar to that developed in our heterostructure avalanche 
photodiode analysis C23. 
HBT structures are of importance in both microwave and 
digital applications owing to their inherent high speed 
capabilities. One of the important figures of merit in microwave 
transistor design is the cutoff frequency, f t , which is the 
frequency at which the current gain is reduced to unity. The 









 can be expressed as, 
ec = tE 
+ t
B 
+ tC 	t' C  
Each of the terms in the above expression for t
ec 
contributes to 
the overall delay of the transistor. t
E 
is the emitter depletion-
layer charging time, t
B 
is the base charging time, t is the 
collector depletion layer transit time, and CC ' is the collector 
charging time. Expressing the above quantities in a more 
fundamental manner, the cutoff frequency can be rewritten as [3], 
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emitter, collector and parasitic capacitances respectively, xc-W 
is the collector-base depletion layer width, D
B 
is the base 
diffusion constant, and
c 
is the collector current. Inspection 
of the above equation shows that the cutoff frequency can be 
increased by reducing the base width, collector transit region, 
and the collector current or by greatly increasing the electron 
drift velocity within the collector and base regions. 
The maximum frequency of oscillation, 
fmax, 
 can be 









is the frequency equivalent of the RC time constant of 








Hence, a reduction of the base resistance can greatly increase 
max 
In digital applications, the most important figure of merit 
is the switching time of the transistor, t
s
. The switching time 



















Again, optimal performance is achieved at lowered base resistance 
and base transit time. 
The gain of a BJT depends upon the ratio of the collector to 
emitter currents. The maximum value of this ratio, 9max' in a 
 






















are the emitter and base doping 
concentrations respectively. Clearly, in order to achieve a high 
gain device, it is important to either dope the emitter 
considerably greater than the base or utilize a heterostructure 
in which AE is large. The primary advantage of heterostructure 
emitters is that the base doping concentration can be 
significantly increased thereby reducing the base resistance, 
while the presence of the emitter-base heterostructure enables 
high gain at reduced emitter to base doping ratio. 
II. Work to Date 
The high acceptor doping concentration present in the base 
of an HBT leads to a large hole concentration in the base. As a 
consequence, injected electrons from the emitter experience a 
large interaction with the holes, leading to significant 
electron-hole scattering and screening of the electron-phonon 
interaction. It is necessary to include these two effects in any 
description of HBT performance since they can significantly 
increase the electron base transit time and thereby alter the 
cutoff frequency of the device. We have rederived the electron-
hole interaction following the approach of Osman and Ferry £5). 
The details of this calculation are included in an appendix 
affixed at the end of this report. The electron-hole scattering 
rate is, 



































(e and h represent electron and hole respectively). The total 
rate is found by summing the above expression over all of the 
holes present in the base. Owing to the high hole concentration, 
the sum can be replaced by an integral and the total rate is 
found as, 


















(k) is the hole distribution function in the base. Under 
most conditions, the hole distribution will be much cooler than 
the injected electron distribution. To a first order 
approximation, the hole distribution can be assumed to be given 





















The above result is used in the Monte Carlo simulation in order 
to determine the probability of an electron-hole scattering 
event. 
Preliminary calculations indicate that the electron-hole 




in GaAs, comparable 
to the electron-phonon scattering rate. Though the electron-hole 
scattering mechanism is elastic, i.e., the total kinetic energy 
of the particles is conserved, there can be energy loss from the 
electron gas into the hole gas leading to a net cooling of the 
hot injected electrons in the base. This in turn can lead to 
thermalization of the electrons with a resultant decrease in the 
device a, the ratio of collected to injected electron current. 
The inclusion of electron-hole scattering in the Monte Carlo 
code requires knowledge of not only the overall rate but how the 
final state is determined as well, since the Monte Carlo analysis 
traces the trajectories of the carriers during their flights 
through the device. Hence, after a scattering event, it is 
necessary to specify the new electron state based on the physics 
of the interaction. In the case of electron-hole scattering, the 
final electron state depends upon both the initial electron and 
hole states. The initial electron state is known through the 
Monte Carlo simulation. The question is then, how do we specify 
the initial hole state? The most direct method is to use a 
bipolar Monte Carlo simulator in which both the electrons and 
holes are simulated concurrently. However, such a scheme is very 
complicated and computationally intensive particularly if a two-
dimensional Poisson solver is used. As a first attempt, we plan 
on using a unipolar simulator, electrons only, coupled with a 
two-dimensional Poisson solver, treating the holes using a 
drifted Maxwellian distribution. In this case, a random hole 
state can be found from the specified distribution to serve as 
the initial hole state for the scattering. The final state is 
then found in a manner analogous to that given in reference 6. 
III. Future Directions 
Screening of the electron-phonon interaction at high carrier 
concentrations can significantly reduce phonon scattering further 
enhancing the importance of electron-hole scattering in energy 
relaxation [5]. In addition, it is important to consider 
multiband electron-hole scatterings C73 since the relaxation rate 
varies with respect to the initial and final bands in which the 
electrons and holes lie. We plan to study these effects and to 
add them to our HBT simulator. Through the inclusion of electron- 
hole scattering, and screening effects, much of the important physics 
present in an HBT is included. 
The simulator will further include a two-dimensional Poisson 
solver [13, transport across a heterostructure [23, and ballistic 
and velocity overshoot effects. We plan to study a novel means by 
which the collector transit time can be reduced by repeated 
velocity overshoot. Our approach is based on electron confinement 
within the high velocity gamma valley by accelerating the 
electrons up a potential "staircase" so as to avoid intervalley 
transfer [83. The full details are disclosed in the accompanying 
reprint of reference 8. The basic idea though can be summarized 
as follows: the electrons are confined to the gamma valley by 
losing excess kinetic energy gained from an applied field by 
"climbing" a series of potential steps formed from a 
heterostructure stack. In this way intervalley transfer is 
defeated leading to very high velocities, ''-' 5.0 x 10
7 
cm/sec, 
over lengths on the order of 0.5 um. 
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ABSTRACT 
During the first year of effort on this 7.- roject we have 
developed the physics of electron-hole scattering. The details 
have been reported earlier but are reproduced here for 
ornpieene 	Further work has been done concerning the 
fundamental advantages of HBTs, particularly for high frequency 
performance. We have worked through much of the basic phvsicg of 
HBTs which we summarize here. Finally, we have enclosed copies of 
the material to be used during the annual review of this project 
in Phoenix in October. 1990. 
I. Outline of the Problem 
We have recently developed an extensive numerical simulator 
for studying high electron mobility transistors, HEMTs, based on 
an ensemble Monte Carlo code coupled with a two-dimensional 
Poisson solver [13. The program contains most of the essential 
physics necessary to fully characterize submicron HEMT operation, 
i.e., a description of the transport physics of the two-
dimensional electron gas, nonstationary transport (ballistic 
transport and velocity overshoot), real space transfer, and the 
effects of the two-dimensional electric field profile. The basic 
kernal of the Monte Carlo code, the determination of the free 
flight time, the various scattering mechanisms, and the compilation 
of results, is universal. The program has been written in such a 
way, that the various physical aspects of each device, for example 
the two-dimensional electron gas physics present in a HEMT, etc., 
are isolated from other portions of the code. This modular aspect 
enables ready revision of the program for different devices. 
In the case of heterostructure bipolar transistors, HBTs, 
different physical phenomena are present and missing as compared 
to a HEMT. In particular, there is no two-dimensional electron 
gas present in an HBT. Therefore, the two-dimensional electron 
gas physics must be removed from the HEMT simulator during 
conversion to the HBT simulator. In addition, real space transfer 
occurs via carrier heating in the lateral direction in a HEMT 
while the transport is in the direction perpendicular to the 
heterolayers in an HBT. This will carefully be treated in a 
manner similar to that developed in our heterostructure avalanche 
photodiode analysis C2]. 
HBT structures are of importance in both microwave and 
digital applications owing to their inherent high speed 
capabilities. One of the important figures of merit in microwave 
transistor design is the cutoff frequency, f t , which is the 
frequency at which the current gain is reduced to unity. The 










 can be expressed as, 
ec 
= tE  + -cB + t C  + 
Each of the terms in the above expression for t
ec contributes to 
the overall delay of the transistor. t
E 
is the emitter depletion-
layer charging time, t
B 
is the base charging time, t is the 
collector depletion layer transit time, and -c c ' is the collector 
charging time. Expressing the above quantities in a more 
fundamental manner, the cutoff frequency can be rewritten as [3], 
f
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emitter, collector and parasitic capacitances respectively, x
c
-W 
is the collector-base depletion layer width, D
B 
is the base 
diffusion constant, and I
c 
is the collector current. Inspection 
of the above equation shows that the cutoff frequency can be 
increased by reducing the base width, collector transit region, 
and the collector current or by greatly increasing the electron 
drift velocity within the collector and base regions. 
The maximum frequency of oscillation, f 
max
9 can be 













is the frequency equivalent of the RC time constant of 






Hence, a reduction of the base resistance can greatly increase 
m ax 
In digital applications, the most important figure of merit 
is the switching time of the transistor, t s . The switching time 















Again, optimal performance is achieved at lowered base resistance 
and base transit time. 
The gain of a BJT depends upon the ratio of the collector to 
emitter currents. The maximum value of this ratio, B max,  in a 










where AE is the band edge discontinuity between the emitter and 
base layers, Ne and Pb are the emitter and base doping 
concentrations respectively. Clearly, in order to achieve a high 
gain device, it is important to either dope the emitter 
considerably greater than the base or utilize a heterostructure 
in which dEg  is large. The primary advantage of heterostructure 
emitters is that the base doping concentration can be 
significantly increased thereby reducing the base resistance, 
while the presence of the emitter-base heterostructure enables 
high gain at reduced emitter to base doping ratio. 
II. Work to Date 
The high acceptor doping concentration present in the base 
of an HBT leads to a large hole concentration in the base. As a 
consequence, injected electrons from the emitter experience a 
large interaction with the holes, leading to significant 
electron-hole scattering and screening of the electron-phonon 
interaction. It is necessary to include these two effects in any 
description of HBT performance since they can significantly 
increase the electron base transit time and thereby alter the 
cutoff frequency of the device. We have rederived the electron-
hole interaction following the approach of Osman and Ferry £57. 
The details of this calculation are included in an appendix 
affixed at the end of this report. The electron-hole scattering 
rate is, 





























 - k2/mhl 
(e and h represent electron and hole respectively). The total 
rate is found by summing the above expression over all of the 
holes present in the base. Owing to the high hole concentration, 
the sum can be replaced by an integral and the total rate is 
found as, 











2 + 1E32) 
where f
h
(k) is the hole distribution function in the base. Under 
most conditions, the hole distribution will be much cooler than 
the injected electron distribution. To a first order 
approximation, the hole distribution can be assumed to be given 






















The above result is used in the Monte Carlo simulation in order 
to determine the probability of an electron-hole scattering 
event. 
Preliminary calculations indicate that the electron-hole 




 in GaAs, comparable 
to the electron-phonon scattering rate. Though the electron-hole 
scattering mechanism is elastic, i.e., the total kinetic energy 
of the particles is conserved, there can be energy loss from the 
electron gas into the hole gas leading to a net cooling of the 
hot injected electrons in the base. This in turn can lead to 
thermalization of the electrons with a resultant decrease in the 
device a, the ratio of collected to injected electron current. 
The inclusion of electron-hole scattering in the Monte Carlo 
code requires knowledge of not only the overall rate but how the 
final state is determined as well, since the Monte Carlo analysis 
traces the trajectories of the carriers during their flights 
through the device. Hence, after a scattering event, it is 
necessary to specify the new electron state based on the physics 
of the interaction. In the case of electron-hole scattering, the 
final electron state depends upon both the initial electron and 
hole states. The initial electron state is known through the 
Monte Carlo simulation. The question is then, how do we specify 
the initial hole state? The most direct method is to use a 
bipolar Monte Carlo simulator in which both the electrons and 
holes are simulated concurrently. However, such a scheme is very 
eomplicated and computationally intensive particularly if a two-
dimensional Poisson solver is used. As a first attempt, we plan 
on using a unipolar simulator, electrons only, coupled with a 
two-dimensional Poisson solver. treating. the holes using a 
drifted Maxwellian distribution. In this case, a random hole 
state can be found from the specified distribution to serve as 
the initial  hole state for the scattering. The final state is 
then found in a manner analogous to that given in reference f= , . 
Recent work E73 indicates that the electron-hole scattering 
rate plateaus and then surprising drops with increased hole 
20 . 
carrier concentration beyond 10 	cm . interestingly, a 
nonst.ationary transport window appears at both low and very high 
base doping concentrations. Therefore, it is expected that at 
very high base dopings, both the transit time and base resistance 
are greatly reduced. However, there is a tradeoff due to the 
increase in back injected hole current into the emitter reducing 
the emitter injection efficiency. It is the purpose of this 
research to analyze the effect of increased base doping on the 
transit time using our Monte Carlo code and to calculate the 
ultimate theoretical limit of base doping for high frequency 
performance. 
The focus of this research program is to develop a means of 
c,ptimi.77ing HPT structures and to predict the ultimate limits of 
perfnrmance of these devices. It is necessary to first define the 
principle engineering figures of merit by which HBTs can be 
judged. As discussed above, the cutoff frequency, 	and the 
maximum frequency of e.scillation. f, are generally owed in 
max 
order to characterize the microwave performance of an HBT. 
Neither of these measures, alone, however, serves as an adequate 
assessment ,pf the highest frequency capable of a microwave 
transistor. A device designed to exhibit a very short transit 
time will necessarily have an f
t 
significantly larger than f 
max 
5ince there is no D_ ower gain at frequencies beyond f
inax
, the 
device cannot be used at higher frequency in any practical 
application. Conversely, an H T ...an be designed in which the base 
resistance IF very small and as such would exhibit a very high 
f . but low f. 	Under these conditions, high frequency power 
max 
rain can Qtly he achieved through careful impedance matching 
requiring high CI comPonents. Hence, it is important to assess 
both f
t 
and f 	in designing an HPT since a useful design 
max 
requires the optimization of both quantities. Recent studies C83 
indicate that as a practical guide to optimization, a device is 
considered optimized when the lesser of f 	and 2 f
t 
is as high 
max 
as possible. 
In an liBT made using an abrupt emitter-base junction a 
band-edge spike is formed which acts as an energy barrier 
reducing the emitter injection efficiency as well as increases 
the base-emitter turn-on voltage. Though the injection efficiency 
is lowered, the conduction band edge provides for high energy 
carrier iniection into the base Sead5ng- to nonstat.ionary 
transport and a subsequent decrease in the emitter-collector 
transit time as discussed above. Hence an additional tradeoff 
exists in the design; the presence of a het.erojunct.ion can 
decrease the base transit time but at the expense of decreased 
emitter injection efficiency. In this project we will study the 
effects of variation in the band edge discontinuity on the 
overall transit time and the emitter injection efficiency. 
III. Future Directions 
Screening of the electron-phonon interaction at high carrier 
concentrations can significantly reduce phonon scattering further 
enhancing the importance of electron-hole scattering in energy 
relaxation [5]. In addition, it is important to consider 
multiband Electron-hole scatterings C73 since the relaxation rate 
arieF7 with respect to the initial and final bands in which the 
elecPrc -.- and holes lie. We plan to study these effects and to 
add them to our HBT simulator. Through the inclusion of electron- 
hole scattering, and screening effects, much of the important physics 
present in an HBT is included. 
The simulator will further include a two-dimensional Poisson 
solver El], transport across a heterostructure C23, and ballistic 
and velocity overshoot effects. We plan to study a novel means by 
which the collector transit time can be reduced by repeated 
velocity overshoot. Our approach is based on electron confinement 
within the high velocity gamma valley by accelerating the 
electrons up a potential "staircase" so as to avoid intervalley 
transfer C8]. The full details are disclosed in the accompanying 
reprint of reference 8. The basic idea though can be summarized 
as fellows: the electrons are confined to the gamma valley by 
losing excess kinetic energy gained from an applied field by 
"climbing" a series of potential steps formed from a 
heterostructure stack. in this way intervalley transfer is 
7 
defeated leading to very high velocities, ' 5.0 x 10 cm/sec, 
over lengths on the order of 0.5 urn. 
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and 
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Georgia. Institute of Technology 
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ABSTRACTkb4  
The most promising high frequency, low power consumption 
semiconductor device is the heterojunction bipolar transistor 
(HBT). Though the HBT is not a new device concept, the 
advent of epitaxial semiconductor growth techniques, which 
enable monolayer growth control, has lead to the development 
of HBTs with nanometer feature sizes. These devices are 
among the fastest transistor structures ever produced. The 
ultimate limits of performance of these devices are presently 
unknown since their operation is beyond the capabilities of 
most present day simulators. It is the purpose of this work 
to analyze the operation of HBTs using a first principles 
ensemble Monte Carlo model coupled with a two-dimensional 
Poisson solver. The utility of thipn3aFproach is that the 
transport physics which govern 	operation, velocity 
overshoot and ballistic transport, are incorporated naturally, 
enabling an accurate determination of the device performance. 
It is expected that from this work the long term prospectus 
of HBTs will become known. 
HBT Description 
The emitter-base junction is formed between 
two dissimilar materials. The most common HBT 
utilizes npn doping in an AlGaAs/GaAs/GaAs 





A typical HBT device geometry from 
Mark Lundstrom at the Short Course 
on Computational Electronics, Univ. 
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DC gain for a HET is proportional to: 
e AEg/Ic T , where AEg is the heterojunction 
band gap difference. Therefore, the gain 
is dominated by AEg . 
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HBT Advantages 
Speed/power performance comparison 
for several different semiconductor 
devices from Robert P. Mandel, 
Solid State Technology, Jan. 1982, 
pp. 94-103. 
Power Dissipation per Gate 
HBT The Problem 
Analyze and design new heterostructure 
bipolar transistor (HBI') structures to 
determine the ultimate limits of HBT 
performance as measured in terms of 
the maximum frequency of operation, 
fmax* 
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From the following expression for f , it 
is clear that L  depends upon numerous 
parameters. The most readily engineered 
quantities are the base resistance, IR B, the 
base transit time, ir8, and the collector 
depletion layer transit time, tic. 












The maximum frequency of operation, f , can 
be increased without sacrificing gain. The 







8 ic RB Cgc 
where: 
base resistance, proportional to 1/ P B . 
base doping. 
base-collector capacitance. 
= 2 it [ 'CE + 'CB + 'Cc + tec I 
emitter depletion layer charging time. 
base transit time. 
collector depletion layer transit time. 
collector charging time. 
We seek a HBT design in which AE g 
is sufficiently large to preserve 
the gain; yet, RB, TB, and Tc are 
very small to increase fin.. 
HBT Models 
A comparison of some of the existing 
HBT models. 
Analytic Models 
+) Computational ease. 
+) Device features and 
physics are explicitly 
stated. 
-) Difficult to incorporate 
nonlinear and two 
dimensional effects 
accurately. 
-) Fails generally for 
submicron devices. 
Drift-Diffusion Models 
+) Incorporates two 
dimensional effects. 
+) Can treat complicated 
geometries. 
-) Fails generally in device 
structures which exhibit 
nonstationary transport 
effects, i.e. submicron 
geometries. 
Ensemble Monte Carlo Models 
+) Can treat virtually all 
semiclassical devices 
accurately. 












Our Modeling Approach 
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A problem with existing HBTs is velocity saturation in 
the collector region. We propose a step structure for the 
collector region as shown below. 
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ABSTRACT 
During the second year of effort on this project we have 
completed the development of a general two-dimensional Poisson 
solver which can be applied to a multi-heterojunction device. In 
this report, the details of the Pois'.mn solver are disclosed and 
the issues encountered and resolved are presented. Much work has 
been done in parallel towards tilt! development of a reliable 
ensemble Monte Carlo simulator which is to be coupled with the 
new Poisson solver. The details of the Monte Carlo simulator have 
been published in the Proceeding:;, of the Minnesota Supercomputer 
Institute and are also included here. In the very near future, we 
will be ready to begin simulatiort of the electron flights in a 
realistic heterostructure transi4tor. 
I. Introduction 
The ultimate goal of this research is the successful 
simulation of a heterostructure bipolar transistor, HBT, in order 
to determine the fundamental limits of its operation. An HBT is 
an extraordinarily complicated semiconductor device since it 
involves the transport of two carrier species and operates over 
both long and short timescales. Any complete model of an HBT must 
be able to correctly include the physics which governs transient 
carrier transport in very small structures (subpicosecond regime) 
as well as include carrier generation/recombination processes 
(nanoseconds and longer). The necessity of modeling transport 
processes on such very different timescales, in this case three 
to six orders of magnitude, creates extreme computational 
demands. In fact, on present machines it is prohibitive to 
simulate both timescales concurrently; starting with the 
subpicosecond (femtosecond) timescale and progressing 
continuously towards the nanosecond and longer timescales. It is 
clear that separate simulations of the long and short timescales 
must be made. Our approach is to use the ensemble Monte Carlo 
method coupled with a two-dimensional Poisson solver to determine 
the short timescale behavior of an HBT, leaving the long 
timescales to a steady-state drift-diffusion analysis. The 
ensemble Monte Carlo method has been chosen since all of the 
important physics which governs the short timescale behaviors can 
be readily included in a precise manner. The major limitation of 
the Monte Carlo method is its excessive computational appetite 
which restricts its application to only short timescale studies. 
The first stage of this research is the development of an 
electron simulator based on a Poisson solver coupled to the 
ensemble Monte Carlo technique. It is important to recognize that 
only the electrons undergo dramatic field heating within an HBT 
since they are the only carriers injected at high energy out of 
the emitter. Therefore, it is important to take into account hot 
electron dynamics, i.e. velocity overshoot and ballistic 
transport. As mentioned above, the Monte Carlo model naturally 
includes all of the details of velocity overshoot and ballistic 
transport from first principles. Coupled with the two-dimensional 
Poisson solver, the model will provide an accurate picture of the 
electron dynamics in an HBT geometry which will in turn enable a 
realistic determination of the device cutoff frequency and 
current-voltage characteristics. Initially, the holes will be 
included only as a source of scatterings within the base region. 
In general, the holes in an HBT are in quasi-equilibrium owing to 
the very small electric field within the base region. As a 
result, the hole current can be reliably approximated by analytical 
expressions to a great extent. 
In this report, we will review our progress to date in 
fashioning an ensemble Monte Carlo electron simulator coupled 
with a two-dimensional Poisson solver for determining the 
transient behavior of an HBT. The details of the Poisson solver 
as well as the difficulties and solutions encountered in its 
development will be reviewed. A review article outlining many of 
the features of our ensemble Monte Carlo simulator is included in 
the Appendix. In addition, we will discuss a parallel effort that 
we have begun to develop a drift-diffusion and ultimately a 
hydrodynamic simulator which can be employed in HBT simulation. 
II. Poisson Solver Development 
Four general methods were considered for use in the Poisson 
solver. These were: finite element, control volume, boundary 
element, and the finite difference methods. After reviewing the 
advantages and disadvantages of each of these methods the finite 
difference method was selected. The finite difference method was 
chosen since it provides the most straight-forward implementation 
and is the most appropriate for coupling to the Monte Carlo 
simulation. 
Following the selection of the finite difference method, 
various solution techniques were investigated. The first such 
method uses an initial coarse uniform mesh with finer, uniform 
meshes superimposed within the areas containing the highest field 
gradients [1]. The particular advantage of this approach is that 
it enables an accurate solution within regions in which the field 
changes rapidly with the fewest number of points necessary. As a 
result, it provides fairly good accuracy without sacrificing 
speed of computation. The primary limitation of this procedure is 
that the finer uniform mesh spacings are one half the spacing of 
the surrounding coarser uniform mesh. In a device such as an HBT, 
highly nonuniform mesh spacings are required within the junction 
areas in order to attain useful accuracy. The Bigelow approach 
[1] cannot handle these nonuniformities. Another problem 
encountered using the Bigelow approach in an HBT geometry is the 
difficulty of maintaining charge neutrality owing to the sharp 
changes in carrier concentrations near the junctions. Due to 
these limitations, a solution method which incorporates a non-
uniform mesh was chosen. 
In order to ensure the accuracy of the Poisson solver, we 
first calculated the potential profile using analytical methods, 
primarily using the depletion approximation. Calculation of the 
potential profile in a typical HBT geometry revealed the 
existence of both high potential gradients and high carrier 
concentration gradients throughout the device. To ensure an 
accurate numerical calculation, a large number of grid points is 
required to give reasonable accuracy. However, as the number of 
grid points grows, the computational time increases greatly. 
Recognizing this inherent speed vs. accuracy tradeoff, initially a 
128 x 128 two-dimensional mesh was chosen as the "best" 
compromise. Owing to the large number of points, an iterative 
solution method was then selected over a direct method. The 
iterative method also allows for future grid adaptation. Of the 
possible iterative methods, we considered SOR, successive over 
relaxation, ADI, alternating direction implicit, and SLOR, 
successive line over relaxation. Based on speed, accuracy and 
ease of use, the SLOR method was chosen. 
The emitter-base and base-collector junctions present 
additional constraints on the problem. The continuity of the D 
field must be preserved across the junctions in accordance with 
Maxwell's Equations. Two different approaches were considered for 
treating the junction boundary conditions. These were: 
1. solve the point form of Gauss' Law over the entire region to 
account for the heterojunctions. 
2. solve Poisson's Eq. in each region (emitter, base, and 
collector) where the dielectric is constant and use the boundary 
conditions of the continuity of the electric flux at the 
interfaces. 
The second approach was chosen since it provides a straight-
forward calculation of the electric field and the discrete 
approximation is numerically consistent with the Neumann 
conditions imposed on the non-contact boundaries. The second 
approach has the further advantage in that it most easily handles 
geometries composed of rectangular regions. 
Next several methods of grid point assignment were 
considered. These are: 
1. assignment based on the atomic monolayer thichness in each 
material system. In other words, the smallest mesh spacing is one 
monolayer width and all mesh points are spaced at integer 
multiples of the lattice constant from one another. 
2. piecewise linear assignment differing in region according to 
the following, 
a. bulk regions - little potential variation, contains the 
fewest points. 
b. bulk-depletion regions - (defined as the transition 
regions between the bulk and the depletion regions) these regions 
contain large carrier concentrations gradients. 
c. depletion regions - potential has a quadratic behavior. 
d. junction regions - large changes in both potential and 
carrier concentrations. These regions contain the largest number 
of points. 
From computer experimentation, it was found that better 
convergence and numerical stability are obtained using the 
piecewise linear grid assignments. 
The SLOR method was thoroughly tested before applying it to 
an HBT structure. These tests included: 
1. comparison to a textbook problem solved using analytical 
techniques. 
2. application to pn homojunctions with the same doping 
concentration on either side of the junction. 
3. application to pn homojunctions with different doping 
concentrations on either side of the junction. 
4. application to pn heterojunctions with the same doping 
concentration on either side of the junction. 
5. application to pn heterojunctions with different doping 
concentrations on either side of the junction. 
6. application to a rectangular HBT geometry with the same doping 
concentration throughout. 
7. application to a rectangular HBT geometry with different 
doping concentrations throughout. 
At this point, it is necessary to extend the model to treat 
"L" shaped HBT geometries as shown in Figure 1. "L" shaped 
geometries are the most common device structures typically used 
in practice. The particular difficulty in the numerical solution 
of the Poisson Eq. for these geometries is the corner point. Here 
the normal derivative is assumed to be zero. The calculated 
conduction band profile for the device geometry of Figure 1 is 
shown in Figure 2. In calculating the conduction band profile 
(equivalently the potential profile), some assumption about the 
charge assignment must be made since at this point the charge 
transport dynamics are not yet included (the Monte Carlo code 
needs to be coupled to the Poisson solver for this). The charge 
assignment throughout the device is based on the depletion 
approximation. Ultimately, the initial assigment of the charge 
distribution will not matter once the Monte Carlo code is coupled 
to the Poisson solver. 
Finally, the last issue which must be addressed is the 
convergence criterion. Initially, convergence of the SLOR method 
was defined based upon the change in the potential after each 
iteration. Although the change in potential is very small when 
the solution is reached, this criterion does not guarantee that 
the residual, V p + E/E 	, of the discrete approximation is 
small. It is necessary then to not only check the change in the 
potential but also ensure that the residual is below some 
specified value. For example, the calculated conduction band 
profile shown in Figure 2 had a change in potential of less than 
2 x 10-5 . However, the residual was on the order of 1010 due to 
the large value of the ratio of the charge density to the 
dielectric constant of - 10 14 . The residual remains large because 
of the imposition of the depletion approximation at the bulk 
depletion region (region defined as the transition region between 
the bulk and depletion region of the junction). The depletion 
region approximation introduces an unrealistic step function in 
the charge density according to: 
- 	= 0 	(bulk) 
1- 2/EJ = 10 14 (depletion region) 
This large discontinuity introduces numerical instabilities into 
the solution. Therefore, a free carrier concentration is 
introduced to give a more realistic value to -(VE in the bulk 
depletion region. 
The free carrier concentrations are introduced according to 
the following assumptions: 
1. Only majority carriers are considered. 
2. Free carriers are included only in the bulk and a 
transitional part of the depletion region adjacent to the bulk. The 
transitional part (bulk depletion region described above) is 
assumed to be of two Debeye length in width in the lightly doped 
region. 
3. The free carrier distributions are assumed to have the 
following forms: 
rvz (f') 	exp (7 ) 	 (nondegenerate) 
; EF YA-r 
Tik 	
7C/i 	 (degenerate) 
3Iff 
Further, in order to accurately assess the value of the residual, 
a scaled version of the Poisson Equation is solved. The scaling 
is applied in a similar manner to that discussed in reference 2. 
Large variations in the potential are handled using a damping 
term in the manner discussed in Viallet and Mottet [3]. 
In summary, the final Poisson solver consists of: 
1. solution by the SLOR method. 
2. a three point boundary condition method applied at both 
Neumann and junction boundaries. 
3. scaled and unscaled Poisson Eq. solutions. 
4. potential updating with damping factors. 
5. free majority carriers in bulk and Debeye transition regions. 
The Poisson solver has been tested on symmetric and 
asymmetric pn heterojunctions and extended to rectangular HBT 
geometries currently. Sample calculations are presented in 
Figures 3-5. The calculated potential profile for a symmetrically 
doped HBT device, 10 16 n-type A1GaAs/ 10 16 p-type GaAs/ and 10 16 
 n-type GaAs HBT structure is shown in Figure 3. As can be seen 
from inspection of Figure 3, the solution method is tested 
assuming a poor initial guess for the potential, V=1. For 
reference, the potential is calculated using the depletion 
approximation. 
The potential profile for an asymmetrically doped HBT device 
is shown in Figure 4. Again a poor initial guess for the 
potential of 1 V is chosen. As can be seen, the method agrees 
closely with the calculated potential predicted using the 
depletion approximation. 
Finally, the doping concentrations of the device structure 
shown in Figure 1 are used in a rectangular HBT geometry. The 
calculated potential profile is presented in Figure 5. In this 
case the residuals are less than 10 -3 (scaled). Excellent 
agreement is found between the numerical solution and the 
depletion approximation. 
Currently, the Poisson solver discussed in this section will 
handle rectangular HBT structures Jf arbitrary doping 
concentrations and geometrical lengths. However, to accomodate 
arbitrary lengths, many grid points must be chosen to maintain 
accuracy. The assignment of grid points follows the piecewise 
linear assignment scheme discussed above. We are currently 
developing an efficient means of adding points to the grid; 
maximum accuracy at minimum number of grid points to preserve 
calculation speed. This efficient adaptive grid will be 
constructed assuming: 
1. a linear variation of the potential to neighboring grid 
points. 
2. analytical expressions for the potential at various locations 
within the structure. 
3. location of grid points where the residual is largest. 
The grid will first be optimized separately in each dimension and 
then ultimately to the L-shaped HBT device geometry of Figure 1. 
III. Hydrodynamic/Drift-Diffusion Model 
As discussed in the Introduction, a complete model of an HBT 
requires separate simulations of the device operation during two 
very different timescales of operation, very short 
(subpicosecond) and relatively long (nanosecond-microsecond). The 
short timescale operation is best understood using the ensemble 
Monte Carlo technique. The long timescale operation cannot be 
treated using the Monte Carlo approach since no computer could 
presently simulate the flight of many particles for microsecond 
or even nanosecond durations using femtosecond time steps. What 
is typically done is a hybrid model is adopted. The short 
timescales are simulated using a model like the Monte Carlo that 
is specifically designed to accurately treat subpicosecond 
transport phenomena while the long timescales, those involving 
generation/recombination processes, are investigated using models 
adapted specifically to study long term steady-state operation 
such as the drift-diffusion model. 
The drift-diffusion model simply solves the steady-state 
drift-diffusion current density equations for electrons and holes 
including generation/recombination processes coupled to a two-
dimensional Poisson solver. Standard drift-diffusion methods 
cannot be applied to short timescales due to their failure to 
track the energy of the carriers. These models assume either a 
constant or field-dependent mobility and diffusivity. This is 
adequate for large devices in which the fields are relatively 
small and the carriers can be treated as in a quasi-equilibrium. 
In small geometry devices and for heterostructure injection, the 
use of a field-dependent mobility is no longer valid. Such an 
assumption in this case would hide important transient effects, 
i.e., velocity overshoot and ballistic transport common in HBT 
devices. 
An alternative macroscopic model to the drift-diffusion 
method is the hydrodynamic model. The hydrodynamic model includes 
energy balance as well as the current continuity equations in its 
solution. In this manner, the mobility and diffusivity can be 
made energy dependent which leads to a reasonably accurate means 
of estimating transient effects. 
We are presently working towards the development of a 
hydrodynamic model coupled with the two-dimensional Poisson 
solver. This work is being pursued by another Ph.D. tudent, Mr. 
Ali Salem under my direction. We expect to complete the model 
within the next two years after which it will be applied to 
HBT analysis as well as the Monte Carlo model discussed in 
Sections II and III. It should be noted that support for this 
part of the program is independent of Motorola and is provided by 
the National Science Foundation. Nevertheless, Motorola benefits 
directly from this part of the research. 
IV. Future Directions 
The first task we are planning is the optimization of the 
Poisson solver mesh for the L-shaped HBT geometry as discussed in 
Section II. After this optimization is made, the Poisson solver 
will be coupled to the ensemble Monte Carlo code and we will be 
ready to begin calculations of the electron transit time through 
the device as well as the current-voltage characteristics. In 
order to compare these calculations to experimental measurements 
several issues need further to be addressed. These are: 
1. determination of the effective emitter and collector junction 
biases including contact effects. 
2. inclusion of a realistic treatment of the base contact. 
3. charge scaling for the Monte Carlo particles. 
4. possible (if necessary) statistical enhancement of certain 
regions of the structure for an accurate determination of the 
charge density. 
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HBT Geometry 
The section of a typical HBT device geometry 
on which the electric field is solved. 
Due to the symmetry of self-aligned HBTs, 
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Figure 1: Schematic drawing of a typical HBT geometry. This 
structure was obtained from review of the literature. 
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Figure 2: Calculated three dimensional potential profile for the 
device shown in Figure 1. 
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Figure 3: Calculated potential vs. distance in a symmetrically 
doped HBT structure. An initial guess of 1 V everywhere was made 
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ABSTRACT 
The current generation of advanced semiconductor devices often exhibit nonlinear 
effects which require numerical approaches to their simulation. In addition to 
nonlinearities, the accurate description of the behavior of ever increasingly small devices, 
as well as those which contain heterostructures or superlattices, demands extraordinarily 
complex techniques which typically overwhelm most computational environments. Under 
these conditions, the supercomputer provides the only reasonable means by which the 
behavior of advanced semiconductor devices can be examined in detail. In this paper, we 
present a discussion of computational techniques and their application to modeling 
avalanching semiconductor devices within a supercomputer environment. Specifically, issues 
such as velocity and current estimators, bipolar simulation, temporal response, and 
subensemble simulation will be addressed. Calculated results are presented for 
representative systems to illustrate the use of these estimators. 
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I. 	Introduction 
Accurate simulation of any semiconductor device requires the development of 
numerical estimators which properly report the macroscopic variables of interest. Various 
estimators for the same macroscopic observables can give very different values depending 
upon how these estimators are defined. In developing an estimator caution must be 
exercised in order to ensure that the estimator reports what is actually desired. If one is 
interested in comparing results to experimental data then the estimators employed must 
report physically observable quantities in a manner consistent with measurement. 
Alternatively, one may be interested in studying the internal workings of a device which 
cannot be experimentally probed requiring the development of an alternative estimator 
which reports different information than before. It is of further interest to have estimators 
which serve as a control on the accuracy of the simulation. In this paper we outline various 
estimators for the drift velocity, current and temporal response of semiconductor devices. 
Though it is important that one fashion estimators which can reliably determine 
macroscopic observables from Monte Carlo simulation, it is also imperative that a reliable 
materials parameter set be determined. We have studied the effect of variations in the 
material parameters on the steady-state transport in bulk GaAs and AlGaAs. Here we 
review that study pointing out how uncertainties in various parameters influence the 
macroscopic observables calculated in the steady-state. 
Finally, we present a review of our previous studies of avalanching photodetectors 
which incorporate many of these issues. Though we have applied many of the techniques 
outlined below to the study of HEMTs, a review of our HEMT work is omitted here to 
avoid needless repetition with the many other fine presentations, which exhaustively cover 
HEMT modeling, in the series of talks of which this lecture is part. 
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II. 	Estimators for steady-state simulation 
The carrier velocity is of great interest in semiconductor device simulation since it 
lies as the basis to the understanding of many different important observables such as the 
current and frequency response. There are numerous ways in order to estimate the carrier 
velocities as well as how to calculate their average. Here we restrict ourselves to discussing 
four different estimators for steady-state simulation which have various degrees of validity. 
Alternative velocity estimators of use in transient simulations have been discussed before 
[1]. The four velocity estimators of interest are as follows: velocity based on energy gain, 
velocity based on energy loss, instantaneous velocity calculated from the gradient of the 
band structure, and the velocity calculated from the average distance traveled. The first two 
estimators, velocity based on energy gain and loss, apply only to constant electric field 
simulations. These two estimators approach one another in value at steady state, since the 
energy gain from the electric field must be balanced, on average, by the energy loss to the 
phonons. The two estimators do not necessarily agree perfectly, even in steady state, since 
the energy gain from the field occurs in a continuous manner while the energy loss follows 
from discrete events. The mean velocity is determined by averaging over the distribution 
in either case. 
The mean velocity can also be calculated by averaging over the instantaneous carrier 
velocities derived from the gradient of E(k). This estimator has the important advantage 
of retaining its validity under all conditions. Another estimator which can be used under 
all conditions is the velocity calculated from the average distance traveled. The velocity 
based on distance traveled is related to that based on the instantaneous velocity since the 
distance is calculated from the product of the instantaneous velocity and the simulation time. 
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Nevertheless, the averaging is slightly different between the two and as such leads to some 
variance in their values. 
It is useful to first calibrate the estimators based on the gradient of E(k) and the 
average distance traveled to the energy gain and loss estimators since the latter two are 
useful in defining steady-state conditions. We can then determine the simulation time 
needed in order for the system to reach steady-state and obtain some measure of the 
convergence of the gradient of E(k) estimator. The values of each velocity estimator are 
plotted in order to show their relative convergence in Figure 1 as a function of simulation 
time in bulk material. Steady-state conditions, as defined as the time elapsed until the 
energy gain and loss are comparable, are attained after 40 psec as is shown in Figure 1. It 
should be noted that the final convergence point is obtained by asymptotically extending the 
energy gain and loss curves until they intersect. Inspection of Figure 1 also indicates that 
the other estimators, those based on the instantaneous velocity and distance traveled, 
fluctuate within the limits defined by the energy gain and loss estimators. Hence, by taking 
the average value in the asymptotic limit of the instantaneous velocity estimator, an accurate 
value of the steady state carrier drift velocity can be attained. Plots of the velocity as a 
function of time at other electric field strengths exhibit qualitatively the same behavior as 
that shown in Figure 1. It is important to note that the asymptotic limit of the average value 
of the instantaneous velocity estimator can be used under all conditions for device 
simulation, whereas the energy balance approach is only useful in the absence of transient 
effects. 
It is interesting to compare the Monte Carlo calculations to experimental 
measurements in order to ascertain the accuracy of the code and the estimators employed. 
In Figure 2, the calculated electron steady-state drift velocity as a function of applied 
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electric field in bulk GaAs is plotted along with previous Monte Carlo calculations [2] and 
experimental data [3]. The calculated points represent the converged average determined 
from the four estimators discussed above found in a manner similar to that shown in Figure 
1. As can be seen from Figure 2, the present calculations agree favorably with the previous 
results over the full range of applied electric field values considered. 
The excellent agreement between the experimental data and the calculated values 
depends upon the choice of material parameters as well as the accuracy of the estimators. 
If the selected material parameter set is unreliable, then the resulting calculations will of 
course be as well. Numerous material parameters are needed in an ensemble Monte Carlo 
simulation. Among these are the: 
density 
dielectric constants (low and high frequency) 
lattice constant 
direct energy gap 
effective masses (gamma and satellite valleys, valence bands) 
valley separation energies 
optical phonon energy 
sound velocity 
nonparabolicities (gamma and satellite valleys) 
impact ionization threshold energy 
impact ionization rate factor 
intervalley coupling constants and phonon energies. 
Though some of these parameters are reasonably well known and widely accepted, such as 
the density and lattice constants, others are notoriously difficult to extract from experiment 
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and as such are highly uncertain. Among these parameters are the intervalley coupling 
constants, valley separation energies, impact ionization threshold and rate factor and 
nonparabolicities. In an attempt to ascertain how variations in some of these parameters 
effect the steady-state macroscopic observables we have performed a series of "computer 
experiments" in which different parameters are varied at will and their effects on these 
observables are assessed [4]. Specifically, we have examined how variations in the polar 
optical phonon energy, dielectric constants, effective masses and intervalley separation 
energies and coupling constants alter the velocity-field relationship in bulk AlGaAs. 
Through computer experiments such as these, one can determine a reliable set of material 
parameters which can reproduce the steady-state macroscopic observables. 
Our ensemble Monte Carlo model has been used to determine the steady-state drift 
velocity based on the previously discussed estimators in bulk GaAs as shown in Figure 2. 
The corresponding parameters used in the simulation are collected in Table 1. The fit, 
though not exact, is well within the inherent uncertainty in the earlier Monte Carlo 
calculation [2], as well as the uncertainty in the experiments [3]. The parameters listed in 
Table 1 were selected from both the literature [5-9] and by repeatedly varying the 
parameters in order to match the experimental measurements. 
We have also examined the electron drift velocity in bulk AlGaAs, however, to date 
no experimental measurements for this material system are available. As a consequence, 
a definitive set of parameters is difficult to establish. Nevertheless, we have endeavored to 
prepare a set of parameters based again on the literature [6-9]. These paramcers are 
collected in Table 2. In order to ascertain the effect of uncertainties in these parameters 
we have performed a series of "computer experiments" in which variations in each parameter 
are analyzed. 
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As an example of the degree of sensitivity of the steady-state drift velocity to 
variations in the material parameters, we present calculations of the velocity field relation 
in bulk AlGaAs (32% Al). As can be seen from inspection of Figures 3-6, the peak drift 
velocity is most sensitive to the choice of the intervalley separation energies and optical 
phonon energy. Variations in the gamma valley effective mass as well as the dielectric 
constants also effect the drift velocity but mostly through the value of the threshold field. 
Comparison of the various curves in Figures 3-6 shows that fluctuations can have a drastic 
effect on the macroscopic observables of the system. 
In selecting a set of material parameters for numerical simulation, it is perhaps best 
to first search the literature. Of course, there is never universal agreement on the values 
of these parameters so the choice is often not well defined. Nevertheless, one makes a best 
"guess" as to the values of these parameters. After a selection has been made, it is 
instructive to perform "computer experiments" to check for agreement with experimental 
measurements, if any are available, to further improve the accuracy of the simulation. 
It should be noted that a definitive set of parameters for even a well studied material 
such as GaAs has not been standardized. Presently, there is much variation in the Monte 
Carlo simulation community on material parameters. We do not pretend to offer a 
definitive set here, but only point out that the steady state velocity-field relation is most 
sensitive to variations in the intervalley separation energies and optical phonon energy as 
compared to other parameters such as the intervalley coupling constants. It should be 
further noted that steady-state simulation is not sufficient by itself to fully determine all of 
the transport parameters since some parameters, such as the intervalley coupling constants, 
have greater influence on transient phenomena and are best determined from relaxation 
experiments. It has been suggested [10] that some standardization of parameters within the 
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Monte Carlo community be attempted. It is hoped that the work reported here and in 
reference [4] is a modest step towards that goal. 
One of the most important macroscopic observables in semiconductor device 
simulation is the current density. We have chosen to calculate the current density based on 
the instantaneous velocity using the gradient of E(k). The total current density is calculated 
at each simulation step by constructing the sum of the instantaneous velocities over the 
entire distribution. 
The steady-state current density is then determined from the asymptote of the current 
versus time. The current density is plotted as a function of time in Figure 7 under two 
different gate voltages for a C structure. As can be clearly seen from this curve, the current 
fluctuates initially and reaches a steady-state value within 4-5 psec. The faster convergence 
of this estimator is due to the many more particles simulated (9000) in the HEMT device 
than in the bulk simulation reported above (2000). The particular advantage of 
calculating the current in this manner as opposed to that using a Gaussian surface is that 
steady-state is reasonably well defined and fluctuations due to the relatively small number 
of simulated carriers are averaged out. In the Gaussian surface approach, the current 
density fluctuates wildly throughout the entire course of the simulation even after 
steady-state is reached since at some instances many carriers cross a boundary while few do 
at other times. Experimental measurements would however record a constant flux in 
steady-state. Therefore, the Gaussian surface approach does not truly represent the 
experiments. 
The particular limitation of the instantaneous velocity model is that the current 
density through different contacts is not immediately obtained. The above mentioned 
approach gives the current density carried by the entire distribution but does not distinguish 
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between those carriers collected within different contacts; i.e., substrate, gate or drain in a 
FET for example. In order to separate out these contributions, it is useful to plot the 
number of carriers collected as a function of time to obtain the asymptotic percentage of 
carriers collected at each contact. From the ratio of the carriers collected at a particular 
contact to the total number of carriers present, the current through that contact can be 
determined. 
Another important estimator is the temporal response of a device. In a unipolar 
device, the time response can be readily calculated as the average transit time of the 
particles. However, the definition of the time response of a device in which the carrier 
concentration increases or decreases through generation or recombination events is 
nontrivial. Here we discuss the temporal response of an avalanching device in which 
secondary carriers are created during the time course of the simulation. The full details of 
the technique have been discussed elsewhere [11]. 
In order to properly quantify the time dependence of a device in the presence of 
multiplication it is necessary to employ a bipolar simulator. Such a scheme is 
diagrammatically presented in Figure 8. In this particular scheme an iterative approach 
between separate electron and hole simulators is chosen. One of course can couple the two 
simulators into only one program. However, we have found that even on a supercomputer 
the complete simulation takes many cpu hours. The most efficient simulation overall is 
achieved using the iterative approach since there is less risk of machine failure before 
meaningful results are reported. The simulation is briefly explained as follows. First, a 
deterministic number of photogenerated electrons are launched and their motion through 
the device is tracked. Upon the occurence of an impact ionization event, the time and 
spatial location of the secondary carriers, both electron and hole, is noted. The secondary 
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electron is subsequently added to the simulation while the secondary hole information is 
stored for later use. This continues until all of the electrons, both parent and secondary, are 
collected at the n+ contact. The hole transit histories are next simulated using as input the 
spatial locations of the secondary holes born in the initial electron transit. The time of hole 
flight is equal to the sum of the individual hole transit times and their time delay prior to 
their production. Based on this information, the total current in the first iteration can be 
calculated. Successive iterations are performed until convergence is achieved. 
HI. Application of the simulation techniques to APDs 
The study of wide band gap interband impact ionization devices such as avalanche 
photodiodes, APDs, requires treatment of high energy, high electric field effects. 
Specifically, it is important to accurately portray the energy band structure, the full details 
of the carrier-phonon scatterings, as well as bipolar transport. All of these effects are 
incorporated in our ensemble Monte Carlo simulator for interband impact ionization. Two 
additional parameters, from those used in bulk steady-state simulation, are typically used in 
Monte Carlo studies of impact ionization. These are the impact ionization threshold energy 
and the Keldysh p factor which represents the impact ionization probability. These two 
parameters are usually determined by comparing the Monte Carlo calculations of the bulk 
impact ionization rates to experimental data. It should be recognized that, though the 
Monte Carlo method affords a fairly complete theory of carrier transport, it nevertheless 
includes a fair amount of parametrization at present. In principle, all of the details of semi-
classical transport could be included in a Monte Carlo model but in practice owing to 
computer capacity limitations, some physical ingredients are included through 
parametrization. In the case of interband impact ionization, the ionization rate is assumed 
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to be E independent and the probability is parametrized by a scalar constant p. 
Improvements on this approach are difficult yet will certainly be made. 
The microscopic physics of the impact ionization mechanism can be analyzed by 
tracing the carrier trajectories in k space using the Monte Carlo method. A typical history 
of an electron flight in bulk GaAs is plotted in Figure 9. After an impact ionization event, 
the electron is restarted from the zone minimum. As can clearly be seen from this figure, 
the electron history is extremely complicated. The electron undergoes occasional local 
fluctuations from the average during which its energy can be vastly different from the 
average steady-state value. It is during these departures from the average behavior that an 
impact ionization event occurs. The usefulness of the Monte Carlo method is that it makes 
no a priori assumptions about the nature of the electron's trajectory in the study of impact 
ionization. This enables predictive investigations of the behavior of APDs. In other words, 
once the Monte Carlo method is "calibrated" to predict a similar rate to the experimental 
bulk ionization measurements, it can be applied with a fair degree of confidence to new 
structures in which the ionization rate has not yet been measured. In this way, one can 
design and optimize novel semiconductor APDs. 
The critical issue in the design of an interband APD is the determination of the 
electron and hole ionization coefficients in these structures. As is well known, optimal 
performance of an APD as measured in terms of lowest excess noise, and highest bandwidth, 
is achieved under unipolar ionization conditions. In other words, if only one carrier species, 
notably the injected carrier, contributes to the ionization process then the excess noise factor 
always lies between 1 and 2 and the bandwidth is greatest. Unfortunately, in most bulk 
compound semiconductor materials, the electron and hole impact ionization rates are 
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roughly comparable. Therefore, APDs made from these materials will exhibit poor noise 
and bandwidth performance. 
The introduction of a superlattice/multi-quantum well structure provides a means by 
which the electron distribution can be selectively heated so as to artificially enhance the 
electron to hole ionization rates ratio [11-14]. Such a structure is diagrammatically 
presented in Figure 10. The multi-quantum well system is made using alternating layers of 
GaAs and A1GaAs and is used to form the intrinsic region of a p-i-n diode. 
The action of the multi-quantum well structure on the electron ionization process can 
be ascertained by comparing the ionization rate profile in its presence or absence [15]. 
Figure 11 plots the number of electron ionizations as a function of position at various 
applied electric field strengths in bulk GaAs. As can be clearly seen from this figure, the 
impact ionizations occur randomly throughout the material. The introduction of a 
multi-quantum well structure imparts a spatially deterministic aspect to the impact ionization 
rate as can be seen from inspection of Figure 12. The spatial localization of the electron 
ionization events in this structure is striking. Notice that the vast majority of events occur 
near the heterojunction interface, —10 - 100 A away from the discontinuity. It is interesting 
to further compare the electron ionization profiles to the corresponding hole ionization 
profiles. Figures 13 and 14 illustrate the hole ionization profiles in bulk GaAs and a 
multi-quantum well geometry respectively. Again, within the bulk material the ionization 
rate is strictly random. Interestingly, within the multi-quantum well geometry, the hole 
ionizat;3n profile is again basically random in strong contrast to the electron ionization 
profile. This is apparently due to the difference in the band edge discontinuities as well as 
the different electron and hole relaxation rates. 
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From the above discussion, it is clear that the Monte Carlo method provides a very 
clear demonstration of the effect of a multi-quantum well geometry, or more generally a 
periodic potential, on the ionization rate. The Monte Carlo analysis can also provide 
estimates of the relevant macroscopic observables of interest. For APDs, the electron and 
hole ionization rates ratio is of great importance. The electron and hole ionization rates 
ratio within a 500/500 A wide GaAs/A1GaAs multi-quantum well structure are plotted as 
a function of electric field in Figure 15. For comparison, recent experimental data in a 
comparable structure are plotted as well. Notice the good agreement between the theory 
and experiment. It should be noted that the theoretical result was made several years in 
advance of the experimental measurement [16]. 
Another important macroscopic observable in APD analysis is the temporal response. 
Generally, the temporal response of an APD is difficult to determine numerically and 
requires the simulation of both carrier species. As an example, we consider the temporal 
response of the simple five stage, GaAs/AIGaAs multiquantum well APD similar to that 
sketched in Figure 10. Following the approach discussed above, the instantaneous current 
within a multiquantum well APD is plotted as a function of time in Figure 16 at an applied 
electric field of 400 kV/cm. The result shown in Figure 16 is for electron ionization only 
but includes the first generation of holes produced. 
In order to check the validity of this result, we and other colleagues have developed 
an analytical theory [17] based on a marked filtered Bernoulli branching process. Each 
event of this process contributes electron and hole component currents appropriate to the 
times and positions of the particle births. The corresponding analytical result is presented 
in Figure 17 for the electron impulse response function in the same device considered 
above. The general similarity of the impulse response function calculated from either model 
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is apparent from comparison of Figures 16 and 17. Both curves peak at about the same 
place and both curves decay with a rather flat tail. The analytical impulse response function 
is generally less smooth than the simulated function and it exhibits a shorter tail. Both of 
these characteristics can be attributed to the assumption of constant transit time (velocity) 
for each carrier in each material within the analytical model. The simulation, on the other 
hand, includes transit-time dispersion naturally and as such leads to a longer tail in the 
response. 
The simulation can be readily applied to devices which exhibit double carrier 
multiplication. As mentioned above, the numerical simulation tracks all of the carriers, 
electrons and holes born during the passage of the initial electron pulse through the device. 
The overall impulse response function, which is comprised of the electron and hole currents, 
is presented in Figure 18. Three iterations of the coupled electron and hole simulators are 
reported. As can be seen from Figure 18, the close agreement between curves 2 and 3 
indicates good convergence of the simulation. There is a significant difference between the 
first and third iterations; the duration of the time response is increased by more than 8 psec. 
The presence of only a small amount of secondary hole ionization acts to greatly extend the 
duration of the pulse. 
As a further example of the use of the simulation methods useful in APD modeling, 
we consider the calculation of the standard deviation of the time response of an APD. In 
this case, we simulate a series of subensembles in order to obtain the mean time response 
and the first standard deviation Df the time response. In spite of using supercomputers, the 
computational time required in order to generate the standard deviation is excessive since 
numerous, —50, trials are run for each ensemble. These restrictions limit the simulations 
to only the electron-current contribution of the impulse response function and its standard 
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deviation. The simulated results are shown in Figure 19. As can be seen from Figure 19, 
there exists both temporal and gain randomness giving rise to fluctuations in the carrier 
number (as reflected by the magnitude of the current) and the transit time. 
It is interesting to compare the simulated results for the electron current time 
response and its standard deviation to analytical results derived from the impulse response 
of the device. The details of this theory have been presented in reference [17]. As can be 
seen from comparison of Figures 19 and 20, the analytical model shows similar gain 
fluctuations to that predicted by the simulations. However, since no temporal uncertainties 
are included in the analytical model, the temporal dispersion predicted by the simulations 
is not obtained in the analytical calculations. 
IV. 	Unipolar avalanching devices 
Ideally, a solid-state photodetector which utilizes only one ionizing carrier species 
would, by design, provide extremely low noise, high speed performance. Such a structure 
cannot provide multiplicative gain via interband impact ionization since this process 
naturally involves both electrons and holes. An alternative avalanche mechanism, impact 
ionization of electrons out of confined quantum states [18,19] provides a means by which 
a unipolar avalanching device can be made. In this process, incident electrons impact excite 
quantum confined electrons to energies greater than the well barrier height as shown 
diagrammatically in Figure 21. 
The physics of confined quantum state impact ionization has been exhaustively 
presented in references 19 and 20. The process can be described by a screened Coulomb 
interaction between an incident free electron and a confined state electron. From inspection 
of Figure 21, it is clear that the ionization rate must exhibit a threshold energy in a 
symmetric well structure since not all of the incident electrons have sufficient kinetic energy 
15 
in order to impact excite confined carriers out of the well. If the well is made asymmetric 
such that the trailing barrier height is half the leading barrier height, then all of the incident 
electrons have sufficient kinetic energy to cause impact ionization of the confined electrons. 
Nevertheless, due to momentum conservation requirements, a threshold state can still exist 
in the asymmetric structure. It is interesting to compare the operation of a symmetric well 
structure, as shown in Figure 22, to that of an asymmetric well device, as sketched in Figure 
23 in order to observe the effect of the device geometry on the ionization rate. 
The electron transition rate as a function of incident kinetic energy can be calculated 
for both the symmetric and asymmetric designs using the approach outlined in references 
19 and 20. The ionization probability is plotted as a function of incident electron energy 
for both a symmetric and an asymmetric GaAs/AIGaAs multiquantum well structure in 
Figures 24 and 25. Inspection of these figures shows that the transition rate is an order of 
magnitude greater within the asymmetric structure than within the symmetric device for 
comparable geometries, as expected due to the lower threshold energy in the asymmetric 
design. 
Though the asymmetric design generally exhibits a greater transition rate under 
comparable conditions, this does not by itself ensure a superior design. It is also important 
that the detector exhibit very low dark current. The most important sources of dark current 
within the confined quantum state detectors are thermionic emission and tunneling currents. 
The thermionic emission current is most sensitive to temperature, while the tunneling 
current is primarily effected by the applied electric field across the barrier, at fixed free 
carrier concentration and trailing barrier height. The magnitude of the dark currents in 
representative GaAs/A1GaAs designs are presented in Figures 26 and 27. Notice that for 
the particular design considered here, that the thermionic emission current is negligible only 
16 
at very low absolute temperatures, below 10 K. Likewise, the tunneling current is significant 
above 10 kV/cm. Hence, the choice of an asymmetric well design offers a tradeoff in higher 
ionization rate versus higher dark current. Further work is in progress concerning the design 
issues of confined quantum state photomultipliers. Above we present only a brief 
introduction to the subject. 
IV. 	Conclusions 
In this paper, we have discussed various estimators of macroscopic observables, 
material paramter selection, and their application to semiconductor device simulation. 
Specifically, we have outlined approaches for determining the carrier drift velocity, under 
constant electric field, steady-state conditions as well as in the most general case, the current 
density, and the time response of a device. We have outlined simulation strategies for 
analyzing avalanche photodiodes, APDs, incorporating many of these estimators and 
techniques. The determination of the key engineering figures of merit useful in the 
characterization of multi-quantum well APDs using the numerical simulation models has 
been presented. The computational strategies outlined here can be used to study both 
unipolar and bipolar semiconductor devices including carrier generation or recombination 
processes. Due to the extensive computational requirements implicit in these simulation 
techniques, supercomputers provide the most useful platform for their application. 
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Figure 1: Calculated electron drift velocity as a function of simulation time for four 
different estimators. The calculations are performed under constant electric field conditions. 
Notice that good agreement between the four estimators is achieved within the asymptotic 
limit. 
Figure 2: Calculated and experimental data of the steady-state velocity plotted as a function 
of applied electric field in bulk GaAs. 
Figure 3: Calculated electron steady state velocity in bulk AlGaAs (32% Al composition) 
as a function of applied electric field with the intervalley separation energies as a parameter. 
The peak velocity is greatest the larger the intervalley separation energies are. This arises 
due to the greater confinement of the electrons within the low effective mass, high mobility 
gamma valley. 
Figure 4: Calculated electron steady state velocity in bulk AlGaAs (32% Al composition) 
as a function of applied electric field with the optical phonon energy as a parameter. Notice 
that the peak drift velocity is greatly effected by the choice of phonon energy. The peak 
velocity is largest at greatest phonon energy due to the increased gamma valley confinement 
owing to the more effective carrier cooling. 
Figure 5: Calculated electron steady state velocity in bulk AlGaAs (32% Al composition) 
as a function of applied electric field with the effective mass as a parameter. 
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Figure 6: Calculated electron steady state velocity in bulk A1GaAs (32% composition) as 
a function of applied electric field with the dielectric constants as a parameter. The 
dielectric constants act to alter the electron-optical phonon scattering rate. Notice that the 
choice of dielectric constants effects the threshold field more than the peak velocity. 
Figure 7: Plot of the instantaneous current density as a function of simulation time in a 
HEMT structure at different gate biases. The steady-state current density is determined 
from the asymptote of each curve. 
Figure 8: Schematic representation of the bipolar simulation technique for studying the 
temporal response of an avalanching device. This technique can be used generally to study 
all avalanching devices. It is possible to combine the two simulators into one master code 
which would then have the advantage that self-consistent effects could be included. 
Figure 9: Calculated electron energy history within bulk GaAs at an applied electric field 
of 500 kV/cm. The zeros represent impact ionization events. Notice the very complicated 
trajectory the electron experiences during its flight. This indicates the complexity involved 
in fully describing the impact ionization process. 
Figure 10: Sketch of the conduction and valence bands in a GaAs/A1GaAs multi-quantum 
well structure under bias. 
Figure 11: Number of electron ionization events plotted as a function of distance traveled 
measured in angstroms in bulk GaAs at various applied electric field strengths of 350, 400 
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and 500 kV/cm. Both initial and secondary electrons (those born from impact ionization 
events) are simulated. Notice the great degree of randomness in the ionization rate. 
Figure 12: Number of electron ionization events in a simple multi-quantum well APD 
similar to that sketched in Figure 10, plotted as a function of position. Notice the great 
degree of localization in the ionization process produced by the introduction of the periodic 
potential. 
Figure 13: Number of hole ionization events in bulk GaAs plotted as a function of position 
at various electric field strengths of 350, 400 and 500 kV/cm. The randomness of the 
ionization profile is readily apparent. 
Figure 14: Number of hole ionization events in a GaAs/A1GaAs multi-quantum well APD 
plotted as a function of position. In this case, the hole ionization events occur at random 
within the GaAs layers and no spatial localization is apparent. 
Figure 15: Calculated electron to hole ionization rates ratio in bulk GaAs and a 500/500 
A GaAs/A1GaAs well/barrier wide multi-quantum well structure as a function of applied 
electric field. The solid triangle represents the experimental data reported in reference 16 
for a similar, but not exactly the same, device geometry. Notice the significant increase in 
the ionization rates ratio at 250 kV/cm. 
Figure 16: Impulse response function obtained from the simulation of a five-stage MQW 
superlattice APD operated at an applied field of 400 kV/cm. Hole impact ionization is 
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assumed to be absent, yet the secondary holes produced in the electron impact ionization 
events are still simulated to account for the transit time. 
Figure 17: Impulse response function obtained from the analytical model for a five-stage 
MQW superlattice APD operated at 400kV/cm. Again, hole impact ionization is assumed 
to be absent. 
Figure 18: Overall impulse response function for a simple multi-quantum well APD 
consisting of five stages and formed from GaAs/A1GaAs. The presence of only a small 
amount of secondary hole ionization acts to greatly extend the duration of the pulse. 
Figure 19: Simulated electron-current contribution to the impulse response function plotted 
with their one-standard deviation limits. 
Figure 20: Analytical calculation of the electron-current contribution to the impulse 
response function plotted along with the one-standard deviation limits. 
Figure 21: Initial and final states for the electron-electron interaction in a confined 
quantum well structure. 
Figure 22: Schematic drawing of the symmetric well confined quantum state photomultiplier 
under bias. 
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Figure 23: Schematic drawing of the asymmetric well confined quantum state 
photomultiplier under bias. 
Figure 24: Calculated transition rate for an incident electron as a function of incident 
energy in a 200/1000 A well/barrier width symmetric well confined quantum state device. 
Figure 25: Calculated transition rate for an incident electron as a function of incident 
energy in a 200/1000 A well/barrier width asymmetric well confined quantum state device. 
Figure 26: Calculated two-dimensional thermionic emission current out of a GaAs/A1GaAs 
quantum well plotted as a function of ambient temperature. 
Figure 27: Calculated two-dimensional tunneling current out of a GaAs/A1GaAs 




Bulk Material Parameters 
Parameter 	 Value 
Lattice Constant (cm) 
Longitudinal Phonon Energy (eV) 
Sound Velocity (cm/sec) 
Low-Frequency Dielectric Constant 
High-Frequency Dielectric Constant 
5.6533 x 10 -8 
0.033 
5.24 x 105 
12.90 
10.92 
Valley Dependent Parameters 
Parameter 	 T 	 L 	 X 
Effective Mass (m
*
/m0 ) 0.063 0.23 0.43 
Nonparabolicity (eV 1 ) 0.69 0.65 0.36 
(0=0.85) 
Energy Band Gap (eV) 
(relative to valence band) 
1.4255 1.706 1.89848 
Valley Separation (eV) 0.2845 0.476 
Optical Phonon Energy (eV) 0.0343 0.0343 
Number of Equivalent Valley 1 4 3 
Intervalley Deformation 
Potential (eV/cm) 
from r 0 1 x 109 1 x 10 9 
from X 1 x 109 9 x 108 9 x 108 
from L 1 x 109 1 x 109 9 x 108 
Intervalley Phonon Energy 
from r 0.0 0.03 0.0299 
from X 0.0299 0.0293 0.0299 
from L 0.03 0.029 0.0293 
Table II 
Al GaAs 
Bulk Material Parameters 
Parameter 	 Value 
Lattice Constant (cm) 
Longitudinal Phonon Energy (eV) 
Sound Velocity (cm/sec) 
Low Frequency Dielectric Constant 
High Frequency Dielectric Constant 
5.653 x 10-8 
0.038 
5.426 x 105 
11.90 
10.05 
Valley Dependent Parameters 
Paramter r L X 
Effective Mass (m*/m0 ) 0.086 0.233 0.411 
Nonparabolicity (eV-1 ) 0.550 0.624 0.325 
Energy Band Gap (eV) 
(relative to valence band) 
1.822 1.9385 1.961 
Valley Separation (eV) 0.0 0.117 0.139 
Optical Phonon Energy (eV) 0.0385 0.0385 
Number of Equivalent Valley 1 4 3 
Intervalley Deformation 
Potential (eV/cm) 
from r 0.0 8.4 x 108 1 x 109 
from X 1 x 109 x 108 9 9.32 x 108 
from L 8.4 x 108 8.4 x 108 9 x 108 
Intervalley Phonon Energy 
from r 0.0 0.0343 0.0355 
from X 0.0355 0.0351 0.0355 
from L 0.0343 0.0338 0.0351 
Al Ga As 
0.32 	0.66 
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ABSTRACT 
During the fourth year of this project we have succeeded in 
modeling a GaAs/A1GaAs bipolar transistor structure. 
Specifically, the effect of fermi level pinning and the base 
transit time on the device performance were examined. A 
manuscript has been submitted to IEEE Transactions on Electron 
Devices for publication based on this work. This report discusses 
the results presented in that paper and followup studies. 
In this report we discuss the salient features of our two-
dimensional simulator used in the study of heterostructure 
bipolar transistors and calculated results of the effect of the 
Fermi level pinning on the common emitter current gain. The model 
consists of an ensemble Monte Carlo calculation coupled with a 
two-dimensional drift-diffusion solver. The full details of our 
investigation are reported in the enclosed paper entitled, 
"Ensemble Monte Carlo study of Fermi level pinning and transit 
times in AlGaAs/GaAs heterojunction bipolar transistors" which 
has been submitted to IEEE Transactions on Electron Devices. 
Here, we simply outline the approach and results. 
The features of our model can be understood as follows. The 
model consists of two separate parts. First a drift-diffusion 
solver is used to solve the Poisson equation and the electron and 
hole current continuity equations. From this solution, the two-
dimensional steady-state electric field profile throughout the 
device structure is determined. Once a realistic steady-state 
electric field profile is known, the steady-state dynamics of the 
electrons can be analyzed using an ensemble Monte Carlo 
simulation. The electric field is input into the Monte Carlo 
simulator and an ensemble of electrons is launched from the 
emitter. The electrons' flight through the device is traced in 
both k and real space subject to the device boundary conditions 
and the electric field profile until steady-state is achieved. It 
is important to note that self-consistency is neglected; the 
electric field profile, calculated from the drift-diffusion 
solver, is used throughout the entire course of the simulation. 
From the Monte Carlo simulation, the average electron velocity, 
transit time, energy, etc. can be ascertained. The common emitter 
current gain, p, defined as the ratio of the collector current to 
the base current is determined from the Monte Carlo simulation by 
counting the number of electrons that are collected at the 
subcollector and the number of electrons collected at the base 
contact. The ratio of these two numbers gives R. 
In order to validate the model, calculated results are first 
compared to accepted calculations in the literature. Owing to the 
symmetry of the device, only half of the actual structure is 
simulated as shown in Figure 1. The device consists of an A1GaAs 
emitter grown on top of a p-type GaAs base layer and n-type GaAs 
collector. The dimensions and doping concentrations are 
illustrated in Figure 2. The initial and boundary conditions used 
in the ensemble Monte Carlo simulation are schematically shown in 
Figure 3. As can be seen from Figure 3, the carriers are injected 
from the emitter into the base region. The contacts are assumed 
to be perfectly absorbing; all carriers which enter the contact 
are collected. At all of the other boundaries, specular 
reflection is assumed to occur. Two different initial launching 
conditions for the electrons at the emitter are considered. These 
are low and high energy injection corresponding to a graded and 
abrupt junction respectively. As can be seen from Figure 4, only 
the electrons within the high energy tail of the emitter 
distribution function are injected into the base. Finally, two 
different conditions are considered for Fermi level pinning at 
the base contact as shown in Figure 5. The first case is an ideal 
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FIGURE 2 We examined the HBT structure previously 





Rockett, IEEE Trans. Elec. Dev., vol. 35, no. 10, pp. 1573-1579, Oct. 1988. 
FIGURE 3 
Initial and boundary conditions used in the 
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Two conditions for the launch energy of the electrons 
are considered at the emitter base junction. 
FIGURE 4 
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FIGURE  5 Two conditions are considered for Fermi 
level pinning at the base contact. 
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Rhoderick and Williams, Metal-Semiconductor Contacts 2nd ed., Oxford 1988. 
ohmic contact wherein there is no Fermi-level pinning while in 
the second case, a Schottky barrier, there is Fermi-level 
pinning. In the study presented here, the choice of either model 
for the base contact is contrasted to see its effect on the 
common emitter gain of the device. 
Before the simulator is applied to the study of the Fermi-
level pinning at the base contact, it is important to compare the 
model to other accepted models of heterostructure bipolar 
transistors, HBTs. We compared our calculations to those of 
Rockett [1] for the device structure shown in Figure 2. Rockett's 
calculations are made using a one dimensional Monte Carlo 
simulation while ours are made in two dimensions. Nevertheless, 
excellent agreement is obtained for the calculated drift velocity 
between the two models, thus validating our results. 
An experimentally studied HBT structure was examined next 
using our model [2]. The device analyzed along with the layer 
dimensions and doping concentrations is shown in Figure 6. 
Several different device configurations were studied. 
Specifically, different conditions, either graded or abrupt 
junctions, for the emitter were considered. In addition, the 
device performance was evaluated with and without Fermi level 
pinning at the base contact. The calculated results for the dc 
gain under these different conditions are reported in Figure 7. 
As can be seen from Figure 7, Fermi level pinning leads to a 
significant decrease in 0. 
The choice of the injection condition at the emitter, either 
an abrupt or graded junction, also effects the common emitter 
FIGURE 6 We also examined an experimentally 
studied HBT structure. 
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Hayama et. al., IEEE Elec. Dev. Lett., vol. 8, no. 5, pp. 246-248, May 1987. 
The common emitter current gain, p, was found 
FIGURE 7 to have a greater dependence on emitter-base 
junction type than on Fermi-level pinning at 
the base contact. 
Collector Current 	Number Collected at Subcollector  
Base Current Number Collected at Base Contact 
Abrupt Jnc. 	Graded Jnc. 
Fermi-Level Pinned 
	
17.2 	 11.1 
Fermi-Level Unpinned 
	
20.1 	 12.9 
Consistent with experimental obsvations 
Lee et. al., IEEE Elec. Dev. Lett., vol. 10, no. 5, pp. 200-202, May 1989. 
gain. Inspection of Figure 7 shows that the injection condition 
has a more drastic effect on the common emitter current gain. In 
fact, p is about 35% lower with a graded emitter than an abrupt 
emitter in an otherwise identical device. The lower p is due to 
the fact that the electrons traverse through the base much slower 
following low energy injection (graded emitter) than from high 
energy injection (abrupt emitter). This is due predominantly to 
the occurence of velocity overshoot within the first 0.1 Rm of 
the base region. In comparison, following low energy injection 
from the graded junction, the transit time is more than four 
times longer within the first 0.1Rm of the base. 
Finally, the model was used to observe intervalley transfer 
as well as longitudinal diffusion. Figures 8 and 9 illustrate the 
electron valley occupancy as a function of position. The shading 
of the circles represents the valley. White, unshaded, 
corresponds to the gamma valley, gray corresponds to the L valley 
and black corresponds to the X valley. The figures show the 
instantaneous positions of the simulated electrons after 20 ps of 
Monte Carlo simulation time. This choice is consistent with 
steady-state conditions within the device. Each circle represents 
one simulated electron. For clarity, only 1000 randomly selected 
electrons are displayed in the diagram out of the entire ensemble 
of 5000 electrons. Figure 8 shows the electron valley and 
positions for a graded emitter injection scheme while Figure 9 
shows the electron valley and positions for an abrupt emitter 
junction. Close inspection of the two curves shows that the 
electrons are more closely bunched near the emitter in the graded 
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FIGURE 9 The electron valley position plot for the abrupt 
junction Hayama structure after 20ps. 
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junction device than in the abrupt junction device. This is due 
to the presence of significant velocity overshoot at the emitter 
in the abrupt junction device. As a result, the electrons move 
more rapidly from the emitter-base junction following high energy 
injection as opposed to low energy injection. Further inspection 
of these figures shows that there is a slightly greater amount of 
diffusion into the extrinsic base region following low energy 
injection than high energy injection. 
During the next year of this program we will extend the 
analysis described above to study the effect of different base 
contact emitter spacings and the presence and absence of Fermi 
level pinning at that interface. In addition, we plan to develop 
a self-consistent model and apply it to the study of an HBT 
device including potential steps within the collector depletion 
region. A previous investigation [3] shows that there is a strong 
possibility of achieving high speed performance with this 
structure. 
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Abstract 
We present calculations of the electron transit time and common emitter current gain 
in the presence and absence of Fermi level pinning using a two-dimensional ensemble Monte 
Carlo calculation coupled with a two-dimensional drift-diffusion solver. The drift-diffusion 
solver is used to calculate the steady-state electric field profile from the device dimensions, 
1 
doping concentrations, and applied biases. A realistic field profile is thereby obtained which is 
then used in the context of the ensemble Monte Carlo simulation to calculate the steady-state 
electron transport properties of the device. The device model is first "benchmarked" to a 
previously accepted calculation and a representative heterostructure bipolar transistor is 
examined. The average electron drift velocity, transit time and common emitter current gain, 
0, are calculated in the presence and absence of Fermi level pinning at the base contact, and 
in devices with either an abrupt or a graded emitter-base junction. It is found that 13 is only 
weakly effected by the Fermi level pinning in the device structure considered since the 
separation between the emitter and base contacts is relatively small. The common emitter 
current gain is found to depend more upon the energy injection condition. Finally, the two-




As is well known, the use of heterojunctions in bipolar transistors has several 
important advantages over more common homojunction transistors [1,2]. Principally, the 
current injection ratio can be vastly increased without lowering the base doping concentration. 
The presence of a high doping concentration within the base lowers the base resistance 
thereby drastically improving both the high current and the high frequency performance of the 
device. Additionally, the emitter doping can be lowered leading to reduced emitter-base 
capacitance and enhanced switching speed. A variety of heterojunction bipolar transistors 
(HBTs) varying in terms of their doping concentrations and material systems have been 
experimentally and theoretically examined to determine the device operating characteristics 
[1-3]. Owing to the cost, time and complexity involved in the growth and fabrication of 
experimental HBT structures, a reliable and realistic model is of enormous value in the study 
and optimization of HBT devices. 
The transport dynamics within an HBT device are extremely complex. Most structures 
are made with narrow base regions and different collector designs in order to improve the 
speed performance of the device. Most designs typically rely on the use of non-stationary 
transport effects, velocity overshoot and ballistic transport, in order to achieve high speed 
performance [4]. Modeling of these effects in realistic structures requires advanced models 
based on the direct solution of the Boltzmann equation, such as the ensemble Monte Carlo 
(EMC) model. Several Monte Carlo models have been developed and applied to the study of 
HBT structures [5-9]. These models contain many advanced features including a 
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hydrodynamic solution for the hole transport [5] as well as hole-plasmon scattering [6]. 
However, none of the previous models, to the authors' knowledge, have examined the effect 
of including the extrinsic base region and the subsequent pinning of the Fermi level at the 
base contact in investigations of HBT performance. 
In this paper, an ensemble Monte Carlo technique coupled with a drift-diffusion solver 
is used to study the two-dimensional nature of HBT devices. The details of the simulation are 
reviewed in Section II. The model is then compared to other accepted models from the 
literature as discussed in Section III. The effect of the inclusion of the extrinsic base region 
and the subsequent pinning of the Fermi level on the calculated common emitter current gain 
as well as carrier transit time is investigated in Section IV. Electron valley identity plots as 
well as transit time curves are presented which introduce new insights into HBT transport 
behavior. The transit time curves show distinct regions of the device in which non-stationary 
transport effects are prominent. The electron valley population plots clearly show the two-
dimensional aspects of the device behavior. 
II. Model Description 
The calculations presented herein are based on two different simulators which are used 
in sequence to evaluate the electron transport dynamics in the device. A given simulation 
consists of two main steps. First, a complete drift-diffusion solver, semiconductor total energy 
balance simulator in two dimensions, STEBS2D [10], is used to obtain the electric-field 
profile based on the device dimensions, dopings and biasing conditions. STEBS2D enables 
the calculation of the steady-state two-dimensional electric field profile within the device 
which is then input into the Monte Carlo simulation. Using the calculated two-dimensional 
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electric field profile from STEBS2D, the EMC simulator traces the electron trajectories 
throughout the device. From the Monte Carlo calculation, the average carrier transit times, 
drift velocities and valley populations can be assessed under steady-state operating conditions. 
The effect of Fermi-level pinning at the base contact is included into STEBS2D by adding a 
surface charge concentration at the base contact in order to raise the electron concentration at 
the base-metal contact to match the experimentally determined barrier height 1111 Raising the 
electron concentration within the base region pins the Fermi level at the base-metal interface 
in essentially the same manner as lowering the hole concentration through the introduction of 
surface state recombination processes (see Tiwari et al. [12,13)) in equilibrium. The Fermi 
level pinning is similar between the two approaches outside of equilibrium provided that the 
current level flowing through the contact is low. For the work considered here, the base 
current levels are typically small enough that this choice of boundary condition is acceptable. 
We have chosen this form of the boundary condition, the introduction of surface charge rather 
than the introduction of surface recombination processes, for simplicity. 
The EMC model is based on a three valley (F'-L-X) non-parabolic band structure 
which includes all of the relevant scattering mechanisms, i.e., ionized impurity, alloy, 
acoustic, polar optical, and intervalley phonon scatterings [14]. The Monte Carlo simulation is 
three dimensional in k-space and two-dimensional in real space. For simplicity it is assumed 
that the emitter current is dominated completely by thermionic emission events. Therefore, 
only those carriers within the high energy tail of the electron distribution within the emitter 
are injected into the base. The initial energy and momentum of each launched electron is 
chosen stochastically from within this high energy tail. Both abrupt and linearly graded (0.25 
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to 0.0 Al content) emitter-base junctions are considered. In either case, the electrons are 
injected just at the emitter-base junction, the difference being that in the abrupt case the 
barrier for injection is very much larger than that for the graded case. The ensemble Monte 
Carlo simulation progresses until the macroscopic quantities of interest, particularly velocity, 
energy, valley populations, etc., have reached their steady-state values. Steady-state is 
typically achieved after 20 to 100 ps of simulation time. In the calculations presented here, 
the total simulation time is 50ps unless otherwise noted. 
At present the EMC model is not self-consistent; the field is not updated after the 
initial solution from STEBS2D. Under active biasing conditions of the device, the electric 
fields within the regions of interest considered here (emitter-base depletion region, base, and 
base-collector depletion region) are dominated by the applied biases. The injected electron 
distribution only slightly perturbs the electric field profile. This is particularly true for low 
injection conditions which are assumed throughout. 
The number of simulated electrons chosen influences both the computational time and 
the statistical accuracy of the calculation. As the number of simulated electrons increases, 
statistical fluctuations decrease but at the expense of added computational time. It is our 
experience that an ensemble of 5000 electrons provides a reasonable compromise between 
statistical accuracy and computational time in these simulations. 
The electrical and transport boundary conditions employed in the model are as follows. 
The emitter-base junction, base contact and collector contact regions are treated as perfectly 
absorbing boundaries. When an electron crosses one of these boundaries, it is considered 
collected and is removed from the simulation. Another electron is then relaunched in order to 
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maintain space-charge neutrality. All other boundaries of the device are treated as perfectly 
reflecting where specular reflection is assumed. Dirichlet boundary conditions are applied at 
all of the contact regions, while Neumann boundary conditions are assumed along all other 
surfaces. 
Estimators of the important macroscopic observables are based on both time and 
position. The device is partitioned into a series of horizontal lines spaced a distance 125 A 
apart in order to accumulate values of interest as a distance along the axis of the device 
(defined as the distance from the emitter-base junction to the collector contact). The value of 
a given macroscopic variable, x p, at a given plane, p, is computed from 
n X
p, k = E (1) 
where n ., is the number of electrons which have traversed plane p, and Xp is the quantity of 
interest for electron k. The macroscopic variables computed include the electron transit time, 
the instantaneous velocity along the axis of the device, the electron energy, and electron 
valley. The carrier transit times are determined directly from the simulation, by summing up 
the electron transit times as they cross into each region. 
III. Comparison to Other Models 
In order to "benchmark" our model we have compared it to Monte Carlo calculations 
of electron transport in HBT structures made by Rockett [8]. The structure examined is 
similar to that presented in Figure 1 with the specific layer widths, doping concentrations, and 
material compositions shown in the diagram. Calculations are made with the transistor biased 
into the active mode assuming a graded emitter-base junction. Grading of the emitter-base 
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junction results in low energy injection of the electrons. The Fermi level at the base contact is 
taken to be pinned in the calculations made within this section. Two different base-collector 
biases are considered, V BC= 0 and -5 V holding the emitter-base bias at 1.3 V. At no base-
collector bias, the collector depletion region width is found to be 0.2 pm while it increases to 
0.43 pm at -5 V reverse bias. The calculated electron drift velocity as a function of distance 
along the axis of the device is shown in Figure 2 at both collector biasing conditions. As can 
be seen from Figure 2, the velocity increases dramatically near the base-collector junction due 
to velocity overshoot effects as discussed by Rockett [8]. The increase in velocity near the 
collector contact is due to the absorbing boundary condition. Since the carriers are assumed to 
be swept out of the device, no backscatterings out of the contact region are allowed. The net 
forward momentum and subsequently the velocity of the electrons is then somewhat 
overestimated. As discussed by Rockett [8] this computational artifact has no sizeable effect 
on the transit time results. Comparison of these calculations to those of Rockett [8] show 
excellent agreement, the only appreciable difference being that our peak overshoot velocity is 
smaller than that predicted by the one-dimensional solution of Rockett [8] due to the 
spreading of the carriers into the extrinsic base region of the device. 
It is instructive to plot the electron transit time as a function of distance along the axis 
of the device in order to fully observe the effects of velocity overshoot within the device. The 
electron transit time as a function of distance is plotted in Figure 3 at both VBc = 0 and -5 V. 
Inspection of Figure 3 shows that four distinct regions of electron transport are discernible. 
The first region corresponds to electron transport within the base bulk layer. In the base bulk 
region of the device, the average electron drift velocity is relatively low due to the low 
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energy injection condition at the graded emitter-base junction and the relatively low electric 
field present in the highly doped base. The calculated average electron drift velocity within 
the base is comparable to the steady-state low field drift velocity in bulk GaAs 114]. The 
second region, corresponding to the nearly horizontal line in Figure 3, arises from velocity 
overshoot near the base-collector junction. This portion extends from 0.225 pm to 0.29 pm at 
VBc..43V and from 0.225 to 0.27 pm at VBc=-5V indicating that the velocity overshoot persists 
over greater distances at OV base-collector bias. This is as expected since at higher electric 
fields intervalley transfer occurs more rapidly in GaAs leading to quenching of the overshoot 
[15]. The third region of the transit time curves corresponds to transport within the collector 
depletion region. This portion extends from 0.3 to 0.5 pm at VBc= OV and from 0.28 to 0.7 
pm at VBc= -5V. The depletion region width increases, of course, under reverse bias. The 
average electron drift velocity within the collector depletion region is comparable to the 
saturated high field drift velocity in GaAs at 300K as expected. The fourth region of the 
transit time curves corresponds to transport within the collector bulk region. In this region the 
electric field is much lower and the electrons begin to re-transfer into the I- valley from the L 
and X valleys. As a result the electron drift velocity increases initially and the transit time 
decreases. Near the collector contact in the OV bias case, the transit time increases slightly 
owing to the fact that the carriers are beginning to thermalize at this point. 
Finally, we calculate the average base, TB, and collector, 'Cc, transit times within the 
device again assuming a graded emitter-base junction. At VBc= OV, TB= 4.38 ps and Tc= 6.65 
ps while at VBc= -5V, TB= 4.22 ps and Tc= 7.98 ps. The difference between the collector 
transit times is due to the presence of the much higher electric field within the collector 
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depletion region at high base-collector reverse bias. Though under either base-collector bias, 0 
or -5 V, there is a high field present at the base-collector junction which causes the velocity 
overshoot. At OV bias the depletion region is much smaller, thus the electrons experience a 
weaker field throughout most of the collector. As a result, many of the electrons can re-
transfer from the high mass, L and X valleys, back into the low mass r valley wherein their 
drift velocity is much greater. This results in a substantially lower average transit time for the 
electrons. 
The transit time results as well as the drift velocity calculations are completely 
consistent with Rockett's results [8]. The detailed physics of these calculations have been 
explained at length by Rockett [8] and will not be repeated here. It is our goal in this section 
to establish the consistency of our approach with other accepted models of HBTs as well as 
to demonstrate the utility of the transit time curves in evaluating the transport dynamics 
within the device. 
IV. Effect of Fermi Level Pinning 
The effect of Fermi level pinning on the common emitter current gain, p, in an HBT 
structure is investigated in this section. Again we use the device structure sketched in Figure 
1 with the corresponding material parameters listed in the figure. To the authors' knowledge, 
this is the first time that the effect of Fermi level pinning at the base contact has been 
investigated in the context of a Monte Carlo simulation of an HBT. Figure 4 shows the 
conduction band bending in the presence of Fermi level pinning at the base contact. Notice 
that the pinning leads to the formation of a potential well in the proximity of the base contact. 
Physically, the presence of Fermi level pinning and the subsequent formation of the potential 
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well is expected to act to capture electrons which diffuse into the extrinsic base region. The 
number of carriers which can successfully transit the base region is reduced. As a result, the 
R of the device would be smaller. If pinning is neglected, no potential well is formed at the 
base contact. Fermi level pinning is incorporated into our model by adjusting the boundary 
condition at the base contact in the STEBS2D model as discussed in Section II. 
Two different initial conditions for the electron launching energy are considered in 
order to simulate devices with abrupt and graded emitter-base junctions. The abrupt junction 
is simulated by assuming a barrier of 0.188 eV above which the carriers are injected 
thermionically in accordance with the scheme discussed in Section II. For the graded junction 
no barrier is assumed at the emitter-base junction. Therefore, in the abrupt case, only high 
energy electrons are injected, while in the graded case, low energy electrons are injected into 
the base. The average energy of the injected electrons in the abrupt case is 0.208 eV while in 
the graded case it is 0.0205 eV. In order to insure that the high energy tails of the injected 
electron distributions are comparable, the emitter-base is forward biased at 1.5 V for the 
abrupt junction and at 1.3V for the graded junction. In either situation, the base-collector 
voltage remains fixed at -5.0 V. The combination of high or low initial launching energy and 
whether the Fermi level is pinned or unpinned at the base contact leads to four different 
situations. Each condition is designated by high pinned, high unpinned, low pinned or low 
unpinned, where high or low represents either high or low energy injection respectively and 
pinned or unpinned represents either the presence or absence of Fermi level pinning at the 
base contact. 
i3 is calculated from the ratio of the number of electrons collected at the collector 
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contact to the number of electrons collected at the base contact. The calculated values of 11 
are presented in Table I. The first set of results illustrates the effect of the injection energy on 
p assuming that the Fermi level remains pinned at the base contact. The second set of results 
illustrates the effect of the presence or absence of pinning on p assuming high energy 
injection conditions. As can be seen from Table I, 13 is greater at high energy injection than at 
low energy injection. Comparison of Cases 1 and 2 shows that the common emitter current 
gain has a greater dependence on the initial energy condition than on the nature of the base 
contact pinning. These results are qualitatively consistent with the experimental work of Lee 
et al. [16] which demonstrated that Fermi level pinning alone has little effect on p at emitter 
base spacings, SEB, less than 0.2 pm. The stronger dependence of 13 on the initial launching 
energy condition can be understood as follows. At the high energy injection condition chosen 
here, all other factors being equal, the electrons have a much greater probability of traversing 
the base. They enter the base at a much higher velocity and therefore transit the base, on 
average, in less time. Since the electrons under these conditions spend less time in the base, 
they are less prone to scatterings which will redirect their motion towards the base contact 
and subsequent collection. Hence, more electrons successfully transit the base and are 
ultimately collected at the collector contact. 
The injection energy condition also strongly effects the carrier transit times through 
the device. The average electron transit time as a function of distance along the axis of the 
device is plotted in Figure 5. As is clearly seen from Figure 5, the average electron transit 
time is substantially less in the abrupt junction device than in the graded junction device. The 
most dramatic difference occurs for the base transit time. Notice that the electrons traverse 
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through the base much faster following high energy injection than low energy injection. This 
is due predominately to the occurrence of velocity overshoot within the first 0.1pm of the 
base region. The time the electrons take to travel 0.1pm following high energy injection in the 
structure is calculated to be 0.37 ps. Linearly extrapolating, this translates into a total base 
transit time of 0.92ps which is much less than the calculated base transit time of 1.8 ps, 
clearly signifying the presence of a substantial increase in the velocity within the first 0.1pm 
over the last portion of the base. In comparison, following low energy injection, the transit 
time is more than four times longer for the first 0.1pm of the base. This is as expected for 
low energy injection since the current then proceeds by diffusive transport within the base. 
To further understand the workings of this device structure and to clearly illustrate its 
two-dimensional effects, we show a series of plots which depict the real space position of the 
electrons in Figures 6-9. Each circle in the diagrams represents one simulated electron. For 
clarity, only 1000 randomly selected electrons out of the entire ensemble of 5000 electrons 
are displayed. The shading of the circles is representative of the instanteously occupied valley, 
L or X, after the simulation time considered. In each case presented, the total simulation 
time elapsed is 50 ps, well after the device has attained steady-state conditions. Electrons 
within the r valley are unshaded (white), electrons within any one of the L valleys are gray, 
while those electrons within any one of the X valleys are shaded black. Figures 6 and 7 show 
the electron population assuming the Fermi level is pinned, a graded emitter-base junction 
biased at 1.3 V and low energy injection conditions at OV and -5V base-collector biasing 
respectively. The valley occupancy within the intrinsic and extrinsic base and collector 
regions at both base-collector biases is tabulated in Table II. Comparison of these results 
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shows that the two-dimensional spreading of the electrons is much greater under OV bias than 
-5V bias. The electrons diffuse less at high base-collector bias as compared to low base-
collector bias due to the much greater electric field present in the collector depletion region. 
Therefore, inclusion of two-dimensional effects is most important at low base-collector bias. 
Further inspection of Figure 6 clearly shows the electrons re-transfering back into the r valley 
after transiting the collector depletion region. As discussed above, at OV bias, the collector 
depletion region is much smaller and as a result the electrons experience a much smaller 
electric field after traversing 0.5 pm along the device axis. In contrast, inspection of Figure 7 
shows the electrons remain predominately within the L and X valleys throughout their entire 
flight through the collector at -5V bias. 
It is interesting to further compare the electron population plots at high and low 
energy injection conditions. In Figures 8 and 9, we compare the device behavior at low and 
high energy injection conditions respectively under otherwise identical operating conditions; 
the Fermi level is pinned and the collector is biased at -5V. Only the first 500 A of the base 
region along the device axis is plotted in each diagram, showing the concentration of 
electrons present under these conditions. Comparison of these two figures clearly shows that 
the electron concentration is far greater within the first 500 A of the base region, on average, 
following low energy injection than high energy injection. This is consistent with the results 
shown in Figure 5 in which it is seen that the transit time is much greater for electrons within 
the base following low energy injection than for those following high energy injection due to 
velocity overshoot in the base. As a result, the carriers tend to move more rapidly from the 
emitter-base junction following high energy injection as opposed to low energy injection. 
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Further inspection of Figures 8 and 9 shows that there is a slightly greater amount of 
diffusion into the extrinsic base region following low energy injection than high energy 
injection. 
V. Conclusions 
We have presented calculations of the effects of the Fermi level pinning at the base 
contact and the nature of the emitter-base junction (abrupt or graded) on the average electron 
transit time and the common emitter current gain. The calculations are made using a two-
dimensional ensemble Monte Carlo simulation coupled with a two-dimensional drift-diffusion 
solver. The model is first compared to another existing simulation and excellent agreement 
between the two approaches is obtained. It is found that the common emitter current gain has 
a greater dependence on the emitter-base junction type than on the nature of the base contact 
pinning for the particular device geometry considered. This agrees qualitatively with previous 
experimental measurements [16]. The energy injection condition also strongly effects the 
average electron transit time through the device. Transit time curves clearly illustrate that the 
average electron transit time is substantially less in the abrupt junction device than in the 
graded junction device. The most dramatic difference occurs for the base transit time. The 
electrons are observed to traverse through the base much faster following high energy 
injection than low energy injection. This is due predominately to the occurrence of velocity 
overshoot within the first 0.1pm of the base region. In comparison, following low energy 
injection, the transit time is more than four times longer for the first 0.lpm of the base. 
Though our model is not presently complete, it nevertheless provides a new means of 
examing HBT device performance and of assessing the importance of two-dimensional 
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effects. Future work will address the inclusion of electron-hole scattering both through 
plasmon interactions [17] and through short range scatterings. In addition, the model will be 
made self-consistent to enable calculation of the device performance during transients. 
16 
Acknowledgements 
The portion of this work performed at Georgia Tech was sponsored by the Motorola 
Corp. through contract E21-635 and by the National Science Foundation through a 
Presidential Young Investigator Award made to K. Brennan. 
-The o-01-ors usra 4e 4,4 	 R4npo\ks VIchAlcQs 
ry,n trw,ITC0 (Sl_c_Qss‘c."b 
17 
References 
[1] H. Kroemer, "Heterostructure bipolar transistors and integrated circuits," Proc. IEEE, 
vol. 70, no. 1, pp. 13-25, Jan. 1982. 
[2] P. M. Asbeck, M-C. F. Chung, J. A. Higgins, N. H. Sheng, G. J. Sullivan, and K-C. 
Wang, "GaAlAs/GaAs heterojunction bipolar transistors: Issues and prospects for 
applications," IEEE Trans. Electron. Dev., vol. 36, no. 10, pp. 2032-2041, Oct. 1989. 
[3] P. M. Asbeck, "Bipolar transistors", in High-Speed Semiconductor Devices,  edited by 
S. M. Sze, J. Wiley and Sons, 1990, pp. 335-398. 
[4] T. Ishibashi and Y. Yamauchi, "A possible near-ballistic collection in an 
AlGaAs/GaAs HBT with a modified collector structure," IEEE Trans. Electron. 
Devices., vol. 35, no. 4, pp. 401-404, April, 1988. 
[5] K. Tomizawa, Y. Awano, and N. Hashizume, "Monte Carlo simulation of 
AlGaAs/GaAs heterojunction bipolar transistors," IEEE Elec. Dev. Len., vol. 5, no. 9, 
pp. 362-364, Sept. 1984. 
[6] R. Katoh, M. Kurata, and J. Yoshida, "Self-consistent particle simulation for 
(A1Ga)As/GaAs HBT's with improved base-collector structures," IEEE Trans. Elec. 
Devices, vol. 36, no. 5, pp. 846-853, May 1989. 
[7] C.M. Maziar, M.E. Klausmeier-Brown, S. Bandyopadhyay, M.S. Lundstrom, and S. 
Datta, "Monte Carlo evaluation of electron transport in heterojunction bipolar base 
structures," IEEE Trans. Elec. Devices, vol. 33, no. 7, pp. 881-887, July 1986. 
[8] P.I. Rockett, "Monte carlo study of the influence of collector region velocity overshoot 
on the high-frequency performance of AlGaAs/GaAs heterojunction bipolar 
18 
transistors," IEEE Trans. Elec. Devices, vol. 35, no. 10, pp. 1573-1579, Oct. 1988. 
[9] J. Hu, D. Pavlidis, and K. Tomizawa, "Monte Carlo studies of the effect of emitter 
junction grading on the electron transport in InAlAs/InGaAs," IEEE Trans. Elec. 
Devices, vol. 39, no. 6, pp. 1273-1281, June 1992. 
[10] A. W. Smith, "Light confinement and hydrodynamic modelling of semiconductor 
structures by volumetric methods," Ph.D. Thesis, Georgia Institute of Technology, 
Atlanta, Ga. May, 1992. 
[11] E. H. Rhoderick and R. H. Williams, Metal-Semiconductor Contacts 2nd ed..  Oxford: 
Clarendon Press, 1988. 
[12] S. Tiwari, S. L. Wright, and A. W. Kleinsasser, "Transport and related properties of 
(Ga,A1)As/GaAs double heterostructure bipolar junction transistors," IEEE Trans. Elec. 
Devices, vol. 34, no. 2, pp. 185-187, Feb. 1987. 
[13] S. Tiwari, D. J. Frank, and S. L. Wright, "Surface recombination in GaA1As/GaAs 
heterostructure bipolar transistors," J. Appl. Phys., vol. 64, pp. 5009-5012, Nov. 
15, 1988. 
[14] K. F. Brennan, D. H. Park, K. Hess, and M. A. Littlejohn, "Theory of the velocity-
field relation in AlGaAs," J. Appl. Phys., vol. 63, pp. 5004-5008, May 15, 1988. 
[15] J. Y. Tang and K. Hess, "Investigation of transient electronic transport in GaAs 
following high energy injection, IEEE Trans. Electron Dev., vol. ED-29, no. 12, Dec. 
1982. 
[16] W-S. Lee, D. Ueda, T. Ma, Y-C. Pao, J. S. Harris, Jr., "Effect of emitter-base spacing 
on the current gain of AlGaAs/GaAs heterojunction bipolar transistors," IEEE Elec. 
19 
Device Lett., vol. 10, no. 5, pp. 200-202, May 1989. 
[17] N.S. Mansour, K. Diff, and K.F. Brennan, "Comparison of different formulations of 
the electron-plasmon scattering rate and the dispersion relation on bulk semiconductor 
transport," J. Appl. Phys., vol. 69, no. 9, pp. 6506-6509, May 1, 1991. 
20 
Figure Captions 
Fig. 1 Schematic drawing including definitions of the device parameters of the HBT 
structures studied in this work. 
Fig. 2 Instantaneous velocity along the axis of the device from the emitter-base junction at 
zero and -5V base-collector bias. The apparent increase in the calculated drift velocity 
near the collector contact is an artifact of the model due to the perfectly absorbing 
boundary condition assumed at the collector. Since no backscatterings are allowed at 
the collector contact, the net momentum and velocity of the carriers is somewhat 
overestimated. 
Fig. 3 Transit time along the axis of the device from the emitter-base junction at zero and - 
5V base collector bias. 
Fig. 4 Sketch of the conduction band energy showing Fermi level pinning at the base contact. 
Only the first 1000 A of the base region, including both the intrinsic and extrinsic 
regions, is shown. Notice the -0.5 eV potential energy well formed at the base contact. 
Fig. 5 Transit time along the axis of the device from the emitter base junction for both abrupt 
and graded emitter base junctions. The Fermi-level is pinned at the base contact. 
Fig. 6 Electron valley population occupancy (I'-white, L-gray, X-black) as a function of 
position after 50ps of simulation time for the structure sketched in Figure 1. The 
Fermi level is pinned and low energy injection conditions apply. The base-collector 
bias is OV. Notice the significant diffusion of the carriers within the collector region. 
Fig. 7 Electron valley population occupancy (F-white, L-gray, X-black) as a function of 
position after 50ps of simulation time at low energy injection and Fermi-level pinning. 
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The base-collector is biased at -5V. Less carrier diffusion is present in this case. 
Fig. 8 Electron valley population occupancy (F-white, L-gray, X-black) as a function of 
position after 50ps of simulation time at low energy injection and Fermi-level pinning 
showing only the first soo ► of the base region. The base-collector is biased at -5V. 
Fig. 9 Electron valley population occupancy (F-white, L-gray, X-black) as a function of 
position after 50ps of simulation time at high energy injection and Fermi level pinning 
showing only the first 500A of the base region. The base-collector is biased at -5V. 
Comparison to Fig. 8 shows that there are roughly 1/2 the number of electrons 
present within this range of the device. 
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Table I 
Effect of the emitter-base junction type and Fermi level pinning on the calculated value of the 
emitter current gain, p. 
Case 1: Fermi level remains pinned at the base contact 
Abrupt Junction 	 Graded Junction 
[3 
	
6.0 	 3.6 









Valley population percentages in the base and collector regions of the device. 









100.0 46.1 68.9 
0.0 48.8 26.4 




Percentage of total concentration. 
Base 	Extrinsic 	Collector 	Extrinsic 
	
Base Collector 
38.4 	 7.4 	 33.0 	 21.2 
Case 2: 	VBc=-5.0V, low energy injection, with Fermi-level pinning at the base contact. 
Base 	Extrinsic 	Collector 	Extrinsic 
Base Collector 
100.0 100.0 9.6 8.9 
0.0 0.0 64.2 66.7 
0.0 0.0 26.2 24.4 
Percentage of total concentration. 
Base Extrinsic Collector Extrinsic 
Base Collector 
32.1 	 7.2 	 43.9 	 16.8 
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During the last year of the project many issues have been addressed. The three 
primary areas of focus have been: 1) Fermi-level pinning along the free surface between the 
emitter and base contacts, 2) conduction band step structures added in the high field collector 
regions, and 3) development of the self-consistent Hybrid model, in which the potential and 
the hole transport dynamics are described by a Drift-Diffusion model, and the electron 
transport dynamics are described by an Ensemble Monte-Carlo model. The investigation of 
Fermi-level pining showed that the high speed performance of AlGaAs/GaAs HBTs is 
relatively insensitive to the pinning condition. The addition of step structures to the collector 
region showed that faster transit times are possible but difficult to realize in the 
AlGaAs/GaAs material system. The ongoing development of the self-consistent Hybrid 
model will allow a more detailed study of HBTs through accurate inclusions of two-
dimensional effects (pinning, charge spreading, current crowding, etc.) . From this Hybrid 
model the ultimate goal of this project, the long term prospectus of HBTs, will be achieved. 
Work Completed 
1. Fermi-level Pinning 
The study of Fermi-level pinning along the free surface between the emitter and base 
contacts [1] demonstrated that the major high-speed effect of the pinning was on the base 
transit time. The collector transit time was found to be almost independent of the presence or 
absence of pinning. As is well known, the base transit time in AlGaAs/GaAs HBTs can be 
made a negligible component of the overall base collector transit time by using thin base 
regions. The base transit time is a primary concern in Si-Ge HBTs [2]. Therefore, the study 
of the Fermi-level pinning on high-speed performance is more appropriate for Si-Ge HBTs. 
This is a subject of future work which will involve the reformulation of an existing Si Monte 
Carlo model [3] to HBT structures. 
The dc effect of the pinning has been shown experimentally to reduce the common 
emitter current gain, 13 [4]. To compute 13, accurate calculations of the ctIrrent densities are 
required. The hole current density is calculated using a , drift-diffusion formulation. In order 
to include non-stationary transport effects, the electron current density is computed through 
the Monte Carlo model. Since the potential is a function of both the hole and electron 
distributions, realistic computations necessitate the updating of the potential and hole 
distributions after the electron distribution has changed. This is the primary goal of the 
Hybrid model which will be described later. 
2. Collector Step Structures 
The incorporation of conduction band step structures in the collector region of HBT 
devices to reduce the base collector transit time was examined. Both ascending steps [5] and 
descending steps [6] were included into HBT collector structures. The ascending steps were 
considered because they showed good f-valley confinement as described by Brennan [5]. 
Several ascending step structures were studied. However, when ascending step structures 
were used in the collector regions in HBTs, the additional electric field from the ascending 
steps increased [7] the already high collector depletion fields leading to rapid intervalley 
transfer which reduced the overall average velocity in the devices. The conduction band 
profile and the average velocity as a function of distance from the emitter-base junction for a 
typical ascending step structure HBT are shown in Fig. 1 and Fig. 2, respectively. The HBT 
structure examined in these figures consisted of a 1500A n-2x10"cm 3 A10.3GaloAs emitter 
region, a 500A P-10 19cm-3 GaAs base region, and a collector which consisted of a 1500A i-
GaAs region and a 2500A n-5x1016cm4 GaAs region. The HBT was simulated with a forward 
base-emitter bias of 1.5V and no base-collector bias. In Fig. 1 and Fig. 2, three ascending 
steps were added to the collector-region starting 200A from the base-collector junction 
(junction at 500A in Fig. 1 and Fig. 2). Each step had a conduction band discontinuity of 
170meV 	= 0.22) and a step length of 500A. In Fig. 1 and Fig. 2, the dotted line 
corresponds to the HBT structure with no steps and the solid line corresponds to the HBT 
with the ascending steps added. In the velocity curve of Fig. 2, the velocity is initially 
reduced when the steps are added due to loW energy electrons which are scattered back 
toward the emitter base junction from the first ascending step shown at 700A in Fig. 1. The 
velocity drops faster and lower with the steps added due to the higher fields which lead to 
earlier intervalley transfer. The velocity increases after the steps are crossed (700A, 1200A, 
and 1700A) due to energy loss and subsequent reentry into the high speed r-valley. The 
conduction band discontinuities using Al.Ga l,As could not be made large enough to 
compensate for the high field resulting from the collector depletion field and the ascending 
step field. Therefore, different material systems need to be considered when using ascending 
steps. Another possible problem with the ascending step structure is charge trapping at the 
step edge (see Fig. 1). 
Descending step collector structures were then considered for high speed HBT 
performance. Descending steps showed promise by allowing for repeated velocity overshoot 
[6] and by reducing [7] the high field in the collector regions of HBTs. When the descending 
steps are used in the collector region in an HBT structure, the high collector field can be 
reduced to a reasonable value (& 10kV/cm). An optimal range of field values (5kV/cm to 
10kV/cm) was determined by running Monte Carlo simulations for intrinsic GaAs with 
different energy injection values for electrons and different background fields guided by the 
work of Tang and Hess [8]. After testing many configurations, we found that a descending 
step structure consisting of four steps: (1) AE. c=350meV, SL=1390A, (2) tEc=350meV, 
SL=1040A, (3) AEc=93meV, SL=300A, (4) itEc=93meV, SL=800A; added to the collector 
region 30A from the base-collector junction reduced the base collector transit time by 15%. 
The underlying HBT structure consisted of a 1500A n-2x1ecni 3 A10.3Gai"As emitter region, 
a 500A P-10 19cm-3 GaAs base region, and a collector which consisted of a 2500A i-GaAs 
region and a 5000A n-1016cm.3 GaAs region. The HBT was simulated with a forward base-
emitter bias of 1.5V and no base collector bias. The conduction band profile and the average 
velocity as a function of distance from the emitter-base junction are shown in Fig. 3 and Fig. 
4, respectively. In Fig. 3 and Fig. 4, the dotted line corresponds to the HBT structure with no 
step structure and the solid line corresponds to the HBT with the above descending step 
structure added. In Fig. 4, the velocity is shown to be greatly enhanced over the first 
descending step (530A to 1920A), toward the end of the second step (1920A to 2960A), 
toward the end of the third step (2960A to 3260A), and toward the end of the fourth step 
(3260A to 4060A). At the end of each step the velocity drops sharply and then rises to values 
above that without the step structure. The drops in velocity at each step edge are due to the 
large gain in energy from the step as shown in Fig. 3. One problem with the descending step 
structures is that with the limit of X, .45 (AE3.35eV), and the high collector fields 
(-35kV/cm in i-GaAs region), the step length is limited to 51400A in order to achieve a 
optimal overall field value 510kV/cm. Since very few scatterings occur over this step length 
[8], there is very little energy loss in the step. However, the field provides an energy gain 
mechanism which increases the energy of the electron. The overall effect on the electron 
energy is a net increase for all fields above —2kV/cm. Therefore, at the end of each step the 
large conduction band discontinuity leads to intervalley transfer and the reduction in velocity 
as shown in Fig. 4. Since these calculations were done in a non self-consistent manner (i.e. 
with a fixed steady-state field) and showed only a 15% improvement, no manuscript was 
submitted for publication. This work will be completed as soon as the self-consistent Hybrid 
model is operational. 
Doping variations to decrease the overall collector field have also been examined. 
From the p+-base region, short variously doped regions are added until the bulk n-collector 
region doping is reached. For example, we considered doping with regional 
lengths of 200A to 500A added to the collector. This progressive doping acts to reduce the 
field over most of the collector. A problem with this approach is that for dopings less than 
-5x1016cm-3 the field becomes very large and a short high field transition from the p+-base 
region to n-collector region becomes difficult. The best doping configuration appears to be 
similar to that proposed by Katoh et. al. [9]. 
Using steps and doping in the collector region provides additional engineering 
parameters for designing high speed HBTs. The parameters of step length and step 
discontinuity are available when using step collector structures. The parameters of doping 
region length and doping concentration are available when considering doping collector 
structures. A combination of these four parameters will lead to enhanced transport through 
the collector region. We have examined different combinations of steps and dopings in order 
to optimize device speed - increases in average electron velocities and reductions in transit 
times. We have not studied the effects of these collector structures in a self-consistent 
manner (ie. field updating throughout simulation). When these devices are studied using the 
Hybrid model, we will be able to accurately describe performance at various current densities 
and accurately assess dc behavior through the common emitter current gain. 
Work in Progress 
Our current focus is on the development of the self-consistent Hybrid model. As 
mentioned in all our studies to date, the calculations of engineering figures of merit require 
the accurate assessment of current densities. In order to remove any arbitrariness and to 
minimize approximations in the current density calculations an accurate self consistent model 
is desired. In a self-consistent Hybrid model, the potential and hole dynamics will be 
described by a Drift-Diffusion model (DDM) [10] and the high speed non-stationary transport 
dynamics of the electrons will be described by an ensemble Monte-Carlo model (EMC) [11]. 
Each of the DDM and the EMC is currently working independently for various HBT 
structures. All the calculations presented in this report have been done using the two models 
in a non self-consistent manner. That is, a given HBT structure is first simulated using the 
DDM to obtain the steady-state potential, electron, and hole distributions. The steady-state 
potential is used to determine the fixed steady-state field to be used throughout the EMC 
model simulation. The EMC model then simulates the electron dynamics using this steady-
state field. In the self-consistent Hybrid model, the potential and hole distributions will be 
updated at a given time interval (-50fs) by the DDM while the electron dynamics will be 
continually updated by the EMC model. 
To accomplish the Hybrid model, a robust fast DDM is necessary. For frequent 
updating of the potential and hole distribution the underlying matrix solver must be fast and 
stable. We have evaluated several packages to accomplish this task. We are currently using 
the NSPCG [12] library. However, we have found this package unsuitable for some HBT 
structures. To that end we have been developing a more robust matrix solver to handle these 
cases. It is based on a Bi-Conjugate Gradient method [13] of solving finite differences. We 
are currently finishing this matrix solver. Also, our new post-doctoral assistant Dr. Arlynn 
Smith has been developing an adaptive gridding algorithm to enhance both the speed and 
accuracy of the DDM which he developed and will be used in the Hybrid model. 
Future Work 
A projected time line is shown in Fig. 5. When the self-consistent Hybrid model is 
complete, we plan to first reexamine the Fermi-level pinning at the base contact in the context 
of a self-consistent two-dimensional model. In this manner, we will be able to accurately 
calculate current densities and, hence, f3. Next, we will reexamine the step and doping 
modifications to the collector region to calculate their effect on HBT performance. Then, we 
will determine the range of performance increases in the BCT devices [14]. We will examine 
various lengths and dopings of the collector structures and calculate their effect on device 
characteristics (average velocity, transit times, average energy, etc.). We plan on initially 
examining HBT structures in the AlGaAs/GaAs material system and then looking at other 
binary and ternary systems (e.g. AlhiAs/hiP). Also, as previously mentioned, we can extend 
a different Monte Carlo simulation model to examine the Fermi-level pinning effect in the Si 
material system. 
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Fig. 1 	Conduction band as a function of position in the base and collector regions of 
the device. The base-collector junction is shown at 500A. The solid curve is 
the conduction band of the HBT structure with the ascending steps added. The 
steps start at 700A. The dotted curve is the conduction band of the HBT 
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Fig. 2 	Velocity as a function of position in the base and collector regions of the 
device. The base-collector junction is shown at 500A. The solid curve is the 
velocity of the HBT structure with the ascending steps added. The steps start 
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Fig. 3 	Conduction band as a function of position in the base and collector regions of 
the device. The base-collector junction is shown at 500A. The solid curve is 
the conduction band of the HBT structure with the descending steps added. 
The steps start at 530A. The dotted curve is the conduction band of the HBT 
structure without any steps. 
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Fig. 4 	Velocity as a function of position in the base and collector regions of the 
device. The base-collector junction is shown at 500A. The solid curve is the 
velocity of the HBT structure with the descending steps added. The steps start 
at 530A. The dotted curve is the velocity of the HBT structure without any 
steps. 
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In this report we present a summary of the advances made to a combined Monte 
Carlo- drift diffusion simulator for advanced heterostructure transistor simulation. During the 
past year several improvements to the simulator have been made. Among these are the 
inclusion of statistical enhancement in the regions of interest and improved treatment of the 
charge assignment and field interpolation. Current work is progressing towards studying 
current crowding in HBT structures and comparison of the workings of devices made from 
different materials. 
Motorola Report 
This report is a summary of the recent advances in our model development. Our 
heterojunction bipolar transistor (HBT) simulator consists of an ensemble Monte Carlo (EMC) 
model [1], and a drift diffusion model (Semiconductor transport energy balance simulation in two-
dimensions STEBS2D) [2]. Electron and hole transport dynamics are described using the EMC 
model and the drift diffusion model, respectively. The Poisson equation is then updated at regular 
intervals to give an overall self-consistent simulation. 
Our recent advances include: 
L Self-consistent updating of the Poisson equation. 
2. Statistical enhancement in regions of interest. 
3. Additional stability and enhancement to the underlying drift diffusion model. 
4. Inclusion of the emitter region into the EMC portion of the simulation. 
S. Higher order schemes for EMC electron assignment and field interpolation. 
The remaining portion of this report discusses each of the above in detail with figures of 
some the results obtained to date. 
First, the self-consistent updating of the Poisson equation has been recently achieved. The 
self-consistency allows for the examination of the interaction between the EMC electrons and the 
field. That is, long range electron-electron plasmon effects are naturally included. Also, charge 
assignment to the underlying EMC electrons is included for direct electron current calculations 
from the simulation. The effect of self-consistency can be seen in the velocity plots shown in Figs. 
1-2. The simulated HBT structure is shown in Fig. 3. The orientation of Figs. 1-2 is such that 
the emitter contact is shown in the foreground and the collector contact is in the background. For 
reference, the emitter contact is located vertically at Ogm and extends laterally from Ogm to 
0.3gm, the base contact is located vertically at 0.211M and extends laterally from 0.6gm to 0.9gm, 
and the collector contact is located vertically at 1.5p.m and extends laterally across the entire 
device from Ogm to 0.9gm. Fig. 1 is for a self-consistent simulation in which the Poisson update 
frequency is 25fs; whereas, Fig. 2 shows the velocity profile when no Poisson equation update is 
performed (a non self-consistent simulation). The non self-consistent simulation results in an 
artificial increase in velocity throughout the collector bulk region (0.8gm to 1.5gm vertical 
distance in Fig. 2) due to the absorbing nature of the collector contact [3]. In the self-consistent 
solution, this velocity increase artifact is restricted to a much smaller region at the collector 
contact through the use of an appropriate EMC ohmic boundary conditions. The self-consistency 
allows for charge assignment of the EMC electrons which allows for local space charge neutrality 
to be enforced near the ohmic contacts. The region over which this EMC ohmic boundary 
condition is applied (1 .4gm to 1.5gm vertical distance in Fig. 1) corresponds exactly to the region 
over which the rise in velocity occurs in the self-consistent simulation. Thus, the artificial rise in 
velocity due to the absorbing nature of the EMC collecting boundaries is minimized in a self-
consistent simulation. In both the self-consistent and non self-consistent simulations, the TIBT 
device is first simulated using the drift diffusion model. The drift diffusion results are then used 
by the EMC model to determine the initial number of physical electrons each EMC electron 
represents. In this manner, electron current calculations are made possible directly from the 
model. In the self-consistent simulations, the field profile dynamically changes based on the 
instantaneous positions of the EMC electrons, thereby describing electron transport more 
accurately than in the non self-consistent scheme in which the steady state drift diffusion field is 
used throughout. 
Secondly, statistical enhancement [4] has been included in the model. The effect of 
statistical enhancement can be seen in Figs. 4-5. In Figs. 4-5, EMC electron count as a function 
of position is plotted. Figs. 4-5 are oriented such that the base contact is shown in the 
foreground and the collector contact is in the background. As in Fig.1-2, the emitter contact is 
located vertically at Optm and extends laterally from Olim to 0.3t.tm, the base contact is located 
vertically at 0.2gm and extends laterally from 0.6gm to 0.9t.tm, and the collector contact is 
located vertically at 1.5gm and extends laterally across the entire device from Ogm to 0.9pm. In 
Fig. 4, the simulation is run with 5000 EMC electrons for 25ps with no statistical enhancement. 
In Fig. 5, the simulation is run for 25 ps with 1000 initial EMC electrons with a statistical 
enhancement factor of 10 in the base and base-collector depletion regions (0.21.im to 0.8gm 
vertical distance in Fig. 5). Without any statistical enhancement, there are more EMC electrons in 
the emitter region than in the base and base-collector depletion regions as shown in Fig. 4. When 
statistical enhancement is employed as in Fig. 5, the number of EMC electrons in the emitter is 
significantly reduced and the number of EMC in the base and base-depletion region is increased. 
By use of statistical enhancement, the number of EMC electrons in areas of interest can be 
increased and the number of EMC electrons in unwanted regions of the structure can be 
decreased. Thus, more accurate physical quantities can be obtained in regions where non 
stationary transport is known to occur. 
Thirdly, the drift-diffusion model has been significantly improved through the use of a 
different matrix storage mechanism and a new solution method. The matrix solution method used 
by the drift diffusion model is the NSPCG library [5]. By applying a different storage mechanism 
to the matrix, a significant (6.7 times) decrease in computational time is achieved. Also, the 
conjugate gradient squared method of solution results in a faster more stable solution profile than 
the previously used generalized minimal residual method. 
Fourthly, the emitter region shown in Fig. 3 is now included into the simulation model. 
Previously, the emitter region was not included in the simulation due to the electron retarding 
field present. Very few of the EMC electrons launched at the emitter contact would be able to 
surmount this retarding field. Thus, large statistical fluctuations in the values of the physical 
observables (energy, velocity, etc.) would be obtained throughout most of the simulated region 
(base and collector). As shown in Figs. 4-5, statistical enhancement can be used to increase the 
number of EMC electrons and, hence, the accuracy of the observables in the areas of interest in 
these structures. With the inclusion of the emitter region, emitter transit times are directly 
obtained from the simulation - eliminating the need for analytical approximations. 
Finally, a higher order scheme is employed in EMC electron assignment and field 
interpolation. Since the simulation model uses discrete EMC electrons and then updates the 
continuous Poisson equation, an assignment scheme must be used to associate the EMC electrons 
to the underlying mesh used to solve the Poisson equation. The EMC electron assignment 
scheme used previously was a cloud in cell method (CIC) [6]. This method uses only the nearest 
four mesh points over which to spread the EMC electron. Thus, the CIC method is extremely 
sensitive to the mesh spacing. In MIT simulations, a highly non-uniform mesh is used to account 
for the locally large potential variations. Therefore, the CIC method leads to large variations in 
the electron distribution and has led to non convergence of the Poisson equation solution. To 
avoid these convergence problems, a higher order (second order accurate) triangular square cloud 
(TSC) EMC electron assignment scheme is employed. In the TSC scheme, an EMC electron is 
spread to the underlying grid over a constant radius. This leads to not only a numerically stable 
system but also a more physically realistic situation. 
Future Directions 
With the recent advancements in the model, an examination of the current crowding 
problem [7-9] is currently being assessed. Next, a study of different material systems will be 
performed. Finally, the use of a hydrodynamic model augmented with EMC parameters will be 
used to examine MT structures. The EMC model will be used to obtain mobilities and 
diffusivities as a function of energy for use in the hydrodynamic model. 
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Fig. l Vertical velocity (velocity into the device) as a function of position for the self-consistent 
simulation. The emitter contact is located vertically at Ogm and extends laterally from 
Opm to 0.3pm, the base contact is located vertically at 0.2pm and extends laterally from 
0.6pm to 0.9pm, and the collector contact is located vertically at 1.5pm and extends 
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Fig. 2 Vertical velocity (velocity into the device) as a function of position for the non self-
consistent simulation. The emitter contact is located vertically at Opm and extends 
laterally from Oum to 0.3um, the base contact is located vertically at 0.2um and extends 
laterally from 0.6um to 0.9pm, and the collector contact is located vertically at 1.5um and 
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Fig. 4 Ensemble Monte Carlo electron count as a function of position when no statistical 
enhancement is used in the simulation. The emitter contact is located vertically at Opm 
and extends laterally from Ohm to 0.3pm, the base contact is located vertically at 0.2pm 
and extends laterally from 0.6pm to 0.9pm, and the collector contact is located vertically 
at 1.5pm and extends laterally across the entire device from Opm to 0.9pm. 
Fig. 5 Ensemble Monte Carlo electron count as a function of position when statistical 
enhancement in the base and base collector depletion region (vertically from 0.2pm to 
0.8pm) is used in the simulation. The emitter contact is located vertically at Opm and 
extends laterally from Opm to 0.3pm, the base contact is located vertically at 0.2pm and 
extends laterally from 0.6pm to 0.9pm, and the collector contact is located vertically at 
1.5pm and extends laterally across the entire device from Opm to 0.9pm. 
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Abstract 
In this final report, we review our progress in modeling heterostructure bipolar 
transistors. Though the project cannot be judged to be completely successful, we ultimately 
did develop a simulator which can handle HBTs. After meeting with little success in 
structuring the ensemble Monte Carlo simulator to model bipolar transistors, we abandoned 
that approach in favor of a hydrodynamic model. The hydrodynamic model is shown to be far 
better suited to the simulation of heterostructure transistors since it incorporates both carrier 
types and the Poisson equation simultaneously. In addition, the hydrodynamic model tracks 
the carrier energies enabling an accurate treatment of nonstationary transport phenomena such 
as what occurs near a heterostructure discontinuity. We present calculations of bipolar 
transistor operation as well as significant improvements to the hydrodynamic simulation 
technique which have been accepted for reviewed journal publication. We show the 
importance of including nonparabolicity of the energy bands in modeling electron transport in 
HBTs. In summary, our hydrodynamic model is shown to be a suitable technique for 
studying carrier transport and the operation of HBTs. 
I. Review of Device Modeling Approaches Examined 
In this section, we review our attempt at modeling heterostructure bipolar transistors, 
HBTs, using an ensemble Monte Carlo, EMC, technique. The principal advantage of the 
Monte Carlo method is that it contains the full physics of the Boltzmann Equation, enabling 
an accurate solution to semiclassical transport problems. Our Monte Carlo codes have the 
additional feature that they contain the full physics of the band structure and carrier scattering 
mechanisms. The Monte Carlo simulator can also be made self-consistent through the solution 
of the Poisson equation though at further computational time expense. Our Monte Carlo code 
was tailored in the following manner to be used for bipolar transistor simulation: 
1. Self-consistent updating of the Poisson equation 
2. Statistical enhancement in regions of interest 
3. Inclusion of the emitter region into the EMC portion of the simulation 
4. Higher order schemes for EMC electron assignment to mesh for Poisson eq. calculation 
5. Improved field interpolation 
Though these additions make the EMC model more adaptable to bipolar transistor 
simulation, one key ingredient missing in this formulation is the hole transport dynamics. We 
have found that it is exceedingly difficult to couple the electrons and holes together in a 
Monte Carlo simulator without an impractically high computational time penalty. Basically, 
present machines are not capable of treating both electron and hole dynamics through a 
simultaneous self-consistent Monte Carlo solution. Alternatively, we tried coupling the hole 
dynamics through use of a drift-diffusion solution. In this approach, we calculate the electron 
motions using the Monte Carlo technique, but solve for the hole concentration, etc. using a 
drift-diffusion solver and input both the electron and hole positions into a Poisson solver to 
make the solution self-consistent. In principle, this approach is physically viable since the 
hole motions are much slower than the electrons in a HBT, and the majority of the holes 
reside in the base where the electric field is very small. However, this approach also turned 
out to be unsuccessful since it was exceedingly difficult to balance the charge weightings 
between the Monte Carlo and the drift-diffusion models. The Monte Carlo model is a particle 
based model while the drift-diffusion is a macroscopic model. Since the particle concentration 
is necessarily small and variable within a unit cell in a Monte Carlo calculation, an accurate 
calculation of the electron concentration proved to be difficult. As such we were not 
successful in scaling the charge between the Monte Carlo and drift diffusion models . 
Due to these problems with the Monte Carlo code and the hybrid Monte Carlo and 
drift-diffusion codes, we decided to abandon their implementation for this project. Instead, we 
chose to use a newly developed hydrodynamic simulator. 
The hydrodynamic model we have developed includes two-three dimensions in real 
space, Fermi-Dirac statistics, the lattice temperature, multiple materials, heterojunctions, 
tunneling, thermionic emission, photogeneration, etc. [1,2]. All of the essential physical 
mechanisms necessary for modeling a semiclassical device are present in our simulator or can 
readily be added. The simulator can treat tunneling through thin layers, interface states, 
heterostructures, generation-recombination, high field effects, etc. For the simulations 
examined within this work, the lattice temperature effects were typically neglected, though 
included when necessary. The resulting partial differential equations describing the system 
and solved within the context of the hydrodynamic simulator are: 
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Equation (1) is Poisson's equation for the potential. Equations (2) and (3) are the electron 
and hole current continuity equations. The electron and hole flux equations are given in 
equations (4) and (5). On the right hand side of equations (2) and (3), the 
generation/recombination terms (R and G) account for band to band, Auger, and Shockley-
Read-Hall (SRH) recombination.In Eqs. 1-5 above n and p are the electron and hole 
concentrations, T e and Th are the electron and hole carrier temperatures, A and A,„ are the 
ratio of the Fermi integrals involving the conduction and valence bands ( 3 1/2(TlY3 -1/2(T1c)) , vn 
and vp are the electron and hole velocities respectively and x is the affinity. The partial 
differential equations are discretized using the control volume method as described in [1]. All 
material parameters i.e. bandgap, mobility, density of states, recombination parameters are 
determined using the formulas stated in PC-1D [3]. In addition, a thermionic-field emission 
boundary condition [4] for the currents is implemented at each material discontinuity. 
Equations (1-5) along with the appropriate boundary conditions for the device domain are 
solved for the three fundamental variables y, n, and p. 
The simulation domain is non-uniformly discretized using rectangular control volumes. 
The node placement is performed adaptively during the equilibrium portion of the simulation. 
The adaptive gridding depends upon the change in potential, changes in material types or 
boundary conditions, and fluctuations in the doping concentrations. Generally the adaptive 
gridding results in a mesh consisting of approximately 107 x 41 points. The system of 
equations is linearized using Newton's method. The resulting system is solved using an 
iterative approach known as the conjugate gradient squared and stabilized method [5]. The 
code for this accelerator was added to the NSPCG library for the solution of non-symmetric 
systems of equations [6]. 
We have developed a hierarchy of semiconductor device models. The input 
quantities for the hydrodynamic model are obtained using a fundamental physics based, 
microscopic Monte Carlo model [7]. The Monte Carlo model provides input parameters, such 
as mobility, diffusivity, carrier relaxation rates, etc. for the hydrodynamic model ensuring its 
accuracy and reliability. The hydrodynamic model yields macroscopic quantities, such as 
current-voltage, capacitance-voltage, frequency response, etc. which enables direct comparison 
to experiment. 
The particular advantage of the hydrodynamic simulator is that it includes the energy 
balance equations for both the electrons and holes in addition to the usual electron and hole 
continuity equations used within the drift-diffusion solution. The energy balance equations 
enable the accurate calculation of nonstationary transport phenomena such as velocity 
overshoot which arises for electrons injected across a heterobarrier. In the next section, we 
review our results. 
We have made extensive revisions to the standard hydrodynamic model by including 
nonparabolicity effects. To date, most hydrodynamic codes are formulated using a simple 
parabolic E(k) energy band relation, contain only one valley, and assume either a Maxwellian 
or drifted Maxwellian shape for the distribution function. All of these assumptions are of 
questionable validity for high field, high energy transport. At high carrier energies within the 
conduction band, the energy bands become warped and strong deviations from parabolicity 
are observed. As such, simple parabolic formulations of the E(k) relation when incorporated 
into the transport equations within the hydrodynamic model do not accurately reflect the 
transport conditions leading to inaccuracies in the calculated macroscopic observables. 
Additionally, Monte Carlo investigations have shown that the distribution function departs 
from a simple Maxwellian and even from a drifted Maxwellian at high electric field strengths. 
During the past year we have been working towards addressing each of these concerns to 
more properly account for high energy transport using a hydrodynamic model. 
The first step towards exploiting the hydrodynamic simulation tool in high energy, 
high electric field devices then, is to tailor the code to include nonparabolicity effects. 
We succeeded in extensively revising the hydrodynamic code to accurately simulate carrier 
transport at high energies and at high electric fields taking account of band nonparabolicity. 
We have applied the newly revised hydrodynamic simulator to the study of representative 
HBT semiconductor devices which will be discussed below. 
The full details of the model and the material parameters used in the simulation have 
been disclosed in the copies of the accepted journal publications enclosed in the two previous 
reports. These papers have been accepted for publication in Solid State Electronics. Two 
different formulations of the energy dispersion relation were examined. The first was the 
simple Kane dispersion relation and the second was a power law formulation. For the devices 
and materials systems examined during this past quarter, it is found that the use of the 
nonparabolic as opposed to the parabolic dispersion relation always leads to a lower 
calculated current in both the drift-diffusion and hydrodynamic simulations. The calculated 
carrier energy and velocity are similarly lower when the non-parabolic model is employed. 
These variables are lower because the non-parabolicity reduces the effective mobility and 
diffusivity of the material, thereby lowering the calculated current. In the next section, we 
discuss hydrodynamic calculations of HBT performance. 
II. Calculated Results for HBTs Based on the Hydrodynamic Model 
The hydrodynamic simulator described above has been used to simulate a standard 
HBT structure which is shown in Figure 1. The device examined is a GaAs/AIGaAs device 
with a very narrow base of 0.1 pm in width. In this section, we review calculations made on 
the carrier transport and current-voltage characteristic for this device using three variations of 
our hydrodynamic simulator. As mentioned above, the hydrodynamic simulator has been 
extended to include nonparabolicity effects in the band structure. Typical hydrodynamic 
models are formulated assuming that the energy bands are parabolic. As is well known, the 
energy bands deviate substantially from parabolicity at carrier energies only a few tenths of 
an eV above the band edge. Since these energies are common in HBTs due to the high energy 
injection of the heterostructure emitter, it is important in modeling HBTs to include 
nonparabolicity effects. As discussed in the previous section, we use two different 
formulations of the energy dispersion relation to account for band nonparabolicity, a Kane 
model [8], often referred to as the alpha formulation, and a power law model [9]. 
The drift-diffusion and hydrodynamic models' predictions of the currents in the 
emitter, base and collector are first examined. In Figures 2-4, the emitter, base and collector 
currents are plotted as a function of the base-emitter voltage at fixed collector-base voltage of 
5 V using both the drift diffusion, marked as ddm, and the hydrodynamic models, marked as 
hdm. The results presented in these figures are obtained by changing both the drift diffusion 
and the hydrodynamic models in each case. In the first instance, that shown in Figure 2, both 
models are formulated assuming parabolic energy bands. The results shown in Figures 3 and 
4, are obtained assuming a Kane formulation and a power law formulation within the drift 
diffusion and hydrodynamic models respectively. 
It is first interesting to note that when using the parabolic formulation of the energy 
band dispersion relation, there is no appreciable difference in the calculated emitter, collector 
or base currents independent of whether the drift diffusion or hydrodynamic models are used. 
However, inspection of Figures 3 and 4 shows that the usage of the Kane formulation 
(denoted as alpha formulation in the figure) predicts a lower emitter and collector current 
within the hydrodynamic model than the drift-diffusion result particularly at lower base-
emitter voltages. Notice that the power law model, shown in Figure 4, does not have as great 
of a deviation as the alpha formulation but still shows a lower calculated current from the 
hydrodynamic model compared to the drift diffusion model. These results can be explained by 
noting that in the nonparabolic models, the carriers are essentially colder which leads to a 
lower mobility. As such, the current is lower. 
The above results are summarized in Figure 5. In Figure 5, the calculated collector 
current as a function of base emitter voltage is plotted for the six different models; parabolic 
energy bands, drift diffusion and hydrodynamic, alpha formulation drift diffusion and 
hydrodynamic, and power law formulation drift diffusion and hydrodynamic. A clear 
difference is observed between the drift diffusion and the hydrodynamic models in the 
diagram. 
We also present calculations of the carrier energies in these devices. It is important to 
recognize that the hydrodynamic model provides a means of tracking the carrier energies 
much like the Monte Carlo method. The Monte Carlo method is generally a far more reliable 
means of calculating the energies since it includes the band structure and phonon scattering 
rates directly. However, by extending our hydrodynamic code to include nonparabolicity 
effects, the carrier energies can be calculated with greater precision approaching the reliability 
of the Monte Carlo analysis, particularly for the energies considered in HBTs. The electron 
and hole temperatures are presented in Figures 6 and 7 respectively for the device structure of 
Figure 1. In each case, the base-emitter voltage is chosen as -1.3 V and the base-collector 
voltage is 5 V. As can be seen from the figures the electrons are very much hotter than the 
holes. Additionally, the electron temperature is greatest in the base-collector depletion region 
due to the high reverse bias field present there. Also notice a spike in the electron 
temperature at the emitter-base junction due to the potential discontinuity present at the 
interface. 
Conclusions 
During the course of this work, we have developed a hydrodynamic simulator which is 
particularly well fashioned to study carrier transport in HBTs. The simulator contains band 
nonparabolicity effects which greatly extends its accuracy in treating high energy, high field 
transport. We have determined that the hydrodynamic simulator is much more readily 
adaptable to the study of bipolar devices than either a Monte Carlo simulator or a hybrid drift 
diffusion, -Monte Carlo simulator. The particular advantage of the hydrodynamic simulator 
over either the Monte Carlo or hybrid models is that it contains energy dependencies as well 
as tracks both carrier types. The hydrodynamic simulator was used to study the effect of 
different choices in the energy dispersion relation on the calculated currents in a 
representative HBT structure. It was determined that the commonly used parabolic 
formulation of the energy dispersion relation within a hydrodynamic model overestimates 
the currents at low emitter base voltages in HBTs. We have found that it is important to use 
a nonparabolic formulation of the energies to correctly determine the currents in HBT 
devices. 
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Figure 1: Heterostructure Bipolar Transistor structure and doping concentrations used in the 
calculations. 
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Figure 2: Calculated emitter, base, and collector currents for the device of Figure 1, using 
both the drift diffusion, ddm, and hydrodynamic, hdm, models assuming a 
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Figure 3: Calculated emitter, base, and collector currents for the device of Figure 1, using 
both the drift diffusion, ddm, and hydrodynamic, hdm, models assuming the 
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Figure 4: Calculated emitter, base, and collector currents for the device of Figure 1, using 
both the drift diffusion, ddm, and hydrodynamic, hdm, models assuming a 
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Figure 5: Calculated collector current as a function of base emitter voltage at fixed collector-
base voltage of 5 V using the drift diffusion and hydrodynamic models with 
parabolic, alpha, and power law dispersion relations. 
Figure 6: Calculated electron temperature for the device shown in Figure 1 at 5 V base- 
collector voltage and -1.3 V emitter-base voltage. Notice that the electron 












Figure 7: Calculated hole temperature for the device shown in Figure 1 at 5 V base- collector 
voltage and -1.3 V emitter-base voltage. 
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ABSTRACT 
Parabolic drift-diffusion simulators are common engineering level design tools for 
semiconductor devices. Hydrodynamic simulators, based on the parabolic band 
approximation, are becoming more prevalent as device dimensions shrink and energy transport 
effects begin to dominate device characteristics. However, band structure effects present in 
state of the art devices necessitates relaxing the parabolic band approximation. This paper 
presents simulations of ballistic diodes, a benchmark device, of Si and GaAs using two 
different non-parabolic hydrodynamic formulations. The first formulation uses the Kane 
dispersion relationship in the derivation of the conservation equations. The second model 
uses a power law dispersion relation {(hk) 2/2m = xW"). Current-voltage relations show that 
for the ballistic diodes considered the non-parabolic formulations predict less current than the 
parabolic case. Explanations of this will be provided by examination of velocity and energy 
profiles. At low bias the simulations based on the Kane formulation predict greater current 
flow than the power law formulation. As the bias is increased this trend changes and the 
power law predicts greater current than the Kane formulation. It will be shown that the non-
parabolicity and energy range of the hydrodynamic model based on the Kane dispersion 
relation is limited due to the binomial approximation which was utilized in the derivation. 
NOMENCLATURE 
b 	Planck's constant divided by 27c 
k Reciprocal lattice vector 
cc 	Non-parabolicity factor under the Kane dispersion relation 
m Carrier mass at the band edge, a constant 
x,y 	Adjustable parameters for the power law dispersion relation 
W Energy 
T 	Electron temperature 
• : Fermi integral of order 7 divided by Gamma function (7 + 1) 
✓ Gamma function 
P. 	Low field mobility value 
11. Mobility value 
E Electric Field 
E, 	 Band edge parameters (potential, bandgap narrowing, affinity) 
✓ Gradient operator in physical space 
v 	Electron velocity 
S Electron energy flux 
T 	 Relaxation times 
p Hole concentration 
n 	Electron Concentration 
K Boltzmann's constant 
INTRODUCTION 
Drift-diffusion simulators and more recently hydrodynamic simulators are commonly 
being used as design tools for semiconductor devices. The hydrodynamic simulators are 
required as device dimensions decrease and the energy transport effects begin to dominate 
device characteristics. These simulation tools are commonly based on the parabolic band 
approximation for the semiconductor materials. However, band structure effects present in 
state of the art devices necessitates relaxing the parabolic band approximation. Several non-
parabolic hydrodynamic models have been reported for homogeneous materials systems [1-5] 
using the Kane dispersion relationship [6]. Very limited device simulations based on these 
models have been presented [2,5], and fewer still have been compared to drift-diffusion 
simulations or parabolic hydrodynamic simulations of the same device [3]. The lack of 
simulation results may be due to the limited energy and non-parabolicity range over which the 
binomial Kane formulation is valid. 
In a previous paper [7] we have presented two different non-parabolic hydrodynamic 
formulations suitable for device simulation; the parabolic form was also presented for 
reference. These forms resulted from the use of two different non-parabolic formulations for 
the dispersion relationship of the semiconductor in the derivation of the conservation 
equations. The first uses the classical non-parabolic Kane dispersion relationship, {(1110 2/2m = 
W (1 + aW)} [6], hereafter also called the a formulation. The second uses a power law 
dispersion relation {0110 2/2m = xWY} [8]. The purpose of this paper is to present device 
simulations based on the non-parabolic hydrodynamic equations presented in reference [7]. 
These simulations are compared to the parabolic hydrodynamic case for the same device, as 
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well as the drift-diffusion simulations. Ballistic diodes, the benchmark device for 
hydrodynamic simulations, of silicon and gallium arsenide are simulated under a variety of 
bias conditions. Current-voltage characteristics of the three dispersion relations are compared 
utilizing the drift-diffusion approximation and the full hydrodynamic formulations. 
This paper will proceed as follows: First, the ballistic diode structure is introduced, 
the doping and structure are the same for both material systems considered. The numerical 
aspects and physical models of the simulation code will then be presented. The material 
properties, including the non-parabolicity factors used, are presented for both Si and GaAs. 
Current-voltage characteristics for the silicon diode are discussed and explained using velocity 
and energy profiles. The discussion covers both drift-diffusion simulations and hydrodynamic 
simulations under the same conditions. Current-voltage characteristics for the GaAs diode are 
then presented. As in the case of the silicon simulations velocity and energy profiles will be 
used to explain the results. In addition, mobility profiles will also be presented and explained 
in terms of the electric field and energy profiles. Energy profiles at high bias will be used to 
explain the breakdown in the a formulation. 
BALLISTIC DIODE STRUCTURE 
The ballistic diode structure examined is comprised of source and drain regions 0.2 pm 
in length doped at 5.0 x 10" cm 4 on both ends of a 0.4 p.m thick 2.0 x 10" cm 4 n-type 
layer. This device structure is the benchmark for hydrodynamic (energy balance) simulations 
[9]. It was one of the first devices simulated using a full hydrodynamic simulator [10]. 
Although the device structure does not reflect all of the advanced physics included in the 
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The flux equation for the binomial a formulation is 
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equations of reference [7] (Fermi-Dirac statistics, inhomogeneous materials), enough are 
present to highlight the applicability of the models. The bias is applied on the drain side, 
right hand side, of the device. The electrons enter the source and are swept out of the drain. 
The doping profiles and boundary conditions are assumed the same regardless of the material 
system being simulated, silicon or GaAs. 
NUMERICAL MODELS 
The particle and energy continuity equations are presented as equations (22) and (23) 
in reference [7] and are the same as those derived by Woolard et. al. [II]. The flux equations 
presented in this paper will be a subset of those presented in reference [7] in that all of the 
inhomogeneous material terms will be neglected. The particle flux equation (the derivation 
for all three cases is given in reference [7]) for the parabolic band case is 
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The complete inhomogeneous energy flux equations for the three dispersion relations are 
listed as equations (45 - 47) in reference [7]. The homogeneous material equations, which 
apply to the device structures of interest here, simplify to 
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Equation (4) is the parabolic energy flux, while equation (5) is for the alpha formulation and 
equation (6) is for the power law formulation. The non-parabolic formulations have now been 
included in the two dimensional device simulator STEBS-2D [12], which was originally a 
parabolic band hydrodynamic device simulator. The equations were discretized using the 
techniques in references [12] and [13]. For the exponential terms in the discretization 
equation with factors composed of powers of the temperature we have made the assumption 
that the position dependent temperature can be replaced by the average nodal temperature. 
It has been shown by several researchers that the choice of the mobility model used in 
the hydrodynamic simulation can effect the shape of the velocity field relation [14] and the 
electronic thermal conductivity [15]. However, to provide a fair comparison to drift-diffusion 
simulations, which by their nature can not use an energy dependent mobility, we have chosen 
to use a field dependent mobility mcdel for all of the hydrodynamic and drift-diffusion 
calculations presented here. The standard field dependent models for Si [16] and GaAs [16] 
are used. The form used for GaAs captures the overshoot in the velocity-field relation. The 
value of the low field mobility, go, depends upon the doping density and temperature of the 
device and is given in the next section. The equation used for 1.1.„ is given in reference [17] 
and will not be repeated here. 
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Another important physical model which is included in the simulation is a non-infinite 
heat sink for the lattice. This effect is included by using the energy exchange terms of Szeto 
[18] which are included as source\sink terms in the energy continuity equations (power 
density terms). The values used for the relaxation times (Vs) used in these expressions are 
listed in the next section. 
The final numerical aspect of the model which must be addressed are the choices for 
the boundary conditions, both electrical and thermal in nature. Along both lateral sides of the 
ballistic diode symmetry boundary conditions are assumed for all of the variables. At the 
source and drain contacts true ohmic conditions are used for the electrical contacts [16]. In 
the cases of the energy equations the temperatures (lattice and carriers) were set to 300 K at 
both ends of the device, implying full thermalization of the carriers. 
MATERIAL PARAMETERS 
The material parameters which are important for the successful simulation of the 
devices are the non-parabolicity factors and the energy relaxation times. For silicon using a 
bandgap of 1.124 eV and an effective mass of 0.326 [19], the non-parabolicity factor can be 
estimated, from equation (6) of reference [7], to be 0.4039 eV''. Fitting the band to the 
energy range (0 5 W 5 0.2) eV results in band parameters of x = 1.15512 and y = 1.0439 for 
the power law dispersion relation. The low field mobility values for Si are 1,332.2 and 380.6 
(cm2N/sec) for doping densities of 2.0x10" cm -3 and 5.0x10" cm 3, respectively. The energy 
relaxation time in silicon is set to 0.2 ps for the electrons and 20 fs for the holes. Using 
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GaAs with a bandgap of 1.424 eV and an effective mass of 0.070 the non-parabolicity factor 
is estimated to be 0.60736 eV''. Fitting the bands to the same range as in silicon, the power 
law non-parabolicity parameters for GaAs are x = 1.2375 and y = 1.06489. The low field 
electron and hole mobility values used for GaAs were 7,940.9 and 2,972 (c&N/sec) 
respectively for the doping densities of the ballistic diode. The energy relaxation time in 
GaAs is set to 0.1 ps for both electrons and holes. 
SILICON BALLISTIC DIODE 
Figure 1 displays the calculated current-voltage characteristics of the silicon ballistic 
diode for six different cases considered: Three drift-diffusion simulations with different 
dispersion relations (parabolic, a formulation, and power law) and three hydrodynamic 
simulations. The first observation is that the current calculated using the parabolic case is 
always greater than that determined using the non-parabolic models. This is true regardless of 
the use of the full hydrodynamic formulation or just the drift-diffusion formulation. A 
cursory examination of equations (1) - (3) shows that the non-parabolicity tends to reduce the 
effective mobility and diffusivity of the material system. The second observation is that the a 
formulation predicts greater current than the power law formulation at the same bias when 
using the drift-diffusion approximation. However, when the full hydrodynamic formulation is 
used the power law predicts greater current than the a formulation, at least at the higher 
values of applied bias. Figure 2 shows the calculated velocity profiles through the device for 
the six cases considered. The figure confirms the current-voltage characteristics in Figure 1, 
the non-parabolic velocities are all less than the parabolic case. • Also, the velocity of the 
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power law formulation under the drift-diffusion approximation is less than the a formulation. 
However, when the full hydrodynamic simulation is performed the velocity of the power law 
form exceeds that obtained using the a formulation. Figure 3 displays the energy profile 
through the device, calculated using the temperature and the velocity from the current density. 
The small difference in the drift-diffusion energies is due to the differences in the velocities. 
These energy profiles are typical of those obtained for the ballistic diode [9,10]. However, 
notice that the non-parabolic formulations predict lower energy peaks than the parabolic 
forinulation. This is contrary to that obtained in reference [3] for a similar structure. The 
cause of this discrepancy is currently unknown. However, since the non-parabolicity factors 
tend to decrease the mobility and diffusivity the energy trends displayed in Figure 3 are 
consistent with all of the results presented here. These same trends in current, velocity, and 
energy have also been observed when a self-consistent energy dependent mobility model [20] 
was used in the hydrodynamic simulations. 
GALLIUM ARSENIDE BALLISTIC DIODE 
Figure 4 displays the current-voltage characteristics simulated for the GaAs ballistic 
diode. Figure 4 shows the same trends as observed in Figure 1 for silicon: The non-
parabolic formulations predict less current than the parabolic formulation using drift-diffusion 
or the full hydrodynamic form; the a formulation predicts more current than the power law 
form using the drift-diffusion approximation, but less current when the full hydrodynamic 
equations are simulated. However, at 0.2 volts applied bias the power law does predict 
slightly less current. To resolve this the structure was simulated at finer voltage steps under 
8 
low bias. The current-voltage characteristics from 0.0 to 0.4 volts for the two non-parabolic 
hydrodynamic formulations are shown as an insert to Figure 4. The power law predicts 
smaller current values than the a formulation until the applied bias exceeds 0.32 volts, after 
which the power law predicts greater current. Another feature which is different than the case 
of silicon is that at higher biases the a formulation predicts lower current than at lower bias. 
It will be shown that this can be attributed to the breakdown of the binomial approximation 
used in the derivation. 
The velocity and energy profiles for the GaAs structure under 1 volt bias are plotted in 
Figures 5 and 6. As for the case of the current, the same trend occurs as in silicon, the 
velocity predicted by the non-parabolic formulations is less than the parabolic case. The 
energy profile is different than that obtained for silicon, Figure 3. First, near the source end 
of the device the non-parabolic forms predict greater energy than the parabolic case. At the 
drain end of the device the energy of the parabolic case does exceed the non-parabolic cases. 
However, the peak energy predicted by the power law is quite close to the parabolic case, 
whereas the a form has a peak energy which is much lower. 
Since the device is dominated by drift effects it is beneficial to examine in detail the 
quantities which effect the drift component of the current. This includes the 'effective' 
mobility and the field itself. Figure 7 is the 'effective' mobility of the field term. This is the 
prefactor in front of the electric field term, nVE., in equations (1) - (3). In the drift-diffusion 
simulations these factors are a constant, unless the field or doping changes the mobility. The 
field profiles for the hydrodynamic formulations differ only slightly from each other and the 
drift-diffusion cases. This is due to slight changes in carrier profiles caused by changes in the 
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density of states and other parameters. The small differences in the field profile do not 
explain the large variations in 'effective' mobility observed in Figure 7. The doping profile 
does play a role in changing the mobility as displayed in Figure 7 for the drift-diffusion cases 
where there is an abrupt change in mobility when the doping changes. Notice that the 
'effective' mobility of the power law form is lower than the a form in the drift-diffusion 
model as shown in Figure 7. This leads to the lower current values under the drift-diffusion 
approximation for the power law. In contrast, under the full hydrodynamic simulation the a 
formulation's 'effective' mobility is lower leading to smaller current values. The current-
voltage trend observed in the insert of Figure 4 can be now explained using Figure 7. At 
low bias the energy of the carriers has not risen significantly above the drift-diffusion case, 
the 'effective' mobility of the a formulation is greater than the power law formulation and for 
the same field this leads to higher current using the a formulation. As the bias is increased 
substantial heating of the carriers occurs, the 'effective' mobility under the a formulation 
decreases more than the power law form leading to lower current values. 
As previously stated, the current simulated under the hydrodynamic a formulation 
decreases as the bias is increased. This can be attributed to the breakdown in the binomial 
expansion used in the derivation of the closed form coefficients. Azoff [21] predicted that the 
binomial expansion on the diffusion term becomes inaccurate when the condition 2aW < 1 no 
longer holds. In Azoffs work [21] non-parabolicity effects on the field were not taken into 
account. For Azoffs value of a = 0.5823 this condition implies a hot carrier energy limit of 
0.859 eV, i.e. the average energy of the carriers should not exceed 0.859 eV. In this paper, 
we have used an a = 0.60736 which implies a hot carrier limit of 0.823 eV for the diffusion 
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term. However, in the derivation of the field dependent term within the present work, where 
non-parabolicity is included (reference [7] equation (34)}, the use of the binomial expansion 
in simplifying the denominator leads to an extra factor of two. In this case, the binomial 
expansion becomes inaccurate yielding unreliable results when the condition 4aW < 1 is 
invalid. For the choice of a = 0.60736, this restriction implies a hot carrier energy limit of 
0.4115 eV. The peak average energy in Figure 6 is less than 0.4115 eV for all three cases of 
the dispersion relation and the difference in peak energies for all three formulations is not 
large. However, at a two volt bias the average energy of the parabolic and power law 
formulations exceeds the limiting value reaching values of approximately 0.7 eV, as shown in 
Figure 8. On the other hand the peak average energy of the a formulation fails to track the 
increase in the energy predicted by the parabolic and power law models. As can be seen 
from Figure 8, the a formulation predicts a much lower peak average energy of 0.5 eV, still 
above the range of energies for which this model is suspect. It is clear then, that at higher 
applied voltages and consequently high average energies, use of the a formulation containing 
a binomial expansion leads to inaccurate predictions of the key macroscopic observables, i.e. 
average energy and current. 
CONCLUSIONS 
In this paper, ballistic diode simulations using two different non-parabolic formulations 
of the energy dispersion relation within a hydrodynamic model have been performed. These 
calculations have been compared to those made with non parabolic drift-diffusion models and 
a parabolic hydrodynamic model. The first non-parabolic formulation of the energy utilizes 
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the Kane dispersion relation. In order to produce closed form coefficients in the transport 
equations, thereby making the calculation numerically tractable, it is essential that the terms 
be simplified using a binomial expansion. Unfortunately, the resulting binomial expansion is 
only valid for a narrow, low energy range at modest values of non-parabolicity. As a result, 
the non-parabolic formulation based on the Kane dispersion relation is only suitable for 
calculation within a narrow energy range. 
In contrast, the power law formulation for the energy dispersion relation has a much 
greater range of energy over which it provides a valid description of the transport coefficients. 
This can be attributed to the observation that the transport coefficients at high energy become 
non-physical when the binomial expansion , Kane dispersion relation, a formulation is 
employed, while in the power law formulation no non-physical effects are observed. 
For devices and material systems considered here, it is found that the use of the non-
parabolic as opposed to the parabolic dispersion relation always leads to a lower calculated 
current in both the drift-diffusion and hydrodynamic simulations. The calculated carrier 
energy and velocity are similarly lower when the non-parabolic model is employed. These 
variables are lower because the non-parabolicity reduces the effective mobility and diffusivity 
of the material, thereby lowering the calculated current. 
The relationship between the two non-parabolic models, the power law and the a 
formulation, is somewhat more complicated. The power law formulation predicts smaller 
current values than the a formulation under the drift-diffusion approximation in both silicon 
and GaAs. However, when the full hydrodynamic formulation is used, the power law predicts 
greater current than the a formulation, at least at high bias. At low bias, the power law 
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predicts a slightly lower current than the a formulation. These results can be attributed to the 
behavior of the 'effective' mobility since in the ballistic diodes considered here, the current is 
dominated by drift effects. When the drift-diffusion model is employed, the 'effective' 
mobility (defined as the prefactor in front of the electric field term) of the power law form is 
lower than that of the a form leading to a lower calculated current. In contrast, when the full 
hydrodynamic model is employed, the 'effective' mobility of the power law form is greater 
than that of the a form resulting in a larger calculated current. The observation of the power 
law initially yielding a lower current at low bias but yielding a higher current at high bias as 
compared to the a form, can be explained then as follows. At low bias, the devices are close 
to equilibrium and the carriers are relatively cold. Consequently, the system responds as in 
the drift-diffusion case resulting in a greater current for the a case than the power law case. 
At higher biases, the effects of carrier heating are more important, and the situation reverses, 
since the full hydrodynamic results dominate the 'effective' mobility. 
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Figure Captions 
Figure 1. Current-voltage relation of a silicon ballistic diode using the drift-diffusion 
approximation with three different energy dispersion relations and the full hydrodynamic 
formulation using the same three energy dispersion relations. (ddm is drift-diffusion model, 
hdm is full hydrodynamic model) 
Figure 2. Velocity profile of the silicon ballistic diode biased to 1 volt for the three energy 
dispersion relations under drift-diffusion conditions and hydrodynamic conditions. 
Figure 3. Energy profile of the silicon ballistic diode biased to 1 volt for the three energy 
dispersion relations under drift-diffusion conditions and hydrodynamic conditions. 
Figure 4. Current-voltage relation of a GaAs ballistic diode using the drift-diffusion 
approximation with three different dispersion relations and the full hydrodynamic formulation 
using the same three dispersion relations. Insert shows current values of the full 
hydrodynamic formulation and the two non-parabolic dispersion relations at low bias. 
Figure 5. Velocity profile of the GaAs ballistic diode biased to 1 volt for the three cases of 
dispersion relations under drift-diffusion conditions and hydrodynamic conditions. 
Figure 6. Energy profile of the GaAs ballistic diode biased to 1 volt for the three cases of 
dispersion relations under drift-diffusion conditions and hydrodynamic conditions. 
Figure 7. 'Effective' mobility on the field term in the flux equations. Under drift-diffusion 
conditions the mobility only changes due to doping and field effects. Under non-parabolic 
hydrodynamic conditions at high energy the 'effective' mobility decreases. 
Figure 8. Energy profile of the GaAs ballistic diode biased to 2 volts for the three cases of 
dispersion relations under drift-diffusion conditions and hydrodynamic conditions. The 
validity conditions of the binomial expansion in the a formulation have been exceeded. 
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ABSTRACT 
Hydrodynamic models are becoming prevalent design tools for small scale devices and other 
devices in which high energy effects can dominate transport. Most current hydrodynamic models use 
a parabolic band approximation to obtain fairly simple conservation equations. Interest in accounting 
for band structure effects in hydrodynamic device simulation has begun to grow since parabolic 
models can not fully describe the transport in state of the art devices due to the distribution populating 
non-parabolic states within the band. This paper presents two different non-parabolic formulations of 
the hydrodynamic model suitable for the simulation of inhomogeneous semiconductor devices. The 
first formulation uses the Kane dispersion relationship (k) 2/2m = W(1 + ccW) . The second 
formulation makes use of a power law {(1110 2/2m = xW") for the dispersion relation. Hydrodynamic 
models which use the first formulation rely on the binomial expansion to obtain moment equations 
with closed form coefficients. This limits the energy range over which the model is valid. The power 
law formulation readily produces closed form coefficients similar to those obtained using the parabolic 
band approximation. However, the fitting parameters (x,y) are only valid over a limited energy range. 
The physical significance of the band non-parabolicity is discussed as well as the 
advantages‘disadvantages and approximations of the two non-parabolic models. A companion paper 
describes device simulations based on the three dispersion relationships; parabolic, Kane dispersion, 
and power law dispersion. 
NOMENCLATURE 
W 	 Carrier Energy 
th Planck's constant divided by 2rt 
k 	 Reciprocal lattice vector 
a Non-parabolicity factor under the Kane dispersion relation, positional dependent 
Carrier mass at the band edge, a constant but positional dependent 
xy 	 Adjustable parameters for the power law dispersion relation, both positional dependent 
g(k) Density of states in momentum space 
W, 	Conduction band edge 
Ef Electron quasi-fermi level 
Kb 	 Boltzmann's constant 
T„ Electron temperature 
F, 	 Fermi integral of various order 
Fermi integral divided by Gamma function 
T 	Gamma function 
N, Effective density of states 
Reduced energy {(E,-E,)/(KT„)) 
Es 	 Semiconductor band gap 
V, V, Gradient operator in physical space 
Vb 	Gradient operator in k space 
vs Group velocity 
f 	 Distribution function 
fo Equilibrium distribution function 
Relaxation time 
Ee 	Conduction band potentials (electrostatic, affinity, and band gap narrowing) 
Electron concentration 
I 	 Identity matrix 
(2nte )-1 
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INTRODUCTION 
The use of hydrodynamic models for device simulation are becoming common as 
characteristic device dimensions continue to decrease. Hot electron effects can play a dominant role 
in carrier transport for high mobility semiconductors. Current hydrodynamic models consist of a set 
of conservation equations derived by taking moments of the Boltzmann transport equation (BTE). 
During the derivation of the conservation equations the parabolic band approximation is used to obtain 
rather simple coefficients on the forcing terms in the flux equations. By relying on the parabolic band 
approximation higher order energy transport effects due to variation in the band structure are 
neglected. Interest in accounting for band structure effects in hydrodynamic device simulation has 
begun to grow because parabolic models can not adequately account for high energy effects in 
semiconductors with non-parabolic band structures. Non-parabolic band formulations have a history 
dating back to the 1950's [1-3]. However drift-diffusion models and more specifically hydrodynamic 
simulators with non-parabolic band formulations are a very recent topic of research. 
Several non-parabolic hydrodynamic models have been reported for homogeneous material 
systems [4-7] using the Kane dispersion relationship [3]. The general functional form obtained is 
similar to parabolic hydrodynamic models with first order corrections on the diffusion term. Azoff [8] 
derived a hydrodynamic model suitable for degenerate heterostructure semiconductors though the final 
form of the equations was not directly amenable to current device simulation codes. However, Azoff 
clearly showed that a forcing term due to a gradient in the non-parabolicity factor exists. Woolard et. 
al. [9] presented a non-parabolic hydrodynamic model based on moments of the velocity and energy 
(n, W(k)) instead of the momentum and momentum squared (Ni, W). This leads to a simpler energy 
conservation equation. However, the non-parabolic coefficient in the field term and the forcing terms 
due to non-uniform band structure were neglected in the other moment equations. Canal and Ricca 
[10] introduced an alternative to the Kane relation in the form of a power law for the dispersion 
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relationship. Instead of using the classical Kane dispersion law relating the energy and momentum, 
the band was fit over a specified energy range using two adjustable parameters. The approximations 
and assumptions implied by assuming the power law formulation were absent. It will be shown below 
that the power law formulation of the dispersion relation leads to a more simplistic and compact 
formulation than the classical Kane expression. 
The purpose of this paper is to introduce two non-parabolic hydrodynamic formulations 
suitable for the simulation of devices with inhomogeneous material layers. The final form of the 
conservation equations will be in a form which will allow incorporation into existing device simulation 
codes, similar to the parabolic formulation. These different formulations are based on different 
choices for the dispersion relationship, one uses the standard Kane dispersion for non-parabolic bands 
and the second uses a power law relationship [10]. For comparison the parabolic hydrodynamic 
formulation will also be presented. The form of the conservation equations are strongly affected by 
the non-parabolicity factor of the bands, the choice of the dispersion relationship, and the assumptions 
made to simplify the coefficients. As in the case of the parabolic formulation, both non-parabolic 
formulations require estimates of higher order moments to provide mathematical closure of the 
relationships. It will be shown that more physical insight can be obtained by examining the terms 
from the power law formulation due to their similarity to the parabolic formulation. The power law is 
advantageous in that the terms of the conservation equations are the same as in the parabolic 
formulation, except for a simple multiplicative constant when Boltzmann statistics are employed. 
Dispersion Relations and Carrier Concentration 
The two non-parabolic dispersion relations relating the energy to the momentum are 





Where a is the non-parabolicity factor in the Kane dispersion relation. This parameter is usually 
calculated from a Ice') perturbation approach to the band structure. The ot factor can also be estimated 
in terms of known parameters of the semiconductor [10]. The second non-parabolic dispersion relation is the 
power law formulation of Cassi and Ricca [10] which is not a first order approach to the band structure as 
compared to the Kane dispersion relation. Instead, the parameters x and y are obtained by a best fit to 
equation (la) over a specified energy range. In reference [10] this energy range was (1.5 eV, 3.0 eV) and 
the authors produced a very good fit for a - 0.4789, determined by inference from x and y and is reproduced 
in Figure 1. The formulae for the carrier concentration using these two dispersion relations and assuming 
Fermi-Dirac statistics are (the binomial expansion has been employed for equation (2a)) 
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In the case of the Kane dispersion the non-parabolicity is a perturbation to the parabolic model 
regardless of the fact that Fermi-Dirac statistics were used in the derivation instead of Boltzmann 
statistics. In the power law case, unlike the a formulation, the carrier concentration will only differ 
from the parabolic by a multiplicative constant if Boltzmann statistics are assumed. 
Within the hydrodynamic simulation of a device the carrier concentration is calculated by 
directly solving the continuity equations. Inspection of equations (2a) and (2b) shows that the 
concentration in both cases is a function of the reduced energy, 	The determination of r at each 
position is crucial to the successful simulation of a device since most of the factors within the 
transport equations i.e. number of ionized dopants, Shockley-Read-Hall recombination etc., are 
functions of ri as well. Therefore, from the knowledge of the carrier concentration at any specific 
position the reduced energy, Th is calculated by suitably inverting equations (2a) and (2b). With these 
facts in mind it is illustrative to compare the non-parabolic formulations for the carrier concentration 
3 
to the parabolic formulation at various reduced energy values. Figure 2 displays the deviation from 
the parabolic formulation for a = 0.4789, x = 1.365, and y = 1.52 [10]. The case of the full Kane 
dispersion relation before binomial expansion is also given in Figure 2 and shows that the binomial 
expansion is justified for this case of the non-parabolicity parameter, the two curves are almost 
identical throughout the entire reduced energy range. Notice also that the deviation of the alpha 
nonparabolicity formulations is at most 5% from the parabolic case until the reduced energy exceeds 
zero, when the difference in the orders of the Fermi integral is larger. However, in the case of the 
power law fit at high energy, the deviation from the parabolic case is more than 82% and more than 
87% from the ct formulation. To explain this large difference the plots of the dispersion relations must 
be re-examined, Figure 1. At the high energy part of the curve the power law and a formulations 
have nearly identical dispersion relations. The insert in Figure 1 shows the low energy range and 
shows the maximum deviation of the two curves. Though there is a greater deviation between the two 
curves at lower energy than at high energy, the maximum difference between the two curves is 
insufficient by itself to fully account for the large difference in the carrier concentrations. However, 
carrier concentration depends upon both the density of states and the distribution function. Since the 
distribution function weights more heavily to lower energy states, a mismatch at low energy is 
strongly reflected in the product of the distribution function times the density of states and 
subsequently the carrier concentration. Therefore, in order to obtain a matched value of the carrier 
concentration, it is critical to have a closer fit to the low energy range of the band. For comparison, 
a low energy fit was made using a different set of for x and y, x • 1.185 and y = 1.052. These values 
of x and y were determined by fitting the power law dispersion relation over the low energy range 
(0.0 eV S W S 0.2 eV). As can be seen from the inset of Figure 1, the dispersion relations match 
very closely at low energy but deviate significantly at higher energy. Figure 2 also shows the 
calculated carrier concentrations for various reduced energy values using the low energy power law fit 
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factors. Compared to the power law fit to the high energy range, using the power law fit to the low 
energy range of the band produces concentration values which closely match those obtained using the 
a formulation. 
Particle Flux Equations 
The general flux (8 = v4) conservation equation is determined by taking moments of the BTE 
as 
* V1 • 071;D 	v4 11:511) 
_ 	( / if 3aVkm(k))  . IT -V-.4) 
ma) 	JP02 	I 
Notice that the third, fourth and fifth terms on the left hand side are tensor products. The factor of 3 
in the fifth term is due to the order of parenthesis in the original moment equation. This moment 
equation can not be processed further until some functional form of the effective .mass is assumed, 
which depends on the choice of the dispersion relation. Using the parabolic dispersion and the two 
dispersion relations in equation (1), the resulting flux equations are (positional subscript on the 
gradient operators has been removed) 
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Each of these equations must be integrated over all k space or equivalently over energy using the 
density of states [15]. Before the integration is performed one more assumption must be made, that 
the relaxation time is independent of k or W. If the constant relaxation time assumption is not made 
then the energy dependence of the relaxation time must be moved through the gradient operator on the 
second term in each of equations (4-6) and a term accounting for the gradient of the relaxation time 
must be re-created. Changing the integration from k space to energy space, substituting for the 
mobility, (w=t/m), and making v sfo equal to zero gives the following integral equations 
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To produce closed form solutions for the integrals in equation (8) the binomial expansion is used 
repeatedly and all terms of order ce or higher are set to zero, to finally become 
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The only term in the power law flux equation (equation (9)) which will require an expansion is the Vy 
term due to the ln(W) factor in the integrand. The expansion may only be required for certain choices 
of the distribution, but to maintain generality it is applied for all distributions. A parabolic 
interpolation, using the points 0, 0.5, and 1, to the part of the equation containing the log term is 
j 2 	 2.1 	f 
J fW 2
.1 
 la(W)dW g. 4(0.5) 2 in(0.5)JAW2 - W)dW 
With the above substitution the power law flux equation can be written as 
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The approximation int equation (11) tends to degrade as y increases. However, this forcing term will 
not appear in simulations of homogeneous materials. In the case of inbomogeneous materials systems 
this term may be quite small as y has only a limited range, (1 5 y 5 2). 
One of the goals of this paper is to derive a hydrodynamic model suitable for fast efficient 
simulation of state of the art devices. As previously stated the parabolic model is inadequate for 
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certain material systems due to the fact that their band structures deviate dramatically from a parabolic 
shape at high energies. In these situations, a non-parabolic band structure provides a more accurate 
description. As discussed above, the full a formulation captures the desired physics, but is 
unattractive because the coefficients within the transport equations need to be numerically evaluated. 
In contrast, the binomial a formulation and the power law formulation provide closed form 
expressions for the transport coefficients. However, the questiOn remains as to their ability to display 
the proper treads; how closely do the coefficients match the full a formulation? We will show that 
the binomial a formulation has a limited energy and non-parabolicity range due to the binomial 
approximation. Non-physical results will be obtained if the formulation is extended into regions 
outside the binomial limit. The power law does not produce non-physical results but more closely 
matches the parabolic formulation when fit to the low energy part of the band. 
The coefficients on similar forcing terms in the various formulations can now be compared to 
examine the impact of the non-parabolicity factor and approximations made during the derivation. 
The comparison is done at this time to avoid any confusion from assuming a distribution function. 
Table I lists the forcing terms which are compared and the terms within the integrands involved. 
Table II contains the values of the non-parabolicity factors at which these factors are compared, this 
includes values of a from 0.04 to 4.0 and appropriate (xy) values fit to these a values over two 
different energy ranges (0.0, 0.2) and (1.5, 3.0). Figure 3 shows the prefactor for the diffusion term 
from all the flux equations; Figure 3a is for slightly non-parabolic bands (a i• 0.04); 3b is for the 
non-parabolicity in reference [10) (a 0.4789), and 3c is for a highly non-parabolic band (a - 4.0). 
Figures 4 a-c and 5 a-c display the prefactors on the forcing terms from changes in the effective mass 
and the field for the three degrees of non-parabolicity. For all three forcing terms at the lowest values 
of non-parabolicity (Figures 3a, 4a, 5a) the prefactors compare favorably with the parabolic 
formulation. For the diffusion term (Figures 3a-c) as the non-parabolicity factor increases the two 
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cases of the power law formulation match very closely to the full a formulation. On the other hand 
the a formulation that utilizes the binomial expansion is very different, especially at the highest value 
of non-parabolicity considered. From Figure 3c it is clear that the binomial a formulation is clearly 
incorrect if the energy exceeds 0.5 eV. Even before this point the diffusion will be underestimated. 
In the case of the mass term, Figure 4, the power law formulation which is fit over the low energy 
range is much closer to the parabolic case, as expected due to the small change in the fitting 
parameters from their parabolic values. However, the power law with the parameters fit over a larger 
energy range more closely matches the full a formulation. As in the case of the diffusion term, the 
binomial a formulation severely underestimates the effect of this forcing term especially as the non-
parabolicity is increased, and is limited to energies less than 0.1 eV for a •. 4.0. The coefficients for 
the field term, Figure 5, follow the same conclusions as for the mass term. From these figures it is 
clear that the binomial a formulation has a very limited energy range of validity as the non-
parabolicity factor is increased. Using this formulation at higher energies or high non-parabolicity 
factors can give un-physical results due to the prefactors changing sign. On the other hand, the power 
law formulation with parameters fit over a small energy range will teed to produce results which more 
closely match the parabolic band model. It will not produce unphysical trends and does appear to 
have a larger range of validity for both energy and non-parabolicity factors. The case of the power 
law with parameters fit over a large energy range more closely matches the full a formulation in terms 
of the forcing coefficients. However, due to the problems previously described for the calculation of 
the carrier concentration this advantage may be immaterial. 
Table I can also be used to gain some physical insights into transport in the non-parabolic 
band structures, especially using the power law formulation. First notice that as the non-parabolicity 
factor is decreased (a—)0, x-01, y—)1) all the coefficients reduce to the parabolic case indicating that 
all three formulations are equivalent in this respect. As the non-parabolicity factor and energy 
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increases the binomial ot formulation can actually predict a change in the sign of a forcing term. In 
the full a formulation the sign on the forcing terms does not change but it is unclear as to how the 
term decreases. In the case of the power law, when the parameter y equals 2 it is obvious that the 
field term will become identically zero. The only terms which will be non-zero in the flux equation 
will be the diffusion, gradient in mass, and gradient in the non-parabolicity terms. This can be 
explained with the use of the power law energy equation {equation (lb)) and the group velocity 
equation. When y equals 2 there is a linear relationship between the momentum and energy, the 
bands are V shaped. The group velocity is proportional to the gradient of the energy with respect to 
k, which for the case of y equals 2 means that the group velocity is a constant. Therefore, no matter 
bow much force is applied to the electron by external forces the velocity is not increased. The only 
factors which can produce current are gradients which can change this fixed velocity; i.e. changes in 
mass or non-parabolicity factor, or changes in the number of carriers moving at this fixed velocity, 
diffusion. Therefore, non-parabolic formulations which do not include coefficients to diminish the 
field term as the non-parabolicity increases overestimate the flux. 
At this point in the derivation a recursion relation must be formulated, a distribution function 
assumed, or some other mathematical method {Minimum-Maximum theorem) must be used to provide 
mathematical closure for equations (7), (10), and (12). Since, a goal of this paper is the formulation 
of models suitable for the numerical simulation of devices the first two options are explored [16]. A 
recursion relation would allow moments of higher order to be approximated by lower order moments, 
the lower orders are calculated from the conservation equations. This option does not require that a 
specific form of the distribution function be used, unless the recursion relations are based on a specific 
distribution. However, in the case of non-parabolic bands the standard recursion relations may no 
longer be applicable [9]. Therefore, this option was not pursued. The other option, and the one 
chosen for this work, is to assume a specific form for the distribution function, higher moments can 
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then be calculated based on the known distribution function. Some of the choices for the distribution 
function include heated Maxwellian, shifted and heated Maxwellian, heated Fermi-Dirac, or shifted 
and heated Fermi-Dirac. Since the Maxwellian distributions can be recovered by relaxing the 
degeneracy, the Fermi-Dirac distributions were the only ones considered for this work. 
In the non-parabolic formulation a simple relation between energy and velocity will not exist 
due to the change in the density of states. Also higher order powers of the energy are required to 
close the relationships in the a formulation, this will require cross product terms involving the 
temperature and the velocity. In addition, the power law formulation has non-integer powers of the 
energy which will be very difficult to evaluate for the shifted and heated distributions. Due to these 
conditions and the fact that all the formulations break down as the energy rises, the heated Fermi-
Dirac distribution was used to close the relationships. The flux equation in the binomial a formulation 
is 
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The reader can verify that as the non-parabolicity factors are diminished, (ot-+43, xy-.+1), the two non-
parabolic formulations reduce to the standard parabolic case. The equations also reduce to simpler 
forms when the degeneracy effects are ignored (all orders of Fermi integral reduce to exponentials). 
The flux equations can be discretized using normal techniques to produce comparable simulation 
codes under various assumptions [171 
Energy Flux Equations 
For the energy flux equation (9 ■, Wvs) the general conservation equation is 
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Notice that the fourth through seventh terms on the left hand side are tensor products. As in the case 
of the particle flux moment the energy flux moment equation can not be processed further until some 
functional form of the effective mass is assumed. By making similar assumptions, substitutions, and 
approximations (binomial expansion, Fermi-Dirac statistics, equipartition of energy ...} the energy flux 
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First, equation (16) corrects a sign error on the order of a Fermi integral which occurred in an earlier 
publication [17]. Again, the reader can verify that the non-parabolic formulations reduce to the 
parabolic case as the non-parabolicity factors are decreased. As in the case of the particle flux 
equations the energy flux equations can be discretized using normal techniques [17]. 
CONCLUSIONS 
Two formulations of the hydrodynamic model have been presented for the simulation of non-
parabolic inhomogeneous material systems, the standard Kane formulation and the power law 
formulation of Cassi and Ricca. Both forms reduce to the parabolic hydrodynamic model as the non-
parabolicity factors are diminished. The forcing terms in the particle and energy flux equations due to 
44 
variations in the non-parabolicity factors of the bands as suggested by Azoff have been re-created in 
both non-parabolic formulations. It was shown that the binomial ct formulation is suitable for the 
calculation of the carrier concentration but has a limited energy and non-parabolicity range when 
applied to the coefficients of the flux equations. Extending the binomial a formulation past these 
limits leads to non-physical terms in both the particle and energy flux equations. In the case of the 
power law formulation it was shown that when the adjustable parameters were fit to the high energy 
range the deviation in the carrier concentration from both the parabolic and a cases was extreme. 
When fit to the lower energy range the power law produced carrier concentrations comparable to the a 
formulations. The energy and non-parabolicity range of the power law formulation for the particle 
and energy flux equations is larger than the binomial ct formulation, but it is still limited by the 
adjustable parameters. However, unlike the binomial a formulation the power law will not lead to 
physically unrealistic results, but will tend to more closely match the parabolic formulation when the 
adjustable parameters are fit over the low energy portion of the band. It is shown and argued using 
the power law formulation and a high non-parabolicity factor (y 2) that a dampening factor must 
exist on the field term in the particle flux equation to account for the non-parabolicity of the bands in 
both non-parabolic formulations. Particle flux and energy flux equations using a heated Fermi-Dirac 
distribution function are also presented, to allow for incorporation into existing device simulators. 
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power law (12) 
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Table II. Values of the non-parabolicity factors which are compared. This includes a values from 
0.04 to 4.0 and (x,y) values fit to these a values over two different energy ranges (0.0, 0.2) and (1.5, 
3.0). 
Case a x, y (0.0, 0.2) x, y (1.5, 3.0) 
a 0.04 1.0148, 1.0045 1.0207, 1.0827 
b 0.4789  1.185,1.052 1.365, 1.52 
c 4.0 2.975,1.322 4.8233, 1.901 
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Figure Captions 
Figure 1. Dispersion relations for the Kane model (solid line, a ... 0.4789), the power law formulation 
(dashed line, x=1.365, y ii. 1.52 fit over high energy, 1.5 S W S 3.0 eV) and the power law 
formulation (dotted line, x=1.185, y i= 1.052 fit over low energy, 0.0 S W S 0.2 eV). The insert 
shows the detail of the low energy range. 
Figure 2. Deviation, from the parabolic case, of the carrier concentration as a function of the reduced 
energy for the full a formulation (solid line, a i= 0.4789), binomial a (dotted), power law fit at high 
energy (dashed, x=1.365, y=1.52), and power law fit at low energy (dashed, w=1.185, y=1.052) 
dispersion relations as a function of the reduced energy (ti) at T,=300 K. 
Figure 3. Comparison of the integrand coefficients (prefactors) occurring on the diffusion term of the 
particle flux formulations. See Table I and II for the exact form of the equations and degrees of non-
parabolicity considered. 
Figure 4. Comparison of the integrand coefficients (prefactors) occurring on the gradient of the 
effective mass term of the particle flux formulations. See Table I and II for the exact form of the 
equations and degrees of non-parabolicity considered. 
Figure 5. Comparison of the integrand coefficients (prefactors) occurring on the gradient of the 
potential term occurring in the particle flux formulations. See Table I and II for the exact form of 
the equations and degrees of non-parabolicity considered. 
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