Abstract: Fast and accurate 3D object reconstruction and partial 3D component retrieval from 2D image slices represent a difficult and challenging problem. To group related objects on different layers in an image stack, image segmentation and sequential matching of adjacent 2D objects have to be preformed. Object matching involves heavy computing and is time consuming. In this paper, we propose a new approach for parallel implementation of object contour matching and partial 3D component retrieval based on image contour structure. The method has been implemented in MPI on a SGI Origin 2000 machine. The experimental results show a good speedup for sequential object matching and partial 3D component retrieval.
Introduction
3D reconstruction of biological structures from image slices has been widely used in biological, biomedical research, as well as disease diagnosis and treatment (Ortiz de Solorzano et al., 2000) . Many 3D reconstruction software packages have been developed in the recent years, including NEUROLUCIDA (Glaser and Glaser, 1990 ), a semi 3D reconstruction package for neuron anatomical analysis, and 3D-Doctor (Mehta and Marinescu, 2001 ), a vector based architecture for 3D modelling. A major shortcoming of these commercial products is that raw image slices are hard to be converted into standard databases, making it difficult to perform 3D partial retrieval. Image object matching and 3D partial retrieval require heavy computation, which is time consuming. Thus, high performance computing using parallel and distributed techniques is desired. Without a proper data structure to represent raw image stacks, it is difficult to parallelise the above processes efficiently.
To perform 3D partial image retrieval, one should group related objects on 2D image slices. This process involves 2D object matching on adjacent image layers. In this paper, we provide new methods for 2D contour matching and 3D partial retrieval using contour data structure which is suitable for parallel implementation. The basic idea is, for each image stack, we use an xml file to represent the whole volume data set. Image objects are represented by the nodes in the xml database. In this way, instead of having to interact with raw image data, the parallel program only needs to take the xml file as the input and distribute the computing tasks either using image slices or object contours as work unit. We have implemented the parallel program in MPI on a SGI Origin 2000 machine. Our results indicate a good scalability on 24 processors each handling specified components of the 3D contour structures.
The paper is organised as follows: In Section 2, we introduce image segmentation and contour data structure. In Section 3, we introduce a parallel algorithm using fuzzy contour matching technique to link the related contours on adjacent layers. In Section 4, we describe the parallel partial 3D component retrieval. In Section 5, we discuss the parallel implementation results. Finally, conclusion and future work are outlined in Section 6.
Image segmentation and contour data structure
In this study, since we need not only reconstruct 3D model but also implement 3D component segmentation for 3D partial retrieval, a novel tree mapped data structure is proposed. The procedure to map a whole image stack data set into the new tree structure can be divided into two stages: segmentation and grouping. Segmentation stage includes image enhancement, edge detection, optimal thresholding, and object boundary contour segmentation. The segmented image objects are saved as boundary contour coordinates and sequentially ordered to form an xml image database. The data structure has a format similar to the one described in Figure 1 where the images are divided into sequentially ordered contours. The same procedure is repeated for each image slice in the image stack. Grouping stage includes object contour matching which will be discussed in next section. In the segmentation stage, we automatically segment an object by its boundaries.
We first obtain binary data from the image by using optimal automatic thresholding methods described in Belkasim et al. (2000 Belkasim et al. ( , 2004 and then identify the object contour of the binary image by applying a border follower algorithm that uses an 8-connective path template to link contour pixels. The border tracking algorithm records coordinates of boundary pixels in a clockwise direction and terminates when it returns to the starting point. This method is capable of outlining the main object features. However, in some cases, this approach fails to detect the detailed image features of the objects which are located in the inhomogeneous background. An object is traced along its boundary, in which we are interested. This implies: for an image with uneven illumination, if we can distinguish the object's boundary from its local surrounding area, we will be able to first highlight the boundary of the object which is located in various intensity backgrounds and then apply the optimum thresholding method for image segmentation. That is, if the object boundaries can be enhanced, our optimum thresholding program will not be sensitive to a threshold value and the object contours will be connective with less broken points. Object edges are one of the main image features and can be detected by many image feature extraction methods. Image segmentation using object contour provides us the opportunities of utilising the well-studied image feature detection methods for segmentation.
Most of the edge detection techniques are based on gradient operators which are sensitive to variations in image illumination, blurring, and magnification (Kovesi, 1999) . A local energy model for feature perception is introduced in Morrone and Owens (1987) and Morrone et al. (1986) . This frequency-based model is capable of performing calculations using the phase and amplitude of the individual frequency components in a signal. Based on this model, image features can be perceived by locating the points at which the local Fourier components are maximally congruence in phase. The phase congruency function for 1D signal is defined as follows:
where x represents the location of the signal, A n represents the amplitude of the nth is the angle which maximises the function. When P(x) = 1, the phase terms are all equal and the highest phase congruency occurs. A high phase congruency at x implies a significant feature at x. P(x) takes a value between 0 and 1. Phase congruency can be calculated via log Gabor wavelets. For a 2D image, by applying one dimensional analysis over several orientations and then combining the results, a phase congruency image is derived (Kovesi, 1999) . The component value in the new phase congruency image represents the feature significance of corresponding pixels in the original image.
Since phase congruency is a dimensionless quantity that is invariant to image illuminations, we can use the phase congruency image to compensate object contours located in an uneven illumination background which cannot be detected by a fixed threshold. We first overlap the phase congruency image with the original image and then apply optimum thresholding on the new created image. After implementing optimum thresholding, the binary data for each image slice are obtained. Next, an 8-connective path template is implemented to link contour pixels of the object boundary. The contour is represented by the coordinates of its pixels and saved as an object node in the xml database. A contour length filter is used to remove the tiny contours, which are considered to be noises. In this stage, original image files are one time processed and stored in the xml database. Comparing with the raw image files, the xml database is suitable for image retrieval and analysis. Since segmented image object boundary contours are the basic units in the database, it is convenient for us to extract the information in which we are interested from the database instead of handling the original image slices. Figure 2 summarises the segmentation process. 
Contour matching and parallel implementation
In the segmentation stage, the separated objects in a same image slice are considered belonging to different 3D components. Figure 3 shows the contour objects derived from two crayfish neuron confocal image slices. To implement 3D component retrieval from the whole image stack, all the contour objects in different slices which belong to the same 3D component have to be grouped together. For example, the two objects pointed out in Figure 3 (b) should be linked together in the 3D structure.
Contour matching using fuzzy logic
2D object recognition and matching are very important in many areas and many methods have been proposed such as template matching, string matching, shape-specific point matching, principal axis matching, dynamic programming, mutually-best matching, chamfer matching, graph matching, relaxation, elastic matching, and etc. (Veltkamp and Hagedoorn, 1999; Wu and Wang, 1999) . To make unbiased contour matching decision, in our approach, we construct a Fuzzy Logic System (FLS) which considers various object characteristics. 
The input of the fuzzy system
Given two object contours, the FLS takes consideration of the following aspects as the system inputs: the lighting intensity differences, spatial difference and orientation difference between two objects.
• Lighting intensities. In biological specimen images, lighting intensities usually differ among different tissues. The intensity histograms are commonly used to distinguish the objects which do not belong to the same tissue. For each object contour, we use the average intensity of all the pixels enclosed in the object contour as the object intensity.
• Non-overlapping ratio. In this project, we assume that each pair of contours belonging to the same 3D component in two adjacent slices should have the similar spatial parameters. This essential assumption is made based on the fact that adjacent slices are very close and adjacent contours of the same object differ by few pixel points. Experimental measurements taken from this project indicate that the distance between adjacent slices is around 2.1 um. In most cases, this assumption is valid particularly when the contour shape changes gradually and continuously. Object spatial features such as object contour length, moments, object area and the centroid of the object can be used in the fuzzy model. To simplify the fuzzy system model, instead of using these features separately, we use the ratio of the non-overlapped area to measure the spatial relation of two objects. Given two contours from adjacent image slices, the non-overlapping ratio represents the percentage of the pixels which are enclosed in one object contour but not in another one when two image slices are overlapped. Thus, we can assume that two contours with a high non-overlapping ratio do not likely belong to the same 3D component.
• Orientation of objects. Furthermore, we also assume that two contours would like to have the similar orientation on adjacent slices if they belong to the same 3D component. This assumption is reasonable since, in our case, the entire neuron branches stretch to a particular direction. The information about the object orientation can be derived by using the second order central moments to construct a covariance matrix. Covariance matrix is defined as:
where
where x and y are the centroid of an object. The eigenvectors of this matrix constitute the predominate axes of the object, and the orientation can thus be extracted from the angle of the eigenvector associated with the largest eigenvalue. This angle is given by the following formula:
The membership function and fuzzy rules
All the three inputs are represented by three fuzzy sets respectively: Low, Middle and High. The output is represented by five fuzzy sets: Low, LM, middle, MH, and High. In this project, we define an isosceles triangle as the membership function to represent each of the fuzzy sets. Since the system has three inputs and each input has three possibilities, there are 3 ^ 3 = 27 fuzzy rules in total. Based on the three inputs and one output, we define the ith (i = 1 … 27) fuzzy rule as follows:
where a 1 , a 2 and a 3 denote three input values for intensity difference, non-overlapping ratio, and orientation difference respectively. g i denotes the output. A (i = 1 … 27) denote the three input fuzzy sets for the ith rule which are in {Low, Middle, High}, and G i (i = 1 … 27) denotes the output fuzzy set of the consequence of the ith rule which is in {Low, LM, Middle, MH, High}.
Fuzzy inference and defuzzification
The output of the fuzzy contour matching system is calculated by aggregating individual rule contributions as follows: where g i is the output value of the ith rule (i = 1 … 27). The output value of the ith fuzzy rule is determined by the centre of gravity of the corresponding isosceles triangle, which represents the output fuzzy set of the consequence part of the ith rule. β i is the firing strength of the ith rule. It is defined by product t-norm:
where i j A µ is the membership grade of input a j ( j = 1 … 3) in the fuzzy set .
i j A Since the range of the output is defined in [0, 1], we consider two contours match if the output value is greater than 0.5. Otherwise, they do not match.
Layer Parallelisation Algorithm (LPA)
Even though the original image data have been simplified using the xml database, getting the contour features and matching related contours on adjacent slices still need to perform heavy computations. For example, getting the contour centroid of an object needs to calculate the moments up to the second order. This amounts to Θ(M × N) time complexity, where (M × N) is the size of the 2D image. In our experiment, we need to handle a huge three-dimensional array with the size of (2048 × 2048 × 20), which consumes a large amount of memory space. The computing burden is even worse when the image has high contour density. Thus, solving these problems on a high-performance computing system is essential to combat both excessive amounts of time and memory constraints existing on a single processor system (Pan et al., 2002 (Pan et al., , 2004 Quinn, 2004) .
Since the whole image stack volume dataset has been stored in the contour based xml database, individual processors can interact with xml files efficiently without image loading operations and preprocessing. The contour structured database makes the distribution of the contour matching tasks among multiple processors much simpler. The following is the LPA using MPI.
• each processor scans the whole database and obtains its tasks (image slices) based on its rank and the layer numbers of the slices
• each processor calculates the contour features and passes the calculation results to the root processor (rank 0)
• once receiving the result messages from all the other processors, the root processor updates the database
• the root processor sends acknowledgement messages to all the non-root processors
• each processor scans the new updated database and obtains its tasks (image slices) based on its rank and the layers number of the slices
• each processor applies matching techniques to its assigned slices and records matched contours on its lower adjacent layer if found
• the non-root processors send all the contour matching information to the root processor
• the root processor updates the database.
In the LPA, we minimise the communication cost between the root processor and the non-root processors. The tasks of contour feature calculation and contour matching are obtained by individual processors instead of being distributed by the root processor. The results from individual processors are stored in one string and passed only once to the root processor. To avoid unbalanced task loading which may drag down the whole program performance, computing tasks should be distributed evenly. In this algorithm, image slices are chunked by the number of the processors. That is, the processors extract the contours from the xml database according to their ranks and the layer values of the slices. Therefore, contours on a same slice will be handled by the same processor.
Contour Parallelisation Algorithm (CPA)
We also implemented another approach called CPA in MPI. CPA is similar to LPA except that an object contour is used as the basic task unit. By using the object contour as the basic element, the whole contour list is chunked by the number of the processors. In this approach, contours are extracted from the xml database according to the processors' ranks and the contour sequence numbers in the database. The experimental results show that the CPA has better performance than the LPA.
Contour XML database and parallel partial 3D retrieval

Tree structure of contour XML database
After segmentation and grouping stage, a tree-like structure is formed and represented as an xml image database. The procedure of describing a 3D image stack using the contour xml tree data structure is stated in the following scenario:
• Each segmented object in the image slice corresponds to an object node in the xml file.
• In the xml database, an object node has several elements which define the object features.
• Layer element determines to which layer the object belongs. Objects on the same slice have the equal layer value.
• Link element indicates the centroid of the matched contours on the next adjacent layer.
In the xml database, each object node corresponds to a contour. Contour features are represented by the object elements of Contour_Length, Area, Moment, Layer, Centroid, Link and etc. Contour elements also include the coordinates of pixels on object boundary which determine the contour shape. These elements are used for reconstructing the solid contour object and for partial 2D image analysis. They are calculated once and can be easily extracted and repeatedly used. We can define more features of contours by defining more elements in the database. The database is easily maintainable and lends itself for parallel programming. The element Link and Layer determine the overall topology of the xml image database. Figure 4 shows the structure of a neuron image stack. In this structure, contours are defined by their centroid and depth in the tree. Matched contours are linked on adjacent layers. Figure 5 shows the reconstructed 3D neuron from the xml image database. 
3D component retrieval and parallel implementation
In biological research, instead of requiring the whole 3D model, researchers may be interested in the local 3D structure of the specimens. For example, in Figure 3 , we know the two highlighted contours belong to the same neuron branch. It may be useful for certain applications to retrieve the 3D branch in which the 2D contours reside. Since we use contours as basic units to represent the 3D volumetric data, the corresponding 3D object can be divided into several components, each of which is made of a group of connected contours. Given an arbitrary pixel on a 2D image, we can easily identify its corresponding contour. By applying a contour depth-first search, we can again easily find the 3D subcomponent in which the contour resides.
3D image retrieval could be the bottleneck of computing performance when large amounts of queries involve 3D image analysis. The contour data structure is convenient for parallelising image component retrieval. Since in the xml database, each contour has a Link element indicating the matched contour on its neighbouring slice, and a Layer element indicating its slice level, given a retrieval task, a processor thus can traverse the contour tree efficiently through the Centroid and Link elements of the object to form the 3D component. The following is the Partial Retrieval Parallel Algorithm (PRPA) using MPI.
• the root processor sends messages to the non-root processors for retrieval tasks
• each processor fulfils its retrieval tasks and creates a sub-database for each retrieval task
• the non-root processors send acknowledgement messages to the root processor
• the root processor updates the database after receiving acknowledgement messages from the other processors.
Since the retrieval result is a sub-component of the whole xml database, the processors can save the retrieval result in a small xml file. To minimise the message passing between the root and non-root processors, the name of the newly created xml file is automatically determined by the query information. For example, if we want to find the 3D component in which a particular pixel resides, we may use the information of the pixel coordinate and the slice layer as the name of the newly created xml file. In this way, the root processor has the knowledge of where to locate the retrieval results at the time it distributes retrieval tasks. Thus, the retrieval results need not to be passed from the non-root processors to the root processor. Our experimental results show a substantial speed up for this implementation.
Parallel implementation experimental results
To investigate the validity of our assumptions on the contour parallel implementations and to verify the gain in processing speed we used several 3-D image data slices. These datasets are extracted from a large 3-D image data available at Neurobiology and Behaviour Lab at Georgia State University. Our datasets consist of image stacks of crayfish neuron confocal slices. Each slice is a grey-level image with the size of (2048 × 2048). All the experiments are conducted on a 24-processor hypercube-based shared-memory NUMA machine from Silicon Graphics Inc (Origin 2000).
Experimental results of Layer Parallelisation Algorithm (LPA)
We apply LPA on the image stack. In this experiment, the entire image slice is used as the working unit of each job task. Table 1 shows the speedup for contour matching process using multiple processors. This table shows a considerable speedup when the number of processors is less than 8.
But beyond 8, it shows less significant speedup. By studying the original image stacks, we found that contour density varies on different layers. Contour density is high for the slices in the middle of the stack. Images on the top or bottom layers may have very few or no contours at all. Thus, using the entire image slice as the working unit may cause an unbalanced loading. This shortcoming is even more obvious when the number of processors is more than the number of image slices. In this case, some processors will be idle. From Table 1 , we can find that the speedups have little difference when the processor number is larger than 16. This can be explained by studying the xml database, in which only 15 out of the total 20 image slices include image contours. This implies nine processors are idle during the process.
Experimental results of Contour Parallelisation Algorithm (CPA)
We also apply CPA on the same image stack. In this experiment, the object contour is used as the working unit of each job task. Figure 6 compares the corresponding speedups using LPA and CPA implementations. From Figure 6 , we can see the overall performance of CPA is better than LPA. The difference between those two algorithms is more apparent when the number of the processors becomes large. This is because using contour as the basic task element can make sure that the matching tasks are evenly assigned to the individual processors. The difference of number of the matching tasks assigned to any two processors always less than 2. 
Experimental results of Partial Retrieval Parallel Algorithm (PRPA)
To test the PRPA, we apply the algorithm to four sets of 3D component retrieval tasks. For each retrieval task, we randomly pick up a pixel from an image slice. The individual processor to which the task is assigned first locates the contour object which encloses that pixel, and then applies a depth-first search from the contour to locate all the contours which belong to the same 3D component. Figure 7 summarises the speedup of the retrieval tasks with the size of 30, 60, 90 and 120.
The results show the algorithm is scalable up to 24 processors for the large set of 3D component retrieval tasks. We can see that the overall speedup increases as the amount of retrieval task increases. Note that in this program, there are only two short messages passing between the root processor and each non-root processor. The time for the root processor to update database is also very short comparing with a single 3D retrieval task. Thus the loading balance is the key for the overall performance. From Figure 4 we know the number of the enclosing contours of a 3D component is determined by the length of a path in the contour structure tree. The retrieval task for the pixels located on a long path will cost more time than the task for the pixels located on a short path. It may happen that some processors are assigned more pixels which belong to large contour sub-trees while other processors are assigned more pixels which belong to small contour sub-trees. The chance of unbalanced loading is minimised if the set of retrieval tasks is large. Thus, the average speedup will be optimal for a large amount of retrieval task. This is reflected in Figure 7 . The parallel retrieval process with the 120 query size has the best speedup while the speedup for 30 queries is the worst. Image boundaries or contours have proved to be efficient in extracting and handling 3D objects. At this stage, we successfully defined a preliminary model to segment image slices and group the related contours into 3D object components. Contour data structure maps the original image stack into a standard xml image database. Thus loading raw image is not necessary anymore for most of the image processing tasks. Since the individual contour object is represented by its spatial feature elements and the whole image stack topology is determined by Layer, Centroid, and Link elements in the image database, the new image data format makes it convenient to break the heavy image processing computation into small pieces and make the tasks distribution straightforward and even. In CPA, matching tasks are self-obtained by processors. Multiple processors can work on the same image slice simultaneously without interfering with each other because segmented contour is the basic unit in the new data set. To avoid root processor turning to the bottleneck, we reduce the communication cost by minimising the amount of message passing and the size of the messages. Our experimental results indicate that, the contour structure is suitable for parallel implementation for both 2D object contour matching and partial 3D image retrieval. Based on the flexibility of the Xml contour structure, we can expect that the contour matching and partial retrieval algorithms can be adjusted and deployed on a distributed system as well.
This project represents a primary stage of a larger project aimed at performing an automatic object retrieval and quantitative analysis of neuron structure from confocal microscopy imaging database. As the future extension of this work, a larger data set is under construction to have more tests performed to increase the confidence on our scheme and to have a database with a larger collection of biological data that can be retrieved and analysed more efficiently.
