This paper presents an architectural model that implements the Multipath execution model of Prolog programs. Multipath performs a partial breadth-rst traversal of SLDtrees, allowing a more e cient execution than the standard depth-rst traversal. Its advantages can be exploited either in a sequential or parallel implementation. In a sequential execution, Multipath reduces the number of operations by traversing more than one search path in a single control ow. Moreover, in the context of a parallel environment, Multipath exploits path parallelism, a particular case of data parallelism when exploring search trees. We present performance gures of both kinds of systems, sequential and parallel, when using the Multipath execution model and the architecture that it is presented in this work.
Introduction
Logic programming languages, and concretely Prolog as its most representative member, o er powerful features to write symbolic applications. The execution of a Prolog program tries to solve an initial query by applying SLD-resolutions. The SLD-resolution was described by Kowalski (1974) , and it is based on the resolution inference rule introduced by Robinson (1965) . Each SLD-resolution step takes a list of goals and attempts to match one of its goals with the head of any program clause. Uni cation is used to match both predicates. This intrinsic Prolog process allows a powerful pattern matching operation, useful when programming symbolic applications. If uni cation succeeds, a resolvent is computed substituting the selected goal by all the body goals in the clause that has unied. This resolvent becomes the next list of goals to solve. When the list of goals is empty the program has been solved. The application of SLD-resolutions needs the de nition of a selection rule that chooses a goal from the list. In standard Prolog, this rule selects the left-most goal.
The possibility to solve a goal using any program clause generates an SLD-tree or search tree. This is also a powerful programming feature that helps in the writing of non-deterministic applications. Standard Prolog makes use of a depth-rst left-to-right search rule (Lloyd, 1987) . That is, clauses are tried in the textual order and the SLD-tree is traversed in depth-rst order. When a uni cation fails (this corresponds to a search tree leaf), the execution performs the backtracking process, trying to solve again the youngest goal in the search tree with alternative clauses. This point of the search tree is usually called a choice point.
Traditionally, a breadth-rst search has not been considered due to the complexity of its management. Obviously, a pure breadth-rst search is not feasible due to the amount of memory it would need. Nevertheless, a combination of both kinds of search has its advantages. In Tubella and Gonz alez (1993) , we proposed a novel execution model for Prolog, called Multipath Execution Model (MEM), which performs a partial depth-rst search of the SLD-tree.
The main di erence between Multipath and the standard execution model is based on the management of non-deterministic goals. We consider a goal to be non-deterministic when there are more than one clause that may satisfy the goal. This information is computed at compile-time using abstract interpretation techniques. Multipath performs a partial breadth-rst traversal of non-deterministic goals. First, several (may be all) solutions to that goal are computed in breadth-rst order, and then its continuation list is executed. At this point, a single control ow traverses simultaneously more than one path of the search tree. The advantages of this strategy are the following:
(i) The overhead due to the execution of control instructions is considerably reduced.
(ii) The number of uni cations decreases. This happens when the same uni cation occurs in di erent paths of the SLD-tree. The standard model repeats the uni cation operation every time. Multipath may avoid these unnecessary recomputations. (iii) A new type of parallelism, called path parallelism, is exhibited by the model. This type of parallelism arises when the independent operations to be performed on each path being simultaneously traversed are executed in parallel.
In this paper we de ne an architectural model, called Multipath Abstract Machine (MAM), that implements the Multipath Execution Model, and analyze its behaviour in two systems that use it, one sequential and another parallel. In order to measure its e ciency we compare the results with the standard execution of Prolog implemented with the Warren's Abstract Machine (WAM) (A t Kaci, 1991) .
In the literature, there are three related works with Multipath. The DAP Prolog system proposed by Kacsuk and Bale (1988) , and in particular, its set mode operation that extends the standard implementation of Prolog in order to support sets of data and exploit parallelism for managing the di erent elements of a set. There are several important di erences between DAP and Multipath. First, DAP extends the semantics of Prolog with sets whereas Multipath is transparent to the programmer (a standard Prolog program does not require any modi cation to be executed by Multipath). Second, the source of parallelism in DAP is due only to facts while in Multipath the parallelism is obtained by any kind of procedures (facts or rules) that can solve non-deterministic goals. Finally, the implementation of Multipath is simpler since the management of sets is very cumbersome in DAP. There are no performannce gures of the DAP system. Kanada, Kojima and Sugaya (1988) propose program transformations based on vectorization techniques that allow the computation of solutions to non-deterministic goals into vectors of variables, which can be later processed with vector operations. This idea was only tested with the 8-queens benchmark on a S-810 Hitachi vector processor with a claimed speed-up of 8.
The most similar work with Multipath was proposed by Smith (1993) when presenting a data parallel language called Multilog. This language is based on Prolog plus annota-tions of non-deterministic goals, and also enables the computation of solutions to any arbitrary goal into a set of environments. Subsequent goals execute in this set of environments, with uni cation being performed in parallel. The main di erences between the two approaches are related to the management of breadth goals and Prolog variables. Breadth goals in Multipath are determined at compile-time, while in Multilog are indicated by the programmer. Multilog handles variables mainly at execution-time, while Multipath performs a typing process at compile-time that reduces the execution-time overhead. Multilog prototypes have been implemented in a sequential system and in SIMD and MIMD parallel systems. In this paper, we compare our results with the ones obtained by Multilog.
The rest of the paper is organized as follows. Section 2 reviews the main features of the Multipath Execution Model (MEM). Section 3 presents the architectural elements of the Multipath Abstract Machine (MAM) that implement the execution model. Performance analysis of a sequential and a parallel system that makes use of the MAM are presented in section 4. Finally, we summarize the main conclusions of this work.
Multipath Execution Model
A preliminary de nition of the Multipath Execution Model (MEM) was presented in Tubella and Gonz alez (1993) . A more complete description of MEM has been published in Tubella and Gonz alez (1994) . In this section, we review the main properties of this execution model.
Control ow in Multipath along with the most signi cant operations are depicted in gure 1.a. The main feature of Multipath is that it allows a given goal to be executed either in depth-rst or partial breadth-rst order. Both types of search strategies are feasible for any goal. However, one will be more e cient than the other depending on the particular goal. Suitable goals to be searched in partial breadth-rst order are non- deterministic goals. This kind of goals have more than one solution or, in other words, there are more than one clause that may satisfy these goals. The determinism/nondeterminism attribute of each goal in the program is computed at compile-time using abstract interpretation techniques.
The di erences with the standard execution behavior lie in two points of the execution. The rst di erence occurs when invoking a goal during the Multipath operation called f clause selection. Multipath states that a non-deterministic goal should be explored in partial breadth-rst search, meaning that it allows the computation of more than one solution (it may be all solutions) to that goal. However, a non-deterministic goal may also be explored in the standard depth-rst search if there are implementation constraints that prevent the partial breath-rst order.
The second di erence occurs when a solution to a goal that is searched in a partial breadth-order is found. In the rest of the paper, we will refer to these goals as breadth goals. This situation is detected in the condition called breadth goal solved?. At this point, unlike the standard execution model which continues executing the continuation list of the goal (the remaining goals to satisfy in order to solve the program), Multipath tries to compute another solution to a breadth goal. This operation is called backward ( gure 1.b).
When a solution to a breadth goal is found, it is not always possible to try to compute more solutions to that goal because of implementation constraints (mainly due to the available memory space). In MEM, this condition is checked in breadth exploration?. When the traversal of another search tree alternative is not allowed, all solutions found so far are collected, and the execution proceeds with the continuation list of that goal. This operation is called join of paths ( gure 1.c).
The advantages of Multipath can be explained now. Note that once the rst join of paths is performed, there are more than one SLD-path that are simultaneously traversed with a single control ow. In a sequential execution, all control instructions to be executed in the continuation list are executed only once. Moreover, the Binding Environment (BE) in Multipath is splitted into two parts. One corresponds to the variables that have a unique binding shared by all the paths that are simultaneously traversed. The rest of the variables (with a di erent binding for each path) are grouped into another set of environments. This is advantageous because all operations involving variables with a shared binding will be also executed only once.
Operations involving the rest of the variables must be performed for every path. This is also another Multipath advantage in a parallel environment. Operations to be perform in each path are independent due to referential transparency exhibited by Prolog programs, and may be executed in parallel. We call path parallelism (Tubella and Gonz alez, 1995) to this possibility of parallel execution that can be exploited in Multipath. Note that it is a particular case of data parallelism in the context of a search tree traversal.
Multipath Architecture
In this section we present an architectural model to implementthe Multipath Execution Model, which it is called Multipath Abstract Machine (MAM). The MAM is based on the Warren's Abstract Machine (WAM). The WAM has proven to be an e cient approach to implement the declarative language Prolog in a von Neumann-like architecture. A complete description of the WAM can be found in A t Kaci's (1991) tutorial.
The rst characteristic of the MAM is that it is suitable for either a sequential or parallel implementation. In MAM, the execution of a Prolog program is carried out by a set of engines, which may exploit the path parallelism that exhibits the Multipath Execution Model. The tasks executed by the engines can be easily adapted to any generalpurpose sequential system or to a shared or distributed memory multiprocessor system. Another di erence of the MAM with respect to the WAM is the existance of two types of variables: single and multiple. Single variables have a unique binding shared by all the paths that can be simultaneously traversed when executing a program. Multiple variables may have di erent bindings in the paths that are traversed, but only one in each path. The compiler tries to determine the type of each variable. For those variables in which it does not have enough information, their type is determined when the variable is created. Once the variable has been created, its type never changes during the execution.
Prolog programs are compiled into MAM code. The nal implementation of the MAM (hardware or software interpretation, sequential or parallel system) is described in the next section. Apart from generating MAM code, the compiler computes information that is necessary for executing the Multipath model (the type of each variable, the nondeterminism attribute for each goal) or information that helps in reducing the execution time of the program (the most suitable argument to apply the indexing optimization, the uni cation mode). This information is computed by means of an abstract interpretation of the program.
Engines
There are two kinds of engines in the MAM: the Main Engine (ME) and several Unification Engines (UEs). The ME conducts the traversal of the MEM-tree as the execution model states and performs operations involving only single variables, while UEs execute operations on multiple variables. Each UE is responsible for managing the bindings of the multiple variables that are visible in a single path of the MEM-tree, so the number of UEs is the same as the maximum number of paths that are allowed to be explored in breadth order. This number constitutes a parameter of the MAM, which is called NUM UE.
The ME fetches and decodes the MAM instructions and, when nding an instruction that operates with a multiple variable (for creation, accessing or uni cation), it sends a command to the UEs. There are two kinds of commands. Those with no need to be synchronized with its completion (creation of multiple variables, uni cations in WRITE mode or store operations) and those commands in which the ME need to know their results in order to continue (uni cations in READ mode or load operations). In the former commands the ME may proceed with the next MAM instruction, while in the latter comands its behaviour can follow three alternatives: (1) the ME waits until the command has nished in all the UEs; (2) the ME waits until there is at least one UE that succeeds during the uni cation command; or (3) the ME performs speculative computation, meaning that it assumes the command will succeed and continues with the next operation, and checks if this assumption was correct when the command has nished. The architectural model is exible enough to accept any of these alternatives. The behaviour choosen in the implementations that are analyzed in this paper is described in the next section. In any case, the ME can be in two states: RUNNING, when executing MAM instructions, and SUSPENDED, when it is waiting for some event during the execution of a given command.
On the other hand, a UE may be in any of the following ve states: (1) CURRENT, which means that the path related to the UE is being traversed; (2) SOLUTION, meaning that the path corresponds to a solution of a breadth goal that has been computed previously; (3) FAILED, when the corresponding path has failed during a uni cation but has an active choice point, meaning that the UE may be requested to backtrack and explore another path of the MEM-tree; (4) WAITING, which it is a special state to manage the indexing optimization, and it is associated to those UEs being suspended in an index point while the ME traverses another group of paths associated to a di erent term in the indexed argument; or (5) AVAILABLE, which means that the UE may be used to explore in breadth order another MEM-tree path.
Initially, there is one CURRENT UE and the rest (NUM UE-1) are AVAILABLE. Basically, state transitions occur in the following situations. A CURRENT UE switches to SOLUTION when a breadth goal is solved. If a UE fails while unifying, it shifts to FAILED if it has at least one active choice point; otherwise becomes AVAILABLE. Finally, a CURRENT UE shifts to WAITING when performing an indexing operation.
Memory Areas
The memory areas in the MAM are the same as in the WAM with the addition of those areas needed to manage multiple variables and the exploration of breadth goals. Figure 2 shows the memory areas in the MAM along with the registers that are used in their management.
The MAM program is stored in the CODE and STRINGS memories. The HEAP memory is used to store the arguments of structured terms and temporary variables. The STACK memory contains environments (env's), choice points (cp's), and a new data structure called index point (ip), needed to implement the indexing optimization, which stores the di erent terms that the indexed argument contains. The TRAIL memory stores the addresses of single variables that may have to be untrailed during backtracking. The new memory areas that are de ned in the MAM are the following:the SBG memory, that stores data structures called breadth goals (bg's), giving information about each goal that is explored in breadth order; the HEAP UE memory, which stores the bindings related to multiple variables; the CTRL UE memory, which stores data structures, called cp ue, that indicate the existance of active choice points in a given path; and the TRAIL UE memory, which stores the adresses of multiple variables that have been bound in a path and may have to be untrailed when the UE related to this path is forced to explore another path during the backtracking process.
The Multipath Execution Model ensures that some memory areas will be accessed only by a given kind of engines. This enables the possibility of allocating these memory areas locally to the engines of the MAM. Thus, CODE, STRINGS, STACK and TRAIL memories are local to the ME, while the CTRL UE and TRAIL UE are local to each UE. The HEAP memory is accessed by the ME (read and write operations) and the UEs (read operations). The HEAP UE memory may be accessed by all the UEs but not by the ME, as it will be explained in the next subsection.
Binding Environment
The Binding Environment is related to the abstract notation used in the Execution Model to identify the bindings of the set of variables that are visible during the execution. In the following paragraphs, the representation of the Binding Environment in the MAM is described. Furthermore, gure 3 shows its graphical representation.
First of all, we will describe the representation of the Prolog terms in the MAM. The Prolog data types that are supported in the MAM are variables, constants (atoms and integers), lists and structures. The data type of a term is identi ed by means of a tag eld in the cell (memory or register) that stores the term. The integer value of a constant is stored in the same cell. In case of an atom, the value eld points to the base address in the STRINGS memory where the ASCII code of its characters are stored. The arguments of lists and structures are stored in the HEAP memory. The main di erence with respect to the WAM representation is that the tag eld may have two di erent values to identify a variable: tvrs corresponds to single variables, and tvrm indicates a multiple variable.
The visibility of Prolog variables is restricted to the clause where they are de ned. Moreover, Prolog variables are always dynamically created. Based on the use of a variable inside a clause, it can be classi ed into temporary or permanent. Temporary variables are used in the clause head and in the rst body goal or only in one body goal. The rest of the variables are permanent. The former variables can be accessed by registers Xi, while the latter need to be accessed through o sets inside the current environment (env) stored in the STACK memory.
Next, we describe the way in which the bindings of the program variables (temporary or permanent) are stored. The tag of the register that contains a temporary variable may indicate that the variable is simple or multiple (by means of consulting its tag). If the variable is simple, the HEAP stores its binding. If the variable is multiple, the HEAP UE memories store all the bindings of the variable, one for each CURRENT path.
The contents of the cell representing a permanent variable is the binding itself when it has a tag di erent from tvrm. In case of a multiple variable, its bindings are stored in the HEAP UE memories.
Moreover, the binding of a variable may be a ground term (tcon, tlst or tstr), the variable may be bound to another variable or the variable may be free (pointing to the same address). The following properties are always ful lled: variables are always bound to younger variables (with a lower addresss), considering the STACK memory space higher than the HEAP memory; a simple variable may be bound to a multiple variable; a multiple variable cannot be bound to a single variable; and the bindings of multiple variables are stored in the same address in all HEAP UE memories.
During the execution, a dereference operation returns the binding/s of a single/multiple variable. When the ME nds a multiple variable when dereferencing a single variable, it sends a command to the UEs in order to obtain all the bindings.
Binding Environment management in the UEs
We have seen that UEs are responsible for managing the part of the Binding Environment related to multiple variables. An important implementation issue arises when a UE is created, that is, changes from the AVAILABLE state to the CURRENT state, and it must be decided how the new UE obtains the bindings of all the multiple variables created earlier, that are visible to this UE.
A similar situation also occurs in those systems that explore OR-parallelism. There are three basic alternatives (Delgado-Rannauro, 1989 ) to manage it: (1) BE copying; (2) BE sharing, or (3) BE recomputation. The rst two alternatives are the most frequently implemented. BE copying means that the bindings that are visible to the new UE are copied from another UE during its initialization. After this initialization, the new UE accesses only its own HEAP UE memory with constant access time. BE sharing means that the new UE may have to access remote HEAP UE memories, and thus, accessing variables is done in non-constant time, but with the advantange of avoiding the initial copying overhead. The architectural model presented in the MAM is exible enough to allow both alternatives. A particular implementation can choose the most suitable alternative.
Breadth Goals
The main novel feature that exhibits the Multipath Execution Model is the possibility of computing in partial breadth-rst order the solutions to a given goal. At the architectural level, there are two important issues: (1) when a goal is activated, it must be decided if it will be explored in breadth order, and (2) when a solution to a breadth goal is found, it must be decided if it is possible to try to obtain more solutions.
Regarding the rst issue, there are three situations that can lead to the creation of a breadth goal. The rst situation happens when the goal that is activated is nondeterministic. To perform a breadth exploration, there must be a number of AVAILABLE UEs (stored in the register NAUE) greater or equal than the number of CURRENT UEs at this moment (stored in the register NCUE). This ensures the computation of at least two solutions for each path being traversed. If it is decided that a goal is going to be explored in breadth order, a new breadth goal (bg) data structure is created, and allocated into the SBG memory.
The second situation occurs when the goal being activated performs an indexing optimization. In this case, if the indexed argument dereferences to di erent Prolog data types, a breadth goal is created.
The third situation considers the activation of a deterministic goal whose solution may be produced in a di erent procedure clause depending on the particular path that tries to solve the goal (this case is detected at compile-time). In this situation, a breadth goal is also created.
The second architectural issue refers to the point where a solution to a breadth goal is computed. This is detected when executing a PROCEED instruction. This situation means that some paths have succeeded in the resolution of a breadth goal, and it must be decided if there are enough resources to allow the exploration of an alternative branch. At this moment, three possibilities are also considered.
The rst one deals with the case that the youngest alternative in the STACK belongs to an index point. It is always possible to explore that alternative because there is no need to allocate new UEs. The UEs responsible for exploring those paths are suspended in the WAITING state.
The second possibility refers to the case that the youngest alternative belongs to a choice point. Breadth exploration is feasible if we can allocate as many UEs as the number of CURRENT UEs when the corresponding choice point was created. All those UEs that have failed since the creation are reused after untrailing all the bindings performed since the creation of the choice point. In this way, the su cient condition for a breadth exploration is that there are as many AVAILABLE UEs as the number of UEs when creating the choice point minus the number of UEs that have failed. These numbers are stored in the choice point.
The third possibility is considered when the youngest alternative belongs to a choice point and it cannot be explored in breadth order. In this case, if there is any alternative in the STACK belonging to an index point, it is always taken. This behaviour may create holes in the STACK memory because index points may be removed earlier than younger choice points, but it is advantageous in order to compute the maximum number of solutions to goals that have been indexed.
Performance Analysis
The architectural model presented in the last section has been analyzed in two systems (one sequential and another parallel) that implement it. The set of bechmarks that have been analyzed (computing all their solutions) are the following:
Queens10: Finds all ways of placing 10 queens in a chess board without attacking among them (724 solutions). Ham: Finds all the hamiltonian paths on a graph (60 solutions). Triangle: This is the`triangle' program (structure version) in Tick (1991) (133 solutions). Cube: Solves the Instant Insanity puzzle from Tick (1991) (64 solutions) Zebras: A logical constraint problem also from Tick (1991) (4 solutions). Bits-pal: Finds all palindromic lists of 20 binary elements using linear time reverse (1024 solutions). It has been taken from Smith (1993) .
In order to measure the bene ts or drawbacks of the new Multipath Execution Model versus other systems also oriented to the execution of Prolog programs, we have decided to compare it with the standard execution of Prolog using the Warren's Abstract Machine. In this way, a compiler from Prolog to WAM has been developed along with a WAM interpreter written in C.
Sequential execution
The sequential implementation of the Multipath architectural model is based on two stages: the compilation of a Prolog program to MAM code and the software interpretation of MAM programs. The interpreter is written in C, and run on a DEC 3800 system whose CPU is an Alpha 21064 microprocesssor. All gures depicted in this section refer only to this interpretation stage.
In this sequential environment, when the ME sends a command to the UEs, the task to be performed by each UE is executed one after each other. After executing the command in all UEs, the ME is resumed again. The Binding Environment management technique that has been implemented corresponds to BE copying. Figure 4 shows the WAM and Multipath sequential execution times for the most representative cases. In all graphs, the number of UEs (NUM UE architectural parameter) changes from 1 to 1000.
The characteristics of the benchmarks clearly in uence the performance of Multipath versus the standard execution of Prolog. The advantages that we expect in a sequential execution of Multipath are the reduction in the control overhead and in the number of uni cations. As the program is more non-deterministic, Multipath will be able to traverse simultaneously a larger number of paths, and so, the bene ts will be more evident. In order to characterize the benchmarks, we de ne a non-determinism metric as the ratio of the average number of CURRENT engines over the maximum number (NUM UE). This metric depends only on the benchmark, and remains constant when varying NUM UE. So, when increasing this parameter the execution time reduction is greater.
The maximum reduction that can be achieved depends on the amount of control instructions that are executed and the number of single variables that are created in the program. In theory, we could expect an exponential reduction as we increase the number 100 200 300 400 500 600 700 800 900 1000 number of UEs Ham depicts the worst situation. Its non-determinism ratio is 7% but it has a large BE size. In this situation, the copying overhead is very high. However, even in these situations, Multipath has a similar performance compared with the standard execution of Prolog.
Parallel simulation
Apart from the advantages of Multipath in a sequential execution, we measured the bene ts of Multipath due to path parallelism. We have considered a parallel architecture and developed a simulator of that architecture. The input to the simulator is the MAM program obtained by the Prolog compiler (the same used by the sequential execution). In this simulation we have also used the BE copying technique.
The parallel system that has been simulated (Gonz alez and Tubella, 1994) consists of a Main Unit (MU), where the ME is executed, and a number of Unification Units (UUs). Several UEs are mapped onto the same UU. This has proved to be a good strategy because the amount of work to be performed by each UE is rather small. In this way, the granularity of each parallel thread is increased.
The MU and the UUs communicate by means of a shared memory through the use of an interconnection network. The MAM memory areas that are allocated onto this shared memory are: the HEAP and all HEAP UE, CTRL UE and TRAIL UE memories. The shared memory also contains a workpool that is used to publish the commands delivered by the ME. There is also a local memory to the MU which contains those memory areas belonging to the ME, that is, the CODE, STRINGS, STACK, SBG and TRAIL memories. The commands delivered by the ME are treated in the following way. The MU publishes the command in the workpool. If the ME does not need to synchronize with its completion, then the MU continues executing the tasks of the ME, starting the execution of the next MAM instruction. If the command needs synchronization, then the ME waits until all UEs have completely executed the command. While the ME is in SUSPENDED state, the MU tries to help and behaves like a UE. In this way, the MU executes the tasks of those UEs that are allocated to the most loaded UU. The strategy to allocate UEs to a UU when executing a command tries to obtain the maximum locality with respect to the previous commands. Figure 5 shows the speed-up of the parallel execution of Multipath versus its sequential execution time. The number of UUs that have been simulated ranges from 2 to 32.
Notice that the speed-up clearly depends on the non-determinism metric introduced in the previous section. If this metric gets higher, then the speed-up increases. Also, in a parallel execution, increasing the number of UEs implies more potential parallelism to be exploited, in addition to the bene t of reducing the overhead of control instructions and uni cations. This is why increasing the number of UEs is more bene cial than in the sequential execution. In particular, the bits-pal benchmark is an example of the most suitable kind of applications in which Multipath performs better, its speed-up is around 6 with 8 UUs. Queens 10 and ham have a similar non-determinism ratio and their speed-up is around 4. Finally, triangle is the least non-deterministic program and has a speed-up of 3.
To conclude, table 1 summarizes the more signi cant results when analyzing the sequential as well as the parallel execution of all the benchmarks. The tables shows the execution time (in seconds) of the standard WAM execution; the execution time and the optimal number of UEs in the sequential execution of Multipath; gures to compare the speed-up obtained by Multipath and Multilog; the non-determinism metric; the execution Table 1 . Signi cant results for the analyzed benchmarks bits-pal queens10 triangle cube zebras ham time, the optimal number of UEs and the speed-up in the parallel execution of Multipath with 8 UUs, and nally the total speed-up from the standard execution of Prolog to the parallel (8 UUs) execution of Multipath.
Conclusions
In this paper, an architectural model for implementing the Multipath Execution Model (MEM) has been presented. Multipath performs a partial breadth-rst traversal of SLDtrees, allowing more e cient implementations than the standard execution model based on the depth-rst search rule.
We have implemented a sequential system using the architectural model, and obtained speed-ups respect the standard WAM implementation that increase with the non-deterministic behaviour of the programs. In the worst case, Multipath has about the same performance as the WAM; and in the best case, a speed-up of about an order of magnitude is obtained. We have also shown gures proving that Multipath outperforms the only prototype (Multilog) exploiting a similar idea.
We have also measured the performance of Multipath in a parallel system. With 8 processing units, the overall speed-up from the standard WAM to the parallel execution of Multipath ranges from 77.6 to 3.5 for the bechmarks that have been analyzed.
We believe that the results may be still much better by improving several aspects like the implementation of Binding Environment sharing techniques and more sophisticated scheduling strategies when mapping the execution model engines to the processing units.
