Abstract. The Swap-Insert String-to-String Correction distance from a string S to another string L on the alphabet [1..d] is the minimum number of insertions and swaps of pairs of adjacent symbols converting S into L. In 1975, Wagner proved that its computation is NP-hard for unbounded alphabet size d. In 2014, Meister described a polynomial solution for bounded alphabet size, without giving its exact complexity. We describe a simpler algorithm computing this distance in time polynomial in the lengths n of S and m of L, 
Introduction
Given two strings S and L on the alphabet Σ = [ 1..d ] and a list of correction operations on strings, the String-to-String Correction distance is the minimum number of operations required to transform the string S into the string L. Introduced in 1974 by Wagner and Fischer [7] , this concept has many applications, from suggesting corrections for typing mistakes, to decomposing the changes between two consecutive versions into a minimum number of correction steps, for example within a control version system.
Each distinct set of correction operators yields a distinct correction distance on strings. For instance, Wagner and Fischer [7] showed that for the three following operations, the insertion of a symbol at some arbitrary position, the with d, n and m fixed, the above running time is within both O(n+m+n d (m−n)) and O(n + m + n 2 (m − n) d−1 ).
Previous Work
In 1974, motivated by application to correct typing and transmission errors, Wagner and Fischer [7] introduced the String-to-String Correction problem, which is to compute the minimum number of corrections required to change the source string S into the target string L. They considered the following operators:
-the insertion of a symbol at some arbitrary position, -the deletion of a symbol at some arbitrary position, and -the substitution of a symbol at some arbitrary position.
They gave a dynamic program solving this problem in time within O(nm) when S is of length n and L of length m. The worst case among instances of fixed input size n + m is when n = m/2, which yields a complexity within O(n 2 ). In 1975, Wagner [6] and Lowrance and Wagner [8] extended the String-toString Correction problem (calling it the Extended String-to-String Correction problem), where one considers not only insertions, deletions, and substitution of symbols, but also the swap of two contiguous symbols.
The Swap-Insert String-to-String Correction problem is the variant of the Extended String-to-String Correction problem when only insertions and swaps are considered, and it is among the fifteen different variants of the Extended String-to-String Correction problem that arise when considering a given subset of the four correction operators. Most of them can be computed in polynomial time [6, 7, 8] , the only exception being the SwapInsert String-to-String Correction problem, and its symmetric variant where the operators are limited to deletion and swap: Wagner [6] proved the NP-hardness of computing those, by reduction from the Minimum Set Cover problem [3] .
In 2011, Abu-Khzam et al. [1] described an algorithm for the case where the operators are limited to swaps and deletions. Their algorithm decides if the Swap-Deletion String-to-String Correction distance from L to S is smaller than a parameter k, in time within O( 1.6181 k m). This directly yields an algorithm to decide if the Swap-Insert String-to-String Correction distance is smaller than a parameter k within the same complexity, as the Swap-Deletion String-to-String Correction distance from L to S is exactly the Swap-Insert String-to-String Correction distance from S to L. Furthermore, it indirectly yields an algorithm computing both distances in time within O( 1.6181 δ(S,L) m): testing values of k from 0 to infinity in increasing order yields an algorithm computing the distance in time within
Since any correct algorithm must verify the correctness of its output, such algorithm implies the existence of an algorithm with the same running time which outputs a minimum sequence of corrections from S to L.
In 2013, Spreen [5] observed that Wagner's NP-hardness proof [6] was based on unbounded alphabets (i.e. the Swap-Insert String-to-String Correction problem is NP-hard when the size d of the alphabet is part of the input), and suggested that this problem might be tractable for fixed alphabets. He described some polynomial-time algorithms for various special cases when d = 2, and described some more general properties (that we describe further in Section 3.1).
In 2014, Meister [4] extended Spreen's work [5] to an involved algorithm computing the Swap-Insertion String-to-String Correction distance from a string S of length n to another string L of length m on any fixed alphabet size 3.1), and the number of insertions is always equal to m − n. Meister does not explicitly give the time complexity of the algorithm described, he proved that the time complexity is polynomial, being equal to (m + 1)
2d+1 · (n + 1) 2 times some polynomial function on n and m.
Algorithm
For every string X ∈ {S, L}, let X[i] denote the ith symbol of X from left to right for every i ∈ [1..|X|], and X[i..j] denote the substring of X from the ith symbol to the jth symbol for every 1 ≤ i ≤ j ≤ |X|. For every j < i, X[i..j] denotes the empty string. Given any symbol α ∈ Σ, let rank(X, i, α) denote the number of occurrences of the symbol α in the string X[1..i], and select(X, k, α) denote the value j ∈ [1.
.|X|] such that the kth occurrence of α in X is precisely at position j, if j exists. If j does not exist, then select(X, k, α) is null.
Distance Properties
We list the following properties of the optimal transformation from a short string S of length n to a larger string L of length m. These properties will be useful to prove the correctness of the recursive computation of δ(S, L).
The number of insertions is always equal to
plus the minimum number of swaps. 2. The swap operations used in any optimal solution satisfy the following properties [5] : two contiguous equal symbols cannot be swapped; each symbol is always swapped in the same direction in the string; and if some symbol is moved from some position to other one by performing swaps operations, then no symbol equal to it can be inserted afterwards between these two positions.
3. There always exists an optimal transformation in which all swap operations are performed before any insertion [1] . Therefore, we can see an optimal transformation from S to L, consisting of s swaps and m − n insertions, as a mapping f (called transformation mapping) from [1.
.n] to a n-cardinality
by permuting the symbols of S using precisely s swaps. Then, L is obtained by inserting m − n symbols in the string S f .
Idea and variables
The overall algorithm is as follows: We "scan" S and L simultaneously from left to right, correcting S at the same time, and applying the next rules. If the current symbol of S equals the current symbol of L, then we continue with the scan. Otherwise, we decide between two options: insert a symbol in S, or move (by applying many swaps) the first symbol of the part not scanned of S equal to the current symbol of L, to the current position in S; and resume the scan.
To avoid modifying the string S during the scanning process, the algorithm maintains a counter for each symbol α ∈ Σ of how many symbols of S were "swapped" to earlier positions in order to match an already scanned symbol of In the following, we show how to compute DIST (i, j, c) recursively for every i, j, and c. For a given α ∈ Σ, let w α ∈ W be the vector whose all components are equal to zero except the αth component that is equal to 1.
Invariants
The following lemma deals with the basic case where S[i. Let f be the transformation mapping associated with DIST (i, j + 1, c), k = f (i), and f ′ be the transformation mapping associated with DIST (i+1, j +1, c If α = β and c α = 0, then DIST (i, j, c) = min{d ins , d swaps }, where
.n] c . Given that α = β and c α = 0, we have two possibilities for DIST (i, j, c): 
