Abstract. The restricted version of the Hilbert 16th problem for quadratic vector fields requires an upper estimate of the number of limit cycles through a vector parameter that characterizes the vector fields considered and the limit cycles to be counted. In this paper we give an upper estimate of the number of limit cycles of quadratic vector fields "σ-distant from centers and κ-distant from singular quadratic vector fields" provided that the limit cycles are "δ-distant from singular points and infinity".
Introduction and statement of the main result
Hilbert 16th problem asks (see [6] ): what may be said about the number and location of limit cycles of a polynomial vector field of degree n in the real plane? The main contributions in this direction were the works ofÉcalle [5] and Ilyashenko [7] who proved that any polynomial vector field has finitely many limit cycles, and also the work of Llibre and Rodríguez [13] who showed that any finite location of limit cycles is realized by a polynomial vector field of a convenient degree. But the complete answer to Hilbert 16th problem is unknown even for n = 2. Even the existence of an uniform upper bound of the number of limit cycles for quadratic vector fields (polynomial vector fields of degree 2) is not yet proved. Limit cycles of a quadratic vector field may surround only one singular point, and it is of type focus (for more details see [14] ). Moreover, quadratic vector fields have at most two foci (see again [14] ). Limit cycles surrounding the same singular point form a nest. Recently Zhang Pingguang [15, 16, 17] proved that only one nest of quadratic vector field may have more than one limit cycle.
The restricted version of the Hilbert 16th problem for quadratic vector fields allows us to introduce a vector parameter that characterizes the vector field and the limit cycles to be counted. The upper bound for the number of limit cycles is expressed through this parameter.
In this paper we give an upper estimate of the number of limit cycles of quadratic vector fields "σ-distant from centers and κ-distant from singular quadratic vector fields" provided that the cycles are "δ-distant from singular points and infinity". The precise sense of assumptions in quotation marks is explained below. The upper estimate mentioned above depends on σ, κ and δ.
1.1. Normalized quadratic vector fields. We consider quadratic vector fields with a focus point 0 and estimate the number of limit cycles that surround this point. The system has the form (1)ż = µz + Az 2 + Bzz + Cz 2 ,
where µ, A, B, C are complex coefficients. Rescaling: z → cz and t → c ′ t, c ∈ C, c ′ ∈ R brings it tȯ
Hence, after an appropriate normalization, we can take in (1): µ = λ 1 + i, max(|A|, |C|) ≤ 1, |B| ≤ 2. Moreover, the normalized tuple (A, B, C) has the form: either A = 1 and |B| ≤ 2, |C| ≤ 1, or B = 2 and |A| ≤ 1, |C| ≤ 1, or C = 1 and |A| ≤ 1, |B| ≤ 2. The reason for distinguishing B will be seen later.
To summarize, the normalized quadratic vector field has the form:
(2)ż = µz + z 2 + Bzz + Cz 2 , |B| ≤ 2, |C| ≤ 1, or (3)ż = µz + Az 2 + 2zz + Cz 2 , |A| ≤ 1, |C| ≤ 1, or (4)ż = µz + Az 2 + Bzz +z 2 , |A| ≤ 1, |B| ≤ 2,
Moreover, we consider that λ 1 ≥ 0. If not, we reverse the time and make a symmetry z →z.
The tuple of parameters (λ 1 , A, B, C) with (A, B, C) normalized as above is denoted by λ and the corresponding vector field (and equation) is denoted by v λ . The space of all these λ's is denoted by Λ. It is homeomorphic to the glued union of three copies of R + × D 2 × D 2 , where R + = [0, ∞) and D 2 = {z ∈ C : |z| ≤ 1}; the gluing maps identify the boundaries of the cells R + × D 2 × D 2 ; we will not need these maps below.
1.2. Center conditions. Center conditions for quadratic vector fields are well known; see the works of Dulac [4] , Kapteyn [11, 12] , Bautin [1] . In the complex form they were found by Zoladek [18] , see the next theorem. We will use the latter form of the center conditions. Theorem 1. A quadratic vector field (1) has a center at zero if and only if the following holds:
Definition 2. A normalized quadratic vector field is called σ-distant from centers provided that
The set of all λ ∈ Λ for which v λ is σ-distant from centers is denoted by Λ(σ).
1.3. δ-tame limit cycles. Now for any δ > 0 we define δ-tame limit cycles of a normalized quadratic vector field. Note that the normalization of a quadratic vector field provides a scale on the phase plane. Thus the following definition makes sense. For any δ ∈ (0, 1) and any λ ∈ Λ denote by B(λ, δ) the disc |z| ≤ δ −1 in C minus all the open δ-neighborhoods of the singular points of v λ , both real and complex, except for the point 0.
Definition 3. A limit cycle of a normalized vector field is called δ-tame provided that it belongs to B(λ, δ).
Singular quadratic vector fields.
A quadratic vector field with a focus at the zero and a line of singular points not passing through zero is called singular. Such a quadratic vector field can be written aṡ
where l(z) is a real polynomial of degree 1 of the form l(z) = az +āz + 1. After normalization, this equation has the form
where µ = λ 1 + i. The s of v s is for a singular quadratic vector field. Any normalized quadratic vector field close to a singular one has the form
here v s is singular, b and c are small. In this expression for v, its coefficient B may be greater in modulus than 1 but smaller than 2 because b is small. Still the normal form of v is (2). That is why B is distinguished in the definition of the normal form. To find decomposition (8) for a vector field v in the form (2), take v s as in (7) and u as in (8) with coefficients:
Let · 2 denote the L 2 norm on a circle. Then
Definition 4. A quadratic vector field is κ-distant from the set of singular quadratic vector fields if ||r −2 u|| 2 > κ in (8).
1.5. Main result.
Theorem 5 (Main Theorem). For any {δ, σ, κ} ⊂ (0, 0.1), the number of δ-tame limit cycles of a normalized quadratic vector field which is σ-distant from centers and κ-distant from singular quadratic vector fields is no greater than
This estimate is irrealistic but this is the only known estimate of this kind.
This paper is the first in a series of papers aimed to estimate the number of δ-tame limit cycles of quadratic vector fields. In a subsequent paper we prove that for κ sufficiently small: κ ≤ κ 0 (δ, σ), the vector field (8) has only one δ-tame limit cycle. A similar result, without a quantitative estimate on the value of κ 0 (δ, σ), is obtained in the preprint [3] .
1.6. Growth-and-Zeros Theorem. Limit cycles correspond to the fixed points of the Poincaré map . For normalized quadratic vector field v λ consider the Poincaré map P λ of a segment of a positive semiaxes R + with the left endpoint 0 into R + ; the right endpoint will be specified later.
The number of the fixed points of this map will be estimated with the use of the theorem named in the title of the subsection; for its proof see [7] , [10] . Theorem 6. Let U ⊂ C be a connected and simply connected domain and K ⊂ U be a path connected compact set. Let D be the internal diameter of K, and gap (K, U ) := ρ(K, ∂U ) ≥ ε, where ρ(K, ∂U ) = min a∈K,b∈∂U |a − b|. Let f : øU → C be a holomorphic function. Then
where
As usual øU denotes the closure of U . The expression B K,U (f ) is called the Bernstein index of f for K, U . The exponential in (9) is called the geometric factor. We will often write:
This theorem will be applied to bound the number of zeros of the displacement function f λ = P λ − id of the Poincaré map P λ of v λ ; these zeros correspond to limit cycles of v λ .
There are the following steps in the application of this theorem: -choice of K and finding the lower estimate for m = max
-choice of U and finding the upper estimate for M = max U |f λ |.
2.
The lower estimate of the maximum of the displacement 2.1. Normalized quadratic vector fields in polar coordinates. To write equation (1) in polar coordinates (r, θ) note that
Hence,
where f λ and g λ are trigonometric polynomials of degree 3:
For the normalized equations, |h λ (θ)| ≤ 4. Hence,
Lemma 7. If a system v λ has at least one δ-tame limit cycle, then (11) and (13) . Hence, the vector field v λ has no limit cycles in B(λ, δ).
2.3.
Complex extension of the Poincaré map near zero. We will complexify nonautonomous equation corresponding to the system (11) making r complex and denoting it by w and keeping θ real. We get:
Recall that ||f λ || ≤ 4 and ||g λ || ≤ 4. When the norm is not specified, it is the C-norm of a function on the circle. For any value of λ 1 , we will find R and ε in such a way that the orbit that starts in a cross-section D ε := {|w| ≤ ε} × {0} keeps inside W := {|w| ≤ R} × S 1 when θ ranges over [0, 2π] . We call this property (*) of (14) . Lemma 8. Equation (14) satisfies property (*) for R = 0.01 and
Proof. The proof is based on the Gronwall inequality that measures the divergence of two solutions of a differential equation. To apply the classical Gronwall inequality to a differential equation with the complex phase space, we simply take the realification of this space. In case when one of the solutions is identically zero, the Gronwall inequality measures the norm of the other solution. For equation (14) this inequality has the folowing form. Let
and |w(0)| ≤ ε. Then the Gronwall inequality claims that
To get an upper bound for L, note that
Now, (17) yields Lemma 8.
2.4.
Description of K λ . Let Γ be the positive x semiaxis. Assume that system v λ has no δ-tame limit cycles around the origin. Then Theorem 1 holds for this system. In what follows, we consider the opposite case. Let a(λ) be the intersection point of the outmost tame limit cycle surrounding the origin with Γ. Let s λ be the segment [0, a(λ)], and ε(λ) be the same as in (15) .
Lemma 9 (First Main Lemma).
For the set
the following lower estimates hold:
Note that these estimates do not depend on κ. The lemma is proved in the next five subsections.
2.5. Proof of Lemma 9 for the case of a strong focus. In this subsection when we say that the normalized quadratic vector field has a strong focus we mean that λ 1 > 0.1.
To prove Lemma 9 in this case, we use the reversed Cauchy inequality for the first derivative: if f is holomorphic in a disc D ε = {|w| < ε} × {0} and continuous on the boundary of this disc, then (23) max
For f = P λ (w) − w, and in the case λ 1 > 0.1, we have:
where the last inequality follows from λ 1 ≤ 4 δ and δ < 0.1. This yields (22) and proves Lemma 9 for λ 1 > 0.1. To prove this lemma for λ 1 ≤ 0.1, we need first to study the case λ 1 = 0 and then to perturb it.
2.6. Seven-jet of the Poincaré map for linear part a center. The Poincaré map for the point zero of the normalized quadratic vector field v λ may be decomposed in a Taylor series
This series converges at least in a neighborhood of the form D 0 = {|w| ≤ r 0 } for a convenient r 0 > 0. Consider the case λ 1 = 0. For such λ, the coefficients a j (λ) become functions only of (A, B, C) not necessarily normalized.
Lemma 10. Let λ 1 = 0. Then for the decomposition (24),
where g 2 , g 3 , g 4 are the polynomials from the center conditions (5), α j , β j , γ j are polynomials in the variables A, B, C, and α 0 , β 0 , γ 0 are constant. Moreover, on the set of λ = (0, A, B, C) with the tuples A, B, C normalized we have:
Expressions for the α's, β's and γ's are given in the appendix.
Lemma 10 has been proved using the algebraic manipulator mathematica and the three normal forms for the quadratic vector fields. The algorithm is sketched in the appendix. Proof. Let f λ = P λ − id. By Lemma 10, for λ 1 = 0, λ = λ ′ , we have:
For vector fields σ-distant from centers, we will prove a lower estimate:
with m j explicitly written for at least one j ∈ {3; 5; 7}. By Lemma 8 the function f λ is holomorphic in the disc |w| ≤ 0.001 := 2ε(λ ′ ). Hence, there exists j ∈ {3, 5, 7} such that
The lower bounds for a j are found in the following way. For α, β ∈ (0, 1) chosen later, the compact set Λ 0 (σ) = Λ(σ) ∩ {λ 1 = 0} is split into three parts Σ 2 , Σ 3 , Σ 4 where
On Σ j , |a 2j−1 (λ)| is estimated from below. By Lemma 10, on Σ 2 , |a 3 | ≥ α 0 ασ. Let B 1 , C 1 , C 2 be the same as in Lemma 10. On Σ 3 we have:
If we choose α so small in comparison with β that
On Σ 4 we have:
As C 2 > C 1 , we have:
If β is so small that . In this case, by Lemma 8, the displacement f λ of the Poincaré map is holomorphic in a disc |w| ≤ ε = 0.0005. We have:
Hence, max
This proves the First Main Lemma in the case considered. We assume that G corresponds to a normalized quadratic vector field which is σ-distant from centers. This implies that F corresponds to a similar field which is at least 0.9σ-distant from centers. Let
where as before W = {|w| ≤ R} × S 1 , R = 0.01. Let ε = e −2πL R; clearly,
Then the solutions w F and w G of the equations dw dz = F and dw dz = G with the same initial condition w(0) : |w(0)| < ε 2 diverge on the segment 0 ≤ θ ≤ 2π no more than
We apply (27) to our F and G. We have:
in W . On the other hand, L ≤ 0.2 by (19). Hence, for any two solutions w F and w G with the initial condition w(0) and |w(0)| ≤ ε(0) = 0.0005, we have
Suppose now that w(0) = w F (0) corresponds to the solution w F for which |w F (2π) − w F (0)| ≥ 0.9 m 0 , and
, and Lemma 9 is proved.
Upper estimate of the displacement of the Poincaré map
In this section we construct a neighborhood U λ of the set K λ where the Poincaré map P λ of equation v λ is well defined. We give a lower estimate of the gap ε between K λ and ∂U λ , and find an upper estimate for f λ = P λ − id. To this end, we find a universal gap between δ-tame limit cycles of quadratic vector fields that are κ-distant from singular quadratic vector fields, and the curveθ = 0.
The universal gap.
A well known elementary property of quadratic vector fields (1) claims that any closed orbit of these fields that surrounds the singular point zero belongs to the domainθ > 0. It is a simple consequence of the fact that any line has at most two contact points with a quadratic vector field. The boundary of this domain is given by the equation r = −1/g λ (θ).
Lemma 12 (Second Main Lemma). No δ-tame limit cycle of a normalized vector field κ-distant from singular quadratic vector fields intersects the curvilinear strip
The proof of this lemma is technical. In the rest of this subsection we make the first step of the proof that makes the existence of the gap obvious. The estimates of the size of the gap are presented in Section 4.
Consider a zero isocline Γ:θ
.
The restriction ofṙ to this isocline equalṡ Indeed H = a n e inθ implies that ReH = 1 2 ( (a n e inθ +ā n e −nθ )), and consequently ||ReH|| Indeed, for equations, κ-distant from singular ones, we have
. We got therefore a uniform lower bound for the L 2 -norm of the restrictioṅ r| Γ . It is now clear that a similar bound would exist for minṙ| Γ∩B(δ,λ) . Indeed, zeros ofṙ| Γ are located at the singular points of v λ , and all the points of B(δ, λ) are at least δ-distant from these points. After minṙ| Γ∩B(λ,δ) is estimated, it is easy to prove that the lower boundary of the curvilinear strip Π β has no contacts with the field v λ . ¿From this it follows that the δ-tame limit cycles can not intersect π β . The detailed proof of Lemma 12 is completed in Section 4.
3.2.
Construction of the larger domain U in the Growth-and-Zeros Theorem. Let
We will choose ε in such a way that any orbit of v λ that starts in U ε × {0}, where
Then, by the Gronwall inequality,
should be the desired one. Indeed, the largest δ-tame limit cycle keeps in D by Lemma 12. Hence, all the orbits that start on S λ × {0}, keep in D by definition of S λ . Then, for ε from (28), the orbits that start in U ε × {0}
would not quit D ′ for θ ∈ [0, 2π]. Moreover, they will be βδ 32 -close to the real orbits starting at S λ . Hence, the Poincaré map for v λ is well defined in U ε , and
By Lemma 8, the orbits that start in D 2ε(λ) stay in D R × S 1 as θ ranges over [0, 2π] . So, the set U λ = U ε ∪ D 2ε(λ) is a neighborhood of K λ in which the Poincaré map of v λ is holomorphic, and (29) max
3.3. The final estimate. We can now estimate the geometric factor in the Growth-and-Zeros Theorem . For this we need to get an upper bound for L, then a lower bound for ε.
To estimate L, we first get a lower estimate for the denominator in the relation (18) for ∂F ∂w . We have:
We substitute this L into (28) and get the expression for ε through δ and β.
Note that the expression of β through δ, σ, κ is given in Lemma 12.
This provides a double exponential estimate for the geometric factor exp 2D ε .
Note that for δ < 0.1 and β < 0.1, increasing the factor 10 5 − 2 in the exponential by one will compensate well the division by the first factor. Finally,
We can now estimate the Bernstein index of f λ . The numerator in (10) is estimated in (29). The denominator is estimated in the First Main Lemma (Lemma 9). We replace it by even smaller value:
Finally, the Bernstein index of f λ is:
We see that this index, whose estimate took the main part of the work, is in a sense negligible in comparison with the geometric factor. Replacing of this index by | log σ| may be well compensated through the increasing by 1 the exponential 10 5 − 1 in (30).
Finally, by the Growth-and-Zeros Theorem we have:
H(2, δ, σ, κ) < | log σ|e
Substituting here the value of β from Lemma 12 (which is not yet proved), we obtain Theorem 5.
Some lower bounds for trigonometric polynomials
In this subsection we complete the proof of Lemma 12.
4.1. Homogeneous polynomials of degree three.
Lemma 14. Consider a real homogeneous trigonometric polynomial H of degree 3, that is, a homogeneous three-form on sin θ, cos θ with real coefficients. Let R α be the set of all real θ that are at least α-distant from the complex rots of H. Then
Proof. The polynomial H has three series of roots counted with multiplicities: θ j + πn, n ∈ Z, j = 1, 2, 3. Hence, for some real A, On the other hand,
The inequality: 2 2.5 /π 3.5 ≥ 1/24 implies the lemma in Case 1.
Case 2. One root θ 1 is real, two others are complex: θ 2,3 = ϕ ± iψ, ψ = 0. Then
For any a ∈ R, |b| ≤ π, the following inequality holds:
By assumption, ψ 2 + (θ − ϕ) 2 ≥ α 2 . Hence, once again we have (31). This proves the lemma in case 2.
4.2.
Lower bounds for the distance to the roots. If two points of the disk r ≤ δ −1 are at least δ-distant in Cartesian coordinates, then they are at least δ 2 -distant in the polar coordinates. If two points, one in the disk r ≤ δ −1 in R 2 , another in C 2 , are at least δ-distant in Cartesian coordinates, δ < 0.1, then they are at least 2 3 δ 2 -distant in complex polar coordinates. Proposition 15. Suppose that the point (θ 0 , r), r ≤ δ −1 and θ 0 ∈ [0, 2π] is at least 2 3 δ 2 -distant from the singular points of the system (11) with complexified r and θ in the metric ds 2 = |dr| 2 + |dθ| 2 , and
Proof. By contraposition, assume that the converse to (33) is true. Then there exists θ 1 , zero of H(v λ ) such that
It may happen that θ 1 is non-real. Take two extra points:
; and let a = (θ 0 , r). Then, by (32),
We now estimate L from above. Recall that g λ = Im h λ , h λ = Ae iϕ + Be −iϕ + Ce −3iϕ , |A| ≤ 1, |B| ≤ 2, |C| ≤ 1. By (32) and assumption r ≤ δ −1 , we have:
Now, by (12)
. Therefore, |a−c| ≤ |a−b|+|b−c| < 2 3 δ 2 , a contradiction.
Proof of Lemma 12.
In order to prove that no limit cycle can cross Π β , let us first check that the lower bound Γ − of Π β is a curve without contacts with the vector field (11) . This lower bound has the form:
Denote by S the minimal slope of the field (11) on Γ − :
On Γ − we have:
The points of B(λ, δ) are at least δ-distant from the singular points of system (11) . By the remark at the beginning of Subsection 4.2, points of Γ − satisfy assumptions of Proposition 15. Hence, for any θ such that (r, θ) ∈ Γ − for some r, we have (33). Now, taking α = δ 4 100 in Lemma 14, we conclude that
By Corollary 13 we get
Denote by πΓ − the projection of Γ − to r = 0 along the r-axis; πΓ − ⊂ {−g −1 λ ≤ δ −1 + β}. We estimate the maximal slope of Γ − . It is equal to
The inequality S > s follows from the definition of β in Lemma 12.
We now prove that no δ-tame limit cycle that surrounds zero can cross Π β . On the contrary, let a cycle γ contain a point q ∈ Π β . As γ surrounds 0, it must enter and quit Π β . The connected component Π q of Π β that contains q is bounded by an arc γ β,q of the curve (34) and by the part of ∂B(λ, δ). As S > s, the cycle can enter Π q through γ β,q (in positive or negative time) but cannot quit Π q through γ β,q . Hence, it quits Π q through ∂B(λ, δ). This contradicts to the assumption that γ is δ-tame and proves Lemma 12.
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The appendix
In this appendix we provide the values of the α's, β's and γ's of Lemma 10.
We shall compute the Poincaré map P λ associated to the differential equation (14) in complex polar coordinates (w, θ). Let P λ : {θ = 0} → {θ = 0} be the Poincaré map defined by the flow of system (14); i.e. P λ is the 2π-time Poincaré map that brings an initial value of any solution r(θ, x) of system (14) with initial condition r(0, x) = x on the half-axis {θ = 0} to the value of the same solution at θ = 2π, whenever defined. We know that the limit cycles surrounding the origin of system (1) correspond to real isolated zeros of the displacement function P λ (x) − x.
The power series expansion for the displacement function P λ (x) − x associated to a quadratic system (1) in a neighborhood of the origin is found in the following classical way. The right hand side of equation (14) may be decomposed in a power series in r with the θ-dependent coefficients:
The modification of the Bautin result in [18] implies that the coefficients of the displacement map (37)
belong to the ideal generated by g j (λ), j = 1, ..., 4, where g j are the same as in Theorem 1. For λ 1 = 0, the coefficients a j (λ) are polynomial. We use the algorithm due to Bautin for computing explicitly P λ (x) in powers of x up to order 7, see also [2] . We do the computations for the case λ 1 = 0; otherwise v 7 (θ, λ), which is necessary for computing v 7 (2π, λ) and consequently P λ (x) in powers of x up to order 7, would need more than thousand pages. For doing these computations we have used the algebraic manipulator mathematica.
We know that the series of (35) converges if w is small enough, and that the solution w(θ) of differential equation (35) with the explicit formulas for the polynomials a j (λ), j = 1, ..., 7. After that we decompose these polynomials in the ideal with generators g j , j = 1, ..., 4.
