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ABSTRACT
We consider the multihop broadcasting problem for n nodes placed uniformly at random in a disk
and investigate the number of hops required to transmit a signal from the central node to all other
nodes under three communication models: Unit-Disk-Graph (UDG), Signal-to-Noise-Ratio (SNR),
and the wave superposition model of multiple input/multiple output (MIMO).
In the MIMO model, informed nodes cooperate to produce a stronger superposed signal. We do
not consider the problem of transmitting a full message nor do we consider interference with other
messages. In each round, the informed senders try to deliver to other nodes the required signal
strength such that the received signal can be distinguished from the noise.
We assume a sufficiently high node density ρ = Ω(log n) in order to launch the broadcasting process.
In the unit-disk graph model, broadcasting takes O(√n/ρ) rounds. In the other models, we use an
Expanding Disk Broadcasting Algorithm, where in a round only triggered nodes within a certain
distance from the initiator node contribute to the broadcasting operation.
This algorithm achieves a broadcast in only O
(
logn
log ρ
)
rounds in the SNR-model. Adapted to the
MIMO model, it broadcasts within O(log log n− log log ρ) rounds. All bounds are asymptotically
tight and hold with high probability, i.e. 1− n−O(1).
1 Introduction
Understanding the limits of multi hop communications and broadcasting is important for the development of new
technologies in the wireless communication sector. In the recent decades, ever more realistic models for communication
have been considered. First, graph models have been used to describe the communication between wireless communica-
tion nodes, resulting in the Radio Broadcast model [1]. However, this model neglects the communication range, which
has led to a geometric graph model, the Unit-Disk Graph (UDG) [2], which we also consider here. It is based on the
observation that there is a path loss of the sender energy with increasing distance between the sender and the receiver.
In order to distinguish the signal from noise, the signal to noise energy ratio (SNR) has to be above certain threshold,
which leads to the disk shaped model for radio coverage.
However, if one carefully models the influence of the noise on the SNR, one sees that interference-free communication
links inside a disk are still possible because of the polynomial nature of the energy path loss. This model is known as
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Figure 1: Four rounds of repeated collaborative broadcast in the UDG, SNR, and MIMO model for 10,000 senders
randomly distributed in a disk with radius 30 and wavelength λ = 0.1
the SINR-model [3]. This, however, is still far from reality, where one sees a superposition of electromagnetic waves,
which can be expressed by the addition of the complex Fourier coefficients. In this model, diversity gain and energy
gain [4] enable higher bandwidth and higher communication range. There is a trade-off between these two features and
certain properties of the number of coordinated senders, receivers and the channel matrix have to be met. However, one
sees that in practice this one-hop communication has already led to better networking solutions.
For our theoretical analysis, we concentrate on an open space model with no interfering communications. We want to
find the theoretical limitations of a collaborative multi-hop broadcast. For this, we are interested in sending a carrier
signal with no further modulated information. This signal is sent by the sender node positioned at the center of a disk in
which all other nodes are randomly distributed. Thus, in the first round the first sender activates some small number
of neighboring nodes. Then, in every subsequent round, all of them try to extend the set of informed nodes as far as
possible, who then join in the next round, until all nodes of the disk are informed (or the process cannot reach any
further nodes).
2 Related Work
Broadcasting algorithms have been widely optimized for speed, throughput, and energy consumption. A lot of
algorithms apply MAC (medium access control) protocols like TDMA (Time Division Multiple Access) [2, 5, 6, 7],
CDMA (Code Division Multiple Access) [8, 9], FDMA (Frequency Division Multiple Access) [9] to increase spatial
reuse. Physical models with high path loss exponent α > 2 are beneficial here and increase the spatial reuse with only
local interference. With spatial reuse, parallel point-to-point communications are possible which either spread the same
broadcast message in the network or pipeline multiple broadcast messages at the same time. The latter can achieve a
constant broadcasting rate for path loss exponent α > 2. Cooperative transmission with MISO (Multiple Input Single
Output) or MIMO (Multiple Input Multiple Output) is applied to increase the transmission range and broadcast speed
by a constant factor (where underlying MAC protocols still work).
Here, we focus on broadcast speed and allow as many as possible nodes cooperate in transmitting the same broadcast
message with MIMO. The obvious trade-off here is broadcast speed against broadcast rate, since pipelining and spatial
reuse are limited.
Broadcasting has been first considered for a graph based model, where interference prevents communication and a
choice has to be made which link should be used for propagation. Since we do not consider interference and allow the
usage of all links, a simple flooding algorithm achieves the optimal bound of the diameter of the network. So, these
works (see [1] for a survey) do not apply here. However, even if interference is considered there is only a constant factor
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slow down in the Unit-Disk-Graph model [5]. Note that Unit-Disk-Graphs are connected, when the node density of the
randomly placed nodes is large enough [10].
Launched by the seminal paper of [11], the SNR (Signal to Noise Ratio) model has gained a lot of interest. Here,
signals can be received if the energy of the sending nodes is a constant factor larger than the sum of noise energy and
interference. This model leads to a smooth receiver area with near convexity properties [12].
If the energy of each sender is constrained, Lebhar et al. [7] show that the SNR-model does not give much improvement
compared to the UDG-model. So, they incorporate the unit disk model into the SINR (Signal to Interference and
Noise) model. The focus of their work is finding TDMA scheduling schemes to enhance the network capacity while
the path-loss exponent in the SINR model is chosen with α > 2 such that interferences have only local effects for
unsynchronized transmitters. In this context, the SNR model is used for each sender separately. So, the problem of
broadcast mainly reduces to range assignment and scheduling problem, for which the number of rounds approaches the
diameter [6].
For the superposition model the problem of point-to-point communication has been considered mostly for beam-forming
for senders (MISO/MIMO) or receivers (SIMO/MIMO). For MIMO (Multiple Input Multiple Output), most of the
research is concerned with the energy gain and diversity gain, as well as the trade-off. For an excellent survey we refer
to [4]. Besides the approach, where sender antennas and receiver antennas are connected to one device and only a one
hop communication is considered, a lot of work is dedicated to collaboration of independent senders and receivers, for
which we now discuss some noteworthy contributions.
A transmission with cooperative beamforming requires phase synchronization of the collaborating transmitters to
produce a beam and sharing the data to transmit. Dong et al. [13] present for this a two phase scheme: in phase one, the
message is spread among nodes in a disk in the plane around the node holding the original message. The open-loop
and closed-loop approach can be used to synchronize nodes to the destination or a known node position and time
synchronization. In phase two, the synchronized nodes jointly transmit the message towards the destination.
In [14] a three phase scheme is presented. In order to save energy for a Wireless Sensor Network, in the first phase, a
sensor sends its message via SIMO to a group of nearby nodes. In the second phase the nodes use MIMO beamforming
to another group of nodes nearby of the receiver and in the final phase the last group of nodes sends the message via
MISO to the recipient.
For the MIMO model in [15] and [16] the authors give a recursive construction, which provides a capacity of n for n
senders using MIMO communication using its diversity gain. Yet, in [17], an upper bound of
√
n for such a diversity
gain has been proved. These seemingly contradicting statements have been addressed in [18], where they address
the question whether distributed MIMO provides significant capacity gain over traditional multi-hop in large ad hoc
networks with n source-destination pairs randomly distributed over an area A. It turns out that the capacity depends on
the ratio
√
A/λ, which describes the spatial degree of freedom. If it is larger than n it allows n degrees of freedom [16],
if it is less than
√
n the bound of [17] holds. For all regimes optimal constructions are provided in these papers. While
in [16] path loss exponents α ∈ (2, 3] are considered, for α > 3 the regularity of the node placement must be taken into
account [15].
While this research is largely concerned with the diversity gain, we study the physical limitations of the energy gain in
MIMO. In [19, 20], a method is presented to amplify the signal by using spatially distributed nodes. They explore the
trade-off between energy efficiency and spectral efficiency with respect to network size. In [21], a distributed algorithm
is presented in which rectangular collaborative clusters of increasing size are used to produce stronger signal beams.
Janson et al. [22] analyze the asymptotic behavior of the rounds for a unicast in great detail and prove an upper and
lower bound of Θ(log log n) rounds. If the nodes are placed on the line it takes an exponential number of rounds [23].
The generalization of these observations for different path loss models can be found in [24]. In [25] it is shown that the
sum of all cooperating sender power can be reduced to the order of one sender, while maintaining a logarithmic number
of rounds to send a message over an n hop distance.
A practical approach already uses this technology. Glossy [8] is a network architecture for time synchronization
and broadcast including a network protocol for flooding, integration in network protocols of the application, and
implementation in real-world sensor nodes. If multiple nodes transmit the same packet in a local area, the same
symbol of the different transmitters will overlap at a receiver without inter-symbol interference if the synchronization
is sufficient. The superposed signals of the same message have random phase shifts and in the expectation add up
constructively. Faraway, out of sync, transmitters produce noise-like interference the influence of which is alleviated at
the receiver via pseudo-noise codes. While a high node density increases interference in common network protocols, a
higher density is beneficial here and increases the transmission range and reduces the number of broadcasting rounds.
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Glossy is the underlying technology for the so-called Low-Power Wireless Bus [26], where this multi-hop broadcast
allows to flood the network with a broadcasting message. The energy efficiency was further improved in Zippy [27],
which is an on-demand flooding technique providing robust wake-up in the network. Unlike Glossy, Zippy uses an
asynchronous wake-up flooding. In [28] the problem of Rayleigh fading for synchronized identical signals is addressed
by producing a low frequency wake-up signal, which results from the beat frequency of closely chosen frequencies.
This allows the usage of a passive receiver technology.
Sirkeci-Mergen et al. [9] propose a multistage cooperative broadcast algorithm similar to our work. Their nodes are
also uniformly distributed in a disk. A continuum approximation is used to approximate the behavior of the disk with
high node density. A minimum SNR threshold is assumed for successful reception of the message. Their algorithm
works in stages, in the first stage, the node at the center of the disk transmits the message. All nodes which receive
this message are considered as level one. In the next stage, level one nodes re-transmit the message, in this way set of
informed nodes keeps growing in radially outward direction. Nodes belonging to same levels form concentric rings.
Source node emits single block of data.
A similar problem and a similar algorithm has been considered in [29]. Sirkeci-Mergen et al. consider source node
transmitting a continuous message signal. Initially source node which is at the center of the disk, transmits the message
signal. In the next round, level one nodes, i.e. the set of nodes that received the message in the previous round, transmit
the message signal which is received by next level and the source node does not transmit message. In the following
round, the source transmits the next message block. In this way, levels send and receive the message block in alternate
rounds. In our work, we consider that in each round, all informed nodes send a single message cooperatively and we
prove bounds on the number of rounds needed.
Jeon et al. [30] also consider a system model similar to our work. They use two phase opportunistic broadcasting to
achieve linear increase in propagation distance. In phase one, nodes inside a disk of specific radius broadcast message
with different random phases while in phase two, a node broadcasts the message to its neighboring nodes. These phases
are performed repeatedly to broadcast the message. Improving on this work we obtain better bounds by coordinating
the phase of the nodes, while we consider only the path loss factor of α = 2.
To our knowledge, no research so far has evaluated the asymptotic number of rounds to cover the disk using cooperative
broadcast using MIMO, which is the main focus of this work. While [8, 26, 28, 27] use only simulation and [30, 29, 9]
prove all their statements only for the expectation in the continuum limit, i.e. when the number of nodes approaches
infinity. Our results are to our knowledge the first asymptotic results in MIMO that hold for a finite number of nodes n
with high probability, i.e. 1− n−O(1).
Notations The L2-norm is denoted by ||p||2 =
√
x2 + y2 for p = (x, y) ∈ R2. For representation of signal waves
we use complex numbers C where the imaginary number is i =
√−1. For z = a + bi the complex conjugate is
z∗ = a− bi, the absolute value |z| = √z · z∗ = √a2 + b2 and the real part is <(z) = a = z+z∗2 , the imaginary part
is =(z) = b = z−z∗2 . The exponent for the base of the Euler number e gives ea+bi = ea(cos b + i sin b). Note that
z = |z| · ei arg(z), where arg(z) ∈ [0, 2pi).
3 The Models
We assume n nodes v1, . . . , vn ∈ R2 uniformly distributed in a disk of radius R centered at origin, where the additional
node v0 resides. The density is denoted by ρ = n/(piR2). Each node knows the disk radius R, its location and all nodes
are perfectly synchronized, see Fig. 2.
We say that a node is triggered or informed, when it has received a signal carrying no further information. The objective
is to send the broadcast signal from the center node v0 to all other nodes where in each round the set of sending nodes is
increased by the triggered nodes of the last round.
We concentrate on broadcasting a pure sinusoidal signal and leave the problem of broadcasting a complete message to
subsequent work. The sinusoidal signal has wavelength λ and we normalize the speed of light as c = 1 by choosing
proper units for time and space. In our theoretical framework we assume that every node knows its exact position in the
plane, is synchronized (well enough in order to emit phase-coordinated signals) and is able to precisely emit the signal
at a given point in time with a certain phase shift and a fixed amplitude.
We consider three communication models in our analysis: Unit-Disk-Graph (UDG), the Signal-to-Noise Ratio (SNR),
and MISO/MIMO (Multiple Input—Single/Multiple Output) for coordinated senders. The difference between MIMO
and MISO is whether we consider a single receiver or multiple receivers. Since, MIMO is the more general term we
prefer this term throughout this paper.
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Figure 2: Randomly positioned nodes in a disk of radius R with v1 in the center. The first two phases of the considered
collaborative Broadcast algorithms
3.1 The MIMOModel
The coordination of nodes refers here to synchronized signals allowing a radiation pattern containing strong beams, i.e.
a beamforming gain. Many physical properties are covered in the Multiple Input/Multiple Output (MIMO) model
based on superposition of waves. Every node can serve either as sender or as receiver. A node can demodulate a
received signal rx(t) ∈ C if the square of the length of the Fourier coefficient over an interval of δ  λ is larger than
β, i.e.
z =
1
δ
t0+δ∫
t=t0
rx(t) e−i2pit/λdt ,
|z|2/N0 ≥ β . (1)
with imaginary number i =
√−1 and t denoting time. In this notation we normalize the energy with respect to the
time period and assume δ, N0 and β are constant. The bound (1) demands that the signal-to-noise energy ratio is large
enough to allow a successful signal reception, i.e. SNR ≥ β for signal power |z|2 and additive white noise with power
N0 over time δ.
Each sending node j ∈ {1, . . . , n} can start sending at a designated time t1 and stops at t2, described by the function
sj(t) =
{
a · ei2pi(t−t1)/λ , t ∈ [t1, t2] ,
0 , otherwise ,
where a ∈ C may encode some signal information, e.g. via Quadrature Amplitude Modulation (QAM). Since we are
only interested in transmitting a single signal we choose a = 1 or a = eiϕ, when we use a phase shift ϕ. The total
signal received at a node q ∈ R2 is modeled by
rx(t) =
n∑
j=1
sj(t− ||q − vj ||2)
||q − vj ||2 ,
which models the free space transmission model with a path loss factor of two for the logarithm of sender and receiver
energy ratio. We are aware, that this equation describes only the far-field behavior, which starts at some constant
numbers cf > 1 of wavelengths, i.e. ||q − vi||2 ≥ cfλ (Antennas have unit size and are neglected in this equation).
Hence, every time ||r − vi|| < cfλ, we will replace the denominator ||q − vi||2 by cfλ in this expression. We assume
that cfλ ≤ 1 and therefore λ < 1.
3.2 Unit Disk Graph Model
For nodes v1, . . . , vn, the geometric Unit Disk Graph is defined by the set of edges (vi, vj) where nodes have distance
||vi, vj ||2 ≤ 1. In each round a message or signal can be sent from a node to an adjacent node. So, collaborative sending
is simply ignored. Yet, we also ignore the negative effect of interference. In this model messages can be sent along edge
in parallel, independently from what happens somewhere else.
The following Lemma shows the strong relationship between the single sender MIMO model and the UDG model.
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Lemma 1. If only one sender u sends a signal in the MIMO model with amplitude a ∈ R+, then a node v in distance d
receives it if and only if d ≤ a√
βN0
.
Proof. In the MIMO model the sender produces the signal sj(t) = a ei2pit/λ+iφ for t ∈ [0, T ] for some sending time T
and phase shift φ and otherwise sj(t) = 0. For distance d the received signal is
rx(t) =
sj(t− d)
d
=
a ei2pi(t−d)/λ+iφ
d
,
if t ∈ [d, T + d] and otherwise rx(t) = 0. Therefore for δ = T :
z =
1
T
d+T∫
t=d
rx(t) e−i2pit/λdt
=
1
T
d+T∫
t=d
a ei2pi(t−d)/λ+iφ
d
e−i2pit/λ
=
1
T
d+T∫
t=d
a e−i2pid/λ+iφ
d
dt
=
a
d
e−i2pid/λ+iφ
Now |z| = a/d and therefore if |z|2 = a2d2 ≥ βN0 then u can receive the signal.
This Lemma implies that if a2 = βN0, then the MIMO model is equivalent to the Unit-Disk Graph (UDG) model
with sending radius 1, if only one sender is active. In order to fairly compare these two models, we fix a = 1 and set
βN0 = 1.
3.3 The Signal-to-Noise-Ratio Model
The Signal-to-Noise-Ratio (SNR) model adds the received signal energy of all senders, i.e. a signal is received at q in
the SNR model, if for sender energy Sj := a2j , where aj denotes the amplitude of sender vj the sum of the received
signal energy is large enough:
RS :=
n∑
j=1
Sj
(||q − vj ||2)2 , where
RS
N0
≥ β .
If we assume that the senders’ starting time is not coordinated but independently chosen at random, then the following
Lemma shows that the MIMO model in the expectation is equivalent to the SNR model.
Lemma 2. At the receiver q the expected signal energy S of senders v1, . . . , vn with random phase shift φi and
amplitude ai in the MIMO model is
E [S] = RS =
n∑
j=1
a2j
(||q − vj ||2)2 .
Proof. We assume that at the receiver q senders have started sending such that the sending time intervals [tj , t′j ] of
sender vj covers the time interval [T, T + δ] at q, i.e. tj + ||q − vj ||2 ≤ t and t′j ||q − vj ||2 ≤ t + δ. Each sender
sends the signal sj(t) = aj ei2pit/λ+iφj in interval [tj , t′j ] with random phase shift φj . The received signal at q during
t ∈ [T, T + δ] is by definition:
rx(t) =
n∑
j=1
sj(t− ||q − vj ||2)
||q − vj ||2
=
n∑
j=1
aj
||q − vj ||2 e
i2pi(t−||q−vj ||2)/λ+iφj .
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So, the received signal z is:
z =
1
δ
t0+δ∫
t=t0
rx(t) e−i2pit/λdt
=
1
δ
t0+δ∫
t=t0
n∑
j=1
aj
||q − vj ||2 e
i2pi(t−||q−vj ||2)/λ+iφj e−i2pit/λdt
=
1
δ
t0+δ∫
t=t0
n∑
j=1
aj
||q − vj ||2 e
−i2pi||q−vj ||2/λ+iφjdt
=
n∑
j=1
aj
||q − vj ||2 e
−i2pi||q−vj ||2/λ+iφj
=
n∑
j=1
bj e
iσj ,
where we substitute bj =
aj
||q−vj ||2 and σj = −2pi||q−vj ||2/λ+φj mod 2pi. Note that σ1, . . . , σn are again independent
random variables and uniform distributed over [0, 2pi]. Now, we observe.
E

∣∣∣∣∣∣
n∑
j=1
bje
iσj
∣∣∣∣∣∣
2
 = E
 n∑
j=1
bje
iσj
 ·
 n∑
j=1
bke
−iσj

= E
 ∑
j,k∈{1,...,n}
bjbk e
i(σj−σk)

=
∑
j,k∈{1,...,n}
bjbk E
[
ei(σj−σk)
]
=
∑
j∈{1,...,n}
b2j E
[
ei(σj−σj)
]
+
∑
j,k∈{1,...,n},j 6=k
bjbk E
[
eiσj
]
E
[
e−iσk
]
=
∑
j,k∈{1,...,n}
b2j ,
where we use that σj and σk are independent and that E
[
eiσj
]
= 0 because σj is uniform over [0, 2pi]. Therefore
E
[|z|2] = ∑nj=1 a2j(||q−vj ||2)2 .
This proof can also be found in [31]. Unlike in the coordinated MIMO model, in the SNR model signals are sent with
random phasing which induces a more regular radiation pattern.
Under the assumption that E
[|z|2] /N0 ≥ β induces a successful reception, aj = 1 and βN0 = 1 we derive the
Signal-to-Noise Ratio (SNR) model, where the energy of the uncorrelated received signals add up. Again, this model
reduces to the UDG model if only one node is sending.
4 UDG Coverage
Let ρ = npiR2 denote the density of nodes. The probability that n− 1 nodes are not in a given area of size pi/8 is(
1− pi/8
piR2
)n−1
=
(
1− ρpi
8n
)n−1
≤ exp
(
−
(
1− 1
n
)
ρpi
8
)
,
which is less than 1/nc for ρ ≥ 8pi c ln(n+ 1) for any c > 1 and n ≥ 2. Now, consider six equally sized sectors of a
unit disk around a node; there is at least a node with probability 1− n−c+1.
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Figure 3: For a disk with radius 1 and area pi and node density ρ = Ω(log n), each of the sectors S1, . . . , S6 around a
disk with area pi/8 and sender vj in the center are not empty with high probability
From this, it follows that UDG is connected (see [10] for a better bound) and that the diameter of the UDG is at most
8R = O
(√
n/ρ
)
.
Lemma 3. For ρ > 1 in the UDG model, broadcasting needs Ω(
√
n/ρ) rounds to inform all nodes with high
probability.
Proof. The probability that none of the n− 1 non centered nodes are at a distance larger than R− 1 from the center is
for R > 1: (
1− 2R− 1
R2
)n−1
≤ e−n−1R = e−Θ(√nρ).
Hence, with high probability some nodes are in this outer rim, which can be reached only after at least R−2 = Ω(√nρ)
rounds.
For large enough density ρ = Ω(log n) this bound is tight. The probability that n− 1 nodes are not in a given area of
size pi/8 is less than 1/nc for ρ ≥ 8pi c ln(n+ 1) for any c > 1 and n ≥ 2.
Theorem 1. For ρ = Ω(log n) in the UDG model, broadcasting needs Θ(
√
n/ρ) rounds to inform all nodes with high
probability.
Proof. Consider two nodes vj and vk with distance d ≤ R. We have seen that each subregion around a node depicted in
Fig 4 contains at least a node with high probability. Now, we route starting from vj along the line L connecting vj and
vk by choosing a node from a sector which is closer to rk in a sector which in a corridor of width 2 around L. We pick
a node from this sector and observe that the messages advances by a distance of at least 14 in the direction towards vk.
Hence, it takes at most 4R hops, where R2 = npiρ .
5 A Lower Bound for SNR Collaborative Broadcasting
The expected number of nodes n(r) in a disk of radius r around the origin is sharply concentrated around the expectation
ρpir2, if it is at least logarithmic in n, which follows from an application of Chernoff bounds.
Lemma 4. For n randomly distributed nodes in a disk of radius R and a given smaller disk of radius r within this disk,
let n(r) denote the number of nodes there within. Then we observe:
E [n(r)] = piρr2 , (2)
Prob [n(r) ≥ (1 + c)E [n(r)]] ≤ e− 13 min{c,c2}piρr2 . (3)
Prob
[
n(r) ≤ 12E [n(r)]
] ≤ e− 18piρr2 . (4)
Proof. We can reformulate n(r) as the sum of the independent Bernoulli variables Xi, which denote Xi = 1 when
node i falls into the smaller disk of radius r, and otherwise Xi = 0. We have Prob [Xi = 1] = pir
2
piR2 =
r2
R2 and thus the
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<latexit sha1_base64="cUy/9P pLgcZ740i25ttkQ2aaXT4=">AAACuHicjVHLTsJQED3UF+ALdemGSEx ckaImGlckPuLGBKOACRK8rdd6pbRNW0iU8Alu9bfc+i8uPL0giZKo07 Qz98yZ07kzVuCqKDbN95QxNT0zO5fOZOcXFpeWcyurtcjvhras2r7rh 1eWiKSrPFmNVezKqyCUomO5sm61D5N8vSfDSPneZfwYyGZHOJ66U7aIC V30Wg+tXMEsmtryk0FpFBTKOWir+Lk3XOMWPmx00YGEh5ixC4GITwMl mAiINdEnFjJSOi8xQJa1XbIkGYJom1+Hpz5jnxyf/AEy2EQeJ7raIj/ 5g2Qc0X/wfdKY84uaYGdJN4/01ljxjHiMezL+quyMmANW/a+yQTTGHf b1vRX7CzSSzMce6xwxExJr60wex5rpUMPS5x4n4NFX2UEy0S+FvL7xL b3QXmoVb6QoqBfSJ5NmP1xp6ecCJ4PadrG0U9w+3y2U94e7RRrr2MAW N7iHMk5RYR82u3vGC16NA+PGcAw1pBqpUc0avpkRfgJecouQ</latex it>
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<latexit sha1_base64="T9xdR3u0/6dWtaWgS22iXDevxlM=">AAACuHic jVHLSsNQED3GV31XXbopFsFVSVSwuCr4wI1Q0dZCLfUmXuOlaRKStFBLP8Gt/pZb/8WFJ9coaEGdkMzcM2dO5s7YoafixDRfJ4zJqemZ2dzc/MLi0vJKfn WtHge9yJE1J/CCqGGLWHrKl7VEJZ5shJEUXduTV3bnMM1f9WUUq8C/TAahbHWF66s75YiE0EW/3Wnni2bJ1FYYD6wsKFby0FYN8i+4xi0COOihCwkfCWMPA jGfJiyYCIm1MCQWMVI6LzHCPGt7ZEkyBNEOvy5PQ8YBOQH5I8xhCwWc6Gqb/PQPknFM/8b3QWPuL2qCnaXdDOjtL8Uz4gnuyfirspsxR6z6X2WTaII7lPW 9FfsLNZLOx/nSOWImItbRmQKONdOlhq3PfU7Ap6+xg3SinwoFfeNbeqG91Cp+piioF9Gnk2Y/XKn1c4HjQX2nZO2Wds73ipXyx26RwwY2sc0N7qOCU1TZh 8PuHvGEZ+PAuDFcQ31QjYmsZh3fzIjeAWDEi5E=</latexit>
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<latexit sha1_base64="z4ARDShzLquRc2HmkKT9OE3SRLU=">AAACwXicjVFNS8NAEH3G7/pV9eglWARPJdGCPRaq4kVQ sCpYkU3cxqVpEjdpoZb+Da/6k7z6Xzz4staCCuqEZGbfvHmZnfGSUKWZ47xOWJNT0zOzc/OFhcWl5ZXi6tp5Gne1Lxt+HMb60hOpDFUkG5nKQnmZaCk6XigvvHY9z1/0pE5VHJ1l/URed0QQqZbyRUao2Qzkvd1saeG7lZtiySk7xuyfgTsKSrUijJ3ExRc0 cYsYPrroQCJCxjiEQMrnCi4cJMSuMSCmGSmTlxiiwNouWZIMQbTNb8DTgHFMTkz+EPPYgo1DU+2Rn/9BMk7p3/g+GCz4RU2ws7ybPr03VjwmnuGOjL8qOyPmkFX/q7wimqGFqrm3Yn+JQfL5+GOdfWY0sbbJ2DgwzIAanjn3OIGIvsEO8ol+Ktjmxrf0wnhp VKKRoqCeps8nzX64Uvf7An8G5ztld7e8c1op1aofu8UcNrCJbW5wDzUc4YR9+LzHI57wbNUtZSWW/qBaE6OadXwxa/AOYCKOwQ==</latexit>
Figure 4: Routing from vj to vk using the unit-disk graph and non-empty sectors.
expectation of n(r) is the following.
E [n(r)] = E
[
n∑
i=1
Xi
]
= n
r2
R2
=
piρnr2
n
= piρr2 ,
using ρ = npiR2 . The other inequalities follow by applying Chernoff bounds to n(r).
Theorem 2. In the SNR-model for piρ ≥ 1 and ρ = o(n) at least Ω
(
logn
max{1,log ρ}
)
rounds are necessary to broadcast
the signal to all n nodes with high probability.
Proof. We start with the center node in the middle of the disk and denote by rj the maximum distance of an informed
node from the center of the disk. Let nj denote the number of informed nodes in round j. By definition r0 = 0 and
n0 = 1. Then, in round one we have r1 = 1 by applying the SNR model for one sender.
We consider two cases.
1. Case: piρ ≥ k log n.
Then, the expected number of nodes n1 is piρ by Lemma 4 and for piρ ≥ 1 it is bounded as n1 ≤ 2piρ with
high probability by choosing c = 3k. Consider a receiver in distance d and assume for the lower bound
argument that all nodes n(rj) in radius rj send the signal. Since piρr2j ≥ k log n we have n(rj) ≥ 12piρ2 with
high probability. So, for d ≥ 4√ρr and ρ ≥ 1 we have
d− r ≥ 4√ρr − r ≥ (4√ρ− 1)r ≥ (4√ρ−√ρ)r ≥ 3√ρr >
√
2piρr .
Then, the received energy is at most n(r)(d−r)2 where
n(r)
(d− r)2 <
n(r)
2piρr2
≤ 2piρr
2
2piρr2
≤ 1 ,
with high probability. So, no node farther away than rj+1 = 4
√
ρrj is informed in the SNR model in round j.
By induction only nodes in distance of at most rt =
(
4
√
ρ
)t
can be informed after t rounds with probability
larger than 1
nO(1) , which only can inform all nodes outside the disk of radius R− 1 = npiρ − 1 if t ≥ Ω
(
logn
log ρ
)
for ρ = o(n).
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2. piρ ≥ 1 and piρ ≤ k log n.
For the proof we have to overcome the difficulty that the number of nodes in the unit disk may be too small
to ensure high probability. We resolve this problem by overestimating the first radius r1 =
√
k
piρ lnn. Then,
the expected number of nodes in this disk is E [n(r1)] = piρr21 = 3k lnn and n(r1) ≥ 2E [n(r1)] with small
probability, i.e. 1/nk.
Like in the first case we assume that in round rj all nodes in this radius send. So, for d ≥ 4√ρr and ρ ≥ 1 the
received energy is less than 1 within a distance of at most ri+1 = 4
√
ρrj .
Now the recursion is
rt = (4
√
ρ)t−1r1 = (4
√
ρ)t−1
√
k
piρ
lnn = 4(4
√
ρ)t−2
√
k
pi
lnn .
After t rounds nodes in distance of at most rt can be informed, which can inform all nodes in the disk of radius
R = npiρ if
4(4
√
ρ)t−2
√
k
pi
lnn ≥ R = n
piρ
,
yielding
t ≥ 2 + log n−
1
2 log log n− 12 log pi − log ρ+ log k + 2
2 + 12 log ρ
= Ω
(
log n
max{1, log ρ}
)
since ρ = o(n) and ρ ≥ 1.
6 A Lower Bound for MIMO Collaborative Broadcasting
If the unit length amplitudes of all senders in a disk of range r are superpositioned, in the best case this results in a
received absolute amplitude proportional to the number of senders divided by the distance.
Lemma 5. Assuming that randomly placed senders are in a disk of radius r, then the maximum distance of a node
which can be activated is at most 4piρr2 with high probability for ρr2 = Ω(log n).
Proof. The expected number of senders in a disk of radius r is piρr2. Using Chernoff bounds and ρr2 = Ω(log n) one
can show that this number does not exceed 2piρr2 with high probability.
Now, in the best case, all waves at a receiver r perfectly add up resulting in a received signal of at most |rx| ≤∑2piρr2
i=1
1
||r−si||2 . We overestimate this signal by replacing the denominator with d − r, where d is the distance of
the receiver from the senders’ disk’s center. Hence, we receive a signal if |rx|2 = (2piρr2)2 ≥ (d − r)2. So, we get
d ≤ r + 2piρr2 ≤ 4piρr2.
This Lemma implies the following lower bound.
Corollary 1. Any broadcast algorithm using MIMO needs at least Ω(log log n − log log ρ) rounds to inform all n
nodes with high probability.
Proof. We use Lemma 5 by overestimating the effect of triggered nodes which are bound to disks with radii rj . We
assume that we start with r0 = log n for ρ ≥ 1. Now, let rj+1 = 4piρr2j denote the largest distance of a node in the
next round.
So rj ≤ (4piρ log n)2j , which reaches R−1 =
√
n/(piρ)−1 at the earliest for some j = Ω(log log n− log log ρ).
This claim also follows from the considerations in [23] and [32] and more extensive in [24] where a lower bound of
Ω(log log n) rounds for the unicast problem has been shown. Here, we adapt this argument to include the density ρ.
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7 Expanding Disk Broadcasting
For the SNR model a simple flooding algorithm works as well as the algorithm we propose. A straight-forward
observation is a monotony property, i.e. every increase in sending amplitude and every additional sending node
increases the coverage area. For the upper bound we use Algorithm 1 which is slower, yet still asymptotically tight
to the lower bound and easier to analyze. We choose rj+1 = 14
√
ρrj , starting with r1 = 1 and prove the following
Lemma.
Lemma 6. If ρ = Ω(log n), then in round j ≥ 1 all nodes in distance rj+1 from the origin have been informed with
high probability.
Proof. Lemma 4 states that the expected number of nodes n(rj) in the disk of radius rj is ρpir2j . Lemma 4 (4) shows
that Prob
[
n(ri) ≤ 12piρr2j
] ≤ e− 18ρpir2j ≤ e− 18ρ, which is a small probability 1/nc for ρ = Ω(log n).
The maximum distance from any node in the disk of radius rj+1 to a node in this disk is at most rj + rj+1 ≤ 2rj+1.
Hence, the received signal has an expected SNR of at least
n(rj)
(2rj+1)2
≥
1
2ρpir
2
j
(2rj+1)2
=
1
2ρpir
2
j
(2 14
√
ρrj)2
= 2pi > β = 1 .
Algorithm Expanding Disk Broadcast
Sender v0 starts sending
j ← 1
while rj < R do
for all v ∈ {v1, . . . , vn} which are informed and where ||v − v0||2 ≤ rj do
Node v starts sending
end
j ← j + 1
end
end
Algorithm 1: Expanding Disk Broadcast
Therefore rj = (ρ/16)(j−1)/2 and for j ≥ 1 + 2 logn−log(piρ)(log ρ)−4 = Θ(log n/ log ρ) we have rj ≥ R and all nodes are
informed.
Corollary 2. In the SNR-model collaborative broadcasting needs O(log n/ log ρ) rounds for ρ > 16, if broadcasting
starts with at least Ω(log n) nodes, or ρ = Ω(log n).
We conjecture that the result of Corollary 2 not only holds for our (line-of-sight, path loss exponent 2) SNR model but
also holds for the model proposed in [15, 33] where the path loss exponent is α ≤ 2. Then, the channel from sender vj
to receiver vk has an contribution of sj(t)hj,k(t) for emitted signal sj(t) and hj,k(t) = ||vk − vj ||−α/22 · ei·θj,k(t) with
random phase shift θj,k(t) at time t. We discuss further conjectures about the influence of the path loss factor in the
Outlook.
The transmission range grows in each round exponentially with factor rj/rj−1 =
√
ρ/16. In order to minimize this
term, we define the radii downwards. Let p = d2 logR/(log ρ/16)e denote the last round and define r′p := R =
√
n
ρpi .
Then, define r′j−1 := r
′
j/
√
ρ/16. Note that r′j ≤ r1 = 1 and therefore r′2 ≤ r2 can be informed in one step.
So, the overall time T is mostly determined by the speed of light:
T ≤
p∑
j=1
r′j ≤ R
1 + p−1∑
j=1
1
(log ρ/16)j/2
 = R(1 +O( 1√
log ρ
))
.
Since we assume that ρ = Ω(log n) we have in this setting the following corollary.
Corollary 3. The speed of the SNR Broadcast approaches the speed of light for growing n.
However, the time effort for decoding and encoding at a node is for practical applications usually much larger than the
time caused by the speed of light, the main factor is the number of times the signals have to be relayed, i.e. the number
of rounds.
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8 MIMO
In MIMO we only analyze the expanding broadcasting algorithm, since the coverage area is far from convex nor does
every additional sending node help, see Fig. 5. We use a start radius r1 = c2/λ and the expansion rj+1 = c1ρr
3/2
j λ
1/2
for a constant c1 > 0 to be defined later.
Figure 5: Randomly placed nodes reached by a cooperative broadcast in the MISO model from the set of senders
randomly placed in the red disk.
Informing all nodes in radius r1 = c2/λ is done by a different algorithm, since the MISO broadcast does not work
here. For constant λ this can be done with single sender broadcasts (resulting in the UDG broadcast). For λ = o(1) the
number of rounds in the first phase may have a significant impact.
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In the subsequent MIMO rounds, the senders vk are synchronized with a phase shift ϕ` = −2pi||v` − v0||2/λ such
that the resulting signal of v` is ei(2pit/λ+ϕ`). These phases try to imitate the pattern of single sender in the center, the
energy of which grows double exponentially in each round.
For the analysis we consider only the signal strength at one receiver and analyze whether MISO works for this sender.
We prove that the SNR ratio of the collaborative broadcast signal at every receiver is above the threshold with high
probability. So, MISO with high probability results in MIMO with high probability for all receivers in the next disk rim.
AlgorithmMIMO Broadcast
Inform all nodes in the disk of radius 15r1
j ← 1
while rj < R do
for all v ∈ {v1, . . . , vn} which are informed and where ||v − v0||2 ≤ rj do
Node v starts sending with phase shift ϕ = −2pi||v − v0||2/λ
end
j ← j + 1
end
end
Algorithm 2: MISO Broadcast
Recall that the density is defined as ρ = npiR2 and let ρ ≥ c3 log n.
Theorem 3. For constant wavelength λ, density ρ = Ω(log n) every receiver in distance d can be triggered with high
probability, if 15rj ≤ d ≤ c1ρr3/2j λ1/2, for a constant c1.
Proof. We consider an arbitrary node q in distance d from the first sender v0 in the center. We prove that this node is
triggered with high probability and thus all receivers in this distance will be triggered likewise with this probability.
First we analyze the expected received signal of a receiver in distance d, which is given by an integral. The complex
value of this integral will be asymptotically estimated using a geometric argument over the intersection of ellipses with
equal phase shift impact and the sender disk.
In this proof m+ 1 denotes the number of triggered senders in a disk of radius r. Sender v0 resides at (0, 0). The other
m senders are uniformly distributed in the disk of radius r. We investigate the received signal rx at a receiver q outside
of this disk with distance d ≥ r. Wlog. we assume q lies on the x-axis.
Define for p = (px, py):
∆d(p) :=
√
p2x + p
2
y +
√
(d− px)2 + p2y − d . (5)
Using this notion the received signal strength is given by
Lemma 7. For 0 ≤ w ≤ τ + λ/2 and senders v1, . . . , vn ∈ D(v0, r) the received signal is given as rx(t) =
rx · ei2pi(t−d)/λ, where rx = ∑nj=1 e−i2pi∆d(vj)/λ||q−vj ||2 .
We will estimate the absolute value |rx| as follows.
First, we see that there is an easy characterization by ellipses Eτ with focal points in v0 and q, which characterize
whether senders help or interfere, see Fig. 6. The parameter τ describes the phase at which the sender’s signal arrives
at the receiver q. The main contributor to the received signal comes from the area within Eτ which has an area of
Θ(r3/2λ1/2), which corresponds to the innermost dark ellipse in Fig. 6. The other areas more or less cancel themselves
out.
To prove this, we give a formula which describes exactly the expected signal at a given point t0. This expectation will
be estimated by carefully chosen bounds. We denote by Dr the disk with center (0, 0) and radius r.
Consider the ellipse Eτ with focal points v0 = (0, 0) and q = (d, 0):
Eτ := {p ∈ R2 | ||p||2 + ||p− q||2 = d+ τ} .
We will use the following notation do describe all points inside this ellipse:
E≤τ := {p ∈ R2 | ||p||2 + ||p− q||2 ≤ d+ τ} .
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Figure 6: Senders in a disk of radius 10, colored according to the phase difference perceived by a receiver located at
point (100, 0) for wavelength 1 wavelength λ = 1 [34].
Lemma 8. E [rx] = 1d +
m
2pir2
∫∫
(x,y)∈Dr
e−i∆d(x,y)2pi/λ dx dy√
(x−d)2+y2 .
In order to estimate this expectation we introduce the following complex valued functions for the disk Dr = {p ∈ R2 |
||p||2 ≤ r}.
s(d, λ, r) :=
∫∫
(x,y)∈Dr
e−i∆d(x,y)2pi/λ dx dy√
(x− d)2 + y2 (6)
Since the maximum phase shift in the disk of radius r is at point (−r, 0) with ∆d(−r, 0) = 2r we have the following
relationship between these functions s(d, λ, r) = hd,λ,r(2r). Furthermore, there is the following linearity within h:
∀c > 0 : s(d, λ, r) = 1
c
s(cd, cλ, cr) (7)
Note that the following relationship holds.
E [rx] =
1
d
+
m
2pir2
s(d, λ, r)
=
1
d
+
m
2pir
s(d/r, λ/r, 1) .
Now the estimation of the signal is based on the following lemma.
Lemma 9. For w ≥ pi, λ ≤ 2 and d > 15:
=(s(d, λ, 1)) ≥ 9
2, 240
√
2
√
λ
d+ 1
. (8)
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Proof. We need the following definitions, where h∞,λ(w) is used to estimate the signal energy in the far-distance case.
We first estimate its size and then apply it to s(d, λ, r). Note that U = D1.
hd,λ(w) :=
∫∫
(x,y)∈E≤w∩U
ei∆d(x,y)2pi/λ dx dy , (9)
h∞,λ(w) :=
∫∫
(x,y)∈E≤w∩U
ei∆∞(x,y)2pi/λ dx dy . (10)
where ∆d(x, y) :=
√
x2 + y2 +
√
(d− x)2 + y2 − d and ∆∞(x, y) =
√
x2 + y2 − x.
We use a geometric argument and concentrate on the area of the intersection of the unit disk U and the E≤w described
by f(w, d) =
∫∫
(x,y)∈E≤w∩U 1 dx dy. Using the following function for the area of the segment of depth z of an ellipse
with radii r1 and r2 we derive a closed form for this function, see Fig. 7.
g(x) := arccos (1− x)− (1− x)
√
1− (1− x)2
s(r1, r2, z) = r1r2 g
(
z
r1
)
2r2
2r1
z
s(r1, r2, z)
Figure 7: Area s(r1, r2, z) of a segment of an ellipse
The main notations are shown in Fig 8. The cutting depth z0 of the circle and the cutting depth z1 for the ellipse are
z0
<latexit sha1_base64="KMwlpVUzMgMkZnFUFqqQ1Lum/rs=">AAACy3ichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhRel orGFWkqSbmNoXmy2hbZ69OhVf5v+Fg9+u6aCFnHDZma/+ebbmR0nCfxUGMZbTpuZnZtfyBeKi0vLK6ultfXbNO5zl1luHMS84dgpC/yIWcIXAWsknNmhE7C60zuW8fqA8dSPoxsxTFgrtL3I7/quLQBdj9pGu1Q2KoZa+rRjZk6ZslWLS+90Rx2KyaU+hcQo IgE/IJtSfE0yyaAEWIvGwDg8X8UZPVIRuX2wGBg20B7+Hk7NDI1wlpqpynZxS4DNkanTNvaZUnTAlrcy+CnsB/ZIYd6fN4yVsqxwCOtAsaAUL4ALugfjv8wwY05q+T9TdiWoSweqGx/1JQqRfbrfOieIcGA9FdHpVDE9aDjqPMALRLAWKpCvPFHQVccdWFt ZplSiTNGGHoeVr496MGbz91CnHWu3clgxr/bK1aNs3nnapC3awVD3qUrnVEMZLop7phd61S41oY20hy+qlstyNujH0p4+ASDuj4I=</latexit><latexit sha1_base64="KMwlpVUzMgMkZnFUFqqQ1Lum/rs=">AAACy3ichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhRel orGFWkqSbmNoXmy2hbZ69OhVf5v+Fg9+u6aCFnHDZma/+ebbmR0nCfxUGMZbTpuZnZtfyBeKi0vLK6ultfXbNO5zl1luHMS84dgpC/yIWcIXAWsknNmhE7C60zuW8fqA8dSPoxsxTFgrtL3I7/quLQBdj9pGu1Q2KoZa+rRjZk6ZslWLS+90Rx2KyaU+hcQo IgE/IJtSfE0yyaAEWIvGwDg8X8UZPVIRuX2wGBg20B7+Hk7NDI1wlpqpynZxS4DNkanTNvaZUnTAlrcy+CnsB/ZIYd6fN4yVsqxwCOtAsaAUL4ALugfjv8wwY05q+T9TdiWoSweqGx/1JQqRfbrfOieIcGA9FdHpVDE9aDjqPMALRLAWKpCvPFHQVccdWFt ZplSiTNGGHoeVr496MGbz91CnHWu3clgxr/bK1aNs3nnapC3awVD3qUrnVEMZLop7phd61S41oY20hy+qlstyNujH0p4+ASDuj4I=</latexit><latexit sha1_base64="KMwlpVUzMgMkZnFUFqqQ1Lum/rs=">AAACy3ichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhRel orGFWkqSbmNoXmy2hbZ69OhVf5v+Fg9+u6aCFnHDZma/+ebbmR0nCfxUGMZbTpuZnZtfyBeKi0vLK6ultfXbNO5zl1luHMS84dgpC/yIWcIXAWsknNmhE7C60zuW8fqA8dSPoxsxTFgrtL3I7/quLQBdj9pGu1Q2KoZa+rRjZk6ZslWLS+90Rx2KyaU+hcQo IgE/IJtSfE0yyaAEWIvGwDg8X8UZPVIRuX2wGBg20B7+Hk7NDI1wlpqpynZxS4DNkanTNvaZUnTAlrcy+CnsB/ZIYd6fN4yVsqxwCOtAsaAUL4ALugfjv8wwY05q+T9TdiWoSweqGx/1JQqRfbrfOieIcGA9FdHpVDE9aDjqPMALRLAWKpCvPFHQVccdWFt ZplSiTNGGHoeVr496MGbz91CnHWu3clgxr/bK1aNs3nnapC3awVD3qUrnVEMZLop7phd61S41oY20hy+qlstyNujH0p4+ASDuj4I=</latexit><latexit sha1_base64="KMwlpVUzMgMkZnFUFqqQ1Lum/rs=">AAACy3ichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhRel orGFWkqSbmNoXmy2hbZ69OhVf5v+Fg9+u6aCFnHDZma/+ebbmR0nCfxUGMZbTpuZnZtfyBeKi0vLK6ultfXbNO5zl1luHMS84dgpC/yIWcIXAWsknNmhE7C60zuW8fqA8dSPoxsxTFgrtL3I7/quLQBdj9pGu1Q2KoZa+rRjZk6ZslWLS+90Rx2KyaU+hcQo IgE/IJtSfE0yyaAEWIvGwDg8X8UZPVIRuX2wGBg20B7+Hk7NDI1wlpqpynZxS4DNkanTNvaZUnTAlrcy+CnsB/ZIYd6fN4yVsqxwCOtAsaAUL4ALugfjv8wwY05q+T9TdiWoSweqGx/1JQqRfbrfOieIcGA9FdHpVDE9aDjqPMALRLAWKpCvPFHQVccdWFt ZplSiTNGGHoeVr496MGbz91CnHWu3clgxr/bK1aNs3nnapC3awVD3qUrnVEMZLop7phd61S41oY20hy+qlstyNujH0p4+ASDuj4I=</latexit>
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<latexit sha1_base64="bD5J4xqc79xlSpQS1WIP9XLuZeQ=">AAACynichVHLS sNAFD2Nr7a+qi7dFIvgqiQi6LL4woVCC/YBtUiSTmtomsRJWqjFnTu3+nH6LS48maaCFumEyb1z7r3nvqzAdcJI1z9S2sLi0vJKOpNdXVvf2MxtbddCfyBtUbV915cNywy F63iiGjmRKxqBFGbfckXd6p3F9vpQyNDxvdtoFIhW3+x6TsexzYhQ5fE+V9CLujr5WcVIlEIpB3XKfu4Td2jDh40B+hDwEFF3YSLk14QBHQGxFsbEJDVH2QWekWXsgF6CH ibRHv9dvpoJ6vEdc4Yq2mYWl1cyMo993kvFaNE7ziqoh5RfvE8K6/6bYayY4wpHlBYZM4rxhniEB3rMi+wnntNa5kfGXUXo4ER147C+QCFxn/YPzzktklhPWfK4UJ5dclj qPeQEPMoqK4inPGXIq47blKaSQrF4CaNJPkkZT5/1cM3G36XOKrXDoqEXjcpRoXQ62TfS2MUeDrjVY5RwhTLrsJnnFW941641qY208cRVSyUxO/h1tJdvr4mPUg==</la texit><latexit sha1_base64="bD5J4xqc79xlSpQS1WIP9XLuZeQ=">AAACynichVHLS sNAFD2Nr7a+qi7dFIvgqiQi6LL4woVCC/YBtUiSTmtomsRJWqjFnTu3+nH6LS48maaCFumEyb1z7r3nvqzAdcJI1z9S2sLi0vJKOpNdXVvf2MxtbddCfyBtUbV915cNywy F63iiGjmRKxqBFGbfckXd6p3F9vpQyNDxvdtoFIhW3+x6TsexzYhQ5fE+V9CLujr5WcVIlEIpB3XKfu4Td2jDh40B+hDwEFF3YSLk14QBHQGxFsbEJDVH2QWekWXsgF6CH ibRHv9dvpoJ6vEdc4Yq2mYWl1cyMo993kvFaNE7ziqoh5RfvE8K6/6bYayY4wpHlBYZM4rxhniEB3rMi+wnntNa5kfGXUXo4ER147C+QCFxn/YPzzktklhPWfK4UJ5dclj qPeQEPMoqK4inPGXIq47blKaSQrF4CaNJPkkZT5/1cM3G36XOKrXDoqEXjcpRoXQ62TfS2MUeDrjVY5RwhTLrsJnnFW941641qY208cRVSyUxO/h1tJdvr4mPUg==</la texit><latexit sha1_base64="bD5J4xqc79xlSpQS1WIP9XLuZeQ=">AAACynichVHLS sNAFD2Nr7a+qi7dFIvgqiQi6LL4woVCC/YBtUiSTmtomsRJWqjFnTu3+nH6LS48maaCFumEyb1z7r3nvqzAdcJI1z9S2sLi0vJKOpNdXVvf2MxtbddCfyBtUbV915cNywy F63iiGjmRKxqBFGbfckXd6p3F9vpQyNDxvdtoFIhW3+x6TsexzYhQ5fE+V9CLujr5WcVIlEIpB3XKfu4Td2jDh40B+hDwEFF3YSLk14QBHQGxFsbEJDVH2QWekWXsgF6CH ibRHv9dvpoJ6vEdc4Yq2mYWl1cyMo993kvFaNE7ziqoh5RfvE8K6/6bYayY4wpHlBYZM4rxhniEB3rMi+wnntNa5kfGXUXo4ER147C+QCFxn/YPzzktklhPWfK4UJ5dclj qPeQEPMoqK4inPGXIq47blKaSQrF4CaNJPkkZT5/1cM3G36XOKrXDoqEXjcpRoXQ62TfS2MUeDrjVY5RwhTLrsJnnFW941641qY208cRVSyUxO/h1tJdvr4mPUg==</la texit><latexit sha1_base64="eF7AOORONQKNXQdGvPl22yqeoLU=">AAACynichVFLS 8NAEJ7GV1tfVY9egkXwVBIR9Fh84UGhBfuAWmSTbuPSvNykhVq8efOqP05/iwe/XaOgRbphM7PfzHzzcmJfJKllveWMufmFxaV8obi8srq2XtrYbCbRULq84UZ+JNsOS7g vQt5IRerzdiw5Cxyft5zBibK3RlwmIgqv03HMuwHzQtEXLksB1e9vS2WrYuljTit2ppQpO7Wo9E431KOIXBpSQJxCSqH7xCjB1yGbLIqBdWkCTEIT2s7pkYqIHcKLw4MBH eDv4dXJ0BBvxZnoaBdZfFyJSJN2cc81owNvlZVDTyA/cB805v2bYaKZVYVjSAeMBc14BTylO3jMigwyz+9aZkeqrlLq05HuRqC+WCOqT/eH5xQWCWygLSadaU8PHI5+jzC BELKBCtSUvxlM3XEPkmnJNUuYMTLwSUg1fdSDNdt/lzqtNPcrtlWx6wfl6nG28Dxt0w7tYauHVKULqqEOF3me6YVejUtDGmNj8uVq5LKYLfp1jKdP/CqPAg==</latexi t>
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<latexit sha1_base64="VWsnC/g4SvwIYVpLOUTqG1Kh5D4=">AAACy3ichVFLT8JAEB7qC/CFevTSSE w8kZaYqDfiK140GK2QICFtWXBDX9kuJIAePXrV36a/xYNf12KixLDNdma/+ebbmR0n8ngsDeM9o83NLywuZXP55ZXVtfXCxuZdHPaFyyw39EJRd+yYeTxgluTSY/VIMNt3PFZzeidJvDZgIuZhcCuHEWv6djfgHe7aEt CNaJVbhaJRMtTSpx0zdYqUrmpY+KB7alNILvXJJ0YBSfge2RTja5BJBkXAmjQGJuBxFWf0RHnk9sFiYNhAe/h3cWqkaIBzohmrbBe3eNgCmTrtYp8rRQfs5FYGP4b9xB4prPvvDWOlnFQ4hHWgmFOKl8AlPYAxK9NPm ZNaZmcmXUnq0KHqhqO+SCFJn+6PzikiAlhPRXQ6U8wuNBx1HuAFAlgLFSSvPFHQVcdtWFtZplSCVNGGnoBNXh/1YMzm36FOO1a5dFQyr/eLleN03lnaph3aw1APqEIXVEUZLop7oVd60640qY20x2+qlklztujX0p6/ ABKAj3w=</latexit><latexit sha1_base64="VWsnC/g4SvwIYVpLOUTqG1Kh5D4=">AAACy3ichVFLT8JAEB7qC/CFevTSSE w8kZaYqDfiK140GK2QICFtWXBDX9kuJIAePXrV36a/xYNf12KixLDNdma/+ebbmR0n8ngsDeM9o83NLywuZXP55ZXVtfXCxuZdHPaFyyw39EJRd+yYeTxgluTSY/VIMNt3PFZzeidJvDZgIuZhcCuHEWv6djfgHe7aEt CNaJVbhaJRMtTSpx0zdYqUrmpY+KB7alNILvXJJ0YBSfge2RTja5BJBkXAmjQGJuBxFWf0RHnk9sFiYNhAe/h3cWqkaIBzohmrbBe3eNgCmTrtYp8rRQfs5FYGP4b9xB4prPvvDWOlnFQ4hHWgmFOKl8AlPYAxK9NPm ZNaZmcmXUnq0KHqhqO+SCFJn+6PzikiAlhPRXQ6U8wuNBx1HuAFAlgLFSSvPFHQVcdtWFtZplSCVNGGnoBNXh/1YMzm36FOO1a5dFQyr/eLleN03lnaph3aw1APqEIXVEUZLop7oVd60640qY20x2+qlklztujX0p6/ ABKAj3w=</latexit><latexit sha1_base64="VWsnC/g4SvwIYVpLOUTqG1Kh5D4=">AAACy3ichVFLT8JAEB7qC/CFevTSSE w8kZaYqDfiK140GK2QICFtWXBDX9kuJIAePXrV36a/xYNf12KixLDNdma/+ebbmR0n8ngsDeM9o83NLywuZXP55ZXVtfXCxuZdHPaFyyw39EJRd+yYeTxgluTSY/VIMNt3PFZzeidJvDZgIuZhcCuHEWv6djfgHe7aEt CNaJVbhaJRMtTSpx0zdYqUrmpY+KB7alNILvXJJ0YBSfge2RTja5BJBkXAmjQGJuBxFWf0RHnk9sFiYNhAe/h3cWqkaIBzohmrbBe3eNgCmTrtYp8rRQfs5FYGP4b9xB4prPvvDWOlnFQ4hHWgmFOKl8AlPYAxK9NPm ZNaZmcmXUnq0KHqhqO+SCFJn+6PzikiAlhPRXQ6U8wuNBx1HuAFAlgLFSSvPFHQVcdtWFtZplSCVNGGnoBNXh/1YMzm36FOO1a5dFQyr/eLleN03lnaph3aw1APqEIXVEUZLop7oVd60640qY20x2+qlklztujX0p6/ ABKAj3w=</latexit><latexit sha1_base64="VWsnC/g4SvwIYVpLOUTqG1Kh5D4=">AAACy3ichVFLT8JAEB7qC/CFevTSSE w8kZaYqDfiK140GK2QICFtWXBDX9kuJIAePXrV36a/xYNf12KixLDNdma/+ebbmR0n8ngsDeM9o83NLywuZXP55ZXVtfXCxuZdHPaFyyw39EJRd+yYeTxgluTSY/VIMNt3PFZzeidJvDZgIuZhcCuHEWv6djfgHe7aEt CNaJVbhaJRMtTSpx0zdYqUrmpY+KB7alNILvXJJ0YBSfge2RTja5BJBkXAmjQGJuBxFWf0RHnk9sFiYNhAe/h3cWqkaIBzohmrbBe3eNgCmTrtYp8rRQfs5FYGP4b9xB4prPvvDWOlnFQ4hHWgmFOKl8AlPYAxK9NPm ZNaZmcmXUnq0KHqhqO+SCFJn+6PzikiAlhPRXQ6U8wuNBx1HuAFAlgLFSSvPFHQVcdtWFtZplSCVNGGnoBNXh/1YMzm36FOO1a5dFQyr/eLleN03lnaph3aw1APqEIXVEUZLop7oVd60640qY20x2+qlklztujX0p6/ ABKAj3w=</latexit>
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<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
d/2
<latexit sha1_base64="8Z2S1T/+NIiKnifdNBTuTu0psTU=">AAACzHichVFNS8NAEH2N3/Ur6tFLsAieaiKCHotfeFEq2ipUkSRda2i+SLaFWnr15lV/m/4WD75sU0FFumEzs2/evJ 3ZcWLfS6Vpvhe0icmp6ZnZueL8wuLSsr6yWk+jTuKKmhv5UXLj2KnwvVDUpCd9cRMnwg4cX1w77cMsft0VSepF4ZXsxeIusFuh9+C5tiR02dzeuddLZtlUy/jrWLlTquhQqxrpH7hFExFcdBBAIISk78NGyq8BCyZiYnfoE0voeSouMECRuR2yBBk20Tb/LZ4aORrynGmmKtvlLT53wkwDm9wnStEhO7tV0E9pP7mfFNb694a+Us4q7NE6VJxTimfEJR7JGJcZ5MxRLeMzs64kHrCvuv FYX6yQrE/3W+eIkYRYW0UMHCtmixqOOnf5AiFtjRVkrzxSMFTHTVpbWaFUwlzRpl5Cm70+6+GYrd9D/evUd8qWWbYudkuVg+G8MYt1bGCLU91DBaeosg6X1b3gFW/auSa1vjYYUrVCnrOGH0t7/gLFlY+6</latexit><latexit sha1_base64="8Z2S1T/+NIiKnifdNBTuTu0psTU=">AAACzHichVFNS8NAEH2N3/Ur6tFLsAieaiKCHotfeFEq2ipUkSRda2i+SLaFWnr15lV/m/4WD75sU0FFumEzs2/evJ 3ZcWLfS6Vpvhe0icmp6ZnZueL8wuLSsr6yWk+jTuKKmhv5UXLj2KnwvVDUpCd9cRMnwg4cX1w77cMsft0VSepF4ZXsxeIusFuh9+C5tiR02dzeuddLZtlUy/jrWLlTquhQqxrpH7hFExFcdBBAIISk78NGyq8BCyZiYnfoE0voeSouMECRuR2yBBk20Tb/LZ4aORrynGmmKtvlLT53wkwDm9wnStEhO7tV0E9pP7mfFNb694a+Us4q7NE6VJxTimfEJR7JGJcZ5MxRLeMzs64kHrCvuv FYX6yQrE/3W+eIkYRYW0UMHCtmixqOOnf5AiFtjRVkrzxSMFTHTVpbWaFUwlzRpl5Cm70+6+GYrd9D/evUd8qWWbYudkuVg+G8MYt1bGCLU91DBaeosg6X1b3gFW/auSa1vjYYUrVCnrOGH0t7/gLFlY+6</latexit><latexit sha1_base64="8Z2S1T/+NIiKnifdNBTuTu0psTU=">AAACzHichVFNS8NAEH2N3/Ur6tFLsAieaiKCHotfeFEq2ipUkSRda2i+SLaFWnr15lV/m/4WD75sU0FFumEzs2/evJ 3ZcWLfS6Vpvhe0icmp6ZnZueL8wuLSsr6yWk+jTuKKmhv5UXLj2KnwvVDUpCd9cRMnwg4cX1w77cMsft0VSepF4ZXsxeIusFuh9+C5tiR02dzeuddLZtlUy/jrWLlTquhQqxrpH7hFExFcdBBAIISk78NGyq8BCyZiYnfoE0voeSouMECRuR2yBBk20Tb/LZ4aORrynGmmKtvlLT53wkwDm9wnStEhO7tV0E9pP7mfFNb694a+Us4q7NE6VJxTimfEJR7JGJcZ5MxRLeMzs64kHrCvuv FYX6yQrE/3W+eIkYRYW0UMHCtmixqOOnf5AiFtjRVkrzxSMFTHTVpbWaFUwlzRpl5Cm70+6+GYrd9D/evUd8qWWbYudkuVg+G8MYt1bGCLU91DBaeosg6X1b3gFW/auSa1vjYYUrVCnrOGH0t7/gLFlY+6</latexit><latexit sha1_base64="/1di/NjLQYNhmfa1owRqhnekJ34=">AAACzHichVFLS8NAEJ7GV1tfVY9egkXwVJMi6LH4wotS0T6gFtmk2xqaF5ttoZZevXnV36a/xYPfrlHQIt2wmdlvvv l2ZseJfS+RlvWWMebmFxaXsrn88srq2nphY7OeRAPh8pob+ZFoOizhvhfymvSkz5ux4CxwfN5w+icq3hhykXhReCtHMW8HrBd6Xc9lEtBNZ798XyhaJUsvc9qxU6dI6apGhXe6ow5F5NKAAuIUkoTvE6MEX4tssigG1qYxMAHP03FOE8ojdwAWB4MB7ePfw6mVoiHOSjPR2S5u8bEFMk3axT7Xig7Y6lYOP4H9wH7UWO/fG8ZaWVU4gnWgmNOKl8AlPYAxKzNImd+1zM5UXUnq0pHuxk N9sUZUn+6PzikiAlhfR0w608weNBx9HuIFQtgaKlCv/K1g6o47sExbrlXCVJFBT8Cq10c9GLP9d6jTTr1csq2SfX1QrBynA8/SNu3QHqZ6SBW6oCrqcFHdM73Qq3FlSGNsTL6oRibN2aJfy3j6BBJFj2o=</latexit>
d
<latexit sha1_base64="f2atlH5gKGG+8Ws86omF8i3kkVs=">AAACyXichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhQeFFowt1CKbdBtD82KTFtviyaNX/XH6Wzz47ZoKWqQbNjP7zcw3Lzv2vSQ1jPecNje/sLiULxSXV1bX1ksbm7dJ1BcOt5zIj0TTZgn3vZBbqZf6vBkLzgLb5w27dyrtjQEXiReFN+kw5u2AuaHX9RyWAq p37ktlo2Koo08rZqaUKTu1qPRBd9ShiBzqU0CcQkqh+8QowdcikwyKgbVpDExA85Sd0xMVEduHF4cHA9rD38WrlaEh3pIzUdEOsvi4ApE67eJeKEYb3jIrh55AfuKOFOb+m2GsmGWFQ0gbjAXFeA08pQd4zIoMMs9JL bMjZVcpdelIdeOhvlghsk/nh+cMFgGspyw6nStPFxy2eg8wgRDSQgVyyhMGXXXcgWRKcsUSZowMfAJSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUqXVEMZDtK80Cu9aVea0B610berlstitujX0Z6/AEjY jsk=</latexit><latexit sha1_base64="f2atlH5gKGG+8Ws86omF8i3kkVs=">AAACyXichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhQeFFowt1CKbdBtD82KTFtviyaNX/XH6Wzz47ZoKWqQbNjP7zcw3Lzv2vSQ1jPecNje/sLiULxSXV1bX1ksbm7dJ1BcOt5zIj0TTZgn3vZBbqZf6vBkLzgLb5w27dyrtjQEXiReFN+kw5u2AuaHX9RyWAq p37ktlo2Koo08rZqaUKTu1qPRBd9ShiBzqU0CcQkqh+8QowdcikwyKgbVpDExA85Sd0xMVEduHF4cHA9rD38WrlaEh3pIzUdEOsvi4ApE67eJeKEYb3jIrh55AfuKOFOb+m2GsmGWFQ0gbjAXFeA08pQd4zIoMMs9JL bMjZVcpdelIdeOhvlghsk/nh+cMFgGspyw6nStPFxy2eg8wgRDSQgVyyhMGXXXcgWRKcsUSZowMfAJSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUqXVEMZDtK80Cu9aVea0B610berlstitujX0Z6/AEjY jsk=</latexit><latexit sha1_base64="f2atlH5gKGG+8Ws86omF8i3kkVs=">AAACyXichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhQeFFowt1CKbdBtD82KTFtviyaNX/XH6Wzz47ZoKWqQbNjP7zcw3Lzv2vSQ1jPecNje/sLiULxSXV1bX1ksbm7dJ1BcOt5zIj0TTZgn3vZBbqZf6vBkLzgLb5w27dyrtjQEXiReFN+kw5u2AuaHX9RyWAq p37ktlo2Koo08rZqaUKTu1qPRBd9ShiBzqU0CcQkqh+8QowdcikwyKgbVpDExA85Sd0xMVEduHF4cHA9rD38WrlaEh3pIzUdEOsvi4ApE67eJeKEYb3jIrh55AfuKOFOb+m2GsmGWFQ0gbjAXFeA08pQd4zIoMMs9JL bMjZVcpdelIdeOhvlghsk/nh+cMFgGspyw6nStPFxy2eg8wgRDSQgVyyhMGXXXcgWRKcsUSZowMfAJSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUqXVEMZDtK80Cu9aVea0B610berlstitujX0Z6/AEjY jsk=</latexit><latexit sha1_base64="f2atlH5gKGG+8Ws86omF8i3kkVs=">AAACyXichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhQeFFowt1CKbdBtD82KTFtviyaNX/XH6Wzz47ZoKWqQbNjP7zcw3Lzv2vSQ1jPecNje/sLiULxSXV1bX1ksbm7dJ1BcOt5zIj0TTZgn3vZBbqZf6vBkLzgLb5w27dyrtjQEXiReFN+kw5u2AuaHX9RyWAq p37ktlo2Koo08rZqaUKTu1qPRBd9ShiBzqU0CcQkqh+8QowdcikwyKgbVpDExA85Sd0xMVEduHF4cHA9rD38WrlaEh3pIzUdEOsvi4ApE67eJeKEYb3jIrh55AfuKOFOb+m2GsmGWFQ0gbjAXFeA08pQd4zIoMMs9JL bMjZVcpdelIdeOhvlghsk/nh+cMFgGspyw6nStPFxy2eg8wgRDSQgVyyhMGXXXcgWRKcsUSZowMfAJSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUqXVEMZDtK80Cu9aVea0B610berlstitujX0Z6/AEjY jsk=</latexit>
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<latexit sha1_base64="HO3YIOO3zVXwDTsfCF0pHrQG438=">AAACy3ichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhRelorGFWkqSbuPSvNhsC2316NGr/jb9LR78sqaCFnHDZma/+ebbmR0n9nkiDeMtp83Mzs0v5AvFxaXlldXS2vptEvWFyyw38iPRcOyE+TxkluTSZ41YMDtwfFZ3esdpvD5gIuFReCOHMWsFthfyLndtCe hatM12qWxUDLX0acfMnDJlqxaV3umOOhSRS30KiFFIEr5PNiX4mmSSQTGwFo2BCXhcxRk9UhG5fbAYGDbQHv4eTs0MDXFONROV7eIWH1sgU6dt7DOl6ICd3srgJ7Af2COFeX/eMFbKaYVDWAeKBaV4AVzSPRj/ZQYZc 1LL/5lpV5K6dKC64agvVkjap/utc4KIANZTEZ1OFdODhqPOA7xACGuhgvSVJwq66rgDayvLlEqYKdrQE7Dp66MejNn8PdRpx9qtHFbMq71y9Sibd542aYt2MNR9qtI51VCGi+Ke6YVetUtNaiPt4Yuq5bKcDfqxtKdP EBuPew==</latexit><latexit sha1_base64="HO3YIOO3zVXwDTsfCF0pHrQG438=">AAACy3ichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhRelorGFWkqSbuPSvNhsC2316NGr/jb9LR78sqaCFnHDZma/+ebbmR0n9nkiDeMtp83Mzs0v5AvFxaXlldXS2vptEvWFyyw38iPRcOyE+TxkluTSZ41YMDtwfFZ3esdpvD5gIuFReCOHMWsFthfyLndtCe hatM12qWxUDLX0acfMnDJlqxaV3umOOhSRS30KiFFIEr5PNiX4mmSSQTGwFo2BCXhcxRk9UhG5fbAYGDbQHv4eTs0MDXFONROV7eIWH1sgU6dt7DOl6ICd3srgJ7Af2COFeX/eMFbKaYVDWAeKBaV4AVzSPRj/ZQYZc 1LL/5lpV5K6dKC64agvVkjap/utc4KIANZTEZ1OFdODhqPOA7xACGuhgvSVJwq66rgDayvLlEqYKdrQE7Dp66MejNn8PdRpx9qtHFbMq71y9Sibd542aYt2MNR9qtI51VCGi+Ke6YVetUtNaiPt4Yuq5bKcDfqxtKdP EBuPew==</latexit><latexit sha1_base64="HO3YIOO3zVXwDTsfCF0pHrQG438=">AAACy3ichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhRelorGFWkqSbuPSvNhsC2316NGr/jb9LR78sqaCFnHDZma/+ebbmR0n9nkiDeMtp83Mzs0v5AvFxaXlldXS2vptEvWFyyw38iPRcOyE+TxkluTSZ41YMDtwfFZ3esdpvD5gIuFReCOHMWsFthfyLndtCe hatM12qWxUDLX0acfMnDJlqxaV3umOOhSRS30KiFFIEr5PNiX4mmSSQTGwFo2BCXhcxRk9UhG5fbAYGDbQHv4eTs0MDXFONROV7eIWH1sgU6dt7DOl6ICd3srgJ7Af2COFeX/eMFbKaYVDWAeKBaV4AVzSPRj/ZQYZc 1LL/5lpV5K6dKC64agvVkjap/utc4KIANZTEZ1OFdODhqPOA7xACGuhgvSVJwq66rgDayvLlEqYKdrQE7Dp66MejNn8PdRpx9qtHFbMq71y9Sibd542aYt2MNR9qtI51VCGi+Ke6YVetUtNaiPt4Yuq5bKcDfqxtKdP EBuPew==</latexit><latexit sha1_base64="HO3YIOO3zVXwDTsfCF0pHrQG438=">AAACy3ichVFLS8NAEJ7GV1tfVY9egk XwVBIR1FvxhRelorGFWkqSbuPSvNhsC2316NGr/jb9LR78sqaCFnHDZma/+ebbmR0n9nkiDeMtp83Mzs0v5AvFxaXlldXS2vptEvWFyyw38iPRcOyE+TxkluTSZ41YMDtwfFZ3esdpvD5gIuFReCOHMWsFthfyLndtCe hatM12qWxUDLX0acfMnDJlqxaV3umOOhSRS30KiFFIEr5PNiX4mmSSQTGwFo2BCXhcxRk9UhG5fbAYGDbQHv4eTs0MDXFONROV7eIWH1sgU6dt7DOl6ICd3srgJ7Af2COFeX/eMFbKaYVDWAeKBaV4AVzSPRj/ZQYZc 1LL/5lpV5K6dKC64agvVkjap/utc4KIANZTEZ1OFdODhqPOA7xACGuhgvSVJwq66rgDayvLlEqYKdrQE7Dp66MejNn8PdRpx9qtHFbMq71y9Sibd542aYt2MNR9qtI51VCGi+Ke6YVetUtNaiPt4Yuq5bKcDfqxtKdP EBuPew==</latexit>
1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
w
2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
y
<latexit sha1_base64="62H6Fmfq6YtYNUhEHWH A37U/lqw=">AAACyXichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhQeFFowt1CJJuo2hebHZFtviyaNX/XH 6Wzz47ZoKWqQbNjP7zcw3LycJ/FQYxntOm5tfWFzKF4rLK6tr66WNzds07nOXWW4cxLzp2CkL/IhZwhcBa yac2aETsIbTO5X2xoDx1I+jGzFMWDu0vcjv+q4tANWH96WyUTHU0acVM1PKlJ1aXPqgO+pQTC71KSRGEQ noAdmU4muRSQYlwNo0Bsah+crO6ImKiO3Di8HDBtrD38OrlaER3pIzVdEusgS4HJE67eJeKEYH3jIrg55C fuKOFOb9m2GsmGWFQ0gHjAXFeA1c0AM8ZkWGmeekltmRsitBXTpS3fioL1GI7NP94TmDhQPrKYtO58rTA4 ej3gNMIIK0UIGc8oRBVx13IG0lmWKJMkYbfBxSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUq XVEMZLtK80Cu9aVca1x610berlstitujX0Z6/AHshjt4=</latexit><latexit sha1_base64="62H6Fmfq6YtYNUhEHWH A37U/lqw=">AAACyXichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhQeFFowt1CJJuo2hebHZFtviyaNX/XH 6Wzz47ZoKWqQbNjP7zcw3LycJ/FQYxntOm5tfWFzKF4rLK6tr66WNzds07nOXWW4cxLzp2CkL/IhZwhcBa yac2aETsIbTO5X2xoDx1I+jGzFMWDu0vcjv+q4tANWH96WyUTHU0acVM1PKlJ1aXPqgO+pQTC71KSRGEQ noAdmU4muRSQYlwNo0Bsah+crO6ImKiO3Di8HDBtrD38OrlaER3pIzVdEusgS4HJE67eJeKEYH3jIrg55C fuKOFOb9m2GsmGWFQ0gHjAXFeA1c0AM8ZkWGmeekltmRsitBXTpS3fioL1GI7NP94TmDhQPrKYtO58rTA4 ej3gNMIIK0UIGc8oRBVx13IG0lmWKJMkYbfBxSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUq XVEMZLtK80Cu9aVca1x610berlstitujX0Z6/AHshjt4=</latexit><latexit sha1_base64="62H6Fmfq6YtYNUhEHWH A37U/lqw=">AAACyXichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhQeFFowt1CJJuo2hebHZFtviyaNX/XH 6Wzz47ZoKWqQbNjP7zcw3LycJ/FQYxntOm5tfWFzKF4rLK6tr66WNzds07nOXWW4cxLzp2CkL/IhZwhcBa yac2aETsIbTO5X2xoDx1I+jGzFMWDu0vcjv+q4tANWH96WyUTHU0acVM1PKlJ1aXPqgO+pQTC71KSRGEQ noAdmU4muRSQYlwNo0Bsah+crO6ImKiO3Di8HDBtrD38OrlaER3pIzVdEusgS4HJE67eJeKEYH3jIrg55C fuKOFOb9m2GsmGWFQ0gHjAXFeA1c0AM8ZkWGmeekltmRsitBXTpS3fioL1GI7NP94TmDhQPrKYtO58rTA4 ej3gNMIIK0UIGc8oRBVx13IG0lmWKJMkYbfBxSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUq XVEMZLtK80Cu9aVca1x610berlstitujX0Z6/AHshjt4=</latexit><latexit sha1_base64="62H6Fmfq6YtYNUhEHWH A37U/lqw=">AAACyXichVFLS8NAEJ7GV1tfVY9egkXwVBIR1FvxhQeFFowt1CJJuo2hebHZFtviyaNX/XH 6Wzz47ZoKWqQbNjP7zcw3LycJ/FQYxntOm5tfWFzKF4rLK6tr66WNzds07nOXWW4cxLzp2CkL/IhZwhcBa yac2aETsIbTO5X2xoDx1I+jGzFMWDu0vcjv+q4tANWH96WyUTHU0acVM1PKlJ1aXPqgO+pQTC71KSRGEQ noAdmU4muRSQYlwNo0Bsah+crO6ImKiO3Di8HDBtrD38OrlaER3pIzVdEusgS4HJE67eJeKEYH3jIrg55C fuKOFOb9m2GsmGWFQ0gHjAXFeA1c0AM8ZkWGmeekltmRsitBXTpS3fioL1GI7NP94TmDhQPrKYtO58rTA4 ej3gNMIIK0UIGc8oRBVx13IG0lmWKJMkYbfBxSTh/1YM3m36VOK9Z+5bhi1g/K1ZNs33naph3aw1IPqUq XVEMZLtK80Cu9aVca1x610berlstitujX0Z6/AHshjt4=</latexit>
x
<latexit sha1_base64="uaaHaReUMeo7Uzjdd365rdAub Xo=">AAACtnicjVHLTsJAFD3UF+ALdemGSExckdaYyJLER9yYQCKPBNFMy1AbStu0hYiEL3Cr/+XWf3Hh6YAkSqJO07l3 zj33zJ17zcB1oljX31Pa0vLK6lo6k13f2Nzazu3s1iN/EFqyZvmuHzZNEUnX8WQtdmJXNoNQir7pyobZO0vijaEMI8f3 buJRINt9YXtO17FETKj6eJ8r6EVdrfyiY8ycQjkHtSp+7g236MCHhQH6kPAQ03chEPFrwYCOgFgbY2IhPUfFJSbIMndAl iRDEO1xt3ka0/fJ8cmfIIND5HGpsk3ykxsk/Yj2g/+Twuxf1AQrS6oZ0ZpzxWviMR7I+CuzP2NOmPW/zBbRGF2U1Lsd1h coJOmPNdc5ZyQk1lORPC4U06aGqc5DdsCjrbGCpKNfCnn14g6tUFYqFW+mKKgX0iadZj0cqfFzgItO/bho6EWjelIol6 azRRr7OMARJ3iKMq5QYR0W73nGC161knanSc2eUrXULGcP35YWfAJCl4qx</latexit><latexit sha1_base64="uaaHaReUMeo7Uzjdd365rdAub Xo=">AAACtnicjVHLTsJAFD3UF+ALdemGSExckdaYyJLER9yYQCKPBNFMy1AbStu0hYiEL3Cr/+XWf3Hh6YAkSqJO07l3 zj33zJ17zcB1oljX31Pa0vLK6lo6k13f2Nzazu3s1iN/EFqyZvmuHzZNEUnX8WQtdmJXNoNQir7pyobZO0vijaEMI8f3 buJRINt9YXtO17FETKj6eJ8r6EVdrfyiY8ycQjkHtSp+7g236MCHhQH6kPAQ03chEPFrwYCOgFgbY2IhPUfFJSbIMndAl iRDEO1xt3ka0/fJ8cmfIIND5HGpsk3ykxsk/Yj2g/+Twuxf1AQrS6oZ0ZpzxWviMR7I+CuzP2NOmPW/zBbRGF2U1Lsd1h coJOmPNdc5ZyQk1lORPC4U06aGqc5DdsCjrbGCpKNfCnn14g6tUFYqFW+mKKgX0iadZj0cqfFzgItO/bho6EWjelIol6 azRRr7OMARJ3iKMq5QYR0W73nGC161knanSc2eUrXULGcP35YWfAJCl4qx</latexit><latexit sha1_base64="uaaHaReUMeo7Uzjdd365rdAub Xo=">AAACtnicjVHLTsJAFD3UF+ALdemGSExckdaYyJLER9yYQCKPBNFMy1AbStu0hYiEL3Cr/+XWf3Hh6YAkSqJO07l3 zj33zJ17zcB1oljX31Pa0vLK6lo6k13f2Nzazu3s1iN/EFqyZvmuHzZNEUnX8WQtdmJXNoNQir7pyobZO0vijaEMI8f3 buJRINt9YXtO17FETKj6eJ8r6EVdrfyiY8ycQjkHtSp+7g236MCHhQH6kPAQ03chEPFrwYCOgFgbY2IhPUfFJSbIMndAl iRDEO1xt3ka0/fJ8cmfIIND5HGpsk3ykxsk/Yj2g/+Twuxf1AQrS6oZ0ZpzxWviMR7I+CuzP2NOmPW/zBbRGF2U1Lsd1h coJOmPNdc5ZyQk1lORPC4U06aGqc5DdsCjrbGCpKNfCnn14g6tUFYqFW+mKKgX0iadZj0cqfFzgItO/bho6EWjelIol6 azRRr7OMARJ3iKMq5QYR0W73nGC161knanSc2eUrXULGcP35YWfAJCl4qx</latexit><latexit sha1_base64="2/tHhtehIBAk+WQoaB3j3dSts A8=">AAACtnicjVFNT8JAEH3UL8Av1KMXIjHxRFpjIkcSP+LFBBIREkSzLUttKG3TFiISfoFX/V9e/S8efF0riZKo23Rn 9s2bt7MzZuA6UazrbxltYXFpeSWby6+urW9sFra2ryN/GFqyYfmuH7ZMEUnX8WQjdmJXtoJQioHpyqbZP0nizZEMI8f3 ruJxIDsDYXtOz7FETKj+cFco6WVdreK8Y6ROCemq+YVX3KALHxaGGEDCQ0zfhUDErw0DOgJiHUyIhfQcFZeYIs/cIVmSD EG0z93maULfJ8cnf4oc9lHEuco2yU9ukPQj2nf+jwqzf1ETrCypZkxrzhQvice4J+OvzEHKnDLrf5ltojF6qKh3O6wvUE jSH2umc8pISKyvIkWcKaZNDVOdR+yAR9tgBUlHvxSK6sVdWqGsVCpeqiioF9ImnWY9HKnxc4DzzvVh2dDLRv2oVK2kw8 1iF3s44ASPUcUFaqzD4j1PeMaLVtFuNanZn1Qtk+bs4NvSgg+VeIph</latexit>
U
<latexit sha1_ base64="(null)">(null)</lat exit><latexit sha1_ base64="(null)">(null)</lat exit><latexit sha1_ base64="(null)">(null)</lat exit><latexit sha1_ base64="(null)">(null)</lat exit>
Ew
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Ew
<latexit sha1_base64="(null)">(null) </latexit><latexit sha1_base64="(null)">(null) </latexit><latexit sha1_base64="(null)">(null) </latexit><latexit sha1_base64="(null)">(null) </latexit>
z1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
d  1 + w
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
1
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
Ew \ U
<latexit sha1_base64="(null)">(null)</latex it><latexit sha1_base64="(null)">(null)</latex it><latexit sha1_base64="(null)">(null)</latex it><latexit sha1_base64="(null)">(null)</latex it>
d/2
<latexit sha1_base64="8Z2S1T/+NIiKnifdNBTuTu0psTU=">AAACzHichVFNS8NAEH2N3/Ur6tFLsAieaiKCHotfeFEq2ipUkSRda2i+SLaFWnr15lV/m/4WD75sU0FFumEzs2/evJ 3ZcWLfS6Vpvhe0icmp6ZnZueL8wuLSsr6yWk+jTuKKmhv5UXLj2KnwvVDUpCd9cRMnwg4cX1w77cMsft0VSepF4ZXsxeIusFuh9+C5tiR02dzeuddLZtlUy/jrWLlTquhQqxrpH7hFExFcdBBAIISk78NGyq8BCyZiYnfoE0voeSouMECRuR2yBBk20Tb/LZ4aORrynGmmKtvlLT53wkwDm9wnStEhO7tV0E9pP7mfFNb694a+Us4q7NE6VJxTimfEJR7JGJcZ5MxRLeMzs64kHrCvuv FYX6yQrE/3W+eIkYRYW0UMHCtmixqOOnf5AiFtjRVkrzxSMFTHTVpbWaFUwlzRpl5Cm70+6+GYrd9D/evUd8qWWbYudkuVg+G8MYt1bGCLU91DBaeosg6X1b3gFW/auSa1vjYYUrVCnrOGH0t7/gLFlY+6</latexit><latexit sha1_base64="8Z2S1T/+NIiKnifdNBTuTu0psTU=">AAACzHichVFNS8NAEH2N3/Ur6tFLsAieaiKCHotfeFEq2ipUkSRda2i+SLaFWnr15lV/m/4WD75sU0FFumEzs2/evJ 3ZcWLfS6Vpvhe0icmp6ZnZueL8wuLSsr6yWk+jTuKKmhv5UXLj2KnwvVDUpCd9cRMnwg4cX1w77cMsft0VSepF4ZXsxeIusFuh9+C5tiR02dzeuddLZtlUy/jrWLlTquhQqxrpH7hFExFcdBBAIISk78NGyq8BCyZiYnfoE0voeSouMECRuR2yBBk20Tb/LZ4aORrynGmmKtvlLT53wkwDm9wnStEhO7tV0E9pP7mfFNb694a+Us4q7NE6VJxTimfEJR7JGJcZ5MxRLeMzs64kHrCvuv FYX6yQrE/3W+eIkYRYW0UMHCtmixqOOnf5AiFtjRVkrzxSMFTHTVpbWaFUwlzRpl5Cm70+6+GYrd9D/evUd8qWWbYudkuVg+G8MYt1bGCLU91DBaeosg6X1b3gFW/auSa1vjYYUrVCnrOGH0t7/gLFlY+6</latexit><latexit sha1_base64="8Z2S1T/+NIiKnifdNBTuTu0psTU=">AAACzHichVFNS8NAEH2N3/Ur6tFLsAieaiKCHotfeFEq2ipUkSRda2i+SLaFWnr15lV/m/4WD75sU0FFumEzs2/evJ 3ZcWLfS6Vpvhe0icmp6ZnZueL8wuLSsr6yWk+jTuKKmhv5UXLj2KnwvVDUpCd9cRMnwg4cX1w77cMsft0VSepF4ZXsxeIusFuh9+C5tiR02dzeuddLZtlUy/jrWLlTquhQqxrpH7hFExFcdBBAIISk78NGyq8BCyZiYnfoE0voeSouMECRuR2yBBk20Tb/LZ4aORrynGmmKtvlLT53wkwDm9wnStEhO7tV0E9pP7mfFNb694a+Us4q7NE6VJxTimfEJR7JGJcZ5MxRLeMzs64kHrCvuv FYX6yQrE/3W+eIkYRYW0UMHCtmixqOOnf5AiFtjRVkrzxSMFTHTVpbWaFUwlzRpl5Cm70+6+GYrd9D/evUd8qWWbYudkuVg+G8MYt1bGCLU91DBaeosg6X1b3gFW/auSa1vjYYUrVCnrOGH0t7/gLFlY+6</latexit><latexit sha1_base64="/1di/NjLQYNhmfa1owRqhnekJ34=">AAACzHichVFLS8NAEJ7GV1tfVY9egkXwVJMi6LH4wotS0T6gFtmk2xqaF5ttoZZevXnV36a/xYPfrlHQIt2wmdlvvv l2ZseJfS+RlvWWMebmFxaXsrn88srq2nphY7OeRAPh8pob+ZFoOizhvhfymvSkz5ux4CxwfN5w+icq3hhykXhReCtHMW8HrBd6Xc9lEtBNZ798XyhaJUsvc9qxU6dI6apGhXe6ow5F5NKAAuIUkoTvE6MEX4tssigG1qYxMAHP03FOE8ojdwAWB4MB7ePfw6mVoiHOSjPR2S5u8bEFMk3axT7Xig7Y6lYOP4H9wH7UWO/fG8ZaWVU4gnWgmNOKl8AlPYAxKzNImd+1zM5UXUnq0pHuxk N9sUZUn+6PzikiAlhfR0w608weNBx9HuIFQtgaKlCv/K1g6o47sExbrlXCVJFBT8Cq10c9GLP9d6jTTr1csq2SfX1QrBynA8/SNu3QHqZ6SBW6oCrqcFHdM73Qq3FlSGNsTL6oRibN2aJfy3j6BBJFj2o=</latexit>
x0
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Figure 8: Sender v0 = (0, 0), receiver q = (d, 0), intersections (x0, y0), (x0,−y0), the center (d/2, 0) of the ellipse,
the radii r1 and r2
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z0 = w · 2d− 2 + w
2d
z1 = 1− z0 + w/2 = (2− w)(d+ w)
2d
.
The radii of the ellipse are given by
r1 =
d+ w
2
,
r2 =
1
2
√
(d+ w)2 − d2 = 1
2
√
(2d+ w)w .
The other parameters are
x0 = 1− z0(w, d) = 1− w · 2d− 2 + w
2d
y0 =
√
r2 − x20 ,
which are the solutions to the equations
x20 + y
2
0 = 1
(d− x0)2 + y20 = (d− 1 + w)2
r21 +
1
4
d2 =
1
4
(d+ w)2 .
This implies for f(w, d) := |E≤w ∩ U | (time shift w and receiver in distance d):
f(w, d) = s(1, 1, z0) + s(r1, r2, z1)
= g(z0) + r1r2 g
(
z1
r1
)
= g
(
w(2d+ w − 2)
2d
)
+
1
4
(d+ w)
√
w(2d+ w) g
(
2− w
d
)
Define the derivatives f ′ and f ′′ with respect to the first parameter:
f ′(x, y) :=
df(x, y)
d x
(11)
f ′′(x, y) :=
d2f(x, y)
d2 x
(12)
The following observations of the derivatives are useful later on.
Lemma 10. For x ∈ [0, 2], y ≥ 1:
f ′(x, y) > 0 (13)
√
x < f(x, y) <
7
3
√
x (14)
For y ≥ 2: 3
2
√
x < f(x, y) (15)
For y > 1, x ≤ 2: f(x, y)
f(x/2, y)
>
7
5
(16)
Proof. Inequality (13) follows by the definition of f(x, y). The other inequalities have been verified by computer
generated function tables using interval arithmetics, see also the plots in Figs. 9-16 to get an intuition.
In the automated proofs we only use rational numbers and only test if for two numbers a < b. The automated proofs
check whether for some function h the inequality h(x) < c holds for x ∈ [a, b], where h(x) is finite in [a, b]. For
this we divide the interval [a, b] in smaller intervals [a0, a1], [a1, a2], . . . , [an−1, b]. Then, for an interval we calculate
f([aj , aj+1]) = [sj , `j ] using interval arithmetics [35]. So, it holds that sj ≤ f(x) ≤ `j+1 for all x ∈ [aj , aj+1]. Then,
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Figure 9: Plot of functions f(x, y) and f ′(x, y) for exemplary values y ∈ {1, 2,∞}
we check whether `j < c for all i. If this is not the case, we increase the number of intervals n to have smaller intervals.
By basic analysis it follows that a set of small enough intervals must exist that deliver a positive result if h(x) < c.
Analogously, we generate proofs for two-dimensional cases to check that f(x, y) < c holds for x ∈ [a, b], y ∈ [a′, b′],
where we use input intervals [aj , aj+1]× [a′k, a′k+1].
However, a direct application is not possible before we have not resolved the following two problems: we have an open
interval y ∈ [1,∞) and some comparisons involve functions on both side of the inequality.
For the first problem we substitute z = 1y and consider functions over the interval z ∈ [0, 1]. At z = 0 we have to show
that the discontinuity is removable. This way we prove Inequality (16) noting that limy→∞
f(2,y)
f(1,y) =
√
2 ≥ 75 .
For the second problem we divide by one side and get a removable discontinuity. In order to remove the discontinuity at
x = 0 for f(x, y)/
√
x, we observe that
lim
y→∞ f(x, y) =
1
3
(x+ 1)
√
(2− x)x+ arccos(1− x)
such that we get a removable discontinuity for f(x,y)√
x
for y → ∞. Using the substitution z = 1/y the automatic
selection of intervals for interval arithmetics produces the proofs for inequalites (14) and (15).
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1.40
Figure 10: The function f(x, y)/f(x/2, y) for y ∈ {1, 3/2, 3, 14,∞} relevant for Inequality (16)
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For (11), (14), (15) f , g, the first and second derivatives of f are the following.
f(x, y) = g
(
x(x+ 2y − 2)
2y
)
+
1
4
(x+ y)
√
x(x+ 2y) g
(
2− x
y
)
d g(x)
d x
=
√
1− (1− x)2
f ′(x, y) :=
df(x, y)
dy
= g
(
2− x
y
)
2x2 + 4xy + y2
4
√
x(x+ 2y)
+
(x+ y − 2)√x(2− x)(x+ 2y − 2)(x+ 2y)
2y2
f ′′(x, y) :=
d2f(x, y)
d2 y
= T1(x, y) + T2(x, y) + T3(x, y) ,
where we have the following terms.
T1(x, y) =
−3x4 − 2x3(6y − 7)− 2x2 (7y2 − 21y + 10)− 4x (y3 − 8y2 + 10y − 2)+ 4y (y2 − 3y + 2)
2y2
√
(2− x)x(x+ 2y − 2)(x+ 2y)
T2(x, y) = −
√
(2− x)(x+ 2y − 2) (2x2 + 4xy + y2)
2y2
√
x(x+ 2y)
T3(x, y) =
(x+ y)
(
2x2 + 4xy − y2)
4(x(x+ 2y))3/2
g
(
2− x
y
)
We can prove via interval arithmetics for x ∈ [0, 2], y ≥ 1 the following inequalities, see also Figures 11, 12, 13, 14.
Lemma 11. The following inequalities hold for y ≥ 1, x ∈ [0, 2]:
−2 ≤ T1(x, y)
√
x(2− x) ≤ 2 (17)
−3 ≤ T2(x, y)
√
x ≤ 0 (18)
−1 ≤ T3(x, y)x3/2 ≤ 1 (19)
1 ≤ g(x)
x3/2
≤ 2 . (20)
For x ∈ (0, 1100] , y ≥ 1
T3(x, y)x
3/2 ≤ −1
5
. (21)
where discontinuities at x = 0 and x = 2 are removed.
For x ∈ [ 1100 , 2− 1100], y ≥ 1
f ′′(x, y) ≤ −1
8
. (22)
Proof. Possible discontinuities at x = 0 and x = 2 of the functions T1(x, y)
√
x(2− x), T2(x, y)
√
x, and T3(x, y)x3/2
can trivially be removed by algebraic transformation. The function g(x)
x3/2
is also finite with a removable discontinuity at
x = 0, since
lim
x→0
g(x)
x3/2
=
4
3
√
2 ,
which can be seen by the Taylor series. For the automated proofs we again replace z = 1y and prove the claims for the
interval z ∈ [0, 1] with interval arithmetics.
Since f ′′ is finite over this domain, we can apply an automated proof with interval arithmetics for f ′′(x, 1/z) < − 18 for
x ∈ [1/100, 1− 1/100] , removing the discontinuity for z = 0.
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Figure 11: The function T1(x, y)
√
x(2− x) for y ∈ {1, 1.1, 1.2, 1.3, 1.4, 1.5, 1.8, 2.5, 3.2, 5, 7,∞}, relevant for
Inequality (17)
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Figure 12: The function T2(x, y)
√
x for y ∈ {1, 1.1, 1.3, 1.8, 2.8, 4.5, 10,∞}, relevant for Inequality (18)
Lemma 12. For all y > 1, x ∈ (0, 2)
f ′′(x, y) < −1
4
.
For x ∈ [2− 1100 , 2), y ≥ 1
f ′′(x, y) ≤ −199 . (23)
Proof. The second derivative f ′′(x) tends to −∞ at the borders of x ∈ [0, 2]. We have proved (21) via interval
arithmetics for x ≤ 1100 : x3/2T3(x, y) ≤ −1/5. Then, it follows for x ∈ [0, 1100 ]:
f ′′(x, y) ≤ T3(x, y) + 2√
x(2− x)
≤ − 1
5x3/2
+
2
√
x√
(2− x)
=
1√
x
(
− 1
5x
+
2x√
(2− x)
)
< −199
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Figure 13: The function T3(x, y)x3/2 for y ∈ {1, 1.3, 2, 5,∞} , relevant for Inequality (19)
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Figure 14: The function g(x)/x3/2, relevant for Inequality (20)
For x ≥ 2− 1100 we get
f ′′(x, y) ≤ T1(x, y) + T2(x, y) + T3(x, y)
≤ −1
2
√
x(2− x) + x3/2
≤ −
√
100
2
√
2− 1100
+ (2− 1/100)3/2
< −7/5
These lemmas imply:
Lemma 13. For x ∈ (0, 2), y ≥ 1:
f ′′(x, y) ≤ −1
8
.
Using f we can describe h∞ as follows.
Lemma 14. For w ∈ [0, 2]:
hd,λ(w) =
∫ w
x=0
ei2pix/λf ′(x, d) dx .
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Figure 15: The function f ′′(x, y) for y ∈ {1, 1.2, 2,∞} of Lemma 12
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Figure 16: The function f(x, y)/
√
x for y ∈ {1, 2,∞} relevant for Inequalites (14) and (15)
Proof. From the above considerations we know that the area ofE≤w∩U is described by f(w, d) .Hence, the differential
area with points with phase w is given by
d f(w, d)
d w
= f ′(w, d) .
For the orientation of hd,λ(w) we get the following Lemma.
Lemma 15. For all w ≥ 0:
arg(hd,λ(w)) ∈ (0, pi) .
Proof. We extend f ′(x, y) as f ′(x, y) = 0 for y ≥ 2. We consider two consecutive intervals of distance λ:
hd,λ(w) =
d2/λe∑
j=0
∫ λ
x=0
ei2pix/λf ′ (x+ jλ, d) dx
=
d2/λe∑
j=0
∫ λ/2
x=0
ei2pix/λ
(
f ′ (x+ jλ, d) f ′
(
x+ jλ+
1
2
λ, d
))
dx
=
∫ λ/2
x=0
ei2pix/λ
d2/λe∑
j=0
(
f ′ (x+ jλ, d)− f ′
(
x+ jλ+
1
2
λ, d
))
dx
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Since f ′′(x, y) ≤ − 18 we have
f ′ (x+ jλ, d)− f ′
(
x+ jλ+
1
2
λ, d
)
≥ 1
16
λ
Because every difference is positive and it follows that arg(hd,λ(w)) ∈ (0, pi).
From this consideration one can only imply that =(hd,λ(w)) = Ω(λ) for w ≥ λ. To achieve a better bound we
concentrate on the first term of the sum.
Proposition 1. For x ≤ λ/2:
f ′ (x, d) ≥ 7
5
f ′
(
x+
1
2
λ, d
)
Proof. Since x ≤ λ/2 we have 2x ≤ x+ λ and by Lemma 10 and the monotony of f ′ it follows:
f ′(x, d) ≥ 7
5
f ′(2x, d) ≥ 7
5
f ′
(
x+
1
2
λ, d
)
.
Proposition 2. For w ≥ λ/2:
=(hd,λ(w)) ≥
∫ λ
x=0
sin(2pii x/λ) f ′ (x, d) dx .
Proof. Because f ′′(x, y) < 0 the other sum terms for j > 0 may only increase the imaginary terms.
Proposition 3. ∫ λ/2
x=0
sin(2pii x/λ) f ′ (x, d) dx ≥ 2
7
∫ λ
x=0
sin(2pii x/λ) f ′ (x, d) dx
Proof. For x ≤ λ by the claim above we have:
f ′ (x, d) ≥ 7
5
f ′(x+ λ/2, d)
Hence
f ′(x, d)− f ′ (x+ λ/2, d) ≥ 2
7
f ′(x, d) .
Proposition 4. For d ≥ 2 ∫ λ/2
x=0
sin(2pii x/λ) f ′ (x, d) dx ≥ 1
16
√
2
√
λ
22
Collaborative Broadcast in O(log log n) Rounds A PREPRINT
Proof. We use that 32
√
x < f(x, y) < 73
√
x from (24) and that f ′(x, y) decreases with x (Lemma 13).∫ λ/2
x=0
sin(2pii x/λ) f ′ (x, d) dx ≥
∫ 3
4λ
x=λ/4
sin(2pii x/λ) f ′ (x, d) dx
≥
∫ 3
4λ
x=λ/4
1√
2
f ′ (x, d) dx
≥
∫ 3
4λ
x=λ/4
1√
2
f ′ (x, d) dx
≥ 1
2
√
2
(
f
(
3
4
λ, d
)
− f
(
1
4
λ, d
))
≥ 1
2
√
2
(
3
2
√
3
4
λ− 7
3
√
1
4
λ
)
≥
3
2
√
3− 73
4
√
2
λ1/2
≥ 1
16
√
2
λ1/2
This implies the following Lemma:
Lemma 16. For w ≥ λ/2, d ≥ 2r:
=(hd,λ(w))) ≥ 1
56
√
2
√
λ .
Proof. Follows by the combining the above claims.
We now estimate for d ≥ cfλ+ 1:
ud,λ(w) :=
∫∫
(x,y)∈E≤w∩U
e2pii∆d(x,y)/λ√
(x− d)2 + y2 dx dy ,
which is of interest since ud,λ(2) = s(d, λ, 1). Note that ∆d(p) := ||p||2 + ||p− q||2 − d . We change coordinates from
(x, y) to (z, `), where z is the x-coordinate of the Ellipse Ew and ` is the distance from the point to the receiver. Note
that (
x(`, z)
y(`, z)
)
=

2d2 − 2d`+ 2dz − 2`z + z2
2d√
z
√
2`− z√4d2 − 4d`+ 4dz − 2`z + z2
2d

Lemma 17. For 0 ≤ w ≤ 2:
ud,λ(w) =
w∫
z=0
d+z/2∫
`=d−1+z
2
e2piiz/λ
`
|det(φ(`, z))|d` dz
where for ` ≥ z:
|det(φ(`, z))| = 2`(d− `+ z)√
z
√
2`− z√(2d+ z)(2d− 2`+ z)
where φ(`, z) is the Jacobian of
(
x(`, z)
y(`, z)
)
.
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Proposition 5.
f ′(z, d) =
d+z/2∫
`=d−r+z
2|det(φ(`, z))| d`
Define
t(d, z, `) :=
d+z/2∫
`=d−1+z
2
`
|det(φ(`, z))|d` .
Lemma 18. For d > 1 and ` ∈ [d− 1, d+ 1] for all w ∈ [0, 2]:
f ′(z, d)
d+ 1
≤ t(d, z, `) ≤ f
′(z, d)
d+ 1
(
1 +
2
d− 1
)
Proof. Note that 0 < d− 1 ≤ ` ≤ d+ 1. Hence,
1
d+ 1
≤ 1
`
≤ 1
d− 1 =
1
d+ 1
(
1 +
2
d− 1
)
We choose d ≥ 15 and get 2d−1 ≤ 17 .
Lemma 19. For w ≥ λ/2, d ≥ 15:
=(s(d, λ, 1)) ≥ 1
112
√
2(d+ 1)
√
λ .
Proof. We consider two consecutive intervals of distance λ:
ud,λ(w) =
d2/λe∑
j=0
λ∫
z=0
d+(z+jλ)/2∫
`=d−1+z+jλ
2
e2piiz/λ
`
|det(φ(`, z))| d` dz
=
d2/λe∑
j=0
λ/2∫
z=0
e2piiz/λ
`
(t(d, z + jλ, `)− t(d, z + jλ+ λ/2)) dz
Now for z ≤ λ/2, d ≥ 15:
t(d, z + λ/2, `(x, y)) ≤ 8
7
1
d+ 1
f ′(z + λ/2, d) (24)
≤ 8
7
· 5
7
· 1
d+ 1
f ′(z/2 + λ/4, d)
≤ 8
7
· 5
7
· 1
d+ 1
f ′(z, d) (25)
≤ 40
49
t(d, z, `(x, y))
The first line (24) follows from Lemma 18. Line (25) follows from z/2 + λ/4 ≥ z and that f ′ is monotone decreasing
because f ′′(x, y) < − 18 by Lemma 13.
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Hence t(d, z, `(x, y))− t(d, z + λ/2, `(x, y)) ≥ 940 t(d, z, `(x, y) which we use in line 27:
=(s(d, λ, 1)) = =(ud,λ(2)) (26)
=
d2/λe∑
j=0
λ∫
z=0
sin(2pii z/λ)
`
t(d, z + jλ, `(x, y)) d` dz
≥
d2/λe∑
j=0
λ/2∫
z=0
9
40
sin(2pii z/λ)
`
t(r, d, z + jλ, `(x, y)) d` dz (27)
≥
d2/λe∑
j=0
λ/2∫
z=0
9
40
sin(2pii z/λ)
d+ 1
f ′(z + jλ, d) dz
≥ 9
40
1
d+ 1
d2/λe∑
j=0
λ∫
z=0
sin(2pii z/λ)f ′(z + jλ, d) dz
=
9
40
1
d+ 1
=(hd,λ(2)) (28)
≥ 1
56
√
2
9
40
1
d+ 1
√
λ
≥ 9
2, 240
√
2
√
λ
d+ 1
In line (28) we use the definition of hd,λ(2) and then apply Lemma 16.
Lemma 20. For d > 15r:
E [=[rx]] ≥ 9
4, 480pi
√
2
m
√
λ
d
√
r
.
Proof. E [=[rx]] ≥ m2pir 92,240√2
√
λ/r
d/r+1 ≥ 94,480pi√2 m
√
λ
d
√
r
.
We apply the Hoeffding bound (Theorem 2 of [36]), which states for n independently distributed random variables
Xj ∈ R strictly bounded by the intervals [aj , bj ]:
Prob
[∣∣X − E [X]∣∣ ≥ t] ≤ 2 exp(− 2n2t2∑n
j=1(bj − aj)2
)
, where X = 1n
∑n
j=1Xj .
We will use Xj = =
[
e2pii∆d(vj)/λ
||q−vj ||2
]
∈ [− 1d−r , 1d−r ] =: [aj , bj ] denoting the signal produced by each of the m non
central senders. Furthermore, we set t = 12E
[
X
]
. Hence, aj − bj = 2d−r ≥ 2d− 115d ≥
30
14d .
Note that E
[
X
] ≥ c6√λr 1d ≥ c6√λr 1430 (a− b), where c6 = 94,480pi√2 . Therefore
t2
(b− a)2 =
1
4E
[
X
]2
(b− a)2 ≥ c
2
6
(
14
30
)2
λ
r
This implies the following Lemma.
Lemma 21. For d ≥ 15r and c4 = 12c6 and c7 = 2c26
(
14
30
)2
Prob
[
=[rx] ≤ c4m
√
λ
d
√
r
]
≤ 2 exp
(
−c7λm
r
)
.
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This implies the following Lemma.
Lemma 22. For r ≥ r1 and d > 15r:
Prob
|rx|2 ≤ (c4m√λ
d
√
r
)2 ≤ 1
nc5
. (29)
Proof. Note that =(z) ≥ a implies |z|2 = =(z)2 + <(z)2 ≥ a2. It remains to show that exp (−c7 λmr ) ≤ 1nc5 . Using
that m ≥ 12ρpir2 from Lemma 4 (4) with probability 1− e−
1
8ρpir
2
. So, the error probability is bounded for n ≥ 2 as
1
nc5 , where c5 =
1
2 ln 2c2c3c7pi + 1. Using r ≥ r1 = c2/λ, ρ ≥ c3ln 2 lnn we bound the error probability of Lemma 22
as follows.
2e−c7
λm
r ≤ e− 12 c7λρpir+ln 2
≤ e− 12 c2c7ρpi+ln 2
≤ e− 12 ln 2 c2c3c7pi lnn+ln 2
≤ n− 12 ln 2 c2c3c7pi+1
≤ n−c5
The right side inside the probability of (29) is larger than the SNR threshold β = 1 if d ≤ c4mr1/2λ1/2. This implies
that all nodes in distance d ≤ 14c4ρr3/2j λ1/2 = c1ρr3/2j λ1/2 for c1 = 14c4 can be informed in round j with high
probability. This completes the proof of Theorem 3.
Theorem 4. For constant wavelength λ MISO broadcasting takes O(log log n − log log ρ) rounds to broadcast the
signal.
Proof. The algorithm works in two phases. In the first phase, we inform all nodes in radius r1 = O(1) using the UDG
Broadcast algorithm with single senders. This takes at most O(1) rounds.
In the second phase we use the phase shift ϕ` = ||v` − v0||2 for all senders v`. Now the radii increase double
exponentially with rj+1 = c1ρr
3/2
j λ
1
2 . Note that rj+1 ≥ 15rj if rj ≥ 225c21ρ2λ ≥
225
c21c
2
3λ log
2 n
≥ c2λ = r1 which holds for
large enough number of nodes n.
After j = O(log log n− log log ρ) rounds we have reached
rj = r
( 32 )
j
1
(
c1ρλ
1
2
)1+ 32 +...+( 32 )j−1
= r
( 32 )
j
t
(
c1ρλ
1
2
)2( 32 )j−2
≥ R =
√
n
piρ
.
Note that in the first round 15r1 nodes are already informed. So, all nodes in distance r2 can be informed and the
minimum distance of 15r1 from the senders is kept. In every next round we decrease rj by a factor of 1/15 to ensure
that this minimum distance of 15rj . The above recursion changes only to the extent that c1 is replaced by c′ = c1/15
without changing the asymptotic behavior.
Because of the super-exponential growth of ri the same observation as in Corollary 3 can be made for the MISO
broadcast.
Corollary 4. The speed of the MIMO Broadcast approaches the speed of light for growing n.
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9 Conclusions
We have compared the number of rounds of collaborative broadcasting in three communication models. All of them are
derived from the far-field superposition MISO/MIMO model where the signal-to-noise ratio allows a communication
range of one unit.
The first is the Unit-Disk-Graph model. Typically, parallel communication is seen here as a problem, resulting in the
Radio Broadcasting model. For the Unit Disk Graph such interference results only in an extra overhead of a constant
factor [5]. The delimiting factor is the diameter of the graph, proportional to
√
n/ρ.
For the SNR-model one can achieve broadcasting in a logarithmic number of rounds which comes from the addition
of the senders’ signal energy. This allows to extend the disk of informed nodes by a factor of Θ(
√
ρ), where ρ is the
sender density. This result is not surprising, since the area grows quadratically in the diameter and the path loss is to the
power of two as well, which fits well to the law of conservation of energy.
For the MIMO model it is already known that beamforming increases the energy beyond the SNR model. It is possible
to achieve logarithmic number of rounds for unicast on the line [23] and O(log log n) for the plane [22]. The used
beams are very narrow and for a growing number of sender nodes the ratio between beam range and angle decreases. So,
the extended range results from the focus of the energy on a smaller beam, while the signal energy is reduced elsewhere.
This leads to the question, how it is possible that a broadcast with high signal strength can take place. The answer is,
that this panoramic beam draws its increased energy from a signal reduction from the three-dimensional space into the
two-dimensional space, where the receivers happen to be located.
10 Outlook
We have focused on broadcasting only a single sinusoidal signal and not a message consisting of many different signals.
There, one faces inter-signal interference and inter-symbol interference. For inter-signal interference, note that the
received signal has a constant phase shift. We bounded the interference of non-synchronized signals only by a constant
factor with respect to the main signal. So, tighter bounds are necessary. For the inter-symbol interference, a special
encoding may reduce the interference caused by signals used for other parts of the message.
In [32] we have described a O(log log n) unicast algorithm without the need of perfect synchronization. There is some
hope that a similar technique works here, too. Furthermore, the question remains open whether flooding in MISO is as
efficient as the broadcasting algorithm relying on the Expanding Disk Algorithm.
A drawback of the MISO broadcasting is that we assume the wavelength is constant, while the density grows logarithmic.
So, the average distance of two nodes is smaller than the wavelength. Since, we use far-distant sending ranges this does
not affect the validity of the claims. But a broadcasting time bound for constant density and very small wavelength
seems desirable. For a constant density, we have to overcome the problem that the first sender might have no neighbors
in the unit disk range. For this, on can focus only on situations where the broadcasting is possible in the UDG model.
For small wavelength the solution seems to be more difficult. One approach might be to use the SNR broadcast for
small ranges and then switch to MIMO broadcast. However, the SNR model equals the MISO/MIMO model for random
phases only in the expectation and not with high probability. So, one has to analyze a SNR broadcast algorithm in
the MISO/MIMO model where not all nodes might be triggered (a realistic problem known as Rayleigh fading). If
this approach works out, then an additional number of O(log(1/λ)) steps are needed in MIMO broadcast, which is
asymptotically better than the SNR broadcast if 1/λ is smaller than any polynomial.
Another interesting question concerns the influence of the path loss exponent α, which we choose as α = 2. It has no
influence to the UDG model. As an anonymous reviewer pointed out in the SNR model one expects for α < 2 a bound
of O(log log n) for broadcasting, for α = 2 we have proved a bound of Θ(log n) and for α > 2 a bound of O(n1/2)
like in the UDG model is to be expected.
We conjecture for MIMO that our results can be generalized for α < 3 because of area size of around Θ(r3/2λ1/2) of
nearly synchronous senders. For larger path loss the asymptotic number of rounds increase. For α = 3 we expect a
logarithmic bound and for α > 3 the same behavior as in the Unit Disk Graph.
Finally, the communication model is still very simple. Instead of a constant signal-to-noise ratio one might consider
Gaussian noise. It is also unclear how obstacles influence the algorithm, or for which other path loss exponents, the
double logarithmic number of rounds can be guaranteed.
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