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Abstract
In this paper, we find an orthogonal basis for the Sa × Sb × Sc-invariant vectors in the irreducible
representations S(α,β,γ ) of the symmetric group. The basis chosen is part of a Gel’fand basis (or
adapted basis) coming from the chain of subgroups Sa+b+c > Sa+b × Sc > Sa × Sb × Sc. This is
a generalization and a completion of the work of Dunkl [Pacific J. Math. 92 (1981) 57–71], who
considered the Sa × Sb × Sc-invariant vectors in S(N−k,k).
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1. Introduction
Let G be a finite group and K a subgroup of G. The pair (G,K) is said to be a
(finite) Gel’fand pair [2] if the permutation representation of G on the homogeneous space
G/K decomposes without multiplicity, or equivalently, if the convolution algebra of bi-
K-invariant functions defined on G is commutative. Many examples of finite Gel’fandE-mail address: scarabot@dmmm.uniroma1.it.
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P. Delsarte, C. Dunkl and D. Stanton; see the surveys [7,15] or the book [11]. The most
studied pair was (SN ,SN−m × Sm), where Sh denotes the symmetric group on h letters:
see for example the papers [1,4–6,15], and [3] for a probabilistic application. In [7] Dunkl
suggested to study the nonGel’fand pair (SN ,Sa × Sb × Sc), where N = a + b + c. In [8]
Dunkl constructed a basis for the space of Sa × Sb × Sc-invariant vectors in the irreducible
representations of SN canonically associated to partitions of N in two parts. In the present
we determine a basis for the space of Sa × Sb × Sc -invariant vectors in the irreducible
representations associated to partitions of N in three parts. This completes the work of
Dunkl: no other irreducible representation contains nontrivial Sa × Sb × Sc-invariant vec-
tors.
Let S(α,β,γ ) the irreducible representations associated to the partition (α,β, γ ) of N .
To reach our goal, we will use the following fact: if V is an irreducible representation of
Sa+b×Sc, then the dimension of the space of Sa ×Sb×Sc-invariant vectors in V is 1 and
if it is = 1 and V appears in S(α,β,γ )↓Sa+b×Sc then the multiplicity of V in such restriction
is equal to 1. For every such a V , we will write a nontrivial Sa × Sb × Sc-invariant vector
in V ⊆ S(α,β,γ ); therefore, the set of all these vectors will form the desired orthogonal
basis.
The plan of this paper is the following. In Section 2, we recall some basic properties
of Hahn polynomials; all our invariant vectors will be expressed by mean of this family
of orthogonal polynomials. In Section 3, we introduce a set of “Radon transforms” dij
(compare with [2,16]) on the “flag manifolds” SN/(Sa1 × Sa2 × · · · × Sam), where a1 +
a2 +· · ·+ am = N , and some “Laplace operators”, for which we give the spectral analysis.
We also recall the fundamental characterization of the irreducible representations of the
symmetric group as the intersections of the kernels of a set of Radon transforms; such
characterization is due to James [10]; see also [13]. In Section 4, the results of the preceding
section are interpreted in terms of induced representations. In Section 5, we compute a
basis for the space of SN−m × Sm-invariant functions defined on SN/(Sa × Sb × Sc). In
Section 6, we study the effect of the operators dij on the vectors of this basis. In Section 7,
we will write an explicit Sa+b × Sc-equivariant isomorphism from a subspace of right
Sa+b−β−γ × Sβ × Sγ -invariant functions on Sa+b onto the space of Sc-invariant vectors
in S(α,β,γ ). Using the results of the preceding sections, we will find the Sa × Sb-invariant
vectors in these spaces, obtaining a basis of Sa × Sb × Sc-invariant vectors in S(α,β,γ ). The
main result of the paper is stated in Theorem 7.9
In the present paper, we use several facts from the representation theory of the sym-
metric group. Most of these facts might be deduced from our computations of K-invariant
vectors, in particular from the discussions of our finite difference equations, but this would
require longer proof and case by case arguments. Conversely, we will use the representation
theory of the symmetric group to shorten many of the proofs of this paper. In other words,
if we know that for some values of the parameters an irreducible representation does not
contain nontrivial K-invariant vectors then we can avoid the discussion of the finite dif-
ference equation that determines such vectors (but the discussion of the finite difference
equation would give us the same results of the representation theory).
The present paper is strictly connected with [12], where we solved a problem in [2]
on a diffusion model on Snm/(Sm × · · · × Sm). The results in this paper should be a first
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analysis of invariant functions, in particular on the symmetric group, may also be applied
to some statistical problems of Diaconis; see [14].
2. Hahn polynomials
Following [5] and [8], we introduce a family of renormalized Hahn polynomials. For
m,a,b, c, x nonnegative integers satisfying: c  a + b,m  min{a, b, c, a + b − c} and
max{c − b,0} x min{a, c}, we define:
Em(a, b, c, x)
=
min{m,x}∑
j=max{0,x−c+m}
(−1)j
(
m
j
)
(b −m+ 1)j (−x)j (a −m+ 1)m−j (x − c)m−j .
The following is a list of some of their properties ([5] and [8]).
Finite difference equations:
(c − x)Em(a, b, c − 1, x)+ xEm(a, b, c − 1, x − 1) = (c −m)Em(a, b, c, x), (1)
(a − x)Em(a, b, c + 1, x + 1)+ (x + b − c)Em(a, b, c + 1, x)
= (a + b − c −m)Em(a, b, c, x), (2)
(c − x)(a − x)Em(a, b, c, x + 1)+ x(x + b − c)Em(a, b, c, x − 1)
= [(c − x)(a − x)+ x(x + b − c)−m(a + b + 1 −m)]Em(a, b, c, x). (3)
Symmetry relations:
Em(a, b, c, x) = (−1)mEm(b, a, c, c − x), (4)
Em(a, b, c, x) = Em(c, a + b − c, a, x). (5)
From the transformation formula (3.8 in [5])∑min{c,y}x=max{0,c−d+y} (yx)(d−yc−x)Em(a, b, c, x) =(
d−m
c−m
)
Em(a, b, d, y) and (5) it follows that
min{a,y}∑
x=max{0,a−d+y}
(
y
x
)(
d − y
a − x
)
Em(a, b, c, x) =
(
d −m
a −m
)
Em(d, a + b − d, c, y).
(6)
Particular values:
Em(m,b, c, x) = Em(c,m+ b − c,m,x)
m−x= (−1) m!(b − c + 1)x(c −m+ 1)m−x. (7)
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Let N be a positive integer. A composition of N is an ordered sequence of nonnegative
integers a = (a1, a2, . . . , ah) such that a1 + a2 + · · · + ah = N . A partition λ of N is a
composition λ = (λ1, λ2, . . . , λh) of N such that λ1  λ2  · · ·  λh  1. We recall that
there exists a canonical one to one correspondence between the set of all partitions of N
and the set of all irreducible representations of the symmetric group SN [9,10,16]. If λ
is a partition of N , the irreducible representation canonically associated to λ is denoted
by Sλ. The homogeneous space Ωa = SN/(Sa1 × Sa2 × · · · × Sah) will be identified with
the set of all “flags” (A1,A2, . . . ,Ah) such that for i = 1, . . . , h, Ai is an ai -subset of
{1,2, . . . ,N} and Ai ∩Aj = ∅ for i = j (so A1 ∪A2 ∪ · · · ∪Ah = {1,2, . . . ,N}). We will
denote by Ma the permutation module of all complex valued functions defined on Ωa . The
space Ma will be endowed with the natural scalar product 〈f1, f2〉 =∑ω∈Ωa f1(ω)f2(ω)
for f1, f2 ∈ Ma . The Dirac function at a point (A1,A2, . . . ,Ah) ∈ Ωa will be denoted
simply by (A1,A2, . . . ,Ah); that is, Ma will be identified with the set of all linear formal
combinations of points of Ωa . Now we define the “Radon transforms” dij and the operators
∆ij . If (A1,A2, . . . ,Ah) is a flag, |Aj | > 0 and i = j then we set
dij (A1,A2, . . . ,Ah) =
∑
x∈Aj
(
A1, . . . ,Ai ∪ {x}, . . . ,Aj \ {x}, . . . ,Ah
)
.
That is, if (A1,A2, . . . ,Ah) ∈ Ω(a1,a2,...,ah) then the dij -image of (A1,A2, . . . ,Ah) is
the characteristic function of all the (B1,B2, . . . ,Bh) ∈ Ω(a1,a2,...,ai+1,...,aj−1,...,ah) such
that: Bj ⊂ Aj , Ai ⊂ Bi and Bk = Ak for k = i, j . Clearly, dij intertwines the permutation
modules M(a1,a2,...,ah) and M(a1,a2,...,ai+1,...,aj−1,...,ah) and dij is the adjoint of dji .
If (A1,A2, . . . ,Ah) is a flag, i = j and |Ai |, |Aj | > 0 then we set
∆ij (A1,A2, . . . ,Ah) =
∑
x∈Aj
y∈Ai
(
A1, . . . ,
(
Ai \ {y}
)∪ {x}, . . . , (Aj \ {x})∪ {y}, . . . ,Ah).
Thus the ∆ij -image of (A1,A2, . . . ,Ah) ∈ Ω(a1,a2,...,ah) is the characteristic function of
all the (B1,B2, . . . ,Bh) ∈ Ω(a1,a2,...,ah) such that: |Ai ∩ Bi | = ai − 1, |Aj ∩ Bj | = aj − 1
and Bk = Ak for k = i, j . ∆ij intertwines M(a1,a2,...,ah) with itself and is selfadjoint. In
the following lemma, we collect some basic properties of the operators dij and ∆ij . We
recall that the Pochhammer symbol (a)i is defined by (a)0 = 1 and (a)i = a(a + 1)×
(a + 2) · · · (a + i − 1) for i = 1,2,3, . . . .
Lemma 3.1. Suppose that i, j, k are three distinct numbers and that f belongs to Ma .
Then:
(1) dij djif = aif +∆ijf ;
(2) if 1 q  ai then dij (dji)qf = (dji)qdij f + q(ai − aj − q + 1)(dji)q−1f ;
(3) if 1  p  q  ai and dij f = 0 then (dij )p(dji)qf = (q − p + 1)p(ai − aj −q + 1)p(dji)q−pf ;
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(5) (dij )qdjk = qdik(dij )q−1 + djk(dij )q .
Proof. (1) If (A1,A2, . . . ,Ah) ∈ Ωa then
dij dji(A1,A2, . . . ,Ah)
= dij
∑
y∈Ai
(
A1, . . . ,Ai \ {y}, . . . ,Aj ∪ {y}, . . . ,Ah
)
= ai(A1,A2, . . . ,Ah)
+
∑
x∈Aj
∑
y∈Ai
(
A1, . . . ,
(
Ai \ {y}
)∪ {x}, . . . , (Aj ∪ {y}) \ {x}, . . . ,Ah)
= ai(A1,A2, . . . ,Ah) +∆ij (A1,A2, . . . ,Ah).
(2) For q = 1 the identity may be obtained subtracting djidij f = ajf +∆ijf from (1);
the general case follows by induction on q .
(3) The case p = 1 is a consequence of (2); the general case follows again by induction.
(4) These identities are obvious.
(5) If (A1,A2, . . . ,Ah) ∈ Ωa then
dij djk(A1,A2, . . . ,Ah)
= dij
∑
x∈Ak
(
A1, . . . ,Aj ∪ {x}, . . . ,Ak \ {x}, . . . ,Ah
)
=
∑
x∈Ak
(
A1, . . . ,Ai ∪ {x}, . . . ,Ak \ {x}, . . . ,Ah
)
+
∑
x∈Ak
∑
y∈Aj
(
A1, . . . ,Ai ∪ {y}, . . . ,
(
Aj ∪ {x}
) \ {y}, . . . ,Ak \ {x}, . . . ,Ah)
= dik(A1,A2, . . . ,Ah)+ djkdij (A1,A2, . . . ,Ah).
The case q > 1 follows by induction. 
In the following corollary, we begin to investigate the case of a three parts composition
(a, b, c).
Corollary 3.2.
(1) If 0  h  min{a, b} then (d21)b−h is injective from M(a+b−h,h,c) ∩ Kerd12 to
M(a,b,c);
(2) (d21)b−h[M(a+b−h,h,c) ∩ Kerd12] is an eigenspace of ∆12 and the corresponding
eigenvalue is: ab − h(a + b − h+ 1);
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min{a,b}⊕
h=0
(d21)
b−h[M(a+b−h,h,c) ∩ Kerd12]
is a decomposition of M(a,b,c) into invariant mutually orthogonal subspaces;
(4) if p max{1, b − a + 1} then
M(a,b,c) ∩ Ker(d12)p =
min{a,b}⊕
h=min{0,b−p+1}
(d21)
b−h[M(a+b−h,h,c) ∩ Kerd12].
Proof. (1) is a consequence of Lemma 3.1(3): if p = q = b − h then ‖(d21)b−hf ‖2 =
〈f, (d12)b−h(d21)b−hf 〉 = (b − h)!(a − h+ 1)b−h‖f ‖2.
(2) is a consequence of Lemma 3.1(1) and (2): if f ∈ M(a+b−h,h,c) and d12f = 0 then
∆12(d21)
b−hf = d12d21(d21)b−hf − a(d21)b−hf =
[
ab − h(a + b − h+ 1)](d21)b−hf.
Moreover, in the interval 0  h  min{a, b}, the function h → [ab − h(a + b − h + 1)]
is decreasing. Therefore we have obtained min{a, b} + 1 distinct eigenvalues and the
eigenspaces are orthogonal.
For the moment, suppose that 0  b  a. The orthogonal decomposition M(a,b,c) =
(d21M(a+1,b−1,c))⊕(M(a,b,c)∩Kerd12) is an immediate consequence of the fact that d21 is
the adjoint of d12. Iterating this decomposition, one obtain easily (3). (4) is a consequence
of (1), (3) and of Lemma 3.1(3). Finally, the case b > a follows from the isomorphism
M(a,b,c) = M(b,a,c). 
The case c = 0, that corresponds to l = 0 in Theorem 2.8 of [4] (d12 and d21 correspond
to d and d∗ in [4,5,8]), gives the well-known decomposition of M(a,b) into its irreducible
constituents:
M(a,b) =
min{a,b}⊕
h=0
(d21)
b−h[M(a+b−h,h) ∩ Kerd12]. (8)
Now M(a+b−h,h) ∩ Kerd12 is the irreducible representation of Sa+b denoted by
S(a+b−h,h). Indeed, all the representations of the symmetric group may be characterized as
intersections of kernels of the operators di,i+1 (and this is one of the main ingredients in
our computations of invariant vectors):
Theorem 3.3. If λ = (λ1, λ2, . . . , λh) is a partition of N then Sλ = Mλ∩(⋂h−1i=1 Kerdi,i+1).
This was proved by James in [10], in the context of a characteristic free approach to
the representation theory of the symmetric group (di,i+1 corresponds to ψi,ai+1−1 in [10,
p. 67]. See also [16]. An elementary proof, in the case of ordinary representations, may be
found in [13].
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We begin this section recalling the definition of induced representation [9]. Let G be a
finite group, K ⊂ G a subgroup, V a representation of G and W an K-invariant subspace
of V . Suppose that S is a system of representatives for the set of left cosets G/K , that is
G =⋃s∈S sK with disjoint union. We say that V is induced by W if we have the following
direct sum decomposition: V =⊕s∈S sW . The standard notation is V = IndGK W . Now
we introduce a notation: if X is a finite set and a and λ are respectively a composition
and a partition of |X|, then Ma(X) and Sλ(X) will denote the usual spaces Ma and Sλ
constructed using the space of complex valued functions defined on X. If (a, b, c) is a
three parts composition of a fixed positive integer N , then the homogeneous space Ω(a,b,c)
may be seen as the set of all pairs (A,B) such that A and B are respectively an a-subset
and a b-subset of {1,2, . . . ,N} and A∩B = ∅. It follows that
M(a,b,c) =
⊕
X⊆{1,2,...,N}
|X|=a+b
M(a,b)(X). (9)
This decomposition tells us that the representation of SN on M(a,b,c) is induced from
the representation M(a,b) ⊗ S(c) of Sa+b × Sc. Moreover, the decomposition (9) is stable
under the action of d12: if X is an a + b-subset of {1,2, . . . ,N} then the d12-image of
M(a,b)(X) is contained in M(a+1,b−1)(X). This proves that if a  b then
M(a,b,c) ∩ Kerd12 =
⊕
X⊆{1,2,...,N}
|X|=a+b
S(a,b)(X). (10)
This decomposition proves the case h = 0 in the following proposition; the case h > 0
may be proved similarly.
Proposition 4.1. In the permutation module
M(a,b,c) = IndSa+b+cSa+b×Sc
[
M(a,b) ⊗ S(c)]
the subspace (d21)b−h[M(a+b−h,h,c) ∩ Kerd12] corresponds to
IndSa+b+cSa+b×Sc
[
S(a+b−h,h) ⊗ S(c)], 0 hmin{a, b}.
In the following theorem we state two particular cases respectively of the Young’s Rule
and of the Littlewood–Richardson Rule [10,16].
Theorem 4.2. Let (α,β, γ ) and (a, b, c) be respectively a partition and a composition
of N . We allow the cases γ = 0 and β = γ = 0.
78 F. Scarabotti / Advances in Applied Mathematics 35 (2005) 71–96(1) The irreducible representation S(α,β,γ ) is contained in the permutation module
M(a,b,c) if and only if α  max{a, b, c} and γ  min{a, b, c} and its multiplicity is
equal to m(α,β,γ ) = min{α − a,α − b,α − c,α − β,β − γ, a − γ, b − γ, c − γ } + 1.
Moreover,
M(a,b,c) =
⊕
m(α,β,γ )S
(α,β,γ ).
(2) Let a  b. The multiplicity of S(α,β,γ ) in IndSa+b+cSa+b×Sc [S(a,b) ⊗ S(c)] is equal to 1 if γ 
b β  a  α, otherwise is zero. In particular, IndSa+b+cSa+b×Sc [S(a,b) ⊗ S(c)] decomposes
without multiplicity.
In the following theorem, we state a particular case of a result proved in [12,13].
Theorem 4.3. Let (α,β, γ ) and (a, b, c) be respectively a partition and a composition of
N and suppose that the conditions in (1) of Theorem 4.2 are satisfied. Then the S(α,β,γ )-
isotypic component of M(a,b,c) is an eigenspace of ∆12 +∆13 +∆23 and the corresponding
eigenvalue is
1
2
[
α2 + β2 + γ 2 − 2β − 4γ − a2 − b2 − c2].
Let V the direct sum of all S(α,β,γ )-isotypic subspaces of M(a,b,c) with γ = 0. Corol-
lary 3.2 and Theorem 4.3 yield a characterization of a decomposition of V into mutually
orthogonal irreducible subrepresentations. See [5, Theorem 2.3], for the case c = 0.
Corollary 4.4. Suppose that f ∈ V , 0 hmin{a, b} and h k  a + b − h N − k.
Then f belongs to the subrepresentation of (d21)b−h[M(a+b−h,h,c) ∩ Kerd12] isomorphic
to S(N−k,k) if and only if ∆12f = [ab − h(a + b − h + 1)]f and [∆13 + ∆23]f = [c(a +
b − h)− (k − h)(N − k − h+ 1)]f .
Proof. The only if part is a consequence of Corollary 3.2(2) and of Theorem 4.3. Note that
this part is true not only for V but also for the whole M(a,b,c). Now we prove the if part. As
noted during its proof, the decomposition in Corollary 3.2(3) gives min{a, b} + 1 distinct
eigenvalues of ∆12. That is, the eigenvalues determine the subspaces in the decomposition.
Again, this point is true for the whole M(a,b,c). Finally, for a fixed h, the function k →
[c(a + b − h) − (k − h)(N − k − h + 1)] is decreasing for 0 k  (N + 1)/2. Thus the
eigenvalues of ∆13 +∆23 separate the subrepresentations in V ∩ (d21)b−h[M(a+b−h,h,c) ∩
Kerd12]. This fact is true because we have restricted to V . 
5. An orthogonal basis for the SN−m × Sm-invariant functions in the permutation
module M(a,b,c)
We introduce some notations. If Ω is a finite set, L(Ω) will denote the space of all
complex valued functions defined on Ω . If Ω1 and Ω2 are two finite sets and ξi ∈ L(Ωi),
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corresponds to the tensor product ξ1 ⊗ ξ2 ∈ L(Ω1) ⊗L(Ω2) = L(Ω1 ×Ω2).
If X is a finite set and u,v are two integers satisfying the conditions 0  u, 0  v
and u + v  |X|, then we will denote by σu,v(X) the function in M(|X|−u−v,u,v)(X) =
L(Ω(|X|−u−v,u,v)(X)) which is constant and identically equal to 1. If Y,Z are two dis-
joint subsets of {1,2, . . . ,N} such that |Y | = m, |Z| = N − m, and the integers x, y
satisfy the conditions 0  x  b, 0  y  c, m − a  x + y  m, N = a + b + c,
then the (tensor) product σx,y(Y )σb−x,c−y(Z) is the characteristic function of the set
{(A,B,C) ∈ Ω(a,b,c)(Y ∪ Z): |B ∩ Y | = x and |C ∩ Y | = y} ≡ Ω(m−x−y,x,y)(Y ) ×
Ω(a−m+x+y,b−x,c−y)(Z).
Clearly, if SN−m × Sm is the stabilizer of the pair (Y,Z) then the functions
σx,y(Y )σb−x,c−y(Z) form a basis for the SN−m × Sm-invariant functions in M(a,b,c) (they
are the characteristic functions of the orbits).
A more symmetric, but also more cumbersome, notation for σx,y(Y )σb−x,c−y(Z) would
make easy to write general formulas for the action of dij and ∆ij on σx,y(Y )σb−x,c−y(Z).
In what follows, apart for an example at the beginning of the proof of the next lemma, we
will leave to the reader the elementary task to derive such identities when they are used
(we will give only the identities or their immediate consequences; their proofs are based
on the repeated application of the fact that the number of u-subsets of a finite set D is equal
to
(|D|
u
)
.
Definition 5.1. For 0m N , 0 k min{a + b, a + c, b + c,N − m,m} and max{0,
k − c} hmin{k, a + b − k, a, b} we define
Ψ (a, b, c,m, k,h) =
min{c,m−h}∑
y=max{0,m−a−b+h}
Ek−h(c, a + b − 2h,m− h,y)
×
min{b,m−y}∑
x=max{0,m−y−a}
Eh(b, a,m− y, x)σx,y(Y )σb−x,c−y(Z).
In the following lemma, we collect some properties of the functions Ψ (a, b, c,m, k,h).
Lemma 5.2.
(1) ∆12Ψ (a, b, c,m, k,h) = [ab − h(a + b − h+ 1)]Ψ (a, b, c,m, k,h);
(2) [∆13 + ∆23]Ψ (a, b, c,m, k,h) = [c(a + b − h) − (k − h)(N − k − h + 1)]Ψ (a, b,
c,m, k,h);
(3) 1
(t−b)! (d21)
t−bΨ (a, b, c,m, k,h) = (t−h
b−h
)
Ψ (a + b − t, t, c,m, k,h);
(4) if ξ :M(a,b,c) → M(b,a,c) is the natural isomorphism ξ(A,B,C) = (B,A,C) then
ξΨ (a, b, c,m, k,h) = (−1)hΨ (b, a, c,m, k,h);
(5) 1
(t−a)! (d12)
t−aΨ (a, b, c,m, k,h) = ( t−h
a−h
)
Ψ (t, a + b − t, c,m, k,h).Proof. First note that
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(
σx,y(Y )σb−x,c−y(Z)
)
= [x(m− x − y)+ (b − x)(a −m+ x + y)]σx,y(Y )σb−x,c−y(Z)
+ (x + 1)(a −m+ x + y + 1)σx+1,y(Y )σb−x−1,c−y(Z)
+ (b − x + 1)(m − x − y + 1)σx−1,y(Y )σb−x+1,c−y(Z). (11)
For instance, given (A′,B ′,C′) ∈ Ω(a,b,c) such that |B ′ ∩ Y | = x + 1 and |C′ ∩ Y | = y
the number of (A,B,C) ∈ Ω(a,b,c) such that |B ∩ Y | = x, |C ∩ Y | = y, |B ′ ∩ B| = b − 1
and C = C′ is equal to
( |B ′ ∩ Y |
|B ∩ Y |
)( |A′ ∩Z|
|A∩Z|
)
=
(
x + 1
x
)(
a −m+ x + y + 1
a −m+ x + y
)
= (x + 1)(a −m+ x + y + 1).
From (11) it follows that the coefficient of σx,y(Y )σb−x,c−y(Z) in ∆12Ψ (a, b, c,m, k,h)
is equal to
{[
x(m− x − y)+ (b − x)(a −m+ x + y)]Eh(b, a,m− y, x)
+ x(a −m+ x + y)Eh(b, a,m− y, x − 1)
+ (b − x)(m − x − y)Eh(b, a,m− y, x + 1)
}
Ek−h(c, a + b − 2h,m− h,y).
Applying (3) to the expression in curly braces, it becomes
[
ab − h(a + b − h+ 1)]Eh(b, a,m− y, x)Ek−h(c, a + b − 2h,m− h,y − 1),
and this proves (1).
Analogously, it is easy to check that the coefficient of σx,y(Z)σb−x,c−y(Y ) in [∆13 +
∆23]Ψ (a, b, c,m, k,h) is equal to
[
y(m− x − y)+ (c − y)(a −m+ x + y)+ xy + (b − x)(c − y)]
×Eh(b, a,m− y, x)Ek−h(c, a + b − 2h,m− h,y)
+ (c − y)[xEh(b, a,m− y − 1, x − 1)+ (m− x − y)Eh(b, a,m− y − 1, x)]
×Ek−h(c, a + b − 2h,m− h,y + 1)
+ y[(b − x)Eh(b, a,m− y + 1, x + 1)+ (a −m+ x + y)Eh(b, a,m− y + 1, x)]
×Ek−h(c, a + b − 2h,m− h,y − 1).Applying Eqs. (1) and (2) to the last two expressions in square brackets, it becomes
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y(m− x − y)+ (c − y)(a −m+ x + y)+ xy + (b − x)(c − y)]
×Ek−h(c, a + b − 2h,m− h,y)
+ (c − y)(m − y − h)Ek−h(c, a + b − 2h,m− h,y + 1)
+ y(a + b −m− h+ y)Ek−h(c, a + b − 2h,m− h,y − 1)
}
Eh(b, a,m− y, x).
An application of (3) to the expression in curly brackets changes it into
[
c(a + b − h)− (k − h)(N − k − h+ 1)]
×Eh(b, a,m− y, x)Ek−h(c, a + b − 2h,m− h,y),
and this proves (2).
To prove (3), first note that
1
(t − b)! (d21)
t−bσx,y(Y )σb−x,c−y(Z)
=
min{m−y,t−b+x}∑
z=max{x,t−a−b+m−y}
(
z
x
)(
t − z
b − x
)
σz,y(Y )σt−z,c−y(Z).
Therefore, the coefficient of σz,y(Y )σt−z,c−y(Z) in 1(t−b)! (d21)
t−bΨ (a, b, c,m, k,h) is
equal to
min{b,z}∑
x=max{0,z−t+b}
(
z
x
)(
t − z
b − x
)
Eh(b, a,m− y, x)Ek−h(c, a + b − 2h,m− h,y);
an application of (6) changes it into (t−h
b−h
)
Eh(t, a + b − t,m − y, z)Ek−h(c, a + b − 2h,
m− h,y) and this establishes (3).
(4) follows from the symmetry relation (4) applied to Eh(b, a,m− y, x).
Finally, (5) is a consequence of (3) and (4) (clearly d12ξ = ξd21); equivalently, it may
be deduced from (3) in this lemma and Lemma 3.1(3). 
Remark 5.3. Two applications of the orthogonality relations for the Hahn polynomials
[5, p. 631] yield the following expression for the norm of Ψ (a, b, c,m, k,h):
∥∥Ψ (a, b, c,m, k,h)∥∥2 = (a + b
b
)(
a + b
h
)−1
a + b − h+ 1
a + b − 2h+ 1
× (b − h+ 1)h(a − h+ 1)h (N −m)!m!
(N −m− h)!(m − h)!
×
(
N − 2h
c
)(
N − 2h
k − h
)−1
N − h− k + 1
N − 2k + 1 (N −m− k + 1)k−h× (m− k + 1)k−h(c − k + h+ 1)k−h(a + b − h− k + 1)k−h.
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(1) The space of SN−m × Sm-invariant vectors in the subrepresentation of (d21)b−h ×
[M(a+b−h,h,c) ∩ Kerd12] isomorphic to S(N−k,k) is spanned by Ψ (a, b, c,m, k,h).
(2) The set {Ψ (a, b, c,m, k,h): 0  k  min{a + b, a + c, b + c,N − m,m} and
max{0, k−c} hmin{k, a+b−k, a, b} is an orthogonal basis for the SN−m ×Sm-
invariant functions in M(a,b,c).
Proof. From the Young’s Rule and Frobenius reciprocity, it follows that the dimension
of the space of SN−m × Sm-invariant vectors in an irreducible representation S(α,β,γ ) ⊆
M(a,b,c) is  1 and is equal to one if and only if γ = 0 and α max{N − m,m}. There-
fore (1) is a consequence of Lemma 5.2(1),(2) and of Corollary 4.4.
If we denote by (S(N−k,k))h the subrepresentation of (d21)b−h[M(a+b−h,h,c) ∩ Kerd12]
isomorphic to S(N−k,k) then from Corollary 3.2(3), Proposition 4.1 and Theorem 4.2 it
follows that
min{a+b,a+c,b+c,N−m,m}⊕
k=0
min{k,a+b−k,a,b}⊕
max{0,k−c}
(
S(N−k,k)
)
h
is an orthogonal decomposition of the direct sum of all the irreducible subrepresentations of
M(a,b,c) containing nontrivial SN−m×Sm-invariant vectors. Therefore (2) is a consequence
of (1). 
Remark 5.5. The SN−m ×Sm −Sa ×Sb ×Sc-invariant functions Ψ (a, b, c,m, k,h) might
be obtained from the Sa × Sb × Sc − SN−m × Sm-invariant functions in [8] by mean of
the transformation g → g−1. Another way to derive the intertwining functions in [8], and
therefore the functions Ψ (a, b, c,m, k,h), will be sketched in Remark 7.6.
6. The action of d13 and d23 on Ψ (a,b, c,m,k,h)
In this section, we compute the action of d13 and d23 on the invariant vectors
Ψ (a, b, c,m, k,h). We begin with a particular case.
Lemma 6.1. d13Ψ (a + b − h,h, c,m, k,h) = (a + b − h − k + 1)Ψ (a + b − h + 1,
h, c − 1,m, k,h).
Proof. The condition b = h yields two simplifications. First, from the identity d12d13 =
d13d12 (see Lemma 3.1(4)) it follows that the d13-image of M(a+b−h,h,c) ∩ Kerd12 is con-
tained in M(a+b−h+1,h,c−1) ∩ Kerd12. Since d13 is an intertwining operator, the d13-image
of the subrepresentation of M(a+b−h,h,c) ∩ Kerd12 isomorphic to S(N−k,k) is (contained
in) the subrepresentation of M(a+b−h+1,h,c−1) ∩Kerd12 isomorphic to S(N−k,k). Therefore
d13Ψ (a + b − h,h, c,m, k,h) is a multiple of Ψ (a + b − h + 1, h, c − 1,m, k,h). More-
over, in the case b = h we may apply (7) to the coefficients Eh(h, a + b − h,m − y, x) in
Ψ (a + b − h,h, c,m, k,h).
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(m − x − y)Eh(h, a + b − h,m− y − 1, x)Ek−h(c, a + b − 2h,m− h,y + 1)
+ (a + b − h−m+ x + y + 1)Eh(h, a + b − h,m− y, x)
×Ek−h(c, a + b − 2h,m− h,y). (12)
Applying (7) to transform the coefficients Eh(h, a+b−h,m−y−1, x) and Eh(h, a+
b − h,m− y, x) into a multiple of Eh(h, a + b − h+ 1,m− y, x), (12) becomes:
Eh(h, a + b − h+ 1,m− y, x)
[
(m− h− y)Ek−h(c, a + b − 2h,m− h,y + 1)
+ (a + b −m− h+ y + 1)Ek−h(c, a + b − 2h,m− h,y)
]
. (13)
The symmetry relation (5) changes (2) into (c − x)Em(a + 1, b − 1, c, x + 1) +
(x +b− c)Em(a+1, b−1, c, x) = (b−m)Em(a, b, c, x). Applying this to the expression
in square brackets, (13) becomes:
(a + b − h− k + 1)Eh(h, a + b − h+ 1,m− y, x)Ek−h(c − 1, a + b − 2h+ 1,m− h,y)
and this proves the lemma. 
Lemma 6.2. There exists a constant λ(a, b, c,m, k,h), that satisfies the identity λ(a, b, c,
m, k,h) = λ(a + b − h,h, c,m, k,h) for b h, such that:
d13Ψ (a, b, c,m, k,h) = (a − h+ 1)a + b − k − h+ 1
a + b − 2h+ 1 Ψ (a + 1, b, c − 1,m, k,h)
− λ(a, b, c,m, k,h)Ψ (a + 1, b, c − 1,m, k,h+ 1),
d23Ψ (a, b, c,m, k,h) = (b − h+ 1)a + b − k − h+ 1
a + b − 2h+ 1 Ψ (a, b + 1, c − 1,m, k,h)
+ λ(a, b, c,m, k,h)Ψ (a, b + 1, c − 1,m, k,h+ 1).
Proof. From (d12)2d23 = 2d13d12 + d23(d12)2 (set q = 2 in Lemma 3.1(5)) it follows that
the d23-image of M(a+b−h,h,c) ∩ Kerd12 is contained in
M(a+b−h,h+1,c−1) ∩ Ker(d12)2
= [M(a+b−h,h+1,c−1) ∩ Kerd12]⊕ [d21(M(a+b−h+1,h,c−1) ∩ Kerd12)]
(see Corollary 3.2(4) for this decomposition). Thus the d23-image of the subspace of
M(a+b−h,h,c) isomorphic to S(N−k,k) is contained in direct sum of the subspaces of
M(a+b−h,h+1,c−1) ∩ Kerd12 and d21[M(a+b−h+1,h,c−1) ∩ Kerd12] isomorphic to S(N−k,k).
It follows that d23Ψ (a + b − h,h, c,m, k,h) is a linear combination of Ψ (a + b − h,
h+ 1, c − 1,m, k,h+ 1) and Ψ (a + b − h,h+ 1, c − 1,m, k,h)
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= λ(a + b − h,h, c,m, k,h)Ψ (a + b − h,h+ 1, c − 1,m, k,h+ 1)
+µ(a + b − h,h, c,m, k,h)Ψ (a + b − h,h + 1, c − 1,m, k,h). (14)
The constant µ(a + b − h,h, c,m, k,h) can be derived easily: if we apply to both the
left-hand and the right-hand side of (14) the operator d12 and use the identity d12d23 =
d13 + d23d12 (Lemma 3.1) in the left member, we obtain:
d13Ψ (a + b − h,h, c,m, k,h)
= µ(a + b − h,h, c,m, k,h)d12Ψ (a + b − h,h + 1, c − 1,m, k,h). (15)
But from Lemmas 5.2(3) and 3.1(3) it follows that d12Ψ (a + b − h,h + 1,
c − 1,m, k,h) = d12d21Ψ (a + b − h + 1, h, c − 1,m, k,h) = (a + b − 2h + 1)Ψ (a +
b−h+ 1, h, c− 1,m, k,h) (indeed Ψ (a + b−h+ 1, h, c− 1,m, k,h) ∈ Kerd12). Apply-
ing this to (15) and using Lemma 6.1 we obtain:
(a + b − h− k + 1)Ψ (a + b − h+ 1, h, c − 1,m, k,h)
= (a + b − 2h+ 1)µ(a + b − h,h, c,m, k,h)Ψ (a + b − h+ 1, h, c − 1,m, k,h)
thus
µ(a + b − h,h, c,m, k,h) = a + b − h− k + 1
a + b − 2h+ 1 .
To get the formula for d23Ψ (a, b, c,m, k,h), apply to both the left-hand and the right-
hand side of (14) the operator 1
(b−h)! (d21)
b−h and use Lemma 5.2(3) (we recall that d21 and
d23 commute). The formula for d13Ψ (a, b, c,m, k,h) follows easily from Lemma 5.2(4).
Indeed, d13ξ = ξd23. 
Now we compute a particular value of λ(a, b, c,m, k,h).
Lemma 6.3. λ(N − k,h, k − h,m,k,h) = k − h.
Proof. First note that d23Ψ (N − k,h, k − h,m,k,h) is a multiple of Ψ (N − k,h+ 1, k −
h−1,m, k,h+1), because Ψ (N −k,h+1, k−h−1,m, k,h) does not exist; the SN−m ×
Sm-invariant vector Ψ (a, b, c,m, k,h) exists only if c  k − h; this corresponds to the
condition a  α in (2), Theorem 4.2. The coefficient of σx,y(Y )σh+1−x,k−h−1−y(Z) in
d23Ψ (N − k,h, k − h,m,k,h) is equal to:
xEk−h(k − h,N − h− k,m− h,y + 1)Eh(h,N − k,m− y − 1, x − 1)
+ (h− x + 1)Ek−h(k − h,N − h− k,m− h,y)Eh(h,N − k,m− y, x). (16)
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one can prove that (16) is equal to:
(k − h)Ek−h−1(k − h− 1,N − k − h− 1,m− h− 1, y)Eh+1(h+ 1,N − k,m− y, x),
thus d23Ψ (N − k,h, k−h,m,k,h) = (k−h)Ψ (N − k,h+ 1, k−h− 1,m, k,h+ 1). 
Theorem 6.4. The functions Ψ (a, b, c,m, k,h) satisfy the following identities:
d13Ψ (a, b, c,m, k,h) = (a − h+ 1)a + b − k − h+ 1
a + b − 2h+ 1 Ψ (a + 1, b, c − 1,m, k,h)
− (k − h)(N − k − h+ 1)
a + b − 2h+ 1 Ψ (a + 1, b, c − 1,m, k,h+ 1),
d23Ψ (a, b, c,m, k,h) = (b − h+ 1)a + b − k − h+ 1
a + b − 2h+ 1 Ψ (a, b + 1, c − 1,m, k,h)
+ (k − h)(N − k − h+ 1)
a + b − 2h+ 1 Ψ (a, b + 1, c − 1,m, k,h+ 1).
Proof. From Lemma 3.1(4), we know that d13 and d23 commute; if we equate the
coefficients of Ψ (a + 1, b + 1, c − 2,m, k,h + 1) in d13d23Ψ (a, b, c,m, k,h) and
d23d13Ψ (a, b, c,m, k,h), computed by using Lemma 6.2, we obtain (we recall that
λ(a, b, c,m, k,h) = λ(a + b − h,h, c,m, k,h)):
λ(a + b − h,h, c,m, k,h) = a + b − 2h+ 2
a + b − 2h+ 1λ(a + b − h+ 1, h, c − 1,m, k,h). (17)
By c − k + h applications of (17) we obtain:
λ(a + b − h,h, c,m, k,h) = N − k − h+ 1
a + b − 2h+ 1λ(N − k,h, k − h,m,k,h);
and we may finish with Lemma 6.3. 
Remark 6.5. Clearly, for some values of the parameters, the identities of Theorem 6.4
degenerate into identities containing a unique term on the right-hand side: it happens when
one of the functions Ψ on the right-hand side does not exist; for example, see Lemmas 6.1
or 6.3.
7. An orthogonal basis for the space of Sa × Sb × Sc-invariant vectors in the
irreducible representations S(α,β,γ )
Fix three disjoint subsets A,B and C and define Sa × Sb × Sc and Sa+b × Sc as the
stabilizer respectively of (A,B,C) and (A ∪ B,C). If (α,β, γ ) is a three part partition of
N = a + b + c, then Theorem 3.3 ensures us that S(α,β,γ ) = M(α,β,γ ) ∩ Kerd12 ∩ Kerd23
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that the characteristic functions of the orbits of Sa × Sb × Sc on Ω(α,β,γ ) are given by
the products: σxy(A)σuv(B)σβ−u−x,γ−v−y(C), where σ is defined as at the beginning of
Section 5.
Thus the Sa × Sb × Sc-invariant vectors in S(α,β,γ ) might be computed by solving the
following system:
{
d12
∑
x,y,u,v f (x, y,u, v)σxy(A)σuv(B)σβ−u−x,γ−v−y(C) = 0,
d23
∑
x,y,u,v f (x, y,u, v)σxy(A)σuv(B)σβ−u−x,γ−v−y(C) = 0
(18)
where both the sums are over the set D = {(x, y,u, v): x, y,u, v  0, x + y  a,
u + v  b, x + u  β,y + v  γ, x + y + u + v  β + γ − c}. The system (18) may be
easily translated into the following system of finite difference equations for the coefficients
f (x, y,u, v):


(a − x − y)f (x + 1, y,u, v)+ (b − u− v)f (x, y,u + 1, v)
+ (α − a − b + x + y + u+ v + 1)f (x, y,u, v) = 0,
xf (x − 1, y + 1, u, v)+ uf (x, y,u− 1, v + 1)+ (β − x − u+ 1)f (x, y,u, v) = 0.
(19)
First of all, we want to sketch how elementary solutions of (19) may be found using
the techniques in [8, p. 60]. Indeed, both the equations are of the same type of (2.1) in [8]
when restricted, respectively, to a plane y = constant, v = constant and to a plane x +
y = constant, u + v = constant. Therefore we may use (2.2) in [8]: if we apply it to the
second equation in (19), we get an expression of the value f (x, y,u, v) in terms of the
values on the set D1 = {(x + y − k, k,u + v − γ + k, γ − k): max{γ − u − v, y} k 
min{x + y, γ − v}}; then we may apply again (2.2) of [8], now to the first equation in (19),
obtaining an expression of the values on a point in D1 in terms of the value on the set D2 =
{(h, k,β−h,γ −k): max{β+γ −b−k, x+y−k} hmin{a−k,β+γ −u−v−k}}.
Finally, on D2 the second equation in (19), written for x + u = β + 1 and y + v = γ − 1,
yields the following recurrence relation:
f (h, k,β − h,γ − k) = (−h)γ−k
(β + 1 − h)γ−k = f (h+ k − γ, γ,β + γ − h− k,0).
After some elementary calculations (and setting j = h+ k) the final result is:
f (x, y,u, v) =
min{a,β+γ−u−v}∑
j=max{β+γ−b,x+y}
f (j − γ, γ,β + γ − j,0)fj (x, y,u, v) (20)
where
(
β + γ − x − y − u− v)fj (x, y,u, v) =
j − x − y
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(x + y + u+ v − β − γ )γ−y−v(−c)β−x−y−u−v+γ (−1)β−x
×
min{x+y,γ−v}∑
k=max{y,γ−u−v}
(
γ − y − v
k − y
)
(−x)k−y(−u)γ−k−v(j − γ + 1)γ−k
(β + 1 + k − j)γ−k(−1)γ−k .
The representation formula (20) tells us that f is determined by its values on the
set D3 = {(j − γ, γ,β + γ − j,0): max{0, β + γ − b}  j  min{a,β + γ }} ≡ D ∩
{x + u = β,y = γ, v = 0}. Under the assumption c  β  max{a, b}, that corresponds
to the condition ‘c  r’ in [8, p. 60], the multiplicity mα,β,γ in Theorem 4.3 is equal to
α − c + 1 and coincides with the cardinality of D3. This means that now the functions
{fj : β + γ − b  j  a} form a basis for the solutions of (19) (and note also that now
the sum in (20) is always over all D3). However, as in [8], our main result will be a solu-
tion of (19) by mean of ideas from representation theory. We will study the restriction of
S(α,β,γ ) to Sa+b × Sc. For every subrepresentation of the form S(a+b−k,k) ⊗ S(c) we will
write a nontrivial Sa × Sb × Sc-invariant vector belonging to it. In this way we will obtain
an orthogonal basis for the solution that has a nice group theoretical interpretation.
To start our computations, first observe that the orbits of Sa+b ×Sc on Ω(α,β,γ ) are given
by the subsets
Γuv =
{(
A′,B ′,C′
) ∈ Ω(α,β,γ ): ∣∣B ′ ∩ (A∪B)∣∣= u, ∣∣C′ ∩ (A∪B)∣∣= v}
= Ω(a+b−u−v,u,v)(A∪B)×Ω(c−β−γ+u+v,β−u,γ−v)(C)
for 0 u β , 0 v  γ and β + γ − c u+ v  a + b, and that the space L(Γuv) of all
complex valued functions defined on Γuv may be written as a tensor product:
L(Γuv) = M(a+b−u−v,u,v)(A∪B)⊗M(c−β−γ+u+v,β−u,γ−v)(C).
Therefore, the restriction of M(α,β,γ ) to the subgroup Sa+b ×Sc may be decomposed as
follows:
M(α,β,γ )↓(Sa+b × Sc)
=
⊕
0uβ,0vγ
β+γ−cu+va+b
M(a+b−u−v,u,v)(A ∪B)⊗M(c−β−γ+u+v,β−u,γ−v)(C).
Clearly, the tensor product M(a+b−u−v,u,v)(A ∪ B) ⊗ M(c−β−γ+u+v,β−u,γ−v)(C) is
spanned by the products puvqβ−u,γ−v , where
puv ∈ M(a+b−u−v,u,v)(A∪B) and qβ−u,γ−v ∈ M(c−β−γ+u+v,β−u,γ−v)(C).
Therefore the direct sum of all the subrepresentations of M(α,β,γ )↓(Sa+b ×Sc) of the form
S(a+b−k,k) ⊗ S(c) is contained in:
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0uβ,0vγ
β+γ−cu+va+b
[
M(a+b−u−v,u,v)(A∪B)⊗ S(c)]
=
⊕
0uβ,0vγ
β+γ−cu+va+b
{
puvσβ−u,γ−v(C): puv ∈ M(a+b−u−v,u,v)(A∪B)
} (21)
which is the sum of all the subrepresentations of M(α,β,γ )↓(Sa+b × Sc) that are trivial
on Sc. (An irreducible subrepresentation of S(α,β,γ )↓(Sa+b × Sc) contains nontrivial Sa ×
Sb × Sc-invariant vectors if and only if it is of the form S(a+b−k,k) ⊗ S(c) and 0  k 
min{a, b}.)
In what follows, we suppose that the conditions imposed by the Young’s Rule (The-
orem 4.2), namely max{a, b, c}  α and γ  min{a, b, c}, are verified. By Frobenius
reciprocity, S(α,β,γ ) contains nontrivial Sa × Sb × Sc-invariant vectors if and only if these
conditions are satisfied. From Theorem 3.3 and (21) it follows that the subrepresentations
of S(α,β,γ )↓(Sa+b × Sc) that are trivial on Sc may be characterized by solving the system:


d12
∑γ
v=0
∑β
u=max{0,β+γ−c−v} puvσβ−u,γ−v(C) = 0,
d23
∑γ
v=0
∑β
u=max{0,β+γ−c−v} puvσβ−u,γ−v(C) = 0
(22)
where the vectors puv ∈ M(a+b−u−v,u,v)(A ∪ B) are unknown (the conditions on u and v
come from the conditions in (21) simplified by the Young’s Rule: c α and v  γ ⇒ β 
a + b − v).
To solve (22), first note that d12(puvqβ−u,γ−v) = (d12puv)qβ−u,γ−v+puv(d12qβ−u,γ−v)
(verify this identity on the product of two Dirac functions). It follows that
d12
(
puvσβ−u,γ−v(C)
)= (d12puv)σβ−u,γ−v(C)
+ (c − β − γ + u+ v + 1)puvσβ−u−1,γ−v(C). (23)
Therefore, the first equation in (22) may be studied for every fixed v, i.e., it is equivalent
to
d12
β∑
u=max{0,β+γ−c−v}
puvσβ−u,γ−v(C) = 0 (24)
for 0 v  γ .
Lemma 7.1. For 0 v  γ the solutions of (24) are given by
1 β−upuv =
(γ − c − v)β−u (d12) pβv, u = max{0, β + γ − c − v}, . . . , β, (25)
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(d12)
c+v−γ+1pβv = 0 (26)
(which is trivial when v  β + γ − c).
Proof. Set m = max{0, β +γ − c−v}. We have to examine two cases. If m = 0 then from
(23) it follows that (24) may be written as:
β∑
u=1
(d12puv)σβ−u,γ−v(C)+
β−1∑
u=0
puv(c − β − γ + u+ v + 1)σβ−u−1,γ−v(C) = 0
thus it is equivalent to the recurrence relation
d12puv + (c − β − γ + u+ v)pu−1,v = 0 (27)
for u = 1,2, . . . , β . (27) is solved by (25). In this case, every pβv in M(a+b−β−v,β,v)(A∪B)
gives rise to a solution of (24) (i.e., (26) is trivial).
Analogously, it is easy to show that if 0 < m = β + γ − c − v then (24) is equiva-
lent to the recurrence relation (27) for u = β + γ − c − v + 1, . . . , β , together with the
supplementary condition d12pβ+γ−c−v,v = 0 which, by (25), is satisfied if and only if
(d12)c+v−γ+1pβv = 0. 
For the second equation in (22), observe that
d23
(
puvσβ−u,γ−v(C)
)= (d23puv)σβ−u,γ−v(C) + (β − u+ 1)puvσβ−u+1,γ−v−1(C).
Thus such equation may be restricted to the ‘straight lines’ u + v = k, for k a constant
satisfying the conditions max{0, β + γ − c} k  β + γ . This gives:
d23
min{k,β}∑
u=max{0,k−γ }
pu,k−uσβ−u,γ−k+u(C) = 0. (28)
(To obtain the condition max{0, k − γ }  u  min{k,β}, compute the intersection of
the line u + v = k with u = 0, u = β , v = 0, v = γ , according to 0 k < γ , γ  k  β or
β < k  β + γ .) Equation (28) is only slightly different from (24); we give its solution in
the following lemma ((24) and (28) would have been the same equation if, before writing
(22), we had not imposed the conditions of the Young’s Rule).
Lemma 7.2. On the straight lines u+v = k, max{γ,β +γ − c} k  β +γ , the solutions
of (28) are given by:
1 u−k+γpu,k−u =
(k − β − γ )u−k+γ (d23) pk−γ,γ , u = k − γ, . . . ,min{k,β} (29)
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(d23)
β+γ−k+1pk−γ,γ = 0 (30)
which is trivial in the case γ  k  β . If k < γ , then on the line u + v = k Eq. (28) has
only the trivial solution.
Proof. We have to examine three cases.
(1) If k < γ then
d23
k∑
u=0
pu,k−uσβ−u,γ+u−k(C) =
k−1∑
u=0
[
(β − u)pu+1,k−u−1 + d23pu,k−u
]
σβ−u,γ−k+u(C)
+ (β + 1)p0kσβ+1,γ−k−1(C),
thus (28) is satisfied if and only if
pu+1,k−u−1 = − 1
β − ud23pu,k−u (31)
for u = 0,1, . . . , k − 1 and p0k = 0.
(2) If γ  k  β then (28) is equivalent to (31) for u = k − γ, . . . , k − 1.
(3) If β < k then (28) is equivalent to (31) for u = k − γ, . . . , β − 1, together with the
condition d23pβ,k−β = 0.
Then it is easy to complete the proof of the lemma (note that the condition p0k = 0 in
case (1) forces pu,k−u = 0 for all values of u). 
Corollary 7.3. The solutions of (22) are identically zero outside the domain
D = {(u, v): 0 v  γ and max{γ − v,β + γ − c − v} u β}. (32)
Proof. These conditions on u and v come from the conditions in (22) together with u+v =
k  γ from Lemma 7.2. 
Lemma 7.4. If pβγ ∈ M(a+b−β−γ,β,γ )(A∪B)∩ Kerd23 then the condition
puv = 1
(u + v − β − γ )γ−v(−c)β+γ−u−v (d23)
γ−v(d12)β+γ−u−vpβγ , (u, v) ∈ D, (33)
is equivalent to:
puv = 1
(−c)β+γ−u−v (d12)
β−u(d13)γ−vpβγ , (u, v) ∈ D (34)(D is the domain of Corollary 7.3).
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−q(d12)q−1d13pβγ . Using this identity repeatedly, one can change (33) into (34) and
viceversa. 
Theorem 7.5. The solutions of the system (22) are given by (33) (or equivalently by (34))
for pβγ ∈ M(a+b−β−γ,β,γ )(A∪B) satisfying the system:{
(d12)c+1pβγ = 0,
d23pβγ = 0.
(35)
Proof. If {puv: (u, v) ∈ D} is a solution of (22) then (33) is a consequence of (25) and
(29), while the conditions in (35) follow from (26) and (30).
Conversely, suppose that {puv: (u, v) ∈ D} satisfies (33) and (35) (and thus (34)). Then,
as in the proof of Lemma 7.4, we have d23(d12)qpβγ = −q(d12)q−1d13pβγ . By repeatedly
using this identity, we obtain that
(d23)
β−u+1puγ = 1
(−c)β−u (d23)
β−u+1(d12)β−upβγ
= (−1)
β−u(β − u)!
(−c)β−u (d13)
β−ud23pβγ = 0
(d13 and d23 commute), thus (30) is verified. Analogously
(d12)
c+v−γ+1pβv = 1
(−c)γ−v (d12)
c+v−γ+1(d13)γ−vpβγ
= 1
(−c)γ−v (d13)
γ−v−1(d12)c+v−γ+1d13pβγ
= −1
(−c)γ−v(c + v − γ + 2) (d13)
γ−v−1d23(d12)c+v−γ+2pβγ
= · · · = (−1)
γ−v
(−c)γ−v(c + v − γ + 2)γ−v (d23)
γ−v(d12)c+1pβγ = 0
(d13 commutes with d12 and with d23). Thus the (26) is verified. Moreover, (33) and
(34) ensure us that puv verifies (25) and (29). Therefore {puv: (u, v) ∈ D} is a solution
of (22). 
Remark 7.6. Theorem 7.5 says that the map
pβγ →
∑
(u,v)∈D
1
(u+ v − β − γ )γ−v(−c)β+γ−u−v[ ]× (d23)γ−v(d12)β+γ−u−vpβγ σβ−u,γ−v(C)
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Ker(d12)c+1 ∩ Kerd23 onto the Sc invariant vectors in S(α,β,γ ).
In the case γ = 0, this isomorphism yields another method to reconstruct the basis of
Dunkl [8]. In this case we know explicitly the decomposition of M(a+b−β,β)(A ∪ B) ∩
Ker(d12)c+1 into its irreducible constituents (from Corollary 3.2(4)) and the Sa × Sb-
invariant functions in these representations are well known. In the case γ > 0, the Sa ×Sb-
invariant functions are less tractable and we need two more lemmas to derive the main
result of this paper.
Lemma 7.7. If 0 c+ t −γ +1 β and max{γ,β +γ −c} k min{β,a+b−β,a, b}
then M(a+b−β−t,β,t)(A ∪ B) ∩ Ker(d12)c+t−γ+1 ∩ Kerd23 contains a subrepresentation
isomorphic to S(a+b−k,k) and in this subrepresentation the Sa × Sb-invariant vectors are
given by the multiples of :
min{k,a+b−β−t}∑
h=k−t
ϑ(t, k, h)Ψ (a + b − β − t, β, t, a, k,h)
where
ϑ(t, k,h) = (−1)
h−k+t (a + b − t − 2h+ 1)(k − h+ 1)h−k+t (a + b − h− k + 2)h−k+t
(a + b − t − h− k + 1)h−k+t (β − h+ 1)h−k+t .
(36)
Proof. From Theorem 5.4 we know that if 0 k min{a + b − t, a + b − β,β + t, a, b}
then an orthogonal basis for the Sa × Sb-invariant vectors in the S(a+b−k,k)-isotypic sub-
space of M(a+b−t−β,β,t)(A ∪ B) ∩ Ker(d12)c+1+t−γ is given by the functions Ψ (a + b −
β − t, β, t, a, k,h) for
max{k − t, β + γ − c − t} hmin{k, a + b − k − t, a + b − t − β,β}. (37)
The condition β + γ − c − t  h comes from Corollary 3.2(4) and eliminates h  0
(because c+ t −γ +1 β). Now we impose the conditions of the Littlewood–Richardson
Rule 4.2: γ  k  β  a + b − k  α. By Frobenius reciprocity, S(α,β,γ )↓Sa+b × Sc con-
tains a subrepresentation isomorphic to S(a+b−k,k) ⊗ S(c) if and only if these conditions
are satisfied. We use them (in particular β + γ − c  k  β) to simplify (37), which be-
comes: k − t  h  min{k, a + b − β − t}. Therefore, under these conditions, to prove
that M(a+b−β−t,β,t)(A∪B)∩Ker(d12)c+t−γ+1 ∩Kerd23 contains a subrepresentation iso-
morphic to S(a+b−k,k) (computing in this subrepresentation a nontrivial Sa × Sb-invariant
vector) it suffices to solve the equation:
d23
min{k,a+b−β−t}∑
h=k−t
ϑ(h)Ψ (a + b − β − t, β, t, a, k,h) = 0 (38)where ϑ(h) are unknown coefficients. Theorem 6.4 yields:
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min{k,a+b−β−t}∑
h=k−t
ϑ(h)Ψ (a + b − β − t, β, t, a, k,h)
=
min{k,a+b−β−t}∑
h=k−t+1
ϑ(h)
(a + b − t − h− k + 1)(β − h+ 1)
a + b − t − 2h+ 1
×Ψ (a + b − β − t, β + 1, t − 1, a, k,h)
+
min{k,a+b−β−t}−1∑
h=k−t
ϑ(h)
(k − h)(a + b − h− k + 1)
a + b − t − 2h+ 1
×Ψ (a + b − β − t, β + 1, t − 1, a, k,h+ 1) (39)
(see also Remark 6.5). Equating to zero the coefficient of Ψ (a + b − β − t, β + 1,
t − 1, a, k,h) in the right-hand side of (39), we obtain the following recurrence relation
for the coefficients ϑ(h):
ϑ(h)
(a + b − t − h− k + 1)(β − h+ 1)
a + b − t − 2h+ 1 + ϑ(h− 1)
(k − h+ 1)(a + b − h− k + 2)
a + b − t − 2h+ 3 ,
h = k− t +1, . . . ,min{k, a+b−β − t}, and this recurrence relation is solved by (36). 
Lemma 7.8. Let ϑ(v, k,h) be as in Lemma 7.7. Then:
d13
min{k,a+b−β−v}∑
h=k−v
ϑ(v, k,h)Ψ (a + b − β − v,β, v, a, k,h)
= − (a + b + v − 2k + 1)v
β − k + v
×
min{k,a+b−β−v+1}∑
h=k−v+1
ϑ(v − 1, k, h)Ψ (a + b − β − v + 1, β, v − 1, a, k,h).
Proof. From the first formula of Theorem 6.4, it follows that the coefficient of Ψ (a + b −
β−v+1, β, v−1, a, k,h) in d13∑min{k,a+b−β−v}h=k−v ϑ(v, k,h)Ψ (a+b−β−v,β, v, a, k,h)
is equal to
(a + b − v − β − h+ 1)(a + b − v − h− k + 1)
a + b − v − 2h+ 1 ϑ(v, k,h)
− (k − h+ 1)(a + b − h− k + 2)
a + b − v − 2h+ 3 ϑ(v, k,h− 1),
and this, using the explicit formula for ϑ(v, k,h), may be easily transformed into
(a+b+v−2k+1)v−
β−k+v ϑ(v − 1, k, h). 
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min{a, b, a + b − β,β}, then the Sa × Sb × Sc-invariant vectors in the subrepresentation
of S(α,β,γ )↓Sa+b × Sc isomorphic to S(a+b−k,k) ⊗ S(c) are given by the multiples of :
γ∑
v=0
β∑
u=k−v
min{k,u,a+b−v−β}∑
h=k−v
(−1)h−v(a+b−h−k+2)h−k+γ (k−h+1)h−k+γ (a+b−v−2h+1)
(c−β−γ+h+v+1)β+γ−h−v(a+b−v−h−k+1)h−k+v
×Eβ−h(a + b − 2h− v, c − γ + v,β − h,u − h)
×Ψ (a + b − u− v,u, v, a, k,h)σβ−u,γ−v(C).
Proof. From Theorem 7.5 and Lemma 7.7 it follows that if in (33) or in (34) we set
pβγ =
min{k,a+b−β−γ }∑
h=k−γ
ϑ(γ, k,h)Ψ (a + b − β − γ,β, γ, a, k,h) (40)
then we solve the system (22) obtaining a nontrivial Sa × Sb × Sc-invariant vector in the
subrepresentation of S(α,β,γ )↓Sa+b × Sc isomorphic to S(a+b−k,k) ⊗ S(c). If pβγ is given
by (40), then Lemmas 7.8 and 5.2(5) yield
puv = 1
(−c)β+γ−u−v (d12)
β−u(d13)γ−v
×
min{k,a+b−β−γ }∑
h=k−γ
ϑ(γ, k,h)Ψ (a + b − β − γ,β, γ, a, k,h)
= (−1)
γ−v(a + b + v − 2k + 2)γ−v(v + 1)γ−v
(β − k + v + 1)γ−v(−c)β+γ−u−v
×
min{k,a+b−β−v,u}∑
h=k−v
ϑ(v, k,h)(a + b − β − v − h+ 1)β−u
×Ψ (a + b − u− v,u, v, a, k,h) (41)
for u + v  k, and puv = 0 for u + v < k. Then the theorem follows from (7) and (36); in
the final formula we have omitted the factor (−1)k/(β − k + γ )!. 
In the following corollary, we want to restate Theorem 7.9 in the form of a result on four
variables orthogonal polynomials. First of all we perform in (19) the change of variables
x → x, y → y, u → u− x and v → v − y; because of the hierarchy between the variables,
our solutions are naturally expressed as linear combinations of the characteristic functions
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of variables, (19) becomes:


(a − x − y)f (x + 1, y,u+ 1, v)+ (b − u− v + x + y)f (x, y,u+ 1, v)
+ (α − a − b + u+ v + 1)f (x, y,u, v) = 0,
xf (x − 1, y + 1, u− 1, v + 1)+ (u− x)f (x, y,u − 1, v + 1)
+ (β − u+ 1)f (x, y,u, v) = 0
(42)
where f is defined on D = {(x, y,u, v): 0  x  u  β,0  y  v  γ, x + y  a,β +
γ − c u+ v  b + x + y}.
Corollary 7.10. Suppose that α  max{a, b, c} and γ  min{a, b, c}. For max{γ,β +
γ − c} k min{a, b, a + b − β,β} define the polynomial φk(x, y,u, v) by setting
φk(x, y,u, v)
=
min{k,u,a+b−v−β,y−v+b,a−y}∑
h=k−v
(−1)h−v(a + b − h− k + 2)h−k+γ (k − h+ 1)h−k+γ
(c − β − γ + h+ v + 1)β+γ−h−v
× a + b − v − 2h+ 1
(a + b − v − h− k + 1)h−k+v Eβ−h(a + b − 2h− v, c − γ + v,β − h,u− h)
×Ek−h(v, a + b − v − 2h,a − h,y)Eh(u, a + b − u− v, a − y, x)
for 0 v  γ , k − v  u β , 0 y  v and max{0, u+ v − b − y} x min{u,a − y},
and φk(x, y,u, v) = 0 for the other values (x, y,u, v) ∈ D.
Then the set {φk: max{γ,β + γ − c} k min{a, b, a + b − β,β}} is a basis for the
solutions of the system (42). This basis is orthogonal with respect to the weight
(
a
a−x−y,x,y
)(
b
b−u−v+x+y,u−x,v−y
)(
c
c−β−γ+u+v,β−u,γ−v
)
.
Proof. It follows immediately from the explicit formula for the Ψ functions in Defini-
tion 5.1. The weight is equal to ‖σxy(A)σu−x,v−y(B)σβ−u,γ−v(C)‖2. 
We think that it is impossible to get a simpler expression for the polynomials in Corol-
lary 7.10: the sum over h, that comes from Lemma 7.7, is a linear combination of indepen-
dent vectors. The fact is that the vectors of our basis depend on the single parameter k but
are made up of vectors that depend on the two parameters h, k. For the same reason, the
norm of the polynomials in Corollary 7.10 (i.e., the norm of the vectors in Theorem 7.9)
can be easily computed by mean of the formula in Remark 5.3 and of the orthogonality
relations for the Hahn polynomials, but the final result is a very cumbersome double sum
expression that seems not easy to simplify.
We end the paper showing how our polynomials specialize to Dunkl’s two variables
Hahn polynomials when γ = 0. Under such condition, we also have v = y = 0 and
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β − k,u− k)Ek(u, a + b− u,a, x); applying the symmetry relations (4), (5) and perform-
ing the change of variables x → x, u → x + u, one obtains easily the polynomials in [8,
(3.11)(ii)].
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