Hashtags, a user provides to a micro-video, are the ones which can well describe the semantics of the micro-video's content in his/her mind. At the same time, hashtags have been widely used to facilitate various micro-video retrieval scenarios (e.g., search, browse, and categorization). Despite their importance, numerous micro-videos lack hashtags or contain inaccurate or incomplete hashtags. In light of this, hashtag recommendation, which suggests a list of hashtags to a user when he/she wants to annotate a post, becomes a crucial research problem. However, little attention has been paid to micro-video hashtag recommendation, mainly due to the following three reasons: 1) lack of benchmark dataset; 2) the temporal and multi-modality characteristics of micro-videos; and 3) hashtag sparsity and long-tail distributions. In this paper, we recommend hashtags for micro-videos by presenting a novel multiview representation interactive embedding model with graph-based information propagation. It is capable of boosting the performance of micro-videos hashtag recommendation by jointly considering the sequential feature learning, the video-user-hashtag interaction, and the hashtag correlations. Extensive experiments on a constructed dataset demonstrate our proposed method outperforms state-ofthe-art baselines. As a side research contribution, we have released our dataset and codes to facilitate the research in this community.
INTRODUCTION
Micro-videos, as a new trend in user-generated content, have been widely spread on various social platforms, such as Instagram and Snapchat [28, 40, 48] . The micro-videos on these social platforms are usually associated with hashtags, which are commonly used to summarize the content of micro-videos and attract the attention of followers [31] . Taking the popular social platform Instagram as an example, the hashtags are prefixed with the symbol "#" to mark keywords or key topics of a post. The hashtags have been proved to be useful in many applications, including microblog retrieval [8] , event analysis [43] , and sentiment analysis [38] . Furthermore, the tagging service can benefit the stakeholders of micro-video ecosystems. For users, the hashtags facilitate the search and location of their desired micro-videos. For the post-sharers, concise and concrete hashtags can increase the probability of their micro-videos to be discovered. For platforms, the hashtags can make the management of micro-videos (e.g., categorization) more convenient. Unfortunately, many users do not provide hashtags to their posts. To facilitate the usage of hashtags, hashtag recommendation has become an important research topic with considerable attention in recent years.
Several models have been adopted for hashtag recommendation, such as collaborative filtering [21] , generative models [7, 14] , and deep neural networks [13, 27, 37, 46] . Although some progress has been achieved so far, they mainly focus on the hashtag recommendation for microblogs or social images. However, recommending hashtags for micro-videos is non-trivial due to the following challenges: 1) Long-tail distribution. The hashtag distribution is heavily skewed towards a few frequent hashtags with a long-tail consisting of less frequent tags [37] . Current studies note that many tags from the long-tail are "misspelled" or "meaningless" words [41] , yet we believe that there are some meaningful hashtags within the long-tail which have been overlooked. That is, how to create correlations between the frequent hashtags and their "related" long-tail hashtags to enhance the representation of them is untapped. 2) Multimodal Sequence Modeling. Micro-videos consist of visual, acoustic, and textual modalities, which are encoded together with sequential structure (i.e., a set of ordered image frames, a list of audio clips with successive amplitude of wave, and a series of semantically and syntactically correlated words). Different streams in a micro-video imply different temporal dynamics and should therefore be modeled separately. For example, a micro-video contain the same objects over the time span of itself, while the actions and audio may change at intervals. Meanwhile, different modalities depict the intrinsic content of micro-videos consistently and complementarily from different views. Therefore, how to capture sequential and multi-modality features is a considerable problem. To address the aforementioned problems, we propose a multi-view interactive embedding personalized hashtag recommendation model with graph-guided information propagation.
The overview of our proposed method is illustrated in Figure 1 . We first constructed a graph to explore hashtag correlations with external knowledge, and then leveraged existing structural knowledge to derive proper dependencies between frequent hashtags and longtail hashtags. The propagation of such hashtag relation information was then used to modify the representation of the initial hashtag representation. Afterwards, we utilized three parallel Long Short-Term Memory Networks (LSTMs) to model the sequential features for units in each modality and the outputs of the three LSTMs were projected into a common space. Finally, we employed an interactive embedding network to predict the interactions among hashtags, micro-videos, and users.
As far as we know, this is the first work to recommend hashtags for micro-videos. By conducting experiments on our constructed real-world dataset, our proposed approach has demonstrated significant gains as compared with other hashtag recommendation approaches. The main contributions are summarized as follows:
(1) We proposed a joint framework that incorporates microvideos, hashtags, and users to recommend hashtags. By projecting their representations into the same space and exploiting their interactions explicitly, our proposed model achieves better results on this task. (2) We introduced a novel method to successively address the hashtag long-tail phenomenon by constructing a hashtag graph with external knowledge and integrating a propagation mechanism to exploit hashtag correlations. (3) We built a large-scale micro-video dataset with a large hashtag vocabulary and released it to facilitate the research community 1 .
RELATED WORK
Our study is related to prior studies on 1) hashtag recommendation, and 2) long tail recommendation.
Hashtag Recommendation
Hashtags are widely used in various scenarios, such as popularity prediction [35, 44] , immersive search [12] , and enterprise applications [29] . Generally speaking, prior efforts in hashtag recommendation can be divided into two categories based on their associated data: microblogs (e.g., Twitter and Sina-Weibo), and social images (e.g., Flicker and Facebook).
Hashtag recommendation for microblogs has been proposed from different perspectives, including collaborative filtering [21] , generative models [7, 14] , and neural network-based models [26, 46] . Collaborative filtering is a method of making automatic predictions about the interests of a user by collecting preferences or taste information from many users. Kywe et al. [21] proposed a collaborative filtering method to recommend hashtags by combining hashtags from similar tweets and the ones from similar users. Generative models exploit the hashtags by modeling the hashtag generating process via the probability theory. Ding et al. [7] modeled the hashtag recommendation task as a translation process through extending the translation based method and introducing a topicspecific translation model to process the various meanings of words in different topics. Gong et al. [14] proposed that different types of hashtags follow different distributions and then they incorporated these hashtags into the topical translation model for hashtag recommendation task. Different from generative models, neural network-based models explore the hashtag recommendation task by utilizing the techniques on deep neural networks, such as attention mechanism and sequential learning. For example, a coattention network is proposed in [46] to recommend hashtags for multimodal tweets by incorporating textual and visual information; an attention-based LSTM in [26] incorporates topic modeling into the LSTM architecture through an attention mechanism.
Apart from recommending hashtags for microblogs, many efforts have been done on recommendation for social images. Motivated by the fact that data labels hashtags are inherently related, Wang et al. [39] presented a joint framework that predicts class labels and hashtags for social media posts simultaneously. Rawat et al. [33] proposed a context-aware model to integrate context information with image content for multi-label hashtag prediction. Veit et al. [37] and Denton et al. [6] incorporated images, hashtags, and users into a three-way tensor model to model the interaction among image features, hashtag embedding, and user embedding.
Long-tail Recommendation
It is well-known that the frequency of objects occurring in natural scenes follows a long-tail distribution [34] . Long-tails complicate the analysis because rare cases from the tail still collectively make up a significant portion of the data and hence cannot be ignored [47] . In recent years, the long-tail problem has been widely investigated in recommendation systems and multilabel recognition.
Park [32] proposed an adaptive clustering method, in which the recommendations for long-tail items are based on the ratings in more intensively clustered groups and the frequent items are based on the ratings of individual items. Kordumova et al. [20] investigated what social tags constitute the long tail and how they perform on two multimedia retrieval scenarios, tag relevance, and detector learning. By augmenting the rare tags with simple semantics, the performance of tag relevance and detector learning improves considerably. Considering that accuracy is insufficient in assessing the quality, some studies [15, 36] exploit recommendations by considering other criteria in addition to accuracy. Shi [36] proposed a graph-based recommendation to effectively trade off between accuracy and long-tail. Another study [18] recommends lists ranked according to five dimensions which are accuracy, balance (e.g., the distribution of recommendations among all items), item coverage, quantity, and quality of long-tail item recommendation. Hamedani et al. [15] proposed an approach in which the recommendation list is optimized based on three objectives: increasing the accuracy, personalizing the diversity, and reducing the popularity of the recommended items to serve the purpose. The long-tail problem in multi-label recognition is also a challenge. A straightforward way for multi-label recognition is to train independent binary classifiers for each class/label. However, this method does not consider the relationship among labels. To enhance the representation of long-tail labels, many researchers attempted to use label co-occurrence and semantic relations between labels to capture label dependencies with the graph. Li et al. [24] created a tree-structured graph in the label space by using the maximum spanning tree algorithm. Li et al. [25] produced imagedependent conditional label structures on the basis of the graphical Lasso framework. Lee et al. [22] incorporated knowledge graphs for describing the relationships among multiple labels.
OUR PROPOSED FRAMEWORK 3.1 Overview
In this work, we propose an interactive model that incorporates hashtags, micro-videos, and users simultaneously for microvideos hashtag recommendation. Formally, we assume a set of micro-videos V = {v 1 , v 2 , ..., v |V | }, a vocabulary of hashtags H = {h 1 , h 2 , ..., h |H | }, and a set of users U = {u 1 , u 2 , ..., u |U | }, where | · | denotes the cardinality of a set. We further define a triplet τ = (v i , h j , u k ) ∈ Q + as a valid interaction if user u k has added hashtag h j for its posted micro-video vi i , otherwise, τ ∈ Q − . Each micro-video is associated with one or more hashtags posted by a unique user. The goal of our model is to predict a score д(τ ) for each triplet, such that for any triplet pair τ + ∈ Q + and τ − ∈ Q − , д(τ + ) > д(τ − ). The attention mechanism is introduced in the multimodal feature learning to filter out noises and find information that is most relevant to the corresponding hashtags.
Hashtag Embedding
The frequency of hashtags for micro-videos has an imbalanced distribution. For example, the frequent hashtags appear thousands of times (e.g., #love, #fitness, and #music), while the rare ones only appear a few times (e.g., #warsaw, #kennedy paige, and #light drip). The uneven distribution means that few common hashtags will dominate any error measure, and make it hard to predict rare hashtags at the long-tail [6] . In this work, we address the long-tail distribution issue by hashtag embedding propagation with external knowledge. Specifically, we first construct a graph by exploring hashtag correlations. Then, we introduce a propagation mechanism using the constructed graph. The core idea is that the frequent hashtags are capable of sharing knowledge to their "related" longtail hashtags. Formally, let e(h j ) ∈ R d D represent the initial embedding of the j-th hashtag, where d D denotes the dimension of the hashtag embedding. After the propagation, e(h j ) will be translated into new representation e ′ (h j ) with shared knowledge encoded. Figure 2 illustrates the propagation mechanism. [19] for the task of semi-supervised classification. In their work, GCN is used to generate node embedding in the graph based on local neighborhoods. Unlike standard Session: Long -Graph Nerual Network I CIKM '19, November 3-7, 2019, Beijing, China 
Graph Convolutional Network. Graph Convolutional Network (GCN) is introduced in
convolutions that operate on local Euclidean structures in an image, the goal of GCN is to learn a function f (·, ·) on a Graph G, which takes feature descriptions Y l ∈ R b×d l r and the corresponding correlation matrix A∈ R b×b as inputs (where l denotes the layer of GCN, b represents the number of nodes, and d l r denotes the dimension of the l-th layer node features), and updates the node features as Y l +1 ∈ R b×d l +1 r . The propagation rule for GCN layers can be written as a non-linear function by,
In particular, Kipf et al. [19] proposed a simple and well-behaved layer-wise propagation rule for neural network models, where f (·, ·) is represented as,
r is a layer-specific trainable weight matrix,Ã ∈ R b×b = A + I N is the adjacency matrix of the undirected graph G with added self-connections, I N is the identity matrix,D ii = jÃi j , and σ (·) denotes the activation function.
GCN for Hashtag Propagation.
With the propagation rule defined in Equation (2), hashtags can aggregate information from their "related" neighbors and update their representations by stacking multiple GCN layers. However, a correlation matrix is required for the propagation.
In this work, we define the correlation matrix through a datadriven way. In particular, we first define four types of relations over the hashtag in the dataset, and then use these relations to build a graph for propagation. The four types of relations are as follows:
(1) composition relation (cp), exists between unigram and ngram. If the hashtag is composed of two or more words, there are connections between the hashtag and the words within it. (2) super-subordinate relation (ss), also called hyponymy, hypernomy or ISA relation, is defined in WordNet and can be extracted from it directly. (3) positive relation (po), exists among class labels. Label similarities are calculated by WUP similarity [42] , followed by thresholding the soft similarities into positive relation. (4) co-occurrence relation (co), is defined by the co-occurrence of the hashtags. Two hashtags are defined as co-occurred if they appear in the same post.
The priorities of four relations are in the order we define them. That is, if a pair of hashtags contains multiple relations, we retain the one with the highest priority. The intuition behind these four relations is that the unigram hashtags are connected with their corresponding n-gram hashtag with the composition relation; the long-tail hashtags are augmented with semantically similar hashtags by the super-subordinate and positive relations; and the cooccurrence relation captures the weak connections among hashtags.
With the relations defined above, we construct four types of edges. Formally, G represents the graph, and {cp, ss, po, co} are the types of edges in the graph. We denote G's correlation matrix as A ∈ R H ×H , where H is the number of hashtags. We assign different weights on different types of edges. Specifically, given a pair of nodes j 1 and j 2 , the propagation weight A j 1 j 2 is determined by:
Session: Long -Graph Nerual Network I CIKM '19, November 3-7, 2019, Beijing, China where edдe j 1 , j 2 is the edge between the nodes j 1 and j 2 , and function f weiдht (·, ·) is used to compute the propagation weights, which is approximated by the neural networks. A node would aggregate information from only relevant nodes that are defined in the graph to update its own hidden state vector. However, the aggregated representation of a node does not contain its own feature. Thus, we re-weight the correlation matrix A, so that every node in the graph can combine its own prior representation. In particular, we adopted the re-weighted scheme in [2] that defines the re-weighted correlation matrix A ′ as,
where α determines the weights assigned to a node itself and other correlated nodes. By doing this, when α → 1, the feature of a node itself will be ignored; when α → 0, neighboring information will be ignored.
With the notation defined above, the propagation mechanism for hashtag representation is formulated as follows:
where {e(h 1 ), e(h 2 ), ..., e(h H )} denotes the initial representation of hashtag. At last, we obtain the final hashtag representation by taking out the output of the last layer, i.e., {e ′ (h 1 ), e ′ (h 2 ), ..., e ′ (h H )}.
Micro-video Embedding
Multi-view representation learning is applied to solve the problem of learning representations of the multi-view data. Microvideos are multi-view data, containing visual, acoustic and textual modalities. We thereby introduce the parallel LSTMs to represent each modality of a micro-video as a fixed length of vector, and then we map the vector representations of multiple modalities into a common space with the same length.
3.3.1 Parallel LSTMs. We use {e(x m i,1 ), ..., e(x m i, N )} to represent the features extracted from sequential units in each modality, where e(x m i,n ) denotes the feature for the n-th unit of the i-th micro-video, and m ∈ {v, a, t } denotes the visual modality v, acoustic modality a, or textual modality t.
The features are then fed into parallel LSTMs. At each time step n, LSTM takes the vector e(x m i,n ), hidden state vector h m i,n−1 , and memory cell vector C m i,n−1 as inputs, and updates h m i,n and C m i,n as follows,
where in m i,n , f m i,n , and o m i,n are the input gate, the forget gate and the output gate, respectively; σ (·) is the sigmoid function, tanh(·) is the hyperbolic function, ⊙ is the element-wise multiplication operator, and W m l , U m l , and b m l for l ∈ {in, f , o, C} are the parameters for the LSTMs. At n=1, s m i,0 and C m i,0 are initialized as zero. An attention-based pooling is utilized to generate the final vector by a weighted sum of the sequences of vectors {s m i,1 , ..., s m i, N }. This pooling method assigns different weights to the vectors of different units, capturing their relative importance. Formally, the process is defined as:
where W m att and U m att are the weight matrices of the attention network, and b m att is the bias vector.
Common Space
Learning. The parallel LSTMs output three feature vectors with different lengths. Traditional approaches fuse these features with simple concatenation or feature selection. However, we argue that they may not work well in capturing the semantic of features and may hence lead to information redundancy at the learning stage. Therefore, we project the output of LSTMs into a low-dimension common subspace where it can capture the commonality among all the views by three mapping functions f v map (·), f a map (·), and f t map (·), resulting the visual, acoustic, and textual embedding in the common space:
whereẽ(x v i ),ẽ(x a i ),ẽ(x t i ) ∈ R d F and d F is the dimension of the embedding in the common space.
User Embedding
We model users by analyzing users' behaviors and preferences. In particular, we use the visual features of micro-videos (extracted with pretrained CNN) and textual feature of hashtags (extracted with pretrained Word2Vec) posted by users to represent the user embedding. These features are concatenated after an average pooling and fed into a three-layer fully connected neural network, resulting a user representation e(u k ) ∈ R d E , where d E denotes the dimension of the user embedding.
Interactive Embedding Model
We employ a multi-layer preceptron network to perform an end-to-end learning on both embeddings and interaction functions. Figure 3 illustrates the interactive embedding model. Specifically, we cast the embeddings of micro-video, hashtag, and user into the Bi-Interaction layer and the hidden layers to predict the score.
Bi-Interaction Layer. The Bi-Interaction layer consists of a pooling operation that converts the embedding vectors into one vector:
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where ⊙ denotes the element-wise product.
Hidden
Layers. The hidden layers consists of fully connected layers, which capture the nonlinear correlations among the microvideos, hashtags, and users. Formally, they are defined as:
where W X denotes the weight matrix, b X is the bias vector, and p X represents the output of the X-th hidden layer.
Prediction Layers.
Finally, the output of the last hidden layer p X is transformed to a prediction score via,
where W pre denotes the weights of the prediction layer. Sigmoid is utilized to regularize the prediction score to the range of [0,1]. An observed interaction is assigned to a target value 1, otherwise 0. To learn the parameters of the neural networks, we optimize the pointwise log loss, as implemented in [17] which forces the prediction scoreẑ i jk to close to the target z i jk as follows,
where τ = (vi i , h j , u k ) ∈ Q + as a valid interaction if user u k has added hashtag h j for his/her posted micro-video vi i , otherwise τ ∈ Q − .
EXPERIMENTS
We implemented our method based on PyTorch. We randomly initialized model parameters with Gaussian distribution, and optimized the model with Adam optimizer. The mini-batch size and 
Dataset
Two public micro-video datasets released by previous studies [1, 45] contain little hashtag information. For example, in [45] , each micro-video only has 0.9 hashtag on average. There is no suitable dataset with enough hashtags for our problem. Therefore, we constructed our own dataset INSVIDEO with 213,847 microvideos and 6,786 users. On average, each micro-video has 13.4 hashtags.
We detailed the dataset construction process as follows. We first crawled micro-videos from the Instagram. In particular, we manually chose hashtags from hashtag dictionary website 2 as our seed hashtags. The hashtags are organized into a four-layer hierarchical structure, with 16, 1,333, and 4,092 leaf nodes in the second-layer, third-layer and fourth-layer, respectively. We then searched the hashtags on Instagram and collected at most the top nine posts for each hashtag. and regarded their users who post these posts as active users. For each active user, we crawled his/her at most 50 published micro-videos and video descriptions. In this way, we harvested 334,826 micro-videos from 9,170 active users.
We further conducted data cleaning on micro-videos, hashtags, and users. For micro-videos, we removed the videos with no hashtags or missing modalities (visual, acoustic and text). For hashtags, we conducted spell checking and word lemmatization, and then removed the hashtags occurring less than 50 times. For users, we removed the users with less than 10 micro-videos. After the data cleaning, we obtained a dataset of 213,847 micro-videos and 15,751 hashtags from 6,786 users and each has 13.4 hashtags on average. Besides, the average time span of the micro-videos is 30s. The statistics of the INSVIDEO are summarized in Table 1 .
We also performed an analysis on the frequency of the collected hashtags. As shown in Figure 4 , the hashtag frequency distribution is heavily skewed towards a few frequent hashtags and a long-tail of rare hashtags. For example, the most frequent hashtag, #love, appears over 42,000 times in the dataset. The least frequent hashtag only appears 50 times (e.g., light drip). The original dataset was further divided into three separate datasets based on the micro-video instances, with 80%, 10% and 10% randomly for training, validation and testing, respectively. The hashtags are kept as the same for these three sets. Moreover, we randomly sampled 6 negative hashtags to pair with each positive instance. 
Feature Extraction
We converted micro-videos to frame sequences with FFmpeg 3 and selected 40 frames for each micro-video with uniform sampling. For each frame, we extracted a 2,048 dimensional feature vector with a pretrained ResNet [16] on ImageNet. We adopted Librosa 4 to extract a 128-dimensional feature vector for each 0.2s audio clip. We uniformly sampled 60 acoustic feature vectors for each micro-video. With the video description, we first removed the non-English words and stop words, and performed word lemmentation. We then employed Word2Vec [30] to generate vector representation for words. It is noted that we selected at most 6 words for each micro-video.
Experimental Setting

Evaluation Metrics.
Given a micro-video in the testing set, our method outputs prediction scores for all hashtags to rank them accordingly. We predicted top-K hashtags for each of the test microvideos and compared it with the ground truth. To evaluate the performance, we employed the widely used metrics: Recall@K and NDCG@K. Recall@K measures whether the item of the ground truth is in the predicted top-K list, while NDCG@K accounts for the position of hit by assigning a larger score to the higher position. Following the commonly used setting in recommendation systems, we used K=5 and K=10 in our experiment.
Long-tail Recommendation.
To evaluate the effect of the recommendation algorithm on the long-tail hashtags, we constructed a new testing set which only contains long-tail hashtags. By investigating the dataset, we treated the hashtags which appear less than 100 times as long-tail hashtags, and treated the others as frequent hashtags. Specifically, we modified the prior testing set by removing the frequent hashtags in the ground truth. Similarly, we employed Recall@K and NDCG@K as our evaluation metrics.
Baselines.
To justify the effectiveness of our framework, we compared it with the following methods:
ConTagNet [33] . This is a CNN-based method which integrates context with image content for multi-lable tag prediction. The method considers both the visual information and the context in which the photo has been captured, such as time and location. We adopted the released implementation 5 , with only the visual information considering that there is no context in our dataset. Co-Attention [46] . This is the state-of-the-art hashtag recommendation method in Twitter. It introduces a co-attention network, incorporating both the textual and visual information. We employed the implementation released by the authors 6 .
User-specific Hashtag Modeling [37] . This is a three-way tensor model which is responsible for modeling the interactions among image features, hashtag embeddings, and user embeddings. We implemented it by replacing the image features with the visual, acoustic, and textual features of the micro-videos.
V2HT w/o UP , V2HT w/o P , V2HT w/o U . These are variants of V2HT method by removing the propagation module and user module (V2HT w/o UP ), propagation module (V2HT w/o P ), and user module (V2HT w/o U ) to demonstrate the effect of the propagation mechanism and the video-hashtag-user interaction learning.
Results and Discussion
4.4.1 Overall Performance Comparison. Experimental results of the comparison between baselines and our proposed method with its variants are summarized in Table 2 . We have the following observations: First, our V2HT model achieves the best performance on both Recall and NDCG, and significantly outperforms other stateof-the-art methods. Second, compared to user-agnostic hashtag model Co-attention and ContagNet, User-specific achieves obvious improvement. The trend is similar on our proposed method that V2HT and V2HT w/o P have better performance compared to V2HT w/o U and V2HT w/o UP , respectively. The reason is that the user embedding module encodes the user's preferences, which is essential to be considered. Third, after adding the hashtag propagation mechanism, the performance improves 0.95% in Recall@5 and 1.21% in NDCG@5 (V2HT w/o U vs. V2HT w/o UP ), and 6.06% in Recall@5 and 9.46% in NDCG@5 (V2HT w/o P vs. V2HT). It verifies the effectiveness of our proposed propagation mechanism. It is interesting to note that adding user information alone is more useful than adding propagation mechanism alone (V2HT w/o P vs. V2HT w/o U ), however, the usage of propagation mechanism is more prominent with the presence of user module. We further analyzed the learning trend of our proposed methods and reported it in Figure 5 . During the convergence process, we observed that after adding the propagation mechanism, the V2HT and V2HT w/o U consistently outperforms V2HT w /oP and V2HT w/o UP , respectively. It demonstrates that the model with the propagation mechanism can speed up the convergence and achieve better results. We further noticed that the proposed methods with user module (V2HT and V2HT w/o P ) are inferior to that without user module (V2HT w/o U and V2HT w/o UP ) at the early stage. However, the methods with user module achieve better results at the late stage. Though user information (showing users' hashtag usage patterns) will increase the complexity of the model, we still believe it is an important factor in recommending hashtags for users.
Evaluation on Long-tail Hashtag
Recommendation. We used the protocol in Section 4.3.2 to evaluate the long-tail recommendation and showed the results in Table 3 . From the results we can see that, in general, all the performance is inferior to that on the regular dataset, and our proposed V2HT and its variants outperform all the other state-of-the-art methods on this long-tail hashtag sub-dataset. Among all the V2HTs, V2HT w/o U achieves the best performance. This is not surprising since we have also seen a bigger improvement when adding the user embedding module on regular dataset as shown in Table 2 . The influence of user embedding and hashtag propagation may contract to certain extent on the selection of longtail hashtag. However, we still believe that the proposed hashtag propagation mechanism is useful given the significant improvement ( the effectiveness in aggregating multiple modalities of our V2HT framework. In addition, the performance trend on multimodal data integration is the same on the comparison between our proposed methods with other baselines (as shown in Table 2 ) that V2HT w/o UP (with visual, textual, and acoustic information) outperforms the Coattention (with visual and textual information), and Co-attention outperforms the visual modality only method ContagNet.
Case study
In order to achieve a deeper understanding of what hashtags are recommended by our proposed model, we presented a qualitative analysis of three case studies. We selected three representative types of micro-video (i.e., singing, sports and dance) in our dataset, and presented their ground truth hashtags and the hashtags predicted by our proposed methods in Figure 6 .
From the first example of singing scenario, we can see that the methods with user embedding module predicted more personalized hashtags (e.g., #bangerz tour and #rip hannah montana), which might be brought by the knowledge from user's previous posted videos or hashtags. We have also noticed a positive effect on the propagation mechanism on example (b) that two long-tail hashtags (e.g., #viral dance appears 77 times, and #kid dancer appears 68 times) are predicted by V2HT and V2HT w /oU with the hashtag propagation mechanism included.
Ground truth Hashtags
CONCLUSION AND FUTURE WORK
In this paper, we propose a multi-view representation interactive embedding model with graph-based information propagation for micro-video hashtag recommendation. It considers the multiview learning, the hashtag correlations, and the video-user-hashtag interaction simultaneously. In particular, we construct a graph to guide the information propagation process among hashtags. By leveraging the predefined structure to regularize the relatedness among hashtags, the hashtag recommendation performance has a significant improvement on both frequent and long-tail hashtags. The experiment results demonstrate our proposed method achieves the state-of-the-art performance for the hashtag recommendation.
In the future, we plan to extend our work in the following two directions. First, we plan to introduce attention mechanism into interactive embedding model to focus on the important cues among multimodal features [9] [10] [11] of micro-videos, hashtags and users. Second, we expect to reduce redundant hashtags for microvideos. Third, we would like to work on the explainability of hashtag recommendation [3] [4] [5] 23 ]. 
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