In high-dimensional data space, semi-supervised feature learning based on Euclidean distance shows instability under a broad set of conditions. Furthermore, the scarcity and high cost of labels prompt us to explore new semi-supervised learning methods with the fewest labels. In this paper, we develop a novel Minor Constraint Disturbances-based Deep Semi-supervised Feature Learning framework (MCD-DSFL) from the perspective of probability distribution for feature representation. There are two fundamental modules in the proposed framework: one is a Minor Constraint Disturbances-based restricted Boltzmann machine with Gaussian visible units (MCDGRBM) for modelling continuous data and the other is a Minor Constraint Disturbances-based restricted Boltzmann machine (MCDRBM) for modelling binary data. The Minor Constraint Disturbances (MCD) consist of less instance-level constraints which are produced by only two randomly selected labels from each class. The Kullback-Leibler (KL) divergences of the MCD are fused into the Contrastive Divergence (CD) learning for training the proposed MCDGRBM and MCDRBM models. Then, the probability distributions of hidden layer features are as similar as possible in the same class and they are as dissimilar as possible in the different classes simultaneously. Despite the weak influence of the MCD for our shallow models (MCDGRBM and MCDRBM), the proposed deep MCD-DSFL framework improves the representation capability significantly under its leverage effect. The semi-supervised strategy based on the KL divergence of the MCD significantly reduces the reliance on the labels and improves the stability of the semi-supervised feature learning in high-dimensional space simultaneously. Experimental results demonstrate that the proposed framework shows more excellent performance than state-of-the-art semi-supervised shallow models and deep feature learning methods for clustering.
INTRODUCTION
Semi-supervised learning methodology has long been one of focus on feature learning because of the scarcity and high cost of labels. There are various semi-supervised learning methods which are widely used in classification [1] , [2] , [3] , [4] , clustering [5] , [6] , semantic segmentation [7] , discrete choice models [8] , sentiment analysis [9] , facial expression recognition [10] , fault diagnosis [11] , face beauty prediction [12] , brain tissue segmentation [13] and so on. In these applications, semi-supervised feature learning [14] , [15] is a critical phase to enhance the efficiencies and performances of the following learning tasks. The current semisupervised feature learning method is divided into shallow mode and deep learning frameworks.
Existing shallow semi-supervised feature learning methods [16] , [17] , [18] , [19] exploit various semi-supervised strategies to improve learning efficiency and performance while minimize the use of labels. To tackle both the heterogeneous and homogeneous problems, Li and Zhang [16] proposed a semi-supervised covariance matching approach used a few labelled samples. The Non-negative Matrix Factorization (NMF) is a well-known dimensionality reduction method. Jia et al. [17] developed a semisupervised NMF model which takes advantage of the labels to guide the factorization. In order to modeling the label information in semi-supervised NMF, the work uses a similarity regularization term to encourage the low-dimensional representations with different labels to be dissimilar. Moreover it uses a dissimilarity regularization term to restrict the similarity among data samples with the same labels and few unlabeled samples in the low dimensional representations space. Chen et al. [18] presented a Sparse Rescaled Linear Square Regression (SRLSR) method which has capability to obtain more sparse regression coefficients for semi-supervised feature learning. In our previous work [19] , we developed a shallow semi-supervised feature learning neural network model called pairwise constraints restricted Boltzmann machine with Gaussian visible units (pcGRBM) which uses Mustlink and Cannot-link information of reconstructed data samples to guide the procedure of feature learning. The pcGRBM model uses European distance of Must-link and Cannot-link information to optimize critical connection parameters. This semi-supervised strategy enhances the representation capability of the hidden layer, but the following learning tasks show inevitable instability with the hidden features of the pcGRBM. As we all know, Euclidean distance function has instability in high-dimensional space [19] , [20] . So, we present a novel deep semi-supervised strategy from the perspective of probability distributions of Minor Constraint Disturbances (MCD) to improve feature distribution of hidden layers in this paper.
In most cases, deep feature learning [21] , [22] , [23] , [24] shows outstanding representation capability. Thus, there are some works recently explore deep semi-supervised learning method [25] , [26] which not only retains or even promotes the capabilities of deep feature learning but also reduces the reliance on labels as few as possible. In general, the conventional semi-supervised learning methods perform within a fixed feature space. The DCS [27] is an incremental deep semi-supervised learning method, which propagates information from labeled to unlabeled samples in the procedure of deep feature learning. In the DCS framework, the Co-Space stems from two CNN models by extracting features for all unlabeled and labeled samples. Sellami et al. [28] constructed a semi-supervised 3-D Convolutional Neural Network (3-D CNN) for the spectro-spatial classification. The approach not only preserves the information of the relevant spectro-spatial but also enhances the classification using few labeled samples. Xue et al. [29] proposed an efficient and fast semi-supervised DIOD method based on weakly deep semi-supervised joint sparse learning and Advanced Region Proposal Networks (ARPNs). To solve the mobile traffic Anomaly Detection (AD) problem, Trinh et al. [30] developed a comprehensive deep semi-supervised framework based on Long Short-Term Memory (LSTM). In computer vision, the object detection of inverse synthetic aperture radar is a challenging problem. This semi-supervised method only needs one class of samples. Meng et al. [31] presented a Semisupervised Graph Regularized Deep NMF (SGDNMF) with biorthogonal constraints for data representation. The bi-orthogonal constraints are introduced into the SGDNMF model on two factor matrices for improving the representation performance with a small fraction of labels. The intelligent diagnostic system has been an increasing interest in the industrial applications. Kurup et al. [10] illustrated a semi-supervised feature selection method for facial expression recognition with a Deep Belief Network (DBN). The semi-supervised DBN improves the classification accuracy using the available labeled data and unlabelled observations. Razavi-Far et al. [11] developed a Semi-Supervised Deep Ladder Network for diagnosing gear faults. The deep semi-supervisedlearning scheme consists of an information fusion module and a decision making module. The deep semi-supervised learning procedure is used in the decision making module to maximize the diagnostic efficiency and simultaneously minimize the human interaction. To reduce the inputs for modelling in the learning process, Aboozar et al. [15] designed a Deep Feature Selection (Deep-FS) algorithm based on Deep Boltzmann Machine (DBM). The Deep-FS model embeds feature selection in a restricted blotzmann machine (RBM) [32] , [33] which is used for training a DBM and can remove some irrelevant features which negatively impact on feature representation. Mercado et al. [34] proposed a semi-supervised learning method on Multilayer Graphs (semi-MG) using a regularizer of the generalized matrix mean. In each individual graph layer, the labeled and unlabeled samples are fused together with the encoding information. The works of [15] and [34] are the most closely related work with our framework for deep semi-supervised learning.
In this paper, we propose a novel deep semi-supervised feature learning framework from the perspective of probability distribution of the MCD in hidden layers. The Kullback-Leibler (KL) divergences [35] , [36] , [37] of the MCD are fused into the Contrastive Divergence (CD) learning in the training process. Our main contributions are summarized as follows:
• A Minor Constraint Disturbances-based GRBM (MCD-GRBM) for modelling continuous data and a Minor Con-straint Disturbances-based RBM (MCDRBM) for modelling binary data are proposed from the perspective of probability distribution instead of Euclidean distance of the MCD. The KL divergences of the MCD are fused into CD learning for training the proposed MCDGRBM and MCDRBM models. The semi-supervised strategy based on the KL divergence of the MCD significantly reduces the reliance on the labels and improves the stability of the semi-supervised feature learning in high-dimensional space simultaneously.
• A novel Minor Constraint Disturbances-based Deep Semisupervised Feature Learning framework (MCD-DSFL) is developed for deep semi-supervised feature representation. Despite the weak influence of the MCD for our shallow models (MCDGRBM and MCDRBM), the proposed MCD-DSFL framework improves the deep representation capability significantly under its the leverage effect.
•
The experimental results demonstrate that the MCD-DSFL framework shows more excellent performance than stateof-the-art semi-supervised shallow models and deep feature learning frameworks. Furthermore, the scale coefficient shows positive effectiveness for the feature learning of our framework.
The rest of the paper is organized as follows. Section 2 introduces the theoretical background. Section 3 presents two new shallow MCDGRBM and MCDRBM models. Section 4 illustrates a novel deep semi-supervised feature learning framework, MCD-DSFL. Section 5 shows all experimental results. Finally, Section 6 summarizes our contributions.
BACKGROUND

Kullback-Leibler Divergence
The KL divergence [35] , [36] , [37] is a popular measure of the similarity (closeness) between two discrete distributions P and Q, defined by
where KL divergence is always non-negative (KL(P Q) ≥ 0) and KL(P Q) = 0 if and only is P = Q. In other words, KL divergence is the expectation of the logarithmic difference between P and Q. To obtain a distribution P which is the closest to Q, we can minimize KL divergence of them. In neural networks, the method of updating parameters often directs towards minimizing the KL divergence [38] . KL divergence is used to measure the similarity between uncertain objects, then it can be merged with learning algorithms to improve the performance [39] . In computer vision, the KL divergence is used in training rotation-invariant RBM [40] which can offer stability and consistency of representation. In variational Bayes Recurrent Neural Networks (BRNNs) [41] , the KL divergence between the approximate posterior and the prior distributions is a vital component of the models.
Contrastive Divergence Learning
CD learning [42] , [43] as a fast learning method has been successfully applied to train RBMs. It proximately follows the gradient of two KL divergences and is defined as
where p 0 is the data distribution, p ∞ is model distribution and p n is the distribution of the data after running the Markov chain for n step.
In the encoding process of RBMs model, the conditional probability p(h j = 1|v) is given by:
where v = (v 1 , v 2 , · · · , v i , · · · , v n ) is a vector of visible layer, σ is the sigmoid function, w ij is the connection parameter between the hidden and visible layers, b j is bias parameter of hidden layers.
In the reconstructed process of RBMs, the conditional probability p(v i = 1|h) is given by:
where h = (h 1 , h 2 , · · · , h j , · · · , h m ) is a vector of hidden layer, c i is bias parameter of visible layer.
In the GRBM and its variants [19] , [44] , [45] , the hidden layers remain unchanged binary units, but visible layer units are replaced by Gaussian linear units. The conditional probability of reconstructed process takes the form
where c = (c 1 , c 2 , · · · , c i , · · · , c n ), W n×m is a connection matrix, N (·) is a gaussian density.
For fast training RBMs, CD learning with one step Gibbs sampleling (CD-1 learning) [43] is defined by:
where p 1 is the distribution of the reconstructed data. Then the update rules of model parameters of RBMs are given by
, b
and c
where · 0 denotes an average concerning the data distribution, · 1 denotes an average concerning the reconstructed data distribution and ε is learning rate.
THE MCDRBM AND MCDGRBM MODELS
This section introduces the MCDRBM for modelling binary data and the MCDGRBM model for modelling continuous data. They are the fundamental modules in our MCD-DSFL deep framework.
Problem Definition
The main goal here is to develop novel variants of RBM and GRBM models to enhance their representation capabilities with the MCD in hidden layers from the perspective of probability distribution instead of Euclidean distance. Firstly, we randomly select two labels from each class to generate the two-tuples set of the MCD for modelling the MCDRBM model. Let a dataset has K clusters, then the MCD set contains two subsets. One is within-cluster constraints (WCC) subset which has K instance-level constraints and the elements of each twotuple of WCC subset come from the same cluster. And the other is between-cluster constraints (BCC) subset and the elements of each two-tuple of BCC subset come from different clusters. The KL divergences of the MCD in WCC and BCC sets are fused into CD learning in the process of encoding of the MCDRBM models.
Given a visible layer data set of the MCDRBM
M is the number of instance vector and n is the dimensionality of the visible layer. Each visible layer instance corresponds to a feature vector in the hidden layer. Denote the hidden feature vector sets of the MCDRBM model as
where m is the dimensionality of hidden layer and h i is the hidden feature of v i . Similarly, we denote the visible layer data of the MCDGRBM model and its corresponding hidden feature set as
We expect the probability distribution between the elements of two-tuples in WCC subset to be as similar as possible in the encoding process. Moreover, we also expect the probability distribution between the elements of two-tuples in BCC subset to be as dissimilar as possible in encoding process. Combining two minor constraints, the optimisation problem of the MCD for the MCDRBM model is given by:
where
are the numbers of the instance-level constraints of WCC and BCC, respectively. Similarly, the optimisation problem of the MCD for the MCDGRBM model is given by:
where ( v f , v g ) ∈ WCC and ( v r , v s ) ∈ BCC, WCC and BCC are the within-cluster and between-cluster constraints subsets which have K w and K b two-tuples, respectively.
The Model
In this subsection, we present the MCDRBM and MCDGRBM models: novel variant of RBM and GRBM designed to improve representation capability by fusing the KL divergence of the MCD into the CD learning [42] , [43] . We expect that the probability distributions of hidden layer features are as similar as possible in the same class under the effect of the MCD. Simultaneously, we also expect that they are as dissimilar as possible in different classes. Thus, the objective function of the MCDRBM model can be defined to be:
where γ ∈ (0, 1) is a scale coefficient. Similarly, the objective function of the MCDGRBM model can be defined to be:
Next, we give a detailed inference of the MCDRBM model. Since the approximate gradient of KL(p 0 p ∞ ) − KL(p 1 p ∞ ) is particularly easy to calculate:
To obtain the update rules of model parameters, the main task is to solve the gradient of 1
The Update Rules of Model Parameters
Firstly, we compute the gradient of KL P (h f |v f ) P (h g |v g ) . Before calculating the gradient, an equivalent transformation of it takes the form:
Then, the gradient ∂ ∂wij KL P (h f |v f ) P (h g |v g ) is given by:
In encoding procedure, the transformation from the visible layer to the hidden layer is the sigmoid transform. So, the gradient ∂ ∂wij p(h f x = 1|v f ) takes the form:
When x = j, it is easy to obtain the gradient ∂ ∂wij p(h f x = 1|v f ) as follows.
In other cases,
From Eqs. (18), (20) and (21), we obtain the gradient
Therefore, we obtain the update rules of W from Eqs. (14) , (22) and (23) which take the form:
where ε is a learning rate. In the following, we infer the update rule of parameter b.
When x = j, it is easy to obtain the gradients
and
Then, we obtain the update rule of b from Eqs. (15) , (24) and (26) which takes the form:
From Eqs. (16), (28) and (29) the update rule of c takes the form:
Finally, the update rules of W, b and c of the MCDRBM model are Eqs. (24), (27) and (30), respectively. In the MCDGRBM model, the hidden units remain binary, but the visible units are the linear units with Gaussian noise. Then, in the encoding process of MCDGRBM model, the conditional probability p( h j = 1| v) is given by:
and its conditional probability of reconstructed process takes the form:
The update rules of the parameters W, b and c of the MCD-GRBM model are similar to the MCDRBM model, which take the form:
Learning Algorithms
In this subsection, we show the learning algorithm of the proposed shallow MCDRBM and MCDGRBM models according to the update rules of its parameters. Algorithm 1: MCDRBM learning
MCD: a set of minor constraint disturbances. Output:
W, b and c: the parameters of MCDRBM.
Step 1: Randomly initialize W, b and c.
Step 
W, b and c: the parameters of MCDGRBM.
DEEP SEMI-SUPERVISED FEATURE LEARNING WITH MINOR CONSTRAINT DISTURBANCES
In this section, we illustrate the novel deep semi-supervised feature learning framework, MCD-DSFL, which consists of a Gaussian linear visible layer and N binary hidden layers that is a stack of one MCDGRBM and N − 1 MCDRBMs without the use of fine-tuning strategy. Each of them has only one binary feature representation layer. The hidden layer features (h 1 ) of the MCDGRBM are used as the input data for the next MCDRBM. Similarly, the hidden layer features (h i , i = 2, 3, · · · , N − 1) of the MCDRBM are used as the input data for the following MCDRBM. The architecture of the proposed MCD-DSFL is shown in Fig. 1 . The reconstruction procedure of the MCDRBM adopts the sigmoid transform by 1 step Gibbs sampling. But we use a linear transform to reconstruct the visible layer of the MCD-DSFL framework. The hidden features of its deepest layer (h N ) is the input for the following learning task. 
EXPERIMENTS
To assess the performance of the proposed MCD-DSFL framework and compare it with state-of-the-art feature learning methods, we have conducted unsupervised and semi-supervised clustering experiments with fifteen image datasets (continuous data of global features) of the Microsoft Research Asia Multimedia image sub-dataset (MSRA-MM) [46] . They are listed in Table 1 .
For each data set, we only use less than 0.8% labels to generate the MCD for the MCD-DSFL framework. The labels usage ratios of them are in the range [0.6363%, 0.7126%].
We compare the MCD-DSFL framework with the benchmarking algorithms (e.g. spectral clustering (SP) [47] , Semi-SP [48] ), the shallow models (e.g. pcGRBM [19] and Semi-EAGR [49] ) and the deep frameworks (e.g. DeepFS [15] and Semi-MG [34] ). For all contrastive shallow models and deep frameworks, the performance evaluations have two stages: one is feature learning and the other is clustering analysis using SP algorithm. The output features of them are the input of SP algorithm. Default depth of hidden layers of the MCD-DSFL framework is twenty-four (N = 24) in the experiments. The dimensionality of all hidden layers are the same as visible layer (m = n). The learning rate ε is set to 10 −3 . The scale coefficient γ varies from 0.12 to 0.96 with 0.12 per step (γ ∈ (0.12, 0.24, 0.36, 0.48, 0.60, 0.72, 0.84, 0.96)).
Evaluation Metrics
Four popular external evaluation metrics that are used in the paper to assess the experimental results are the clustering accuracy [50] , Jaccard index (Jac index) [51] , Fowlkes and Mallows index (FM index) [52] and recall [53] . Furthermore, the Friedman aligned ranks test [54] ) is used to provide fair comparisons among different methods. The calculations of four external metrics are provided as follows:
1) The clustering accuracy metric is used to calculate the ratio of the instance assigned to the correct clusters. It is defined to be
where N is the number of instances, l i and l i are the target and predicted label, respectively, of the ith instance. If l i = l i , then F (l i , l i ) = 1. Otherwise, F (l i , l i ) = 0.
2) The Jaccard Index measures similarity between sample sets can be written as
where A and B are finite sample sets.
3) The Fowlkes and Mallows index calculates the similarity between the benchmark classifications and the clusters returned by the clustering algorithm. It is defined as
where T P , F P and F N are the numbers of true positives, false positives and false negatives, respectively. 4) The recall metric is defined as the ratio of correctly assigned instances to the total number of relevant instances in the class. It is defined to be
where n i is the total number of instances in class i, and n i,j is the number of correctly assigned instances of class i in cluster j.
The Friedman aligned ranks test is an advanced and popular nonparametric test method which can be used to analyze the performance of algorithms. It can be written as
where r .j is the total ranks of the ith data set, r i. is the total ranks of the jth algorithm, n is the number of algorithm and m is the number of data set. The test statistic T is compared for significance with a chi-square distribution for n − 1 degrees of freedom.
Clustering Performance
We first compare the MCD-DSFL framework with SP and Semi-SP algorithms to evaluate that its distributions of output features are whether or not more reasonable than visible layer data. Then, we compare the MCD-DSFL framework with the pcGRBM [19] and Semi-EAGR [49] for clustering to evaluate that its capability of the deep semi-supervised feature representation is whether or not more powerful than shallow feature representation of the contrastive models. Moreover, we compare the MCD-DSFL framework with the DeepFS [15] and Semi-MG [34] to evaluate that its capability of the deep semi-supervised feature representation is whether or not more excellent than start-of-art contrastive deep frameworks. Fig. 2 presents the clustering accuracy, Jac, FM and recall comparison of the above benchmarking algorithms, shallow models and deep frameworks for clustering on fifteen image data sets. On the whole, we can see that the MCD-DSFL framework shows fairly competitive performances in all evaluation metrics. In particular, it shows super-high performance on some data sets (e. g. banner, blood, bathroom and so on). Surprisingly, the MCD-DSFL framework shows super-high performance for the recall metric on all data sets.
All results of clustering accuracy are listed in Table 2 . On the whole, the average clustering accuracies of SP, Semi-SP, pcGRBM, Semi-EAGR, DeepFS and Semi-MG are 0.3992, 0.4159, 0.4249, 0.5341, 0.4886, 0.4756, respectively. However, the clustering accuracy of the MCD-DSFL framework increases to 0.6854. To compare with the SP and Semi-SP algorithms, the MCD-DSFL framework improves the performance by 28.62% and 26.95%, respectively. These results well demonstrates that its output features have reasonable distributions than visible layer data for clustering. In contrast to the pcGRBM and Semi-EAGR models, the MCD-DSFL framework improves the performance by 26.05% and 15.13%, respectively. Thus, the results indicate that the deep feature representation capability of the MCD-DSFL framework is more powerful than shallow feature representation of the contrastive models. To compare with the DeepFS and Semi-MG frameworks, the MCD-DSFL improves the performance by 19.68% and 20.98%, respectively. Hence, we can conclude that it has more excellent capability of deep feature representation than contrastive deep frameworks.
As shown in Table 3 , the average Jac of SP, Semi-SP, pc-GRBM, Semi-EAGR, DeepFS and Semi-MG are 0.2691, 0.2836, 0.2911, 0.3256, 0.3541 and 0.3044, respectively. However, the MCD-DSFL framework raises the Jac metric to 0.5336 significantly. In contrast to the SP and Semi-SP algorithms, it improves the performance by 0.2654 and 0.2500, respectively. These results demonstrates again that the output features of the MCD-DSFL framework have reasonable distributions than visible layer data for clustering. To compare with pcGRBM and Semi-EAGR models, it improves the Jac by 0.2425 and 0.2080, respectively. Furthermore, in contrast to DeepFS and Semi-MG frameworks, the MCD-DSFL improves the Jac by 0.1795 and 0.2292, respectively. Hence, these results illustrate that it has more outstanding deep semi-supervised feature representation capability than contrastive shallow models and deep frameworks.
In Table 4 , the average FMs of SP, Semi-SP, pcGRBM, Semi-EAGR, DeepFS and Semi-MG are 0.4381 and 0.4515, 0.4610, 0.4981, 0.5252 and 0.4739, respectively. However, the average FM index of the MCD-DSFL framework is raised to 0.7184 significantly. In contrast to the SP and Semi-SP algorithms, it improves the performance by 0.2803 and 0.2669, respectively. To compare with the pcGRBM and Semi-EAGR models, it improves the FM by 0.2574 and 0.2203, respectively. Furthermore, in contrast to DeepFS and Semi-MG frameworks, the MCD-DSFL improves the FM by 0.1932 and 0.2445, respectively. Hence, these comparisons show that our MCD-DSFL has exciting deep semisupervised feature representation capability.
The results of recall are presented in Table 5 . The average recalls of SP, Semi-SP, pcGRBM, Semi-EAGR, DeepFS and Semi-MG are 0.3340, 0.3682, 0.3922, 0.5028, 0.4626 and 0.4409, respectively. However, the MCD-DSFL framework shows the super-high performance on all data sets. It raises the average recall to 0.9554 significantly. In contrast to the SP and Semi-SP algorithms, it improves the metric of average recall by 0.6214 and 0.5872, respectively. To compare with the pcGRBM and Semi-EAGR models, it improves the average recall by 0.5632 and 0.4526, respectively. Furthermore, in contrast to DeepFS and Semi-MG frameworks, the MCD-DSFL improves the metric of average recall by 0.4928 and 0.5145, respectively.
All experimental results have demonstrated that the MCD-DSFL is superior to benchmarking algorithms and the state-ofthe-art shallow models as well as deep frameworks for clustering in terms of clustering accuracy, Jac, FM and recall.
The Friedman Aligned Ranks Test
In the experiments, the Friedman Aligned Ranks test is based on 15 datasets and 7 contrast algorithms of ranks. The average ranks provide a fair comparison of these algorithms. On average, the proposed MCD-DSFL ranks the first with the value of 8.2000; the Semi-EAGR, DeepFS and Semi-MG ranks the second, third and fourth, with the values of 28.2667, 44.0000 and 48.2667, respectively; and the fifth, sixth and the last are the pcGRBM, Semi-SP and SP with ranks 74.5333, 81.3333 and 86.4000, respectively. Under the null hypothesis, the Friedman Aligned Ranks test is used to check whether the metrical sum of aligned ranks are different from the average of total aligned rank R j = 795: 
T = (7 − 1)(5572621 − 7 · 15 2 (7 · 15 + 1) 2 /4) 7 · 15(7 · 15 + 1)(2 · 7 · 15 + 1)/6 − 2076021/7 = 69.9273,
With seven algorithms and 15 data sets, T is a chi-square distrbution with six degree-of-freedom. The null hypothesis is rejected because the p-value of T is 1.86 × 10 −13 which is far less than 0.05. Therefore, we can conclude that these algorithms are significantly different.
Leverage Effect of the MCD
In Table 1 , the labels usage rations of all data sets are in the range [0.6363%, 0.7126%]. We use such less labels to geneate the MCD which is applied to semi-supervised feature learning of the MCDGRBM and MCDRBM models from the perspective of probability distribution. Fig. 3 presents the performance comparisons between visible and output layers of the MCD-DSFL framework on each data set. In visible layer of the proposed framework, the performance of average clustering accuracy, Jac, FM and recall are 0.3992, 0.2691, 0.4381 and 0.3340, respectively. However, these performances of output layer are significantly raised to 0.6854, 0.5336, 0.7184 and 0.9554, respectively. Despite the weak influence of the MCD for shallow MCDGRBM and MCDRBM models, all results show that the proposed MCD-DSFL framework improves the deep semi-supervised representation capability for clustering significantly. This means that the distributions of its output layer are more reasonable than visible layer. Most interestingly, the proposed framework shows high performances at low labels usage ratios. Results demonstrate that the MCD provide leverage in the training process of the MCD-DSFL framework. the MCD-DSFL framework indicates the leverage effect under the MCD for clustering. 
Sensibility of γ
To prove the sensibility and effectiveness of the scale coefficient γ, we gradually increase it from 0.12 to 0.96 with 0.12 per step in the learning process of the MCD-DSFL framework. We use SP algorithm to test the representation capability with the learned hidden features in the deepest layer. The performances of our framework are shown in Fig. 4 . It is obvious that three external evaluation metrics (Accuracy, Jac and FM) steadily increase with γ. For external evaluation metric of recall, the general trend of the performance keeps increasing with γ except for γ = 0.36. On the whole, the scale coefficient γ shows positive effectiveness for the feature learning of the MCD-DSFL framework. 
CONCLUSIONS
We have presented MCD-DSFL, a deep semi-supervised feature learning framework from the perspective of probability distribution of the MCD using the fewest possible labels for modelling real-valued data. It consists of two fundamental modules: MCDGRBM and MCDRBM models. The MCD and CD learning are perfectly combined with each other in both of them. The semi-supervised feature representation capability of the MCD-DSFL framework is improved by the leverage effect of the MCD significantly. As a deep semi-supervised feature extractor, this framework can yield superior performances than the benchmarking algorithms for clustering. Furthermore, it shows more excellent capability of semi-supervised feature learning without the use of fine-tuning than other state-of-the-art shallow models and deep frameworks. Overall, the experimental results demonstrate the feasibility and effectiveness of this framework on fifteen image data sets. In the future, there are several interesting works: 1) to explore adaptive learning strategy using internal evaluations to optimize feature distribution of hidden layer; 2) to study the theoretical support for which hidden layer of the deep framework has the best feature distribution; 3) to investigate fine-tuning strategy to further improve the performance of the proposed framework; 4) to extend the MCD-DSFL framework to model binary data. 
