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Abstract: This work studies the properties of the maximum likelihood estimator
(MLE) of a non-linear model with Gaussian errors and multidimensional param-
eter. The observations are collected in a two-stage experimental design and are
dependent since the second stage design is determined by the observations at the
first stage; the MLE maximizes the total likelihood.
Differently from the most of the literature, the first stage sample size is small, and
hence asymptotic approximation is used only in the second stage. It is proved that
the MLE is consistent and that its asymptotic distribution is a specific Gaussian
mixture, via stable convergence. Finally, a simulation study is provided in the
case of a dose-response Emax model.
Keywords: asymptotics, Emax model, Gaussian mixture, maximum likelihood,
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1 Introduction
This paper deals with the problems related to the estimation of a non-linear multi-
parameter model with Gaussian errors. Optimal experimental design approach
improves the efficiency of the estimate. As well known in the literature (see for
instance [1]), when an optimal experimental design is used to estimate the parame-
ter of a non-linear model, the optimal design depends on the unknown parameter.
A possibility to tackle this problem is to use a locally optimal design, which is
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based on a guessed value for the parameter. If this guessed value is poorly chosen,
however, the locally optimal design may be poor too.
One common approach to solve this problem is to adopt a two-stage procedure
(see for instance [5], [3], [13]). At the first stage an initial design is applied to col-
lect the first-stage responses which are used to estimate the unknown parameter.
This is the so called interim analysis. To collect the second stage responses, a
locally optimal design is determined using the estimated parameter from the in-
terim analysis. Finally, the maximum likelihood method is applied to estimate the
vector parameter, employing the whole sample of data.
Note that the first and the second stage observations are dependent; the clas-
sical approach assumes that both stages have large sample dimensions, and hence
the asymptotic theory can be applied, as in [3] and [13]. This approach eliminates
the dependency between stages, which is mathematically useful, but not realistic
in many applications. In real life problems, in fact, the sample size of the interim
analysis can be small. Therefore, in this work we assume that only the second
stage sample size goes to infinity while the first stage sample size is fixed, and
hence the standard asymptotic behavoiur of the maximum likelihood estimator
(MLE) does not maintain. The present study extends [10] and [11] which consid-
ered a unidimensional parameter and the design at each stage to be a single point;
in [11] it is also shown, via simulations, that fixing the first stage sample size im-
proves the limiting approximation; this is an additional reason of the importance
of the results here obtained.
Under these assumptions, we prove the consistency of the MLE. Furthermore,
we prove that the asymptotic distribution of the MLE is a specific normal mix-
ture; this is obtained via stable convergence (for an overview on stable conver-
gence theory see [8]). In this context of dependent data, the inverse of the Fisher
information matrix is not the asymptotic covariance matrix of the MLE. However,
we provide an analytical relation between these two quantities, which justifies the
idea of using a function of the information matrix as an optimality criterion. Fi-
nally, we compare the proposed two-stage adaptive design with a locally optimal
design through a simulation study under the Emax model. This study points out
that there exist scenarios where the adaptive procedure is superior, although the
behaviour is not symmetric with respect to the nominal values of the parameter.
A tentative theoretical justification is given, based on the anlaytical expression of
the first order bias term of the first stage MLE.
The paper is organized as follows. Section 2 recalls the basic concept and in-
troduces the model and the notation. Section 3 describes the two-stage adaptive
experimental procedure and provides the structure of the likelihood in this partic-
2
ular case. Section 4 contains the main theoretical results. Section 5 presents an
example with simulations. In Section 6 a summary with a few comments conclude
the paper.
2 Background and Notation
Assume n independent observations follow the model
y j = η(x j,θ )+ ε j, ε j ∼
(
0,σ2
)
, j = 1, . . . ,n, (1)
where y j is the response of the unit j treated under an experimental condition
x j ∈X and η(x j,θ ) is some possibly non-linear continuous mean function of
p+1 parameters, θ = (θ0, . . . ,θp), with θ ∈Θ, whereΘ is a compact set inRp+1.
In general, several units may be treated under the same experimental conditions.
An experimental design is a finite discrete probability distribution overX :
ξ =
{
x1 · · · xM
ω1 · · · ωM
}
, (2)
where xm denotes the mth experimental point, or treatment, that may be used in
the study and ωm is the proportion of experimental units to be taken at that point;
ωm ≥ 0 with ∑Mm=1ωm = 1, m = 1, . . . ,M and M is finite.
It is well known that a good design can substantially improve the inferential
results in a statistical analysis. For instance, if the inferential goal is point esti-
mation of θ , then an optimal design may be chosen to maximize some functional
Φ(·) of the information matrix
M(ξ ;θ ) =
∫
X
∇η(x,θ )∇η(x,θ )T dξ (x), (3)
as M(ξ ;θ )−1 is proportional to the asymptotic covariance matrix of the maximum
likelihood estimator (MLE) ([9]). In other terms, an optimal design for precise
estimation of θ is
ξ ∗(θ ) = argmax
ξ∈Ξ
Φ[M(ξ ;θ )], (4)
where Ξ is the set of all the finite discrete probability distributions onX (i.e. the
set of all designs). Typically, taking derivatives to approximate ξ ∗(θ ) will result
in {ωm} that are not multiples of 1/n and they must be adjusted to make them
so in order for them to be useful in practice; however, as n goes to infinity, the
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proportion nm/n of observations taken at xm converges to ωm. Some classical
references concerning optimal design theory are [6] and [14].
Since the design (4) depends on the unknown parameter θ except in the case
of linear models, it is said to be locally optimal and can be computed only if a
guessed value θ 0 is available. A locally optimal design is usually not robust with
respect to different choices of θ 0. To protect against poor choices of θ 0, one can
use a two stage adaptive procedure where in the first stage n1 observations are
recruited according to some design and in the second phase additional n2 data are
observed according to a locally optimal design in which θ is estimated from the
first stage data. The whole vector of observations (first and second stage data) are
then used to estimate θ through the maximum likelihood method. The two-stage
adaptive design is explained in detail in Section 3.
The properties of a multivariate MLE are studied in Section 4 assuming model
(1) in the case that only the second stage sample size goes to infinity; n1 is assumed
to be finite and small. In many different contexts it is quite common to develop a
preliminary small pilot study in order to have an idea about the phenomenon under
study and then to perform a larger and well developed study on the same subject.
Thus, it is practical to assume that n1 is fixed and small, and then asymptotic
approximation in the first stage is not adequate.
3 Two-stage adaptive design and corresponding model
Assume that in the first stage a finite number of independent observations, say
n1 <+∞, are taken according to a design
ξ1 =
{
x11 · · · x1M1
ω11 · · · ω1M1
}
,
i.e. n1m = n1ω1m observations are taken at the experimental point x1m, for m =
1, . . . ,M1.
Let {y1m j}M1,n1m1,1 be the first stage observations. An estimate for θ can be
computed maximizing the likelihood corresponding to these first stage observa-
tions; the MLE θˆ n1 depends on the first stage data through the complete sufficient
statistic y¯1 = (y¯11, . . . , y¯1M1)
T , where y¯1m = ∑n1mj=1 y1m j/n1m, m = 1, . . . ,M1; thus,
θˆ n1 = θˆ n1(y¯1).
In the second stage, n2 independent observations are accrued according to the
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following local optimum design
ξ ∗2 = ξ
∗
2 (θˆ n1) =
{
x21 · · · x2M2
ω21 · · · ω2M2
}
; (5)
{y2m j}M2,n2m1,1 denotes the second stage observations, where n2m is obtained by
rounding n2ω2m to an integer under the constraint∑M2m=1 n2m = n2, for m= 1, . . . ,M2.
Note that ξ ∗2 is a random probability distribution (discrete and finite) since it
depends on the first stage observation through y¯1 as θˆ n1 = θˆ n1(y¯1); thus, given
y¯1, the second stage design ξ ∗2 is determined and {y2m j}M2,n2m1,1 are n2 condition-
ally independent observations. In addition, it is natural to assume that second
stage observations depend on the first stage information only through ξ ∗2 . As a
consequence, the observations
{
yim j
}2,Mi,nim
1,1,1 follow the model
yim j = η(xim,θ )+ εim j, (6)
where, given ξ ∗2 , {y2m j}M2,n2m1,1 are conditionally independent of {y1m j}M1,n1m1,1 , and
εim j are i.i.d. N
(
0,σ2
)
for any i,m, j.
3.1 Likelihood and the Fisher information matrix
The likelihood for model (6) is
Ln (θ |y¯1, y¯2,x1,x2) ∝L1n1 (θ |y¯1,x1) ·L2n2 (θ |y¯2,x2) , (7)
where n = n1+n2 and
Lini (θ |y¯i,xi) ∝ exp
{
− 1
2σ2
Mi
∑
m=1
nim [y¯im−η(xim,θ )]2
}
, i = 1,2;
y¯i = (y¯i1, . . . , y¯iMi)T and y¯im = n
−1
im ∑
nim
j=1 yim j is the stage i sample mean at the
m-th dose for m = 1, . . . ,Mi.
The total score function is
Sn = ∇ lnLn (θ |y¯1, y¯2,x1,x2) = S1n1 +S2n2 , (8)
where
Sini = ∇ lnLini (θ |y¯i,xi) =
1
σ2
Mi
∑
m=1
nim [y¯im−η(xim,θ )]∇η(xim,θ )
5
represents the score function for the i-th stage.
As outlined before, y¯2 depends on y¯1 only through ξ ∗2 and, given y¯1, the second
stage design ξ ∗2 is completely determined. As a consequence, Ey¯2|y¯1[S2] = 0 and
Fisher information matrix is
Covy¯1,y¯2[Sn,Sn] = Ey¯1[S1n1S
T
1n1 ]+Ey¯1,y¯2[S2n2S
T
2n2], (9)
where
Ey¯1[S1n1S
T
1n1 ] =
1
σ2
M1
∑
m=1
n1m∇η(x1m,θ )∇η(x1m,θ )T;
Ey¯1,y¯2[S2n2S
T
2n2 ] = Ey¯1Ey¯2|y¯1[S2n2S
T
2n2];
Ey¯2|y¯1[S2n2S
T
2n2 ] =
1
σ2
M2
∑
m=1
n2m∇η(x2m,θ )∇η(x2m,θ )T.
Now, the per-subject information can be written as
1
n
Covy¯1,y¯2[SnS
T
n ] =
1
nσ2
{
M1
∑
m=1
n1m∇η(x1m,θ )∇η(x1m,θ )T
+ Ey¯1
[
M2
∑
m=1
n2m∇η(x2m,θ )∇η(x2m,θ )T
]}
,
where M2, x2m and n2m are random variables, defined by the onto transformation
(5) of y¯1.
Note that, as n2→ ∞ (and thus n→ ∞), the per-subject information converges
almost surely to
1
σ2
Ey¯1
[∫
X
∇η(x,θ )∇η(x,θ )T dξ ∗2 (x)
]
. (10)
4 Asymptotic Properties
One needs an approximation to the asymptotic distribution of the final MLE θ̂ n
that may be used for inference at the end of the study, where n = n1 + n2 is the
total number of observations. The classical approach is to assume that both n1 and
n2 are large (see for instance [13] and [3]). For a closer approximation to many
experimental situations, assume here a fixed first stage sample size n1 and a large
second stage sample size n2.
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Note that if the experimental conditions in model (1) are taken according to an
experimental design ξ , then, by the law of large numbers,
1
n
n
∑
i=1
η(xi,θ )η(xi,θ 1)
P−→
∫
η(x,θ )η(x,θ 1)dξ . (11)
In order to prove the consistency of θ̂ n assume the following:
A 1 The model is identifiable: if θ 1 6= θ 2, then η(x,θ 1) 6= η(x,θ 2).
A 2 The convergence (11) is uniform for all θ ,θ 1 ∈Θ, that is, for any δ > 0,
P
(
sup
θ ,θ 1∈Θ
∣∣∣∣∣1n n∑i=1η(xi,θ )η(xi,θ 1)−
∫
η(x,θ )η(x,θ 1)dξ
∣∣∣∣∣> δ
)
−→ 0.
Theorem 1 Let θ̂ n be the MLE maximing the total likelihood (7). Then
θ̂ n
P−→ θ t ,
where θ t denotes the true unknown value of θ .
Proof. Observe that θ̂ n maximizes (7) if and only if it minimizes the average
squared errors
An(θ ) =
1
n
n1
∑
i=1
[yi1−η(xi1,θ )]2+ 1n
n2
∑
i=1
[yi2−η(xi2,θ )]2. (12)
To prove that
sup
θ∈Θ
|An(θ )−A (θ )| P−→ 0, (13)
where
A (θ ) = σ2+
∫
[η(x,θ t)−η(x,θ )]2dξ ∗2 , (14)
Rewrite (12) as
An(θ ) =
1
n
n1
∑
i=1
[yi1−η(xi1,θ )]2+ 1n
n2
∑
i=1
[yi2−η(xi2,θ t)+η(xi2,θ t)−η(xi2,θ )]2
= An(θ )+Bn(θ t)+Cn(θ )+Dn(θ ),
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where
An(θ ) =
1
n
n1
∑
i=1
[yi1−η(xi1,θ )]2;
Bn(θ t) =
1
n
n2
∑
i=1
[yi2−η(xi2,θ t)]2;
Cn(θ ) =
2
n
n2
∑
i=1
[yi2−η(xi2,θ t)][η(xi2,θ t)−η(xi2,θ )];
Dn(θ ) =
1
n
n2
∑
i=1
[η(xi2,θ t)−η(xi2,θ )]2.
It follows that
1. supθ∈Θ |An(θ )| P−→ 0 because n1 is finite;
2. Bn(θ t) =
1
n
∑n2i=1 ε
2
i2
P−→ σ2 because the {εi2}∞i=1 is a sequence of i.i.d. ran-
dom variables ∼N (0;σ2);
3. The random variables
[yi2−η(xi2,θ t)][η(xi2,θ t)−η(xi2,θ )] = εi2[η(xi2,θ t)−η(xi2,θ )]
are i.i.d. conditionally on ξ ∗2 and
E[εi2(η(xi2,θ t)−η(xi2,θ ))|ξ ∗2 ] = (η(xi2,θ t)−η(xi2,θ ))E[εi2] = 0.
Hence, from the conditional law of large numbers (see, for instance, [12,
Theorem 7]) and because η is continuous on the compact set Θ,
sup
θ∈Θ
|Cn(θ )| P−→ 0.
4. Notice that
Dn(θ ) =
1
n
n2
∑
i=1
η(xi2,θ t)2+
1
n
n2
∑
i=1
η(xi2,θ )2− 2n
n2
∑
i=1
η(xi2,θ t)η(xi2,θ );
hence, from the conditional law of large numbers and Assumption 2,
P(sup
θ∈Θ
|Dn(θ )−D(θ )|> δ |ξ ∗2 )−→ 0,
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a.s. for any δ > 0, where
D(θ ) =
∫
η(x,θ t)2dξ ∗2 +
∫
η(xi2,θ )2dξ ∗2 −2
∫
η(xi2,θ t)η(xi2,θ )dξ ∗2
=
∫
[η(x,θ t)−η(x,θ )]2dξ ∗2 .
It follows that
E[P(sup
θ∈Θ
|Dn(θ )−D(θ )|> δ |ξ ∗2 )] = P(sup
θ∈Θ
|Dn(θ )−D(θ )|> δ )−→ 0.
Statement (13) is proved. θ t is the unique minimum of A (θ ) as a consequence
of Assumption 1 and hence the thesis follows.
Theorem 2 For model (6) with ξ ∗2 defined in (5) and M(·, ·) defined in (3),
√
n
(
θ̂ n−θ t
)
D−→ σ M(ξ ∗2 ,θ t)−1/2 Z (15)
as n2 → ∞, where Z is a (p+ 1)-dimensional standard normal random vector
independent of the random matrix M(ξ ∗2 ,θ
t).
Proof. Let S jn be the j-the component of the total score function Sn in (8). From
the expansion of Sn(θ ) around the true value θ t we obtain, for any parameter
j = 0, ..., p,
S jn(θ̂ n) = S
j
1n1(θ
t)+S j2n2(θ
t)+
p
∑
k=0
(θ̂nk−θ tk)S˙ jkn (θ t)
+
1
2
p
∑
k=0
p
∑
l=0
(θ̂nk−θ tk)(θ̂nl−θ tl )S¨ jkln (θ ∗),
where
S˙ jkn (θ ) =
∂ 2
∂θ j∂θk
lnL1n1(θ )+
∂ 2
∂θ j∂θk
lnL2n2(θ ) = S˙
jk
1n1(θ )+ S˙
jk
2n2(θ ),
S¨ jkln (θ ) =
∂ 3
∂θ j∂θk∂θl
lnL1n1(θ )+
∂ 3
∂θ j∂θk∂θl
lnL2n2(θ ) = S¨
jkl
1n1(θ )+ S¨
jkl
2n2(θ )
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and θ ∗ is a point between θ̂ n and θ t . Since S jn(θ̂ n) = 0,
1√
n
S j2n2(θ
t) =− 1√
n
[
S j1n1(θ
t)+
p
∑
k=0
(θ̂nk−θ tk)S˙ jk1n1(θ
t)
]
− 1√
n
[
p
∑
k=0
p
∑
l=0
(θ̂nk−θ tk)(θ̂nl−θ tl )S¨ jkl1n1(θ
∗)
]
+
√
n
p
∑
k=0
(θ̂nk−θ tk)
[
−1
n
S˙ jk2n2(θ
t)− 1
2n
p
∑
l=0
(θ̂nl−θ tl )S¨ jkl2n2(θ
∗)
]
.
From the consistency proved in Theorem 1, S j2n2(θ
t)/
√
n is asymptotically equiv-
alent to
√
n
p
∑
k=0
(θ̂nk−θ tk)
[
−1
n
S˙ jk2n2(θ
t)− 1
2n
p
∑
l=0
(θ̂nl−θ tl )S¨ jkl2n2(θ
∗)
]
,
in the sense that their difference converges in probability to zero. In matrix nota-
tion, let
S˙2n2(θ
t) =
{
S˙ jk2n2(θ
t)
}
( jk)
and S¨(l)2n2(θ
∗) =
{
S¨ jkl2n2(θ
∗)
}
( jk)
, j,k = 0, . . . , p,
then
1√
n
S2n2(θ
t) and
[
−1
n
S˙2n2(θ
t)− 1
2n
p
∑
l=0
(θ̂nl−θ tl )S¨(l)2n2(θ
∗)
]
√
n
(
θ̂ n−θ t
)
,
(16)
are asymptotically equivalent.
Now,
1√
n
S2n2(θ
t) =
1
σ2
1√
n
n2
∑
i=1
[y2i−η(x2i,θ t)]∇η(x2i,θ t)
=
1
σ
1√
n
n2
∑
i=1
1
σ
ε2i ∇η(x2i,θ t) (17)
is a zero-mean, square integrable, martingale difference array with respect to the
filtration F0 = σ(y¯1), F1 = σ(y¯1,ε21), ..., Fn2 = σ(y¯1,ε21, . . . ,ε2n2), according
to the definition in [7].
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It follows from [7, Theorem 3.2] that
1√
n
S2n2(θ
t)
D−→ 1
σ
M(ξ ∗2 ,θ
t)1/2Z (stably) (18)
as n2 → ∞, where Z is a (p+ 1)-dimensional standard normal random vector
independent of the random matrix M(ξ ∗2 ,θ
t). Note that Assumptions 3.18 and
3.20 of [7, Theorem 3.2] are easily verified, while Assumption 3.19 becomes
1
σ4
1
n
n
∑
i=1
ε22i ∇η(x2i,θ
t)∇η(x2m,θ t)T
P−→ 1
σ2
M(ξ ∗2 ,θ
t). (19)
To obtain the (19), the conditional law of large numbers [12, Theorem 7] can be
applied: conditional on σ(y¯1),
1
n
n
∑
i=1
ε22i ∇η(x2i,θ
t)∇η(x2i,θ t)T
P→ E[ε22 ∇η(x2,θ t)∇η(x2,θ t)T |y¯1]
= E[ε22 |y¯1] ·E[∇η(x2,θ t)∇η(x2,θ t)T |y¯1]
= σ2
∫
X
∇η(x,θ t)∇η(x,θ t)T dξ ∗2 (x); (20)
averaging on the conditional probability, the convergence (20) mantains also un-
conditionally.
As a consequence of (18), as shown in [7, (vi) in §3.2], since M(ξ ∗2 ,θ t) is
Fn2-measurable for all n2,
σ M(ξ ∗2 ,θ
t)−1/2
1√
n
S2n2(θ
t)
D−→ Z , (21)
where Z is a (p+1)-dimensional standard normal random vector independent of
the random matrix M(ξ ∗2 ,θ
t). Thus, (16) provides that also
Qn =σ M(ξ ∗2 ,θ
t)−1/2
[
−1
n
S˙2n2(θ
t)− 1
2n
p
∑
l=0
(θ̂nl−θ tl )S¨(l)2n2(θ
∗)
]
√
n
(
θ̂ n−θ t
)
D−→Z ,
(22)
from Slutsky’s theorem. Moreover,
−1
n
S˙2n2(θ
t)
P−→ 1
σ2
M2
∑
m=1
ω2m∇η(x2m,θ t)∇η(x2m,θ t)T =
1
σ2
M(ξ ∗2 ,θ
t) (23)
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because the jk-th element of the matrix −S˙2n2(θ t)/n satisfies
−1
n
S˙ jk2n2(θ
t)
=
1
σ2
M2
∑
m=1
n2m
n
[
∂η(x2m,θ t)
∂θ j
· ∂η(x2m,θ
t)
∂θk
− ∂
2η(x2m,θ t)
∂θ j∂θk
[y¯2m−η(x2m,θ t)]
]
(24)
and the last right term of equation (24) converges in probability to zero by the
conditional law of large numbers.
Now, √
n
(
θ̂ n−θ t
)
= Rn ·Qn, (25)
where
Rn :=
[
−1
n
S˙2n2(θ
t)− 1
2n
p
∑
l=0
(θ̂nl−θ tl )S¨(l)2n2(θ
∗)
]−1
· 1
σ
M(ξ ∗2 ,θ
t)1/2.
From (23) and from the consistency proved in Theorem 1 (assuming the standard
regularity conditions needed for 1n S¨
jkl
2n2(θ
∗) to be bounded in probability),
Rn
P−→ σM(ξ ∗2 ,θ t)−1/2.
Since the limits in the distributions of Rn and Qn are independent, (Rn,Qn) con-
verges to [σM(ξ ∗2 ,θ
t)−1/2,Z ], and hence, Rn ·Qn D−→ σM(ξ ∗2 ,θ t)−1/2Z from Slut-
sky’s theorem, obtaining the thesis.
Corollary 1 The asymptotic variance of
√
n
(
θ̂ n−θ t
)
is
σ2Ey¯1
[(∫
X
∇η(x,θ t)∇η(x,θ t)T dξ ∗2 (x)
)−1]
Proof. From (15)
AsVar
[√
n
(
θ̂ n−θ t
)]
= σ2 ·Var
[
M(ξ ∗2 ,θ
t)−1/2 Z
]
= σ2
{
Vary¯1EZ
[
M(ξ ∗2 ,θ
t)−1/2 Z
∣∣∣∣y¯1]
+ Ey¯1VarZ
[
M(ξ ∗2 ,θ
t)−1/2 Z
∣∣∣∣y¯1]} . (26)
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Since EZ(Z |y¯1) = EZ(Z) = 0, the first term in the brackets of (26) vanishes and in
the second term
Vary¯1EZ
[
M(ξ ∗2 ,θ
t)−1/2 Z
∣∣∣∣y¯1]= Vary¯1[M(ξ ∗2 ,θ t)−1/2 ·EZ(Z)]= 0.
Denote by I the identity matrix; taking into account that VarZ(Z |y¯1) = VarZ(Z) =
I , the second term in (26) is
Ey¯1VarZ
[
M(ξ ∗2 ,θ
t)−1/2 Z
∣∣∣∣y¯1]= Ey¯1[M(ξ ∗2 ,θ t)−1/2 VarZ(Z) M(ξ ∗2 ,θ t)−1/2]
= Ey¯1
[
M(ξ ∗2 ,θ
t)−1
]
,
and from here the thesis follows.
Remark. Compare the asymptotic variance obtained in Corollary 1 with the
inverse of (10), to see that the standard equality between the asymptotic vari-
ance of the MLE and the inverse of the per-subject information matrix does not
maintain in this context. However, the asymptotic variance expression obtained
in Corollary 1 justifies choosing a design for the second stage by maximizing a
concave function of M(ξ ∗2 ,θ
t) as it is commonly done.
5 Example and simulations: a dose-response model
This section presents a simulation study to compare the two-stage adaptive design
with a fixed design in terms of precise estimation.
More specifically, assume that a guessed value θ 0 = (θ0,0, ...,θp,0) for θ is
available, for instance from an expert opinion. Initially we take n1 observations
according to a locally D-optimal design
ξ ∗1 (θ 0) =
{
x11 · · · x1M1
ω11 · · · ω1M1
}
,
and then:
- in the fixed design we add n2 observations according to the same ξ ∗1 (θ 0),
independently on the first stage;
- in the adaptive design, instead, add n2 observations according to the locally
optimal design (5) (with D-optimality).
In other words, both procedures start with the same fixed optimal design; the fixed
continues with this while the adaptive adapts.
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5.1 The locally D-optimal design under the Emax model
As an example, simulations are performed under the Emax model, which is well-
characterized in the literature and it is frequently used for dose-response designs
in clinical trials, as well as in agriculture and in environmental experiments. It has
the form (1) with the nonlinear mean function
η(x,θ ) = θ0+θ1
x
x+θ2
, (27)
where x ∈X = [a,b], 0 ≤ a < b; θ0 represents the response when the dose is
zero; θ1 is the maximum effect attributable to the drug; and θ2 is the dose which
produces the half of the maximum effect.
The locally D-optimal design ξ ∗D for the Emax model is analytically found in
[4]:
ξ ∗D(θ2) =
{
a x∗(θ2) b
1/3 1/3 1/3
}
, (28)
where the interior support point x∗(θ2) is
x∗(θ2) =
b(a+θ2)+a(b+θ2)
(a+θ2)+(b+θ2)
. (29)
5.2 Simulations of MLEs efficiencies
To compare the precision of the MLEs θ̂ n obtained from the fixed and from the
adaptive procedures, we compute the corresponding MSEs and their relative effi-
ciency. In these simulations n1 = 27 and n2 = 270. The results are obtained with
the R package developed by [2] and are based on 10.000 repetitions. The domain
of the non-linear parameter θ2 is [0.015;1500] to ensure the existence of the MLE;
since ξ ∗D does not depends on θ0 and θ1, the true values of the linear parameters
are fixed at θ t0 = 2 and θ
t
1 = 0.467, as in [3].
Figure 1 display the relative efficiency of the adaptive design with respect to
the fixed, for different true values θ t2 = 25 and θ
t
2 = 50 and for different nominal
values θ2,0, varying on the x-axis around the true value. The standard deviation is
assumed to be σ = 0.1,0.25,0.5. To give an idea of the order of magnitude of the
MSE, some values are reported in Table 1.
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(a) θ t0 = 25,50; σ = 0.1
(b) θ t0 = 25,50; σ = 0.25
(c) θ t0 = 25,50; σ = 0.5
Figure 1: Relative efficiency versus θ2,0 under the Emax model. Relative effi-
ciency is the MSE of θ̂ n under the adaptive procedure divided by the MSE under
the fixed procedure. The vertical line represents the value of θ t0 : θ
t
0 = 25 on the
left and θ t0 : θ
t
0 = 50 on the right.
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Parameters MSE(θ̂ n) Relative Efficiency
θ t2 θ2,0 σ Fixed Adaptive Fix:Adap
25 50 0.1 20.59 20.61 0.999
25 50 0.25 199.55 398.89 0.500
25 50 0.5 29094.20 50970.56 0.571
50 25 0.1 178.30 158.95 1.122
50 25 0.25 44837.38 16634.79 2.69
50 25 0.50 327364 210367.9 1.56
10 25 0.1 2.72 2.38 1.14
10 25 0.25 18.77 38.08 0.49
10 25 0.5 1323.66 8450.77 0.16
25 10 0.1 30.09 23.93 1.26
25 10 0.25 19106.01 321972 5.93
25 10 0.5 254911.8 92494.97 2.76
Table 1: Performance of fixed and adaptive designs
From the simulations, the adaptive design seems to perform better than the
fixed one whenever the nominal value θ2,0 is inferior to the true value θ t2. These
results may be clarified by the following considerations.
Note that, the derivative of x∗(θ2) is a positive decreasing function of θ2 and
thus the effect on x∗(θ2) is larger for the values θ2,0 < θ t2 (see Figure 2). Moreover,
the bias of the first stage MLE θˆn1,2 is always positive as proved in Proposition 1.
Hence, when θ2,0 < θ t2 the fixed procedure seems to have a worst performance,
while θˆn1,2 has a positive bias and thus it takes larger values and we expect that
x∗(θˆn1,2) is closer to x
∗(θ t2) than x
∗(θ2,0).
Proposition 1 If n1 first stage observations are taken according to the D-optimal
design (28) with equal numbers treated at a, x∗(θ2,0) and b, then the bias of the
first stage MLE of θ2 is
E(θˆn1,2−θ2) =
b2(θ )
n1
+O(n−21 ),
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Figure 2: D-optimum middle dose x∗(θ2) for the Emax model
where b2(θ )> 0 given by
b2(θ ) =
1
(a−b)4θ 21 θ 22 (a+θ2,0)2(b+θ2,0)2
·{3σ2(a+θ2)2(b+θ2)2[2ab+(a+b)θ2,0+θ2(a+b+2θ2,0)]2
[3ab(a+b)+(a2+10ab+b2)θ2,0+3(a+b)θ 22,0
+2θ2(a2+ab+b2+3(a+b)θ2,0+3θ 22,0) ]
}
. (30)
Proof. Cox and Snell (1968) introduced the O(n−1) formula for the bias of the
MLE in the case of n observations not being identically distributed. Cordeiro and
Klein (1994) proposed a matrix expression for this bias, which is herein special-
ized for the Emax model and the D-optimal design ξ ∗D(θ2,0). Calculations are
available by the authors upon request.
6 Conclusions
In this paper some important theoretical results about the maximum likelihood es-
timator are proved when observations are taken from a non linear gaussian model
according a two-stage procedure; the model involves a multidimensional param-
eter. The novelty from the previous literature is that the sample size at the first
stage is small and thus standard asymptotic results cannot be applied.
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First, the consistency of the MLE is proved under suitable assumptions, com-
monly satisfied. Then a central limit theorem is obtained, providing a closed form
of the asymptotic distribution of the MLE, which is a multivariate Gaussian mix-
ture. As a corollary, the asymptotic covariance is found not to be the inverse of
the information matrix as in the standard cases, although they are connected in a
specific way.
Finally, as an example, some simulations for the Emax dose-response model
are performed to show how the method works. In this case, the exact expression of
the first-order bias of the MLE at the first stage is also given. This result suggests,
as a future development, some possible bias-corrections of the first stage estimate,
that may hopefully improve the proposed two-stage procedure.
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