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This is the first of a sequence of papers on various combinatorial techni- 
ques and their relationship and application to quadratic form theory. More 
specifically, we generalize and exploit a counting argument from the theory 
of block designs, we construct and develop a quotient Witt ring formation, 
and we introduce an equivalence relation on maximal elements, an analog 
of Marshall’s equivalence of connected signatures in the reduced theory. 
These tools are then used in an attempt to better understand the structure 
of finitely generated nondegenerate Witt rings. 
In this present paper we restrict our attention to the counting technique. 
Throughout, (R, G,, B,, qR) will denote an abstract Witt ring as defined 
in [MY]. Recall that qR : G, x GR -+ B, is a symmetric bilinear mapping 
with G, and B, being groups of exponent 2. G, has a distinguished 
element - 1 satisfying q(a, -a) = 1 and qR satisfies the following linkage 
axiom: 
(L) For all a, b, c, LEGS, qR( u, h) = q,(c, d) implies there exists 
x E GR with qR(a, b) = q,Ja, x) = qR(c, x) = qR(c, d). 
We will denote by QR the image of q, in B, and when there is no con- 
fusion, we write G=G,, q=qR, B=B,, and Q=QR. For UEG, set 
Q(u)={q(u,x)JxEG}. The value set of (1,x) is D(l,x)={y~G/ 
q(-x,y)= 1). For any group H we denote I-r\(l) by 2. We set g= ICI. 
The abstract Witt rings studied in [M] are perhaps slightly more general 
than the ones considered here in the sense that we demand B, have a 
group structure. Our quotient formation depends heavily on this group 
structure and we do use it freely throughout the sequel to this paper. 
Recall that a Witt ring is of elementary type if it can be built up from 
certain fundamental Witt rings. The important fundamental Witt rings are 
the Witt rings of local type (definition and construction to be given later). 
In trying to show that an arbitrary finitely generated Witt ring is of 
elementary type one needs the facilities to recognize a Witt ring of local 
type. Our first goal in this paper is to characterize Witt rings of local type 
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in terms of value set sizes using the block design counting technique. In 
particular, we generalize results of Marshall and Kaplansky, showing that 
R is of local type iff Q(u) = Q(b) for all a, be 6;R iff ID( 1, -a)1 = c( for all 
a E e.R, where c( is a fixed 2-power > ,,&/2. 
The equation obtained from our counting technique simplifies in two 
cases. The first is the case just mentioned: ID{ 1, -a)1 =c( for all a~($~. 
The second is when there exists a E c, with Q(u) c Q(x) for all x E tiR. In 
this case, we show IQ(u)1 = 2. This result sets the stage for the sequel to this 
paper in which we introduce the quotient formation and classify Witt rings, 
where {Q(u) ) a E c?~} has a simple associated Hasse diagram. 
Recall that a Witt ring of local fype is an abstract Witt ring with 
lQR 1 = 2. The complete list of nonisomorphic nondegenerate finitely 
generated Witt rings of local type is given in [M, Proposition 5.51. In the 
notation there they are [L,, 0, [L,,, ,, and [L,, _ r, k 3 1. The quaternionic 
mapping for each of these Witt rings can be explicitly given as follows: Let 
G be any group of exponent 2 with Z,-basis {x,, x2, . . . . xn}. For x, x’ E G 
write x = n:,=, x:1, x’ = n:=, x$, Ed, E:.E {O, 1). 
(i) Take - 1 = n:=, xi and define q, : G x G + h, by 
ql(X, X’)=&,E; +EZ&;+ ... +&,&I,. 
(ii) Take - 1 = 1, n even, and define q2: G x G -+ Z, by 
q2(x,x’)=E,E$+E2&;+ ... +E,,~,E~+~,~E~_,. 
It is easy to check that q, and q2 are linked quaternionic mappings (linkage 
follows from [M, Lemma 5.43) and 
if n iseven 
if nis odd ’ R,, z bk, 0. 
A block design is a pair (V, .!3), where I/ is a set of u symbols (called 
points) and g is a collection of b subsets (called blocks) each of size k such 
that 
(i) each pair of symbols occurs in exactly ,? blocks 
(ii) O<land k<u-1. 
For a finitely generated Witt ring R we let JZZJ~ = { D( 1, -x )\ 
~W4~. 
Remark 1. It is easy to check that (GR, BR) is a block design if 
and only if VX,~E~~, x#y, we have (D(1, -x)l=cr and 
ID< I, -x> n D( 1, -y>l = B # 1 for some fixed 2-powers u and 8. 
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PROPOSITION 2 (block design counting). If (eR, SJR) is a block design 
then 
where g = (G, I and c(, p are as in Remark 1. 
Proof: Fix x E GR. We count in two different ways the total number 
T of occurences of pairs x, y, y E GR\{x}, occurring in the value 
sets D( 1, -w), WE G,. On the one hand, for a fixed ye G,\{x}, 
x, y~D(1, -w) iff w ED( 1, -x) n D( 1, -y). Hence x, y occurs B 
times. Since there are g - 2 such y’s, T= (g - 2)p. On the other hand, 
x~D(1, -w) iff weD(1, -x) so x is in CI D(l, -w)‘s. Each of these 
D ( 1, - w )‘s has c1- 2 elements different from 1 and x except D( 1, - 1) 
which has g - 2 elements different from 1 and x. Thus T= (oz - 1 )(a- 2) + 
(g-2). I 
Remark 3. Simplifying the equation in Proposition 2 yields g(p - 1) = 
cr”-33c(+2/I. 
Recall now, Kaplansky’s characterization of Witt rings of local type, 
PROPOSITION 4. For a finitely generated nondegenerate Witt ring R, the 
following statements are equivalent.. 
1. R is of local type. 
2. IQ(x)/ =2 VXEG;, . 
3. ID(1, -x)1 =g/2 VXE&. 
ProoJ See [M, Proposition 5.151. 1 
Block design counting yields the following improvement of 
Proposition 4. 
THEOREM 5. For a finitely generated nondegenerate Witt ring R, the 
following statements are equivalent: 
1. R is of local type. 
2. Q(x)=Q(v, Vx,y&. 
3. (G,, 9YR) is a block design. 
Proof: 1 a2 is obvious. 
2*3. Suppose x,y~G~, x#y. Let y=lQ(x)l. By [M, Lemma 5.11, 
ID(1, -x)1 =g/y. By [M, Lemma 5.21, ID(1, -x)nD(l, -y)l = 
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ID(L --v)I/lQ(x)nQ(y)l = IWl, -x~>lllQ(x)l =gly*. 3 now follows 
from Remark 1. 
3-l. By Proposition 2, (g--)/I=(@--l)(a-2)+(g-2). Write 
g=2”, cr=2”, and j?=2& with n>s>k>O. We have 
Since 2”-‘-1 is odd, s-k-l =0 hence s=k+ 1. By Remark 3, 
272s ~ ’ - 1) = 2’” - 3 .2” + 2” = 2”+‘(2”-‘-1) hence n=s+l. 1 now 
follows from Proposition 4. 1 
We will return to refinements of block design counting and 
improvements of Theorem 5. First, however, we wish to characterize Witt 
rings of local type in terms of Hadamard incidence matrices. Recall that an 
n x n matrix A4 is Hadamard, if MM* = nI and each entry of M is f 1. 
List the elements of G, as x1, x2, . . . . xx. The incidence matrix of R is the 
g x g matrix M, = (av), where 
1 
a, = 
1 
if x,~D(l, -xi) 
-1 if x,$D(l, -x,). 
Notice that MR is symmetric since X~E D( 1, -x,) iff xje D( 1, -xi). Also, 
if xi, x;,..., x; is another listing of the elements of G,, then the new 
incidence matrix Mk can be obtained from M, by permuting rows and 
columns of M,. In particular, M, is a Hadamard matrix iff MX is. 
PROPOSITION 6. A finitely generated Witt ring R is of local type if and 
only if its incidence matrix M, is Hadamard. 
Proof ( j ) Denote by (c~) the product M,Mk = Mi. Then 
Cij=Cf= i a,&&,. NOW, a&a&,= 1 iff xk E D( 1, -xi) and xk E D( 1, -x,) 
or x& $ D( 1, -x, ) and x& 4 D( 1, -x,). Let S, denote the symmetric dif- 
ference of D( 1, -xi) and D( 1, -xi). Then cij= IS;( - IS,,l. Since R is of 
local type, 
1 g if i=j c,, = 0 if i #j; 
hence M,MX = gI. 
( c= ) Let xi = 1. The ith column of M, has all entries equal to 1. For 
j # i, the (&J-entry of M’, is 0. Consequently, if (b, , . . . . 15,) is the jth row of 
M,, XX= I b, = 0. In particular, the number of b, equal to 1 is g/2. By 
Proposition 4, R is of local type. 1 
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Remark 7. The simplest Hadamard matrix is H= [i ~ i]. This is the 
incidence matrix for R = Z. The Hadamard matrices which arise as the 
incidence matrices of Witt rings of local type are, up to a permutation of 
rows and columns, Kronecker products of H with itself n times. 
We return now to the block design counting argument of Proposition 2. 
Even if the collection of value sets D(1, -x), XEG~, does not form a 
block design, the same counting technique can be used. We obtain the 
following: 
PROPOSITION 8 (generalized block design counting). Let R be a Jnitely 
generated, nondegenerate Witt ring. Let a E 6;R. Then 
1 c * .-= 
J+l,a lQ(a)nQ(a~)l lQ(~)l 
c L-2 
ztD(l, +,) IQ(z)1  IQ(a)1 
Proof We count pairs y, zeG, with yfl, a and a, y~D(1, -z) in 
two ways. First, for each y # 1, a we obtain ID( 1, -a) n D( 1, -y)l z’s 
Now by [M, Lemma 5.21, ID(l, -a)n D(l, -y)l = ID(1, -ay)l/ 
lQ(a)n Q(y)1 = g/(lQ(a)n Q(y)1 . [Q(ay)l). The total number of pairs is 
then 
1 1 
.v+~,u lQta)~QbIl ‘m=,,I,, lQ(a):Q(ay)l IQ(y)1 ’ c c 
.- 
where we have replaced y by ay to obtain the second sum. 
We now count the pairs y, z differently. For each z E D( 1, -a) we 
obtain ID(1, -z)l -2 y’s in D( 1, -z)\{ 1, a}. Hence the total number of 
pairs is 
Setting the two expressions for the number of pairs y, z equal, and dividing 
by g, yields the result. 1 
There are two cases for which the equation of Proposition 8 becomes 
manageable: when lQ( y)l is constant and when IQ(a) n Q(ay)l is constant. 
We consider both in turn. 
Recall Theorem 5. Notice that 3 * 1 states that if the value sets of all 
anisotropic l-fold Plister forms have the same size and if their intersections 
also have the same size ( # 1) then R is of local type. If one checks the Witt 
rings of elementary type one sees that the condition on the intersections is 
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not necessary. That is, a finitely generated nondegenerate Witt ring should 
be of local type if Vx E GK, ID{ 1, -x)1 =a>2 for some 2-power ~1. The 
condition tx > 2 is needed here to eliminate the Witt rings of power series 
fields over finite fields which of course are not of local type. We were not 
able to prove such a general statement but with the generalized block 
design counting we can prove it if we assume o! > &/2. This is what 
follows. 
We set the notation: Y, = { Q(x)~xE G,], {Q};!= I is the collection of 
distinct elements of Y,, and pi, = lQin Qj/. For a subgroup Q of B,, the 
subgroup {XE G,I Q(x) c Q} of G, will be denoted by H(Q). We let 
H, = H(Q;) and hi = IH, I. For a nonzero integer m we write o(m) for the 
highest 2-power dividing m. 
THEOREM 9. A finitely generated nondegenerate Witt ring R is of local 
type iff there exists a 2-power CI > Jl g 2 such that ID( 1, -x)1 = a for all 
XE&. 
Proof: First notice that we may assume g>, 8, else R is either 
degenerate or of local type. Consequently cc > 2. Assume R is not of local 
type and fix a E H, for some j. Notice that I Q(x)1 = g/cr for every x E G;R and 
Hi A H, = { 1) for i #j. We use the generalized block design counting 
equation (Proposition 8). 
Replacing y by ay, the left-hand side becomes 
c l ' .v+,,u lQ,n Q(y)1 
=(hj-2)$+; ,; y. 
I I rl 
i#/ 
The right-hand side is 
46 FITZGERALD AND YUCAS 
Multiplying both sides by g yields 
(hj-2);+ i (h’p,;)a=a2-3a+g. (*I 
i= I 1, 
i#j 
Step 1. Either h, = 2 or lQjl = 2p, for some i #j. Suppose h, > 2 and 
lQjl24p, for ail i#j. ap,=ID(l, -h,)lp,daID(l, -h,)llQjl=+g by 
[M, Lemma 5.11. Thus g/up,24 for every i#j. By (*), 
(a2/g)(hj- 2 + Cr= ,,izj (hi- 1) (g/apii)) = a2 - 3~ +g. Since 4 divides hj 
and Cr=,,i+j (hi- l)(g/crp,) we have u(LHS)= o(2a2/g). On the other 
hand, v(RHS) = U(U) thus 2cr*/g = c1 and o! = g/2, contradicting Proposition 
4. 
Step 2. h, = 2 for some j. If not, then for each j there exists i with 
1 Q, I = 2p,. Let T, = { i 1 IQj I = 2p,}. We first show that I T, I is odd. Suppose 
not and write T, = (2, . . . . k} with k odd. By (*) 
;(h,-2+2 i (hi-l)+ i (h,-l)$]=a”la+g. 
i=l I=k+l rJ 
i#j r#j 
Now g/ap,ia4 for i>k+l, h,>4 and Cfi=,,,+, (hi-l) is a sum of an 
even number of odd integers which is even. Consequently 
o(LHS) = v(2a2/g) and u(RHS) = u(a), a contradiction as in Step 1. Next, 
notice that n is odd also, for g = C;=, (hi- 1) + 1 = C;= r hi-n + 1 hence 
n=C;=, hi-g+ 1. Now let 
{ 
0 
Eii= 
if i$ Tj 
1 if ie T,’ 
Then xi, j ~~~ = C;=, [C:=, &ij] = C;=, 1 T, I which is odd since I T, I and n 
are odd. On the other hand, Ed= ~~~ and sir = 0. Consequently, 
Ct,,Eij=2Cl<i<j<n Ed which is even, a contradiction. 
We may assume h,=2. Letp=max{pu};=,. 
Step3. pa*-(g+3p-2)a+gp30. With A,=& (*) implies 
Cyc2 (hi- l)(a/p,,)=a’-33cr+g. Since pBpli for every i, a/p,,~a/p, 
thus a*-3a+g3Cy=,(h,-l)(a/p). Now g-1=x;=, (h;-l)=l+ 
C;= 2 (hi - 1) so GL* - 3~ + g 3 (g - 2)(a/p). This yields Step 3. 
Now notice that g/a = IQ, I 3 2p and by [M, Lemma 5.21, p < a so that 
2p2 < gp/a <g. If g = 2p2 then 2p2 = gpja implies p = a and g = 2a*, con- 
tradicting our assumption that a > h/2. Thus we may assume that 
g 2 4p2. Set w = (g + 3p - 2)2 - 4p*g. The roots of the polynomial in Step 3 
are r,=((g+3p-2)-&)/2p and r2=((g+3p-2)+&)/2p. Since 
g > 4p2, r, and r2 are real with r, < r2. Hence either a < r, or a > r2. 
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Step 4. rl c 2p. 
16p4 - 24~’ + 16p2 < 4p2g 
- 8p2g + 16p4 - 24~’ + 16p2 < -4p2g 
-8p*(g+3p-2)+ 16p4< -4p*g 
(g+3p-2)*-8p2(g+3p-2)+16p4<(g+3p-2)*-4p*g 
(g+3p-2-4p2)2<w 
(g+3p-2)-4p2<& 
(g+3p-2)-Ji<4p2 
rI=(g+3P-2)-h<2p. 
2P 
Now if CI < r,, then c( < 2p. Since GI and p are 2-powers, CI <p. But p < c( so 
Consequently, g 2 4p2 = 41x*, contradicting our assumption that 
r Jg+3p-2)+&,(g+3p-2)-2p’ g 
2- 
2P P 
=;-(2p-3+!). 
Notice that glPa4P2 implies 4(g/p)>2p>2p-3+2/p. Hence 
c( >, r2 > t(g/p). Again, since a, g, and p are 2-powers, c1 B g/p. But 
p > g/cl = IQ, 1 is a contradiction. i 
Remark 10. Let R be a finitely generated nondegenerate Witt ring with 
ID( 1, -a)[ = IX for some fixed c( >,4 and for all aE GR. The proof of 
Theorem 9 shows that 
(i) For all aE GR, IH(Q(a))l = 2. 
(ii) 2a2 6 IGRI. 
(iii) For all aEdR, cc=max{lQ(a)nQ(b)l Ib~d.\{aj}. 
Notice that lQ(a)nQ(b)l =c1 iff D(1, -a)nD(l, -b)= (1). 
The first case not covered by Theorem 9 is JG, I = 128 and c1= 8 since, as 
the following result shows, c( cannot be 4. In this case, the equation 
C:= 2 (cc/pli) = a3 - 3~ + g, derived in the proof of Theorem 9, has several 
solutions satisfying conditions (i) and (iii) above. 
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PROPOSITION 11. Let R be a finitely generated nondegenerate Witt ring 
with ID(l, -a)1 =c1 for somefixed a>4 andfor all aEd,. Then af4. 
Proof: First, we may assume R is not reduced, since if R is reduced, 
Marshall’s classification [M] easily implies the result. We wish to apply 
[CM, 2.41. For any ace’, we set X,(a)=D(l, a), X2(a)=~,.X,~rr~,il~ 
D(L -6) and &@)= UctX2cnj,~ll D( 1, - c ). Our assumption implies 
there are no rigid elements in G, and so GR= +(X,(a) X,(a)‘u 
-X,(a) x,(a)). 
Suppose that a = 4. We first assume - 1 = 1. Choose any a E G, and let 
D(l,a)=(l,a,b,ab}. Then a,bcD(l,b) and D(l,a)=D(l,b). 
Similarly, D(l,a)=D(l,ab). Thus X,(a) = X,(a) = X,(a) and 
G = D( 1, a), contradicting the assumption that R is nondegenerate. 
Now assume - 1 # 1. There exists an UE D( 1, 1 ), a # 1, since R is not 
reduced. Let D( 1, a) = (1, a, b, ab). Then X,(a) consists of the union of 
D(l, -a)=(l, -l,a, -a} 
D( 1, -b) = { 1, -a, -b, ab) 
D( 1, -ab) = { 1, --a, -b, -ah}. 
Hence X,(a) is the group generated by - 1, a, and b. That is, 
X2(a)= fD( 1, a). SO fX,(a)X,(u)‘= fD(l, a). The value sets in 
X,(u) not contained in X,(a) are D( 1, 1), D( 1, b), and D( 1, ab). List 
these as 
D(1, l)={l,a,x,ax} 
W,b)=(l,b,y,by) 
D(l,ab)={l,ab,z,abz}. 
We claim that - 1, a, 6, x, y, z are not independent in G,. We have 
xye G, = fD( 1, a) u fD( 1, a) X,(a). If xy~ +D( 1, a), we are 
finished. Suppose then that exyEX,(u) for some eE +D( 1, a). If 
exyE fD( 1, a) there is again nothing to show. So assume 
exyE D( 1, 1) u D( 1, b) u D( 1, ab). A quick check shows that no matter 
what element in this union equals exy we obtain a relation among - 1, a, 
b, x, y, and z. 
Now G, = +D( 1, a) u fD( 1, a) X,(a) is generated by - 1, a, b, x, y 
and z. Since these elements are dependent, we see that lGR 1 < 32. But then 
R is of elementary type by [CM, Section 51, and a # 4. 1 
We turn now to the second case for which the equation of Proposition 8 
simplifies, namely when [Q(u) n Q(ux)l is constant. In particular, we will 
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study the case where, for some a E GR, Q(u) c Q(x) for all x E 6,. This 
requires, however, considerable preparation. 
Let G be a finite group. Consider S, a collection of subgroups of G, with 
the following properties: 
(i) fl)~X 
(ii) G = lJHcSH, 
(iii) If H, H’ E S then H n H’ = UN.’ E rH”, for some Tc S. 
List S as H,, H,, . . . . H, with H, = { 1). Set 
H;= H,\ u H,, where T,= {HESIH $ H,>, 
HktT, 
and let hj = 1 HiI, h, = ) H, I. Notice that HO, H;, . . . . H:, are disjoint sets: if 
i#j and Hi n Hi = H,, v ... v H,, then H:c H,\(H,, u ... u H,J, 
H; c Hj\( H,, u . ..uH.,)andsoH:nH;=@.Wethushave(GI=~;=Oh~ 
by condition (ii). 
We claim that each hi is a Z-linear combination of the his. Namely, we 
have 
where the last sum is over all subsets of m subgroups in Tj. By condition 
(iii), each of these intersections is a union of smaller subgroups. Continue 
the process. Hence for each j we may find sjie Z such that 
h; = f cjihi. 
i=O 
We call the EBBS the structure coefficients of S, since they depend only on 
the inclusion relations among the H’s in S. 
Recall that Y,= {Qi};=,, Hi=H(Qi), and hi=jH,(. Also, let 
Qo=Q(l,= (I}, Ho=H(Q,)= {l}, and ho= 1. Then S= {HilO<idn} 
satisfies the three conditions listed above. Conditions (i) and (ii) are clear. 
For condition (iii), suppose x E Hin Hj. Then Q(x) c Qin Qj. Hence for 
any y E H(Q(x)) we have Q(y) c Qin Q, and so H(Q(x)) c H,n Hj. We 
define the counting coefficients to be cj = C:=o EJ~QJ, where the E;S are the 
structure coefficients for S. 
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EXAMPLE. Suppose Y, = (Q,, Q2, Q3, Q,} with Q, = Q2 = Q4, 
Q, c Q3 c Q4 and no other containments. Then h& = h, - h, -A, + h,, 
h;=h,--h,, h;=h,--h,,h;=h,--h, and &,=A,. We obtain as counting 
coefficients, ~4 = l/IQ4 I, c,=l/lQ3I - l/lQ4l, c2= l/IQ21 - l/lQ41, 
CI = l/IQ1 I - l/IQ21 - l/IQ31 + l/lQ41, and CO= l/IQ,1 - l/IQ1 I. Notice 
that 2lQ0l G IQ1 0 2IQ1 I < lQ21, IQ31 and 4Q21, 21Q31 < lQ41. Hence, in 
this case, all of the counting coefficients are positive. 
We summarize the notation and constructions in the following: 
LEMMA 12. Let {Qo,..., Q,}= {Q(~)IuEG} with Q,=Q(l). Let 
H,=H(Qj), Hi=Hj\U,,qH,, where T,={H,)H, $ H,}, and set 
hi= IHjl, hi= IHjI. Fix UEG, and set i,= ID( 1, -a)n H,I and 
ij = I D( 1, -a) n HJ 1. Let { cj }J’= o be the counting coefficients. Then 
6) C,“=ohj/lQ,l =C;=oc,hi 
(ii) c,“=. $/IQ, I = c,“=. cji, 
(iii) c;=ohj= lGRl 
(iv) C;=, ij= ID( 1, -a)[. 
ProoJ: (i) We use the structure coefficients ii: 
= f c;h;. 
i=O 
Statement (iii) has already been noted. Let S’ = { D( 1, -a) n Hj) 0 d 
j< n}. S’ satisfies the three conditions listed earlier and has the same struc- 
ture coefficients as S (since the inclusion relations in S’ are the same as in 
S). Hence (ii) and (iv) follow similarly as (i) and (iii). 1 
THEOREM 13. Let R be a finitely generated nondegenerate Witt ring. 
Suppose there exists an a E &, such that Q(a) c Q(x) for all x E c?~. Suppose 
further that all of the counting coefficients cj are nonnegative. Then 
IQ(a)1 = 2. 
Proof: Let Q, = Q(a), g= IG,( and TV= ID( 1, -a)/ =g/jQI I. We con- 
sider the generalized block design counting equation of Proposition 8. The 
left-hand side is 
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c l 1 .-=L 11 
yfl,u lQ(a)nQ(v)l lQ(~)l IQ,1 y+,.u lQb)l 
1 =- 
IQ, I 
1 
=- 
IQ,1 
1 1 
--+ i 4 =- 
IQ, I IQ,1 ,=o 
hjcj-- 
IQol 
=A (.c hjCj+“oCo-&-h) 3 
’ /I 
where we have used Lemma 12. Since h, = h& = 1 and c,, = l/l Q, I - l/IQ, (, 
we obtain (l/IQ1 ])[c;, , hjcj] -2/lQr I2 for the left-hand side. 
The right-hand side of the equation is 
2 n =-- 
IQ, 1 +,;. ijcj’ 
where we have again used Lemma 12. Since i, = 1 we obtain 
c;=, ijcj+ 1 - 3/]Q1 I for the right-hand side. Equating the two sides and 
multiplying by g yields 
2 ahjc, - 2a2/g = i gi,cj +g - 3~. 
j= I .j= I 
Notice that D ( 1, -a) Hi c G so ahji, < g and thus cthj < gij. Since cj > 0 
for all j, we have c,“=, uhjcj d c,“=, gi,c,. Consequently, - 2cr2/g >, -3~ + g. 
In particular, g < 3a and, since ct and g are 2-powers, g < 2~. But 
a=ID(l, -a)]Qg/2, henceg=2aand ]Q,I=2. 1 
We remark that the proof of Theorem 13 shows somewhat more. Since 
g = 2a, the inequality -2E2/g > -3~ + g is equality (both sides are -~1). 
Hence each of the inequalities uh, <gi, is also an equality. That is, 
D(1, -a). H,=G, for all j= 1, . . . . n. Also note that in many cases, the 
existence of an element a with [G R: D(l, -a)] =2, which arises from 
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Theorem 13, implies the Witt ring R is a product of Witt rings with one 
factor of local type (cf. [FYI). 
To illustrate the use of Theorem 13 we give the following application 
which will be useful in the sequel to this paper. 
COROLLARY 14. Suppose Y, = ( Qi};= r with Q, c Qz c . . . c Q,. Then 
IQ11 =2. 
Proof Theorem 13 will apply if cj > 0 for every j. But 
Cj=l/‘lQjl-l/lQj+rI, ifj<n, and ~,,=l/lQ,l. Since lQ,+rI>lQ,l>O, it 
follows that cj 2 0 for everyj. 1 
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