We study the boundary traces of Newton-Sobolev, Haj lasz-Sobolev, and BV (bounded variation) functions. Assuming less regularity of the domain than is usually done in the literature, we show that all of these function classes achieve the same "boundary values", which in particular implies that the trace spaces coincide provided that they exist. Many of our results seem to be new even in Euclidean spaces but we work in a more general complete metric space equipped with a doubling measure and supporting a Poincaré inequality. * 2010 Mathematics Subject Classification: 46E35, 26B30, 30L99 Keywords: boundary trace, function of bounded variation, Newton-Sobolev function, Hajlasz-Sobolev function, metric measure space 1 need not always exist. We are nonetheless able to show in various cases that for a given function, it is possible to find a more regular function that "achieves the same boundary values". In particular, if the original function has a boundary trace, then the more regular function has the same trace. This sheds further light on the extension problem. To prove our results, we apply some existing approximation results for BV and Newton-Sobolev functions, and develop some new ones.
Introduction
Boundary traces for various function classes, especially functions of bounded variation (BV functions), have been studied in recent years in the setting of metric measure spaces (X, d, µ). In [28] , the authors studied the boundary traces, or traces for short, of BV functions in suitably regular domains. Typically, the boundary trace T u of a function u in a domain Ω is defined by the condition lim r→0 + B(x,r)∩Ω |u − T u(x)| dµ = 0 (1.1) for a.e. x ∈ ∂Ω with respect to the codimension 1 Hausdorff measure H. In [30] (see also references therein for previous works in Euclidean spaces) the authors considered the corresponding extension problem, that is, the problem of finding a function whose trace is a prescribed L 1 -function on the boundary. They showed that in sufficiently regular domains, the trace operator of BV functions is surjective, and that in fact the extension can always be taken to be a Newton-Sobolev function. This implies that the trace space of both BV(Ω) and N 1,1 (Ω) is L 1 (∂Ω). This trace and extension problem is motivated by Dirichlet problems for functions of least gradient, in which one minimizes the total variation among BV functions with prescribed boundary data, see [5, 11, 22, 31, 35 ].
In the current paper, we consider boundary traces from a different viewpoint. Unlike in the existing literature, we assume very little regularity of the domain, meaning that traces
• v ∈ SBV(Ω) with H(S v ) < ε in Theorem 1.4, illustrating how we get better boundary approximation by relaxing the regularity requirements on v.
From Theorem 1.2 (or Theorem 1.3), we obtain the following corollary.
Corollary 1.5. The trace spaces of BV(Ω) and N 1,1 (Ω) are the same.
The definitions of trace and trace space are given in Definition 2.16 and Definition 2.18. Here and throughout this paper, for two Banach function spaces X(Ω) and Y(Ω), that the trace spaces of X(Ω) and Y(Ω) are the same means that if the Banach function space Z(∂Ω) is the trace space of X(Ω), then it is also the trace space of Y(Ω), and vice versa. Corollary 1.5 is stronger than we expected; it says that we can obtain the existence of the trace and the trace space of BV(Ω) by only knowing the existence of the trace and the trace space of N 1,1 (Ω), which is nontrivial, since N 1,1 (Ω) is a strict subset of BV(Ω).
The so-called Haj lasz-Sobolev space M 1,p (Ω), p ≥ 1, introduced in [12] , is a subspace of N 1,p (Ω). For p > 1 and Ω supporting a (1, p)-Poincaré inequality and a doubling measure, we have N 1,p (Ω) = M 1,p (Ω) with equivalent norms, see [13] , and hence the traces of M 1,p (Ω) and N 1,p (Ω) will be the same. But for p = 1, even under these strong assumptions, M 1,1 (Ω) is only a strict subspace of N 1,1 (Ω) and it seems that trace results for M 1,1 are lacking in the literature. One can also define a local version M 1,1 c H (Ω), see Section 2 and Remark 4.9 for more information. For these classes, we prove the following results.
Theorem 1.6. Suppose Ω satisfies the measure density condition (2.4) . Then there exists 0 < c H < 1 such that for any u ∈ for H-a.e. x ∈ ∂Ω, where H is the codimension 1 Hausdorff measure. If additionally Ω is a uniform domain, then v can be chosen in M 1,1 (Ω) ∩ Lip loc (Ω).
With the exception of this theorem, our results are not written in terms of the codimension 1 Hausdorff measure H (defined in (2.2) and (2.3)) which is used in most existing literature. In Theorems 1.2-1.4, the results hold for every point on the boundary. On the other hand, the space or domain may be endowed with a measure µ for which the codimension 1 Hausdorff measure is not σ-finite on the boundary of the domain (see Example 5.7). More precisely, in Example 5.7 we define a weighted measure on the Euclidean half-space R 2 + whose codimension 1 Hausdorff measure is infinity for any open interval of ∂R 2 + = R. But on R 2 + , it is natural to study instead the trace with respect to the 1-dimensional Lebesgue measure on R, which we do in Example 5.9. Another motivation for us is that in certain Dirichlet problems one needs to consider the trace with respect to a measure different from H, see [22, Definition 4.1] .
More generally, instead of only studying the codimension 1 Hausdorff measure, we may study any arbitrary boundary measure H on ∂Ω. In order to study such problems, we first replace the codimension 1 Hausdorff measure H with H in the previous definition of trace to give the definition of trace with respect to H, see Definition 2.19. Then we prove the following result.
Suppose Ω satisfies the measure doubling condition (2.5). Let H be any Radon measure on ∂Ω. Suppose that for a given u ∈ N 1,1 (Ω), there exists a function T u such that lim
If additionally Ω is a uniform domain, then v can be chosen in M 1,1 (Ω) ∩ Lip loc (Ω).
Similarly to Corollary 1.5, from Theorem 1.6 and Theorem 1.7 we obtain the following corollary.
Let Ω ⊂ X be a uniform domain and suppose that Ω satisfies the measure doubling condition (2.5). Then for any given boundary measure H, the trace spaces of N 1,1 (Ω) and M 1,1 (Ω) with respect to any boundary measure H on ∂Ω are the same.
The paper is organized as follows. In Section 2, we give the necessary preliminaries. In Section 3, we study the traces of N 1,1 and BV and give the proofs of Theorems 1.2-1.4 and Corollary 1.5. In Section 4, we study the traces of N 1,1 and M 1,1 and give the proofs of Theorem 1.6, Theorem 1.7, and Corollary 1.8. Finally, in Section 5, apart from giving several examples that we refer to in Section 3 and Section 4, we also discuss some trace results and examples obtained as applications of Corollary 1.5 and Corollary 1.8.
for every ball B(x, r) := {y ∈ X : d(y, x) < r}. By iterating the doubling condition, for every 0 < r ≤ R and y ∈ B(x, R), we have
for any s ≥ log 2 C d . See [13, Lemma 4.7] or [6] for a proof of this. We fix such an s > 1 and call it the homogeneous dimension. The letters c, C (sometimes with a subscript) will denote positive constants that usually depend only on the space and may change at different occurrences; if C depends on a, b, . . ., we write C = C(a, b, . . .). The notation A ≈ B means that there is a constant C such that
All functions defined on X or its subsets will take values in [−∞, ∞]. A complete metric space equipped with a doubling measure is proper, that is, closed and bounded sets are compact. For an open set Ω ⊂ X, a function is in the class L 1 loc (Ω) if and only if it is in L 1 (Ω ′ ) for every open Ω ′ ⋐ Ω. Here Ω ′ ⋐ Ω means that Ω ′ is a compact subset of Ω. Other local spaces of functions are defined similarly.
For any set A ⊂ X and 0 < R < ∞, the restricted spherical Hausdorff content of codimension 1 is defined as
The codimension 1 Hausdorff measure of A ⊂ X is then defined as
Given an open set Ω ⊂ X, we can regard it as a metric space in its own right, equipped with the metric induced by X and the measure µ| Ω which is the restriction of µ to subsets of Ω. This restricted measure µ| Ω is a Radon measure, see [20, Lemma 3.3.11] .
We say that an open set Ω satisfies a measure density condition if there is a constant c m > 0 such that
for every x ∈ Ω and every r ∈ (0, diam(Ω)). We say that Ω satisfies a measure doubling condition if the measure µ| Ω is a doubling measure, i.e., there is a constant c d > 0 such that
for every x ∈ Ω and every r > 0. Notice that if Ω satisfies the measure density condition, then it satisfies the measure doubling condition. By a curve we mean a rectifiable continuous mapping from a compact interval of the real line into X. A nonnegative Borel function g on X is an upper gradient of a function u on X if for all nonconstant curves γ, we have
where x and y are the end points of γ and the curve integral is defined by using an arc-length parametrization, see [19, Section 2] where upper gradients were originally introduced. We interpret |u(x) − u(y)| = ∞ whenever at least one of |u(x)|, |u(y)| is infinite. We say that a family of curves Γ is of zero 1-modulus if there is a nonnegative Borel function ρ ∈ L 1 (X) such that for all curves γ ∈ Γ, the curve integral γ ρ ds is infinite. A property is said to hold for 1-almost every curve if it fails only for a curve family with zero 1-modulus. If g is a nonnegative µ-measurable function on X and (2.6) holds for 1-almost every curve, we say that g is a 1-weak upper gradient of u. By only considering curves γ in A ⊂ X, we can talk about a function g being a (1-weak) upper gradient of u in A.
Given a µ-measurable set H ⊂ X, we let
where the infimum is taken over all 1-weak upper gradients g of u in H. The substitute for the Sobolev space W 1,1 in the metric setting is the Newton-Sobolev space
which was first introduced in [34] . It is known that for any u ∈ N 1,1 loc (H) there exists a minimal 1-weak upper gradient of u in H, always denoted by g u , satisfying g u ≤ g µ-a.e. in H, for any 1-weak upper gradient g ∈ L 1 loc (H) of u in H, see [6, Theorem 2.25 ]. Next we present the basic theory of functions of bounded variation on metric spaces. This was first developed in [1, 32] ; see also the monographs [3, 9, 10, 11, 41] for the classical theory in Euclidean spaces. We will always denote by Ω an open subset of X. Given a function u ∈ L 1 loc (Ω), we define the total variation of u in Ω by
where each g u i is the minimal 1-weak upper gradient of u i in Ω. (In [32] , local Lipschitz constants were used in place of upper gradients, but the theory can be developed similarly with either definition.) We say that a function u ∈ L 1 (Ω) is of bounded variation, and denote u ∈ BV(Ω), if Du (Ω) < ∞. For an arbitrary set A ⊂ X, we define For any u, v ∈ L 1 loc (Ω), it is straightforward to show that
The BV norm is defined by
We will assume throughout the paper that X supports a (1, 1)-Poincaré inequality, meaning that there exist constants C P > 0 and λ ≥ 1 such that for every ball B(x, r), every u ∈ L 1 loc (X), and every upper gradient g of u, we have
Recall the exponent s > 1 from (2.1). The (1, 1)-Poincaré inequality implies the so-called Sobolev-Poincaré inequality, see e.g. [6, Theorem 4.21] , and by applying the latter to approximating locally Lipschitz functions in the definition of the total variation, we get the following Sobolev-Poincaré inequality for BV functions. For every ball B(x, r) and every u ∈ L 1 loc (X), we have
For an open set Ω ⊂ X and a µ-measurable set E ⊂ X with D χ E (Ω) < ∞, we know that for any Borel set A ⊂ Ω, The lower and upper approximate limits of a function u on Ω are defined respectively by
Then the jump set S u is defined as the set of points x ∈ Ω for which u ∧ (x) < u ∨ (x). It is straightforward to check that u ∧ and u ∨ are Borel functions. By [4, Theorem 5.3], the variation measure of a BV function can be decomposed into the absolutely continuous and singular part, and the latter into the Cantor and jump part, as follows. Given an open set Ω ⊂ X and u ∈ BV(Ω), we have for any Borel set A ⊂ Ω
where a ∈ L 1 (Ω) is the density of the absolutely continuous part Du a (A) of Du (A) and the functions θ {u>t} ∈ [α, C d ] are as in (2.11).
Next, we introduce the Haj lasz-Sobolev space. Let 0 < p < ∞. Given a µ-measurable set K ⊂ X, we define M 1,p (K) to be the set of all functions u ∈ L p (K) for which there exists 0 ≤ g ∈ L p (K) and a set A ⊂ K of measure zero such that for all x, y ∈ K \ A we have the estimate
The corresponding norm (when p ≥ 1) is obtained by setting
where the infimum is taken over all admissible functions g in (2.14) . We refer to [12, 13] for more properties of the Haj lasz-Sobolev space M 1,p . The space M 1,p c H (K) is defined exactly in the same manner as the space M 1,p (K) except for one difference: in the definition of M 1,p c H (K), the condition (2.14) is assumed to hold only for points x, y ∈ K \ A that satisfy the condition
where 0 < c H < 1 is a constant. We give the following definitions for the boundary trace, or trace for short, of a function defined on an open set Ω. 
(Ω). Moreover, since truncation does not increase energy,
But by lower semicontinuity, also Du (Ω) ≤ lim inf j→∞ Ω g u j dµ.
We have the following standard fact; for a proof see e.g. [16, Proposition 3.8] .
Then we also have the weak* convergence g u i dµ * ⇀ d Du .
where each g u j,i is the minimal 1-weak upper gradient of u j,i in Ω j . Finally, let δ j > 0 for each j ∈ N, and let ε > 0. Then for each j ∈ N we find an index i(j) such that letting
and Ω g v dµ < Du (Ω) + ε.
Note that neither u nor the functions u j,i need to be in L q (Ω j ), only in L 1 (Ω j ), but still we can have u j,i − u → 0 in L q (Ω j ) for each j ∈ N. We can also see that in Ω j \ Ω j−1 , the function v can be written as the finite sum (let
we can take this to be an increasing sequence. Set δ 0 := 1,
< δ j by (3.5) as desired, and similarly for the 
Inductively, we get for i = 3, 4, . . .
to prove this, assume that it holds for the index i. Then we have by applying a Leibniz rule as above, and noting that g η i can be nonzero only in
This completes the induction.
Thus
Note that g v does not depend on i, see [6, Lemma 2.23], and so it is well defined on Ω. Since g v is the minimal 1-weak upper gradient of v in each Ω i , it is clearly also (the minimal) 1-weak upper gradient of v in Ω. Then by Lebesgue's monotone convergence theorem,
Theorem 1.2 of the introduction follows from the following theorem.
Note that if u ∈ BV(Ω) as in the formulation of Theorem 1.2, then v ∈ L 1 (Ω) and so v ∈ N 1,1 (Ω).
Proof. Fix x 0 ∈ X. Define Ω 0 := ∅ and pick numbers d j ∈ (2 −j , 2 −j+1 ), j ∈ N, such that the sets
For each j ∈ N, take η j ∈ Lip c (Ω j ) such that 0 ≤ η j ≤ 1 on X and η j = 1 in Ω j−1 , and η 1 ≡ 0. Note that for a fixed r > 0, the function
is lower semicontinuous and strictly positive. Since ∂Ω ∩ B(x 0 , d −1 j ) is compact for every j ∈ N, the numbers Then also u i → u in L s/(s−1) (Ω j ) for every j ∈ N, and by Lemma 3.2 and the fact that Du (∂Ω j ) = 0 we get
Then apply Lemma 3.3 to obtain a function v ∈ Lip loc (Ω). By the lemma, we have Ω g v dµ < Du (Ω) + ε as desired, and from the condition
and so for any k ∈ N,
Now it clearly follows that
We have the following approximation result for BV functions in the L q -norm. Proof. For each k = 0, 1, . . . define the truncation of u at levels k and k + 1
Then u k ∈ L 1 loc (Ω) ∩ L ∞ (Ω) for each k = 0, 1, . . . and u + = ∞ k=0 u k . Also note that by the coarea formula (2.12),
For each k = 0, 1, . . ., from the definition of the total variation we get a sequence (v k,i ) ⊂
In the proof of Theorem 3.7 we saw that in fact we can get v k,i − u k → 0 in L 1 (Ω). Since 0 ≤ u k ≤ 1, by truncation we can assume that also 0 ≤ v k,i ≤ 1. Then also v k,i − u k → 0 in L q (Ω). Let ε > 0. For a suitable choice of indices i = i(k),
again by the coarea formula. Similarly we find a function w ∈ N 1,1
using the coarea formula once more. In this way we get the desired sequence. Theorem 1.3 of the introduction follows from the following theorem. In Example 5.1 we will show that here we cannot take u to be continuous or even locally bounded in Ω. Proof. The proof is essentially the same as for Theorem 3.7; the difference is that here we apply Theorem 3.8 to find sequences (u j,
We say that w ∈ SBV(Ω) if w ∈ BV(Ω) and Dw c (Ω) = 0 (recall the decomposition (2.13)). Recall also that the jump set S u is the set of points x ∈ Ω for which u ∧ (x) < u ∨ (x).
Denote Ω(r) := {x ∈ Ω : dist(x, X \ Ω) > r}. We have the following approximation result for BV functions by SBV functions. Proof. This is given in [26, Corollary 5.15]; for the above limit see [26, Eq. (3.7), (3.10)].
The following approximation result for BV functions by means of functions with a jump set of finite Hausdorff measure is given as part of [27, Theorem 5.3] .
Theorem 3.11. Let u ∈ BV(Ω) and let ε, δ > 0. Then we find w ∈ BV(Ω) such that
We apply this theorem first to obtain the following proposition. 
Note that by the decomposition (2.13), H({u ∨ − u ∧ > t}) < ∞ for all t > 0. Thus we can take a strictly decreasing sequence of numbers r j > 0 so that the sets Ω j := Ω(r j ) satisfy (let Ω 0 := ∅)
Also choose functions η j ∈ Lip(X) supported in Ω j , j ∈ N, such that 0 ≤ η j ≤ 1 on X and η j = 1 in Ω j−1 , with η 1 ≡ 0. For each j ∈ N, apply Theorem 3.11 to find a function v j ∈ BV(Ω) satisfying 
Finally we want to show that H(S v ) < ∞. Note that (3.17) is a locally finite sum. If x ∈ S (η j −η j−1 )v j , then we get x ∈ S v j , and so S v ⊂ ∞ j=2 S v j ∩ (Ω j \ Ω j−2 ) . By the fact that H(S v j \ {u ∨ − u ∧ ≥ δ j }) = 0 for all j ∈ N and by (3.14), we find that In total, we have w ∈ SBV(Ω) such that w − u L 1 (Ω) < ε/2, Dw (Ω) < Du (Ω) + ε/2, H(S w ) < ∞, and lim r→0 + w − u L ∞ (Ω\Ω(r)) = 0.
Take Ω ′ ⋐ Ω such that Dw (Ω \ Ω ′ ) < ε/2 and H(S w \ Ω ′ ) < ε, and take a function η ∈ Lip c (Ω) with 0 ≤ η ≤ 1 on X and η = 1 in Ω ′ . From the definition of the total variation, take a sequence (w i ) ⊂ Lip loc (Ω) such that w i → w in L 1 loc (Ω) and lim i→∞ Dw
Then clearly lim i→∞ v i − w L 1 (Ω) = 0 and by a Leibniz rule (see [17, Lemma 3.2] ) and since g η is bounded,
Thus if we choose v := v i for suitably large i ∈ N, we have v − u L 1 (Ω) < ε and Dv (Ω) < Du (Ω) + ε, and so in particular v ∈ BV(Ω). It is then easy to check that in fact v ∈ SBV(Ω). Since
as required.
To complete this section, we give the proof of Corollary 1.5 by using Theorem 3.7 (or Theorem 3.9).
Proof of Corollary 1.5. Assume that Z(∂Ω, H) is the trace space of BV(Ω), i.e., the trace operator u → T u in Definition 2.16 is a bounded linear surjective operator from BV(Ω) to Z(∂Ω, H). From the definition of the total variation (2.7) we immediately get N 1,1 (Ω) ⊂ BV(Ω) with · BV(Ω) ≤ · N 1,1 (Ω) . Thus the trace operator u → T u is still a bounded linear operator from N 1,1 (Ω) to Z(∂Ω, H). Hence it remains to show the surjectivity. For any f ∈ Z(∂Ω, H), we know that there is a function u ∈ BV(Ω) such that T u = f . It follows from Theorem 3.7 (or Theorem 3.9) that there is a function v ∈ N 1,1 (Ω) such that Conversely, assume that Z(∂Ω, H) is the trace space of N 1,1 (Ω), i.e., the trace operator u → T u in Definition 2.16 is a bounded linear surjective operator from N 1,1 (Ω) to Z(∂Ω, H). Then for any h ∈ BV(Ω), without loss of generality, we may assume that h BV(Ω) > 0. By Theorem 3.7, choosing ε = h BV(Ω) /2, there is a function v ∈ N 1,1 (Ω) with v N 1,1 (Ω) ≤ 2 h BV(Ω) and B(x,r)∩Ω |v − h| s/(s−1) dµ → 0 as r → 0 + uniformly for all x ∈ ∂Ω. Then we have that T h = T v by a similar argument to (3.18) , and that
Hence the trace T h exists for any h ∈ BV(Ω) and the trace operator h → T h is linear and bounded from BV(Ω) to Z(∂Ω, H). Moreover, the surjectivity of the trace operator follows immediately from N 1,1 (Ω) ⊂ BV(Ω). Thus Z(∂Ω, H) is also the trace space of BV(Ω). B(x, r) and a number a > 0, we use the notation aB := B(x, ar). We can choose a Whitney covering
of Ω such that:
1. for each j ∈ N, r j = dist(x j , X \ Ω)/100λ, 2. for each k ∈ N, the ball 20λB k meets at most C 0 = C 0 (C d ) balls 20λB j (that is, a bounded overlap property holds), 3 . if 20λB k meets 20λB j , then r j ≤ 2r k ; see e.g. [20, Proposition 4.1.15] and its proof. Given such a covering of Ω, we find a partition of unity {φ j } ∞ j=1 subordinate to the covering, that is, for each j ∈ N the function φ j is c/r j -Lipschitz, c = c(C d ), with spt(φ j ) ⊂ 2B j and 0 ≤ φ j ≤ 1, such that j φ j = 1 on Ω; see e.g. [20, p. 103 ]. We define a discrete convolution u W of u ∈ L 1 loc (Ω) with respect to the Whitney covering by
In general, u W ∈ Lip loc (Ω) ⊂ L 1 loc (Ω). Proof. First we consider the L 1 -norm of w W . By the bounded overlap property of the Whitney covering {B j = B(x j , r j )} ∞ j=1 , it follows from the facts spt(φ j ) ⊂ 2B j and 0 ≤ φ j ≤ 1 that
Next, for the minimal 1-weak upper gradient g u of u, we will give an admissible function g that satisfies (2.14) when the pair of points x, y satisfy (2.15) with c H = 1/50λ. We claim that the admissible function g can be defined as follows: for any point x ∈ Ω, we define
with C = C(C d , C P , λ). Indeed, for any pair of points x, y ∈ Ω satisfying (2.15), without loss of generality, we may assume that dist(x, X \ Ω) ≤ dist(y, X \ Ω) and x ∈ B j , y ∈ B i for some i, j ∈ N. Recalling the properties of the Whitney covering, we have that dist(x, X \ Ω) ≤ dist(x j , X \ Ω) + r j = (100λ + 1)r j .
Hence we have
which means y ∈ 4B j . Hence 20λB i ∩ 20λB j = ∅, and so r i ≤ 2r j . Hence B i ⊂ 10B j . Moreover, if 2B k ∩ B i = ∅, then r k ≤ 2r i and so B k ⊂ 6B i ⊂ 20B j . Recall that the function φ k is c/r k -Lipschitz for any k ∈ N and that k φ k = 1 on Ω. Then by the bounded overlap property of the Whitney covering and the Poincaré inequality for u and g u , we have that
where C is a constant depending on λ, c, C d , C P and C 0 only, and thus in fact only on C d , C P , λ. Thus, the function g defined in (4.2) is an admissible function for u W .
At last, we show the L 1 -norm estimate for g. It follows from the bounded overlap property of the Whitney covering that
Recall the homogeneous dimension s > 1 from (2.1). with C depending on C d , p, and σ only.
Next we will consider the relationship between M 1,1 c H (Ω) and M 1,1 (Ω). The next theorem shows that when Ω ⊂ X is a uniform domain, M 1,1 c H (Ω) and M 1,1 (Ω) are the same. The case X = R n , i.e. the Euclidean case was proved in [23, Theorem 19] . Before stating the theorem, we first give the definition of uniform domain. Proof. Choose arbitrary x, y ∈ Ω. By modifying the standard covering argument in uniform domains (see [14, 15, 23] for details), from the uniformity condition we deduce easily that there is a chain of balls B k resembling a cigar that joins the points x and y. More precisely, there are balls B k := B(z k , r k ) with k ∈ Z and z k ∈ Ω such that for each k one has for
with also B k ∩ B k+1 = ∅, and r k /2 ≤ r k+1 ≤ 2r k . In addition, lim k→+∞ d(x, B k ) = 0 = lim k→−∞ d(y, B k ). Finally, we may assume that k∈Z r k ≤ C ′ d(x, y). Let u ∈ M 1,1 c H (Ω) with admissible function g ∈ L 1 (Ω). We can zero extend g outside Ω. Since 15λ/c H B k ⊂ Ω and c H < 1, then for any x 0 , y 0 ∈ 5λB k , we have
Hence, for any x 0 , y 0 ∈ 5λB k , the condition (2.15) is satisfied. Thus, u ∈ M 1,1 (5λB k ) for any k ∈ Z. It follows from the Poincaré inequality in Theorem 4.4 on the ball 5B k with σ = λ that
where s is the associated homogeneous dimension. Here the last inequality follows from the fact that either x or y is contained in 2c Remark 4.9. From the proof of Theorem 4.8, we know that if X is a geodesic space, i.e., for any x, y ∈ X, there exists a curve γ in X such that ℓ γ = d(x, y), then M 1,1 c 1 (Ω) = M 1,1 c 2 (Ω) with equivalent norms for any two constants 0 < c 1 , c 2 < 1. This fact coincides with the case Ω ⊂ R n , where R n is a geodesic space. When Ω ⊂ R n , for any 0 < c H < 1, we obtain M 1,1 c H (Ω) = M 1,1 ball (Ω). Here we refer to [23, 40] for more details about the space M 1,1 ball (Ω).
To "achieve" the boundary values, we need the following proposition. for H-a.e. x ∈ ∂Ω.
The above proposition considers the measure H on ∂Ω, that is, the codimension 1 Hausdorff measure. But this may not be the measure we really want to study. For example, a classical problem is to study the trace spaces of weighted Sobolev spaces on Euclidean spaces. For the half plane Ω = R 2 + := {x = (x 1 , x 2 ) ∈ R 2 : x 2 > 0} and the measure dµ(x) = w λ (x) dm 2 (x) with m 2 the 2-dimensional Lebesgue measure and w λ (x) := log λ (max{e, e/|x 2 |}), λ > 0, the codimension 1 Hausdorff measure on ∂R 2 + = R is not even σ-finite and hence is not the 1-dimensional Lebesgue measure that we usually study, see Example 5.7. Thus, it is reasonable to consider the equivalence of the traces of N 1,1 (Ω) and M 1,1 (Ω) under any general boundary measure H on ∂Ω. Thus, we introduce the following lemma. Proof. In the Whitney covering {B k } ∞ k=1 , recall that for any B k = B(x k , r k ) we have
Then we have 
Examples and applications
The following example shows that in Theorem 1.3 we cannot take a function v ∈ Lip loc (Ω), or even v ∈ L ∞ loc (Ω).
Example 5.1. Let X = R 2 (unweighted) and let Ω := B(0, 1). We find a sequence {x k } that is dense in B(0, 1). Take
Then u k L 1 (Ω) < ∞ and the minimal 1-weak upper gradient satisfies (see [ 
and so 1 (B(0,1) ) .
Then using e.g. [6, Lemma 1.52] we see that u has a 1-weak upper gradient 1 (B(0,1) ) , which implies u ∈ N 1,1 (B(0, 1) ). We know that the homogeneous dimension s of R 2 is 2, and then s s−1 = 2. On the other hand, we can see that for any q > 2, we have for all sufficiently large k ∈ N B(x k ,r)∩B(0,1) |u k | q dx = ∞ for all r > 0, and then for all balls B∩B(0, 1) = ∅ we have B∩B(0,1) |u| q dx = ∞. Given v ∈ Lip loc (B(0, 1)), we know that v ∈ L q loc (B(0, 1)). Therefore we have v − u L q (B∩B(0,1)) = ∞ for all balls B ∩ B(0, 1) = ∅, which contradicts the desired conclusion in Theorem 1.3.
The following example shows that in Theorem 1.4 we cannot take a function v with H(S v ) = 0. Let v ∈ BV(Ω) with H(S v ) = 0. Since H({0} × (0, 1)) > 0, it is now easy to check that v − u L ∞ (Ω\Ω(r)) ≥ 1/2 for all r > 0.
A direct consequence of Corollary 1.5 and Corollary 1.8 is that under a proper setting, the trace spaces of the BV space, Newton-Sobolev space, and Haj lasz-Sobolev space are the same. Hence we can obtain many trace results for the BV and Haj lasz-Sobolev space directly from trace results for the Newton-Sobolev space obtained in the literature. In particular, from [29, Theorem 1.1] we are able to obtain the following result.
Let Ω ⊂ X be a bounded uniform domain satisfying the measure doubling condition (2.5) . Assume also that (Ω, d, µ| Ω ) admits a (1, 1)-Poincaré inequality. Let ∂Ω be endowed with an Ahlfors codimension θ-regular measure ν for some 0 < θ < 1. Then the trace spaces of N 1,1 (Ω, µ), BV(Ω, µ) and M 1,1 (Ω, µ) are the same, namely the Besov space B 1−θ 1,1 (∂Ω, ν).
We say that ∂Ω is endowed with an Ahlfors codimension θ-regular measure ν if there is a σ-finite Borel measure ν on ∂Ω and a constant c θ > 0 such that
for all x ∈ ∂Ω and 0 < r < 2 diam Ω. The Besov space B 1−θ 1,1 (∂Ω, ν) consists of L p -functions of finite Besov norm that is given by
The above theorem seems to be new even for BV and M 1,1 functions in the (weighted) Euclidean setting. As an illustration, we give an example in weighted Euclidean spaces.
Example 5.5. Let Ω = D ⊂ R 2 be the unit disk with ∂Ω = S 1 the unit circle. Take the measure dµ(x) = dist(x, S 1 ) −α dm 2 (x) with 0 < α < 1 and m 2 two-dimensional Lebesgue measure. Then by a direct computation, dist(x, S 1 ) −α with 0 < α < 1 is an A 1 -weight and hence µ supports a (1, 1)-Poincaré inequality, see [18, Chapter 15] . Moreover, it is easy to check that the 1-dimensional Hausdorff measure H 1 on S 1 is an Ahlfors codimension (1 − α)-regular measure, i.e., H 1 on S 1 satisfies (5.4) with θ = 1 − α. Hence we obtain from Theorem 5.3 that the trace spaces of N 1,1 (D, µ), BV(D, µ), and M 1,1 (D, µ) are B α 1,1 (S 1 , H 1 ). It is also known from the classical trace results of weighted Sobolev spaces that the trace space of N 1,1 (D, µ) is the classical Besov space B α 1,1 (S 1 , H 1 ). Here we refer to [33, 37, 38] for the trace results for weighted Sobolev spaces on Euclidean spaces and refer to the seminal monographs by Triebel [36] for more information on Besov spaces.
On the other hand, using our theory it is also possible to obtain new trace results for Haj lasz-Sobolev or Newton-Sobolev functions from the known trace results for BV functions. In particular, from [30, Corollary 1.4] we are able to obtain the following trace results.
Theorem 5.6. Let Ω ⊂ X be a bounded uniform domain that satisfies the measure density condition (2.4) and admits a (1, 1)-Poincaré inequality. Assume also that the codimension 1 Hausdorff measure H is Ahlfors codimension 1-regular. Then we have that the trace spaces of BV(Ω, µ), N 1,1 (Ω, µ) and M 1,1 (Ω, µ) are the same, namely the space L 1 (∂Ω, H).
When Ω = D, ∂Ω = S 1 , µ = m 2 the 2-dimension Lebesgue measure and H ≈ H 1 the 1-dimension Hausdorff measure, the above theorem coincides with the classical results that the trace spaces of BV(D) and N 1,1 (D) are both L 1 (S 1 ). Moreover, the above theorem gives that L 1 (S 1 ) is also the trace space of M 1,1 (D), which seems to be new even in this case.
The above Theorem 5.3 and Theorem 5.6 both require that the boundaries are endowed with some codimension Ahlfors regular measure. In the following, we will give an example where the measure on the boundary do not satisfy any codimension Ahlfors regularity. Hence the codimension 1 Hausdorff measure H on R is not even σ-finite and is not the 1-dimensional Lebesgue measure that we usually study. Moreover, the weight w λ defined above is a Muckenhoupt A 1 -weight, since it is easy to check from estimate (5.8) that µ(B(z, r)) r 2 inf x∈B(z,r) w λ (x), for any z ∈ R 2 + and r > 0.
We refer to [8] and [18, Chapter 15] for definitions, properties and examples of Muckenhoupt class weights.
Example 5.9.
Let Ω, µ be as in the above example. Then it is easy to check from estimate (5.8) that the 1-dimensional Lebesgue measure on R does not satisfy the condition (5.4) for any θ. We denote by Q the collection of dyadic semi-open intervals in R, i.e. the intervals of the form I := 2 −k (0, 1] + m , where k ∈ N and m ∈ Z. Write ℓ(I) for the edge length of I ∈ Q, i.e. 2 −k in the preceding representation, and Q k for the cubes Q ∈ Q such that ℓ(Q) = 2 −k . For any I ∈ Q 2 j , denote by I the interval in Q 2 j−1 containing the interval I. By applying the methods used in [38] and [25, Theorem 1.3], we are able to use the dyadic norm similar with the ones used in [24] and [25] to characterize the trace space of N 1,1 (R 2 + , µ), which is the Besov-type space B λ 1 (R). The Besov-type space B λ 1 (R) consists of functions in L 1 (R) of finite dyadic norm that is given by
We omit the detailed proof here. Since R 2 + is uniform domain and satisfies the measure doubling condition (2.5), hence we obtain that the trace spaces of BV(R 2 + , µ), N 1,1 (R 2 + , µ) and M 1,1 (R 2 + , µ) are the same, the Besov-type space B λ 1 (R).
Example 5.10. The recent papers [7, 25, 39] studied trace results on regular trees. We refer to [7, Section 2] or [25, Section 2.1] for the definition of regular trees. It is easy to check that a regular tree is uniform and that it supports (1, 1)-Poincaré inequality by modifying the proof in [7, Theorem 4.2] under the setting in [7, 25] . Hence the trace results of N 1,1 in [7, 25] can be immediately applied to BV and M 1,1 . We omit the detail here and leave it to the interested reader.
