Abstract. Necessary conditions are derived for stochastic partially observed control problems when the control enters the drift coefficient and correlation between signal and observation noise is allowed. The problem is formulated as one of complete information, but instead of considering directly the equation satisfied by the unnormalized conditional density of nonlinear filtering, measure-valued decompositions are used to decompose it into two processes. The minimum principle and the stochastic partial differential equation satisfied by the adjoint process are then derived, and the optimality conditions are shown to be the exact necessary conditions derived by Bensoussan [Maximum principle and dynamic programming approaches of the optimal control of partially observed diffusions, Stochastics, 9 (1983), pp. 169-222; Stochastic Control of Partially Observable Systems, Cambridge University Press, Cambridge, UK, 1992] when the correlation is zero.
1. Introduction. The stochastic control problem under consideration is min{J(u); u ∈ U ad }, (1.1) dx t = f (t, x t , u t )dt + σ(t, x t )dw t , x 0 = x, (1.3) dy t = h(t, x t )dt + g(t)dw t +ĝ(t)db t , y 0 = 0, (1.4) where, assuming {w s ; 0 ≤ s ≤ t}, {b s ; 0 ≤ s ≤ t} are uncorrelated Wiener processes, the correlation between the signal process and the observation process is The set of all admissible controls, denoted by U ad , may depend on the observations {y s ; 0 ≤ s ≤ t}, thereby describing a strict-sense control problem (output feedback) rather than a wide-sense one which requires additional dependence of U ad on the previous controls (see, for example, Fleming and Nisio [3] ). Recent approaches addressing this problem with output feedback when the correlation between the signal process and the observation process is zero (i.e., g = 0) are based on strong and weak variations, and can be found in Bensoussan [1, 2] , Haussmann [4] , Baras, Elliott, and Kohlmann [5] , and Elliott and Yang [6] . A stochastic partial differential equation satisfied by the adjoint process is given by Bensoussan [1, 2] when g = 0 and σ(t, x) is degenerate, whereas the other authors above provide an explicit representation for the adjoint process in terms of a conditional expectation. The derivations found in Bensoussan [1] and Haussmann [4] are based on the robust version of the unnormalized conditional density equation which does not exist when the correlation considered here is present (due to h i , h j being noncommutative). Bensoussan [2] introduced a new approach in solving the problem by applying the variational methods of partial differential equations, weak control variations, and using Galerkin's approximations for Sobolev spaces to approximate the adjoint process through a finite-dimensional basis.
J(u)
Here, for the stochastic control problem (1.1)-(1.4), we shall derive optimality conditions that are generalizations of the optimality conditions derived in Bensoussan [1, 2] . The main idea of our methodology is the use of measure-valued decompositions as discussed by Kunita [7, 8] , whereby the unnormalized conditional density ρ t is written as a composition of two measure-valued processes such that ρ t = ν t µ t . In Kunita [7, 8] , this decomposition is used to obtain necessary and sufficient conditions for the smoothness of ρ t . Here we recognize that ν t satisfies a parabolic partial differential equation containing the Kolmogorov operator, and hence the explicit dependence on the control, while µ t satisfies a stochastic partial differential equation containing the observations and, therefore, has no explicit dependence on the control. Therefore, in the control situation, this decomposition serves as a separation argument similar to the separation principle given by Wonham [9] because any control variation affects explicitly only the measure-valued process ν t . A similar approach in deriving necessary conditions of optimization for state-valued processes satisfying the separation principle of Wonham [9] is given by Bensoussan [10] .
In section 2, we state our main assumptions and give a summary of the results from filtering theory and Kunita's [7, 8] decomposition which will be used throughout. In section 3, we formulate the stochastic control problem by expressing the performance index in terms of the measure-valued processes ν t , µ t . In addition, we present our separation argument and relate the perturbed process ρ B t of Bensoussan [1, 2] to our perturbed processes z t which are, respectively, the byproducts of applying weak variations to the equations satisfied by ρ t , ν t . In section 4, we derive the minimum principle using the interplay between Euclidean variational methods and variational methods for measure-valued processes. We also derive the stochastic partial differential equation satisfied by the adjoint process using a generalization of the martingale representation theorem. In section 5, we show that the minimum principle established by Bensoussan [1, 2] is a special case of Theorem 4.3, and that the stochastic partial differential equation satisfied by the adjoint process found in Bensoussan [1, equation (2.66) ] is related to the adjoint process equation given by (4.10) (in fact, Bensoussan's adjoint process equation is again a special case of the adjoint process given by (4.10)).
x, with bounded derivatives of any order in x, bounded first derivatives in u, with a constant k 1 such that
with bounded derivatives of any order in x, and a constant k 2 such that
where
, with bounded L 2 -norm independent of u, continuous in u, and satisfying
is the density of x 0 and is assumed to be independent of {w s , b s ; 0 ≤ s ≤ t}.
Evolution of unnormalized conditional density equation.
We start with a reference probability space (Ω, F, P) with a complete filtration {F t ; t ∈ [0, T ]}, two adapted Wiener processes, {w(t); t ∈ [0, T ]}, {b(t); t ∈ [0, T ]}, and an F 0 measurable random variable x 0 such that
n is a random variable independent of w(·), b(·). Furthermore, suppose an observation process y(·) is given by
We write {F y t ; t ∈ [0, T ]} for the complete filtration generated by the observation σ-algebra σ{y s ; 0 ≤ s ≤ t ≤ T }, and we denote by E u (resp., E) the expectation with respect to measure P u (resp., P).
The set of admissible controls, denoted by U ad , is defined as
Given the system (Ω, F, P; F t ) and a u ∈ U ad , consider the diffusion process x(·) satisfying the Ito equation
By assumptions (A3) and (A4), k(t, x) is a well-defined bounded vector. Furthermore, by assumptions (A1)-(A3) and (A7), there exists a unique solution (see Bensoussan [2] ) such that
Define the martingale {m t ; t ∈ [0, T ]} with respect to ({F t ; t ∈ [0, T ]}, P) by
and introduce a new probability measure through the likelihood-ratio Λ u T defined as
On this new probability measure P u (and after incorporating the martingale translation theorem) the processes {x s , y s ; 0 ≤ s ≤ t} become for the system (Ω, F t , P u ), t ∈ [0, T ], the weak solutions of (1.3), (1.4), which are unique in probability law.
Given anyf ∈ C ∞ b (R n ) (space of continuous, real-valued, infinitely continuously differentiable functions with bounded derivatives), we obtain from Bayes formula (see Bensoussan [2] and Kunita [11] , assuming existence of a conditional distribution which is also absolutely continuous with respect to Lebesque measure) (2.5)
where ρ t is the unnormalized conditional density of x t given the information F
where p 0 is a delta measure δ x and
T +ĝ(t)ĝ(t) T , (2.9) 
A similar equation is derived by Kunita [8, ] using the interplay between Kushner's equation for the normalized conditional density and the unnormalized conditional density when no control is present,ĝ = I d , g = 0, and a martingaleg(t)db t is added to the right side of (1.3). Different proofs of (2.6), when σ(t, x) ∈ R n ⊗ R n and g(t) ∈ R d ⊗ R n , are also found in Bensoussan [2] . It is important to note that the case when g depends on x still remains open. For reasons of simplicity, and without loss of generality, we shall assume thatk(t) = I d so that {y s ; 0 ≤ s ≤ t} is the standard Wiener process described by (2.1).
Decomposition and representations of unnormalized conditional density. Suppose the operators
and γ ij are components of g(t). Writing the stochastic integral of (2.6) in terms of the Stratonovich integral and defining
then (2.6) is equivalent to
Here, "•" denotes the Stratonovich integral. Furthermore, (2.14) and θ ij (t) are the components of the positive definite matrix θ(t), satisfying θ(t)
T g(t). At this point, we invoke the representation results of stochastic partial differential equations given by Kunita [8, 7] . Write the space (Ω, F T , P) as a product of two probability spaces as follows:
, respectively. For u ∈ U ad consider the process ξ 0,t = ξ 0,t (x, y, w) starting at ξ 0,0 = x and described by the stochastic differential equation
Since the coefficients of (2.15) are of C ∞ -class and their derivatives are bounded, by Kunita [13, Theorem 2.3], the solution map ξ 0,t (·, y, w) : R n → R n is a.s., for each y ∈ C([0, T ]; R d ) (which specifies the control function at a fixed time t), a
Then (see Kunita [8, 7] ) the solution of (2.12) can be represented by
Also, since u(t, .) is measurable with respect to t and {y s ; 0 ≤ s ≤ t}, the results of Kunita [14] extend easily and show that ρ t (f ) of (2.12) satisfies E P |ρ t (f )(x)| 2 < ∞ for all t and x.
Remark 2.2. Notice that if the initial state x = x 0 is random, then (2.19) is given by
thus an additional integration with respect to p 0 is required, which is also consistent with the derivation of (2.6), where x 0 = x is assumed to be deterministic; see Kunita [8, 11] .
A different representation describing the solution of (2.12), which also constitutes our main tool in deriving the stochastic minimum principle, is given in Kunita [8] by treating the second term on the right side of (2.12) as the principal part and the last term as the perturbation part. Using this approach, which also holds in the controlled case as well, the solution to (2.12) can be expressed as ρ t = ν t µ t , where
a second-order differential operator of parabolic type (see Kunita [8] , [11, Chapter 6] ). In fact, if we let n 0,t (x, y) correspond to the solution of
which is also the solution to (2.15) whenX j (t) = 0, 0 ≤ j ≤ m, then the solution to (2.18) can be represented as
s., oneto-one, onto, and C ∞ in x for each t. The representation (2.21) can be shown easily by an application of Ito's formula. Similarly, a representation for ν t (f )(x, y) is given in Kunita [7, 13] .
Remark 2.3. For the uncontrolled case, and assuming L(t) is hypoelliptic, it was shown by Kunita [7] that the solution measure ρ t (x, y, dz) of (2.6) has C ∞ -density function for almost all y ∈ C([0, T ]; R d ) by first showing that the solution measure ν t (x, y, dz) of (2.19) has a C ∞ -density function (because ρ t = ν t µ t and
is a one-to-one and onto map). Also, since for each t, u(t, .) depends on {y s ; 0 ≤ s ≤ t}, the result of Kunita [7] can be applied to our problem by assuming that the Lie algebra generated by the vector fields of the diffusion coefficient of (
Notice that the measure-valued process µ t satisfying (2.18) does not explicitly depend on the control u, as is easily seen in (2.14); only the measure-valued process ν t satisfying (2.19) depends on u. This is the separation argument we shall concentrate on in our analysis.
Variational methods applied to the information state. Introduce the Hilbert space
with scalar product denoted by (·, ·). Define the Sobolev space
Integrating (2.19) by parts, we get the equation
the coercivity condition associated with the strong form of (2.6) holds, that is, for some
Proof. The coercivity condition is a direct consequence of (A1)-(A4) and (A8) (see Bensoussan [2] ). For each u ∈ U ad , define
The operators L (2.22) can be viewed as a deterministic partial differential equation. Using the standard theory of these equations, there is one and only one solution of (2.22) as specified.
Next, consider the strong form of (2.6):
The previous lemma enables us to obtain the following results.
Theorem 2.4. Suppose u ∈ U ad and (A1)-(A8) hold. Then there exists one and only one solution to (2.23) in the space
Proof. This follows from Lemma 2.3 and the representation ρ t = ν t µ t . Alternatively, we can employ the energy equality
and the coercivity condition of Lemma 2.3, and then proceed as in Bensoussan [2] .
3. Decomposed control problem. With the aid of (2.4), the expected cost (1.2) can be written as
In addition, by (2.5), the above cost is equivalent to
Since ρ t = ν t µ t , we also have the representation
where π u (t) △ = π(t, x, u). Suppose u * ∈ U ad is an optimal control. For any other control u ∈ U ad and for ǫ ∈ [0, 1], we know that
In addition, if the Gâteaux derivative of J(u) as a functional on the Hilbert space L 2 y ((0, T ); R k ) is well defined, then by differentiating with respect to ǫ we obtain
In the following, we assume for convenience that u ∈ U ad is such that
As a result of the decomposition (2.18) and (2.19), any control variation u δ ∈ U ad would affect only the measure-valued process ν t . Indeed, it is clear that the right side of (2.18) does not contain the control variable because M k (t), 1 ≤ k ≤ d, as defined by (2.14), is independent of u. Thus the solution measure µ t of (2.18) is not affected by control variations (see Kunita [13, 15] and Bensoussan [2] ).
Let us now introduce the equation
which is obtained by formally considering weak control variations of (2.12). Next, we shall show that the solution ρ B t of (3.3) can also be represented by the composition ρ B t = z t µ t , where z is given by (3.4). 
is the solution of
Proof. Suppose ρ B t is the solution to (3.3). We shall show that
is a solution to (3.4). By (2.21), the inverse operator µ −1 s,t is given by
where n −1 s,t (which is one-to-one and onto, and C ∞ (R n ) a.s. for each t) is the inverse process of n s,t which is the solution of (2.20) starting at n s,s = x. Lettingñ s,t , s ∈ [0, t], be the solution of the backward stochastic differential equation
from Kunita [13, 15] we have n −1 s,t =ñ s,t . Applying the Ito differential rule tõ f (ñ s,t (x))φ −1 s,t (x), which is the right side of (3.5), it follows that
Interchanging the forward and backward variables of integration (see Kunita [8,  Part II]) and setting s = 0,ñ t =ñ 0,t we arrive at
Applying the result of Kunita [11, Lemma 6 
where the second equality follows by substituting ν t µ t for ρ t and using the fact that µ t is a one-to-one and onto map. The sufficiency can be shown similarly by letting z t (f ) be the solution of (3.4) and applying Ito's extended formula to the compositioñ ρ B t = z t µ t (f ), where µ t (f ) is the solution to (2.18). Write (3.4) in the strong form (by integrating by parts):
From (2.10), (2.11) we obtain
In addition, since U is compact, we also have
Recall that L u w y (t) can be represented by
where the coefficients are a.s. smooth and bounded. Consequently,
and by Lemma 2.3 we deduce that for any w y ,
Thus, by Lemma 2.3, we conclude that for each w y there exists one and only one solution to (3.7) in the space
In view of Lemma 3.1 we also conclude existence and uniqueness of solutions ρ B t corresponding to (3.3). Lemma 3.2. Suppose u * , u are admissible. Then there exists one and only one solution of (3.3) (in the strong sense) in the space
Proof. The proof follows from the above construction and Lemma 3.1, or by applying the variational methods to (3.3) using the compactness of U .
Lemma 3.3. Suppose ν δ t denotes the solution to (2.19) when control u δ is used and ν t denotes its solution when control u * is used. Then
Proof. Setν From the above definition ofν δ t we also havẽ
and, as a direct consequence, we obtaiñ
Integration by parts yields
Denote by ρ δ t (f ) the solution to (2.12) corresponding to control u δ ∈ U ad . From section 2.3 and Lemma 3.1, we now have
where φ 0,t is the exponential term in (2.21). It is now a matter of simple algebra to show that
Rewriting the Stratonovich stochastic integral in terms of the Ito stochastic integral and using the equality
we now obtain
Applying the Ito differential rule to |ρ δ t | 2 we deduce the energy equation
Using the coercivity condition (assumption (A8)) in the above equation and proceeding as in Bensoussan [ 
Proof. Suppose we set ∧ J to be equal to the right side of (3.8), and ν
Letting δ tend to zero, we notice that the first and second terms of the right side of the previous expression tend to zero due to assumption (A5). The last term also tends to zero by Lemma 3.3.
4. Necessary conditions. The perturbed process z t satisfying (3.4) and the variational cost (3.8) can be viewed as the analogue of the deterministic variational problem given by Fleming and Rishel [16, Theorem 10.2, p. 38 and Theorem 11.1, p. 41] as follows. Suppose we introduce the new equation
where µ t (π u * (t)) corresponds to the integral cost and µ T (κ) corresponds to the terminal cost.
Lemma 4.1. Let µ −1 t (·)(x, y) be the inverse operator of µ t (·)(x, y).
Moreover, there exists one and only one solutioñ
such that the preceding equation holds. Proof. The first part is obtained as in Lemma 3.1, using (3.6). The second part follows from the variational methods of section 2.4.
If π u * (t) is set to zero, the evaluation of z T (P T ), using (4.1) and the homogeneous part of (3.4) (e.g., with the second term on the right side of (3.4) set to zero), yields z T µ T (κ) (see Kunita [11, Lemma 6 
Proof. Applying the Ito formula given by Kunita [11, Lemma 6.2.7, Theorem 6.2.8, pp. 312-313] to z t (P t ) gives
Substituting (4.3) into the variational cost of Lemma 3.4 (using
Replacing ν t µ t by ρ t , and settingP t = µ −1 t P t , we recover (4.2) (since for each t ∈ [0, T ], u t is F y t -measurable). We now have the following necessary conditions of optimality. Theorem 4.3. Suppose u * t is optimal for the control problem with cost function (3.1) and state ρ t satisfying (2.12). Then there exists a process
holds for all u ∈ U ad a.e., on t ∈ [0, T ] a.s., where
Proof. We start by using the conditional optimality given by Striebel [17, Chapter 4] which states that whenever u ∈ U ad is conditionally optimal, it is also optimal; see Bensoussan and van Schuppen [18, Definition 2.1]. Thus, by Lemma 4.2,
and, by reconditioning on F y t ,
where E P w is nothing more than the conditional expectation E(·|F y t ). However, since ρ t and µ −1 t are F y t -adapted, we apply the result in Kunita [7, Lemma 4] twice and obtain
Since u * is optimal and admissible for any other control u ∈ U ad and ǫ ∈ [0, 1], we have u * t + ǫ(u t − u * t ) ∈ U (i.e., admissible) and, therefore,
Thus, by the Gâteaux differentiability of J(u) (as a function on the Hilbert space The next step is to determine a stochastic partial differential equation satisfied by the costate process ∧ P t (x) identified in Theorem 4.3. To do so, we appeal to the martingale representation results of Bensoussan [1, Lemma 2.6]. Therefore, taking the expectation of (4.1) with respect to measure P w , we obtain
, which follows from the representation
because n t (x) is the solution to (2.20) and is F y 0,t measurable. Hence, one deduces
DefineP t (x) = E P w (P t (x)); from the martingale representation theorem given in Bensoussan [1, Lemma 2.6],
if and only ifP 
where n t is the solution to (2.20) . By the Stratonovich version of the extended Ito formula
into the previous equation, the fifth term cancels the sixth and seventh terms. As a consequence, 
Furthermore, there exists one and only one pair
such that (4.10) holds. Proof. Using the definition of the adjoint process as given in Theorem 4.3, one way to show the validity of (4.10) is to apply the extended Ito formula to the composition µ t ∧ P t (x), where ∧ P t (x) satisfies (4.10), to show that (4.6) is recovered. Since the correlated case requires substantial algebra, let us first consider the uncorrelated case. Thus
where ∧ P t is the solution to (4.10) when M k is replaced by h k . But the differential rule yields
and, after cancellations, we obtain
Replacing ∧ P t by µ −1 t P t and usingr
t r k t we recover (4.6). For the correlated case, notice also that µ t satisfies the stochastic partial differential equation
which is the Ito form of (2.18). The solution of the above equation can be represented as
where n 0,t corresponds to the solution of
Therefore,
Furthermore,
and, after some cancellations, we obtain 
where, as before,r k t , 1 ≤ k ≤ d, is an F y t -adapted process. Similarly, as in (4.7), we can rewrite (4.11) in terms of the Stratonovich integral, which in differential form becomes
and is the same as (4.7). Therefore, if we define
satisfies (4.8) . It remains to show that if
is used in (4.4), the minimum principle of Theorem 4.3 can be established, thus implying that
is the costate process. By the Ito formula,
and by substituting the above expression into the variational cost of Lemma 3.4, we obtain
Since ρ B t = z t µ t , then, by (3.3), the last two components of the right side of the previous expression correspond to an Ito integral; hence, using ∧ q t (x) △ = µ −1 t q t (x) and ρ t = ν t µ t ,
But the martingale term of J u δ has zero expectation with respect to measure P y ; therefore,
∧ q t (x), ρ t (x) + ∂ ∂u π u 5. Relation to previous work. Let us consider the stochastic control problem investigated by Bensoussan [1, 2] , where σ(x) ∈ R n ⊗ R n , M k = h k , 1 ≤ k ≤ d; that is, no correlation between the observation process and state process is allowed. Thus, the stochastic equation describing the unnormalized conditional density of nonlinear filtering becomes dρ t + A 0 ρ t dt = B 
It is easily seen that There is also a connection between the costate process of (4.10) and the costate process given in Bensoussan [1, Theorem 2.2], which is recognized as follows. Suppose we setr 6. Conclusion. In this paper we have presented a new approach based on measure-valued decompositions to derive necessary conditions of optimality for partially observed stochastic control problems when correlation between the state process and observation process is present. Let us also note that our approach can be applied to the case when the correlation is zero, but the control appears in both the drift and the diffusion coefficients of the state process. However, in this case, the validity of Lemma 3.3 and Lemma 3.4 must be established. The approach discussed in this paper was first published in [19] .
