W e consider a joint location-inventory problem involving a single supplier and multiple retailers. Associated with each retailer is some variable demand. Due to this variability, some amount of safety stock must be maintained to achieve suitable service levels. However, risk-pooling benefits may be achieved by allowing some retailers to serve as distribution centers (and therefore inventory storage locations) for other retailers. The problem is to determine which retailers should serve as distribution centers and how to allocate the other retailers to the distribution centers. We formulate this problem as a nonlinear integer-programming model. We then restructure this model into a set-covering integer-programming model. The pricing problem that must be solved as part of the column generation algorithm for the set-covering model involves a nonlinear term in the retailerdistribution-center allocation terms. We show that this pricing problem can (theoretically) be solved efficiently, in general, and we show how to solve it practically in two important cases. We present computational results on several instances of sizes ranging from 33 to 150 retailers. In all cases, the lower bound from the linear-programming relaxation to the set-covering model gives the optimal solution.
Introduction
We consider the design of a distribution system in which a single supplier ships product to a set of retailers, each with uncertain demand. To maintain appropriate service levels, safety stock is maintained at the retailers. To achieve risk-pooling benefits, inventory cost reductions, and possibly line-haul shipping benefits, some retailers may be chosen to serve as distribution centers. As a distribution center, a retailer receives shipments from the supplier and distributes directly to a number of other retailers. The safety stock for all retailers served by the distribution center is maintained at the distribution center. Therefore, less total safety stock is required than in the case in which every retailer maintains its own safety stock.
The problem is the following. Given a collection of retailers, each with uncertain product demand, determine how many distribution centers to locate, where to locate them, which retailers to assign to each distribution center, how often to reorder at the distribution center, and what level of safety stock to maintain to minimize total location, shipment, and inventory costs, while ensuring a specified level of service.
We assume that location costs are incurred when distribution centers are established. Line-haul transportation costs are incurred for shipments from the single supplier to the distribution centers. Local transportation costs are incurred in moving the goods from the distribution centers to the retailers. Inventory costs are incurred at each distribution center and consist of the carrying cost for the average inventory used over a period of time, as well as safety stock inventory that is carried to protect against stockouts that might result from the uncertain retailer demand. Inventory costs are also incurred at each retailer, but are not modeled explicitly for reasons outlined below.
The model we present was motivated by work that the second and third authors did for a local blood bank. The blood bank served approximately 30 hospitals in a multicounty region of suburban Chicago and northern Indiana. We were primarily concerned with the production and distribution of platelets, the most perishable and most expensive of all blood products. Platelets must be agitated frequently, once they are separated from the whole blood, making the inventory costs high. Also, platelets must be destroyed five days after they are harvested from the donor if they have not been transfused into a patient. By way of comparison, most other blood products last a month or more and require less careful and less expensive handling. Platelets are needed only in special cases. However, when they are needed, it is often the case that multiple units must be transfused at one time. Thus, the demand for platelets is highly variable.
At the time that we worked with this blood bank, each hospital maintained its own inventory of platelets. At many hospitals, particularly the largest users of platelets, hospital inventory managers were concerned primarily with not running out of platelets. Not surprisingly, at these hospitals many units of platelets outdated and had to be destroyed. Other hospitals tended to keep little inventory on hand and placed most orders on a STAT or emergency basis, often requiring the blood bank to send a special shipment of platelets to the hospital, thereby incurring large transport costs. The inventory management policies at some hospitals were so rudimentary that some hospitals both placed frequent STAT orders and often carried large quantities of platelets to the point at which they outdated. It was clear that a better system was needed.
Our idea was to establish regional centers at which platelets would be stored for a collection of nearby hospitals. By storing platelets at regional centers (located at a subset of the hospitals) and distributing platelets to nearby hospitals on an as-needed or daily basis, three objectives were likely to be achievable. First, and most importantly, we could use riskpooling principles to reduce the necessary safety stock needed to protect against shortages. Second, the cost of emergency shipments could be reduced because platelets would be stored closer to each of the hospitals. Finally, the training for inventory managers in an improved system would be simpler and more cost effective because fewer individuals would be involved as the inventory would be maintained at a small number of regional distribution centers instead of being maintained at each individual hospital.
We present two different mathematical-programming models for this problem. The first is a location allocation model and the second is a set-covering model. To incorporate the shipment, inventory and penalty costs, our location allocation model includes nonlinear terms in the objective function. This nonlinearity appears in the pricing problem associated with the set-covering model. We show how to deal with this nonlinearity practically in two important special cases, which leads to a computational procedure that provides very nearly optimal solutions on a variety of instances of sizes up to 150 retailers. We also show how, in general, the pricing problem can be reduced to the problem of minimizing a submodular set function, which is known to be polynomially solvable, via the ellipsoid method.
The paper is organized as follows. Section 2 discusses relevant results in the literature. Section 3 presents our location allocation risk-pooling model. Section 4 presents our set-covering model and the results on its associated pricing problem. Section 5 reports computational results. Section 6 concludes with directions for future research.
Background
The existing models in the literature developed to aid in the design of the types of distribution systems we consider fall under inventory theory and location theory. The inventory theory literature tends to focus on developing and evaluating policies for supplying the distribution centers and policies for filling retailer orders; these policies are evaluated based on the resulting service levels (percentage of retailer orders that are filled within the acceptable waiting period), shipping costs, inventory costs, and shortage costs (costs incurred when an order cannot be filled within the acceptable waiting period). (See, for example, Hopp and Spearman 1996 , Nahmias 1997 , and Zipkin 1997 This work tends to incorporate demand uncertainty. On the other hand, the location theory literature tends to focus on developing models for determining the number of distribution centers and their locations, as well as the distribution-centerretailer assignments. These decisions are evaluated
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A Joint Location-Inventory Model based on resulting operational shipping costs and strategic location costs. With some notable exceptions, this work tends to ignore demand uncertainty. Daskin and Owen (1999) provide an overview of facility location modeling, as do the recent texts by Daskin (1995) and Drezner (1995) . See Owen and Daskin (1998) for a review of recent dynamic and stochastic facility location problems. Thus, the inventory literature tends to ignore the strategic location decision and its associated costs, whereas the location literature tends to ignore the operational inventory and shortage costs, as well as the demand uncertainty and the effects that reorder policies have on these and shipping costs.
A result due to Eppen (1979) is essential in our present work, namely that significant inventorycost savings are achieved by grouping retailers, and thus capitalizing on the so-called "risk pooling effects." In particular, Eppen considers a singleperiod model, with N retail outlets. In Eppen's model, each retailer faces a normally distributed customer demand. Eppen compares the following two modes of operation for retailer supply management. In the decentralized mode, each retailer orders independently the quantity that minimizes that retailer's expected one-period holding and penalty costs. In the centralized policy, a single quantity is ordered (and presumably stored at a single distribution center), to minimize total expected one-period holding and penalty costs. Notice that the only costs considered in both modes are holding and penalty costs. In particular, costs to ship from the supplier to the distribution center and from the distribution center to the retailers in the centralized mode, and costs to ship from the supplier to the retailers in the decentralized mode, are ignored.
Eppen's simple model dramatically illustrates the available savings due to risk pooling. Assume customer demands are normally distributed with a mean i and a standard deviation i for customer i, and assume the correlation coefficient of demands at retailer i and j is ij . Eppen showed that the expected total cost under the decentralized mode is K N i=1 i whereas the expected total system cost under the centralized mode is
where K is a constant depending on the holding and penalty costs and the standard normal loss function.
Thus, if the demands of the N retailers are independent, the optimal cost can be expressed by K
Lateral stock transshipment (Krishnan and Rao 1965) , which involves monitoring the movement of stock between locations at the same echelon level of the supply chain, has been studied as a means of emergency or alternative supply after demand has been realized. When examining this problem researchers have traditionally made several assumptions regarding the cost structure; whereas these assumptions are reasonable in many situations, there are many others in which these assumptions do not hold (Herer and Rashit 1999) . For a review of this problem, please refer to Herer et al. (1999) .
The Location Allocation Risk-Pooling Model
Before formally formulating the model, we outline the inventory policy under which the system operates. As indicated above, we assume that the non-DC retailers maintain only a minimal amount of inventory. Therefore, we ignore this inventory in the model below. The retailers that are selected to operate as distribution centers (DCs) order inventory from the plant using an economic order quantity model (EOQ), which is an approximation to the Q r model with Type I Service constraint (Hopp and Spearman 1996, Nahmias 1997) . Axsater (1996) points out that for Q r model, although it is, in general, relatively easy to derive the optimal solution, it is common in practice to use an approximate solution that is obtained in two steps. First the stochastic demand is replaced by its mean and the order quantity Q is determined by the deterministic EOQ formula. Given this batch quantity the optimal reorder point is determined in the second step (p. 830).
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It is well known that this procedure provides a good heuristic solution. Zheng (1992) has shown that the maximum relative error is bounded by 0.125. Axsater (1996) shows a slightly better bound of 0.118. Numerical experiments of practical situations show that the performance of this heuristic is usually much better than the worst-case bound.
The frequency of orders and the order quantity at each DC is determined by the mean demand served by the DC which, in turn, is a function of the assignment of customers to the DC. In addition to this working inventory, each DC maintains a safety stock designed to protect against the possibility of stockouts during a lead time. With this background, the problem we consider is the following: Given a set I of retailers, each facing independent uncertain demand, decide how many distribution centers to locate, where to locate them, which retailers to assign to each distribution center, how often to reorder at the distribution centers, and what level of safety stock to maintain to minimize the total location, shipment, working inventory, and safety stock inventory costs.
To model this problem, we define the following notation:
Inputs and Parameters i mean (yearly) demand at retailer i, for each i ∈ I; 2 i variance of (daily) demand at retailer i, for each i ∈ I; f j fixed (annual) cost of locating a regional distribution center at retailer j, for each j ∈ I; v j x cost to ship x units from the main supplier (the plant) to a regional distribution center located at retailer j, for each j ∈ I; d ij cost per unit to ship from retailer j to retailer i, for each i ∈ I and j ∈ I; desired percentage of retailers orders satisfied; weight factor associated with the transportation cost; weight factor associated with the inventory cost; z standard normal deviate such that P z ≤ z = ; h inventory holding cost per unit of product per year; w j x total annual cost of working inventory held at distribution center j if the expected daily demand at j is x for each j ∈ I; F j fixed cost of placing an order at distribution center j, for each j ∈ I; L lead time in days.
Decision Variables X j = 1, if retailer j is selected as a distribution center location, and 0 otherwise for each j ∈ I; Y ij = 1, if retailer i is served by a distribution center based at retailer j, and 0 otherwise for each i ∈ I and each j ∈ I.
The model can now be formulated as follows:
The objective function (1) minimizes the weighted sum of the following four costs:
• the fixed cost of locating facilities, • the shipping cost from the distribution centers to the non-DC retailers,
• the expected working inventory cost, • the safety stock costs. Constraint (2) stipulates that each retailer is assigned to exactly one distribution center. Constraint (3) states that retailers can only be assigned to candidate sites that are selected as distribution centers. Constraints (4) and (5) are standard integrality constraints.
The cost terms of the objective function warrant further explication. The first term is the single period (annual) amortization of the cost of establishing the chosen distribution centers. The second term represents the shipping cost from the distribution center(s) to the retailers. We assume that this cost is linear in the amount shipped. We further assume that shipments to the retailers occur on a scheduled basis with the frequency of shipments to each retailer determined exogenously. The third term represents the cost of the working inventory. This includes the fixed costs of placing orders as well as the shipment costs from the supplier to the distribution centers as well as the holding cost of the working inventory. For simplicity, we temporarily drop the index (j) on the distribution center and we let D be the total annual (expected) demand going through the distribution center and n be the number of shipments per year from the supplier. The total annual fixed, shipment, and inventory-carrying costs at the distribution center are then given by:
The first term of (6) represents the total fixed cost of placing n orders per year. The second term represents the shipment cost v D/n per shipment multiplied by the number of shipments per year. Note that D/n is the expected shipment size per shipment. Finally, the third term is the cost of the average working inventory. On average, there will be D/2n items of inventory on hand at a cost of h per item per year. Taking the derivative of this expression with respect to n, the number of shipments per year, we obtain
If v x is linear in x (e.g., if v x = g + ax), then v x is a constant (e.g., a) and the expression above becomes
Solving for n, we obtain n = hD /2 F + g . Substituting this into the total cost (6) we obtain
However recall that D is simply the annual demand through the distribution center or i∈I i Y ij . Thus, in this case, which is the case we explore throughout the remainder of the paper, the objective function becomes:
where g j and a j have the obvious interpretation as being the fixed and per-unit shipping costs to distribution center j.
One further comment about the working-inventorycost term is in order. Here we are actually estimating the expected working inventory cost using the cost associated with the expected quantity shipped. This estimate could be inappropriate, depending on the working-inventory-cost function w j . It would be interesting to examine conditions under which this estimate is reasonable, and to examine further the cases in which this estimate is not reasonable. At this point we can say the following. If the function w j is concave (as is the function we use in (7) assuming v x is linear), then by Jensen's inequality (see Fergusen 1967, p. 77 , for example) we know that E w j x ≤ w j E x , where x is the quantity shipped. Thus, in the case 
To simplify the notation, we assume that all lead times are equal and that 2 i is the lead-time variance at retailer i. In summary, the objective function we consider is:
where
The constraints of the model are identical to those of the uncapacitated fixed-charge location problem.
The first two terms of the objective function are structurally identical to those of the uncapacitated fixedcharge model. The remaining terms are nonlinear in the assignment variables. These terms significantly complicate the model and will, as a result, necessitate the development of solution algorithms that go beyond the algorithms for the standard uncapacitated fixed-charge problem. Known methods for the uncapacitated fixed-charge problem could, perhaps, be successfully modified, though we leave that approach for future research. Finally, we note that this model is, in some ways, similar to the "popular" mean/variance objective models of portfolio analysis; see Luenberger (1998) .
The Set-Covering Model
Introduction
In this section, we formulate our decision problem as a set-covering model, and we present an approach to solving this model. The set-covering model has been intensely studied for at least 25 years. Ceria et al. (1997) give a nice historical survey. The widespread practical success of set-covering models for combinatorial optimization problems follows largely from the empirically typical tightness of the bound given by the associated linear-programming relaxations. This typical tightness appears in our situation as well.
A common approach to solving set-covering models is branch-and-price, a variant of branchand-bound in which the nodes are processed by solving linear-programming relaxations via columngeneration. For an introduction to branch-and-price, see Barnhart et al. (1994) .
The set-covering model for our (nonlinear) locationinventory problem looks standard at first; it has no nonlinearity in its objective function or constraints. However, the nonlinearity appears in the objective function of the pricing problem, which must be solved to generate promising columns during the columngeneration method. By exploiting particular special structures in two important special cases, we are able to solve our nonlinear pricing problem very efficiently. We thus have an effective method for processing the nodes during branch-and-price in these cases. We also show that the general pricing problem is polynomially solvable via the ellipsoid method.
We now present the set-covering model. First note that every solution to our decision problem consists of a partition of the set I of retailers into nonempty subsets, R 1 R 2 R n , together with one designated retailer for each of these n sets.
Let be the collection of all nonempty subsets of the set I. For each set R ∈ , and each member j ∈ R, let c R j be the total cost associated with establishing a distribution center at j and assigning this distribution center to serve the set R of retailers. That is,
Now we define c R to be the lowest cost of having one distribution center serve exactly the set R. That is, c R = min j∈R C R j .
Note that here we assume a distribution center always serves itself. This may not be the case for the optimal solution to our decision problem, as stated. Indeed, in Appendix A we give an example in which some retailer is chosen as a distribution center location in the optimal solution but does not serve itself. The method we propose can be modified in a straightforward way to allow for this possibility.
The set-covering model has one variable for each set R ∈ : Z R = 1 if set R is in the solution, and 0 otherwise for each R ∈ .
Now the model, which we will call , can be expressed as follows:
Because the set has exponentially many members, a branch-and-price approach is appropriate to solve this integer-programming problem. In branchand-price applied to , column generation is used to solve the linear-programming relaxations arising within a branch-and-bound approach. The next section details this step.
Solving the LP-Relaxation of the
Set-Covering Model Let us denote by the linear-programming relaxation of . To solve via column generation, we start with a manageable subset ⊂ . We will say more about generating an initial set , but for now it is sufficient to take to be the collection of singleton subsets of I. Given , the corresponding master problem, which we will call , is:
We begin each iteration by solving , obtaining an optimal solutionZ R , R ∈ , and corresponding optimal dual solution¯ i , i ∈ I. Note thatZ can be extended to a feasible solution to by settingZ R = 0, for each R ∈ \ . In this way, we will viewZ as a feasible solution to . NowZ is an optimal solution to , if every set R ∈ has nonnegative reduced cost, with respect tō . That is, c R − i∈R¯ i ≥ 0 for each R ∈ . If, on the other hand, a set R with negative reduced cost is found, then R is added to , and the next iteration begins.
Finding R ⊂ I with negative reduced cost, or proving that no such R exists, is called the pricing problem. To solve the pricing problem for our model, it suffices to find, for every retailer j ∈ I, a minimum-reducedcost set R * j ⊂ I say, having j as the designated distribution center. If every R * j has nonnegative reduced cost, then every R ⊂ I has nonnegative reduced cost.
Thus, the pricing problem reduces to finding R * j , for each j ∈ I. To find R * j we must solve the following integer-programming problem, j :
Y jj = 1
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Given an optimal solution Y * to j , the set R * j is then the set i ∈ I Y * ij = 1 . In what follows, we discuss solutions to two special cases of the pricing problem j . The general case is handled in Appendix B.
First Special Case: The Pricing Problem When the Variance of Demand Is Proportional to the Mean. We now show how to solve the pricing problem when the variance of demand of retailer i is proportional to the mean demand of retailer i and that the proportionality constant is the same for each retailer i. In other words, we assume i = 2 i ∀i ∈ I. Thus, we are finding R * j for designated distribution center j under this assumption. Under this assumption (which is reasonable for many demand distributions, including the Possion distribution), the objective function of j becomes
To simplify the notation, we define Let y * be an optimal solution to j , with associated optimal objective value w * j . The minimum-reducedcost set R * j ⊂ I is then the collection of retailers i ∈ I with y * i = 1. If w * j + f j ≥ 0, then R * j has nonegative reduced cost; moreover, we can conclude that there is no set R ∈ having designated distribution center j with negative reduced cost. Further, if, for each j ∈ I, we find that w * j + f j ≥ 0, then we can conclude that there is no set R ∈ with negative reduced cost.
We begin the analysis of problem j with an observation.
Lemma 4.1. Given a retailer j ∈ I, and associated minimum-reduced-cost set R *
Proof. Let i ∈ R * j \ j . Since g i ≥ 0 if b i > 0 then for any solutionȳ withȳ i = 1 the objective function value is strictly greater than that of the solution obtained fromȳ by settingȳ i = 0.
To find R * j , we may therefore restrict our attention to the retailers I − = i ∈ I\ j b i ≤ 0 . Now assume that this subset I − of retailers has been sorted so that:
There is an optimal solution y * to problem j , in which the following four properties hold:
(1) y *
Proof. Property 1 follows from Lemma 4.1. Property 2 follows immediately from feasibility of y * . Property 3 follows because for any retailer i with g i = 0 and b i ≤ 0, setting y * i = 1 maintains feasibility and does not increase the objective value. Now assume we have an optimal solution y * satisfying Properties 1, 2, and 3, and assume y * k = 1 for some k ∈ 1 m 1 Suppose, for a contradiction, that y * l = 0, for some l ∈ 1 2 k − 1 . Define two new solutions y and y as follows:
and
for each i ∈ I.
Let z * , z , z be the objective values of y * , y , y , respectively. We will show that because z * − z ≤ 0, by optimality of y * , it follows that z − z * ≤ 0. From this it follows that y is also an optimal solution. Thus, if we take at the outset y * to be an optimal solution satisfying Properties 1, 2, and 3 with the largest number of the variables y 1 y 2 y m 1 set to 1, then it follows from this argument that y * satisfies Condition 4, as desired.
It is immediate that
for an appropriately defined R ⊂ I. For notation simplicity, let G = i∈R g i . Then
Since b l /g l ≤ b k /g k , by assumption, and
by concavity of the square-root function, we have that
Because g k > 0 and g l > 0, it follows that since z * −z ≤ 0 (because y * is optimal), we have that z − z * ≤ 0, as desired.
Theorem 4.2 provides an efficient method for solving the pricing problem j , namely, we simply generate all solutions with Properties 1, 2, 3, and 4, and then select the one with the lowest objective value. It is easy to see there are at most I such solutions. They can be listed immediately after sorting the terms b i /g i . With a bit of reflection, we see we can compute the entire list of objective functions with only O( I ) multiplications, additions, and square-root computations. Thus, sorting, which can be done in time O( I log I ), is the dominant effort. Therefore, solving the pricing problem, which involves solving j for each j ∈ I can be done in time O( I 2 log I ).
Second Special Case: The Pricing Problem When Demand Has Zero Variance. In this part, we show how to solve the pricing problem that arises from the set-covering model associated with the original objective function (1) under the condition that the demand variance is zero, for every retailer. That is, we find R * j for designated distribution center j, assuming i = 0 for every i ∈ I. We do this for the case of a general working-inventory-cost function w j x as long as the function is nonnegative and concave in the demand assigned to distribution center j. In particular, in this subsection we temporarily drop the assumption that the shipment cost to distribution center j (v j x ) is linear in the demand assigned to distribution center j. Thus, we are clustering retailers to save on the working inventory (and possibly the plant to distribution center shipment) costs rather than to achieve any riskpooling benefits. In this case, the objective function of the pricing problem associated with distribution center j becomes
To simplify the notation, we again eliminate the constant term f j and make the following substitutions Let y * be an optimal solution to j , with associated optimal objective value w * j . The minimum-reducedcost set R * j ⊂ I is then the collection of retailers i ∈ I with y * i = 1. We begin the analysis of problem j with an observation.
Lemma 4.3. Given a retailer j ∈ I, and associated minimum-reduced-cost set R *
Proof. Since x is monotone nondecreasing, if b i > 0, for some i ∈ R * j \ j , then for any solutionȳ with y i = 1, the objective function value is strictly greater than that of the solution obtained fromȳ by settinḡ
There is an optimal solution y * to j in which the following three properties hold:
Proof. Property 1 follows from Lemma 4.3. Property 2 follows immediately from feasibility of y * . Now assume we have an optimal solution y * satisfying Properties 1 and 2, and assume y * k = 1 for some k ∈ 1 m . Suppose, for a contradiction, that y * l = 0, for some l ∈ 1 2 k − 1 . Define two new solutions y and y as follows:
for each i ∈ I. Let z * , z , z be the objective values of y * , y , y , respectively. We will show that because z * − z ≤ 0, by optimality of y * , it follows that z − z * ≤ 0. From this it follows that y is also an optimal solution. Thus, if we take at the outset y * to be an optimal solution satisfying Properties 1 and 2 with the largest number of the variables y 1 y 2 y m set to 1, then it follows from this argument that y * satisfies Property 3, as desired. It is immediate that
for an appropriately defined R ⊂ I. For notation simplicity, define a = i∈R i . Then
, and, by concavity of the function ,
Since k > 0 and l > 0, it follows that since z * −z ≤ 0, we have that z − z * ≤ 0, as desired. As in the first special case, the pricing problem in this case can be solved in time O( I 2 log I ).
Computational Results
In this section, we summarize our computational experience with the column-generation method outlined in the previous section. We generated a total of 47 instances using four different data sets: (1) a 33-city problem found in Nemhauser and Wolsey (1988) ; (2) a 49-city problem; (3) an 88-city problem; and (4) a 150-city problem (2,
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A Joint Location-Inventory Model 3, and 4 are all from Daskin 1995) . For Data Set (1), we randomly generated the mean demands i ranging from 100 to 1,600. For each of the four data sets, we set variances 2 i = i , for all i ∈ I. We set holding cost to be 1, z = 1 96 (97.5% service level), a i = 5, g i = 10, and F i = 10 for all i ∈ I. Then we generated instances by varying the values of (the distribution cost factor) and (the inventory holding cost factor). Our goal was to find ranges of values for and that resulted in instances that varied in solution difficulty as well as the fraction of retailers used as distribution centers in the solution. Tables 1, 2 , 3, and 4 highlight the results of our computational study. For each of the instances, we first solved the linear-programming relaxation of the setcovering model via column generation. The initial set of columns included all singletons, together with the columns corresponding to the optimal solution to the Uncapacitated Facility Location Problem for the instance. When solving the pricing problem j , we solved it for every j and added all the columns with negative reduced cost.
The column labeled Number of Iterations indicates the number of pricing problems that were solved during this phase. The column labeled Number of Columns Generated indicates the total number of columns added during this phase. The column labeled "Number of DCs Opened" indicates the number of sets R with value Z * R = 1 in the optimal linear-programming solution. In all instances we tested, the corresponding optimal solution we obtained was integral.
The algorithm is coded in C++, and the linear-and integer-programming problems were solved using CPLEX 5.0. The instances were solved on a Sun SPARCstation running the SunOS 4.1.3u5 operating system. All computation times exclude input times. The initial columns from solving the corresponding uncapacitated facility location problem are given as input for all instances. Table 2 presents the results of the 49-city problem. When = 0 001 and = 1, there are five cities that serve as distribution centers in the optimal solution. They are Cities 1, 3, 5, 6, and 22. After we increase to 0.002, the number of distribution centers increases to seven. They are Cities 1, 2, 3, 5, 7, 22, and 30. As we can see here, those five cities are not a subset of these seven cities. Thus, greedy algorithms that myopically add distribution centers to the solution are not likely to be very effective.
As we can see from these four tables, the problem is difficult to solve when (the distribution cost factor) is small or (the inventory holding cost factor) is large. When we increase the value of while fixing the value of , the solution time increases, the number of columns generated increases, and the number of iterations needed to solve the problem tends to increase. Similarly, when we fix the value of and decrease the value of , we can observe the same trends. For example, for the 88-city problem, Figure 1 illustrates the relationship between CPU time and the value of when we fix = 0 005, and Figure 2 illustrates the relationship between CPU time and the value of when we fix = 0 1. This is because is associated with the nonlinear term while is mainly associated with the linear term in the objective function. So, when the inventory decisions are crucial ( / is large), the problem becomes more nonlinear, so it is relatively more difficult to solve. With regard to the number of distribution centers opened, we make the following observations. First, when increases (i.e., the transportation costs increase relative to other costs), the number of opened distribution centers also increases. As we observed in Table 2 , the smaller set of opened DCs is not necessarily a subset of the larger set of opened DCs. Second, when increases (i.e., the inventory costs increase relative to other costs) the number of opened distribution centers decreases. Again, for this case, we notice that the smaller set of opened DCs is not necessarily a subset of the larger set of opened DCs. Figure 3 shows the number of distribution centers opened with respect to the value of when we fix = 0 005 in the 88-city problem. Figure 4 shows the number of distribution centers opened with respect to the value of when = 0 1 for the same problem.
We can also see from all these four tables, when we increase both and (the inventory costs and the transportation costs increase relative to fixed costs), the number of opened distribution centers increases.
Conclusions and Future Research
In this paper we have outlined a formulation of an integrated facility location/inventory location model. The model determines the location of distribution centers and the assignment of retailers to the distribution centers to minimize the total fixed distribution- center location costs, working-inventory costs at the distribution centers which includes the line-haul shipment costs from a single supplier to the distribution centers, transport costs from the distribution center to the retailers, and safety stock inventory costs at the distribution centers. The formulation allows for the incorporation of nonlinear working-inventory costs and nonlinear safety stock inventory costs.
The model was initially formulated as a mixedinteger nonlinear location allocation model. As such, it can be viewed as a direct extension of the classic uncapacitated fixed-charge location model. We then reformulated the problem as a linear integer set-covering problem. Two issues arise in this transformation. First, the number of columns required in the set-covering model is exponentially large. We attack this problem using column-generation techniques. This leads to the second issue. The pricing problem that must be solved at each iteration of the column-generation algorithm is nonlinear. However, we show that for two important cases-the case of linear plant to distribution-center transport costs coupled with the mean demand proportional to the variance of demand of each retailer, and the case of known retailer demands-the nonlinear problem can be solved exactly in polynomial time. The dominant step in the solution algorithm is sorting a list whose length equals the number of retailer nodes.
Computational results were provided for problems ranging in size from 33 nodes to 150 nodes and the variance of demand is proportional to the mean. The results suggest that as the nonlinear safety stock costs increase relative to the other costs (or equivalently as the desired service level improves), the problem becomes harder to solve. Also, as these costs increase, the number of distribution centers located decreases so that the system can make better use of the riskpooling effect.
This research can be extended in a number of important ways. First, it would be important to identify other special cases of the problem that can be readily solved using the set-covering approach. It would be particularly important to see if methods could be devised to solve the problem with concave transport costs from the supplier to the distribution
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A Joint Location-Inventory Model centers, or when the mean and variance of the retailer demands are not proportional to each other. Second, inventory at the retailers has not been explicitly modeled. We have assumed that the retailers carry little, if any, inventory and that the shipment frequency to the retailers (and hence, their average inventory) is determined exogenously. This was appropriate in the context of the blood bank problem that motivated this model, but may not be appropriate in more general contexts. Thus, explicit incorporation and modeling of the shipment process from the distribution centers to the retailers, along with the retailer inventory management policies, would be desirable.
Third, we have not explicitly modeled the process of emergency shipments from the distribution center to the retailer in the event of a stockout at a retailer. This process should also be incorporated into the model. It is likely that this will lead to a stochastic programming formulation in which recourse actions are explicitly modeled.
Finally, because our computational results did not find any instances in which the problem could not be solved to optimality at the root node of the branchand-bound tree, we have not implemented a full branch-and-price code. This too would be useful, particularly if additional computational tests suggest that the likelihood of finding noninteger solutions at the root node is high for some data sets or values of the parameters.
The paper has outlined a new model that integrates facility location and inventory risk-pooling effects explicitly. As such, we believe it is a valuable extension to the current inventory literature that treats facility locations as given and the facility location literature that tends to ignore inventory effects. It is, however, only a first step. Important additional research can and should flow from this work.
A Joint Location-Inventory Model for each i ∈ E j . Then g j is a submodular function on E j , and the pricing problem j is exactly the problem of minimizing submodular function g j over E j .
Proof. By Properties B.3 and B.4, it suffices to show that each of the second, third, and fourth terms in the definition of g j are submodular functions. The second term is submodular, by Property B.1. The third and fourth terms are submodular by Lemma B.1, together with Property B.2.
