Owing to the high dynamic range and resolution of image plates, digitization of the direct-beam profile as well as of two-dimensional small-angle X-ray scattering patterns gives data with enough accuracy to allow desmearing of two-dimensional patterns after corrections of geometrical distortions. A radial conversion of the images is used to compress the images and to isolate a small area of interest. The results obtained by the Wiener filtering method and the iterative method of Van Cittert on simulated patterns are compared.
Introduction
In diffraction experiments, any pattern measured with a two-dimensional detector is smeared by the image of the source. If one is interested in the intrinsic shape of the diffraction rings, this limits the resolution of any smallangle X-ray scattering (SAXS) experiment. For example, in the case of smectic liquid crystals, the profile of the scattered peak is directly related to the interaction between the bilayers (Roux & Safinya, 1988) . As another example, the observed shape of the rings scattered by collagen fibers is the shape of the image of the source, i.e. when the monochromator of a SAXS experiment is a bent crystal, the coherence length of the focused X-ray beam is smaller than the spatial coherence of the collagen crystals. Even with a USAXS setup, the full widths at half-maximum (FWHMs) of the collagen reflexions are smaller than 0.001 A -x.
Our point-focusing camera was developed with focusing of the beam in two perpendicular directions (Table 1 ). The aim of this paper is to describe the desmearing procedure used for accurate determination of the shape of diffracted rings.
Several methods have been proposed to desmear onedimensional patterns such as those measured using linear position-sensitive gas detectors in the case of linear collimation. A comparison of these methods was published by Lesieur & Zemb (1992) . To our knowledge, © 1996 International Union of Crystallography Printed in Great Britain -all rights reserved the problem of two-dimensional desmearing of scattering patterns is still pending. This paper focuses on two items: (i) The treatment of the diffracted patterns in order to minimize the optical distortions introduced by the optical devices, i.e. the SAXS camera and the image-plate scanner. The image-plate scanner used here was fully calibrated (signal-to-dose response as well as pixel size). The calibration procedure is described by N6, Gazeau, Lambard, Lesieur & Zemb (1993) . Such distortions give rise to considerable problems in crystallography so that data sets cannot be properly indexed (Svensson, Hammersley, Thompson, Gonzalez & Ursby, 1996) .
(ii) Two methods and procedures for two-dimensional desmearing, which are discussed on the basis of simulated diffracted patterns of known unsmeared shape.
Characteristics of the small-angle X-ray camera
The diffraction patterns were recorded on our SAXS camera using pinhole geometry: the image of the source in the plane of the detector is approximately a point. The X-ray source is a copper rotating anode operating at 15 kW, with an apparent size of 1 x 1 mm.
The optics consist of a bent glass mirror of 18 cm length, covered with nickel, followed by a bent germanium crystal. These two focusing elements are perpendicular to ensure the point focusing of the X-ray beam in the detector plane. The germanium crystal is slightly asymmetric (3 °) towards the 111 reflexion plane. The principle of the association of these two optical devices was first described by Huxley & Brown (1967) . Such a combination of a mirror and a monochromator represents the best compromise between the two constraints: flux and monochromaticity. The source-tomonochromator distance and the monochromator-todetector distance are, respectively, 2 and 3 m. A schematic description of the camera is shown in Fig. 1 . type of experiments: (i) gas proportional counters using a dritt chamber and two perpendicular delay lines (Gabriel & Dauvergne, 1982) ; (ii) an image plate, exposed in vacuum and then scanned using an independent external scanner. A detailed description of the characteristics of the image-plate detector and the procedure to determine the scattering cross sections from the raw scattering data are given elsewhere (Nr, Gazeau, Lambard, Lesieur & Zemb, 1993) . For the samples only exhibiting a weak scattering, the gas detector gives better results than an image plate: its sensitivity is limited by slow fogging of the plate owing to cosmic radiation (Nr, Gazeau, Lambard, Lesieur & Zemb, 1993) . But the images obtained with the two-dimensional gas detectors contain a ghost image of the metallic wires, which should be corrected prior to geometrical corrections and desmearing. This paper only describes corrections made on the images recorded on the image-plate detector.
Characterization of the diffraction patterns
Two-dimensional images obtained by SAXS experiments on isotropic samples (liquids or powders of ordered colloids) consist of diffuse rings or portions of rings. Fig.  2 (a) shows a typical diffraction pattern. The sample is a solution of 50wt% of didodecylammonium bromide in water. The amphiphilic molecules associate into bilayers of thickness 25 A, in a lamellar (smectic) arrangement, with a periodicity of the order of 50 A, to be compared with the resolution of the camera, of the order of 600 A (see Table 1 ). The sample is a biphasic dispersion containing two smectic lyotropic liquid crystalline phases. These two phases are in thermodynamic equilibrium. Both are very stiff supramolecular arrangements, induced by strong electrostatic repulsions (Zemb, Gazeau, Dubois & Gulik-Krzywicki, 1993 lb), because the vacuum chamber is rotated in order to increase the q range, so that the direct beam falls at the edge of the image plate.
(ii) For mechanical reasons, the image-plate scanner itself introduces distortions in the image so that the stored pixels describe areas of different sizes and shapes depending on their position on the image plate.
(iii) The response of the imaging system is not perfect: the image of one pixel is not one pixel. It is a wider function: the point-spread function (PSF). A good representation of the PSF is the image of the direct beam in the detector plane. This function is measured with an attenuated direct beam, in the absence of both beam-stop and sample. We assume that this function is the same throughout the plate for homogeneous samples because the image plate is far from the source in small-angle X-ray scattering experiments. Fig. 2 (b) shows a radial averaging of the PSF: the shape of the PSF is well approximated by a Gaussian profile. The ideal diffraction pattern we want to restore is always smeared by this PSE (iv) Finally, the image is noisy. The expected results for a limitation due to photon noise is that the square of the observed standard deviation is proportional to the intensity I. We measured a relation as in (1), with coefficients depending on the settings. This suggests that the main origin of the noise is not due to photon statistics, but to the detection chain (photomultiplier, preamplifier, analog-to-digital converter) or to the non- uniformity of the image-plate detector. The noise is characterized as a white noise with both an additive and a multiplicative contribution:
where I(x, y) is proportional to the number of photons arriving at the location (x, y), fl is the standard deviation of the additive part and ot{I (x,y) ) is the standard deviation of the multiplicative part, proportional to the average intensity around the pixel (x, y). Performing homogeneous irradiation of the plate with a radioactive 55Fe source for different times to vary the signal intensity, we measured 0t = 0.0412 and fl = 14.6 (see Fig. 3a ).
Radial compression
The images are too large (about 10 IV[bytes) to be handled with reasonable speed on personal computers.
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• -, . Fig. 2 , before ( .... ) and after ( ) correction of the geometrical defects. After correction, the shape of the diffracted ring is more symmetric, and the intensity is higher due to correct averaging.
We have to compress them. To minimize the loss of information that would occur in a trivial compression process (the intensity of one compressed pixel being the average intensity in a square of n x n pixels), the image is first converted into polar coordinates (p, 0), and then only compressed on the 0 coordinate. Since the image consists of rings or portion of rings, the result of this conversion is an image with straight vertical lines. An example of this conversion is shown in Figs 2(a) and 4(a) and (b) (before and after conversion).
This method offers a second advantage: owing to the symmetry of the PSF, the smearing effect is not important on the 0 coordinate. Moreover, after this compression, the extent of the smearing effect in the 0 direction is small when considered far enough from the direct beam. So it is therefore possible to desmear the image line by line.
Geometrical corrections
As stated above, the geometrical defects of the diffraction patterns have two identified origins:
(i) The orientation of the image plate with respect to the direction of the direct beam. During exposure, the plate is not perpendicular to the incident X-ray beam. The two angles ~ and fl that define the position of the image plate during exposure with respect to the direction of the incident X-ray beam are defined in Fig. 1 (b) . The relations below give the coordinates x and y in the distorted image as a function of x' and y' in the undistorted image. D is the sample-to-detector distance:
x/x' = y' coso~cosfl/Otanflcos(o~-fl);
(2) y/y' = cosfl/cos (0t -fl).
(ii) The distortions generated by the image-plate scanner: numerized pixels have not a constant size on any position of the plate. To measure the size of the pixels, we use a metallic plate with series of holes at a distance of 50 mm. The shadow of this opaque metallic plate placed between the image plate and a strong radioactive source allows an exact determination of the pixel size in the raw image at different positions of the source on the image plate. Typically, the size of the pixels varies between 75 and 90 ~tm per pixel, for an average size of 88 ~tm.
To correct the geometrical defects of the diffracted patterns, we have to build a corrected image with pixels of identical size and shape. For this purpose we use the so-called Pixel Filling algorithm (Castleman, 1979) .
From the above measurements of the pixel size upon location on the image plate, we can derive the geometrical transformation between the raw (distorted) and the right (corrected) images. First we calculate x' and y', the coordinates in the distorted image of the (x, y) point. Then, it is necessary to interpolate the value of the intensity at the position (x', y') because x' and y' are not necessarily integers. We have to choose an interpolation method. The simplest methods are the nearest neighbour and the bilinear methods, which involve four pixels around the (x', y') position (Castleman, 1979) . Other methods have been described, but they involve more neighbouring pixels and they are difficult to implement in term of computer capacity and calculation time (Schlien, 1979) . In our case, we found the nearest neighbour interpolation to be preferable to the bilinear interpolation, because the bilinear interpolation method smooths the image, even if the distortion is small. This means that some information at high spatial frequencies will be lost. Owing to the symmetry of the scattering patterns, in polar coordinates, we just make sure that every pixel of the original image has been taken into account to build the converted image to avoid loss of information by subsampling.
A typical image in polar coordinates is shown in Fig. 4 , (a) before and (b) after correction. The distortions are evident in polar coordinates, because a circular ring should be a straight vertical line in this representation. Before corrections there is a shift of 15 pixels of the radius of the most intense ring between 0=0 and 0=r~/2. After the geometrical corrections have been performed, the shift is reduced to only 4 pixels. The final radial averaging shows that the peak profile becomes thinner and much more symmetric (Fig. 4c) . Moreover, the correction of the asymmetry of the peak induces a slight but non-negligible correction of its position, as shown in the figure.
Desmearing
A real problem in image restoration is that the quality of the restoration is subjective. For example, for a photographer, the quality of the restoration depends on the characteristics of his eyes and on what he expects to see. This cannot be the case for diffraction patterns, because what we want to find should be as close as possible to the real profile of the diffracted tings. To test how accurate the restoration is, we have to know what the perfect image is. Thus, we synthesized an image which has exactly the same characteristics as those observed in an experiment, except that we know its primitive shape. We start from an ideal Lorentzian profile with a known FWHM, convolved by the Gaussian PSF shown in Fig.  2(b) . Then noise is added, with the characteristics described by (1).
We tried two methods, different in their approach to the desmearing problem, to desmear our image: (a) the Wiener filtering method (Jain, 1989) and (b) the iterative method of Van Cittert (Lagendijk & Biemond, 1991) . We neglect the effects of subsampling of the PSF and of the smeared profiles: we suppose that our image contains enough information to be correctly described despite its discrete nature. Moreover, the same assumption should be verified by the desmeared profile. In one-dimensional patterns, method (a) would be analogous to an extension of the method proposed by Schmidt & Hight (1960) . Method (b) can be seen as an extension of the ubiquitous method proposed by Lake (1967) .
The Wiener filtering method
Since the smearing process is strictly equivalent to a multiplication in Fourier space, the reverse process of desmearing should be equivalent to a division. Let us call v(x, y) the smeared image, h(x, y) the PSF function and u(x, y) the result of the desmeafing process. V(#, v), H(#, v) and U(#, v) are, respectively, the Fourier transforms of v (x, y), h(x, y) and u(x, y) . We have:
v(x,y) =u(x,y).h(x,y) ¢~ V(#, v) = H(#, v).U(#, v).
To find u(x, y) in the absence of any noise, we just have to take the inverse Fourier transform of the product of V(#, v) with the inverse of H(p, v). The problem is that H-1(#, v) may not exist for every # and v, because the transform of the PSF could be exactly zero for some of the # and v values. Moreover, the Fourier transform of a white noise creates a constant background in Fourier space. This means that the noise could be much higher than the signal for particular spatial frequencies, especially in the domain where the transform of the signal is close to zero. In that case, the restoration severely amplifies the noise. To solve this problem, the Wiener filtering method takes into account the power spectrum density of the noise and gives a solution that minimizes the value of the mean-square error between the result of the desmearing process and the real image
u(x, y). The expression of this filter expressed in Fourier space is

with G(#, v) = U(~, v) = v(~, v) . G(~, v), H*(z, v). Soo@, v) n(~, v) . H*(z, v) . Soo~, v) + S,~, v)'
where H*(p, v) is the complex conjugate of H~, v), Soo~, v) the power spectrum density of u(x, y) and S,m( #, v) the power spectrum density of the noise.
Notice that, if the noise is negligible, Soo(#, v) is much greater than S,7,7(#, v) and G(#, v) is equivalent to H-l~, v) . If the signal is weak, G~, v) is equivalent to 0. In other words, the Wiener filtering restores the information only in the domains where this information is greater than the noise. There are some limitations for applying this filter:
(i) The PSF must be interpolated as accurately as possible from the noisy original image.
(ii) The standard deviation of the intensity in the image, its local mean value and the PSF must be the same throughout the plate. Typical images cannot have the same standard deviation and average everywhere. We will suppose that they are locally invariant, i.e. the variations of their statistical properties are negligible in areas as large as the extent of the PSE Sou(#, v) is unknown a priori. A quite good estimate of this power spectrum density is the power spectrum density of v [Soo(~, v) ].
(iii) The mean value for the noise must be zero and the noise has to be additive, i.e. the noise does not depend on the local mean value of the intensity.
The third limitation raises two problems: the image has been radially converted, and the noise of our image is not purely additive. As we focus on peak profiles, only a small part of the images has to be desmeared around the average 0 coordinate of the considered peak. The variation of the noise in this area can be neglected. I(x, y) ] is a logarithmic function plus x, since the noise is purely multiplicative. Fig. 3(b) shows the result of the transformationfon the scattering image of DDAB50. The noise is now additive except for small values of the intensity, which are far under the level of the background in usual images.
lterative method of Van Cittert
The iterative desmearing algorithm is completely different. The most classical one is the Van Cittert iterative method (Lagendijk & Biemond, 1991) . Let us again call v(x, y) the smeared image, h(x, y) the PSF, u(x, y) the nonsmeared image, and to(X, y) an estimate of u(x, y):
where Co(X, y) is an error function: if rio(x, y)= u(x, y), then Co(X, y) = 0. This equation can be written:
Co(X, y) = to (X, y) • h(x, y) -v(x, y) =
[r 0 • h](x, y) -v(x, y).
We calculate a new estimate rl(x, y):
r 1 (x, y) = to (X, y) -fie(x, y) .
So the iterative scheme can be written:
The convergence of the algorithm depends on the fi parameter (fl is real). Let us write the iterative scheme in the Fourier domain with the same convention as that used for the Wiener filtering method:
[U~ is a function of ~, v) for any n]; ~r = U,,_,(I -fill) + fiV.
By use of the expression of U,,_ 1, U,,-2 and so on until Uo,
Let us impose Uo --0:
This expression shows the equivalence in the Fourier domain with the iterative scheme we used before. At each ^ iteration, a new term is added to Un. Let us discuss the convergence of the iterative process:
We must take -1 < (1 -fill) < l U,, to have convergence of U,,. This is equivalent to 2 > fill> 0. So the final condition is ,v H(p, v) and the limit is the inverse filter (V/H).
Let us examine the error function [r(x, y) -u(x, y)]:
this function is the difference between the estimate of u(x, y) smeared with the PSF and the image v(x, y) with its "own noise. Therefore, this error function is also noisy. This function shows two different terms (Lagendijk & Biemond, 1991) . The first one is called the restoration error, which tends to zero when the number of iterations increases. The second one is the noise error, which increases with n. The sum of these two terms shows a minimum. The first advantage of the Van Cittert iterative method versus the Wiener filtering method is that it can be used without any hypothesis about the noise and about the statistical properties of the image. The second is that the iterations can be stopped prior to convergence, when the minimum of the error function is reached. However, the number of iterations is not known a priori, so we have to check the evolution of the error function during the desmearing process.
initial profile. The restoration by the iterative method of Van Cittert is not as good as the Wiener method. The quadratic error is higher than 0.1 and the profile is quite noisy, but the profile shows the expected FWHM.
The results of the tests are summarized in Table 2 .
Conclusion
Results and discussion
The desmearing process was performed on synthesized images in polar coordinates, with diffracted rings of known FWHM. The analytical expression used to generate these images is:
where a, b and ro are constant terms. The image is smeared with the Gaussian PSF (Fig. 2b) . Then, a noise with the characteristics shown in Fig. 3(a) is added to the image.
Two criteria are considered: the FWHM and the normalized r.m.s, error (r.m.s. error equals 1 for the unsmeared noisy image). This last criterion is not necessarily a good one. For example, the image in the region of the peak could be excellent and the other parts of the image very noisy. But properly used with subjective observation of the image, it remains a useful tool.
We considered two cases: (A) The initial profile shows about the same FWHM as the PSF profile: this is the case when 'sharp' rings are measured, corresponding to well ordered samples.
(B) The FWHM of the profile is six times larger than the FWHM of the PSF profile. This represents a typical case of uncharged colloids, when the main interaction is excluded volume interaction and there is no long-range interaction between particles or bilayers in the sample.
In case (A), i.e. for a thin profile, the restoration is not an easy task. Fig. 5(a) shows, on the same scale, the initial profile compared to the restored profiles after 10 iterations for the method of Van Cittert and the Wiener method. Both methods are worked out on two-dimensional data and radially averaged only after the desmearing process. So both methods would be suitable for anisotropic samples. The Wiener filtering method allows one to obtain a residual quadratic error of 0.2. For an ideal profile with an initial FWHM of 6 pixels, and a FWHM of the smeared profile of 12.5, the FWHM of the desmeared profile is still high at 10 pixels. The width of the profile obtained with the iterative method of Van Cittert is better (9 pixels), but the quadratic error is higher (0.3). This is not due to noise effects since the profile shown is the average of 128 lines of the synthesized image in polar coordinates.
In ease B, when 'broad' peaks are measured, the initial profile has a FWHM of 20 pixels, and the smeared profile has a FWHM of 23. The restoration by the Wiener filtering method is excellent. The quadratic error after restoration is 0.03. The FWHM is the same as that of the
Intensity in arbitrary units
To study the profile of sharp peaks observed with an image plate, the first necessary step is to correct the geometrical distortions introduced by the geometry of the camera as well as the imaging system. After geometric correction and conversion to (/9, 0) coordinates, the image of one ring is isolated as a small area of interest that can be treated line by line. Moreover, this conversion could allow correction of residual errors by cross-correlation.
Valuable results are obtained using the Wiener method on simulated diffracted patterns if the width of the profile is at least five times that of the point spread function. For thinner profiles, the desmeared profiles are always wider than the ideal profile. The iterative method of Van Cittert is less efficient and leaves more noise in the result, because this method does not take into account the spectral power of the real image compared to the spectral power of the noise, but it gives more accurate widths in the result patterns.
Our practical conclusion is that the iterative method of Van Cittert -similar to the one proposed by Lake in one dimension -would correct about half of the FWHM distortion due to smearing in a Huxley-Holmes pinhole arrangement in any case. For 'broad' peaks, when the correction is small because the image of the source is typically a factor of five less than the observed peaks, the Wiener filtering method gives excellent and usable results.
