Abstract-We tackle the problem of exploring an unknown en vironment using a range sensor, where most of the uncertainty is due to the presence of opaque objects of unknown and arbitrary geometry, topology and configuration. Information-gathering control aims to minimize the residual uncertainty, resulting in an optimal control problem that is essentially intractable. We propose a surrogate measure of uncertainty that is efficient to compute and results in guaranteed performance bounds. The resulting algorithm is proven to complete exploration within a prescribed accuracy in a finite number of steps, depending in the complexity of the environment.
I. INTRODUCTION
We consider a spatial domain represented by a subset of the real plane. Obstacles, or "objects," are simply-connected subsets of the domain. An omni-directional range sensor (or "viewer") is represented by a point on the domain, that can move continuously in the region not occupied by obstacles, and yields a measurement of the distance from the sensor to each visible obstacle. Given an unknown environment (domain and obstacle field) and a starting point Xo, we are interested in designing a path of finite length at the end of which the viewer will have "seen" all obstacles. This can be formalized as an optimal control problem with the resulting Hamilton-lacobi-Bellmann partial differential equation (PDE), or (discrete) sequential decision process. In either case, the resulting optimization is intractable for all but the most trivial cases. Our goal is therefore to devise surrogates or heuristics that result in algorithms that are provably sufficient, in the sense of eventually discovering all the visible region of the domain, and possibly efficient, in the sense of doing so in a finite number of steps depending on the complexity or volume of the environment.
Greedy exploratory strategies aim to minimize, at each step, the residual uncertainty about the environment, that is the conditional entropy of the "map" given the measurements. In our case, where the only uncertain is due to visibility, we can think of the map as a probability distribution that is uniform and equal to zero in the part of the domain that has been seen, and positive otherwise. The maximally informative strategy then corresponds to maximizing the discovered area. Therefore, efficient computation of visibility is an important component of an exploratory path planner. For a known environment, this problem has been studied extensively in computational geometry.
When obstacles are represented implicitly as the zero level set of a function, [6] one can determine visibility by comparing the geodesic and Euclidean distances between the observer Xo and a point x solving the Eikonal equation. If 'lj; is the signed distance function to the objects surfaces, fast sweeping methods [3] can be used: Following the notation of [9] , let D be some bounded domain; for any Xo E D, the visibility function from Xo is generated via
where £(xo,x) is the segment [ xo,x] , and ¢ can be computed by solving the PDE { '9¢· I ;:::: � 1 = min{H(¢ -'lj;)'9'lj; · I ;:::: � I ,a}
if the environment is known [4] . When the obstacles are unknown, [8] , [5] , [11] proposed algorithms to construct piecewise linear paths so that any point on the surface of the obstacles is seen by at least one vertex of the path. Each continuous portion of the visible boundary terminates with the occluding boundaries, or "horizon points" or edges on the visibility map. When a new horizon appears, it is stored in a list, and removed once explored. The algorithm terminates when the list L is empty. It should be noted that occluding boundaries are detectable both with range sensors as well as with optical sensors under suitable conditions [1] .
We introduce an exploration algorithm that is guaranteed to be sufficient, in the sense of discovering almost all the visible area in a finite number of steps, and efficient, in the sense of requiring a small number of re-planning steps that is bounded depending on the complexity of the environment. We prove the results for the case where objects are polygonal, although the algorithm does not make that assumption, and can handle obstacles of arbitrary shape.
II. BAC KGROUND AND NOTATION
Obstacles, or "objects, are denoted by neD and their surfaces (boundaries) by r = an. The obstacles are perfectly light-absorbing and cannot be crossed by the observer. Note that n does not uniquely define 'lj;. A common choice is the signed distance to r, which can be computed efficiently [3] . If I: U -+ IRm is locally Lipschitz, then it is differentiable at almost every x E U (with respect to the Lebesgue measure).
A proof of this result can be found in [2] . We can immediately state the following corollary: Corollary 2.3: Assume that 'I/ J is K-Lipschitz for some K> O. Then for any Y ED, \7 x¢( y ,·) is defined almost everywhere on D. When multiple objects are present, 'I/ J can be expressed using a number p of level set functions ( 'l/ Ji)i=l,. .. ,p. To extend the notion of visibility to take memory into account, we denote, for some time T > 0, the set of all trajectories of D that do not cross the obstacles. The viewer starts from an initial location Xo E D\0, and moves along some path '"'( E P. We then extend the definition of the visibility function as follows: 
1>(t, · ) encodes the knowledge that a viewer has of the envi ronment at time t when he moves along the path T When D is compact, we can define the corresponding discovered area at time t as V (t) = j� H(1)(t,y))dy (2.8) where H denotes the Heaviside function.
Lemma 4: Assume that 'I/ J is K-Lipschitz on D and fix some y E D. For any '"'(1,'"'(2 E P I ¢( y, '"'(2) -¢( y,'"'(dl ::; Kl h 2 -'"'(I iI 00 Lemma 5: For any path '"'( E P, the corresponding accumu lated visibility level set function 1> is solution of the following PDE on [0, T] x D:
where we have denoted {z}+ =max{z, O}.
The Eikonal equation, a special case of Hamilton-Jacobi for which efficient numerical schemes are available [10], [7] , can be used to compute geodesic distances in a domain D containing obstacles. Define W = D\ {xo} and 
is such that u(x) represents the minimum distance from Xo to x in presence of obstacles. The shortest path joining the point Xo to any point Xl can be computed by solving the equation
Where T > 0 is such that v(T) = Xo. The geodesic joining Xo and Xl is exactly 'c (xo,xd = {v(t) : 0::; t::; T}.
To maximize the cumulated visibility over all geodesics we solve the eikonal equation l\7ul=r where r=l+(M l)H( -'l/ J) and we call the solution u. We define a new function I on the domain by
where ,c(xo,x) is the geodesic from Xo to X and is computed using u; I(x) represent the cumulated area that would be obtained if the viewer followed the geodesic from Xo to x. Note that I is not necessarily continuous since for some x and some small Ox the geodesic ,c(xo,x+ox) might be very different from ,c (xo, x) due to the presence of obstacles. Among all of the maximizers of I, we want to find the single one that minimizes u. To do so, define for any E > 0 by:
So If (x) equals I (x) if x can be joined by a path shorter than E and zero otherwise.
Then choose
Xl =argmaxIfo(x) xED (2.15) (2.16) Xl is the closest maximizer of f and is at a distance of EO. SO the geodesic £(XO,XI) provides the maximum cumulated visibility that can be obtained by following a geodesic starting from Xo and by construction it is the shortest that does so.
-0.5 0.5 III. EXTENSION TO UNKNOWN ENVIRONMENTS Rather than following a "receding horizon" approach, where a path of fixed length is planned, and then followed only in part before re-planning, we follow a "bandit" approach, where the viewer can choose a point -at an arbitrary distance within the visible region -where the expected gain (once properly defined) is maximal. Because it is visible, the shortest path to that point is a straight line. The viewer now has the choice of being stubborn -travel until it reaches that point, regardless of evidence that becomes available in the process, and only then re-plan -or indecisive -aim towards that point, but re-plan as soon as new evidence becomes available. Of course, other combinations are possible, where re-planning is triggered by various mechanisms, or at regular intervals. Note that the evaluation of the expected gain has to be performed before an action is taken, because the actual gain is unknown until that point is reached. Therefore, it depends on the prior assumptions on the shape, size, number and distributions of obstacles in the occluded region. This is in line with the general framework of Value of Information, whereby the control is chosen to maximize the expected information gain, that in turn can be though of as an "energy" or "cost" to be optimized. In our case, the underlying distribution whose conditional entropy measures "information" is uniform and supported in the shadow area, since the only uncertainty is due to occlusion.
The shape of objects can be arbitrary; we define a spherical coordinate system centered on X by y = X + rv where v E Sd-l and r = I y -xl. Then define the projection operator 7r x: D i--t sd-l, mapping a point onto the unit sphere centered at x, by 7rx(x+rv) =V. The data returned by the sensor can be sUlmnarized by a function Px : Sd-li--t IR defined as
where M > ° is some large number. Px (v) gives the distance to obstacles in the v direction. Px (v) From now on we use the notation ¢(y,x)�¢x(y).
A. Derivation of the heuristic
Assume that the viewer has traveled for some portion of a path 'Y, which has resulted in the accumulated visibility ¢(-, 'Y ) as in Figure 3 . Each continuous portion of an obstacle terminates with the horizon points (occluding boundaries). The lines delimiting the visible region and tangent to the obstacle at the occluding points are called "horizon lines". Note that they enclose invisible regions.
Our heuristic is articulated in several steps. First, rather than determining the instantaneous control (velocity direction) that yields the maximum information (visibility) gain, we wish to determine the point from which, if we were teleported, we would have the maximum visibility gain. Thus the resulting algorithm will be intrinsically non-myopic and akin the so called "bandit" problems studied in Artificial Intelligence.
Then, among all target points, we restrict to those that are visible. That is because we cannot say a priori whether a point in the shadow area (AI and A2 in Fig. 3 ) lies inside an obstacle (and therefore we cannot go there), or whether it Left: accumulated visibility for a small path 'Y starting at Xo in presence of two obstacles. The leftmost object ends with horizon points (occluding boundaries) q and e2 and generates horizon lines hI and h2. The area of the corresponding invisible region that they enclose is Al. Right: x is a point within the visible region and y is a point lying on one of the horizons. B(x,y ) is the angle that the direction x-y makes with the perpendicular to the horizon.
is viable. As a result, the shortest path to the target object is trivial to determine as it is a straight line.
Of course, we cannot determine the information gain we would have by moving to a given point, because we do not know the shape of the obstacle in the invisible region. Therefore, we can at most compute the expected visibility gain, where the expectation is taken with respect to the distribution of the obstacle field. This would appear to be principled, but it would require an explicit choice of shape prior, that is problematic. Instead of choosing an arbitrary prior, we choose an arbitrary energy (value) that we will try to minimize. Later, we will validate this choice empirically, and bound the complexity of the exploration process relative to a class of shapes (polygons). Ideally, we would think of such a value as the expected gain in visibility. However, since there is no explicit distribution against which to compute the expectation, we refer to it as "energy" to avoid confusion.
To derive the energy, we refer to a simple example depicted in Fig. 3 : If the viewer were to jump to a location x, he would see the horizon lines h2 and h4. Let y lie on one of these horizons and define B( x, y) as the angle that x -y makes with the outward unit normal at y. In order to see what is beyond the horizon, the viewer should choose a location that makes B(x,y) as close to zero as possible for most of the y's lying on the horizons. When the angle is small, that also means that the viewer would have the most direct path to cross the horizon. Therefore, the following energy quantifies "how exposed" the horizons are, as well as how fast it would be to cross them: ,y) )dy. Here, A i is the area of the invisible region enclosed by hi and J is a positive strictly decreasing function of B.
Before we proceed, we need to define more precisely what visible horizon means. With the information available, it is clear that the horizon lines h2 and h3 will become completely visible. However, we do not know beforehand whether any part of hI and h4 will be visible since we does not know what lies inside the invisible regions (in white). It is possible (although unlikely) that the obstacle occupies the entire invisible region (gray and white), and therefore the visibility gain from moving to x would be zero. It is also possible that the obstacle is a "thin shell" and the majority of the invisible region can be uncovered. That, again, depends on the shape of the obstacles, which we do not know a-priori. We consider the invisible regions as obstacles and therefore assume that a point y lying on a horizon is invisible if the segment [x, y] crosses the invisible region. With this additional assumption, hI and h3 are considered invisible from x in Figure 3 . As we will see now, the level set framework provides powerful tools that will allow us to mathematically formalize the above.
B. Energy formulation
The zero level set of ¢ can be extracted by applying a Dirac operator, approximated via OE( The zero-level set of the corresponding level set visibility function.
As seen in Figure 4 , OE (¢) emphasizes the horizon lines but also includes the visible parts of object surfaces that must instead be discarded. We do so by masking out the non where cos( B(x,y)) = 1 I �:::: tll . 11�:i� � II· For J we use J(t ) = O.5+0.5cos(t ) (Fig. 5) .
C. Algorithm
We propose two versions of the exploration algorithm. Both iteratively calculate and update both the visibility and the energy, and find the location that maximizes it at each step. In Alg. 1, the viewer moves towards the location with the highest energy and recalculates the strategy when it reaches the target ("stubborn" explorer). In Alg. 2, the explorer re-plans at regular spatial intervals along the planned path. This allows changing direction along the way. In both cases, exploration terminates when the energy is zero. E+--O
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Compute E on {¢k > O}.
7:
if maxE = 0 then 8:
end if
10:
Select Xnext = arg max E (x)
11:
Move from Xk to Xnext by following £(Xk,Xnext) and do ¢+--max{¢,maxz EC(Xk,Xnex,) ¢(-'z)} while moving.
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k+--k+l 15: end while IV. EXPERIMENTAL ASSESSMENT To evaluate the difference between stubborn and non adaptive replanning, we performed randomized trials and E+--O
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Select Xnext = argmaxE(x) and compute £(Xk,Xnext)
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Travel a distance h on £(Xk,Xnext), call Xsto p the termination point and do ¢+--max{¢,maxz EC(Xk,X,to P ) ¢(-'z)} while moving.
12:
13:
Xk + l +--Xsto p 14:
k+--k+l 15: end while recorded the length of the path before termination of the algorithm. Although we do not compute the absolute min imum length, which would require knowledge of the map, and the solution of the optimal control problem mentioned in the introduction, the difference between the minimum and the actual length relates to regret, a common measure of performance for exploration algorithms. Therefore, total length relates to regret. We also recorded the computational complexity, that is monotonically related to the number of re-plannings before termination. Unsurprisingly, the stubborn strategy requires fewer re-plannings. Perhaps surprisingly, the algorithms exhibit very similar regret distributions, so the stubborn strategy does not produce appreciably longer paths. Of course, this is true in the average. One can easily construct examples of particular scenes and initial conditions where the stubborn algorithm will travel a significantly longer total path. We performed the experiments on an environment con taining three random obstacles, with different shapes. The stubborn algorithm takes on average 5 steps to complete the exploration. With re-planning, the algorithm takes on average 12 re-planning steps, for a total distance traveled that is marginally smaller.
The next experiment is meant to validate the heuristic in terms of total distance traveled (regret) and number of steps (computational cost) on a random sample of scenes. The samples are independently generated by an arbitrary placement of 10 to 12 non-intersecting objects with varying shape and size. The viewer's starting location is also randomized in the domain not occupied by the obstacles. Algorithm 2 re-plans whenever the distance traveled since the last decision reaches 0.5 units. The statistics are collected over 1000 runs. As we can see, most of the paths resulting from Algorithm are made of 8 steps or less, which is less than the number of obstacles. The corresponding path lengths range between 0 and 15 with an average of 6.63. In comparison, Algorithm 2 requires 8 to 28 steps to converge which is due to the fact that the strategy is recalculated more often that in the first case. The total path lengths though still range between 0 and 15, with an average of 5.86 This is slightly better than Algorithm I, but not as dramatic as one would expect considering the naive approach of the stubborn explorer. Figure 6 shows the relative area of the discovered regions against the traveled distance.
The next section describes some analysis aimed at bounding the performance of the algorithm described.
V. ANALYSIS
In this section we derive a bound on the number of replanning steps as a function of the complexity of the environment, assumed to be bounded with diam(D) ::; K for some K > O. The objects (Sli)i=l,. .. , M are assumed polyg onal for ease of proofs, with finite complexity Q. That is, for each iE{I,···,M}, Sli is described by Ni::; Q ver tices (Vj)j=l, ... ,Ni. We assume there exists 01 >0 such that mini=l,. .. , M min p #q I v� -v� I ?: 01. In other words, the length of the segments that separate two vertices is at least E. Also, there exists some 1] > 0 such that (\f)i E {I,,,, ,M}, (:3)Zi E D: B(Zi,1])cSli. Finally, we assume that there exists some constant 02 > 01 such that dist(Sli, Sl j) � min xErl i ,yErlj Ix yl ?: 02 for any i i-j. Our main result is the following:
Theorem 5.1: Let 0 < e < 01. The exploration algorithm alg(e) takes O(MQ)+O(fs-) steps to terminate. At termi nation, the uncovered area is bounded by 0 ( e 2 ).
The proof is rather lengthy and omitted due to space limitation. It will be included in a forthcoming journal version of this manuscript.
VI. DISCUSSION
We have presented an exploratory path planning algorithm with provable performance bounds, based on a heuristic measure of the "value" of future measurements. We have validated it with repeated trials where the shape, size, location and number of objects was randomized, and evaluated the complexity cost (number of re-plannings) and regret (length of path to termination). Our approach has several limitations: we assuming noiseless range measurements, so the only uncertainty is due to visibility. We assumed knowledge of the occluding boundaries. Our algorithm assumes a bounded domain D. Extending the approach to an unbounded unknown domain is an important generalization needed to make the method practical.
