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1. Introduction
Let N, Z, R be the set of all natural numbers, integers and real numbers, respectively. RN is the real linear space with
dimension N . For a,b ∈ Z with a b, [a,b] denotes the discrete interval {a,a + 1, . . . ,b}.
In this paper, we will study the multiplicity of solutions for the following boundary value problems of second-order
difference equations
(P )
{−2u(t − 1) = g(t,u(t)), t ∈ [1, T ],
u(0) = 0, u(T + 1) = 0,
where T  3 is a ﬁxed positive integer, u(t) = u(t + 1) − u(t) is the forward difference operator, 2u(t) = (u(t)), and
g ∈ C1([1, T ] × R,R) satisﬁes g(t,0) = 0 for t ∈ [1, T ]. Hence (P ) has the trivial solution u = 0. We are interested in ﬁnding
nontrivial solutions for (P ). The existence of nontrivial solutions of (P ) depends on the local properties of g near 0 and









= λm, ∀t ∈ [1, T ], (1.2)
where λk , λm are the eigenvalues of the linear boundary value problem
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{−2u(t − 1) = λu(t), t ∈ [1, T ],
u(0) = 0, u(T + 1) = 0.
(1.1) and (1.2) mean (P ) is resonant at both inﬁnity and 0.
The existence of solutions for difference equations has been studied by many authors, and some results were obtained by
means of various methods and techniques, such as ﬁxed point theorems or upper and lower solutions methods or critical
point theory, to study non-resonant discrete problems. For the details, we refer to [2,3,8,13,15,22,23] and the references
therein. As to resonant cases, Zhu and Yu [25] applied critical point theory to study the existence of positive solutions for
the second-order difference equations of the form{−2u(t − 1) = λku(t) + f (t,u(t)), t ∈ [1, T ],
u(0) = 0, u(T + 1) = 0,
under the conditions that f (t,−x) = − f (t, x) and lim|x|→∞ f (t,x)x = 0, i.e., it is resonant at inﬁnity. As known to us, Morse
theory is an important tool in dealing with the existence of solutions for resonant differential equations and partial dif-
ferential equations (e.g. [12,19–21] and the references therein). However, to the authors’ knowledge, there are few papers
which study the boundary value problems of second-order difference equations by Morse theory. In this paper, based on
Morse theory, critical point theory, minimax methods and bifurcation theory, we consider the existence of multiple solutions
for (P ) with resonance at both inﬁnity and zero, and some new multiplicity results are proved under suitable conditions
imposed on g .
Let H = {u = (u(0), . . . ,u(T + 1)) ∈ RT+2 | u(0) = u(T + 1) = 0} denote a ﬁnite-dimensional real Hilbert space with
inner product 〈u, v〉 =∑Tt=1 u(t)v(t) and norm ‖u‖ = √〈u,u〉. It follows from [1] that λi = 4sin2 iπ2(T+1) > 0, i ∈ [1, T ] are
the distinct eigenvalues of (P0). Let φi , i ∈ [1, T ] be the corresponding orthogonal eigenvectors, where φi( j) = sin i jπT+1 ,
j ∈ [1, T ]. For k ∈ [2, T − 1], H can be split as H = W− ⊕ V ⊕ W+ , where
W− = span{φ1, . . . , φk−1}, V = span{φk}, W+ = span{φk+1, . . . , φT }.
Every vector u ∈ H can be written as u = u− + v + u+ , where u− ∈ W− , u+ ∈ W+ , v ∈ V . Denote
f (t, x) = g(t, x) − λkx, (1.3)
and deﬁne the functional J : H → R as















, u ∈ H, (1.4)














v(t), u, v ∈ H, (1.5)
and the solutions of (P ) are exactly the critical points of J in H .
We make the following assumptions:








vn(t) ε, n N,
where un = vn + wn , vn ∈ V , wn ∈ V⊥ .
(G±) There exists δ > 0 such that
±(2G(t, x) − λmx2) 0, ∀t ∈ [1, T ], |x| δ,
where G(t, x) = ∫ x0 g(t, s)ds.
(g1) There exists x0 = 0 such that g(t, x0) = 0 for t ∈ [1, T ].
(g2) There exist x1 < 0 and x2 > 0 such that g(t, x1) = g(t, x2) = 0 for t ∈ [1, T ].
Remark 1.1. In the current paper, the assumption ( f ±) which is adopted from [18] ensures the global compactness of the
associated energy functional J and the complete computation of the critical groups of the functional J at inﬁnity. By the
assumption (G±) [20], we can calculate the critical groups at 0.
J. Liu et al. / J. Math. Anal. Appl. 374 (2011) 187–196 189The main results in this paper are the following theorems.
Theorem 1.1. Let (1.1) and g′x(t,0) < λ1 . Then (P ) has at least four nontrivial solutions, among which one is positive and one is
negative, in each of the following cases:
(i) ( f +) and k ∈ [2, T ];
(ii) ( f −) and k ∈ [3, T ].
Theorem 1.2. Let (1.1) and (1.2) hold and k = 1. Then (P ) has at least two nontrivial solutions in each of the following cases:
(i) ( f +), (G+) and m ∈ [2, T ];
(ii) ( f +), (G−) and m ∈ [1, T ], m = 2;
(iii) ( f −), (G+) and m ∈ [1, T ];
(iv) ( f −), (G−) and m ∈ [2, T ].
Theorem 1.3. Let (1.1), (1.2) and (g1) hold and k,m ∈ [2, T ]. Then (P ) has at least four nontrivial solutions in each of the following
cases:
(i) ( f +), (G+) and m = k;
(ii) ( f +), (G−) and m = k + 1;
(iii) ( f −), (G+) and m = k − 1;
(iv) ( f −), (G−) and m = k.
Theorem 1.4. Let (1.1), (1.2) and (g2) hold and k,m ∈ [2, T ]. Then (P ) has at least six nontrivial solutions, among which two are
positive and two are negative, in each of the following cases:
(i) ( f +), (G+) and m = k;
(ii) ( f +), (G−) and m > 2, m = k + 1;
(iii) ( f −), (G+) and k > 2, m = k − 1;
(iv) ( f −), (G−) and k,m > 2, m = k.
2. Preliminaries about Morse theory
Let H be a Hilbert space and J ∈ C2(H,R) be a functional possessing the deformation properties [4] which follow from
the Palais–Smale condition ((PS) in short) or Cerami condition ((C) in short) introduced in [5]. Letting u0 be an isolated
critical point of J with J (u0) = c, and U be a neighborhood of u0, containing the unique critical point, the group
Cq( J ,u0) := Hq
(
J c ∩ U , ( J c \ {u0})∩ U), q ∈ Z,
is called the q-th critical group of J at u0, where J c = {u ∈ H | J (u)  c}, Hq(A, B) denotes the q-th singular relative
homology group of the topological pair (A, B) with integer coeﬃcients. Denote K = {u ∈ H | J ′(u) = 0}. Assume that K is a
ﬁnite set. Take a < inf J (K ). The critical groups of J at inﬁnity are deﬁned by [4]




, q ∈ Z.
The relationship between the Morse type numbers Mq :=∑u∈K dimCq( J ,u) and the Betti numbers βq := dimCq( J ,∞) is
described by the following Morse inequalities [6,16]
q∑
j=0
(−1)q− jM j 
q∑
j=0







Let u ∈ K be an isolated critical point of J such that J ′′(u) is a Fredholm operator and the Morse index μ(u) and the
nullity ν(u) of u are ﬁnite. We have the following facts about the critical groups of J at u:
(i) Cq( J ,u) ∼= 0, q /∈ [μ(u),μ(u) + ν(u)].
(ii) If u is nondegenerate, i.e., ν(u) = 0, then Cq( J ,u) ∼= δq,μ(u)Z.
When u is degenerate, the critical groups of J at u can be described completely when J has a local linking structure at u,
a concept introduced in [9,10]. We state this result for u = 0 (in applications the origin is always a trivial critical point).
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to H = H− ⊕ H+ , l = dim H− < ∞, i.e., there exists ρ > 0 such that
J (u) 0, for u ∈ H−, ‖u‖ ρ, J (u) > 0, for u ∈ H+, 0 < ‖u‖ ρ.
Then Cq( J ,0) ∼= δq,lZ, if l = μ(0) or l = μ(0) + ν(0).
In order to prove the main results in this paper, we need the following abstract results about the critical group Cq( J ,∞).
Proposition 2.2. (See [19].) Let the functional J : H → R be of the form
J (u) = 1
2
〈Au,u〉 + Q (u), (2.3)
where A : H → H is a self-adjoint linear operator such that 0 is isolated in σ(A), the spectrum of A. Assume that Q ∈ C1(H,R)
satisﬁes
∥∥Q ′(u)∥∥= o(‖u‖), ‖u‖ → ∞. (2.4)
Denote V := ker A, W := V⊥ = W− ⊕ W+ where W± are subspaces on which A is positive (negative) deﬁnite. Assume that μ =
dimW− and ν = dim V = 0 are ﬁnite and J satisﬁes the deformation condition. Then
Cq( J ,∞) ∼= δq,k±Z, q ∈ Z,
provided J satisﬁes the angle conditions at inﬁnity:
(AC±∞) There exist M > 0 and α ∈ (0,1) such that
±〈 J ′(u), v〉 0, for u = v + w, ‖u‖ M, ‖w‖ α‖u‖,
where k+ = μ, k− = μ + ν , v ∈ V and w ∈ W .
3. Proofs of the main results
Now we give the proofs of Theorems 1.1–1.4. We ﬁrst verify that J satisﬁes (C) condition.
Lemma 3.1. Let ( f +) (or ( f −)) hold. Then the functional J deﬁned by (1.4) satisﬁes (C) condition.




J ′(un) → 0, n → ∞. (3.1)
We only need to show that {un} is bounded since dim H is ﬁnite. Suppose, on the contrary, that ‖un‖ → ∞ as n → ∞.
Setting un = un‖un‖ , then ‖un‖ = 1. As a result, {un} has a convergent subsequence. Without loss of generality, we may
assume that there exists u ∈ H such that
un → u, un(t) → u(t), t ∈ [1, T ], (3.2)
and ‖u‖ = 1. It follows from (1.1) that limn→∞ f (t,un(t))‖un‖ = 0, t ∈ [1, T ]. By (3.1),
|〈 J ′(un),ϕ〉|
‖un‖ 
‖ J ′(un)‖ · ‖ϕ‖
‖un‖ → 0, ∀ϕ ∈ H,









λkun(t) + f (t,un(t))‖un‖
]
ϕ(t).




λku(t)ϕ(t) = 0, ∀ϕ ∈ H .
t=0 t=1
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u(0) = 0, u(T + 1) = 0.
Thus u ∈ V . Write un = vn + wn , where vn ∈ V , wn ∈ V⊥ , then ‖vn‖‖un‖ → 1 as n → ∞. By ( f +) or ( f −), there exist ε > 0 and





















vn(t) ε, n N.
This implies that∥∥ J ′(un)∥∥ · ‖un‖ ∥∥ J ′(un)∥∥ · ‖vn‖ ε, n N,
which contradicts (3.1). This completes the proof. 
To use the cut-off technique, we prove the following lemma.
Lemma 3.2. Let h ∈ C([1, T ] × R,R) and H(t, x) = ∫ x0 h(t, s)ds. Then the functional J˘ : H → R deﬁned by











satisﬁes (PS) condition in each of the following cases:





= α > λ1, t ∈ [1, T ]; (3.3)





= α > λ1, t ∈ [1, T ]. (3.4)













ϕ(t) = o(‖ϕ‖), ∀ϕ ∈ H . (3.5)
It suﬃces to show that {un} is bounded. Suppose, on the contrary, that ‖un‖ → ∞ as n → ∞. Setting un = un‖un‖ , then‖un‖ = 1. Hence there is a renamed subsequence {un} such that
un → u, un(t) → u(t), t ∈ [1, T ], (3.6)






αu+(t)ϕ(t) = 0, ∀ϕ ∈ H,
where u+ =max{u,0}. Thus, u is a nontrivial solution of the problem{−2u(t − 1) = αu+(t), t ∈ [1, T ],
u(0) = 0, u(T + 1) = 0.
Now we prove that u = u+  0. Suppose that u(i) < 0 for some i ∈ [1, T ] and u( j) 0 for j ∈ [1, i − 1]. Note that u+(i) = 0.
Then −2u(i − 1) = 0. Hence u(i + 1) = 2u(i) − u(i − 1) < 0. Repeating the process we can get u(T + 1) < 0. It contradicts
the fact u(T + 1) = 0. Since α > λ1, u(t) = 0 for all t ∈ [1, T ], which contradicts ‖u‖ = 1. Hence, {un} is bounded. This
completes the proof. 
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(i) Cq( J ,∞) ∼= δq,k−1Z provided ( f −) holds,
(ii) Cq( J ,∞) ∼= δq,kZ provided ( f +) holds.
Proof. Note that μ = dimW− = k − 1, ν = dim V = 1. We only prove the case (i), the case (ii) can be proved in a similar
way. Rewrite the functional J as











, u ∈ H . (3.7)
Then J has the form (2.3) with








By (1.1), we see easily that (2.4) holds. By Lemma 3.1, J satisﬁes (C) condition. Now we show that ( f −) implies the angle
condition (AC+∞) at inﬁnity holds. Suppose it is not true, then for any n ∈ N, there is un ∈ H , un = vn + wn such that
‖un‖ n, ‖wn‖ 1
n





< 0, ∀n ∈ N. (3.9)
It follows from (3.8) that
‖un‖ → ∞, ‖vn‖‖un‖ → 1, n → ∞.










vn(t) ε, ∀n N,
which contradicts (3.9). Therefore (AC+∞) holds. By Proposition 2.2, Cq( J ,∞) ∼= δq,k−1Z. This completes the proof. 
Proof of Theorem1.1. We only prove the case (i), the case (ii) can be similarly proved. By g′x(t,0) < λ1, a simple computation
shows that u = 0 is a local minimum of J . Hence
Cq( J ,0) ∼= δq,0Z, q ∈ Z. (3.10)
Set h+(t, x) = g(t, x) for x  0 and h+(t, x) = 0 for x < 0 and let H+(t, x) =
∫ x
0 h+(t, s)ds. Deﬁne the functional













Then the critical points of J+ are exactly the solutions of the problem
(P+)
{−2u(t − 1) = h+(t,u(t)), t ∈ [1, T ],
u(0) = 0, u(T + 1) = 0,
and the nonnegative solutions of (P+) are the solutions of (P ). By Lemma 3.2(i), we see that J+ ∈ C2−0(H,R) satisﬁes (PS)
condition.
Since g′x(t,0) < λ1, u = 0 is a strictly local minimum of J+ . Hence there exist ρ > 0, τ > 0 such that
J+(u) τ , u ∈ H with ‖u‖ = ρ.
By φ1 > 0 and (1.1), J+(sφ1) → −∞, s → +∞. By the Mountain Pass Theorem [17], J+ has a nontrivial critical point u+ .
Now we prove u+ > 0. Suppose that u+(i) 0 for some i ∈ [1, T ] and u+( j) > 0 for j ∈ [1, i−1]. Note that h+(i,u+(i)) = 0.
Then u+(i+1) = 2u+(i)−u+(i−1) < 0. Repeating the process we can get u+(T +1) < 0. It contradicts the fact u+(T +1) =
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mountain pass point [6], we have
Cq( J ,u+) ∼= Cq( J+,u+) ∼= δq,1Z, q ∈ Z. (3.12)
The same argument shows that J has a nontrivial critical point u− < 0 with
Cq( J ,u−) ∼= δq,1Z, q ∈ Z. (3.13)
By ( f +) and Lemma 3.3(ii),
Cq( J ,∞) ∼= δq,kZ, q ∈ Z. (3.14)
It follows from the relationship between the q-th Morse type number and the q-th Betti number that J must have a critical
point u0 such that





a1 −1 0 · · · 0 0 0
−1 a2 −1 · · · 0 0 0







0 0 0 · · · −1 aT−1 −1




where at = 2− g′x(t,u0(t)), t ∈ [1, T ], dimker( J ′′(u0)) 1, by the Shifting theorem and the critical groups characterizations
of the local minimum and the local maximum [6],
Cq( J ,u0) ∼= δq,kZ, q ∈ Z. (3.16)
It follows from k 2 that u+ , u− and u0 are three nontrivial critical points of J . Assume that K = {0,u+,u−,u0}, then the
Morse equality (2.2) expresses
(−1)0 + (−1)1 + (−1)1 + (−1)k = (−1)k,
which is impossible. Thus, J must have the fourth critical point u1 = 0. Therefore, u+ , u− , u0 and u1 are four nontrivial
critical points of J . This completes the proof. 
Lemma 3.4. Let g satisfy (1.2) and (G+) (or (G−)). Then J has a local linking at 0 with respect to the decomposition H = H− ⊕ H+ ,
where H− = span{φ1, . . . , φm} (or H− = span{φ1, . . . , φm−1} respectively), H+ = (H−)⊥ .
Proof. Given 0 < ε < λm+1 − λm , we can use (1.2) to obtain 0 < ρ  δ such that∣∣2G(t, x) − λmx2∣∣< εx2, ∀t ∈ [1, T ], 0 < |x| ρ.
Suppose that (G+) holds, i.e.
0 2G(t, x) − λmx2, ∀t ∈ [1, T ], |x| δ.
Then
0 2G(t, x) − λmx2 < εx2, ∀t ∈ [1, T ], 0 < |x| ρ.
Let H− = span{φ1, . . . , φm}. Then H+ = span{φm+1, . . . , φT }. For any u ∈ H+ , 0 < ‖u‖ ρ implies |u(t)|  ρ , for t ∈ [1, T ].
Then we have




















= (λm+1 − λm) − ε ‖u‖2 > 0.
2
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This implies that J has a local linking at 0 with respect to H = H− ⊕ H+ . The case in which (G−) holds can be similarly
proved. This completes the proof. 
Proof of Theorem 1.2. Now u = 0 is a degenerate critical point of J with the Morse index μ(0) = m − 1 and the nullity
ν(0) = 1. We only prove the cases (i) and (iii), the cases (ii) and (iv) can be proved in a similar way.
(i) By Lemma 3.4 and Proposition 2.1,
Cq( J ,0) ∼= δq,mZ, q ∈ Z. (3.17)
For k = 1, we get the following formulas by (3.14) and (3.15)
Cq( J ,∞) ∼= δq,1Z, q ∈ Z, C1( J ,u0)  0.
Therefore u0 is a mountain pass point of J and then
Cq( J ,u0) ∼= δq,1Z, q ∈ Z. (3.18)
Noting that m = 1 implies u0 = 0. If K = {0,u0}, then the Morse equality (2.2) describes
(−1)m + (−1)1 = (−1)1.
It is impossible. Thus J has another nontrivial critical point u1.
(iii) In this case, we still have (3.17). With Lemma 3.3(i) and k = 1,
Cq( J ,∞) ∼= δq,0Z, q ∈ Z, C0( J ,u0)  0. (3.19)
Thus, u0 is a minimizer of J . Further
Cq( J ,u0) ∼= δq,0Z, q ∈ Z. (3.20)
For any m ∈ [1, T ], it follows from (3.17) and (3.20) that u0 = 0. The second nontrivial solution u1 is obtained in the same
way as in the case (i). This completes the proof. 
Proof of Theorem 1.3. We only prove the case (i), the other cases can be proved in a similar way. By (G+), Lemma 3.4 and
Proposition 2.1, we have (3.17). By ( f +) and Lemma 3.3(ii), we have (3.14). Hence J has a critical point u0 satisfying (3.15).
By m = k, (3.17) and (3.15), u0 = 0.
Assume (g1) holds with x0 > 0. Set gˆ(t, x) = g(t, x) for 0  x  x0 and gˆ(t, x) = 0 for x < 0 or x > x0 and let Gˆ(t, x) =∫ x
0 gˆ(t, s)ds. Deﬁne the functional Jˆ (u) : H → R as












Then Jˆ is bounded below and satisﬁes (PS) condition. Hence there is a minimizer u1 of Jˆ such that Jˆ ′(u1) = 0, that is,
u1 satisﬁes{−2u1(t − 1) = gˆ(t,u1(t)), t ∈ [1, T ],
u1(0) = 0, u1(T + 1) = 0.
By the same argument as in the proof of Theorem 1.1, u1(t) > 0 for t ∈ [1, T ]. Now we prove u1(t) < x0 for t ∈ [1, T ].
Suppose that u1(i)  x0 for some i ∈ [1, T ] and u1( j) < x0 for j ∈ [1, i − 1]. Note that gˆ(i,u1(i)) = 0. Then u1(i + 1) =
2u1(i) − u1(i − 1) > x0. Repeating the process we can get u1(T + 1) > x0. It contradicts the fact u1(T + 1) = 0. Hence, u1 is
also a local minimizer of J in H . And we have
Cq( J ,u1) ∼= δq,0Z, q ∈ Z. (3.22)
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( P˜ )
{−2v(t − 1) = g˜(t, v(t)), t ∈ [1, T ],
v(0) = 0, v(T + 1) = 0,
and the corresponding energy functional











, v ∈ H,
where G˜(t, x) = ∫ x0 g˜(t, s)ds. A direct calculation shows that if v is a critical point of J˜ then u1 + v is a critical point of J ,
and by Theorem 1 in [7],
Cq( J ,u1 + v) ∼= Cq( J˜ , v), q ∈ Z.
Furthermore, deﬁne g˜+(t, x) = g˜(t, x) for x 0 and g˜+(t, x) = 0 for x < 0 and consider the problem
( P˜+)
{−2v(t − 1) = g˜+(t, v(t)), t ∈ [1, T ],
v(0) = 0, v(T + 1) = 0,












, v ∈ H,
where G˜+(t, x) =
∫ x





= λk > λ1, t ∈ [1, T ].
It follows from Lemma 3.2 that J˜+ satisﬁes (PS) condition. Since u1 > 0 is a local minimizer of J , v = 0 is a strictly local
minimizer of J˜+ and J˜+(0) = 0. Hence there exist ρ > 0, τ > 0 such that
J˜+(v) τ , v ∈ H with ‖v‖ = ρ,
and
J˜+(sφ1) → −∞, as s → +∞.
By the Mountain Pass Theorem [17], J˜+ has a nontrivial critical point v+ . By the same argument as in the proof of Theo-
rem 1.1, v+ > 0 and then is a critical point of J˜ . Moreover, we have
Cq( J˜ , v+) ∼= δq,1Z, q ∈ Z.
Hence u+ = v+ + u1 > u1 is a positive critical point of J with
Cq( J ,u+) ∼= δq,1Z, q ∈ Z. (3.23)
The same argument shows that J has a critical point u− < u1 with
Cq( J ,u−) ∼= δq,1Z, q ∈ Z. (3.24)
Finally, by comparing the critical groups and by using the condition m,k ∈ [2, T ] with m = k, u0, u1, u+ and u− are four
nontrivial critical points of J two of which are positive.
Assume (g1) holds with x0 < 0. Similarly, we have that J has at least four nontrivial critical points two of which are
negative. This completes the proof. 
Proof of Theorem 1.4. We only prove the case (i). By (g2), there exist x1 < 0 and x2 > 0 such that g(t, x1) = g(t, x2) = 0 for
t ∈ [1, T ]. Thus, it follows from the proof of Theorem 1.3 that J has two positive critical points u2 > u1 > 0 such that
Cq( J ,u1) ∼= δq,0Z, Cq( J ,u2) ∼= δq,1Z, q ∈ Z, (3.25)
and two negative critical points u4 < u3 < 0 such that
Cq( J ,u3) ∼= δq,0Z, Cq( J ,u4) ∼= δq,1Z, q ∈ Z. (3.26)
196 J. Liu et al. / J. Math. Anal. Appl. 374 (2011) 187–196Now we prove that J has another two critical points. By (G+), Lemma 3.4 and Proposition 2.1, we have (3.17). By ( f +)
and Lemma 3.3(ii), we have (3.14). Hence J has a critical point u0 satisfying (3.15) and (3.16). It follows from m = k that u0
differs from 0 and u j, j ∈ [1,4]. If K = {0,u0, . . . ,u4}, then the Morse equality (2.2) expresses
(−1)0 + (−1)1 + (−1)0 + (−1)1 + (−1)m + (−1)k = (−1)k.
It is impossible. Thus, J must have another critical point u5 = 0. Therefore, u0,u1, . . . ,u5 are six nontrivial critical points of
J among which two are positive and two are negative. This completes the proof. 
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