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 EXISTENCE AND UNIQUENESS OF SOLUTIONS TO STOCHASTIC HEAT 
EQUATIONS WITH MARKOVIAN SWITCHING AND FELLER PROPERTY 
                                                             QIANZHU FAN1  
University of Glasgow, Glasgow, UK 
ABSTRACT. In this paper, we focus on two-component Markov processes which consist of 
continuous dynamics and discrete events. Using the classical fixed point theorem for 
contractions to investigate the existence and uniqueness of solutions of stochastic heat 
equations with Markovian switching, then developing the corresponding the Feller property 
of the solution.  
KEYWORDS.  Markov chain, Markov process, mild solution, Feller property. 
 
1. INTRODUCTION 
Stochastic modelling plays a key role in sciences and industries. In particular, stochastic 
differential equations with Markovian switching (SDEs-MS in short) have a number of 
important applications, such as population dynamics, stochastic stabilization and financial 
modelling. For instance, Mao and Yuan [11] first systematically presented the theory of 
SDEs-MS and applications. Luo and Mao [9] showed that the positive solution of the 
stochastic population systems under regime switching did not explode in finite time with 
probability one. Moreover, Luo and Mao [10] demonstrated that the solution was 
stochastically ultimately bounded and average in time of the second moment of the solution 
was bounded. Settati and Lahrouz [13] investigated the existence of a unique ergodic 
stationary distribution of the stochastic n-dimensional population systems under regime 
switching. Zhang, Tong and Hu [17] applied SDEs-MS into stochastic interest rate model. 
They discussed the Feller property and unique stationary distribution for Cox-Ingersoll-Ross 
model with Markov switching.  The limitation of previous studies only considered the 
stochastic systems in finite dimensions. However, Da Prato and Zabczyk [4, 5] introduced the 
stochastic equations in infinite dimensions, did not consider any Markov chain. They studied 
the existence and uniqueness of solutions of general stochastic evolution equations in Hilbert 
space, and investigated the qualitative properties of solutions. Recently, Anabtawi and 
Sathananthan [1, 2] developed stability and convergence results for stochastic parabolic 
partial differential equations in Hilbert spaces in the context of Lyapunov functional 
techniques. There is no previous research on stochastic equations with Markovian switching 
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 in infinite dimensions. This paper contributes to the existing literature by investigating the 
existence, uniqueness results and Feller property of stochastic heat equations with Markovian 
switching (SHEs-MS in short). We consider the heat conduction over thin wire 𝑥 ∈ 𝐷 with a 
constant thermal diffusivity 𝛼 > 0, 𝑘 > 0. Let 𝑋(𝑥, 𝑡) denote the temperature distribution at 
point 𝑥  and time 𝑡 > 0  due to a spatially dependent white noise. Let  𝜃(𝑡)  denote a 
continuous-time Markov chain taking values on a finite state space 𝕊 = {1,2,…𝑁}. Suppose 
both ends of the wire are maintained at the freezing temperature. Then, given an initial 
temperature ℎ ∈ 𝐻 = 𝐿2(𝐷), the temperature field 𝑋(𝑥, 𝑡) is governed by the initial-boundary 
value problem for SHEs-MS:  
{
 
 
 
   
𝜕𝑋(𝑥, 𝑡)
𝜕𝑡
= (𝜅∆ − 𝛼)𝑋(𝑥, 𝑡) + 𝑓(𝑋(𝑥, 𝑡), 𝑡, 𝜃(𝑡)) + 𝜎(𝑋(𝑥, 𝑡), 𝑡, 𝜃(𝑡))?̇?(𝑥, 𝑡);
                                                 
𝑋|𝜕𝐷 = 0;
𝑋(𝑥, 0) = ℎ(𝑥) ∈ 𝐻; 𝜃(0) = 𝑖 ∈ 𝕊,                    𝑥 ∈ 𝐷, 𝑡 ∈ (0, 𝑇);                                  
(1.1) 
Here the state vector has two components 𝑋(∙, 𝑡) and 𝜃(𝑡), the first one is in general referred 
to as the state while the second is regarded as the mode. In its operation, the system will 
switch from one mode to another in a random way, and the switching between the modes is 
governed by a Markov chain.  
The purpose of this paper is to devote SHEs-MS (1.1). In the first part, the equation (1.1) is 
treated as nonlinear stochastic evolution equations in 𝐿2(𝐷). The existence and uniqueness of 
mild solutions is verified through the semigroup approach, which is treated extensively in the 
book by Da Prato and Zabczyk [4]. In the second part, we show the pair of process 
(𝑋(𝑡), 𝜃(𝑡)) being a Markov process with initial data (ℎ, 𝑖) ∈ 𝐻 × 𝕊, then the Feller property 
will be obtained in the similar way as Mao and Yuan [11]. 
The organization of this paper is as follows: we state basic definitions in section 2. We study 
the existence and uniqueness of solutions of equation (1.1) in section 3, and investigate the 
Feller property of the solution in section 4. Then we demonstrate an example in section 5. 
2. PRELIMINARIES 
Let  (𝛺, ℱ, ℙ)  be a complete probability space with filtration  {ℱ𝑡}𝑡≥0 . Without loss of 
generality, assume the filtration {ℱ𝑡}𝑡≥0  satisfies the usual conditions (i.e. it is right 
continuous with ℱ0 containing all ℙ-null sets). Let 𝜃(𝑡), 𝑡 ≥ 0 be a right-continuous Markov 
chain on probability space taking values in a finite space 𝕊 = {1,2,…𝑁} with generator 𝛤 =
(𝛾𝑖𝑗)𝑁×𝑁 given by 
ℙ{𝜃(𝑡 + 𝛿) = 𝑗| 𝜃(𝑡) = 𝑖} = {
𝛾𝑖𝑗𝛿 + 𝑜(𝛿), 𝑖𝑓𝑖 ≠ 𝑗,
1 + 𝛾𝑖𝑖𝛿 + 𝑜(𝛿), 𝑖𝑓𝑖 = 𝑗,
      
 for 𝛿 > 0.   Here 𝛾𝑖𝑗 > 0, it is the transition rate from 𝑖 to 𝑗, if 𝑖 ≠ 𝑗 while 𝛾𝑖𝑖 = −∑ 𝛾𝑖𝑗𝑖≠𝑗 . 
Let 𝐷 ⊂ ℝ𝑑 be a bounded domain with a smooth boundary 𝜕𝐷. Denote 𝐿2(𝐷) = 𝐻 = 𝐾 with 
inner products <·,·>𝐻, <·,·>𝐾 and norms ∥·∥𝐻, ∥·∥𝐾, respectively. Denote by ℒ(𝐾, 𝐻) be the 
space of bounded linear operators from 𝐾  into  𝐻 , equipped with the usual operator 
norm  ‖∙‖ .We introduce the subspace 𝐾0 = 𝑄
1
2(𝐾)  of 𝐾  which, endowed with the inner 
product 
< 𝑢, 𝑣 >𝐾0=< 𝑄
−
1
2𝑢, 𝑄−
1
2𝑣 >𝐾 , 
is a Hilbert space, where 𝑄 is positive, self-adjoint, trace class operator on 𝐾 .  Let ℒ2
0 =
ℒ2(𝐾0, 𝐻) denote the space of all Hilbert-Schmidt operators from 𝐾0 into 𝐻. The space ℒ2
0 is 
also a separable Hilbert space, equipped with the norm 
‖𝜙‖ℒ20
2 = 𝑡𝑟 ((𝜙𝑄
1
2) (𝜙𝑄
1
2)
∗
) , 𝑓𝑜𝑟 𝑎𝑛𝑦 𝜙 ∈ ℒ2
0 . 
Clearly, for any bounded operators 𝜙 ∈ ℒ(𝐾,𝐻), this norm reduces to ‖𝜙‖ℒ20
2 = 𝑡𝑟(𝜙𝑄𝜙∗).  
In this paper, we consider the following system of SHEs-MS: 
𝜕𝑋(𝑥, 𝑡)
𝜕𝑡
= (𝜅∆ − 𝛼)𝑋(𝑥, 𝑡) + 𝑓(𝑋(𝑥, 𝑡), 𝑡, 𝜃(𝑡)) + 𝜎(𝑋(𝑥, 𝑡), 𝑡, 𝜃(𝑡))?̇?(𝑥, 𝑡); 
𝑋|𝜕𝐷 = 0; 
                 𝑋(𝑥, 0) = ℎ(𝑥) ∈ 𝐻;  𝜃(0) = 𝑖 ∈ 𝕊;            𝑥 ∈ 𝐷, 𝑡 ∈ (0, 𝑇);                    (2.1) 
where ∆= ∑
𝜕2
𝜕𝑥2
𝑑
𝑖=1  is the Laplacian operator; 𝜅, 𝛼 are positive constants; 𝜃(𝑡) be the right-
continuous Markov chain starting from the finite state 𝑖 ∈ 𝕊 at 𝑡 = 0; the non-linear terms 
𝑓(𝑢, 𝑡, 𝑟) and 𝜎(𝑢, 𝑡, 𝑟) satisfy properly formulated Lipschitz and linear growth conditions; 
?̇?(𝑥, 𝑡)be a spatially dependent white noise, by convention, is the formal time derivative 
𝜕
𝜕𝑡
𝑊(𝑥, 𝑡) of the Wiener random field 𝑊(𝑥, 𝑡); let 𝑊(∙, 𝑡) be an 𝐾-valued Wiener process 
with mean zero and covariance operator 𝑄, 𝑡𝑟𝑄 < ∞; initial value ℎ(𝑥) is a given function 
in 𝐻 = 𝐿2(𝐷), and initial value  𝑖 ∈ 𝕊 , both of them is ℱ0-measurable. 
3. THE EXISTENCE AND UNIQUNESS OF MILD SOLUTIONS  
In this paper, we consider the SHEs-MS (2.1) as the following stochastic evolution equation 
𝑑𝑋(𝑡) = [𝐴𝑋(𝑡) + 𝐹(𝑋(𝑡), 𝑡, 𝜃(𝑡))]𝑑𝑡 + 𝛴(𝑋(𝑡), 𝑡, 𝜃(𝑡))𝑑𝑊(𝑡), 𝑡 ≥ 0, 
𝑋(0) = ℎ ∈ 𝐻, 𝜃(0) = 𝑖 ∈ 𝕊.                 (3.1) 
By convention, we write  𝑋(𝑡) = 𝑋(·, 𝑡),   𝐹(𝑋(𝑡), 𝑡, 𝜃(𝑡)) = 𝑓(𝑋(·, 𝑡), 𝑡, 𝜃(𝑡)), 
𝛴(𝑋(𝑡), 𝑡, 𝜃(𝑡)) = 𝜎(𝑋(·, 𝑡), 𝑡, 𝜃(𝑡)) and 𝑑𝑊(𝑡) = 𝑊(·, 𝑑𝑡). Here  𝐴 = (𝜅∆ − 𝛼)  for 𝜅 >
0, 𝛼 > 0;  𝐴:𝐷(𝐴) ⊂ 𝐻 → 𝐻 generates a contraction semigroup 𝐺(𝑡), 𝑡 ≥ 0, on 𝐻 = 𝐿2(𝐷), 
 which satisfies the properties:  ǁ𝐺(𝑡)ℎǁ ≤ ‖ℎ‖, for ℎ ∈ 𝐻 and (𝐴𝜑, 𝜑) ≤ 0  for 𝜑 ∈ 𝐷(𝐴) ; 
𝑊(𝑡) be a 𝑄-Wiener process in 𝐾 = 𝐿2(𝐷) with 𝑡𝑟𝑄 < ∞; initial values ℎ ∈ 𝐻 = 𝐿2(𝐷) , and 
𝜃(0) = 𝑖 ∈ 𝕊 are  ℱ0-measurable. Throughout this chapter, for the existence and uniqueness 
of the mild solutions, we shall impose the following assumptions: 
Hypothesis 3.1. 
(H1) (Lipschitz condition) 𝐹(𝑢, 𝑡, 𝑟)  and 𝛴(𝑢, 𝑡, 𝑟) are predictable random fields. There 
exists a constant 𝐾1 > 0, such that 
‖𝐹(𝑢, 𝑡, 𝑟) − 𝐹(𝑣, 𝑡, 𝑟)‖𝐻
2+∥ 𝛴(𝑢, 𝑡, 𝑟) − 𝛴(𝑣, 𝑡, 𝑟) ∥ℒ20
2 ≤ 𝐾1‖𝑢 − 𝑣‖𝐻
2 , 
for any 𝑢, 𝑣 ∈ 𝐻, 𝑡 ∈ [0, 𝑇], 𝑟 ∈ 𝕊. 
(H2) (Linear growth condition) There exists a constant 𝐾2 > 0, such that 
          ‖𝐹(𝑢, 𝑡, 𝑟)‖𝐻
2+∥ 𝛴(𝑢, 𝑡, 𝑟) ∥ℒ20
2 ≤ 𝐾2(1 + ‖𝑢‖𝐻
2 ), 
for any (𝑢, 𝑡, 𝑟) ∈ 𝐻 × [0, 𝑇] × 𝕊. 
Definition 3.2. A 𝐻-valued stochastic process 𝑋(𝑡), 𝑡 ∈ [0, 𝑇], is called a mild solution of 
(3.1) if 
(i) 𝑋(𝑡)is adapted to ℱ𝑡 and continuous in t; 
(ii) 𝑋(𝑡)is measurable and ∫ ‖𝑋(𝑡)‖𝐻
2 𝑑𝑡 < ∞;
𝑇
0
 
(iii) For any 𝑡 ∈ [0, 𝑇], equation 
            𝑋(𝑡) = 𝐺(𝑡)ℎ +∫ 𝐺(𝑡 − 𝑠)𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑠
𝑡
0
  
                             +∫ 𝐺(𝑡 − 𝑠)𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑊(𝑠).
𝑡
0
   (3.2) 
Theorem 3.3 ([3]). Suppose that 𝐺(𝑡) be a contraction semigroup on 𝐻 and for arbitrary ℒ2
0-
valued predictable process 𝜙(𝑡), 𝑡 ∈ [0, 𝑇] satisfies the condition:  
𝐸∫ [𝑡𝑟(𝜙(𝑠)𝑄𝜙∗(𝑠)]𝑝
𝑇
0
𝑑𝑠 < ∞, 
for 𝑝 ≥ 1. Then there exists constant 𝐶𝑝 > 0 such that, for any 𝑡 ∈ [0, 𝑇],  
𝐸𝑠𝑢𝑝0≤𝑟≤𝑡‖∫ 𝐺(𝑡 − 𝑠)𝜙(𝑠)𝑑𝑊(𝑠)
𝑟
0
‖𝐻
2𝑝 ≤ 𝐶𝑝𝐸 [∫ ∥ 𝜙(𝑠) ∥ℒ20
2
𝑡
0
𝑑𝑠]
𝑝
,  
where ∥ 𝜙(𝑠) ∥ℒ20
2 = 𝑡𝑟(𝜙(𝑠)𝑄𝜙∗(𝑠)).             □ 
 The following theorem shows that the existence and uniqueness of mild solutions of SHEs-
MS (3.1). 
Theorem 3.4 (Existence and Uniqueness Theorem). Suppose that the conditions (H1) and 
(H2) are satisfied, and let ℎ be a ℱ0-measurable such that 𝐸 ∥ ℎ ∥
2𝑝< ∞, for 𝑝 ≥ 1. Then 
SHEs-MS (3.1) has a unique (mild) solution 𝑋(𝑡), 𝑡 ∈ [0, 𝑇] which is a continuous adapted 
process in 𝐻 such that 𝑋 ∈ 𝐿2𝑝(𝛺; 𝐶([0, 𝑇]; 𝐻)) satisfying  
                                  𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝑋(𝑡) ∥
2𝑝≤ 𝑏2{1 + 𝐸 ∥ ℎ ∥
2𝑝},          (3.3)                     
for some constant 𝑏2 > 0, 𝑑𝑒𝑝𝑒𝑛𝑑𝑖𝑛𝑔 𝑜𝑛 𝑇, 𝑝, 𝐾2. 
Proof: Step 1. Uniqueness. Suppose that 𝑋(𝑡) and 𝑌(𝑡) are both mild solutions satisfying the 
integral equation (3.2). Let 𝐶 = 𝑠𝑢𝑝0≤𝑡≤𝑇‖𝐺(𝑡)‖ℒ(𝐻).  By making use of theorem 3.3, the 
hölder inequality and Lipschitz condition (H1), we consider 
𝐸‖𝑋(𝑡) − 𝑌(𝑡)‖𝐻
2 = 𝐸 ‖∫ 𝐺(𝑡 − 𝑠)[𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑌(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑠
𝑡
0
 
+∫ 𝐺(𝑡 − 𝑠)[𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑌(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑊(𝑠)
𝑡
0
‖
𝐻
2
 
≤ 2{𝐶2𝐸 ‖∫ [𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑌(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑠
𝑡
0
‖
𝐻
2
 
+4𝐸∫ ‖𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑌(𝑠), 𝑠, 𝜃(𝑠))‖
ℒ2
0
2
𝑑𝑠} 
𝑡
0
 
≤ 2{𝐶2𝑇𝐸∫ ‖𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑌(𝑠), 𝑠, 𝜃(𝑠))‖
𝐻
2
𝑡
0
𝑑𝑠 
+4𝐸∫ ‖𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑌(𝑠), 𝑠, 𝜃(𝑠))‖
ℒ2
0
2
𝑑𝑠} 
𝑡
0
 
                                  ≤ 2𝐾1(𝐶
2𝑇 + 4)∫ 𝐸‖𝑋(𝑠) − 𝑌(𝑠)‖𝐻
2 𝑑𝑠
𝑡
0
. 
It then follows from the Gronwall inequality that 
𝐸‖𝑋(𝑡) − 𝑌(𝑡)‖𝐻
2 = 0, 
for all 𝑡 in [0, 𝑇]. Therefore the solution is unique. 
Step 2. Existence.  This proof is based on the standard contraction mapping principle. 
 Let ℋ𝑝,𝑇 , 𝑝 ≥ 1 denote the set of all continuous ℱ𝑡 -adapted processes in 𝐻  for 0 ≤ 𝑡 ≤ 𝑇 
such that                                      
           𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝑋(𝑡) ∥
2𝑝< ∞, 𝑓𝑜𝑟 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑝 ≥ 1.        (3.4) 
Then ℋ𝑝,𝑇 is a Banach space under the norm: 
                  ∥ 𝑋 ∥𝑝,𝑇= {𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝑋(𝑡) ∥
2𝑝}1 2𝑝⁄ .                    (3.5) 
Define an operator 𝛬 : ℋ𝑝,𝑇 → ℋ𝑝,𝑇 as follows: 
                         𝛬(𝑡)𝑋 = 𝐺(𝑡)ℎ + ∫ 𝐺(𝑡 − 𝑠)𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑠
𝑡
0
 
                  +∫ 𝐺(𝑡 − 𝑠)𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑊(𝑠),            (3.6)
𝑡
0
 
for 𝑡 ∈ [0, 𝑇], 𝑋 ∈ ℋ𝑝,𝑇.  
To show the operator 𝛬 is well defined, let 𝐼1(𝑡) = 𝐺(𝑡)ℎ; 
𝐼2(𝑡) = ∫ 𝐺(𝑡 − 𝑠)𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑠
𝑡
0
;   𝐼3(𝑡) = ∫ 𝐺(𝑡 − 𝑠)𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑊(𝑠).
𝑡
0
  
So that 𝛬(𝑡)𝑋 = 𝐼1(𝑡) + 𝐼2(𝑡) + 𝐼3(𝑡). Then  
                         ‖𝛬𝑋‖𝑝,𝑇 = {𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝛬(𝑡)𝑋 ∥
2𝑝}1 2𝑝⁄  
                    = {𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝐼1(𝑡) + 𝐼2(𝑡) + 𝐼3(𝑡) ∥
2𝑝}1 2𝑝⁄ .    (3.7) 
We shall estimate (3.7) separately. First, we have 
𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝐼1(𝑡) ∥
2𝑝= 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝐺(𝑡)ℎ ∥
2𝑝≤ 𝐶2𝑝𝐸‖ℎ‖2𝑝 ≤ 𝐶1𝐸‖ℎ‖
2𝑝.    (3.8) 
By making use of the Hölder inequality and the linear growth condition (H2), we have 
       𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝐼2(𝑡) ∥
2𝑝= 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ ∫ 𝐺(𝑡 − 𝑠)𝐹
𝑡
0
(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑠 ∥2𝑝 
                                           ≤ 𝐶2𝑝𝐸 ∥ ∫ 𝐹
𝑇
0
(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑠 ∥2𝑝  
                                           ≤ 𝐶2𝑝𝑇2𝑝−1𝐸∫ ∥ 𝐹
𝑇
0
(𝑋(𝑠), 𝑠, 𝜃(𝑠)) ∥2𝑝 𝑑𝑠 
                                            ≤ 𝐶2𝑝𝑇2𝑝−1𝐾2
𝑝𝐸∫ (1+∥ 𝑋(𝑠) ∥2)𝑝𝑑𝑠
𝑇
0
 
                                           ≤ 𝐶2𝑝𝑇2𝑝−1𝐾2
𝑝2𝑝−1𝐸∫ (1+∥ 𝑋(𝑠) ∥2𝑝)𝑑𝑠
𝑇
0
 
                                            ≤ 𝐶2𝑝𝑇2𝑝𝐾2
𝑝2𝑝−1[1 +∥ 𝑋 ∥𝑝,𝑇
2𝑝 ] 
                                            ≤ 𝐶2(1 +∥ 𝑋 ∥𝑝,𝑇
2𝑝 ),                                                  (3.9) 
where the positive constant 𝐶2, depending on 𝑝, 𝑇, 𝐾2. 
Similarly, by theorem 3.3, the Hölder inequality and the linear growth condition (H2), we 
have 
𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝐼3(𝑡) ∥
2𝑝= 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ ∫ 𝐺(𝑡 − 𝑠)𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑊(𝑠)
𝑡
0
∥2𝑝
≤ 𝐶𝑝𝐸 [∫ ∥ 𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) ∥ℒ20
2
𝑇
0
𝑑𝑠]
𝑝
 
                             ≤ 𝐾2
𝑝𝑇𝑝−1𝐶𝑝𝐸∫ (1+∥ 𝑋(𝑠) ∥
2)𝑝𝑑𝑠
𝑇
0
 
                             ≤ 𝐾2
𝑝𝑇𝑝−1𝐶𝑝2
𝑝−1𝐸∫ (1+∥ 𝑋(𝑠) ∥2𝑝)𝑑𝑠
𝑇
0
 
                                        ≤ 𝐾2
𝑝2𝑝−1𝑇𝑝𝐶𝑝(1 +∥ 𝑋 ∥𝑝,𝑇
2𝑝 ) 
                                             ≤ 𝐶3(1 +∥ 𝑋 ∥𝑝,𝑇
2𝑝
),                                                       (3.10)                                                 
where the positive constant 𝐶3, depending on 𝑝, 𝑇, 𝐾2. 
Therefore, substitute (3.8) (3.9) (3.10) into (3.7), we have 
‖𝛬𝑋‖𝑝,𝑇
2𝑝 = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝛬(𝑡)𝑋 ∥
2𝑝
≤ 32𝑝−1{𝐶1𝐸 ∥ ℎ ∥
2𝑝+ 𝐶2(1 +∥ 𝑋 ∥𝑝,𝑇
2𝑝
) + 𝐶3(1 +∥ 𝑋 ∥𝑝,𝑇
2𝑝
)}     
                                          ≤ 𝑏1{1 + 𝐸 ∥ ℎ ∥
2𝑝+∥ 𝑋 ∥𝑝,𝑇
2𝑝
}, 
where 𝑏1 > 0 is a constant depending on 𝑇,𝐾2, 𝑝. It is shown that the map 𝛬: ℋ𝑝,𝑇 → ℋ𝑝,𝑇 is 
well-defined as asserted. 
 Step 3. We will show that 𝛬 is a contraction mapping for a small 𝑇 = 𝑇1. To this end, for 
𝑋, 𝑋′ ∈ ℋ𝑝,𝑇 , we define 
𝐽1(𝑡) = ∫ 𝐺(𝑡 − 𝑠)[𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑋
′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑠,
𝑡
0
 
𝐽2(𝑡) = ∫ 𝐺(𝑡 − 𝑠)[𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑋
′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑊(𝑠).
𝑡
0
 
Then  
    ‖𝛬𝑋 − 𝛬𝑋′‖𝑝,𝑇
2𝑝 = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇‖𝛬𝑋(𝑡) − 𝛬𝑋
′(𝑡)‖2𝑝 
           = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ‖∫ 𝐺(𝑡 − 𝑠)[𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑋
′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑠
𝑡
0
 
+∫ 𝐺(𝑡 − 𝑠)[𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑋′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑊(𝑠)
𝑡
0
‖
2𝑝
 
          = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇‖𝐽1(𝑡) + 𝐽2(𝑡)‖
2𝑝 
           ≤ 22𝑝−1( ‖ 𝐽1‖𝑝,𝑇
2𝑝 + ‖ 𝐽2‖𝑝,𝑇
2𝑝 ).                           (3.11) 
Then, using the Hölder inequality, and the Lipschitz condition (H1), we get  
‖𝐽1‖𝑝,𝑇
2𝑝 = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ ∫ 𝐺(𝑡 − 𝑠)[𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑋
′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑠 ∥2𝑝
𝑡
0
 
   ≤ 𝐶2𝑝𝐸 ∥ ∫ [𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑋′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑠
𝑇
0
∥2𝑝 
        ≤ 𝐶2𝑝𝑇2𝑝−1𝐸∫ ‖𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝐹(𝑋′(𝑠), 𝑠, 𝜃(𝑠))‖
2𝑝
𝑑𝑠
𝑇
0
 
                                 ≤ 𝐶2𝑝𝑇2𝑝−1𝐾1
𝑝𝐸∫ ∥ 𝑋(𝑠) − 𝑋′(𝑠) ∥2𝑝
𝑇
0
𝑑𝑠 
                                ≤ 𝐶2𝑝𝑇2𝑝𝐾1
𝑝 ∥ 𝑋 − 𝑋′ ∥𝑝,𝑇 ,
2𝑝
         (3.12)                         
and using the Hölder inequality, the Lipschitz condition (H1) and theorem 3.3, we have 
‖𝐽2‖𝑝,𝑇
2𝑝 = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ ∫ 𝐺(𝑡 − 𝑠)[𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑋
′(𝑠), 𝑠, 𝜃(𝑠))]𝑑𝑊(𝑠) ∥2𝑝
𝑡
0
 
 ≤ 𝐶𝑝𝐸 [∫ ∥ 𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑋
′(𝑠), 𝑠, 𝜃(𝑠)) ∥ℒ20
2
𝑇
0
𝑑𝑠]
𝑝
 
    ≤ 𝐶𝑝𝑇
𝑝−1𝐸∫ ∥ 𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) − 𝛴(𝑋′(𝑠), 𝑠, 𝜃(𝑠)) ∥
ℒ2
0
2𝑝
𝑇
0
𝑑𝑠 
                               ≤ 𝐶𝑝𝑇
𝑝−1𝐾1
𝑝𝐸∫ ∥ 𝑋(𝑠) − 𝑋′(𝑠) ∥2𝑝 𝑑𝑠
𝑇
0
 
                               ≤ 𝐶𝑝𝑇
𝑝𝐾1
𝑝 ∥ 𝑋 − 𝑋′ ∥𝑝,𝑇
2𝑝 .              (3.13)                              
  Therefore, substitute (3.12) and (3.13) into (3.11), we have 
             ‖𝛬𝑋 − 𝛬𝑋′‖𝑝,𝑇
2𝑝 = 𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝛬(𝑡)𝑋 − 𝛬(𝑡)𝑋
′ ∥2𝑝    
                                         ≤ 22𝑝−1(‖ 𝐽1‖𝑝,𝑇
2𝑝 + ‖ 𝐽2‖𝑝,𝑇
2𝑝 ) 
                                           ≤ 22𝑝−1(𝐶2𝑝𝑇2𝑝𝐾1
𝑝 + 𝐶𝑝𝑇
𝑝𝐾1
𝑝
) ∥ 𝑋 − 𝑋′ ∥𝑝,𝑇   
2𝑝
 
                                           ≤ 22𝑝𝐾1
𝑝
(𝐶2𝑝 + 𝐶𝑝)𝑇
2𝑝 ∥ 𝑋 − 𝑋′ ∥𝑝,𝑇
2𝑝 . 
Or       ‖𝛬𝑋 − 𝛬𝑋′‖𝑝,𝑇 ≤ 𝜌(𝑇)‖𝑋 − 𝑋
′‖𝑝,𝑇 , 
where 𝜌(𝑇) = 2√𝐾1(𝐶
2𝑝 + 𝐶𝑝)
1 2𝑝⁄ 𝑇 . Let 𝑇 = 𝑇1  be sufficiently small so that  𝜌(𝑇1) < 1. 
Then 𝛬  is a Lipschitz-continuous contraction mapping in ℋ𝑝,𝑇  which has a unique fixed 
point 𝑋. This element 𝑋(𝑡) is the unique mild solution of (3.1). For  𝑇 > 𝑇1, we can extend 
the solution by continuation, from 𝑇1  to 𝑇2  and so on. This completes the existence and 
uniqueness proof. 
Step 4. We verify the inequality (3.3). We use the linear growth condition (H2), theorem 3.3, 
and the Hölder inequality, 
𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝑋(𝑡) ∥
2𝑝≤ 32𝑝−1{𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ 𝐺(𝑡)ℎ ∥
2𝑝 
+𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ ∫ 𝐺(𝑡 − 𝑠)𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑠
𝑡
0
∥2𝑝 
           +𝐸𝑠𝑢𝑝0≤𝑡≤𝑇 ∥ ∫ 𝐺(𝑡 − 𝑠)𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠))𝑑𝑊(𝑠)
𝑡
0
∥2𝑝}   
        ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ 𝐶2𝑝𝐸[   ⃦ ∫ 𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠))
𝑇
0
𝑑𝑠   ⃦2]𝑝 
                                     +𝐶𝑝𝐸 [∫ ∥ 𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) ∥ℒ20
2
𝑇
0
𝑑𝑠]
𝑝
} 
        ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ 𝐶2𝑝𝑇𝑝𝐸[∫    ⃦𝐹(𝑋(𝑠), 𝑠, 𝜃(𝑠))   ⃦2
𝑇
0
𝑑𝑠]𝑝 
                                   +𝐶𝑝𝐸[∫ ∥ 𝛴(𝑋(𝑠), 𝑠, 𝜃(𝑠)) ∥ℒ20
2
𝑇
0
𝑑𝑠]𝑝}  
        ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ 𝐶2𝑝𝑇𝑝𝐾2
𝑝𝐸[∫ (1 +    ⃦𝑋(𝑠)  ⃦2)
𝑇
0
𝑑𝑠]𝑝 
                                 +𝐶𝑝𝐾2
𝑝𝐸[∫  (1 +    ⃦𝑋(𝑠)  ⃦2)
𝑇
0
𝑑𝑠]𝑝} 
          ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ (𝐶2𝑝𝑇𝑝𝐾2
𝑝+𝐶𝑝𝐾2
𝑝)𝐸[∫ (1 +    ⃦𝑋(𝑠)  ⃦2)
𝑇
0
𝑑𝑠]𝑝} 
         ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ 2𝑝−1𝐾2
𝑝(𝐶2𝑝𝑇𝑝+𝐶𝑝)[𝑇
𝑝 + 𝐸[∫    ⃦𝑋(𝑠)  ⃦2
𝑇
0
𝑑𝑠]𝑝]} 
         ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ 2𝑝−1𝐾2
𝑝(𝐶2𝑝𝑇𝑝+𝐶𝑝)[𝑇
𝑝 + 𝑇𝑝−1𝐸∫   ⃦𝑋(𝑠)  ⃦2𝑝𝑑𝑠
𝑇
0
]} 
         ≤ 32𝑝−1{𝐶2𝑝𝐸 ∥ ℎ ∥2𝑝+ 2𝑝−1𝐾2
𝑝(𝐶2𝑝𝑇𝑝+𝐶𝑝)𝑇
𝑝 [1 + 𝑇
𝑝−1
𝑝 𝐸∫   ⃦𝑋(𝑠)  ⃦2𝑝𝑑𝑠
𝑇
0
]}  
         ≤ 𝐶4 {1 + 𝐸 ∥ ℎ ∥
2𝑝+ 𝑇
𝑝−1
𝑝 ∫ 𝐸𝑠𝑢𝑝0≤𝑠≤𝑡 ∥ 𝑋(𝑠) ∥
2𝑝
𝑇
0
𝑑𝑡}, 
which, by the Gronwall inequality, implies the inequality (3.3). The constant 𝑏2  depends 
on 𝑇, 𝑝, 𝐾2.          □                               
4. FELLER PROPERTY 
In this section, we study (𝑋(𝑡), 𝜃(𝑡)) is a Markov process. To prove the following theorem, 
we can consider the theorem 3.27 in Mao and Yuan [11]. Denote by ℬ𝑏(𝐻) be the space of all 
real bounded and measurable functions in 𝐻. Denote by 𝐶𝑏(𝐻) be the set of all uniformly 
continuous and bounded functions in 𝐻, and by 𝐶𝑏
𝑘(𝐻) be the set of all 𝑘 times continuously 
differentiable functions with their first 𝑘 derivatives bounded. 
Theorem 4.1.  Let 𝑋(𝑡) ∈ 𝐻 = 𝐿2(𝐷) be a solution of the equation 
𝑑𝑋(𝑡) = [𝐴𝑋(𝑡) + 𝐹(𝑋(𝑡), 𝑡, 𝜃(𝑡))]𝑑𝑡 + 𝛴(𝑋(𝑡), 𝑡, 𝜃(𝑡))𝑑𝑊(𝑡), 𝑡 ≥ 0; 𝑋(0) = ℎ, (4.1) 
 whose coefficients satisfy the conditions of the existence and uniqueness theorem 3.4. Then 
(𝑋(𝑡), 𝜃(𝑡)) is a Markov process whose transition probability is defined by 
𝑃(𝑠, (ℎ, 𝑖); 𝑡, 𝐴 × {𝑗}) = ℙ {𝑋𝑠
ℎ,𝑖(𝑡) ∈ 𝐴 × {𝑗}},          (4.2) 
for (ℎ, 𝑖) ∈ 𝐻 × 𝕊, 𝐴 ∈ ℬ(𝐻) and 𝑗 ∈ 𝕊, where 𝑋𝑠
ℎ,𝑖(𝑡) be a solution of the problem (3.1) on 
𝑡 ≥ 𝑠  with initial data 𝑋(𝑠) = ℎ ∈ 𝐻, 𝜃(𝑠) = 𝑖 ∈ 𝕊, both of initial data is ℱ𝑠 -measurable. 
That is  
𝑋𝑠
ℎ,𝑖(𝑡) = 𝐺(𝑡 − 𝑠)ℎ + ∫ 𝐺(𝑡 − 𝑢)𝐹(𝑋𝑠
ℎ,𝑖(𝑢), 𝑢, 𝜃𝑠
𝑖(𝑢))𝑑𝑢
𝑡
𝑠
 
+∫ 𝐺(𝑡 − 𝑢)𝛴 (𝑋𝑠
ℎ,𝑖(𝑢), 𝑢, 𝜃𝑠
𝑖(𝑢))𝑑𝑊(𝑢),       
𝑡
𝑠
(4.3) 
 on 𝑡 ≥ 𝑠, where 𝜃𝑠
𝑖(𝑡) stands for the Markov chain on 𝑡 ≥ 𝑠 starting from state 𝑖 at time 𝑡 =
𝑠.      □                                    
Next, we consider the Feller property of the Markov process (𝑋(𝑡), 𝜃(𝑡)) in 𝐻 × 𝕊.   
Lemma 4.2. Assume that hypothesis 3.1 holds. For (ℎ, 𝑖) ∈ 𝐻 × 𝕊, and 0 ≤ 𝑠 ≤ 𝑡 < ∞, let 
𝑋𝑠
ℎ,𝑖(𝑡) and 𝜃𝑠
𝑖(𝑡) are defined in theorem 4.1. Then for any 𝑇 > 0, 
  𝐸‖𝑋𝑠
ℎ,𝑖(𝑡) − 𝑋𝑢
𝑞,𝑖(𝑡)‖ 𝐻
2 ≤ {5𝐶   ⃦𝐺(𝑢 − 𝑠)ℎ − 𝑞  ⃦2 + [5𝐶𝐾2(𝑢 − 𝑠)
2 + 20𝐾2(𝑢 − 𝑠) 
                           +(40𝐶𝐾2𝑇
2 + 160𝐾2𝑇)(𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠))][1   
+ 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)]} exp(10𝐶𝑇2𝐾1 + 40𝐾1𝑇), 
if 0 ≤ 𝑠 < 𝑢 < 𝑡 ≤ 𝑇,   ℎ  is ℱ𝑠 -measurable, 𝑞  is ℱ𝑢 -measurable and 𝐸 ∥ ℎ ∥
2< ∞ and  𝐸 ∥
𝑞 ∥2< ∞ where 𝐶, 𝐶′are positive constants. 
Proof: For 0 ≤ 𝑠 ≤ 𝑢 ≤ 𝑡 ≤ 𝑇, 𝑝 ≥ 1, we get 
𝐸‖𝑋𝑠
ℎ,𝑖(𝑡) − 𝑋𝑢
𝑞,𝑖(𝑡)‖ 𝐻
2  
       = 𝐸 ‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑡 − 𝑢)𝑞 +∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑡
𝑠
𝑑𝑣 
           −∫ 𝐺(𝑡 − 𝑣)𝐹
𝑡
𝑢
(𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))𝑑𝑣 + ∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑡
𝑠
𝑑𝑊(𝑣) 
            −∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣)) 𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
 
     = 𝐸 ‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑡 − 𝑢)𝑞 + ∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑡
𝑠
𝑑𝑣 
          −∫ 𝐺(𝑡 − 𝑣)
𝑡
𝑢
𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑣 
          +∫ 𝐺(𝑡 − 𝑣) [𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑣
𝑡
𝑢
 
          +∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑡
𝑠
𝑑𝑊(𝑣) 
          −∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) 𝑑𝑊(𝑣)
𝑡
𝑢
 
          +∫ 𝐺(𝑡 − 𝑣) [𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
 
    = 𝐸 ‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑡 − 𝑢)𝑞 + ∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑢
𝑠
𝑑𝑣 
        +∫ 𝐺(𝑡 − 𝑣)
𝑡
𝑢
[𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑣 
       +∫ 𝐺(𝑡 − 𝑣)
𝑢
𝑠
𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) 𝑑𝑊(𝑣) 
       +∫ 𝐺(𝑡 − 𝑣)
𝑡
𝑢
[𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))]𝑑𝑊(𝑣)‖
𝐻
2
 
    ≤ 5{𝐸‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑡 − 𝑢)𝑞‖𝐻
2 + 𝐸 ‖∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑢
𝑠
𝑑𝑣‖
𝐻
2
 
        +𝐸 ‖∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) 𝑑𝑊(𝑣)
𝑢
𝑠
‖
𝐻
2
 
         +𝐸 ‖∫ 𝐺(𝑡 − 𝑣) [𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑣
𝑡
𝑢
‖
𝐻
2
 
          +𝐸 ‖∫ 𝐺(𝑡 − 𝑣) [𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))]𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
}.    (4.4)                                                                                                                          
Using the Hölder inequality, the linear growth condition (H2), and theorem 3.4, then there 
exists a positive constant 𝑏2, 
𝐸 ‖∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑢
𝑠
𝑑𝑣‖
𝐻
2
 ≤ 𝐶(𝑢 − 𝑠)𝐸∫ ‖𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))‖
𝐻
2
𝑑𝑣
𝑢
𝑠
     
≤ 𝐶(𝑢 − 𝑠)𝐾2𝐸∫ (1 + ‖𝑋𝑠
ℎ,𝑖(𝑣)‖
𝐻
2
)𝑑𝑣 
𝑢
𝑠
    
                                           ≤ 𝐶(𝑢 − 𝑠)2𝐾2(1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)),                        (4.5) 
where ∥ 𝐺(𝑡) ∥ℒ(𝐻)
2 ≤ 𝐶. 
Using theorem 3.3, the linear growth condition (H2), and theorem 3.4, then there exists a 
positive constant 𝑏2, 
𝐸 ‖∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑊(𝑣)
𝑢
𝑠
‖
𝐻
2
≤ 4𝐸∫   ⃦𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))   ⃦ℒ20
2 𝑑𝑣
𝑢
𝑠
 
                                            ≤ 4𝐾2𝐸∫ (1 + ‖𝑋𝑠
ℎ,𝑖(𝑣)‖
𝐻
2
)𝑑𝑣 
𝑢
𝑠
 
                                         ≤ 4𝐾2(𝑢 − 𝑠)(1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)).                            (4.6) 
 Using the Hölder inequality and the Lipschitz condition (H1), we have 
𝐸 ‖∫ 𝐺(𝑡 − 𝑣) [𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑣
𝑡
𝑢
‖
𝐻
2
 
≤ 𝐶(𝑡 − 𝑢)𝐸∫ ‖𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
 
   ≤ 2𝐶(𝑡 − 𝑢){𝐸∫ ‖𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
 
                                  +𝐸∫ ‖𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
} 
               ≤ 2𝐶𝑇 {𝐾1∫ 𝐸‖𝑋𝑠
ℎ,𝑖(𝑣) − 𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
𝑑𝑣
𝑡
𝑢
+ 𝐸∫ ‖𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
} . (4.7) 
Note that 𝑋𝑢
𝑞,𝑖(𝑣) and the indicator function 𝐼{𝜃𝑠𝑖(𝑣)≠𝜃𝑢𝑖 (𝑣)} are conditional independent with 
respect to the 𝜎 −algebra generated by 𝜃𝑠
𝑖(𝑣). We compute, using the linear growth condition 
(H2), that 
𝐸∫ ‖𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
   
              ≤ 2𝐸∫ [‖𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))‖
𝐻
2𝑡
𝑢
+ ‖𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
𝐻
2
]𝐼{𝜃𝑠𝑖(𝑣)≠𝜃𝑢𝑖 (𝑣)}𝑑𝑣 
              ≤ 4𝐾2𝐸∫ (1 + ‖𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
)
𝑡
𝑢
𝐼{𝜃𝑠𝑖(𝑣)≠𝜃𝑢𝑖 (𝑣)}𝑑𝑣 
              ≤ 4𝐾2∫ 𝐸[𝐸(1 + ‖𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
)𝐼{𝜃𝑠𝑖(𝑣)≠𝜃𝑢𝑖 (𝑣)}|𝜃𝑠
𝑖(𝑣)]
𝑡
𝑢
𝑑𝑣 
              ≤ 4𝐾2∫ 𝐸 [𝐸 [(1 + ‖𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
) |𝜃𝑠
𝑖(𝑣)] 𝐸 [𝐼{𝜃𝑠𝑖(𝑣)≠𝜃𝑢𝑖 (𝑣)}|𝜃𝑠
𝑖(𝑣)]] 𝑑𝑣,
𝑡
𝑢
 
But, by the Markov property, 
𝐸 [𝐼{𝜃𝑠𝑖(𝑣)≠𝜃𝑢𝑖 (𝑣)}|𝜃𝑠
𝑖(𝑣)] =∑𝐼{𝜃𝑠𝑖(𝑣)=𝑗}ℙ{𝜃𝑢
𝑖 (𝑣) ≠ 𝑗|𝜃𝑠
𝑖(𝑣) = 𝑗}
𝑗∈𝕊
 
                                           = ∑𝐼{𝜃𝑠𝑖(𝑣)=𝑗}
𝑗∈𝕊
∑(𝛾𝑗𝑘(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠))
𝑗≠𝑘
 
                                            ≤ max
𝑖∈𝕊
(−𝛾𝑖𝑖) (𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠)     
                                           ≤ 𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠),                    (4.8) 
then, applying theorem 3.4, there exists a positive constant 𝑏2, 
           𝐸 ∫ ‖𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
 
≤ 4𝐾2𝑇[1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)][𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠)].     (4.9) 
 Hence (4.7) becomes 
         𝐸 ‖∫ 𝐺(𝑡 − 𝑣) [𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝐹 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑣
𝑡
𝑢
‖
𝐻
2
 
≤ 2𝐶𝑇 {4𝐾2𝑇[1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)][𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠)]
+ 𝐾1∫ 𝐸‖𝑋𝑠
ℎ,𝑖(𝑣) − 𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
𝑑𝑣
𝑡
𝑢
}.                            (4.10)  
Then, using theorem 3.3 we can show 
𝐸 ‖∫ 𝐺(𝑡 − 𝑣) [𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))] 𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
 
 ≤ 4𝐸∫   ⃦𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))   ⃦ℒ20
2 𝑑𝑣
𝑡
𝑢
 
                           ≤ 8 {𝐸∫ ‖𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))‖
ℒ2
0
2𝑡
𝑢
𝑑𝑣
+ 𝐸∫ ‖𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))‖
ℒ2
0
2𝑡
𝑢
𝑑𝑣},      (4.11) 
Using the Lipschitz condition (H1), we have 
𝐸∫ ‖𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) ‖ℒ20
2
𝑡
𝑢
𝑑𝑣
≤ 𝐾1∫ 𝐸‖𝑋𝑠
ℎ,𝑖(𝑣) − 𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
𝑑𝑣.
𝑡
𝑢
                     (4.12) 
We use the similar way as (4.8)-(4.9) to get 
𝐸∫ ‖𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣)) ‖ℒ20
2
𝑡
𝑢
𝑑𝑣                                                 
                    ≤ 4𝐾2𝑇[1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)][𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠)].           (4.13)  
Hence, substitute (4.13) and (4.12) into (4.11), we have 
      𝐸 ‖∫ 𝐺(𝑡 − 𝑣) [𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) − 𝛴 (𝑋𝑢
𝑞,𝑖(𝑣), 𝑣, 𝜃𝑢
𝑖 (𝑣))]𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
 
                  ≤ 8{4𝐾2𝑇[1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)][𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠)] 
                            +𝐾1∫ 𝐸‖𝑋𝑠
ℎ,𝑖(𝑣) − 𝑋𝑢
𝑞,𝑖(𝑣)‖
𝐻
2
𝑑𝑣}.                         (4.14)    
𝑡
𝑢
 
  Using the properties of the semigroup of bounded linear operators on H, we have 
         ⃦𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑡 − 𝑢)𝑞  ⃦2 =   ⃦𝐺(𝑡 − 𝑢 + 𝑢 − 𝑠)ℎ − 𝐺(𝑡 − 𝑢)𝑞  ⃦2 
     =   ⃦𝐺(𝑡 − 𝑢)(𝐺(𝑢 − 𝑠)ℎ) − 𝐺(𝑡 − 𝑢)𝑞  ⃦2 
                                                  =   ⃦𝐺(𝑡 − 𝑢)(𝐺(𝑢 − 𝑠)ℎ − 𝑞)  ⃦2 
                                                  ≤ 𝐶  ⃦𝐺(𝑢 − 𝑠)ℎ − 𝑞  ⃦2.                      (4.15)                               
Therefore, substitute (4.5) (4.6) (4.10) (4.14), and (4.15) into (4.4), we have 
𝐸‖𝑋𝑠
ℎ,𝑖(𝑡) − 𝑋𝑢
𝑞,𝑖(𝑡)‖ 𝐻
2 ≤ 5𝐶   ⃦(𝐺(𝑢 − 𝑠)ℎ − 𝑞)  ⃦2 + [5𝐶𝐾2(𝑢 − 𝑠)
2 + 20𝐾2(𝑢 − 𝑠) 
+(40𝐶𝐾2𝑇
2 + 160𝐾2𝑇)(𝐶′(𝑢 − 𝑠) + 𝑜(𝑢 − 𝑠))][1 + 𝑏2(1 + 𝐸  ⃦ℎ  ⃦
2)] 
                            +(10𝐶𝑇𝐾1 + 40𝐾1) (∫ 𝐸‖𝑋𝑠
ℎ,𝑖(𝑣) − 𝑋𝑢
𝑞,𝑖(𝑣)‖ 𝐻
2 𝑑𝑣
𝑡
𝑢
). 
The required assertion finally follows from the Gronwall inequality.                □ 
Theorem 4.3 (Feller Property). The Markov process (𝑋𝑠
ℎ,𝑖(𝑡), 𝜃𝑠
𝑖(𝑡)) satisfies the Feller 
property. i.e. if for any 𝑖 ∈ 𝕊, 𝛿 > 0 and any bounded continuous function 𝜓: 𝐻 → 𝐻, the 
mapping 
(ℎ, 𝑠) →∑∫ 𝜓(𝑦)
ℝ𝑑
𝑃(𝑠, (ℎ, 𝑖); 𝑠 + 𝛿, 𝑑𝑦 × {𝑗})
𝑗∈𝕊
= 𝐸𝜓(𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿)), 
is continuous. 
Proof: For any bounded continuous function 𝜓: 𝐻 → 𝐻 and for any fixed 𝑖 ∈ 𝕊, 𝛿 > 0. Note 
that for 𝑠 ≤ 𝑢 ≤ 𝑡 ≤ 𝑇, 
𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿)) − 𝐸𝜓 (𝑋𝑢
𝑞,𝑖(𝑢 + 𝛿))
= 𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿)) − 𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑢 + 𝛿)) + 𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑢 + 𝛿))
− 𝐸𝜓 (𝑋𝑢
𝑞,𝑖(𝑢 + 𝛿)). 
By the lemma 4.2 and dominated convergence theorem 
𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑢 + 𝛿)) − 𝐸𝜓 (𝑋𝑢
𝑞,𝑖(𝑢 + 𝛿)) → 0,       𝑎𝑠 (𝑞, 𝑢) → (ℎ, 𝑠). 
 Then using the Hö lder inequality, theorem 3.3 and the linear growth condition (H2) to 
consider  
𝐸‖𝑋𝑠
ℎ,𝑖(𝑡) − 𝑋𝑠
ℎ,𝑖(𝑢)‖
𝐻
2
= 𝐸 ‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑢 − 𝑠)ℎ + ∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑡
𝑠
𝑑𝑣 
                                   −∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑣
𝑢
𝑠
 
                                  +∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑊(𝑣)
𝑡
𝑠
 
                                  −∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) 𝑑𝑊(𝑣)
𝑢
𝑠
‖
𝐻
2
 
                          = 𝐸 ‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑢 − 𝑠)ℎ + ∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))
𝑡
𝑢
𝑑𝑣 
                                 +∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
 
                           ≤ 3{𝐸‖𝐺(𝑡 − 𝑠)ℎ − 𝐺(𝑢 − 𝑠)ℎ‖𝐻
2       
                                 + ‖𝐸∫ 𝐺(𝑡 − 𝑣)𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑣
𝑡
𝑢
‖
𝐻
2
 
                                 + ‖𝐸∫ 𝐺(𝑡 − 𝑣)𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))𝑑𝑊(𝑣)
𝑡
𝑢
‖
𝐻
2
} 
                            ≤ 3{𝐶𝐸‖𝐺(𝑡 − 𝑢)ℎ − ℎ‖𝐻
2  
                                +𝐶(𝑡 − 𝑢)𝐸∫ ‖𝐹 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣))‖
𝐻
2
𝑑𝑣
𝑡
𝑢
  
                                  +4𝐸∫ ‖𝛴 (𝑋𝑠
ℎ,𝑖(𝑣), 𝑣, 𝜃𝑠
𝑖(𝑣)) ‖ℒ20
2 𝑑𝑣
𝑡
𝑢
} 
                          ≤ 3 {𝐶𝐸‖𝐺(𝑡 − 𝑢)ℎ − ℎ‖𝐻
2
+ [𝐶(𝑡 − 𝑢)𝐾2 + 4𝐾2]𝐸 ∫ (1 + ‖𝑋𝑠
ℎ,𝑖(𝑣)‖
𝐻
2
)𝑑𝑣
𝑡
𝑢
}. 
Then using theorem 3.4 to get 
 𝐸‖𝑋𝑠
ℎ,𝑖(𝑡) − 𝑋𝑠
ℎ,𝑖(𝑢)‖
𝐻
2
≤ 3𝐶𝐸‖𝐺(𝑡 − 𝑢)ℎ − ℎ‖𝐻
2 + 3𝐾2𝐶(𝑡 − 𝑢)
2 
                                                                            +12𝐾2(𝑡 − 𝑢)(1 + 𝑏2(1 + 𝐸‖ℎ‖
2)). 
From the above inequality, we obtain 𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿) convergences to 𝑋𝑠
ℎ,𝑖(𝑢 + 𝛿) as 𝑢 → 𝑠.  
Then using the dominated convergence theorem, we get  
𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿)) − 𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑢 + 𝛿)) → 0,       𝑎𝑠 𝑢 → 𝑠. 
Therefore, 
𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿)) → 𝐸𝜓 (𝑋𝑢
𝑞,𝑖(𝑢 + 𝛿)) ,   𝑎𝑠 (𝑞, 𝑢) → (ℎ, 𝑠). 
In other words, 𝐸𝜓 (𝑋𝑠
ℎ,𝑖(𝑠 + 𝛿)) as a function of (ℎ, 𝑠) is a continuous and that is Feller 
property.    □ 
 
5. EXAMPLE  
In this section, we demonstrate an example about unique mild solution and Feller property of 
the following system of SHEs-MS (5.1). 
 Consider the following stochastic heat equations with Markovian switching  
𝑑𝑦(𝑥, 𝑡) =
𝜕2
𝜕𝑥2
𝑦(𝑥, 𝑡)𝑑𝑡 + 𝜎𝑓(𝑦(𝑥, 𝑡), 𝜃(𝑡))𝑑𝑊(𝑡), 𝑡 ≥ 0, 0 < 𝑥 < 1, 
𝑦(0, 𝑡) = 𝑦(1, 𝑡) = 0, 𝑡 ≥ 0; 𝑦(𝑥, 0) = 𝑦0(𝑥); 0 ≤ 𝑥 ≤ 1;  𝜃(0) = 𝜃0 ∈ 𝕊,    (5.1) 
where 𝑊(𝑡), 𝑡 ≥ 0, is a real standard Brownian motion, 𝜃(𝑡), 𝑡 ≥ 0, is a right continuous 
Markov chain on finite state space 𝕊; 𝜎 is a real number and 𝑓 is a real Lipschitz continuous 
function on 𝐿2(0,1) satisfying for 𝑢, 𝑣 ∈ 𝐿2(0,1) and some positive constants 𝛼, 𝛽, 
 |𝑓(𝑢, 𝑟) − 𝑓(𝑣, 𝑟)|2 ≤ 𝛼‖𝑢 − 𝑣‖𝐻
2 ,   (5.2) 
|𝑓(𝑢, 𝑟)|2 ≤ 𝛽(1 + ‖𝑢‖𝐻
2 ).     (5.3) 
In this example, we take 𝐻 = 𝐿2(0,1) and 𝐴 =
𝜕2
𝜕𝑥2
 with  
𝐷(𝐴) = {𝑦 ∈ 𝐻, 𝑦, 𝑦′𝑎𝑟𝑒 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑤𝑖𝑡ℎ 𝑦′, 𝑦′′ ∈ 𝐻. 𝑦(0) = 𝑦(1) = 0}. 
 By Govindan [16], let the function 𝑒𝑛 = √2/𝜋 sin(𝜋𝑛𝑥) , 𝑛 ∈ 𝑁, 𝑥 ∈ [0,1], be orthonormal 
eigenvectors of 𝐴, corresponding to the eigenvalues −𝜋2𝑛2, 𝑛 ∈ 𝑁. For any 𝑢 ∈ 𝐷(𝐴), 
𝐴𝑢 = ∑ < 𝑢, 𝑒𝑛 >
∞
𝑛=1
𝐴𝑒𝑛 = ∑ < 𝑢, 𝑒𝑛 > (−𝜋
2𝑛2)
∞
𝑛=1
𝑒𝑛, 
< 𝑢, 𝐴𝑢 >= −∑𝜋2𝑛2 < 𝑢, 𝑒𝑛 >< 𝑢, 𝑒𝑛 >
∞
𝑛=1
 
= −∑𝜋2𝑛2 < 𝑢, 𝑒𝑛 >
2
∞
𝑛=1
 
                                                               ≤ −𝜋2‖𝑢‖𝐻 
2 . 
Then, referring to (3.1), 𝐴 generates a contraction semigroup 𝐺(𝑡) in 𝐻 = 𝐿2(0,1), and 𝐹 =
0, 𝛴 = 𝜎𝑓(𝑦(𝑥, 𝑡), 𝜃(𝑡)) . It is easy to check that conditions (5.2) and (5.3) imply that 
conditions (H1) and (H2) for Theorem 3.4 are satisfied. By theorem 3.4, we conclude that the 
problem (5.1) has a unique mild solution 𝑦 ∈ 𝐿𝑃(Ω; 𝐶([0, 𝑇]; 𝐻)) for any 𝑝 > 2. 
Next, we show that the Markov process (𝑦(𝑥, 𝑡), 𝜃(𝑡)) ∈ 𝐻 × 𝕊 satisfies Feller property. By 
theorem 4.1, the solution of system (5.1) is  
𝑦0
𝑦0,𝑖(𝑡) = 𝐺𝑡𝑦0 +∫ 𝐺𝑡−𝑣𝜎𝑓 (𝑦0
𝑦0,𝑖(𝑣), 𝜃0
𝑖 (𝑣))𝑑𝑊(𝑣)
𝑡
0
, 𝑡 ≥ 0, 
where initial values 𝑦0(𝑥) ∈ 𝐻 = 𝐿
2(0,1) , and 𝜃0 = 𝑖 ∈ 𝕊 , both of initial data is ℱ0 -
measurable. For any bounded continuous function 𝜓: 𝐻 → 𝐻 and for any fixed 𝑖 ∈ 𝕊, 𝛿 > 0. 
Note that for 0 ≤ 𝑢 ≤ 𝑡 ≤ 𝑇, 
𝐸𝜓 (𝑦0
𝑦0,𝑖(0 + 𝛿)) − 𝐸𝜓 (𝑦𝑢
𝑦𝑢,𝑖(𝑢 + 𝛿)) = 𝐸𝜓 (𝑦0
𝑦0,𝑖(0 + 𝛿)) − 𝐸𝜓 (𝑦0
𝑦0,𝑖(𝑢 + 𝛿)) +
𝐸𝜓 (𝑦0
𝑦0,𝑖(𝑢 + 𝛿)) − 𝐸𝜓 (𝑦𝑢
𝑦𝑢,𝑖(𝑢 + 𝛿)),                    (5.4) 
where 𝑦0 is ℱ0-measurable, 𝑦𝑢 is ℱ𝑢-measurable and 𝐸‖𝑦0‖
2 < ∞, 𝐸‖𝑦𝑢‖
2 < ∞. On the one 
hand, by lemma 4.2 and dominated convergence theorem, we have 
𝐸𝜓 (𝑦0
𝑦0,𝑖(𝑢 + 𝛿)) − 𝐸𝜓 (𝑦𝑢
𝑦𝑢,𝑖(𝑢 + 𝛿)) → 0,       𝑎𝑠 (𝑦𝑢, 𝑢) → (𝑦0, 0). 
On the other hand, we obtain 𝑦0
𝑦0,𝑖(0 + 𝛿) convergences to 𝑦0
𝑦0,𝑖(𝑢 + 𝛿)  as 𝑢 → 0.  Then 
using the dominated convergence theorem, we get  
𝐸𝜓 (𝑦0
𝑦0,𝑖(0 + 𝛿)) − 𝐸𝜓 (𝑦0
𝑦0,𝑖(𝑢 + 𝛿)) → 0,       𝑎𝑠 𝑢 → 0. 
Therefore, 
𝐸𝜓 (𝑦0
𝑦0,𝑖(0 + 𝛿)) − 𝐸𝜓 (𝑦𝑢
𝑦𝑢,𝑖(𝑢 + 𝛿)) → 0,   𝑎𝑠 (𝑦𝑢, 𝑢) → (𝑦0, 0). 
 In other words, 𝐸𝜓 (𝑦0
𝑦0,𝑖(0 + 𝛿)) as a function of (𝑦0, 0) is a continuous and that is Feller 
property.        □ 
            6.    CONCLUSIONS 
This paper is devoted to study the system of SHEs-MS. This system is treated as nonlinear 
stochastic evolution equations, and the existence and uniqueness of mild solutions is verified 
through the semigroup approach. Next we investigate the Feller property of two-component 
Markov processes which consist of continuous dynamics and discrete events. This area is 
becoming increasingly useful in engineering, financial modelling, active networking, and so 
forth.  
Some important and interesting questions can be further investigated using the results in this 
paper. In particular, the stability of SHEs-MS is one of the most important and interesting 
topics, and those investigations are in progress. 
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