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QUADRATIC LINEAR ALGEBRAS ASSOCIATED WITH
FACTORIZATIONS OF NONCOMMUTATIVE POLYNOMIALS
AND NONCOMMUTATIVE DIFFERENTIAL POLYNOMIALS
Israel Gelfand, Vladimir Retakh, and Robert Lee Wilson
Abstract. We study certain quadratic and quadratic linear algebras related
to factorizations of noncommutative polynomials and differential polynomials.
Such algebras possess a natural derivation and give us a new understanding of
the nature of noncommutative symmetric functions.
Introduction
Let x1, . . . , xn be the roots of a generic polynomial P (x) = x
n + a1x
n−1 +
· · ·+ an over a division algebra R. There are two important classical problems:
a) to express the coefficients a1, . . . , an through the roots, and b) to determine
all factorizations of P (x), or P (t), where t is a formal variable commuting with
elements of R.
The first problem was solved in [GR3, GR5]. For any ordering {i1, . . . , in}
of {1, . . . , n} elements x∅,i1 = xi1 , x{i1,i2,...,ik−1},ik ∈ R, k = 2, . . . , n, were
constructed such that for every m = 1, . . . , n,
(0.1) (−1)mam =
∑
j1>j2>...jm
yj1yj2 . . . yjm ,
where y1 = xi1 , yk = x{i1,...,ik−1},ik , k = 2, . . . , n.
It is surprising that the left-hand side in formula (0.1) does not depend on the
ordering of {1, . . . , n} but the right-hand side a priori depends on the ordering.
The independence of the right-hand side in (0.1) of the ordering of {1, . . . , n}
was a key point in the theory of noncommutative symmetric functions developed
in [GR3, GR5].
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The element x{i1,...,ik−1},ik has an interesting structure. It is symmetric in
xi1 , . . . , xik−1 . It is a rational function in xi1 , . . . , xik containing k−1 inversions
in the generic case. In other words, x{i1,...,ik−1},ik is a rational expression of
height k − 1.
In fact these elements satisfy simple relations:
(0.2a) xA∪{i},j + xA,i = xA∪{j},i + xA,j,
(0.2b) xA∪{i},j · xA,i = xA∪{j},i · xA,j ,
for all A ⊆ {1, . . . , n}, i, j /∈ A.
In this paper, to avoid inversions, we define an algebra Qn to have generators
zA,i, A ⊆ {1, . . . , n}, i /∈ A, and relations corresponding to (0.2) (with x replaced
by z).
The algebra Qn is also a universal algebra for all possible factorizations of
P (t). Set Ak = {i1, . . . , ik−1} for k = 2, . . . , n. The formulas (0.1) are equivalent
to the decomposition
P (t) = (t− xAn,in)(t− xAn−1,in−1) . . . (t− xi1).
In the generic case the polynomial P (t) has n! decompositions into linear
factors. We study all such decompositions together using the algebra Qn.
In this paper we study the internal structure of algebra Qn. It has a natural
derivation and a natural anti-involution. For each pair A,B ⊆ {1, . . . , n}, with
A ∩ B = ∅ we define an element zA,B ∈ Qn. When B contains more than one
element these elements are “invisible” in the commutative case, i.e., under the
natural commutative specialization of Qn their image is zero. We are going to
construct a “noncommutative logic” using these elements.
Also, the elements zA,∅, and similarly, the elements z∅,A, for allA ⊆ {1, . . . , n},
A 6= ∅, constitute a basis for the subspace ofQn spanned by all generators. These
elements satisfy simple quadratic relations.
One of our main results, Theorem 1.3.3 (see also Theorem 1.3.8), is the de-
termination of a basis for Qn.
For each ordering I = (i1, . . . , in) of {1, . . . , n} there is a natural subalgebra,
denoted Qn,I , of Qn generated by {z{i1,...,ik},∅ | 1 ≤ k ≤ n}. Using the ba-
sis theorem we describe arbitrary intersections of the Qn,I . In particular, the
intersection of all Qn,I is the algebra generated by the coefficients of P (t).
The algebras Qn seem to be very interesting. They may be viewed as a Galois
type extension of the algebra of symmetric functions. A similar theory related to
factorizations of differential polynomials over a noncommutative algebra is also
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presented in this paper. Such factorizations (Miura decompositions) appeared in
[EGR] and were heavily used in the study of noncommutative integrable systems.
The theory of factorizations of noncommutative polynomials and differential
polynomials presented here is based on the theory of quasideterminants [GR1-
GR5]. We recall the definition of quasideterminants.
Let X = (xij) be an m × m-matrix over a division algebra R. For any
1 ≤ i, j ≤ m, let ri(X), cj(X) be the i-th row and the j-th column of X . Let
X ij be the submatrix of X obtained by removing the i-th row and the j-th
column from X . For a row vector r let r(j) be r without the j-th entry. For
a column vector c let c(i) be c without the i-th entry. Assume that X ij is
invertible. Then the quasideterminant |X |ij ∈ R is defined by the formula
|X |ij = xij − ri(X)
(j)(X ij)−1cj(X)
(i),
where xij is the ij-th entry of X .
We thank S. Gelfand, F. Knop, S. Sahi and S. Serconek for helpful remarks.
The second author was partially supported by the National Science Founda-
tion.
1. The quadratic algebras Qn
1.1. Definition. In this section we introduce and study a quadratic algebra
Qn over a field k generated by formal variables zA,i where A ⊂ {1, . . . , n} is
an unordered set and i ∈ {1, . . . , n}, i /∈ A. (The set A might be empty.)
We also define a derivation ∂ of Qn, i.e., an endomorphism of Qn such that
∂(ab) = (∂a)b+ a∂b.
Let Fn denote the free associative algebra over a field k generated by elements
zA,i, A ⊂ {1, . . . , n}, i ∈ {1, . . . , n}, i /∈ A. Let Jn denote the ideal of Fn
generated by the elements
(1.1a) zA∪i,j + zA,i − zA∪j,i − zA,j ,
(1.1b) zA∪i,j · zA,i − zA∪j,i · zA,j .
(We write A ∪ i and A \ j instead of A ∪ {i} and A \ {j}.)
Set Qn = Fn/Jn and denote the coset of zA,i in Qn by the same expression
zA,i. Clearly Sn, the symmetric group on {1, . . . , n}, acts on Qn by σ(zA,i) =
zσ(A),σ(i). Note that the free algebra Fn has a derivation ∂ defined by
(1.1c) ∂(zA,i) = 1
and an antiautomorphism θ defined by
(1.1d) θ(zA,i) = z{1,...,n}\A\i,i
for all A, i /∈ A.
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Proposition 1.1.1. (a) The derivation ∂ of Fn preserves Jn and so induces a
derivation, again denoted ∂, of Qn satisfying ∂(zA,i) = 1 for all A, i /∈ A.
(b) The antiautomorphism θ of Fn preserves Jn and so induces an antiauto-
morphism, again denoted θ, of Qn satisfying θ(zA,i) = z{1,...,n}\A\i,i for all A,
i /∈ A.
The proof of (a) follows from the fact that the map ∂ applied to the rela-
tion (1.1b) gives the relation (1.1a). This may be stated as follows: Qn is the
differential algebra on generators {zA,i} defined by relations (1.1b) and (1.1c).
Example. By definition Q2 is generated by the elements z∅,i (denoted by zi)
for i = 1, 2 and z{i},j (denoted by zi,j) for i = 1, j = 2 and i = 2, j = 1. These
elements satisfy the relations
z1,2 + z1 = z2,1 + z2,
and
z1,2 · z1 = z2,1 · z2.
Thus Q2 is generated by any three element subset of {z1, z2, z1,2, z2,1}. A
more interesting choice of generators is
Λ = z1 + z1,2, u = z1,2 − z2, ξ = z1 − z2.
Note that Λ and u are symmetric and ξ is skew-symmetric and that
[Λ, ξ] + [u, ξ]+ = 0,
where [ , ]+ is the anticommutator. For the anti-isomorphism θ one has θ(z1) =
z2,1, θ(Λ) = Λ, θ(u) = −u, θ(ξ) = ξ.
In Section 2 we construct a natural map of Qn into the free skew-field gener-
ated by n elements z1, . . . , zn. If z¯ is the image of z ∈ Qn under this map, then
for each A and i /∈ A
z¯A∪i,j = (z¯A,j − z¯A,i)z¯A,j(z¯A,j − z¯A,i)
−1;
this depends on the fact that (zA,j − zA,i) 6= 0 in Qn (see Section 2) and on the
following result.
Proposition 1.1.2. Let A ⊂ {1, . . . , n}, i, j ∈ {1, . . . , n}, i, j /∈ A. Then
zA∪i,j(zA,j − zA,i) = (zA,j − zA,i)zA,j .
We now define two important homomorphisms of Qn into commutative al-
gebras. As usual, we let k[v1, . . . , vn] denote the (commutative) polynomial
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algebra in v1, . . . , vn. Let In denote the ideal in k[v1, . . . , vn] generated by
{v2i + vi, 1 ≤ i ≤ n}. Let Kn denote k[v1, . . . , vn]/In and let wi = vi + In.
Then there is a homomorphism
φ : Qn → Kn
defined by
φ(zA,i) = wi
∏
j∈A
(1 + wj)
for all A ⊆ {1, . . . , n}, i /∈ A, and a homomorphism
ψ : Qn → k[v1, . . . , vn]
defined by
ψ(zA,i) = vi
for all A ⊆ {1, . . . , n}, i /∈ A.
Let Tn denote the span of {zA,i | A ⊆ {1, . . . , n}, i /∈ A} ⊆ Qn and T¯n =
Tn + k · 1.
Lemma 1.1.3. φ|T¯n : T¯n → Kn is an isomorphism of vector spaces.
Proof. φ|T¯n is an epimorphism and dim T¯n = dim Kn = 2
n.
1.2. The elements zA,B in Qn.
We define now elements zA,B ∈ Qn for any A,B ⊆ {1, . . . , n}. We will show
that the elements zA,∅ and z∅,B form two bases for the linear envelope of all
generators zA,i.
For A,B ⊆ {1, . . . , n} define zA,B to be the projection of
(φ|T¯n)
−1(
∏
i∈B
wi)(
∏
j∈A
(1 + wj))
on Tn.
Proposition 1.2.1.
i) z∅,∅ = 0,
ii) zA,B = 0 if A ∩B 6= ∅,
iii) zA∪i,B − zA,B∪i = zA,B , i /∈ A,B,
iv) zA,B∪i =
∑
D⊆B(−1)
|B|−|D|zA∪D,i, i /∈ A,B.
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Corollary 1.2.2. i) If A = {i1, . . . , ir}, then
zA,∅ = Λ1(A) = zi1 + zi1,i2 + . . . zi1...ir−1,ir .
ii) The elements zA,∅ and z∅,B are connected by a Mo¨bius transformation
z∅,B =
∑
D⊆B
(−1)|B|−|D|zD,∅,
zA,∅ =
∑
C⊆A
z∅,C .
iii) If σ(A) = A and σ(B) = B, then σ(zA,B) = zA,B.
Example.
z∅,1 = z1, z∅,12 = z1,2 − z2 = z2,1 − z1,
z1,∅ = z1, z12,∅ = z1 + z1,2 = z2 + z2,1.
Denote zA,∅ by r(A) and z∅,B by u(B). We may express zA,B via those
elements.
Proposition 1.2.3. Let i /∈ A. Then
zA,i = r(A ∪ i)− r(A),
zA,i =
∑
i∈D⊆A∪i
u(D).
This proposition follows from the next statement.
Proposition 1.2.4. Let A ∩B = ∅. Then
zA,B = zA∪{i1,...,il},B −
l−1∑
k=0
zA∪{i1,...,ik},B∪ik+1
for any {i1, . . . , il} ⊆ {1, . . . , n} \ (A ∪B), and
zA,B =
∑
B⊆D⊆(A∪B)
u(D).
Proposition 1.2.5. If |B| ≥ 2, then ψ(zA,B) = 0.
This shows that the elements zA,B for |B| ≥ 2 carry the “noncommuta-
tive structure” of the algebra Qn. Let ∂, θ be the derivation and the anti-
isomorphism defined in Section 1.1.
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Proposition 1.2.6.
∂(zA,B) = 0 if |B| ≥ 2,
θ(zA,B) = (−1)
|B|+1z{1...n}\(A∪B),B.
Proposition 1.2.7. Each of the families {zA,∅}, {z∅,A} for all nonempty A ⊂
{1, . . . , n} forms a basis for Tn. Another basis in Tn is given by the elements
zA,A¯, where A¯ is {1, . . . , n} \A.
Note, that σ(zA,A¯) = zA,A¯ if σ(A) = A.
The proof of Proposition 1.2.7 follows from Proposition 1.2.8 and Lemma
1.1.3.
Proposition 1.2.8. The elements zA,A¯ satisfy the following formulas:
zC,D =
∑
C⊆A,A∩D=∅
(−1)|A¯|−|D|zA,A¯,
zA,A¯ =
∑
A⊆C
(−1)n−|C|zC,∅,
zA,A¯ =
∑
A¯⊆D
z∅,D.
1.3. Multiplicative relations and linear bases.
We describe below the multiplicative relations for the elements zA,∅ = r(A),
z∅,A = u(A) and their corollaries. The multiplicative relations for other bases
in Tn can be written in a similar manner.
The relations (1.1) imply:
Proposition 1.3.1. Let i, j /∈ A, i 6= j. Then
(r(A ∪ i ∪ j)− r(A ∪ i)) · (r(A ∪ i)− r(A ∪ j)) =
(1.2)
= (r(A ∪ i) − r(A ∪ j)) · (r(A ∪ j)− r(A)),
(1.3) [zA,i, zA,j ] =
∑
{ij}⊆D⊂A∪{ij}
u(D) · (zA,i − zA,j).
The relations (1.2) have a simple matrix form. We will not use this form in
this paper and so the reader can skip the next proposition. For each j, 1 ≤ j ≤
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n, define matrices R(j) and S(j) with rows and columns indexed by B,C ⊂
{1, . . . , n}, j ∈ B,C, as follows:
R(j)B,C = δB,C(r(B)− r(B \ j)),
S(j)B,B\i = r(B \ j)− r(B \ i)
if i 6= j, SB,C(j) = 0 otherwise. Note that R(j) is a diagonal matrix.
Define R to be the block diagonal matrix with blocks R(1), . . . , R(n), S to be
the block diagonal matrix with blocks S(1), . . . , S(n).
Proposition 1.3.2. The matrices R and S commute if and only if the relations
(1.2) are fulfilled.
We will construct now a basis for Qn. This construction is based on the
standard ordering 1 < 2 < · · · < n of {1, . . . , n}.
A string is a finite sequence B = (B1, . . . , Bl) of nonempty subsets of {1, . . . , n}.
Let A ⊆ {1, . . . , n}, |A| = u. Write A = {a1, . . . , au} where a1 > a2 > · · · > au.
For 1 ≤ j < u define (A : j) to be the string (A,A \ {a1}, . . . , A \ {a1, . . . , aj−1}.
Write r(A : j) = r(A)r(A \ {a1})...r(A \ {a1, . . . , aj−1}). Then we have:
Theorem 1.3.3. The set of all products r(A1 : j1) . . . r(As : js) where
A1, . . . , As ⊆ {1, . . . , n}, ji ≤ |Ai| for all i, and, for all 2 ≤ i ≤ s, we have
either |Ai| 6= |Ai−1| − ji−1 or Ai * Ai−1 is a basis for Qn.
The proof follows from Theorem 1.3.8 below. To formulate Theorem 1.3.8 we
need some definitions and notations.
Let B = (B1, . . . , Bl). We call l = l(B) the length of B and |B| =
∑l
i=1 |Bi|
the degree of B.
If B = (B1, . . . , Bl) let r(B) ∈ Qn denote the product r(B1) . . . r(Bl). For
any set Z of strings we will denote {r(B)|B ∈ Z} by r(Z). Define an increasing
filtration
Qn,0 ⊆ Qn,1 ⊆ ...
by
Qn,i = span{r(B)| |B| ≤ i}.
For 0 ≤ i ≤ l(B) denote the truncated string (Bi+1, . . . , Bl) by
Ti(B) = (Ti(B)1, . . . , Ti(B)l−i).
Thus Ti(B)j = Bi+j.
Suppose B = (B1, . . . , Bl) is a string. We will define by induction a sequence
of integers n(B) = (n1, n2, . . . , nt), 1 = n1 < n2 < · · · < nt = l + 1, as follows:
n1 = 1, nk+1 = min({j > nk| Bj * Bnk or |Bj| 6= |Bnk |+ nk − j} ∪ {l + 1})
for k > 0 and t is the smallest i such that ni = l + 1. We call n(B) the skeleton
of B.
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Lemma 1.3.4. Let B be a string with skeleton n(B) = (n1, . . . , nt). Suppose
that 1 ≤ j < t, nj ≤ i < nj+1, and Bi+1 ⊇ Bi+2, . . . , Bnj+1−1. Then
n(Ti(B)) = (1, nj+1 − i, . . . , nt − i).
Definition 1.3.5. Let B ⊆ {1, . . . , n} and let B = (B1, . . . , Bl) be a string with
skeleton n(B) = (n1, . . . , nt). Define d(B,B), e(B,B) and f(B,B), elements of
{0, 1, . . . , n}, as follows:
d(B,B) = e(B,B) = f(B,B) = 0 unless B1 = B \ {b} for some b ∈ B;
d(B,B) = b if B1 = B \ {b} for some b ∈ B;
e(B,B) = max(B) if d(B,B) 6= 0;
f(B,B) = e(B,B) if d(B,B) 6= 0 and either t = 2 or else t ≥ 3 and |Bn2 | 6=
|B| − n2;
f(B,B) = max(B \ (B ∩Bn2)) if d(B,B) 6= 0, t ≥ 3 and |Bn2 | = |B| − n2.
Remark. If t = 1 (i.e., if B = ∅) then d(B,B) = 0 because there is no B1.
Definition 1.3.6. We say that B is a standard string if Bi+1 = Bi\{e(Bi, Ti(B))}
whenever 1 ≤ j < t and nj < i+ 1 < nj+1.
Definition 1.3.7. We say that B is a reduced string if Bi+1 = Bi\{f(Bi, Ti(B))}
whenever 1 ≤ j < t and nj < i+ 1 < nj+1.
Let Y = {B | B is a standard string} and Y ′ = {B | B is a reduced string}.
In the next section we will prove:
Theorem 1.3.8. r(Y ) is a basis for Qn.
We will also show that
Theorem 1.3.9. r(Y ′) is a basis for Qn.
Remark. Although the definition of Y is more transparent, it is easier to work
with Y ′. This is because the element f(B,B) depends on more detailed infor-
mation about the pair (B,B) than the element e(B,B). Thus e(B,B) depends
only on B and B1, while f(B,B) depends on B,B1 and Bn2 . (For example,
e({1, 2, 3}, {1, 2}, {3}) = e({1, 2, 3}, {1, 2}, {1}) = 3 while f({1, 2, 3}, {1, 2}, {3})
= 2 and f({1, 2, 3}, {1, 2}, {1}) = 3.) This extra information carried by f(B,B)
will be crucial for the induction arguments necessary to prove the linear inde-
pendence of Y ′.
We first show that each of the sets r(Y ) and r(Y ′) spans Qn. We will observe
that r(Y ) is linearly independent if and only if r(Y ′) is linearly independent.
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We will then show that r(Y ′) is linearly independent and so r(Y ) and r(Y ′) are
bases for Qn.
Let A ⊆ {1, . . . , n}, |A| = u. Assume A = {a1, . . . , au} where
a1 < a2 < · · · < au. Recall that, for 1 ≤ j < u, B(A : j) is the string
(A,A \ {au}, . . . , A \ {au−j+2, . . . , au}). Then B(A : j) ∈ Y and any element
of Y may be written as a juxtaposition of B(A1 : j1), . . . ,B(As : js) where
A1, . . . , As ⊆ {1, . . . , n}, ji ≤ |Ai| for all i, and, for all 2 ≤ i ≤ s, we have either
|Ai| 6= |Ai−1| − ji−1 or Ai * Ai−1. Writing r(A : j) = r(B(A : j)) we see that
Theorem 1.3.3 follows from Theorem 1.3.8.
1.4 Proof of the basis theorem.
We begin by proving spanning results for Y and Y ′.
Proposition 1.4.1. i) r(Y ∩Qn,i) spans Qn,i for each i ≥ 0.
ii) r(Y ′ ∩Qn,i) spans Qn,i for each i ≥ 0.
Our proof, as well as our subsequent arguments for linear independence, will
depend on two partial orderings, < and <′ of the set of strings.
Let B = (B1, . . . , Bl) and n(B) = (n1, . . . , nt). For each 1 ≤ q < k ≤ l define
vk,q(B), usually written as vk,q, to be |Bk \ (Bq ∩ Bk)|. For each j, 1 ≤ j < t,
and each k, nj ≤ k < nj+1, define a (k−nj)-tuple vk(B), usually written vk, by
vk(B) = (vk,nj (B), vk,nj+1(B), . . . , vk,k−1(B)). Note that vnj (B), 1 ≤ j ≤ t− 1,
is the empty sequence. Set v(B) = (v1, v2, . . . , vl), the juxtaposition of the
sequences v1, v2, . . . , vl.
Again, let n(B) = (n1, . . . , nt). For every j, 1 ≤ j < t, and every k,
nj < k < nj+1, define v
′
k(B) = vk(B). Let v
′
1(B) = ∅, the empty sequence, and,
for 1 ≤ j < t−1, let v′nj+1(B), usually written v
′
nj+1
, denote the (nj+1−nj)-tuple
(vnj+1,nj (B), vnj+1,nj+1(B), . . . , vnj+1,nj+1−1(B)). Set v
′(B) = (v′1, v
′
2, . . . , v
′
l),
the juxtaposition of sequences v′1, v
′
2, . . . , v
′
l.
We define two partial orderings, < and <′ on the set of all strings of a given
length. This will be done in four steps.
Step 1. If B = (B1, . . . , Bl), C = (C1, . . . , Cl) and |B| < |C|, we say that B < C
and B <′ C.
Step 2. Suppose |B| = |C| and n(B) = (n1, . . . , nt) 6= n(C) = (m1, . . . , ms).
Then, interchanging B and C if necessary, we may find some j, 1 ≤ j ≤ min{s, t},
such that n1 = m1, . . . , nj−1 = mj−1, nj > mj (i.e., n(B) > n(C) in the lexico-
graphic order). In this case we say B < C and B <′ C.
Step 3. Assume |B| = |C| and n(B) = n(C). If v(B) < v(C) in the lexicographic
order, then B < C. If v′(B) < v′(C), then B <′ C.
Step 4. Let ||B|| =
∑
i∈B i and ||B|| = (||B1||, ||B2||, . . . ||Bl||). Assume
|B| = |C| and n(B) = n(C). If v(B) = v(C), and ||B|| < ||C||, then B < C. If
v′(B) = v′(C) and ||B|| < ||C||, then B <′ C.
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Proposition 1.4.1 follows from the following lemma.
Lemma 1.4.2. Let B = (B1, . . . , Bl).
(a) If B /∈ Y , then r(B) is a linear combination of monomials r(C) with C < B.
(b) If B /∈ Y ′, then r(B) is a linear combination of monomials r(C) with
C <′ B.
Remark. This lemma shows that the partial ordering < is closely associated
with the set Y which is defined using the elements e(B,B), and that the partial
ordering <′ is closely associated with the set Y ′ which is defined using the
elements f(B,B). Thus (see the remark following the statement of Theorem
1.3.9) <′ reflects more detailed structure of strings than <. Because of this, the
inductive arguments which prove independence are based on <′ .
Proof of the lemma. We will prove only part (a). Part (b) can be proved
similarly. First, suppose v(B) 6= (0, . . . , 0). We will show that r(B) is a linear
combination of monomials r(C) with C < B.
Since v(B) 6= (0, . . . , 0) we may find some j, 1 ≤ j < t, and some k, nj < k <
nj+1, such that vk 6= (0, . . . , 0) and vm = (0, . . . , 0) or ∅ whenever m < k. Since
vk 6= (0, . . . , 0) we may find some s, nj ≤ s < k, such that vk,s 6= 0 and vk,q = 0
whenever nj ≤ q < s.
Now if nj ≤ k1 < k2 < k, we have vk2 = (0, . . . , 0), and so vk2,k1 = 0. Thus
Bk1 ⊇ Bk2 , and so one has Bnj ⊇ Bnj+1 ⊇ · · · ⊇ Bk−1. By the definition
of nj+1, it follows that Bnj+i+1 = Bnj+i \ {bi}, where bi ∈ Bnj+i for i =
0, . . . , k − nj − 2.
Note that, for nj ≤ q ≤ k−2, vk,q+1−vk,q = 0 if bq−nj /∈ Bk and vk,q+1−vk,q =
1 if bq−nj ∈ Bk. Thus 0 ≤ vk,q+1 − vk,q ≤ 1.
Now suppose vk = (0, . . . , 0, vk,s, . . . , vk,k−1) = (0, . . . , 0, 1, 2, . . . , k − s), i.e.,
vk,s−1+i = i for 1 ≤ i ≤ k − s. Then we have bs−1−nj , . . . , bk−2−nj ∈ Bk.
Since |Bk| = |Bk−1| − 1 < |Bk−2|, we can find c ∈ Bk−2, c /∈ Bk. Set B
′
k−1 =
Bk−2 \ {c}.
Let B′ = (B1, . . . , Bk−2, B
′
k−1, Bk, . . .Bl). Then since |B
′
k−1| = |Bk−1|, we
have |B′| = |B|. Also since B′k−1 ⊆ Bnj , we have n(B
′) = n(B). Clearly
vm(B) = vm(B
′) whenever m < k − 1. Since B′k−1 ⊆ Bk−2 ⊆ · · · ⊆ Bnj ,
vk−1(B
′) = vk−1(Bk) is either (0, . . . , 0) or ∅.
We complete this case by noting that vk,h(B
′) = vk,h(B) if h < k − 1 and
that vk,k−1(B
′) = vk,k−1(B) − 1. Thus v(B
′) < v(B) and so B′ < B. Since
the quadratic relations (1.2) show that r(B′) equals r(B) modulo terms of lower
degree, the lemma is proved in this case.
Next suppose there is some p, 1 ≤ p < k−s, so that vk,s+i−1 6= i for 1 ≤ i ≤ p
and vk,s+p = vk,s+p−1. Hence bs−1−nj , . . . , bs+p−2−nj ∈ Bk, bs+p−1−nj /∈ Bk.
Set B′s+p−1 = Bs+p−2 \ {bs+p−1−nj} and (B1, . . . , Bs+p−2, B
′
s+p−1, Bs+p, . . .Bl)
= B′.
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As before |B′s+p−1| = |Bs+p−1|, so |B
′| = |B| and Bs+p−2 ⊇ B
′
s+p−1 ⊇ Bs+p
so n(B′) = n(B). Clearly vu(B
′) = vu(B) whenever u < s+ p− 1. Furthermore,
since Bs+p−2 ⊇ B
′
s+p−1 ⊇ Bs+p, we have vu(B
′) = vu(B) = (0, . . . , 0) whenever
s+ p− 1 ≤ u ≤ k − 1.
To complete this case, note that vk,h(B
′) = vk,h(B) if h < s+ p− 1 and that
vk,s+p−1(B
′) = vk,s+p−1(B) − 1. Thus, v(B
′) < v(B) and so B′ < B. As before,
the quadratic relations (1.2) show that r(B′) equals r(B) modulo terms of lower
degree, and so the lemma is proved in this case.
Suppose finally that v(B) = (0, . . . , 0). This means that B1 ⊇ B2 ⊇ · · · ⊇
Bn2−1, Bn2 ⊇ Bn2+1 ⊇ · · · ⊇ Bn3−1, . . . .
Then Bi+1 = Bi \ {d(Bi, Ti(B))} whenever 1 ≤ j < t and nj < i + 1 <
nj+1. Since B /∈ Y we have a pair (j, i), 1 ≤ j < t, nj < i + 1 < nj+1,
such that d(Bi, Ti(B)) < e(Bi, Ti(B)). Assume that j is minimal and that,
for this fixed value of j, i is maximal. Set B′i+1 = Bi \ {e(Bi, Ti(B))} and
B′ = (B1, . . . , Bi, B
′
i+1, Bi+2, . . . , Bl). Since |B
′
i+1| = |Bi+1|, we have |B
′| = |B|.
Since B′i+1 ⊆ Bi we have n(B
′) = n(B).
By the maximality of i, either i+1 = nj+1 orBi+2 = Bi+1\{e(Bi+1, Ti+1(B))}.
In the latter case, since e(Bi, Ti(B)) 6= d(Bi, Ti(B)), we have e(Bi+1, Ti+1(B)) =
e(Bi, Ti(B)) and so Bi+2 ⊆ B
′
i+1. Thus, in either case, v(B
′) = v(B) = (0, . . . , 0).
Finally ||B′i+1|| = ||Bi+1||+ d(Bi, Ti(B))− e(Bi, Ti(B)) < ||Bi+1|| so ||B
′|| <
||B|| and B′ < B. As before, the application of the quadratic relations (1.2)
completes the proof of this case and of the lemma.
The following result is obvious.
Lemma 1.4.3. Let n = (n1, . . . , nt) where 1 = n1 < n2 < · · · < nt = l + 1
and let Bn1 , . . . , Bnt−1 ⊆ {1, . . . , n} be such that for each i, 1 ≤ i < t − 1,
either Bni+1 | * Bni or |Bni+1 | 6= |Bni | − ni + ni+1. Then there is a unique
C = (C1, . . . , Cl) ∈ Y such that n(C) = n and Cni = Bni for 1 ≤ i ≤ t and a
unique C′ = (C′1, . . . , C
′
l) ∈ Y
′ such that n(C′) = n and C′ni = Bni for 1 ≤ i < t.
Furthermore, every C ∈ Y and every C′ ∈ Y ′ occurs in this way.
Corollary 1.4.4. For all i ≥ 0, |r(Y ) ∩Qn,i| = |r(Y
′) ∩Qn,i|.
Proof. Each of these is in one-to-one correspondence with the same set of
sequences of integers and subsets of {1, . . . , n}.
Corollary 1.4.5. r(Y ) is linearly independent if and only if r(Y ′) is linearly
independent.
We will presently prove Theorem 1.3.9. Corollary 1.4.5 shows that this theo-
rem is equivalent to Theorem 1.3.8.
We will need the following technical lemma.
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Lemma 1.4.6. Assume B ⊆ {1, . . . , n},B = (B1, ...., Bl) ∈ Y
′ and d(B,B) 6=
f(B,B). Set E = (B \ {f(B,B)}, B2, ...., Bl). Then E <
′ B.
Proof. As usual, write n(B) = (n1, . . . , nt). We claim that n(E) ≥ n(B)
and that if n(E) = n(B) then v′(E) ≤ v′(B). Since T1(E) = T1(B), this is
immediate if n2 = 2. Thus we may assume n2 > 2. It is then enough to show
that B \ {f(B,B)} ⊇ B2. Since B1 = B \ {d(B,B)} and d(B,B) 6= f(B,B),
we have f(B,B) ∈ B1. The maximality of f(B,B) then shows that f(B,B) =
f(B1, T1(B)), proving the claim.
Now suppose n(E) = n(B) and v′(E) = v′(B). Note that if t ≥ 3 and |Bn2 | =
|B| − n2, we have d(B,B) /∈ B ∩ Bn2 . Then, in any case, the maximality of
f(B,B) implies f(B,B) > d(B,B) and so ||E|| < ||B||, proving the lemma.
We now begin the proof of Theorem 1.3.8. This is similar to the standard
proof of the Poincare´-Birkhoff-Witt Theorem (see e.g., [J]).
Let F be the free algebra on generators sB, B ⊆ {1, . . . , n}, and let V
′ be a
vector space with basis Y ′. We will inductively define an action of F on V ′ by
using the following lemma.
Lemma 1.4.7. There is a unique action of F on V ′
(s, v) 7→ s ∗ v
for s ∈ F , v ∈ V ′, such that s∅ = 0 and for ∅ 6= B ⊆ {1, . . . , n} and B =
(B1, . . . , Bl) ∈ Y
′ we have:
i) if d(B,B) = f(B,B), then sB ∗ (B) = (B,B1, . . . , Bl);
and
ii) if d(B,B) 6= f(B,B), then
sB ∗ B = sB ∗ sB\{f(B,B)} ∗ T1(B)
−(sB\{d(B,B)} − sB\{f(B,B)}) ∗ sB\{d(B,B),f(B,B)} ∗ T1(B)
+sB\{d(B,B)} ∗ sB\{d(B,B)} ∗ T1(B)
−sB\{f(B,B)} ∗ sB\{f(B,B)}) ∗ T1(B)
.
In fact,
iii) if d(B,B) 6= f(B,B), then sB∗B is a linear combination of strings D ∈ Y
′
such that l(D) = 1 + l(B), |D| ≤ |B|+ |B|, and D < (B,B1, . . . , Bl).
Proof. Partially order the set of pairs (B,B), ∅ 6= B ⊆ {1, . . . , n}, B ∈ Y ′, by
(B,B) < (C, C) if |B|+ |B| < |C|+ |C| or if |B|+ |B| = |C|+ |C| and B <′ C. We
will define sB ∗ B and prove that (i)-(iii) hold inductively.
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Define sB ∗ ∅ = (B) and s∅ ∗ B = 0 for all ∅ 6= B ⊆ {1, . . . , n} and all B ∈ Y
′.
Now assume that for some pair (C, C), sB ∗ B has been defined for all pairs
(B,B) < (C, C) and that (i)-(iii) hold for all such pairs. We will define sC ∗ C
and show that (i) - (iii) are satisfied for sC ∗ C.
If d(C, C) = f(C, C) we define sC ∗ (C) = (C,C1, . . . , Cl). If d(C, C) 6= f(C, C),
then, by Lemma 1.4.6, (C \ {f(C, C)}, C2, . . . , Cl) <
′ C. Furthermore,
(C \ {f(C, C)}, T1(C)) < (C, C) and so, by induction (using (iii)), we have
that sC\{f(C,C)} ∗ T1(C) is a linear combination of strings D ∈ Y
′ such that
l(D) = 1 + l(B) and D <′ (C \ {f(C, C)}, C2, . . . , Cl). Thus sC\{f(C,C)} ∗ T1(C)
is a linear combination of strings D <′ C and so all the terms occuring in the
expression (ii) for sC ∗ C are defined by induction. We use this expression to
define sC ∗ C.
It remains to show that (C, C) satisfies (iii). Since d(C, C) 6= f(C, C) then,
using (ii) and the induction assumption, we see that it is sufficient to show that
sC ∗ sC\{f(C,C)} ∗T1(C) is a linear combination of strings D satisfying the condi-
tions of (iii). Since, as noted above, sC\{f(C,C)} ∗ T1(C) is a linear combination
of strings <′ C, the result follows by induction and the lemma is proved.
The map sB 7→ r(B) extends to an epimorphism of F onto Qn. We will
show (Lemma 1.4.9) that the quadratic relations (1.2) are in the kernel of this
epimorphism. Hence the action of F on V ′ induces an action of Qn on V
′. If
B ∈ Y ′, then, by Lemma 1.4.7(i), we have B ∗ ∅ = B. Since Y ′ is, by definition,
a linearly independent subset of V ′, r(Y ′) is linearly independent and Theorem
1.3.9 follows.
For B ⊆ {1, . . . , n} and i, j ∈ B define φ(B, i, j) ∈ F by
φ(B, i, j) = −(sB\i − sB\j)sB\{i,j} + s
2
B\i − s
2
B\j .
Lemma 1.4.8.
(a) φ(B, i, j) = −φ(B, j, i);
(b) φ(B \ i, j, k) + φ(B \ j, k, i) + φ(B \ k, i, j) = 0;
(c) φ(B, i, j) + φ(B, j, k) + φ(B, k, i)
= −(sB\i − s\j)sB\{i,j} − (sB\j − s\k)sB\{j,k} − (sB\k − s\i)sB\{i,k}.
Proof. These are all immediate from the definition.
Lemma 1.4.9.
(sC(sC\i − sC\j)− φ(C, i, j)) ∗ C = 0
for all strings C ∈ Y ′ and for all i, j ∈ C ⊆ {1, . . . , n}.
Assume C = (C1, . . . , Cl). We prove the lemma by induction on the greater
(with respect to<′) of the two strings (C,C\i, C1, ..., Cl) and (C,C\j, C1, ..., Cl).
Note that the lemma holds whenever |C| + |C| ≤ 1. Assume that for some
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u, v ∈ B ⊆ {1, . . . , n} and some B = (B1, . . . , Bs) ∈ Y
′, the lemma holds
whenever both (C,C \ i, C1, ..., Cl) and (C,C \ j, C1, ..., Cl) are less than the
greater of the two strings (B,B \u,B1, ..., Bs) and (B,B \v, B1, ..., Bs). We will
show that (sB(sB\u − sB\v) ∗ B = φ(B, u, v)) ∗ B.
We will need two preliminary steps.
Step 1. Let u, v ∈ B ⊆ {1, . . . , n} and B be as above. Let w ∈ B. Then
(φ(B, u, v) + φ(B, v, w) + φ(B,w, u)) ∗ B = 0.
Proof of Step 1. Using Lemma 1.4.8(c) we see that (φ(B, u, v)+ φ(B, v, w)+
φ(B,w, u)) ∗ B = −(sB\u(sB\{u,v} − sB\{u,w}) + sB\v(sB\{v,w} − sB\{u,v}) +
sB\w(sB\{u,w} − sB\{v,w})) ∗ B.
By induction, this is equal to−(φ(B\u, v, w)+φ(B\v, w, u)+φ(B\w, u, v))∗B.
This is equal to 0 by Lemma 1.4.8(b), and so Step 1 is complete.
Step 2. Let u, v ∈ B ⊆ {1, . . . , n} and B be as above. Assume |B1| = |B| − 2.
Let w ∈ B. Then
(φ(B, u, v)sB\{u,v}+φ(B, v, w)sB\{v,w}+φ(B,w, u)sB\{u,w})∗(B2, . . . , Bl) = 0.
Proof of Step 2. Using the definition of φ we may rewrite the left-hand side
as
(−(sB\u − sB\v)s
2
B\{u,v} − (sB\v − sB\w)s
2
B\{v,w} − (sB\w − sB\u)s
2
B\{u,w}
−s2B\usB\{u,v} + s
2
B\vsB\{u,v} − s
2
B\vsB\{v,w}
+s2B\wsB\{v,w} − s
2
B\wsB\{u,w} + s
2
B\usB\{u,w}) ∗ T1(B).
This is equal to
(sB\u(sB\u(sB\{u,v} − sB\{u,w})− s
2
B\{u,v} + s
2
B\{u,w})
+sB\v(sB\v(sB\{v,w} − sB\{u,v})− s
2
B\{v,w} + s
2
B\{u,v})
+sB\w(sB\w(sB\{u,w} − sB\{v,w})− s
2
B\{u,w} + s
2
B\{v,w})) ∗ T1(B).
By the induction assumption this is equal to
(sB\u(φ(B \ u, v, w)− s
2
B\{u,v} + s
2
B\{u,w})
+sB\v(φ(B \ v, w, u)− s
2
B\{v,w} + s
2
B\{u,v})
+sB\w(φ(B \ w, u, v)− s
2
B\{u,w} + s
2
B\{v,w})) ∗ T1(B).
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By the definition of φ this is equal to
−(sB\u(sB\{u,v} − sB\{u,w})sB\{u,v,w}
+sB\v(sB\{v,w} − sB\{u,v})sB\{u,v,w}
+sB\w(sB\{u,w} − sB\{v,w})sB\{u,v,w}) ∗ T1(B).
By the induction assumption this is equal to
−((φ(B \ u, v, w) + φ(B \ v, w, u) + φ(B \ w, u, v))sB\{u,v,w} ∗ T1(B).
By Lemma 1.4.8(b) this is equal to 0, and so Step 2 is complete.
We are now ready to prove the lemma. There are three cases depending on
the relations among B, B1, u and v.
Case 1. Either B = ∅, or B1 6= B \ {a, b} for any a, b ∈ B, a 6= b, or
B1 = B \ {a, b} with {a, b} ∩ {u, v} = ∅. Then, by the definition of *,
sB(sB\u − sB\v) ∗ B
= sB ∗ (B \ u,B1, . . . , Bs)− sB ∗ (B \ v, B1, . . . , Bs)
= sB ∗ sB\{f(B,(B\u,B1,...,Bs))} ∗ B + φ(B, u, f(B, (B \ u,B1, . . . , Bs)) ∗ B
−sB ∗ sB\{f(B,(B\v,B1,...,Bs))} ∗ B − φ(B, v, f(B, (B \ v, B1, . . . , Bs)) ∗ B.
However,
f(B, (B \ u,B1, . . . , Bs)) = f(B, (B \ v, B1, . . . , Bs))
since, in either case, this is the largest element of B if B = ∅ or if |B1| 6= |B|−2,
while if |B1| = |B|−2 it is the largest element of (B \ (B∩B1)) if |B1| = |B|−2.
Thus, setting w = f(B, (B \ u,B1, . . . , Bs)), our expression becomes
(φ(B, u, w)− φ(B, v, w)) ∗ B.
By Step 1 this is equal to φ(B, u, v) ∗ B, as required.
Case 2. B1 = B \ {a, u} where a ∈ B, a 6= u, a 6= v. Then, by the definition
of ∗,
sB ∗ (sB\u − sB\v) ∗ B
= sBsB\u ∗ B − sB ∗ sB\f(B,(B\v,B1,...,Bs)) ∗ B
−φ(B, v, f(B, (B \ v, B1, . . . , Bs))) ∗ B.
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Note that f(B, (B \ v, B1, . . . , Bs)) is the largest element of B \ (B ∩B1). Thus
f(B, (B \ v.B1, . . . , Bs)) 6= v and f(B, (B \ v, B1, . . . , Bs)) ≥ u. If
f(B, (B \ v, B1, . . . , Bs)) = u, then our expression is obviously equal to
−φ(B, v, u) ∗ B = φ(B, u, v) ∗ B, as required. Hence we may assume that
f(B, (B \ v, B1, . . . , Bs)) = a > u. Now
(B,B \ f(B, (B \ v, B1, . . . , Bs), B1, . . . , Bs)) = (B,B \ v, B1, . . . , Bs).
Furthermore, (B,B \ u,B1, . . . , Bs) <
′ (B,B \ v, B1, . . . , Bs) and
(B,B \ a, B1, . . . , Bs) <
′ (B,B \ v, B1, . . . , Bs). Hence the induction assump-
tion shows that
sB ∗ sB\u ∗ B − sB ∗ sB\{f(B,(B\v,B1,...,Bs))} ∗ B = φ(B, u, a) ∗ B
and so our expression is equal to
φ(B, u, a)− φ(B, v, a) = φ(B, u, v),
as required.
Case 3. B1 = B \ {u, v}.
If t = 2 or if t > 2 and |Bn2 | 6= |B1| + 1 − n2, let B
′
n2
denote ∅. Otherwise,
let B′n2 denote Bn2 . Assume, without loss of generality, that u > v.
Subcase 3a. Let a denote the largest element of B not contained in B′n2 .
Assume a 6= u, v. Then, by induction,
sBsB\u ∗ (B \ {u, v}, B2, . . . , Bl)− sBsB\v ∗ (B \ {u, v}, B2, . . . , Bl)
= sBsB\usB\{u,a} ∗ T1(B) + sBφ(B \ u, v, a) ∗ T1(B)
−sBsB\vsB\{v,a} ∗ T1(B)− sBφ(B \ v, u, a) ∗ T1(B).
By Lemma 1.4.7, this is equal to
sBsB\asB\{u,a} ∗ T1(B) + φ(B, u, a)sB\{u,a} ∗ T1(B) + sBφ(B \ u, v, a) ∗ T1(B)
−sBsB\asB\{v,a} ∗ T1(B)− φ(B, v, a)sB\{v,a} ∗ T1(B)− sBφ(B \ v, u, a) ∗ T1(B).
By induction and Lemma 1.4.8, this is equal to
sBφ(B \ a, u, v) ∗ T1(B) + sBφ(B \ u, v, a) ∗ T1(B) + sBφ(B \ v, a, u) ∗ T1(B)
+φ(B, u, a)sB\{u,a} ∗ T1(B) + φ(B, a, v)sB\{v,a} ∗ T1(B).
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By Lemma 1.4.8 and Step 2 this is equal to
−φ(B, v, u)sB\{u,v} ∗ T1(B) = φ(B, u, v) ∗ (B \ {u, v}, B2, . . . , Bl) = φ(B, u, v),
as required.
Subcase 3b. Assume u is the largest element of B not contained in B′n2 . Let
b denote the largest element of B \ u not contained in B′n2 . Then, by induction,
sBsB\u ∗ (B \ {u, v}, B2, . . . , Bl)− sBsB\v ∗ (B \ {u, v}, B2, . . . , Bl)
= sBsB\usB\{u,b} ∗ T1(B) + sBφ(B \ u, v, b) ∗ T1(B)
−sB ∗ (B \ v, B \ {u, v}, B2, . . . , Bl).
By Lemma 1.4.7, this is equal to
(B,B \ u,B \ {u, b}, B2, . . . , Bl) + sBφ(B \ u, v, b) ∗ T1(B)
−sBsB\u ∗ (B \ {u, v}, B2, . . . , Bl)− φ(B, v, u) ∗ (B \ {u, v}, B2, . . . , Bl}.
By induction and Lemma 1.4.8, this is equal to
sBφ(B \u, b, v)∗T1(B)+sBφ(B \u, v, b)∗T1(B)+φ(B, u, v)∗B = φ(B, u, v)∗B,
as required.
Subcase 3c. Assume v is the largest element of B not contained in B′n2 . Note
that this implies u ∈ Bn2 . Let c denote the largest element of B\v not contained
in B′n2 . Then, by Lemma 1.4.7 and induction,
sBsB\u ∗ (B \ {u, v}, B2, . . . , Bl)− sBsB\v ∗ (B \ {u, v}, B2, . . . , Bl)
= sB∗(B\u,B\{u, v}, B2, . . . , Bl)−sBsB\vsB\{v,c}∗T1(B)−sBφ(B\v, u, c)∗T1(B)
= sBsB\v ∗ B + φ(B, u, v) ∗ B
−sBsB\v ∗ (B \ {v, c}, B2, . . . , Bl)− sBφ(B \ v, u, c) ∗ T1(B) =
sBφ(B \v, u, c)∗T1(B)+φ(B, u, v)∗B−sBφ(B \v, u, c)∗T1(B) = φ(B, u, v)∗B,
as required.
This completes Case 3 and so completes the proof of Lemma 1.4.9 and hence
of Theorem 1.3.9.
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1.5. Symmetric functions and subalgebras of quadratic algebra Qn.
Recall that the symmetric group, Sn, acts on Qn by σ(zA,i) = zσ(A),σ(i) for
σ ∈ Sn, A ⊂ {1, . . . , n}, i ∈ {1, . . . , n}, i /∈ A.
We are going to construct a family of Sn-invariant elements in Qn. To do
this we define inductively a family of expressions Λk(A) in Qn, A ⊂ {1, . . . , n},
k = 0, 1, . . . , such that
i) Λ0(A) = 1 for all A,
ii) Λk(∅) = 0 for all k ≥ 1,
iii) Λk(A ∪ i) = Λk(A) + (Λ1(A ∪ i)− Λ1(A))Λk−1(A) for all k ≥ 1, i /∈ A.
It is easy to see that Λk(A) = 0 if |A| ≤ k − 1.
Example. If A = {i}, then Λ1(A) = zi. If A = {i, j}, then, by relations
(1.1), Λ1(A) = zi + zi,j = zj + zj,i, Λ2(A) = zi,jzi = zj,izj . Note also that
Λ1(A) = r(A) in the notation of Section 1.2.
Set yi = z12...i−1,i. From the relations (1.1) we have:
Proposition 1.5.1. (a) The elements Λk(A) do not depend on the ordering of
A. In other words, if σ(A) = A, σ ∈ Sn, then σ(Λk(A)) = Λk(A) for all k.
(b)
Λk(A) =
∑
i1,...,ik∈A,i1>i2>···>ik
yi1yi2 . . . yik .
In particular, the expressions Λk({1, . . . , n}) are invariant under the action
of the symmetric group Sn. They can be written as
Λk({1, . . . , n}) =
∑
n≥i1>i2>···>ik≥1
yi1yi2 . . . yik .
We will often write Λk instead of Λk({1, . . . , n}). The commutative analogues
of the Λk’s are the well-known elementary symmetric functions in z1, . . . , zn.
There is a bijective correspondence between orderings I = (i1, . . . , in) of
{1, . . . , n} and σ ∈ Sn such that σ(1) = i1, . . . , σ(n) = in. The ordering I
defines a subalgebra Qn,σ in Qn generated by the r({i1, . . . , ik}), k = 1, . . . , n.
It is evident that Qn,σ is in fact a differential subalgebra of Qn. Also, τ(Qn,σ) =
Qn,τσ for all τ ∈ Sn.
It was proved in [GR3, GR5] that the polynomial P (t) ∈ Qn[t] defined by the
formula
P (t) = (t− yn,σ) . . . (t− y1,σ) = t
n − Λ1t
n−1 + · · ·+ (−1)nΛn
does not depend on the permutation σ and that the coefficients of P (t) are
Sn-invariant.
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Theorem 1.5.2. The following subalgebras of the algebra Qn coincide:
(i) The intersection of all subalgebras Qn,τ ;
(ii) The subalgebra of all Sn-invariant elements of Qn,σ for any permutation
σ;
(iii) The subalgebra generated by the coefficients of P (t).
Example. Let n = 2. Denote by Q′2 the subalgebra of Q2 generated by z1, z1,2,
and by Q′′2 the subalgebra generated by z2, z2,1. The theorem says that the
intersection Q′2 ∩ Q
′′
2 is generated by the S2-invariant elements z1 + z1,2 and
z1,2 · z1.
It is interesting to note that Theorem 1.5.2 reflects the fact that Qn is non-
commutative. Thus, let φ : Qn → L be any homomorphism of Qn into a
commutative integral domain L which is a k-algebra and assume that the ele-
ments φ(zi) = ti are distinct in L. Then, by Proposition 1.1.2, φ(zA,i) = ti for
all i /∈ A. Hence φ(Qn,τ ) = φ(Qn) is the subalgebra generated by the ti’s and
so is
⋂
τ φ(Qn,τ ).
On the other hand, φ(
⋂
τ Qn,τ ) is the image under φ of the subalgebra gen-
erated by all Λk’s. But φ(Λk) = ek(t1, . . . , tn), the elementary symmetric func-
tion in commuting variables. Thus φ(
⋂
τ Qn,τ ) is generated by ek(t1, . . . , tn),
k = 1, . . . , n.
Theorem 1.5.2 follows from the more general Theorem 1.5.5.
Conjecture 1.5.3. Let w ∈ Qn and σ be a permutation of {1, . . . , n}. Assume
that w is a rational expression in elements of Qn,τ . Then w ∈ Qn,τ ∈ Sn.
The conjecture implies that w ∈ Qn is Sn-invariant if and only if w can be
rationally expressed via elements of Qn,τ for all permutations τ ∈ Sn.
Let S be a subset of the symmetric group Sn. Then we may construct as
follows the unique finest partition of {1, . . . , n} into S-invariant intervals. Let
1 = i1 < · · · < it(S)+1 = n + 1 be such that for each j, 1 ≤ j ≤ t(S), Ij(S) =
{ij , ..., ij+1 − 1} is a minimal, S-invariant interval.
Recall that Qn has an increasing filtration Qn,0 ⊆ Qn,1 ⊆ . . . . The asso-
ciated graded algebra is denoted gr Qn =
∑
s≥0(gr Qn)[s] where (gr Qn)[s] =
Qn,s/Qn,s−1. For an element a ∈ Qn,s \ Qn,s−1 denote by a¯ the corresponding
element in (gr Qn)[s].
Let P denote the set of all sequences ((i1, j1), . . . , (is, js)) of pairs of integers
with n ≥ iq ≥ jq ≥ 1 for 1 ≤ q ≤ s and let P
′ denote the subset of P consisting of
all such sequences with iq+1 6= iq−jq for 1 ≤ q < s. In the notation of Section 1.3
let G((i1, j1), . . . , (is, js)) denote the set of all products r¯(B1 : j1) . . . r¯(Bs, js)
such that ((i1, j1), . . . , (is, js)) ∈ P , |Bq| = iq for 1 ≤ q ≤ s and for each q,
1 ≤ q < s either iq+1 6= iq − jq or Bq+1 * Bq.
Clearly, we have
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Lemma 1.5.4. (a) r¯(Y ) =
⋃
((i1,j1),...,(is,js))∈P
G((i1, j1), . . . , (is, js)).
(b) G((i1, j1), . . . , (is, js)) ∩G((i
′
1, j
′
1), . . . , (i
′
s, j
′
s)) = ∅
unless ((i1, j1), . . . , (is, js)) = ((i
′
1, j
′
1), . . . , (i
′
s, j
′
s)).
(c) Sn permutes the elements of G((i1, j1), . . . , (is, js)).
Theorem 1.5.5. (a) Let τ ∈ S ⊆ Sn. Then τ(Λm(Ij(S))) = Λm(Ij(S)) for
any j, 1 ≤ j ≤ t(S), m ≤ |Ij(S)|.
(b)
⋂
τ∈S Qn,τ is generated by {Λm(Ij(S)) | 1 ≤ j ≤ t(S), 1 ≤ m ≤ |Ij(S)|}.
Proof. (a) Write Jj(S) = I1(S) ∪ · · · ∪ Ij(S). By Proposition 1.5.1(a)
τ(Λm(Jj(S))) = Λm(Jj(S)) for 1 ≤ m ≤ |Jj(S)|. In particular, taking j = 1,
we have τ(Λm(I1(S))) = Λm(I1(S)) for 1 ≤ m ≤ |I1(S)|.
Clearly
Λm(Jj(S)) = Λm(Ij(S) ∪ Jj−1(S)) =
m∑
k=0
Λk(Ij(S))Λm−k(Jj−1(S)),
and so
Λm(Ij(S)) = Λm(Jj(S))−
m−1∑
k=0
Λk(Ij(S))Λm−k(Jj−1(S)).
The result now follows by double induction, first on j and then on m.
(b) This proof is based on Lemma 1.5.4. Note that Qn,σ is generated by
r(σ{1}), r(σ{1, 2}),..., r(σ{1, . . . , n}). For n ≥ i ≥ j let r(σ : i : j) =
r(σ{1, . . . , i} : j) in the notation of Section 1.3.
Note that
r¯(σ : i : j) = r¯(σ({1, . . . , i})r¯(σ({1, . . . , i− 1}) . . . r¯(σ({1, . . . , i− j + 1}).
Then {r¯(σ : i1 : j1) . . . r¯(σ : ik : jk) | ((i1, j1), . . . , (ik, jk)) ∈ P
′} spans gr Qn,σ
and so, by Theorem 1.3.8, is a basis for gr Qn,σ.
Note that r¯(σ : i1 : j1) . . . r¯(σ : ik : jk) ∈ G((i1, j1), . . . , (ik, jk)). Denote this
element by r¯(σ : ((i1, j1), . . . , (ik, jk))).
Now let
x =
∑
((i1,j1),...,(is,js))∈P ′
a((i1,j1),...,(is,js))r¯(σ : ((i1, j1), . . . , (is, js))) ∈ Qn,σ
and suppose x ∈
⋂
τ∈S Qn,τ . Then, by the Sn-invariance of the
G((i1, j1), . . . , (is, js)), we have that r¯(σ : ((i1, j1), . . . , (is, js))) is S-invariant
whenever a((i1,j1),...,(is,js)) 6= 0. This implies that r¯(σ : iu : ju) is S-invariant for
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every u, 1 ≤ u ≤ s. So, {1, 2, . . . , iu} is S-invariant, hence equal to Jv for some
v. Then, writing It for It(S) and Jt for Jt(S), we have
r¯(σ : iu : ju) = Λ¯ju(Jv) = Λ¯ju(I1 ∪ · · · ∪ Iv) =
∑
w1+···+wv=ju
Λ¯wv (Iv) . . . Λ¯w1(I1).
The result now follows.
One can say more about the subalgebra generated by the coefficients of the
polynomial P (t). Denote by C the subalgebra of Qn generated by the elements
Λk = Λ˜k(y1, . . . , yn) = Λk({1, . . . , n}) for k = 1, . . . , n.
Theorem 1.5.6. The algebra C is a free associative differential subalgebra of
Qn generated by Λk, k = 1, 2, . . . , n. Also θ(w) = w for and w ∈ C.
This follows from:
Proposition 1.5.7. For any k = 1, . . . , n
∂Λk = (n− k + 1)Λk−1,
θΛk = Λk.
This shows that C is a differential subalgebra of the algebra Qn. From [GK-
LLRT] and [GR5] it follows that C is also a free algebra.
2. A map of Qn into a free skew-field
2.1 The free skew-field k <(x1, . . . , xn >) and a canonical derivation.
We will now recall the definition [C1,C2] of the free skew-field k <(x1, . . . , xn >)
generated by a set {x1, . . . , xn}. Our purpose (Section 2.3) is to map Qn with
onto a subalgebra of k <(x1, . . . , xn >) .
The free associative algebra k < x1, . . . , xn > on the set {x1, . . . , xn} over a
field k has a universal field of fractions, denoted k <(x1, . . . , xn >) and called the
free skew-field over k on {x1, . . . , xn}. The algebra k < x1, . . . , xn > is naturally
embedded into the algebra k <(x1, . . . , xn >) . The universality means that if D is
any division ring and
α : k < x1, . . . , xn >−→ D
is a homomorphism then there is a subring R of k <(x1, . . . , xn >) containing
k < x1, . . . , xn > and an extension of α to a homomorphism
β : R −→ D
such that if a ∈ R and β(a) 6= 0, then a−1 ∈ R.
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Note that the symmetric group Sn acts on k < x1, . . . , xn > by permuting
subscripts and so Sn acts on k <(x1, . . . , xn >) . Denote the free skew-field
k <(x1, . . . , xn >) by F . The algebra F has canonical partial derivations ∂i, i =
1, . . . , n, such that
1) ∂i(fg) = (∂if)g + f(∂i)g for f, g ∈ F ,
2) ∂i(xj) = δij for j = 1, . . . , n,
3) ∂i(1) = 0.
Set ∇ = ∂1 + ...+ ∂n. ∇ is also a derivation, ∇(1) = 0 and ∇xi = 1 for each
i.
2.2. Vandermonde quasideterminants. Only now are we going to prove
that algebra Qn is correctly defined. Instead of tedious work with defining re-
lations (1.1) we will use some quasideterminantal identities. These identities
allow us to construct a homomorphism of the algebra Qn onto a subalgebra in
k <(x1, . . . , xn >). For this we will need a notion of the Vandermonde quasideter-
minant developed in [Gr3, GR5]. Let R be a division algebra. For y1, . . . , ym ∈ R
let
V˜ (y1, . . . , ym)
denote the Vandermonde matrix


ym−11 ... y
m−1
m
ym−21 ... y
m−2
m
... ... ...
y1 ... ym
1 ... 1

 .
Then define
V (y1, . . . , ym) = |V˜ (y1, . . . , ym)|1m,
the corresponding Vandermonde quasideterminant [GR3, GR5].
Note that V (y1, . . . , ym) is a rational function in y1, . . . , ym and that it does
not depend on the ordering of y1, . . . , ym−1 [GR1-5]. Let elements x1, . . . , xn
belong to R and assume that the matrix V˜ (xi1 , . . . , xik) is invertible whenever
k = 1, . . . , n and i1, . . . , ik are distinct integers, 1 ≤ i1, . . . , ik ≤ n. For any i 6=
i1, . . . , ik define the rational function xi1...ik,i of xi1 , . . . , xik , xi by the formula
xi1...ik,i = V (xi1 , . . . , xik , xi)xiV (xi1 , . . . , xik , xi)
−1.
The elements xi1...ik,i do not depend on the ordering of xi1 , ..., xik.
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2.3 A subalgebra of a free skew-field.
Here we are going to construct a homomorphism of the quadratic algebra Qn
into the free skew-field F .
For any i, set x∅,i = xi. For any A = {i1, . . . , ik} ⊂ {1, . . . , n}, A 6= ∅ and
i /∈ A, 1 ≤ i ≤ n, set
(2.1) xA,i = V (xi1 , . . . , xik , xi)xiV (xi1 , . . . , xik , xi)
−1.
Denote by Qˆn the subalgebra of the free skew-field F generated by all elements
xA,i.
Proposition 2.3.1. The subalgebra Qˆn is a differential subalgebra of (F,∇).
The proof follows from Lemma 2.3.2 and Corollary 2.3.3 below.
Lemma 2.3.2. For any subset of distinct numbers {i1, . . . , is} ⊂ {1, . . . , n}
∇V (xi1 , . . . , xis) = 0.
Lemma 2.3.2 and formula (2.1) imply the following:
Corollary 2.3.3. For all A, i /∈ A
∇xA,i = 1.
Example. ∇V (x1, x2) = ∇(x2 − x1) = 0 and so ∇x1,2 = 1.
Construct a homomorphism α of the algebra Qn into the skew-field F by
setting α(zA,i) = xA,i for all A, i /∈ A.
Conjecture 2.3.4. The homomorphism α is an embedding. It defines an iso-
morphism of the differential quadratic algebras Qn and Qˆn.
We can prove this conjecture for n = 2.
Remark. The derivation ∇ transfers the identities (1.3b) into (1.3a) so the
algebra Qn is defined by the multiplicative identity (1.3b) and the derivation ∂.
The relations (1.1a) and (1.1b) imply more general rational relations between
the generators zA,i in the “rational envelope” of the algebra Qn. These relations
follow from expressions for the xA,i described by Theorem 2.3.5 below. Let
A ⊂ {1, . . . , n}, C ⊂ B ⊂ A, A \B = {i1, . . . , ip} and B \ C = {j1, . . . , jq}.
Theorem 2.3.5. (a) Let i /∈ A. Then
(2.2a) xA,i = V (xB,i1 , . . . , xB,ip , xB,i)xB,iV (xB,i1 , . . . , xB,ip , xB,i)
−1.
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(b) Let j /∈ B. Then
(2.2b) xC,j = V (xB,j1 , . . . , xB,jq , xB,j)
−1xB,jV (xB,j1 , . . . , xB,jq , xB,j).
Examples. a) If A = {i1}, B = ∅
xi1,i = (xi1 − xi)xi(xi1 − xi)
−1.
b) If A = {i1, i2}, B = {i2}
xi1i2,i = (xi2,i − xi2,i1)xi2,i(xi2,i − xi2,i1)
−1.
The last identity may be rewritten as
xi2,i = (xi2,i − xi2,i1)
−1xi1i2,i(xi2,i − xi2,i1).
Remark. Theorem 2.3.5 shows that the algebra Qn may be mapped not only
into the free skew-field generated by the elements xk = x∅,k, but into the free
skew-field generated by the elements xB,i with |B| = m for a given m.
3. Noncommutative polynomials and their factorizations
3.1. Noncommutative polynomials. Let R be an associative algebra over a
field k of characteristic zero. We denote by x a noncommutative formal variable
and by t a commutative formal variable. We consider here the associated polyno-
mials Pˆ (x) = a0x
n+a1x
n−1+ ...+an and P (t) = a0t
n+a1t
n−1+ ...+an, a0 6= 0
over R. Recall that x does not commute with the coefficients a0, . . . , an but t is
a commuting variable. Relations between Pˆ (x) and P (t) go back to Ore [O, L];
in particular one has the following:
Lemma 3.1.1. An element ξ ∈ R is a root of the polynomial Pˆ (x) if and only
if
P (t) = Q(t)(t− ξ),
where Q(t) is a polynomial over R.
A generic polynomial Pˆ (x) of degree n over a division algebra has exactly n
roots. This follows from the next result which is proved in [BW], see also [L].
Theorem 3.1.2. If a polynomial of degree n over a division ring has more than
n roots, then it has infinitely many roots.
Coefficients of polynomials with infinitely many roots were described in [BW],
see also [L].
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Remark. For polynomials over a ring without division Theorem 3.1.2 is not
true. A generic polynomial of degree m over the ring of complex matrices of
order n has
(
nm
n
)
roots.
It was shown in [GR5] that if a polynomial Pˆ (x) over a division algebra
has n roots in generic position, then the associated polynomial P (t) admits a
factorization into linear factors
P (t) = a0(t− yn)(t− yn−1)...(t− y1).
Here we study all such decompositions and a quadratic algebra associated with
them.
3.2. Factorizations of noncommutative polynomials. A polynomial
Pˆ (x) = a0x
n + a1x
n−1 + ... + an over a division algebra is called a generic
polynomial if Pˆ (x) has exactly n roots x1, . . . , xn such that all rational expres-
sions xi1...ik−1,ik are defined and different from each other. A polynomial P (t)
is called a generic polynomial if Pˆ (x) is a generic polynomial.
Set x∅,i = xi. From [GR3, GR5] we have:
Theorem 3.2.1. Let P (t) = a0t
n + a1t
n−1 + ... + an be a generic polynomial.
For any ordering i1, . . . , in of {1, . . . , n},
(3.1) P (t) = a0(t− xi1...in−1,in)...(t− xi1...ik−1,ik)...(t− x∅,i1).
Conversely, for any factorization
P (t) = a0(t− ξn)(t− ξn−1)...(t− ξ1)
there exists an ordering i1, i2, . . . , in of {1, 2, . . . , n}, such that ξk = xi1...ik−1,ik
for k = 1, . . . , n.
Proof. In [GR3, GR5] it was shown that
a−10 a1 = −(yi1 + yi2 + ...+ yin),
a−10 a2 =
∑
j<k
yikyij ,
...
a−10 an = (−1)
nyinyin−1 ...yi1 ,
where yik = xi1...ik−1,ik .
The factorization (3.1) is equivalent to this system. This proves the first
statement of the theorem. The second statement follows from the first one and
Theorem 3.1.2.
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Corollary 3.2.2. There exist at most n! factorizations of a generic polynomial
of degree n over a division algebra.
Example. For a generic quadratic polynomial Pˆ (x) = a0x
2 + a1x+ a2 and its
roots x1, x2 one has
x1,2 = (x2 − x1)x2(x2 − x1)
−1,
x2,1 = (x1 − x2)x1(x1 − x2)
−1,
P (t) = a0(t− x1,2)(t− x1) = a0(t− x2,1)(t− x2).
3.3. Basic relations arising from factorizations of noncommutative
polynomials.
Let Pˆ (x) = a0x
n + a1x
n−1 + ...+ an be a generic polynomial over a division
algebra R and let x1, . . . , xn be its roots. We describe here basic relations for
rational expressions in xi1i2...ik,ik+1 for k = 0, . . . , n− 1.
Let A = {i1, i2, . . . , ik} be a subset of {1, 2, . . . , n} and l /∈ A, 1 ≤ l ≤ n.
Theorem 3.3.1. Let |A| < n− 1. For any i, j /∈ A
(3.2a) xA∪i,j + xA,i = xA∪j,i + xA,j ,
(3.2b) xA∪i,jxA,i = xA∪j,ixA,j .
Example. Let n = 2, A = ∅, i = 1, j = 2. Then
x1,2 + x1 = x2,1 + x2,
x1,2x1 = x2,1x2.
Denote by RP the subalgebra of the algebra R generated by all xA,i’s.
Corollary 3.3.2. There exists a unique epimorphism
α : Qn → RP
such that α(zA,i) = xA,i for all A, i /∈ A.
As in Theorem 2.3.5 more general relations for rational expressions in the
xA,i are described by the following theorem. Let A ⊂ {1, . . . , n}, C ⊂ B ⊂ A,
A \B = {i1, . . . , ip} and B \ C = {j1, . . . , jq}.
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Theorem 3.3.3. (i) Let i /∈ A. Then
(3.3a) xA,i = V (xB,i1 , . . . , xB,ip , xB,i)xB,iV (xB,i1 , . . . , xB,ip , xB,i)
−1.
(ii) Let j /∈ B. Then
(3.3b) xC,j = V (xB,j1 , . . . , xB,jq , xB,j)
−1xB,jV (xB,j1 , . . . , xB,jq , xB,j).
Examples. a) If A = {i1}, B = ∅
xi1,i = (xi1 − xi)xi(xi1 − xi)
−1.
b) If A = {i1, i2}, B = {i2}
xi1i2,i = (xi2,i − xi2,i1)xi2,i(xi2,i − xi2,i1)
−1.
The last identity may be rewritten as
xi2,i = (xi2,i − xi2,i1)
−1xi1i2,i(xi2,i − xi2,i1).
4. Quadratic algebras associated with differential polynomials
4.1 Miura decompositions of differential polynomials.
In the next sections we transfer results obtained in previous sections to fac-
torizations of differential polynomials. Let k be a field and (R,D) a differen-
tial division algebra with unit. Here D : R → R is a k-linear map such that
D(ab) = (Da)b + a(Db) for a, b ∈ R. Sometimes we use the notation Da = a′
and Dka = a(k). Consider an operator L : R→ R, L = Dn+ a1D
n−1 + ...+ an,
ai ∈ R for i = 1, . . . , n. The action of L on R is given by the formula
L(φ) = Dnφ+ a1D
n−1φ+ ...+ anφ. For φ1, . . . , φn ∈ R set
W˜ (φ1, . . . , φm) =


φ
(m−1)
1 ... φ
(m−1)
m
φ
(m−2)
1 ... φ
(m−2)
m
.. ... ..
φ1 ... φm

 ,
and denote by W (φ1, . . . , φm) the quasideterminant |W˜ (φ1, . . . , φm)|1m of this
matrix. Suppose that L has n linearly independent solutions φi ∈ R, i.e.,
L(φi) = 0, i = 1, . . . , n. Suppose also that the matrix W˜ (φi1 , . . . , φim) is in-
vertible for any set {i1, . . . , im} ⊂ {1, . . . , n}. Denote by V the space of all
solutions of L. Let F be the complete flag {F (1) ⊂ F (2) ⊂ ... ⊂ F (n)} such that
each F (k) is generated by φi1 , . . . , φik . Set
bk(F ) = [DW (φi1 , . . . , φik)]W (φi1 , . . . , φik)
−1.
The elements bk(F ) do not depend on the choice of the basis for V . The
following theorem was proved in [EGR].
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Theorem 4.1.1.
(4.1) L = (D − bn(F ))(D − bn−1(F ))...(D− b1(F )).
It is easy to see that if F1, F2 are complete flags in V such that F
(m)
1 = F
(m)
2
for m = 1, . . . , k and F
(k+2)
1 = F
(k+2)
2 , then:
Proposition 4.1.2.
bk+2(F1) + bk+1(F1) = bk+2(F2) + bk+1(F2),
bk+2(F1)bk+1(F1)−Dbk+1(F1) = bk+2(F1)bk+1(F2)−Dbk+1(F2).
4.2. Factorizations of differential polynomials.
Motivated by results from previous sections we are going to study differential
algebras generated by the decompositions of differential polynomials. We do not
assume here that these polynomials have any solutions.
Let (R,D) be a k-differential algebra with unit over a field k and L = Dn +
a1D
n−1 + ... + an a differential polynomial over R. For an element g ∈ R set
up(g) = (D+ g)
p(1). For example, u0(g) = 1, u1(g) = g, u2(g) = g
′+ g2. When
D = 0, up(g) = g
p.
Assume that the operator L can be factorized as L = Li(D−fi), where the Li
are differential polynomials of degree n−1, i = 1, . . . , n. Suppose that all square
submatrices of the matrix (up(fq)), p = 0, 1, .., n−1, q = 1, . . . , n, are invertible.
For distinct i1, . . . , im, m = 1, . . . , n, set θ(fi1 , . . . , fim) = |up(fis)|mm, where
p = 0, . . . , m− 1, s = 1, . . . , m. When D = 0, the last quasideterminant is just
a Vandermonde quasideterminant.
From a general property of quasideterminants [GR1-GR5] it follows that
θ(fi1 , . . . , fim) is symmetric in i1, . . . , im−1. Set
fi1,...,im = θ(fi1 , . . . , fim)fimθ(fi1 , . . . , fim)
−1+[Dθ(fi1 , . . . , fim)]θ(fi1 , . . . , fim)
−1.
The expressions fi1,...,im are also symmetric in i1, . . . , im−1.
Theorem 4.2.1. For any permutation (i1, . . . , in) of {1, . . . , n}
(4.2) L = (D − fi1,...in−1,in)...(D − fi1,i2)(D − fi1).
The decomposition (4.2) is similar to the decomposition (3.1) of a polynomial
P (t).
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Proposition 4.2.2. If Dφi = fiφi for i = 1, . . . , n, then decomposition (4.2)
implies decomposition (4.1).
Example. For n = 2
L = (D − f1,2)(D − f1) = (D − f2,1)(D − f2),
where
f1,2 = (f2 − f1)f2(f2 − f1)
−1 + (f ′2 − f
′
1)(f2 − f1)
−1,
f2,1 = (f1 − f2)f1(f1 − f2)
−1 + (f ′1 − f
′
2)(f1 − f2)
−1.
The following theorem generalizes formulas (3.2a,b) for factorizations of non-
commutative polynomials.
Theorem 4.2.3. Let A ⊂ {1, . . . , n}, |A| < n− 1. For any i, j /∈ A
(4.3a) fA∪i,j + fA,i = fA∪j,i + fA,j,
(4.3b) fA∪i,jfA,i − f
′
A,i = fA∪j,ifA,j − f
′
A,j.
Example. Let n = 2, A = ∅, i = 1, j = 2. Then
f1,2 + f1 = f2,1 + f2,
f1,2f1 − f
′
1 = f2,1f2 − f
′
2.
Formulas (4.3a,b) show that there exists a quadratic linear algebra RL asso-
ciated with factorizations of the operator L. In fact, the algebra RL possesses a
natural derivation ∇.
Theorem 4.2.4. There exists a unique derivation ∇ : RL → RL such that
i) ∇fA,i = 1 for any pair A, i, i /∈ A,
ii) ∇D = D∇.
This theorem is a generalization of Corollary 2.3.3. The relations between
the fA,i for different pairs A, i are given by the following statements. Let A ⊂
{1, . . . , n}, B ⊂ A, C ⊂ B. Let A \B = {i1, . . . , ip}, B \ C = {j1, . . . , jq}.
Theorem 4.2.5. (i) If i /∈ A, then
fA,i = θ(fB,i1 , . . . , fB,ip , fB,i)fB,iθ(fB,i1 , . . . , fB,ip , fB,i)
−1
+[Dθ(fB,i1 , . . . , fB,ip , fB,i)]θ(fB,i1 , . . . , fB,ip , fB,i)
−1.
(ii) If j /∈ B, then
fC,j = θ(fB,j1 , . . . , fB,jq , fB,j)
−1fB,jθ(fB,j1 , . . . , fB,jq , fB,j)
−θ(fB,j1 , . . . , fB,jq , fB,j)
−1[Dθ(fB,j1 , . . . , fB,jq , fB,j)].
This is a generalization of Theorem 3.3.3.
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