Exploration of structure-property relationships as a function of dopant concentration is commonly based on mean field theories for solid solutions. However, such theories that work well for semiconductors tend to fail in materials with strong correlations, either in electronic behavior or chemical segregation. In these cases, the details of atomic arrangements are generally not explored and analyzed. The knowledge of the generative physics and chemistry of the material can obviate this problem, since defect configuration libraries as stochastic representation of atomic level structures can be generated, or parameters of mesoscopic thermodynamic models can be derived.
The relationship between the atomistic mechanisms of materials doping and emerging functionalities is highly non-trivial. For many materials such as metals and silicon the electron wavefunctions are sufficiently delocalized that the doping effects can be interpreted within effective mean field models, e.g. via the shift of Fermi level or chemical potential of corresponding mobile species. The residual effects of chemical inhomogeneities can then be described via increased scattering rates and reduced mean free paths for electrons and phonons, or effective resistance, whereas exact positions of dopant species are less relevant. Overall, in these cases doping effects are well-described through effective change of bulk material parameters. 5 This approach however does not hold for materials with higher levels of disorder, giving rise to intriguing physical behaviors such as Anderson localization. 6 The latter is associated with macroscopically disordered ground states resulting in localization of electronic wavefunctions.
Similarly, in systems with localized interactions such as strongly correlated materials, 7-11 complex behaviors emerge that are dependent on the strength and directionality of local interactions. 12 Correspondingly, electronic and functional properties will depend not only on average dopant concentrations, but also on the exact configurations of dopant atoms. 13 For phenomena such as phase transformations, including the nucleation and transformation of domains and associated movement of interfaces during the transformation, the details of local atomic arrangements also become important -here, they determine the magnitude of the pinning of the interface, affect the transformation front geometry and account for roughness, and can thus greatly affect other relevant behaviors. [14] [15] Notably, the statistics of atomic configurations of dopant atoms in real space, and hence the effects of the doping on materials behaviors strongly depend on the interactions between the dopant atoms. 22 We note that for classical systems and in the absence of experiment-specific errors (e.g. mis-identified atoms), the space of measurement outcomes is equivalent to the space of the system's coarse-grained states corresponding to all distinguishable lattice configurations of Mo/Re metal atoms. For large sample numbers, the relative frequency of different configurations collected from repeated measurements converges to the probability distribution of the system surface configurations, where each distribution can be represented as a unit vector on the probability space of all possible distributions.
As shown by Wootters for pure quantum states and by Braunstein and Caves for density matrices, [23] [24] the angle between probability vectors, typically referred to as statistical distance, presents the natural metric for quantifying distinguishability of physical systems. It is defined as,
where pi and qi are the probabilities of states i in systems P and Q, and the argument represents a scalar product between k-dimensional probability vectors. We have recently proposed to use this metric to measure model quality and used it as an optimization loss function that avoids the pitfalls of other commonly used functions, such as the Kullback-Leibler divergence, simple least squares, or various energy and force matching methods for force field optimization. 25 We have shown earlier that a convenient loss function for D independent datasets in the form of histograms collected from multiple sources, such as images at different conditions, can be written as, 
where : $ is squared statistical distance for dataset d, nd is the number of samples in dataset d, and nTot is the total number of samples in all datasets.
The practical challenge in dealing with microscopic imaging data using the outlined formalism is the enormous dimension of the Hilbert space and limited number of samples (individual images), which may often amount to just one. In this situation it is impossible to obtain an accurate estimate of the limiting probability distribution P that should be matched by a model.
According to the maximum likelihood approach, the probability distribution estimate is equal to the distribution of relative frequencies, which would imply zeros for nearly all states. 26 Consequently, there is virtually no chance of a model matching the particular observed
configuration.
An alternative estimate of P more suited for dealing with zero counts is to use a noninformative Jeffreys prior over the states, which is a uniform distribution on the probability space and whose effect is equivalent to assigning an extra ½ of a sample to each state. The estimate of the system's probability distribution P is then,
where pi is the estimated probability of state i of a k-state system, xi is the number of counts in the histogram bin corresponding to i,
is the total number of samples. It is easy to see that in the case of large k and small n the estimated P will be nearly uniform for any measurement, and the optimal model will be therefore random with not enough data to support a more complex model. We note that this approach is equivalent to the presence of translational statistical invariance in the system and assumes the absence of long-range fields (such as depolarizing field in ferroelectrics). A similar approach was used in the statistical analysis of structural and electronic order parameters using sliding transforms, as reported by Vasudevan et al. 27 
I.1. Feature selection
The optimal choice of the subsystems is a feature selection problem. In the limit of large subsystems, we end up with a single sample per image, as discussed above. In the opposite limit of subsystems of the size of a single atom, we can collect a large number of samples, but the twostate (Mo/Re) subsystems will provide only minimal amount of information to discriminate between candidate models because many plausible models can easily fit a binomial distribution (i.e., average concentration). The ideal subsystems that balance the number of samples and the number of distinguishable states l (resolution) will therefore lie in between these extremes and depend on the amount of data. The choice of the most discriminative features will also influence the maximum model complexity that can be supported by the data. As a general rule, when developing models based on microscopic images, we select features that can support the most complex models. Physical considerations of the locality of interactions may guide us to consider features (subsystems) in the form of local configurations that contain information about the direct correlations between atoms that roughly span the range of direct atom-atom interactions. 28 Typically, these may contain the nearest and next-nearest metal atom neighbors (Fig. 2 ). The statistics of such configurations in the form of histograms represent a natural signature, or fingerprint, of the observed structure, which the model should reproduce. We note that this approach to feature selection is a variation of the bag-of-visual-words ML method used for image classification.
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I.2. Statistical hypothesis testing
Statistical distance, as the geodesic on the probability space, is directly related to the statistical hypothesis testing. In this interpretation, a model of structure formation can be considered a testable hypothesis about the origin of the observed data. While we cannot prove the correctness of the model, we can rule out possible scenarios that are not compatible with the experimental data. For instance, it may not be clear whether configurations observed in microscopic images result from an equilibrium process and can be therefore directly related to interatomic interactions, or whether they represent history-dependent samples from a non-equilibrium distribution.
The target and model distributions of repeated measurement outcomes form multinomial distributions centered around the limiting probability distributions P and Q, defined on the probability space. In the large sample limit these distributions are well approximated by normal distributions with variance equal to ¼. In this setting, statistical distance can be considered an instance of a Mahalanobis distance M defined on the k-1-dimensional probability space. We can then use the relation of M 2 to p-value, 32 which quantifies the probability that the model generates a distribution that is at least as different as the target distribution. Since s 2 follows the "K2 $ distribution for k-1 the degrees of freedom, p-value can be determined as,
where CDF denotes the cumulative distribution function of "K2 $ evaluated at 4 $ . Minimizing s 2 then results in a model representing a hypothesis that is most difficult to reject using the significance test, i.e., the model distribution is the most difficult to distinguish from the experimental one.
I.3. Model selection
As an alternative to the classical statistical significance testing, which evaluates individual models, we can also employ relative model selection criteria. Ideally, we would want to employ the minimum description length (MDL) criterion, 33 which can be interpreted as penalizing model complexity based on the number of distinguishable configurations the model can generate. 34 This criterion is fully consistent with the ideas of the statistical distance framework utilized here.
However, for practical reasons we use the simplified version valid in the large sample limit, which coincides with the Bayesian information criterion (BIC), 35 defined here as,
where the first term is the negative log likelihood of the model generating the observed distribution, r is the number of model parameters, and the rest of the symbols have the same meaning as before.
Imaging segregation and phase transition in RexMo1-xS2
As a model system, we have chosen the RexMo1-xS2 solid solutions for varying Re concentrations synthesized as described in Materials Section. [36] [37] The atomically resolved images To analyze the images, we adopt the atom finding algorithm based on the procedure outlined by Somnath et al. 38 Briefly, this involves the first image denoising step via a sliding window reconstruction with principal components, followed by motif-matching and thresholding to find sub-lattices of distinct types and isolate the individual atoms. This functionality is available through the open source python package PyCroscopy. [39] [40] Subsequent Gaussian fitting enables sub-pixel accuracy of the atomic coordinates to be determined. Notably, this approach allows not only positional identification of all the atoms in the image, but also classifies them as Mo or Re based on simple thresholding given the change in contrast expected due to higher Z number of Re.
The identified atom types are shown superimposed on the atomic contrast in Fig. 1 . Thus, obtained data sets contain the information on the atomic configuration of cations in the 2D triangular lattice,
i.e. compositional fluctuations. The latter, in turn, can be related to the thermodynamics of the solid solution via the formalism described above. 
Models of dopant segregation
Here, we restrict our modeling to Mo/Re atom distribution on an idealized hexagonal lattice and ignore defects such as sulfur vacancies. As the first step, we select structural descriptors on this lattice, whose statistics will serve as the target structural fingerprint for model optimization and statistical significance testing. Given the limited amount of data, we constrain our analysis to the statistics of local configurations consisting of an atom and its six nearest neighbors (Fig 2a) .
Assuming the translational symmetry of the sample, the seven atoms of two possible types can result in 2 7 configurations. Taking further into account rotational and reflective symmetries, the total number of distinct configurations reduces to 26. The statistics of these configurations in the form of relative frequencies collected from four images at different stoichiometries are shown in The complexity of the models reproducing the statistics of local configurations can theoretically range from a null model with zero adjustable parameters and single probability distribution to a model with 4 x 25 parameters, each of which controls the statistics of individual histogram bins collected from the four images. Such a model, which is in effect equivalent to that described by Eq. (3), achieves the maximum complexity with possible probability distributions spanning the entire probability space. Clearly, such a model will overfit and therefore possesses limited predictive power. Physically motivated constraints are thus needed to select a lowerdimensional subspace of possible distributions.
Null hypothesis -random model
As the simplest possible model, the null hypothesis for the observed statistics, we assume that the MoxRe1-xS2 configurations collected from the four images are completely random.
Physically, such a distribution of metal atoms may result from random deposition of Mo and Re atoms without subsequent thermal equilibration. Alternatively, a random distribution of metal atoms could be formed in an equilibrium system in which the differences in the effective energetics 
Equilibrium pair-additive models
To probe the segregation hypothesis further, we test a model assuming that the images present equilibrium structures that can be described by a class of models with a simple pair-additive
Hamiltonian that includes the first-and second nearest neighbor interactions (Fig. 2b) . Both of these interactions effectively account for bonds between Mo and Re atoms mediated by sulfur bridges. The energy of configuration i can be written as,
where w1 and w2 are interaction energies between Mo and Re atoms in the nearest and next-nearest neighbor positions, respectively; the summation runs over all nearest and next-nearest atom pairs with bcde = 1 a for Mo-Re pairs and bcde = 0 otherwise. This class contains our null hypothesis as a special case with the interaction parameters set to zero, and also a subclass of nearest neighbor models with w2 = 0.
The interaction parameters were optimized to minimize statistical distance between the target histograms and those collected from equilibrium Monte Carlo simulations with the model.
As described in Methods section, we combined five reference simulations with tentative models to construct the profile of the combined squared statistical distance S 2 as a function of interaction parameters (Fig. 4a) . The minimum of this profile was found at w1 = -0.1 and w2 = -0.06. Examples of configurations generated by the equilibrium model at different stoichiometries are presented in To quantify the agreement between these structures and the target images, we performed hypothesis testing. The p-values summarized in Table I ( r =1 is found to be 71.4, which is more favorable than both the two-parameter and random models.
Therefore, accepting this criterion, the amount of available data can justify the choice of the simple nearest neighbor model.
Equilibrium manybody model
We may speculate that the overall poor agreement of our pair-additive models stems from their inability to capture the correct form of physical interactions across the range of stoichiometries. In particular, they do not explicitly account for the different bonding topologies of the MoS2 and ReS2 lattices identified at low and high x values, respectively. To test an alternative model of bonding interactions within the system, we constructed a model with a simple manybody Hamiltonian that reflects bonding between triplets of metal atoms sharing the same sulfur atom. Since we are using simulations in the canonical ensemble, which keeps the number of particles of each type constant, we can set the pure-phase energies to zero and only optimize interactions responsible for mixing of Mo-Re atoms. Within this model, the energy of configuration i can be written as,
where w1 and w2 are interaction energies of sulfur with Mo2Re and MoRe2 neighbors; the summation runs over all S atoms with bcbcde = 1 for S with two Mo and one Re bonds, and bcbcde = 0 otherwise; similarly for bcdede with two Re and one Mo. As in the pair additive model, this model class contains the null hypothesis as a special case with the interaction parameters set to zero.
We followed the same optimization procedure as in the pair-additive model to find the two interaction parameters. The profile of combined squared statistical distance S 2 as a function of interaction parameters is shown in Fig. 4b , with the minimum found at w1 = -0.14 and w2 = -0.07.
As in the previous cases, the negative interaction coefficients indicate favorable mixing of Mo and
Re. The statistical distances and p-values summarized in Table I show that the manybody model is more difficult to reject than the random model based on standard hypothesis testing but performs worse than the simple nearest neighbor model. Taking model complexity into account, the BIC criterion for the equilibrium model, Eq. (6), with r = 2, attains the value of 76.1, which is slightly worse than even the random model.
While we were able to find a simple pair-additive model of elemental segregation in MoxRe1-xS2, the overall agreement with the imaging data is not completely satisfactory. This indicates that not all physically important effects are captured by the current equilibrium and random models.
One possibility to further improve the equilibrium models is to include elastic contributions in the Hamiltonian. A more likely explanation of the discrepancies seems to be the presence of structures created by non-equilibrium processes, whose reproduction would require adequate models. For instance, a model of spinodal decomposition could be tested in a similar manner. However, more data in the form of additional images would be needed to justify selecting a more complex model (equilibrium or dynamic) capable of explaining the observed structures. We note that while it is difficult to prove that the observed sets of configurations are samples from an equilibrium distribution, and in fact the results indicate that it is unlikely that the structures are not influenced by the material's history, it is possible to test different statistical mechanical models that incorporate both equilibrium and non-equilibrium effects, with the complexity of these models only limited by the amount of available data.
Overall, this approach greatly increases the value of STEM data by allowing it to be connected to the thermodynamic or more complex properties of the system. By the same token, it necessitates the acquisition of much larger data volumes. [41] [42] While previously a single image provided qualitative information on the system properties, use of more data enables more statistics, which in turn facilitate improved understanding and discrimination ability between competing models. Furthermore, this approach can be used with data from other experimental tools, including atomic probe tomography, etc., and necessitates the development of automated workflows for data analysis and extraction.
The presented analysis, which integrates statistical mechanics principles with statistical learning methods and statistical hypothesis testing can be easily incorporated into materials science workflows for materials design. In general, the presented work follows the path towards seamless integration of physical theory, machine learning, and experiments. Future work will focus on further development of the unsupervised learning methods for automated feature selection and structure analysis, as well as on expanding the approach to dynamic data and kinetic Monte Carlo modeling.
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METHODS
Sample growth:
Molybdenum oxide powder (99%, Sigma Aldrich), sulfur powder (99.5%, Sigma Aldrich) and ammonium perrhenate (99%, Sigma Aldrich) were used as precursors for CVD growth. A selected ratio of molybdenum oxide and ammonium perrhenate was added to an alumina boat with a Si/SiO2 (285 nm) wafer cover. The furnace temperature was ramped to 550 °C in 15 min and then kept at 550 °C for another 15 min for the growth of the RexMo1-xS2 alloy materials. Sulfur powder in another alumina boat was placed upstream where the temperature was roughly 200 °C. After growth, the furnace was cooled to room temperature using natural convection. The growth process was carried out with 50 SCCM argon at atmospheric pressure.
Electron microscopy characterization:
The RexMo1-xS2 flakes were transferred to TEM grids by spin coating PMMA to support the flakes and etching with KOH to release them from the substrates (by dissolving the SiO2). The annular dark-field images (ADF) were collected using a Nion UltraSTEM100 microscope operated at 60
kV. The as-recorded images were filtered using a Gaussian function (full width half maximum = 0.12 nm) to remove high-frequency noise. The convergence half angle of the electron beam was set to 30 mrad and the collection inner half angle of the ADF detector was 51 mrad. The samples were baked in vacuum at 140 0 C overnight before STEM observation. During STEM observation, the probe current was controlled between 10 pA to 60 pA to reduce beam damage.
Monte Carlo simulations and model optimization
Simulations with the effective interaction models were performed on a 2-dimensional hexagonal lattice with periodic boundary conditions along the MoxRe1-xS2 plane directions. The simulation cell contained N=2048 metal atoms which were equilibrated at reduced temperature T * = 1. After equilibration, the total of Individual local configurations illustrated in Fig. 2 (a) , and whose statistics is presented in Fig. 3 
