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Abstract
We study the scaling limit for the height one field of the two-dimensional Abelian sandpile model. The
scaling limit for the covariance having height one at two macroscopically distant sites, more generally the
centred height one joint moment of a finite number of macroscopically distant sites, is identified and shown
to be conformally covariant. The result is based on a representation of the height one joint intensities that is
close to a block-determinantal structure.
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1. Introduction and main results
We consider the Abelian sandpile model introduced by Bak, Tang and Wiesenfeld [1] and
generalized by Dhar [2]. Let Λ ⊆ Z2 be finite and ∆Λ be the discrete Laplacian in Λ:
∆Λ(v,w) =
4 if v = w;−1 if |v − w| = 1;0 otherwise; for all v,w ∈ Λ.
The sandpile model with toppling matrix∆Λ is a discrete time Markov chain with state space
ΩΛ :=
∏
v∈Λ{1, . . . ,∆Λ(v, v)} and transition step a∆Λ : ΩΛ 7→ ΩΛ. Given η = (ηv)v∈Λ ∈ ΩΛ,
∗ Tel.: +49 151 204 419 22; fax: +49 89 608 069 53.
E-mail address: duerre@math.lmu.de.
0304-4149/$ - see front matter c© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2009.02.002
2726 M. Du¨rre / Stochastic Processes and their Applications 119 (2009) 2725–2743
we obtain a∆Λ(η) as follows: we choose a site v ∈ Λ according to the uniform distribution
on Λ and increase the height at v by one. If the site v becomes unstable, that is, in the case
of ηv + 1 > ∆Λ(v, v) we topple v according to ∆Λ: for all w ∈ Λ we decrease the height
at w by ∆Λ(v,w). It might be the case that by toppling the site v one or more sites w 6= v
became unstable. Then we continue by toppling all unstable sites until we obtain a configuration
a∆Λ(η) ∈ ΩΛ. This is indeed the case after finitely many topplings, since toppling a site on
the boundary of Λ means one or more particles leaving the system. Furthermore, the obtained
configuration does not depend on the sequence of topplings we used, from where the name
‘Abelian’ originates. For a mathematical introduction to the Abelian sandpile model see [3,4].
Here we note that the unique stationary measureµΛ is the uniform measure on the set of recurrent
configurations RΛ, and |RΛ| = det(∆Λ).
In [5], Majumdar and Dhar develop a powerful method to calculate the probability of specific
subconfigurations in stationary state. Especially, they show that the covariance having height one
at two sites separated by distance r decays as r−4. Their method has been extensively used
and extended in the physics literature to support the conjecture that the scaling limit of the
Abelian sandpile model can be described by a logarithmic conformal field theory (see e.g. [6–
9]). Although the special case of the height one field seems to be well understood in the physics
literature, we did not find a mathematical characterization for the scaling limit.
Our main result concerns the scaling limit for the centred height one joint moments of finite
sets of macroscopically distant sites.
Given Λ ⊂ Z2 finite and z ∈ Λ, we write hΛ(z) : ΩΛ 7→ {0, 1}, hΛ(z) := 1{1} ◦ Πz , to
denote the indicator function having height one at the site z. Here we write Πz : ΩΛ 7→ N,
Πz ((ηv)v∈Λ) := ηz , for the projection on the zth coordinate, and define 1{1} : N 7→ {0, 1} by
1{1}(n) := 1 in the case of n = 1, and 1{1}(n) := 0 otherwise. Under slight abuse of notation we
write E (hΛ(z)) to denote the expectation of hΛ(z) with respect to the measure µΛ.
From now on throughout the paper, let U ⊂ C = R2 be a bounded connected domain with a
smooth boundary. For all  > 0 let U := U/ ∩ Z2. For every u ∈ U let u > 0 so that for all
 ∈]0, u] there exists u ∈ U such that |u/ − u | ≤ 2.
Theorem 1 (Conformal Scaling for the Height One Joint Moments). Let V ⊂ U be a set of
finitely many points in the interior of U. Then as  → 0 the rescaled joint moment
−2|V |E
[∏
v∈V
(
hU (v)− E[hU (v)]
)]
tends to a finite limit EU (v : v ∈ V ) which is conformally covariant with scale dimension 2.
By conformal covariance with scale dimension 2 we mean that for any conformal
isomorphism f : U 7→ U ′
EU (v : v ∈ V ) = EU ′ ( f (v) : v ∈ V ) ·
∏
v∈V
| f ′(v)|2.
To obtain Theorem 1 we derive an explicit representation for EU (v : v ∈ V ). The formula is
stated in Section 2, Theorem 2.
The further organization of the paper is as follows. In Section 2 we introduce notation and
state the explicit formula for the scaling limit for the height one joint moments. Our result is
based on an expression for the height one joint cumulants in terms of differences of discrete
Green functions. In Section 3 we use a correspondence of sandpile models and spanning trees
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and the matrix tree theorem to derive this expression. Thereafter, we use the theory of harmonic
functions to study the asymptotics of the Green function differences in Section 4. We combine
the results of Sections 3 and 4 to conclude Theorems 1 and 2 in Section 5. Finally, to complement
the understanding of the sandpile height one field, in Section 6 we remark a central limit theorem
for the sandpile height one field and relate it to Theorem 1.
2. Notation and further results
To state the representation for EU (v : v ∈ V ) we introduce some more notation. The explicit
formula for EU (v : v ∈ V ) is given in terms of the scaling limits for the height one joint
cumulants.
Cumulants. Let X be a random variable with all moments finite. We define the cumulants κn(X),
n ∈ N, to be the Taylor coefficients of the logarithm of the characteristic function:
log E
[
exp(it X)
] = ∞∑
n=1
κn(X)
(it)n
n! .
Given a finite family (Xv)v∈V of random variables with all moments finite, we write
κ (Xv : v ∈ V ) to denote the joint cumulant of (Xv)v∈V . That is,
E
[∏
v∈V
Xv
]
=
∑
Π∈Π (V )
∏
B∈Π
κ(Xv : v ∈ B), (1)
where
Π (V ) :=
{
{A1, . . . , An}
∣∣∣∣n ∈ N, ∀1 ≤ i 6= j ≤ n : ∅ 6= Ai ⊂ V,Ai ∩ A j = ∅,∪nl=1 Al = V
}
denotes the set of partitions of V . We note that (1) uniquely defines the joint cumulants: suppose
|V | = 1, that is, V = {v} for some v. Then (1) implies κ(Xv) = E[Xv]. In the case of |V | = 2,
V = {v,w}, then κ(Xv) = E[Xv], κ(Xw) = E[Xw] and (1) imply
κ(Xv, Xw) = E[Xv · Xw] − E[Xw] · E[Xv].
Proceeding by an induction based on (1), we obtain the assertion.
Let X be a random variable with all moments finite, and write X i := X for all i ∈ N. Faa´ die
Bruno’s formula provides the following relation between cumulants and moments (see e.g. [10]):
E(Xn) =
∑
Π∈Π ({1,...,n})
∏
B∈Π
κ|B| (X) , n ∈ N.
Hence, using an induction on n ∈ N it follows that κ(X i : 1 ≤ i ≤ n) = κn(X). Finally, we note
that joint cumulants are multilinear.
To express the scaling limit for the height one joint cumulants, we use the continuous Green
function.
The continuous Green function. We write ∂x and ∂y to denote the derivative in the direction
of the real, respectively imaginary axis. For a function f : U k 7→ R let ∂(i)x f denote the ∂x -
derivative of f as a function of the i th variable, provided it exists. Similarly we define ∂(i)y and
write ∆ :=
(
∂
(1)
x
)2 + (∂(1)y )2 to denote the continuous Laplacian in C.
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Let gU denote the continuous Green function on U . That is, gU is the real valued function
satisfying −∆gU ( ·, w) = δw on U × U in the sense of distributions, and which is zero when v
is on the boundary of U .
To state the explicit formula for EU (v : v ∈ V ), we need one more definition.
Cycles. Let V be a finite set. We write S(V ) := {φ : V 7→ V |φ bijective} to denote the set
permutations of V , and
Scycl(V ) := {σ ∈ S(V )| ∀∅ 6= P ( V : σ(P) 6= P}
for the full cycles of V . Here σ(P) := ∪p∈P {σ(p)} is the image of P under σ .
We are ready to state the formula for the scaling limit for the height one joint cumulants.
Theorem 2 (Scaling Limit for the Height One Joint Cumulants). Let V be as in Theorem 1
and suppose |V | ≥ 2. Then as  → 0 the rescaled joint cumulant −2|V |κ (hU (v) : v ∈ V )
converges to
κU (v : v ∈ V ) := −C |V |
∑
σ∈Scycl(V )
∑
(kv)v∈V∈{x,y}V
∏
v∈V
∂
(1)
kv ∂
(2)
kσ(v)
gU (v, σ (v)) .
Here C := (2/pi)− (4/pi2). That is, if we write κU (v) := 0 for all v ∈ V , then
lim
→0 
−2|V |E
[∏
v∈V
(
hU (v)− E[hU (v)]
)] = ∑
Π∈Π (V )
∏
B∈Π
κU (v : v ∈ B).
3. The height one field in finite volume
In this section we study the height one field for finite Λ ⊂ Z2. In the first part of this section
we are going to recall the burning test, a characterization of recurrent configurations. Thereafter,
we use the burning test to calculate height one probabilities for the sandpile model corresponding
to the discrete Laplacian∆Λ. Finally, in the last part of this section combinatorial decomposition
of the height one probabilities is done to derive expressions for the height one joint cumulants.
We write Λ := Λ ∪ ∂Λ, where
∂Λ := {v ∈ Z2 \ Λ|∃w ∈ Λ : |v − w| = 1}
denotes the set of those sites in the complement of Λ that have a distance-one-neighbour in Λ.
3.1. The burning test
We recall a characterization of recurrent configurations which was first discovered by D. Dhar
and S.N. Majumdar in [2,5]. Let ∆ ∈ ZΛ×Λ be a toppling matrix on Λ. That is, ∆ satisfies:
(i) for all v,w ∈ Λ, v 6= w, ∆(v,w) = ∆(w, v) ≤ 0;
(ii) for all v ∈ Λ, ∆(v, v) ≥ 1;
(iii) for all v ∈ Λ, ∑w∈Λ∆(v,w) ≥ 0;
(iv) for all v1 ∈ Λ there exists n ∈ N := {1, 2, . . .}, and vi ∈ Λ, 2 ≤ i ≤ n, such that∑
w∈Λ∆(vn, w) > 0 and ∆(vi−1, vi ) < 0 for all 1 < i ≤ n.
Here the fourth condition is fundamental to having a well defined toppling rule.
According to [2,5] a configuration η = (ηv)v∈Λ ∈ Ω∆ :=
∏
v∈Λ{1, . . . ,∆(v, v)} is recurrent
with respect to∆, if and only if it passes the following burning test. For all V ⊂ Λ and all v ∈ V
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we say that the site v is burnable in V , if
ηv > −
∑
w∈V \{v}
∆(v,w).
In the first step of the burning test, burn the set V1 of those sites v ∈ Λ that are burnable in Λ.
Iterate this procedure with Λ1 := Λ \ V1 and burn the sites v ∈ Λ1 that are burnable in Λ1, and
so on. If and only if at the end all sites are burned, the configuration passes the burning test, that
is, it is recurrent with respect to ∆.
3.2. Height one probabilities
We use the burning test to calculate height one probabilities for the sandpile model
corresponding to the discrete Laplacian ∆Λ. We start with a characterization for the height one
field.
We glue the sites (vertices) of ∂Λ together to be one site ν, and write Λν := Λ ∪ {ν}. That is,
|ν − ν| = 0, and for all v ∈ Λ, |ν − v| = |v − ν| = minw∈∂Λ |v −w|. To denote the set of paths
that connect two sites v,w ∈ Λν , we write
PATH(v,w) :=
{
{vi , 1 ≤ i ≤ n} ⊂ Λν
∣∣∣∣n ∈ N, v1 = v, vn = w,∀1 < i ≤ n : |vi−1 − vi | = 1
}
.
Lemma 1 (Characterization of the Height One Field). The probability of having height one at
each site of a set V ⊂ Λ, that is,
E
[∏
v∈V
hΛ(v)
]
is non-zero if and only if:
(i) the set V does not contain any neighbours: |v − w| 6= 1 for all v,w ∈ V ;
(ii) for every site v ∈ Λ \ V there exists a path P ∈ PATH(v, ν) so that P and V are disjoint.
Proof. Suppose we have height one at two neighbours v,w ∈ Λ, |v − w| = 1. Then from the
burning test, to burn the site v, we have to burn all neighbours of v first, in particular the site w.
Conversely, to burn the site w, we have to burn the site v first. Hence, a configuration that has
height one on v and w is not burnable. That is, such a configuration is not recurrent and occurs
with probability zero.
Let V ⊂ Λ so that |v − w| 6= 1 for all v,w ∈ V . Suppose that there exists a site
v ∈ Λ \ V with the property that for all P ∈ PATH(v, ν) we have P ∩ V 6= ∅. Then
W := {w ∈ Λ|∃P ∈ PATH(v,w) : P ∩ V = ∅} satisfies ∂W ⊂ V . We suppose that all
sites of the set ∂W have height one. Then to burn a site of ∂W , we have to burn a site of W first.
But to burn a site of W , we have to burn a site of ∂W first. It follows that every configuration that
has height one on ∂W is not Λ-burnable with respect to ∆Λ, that is, it occurs with probability
zero. In particular, every configuration that has height one on V occurs with probability zero.
We suppose that for all v ∈ Λ \ V there exists Pv ∈ PATH(v, ν) so that Pv ∩ V = ∅. Then
the configuration η that has height four on Λ \ V and height one on V is Λ-burnable with respect
to ∆Λ as follows. First we burn every site w ∈ Λ \ V using the path Pw that connects w to
the site ν. The set V does not contain any neighbours. Thus after burning the set Λ \ V , we can
burn the entire set V . That is, η is Λ-burnable with respect to ∆Λ and occurs with probability
1/|RΛ|. 
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In [5] S.N. Majumdar and D. Dhar use determinantal formulas to express the probabilities
of certain height configurations in stationary state. We use their method to obtain an explicit
expression for height one probabilities. The representation is in terms of differences of the Green
function on Λ.
The Green function on Λ. We define GΛ ∈ RΛ×Λ through GΛ := ∆−1Λ , and call GΛ the Green
function on Λ.
The difference operators. Let V ⊂ Z2, and for all a+ ib ∈ Z2 let Va+ib := {v ∈ V |v+a+ ib ∈
V }. We define the difference operators
∂(1)x : CV × CV 7→ CV1 × CV , ∂(1)x f (v,w) := f (v + 1, w)− f (v,w),
∂
(1)
−x : CV × CV 7→ CV−1 × CV , ∂(1)−x f (v,w) := f (v − 1, w)− f (v,w),
and
∂(1)y : CV × CV 7→ CVi × CV , ∂(1)y f (v,w) := f (v + i, w)− f (v,w),
∂
(1)
−y : CV × CV 7→ CV−i × CV , ∂(1)−y f (v,w) := f (v − i, w)− f (v,w).
Similarly, we define ∂(2)x , ∂
(2)
y , ∂
(2)
−x and ∂
(2)
−y with respect to the second variable.
Lemma 2 (Height One Probabilities). Let V ⊂ Λ such that for all v, v′ ∈ V , |v − v′| 6= 1 and
∂v ⊂ Λ. Then the probability of having height one at each site of V satisfies
E
[∏
v∈V
hΛ(v)
]
= det (1{v=v′} − KΛ(v, v′))v,v′∈V ,
where
KΛ(v, v
′) :=
∂
(1)
x ∂
(2)
x GΛ(v, v
′) ∂(1)x ∂
(2)
−x GΛ(v, v′) ∂(1)x ∂(2)y GΛ(v, v′)
∂
(1)
−x∂(2)x GΛ(v, v′) ∂
(1)
−x∂
(2)
−x GΛ(v, v′) ∂
(1)
−x∂(2)y GΛ(v, v′)
∂(1)y ∂
(2)
x GΛ(v, v
′) ∂(1)y ∂
(2)
−x GΛ(v, v′) ∂(1)y ∂(2)y GΛ(v, v′)
 ,
and 1{v=v′} denotes the product of the identity matrix and the indicator function of {v = v′}.
Proof. Let V be as in the lemma. We call E := {{v,w} ⊂ Λν ||v −w| = 1} the set of edges. For
all edges {v,w} ∈ E let the weight x∆Λ({v,w}) induced by ∆Λ be
x∆Λ({v,w}) :=
−∆Λ(v,w) if v,w ∈ Λ;∑
z′∈Λ
∆Λ(z, z′) if {v,w} = {z, ν} for a z ∈ Λ.
We modify the weights induced by ∆Λ as follows. For every v ∈ V we decrease the weight of
the three edges connecting the site v to its neighbours in Ni (v) := {v± 1, v+ i} by one. That is,
we modify the toppling matrix by setting
∆G := ∆Λ +
∑
v∈V
Bv,
where
Bv(u, w) :=

−3 if v = u = w;
−1 if u = w ∈ Ni (v);
1 if {u, w} = {v, v′} for a v′ ∈ Ni (v);
0 otherwise.
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Here we note that from |v − v′| 6= 1 for v, v′ ∈ V , we do not decrease the weight of the same
edge two times. Thus for all v ∈ V and all v′ ∈ Ni (v) the weight induced by ∆G satisfies
x∆G ({v, v′}) = −∆G(v, v′) = 0.
In the first step we show
E
[∏
v∈V
hΛ(v)
]
= det(∆G)
det(∆Λ)
= det
(
1+ GΛ ·
∑
v∈V
Bv
)
, (2)
where ∆−1Λ = GΛ implies the second equality.
To show (2) we distinguish two cases. First we suppose that there exists v1 ∈ Λ \ V such
that for all P ∈ PATH(v1, ν) it holds P ∩ V 6= ∅. Then from Lemma 1 (Characterization of the
height one field) the left hand side of (2) equals zero. To show that the same holds for det(∆G),
we use the matrix tree theorem. From the matrix tree theorem (see e.g. [11]), det(∆G) is the
∆G-weighted number of spanning trees of Λ ∪ ν:
det(∆G) =
∑
T∈T
∏
{v,w}∈T
x∆G ({v,w}).
Here T is the set of spanning trees of Λ ∪ ν, where a spanning tree is viewed as a subset of E .
Let T ∈ T be a spanning tree of Λ ∪ ν, and BT =
{{vi , vi+1}, 1 ≤ i ≤ n} ⊂ T , vi 6= v j for
all 1 ≤ i 6= j ≤ n + 1, be its branch that connects the site v1 to the site vn+1 = ν. We note
that PB := {vi , 1 ≤ i ≤ n + 1} satisfies PB ∈ PATH(v1, ν). Hence, our choice of v1 implies
PB ∩ V = ∅. That is, there exists 2 ≤ j ≤ n so that v j ∈ V . Along with v j−1 6= v j+1 it follows
that the branch B, and hence the spanning tree T contains an edge {v, v′} that connects a site
v ∈ V to a site v′ ∈ Ni (v). Such an edge has ∆G-weight x∆G ({v, v′}) = 0. We conclude that
det(∆G) = 0.
To show (2) it remains to study the case where for every v ∈ Λ\V there exists P ∈ PATH(v, ν)
so that P and V are disjoint. Given this situation ∆G is a toppling matrix, and the set of
configurations that are recurrent with respect to ∆G satisfies |RG | = det(∆G). We write
φ : ZΛ 7→ ZΛ for the map that is defined by successively for all v ∈ V decreasing the height by
one at all sites of Ni (v). More formally, for all η = (ηw)w∈Λ ∈ ZΛ let
φ(η) :=
(
ηw −
∑
v∈V
1{w∈Ni (v)}
)
w∈Λ
.
From the burning test, in a recurrent configuration a site with height k has less than k neighbours
with height one. This implies φ(η) ∈ Ω∆G for η ∈ RΛ,V , where RΛ,V denotes the set of
configurations inRΛ that have height one on V . Furthermore, it is easy to see that each sequence
that burns a configuration η ∈ RΛ,V with respect to ∆Λ, burns φ(η) with respect ∆G . Hence,
φ(η) ∈ RG for η ∈ RΛ,V . Along with similar considerations for φ−1, it follows that φ defines a
one-to-one mapping of RΛ,V onto RG . Therefore, we have
E
[∏
v∈V
hΛ(v)
]
= |RΛ,V ||RΛ| =
|RG |
|RΛ| =
det(∆G)
det(∆Λ)
.
This concludes the proof of (2). Finally, using elementary row and column operations one sees
det
(
1+ GΛ ·
∑
v∈V
Bv
)
= det (1{v=v′} − KΛ(v, v′))v,v′∈V . 
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Remark 1. The idea to consider the modified matrix∆G to calculate the probabilities of specific
subconfigurations is due to S.N. Majumdar and D. Dhar [5]. G. Piroux and P. Ruelle extended
their method in [9].
3.3. Height one joint cumulants
Now combinatorial decomposition of the height one joint moments is done to obtain the height
one joint cumulants.
Our presentation for the height one joint moments has a block-determinantal structure. The
block indexed by the sites v,w ∈ Λ is the three by three matrix(
1{vi=w j } − ∂(1)i ∂(2)j GΛ(v,w)
)
i, j∈{x,−x,y} .
For notational reasons, for every v ∈ Λ let vx , v−x and vy denote three distinguishable copies of
v, and write(
kΛ
(
vi , w j
))
i, j∈{x,−x,y} :=
(
1{vi=w j } − ∂(1)i ∂(2)j GΛ(v,w)
)
i, j∈{x,−x,y} .
Here x , −x and y are simple indices. For V ⊂ Λ let V x y :=⋃v∈V {vx , v−x , vy} and write
Sx ycycl(V ) :=
{
σ ∈ S(V x y)|∀∅ 6= P ( V : σ
(
P x y
)
6= P x y
}
for the set of permutations of V x y that do not operate as a permutation on P x y for a proper non-
empty subset P of V . In our definition of the sets V x y and Sx ycycl(V ) the index x y denotes that
they are defined with respect to the three copies vx , v−x and vy with each v ∈ V .
In the course of the proof of Theorem 1 we are going to introduce two distinguishable copies
(v, x) and (v, y) for every site v ∈ Λ. Again x and y will be simple indices. As equivalents to
the sets V x y and Sx ycycl(V ) we are going to define V
xy and Sxycycl(V ), where the index xy denotes
the fact that we are in the situation of two copies (v, x) and (v, y) with each v ∈ V .
Lemma 3 (Height One Joint Cumulants). Let V ⊂ Λ be as in Lemma 2. Then the joint cumulant
κ (hΛ(v) : v ∈ V ) satisfies
κ (hΛ(v) : v ∈ V ) =
∑
σ∈Sx ycycl(V )
sign(σ )
∏
v∈V x y
kΛ (v, σ (v)) . (3)
Proof. Let V be as in Lemma 2. The proof of the lemma is based on the representation of the
height one joint moments shown in Lemma 2 (Height one probabilities), and the decomposition
of joint moments into joint cumulants (1).
For P ⊂ V and σ ∈ S(V x y) we write σP : P x y 7→ V x y to denote σ restricted to P x y . For
Π ∈ Π (V ) let
Sx yΠ (V ) :=
{
σ ∈ S(V x y)|∀P ∈ Π : σP ∈ Sx ycycl(P)
}
.
Then S(V x y) = ∑Π∈Π (V ) Sx yΠ (V ), where ∑ denotes the disjoint union. Hence, Lemma 2
(Height one probabilities) implies
E
[∏
v∈V
hΛ(v)
]
=
∑
σ∈S(V x y)
sign(σ )
∏
v∈V x y
kΛ (v, σ (v))
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=
∑
Π∈Π (V )
∑
σ∈Sx yΠ (V )
sign(σ )
∏
v∈V x y
kΛ (v, σ (v))
=
∑
Π∈Π (V )
∏
P∈Π
∑
σ∈Sx ycycl(P)
sign(σ )
∏
v∈Px y
kΛ (v, σ (v)) . (4)
Using this, an induction on |V | and (1) yields the lemma. First suppose |V | = 1, that is, V = {v}
for some v ∈ Λ. Then from (1) it holds E[hΛ(v)] = κ(hΛ(v)). Hence, (4) implies (3). In the
induction step n → n + 1 suppose that (3) holds for all V ⊂ Λ so that |V | ≤ n. Let V ⊂ Λ so
that |V | = n + 1. Then from (1)
κ (Xv : v ∈ V ) = E
[∏
v∈V
Xv
]
−
∑
Π∈Π (V )
Π 6={V }
∏
P∈Π
κ (Xv : v ∈ P) . (5)
For all Π ∈ Π (V ) so that Π 6= {V }, for all B ∈ Π it holds |B| ≤ n. Thus, we can use the
induction hypothesis to express the cumulants that occur on the right hand side of (5). Comparing
with (4) yields (3). 
4. Green function asymptotics
In this section we study the Green function differences that occur in our expression for the
joint cumulants. We restrict our representation to the ∂(1)y ∂
(2)
x -difference. The same proofs yield
similar results for the ∂(1)x ∂
(2)
y -, the ∂
(1)
x ∂
(2)
x - and the ∂
(1)
y ∂
(2)
y -difference. First we introduce the
Classical Green function on Z2, and recall its asymptotic behaviour. We compare the ∂(1)y ∂(2)x -
difference of the Classical Green function and of the Green function on U , and use the theory of
harmonic functions to estimate the difference. Thereafter, we use the derived results to study the
convergence behaviour of the ∂(1)y ∂
(2)
x -difference of the Green function on U in the limit  → 0.
We write∆0 := ∂(1)−x∂(1)x +∂(1)−y∂(1)y to denote the discrete Laplacian in Z2. The Green function
GΛ : Λ × Λ 7→ R naturally extends to a function on Λ × Λ by setting GΛ(v,w) := 0 for all
v,w ∈ Λ so that {v,w} ∩ ∂Λ 6= ∅. Then for all v,w ∈ Λ it holds ∆0GΛ(v,w) = 1{v=w}. That
is, GΛ is 1/4 times the Green function of a simple random walk in Λ, killed on exit from Λ.
In [12] Y. Fukai and K. Uchiyama prove an asymptotic expansion for the potential kernel a
of a simple random walk on the plane. In terms of the Classical Green function G0(v,w) :=
−(1/4)a(w − v), their results can be written as follows:
Lemma 4 ([12, Remark 2]). For v = (vx , vy) ∈ Z2 as |v| → ∞
G0(0, v) = − 12pi log |v| + C1 + C2 ·
v2xv
2
y
|v|6 +
C3
|v|2 + O
(
|v|−3
)
for some constants C1, C2 and C3. Here we say for f, g : Z2 7→ R that g(v) = O(h(v)) as
|v| → ∞, if there exist C > 0 and R > 0 so that |v| > R implies |g(v)| ≤ C · h(v).
Lemma 4 implies the following asymptotic expansion for the Green function differences.
Lemma 5 (Asymptotic Expansion for the Green Function Differences). As |v| → ∞
∂(2)x G0(0, v) = −Re
1
2piv
+ O
(
|v|−2
)
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and
∂(1)y ∂
(2)
x G0(0, v) = Im
1
2piv2
+ O
(
|v|−3
)
.
Proof. Lemma 4 yields
∂(1)y ∂
(2)
x G0(0, v) = G0(0, v + 1− i)− G0(0, v + 1)− G0(0, v − i)+ G0(0, 0)
= 1
2pi
A + C2 · B + C3 · C + O
(
|v|−3
)
,
where we write
A := − log |v + 1− i| + log |v + 1| + log |v − i| − log |v|,
B := (vx + 1)
2(vy − 1)2
|v + 1− i|6 −
(vx + 1)2v2y
|v + 1|6 −
v2x (vy − 1)2
|v − i|6 +
v2xv
2
y
|v|6
= O
(
|v|−3
)
and
C := 1|v + 1− i|2 −
1
|v + 1|2 −
1
|v − i|2 +
1
|v|2 = O
(
|v|−3
)
.
Using log(1+ z) = z + O(|z|2), we get
A = Re log
(
(v + 1)(v − i)
v(v + 1− i)
)
= −Re i
v(v + 1− i) + O
(
|v|−4
)
= Im 1
v2
+ O
(
|v|−3
)
.
This shows the second statement. Similarly, the first statement follows from Lemma 4, and
log |v| − log |v + 1| = −Re (1/v)+ O (|v|−2). 
We say that a function f : C 7→ R is harmonic on C ⊂ Z2, if ∆0 f (v) = 0 for all v ∈ C . To
estimate harmonic functions we have the following lemma.
Lemma 6 ([13, Theorem 1.7.1]). There exists a constant C > 0 with the following property: for
all n ∈ N if a function f : Cn 7→ R is harmonic on Cn :=
{
z ∈ Z2||z| < n}, then∣∣∂y f (0)∣∣ ≤ max {| f (v)|, v ∈ Cn} · Cn .
We estimate the Green function differences in the next lemma.
Lemma 7 (Estimate for the Green Function Differences). Let D ⊂ U so that the distance of D
and ∂U is non-vanishing, that is, dist(D, ∂U ) := inf(x,y)∈D×∂U |x − y| > 0. Then there exist
cD > 0 and D > 0 as follows. For all  ∈]0, D], restricted to D × D the difference of the
∂
(1)
y ∂
(2)
x -difference quotients of the Classical Green function and the Green function on U is
bounded by cD . More formally, for all  ∈]0, D], for all v,w ∈ D∣∣∣∂(1)y ∂(2)x GU (v,w)− ∂(1)y ∂(2)x G0(v,w)∣∣∣ ≤ cD · 2.
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Proof. Let D be as in the lemma. For all  > 0 and all v ∈ U , w ∈ U we write
H(v,w) := ∂(2)x G0(v,w)− ∂(2)x GU (v,w).
For all (v,w) ∈ ∂U × U we have H(v,w) = ∂(2)x G0 (v,w). Thus Lemma 5 (Asymptotic
expansion for the Green function differences) and dist(D, ∂U ) > 0 imply the existence of
c˜D > 0 and ˜D > 0 so that for all  ∈]0, ˜D], for all (v,w) ∈ ∂U × D
|H(v,w)| ≤ c˜D · . (6)
For all w ∈ D the function H( · , w) : U 7→ R is harmonic on U . Therefore, the maximum
principle for harmonic functions implies that (6) holds for all  ∈]0, ˜D], for all (v,w) ∈ U×D .
Using Lemma 6 and dist(D, ∂U ) > 0, we obtain the assertion. 
The next lemma is well known for differences of the Green function that restrict to one
variable (see e.g. [14, Section 3], or compare with [15, Lemma 17]). However, in the literature we
did not see a proof that directly extends to the case of differences with respect to both variables
of the Green function.
Let g, h :]0,∞[7→ R be two functions. We write g() = O(h()) if there exist constants
C > 0 and 0 > 0 so that |h()| ≤ C · g() for all  ∈]0, 0]. If we wish to imply that
the constants may depend on some further quantity α, we write Oα(g()). Similarly, we write
h() = o(g()) in the case of lim→0 h()/g() = 0.
Lemma 8 (Convergence of the Green Function Differences). Let v andw be points in the interior
of U, v 6= w. Then as  tends to zero, the second difference quotient (1/2)∂(1)y ∂(2)x GU (v, w)
converges to ∂(1)y ∂
(2)
x gU (v,w).
Proof. Let v and w be two points in the interior of U , v 6= w. For all  > 0, for all z ∈ U  let
G(z) := (1/)∂(2)x GU (z, w) and G0(z) := (1/)∂(2)x G0(z, w).
Let H : U 7→ R be the harmonic function with the same boundary values which the function
f (z) := Re (2pi(w − z))−1 assumes for z ∈ ∂U . The function G is zero on the boundary, and
w is within Ow() of w. Along with Lemma 5 (Asymptotic expansion for the Green function
differences) it follows for all z ∈ ∂U
G(z)− G0(z)−H(z) = Re 12pi(w − z) − Re
1
2pi(w − z) + Ow() = Ow().
Therefore, the maximum principle for harmonic functions implies
sup
z∈U 
|G(z)− G0(z)−H(z)| = Ow(),
and Lemma 6 yields
1

∂y (G(v)− G0(v)−H(v)) = Ow,v().
Let h : U → R be the harmonic function with the same boundary values which the
function f˜ (z) := Re (2pi(w − z))−1 assumes for z ∈ ∂U . Let H˜ : U 7→ R be defined
by H˜(v) := H(v/). In [14] it is shown that as  → 0 the function H˜ converges to the
function h, and that for any region lying entirely within U the difference quotients of H˜ tend
uniformly towards the corresponding partial derivatives of h. In particular, as  tends to zero
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H˜(v) = H(v) tends to h(v), and (1/)∂yH˜(v) = (1/)∂yH(v) tends to ∂yh(v). Along
with Lemma 5 (Asymptotic expansion for the Green function differences) this shows that as 
tends to zero G(v) tends to
−Re 1
2pi(w − v) + h(v) =: g˜(v),
and (1/)G(v) = (1/2)∂(1)y ∂(2)x GU (v, w) tends to
Im
1
2pi(w − v)2 + ∂yh(v) = ∂y g˜(v).
The function g˜ has boundary values zero and a single ‘pole’ of residue (2pi)−1 at w. It follows
g˜(v) = ∂(2)x gU (v,w). We conclude ∂y g˜(v) = ∂(1)y ∂(2)x gU (v,w). 
We have one more estimate for the Green function differences.
Lemma 9 (Convergence of the Green Function Differences on the Diagonal). For v in the
interior of U
lim
→0 ∂
(1)
x ∂
(2)
x GU (v, v) = lim
→0 ∂
(1)
y ∂
(2)
y GU (v, v) =
1
2
,
lim
→0 ∂
(1)
y ∂
(2)
x GU (v, v) = lim
→0 ∂
(1)
y ∂
(2)
−x GU (v, v) =
1
2
− 1
pi
and
lim
→0 ∂
(1)
x ∂
(2)
−x GU (v, v) = −
1
2
+ 2
pi
.
Proof. Let v ∈ U . From Lemma 7 (Estimate for the Green function differences) we have∣∣∣∂(1)y ∂(2)x GU (v, v)− ∂(1)y ∂(2)x G0 (v, v)∣∣∣ = Ov(2).
Explicit values for the potential kernel a of a simple random walk on the plane are known [16,
page 148] and yield
∂(1)y ∂
(2)
x G0 (v, v) = −
1
4
(a(1− i)− a(−i)− a(1)+ a(0)) = 1
2
− 1
pi
.
This shows lim→0 ∂(1)y ∂(2)x GU (v, v) = 1/2−1/pi . The other relations follow along the same
lines. 
5. Scaling limit for the height one joint cumulants
We show Theorems 1 and 2 in this section. We proceed as follows. Let V be defined as in
Theorem 2, and write V := ∪v∈V {v}. In Theorem 2 we derived an expression of the height one
joint cumulant κ(hU (v) : v ∈ V) in terms of the matrices(
kU
(
vi , w j
))
i, j∈{x,−x,y} :=
(
1{vi=w j } − ∂(1)i ∂(2)j GU (v,w)
)
i, j∈{x,−x,y} v,w ∈ V .
In Lemmata 9 and 8 we studied the limit  → 0 of the second differences of the Green function on
U . In the next lemma, Lemma 10, we combine these results to express lim→0 −2|V |κ(hU (v) :
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v ∈ V) in terms of the 2× 2 matrices (AU ((v, i), (w, j)))i, j∈{x,y}, v,w ∈ V , given by
AU ((v, i), (w, j)) :=

1 if v = w and i = j ,
0 if v = w and i 6= j ,
−∂(1)i ∂(2)j gU (v,w) if v 6= w and i = j ,
∂
(1)
i ∂
(2)
j gU (v,w) otherwise.
Here (v, x) and (v, y) denote two distinguishable copies of the site v ∈ V . Thereafter, we use
this expression to show Theorems 1 and 2.
To state Lemma 10 we have to introduce some more notation. For all P ⊂ V let P xy :=⋃
v∈P {(v, x), (v, y)}. Let
Sxycycl(V ) :=
{
σ ∈ S(V xy)|∀∅ 6= P ( V : σ (P xy) 6= P xy}
denote the set of permutations of V xy that do not operate as a permutation on P xy for a proper
non-empty subset P of V . We write
Sxy1 (V ) :=
{
σ ∈ Sxycycl(V )|∀v ∈ V : |σ(vxy) ∩ vxy | = 1
}
to denote the permutations in Sxycycl(V ) where for every v ∈ V the set vxy and the image of vxy
have exactly one point in common. In the definition of P xy and Sxycycl(V ) the index xy denotes
the correspondence to the case of two copies (v, x) and (v, y) with each v ∈ V .
Lemma 10. As  → 0 the rescaled joint cumulant −2|V |κ(hU (v) : v ∈ V) tends to(
2
pi
− 4
pi2
)|V | ∑
σ∈Sxy1 (V )
sign(σ )
∏
v∈V xy
AU (v, σ (v)) .
Proof. Lemma 3 (Height one joint cumulants) gives
κ
(
hU (v) : v ∈ V
) = ∑
σ∈Sx ycycl(V)
sign(σ )
∏
v∈V x y
kU (v, σ (v)) .
Let v,w ∈ V so that v 6= w, and let i, j ∈ {x,−x, y}. Lemma 9 (Convergence of the
Green function differences on the diagonal) gives explicit values for lim→0 kU (vi, v
j
 ). From
Lemma 8 (Convergence of the Green function differences) as  tends to zero (1/2)kU (v
i
, w
j
 )
tends to −∂(1)i ∂(2)j gU (v,w). For all σ ∈ Sx ycycl(V) and all v ∈ V the sets vx y and σ(vx y) have at
most two points in common. Let
Sx y2 (V) :=
{
σ ∈ Sx ycycl(V)|∀v ∈ V : |σ(vx y) ∩ vx y | = 2
}
,
be the set of those permutations in Sx ycycl(V ) where for every v ∈ V the set vx y and the image
of vx y have exactly two points in common. Then C(σ ) := |{vi ∈ V x y |σ(vi ) 6∈ vx y}| satisfies
C(σ ) = |V | for σ ∈ Sx y2 (V), and C(σ ) > |V | for σ ∈ Sx ycycl(V) \ Sx y2 (V). It follows
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lim
→0 
−2|V |κ
(
hU (v) : v ∈ V
)
= lim
→0
∑
σ∈Sx y2 (V)
sign(σ )
∏
vi∈V x y
σ (vi )∈vx y
kU
(
vi , σ (vi )
) ∏
vi∈V x y
σ (vi )6∈vx y
kU
(
vi , σ (vi )
)
2
=
∑
σ∈Sx y2 (V )
sign(σ )
∏
v∈V x y
kU (v, σ (v)) ,
where
(
kU (vi , v j )
)
i, j∈{x,−x,y} =: kx yU (v,w) is given by
kx yU (v, v) =

1
2
1
2
− 2
pi
1
pi
− 1
2
1
2
− 2
pi
1
2
1
pi
− 1
2
1
pi
− 1
2
1
pi
− 1
2
1
2
 ,
respectively for v 6= w
kx yU (v,w) =
−∂(1)x ∂(2)x gU (v,w) ∂(1)x ∂(2)x gU (v,w) −∂(1)x ∂(2)y gU (v,w)∂(1)x ∂(2)x gU (v,w) −∂(1)x ∂(2)x gU (v,w) ∂(1)x ∂(2)y gU (v,w)
−∂(1)y ∂(2)x gU (v,w) ∂(1)y ∂(2)x gU (v,w) −∂(1)y ∂(2)y gU (v,w)
 .
For all v,w ∈ V , v 6= w, the same sequence of elementary row and column operations transforms
kx yU (v, v) into
k
x y
U (v, v) :=

2− 4
pi
0 0
0
1
pi
0
0 0
1
pi
 ,
respectively kx yU (v,w) into
k
x y
U (v,w) :=
0 0 00 −∂(1)x ∂(2)x gU (v,w) ∂(1)x ∂(2)y gU (v,w)
0 ∂(1)y ∂
(2)
x gU (v,w) −∂(1)y ∂(2)y gU (v,w)
 .
This implies the representation stated in the lemma. 
We now use Lemma 10 to show Theorem 2.
Proof of Theorem 2. The assertion of Theorem 2 is basically a transformation of the
representation for lim→0 −2|V |κ(hU (v) : v ∈ V) from Lemma 10. Let σ ∈ Sxy1 (V ) be such
that ∏
v∈V xy
AU (v, σ (v)) 6= 0. (7)
For all v ∈ V it hold AU ((v, x), (v, y)) = AU ((v, y), (v, x)) = 0 and |σ(vxy)∩vxy | = 1. Hence,
(7) implies the existence of (hv)v∈V ∈ {x, y}V so that σ((v, hv)) = (v, hv) for all v ∈ V . We
write kv := {x, y} \ hv and conclude
σ ∈ S(V, (kv)v∈V ) :=
{
σ ∈ Sxy1 (V )|∀v ∈ V : σ((v, hv)) = (v, hv)
}
.
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Along with AU ((v, x), (v, x)) = AU ((v, y), (v, y)) = 1 for all v ∈ V , this implies∑
σ∈Sxy1 (V )
sign(σ )
∏
v∈V xy
AU (v, σ (v))
=
∑
(kv)v∈V∈{x,y}V
∑
σ∈S(V,(kv)v∈V )
sign(σ )
∏
v∈V
AU
(
(v, kv), σ ((v, kv))
)
. (8)
Let (kv)v∈V ∈ {x, y}V . To further simplify (8) we construct a one-to-one mapping of
S(V, (kv)v∈V ) onto Scycl(V ). For all σ ∈ S(V, (kv)v∈V ) and v ∈ V there exists a unique vσ ∈ V
so that σ((v, kv)) = (vσ , kvσ ). We define φ : S(V, (kv)v∈V ) 7→ S(V ) by φ(σ)(v) := vσ for
v ∈ V , and note that φ is injective. Furthermore, if there would exist σ ∈ S(V, (kv)v∈V ) and ∅ 6=
P ( V so that φ(σ)(P) = P , then σ(P xy) = P xy would hold. Thus, S(V, (kv)v∈V ) ⊂ Sxycycl(V )
implies φ : S(V, (kv)v∈V ) 7→ Scycl(V ). The inverse of φ, φ−1 : Scycl(V ) 7→ S(V, (kv)v∈V )
exists and is given by φ−1(σ )((v, kv)) := (σ (v), kσ(v)) and φ−1(σ )((v, hv)) := (v, hv), v ∈ V .
In particular, φ is a one-to-one mapping of S(V, (kv)v∈V ) onto Scycl(V ). We obtain∑
σ∈S(V,(kv)v∈V )
sign(σ )
∏
v∈V
AU
(
(v, kv), σ ((v, kv))
)
= (−1)|V |−1
∑
σ∈Scycl(V )
∏
v∈V
AU
(
(v, kv), (σ (v), kσ(v))
)
=
∑
σ∈Scycl(V )
∏
v∈V
∂
(1)
kv ∂
(2)
kσ(v)
gU (v, σ (v)) ,
where we use sign(σ ) = sign(φ(σ )) = (−1)|V |−1 for σ ∈ S(V, (kv)v∈V ). This shows
convergence of the cumulants, and along with (1) we obtain the theorem. 
We proceed with the proof of Theorem 1.
Proof of Theorem 1. Let f : U 7→ U ′ be a conformal isomorphism, and let u, v, w ∈ V be
such that u 6= v 6= w. The continuous Green function is conformally invariant, that is, it satisfies
gU (u, v) = gU ′( f (u), f (v)) = (gU ′ ◦ F)(u, v), where F(u, v) := ( f (u), f (v)). Therefore, we
obtain for ku, kw ∈ {x, y}∑
kv∈{x,y}
∂
(1)
ku ∂
(2)
kv gU (u, v) · ∂(1)kv ∂(2)kw gU (v,w)
=
∑
kv∈{x,y}
∂
(1)
ku ∂
(2)
kv (gU ′ ◦ F) (u, v) · ∂(1)kv ∂(2)kw (gU ′ ◦ F) (v,w)
= | f ′(v)|2 ·
∑
kv∈{x,y}
∂
(1)
ku
(
(∂
(2)
kv gU ′) ◦ F
)
(u, v) · ∂(2)kw
(
(∂
(1)
kv gU ′) ◦ F
)
(v,w) ,
where we use the fact that f satisfies the Cauchy–Riemann equations. It follows for σ ∈ S(V )∑
(kv)v∈V∈{x,y}V
∏
v∈V
∂
(1)
kv ∂
(2)
kσ(v)
gU (v, σ (v))
=
(∏
v∈V
| f ′(v)|2
)
·
∑
(kv)v∈V∈{x,y}V
∏
v∈V
(
(∂
(1)
kv ∂
(2)
kσ(v)
gU ′) ◦ F
)
(v, σ (v)) .
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We conclude
κU (v : v ∈ V ) =
(∏
v∈V
| f ′(v)|2
)
· κU ′( f (v) : v ∈ V ).
Along with Theorem 2 this shows Theorem 1. 
6. Central limit theorem for the height one field
In this section we complement the understanding of the sandpile height one field with a central
limit theorem. The central limit theorem is, as is the result of this paper, part of the author’s Ph.D.
Thesis proposal [17]. Since the proof for the central limit theorem is rather extensive, but uses
fairly standard arguments, we only give a rough sketch here.
We write C∞c (U ) to denote the set of smooth functions f : U 7→ R with support compactly
contained in U . In the scaling limit the Abelian sandpile height one field converges to Gaussian
white noise in the following sense:
Theorem 3 (Scaling Limit for the Height One Field, [17], Theorem 5). Let n ≥ 1 and for all
1 ≤ i ≤ n let fi ∈ C∞c (U ). Then for some positive constant V , as  → 0 the random variables
fi  hU :=
√V
∑
v∈U
fi (v) ·
(
hU (v)− E[hU (v)]
)
, 1 ≤ i ≤ n
converge in distribution to jointly normal random variables with mean zero and covariance
matrix(∫
U
fi (z) f j (z)dz
)
1≤i, j≤n
.
Note that the scaling in Theorem 3 is different from the scaling in Theorem 1. This has the
following reason. In a sandpile model the covariance having height one at two points with
distance r decays as r−4. That is, for two distinct points v,w in the interior of U , as  tends to zero
Cov
(
hU (v), hU (w)
)
decays as (/|v−w|)4. Hence, in Theorem 1 (Conformal scaling for the
height one joint moments) we have to rescale the covariance by −4. Conversely, the variance of
fi  hU is a sum including all the covariance terms Cov
(
hU (u), hU (z)
)
where u, z ∈ U
are microscopically close to each other. These covariance terms are O(1). Thus, to obtain a finite
variance in Theorem 3, we have to rescale the covariance by −2. As a consequence, the limit in
Theorem 3 ignores the way the fluctuations of the height one variables are spatially coupled.
We now give the sketch of the proof of Theorem 3. The complete proof is part of [17].
Sketch of the Proof of Theorem 3. In [17], to show the theorem we use the method of
moments. That is, we show that the cumulants of the test integrals from Theorem 3 converge
to the cumulants of a normal distribution with mean zero. More precisely, we show that for
f ∈ C∞c (U ) and n ≥ 3 as  → 0 the nth cumulant of f  hU tends to zero. To identify the
covariance we show for f, g ∈ C∞c (U ) that as  → 0 the covariance of f  hU and g  hU
converges to
∫
U f (z)g(z)dz. The convergence of the cumulants is equivalent to the convergence
of the moments which in turn implies convergence in distribution.
To show convergence of the cumulants we proceed as follows. Let f ∈ C∞c (U ) and n ≥ 2.
The nth cumulant of f  hU satisfies
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κn
(
f  hU
) = ( √V
)n
·
∑
v1,...,vn∈U
(
n∏
i=1
f (vi )
)
· κ (hU (vi ) : 1 ≤ i ≤ n) .
To show that as  → 0 the right hand side converges (n = 2), respectively decays to zero
(n ≥ 3), we estimate |κ (hU (vi ) : 1 ≤ i ≤ n) | for all v1, . . . , vn ∈ U : we use Lemma 3 (Height
one joint cumulants) to express κ
(
hU (vi ) : 1 ≤ i ≤ n
)
in terms of Green function differences.
Then application of Lemma 7 (Estimate for the Green function differences) and a tedious but
straightforward calculation yield a sufficient estimate for |κ (hU (vi ) : 1 ≤ i ≤ n) |.
It remains to identify the covariance matrix and the constant V . Let f, g ∈ C∞c (U ), and for
all n ∈ N let Λn := [−n, n]2 ∩ Z2. In [18] S.R. Athreya and A.A. Ja´rai show that the limit
µ0 = limn→∞ µΛn exists in the sense of weak convergence, and that µ0 is translation invariant.
For all v ∈ Z2 let h0(v) : {1, 2, 3, 4}Z2 7→ {0, 1} denote the indicator function having height one
at the site v, and write E(h0(v)) to denote its expectation with respect to µ0. Using Lemma 3
(Height one joint cumulants), Lemma 7 (Estimate for the Green function differences), the weak
convergence and the translation invariance of µ0 one sees
V · κ ( f  hU , g  hU ) = 2 · ∑
v,w∈U
f (v)g(w)κ(hU (v), hU (w))
= 2 ·
∑
v,w∈U
f (v)g(w)κ(h0(v), h0(w))+ o(1)
= 2 ·
∑
v,w∈U
f (v)g(v)κ(h0(v), h0(w))+ o(1)
=
(∑
v∈Z2
κ(h0(0), h0(v))
)
·
∫
U
f (z)g(z)dz + o(1).
Therefore, we define V := ∑v∈Z2 κ(h0(0), h0(v)). Here, for sure it is essential to show the
well definedness of V and 0 < V < ∞ in a previous step. To do this we use the weak
convergence, Lemma 3 (Height one joint cumulants) and Lemma 7 (Estimate for the Green
function differences), to show well definedness, V <∞, and to establish
V = lim
n→∞
1
|Λn|V
[∑
v∈Λn
h0(v)
]
.
The proof of V > 0 is based on this relation and the following lemma that appears in a similar
version in [19].
Lemma 11. Let v ∈ Λ and C ⊂ Λ \ {v} such that Dv := {v ± 1, v ± i, v ± 1± i} ⊂ C. Fix an
arbitrary configuration σC = (σC (w))w∈C ∈ ΩC := {1, 2, 3, 4}C so that µΛ(ηC = σC ) > 0,
and σC (w) = 4 for all w ∈ Dv . Here ηC := (ηw)w∈C . Then for all A ⊂ Ω{v}, and all events
B ⊂ ΩΛ\{v} that depend on the configuration on vc := Λ \ {v} only,
µΛ(ηv ∈ A, ηvc ∈ B|ηC = σC ) = |A|4 · µΛ(ηvc ∈ B|ηC = σC ).
Let n ≥ 1 be odd and Λ′n := Λn ∩ 2Z2. We condition on the configuration on Λn \ Λ′n ,
and consider those sites v ∈ Λ′n where all sites of Dv have height four. By Lemma 11 the
conditioned distribution of the height variable at such a site is the uniform distribution on
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{1, 2, 3, 4}. This enables us to estimate the conditional variance of h0(Λn) := ∑v∈Λn h0(v):
let σ = (σw)w∈Λn\Λ′n ∈ ΩΛn\Λ′n such that µ0(ηΛn\Λ′n = σ) > 0, and write
Vσ :=
{
v ∈ Λ′n|∀w ∈ Dv : σw = 4
}
.
From Lemma 11 for k ≥ n
V
[
hΛk (Λn)|ηΛn\Λ′n = σ
] = ∑
v∈Vσ
V [hv(v)]+ V
[
hΛk (Λn \ Vσ )|ηΛn\Λ′n = σ
]
≥
∑
v∈Vσ
V [hv(v)] = 316 · |Vσ |.
Therefore, the weak convergence implies
V
[
h0(Λn)|ηΛn\Λ′n = σ
] ≥ 3
16
· |Vσ |,
and the law of total variance yields
|Λn| · Vn ≥ E
[
V
(
h0(Λn)|ηΛn\Λ′n
)] ≥ 3
16
·
∑
v∈Λ′n
E [k0(v)] . (9)
Here k0(v) denotes the indicator function of {∀w ∈ Dv : ηw = 4}, and E [k0(v)] its expectation
with respect to µ0. That is, to show V > 0 it suffices to show the existence of c > 0 so that
E [k0(v)] > c for all v ∈ Z2. This follows from the weak convergence and counting recurrent
configurations in a sandpile model on Λn , n ∈ N, where all sites w ∈ Dv have maximal height
four. 
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