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Abst ract - -Mak ing  use of certain operators of fractional calculus, we introduce a new class 
T~(n,A,a) of functions which are analytic and univalent in the open unit disk /4 and obtain a 
necessary and sufficient condition for a function to be in the class T#,(n, A, a). The various other 
results presented here for the class T~(n, A, a) include the radii of close-to-convexity, starlikeness, 
and convexity, and some growth and distortion theorems involving fractional integrals and fractional 
derivatives. Some interesting consequences and possible further generalizations of these results are 
also pointed out. 
Keywords - -Ana ly t i c  functions, Univalent functions, Fractional calculus (fractional integral and 
fractional derivative), Close-to-convex functions, Starlike functions, Convex functions, Maximum 
modulus theorem, Growth and distortion theorems, Gauss hypergeometric function. 
1. INTRODUCTION AND DEF IN IT IONS 
Let T(n)  denote the class of functions f(z) of the form 
oo  
f (z )=z-  ~ akz k, (ak>_O; neN:={1,2,3,...}), (1.1) 
k=n+l 
which are analytic and univalent in the open unit disk 
U := {z : z E C and Iz] < 1}. 
We denote by Tz(n, A, a)  the subclass of functions f(z) in T(n) which also satisfy the inequality 
zDlz+~'f(z) --(1-'--'-~)--D~z'f(z) I (z • U; 0 < a < 1; 0 < A < 1; 0 < p < 1) (1.2) 
Az Dlz+~'f(z) + (I - A) D~zf(z) < a . . . .  
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where, and in what follows, D~ denotes an operator of fractional calculus (that is, fractional 
integral and fractional derivative), given by Definitions 1 and 2 below (cf., e.g., [1-3]). 
DEFINITION 1. (FRACTIONAL INTEGRAL OPERATOR). The fractional integral of order # is 
defined, for a function f(z), by 
1 f0 z f(ff) d~, D-~t'f(z) := ~ (z _:-~1-~, (# > 0), (1.3) 
where f(z) is an analytic function in a simply-connected region of the z-plane containing the 
origin, and the multiplicity of (z - ~)~-1 is removed by requiring log(z - ~) to be real when 
z -~>O.  
DEFINITION 2. (FRACTIONAL DERIVATIVE OPERATOR). The fractional derivative of order # is 
defined, for a function f(z), by 
1 d fz  f_.(~ 1), 
D~zf(z ) := F!I  - #) dz Jo (z - ¢)~' de, (0 < # < (1.4) ~-~D.~-~f(z), (m _< ,~ < m + 1; m e N) ,  
where f(z) is constrained, and the multiplicity ,9[ (z - ~)~ is removed, as in Definition 1. 
In our systematic investigation of the various properties and characteristics of the class T~(n, 
A, a), we shall also require the use of a number of other classes of functions associated with T(n). 
First of all, a function f(z) E T(n) is said to be close-to-convex of order a in/4 if it satisfies the 
inequality 
~{f'(z)} > a, (z G/4; 0 < a < 1). (1.5) 
On the other hand, a function f(z) e T(n) is said to be starlike of order a in/2 if it satisfies the 
inequality 
f z/'(z) } [ f(z) > a, (z G/4; 0 < a < 1). (1.6) 
Furthermore, a function f(z) E T(n) is said to be convex of order ~ in/4 if and only if zf'(z) is 
starlike of order a, that is, if it satisfies the inequality 
zf"(z) } 
1 + if(z) > a, (z E/2; 0 _< a < 1). (1.7) 
(See, for details, [3,4].) 
In view of the above definitions, it is easily verified that the class T~(n, c~, A) can be identified 
with the class of 
(i) starlike functions of order 1 - c~ when 
A=#=0;  (1.8) 
(ii) convex functions of order 1 - a when 
A = 0 and # --* 1- .  (1.9) 
For other subclasses of analytic functions f(z) of the form (1.1), which are also defined by using 
operators of fractional calculus, one may refer to the recent works of Altinta~ et aL [5], Raina 
and Srivastava [6], and others. 
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2. A CHARACTERIZAT ION OF THE CLASS Try(n, a ,  A) 
We begin by proving a characterization property of the class T~(n, a, A), which is contained in 
the following theorem. 
THEOREM 1. Let the function f(z) E 7"(n) be defined by (1.1). Then, f(z) is in the class 
:T~(n,a,A) ff and only ff 
co  
E {k -{- a [A(k - p - 1) + 1] - 1} r(k + 1) 
k=n+l r(k - ~u + 1) ak < r (2 - p) ' (2.1) 
c~(1 - Ap) 
(hEN;  0<a< 1; 0<A< 1; 0<_#<1) .  
The result is sharp, the extremed function being given by 
a(1 - A#)  r(n - g + 2) z .+l  ' 
f(z) = z - {n + a [A(n - #) + 11} r (n  + 2) r(2 - p) (n E N). (2.2) 
PROOF. First of all, it is easily seen from Definition 2 that 
F (~+I )  z~_,, (0<#<1;  ~>-1) .  (2.3) D~{z~} = P(R - # + 1) 
Now, suppose that the function f(z) E T(n) is defined by (1.1) and that the inequality (2.1) 
holds true. Then making use of the fractional derivative formula (2.3), we find for z E 0/g that 
[z t' Diz+t'f(z) - (1 -/.t) z g-1 D~y(z)[ - a I),z" D~+gf(z) + (1 - A) z t~-I D~/(z) l  
CO 
-< Z {k+a[A(k -p -1)+ l ] - l}F (k+l )  a (1 -A . )  <0,  (2.4) 
k=~+l r (k -  ~ + 1) ak r (2 -  ~) - 
by virtue of the inequality (2.1). Hence by the maximum modulus theorem, f(z) belongs to the 
class T.(n, a, ~). 
To prove the converse, we assume that f(z) is defined by (1.1) and is in the class T~(n, a, X), 
so that the condition (1.2) readily yields 
z D~+./(z) _-.(! :~) D~f(z) I 
Az Dl+~' f(z) + (1 - A) D~ f(z) l 
oo  
- E 
k=rt-bl 
(1 - A#)  - 
(k - 1) r (k  + i) r (2 - ~) 
r (k  - ~ + 1) 
~k Z k -1  
Oo 
E 
k=n+l  
[A(k - ~ - 1) + 11 r (k  + 1) r (2  -/~) 
r (k  - ~ + 1) 
< a (2.5) 
ak  Z k -  1 
(z EL/; 0<a< 1; 0<A< 1 ;0<_#<1;  nEN) .  
Since [N(z)[ < [z[ for any z, if we choose z to be real and let z --* 1 - ,  we shall find from (2.5) 
that 
oo 
(k - 1)r(k + 1)r(2 - ~) 
k---n+l r (k  - # + I) ak 
oo  
<~ ( i-  ~.)- 
k:n+l 
[A(k - # - 1) -I- 1] r (k  -I- 1) r(2 - ~)  ] 
r (k  - ~ + 1) ak ~,  (2.6) 
which readily yields the desired assertion (2.1). 
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Finally by observing that the function f(z) defined by (2.2) is indeed an extremal function for 
the assertion (2.1), we complete the proof of Theorem 1. 
An immediate consequence of Theorem 1 may be stated as the following corollary. 
COROLLARY 1. I f  the function f(z) defined by (1.1) is in the class ~(n,  or, A), then 
or(1 -- Apt,) r(k - u + 1) 
ak <_ {k + a [A(k - # - 1) + 1] - 1} r (k  + t) r(2 - u) '  (2.7) 
(k=n+l ,n+2,n+3, . . . ;  neN) .  
Next, we prove the following theorem. 
THEOREM 2. Let the function f(z) defined by (1.1) and the function g(z) defined by 
oo  
g(z) = z - ~ bk z ~, (bk > o; n • N) (2.8) 
k fn+l  
be in the same class Tz(n ,a, A). Then, the function h(z) defined by 
oo  
h(z ) :=(1 -~) f (z )+~g(z )=z-  E CkZ ~, 
kffin+l (2.9) 
(ck :=(1- -~)ak+~b~_)O;  0<~<1;  neN)  
is also in the class T~(n,a, A). 
PROOF. The assertion of Theorem 2 would follow easily by making use of (2.1), (2.8), and (2.9). 
More generally, we can similarly prove the following theorem. 
THEOREM 3. Let each of the functions fj  (z) defined by 
oo  
f#(z) = z -  ~ ak,j z k, (a~,# _>0; j = 1,...,m; neN)  (2.10) 
k=n+l  
be in the same class Tu(n ,or, A). Then, the function h(z) defined by 
h(z) := E ej fj(z), (2.11) 
j----I 
m 
cj _> 0, (j = 1,...,m) and 2 ej = I, (2.12) 
j= l  
where 
is also in the chins Tu(n , or, A). 
3. GROWTH AND DISTORTION THEOREMS 
In this section, we prove some growth and distortion theorems associated with the operators 
of fractional calculus, which were introduced in Section 1. We first state the following theorem. 
THEOREM 4. I l l (Z) 6 Tz(n,a,A), then 
a(1 - Au)r(n - u + 2)r(u + 2) ) Izl ~+1 
1 - {n + ~-'~n'-- ~) - -~]}~(2"~-+-~ + 2) Izl" r(u + 2) -< Io;v( )l 
( r,(1 - ~u)r (~-  ~ + 2)r(u + 2) ) [z[ ~+1 
_< 1+ {n+~-~:~:~:~~+2)  I~1~ r ( .+2) '  
(3.1) 
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(z~/4; 0<a_<l ;0<A<l ;0_<#<l ; l , v>0;n6N) .  (3.1)(cont.) 
The result is sharp for the function f(z) given by (2.2). 
PROOF. Since f(z) ~ T~(n, a, A), by applying the assertion (2.1) of Theorem 1, we obtain 
n+a[A(n -#)+l ]  oo 
r (~ - ~, + 2) ~ a~ 
k=n+l  
which immediately yields 
OO 
oo 
r(k + 1) ak _< E {k + c~[A(k -/~ - 1) + 11 - 1} r(k + 1) 
~=.+1 r(k -/~ + 1) 
< a(1 - A#) 
- r(2 - ~) ' 
k=n+l  
c~(1 - A~) r(n -/~ + 2) (n e N). (3.2) 
r(k + 1) ak < {n + ~[A(n -/~) + 11} r(2 - , ) '  
Making use of Definition 1, we get z +1(5 ) 
D2~l(z) = r~- -2 )  1 - e(k) r(k + 1) ak z k-~ , (3.3) 
k-----n+l 
where for convenience, 
r (v+2)  (k=n+l ,n+2,n+3, . . . ;neN;  v>0) .  O(k) := r(k + v + 1)' 
Clearly the function O(k) is decreasing in k, and we have 
r (v+2)  (k=n+l ,n+2,n+3, . . . ;  nEN; v>0) .  0<O(k)<O(n+l )= F (v+n+2) '  
) 
k=n-[-1 
Thus from (3.2)-(3.4), it is easily seen that 
Izl"+l ( 
IDz~f(z)] <- r (v+2)  1+ MnO(n+l )  
(3.4) 
( - + 2)r(, + 2) ) 
and that 
]D-Jr(z)[ > F~¥?)  1 - l z l "O(n+l )  r (k+l )ak  
k=n+ 1 
I~l ~÷1 ( ~(1 - ~.)r(~ - ~ + 2)r(. + 2) ) 
which evidently complete the proof of Theorem 4. 
By making use of Definition 2 (instead of Definition 1), we can similarly prove Theorem 5 and 
Theorem 6 below. 
THEOREM 5. If f(z) E T~(n,a,A), then 
[Z[ 1-" ( ~(1 - A#)r(n - ~ + 2) r(2 - v) ) 
r~-~)  1-  {~+~[A(~-~)+l l}r (2-~)r (~-~+2) Iz["  <-ID~S(~)I 
Izl ~-" ( a(1 - A~) r (n - ~ + 2)r(2 - v) ) (3.s) 
<- r(2 - ~) 1 + {n+~-~(~:~¥T lT f - (~-~-~+2)  I~1" , 
( zEb / ;0<a_<l ;0<A<l ;0_<#<l ;  0<_v<l ;nEN) .  
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THEOREM 6. I l l (Z)  E "~(rl,,oz, A), then 
( - + 2)r(1 - . )  
[z[ -~' ( o~(1 - Air)F(n - / t  + 2)F(1 - v) ) 
< r(1- ~) _1 + {. + ~-~,~-- ~ ¥ i]~ r--~- h5 F(~-~ + 1)Izl"_, 
(z 6U\{0};  0<a_< 1; 0<A< 1; 0_<#<1;  O_<v< i; hEN) ,  
it being understood that z E bl for v = O. 
The result is sharp for the function f(z) given by (2.2). 
(3 .o)  
. 
THEOREM 7. where 
RADII OF CLOSE-TO-CONVEXITY, STARLIKENESS, 
AND CONVEXITY 
I ff(z) e Tt,(n,a,A ), then f(z) is close-to-convex of order l~ (0 </~ < 1) in Izl < rl, 
r l  ----rl (oz, ~, A,/t) 
:=inf[(1-~){k+a[A(k-/t-ll+ll-1}F(k)r(2-1')] / ( k - x ) k  a(1 - A/t) F(k - / t  + ) , (4.1) 
(k=n+ l ,n+ 2,n+3,. . . ;  heN) .  
The result is sharp for the functions f(z) given by 
a(1 - A/t)F(k - / t  + 1) 
f ( z )  = z - {k  + a [A(k  - / t  - 1) + 1] - 1}r(k + 1)F(2 -/t)' (k > n + 1; n e N). (4.2) 
PROOF. Let f(z) e T~(n, a, A). Then by virtue of (1.5), the function f(z) defined by (1.1) is 
close-to-convex of order/~ in [z[ < rx, provided that 
oO 
I f (z) -  11 = ~ kakz k-1 
k=n+l 
oo  
<- ~ ka~lzl '~-1 
k=n+l 
_< 1 - ~, (Izl < rl; 0 _< # < 1), 
where rl is given by (4.1). 
But in view of (2.1), this last inequality (4.3) holds true if 
(4.3) 
k Izl k-~ < {k ÷ ~[A(k - ~-  1) -I- 1] - 1} r(k -I- 1) r(2 - ~) 
1- f l  - a (1 -A#)F(k -#+l )  
(k=n+ l ,n+ 2,n+3,. . . ;  heN) ,  
which, when solved for Izl, yields (4.1). 
THEOREM 8. I£f(z) e T~(n, a, A), then f(z) is starlike of order/~ (0 </~ < 1) in Izl < r2, where 
r2 =r2(a,/~, A,#) 
:=inf[(l-fl){k+a[A(k-#-l)+l-iIF(k+l)r(2-#)] 1 / k - 1 ) k  ~ ~ -  A-#~-k - ~k- - -~ ~I-) , (4.4) 
(k=n+ l,n + 2,n+ 3,...; nEN) .  
The result is sharp for the functions f(z) given by (4.2). 
PROOF. 
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Under the hypothesis of Theorem 8, we must show that 
zf'(z) 1 f -~  _< 1 - Z, (Izl < r2; 0 </3 < 1), 
where r2 is given by (4.4). In fact, we have 
provided that 
oo E I zY'(z) I k=.+x 
I(z) 1 <_ 
(k - 1 )ak  Izl k-x 
oo 
1-  ~ aklzl k-x 
k=n+l  
_< 1 -3 ,  
(k - 3) Iz l  k-1 < {k + a [A(k - ~ - 1) + 1] - 1} r(k  + 1) r (2  - ~) 
1 - 3 - a (1  - Ap)  F(k - p + 1) 
(k=n+ l ,n+ 2,n+3,.. . ;  hEN) ,  
where we have also applied the inequality (2.1). 
Upon solving (4.5) for Izl, we readily obtain (4.4). 
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(4.5) 
THEOREM 9. I l l (z) E T~(n,a,A), then f(z) is convex of order 3 in Izl < r3, where 
r3 = r3(c~, t3, )~,/~) 
:=inf [(1-z)(k+"t~(k-'-l)+k S(~-T~3(~ ~)g( -;$gl]-l} r(k)r(2-,)] 1/c~-') (4.6) 
(k=n+l ,n+2,n+3, . . . ;  neN) .  
The result is sharp for the functions f(z) given by (4.2). 
PROOF. Under the hypothesis of Theorem 9, it is sufficient to show that 
z f'(z) 
< 1 - /3,  (Izl < rz; 0 _< 3 < 1), (4,7) 
where ra is given by (4.6). Since 
zf"(z) < ~"]~k°°=n+l k(k - 1)ak [zl k-x (4.8) 
f'(z) - 1- Ek~.+x kaklzl k-x ' 
the inequality (4.7) does hold true in 
k(k -3 )  lz[ k-1 < {k +a[A(k -p -1 )  + l ] -  l} r(k + l )F(2-#)  
1 - /3  - a(1 - ~)  r(k - ~ + 1) ' (4 .9 )  
(k=n+ l ,n+ 2,n+ 3,... ; nEN) ,  
by virtue of the assertion (2.1) of Theorem 1, and we are led easily to (4.6). 
5.  REMARKS AND OBSERVATIONS 
By assigning suitable particular values to the parameters A and #, especially as indicated 
in (1.8) and (1.9), we can derive from each of our theorems the corresponding results for several 
simpler subclasses of the class T(n). Furthermore, the parameter v occurring in Theorems 4-6, 
mad the parameter 3 occurring in Theorems 7-9, can be suitably specialized to obtain a number 
of particular cases of these results. For example, by setting ~, = 0 in Theorem 6 (or, alternatively, 
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by letting u -~ 1 -  in Theorem 5), we readily obtain the following distortion theorem for the class 
~(n,~,~) .  
COROLLARY 2. I l l (Z)  E ~/'~(n, ot,)~), then 
~(:  - ~g) r (~ - g + 2) 
1 - {n + c~ [A(n -/~) + 1]} r(2 - ~) r(n + 1) Izl" _< If(z)l 
a(1 - A#) F(n - ~ + 2) 
_< 1 q {n + a [A(n - P) + 11} r (2  - u) r (n  + 1) Izl", 
(5.1) 
provided further that 
J~:~" y(z) := 
/.L,p,o" 
Io, = f(z) := /o ( z - , -p  ( z -Q  "-1 2F1 #+p, -a ; lZ ;1 -  f ( ( )d¢,  r(~) 
(# > 0; r /> max{0, p - a} - 1) 
and the generalized fractional derivative of order # is defined, for a function f(z), by 
F(1 - #) dz z"-P f°(z  - ¢)-g 
• ,FI (p-#,l-a; 1-#;  I-~) f(<)d<}, 
dm J~-m'P'~rz~ (m < < m + l; mEN) ,  o,z J~ J, - # 
(~/> max {0, p - a} - 1), 
(0 < g < 1), 
f ( z )  = o ( IzP) ,  (z --+ 0). (5.4) 
By comparing Definition 1 with (5.2), we obtain the relationship: 
Dz~'f(z) = I~:;u'"f(z), (# > 0). (5.5) 
Similarly by comparing Definition 2 with (5.3), we find that 
D~f(z) = ~O,zr~'u'°-,*;,~r~ (0 <_ # < 1). (5.6) 
It is such relationships as (5.5) and (5.6) that would enable one to generalize ach of the re- 
suits presented here by simply introducing the fractional calculus operators r~,,p,a and ru,p,~ ~O,z ~O,z 
appropriately. 
(5.2) 
(5.3) 
(z E/g; 0<a< 1; 0<A< 1; 0<_#<1;  nEN) .  
The result is sharp for the &action f(z) given by (2.2). 
In terms of the generalized fractional calculus operators I~:, p'~ and J~:,P'~, which are defined 
with the Gauss hypergeometric function in the kernels (cf., e.g., [6] as well as the references cited 
there), the class T~(n, a, A) can indeed be generalized further by using the fractional derivative 
operator r~'P'a in the condition (1.3) in place of Dz ~ (and Theorems 4-6 can be extended to *J0,z 
TV,'y,6 TV,'y,8 yield growth and distortion theorems involving the operators "0,z and ~0,z appropriately). 
These generalizations of the work presented here are fairly straightforward. For the sake of ready 
reference, we simply state the definitions of the generalized fractional calculus operators r~,p,a ~0,z 
and rD,p,a *~0,z " 
DEFINITION 3. Under the hypotheses o[DetJnition 1, the generalized fractional integral of order # 
is defined, [or a function f(z), by 
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