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ABSTRACT Design of contemporary microwave components is—in a large part—based on full-wave
electromagnetic (EM) simulation tools. The primary reasons for this include reliability and versatility of
EM analysis. In fact, for many microwave structures, notably compact components, EM-driven parameter
tuning is virtually imperative because traditional models (analytical or network equivalents) are unable to
account for the cross-coupling effects, strongly present in miniaturized layouts. At the same time, the cost
of simulation-based design procedures may be significant due to a typically large number of evaluations
of the circuit at hand involved. In this paper, a novel approach to expedited design closure of compact
microwave passives is presented. The proposed procedure incorporates available designs (e.g., existing from
the previous design work on the same structure) in the form of the kriging interpolation models, utilized
to yield a reasonable initial design and to accelerate its further refinement. An important component of
the framework is an iterative correction procedure that feeds the accumulated discrepancies between the
target and the actual design objective values back to the kriging surrogate to produce improved predictions.
The efficacy of our methodology is demonstrated using two miniaturized impedance matching transformers
with the optimized designs obtained at the cost of a few EM simulations of the respective circuits. The
relevance of the iterative correction is corroborated through the comparative studies showing its superiority
over rudimentary gradient-based refinement.
INDEX TERMS Microwave design, design closure, parameter tuning, kriging interpolation, iterative
correction, EM-driven design, compact circuits.
I. INTRODUCTION
The involvement of computational models in the design
of microwave components, primarily full-wave electromag-
netic (EM) simulation tools, has been steadily growing over
the recent years. Some of the clear advantages of EM analysis
include versatility and evaluation reliability. At the same
time, full-wave simulations might be associated with consid-
erable computational overhead, which is normally acceptable
for design verification but may become prohibitive when-
ever multiple analyses are required. The primary design task
entailing a large number of simulations is (local) parametric
The associate editor coordinating the review of this manuscript and
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optimization [1], others, evenmore demanding include global
search procedures [2], uncertainty quantification [3], or yield-
driven design [4].
The aforementioned challenges of EM-driven design are
particularly pertinent to miniaturized microwave compo-
nents (couplers, power dividers, filters, impedance match-
ing transformers [5]–[7]), where conventional transmission
lines (TLs) are folded [8] or replaced by physically smaller
building blocks (e.g., compact cells employing the slow-wave
phenomenon [9], [10]). Furthermore, compact structures
often incorporate defected ground structures (DSGs) [11] or
multi-layer implementations [12]. One of the issues asso-
ciated with such structures are considerable cross-coupling
effects, only accountable for through the EM analysis.
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This makes EM-driven parameter tuning a mandatory stage
of the design process. Additional difficulties arise due to a
typically large number of geometry parameters that need to
be handled. These do not only result from the said compact
realizations but also additional functionalities the circuits are
to be designed for (e.g., multi-band operation [13], harmonic
suppression [14]).
Addressing the aforementioned issues, in particular, accel-
erating EM-driven design procedures has been extensively
addressed in the literature. A conceptually straightfor-
ward approach (yet complex implementation-wise) is to
incorporate adjoint sensitivities into gradient-based algo-
rithms [15], [16] although availability of this technology
is limited throughout commercial simulation packages.
Another strictly algorithmic method is to suppress finite-
differentiation sensitivity updates, e.g., by monitoring
Jacobian variability [17] or design relocation [18]. In recent
years, utilization of fast surrogate models has been gaining
considerable popularity. In the context of global optimization,
data-driven surrogates combined with sequential sampling
schemes are often used (e.g., efficient global optimization
(EGO)-type of methods [19]). On the other hand, in the con-
text of local optimization, physics-based surrogate-assisted
frameworks have been employed as well. Example methods
include space mapping [20], adaptive response scaling [21],
or feature-based optimization [22], some of which involve
variable-fidelity EM simulation models.
In many practical cases, a number of previously obtained
designs of a given microwave structure are available,
e.g., optimized for various operating frequencies or substrate
parameters. Utilization of such designs is another option for
speeding up the optimization process. The problem-specific
knowledge can be encoded into the design curves [23], deter-
mining the relationships between the system (e.g., geometry)
parameters and figures of interest (operating frequencies,
bandwidth, power split ratio). This allows for a rapid identifi-
cation of at least a reasonable starting point for further refine-
ment. The recently proposed techniques involving inverse
surrogate models [24] offer a more comprehensive treat-
ment, i.e., rendering good initial designs (with respect to
selected performance figures) and design refinement within
the same framework. Some variations of these methods work
in variable-fidelity simulation setups [9] as well as per-
mit low-cost parameter tuning with respect to performance
figures not directly handled by the inverse surrogates [25].
The purpose of this paper is an introduction of a simple
yet reliable technique for expedited design optimization of
compact microwave components. The proposed approach
employs kriging interpolation surrogates constructed from a
set of pre-existing designs. The models are utilized to yield a
good initial design as well as to estimate the sensitivities of
the component outputs therein. An iterative correction proce-
dure is subsequently applied to refine the design by feeding
the accumulated deviations between the actual and the tar-
get performance figure values back to the surrogate model.
Our methodology is comprehensively validated using two
miniaturized impedance matching transformers optimized
for various design scenarios over wide ranges of operating
frequencies. In all considered cases, optimized solution is
obtained at the cost of a few EM analyses of the respective
transformer structure. At the same time, the advantages of the
iterative correction over a rudimentary design refinement via
local gradient search are demonstrated.
II. EXPEDITED MICROWAVE DESIGN CLOSURE USING
KRIGING SURROGATES AND ITERATIVE CORRECTION
In this section, the proposed surrogate-assisted optimiza-
tion procedure is formulated. Its basic ingredients are krig-
ing interpolation metamodels constructed using available
designs, as well as the iterative correction scheme. The sur-
rogates permit generation of a reasonable starting point and
estimation of the component response sensitivities therein,
whereas the correction procedure enables low-cost design
refinement.
A. PARAMETER AND OBJECTIVE SPACE. DESIGN
CLOSURE TASK FORMULATION
The vector of designable geometry parameters of the
microwave component of interest will be denoted as
x = [x1 . . . xn]T . The parameter space X is typically
determined by the lower and upper bounds for x. The per-
formance figures (including the operating conditions), the
circuit is to be designed for, will be denoted as Fk , k =
1, . . . ,N . The examples include center frequency, bandwidth,
power split ratio, but also parameters (permittivity, height)
of the substrate the structure is to be implemented on. The
objective space F is then defined as containing the vectors
F = [F1 . . .FN ]T and delimited using their ranges Fk.min ≤
Fk ≤ Fk.max. The interval F = [F1.min F1.max] × . . . ×
[FN .min FN .max] determines the intended region of validity of
the optimization procedure.
Let R(x) stand for the output of the computational
(here, EM-simulation) model of the circuit at hand, e.g.,
S-parameters versus frequency, at the design x. The design





where U is the scalar merit function.
For the sake of illustration, let us consider a dual-
band impedance transformer with its reflection to be min-
imized over the frequency bands fk.1 to fk.2, k = 1, 2.
In this case, the vector of operating conditions could be
F = [F1 F2 F3 F4]T = [f1.1 f1.2 f2.1 f2.2]T , and the merit
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B. PRE-EXISTING DESIGNS AND KRIGING SURROGATES
The prerequisite for the proposed design closure framework
is the existence of designs x(j)b , j = 1, . . . , p, pre-optimized
(according to (1)) with respect to the selected objective vec-
tors F(j) = [F (j)1 . . .F
(j)
N ]
T . These vectors may be known
beforehand, e.g., from the previous design work on a given
component or obtained specifically to initialize the design
procedure.
Furthermore, we denote by J(j)b = J(x
(j)
b ), j = 1, . . . , p,
the Jacobians of R(x(j)b ). These are normally obtained as a
by-product of solving (1) when x(j)b were found using gradient
search; otherwise, sensitivity can be estimated through finite
differentiation.
The reference designs are used to construct two kriging
interpolation [26] surrogates:
• sx(F) – the model defined over the objective space F
with the outputs in the parameter space X ; the training
data set for sx(·) is {F(j), x
(j)
b }j=1,...,p;
• sJ (F) – the model defined over the objective space F
with the values in the space of the component response
sensitivities; here, the training data is {F(j), J(j)b }j=1,...,p.
A conceptual illustration of the objective space, the meaning
of the reference designs, as well as the kriging surrogates
have been shown in Fig. 1 for an exemplary miniaturized
impedance matching transformer.
C. INITIAL DESIGN
The set sx(F) of all points of the form sx(F), F ∈ F (also
referred to as the image of the objective space through sx)
approximates the set O(F) consisting of the designs that are
optimum in the sense of (1) for all F ∈ F. Consequently, the
point
x(0) = sx(Ft ) (3)
is the best initial design corresponding to a target vector Ft
that can be obtained from the information contained in the
designs x(j)b .
The approximated sensitivity (Jacobianmatrix) of the com-
ponent outputs at x(0) can be found in a similar manner as
J (0) = sJ (Ft ) (4)
Figure 2 illustrates the introduced concepts for an exem-
plary two-dimensional objective space and three-dimensional
parameter space. It should be noted that the initial point
x(0) obtained from (3) does not coincide with x∗ (the design
optimum in the sense of (1)) forF=Ft . This is because sx(F)
is only an approximation of O(F). Consequently, a design
refinement is necessary.
D. BASIC DESIGN REFINEMENT: FAST GRADIENT SEARCH
In this section, a simple design refinement procedure
using trust-region (TR)-embedded gradient search is
described [27]. This procedure will be used as a reference
for the iterative correction scheme of Section II.E .
FIGURE 1. Conceptual illustration of the objective space (here, with the
operating conditions being the lower and upper ends of the operating
frequency band) for a compact three-section impedance matching
transformer shown at the top. The frequency characteristics exemplify the
transformer reflection optimized for various operating bandwidths,
according to the objective vectors allocated within the objective space F .
The reference designs, corresponding transformer outputs, and their
sensitivities are subsequently used to construct the surrogates sx and sJ ,
shown as the response surfaces at the bottom part of the picture.
The TR algorithm employs an auxiliary linear model
L(i)(x) = R(x(i))+ JR(x(i)) · (x− x(i)) (5)
to generate a series x(i), i = 0, 1, . . ., of approximations to
the optimum point x∗ as
x(i+1) = arg min
x; −d(i)≤x−x(i)≤d(i)
U (L(i)(x),Ft ) (6)
The construction of model (5) requires the Jacobian
matrix JR, which is normally estimated through finite dif-
ferentiation (FD), unless other means, e.g., adjoints sensitiv-
ities [15] are available. In this work, the two mechanisms are
employed to reduce the computational cost of the process:
• The sensitivity matrix is initialized using the kriging
surrogate (cf. (3)) instead of being estimated by FD;
• For i > 0, JR(x(i)) is updated from JR(x(i−1)) using a
rank-one Broyden formula [28];
Owing to these, the cost of individual iterations of (6) can
be as low as one EM analysis, whereas the entire refinement
process can be accomplished using a small number of EM
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FIGURE 2. Basic concepts of the expedited design optimization
procedure. Top: the objective space F and the exemplary target objective
vector Ft . Bottom: sx (F ) (solid lines), the set of optimum designs O(F )
(dashed lines), and the exemplary initial design sx (Ft ) (gray-shaded





b ) are marked using black circles. As sx (F ) is an approximation of
x∗ = argmin{x : U(R(x), Ft )}, x∗(white circle) does not coincide with sx (Ft ).
simulations. On the other hand, reliability of (6) depends on
the accuracy of J(0) and the distance between x(0) and x∗.
E. ITERATIVE DESIGN REFINEMENT
This section formulates an alternative design refinement pro-
cess involving multiple evaluations of the kriging surrogate
model sx .
Let Ftmp.0 be the objective vector found by extracting the
merit function values from the EM-simulated response of the
microwave component of interest at x(0) (cf. (3)). The design
inaccuracy, i.e., the difference between the performance fig-
ure or operating condition values at x(0) and the target ones
can be quantified as 1F(0) = Ftmp.0 – Ft .
Using1F(0), the corrected design can be obtained from the
surrogate model sx as
x(1) = sx(Ft −1F(0)) (7)
Unfortunately, the optimum design x∗ is generally a non-
linear function of the target vector Ft , therefore, the correc-
tion (7) needs to be repeated. The iterative procedure employs
the accumulated errors 1F(k) = Ftmp.k− Ft , where Ftmp.k
is the vector of objectives extracted from the EM-simulated










Assuming that the initial design x(0) is of sufficient qual-
ity, the process (8) converges quickly. In practice, only a
few (two to four) iterations are required. The gradient-based
FIGURE 3. Flow diagram of the proposed design closure procedure with
iterative refinement scheme.
refinement (6) may be subsequently applied as the final
stage of the optimization procedure. This is to correct the
figures of interest that are not directly controlled by (8). For
example, if the figures Fk correspond to the lower/upper
ends of the operating bandwidth, the correction (8) would
primarily affect the frequency allocation of the bandwidth but
not the level of the response (e.g., return loss values). In other
words, further design improvement w.r.t. the merit functionU
requires explicit minimization of U (R(x), Ft ) using, e.g., (6).
Notwithstanding, the iterative correction (8) enables rel-
atively large design relocations, which is particularly suit-
able when correcting the frequency shifts (with respect to,
e.g., the target operating bandwidths) of the system out-
puts at the initial design. This is not straightforward for the
gradient-based refinement (6) because the latter only employs
roughly estimated sensitivity data. As mentioned before,
the important advantage of (8) is its low computational cost
of only one EM simulation per iteration.
Figure 3 shows the flow diagram of the entire design
closure procedure including the iterative refinement scheme
and the follow-up gradient-based optimization.
III. RESULTS
This section provides comprehensive numerical validation of
the proposed design closure procedure. It has been applied
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FIGURE 4. CMRC-based compact two-section impedance matching
transformer: (a) topology of a two-section structure, (b) compact cell
(CMRC).
to the parameter tuning of two impedance matching trans-
formers optimized over wide ranges of operating conditions.
Benchmarking against the gradient-based refinement proce-
dure is also included.
A. CASE STUDY I: TWO-SECTION CMRC-BASED
IMPEDANCE MATCHING TRANSFORMER
The first verification example is the 50-to-100 ohm
impedance matching transformer shown in Fig. 4(a). The
circuit is composed of two compact microstrip resonant
cells (CMRCs) shown in Fig. 4(b). The circuit is imple-
mented on RF-35 substrate (εr = 3.5, h = 0.762 mm).
The design parameters are x = [l1.1 l1.2w1.1w1.2 w1.0l2.1
l2.2w2.1w2.2 w2.0]T . The computationalmodel is implemented
in CST Microwave Studio and evaluated its time-domain
solver (∼270,000 mesh cells, simulation time 140 seconds).
The objective space for the circuit of Fig. 4(a) is defined
by the lower end f1 of the operating frequency range and
its upper end Kf1, with 1.5 GHz ≤ f1 ≤ 3.5 GHz, and
1.5 ≤ K ≤ 2.5. The design goal is to minimize the in-band
reflection of the transformer. The kriging models sx and sJ
are constructed using nine reference designs corresponding to
{f1,K} = {1.5, 1.5}, {1.5, 2.0}, {1.5, 2.5}, {2.5, 1.5}, {2.5,
2.0}, {2.5, 2.5}, {3.5, 1.5}, {3.5, 2.0}, and {3.5, 2.5}. The
major challenges of the design problem come from a small
number of the reference points as well as a relatively large
number of geometry parameters.
The design closure procedure of Section II has been val-
idated by optimizing the transformer for six target objective
vectors as indicated in Table 1. The transformer character-
istics at the initial designs obtained through (3), as well as
those obtained through the iterative correction (8), and the
follow-up gradient search (6) have been shown in Fig. 5.
For the sake of comparison, Table 1 also contains the
designs found using a gradient-based refinement (6), which
turns out to be of inferior quality as compared to the iterative
correction procedure. The average improvement in terms of
the maximum in-band reflection is almost three decibels.
Furthermore, the computational cost of (8) is low, less than
three EM transformer simulations on the average. At the same
time, the average cost of the follow-up gradient refinement is
FIGURE 5. Responses of the two-section impedance matching
transformer of Fig. 4(a) at the initial design (· · ··), the designs optimized
using the iterative correction scheme (- - -), and the final design obtained
using the gradient search of Section II.C (as a follow up) (—). Shown are
designs corresponding to the target vectors of Table 1: (a) f1 = 1.8 GHz,
Kf1 = 4.0 GHz, (b) f1 = 2.0 GHz, Kf1 = 4.0 GHz, (c) f1 = 2.0 GHz,
Kf1 = 5.0 GHz, (d) f1 = 2.2 GHz, Kf1 = 5.0 GHz, (e) f1 = 3.0 GHz,
Kf1 = 5.0 GHz, (f) f1 = 3.2 GHz, Kf1 = 7.5 GHz.
five EM analyses. Consequently, the overall design closure
cost corresponds to only around eight EM analyses, which is
less than the number of the transformer parameters.
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TABLE 1. Optimization results for impedance transformer of Fig. 4.
FIGURE 6. Geometry of the three-section impedance matching
transformer.
B. CASE STUDY II: THREE-SECTION CMRC-BASED
IMPEDANCE MATCHING TRANSFORMER
The second verification example is a compact three-section
50-to-100 Ohm impedance matching transformer shown
in Fig. 6(a) and implemented on the RF-35 substrate. Sim-
ilarly as in the case of the circuit of Fig. 4(a), a reduction of
the physical length of the structure is obtained by replacing
conventional transmission lines with the compact microstrip
resonant cells (CMRCs) shown in Fig. 4(b).
The circuit is implemented on RF-35 substrate (εr = 3.5,
h = 0.762 mm) and described by fifteen parameters x= [l1.1
l1.2w1.1w1.2 w1.0l2.1 l2.2w2.1w2.2 w2.0l3.1 l3.2w3.1w3.2 w3.0]T .
The objective space is determined by the intended oper-
ating bands [f1 f2] within which the reflection |S11| is to be
minimized. The ranges of interest for f1 and f2 are as follows:
1.5 GHz ≤ f1 ≤ 3.5 GHz, and 4.5 GHz ≤ f2 ≤ 6.5 GHz.
The kriging surrogates are constructed using five reference
designs x(j)b , corresponding to {f1, f2} = {1.5, 4.5}, {1.5, 6.5},
{2.5, 5.5}, {3.5, 4.5}, and {3.5, 6.5} (frequencies in GHz).
Note that the number of reference designs is very small. This,
in conjunction with high dimensionality of the parameter
space, contribute to the major challenges of the design task.
The presented design optimization procedure has been
applied to optimize the transformer circuit for six target
objective vectors as listed in Table 2. Figure 7 shows the trans-
former characteristics at the initial designs obtained using (3),
we well as upon iterative correction (8) and the follow-up
gradient search (6).
FIGURE 7. Impedance matching transformer responses at the initial
design (· · ··), the designs optimized using the iterative correction scheme
(- - -), and the final design obtained using the gradient search of
Section II.C (as a follow up) (—). Shown are designs corresponding to the
target vectors of Table 2: (a) f1 = 2.0 GHz, f2 = 5.0 GHz, (b) f1 = 1.8 GHz,
f2 = 6.0 GHz, (c) f1 = 2.7 GHz, f2 = 5.2 GHz, (d) f1 = 2.7 GHz,
f2 = 5.8 GHz, (e) f1 = 3.5 GHz, f2 = 6.0 GHz, (f) f1 = 2.8 GHz,
f2 = 4.9 GHz.
The data in Table 2 indicates that the iterative correc-
tion scheme ensures a better design quality than the gradi-
ent search alone. The average improvement in terms of the
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TABLE 2. Optimization results for impedance transformer of Fig. 6.
maximum in-band reflection is almost 2 dB. At the same
time, the average cost of (8) is four EM simulations of the
transformer circuit, whereas the average cost of the follow-
up gradient refinement is 4.5 EM analyses. Thus, the total
cost of the optimization process is less than nine transformer
simulations on the average.
IV. CONCLUSION
The paper proposed a novel surrogate-assisted technique for
expedited design closure of miniaturized microwave com-
ponents. Our methodology exploits two kriging interpola-
tion metamodels constructed from a set of pre-optimized
reference designs. For a given target vector of objectives,
the models allow us to render a good initial point and to
jump-start the gradient-based design refinement procedure.
Furthermore, a dedicated iterative correction scheme has been
developed to permit rapid design improvements, especially in
terms of accommodating the frequency shifts that occur due
to surrogate model inaccuracies.
Comprehensive numerical verification conducted for
two miniaturized impedance matching transformer circuits
(a two- and a three-section one) demonstrates the efficacy of
the proposed approach in terms of its capability of yielding a
satisfactory design for any target vector of figures of interest
within the region of validity of the method. This is achieved at
a low computational cost corresponding to a few EM analyses
of the circuit at hand.
Our technique might be useful to reduce the CPU cost of
parameter tuning procedures whenever a set of previously
obtained designs is available or the initial effort related to
pre-optimization of such designs may be justified by the
planned reuse of the framework.
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