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図２予測波形の一部
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5．むすび
本研究では，実時間学習を行なう自己生成ニューラルネットワーク（SelfLGeneratingNeuralNetworks，
ＳＧＮＮ）の特性を分析するために，ベンチマーク問題の分類，パターン認識，時系列予測に適用した。実験
結果より，全分野の問題に対して高速な学習を行い，入力訓練データからＳＧＮＴ内に特徴空間を写像する
ことがわかった。更に，分類問題以外の実変数写像を行なうような時系列の予測問題にも利用可能であるこ
とがわかった。各問題を通じて確認できたＳＧＮＮの有効な特性を以下に示す。
高速性：与えられた訓練入力信号から，競合学習により，入力特徴空間を木構造内に動的に構築するため，
何度も繰り返し訓練データを提示する他の手法に比べ，高速な学習を行う。
大規模な問題への適用性：訓練データ数が大量に存在し，各訓練データ内の属性値の次元数が大きくても
訓練データと結合するノードからなるＳＧＮＴを記憶しておくメモリ領域さえあれば，さまざまな問
題に対して学習が可能である。
簡易性：従来の手法では，各問題の規模に応じて，我々が静的なネットワーク構造，およびパラメータを
決めて学習を行う。良い精度の結果を得るためには，与えられた問題をＮＮに実装するための知識や
経験が必要である。ＳＧＮＮでは，ネットワーク構造，パラメータは学習中に自動的に決定するので，
あらゆる問題に対して柔軟に対処できる。故に，我々は訓練データを提示してやるだけでよく，その
問題の実装に関する知識，経験を必要としない。
以上のことから，ＳＧＮＮは高速学習が可能で汎化性に優れたネットワークであるといえる。しかしなが
ら，出力値は有限の訓練データ内に存在する出力値に限定されるため，実変数写像を行う時系列予測や関数
近似の問題に対する精度を向上するためには，ＳＧＮＴに入力特徴空間をより正確に写像させるために，大
量のデータが必要である。処理をより効率的にするためのアプローチとして，処理の並列化，大量データの
分散化などが考えられる。
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SelfLgeneratingneuralnetworks(SGNN),whicharedevelopedfromtheconceptofSelfOrganizmg
NeuralNetworks(SONN),havereceivedmuchattentionbecauseoftheirdesignsimplicityandhigh
accuracyfOrclusteringorclassificationproblems・Inthispaper，wepresentaperfbrmanceanalysisoｆ
ＳＧＮＮ・InordertoanalyzetheperfOrmanceｏｆＳＧＮＮ,wecomparethemwithotherexistingcompetent
neuralnetworksintermｓｏfaccuracyandprocessingtimeonclassificationproblems,pattemrecognition，
andtimeseriesprediction・ResultsshowthatSGNNoffersuperiorperfbrmancetootherexistingneural
networksinthesevariousapplications．
