The weight hierarchy of a binary linear n; k] code C is the sequence (d 1 ; d 2 ; : : : ; d k ) where d r is the smallest support of an r{dimensional subcode of C . The codes of dimension 4 are collected in classes and the possible weight hierarchies in each class is determined.
I Introduction
The weight hierarchy of linear codes has been studied by a number of researchers. For a code of dimension k, it is a sequence of parameters (d 1 ; d 2 ; : : : ; d k ). In particular, d 1 is the minimum distance of the code. The parameters were rst introduced in 11]. In 17] it was shown that these parameters are important in the analysis of an application of linear codes to the wiretap channel of type II. Later, the weight hierarchy has been shown to be important in the analysis of the trellis complexity of linear codes, see e.g. 9], 13], 16]; and analysis of linear codes for error detection on the local binomial channel, see 15] . The possible weight hierarchies of binary linear codes of dimension up to 4 were determined in 14]. In 2]{ 7] we studied the possible weight hierarchies of linear codes of dimension 4 or less over arbitrary nite elds.
In 2] we studied the weight hierarchies of codes of dimension 4; we split them into two classes: the weight hierarchies of codes satisfying the so-called chain condition and other weight hierarchies. However, this is a quite crude classi cation of the weight hierarchies. In particular, it does not tell us what are the possible weight hierarchies of codes not satisfying the chain condition since it is well known that there exist pairs of codes C 1 and C 2 with the same weight hierarchy and such that C 1 satis es the chain condition whereas C 2 does not. More information is obtained if the codes are classi ed according to how the subspaces of minimal support and di erent degrees are related. However, such an analysis is also more complicated.
In 6] we introduced a classi cation of the codes of dimension 4 into 9 classes. One of these classes is the class of codes satisfying the chain condition. Another is the class of extremal non-chain codes which we studied in 5] and 7]. In 6] we only gave upper bounds on the d i in the weight hierarchies (d 1 ; d 2 ; d 3 ; d 4 ) of the codes in various classes (for q-ary linear codes). In this paper we will give a complete characterization of the possible weight hierarchies (d 1 ; d 2 ; d 3 ; d 4 ) for each class in the binary case.
II Notations and problem formulation
Throughout this paper, unless otherwise stated, C will be an n; 4] code, that is, a binary linear code of length n and dimension 4. For convenience we give all de nitions below for 4-dimensional codes, rather than codes of general dimension, since we concentrate on 4-dimensional codes.
For any subcode D of C, the support of D is the set of positions where not all the codewords of D are zero, and it is denoted by (D). Further, the support weight of D is the size of (D), and it is denoted by w S (D).
For 1 r 4, the the r-th minimum support weight (or Generalized Hamming weight) of C is de ned by d r (C) = minfw S (D) j D is an n; r] subcode of Cg:
The sequence (d 1 ; d 2 ; d 3 ; d 4 ) is the weight hierarchy of C. We note that if we add a zero-position to an n; 4] code C we get an n + 1; 4] code C 0 = (cj0) c 2 C :
The codes C and C 0 have the same weight hierarchy. Therefore, without loss of generality, we can restrict ourselves to codes without zero-positions, that is, we will assume that n = d 4 .
Our problems can be reformulated in terms of projective geometry and we do this next.
The di erence sequence (DS) The di erence sequence can easily be computed from the weight hierarchy and vice versa. It was shown in 11] that i r 1 for all r: (1) Let G be a generator matrix for C. For any x 2 GF(2) 4 , m(x), the value of x, will denote the number of occurrences of x as a column in G. In 12] it was shown that there is a one-one correspondence between the subspaces C of dimension r and the subspaces of GF (2) We may view the vectors as points in the projective space V 3 = PG(3; 2 We split the codes (and value assignments) into classes. The classes are determined by if the conditions above are true (T) or false (F) according to the following table:
The space V 3 = P G(3; 2) III Discussion of the various cases Class A, which is the set of codes satisfying the chain condition, was studied in 2]. The possible weight hierarchies of codes in class I were determined in 7] . In this paper we study the remaining classes. We characterize the possible weight hierarchies of the codes in each class. For each case, we prove a set of necessary conditions for (i 0 ; i 1 ; i 2 ; i 3 ) to be a DS of a code in that class and then we give constructions which show that these conditions are also su cient. For two of the constructions in class E (which is one of the most complicated), we give, as an illustration, the details of the veri cation that the given constructions have the stated properties. The remaining cases are similar and the details are omitted.
We start by giving some general results. In the rest of the paper, the integers b, t, , and # are de ned as follows. 
For the various classes or constructions, we will de ne further parameters c, u, etc. which will be de ned di erently from class to class and sometimes from construction to construction.
We rst give the following additional upper bounds. 
Combining (5) and (7) For the various constructions below, we will give one core explicitly (usually it is unique).
Lemma 4 This is the case of codes satisfying the chain condition, and it was treated in 14] where the following result was shown (in a slightly di erent notation). Construction for class C.
Assume that i){iii) are satis ed. We note that this implies that i 0 2; 3 i 1 2i 0 ; and 1 Proof: The upper bounds follow from Lemma 1 ii) and v) and Lemma 2 ii) and vii). The lower bounds follow from Lemma 3 i) iv), vi), ix), xi).
Construction 1 for class D.
For this construction we assume that i){iii) are satis ed and, in addition, i 2 2i 1 . In particular, this implies that We use the notations i 2 ? 2i 1 ? 1 = 4c + u where u 2 f0; 1; 2; 3g:
Further, (i 1 ; p), "(u; p), and m 2 (p) are de ned by the following tables. Class I: (Con1), (Con2), (Con3), (Con4) false. The proof that these bounds are necessary goes along the same lines as the proofs of Lemmas 2 and 3 and we omit them here. For completeness we include constructions which shows that the bounds are su cient. The rst construction is taken from 7]. The second construction is simpler than the corresponding constructions in 7] (where ve constructions were given to cover the same case). ? (I) ? (L) ? ( The values of (l) are given in the following 3 
