Given a poset P we say a family F ⊆ P is centered if it is obtained by 'taking sets as close to the middle layer as possible'. A poset P is said to have the centeredness property if for any M , among all families of size M in P , centered families contain the minimum number of comparable pairs. Kleitman showed that the Boolean lattice {0, 1} n has the centeredness property. It was conjectured by Noel, Scott, and Sudakov, and by Balogh and Wagner, that the poset {0, 1, . . . , k} n also has the centeredness property, provided n is sufficiently large compared to k. We show that this conjecture is false for all k ≥ 2 and investigate the range of M for which it holds. Further, we improve a result of Noel, Scott, and Sudakov by showing that the poset of subspaces of F n q has the centeredness property. Several open questions are also given.
Introduction
Given a poset P , we say that two elements A, B ∈ P form a comparable pair if A ≤ B or B ≤ A. The study of families of sets containing few comparable pairs started with Sperner's Theorem, a cornerstone result of combinatorics. It states that the largest antichain (i.e. family containing no comparable pairs) in the Boolean lattice P(n) = {0, 1} n has size n n/2 . The following natural question was first posed by Erdős and Katona for r = 2 and then extended by Kleitman [7] some fifty years ago: Given a poset P(n) and an integer M , what is the minimum number of r-chains that a family of M elements in P(n) must contain? For r = 2, the case of comparable pairs, the question was completely resolved by Kleitman [7] . For r ≥ 3, we refer the reader to [3, 5, 6] . Here we are interested in the case r = 2, but for a general poset P .
Centered families in {0, 1, . . . , k} n We say that a family F ⊆ {0, 1} n is centered if for any two sets A, B ∈ {0, 1} n with A ∈ F and B / ∈ F we have that
where |A| denotes the number of 1-coordinates in A. That is, F is centered if it is constructed by "taking sets that are as close to the middle layer as possible". This same notion can be extended to the poset {0, 1, . . . , k} n where A ≤ B if A i ≤ B i for all i ∈ [n], where A i and B i are the ith coordinates of A and B. We say that a family F ⊆ {0, 1, . . . , k} n is centered if for any two sets A, B ∈ {0, 1, . . . , k} n with A ∈ F and B / ∈ F we have that
Denote by comp(F) the number of comparable pairs in F ⊆ P . A family F ⊆ P of size M is M -optimal if for all families F ⊆ P of size M we have comp(F) ≤ comp(F ). A poset P ∈ P has the centeredness property if for all M ≤ |P | there exists an M -optimal centered family. Using this terminology, Kleitman's celebrated theorem [7] can be stated as follows: Theorem 1.1 (Kleitman [7] , 1966). The poset {0, 1} n has the centeredness property for all n ∈ N.
In [5] the authors characterised precisely which families achieve the minimum number of contained comparable pairs. It is natural to ask whether Theorem 1.1 holds for the poset {0, 1, . . . , k} n with k ≥ 2 as well. It was showed in [3] that there exists a counterexample with n = 2 and k = 16. The following conjecture was raised independently in [9] and [3] : Conjecture 1.2 (Noel-Scott-Sudakov [9] , Balogh-Wagner [3] ). For every k there exists an n 0 such that if n ≥ n 0 then the poset {0, 1, . . . , k} n has the centeredness property.
Our main result is the construction of two different classes of explicit counterexamples to this natural generalisation of Theorem 1.1. We show that for every k, if n is sufficiently large, then there exists a suitable choice of M and a family F of size M that contains strictly fewer comparable pairs than the centered families of the same size.
Denote by L r (n, k) the r-th layer of {0, 1, . . . , k} n , i.e. the set of vectors in {0, 1, . . . , k} n whose coordinates sum to r, and let r (n, k) := |L r (n, k)|. Write Σ r (n, k) for the total size of the r middle layers of {0, 1, . . . , k} n . For M ≤ Σ 1 (n, k) there exists an antichain of size M in the middle layer L nk/2 (n, k) and hence Conjecture 1.2 trivially holds.
Our main result for the poset {0, 1, 2} n is the following. Theorem 1.3. (a) Let ε > 0, n be sufficiently large, and M ≤ (1 − ε)Σ 3 (n, 2). Then there exists an M -optimal centered family in {0, 1, 2} n .
(b) Let n be sufficiently large and M = Σ 6 (n, 2) − n 3 − 1. Then none of the centered families in {0, 1, 2} n are M -optimal. Theorem 1.3 says that the smallest M = M 0 for which Conjecture 1.2 breaks down (for k = 2) satisfies (1 − ε)Σ 3 (n, 2) < M 0 < Σ 6 (n, 2) − n 3 . For k = 2 and M slightly larger than Σ 1 (n, 2) it was previously shown by Noel-Scott-Sudakov [9] that centered families contain asymptotically the optimal number of comparable pairs. They also obtained good lower bounds for the number of comparable pairs in larger families. Theorem 1.4 (Noel-Scott-Sudakov [9] ). Let r be a fixed positive integer. Then there exists a constant n 0 (r) such that if n ≥ n 0 (r) and F ⊆ {0, 1, 2} n has cardinality at least Σ r (n, 2) + t then
While at first sight it may seem feasible that Conjecture 1.2 holds for much larger M , Theorem 1.5 (b) shows that this is not the case. Theorem 1.5 (a) provides a weak bound for the poset {0, 1, . . . , k} n that is optimal only for families not much larger than the middle layer. Theorem 1.5. (a) For every k ≥ 2, n ≥ 1, and t ≥ 0, every family F ⊆ {0, 1, . . . , k} n of size Σ 1 (n, k) + t contains at least t n 2 + 1 comparable pairs. (b) Let k ≥ 2 and ε > 0. There exists a constant n 0 = n 0 (k, ε) such that for every n ≥ n 0 , if M = Σ j (n, k), where (1 + ε) log 2 n ≤ j ≤ √ n/ log 2 n, then none of the centered families in {0, 1, . . . , k} n are M -optimal.
Centered families in other posets
The notion of centeredness can be readily extended to several other common posets that satisfy some nice properties. In a poset P , y covers x if x < y and there is no element z such that x < z < y.
We say that the poset P is a graded poset if it is equipped with a rank function rk: P → N which satisfies that rk(x) < rk(y) whenever x < y, and rk(y) = rk(x)+1 whenever y covers x. The rank of a poset P is the maximum rank of an element of P . Given a graded poset P , the r-th layer L r (P ) is the collection of elements in P of rank r, r (P ) is the size of L r (P ), and Σ r (P ) is the total number of elements of P in the middle r layers. A graded poset of rank n is rank-symmetric if i (P ) = n−i (P ) for 0 ≤ i ≤ n and it is rank-unimodal if 0 (P ) ≤ . . . ≤ j (P ) ≥ j+1 (P ) ≥ . . . ≥ n (P ) for some 0 ≤ j ≤ n. Denote by P the family of all graded posets that are rank-symmetric and rank-unimodal, and by P(n) the posets in P of rank n. We will extend the notion of centeredness only to the posets in P. Note that every P ∈ P(n) satisfies that its largest layer is L n/2 (P ) and its k largest layers are the k layers closest to the middle layer. Examples of such posets include {0, 1, . . . , k} n where (A 1 , . . . , A n ) ≤ (B 1 , . . . , B n ) if A i ≤ B i for all 1 ≤ i ≤ n, and the poset V(q, n) of subspaces of F n q ordered by inclusion where q is a prime power.
Similarly as before, given a poset P ∈ P(n), we say that a family F ⊆ P is centered if for any two sets A, B ∈ P with A ∈ F and B / ∈ F we have that their ranks rk(A), rk(B) satisfy
In other words, F is centered if it is constructed by "taking sets that are as close to the middle layer as possible". Note that if P = {0, 1, . . . , k} n , then this definition is the same as the definition of 'centered' introduced in the previous section (where the rank of P was nk). Consider now for a prime power q the poset V(q, n) of subspaces of F n q ordered by inclusion. Denote by n i q the number of subspaces of F n q of dimension i. Note that
The following result of Noel, Scott, and Sudakov [9] provides a lower bound on comp(F) for F ⊆ V(q, n). Theorem 1.6 (Noel-Scott-Sudakov [9] ). Let q be a prime power and k be a fixed positive integer. There exists a constant n 0 (k) such that for n ≥ n 0 (k) and F ⊆ V(q, n),
They pointed out that this bound is attained by a centered family and hence best possible when k = 1 and 0 ≤ t ≤ n (n−1)/2 q . We show that centered families are best for all sizes. Theorem 1.7. Let q be a prime power and n ≥ 1. Then the poset V(q, n) has the centeredness property.
Our proofs of Theorem 1.3 (a) and Theorem 1.7 are heavily based on the compression techniques of Kleitman [7] . The proof of Theorem 1.3 (b) arose when we attempted to prove that Conjecture 1.2 holds in the range M ≤ Σ (1−ε) log 2 n (n, 2) -all our proof attempts kept breaking down and they eventually led us to this counterexample. For Theorem 1.5 (a) we use the symmetric chain decomposition technique of Kleitman [8] . Finally the construction in Theorem 1.5 (b) came from the observation that for large enough M centered families are not even locally optimal, and in fact by replacing one of its elements in an appropriate way we can decrease the number of comparable pairs in the family.
For the corresponding maximization question, i.e. determining the maximum possible number of comparable pairs amongst families of size M in P(n) we refer the reader to [1] .
Proof of Theorem 1.3 (a)
Whenever A = (A 1 , . . . , A n ) is an element of {0, 1, 2} n , we will define the size (or rank ) of A by |A| := n i=1 A i . We will use a 0 , a 1 and a 2 to denote the number of 0-, 1-, and 2-coordinates of A (that is, a i := |{j : A j = i}|). Similarly for B ∈ {0, 1, 2} n we will use the variables b 0 , b 1 , b 2 in the same fashion. The complement of a set A ∈ {0, 1, 2} n is defined as A c := (2 − A 1 , . . . , 2 − A n ). For a permutation π ∈ S n and a set A ∈ {0, 1, 2} n we denote by π(A) the set (A π(1) , . . . , A π(n) ). For a family F ⊆ {0, 1, 2} n and integer 0 ≤ r ≤ 2n, we write F r = {A ∈ F : |A| = r} and N r (A) := {B : |B| = r, B ⊆ A or A ⊆ B}. Recall that in the poset {0, 1, 2} n , L r (n, 2) denotes the r-th layer and Σ j (n, 2) the total size of the j middle layers. In this section, we will often shorten L r (n, 2) to L r and Σ j (n, 2) to Σ j . Recall also that a family F ⊆ {0, 1, 2} n of size M is called Moptimal if there is no other family F ⊆ {0, 1, 2} n of size M that contains strictly fewer comparable pairs than F. Our goal is to show that there exists an M -optimal family that is centered.
Let ε > 0, let n be sufficiently large so that all the following estimates hold, and fix an M ≤ (1 − ε)Σ 3 (n, 2). The proof is by induction on M , with the base case M ≤ Σ 1 (n, 2) in which case there is an antichain in L n of size M and the claim follows. Hence we will assume that there exists an (M − 1)-optimal centered family, and show that there exists an M -optimal centered family. Our first goal is to show that there exist M -optimal families that are contained in the middle three layers of {0, 1, 2} n .
The following claim will be useful for us:
Proof. Suppose that |A|, |B| ≥ n. We show that B c has at most as many 2's and at least as many 0's as A. This implies that there exists a permutation π(B c ) of the coordinates of B c such that π(B c ) A. Thus, π(B c ) has at most as many neighbors in level
The number of 0's in B c is equal to b 2 and the number of 2's in B c is equal to b 0 . Hence we want to show that b 0 ≤ a 2 and b 2 ≥ a 0 . Note first that since B ⊆ A, we have b 2 ≤ a 2 and b 0 ≥ a 0 .
Let k, l be such that |A| = n + k and |B| = n + l. From |A| > |B| ≥ n we have that k > l ≥ 0. Since a 0 + a 1 + a 2 = n and a 1 + 2a 2 = n + k, we have a 2 − a 0 = k, and similarly b 2 − b 0 = l.
A family F in a poset P ∈ P is compressed if for every element A ∈ F, every element comparable with A that is closer to the middle than A is in F. Kleitman proved that every family in the Boolean lattice "can be compressed" without increasing the number of comparable pairs. It is not clear why this would be the case for {0, 1, . . . , k} n with k > 2. In the poset {0, 1, 2} n we can however at least obtain an analogous result for a weaker notion of top-and bottom-compressed, given in the following definition. Lemma 2.3. For every natural number M ≤ 3 n , there exists an M -optimal family that is top-and bottom-compressed.
Proof. Let F be an M -optimal family. Suppose that there exist elements A ∈ F and B ∈ F that violate condition (T). Pick such A for which |A| is maximum, and then pick such B for which |A| − |B| is minimal, and let a = |A| and b = |B|. Then all elements in levels L b+1 , . . . , L a−1 that are comparable with A are in F.
We form a bipartite graph with parts F a = F ∩ L a and F b = L b \ F and with edges between comparable pairs. We write N X (A) for the set of elements in X comparable with A. Additionally, let N r (A) := N Lr (A), N (A) := N {0,1,2} n (A), and N X (A) := ∪ A∈A N X (A).
We will show that we can iteratively replace some elements of F a by elements of F b without increasing the number of comparable pairs. We will consider several cases based on sizes of F a and F b and the existence of "good" matchings that allow us to top-compress F. Since b < a, the total value C∈F ||C| − n| of the family strictly decreases, ensuring that this process will terminate.
Suppose that we have families A ⊆ F a and B ⊆ F b such that there is a perfect matching f between A and B. We define a new family G = (F \ A) ∪ B and show that the new family G has no more comparable pairs than F does. We compare the sizes of neighborhoods of A and B in the following four parts of the poset {0, 1, 2} n :
1. In levels L a+1 , . . . , L 2n : Since A is a greatest element of F, no elements of F are in these levels.
In levels
So the number of comparable pairs cannot increase here.
3. In levels L b+1 , . . . , L a−1 : Since all elements in these levels are in F, by Claim 2.1, for every
Thus, every element B ∈ B has at most as many neighbors in
If there exists a matching between X and Y covering Y.
4. In levels L a and L b : This will be checked in each case separately. In each case below, we present suitable sets A ∈ F a and B ∈ F b with a perfect matching f between A and B for which
where e(C, D) denotes the number of edges between the families C and D. Suppose first that there exists a matching f between F a and F b covering F a . Let A = F a and B = f (F a ). Then there are no elements of G in F a , so e(B, G a ) = 0. Henceforth we assume that there is no matching f between F a and F b covering F a , and we restrict our attention to the bipartite graph (X , Y), where
Case 1: |X | ≤ |Y|. By Hall's theorem, since there is no matching between X and Y covering X , there must be a vertex set X 0 ⊆ X such that |N Y (X 0 )| < |X 0 |. Choose X 0 to be a maximal such vertex set. Then there must exist a matching f between X \ X 0 and Y \ N Y (X 0 ) covering X \ X 0 . Define A = X \ X 0 and B = f (X \ X 0 ). Since there is no edge between B = f (X \ X 0 ) and G a = X 0 , the relation (2.1) holds.
Case 2: |X | > |Y|. Suppose first that there exists a matching f between X and Y covering Y.
The inequality (2.1) follows by subtracting e(A, B) on both sides. Suppose now that there is no matching covering Y. By Hall's theorem, there must exist a minimal vertex set
There is no edge between B and G a = F a \ A, hence e(B, G a ) = 0 and the inequality (2.1) trivially holds.
b) There is no matching between
and we can conclude that Y 0 was not a minimal set with
We showed that there exists an M -optimal family F that is top-compressed. The proof that F can "be made" bottom-compressed without increasing the number of comparable pairs follows by the above proof applied on F c = {A c : A ∈ F}.
Lemma 2.3 ensures the existence of an M -optimal top-and bottom-compressed family. Although we will use the lemma only for M ≤ (1 − ε)Σ 3 , we emphasize that the result holds for any M , which might be of independent interest. Our next goal is to find an M -optimal family which additionally satisfies conditions (C1) and (C2) in the following definition. Definition 2.4. We say that a family F ⊆ {0, 1, 2} n of size M is 3-compressed if F is topcompressed, bottom-compressed, and additionally the following two conditions hold: (C1) If A is a maximal element of F with |A| = n + 2 and B ⊆ A is such that |B| = n − 1 and b 0 > a 0 then B ∈ F.
(C2) If A is a minimal element of F with |A| = n − 2 and B ⊇ A is such that |B| = n + 1 and
The following claim is an analogue statement to Claim 2.1.
Proof. Suppose that |A| = n + 2 and |B| = n − 1. Since b 0 = a 0 , we only need to consider the following two cases:
The number of elements in levels n + 1, n, and n − 1, comparable with A, are
respectively. Similarly, the number of elements in levels n, n + 1, and n + 2, comparable with B, is
respectively. Note that a 1 = b 1 + 3 and a 2 = b 2 = b 0 − 1, and so a 2 + a 1 = b 0 + b 1 + 2. We show that α 1 ≥ β 1 , α 2 ≥ β 2 , and α 3 ≥ β 3 .
The last expression is negative only if b 0 = 0 and b 1 = 1, which is not possible since every element B ∈ L n−1 must contain at least one 0-coordinate. Case 2: b 2 ≤ a 2 − 1 and b 0 ≥ a 0 + 1. Then
So B c has at most as many 2's and at least as many 0's as A, which implies that there exists a permutation π(B c ) of the coordinates of B c such that π(B c ) ⊆ A. This implies that for every i ∈ {1, 2, 3},
Lemma 2.6. For every natural number M ≤ 3 n , there exists an M -optimal family that is 3-compressed.
Proof. Let F be an M -optimal family in {0, 1, 2} n that is top-and bottom-compressed, whose existence is guaranteed by Lemma 2.3. If F is not 3-compressed, then at least one of the conditions (C1) and (C2) fails. We assume that (C1) does not hold, keeping in mind that in the other case we can apply the same proof on F c . Suppose that there exists a comparable pair (A, B) in F such that A is a maximal element with |A| = n + 2, |B| = n − 1, and b 0 > a 0 . Let a = |A| and b = |B|. Let G be a bipartite graph with parts F a and F b and with edges between comparable pairs (A, B) for which b 0 = a 0 . As in the proof of Lemma 2.3, we can iteratively replace some elements of F a by elements of F b without increasing the number of comparable pairs. We need to consider several cases based on sizes of F a and F b and existence of "good" matchings in G that allow us to compress F. Since b < a, the total value C∈F ||C| − n| of the family strictly decreases, ensuring that this process will terminate. These cases are the same as in the proof of Lemma 2.3, except now we only consider matchings in the graph G (in which all pairs with b 0 = a 0 are removed), and we apply Claim 2.5 at every place we applied Claim 2.1 before.
We are almost ready to tackle Theorem 1.3 (a). We will need to make use of the fact that a typical set in {0, 1, 2} n of size n has about n/3 zeros n/3 ones, and n/3 twos. Claim 2.7. For every ε > 10 
A similar computation gives i≥1.1n/3 f (i) ≤ n , |F| = N }.
4 . Proof. By the induction hypothesis, there exists an (M − 1)-optimal centered family G. Since M ≤ (1 − ε) 3 , the family G consists of all elements in layer L n and some elements in layers L n−1 and L n+1 . Define
We are ready to finish the proof of Theorem 1.3 (a). Let F be an M -optimal family that is 3-compressed, whose existence is guaranteed by Lemma 2.6, and assume that F is not centered. This can mean one of two things:
1. The first possibility is that there exists an A / ∈ F of size |A| = n. Since F is both top-and bottom-compressed, this means that there is no B ∈ F with A ⊆ B or B ⊆ A, hence unless F itself is an antichain we may decrease the number of comparable pairs in F by replacing one of its elements by A.
2. The second possibility is that
Then there exists an element A ∈ F of size at least n + 2 or at most n − 2. By symmetry we may assume that there is an A ∈ F with |A| ≥ n + 2. Since F is 3-compressed, the number of elements in F a−1 ∪ F a−2 ∪ F a−3 comparable with A is at least
B permutations of (2, 2, 2, 1, . . . , 1) 
Proof of Theorem 1.(b)
Recall that for an integer a ≥ 0 and a family G ⊆ {0, 1, 2} n we have the notation G a = {A ∈ G : |A| = a} and L a = L a (n, 2). We say that a centered family G ⊆ P is canonical centered if there exists at most one ≥ 0 with 0 < |G | < |L (P )|, i.e. if it has at most one partial layer (while centered families could have two). As in Section 2, whenever A and B are elements of {0, 1, 2} n , we write a 0 , a 1 , a 2 and b 0 , b 1 , b 2 for the number of 0-, 1-, 2-coordinates in A and B respectively. For an element A ∈ {0, 1, 2} n and family G ⊆ {0, 1, 2} n , we use the notation comp(A, G) := |{B ∈ G : B A or A B}| and Comp(G) := {(A, B) ∈ G × G : A ⊂ B}, so that |Comp(G)| = comp(G).
Let X = (0, 0, 1, 1, . . . , 1) ∈ L n−2 , B = {B ∈ L n+3 : b 0 = 0}, and C := {C ∈ {0, 1, 2} n : n − 2 ≤ |C| ≤ n + 3}. Finally, let F := C \ (B ∪ {X}) (see Figure 1) . Then F is not centered, but we claim that F contains fewer comparable pairs than every centered family of size M = |F| = Σ 6 (n, 2) − n 3 − 1. The proof of this claim goes in two stages. First we show that F contains fewer comparable pairs than the best canonical centered family of this size (Claim 3.1), and next we show that among centered families of this size the canonical families are the best (Lemma 3.2).
Claim 3.1. Whenever F cc is a canonical centered family of size M = Σ 6 (n, 2) − n 3 − 1 we have comp(F) < comp(F cc ).
Proof. Every canonical centered family F cc of size M = Σ 6 (n, 2) − n 3 − 1 consists of all elements in levels L n−2 , . . . , L n+2 and n+3 − n 3 − 1 elements in L n+3 (or n−3 − n 3 − 1 elements in L n−3 , in which case the proof is symmetrical). Let B = (0, 2, 2, 2, 2, 1, 1, . . . , 1) ∈ L n+3 and note that F * cc := F ∪ {X} \ {B} is one of the canonical centered families of size M with the least number of contained comparable pairs. Indeed, removing all elements with no 0-coordinates plus one element with one 0-coordinate from L n+3 ensures the smallest possible number of comparable pairs. This can be seen because it is always better to replace a 2-coordinate and a 0-coordinate by two 1-coordinates, or directly from the formula (2.2).
It suffices to show that comp(B, F) < comp(X, F) since then we can improve F ∪ {X} \ {B} by deleting X and adding B. Now, comp(X, F) ≥ Proof. Define a partial order on the collection of centered families of size M by letting H < H if comp(H) < comp(H ), or if comp(H) = comp(H ) and |H n+3 | > |H n+3 |. We will show that one of the minimal elements of this partial order is canonical centered, which immediately implies Lemma 3.2. Let G be a centered family of size M = Σ 6 (n, 2) − n 3 − 1 that is minimal according to this ordering. Note that
Given a permutation π ∈ S n of order 2 (i.e., π 2 = 1) define the π-compression of G by "replace A ∈ G n−3 by π(A c ) unless it is already in G n+3 ". That is,
Claim 3.3. For every π ∈ S n of order 2 we have cpr π (G) < G, unless G = cpr π (G). That is, π-compression improves the family unless it is already π-compressed. We sketch the idea of the remaining part of the proof. By Claim 3.3 and the minimality of G, the family G is π-compressed for all permutations π of order 2. For A ∈ G n−3 , define
and count the elements of Π(A c ) comparable with A. Every such element has to be in G n+3 by definition of π-compression. To obtain a superset of A in Π(A c ), we first need to switch all 0-coordinates of A c with some of its 2-coordinates. After that we can freely switch any of the remaining three 2-coordinates with any three 1-coordinates. Any permutation that is formed in this fashion is obviously of order 2. The number of such permutations is
. It follows that if the number of 0's and 1's in A is (close to) linear in n, then the number of elements in G n+3 comparable with A is of order (close to) n 6 . Therefore, G n−3 cannot have many such elements since otherwise we could replace G n−3 by elements of L n+3 \ G and the number of comparable pairs would decrease. We partition G into G , G , and G * as follows:
Observe that G contains elements with a small number of 0-and 2-coordinates while G contains elements with small number of 1-coordinates. Claim 3.4 states that there cannot be more elements in G * than in G ∪ G . Claim 3.5 uses a similar averaging argument to bound |G ∪ G | by 2|H ∪ H |, where H ∪ H is the family of sets in G ∪ G that are in a small number of comparable pairs in G. Claim 3.6 then implies that H ∪ H must be empty, and we conclude that G is canonical centered.
Proof. Let A be an element of G * and consider all its supersets of the form π(A c ) with π 2 = 1. Since G is π-compressed for every involution π, we know that all these supersets are in G. Let Π A be the set of a permutations π of order 2 such that each π switches all 0-coordinates of A c with all but three of its 2-coordinates, and the remaining three 2-coordinates with three arbitrary 1-coordinates. Equivalently, for every π ∈ Π A , the element π(A c ) is formed from A by increasing three 0-coordinates and three 1-coordinates by one. We thus always have A ⊂ π(A c ), and hence the number of supersets of A in Π(A c ) is at least |Π A | = a 0 3 a 1 3 . Since A ∈ G ∪ G and a 0 = a 2 + 3, we have n 2/3 log n + 3 ≤ a 0 ≤ n 2 − n 2/3 log n + 3.
From a 0 + a 1 + a 2 = n we have a 1 = n − 2a 0 + 3, and thus
As either a 0 or a 1 is larger than n/10, we have
We claim that the elements of G n−3 are in at most n 5 comparable pairs each on average. Indeed, otherwise we could replace G n−3 by an arbitrary subset of G n+3 = L n+3 \ G n+3 of size |G n−3 | and obtain a canonical centered family with a smaller number of comparable pairs. Because each element of G * is in at least n 5 log 2 n comparable pairs, we have |G * | ≤ |G ∪ G |, and the claim follows.
Proof. As before, the elements of G n−3 must be in at most n 5 comparable pairs each on average since otherwise we could replace G n−3 by an arbitrary subset of G n+3 . Recall that the family G n−3 is partitioned into G , G and G * , and that every element of G * is in at least n 5 log 2 n comparable pairs of G (see proof of Claim 3.4). We thus necessarily have |G ∪ G | ≤ 2|H ∪ H |.
Proof. We first count the number E of comparable pairs (A, B) ∈ H × G n+3 such that a 2 = b 2 .
We count E two ways:
− n 2/3 log n + 3 by the definition of G . We need to count the number of sets B ∈ G n+3 formed from A by increasing six of its 0-coordinates to 1-coordinates. Since comp(A, G n+3 ) ≤ 2n 5 by the definition of H , this number is at least
≥ n 6 /10 9 .
2. Let now B ∈ G n+3 for which there exists an A ∈ H with a 2 = b 2 . Then
Therefore, the number of sets A formed from B by decreasing six of its 1-coordinates to 0-coordinates is at most 3n 2/3 log n 6
≤ n 4 log 7 n.
Together we obtain
and the second inequality in Claim 3.6 follows. Similarly, we count the number E of comparable pairs (A,
log n by the definition of G . The number of sets B ∈ G n+3 formed from A by increasing six of its 1-coordinates to 2-coordinates is at least
2. Let now B ∈ G n+3 for which there exists an A ∈ H with a 0 = b 0 . Then b 2 = a 2 + 6 ≤ n 2/3 log n + 6. Therefore, the number of sets A formed from B by decreasing six of its 1-coordinates to 0-coordinates is at most n 2/3 log n+6 6
Similarly to 3.1 we have |H | · n 6 10 9 ≤ E ≤ |G n+3 | · n 4 log 7 n, and the first inequality in Claim 3.6 follows.
We are ready to finish the proof of Lemma 3.2. Applying the previous three claims, we obtain
and therefore |G n−3 | ≤ n log 10 n.
Assume that H = 0 and let A ∈ H . As in the proof of Claim 3.6, comp(A, G n+3 ) ≥ a 0 6 − 2n 5 ≥ n 6 /10 9 , and so |G n+3 | ≥ n 6 /10 9 . This implies |G n−3 | ≥ n 6 /10 10 , which contradicts equation (3.2) . By the same argument we have H = ∅. Hence G n−3 = ∅ by Claims 3.4 and 3.5, and we conclude that G is canonical centered, proving the lemma.
Proof of Theorem 1.5 (a)
A symmetric chain A in the poset {0, 1, . . . , k} n is a chain A 1 ⊂ A 2 ⊂ . . . ⊂ A such that |A i+1 | = |A i | + 1 for all i < , and |A 1 | + |A | = nk. A symmetric chain decomposition (or SCD in short) of the poset {0, 1, . . . , k} n is a decomposition of the poset into disjoint symmetric chains. It is known that there exists an SCD of {0, 1, . . . , k} n , see e.g. For a set A = (A 1 , . . . , A n ) ∈ {0, 1, . . . , k} n , define its complement by A c :
Following the ideas of [8] , given a comparable pair A ⊂ B with A, B ∈ {0, 1, . . . , k} n , define their weight ω(A, B) to be equal to the probability that A, B are contained in the same chain of the SCD X , if X is chosen uniformly at random from the collection of all SCDs of {0, 1, . . . , k} n . Notice that if A ⊂ B is a comparable pair with ||A| −
and if on the other hand we have ||A| − Notice that if we terminated in Step 3 then we have
where the second-to-last inequality follows since A = ∅ and the last inequality follows from the fact that B * has the same number of non-zero coordinates as B, which is at least n 2 + 1 as |B| > nk/2. On the other hand, if we terminated in Step 4 then we have, similarly as above, that
and the proof is complete.
Using this claim we are now ready to prove Theorem 1.5 (a). Say that an SCD X = {X 1 , . . . , X m } contains a comparable pair A, B if there exists an i ∈ [m] such that A, B ∈ X i . Given a family F, write N (F, X ) for the number of comparable pairs in F that are contained in X .
Proof of Theorem 1.5 (a). If M = (k + 1) n then F = {0, 1, . . . , k} n and the theorem holds, otherwise we may assume that ∅ / ∈ F. Since the largest antichain in {0, 1, . . . , k} n has size Σ 1 (n, k), by the pigeonhole principle every SCD contains at least x comparable pairs. The probability that a randomly chosen SCD contains a fixed comparable pair A, B is by the definition ω(A, B). Hence the expected number of comparable pairs contained by a random SCD satisfies
where the last inequality follows from Claim 4.1, and the proof is complete.
Proof of Theorem 1.(b)
Let P = {0, 1, . . . , k} n where k is a fixed constant, 0 < ε < 0.01, and n be sufficiently large so that all following estimates hold. We are given an integer j with (1 + ε) log 2 n ≤ j ≤ √ n/ log 2 n and we have M = Σ j (n, k). For simplicity we will assume nk + j is even, the odd case is very similar, and we omit the details. Let
Let B be such that |B| = . . .
. . . that is, the collection of subsets of D that are in F, and are levels below D. Let
We have the estimate
Note that for 0 ≤ ≤ j we have
since the right hand side of the first inequality counts the number of non-negative solutions to the equation a 1 + . . . + a (n+j)/2 = . Hence we get
where the last inequality holds because (0.5 + ε 4/3 ) (1+ε) < 1 2 for ε < 0.01. Hence comp(F ) < comp(F) and this completes the proof.
6 Proof of Theorem 1.7
Recall that P(n) denotes the collection of posets of order n that are rank-symmetric and rankunimodal, and let P ∈ P(n). Furthermore, recall that |A| denotes the rank of an element A ∈ P , comp(A, G) := |{B ∈ G : B ⊂ A or A ⊂ B}|, and N r (A) := {B : |B| = r, B ⊆ A or A ⊆ B}.
A poset P of rank n has property (Q) if all of the following hold: (Q1) If |B| < |A| and ||B| − n/2| < ||A| − n/2|, then |N |B|+i (B)| ≤ |N |A|−i (A)| for every i ∈ {1, . . . , |A| − |B|}.
(Q2) If |B| > |A| and ||B| − n/2| < ||A| − n/2|, then |N |B|−i (B)| ≤ |N |A|+i (A)| for every i ∈ {1, . . . , |B| − |A|}.
The key result of this section is the lemma below, which will easily imply Theorem 1.7.
Lemma 6.1. If a rank-symmetric and rank-unimodal poset P of rank n has Property (Q), then P has the centeredness property.
Proof. Let P ∈ P(n) that has Property (Q). We say that a family F ⊆ P is mid-compressed if for every comparable pair (A, B) ∈ Comp(F) such that ||B| − n/2| < ||A| − n/2|, A ∈ F implies B ∈ F.
Claim 6.2. For every M ∈ {1, . . . , |P |}, there exists an M -optimal family in P that is midcompressed.
Proof. The proof of this claim is essentially the same as Kleitman's proof [7] of Theorem 1.1 and hence similar to our proof of Lemma 2.3, so we only give a sketch here. We show by induction on M that there exists an M -optimal family that is centered. The base case is M ≤ Σ 1 (n, k), in which case there exists an antichain in L n/2 of size M . Let now M > Σ 1 (n, k), and define an order relation on the collection of subsets of P of order M by setting G < F if
• comp(G) = comp(F) and G∈G ||G| − n/2| < F ∈F ||F | − n/2|. Given a family F ⊂ P of size M that is not mid-compressed we will find a family G of size M that improves F (that is, G < F). Since only mid-compressed families cannot be improved this way this will show that there exists an M -optimal mid-compressed family.
Let F ⊂ P be a family of size M that is not mid-compressed. Then there exist elements A and B such that A ∈ F, B / ∈ F, and ||B| − n/2| < ||A| − n/2|. W.l.o.g. there exists such a pair with |A| > n/2. Among all such pairs (A, B) consider the pairs with |A| is maximal, and then among these pick one with |B| maximal. Note that this implies that whenever C ∈ P is such that C ⊂ A and |C| > |B| then C ∈ F. Moreover whenever C ∈ P is such that B ⊂ C and |C| > |A| then C / ∈ F. Let a := |A| a and b := |B|. Form a bipartite graph with vertex sets F a and F b with edges between comparable pairs. If there exists a matching f between F a and F b covering F a , then replacing F a with the matching elements f (F a ) does not increase the number comparable pairs in F (since P has Property (Q1)), but decreases F ∈F ||F | − n/2| and hence improves the family. From now on suppose that there is no such matching. Let X = F a and let Y be the family of neighbors of F a in F b .
Case 1: |X | ≤ |Y|. Since there is no matching between X and Y covering X , we can find a maximal vertex set X 0 ⊂ X such that |N (X 0 )| < |X 0 |. Let f be a matching between F a − X 0 and Y−N (X 0 ) covering X −X 0 , which exists by the maximality of X 0 . Then G := F ∪f (X −X 0 )−(X −X 0 ) satisfies G < F (again using that P has Property (Q1)). This finishes the proof of the claim that there exists an M -optimal mid-compressed family.
From now on we assume that there exists an M -optimal mid-compressed family F * that is not centered. Recall that Σ r (P ) denotes the total size of the middle r layers of P . Define the integer j ≥ 0 such that Σ j−1 (P ) < M ≤ Σ j (P ). Let G ⊂ P be the centered family of size Σ j (P ) and write ∆(G) := max{comp(A, G) : A ∈ G} for the maximum degree of the graph with vertex set G and edges corresponding to comparable pairs in P . Let comp(M −1) := min{comp(F) : F ⊆ P, |F| = M −1}. The following statement is very similar to Claim 2.8: Claim 6.3. We have comp(F * ) ≤ comp(M − 1) + ∆(G).
Proof. It suffices to construct a family F of size M with at most comp(M − 1) + ∆(G) comparable pairs. As F * is M -optimal it contains at most this many comparable pairs. By induction we know there exists a centered (M − 1)-optimal family H. Since H ⊂ G, adding to it any element of G \ H increases the number of comparable pairs by at most ∆(G).
Since F * is not centered, it contains an element A such that for all elements B ∈ G we have ||A| − n/2| > ||B| − n/2|. Since F * is mid-compressed and P has properties (Q3) and (Q4), this implies that comp(A, F * ) ≥ ∆(G). Hence comp(F * ) ≥ comp(M − 1) + ∆(G). By Claim 6.3 this implies that every family of size M contains at least comp(M − 1) + ∆(G) comparable pairs. As shown in the proof of Claim 6.3 this value can be achieved by a centered family, completing the proof of Lemma 6.1.
One well-known poset that satisfies the assumptions of Lemma 6.1 is the Boolean lattice P(n). Therefore, Lemma 6.1 implies Theorem 1.1 -rather unsurprisingly since the proof of Lemma 6.1 was motivated by Kleitman's proof of Theorem 1.1.
Let q be a prime power and let n ≥ 1. To finish the proof of Theorem 1.7, we only need to check that the assumptions of Lemma 6.1 hold for V(q, n).
Claim 6.4. V(q, n) is rank-symmetric.
Proof. The map V → F n q \ V takes the set of subspaces of dimension k into the set of subspaces of dimension n − k bijectively. Claim 6.5. V(q, n) is rank-unimodal.
The same question can be asked for 'centered' replaced by 'canonical centered' (i.e. centered families with at most one partially filled layer). We expect that for k = 2 the answer to Question 7.2 contains the interval [0, Σ 5 (n, 2)]. It seems plausible that for M ≤ Σ log 2 n (n, k) the centered families are not too far from being best possible, but for much larger M we do not even have a guess what the best families could be. The following question is open whenever √ n is replaced by any value between log 2 n and n. Question 7.3. Let M = Σ √ n (n, 2). What do the M -optimal families in {0, 1, 2} n look like?
