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1. INTRODUCTION 
A dual (or reciprocal) problem for optimal control processes, including 
unconstrained variational problems, has been investigated by Friedricks 
[ 121, Courant and Hilbert [ 111, Hanson [ 131, Kreindler [24], Pearson 
126, 27 ] Ringlee [ 281, and Mond and Hanson [25]. The problem is 
considered as a dynamic generalization of dual problem in mathematical 
programming. Bellman [ 21, using the technique of quasi-linearization, 
transforms a minimum variational problem into an equivalent maximum one 
(See Bellman and Kalaba [IO]). Bellman [6] and Bellman and Kalaba [9 ] 
consider an inverse problem for optimal control processes through dynamic 
programming. Both quasi-linearization and inverse problem are discussed in 
Bellman’s monographs [3-5, 7-9, lo]. 
Recently Iwamoto [ 14-221 has developed a new inverse theory of 
dynamic programming in itself and applied it to mathematical programming 
problems and to discrete-time control processes and allocation processes. He 
(231 has established an “additive expression” for the objective function of 
the inverse dynamic program. 
In this paper it will be shown that the inversion of discrete-time dynamic 
program also generates a counterpart in the problem of continuous-time 
optimal control on one-dimensional state space. This is possible because of 
the “additive expression.” The main results are Inverse Theorems between 
main and inverse processes. Roughly speaking, the Inverse Theorem states 
that the optimal value function of the inverse process is the inverse function 
of the main process and vice versa. 
Section 2 gives the backward equation for a time-dependent process and 
Section 3 the forward equation for a time-independent process. Section 4 
formulates an associated inverse process with a finite main process with an 
invertible terminal function. Section 5 establishes an inverse theorem, which 
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characterizes both main and inverse processes through the backward 
equation and its inversion. Section 6 investigates the inversion of finite main 
processes without terminal function. Section 7 treats the inversion of infinite 
processes. The last section verifies all the results through linear equations 
and quadratic criteria optimal control processes on the nonnegative half-line. 
Throughout the paper, the calculus of variations is of little use. We always 
suppose that “objective” function fi “constraint” function g, and “terminal” 
function k satisfy suitable analytic conditions concerning continuity, differen- 
tiability, strict increasingness and others to ensure that the desired optimum 
values and/or optimum value functions exist and possess such analytic 
properties. 
These conditions enable us to develop easily the following discussions 
without loss of essence in our inverse theory. 
2. BACKWARD EQUATION 
Consider the time-dependent control process 
Minimize 
I f( .’ x,u,t)dt+k(x(T)) (1) -0 
subject to (i) dx/dt = g(x, u, t) 0 < t < T, 
(ii) x(O) = c (El), 
(2) 
wheref,g:ZxRm~[O,T]+R’,k:Z+R1,O<T~cO andzisaninterval 
of the one-dimensional Euclidean space R’. 
Problem (1 ), (2) is called the main process. Let us define the minimum 
value function F: [0, T] x I+ R’ by 
F(t, x) = Min 
li 
‘rf(x, u, s) ds + k+(T)) I dx/ds = g(x, u, s) 
t 
t<s< T, x(t)=x . 
i 
(3) 
Then we obtain, through Bellman’s Principle of Optimality [I], the well- 
known partial differential equation of dynamic programming 
-F,= 8% [f(x,u,l)+ g&u, W',] O<t<T, xEI, (4) 
F(T, x) = k(x) x E 1. (5) 
The minimum value of (l), (2) is given by F(0, c). Equation (4), (5) is called 
the backward equation. For brevity we call the function u*: [0, T] x I+ R” 
an optimal control, if it attains the minimum of (4). 
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3. FORWARD EQUATION 
Consider the time-independent control process 
Minimize 
J ?f(x, u) dt + W(T)) 
subject to (i) ‘dx/dt = g(x, u) 0 < t < T, 
(ii) x(O) = c (U). 
Let us define the minimum value function F’: [0, T] x I-+ R’ by 
(6) 
(7) 
F’(t, x) = Min I/(x, u) ds + k(x(t)) / dx/ds = g(x, u), 
o<s<t, x(0)=x . (8) 
I 
Since the main process (6) (7) is time-independent, it holds that for any s 
.s + f 
F’(t, x) = Min j-(x, u) dz + k(x(s + t))l dx/dr = g(x, u), 
s 
s < r < s + t, x(s) = x 
I 
. (8) 
For this case we obtain 
F; = 2% [J-(x, u) + g(x, u)F:] O<t<T, xEI, (9) 
F’ (0, x) = k(x) x E I. (10) 
The minimum value of (6), (7) is in turn given by F’(T, c). Equation (9), 
(10) is called the forward equation. 
Note that the main process (6), (7) is also analyzed through the backward 
equation 
-K = )$ L&G u) + dx, u)F,l O<t<T, xEI, (11) 
F(T, x) = k(x) x E I. (12) 
Thus it holds that 
F’(t, x) = F( T - t, x). (13) 
Equation (13) combines equivalently the forward and backward equations 
for the time-independent process. 
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Here we remark that though the preceding results in Section 2 and 3 are 
easily extended to the multi-dimensional processes (see Bellman [ 1, 3-5, 7, 
8]), we devote our attension only to the one-dimensional case which is a 
keystone in the development of the following inverse theory. 
4. INVERSE PROCESSES 
Let H = H(t, z): [0, T] x Z + .Z be a function of two variables, where Z and 
.Z are intervals of R’. Then we will say that H is onto strictly increasing if 
H’(z) = ZZ(t, z), as a function of z, is strictly increasing from Z onto J for 
each t E [0, r]. In this case H-‘(t, w) = (H’)-‘(w): [O, T] xJ-+Z will 
denote the inverse function with respect to the second variable. Thus, if H is 
onto strictly increasing, then so is HP’ and (H-‘-l = H. 
First we consider the associated maximum problem with (1), (2) 
Maximize --IT g(x, U, t) dt + Z( y(T)) 
-0 
subject to (i) dy/dt = -j-(x, u, t), 0 < t < T, 
(ii) y=F(t,x), O<t<T, 
(iii) y(0) = c (W), 
(14) 
(15) 
where 1 is the inverse function of k, which is supposed to be continuous and 
strictly increasing from Z onto .Z, and the minimum value function F 
prescribed by (3) is supposed to be onto strictly increasing. 
The derivation of the problem (14), (15) is as follows. Let y(t) = F(t,x(r)) 
for 0 < t < T. That is, y(t) be the minimum value of the main process during 
time period [t, T] starting from x(t) at time r 
y(f) = Min 17-.f(x, u, s) ds + k(x(T))] , 
-I 
where the minimization is over u satisfying 
dx(s)/ds = g(x, u, s) t<s<T. 
Then we have for an optimal trajectory x(.) and an optimal control u(.) 
~0) = j?x, u, s) ds + W(T)) t < 7-3 I 
dx(s)/ds = g(x, u, s) t<s<T. 
(16) 
(17) 
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From (16) we obtain the terminal condition 
Y(T) = WT))* (18) 
Differentiating (16) with respect to t and integrating (17) on [f, T], we obtain 
the process conditions 
dy(Oldt = d-(x, u, 0, 
x(r) - x(r) = 1.’ g(x, u, s) ds, 
-I 
(19) 
(20) 
respectively. Combination of (18) and (20) yields 
x(t) = -f g(x, u,s) ds + k-‘(y(T)). 
-I 
(21) 
Here we should recall that in this derivation the optimal trajectory (or state) 
process x( .) and the optimal value (or loss) process y(a) are supposed to 
have a one-to-one correspondence 
u(t) = F(h x(t)) (22) 
during time period [O, T]. Therefore the derived process (21), (19) together 
with (22) yields the maximum problem (14) (15). 
Substituting x = F- ‘(t, y) into (14), (15) we obtain an equivalent problem 
Maximize -1.’ g(F-‘(t, y), U, t) dt + k-‘(y(T)) 
-0 
subject to (i) dy/dt = -f(F- ‘(6 y), u, t) 
(ii) y(0) = c (EJ). 
Formally rewriting 
(14)’ 
(15)’ 
g’( y, u, 1) = -g(F- ‘(& Y), u, 0, 
f( y, u, t) = -j-(F- ‘(t, y), u, t) 
and 
k’(Y) = k-‘(Y) 
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we have the problem 
Maximize g’(Y, u, t) dt + k’(Y(T)) (14)” 
subject to (i) dy/dt = f ( y, u, t), 
(ii) y(O) = c (EJ), 
(15)” 
which is the same type as the problem (l), (2). The problem (14), (15) is 
called inverse process of (l), (2). 
Similarly we have the inverse process of (6), (7) 
Maximize - 
I 
* g(x, U) dt + I( y( T)) 
0 
subject to (i) dy/dt = -.(x, u), 0 < t ,< T, 
(ii) y = P(t, x), 0 < t < T, 
(iii) y(0) = c (El), 
(23) 
(24) 
where the minimum value function F’: [0, T] X Z-+J is supposed to be onto 
strictly increasing. This is also written 
Maximize -1’ g(F’-‘(t, y), u) dt + kP’(y(T)) (23)’ 
-0 
subject to (i) dy/dt = -f(F’-‘(t, y), u), 0 < t < T, 
(ii) y(0) = c (EJ). 
(24)’ 
Note that the main process (6), (7) is time-independent but the inverse (23), 
(24) time-dependent. 
5. INVERSE THEOREM 
Let G: (0, T] x J-1 R’ be the maximum value function of the inverse 
process (14), (15) 
G(t, y) = Max - 
I J 
-T g(x, u, s) ds + I( y(T)) 1 dy/ds = -J-(x, u, s), 
I 
y = F(s, x), t < s < T, Y(L) = Y 
I 
(25) 
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Then G satisfies the backward equation 
-G, = s [-g(F-‘(f, y), u, 4 -f(F-‘(6 Y), u, W,] (26) 
G, = g$ [ g(F-‘(f, y), u, f) + f(F- ‘(f, Y), u, 4 G,] , 
G(T Y> = k-‘(y). (27) 
At first we find that G( r, y) = F- ‘(T, y) y E J at f = T. This initial 
condition suggests to us that G = F-’ is a solution of (26), (27). In fact we 
have 
THEOREM 1 (Inverse Theorem for Time-dependent Processes with Inver- 
tible Terminal Functions). (i) Zf fhe main process (l), (2) has an onto 
strictly increasing minimum value function F: [0, T] x I + J and an optimal 
control u*: [0, T] x I-+ R”, then F-‘: [0, T] x J-1 Z is an onto strictly 
increasing solution of (26), (27), and u*(f, F-‘(f, y)): [0, T] x J+ R”’ is an 
optimal control of the inverse process (14), (15). 
(ii) Let the main process (1), (2) h ave an onto strictly increhsing 
minimum value function F: [0, T] x I -+ J. If the inverse process has an onto 
strictly increasing maximum value function G: [0, T] X J+ I and an optimal 
control u :^ [0, T] x J-+ R”‘, then G-‘: [0, T] x I + J is an onto strictly 
increasing solution of (4), (5), and u^(t, G-‘(t, x)): [0, T] x I-+ R”’ is an 
optimal control of the main process (1) (2). 
Remark that under the assumption that both forward and backward 
equations have a unique solution, the “solution of (26) (27)” in (i) and 
“solution of (4) (5)” in (ii) may be replaced by “maximum value function of 
the inverse process” and “minimum value function of the main process,” 
respectively. For this case, the inverse of the inverse process becomes the 
main. Further note that Inverse Theorem and reflexibility hold for a pair of 
main process (6), (7) and inverse process (23) (24). 
Proof. (i) Let 
F-‘(t, y) = (F’)-‘(y) = x. 
Then F’(x) = F(f, x) = y. Therefore it holds that 
(28) 
F-‘dx- ’ Y 8~ Fx’ 
O=F,+F$ 
=F,+F,F;‘. 
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Since F; ’ > 0, we have 
1 
FX=---- 
F;’ ’ 
(29) 
Substituting (28) and (29) into (4), we obtain 
F; ’ 
F,,’ 
= I$ f(F-‘(r, y), u, t) + g(F-‘(6 y), u, t) 9 
i.e., 
F,’ = Iv& [g(F-‘(t, J’), u, t) + f(F- ‘(t, Y). u, W, ’ 17 (30) 
which implies that F- ’ is a solution of (26), (27). Furthermore, 
u*(t, F-‘(t, y)) attains the minimum of (30). This completes (i). Similarly, 
(ii) is proved. 
6. ZERO-TERMINAL PROCESSES 
We have supposed that the terminal function k: 1-1J is onto strictly 
increasing, i.e., invertible. In this section we treat the case k(x) = 0, i.e., zero- 
terminal process. For this case, the results in Sections 2 and 3 also remain 
valid. 
Now we consider the inverse process of the main process (l), (2) with 
k(x) = 0. Here we should remark that F(T, x) = 0 x E I. Thus FT(.) is not 
invertible. For any T’ with 0 < T’ < T we may define the following process 
Maximize -1”’ g(x, u, t) dt + x(T’) 
0 
subject to (i) dy/dt = -f(x, u, t), 0 < t < T’, 
(ii) 4’ = F(r, x), 0 < t < T’, 
(iii) y(O) = c (EJ) 
(31) 
(32) 
where the minimum value function P: 10, 7’) X I + J is supposed to be onto 
strictly increasing. We can write 
Maximize _)-I’ g(F-‘(t, y), 1.4, t) dt + (FT’)--‘(y(T’)) 
-0 
subject to (i) dy/dt = -f(F-‘(t, y), u, t), 0 < t < T’, 
(ii) y(O) = c (EJ). 
(31)’ 
(32)’ 
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Note that the main process on [O, T] can be reduced to the process on 
10, T’] 
.7“ 
Minimize I f( x, u, t) dr + F”(x(T’)) 
-0 
subject to (i) dx/dt = g(x, u, t), 0 < t < T’, 
(ii) x(0) = c (EZ). 
(33) 
(34) 
The main process (33), (34) and the inverse process (31), (32) have inver- 
tible terminal functions at t = T’ (<T). Thus Inverse Theorem holds between 
both processes. Taking a limit T’ -+ T in (31)‘, (32)’ but noticing that y(T) 
prescribed by (18) vanishes, we obtain the inverse process on [O, T] 
Maximize -[r g(F-‘(t, y), U, t) dt 
-0 
(35) 
subject to (i) dy/dt = -f(F’(t, Y), U, t), 0 < t ,< r, 
(36) 
(ii) y(O) =c (EJ), 
which is also zero-terminal process. 
We note that the inverse relation holds between the main process (l), (2) 
with k(x) = 0 and the inverse process (35), (36) on time period [0, 7’) except 
for T. where both optima1 value functions vanish at T, i.e., 
F(T, x) = G(T, 4’) = 0. (37) 
We omit stating this relation as an Inverse Theorem. 
The similar results will be obtained for the pair of time-independent main 
process with k(x) G 0 and its time-dependent inverse process. 
7. INFINITE-PROCESSES 
First, let us consider the main time-dependent infinite-process 
Minimize 
! 
.m j-(x, u, t) dt 
0 
subject to (i) dx/dt = g(x, u, t), t > 0, 
(ii) x(0) = c (EZ). 
(38) 
(39) 
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The minimum value function F: (0, co) x I -+ R’ defined by 
F(t, x) = Min 
ii 
O” j-(x, u, s) ds 1 dx/ds = g(x, u, s), s > t, x(t) = x 
i 
(40) 
t 
satisfies 
-F, = ,Y& [f(x, u, t) + g(x, u, f)F,] t > 0, x E I. (41) 
We can consider the inverse process 
Maximize - 
1 
.m g(x, u, t) dt 
subject to (i) dy/it = -f(x, u, t), t > 0, 
(ii) y = F(t,x), t > 0, 
(iii) y(0) = c (EJ) 
(42) 
(43) 
provided that F: [0, co) x I -+J is onto strictly increasing. The maximum 
value function G: [0, co) x J-r R’ satisfies 
-G, = s [-g(F-‘(6 Y>, u, t) -f(F-‘0, Y>, u, WY]. (44) 
The Inverse Theorem holds between main and inverse processes. 
Second, consider the time-independent (main) process 
Maximize L”. f(x, u) dt 
‘0 
subject to (i) dx/dt = g(x, u), t > 0, 
(ii) x(0) = c (EI). 
(45) 
(46) 
The minimum value function F: Z + R’, which is independent of t, satisfies 
o= Iy4 
L 
f(x,U)+g(x,Yg 
I . 
The associated inverse process is defined as follows 
(47) 
Maximize - 
J 
.m g(F- ‘( y), u) dt (48) 
0 
subject to (i) dy/dt = -f(F- l(y), u), t 2 0, 
(49) 
(ii) y(0) = c (EJ) 
OPTIMALCONTROLPROCESSES 59 
provided that the minimum value function F: I + J is onto strictly increasing. 
The corresponding maximum value function G: J+ R’ satisfies 
0 = & [-g(F-l(y), u) -f(F-'(~1, u) 51. 
For this pair of time-independent processes we have 
THEOREM 2 (Inverse Theorem for Infinite, Time-independent Processes). 
(i) If the main process (45), (46) has an onto strictly increasing minimum 
value function F: I -+ J and an optimal control u*: I -+ Rm, then F-l: J+ I is 
an onto strictly increasing solution of (50), and u* 0 FP’: J+ R” is an 
optimal control of inverse process (48), (49). 
(ii) Let the main process (45), (46) have an onto strictly increasing 
minimum value function F: I + J. If the inverse process (48), (49) has an 
onto strictly increasing maximum value function G: J+ I and an optimal 
control u^: J+ R”, then G- ‘: I + J is an onto strictly increasing solution of 
(47) and u^ o G-‘: I + R” is an optimal control of main process (45), (46). 
8. LINEAR EQUATIONS AND QUADRATIC CRITERIA 
First we consider the main process on the state space [0, co) 
Minimize 
1 
.’ (x2 + u’) dt + x*(T) 
0 
subject to (i) dx/dt = bx + u, x(t) > 0,O < t < T, 
(ii) x(0) = c (>O), 
where 0 < T < co and b is a real constant. Then we have the backward 
equation 
-F, = l$rj [x2 + u* + (bx + u)FX] x>O, O<t<T, 
F( T, x) = x2 x >o. 
From (5 I), we get 
-F, = x2 + bxFX - $F;, 
u*(t, x) = --fF,. 
(51) 
(52) 
(53) 
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It is well known that equation (53), (52) has an onto strictly increasing 
minimum value function F: (0, T] x [0, co) + (0, co) and an optimal control 
u*: [0, T] x [0, co) --t R’ as follows 
F(l, x) = k(C)X2, u*(t, x) = -k(t)x, 
where k is the solution of the Riccati equation 
I$ - k2 + 2bk + 1 = 0, k(T) = 1. (54) 
The transformation k(t) = b + dm $ l/z(t) yields a linear differential 
equation 
it2dFXz+l=O, z(T) = l/(1 - b - v6??). 
The solution is 
z(t) = z(T) e2v,=-f) + 1 
2@Z 
(e 
z&Tiu-f) _ 1). 
Therefore we obtain the inverse process 
Maximize -1’ (bx + u) dt + &?$ 
subject to (i) dy/die -x2 - u2, y(t) > 0, 0 < t < T, 
(ii) y = k(t)x2, 0 < t < T, 
(iii) y(O) = c (>O) 
or equivalently 
MaximizelO’- [b&tu) dt+m 
subject to (i) dy Y -- - 
dt= k(t) 
u2, y(t) > 0, 0 < t < T 
(ii) y(0) = c (20). 
The maximum value function G: (0, T] X [0, a)+ R’ satisfies 
-G,=Ey [--(b&$uj - (&+u’) Gy] (55) 
(56) 
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The Inverse Theorem gives an onto strictly increasing solution 
G(t, y) = F- ‘(t, Y) = 
and an optimal control 
qt, y) = u*(t, F-‘(t, y)) = -\/k<t>v. 
On the other hand, from (52), (53), we conjecture that the function G, as 
an inverse function of F, satisfies (56) and 
G, = G’G, + bG - 1/(4G,). 
Letting G(t, y) = p(t) fi we find that p satisfies a differential equation 
+&-bp-&=O, p(T) = 1, 
which is a transformed form of (54) through p = l/d. 
The similar results, which are omitted, will be obtained through the 
forward equation, since the main process is time-independent. 
Second we consider the zero-terminal (main) process 
Minimize 
i 
r(X2+U2)df (57) 
-0 
subject to (i) dx/dt = bx + u, x(t) > 0, 0 < t < T, 
(ii) x(0) = c (20). 
(58) 
The minimum value function F: [0, T] x [0, co)-+ R’ satisfies the backward 
equation 
-F, = h4$ [x’ + u* + (bx + u)F,], x > 0,O < t < T, 
F(T, x) = 0. 
This equation has a solution 
F(t, x) = k(t)x*, u*(t, x) = -k(t)x, 
where in this case k satisfies the Riccati equation 
li - k* + 2bk + 1 = 0, k(T) = 0. 
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An explicit form of the solution is 
k(t) = l/(dm coth dm (T - t) - b) 
(see Bellman [8, p. 2941). Therefore the main process is reduced to 
.T Minimize I ( x2 + u2) dt + k(T’) x2(T’) 
-0 
subject to (i) dx/dt = bx + u, x(t) > 0, 0 < t < T’, 
(ii) x(0) = c (20). 
Accordingly we obtain its inverse process 
.T’ 
Maximize - 
.I 
(vx + u) dt + x(T’) 
0 
subject to (i) dyldt = -x2 - u*, y(t) > 0, 0 < t < T’. 
(ii) y=k(t)x’, O,<t<T’, 
(iii) y(O) = c (20). 
It is easily shown that k(t) > 0 for 0 ,< t < T and lim,+, k(t) = 0. Taking a 
limit T’ -+ T, and noticing that y(T) = 0 we have the zero-terminal (inverse) 
process 
Maximize -Jo’ (b J&- + U] dt 
subject to (i) $ = -L!-.-- 
k(t) 
u2, y(t) > 0, 0 < t < T, 
(60) 
(ii) y(0) = c (20). 
Two processes (57), (58) and (59), (60) h ave a desired inverse relation on 
[0, T), where 
F(T, x) = G(T, y) = 0 &YE [0,03). 
Finally, we consider the infinite (main) process 
Maximize 
J 
m (x2 + u2)dt 
0 
subject to (i) dx/dt = bx + u, x(t) > 0, t > 0, 
(ii) x(0) = c (>O). 
OPTIMAL CONTROL PROCESSES 63 
Solving the corresponding equation 
O=h4$ x’+u’+(bx+u)g [ 1 x>o 
we see that the main process has an onto strictly increasing minimum value 
function F: [0, co)-+ [0, co) and an optimal control u*: [0, co) + R’ as 
follows 
F(x) = kx’, u*(x) = -kx (61) 
where in this case k = b + dm is a constant. Therefore the associated 
inverse process becomes 
Maximize ---joa (b g + U) dt 
4 subject to (i) dt -=-+uz,y(t)>o, t>o, 
(ii) y(0) = c (20). 
The equation 
O=$+ [-b&-u- ($-+u’)$] 
has the solution 
G(Y)= f: 
J 
u”(y) = -6 (62) 
Notice that (61) and (62) have a desired inverse relation stated in 
Theorem 2 
G=F-‘, u”=uoF-‘. 
Concluding this paper, we remark that the preceding theory and 
applications are also valid for the case where F’: Z -+ J is strictly decreasing 
for each c. For this case, the analysis is similar, mutatis mutandis, with the 
roles of the “strictly increasing” and the “strictly decreasing” interchanged. 
Letting I= (-co, O] in Section 8, we find that the theory can be applied. 
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