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In many environmental and epidemiological studies, the observed exposures are often
highly correlated. Estimating the exposure-specific effects of the multiple correlated expo-
sures on the health outcome in a statistical model can be challenging since multicollinearity
among the exposures can lead to biased estimators. This study proposed a two-stage shared
component model for addressing this challenge to utilize the information of the collected expo-
sures fully. The first stage is a pollution model in which the shared and residual components
are obtained to represent the common and unique effects from each correlated explanatory
variable. The second stage is a disease model that the shared and residual components were
included as explanatory variables for modelling the disease risk. The proposed model is
motivated by an environmental health study that investigated the association between air
pollutants and the respiratory hospital admissions in Greater Glasgow, Scotland, in 2011.
The three highly correlated pollutants PM2.5, PM10 and NO2 are simultaneously modelled in
the two-stage shared component model. Our results indicated that the air pollutants jointly
increased the respiratory disease risk while NO2 has a stronger health effect. We also investi-
gated the finite sample properties of the proposed two-stage shared component model, which
demonstrated that the proposed method could help resolve the issue of multicollinearity with
appropriate and easily interpretable coefficients.
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Air pollution has been a global public health issue, as a growing body of epidemiological
evidence has shown that air pollutants are responsible for numerous diseases, such as respi-
ratory and cardiovascular diseases [1, 2, 3, 4]. The commonly measured pollutants include
volatile organic compounds, total particulate matter, nitrogen oxides, sulphur oxides, car-
bon monoxide and ozone [1]. A study in Pittsburgh investigating the lethal impact of a
few different air pollutants found a consistent positive association between PM10 and daily
mortality among the age group under 75￿and a significant association between dew point
and daily mortality for the order-age group [5]. A few other cohort studies revealed that
a higher risk of lung cancer was relating to air pollution exposures, especially sulphate and
particulates [1, 2]. Besides, other cancers were also found associated with air pollution; for
instance, increased concentration of NO2 may raise the risk of postmenopausal breast cancer
[6]. Moreover, adverse health events like impaired cardiac or cardiovascular function [3, 4],
reduced lung function [2], preterm delivery [7] and low birth weight [8] were also proved to
be associated with ambient air pollution.
Although numerous studies have found evidence of the relationship between air pollution
and diseases, many of these previous studies only considered one or two pollutants in their
analyses [3, 6, 8, 9]. Discarding information of other air pollutants is not ideal, since air
pollution is a complex mixture of several different pollutants with varying concentrations and
composition in each region [10]. Although modelling the impact of multiple air pollutants
simultaneously on the health outcomes is desirable, simply including all the correlated risk
factors will raise the problem of multicollinearity. Multicollinearity refers to the situation
that an independent variable is highly correlated with the other independent variable(s) in
the regression equation. It has no effect on overall model fit and the predictions of the model,
but can cause unstable standard errors and p-values of estimated regression coefficients for
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the correlated covariates [11, 12]. Thus, when conclusions are made from studies with highly
correlated risk factors in the same model, erroneous and misleading conclusions may be drawn
due to the presence of multicollinearity among the covariates.
Traditional approaches to address the issue due to multicollinearity include variable se-
lection, principal component analysis (PCA), ridge regression [11, 13], etc. Bayesian kernel
machine regression [14] is proposed in recent years to examine the overall effect of multi-
ple correlated pollutants. Composite air quality index created by a combination of multiple
pollutants after transformed to a common scale [15] is also used in environmental health
studies to circumvent the multicollinearity issue. However, each of these approaches has its
own limitations. Specifically, the procedure of variable selection may drop the risk factor(s)
that we wish to study. PCA is not favourable on epidemiological interpretation [11]. Ridge
regression leads to biased estimates of the coefficients [13]. Composite air quality index and
Bayesian kernel machine regression in environmental studies focus on the joint effect rather
than the marginal effect [14, 15], so the health effect of an individual pollutant is unknown.
1.2 Motivating Example
This thesis is motivated by an environmental health study for modelling the impact of air
pollutants on respiratory diseases in the city of Glasgow in 2011 [16]. To circumvent the issue
of multicollinearity, the concentrations of a few highly correlated pollutants were separately
modelled to predict the counts of hospital admissions. Then PM2.5, PM10 and NO2 were
found related to the increased risks of respiratory diseases individually in the studied area
[16].
The goal of our study is to simultaneously model the impact of the highly correlated air
pollutants on the disease incidence. To this end, we proposed a two-stage shared component
model to address the problem of multicollinearity. Not only the overall effect of air pollution,
but also the marginal effect of each pollutant can be studied in our proposed model. The first
stage is a pollution model, which aims to find a series of independent variables representing
the multiple pollutants. The second stage is a disease model, which can estimate the health
effects of the multiple pollutants via the variables from the first stage.
2
1.3 Research Objectives and Questions for the Study
The research objectives are to
1. Develop a modelling method to simultaneously study the respective effect of highly
correlated air pollutants on the disease incidence;
2. Conduct simulation study to evaluate the properties of the proposed modelling method
in comparison to the traditional methods (the naive model including all the pollutants
and the PCA method) for overcoming multicollinearity issue.
The research questions are
1. Does the proposed model generate more stable parameter estimates as compared to
the naive model including all the pollutants?
2. Does the proposed model offer reasonable epidemiological interpretation on the effect
of multiple air pollutants in contrast to the PCA method?
1.4 Outline of the Thesis
In the following chapters of this thesis, Chapter 2 reviews the issue of multicollinearity and
some of the existing solutions; Chapter 3 introduces our proposed methodology; Chapter 4
presents the results of the analysis on the real motivating data by comparing the proposed
method with the traditional methods for resolving the issue of multicollinearity, and Chapter
5 conducts a simulation study to investigate the properties of the proposed methods; Chapter
6 presents the summary and future work.
3
2. Literature Review
In view of our purpose to simultaneously estimate the effect of multiple highly corre-
lated explanatory variables free of multicollinearity, the definition of multicollinearity and
literatures overcoming multicollinearity are reviewed.
2.1 Multicollinearity
Multiple regression model is often developed in data processing of health studies, to analyse
the health effects of various factors relating to human life. Usually, the interested health
response is expected to link with multiple explanatory variables, among which some may
also be correlated to each other besides the response. Multicollinearity refers to a situation
in which two or more independent variables in a multiple regression model are highly linearly
related [11].
2.2 Impact of Multicollinearity
The correlation between explanatory variables could inflate the standard errors of regression
coefficients, thus lead to insignificant coefficients [11], and sometimes it may change the coef-
ficients to opposite sign of their true values [17]. Previous research showed that the higher the
correlation between explanatory variables, the further the estimates and the standard errors
of the regression coefficients depart from their true values [12]. The unreliable and biased
regression coefficients caused by multicollinearity make the interpretation of the covariate
effects unrealistic and unconvinced [12]. However, when the focus of the study is to predict
the response variable, multicollinearity among the exposures is not of concern, as previous
studies showed that multicollinearity does not affect the overall model fit [18].
For example, in the context of a multiple linear regression model, let Yi denotes the
response variable, i = 1, · · · , n, where n denotes the sample size and Xi = (Xi1, · · · , XiK)
denotes the vector of the covariates for the ith subject, and ϵi is the unobserved random error
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following a normal distribution with mean zero and variance σ2. The linear regression model
is expressed as,
Yi = β0 + β1Xi1 + β2Xi2 + · · ·+ βKXiK + ϵi , (2.1)
where β = (β1, β2, · · · , βK) denotes the regression coefficients for the explanatory variables.
The least-squares estimators β̂ of the regression coefficients obtained from Equation 2.1
are:
β̂ = (X ′X)−1X ′Y . (2.2)
Suppose the explanatory variables are standardized and partitioned as X = [X1 X2 · · · XK ],
with X ′X being the K ×K symmetric correlation matrix,
X ′X =

1 r12 r13 · · · r1K






where rij is the correlation coefficient between the ith and the jth explanatory variables.
Then consider a K × K symmetric matrix A, which is diagonalizable that there exists
an orthogonal matrix U = [u1,u2, · · · ,uK ] to make it to a diagonal matrix D.
U ′AU = D = diag(λ1, λ2, · · · , λK). (2.3)
By definition, U is the matrix of eigenvectors of A, and the elements on the diagonal of D,
namely λs, are the eigenvalues of A. We take A = X ′X, therefore,
D = U ′X ′XU = diag(λ1, λ2, · · · , λK) . (2.4)
Then we have









As the matrix U is orthogonal, its inverse is equal to its transpose. When we take the inverse
of both sides,








The trace of (X ′X)−1 is equal to the sum of variances of the regression coefficients apart
from the error variance σ2. For U is an orthogonal matrix that UU ′=U ′U=I, and from
matrix algebra tr(U ′AU ) = tr UU ′A. We can infer that,




















When no collinearity exists between the explanatory variables, all the eigenvalues of the
correlation matrix will be 1. In contrast, at least one eigenvalue is near zero when there is
multicollinearity. We then consider the effect of multicollinearity in terms of the coefficient
variance:
E((β̂ − β)′(β̂ − β)
σ2






From Equation (2.5) we can see that when any of the eigenvalues λk are small that nearly
equal to 0, E((β̂ − β)′(β̂ − β) will be large.
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The effect of multicollinearity on the coefficient estimates can also be inferred from Equa-
tion (2.5):
E(β̂ − β)′(β̂ − β) = E(β̂′β̂)− (β′β) ,
so






Equation (2.6) shows that if λk is small due to multicollinearity, the vector of estimated
coefficients β̂ will be heavily biased from the true values β [19].
2.3 Diagnosis of Multicollinearity
Variance inflation factor (VIF) is commonly used to measure the severity of multicollinearity,
which indicates how much the variance of the explanatory variable is inflated due to mul-





where R2k denotes the squared correlation between the kth covariate and other covariates,
namely, the proportion of variance that the kth covariate shared with other covariates in
the regression model [20]. The rule of thumb to decide severe multicollinearity is ad hoc.
Generally, VIF greater than 10 indicates that the multicollinearity can not be ignored, but
some other researchers suggest that a small VIF can also raise concerns for the validity of
the analysis, such as inflated type I error [15] for coefficients estimation. The threshold of
VIF equal to 5 or 8 is also adopted in some studies [11, 12].
Although multicollinearity can lead to biased inferences on the parameter estimates in
a regression model, a review by Vatcheva et al. found that only a very small number of
the studies performed diagnosis of multicollinearity for fitting regression models [12]. Simi-
larly, Graham examined 294 ecological papers from 1993 to 1999 and found that only 11%
mentioned the possibility of multicollinearity, and about half of them actually tested the
presence of multicollinearity [11]. The lack of multicollinearity diagnosis in previous studies
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should call our concern, that the health effects of exposures are doubtful if multicollinearity
is present in the regression models.
2.4 Conventional Strategies for Solving Multicollinear-
ity
Several strategies have been proposed in the literature to overcome the issue of multicollinear-
ity. Multicollinearity may result from a small sample size or homogenous data that cannot
well represent the population. In this case, the problem can be solved by including more data
with a larger random sample [12]. However, in practice, additional data is costly and not
always available especially for retrospective studies. On the other hand, many explanatory
variables are naturally correlated, such as the multiple air pollutants, in which situation the
method of increasing sample size is not very effective for solving multicollinearity. Therefore,
statistical techniques for resolving the issue of multicollinearity is crucial for achieving a more
accurate parameter estimation and interpretability of regression coefficients.
Among the various approaches, the easiest way to tackle multicollinearity is to drop one or
some of the correlated explanatory variables, which can be achieved by using model selection
methods, such as forward, backward or stepwise selection [11, 21, 22]. Backward model selec-
tion is often preferred than the forward model selection, especially when multicollinearity is
present. However, the selection of explanatory variables included in the analysis is difficult,
as the selection is decided by the importance of each variable, which may be, in turn, in-
fluenced by the multicollinearity [21, 22]. The reduction of explanatory variables may also
lead to inferential problems. Firstly, the unique contribution of the excluded variables lacks
investigation, and the explanatory power may decrease [11]. Secondly, some explanatory
variables which are logically related to the outcomes are possibly omitted after the statisti-
cal selection. Dropping variables in the regression models thus is not most ideal for solving
multicollinearity, although it takes less effort.
PCA is a commonly used alternative approach to solve multicollinearity by substituting
the explanatory variables with new variables created based on them [23]. It takes all the
correlated factors and the hidden relationships between them into account, by compressing
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the high-dimensional data to factors without linear correlation. In PCA, the vectors that
can account for the greatest variation in the correlated explanatory variables are identified
to create a new set of variables called “principal components” [11]. Since the vectors are
orthogonal, multicollinearity is no longer an issue in the modified regression model. However,
as principal components are only mathematical values that keep the maximum variance of the
original explanatory variables, the interpretation of the coefficients of principal components
can be very challenging [13].
Besides the model selection or the PCA method, other methods, such as ridge regression,
can also help reduce the impact of multicollinearity on the parameter estimates by decreasing
the inflated variance of the parameter estimates. The central idea of the ridge regression is
to introduce a small bias in the estimated regression coefficients in exchange for a substantial
reduction in the estimated variance. As a result, the estimated coefficients approach to true
values much more stably [24]. However, it is always undesirable to have biased parameter
estimates, especially when the research interest focuses on studying the covariate effect.
Besides, even though ridge regression is adopted, it is still controversial to what degree of
bias involved in the regression estimation is acceptable [25].
In environmental health research, a composite air quality index is often developed to
evaluate the joint effect of multiple pollutants [15]. The indicator commonly used is called air
quality index (AQI), which is created after the air pollutants being rescaled and combined.
Then, AQI is included in the health model for evaluating the overall impact of multiple
pollutants on the health outcome [15]. As the correlated pollutants are not simultaneously
included in the same health model, the problem of multicollinearity no longer exists. AQI
focuses on the joint effect of multiple pollutants; however, the interests often lie in studying
the marginal effect of each pollutant, which cannot be derived based on the composite score
method.
2.4.1 Variable Selection
Variable selection is widely used to deal with multicollinearity due to its simplicity in practice.
It was developed in the early 1960s to search for the “best” subset of explanatory variables
[26]. In the searching procedure, a sequence of regression models is developed, and depending
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on adding or deleting an explanatory variable in each regression model in sequence, the
searching procedure can be classified into three general types: forward selection, stepwise
regression and backward elimination.
The original form of forward selection decides whether a predictor is included in the
final model via a cutoff of p-value, which usually takes 0.05. The procedure begins with a
regression model with no predictors. Then the hypothesis on the coefficient H0 : βi = 0 is
tested for each ith predictor Xi, and the one with the smallest p-value is added into the model.
Following the same manner, the predictors with the smallest p-value in the rest predictors
are added in sequence, until there is no longer any p-value below the cutoff value [25].
Stepwise regression provides a modified searching procedure based on forward selection
[19]. It also begins with no predictors in the model, but after each following selection step,
all the predictors in the current model are re-evaluated. Thus, a new cutoff value is intro-
duced to kick out the predictor of which the p-value is larger than it in the current model.
As multicollinearity can render a predictor to be insignificant even it was important in an
earlier stage, during the procedure of stepwise regression, a predictor might be deleted when
multicollinearity exists after the new explanatory variable is added into the model. Same
with forward selection, the searching procedure of stepwise regression terminates when no
more predictors have small enough p-values to enter the model.
Backward elimination is an opposite search procedure of the forward selection. It begins
with all the possible predictors contained in a regression model, and the predictors with the
largest p-values are deleted one by one, until all the predictors left in the model have p-values
smaller than the cutoff value.
The original forms using p-values to select an optimal subset of predictors are considered
out of date by many researchers nowadays, but the idea of adding or deleting predictors step
by step is still favored to deal with multicollinearity [25]. Criteria other than the cutoff of
p-values are also used to select predictors into the final regression model. In R, the value
of AIC is set as default for selection: In the forward selection and stepwise regression, the
predictor which will bring the largest drop in AIC is added into the model firstly; and the
predictors which have a negligible impact on AIC are deleted from the model in backward
elimination procedure.
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Compared to the forward selection, backward elimination is more likely to show the impli-
cations of models with many predictors [24]. Predictors that are not important individually
but collectively can show a substantial impact on the result could be ignored using forward
selection. As a result, many analysts prefer backward elimination to find the final model, in
case that forward selection may underfit [25].
2.4.2 Principal Component Analysis
The main idea of PCA is to reduce the dimensionality of variables, meanwhile retaining the
variation present in the data set as much as possible. A new set of uncorrelated variables,
namely the principal components, are transformed from the data set and ordered accord-
ing to their contribution to the variation. Therefore, the first few of the ordered principal
components can preserve most of the variation to represent the original variables [27].
Let matrix X denote the original data set consisting of K random variables and n obser-
vations. Let P stand for the matrix of principal components to re-express the original data
set X. The strategy to get P is to find n new predictors that are linear combinations of the
n original ones.
In order to properly perform PCA, we need to centralize the data first by subtracting
the mean of each predictor from them, i.e., the average of each column in X is subtracted
from the elements in that column, so the matrix X, as well as the new predictors, will have
a mean zero after this step. The key idea to find the new predictors is from Equation (2.8)
where D is the diagonal matrix. We then have
D = U ′X ′XU = (XU)′XU . (2.8)
As the jth column of XU is X times the column j of U , indicating a linear combination
of the columns of X, namely the original predictors, each column in XU thus represents a
new variable called the principal component of X. From Equation (2.8), D is the covariance
matrix of the principal components which is diagonal, that means the principal components
are uncorrelated [25]. After the eigenvalues are sorted from largest to smallest, and the
corresponding eigenvectors in U are sorted, P = XU is therefore a sorted matrix. Among
these sorted new predictors, since the last few have very small variance, which will make them
11
approximately constant being around zero, they can be ignored due to little contribution in
predicting the variations of the variables.
12
3. Methodology
We propose a two-stage shared component model for simultaneously estimating the effects
of highly correlated explanatory variables on the health outcome. The first stage is the
pollution model for extracting the common and pollutant-specific residual components. The
second stage is the disease model to assess the impact of the extracted common and the
pollutant-specific residual components from the first stage on the disease risk.
3.1 Model Specification
3.1.1 Stage 1—Pollution Model
In this first stage, a shared component model is developed to model two or more explanatory
variables for extracting the common and pollutant-specific residual variations [28, 29, 30, 31].
Suppose the whole study area is partitioned into n regions. Let Xk = (X1k, . . . , Xnk)
denote the vector of the observed values of the kth pollutant over n regions. The pollutants
Xk (k = 1, · · · , K) can be re-expressed as a combination of b and hk, where b is a common
component shared across the multiple pollutants inducing the correlation among the pollu-
tants. After the variable b is subtracted from each pollutant, the residual component of the
pollutant can be derived, which is denoted as hk. In order to find the values of b, we can pick
one of the highly correlated risk factors, namely X1, as the reference. The Stage 1 model
can be expressed as follows,
X1 = α011+ bXk = α0k1+ gkb+ hk for k = 2, · · · , K , (3.1)
where α0k denotes the intercept for the kth pollutant and 1 = (1, . . . , 1)n×1 stands for the
intercept term. b = (b1, . . . , bn)⊤ is a vector of the common factor across n regions and
13
hk = (h1k, . . . , hnk)
⊤ is a vector of the residual for the kth pollutant. We assumeb ∼ N(0, σ
2
b )
hk ∼ N(0, σh2k) for k = 2, · · · , K .
(3.2)
where the parameters σ2b and σ2hk are the variance parameters for the common and residual
components, respectively. The parameter gk is the factor loading parameter of b for Xk and
g1 = 1 for X1 to ensure the identifiability of the model [28, 29, 30, 31].
Based on the equation (3.1) b and hk can be computed asb = X1 − α011hk = Xk − α0k1− gkb for k = 2, · · · , K . (3.3)
This formulation can be extended to include a spatially correlated random effect to jointly
modelling the multiple spatially correlated pollutants. Nevertheless, by imposing the spatial
structure on the random effect terms may obscure the local features of the spatial distribution
of the pollutants. To avoid over-smoothing, we consider b and hk, k = 2, · · · , K follow
independent normal distributions in this investigation [28, 29, 30, 31].
3.1.2 Stage 2—Disease Model
In the second stage of the proposed model, the extracted common and pollutant-specific
components from the Stage-1 model are included as the covariates for modelling the disease
risk.
Let Yi and Ei denote the observed and expected number of disease cases in the ith region,
respectively. A column of ones for the intercept term and the observations of K covariates are
expressed as X = (1,X⊤1 , · · · ,X⊤n )⊤, where for each region X⊤i = (Xi1, · · · , XiK). Suppose
the disease outcome follows a count distribution g(·). The disease model is then given by
Yi | Ei, θi ∼ g(µi), µi = Eiθi for i = 1, · · · , n









where θi denotes the relative risk of the disease outcome in the ith region, i = 1, · · · , n
and β = (β0, β1, · · · , βK) represents the vector of regression parameters in the model. The
most commonly used count distributions g(·) are Poisson and negative binomial distributions
[28, 29, 30, 31].
For comparison, other approaches, including the naive model (including all the highly
correlated pollutants as covariates in the disease model), variable selection (including the
pollutants after backward model selection as covariates in the disease model), and PCA
(including the principal components of the pollutants as covariates in the disease model) ,
are also applied.
3.2 Model Validation and Evaluation
3.2.1 Root Mean Squared Error
Root mean squared error (RMSE) has been frequently used to measure model performance
in many research studies. It is the square root of the quadratic mean of differences between









where ŷi is the predicted value of the response yi. A smaller RMSE indicates a better overall
model fit. RMSE is believed an appropriate way for model evaluation in research, especially
when the model errors are normally distributed. Due to the quadratic term in the calculation
of RMSE, the larger absolute values of model errors take more weight in RMSE. Therefore,
RMSE is sensitive to the outliers, of which the severe ones may need to be removed when
calculating RMSE [32].
3.2.2 Akaike’s Information Criterion
Akaike’s information criterion (AIC) allows comparisons between multiple competing models
to decide which model can best explain the outcome. It is meaningless by itself, but when
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the AIC values of multiple models are ranked, the smaller value indicates a better model.
When the number of observations is large enough, AIC is calculated as:
AIC = −2log(L) + 2(K + 1) (3.6)
where L is the maximum likelihood of the K + 1 estimated parameters (K explanatory
variables plus the intercept). AIC will increase by 2 with K increased by 1. Models with
differences of AIC less than 2 (∆AIC < 2) due to one extra parameter are therefore considered
to have the same goodness of fit [33, 34].
3.2.3 Residual Plots
For the diagnosis of the linear regression model, one of the most versatile methods is to plot
the residuals. As in the linear regression model (2.1), the error term ϵ is supposed to follow a
normal distribution with the mean of zero and the constant variance of σ2ϵ . We can assess if
these assumptions are met by visualizing the residuals. In the plots of the residuals against the
predicted values, the points should scatter randomly around zero, indicating the regression
does have a linear relationship with homoscedastic noise. The evaluation of normality for the
residuals can be realized by a histogram of the residuals or a quantile-quantile (Q-Q) plot
where the values of residuals are sorted and plotted versus the expected values if they are
drawn from a normal distribution [35].
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4. Application: Glasgow Study
4.1 Motivating Study
This thesis is motivated by an environmental health study by Lee et.al. to examine the
impact of air pollutants, such as PM2.5 , PM10 and NO2 on the risk of developing respiratory
diseases in Greater Glasgow, Scotland in the year 2011 [16].
The study population was nearly 1.2 million people who lived in the city of Glasgow and
the River Clyde estuary, which comprised 271 administrative units with about 4000 people
in each region on average. The response variable was the counts of hospital admissions with
diagnosed respiratory diseases (codes J00-J99 and R09.1 of the International Classification of
Disease Tenth revision), of which the distribution is shown in Figure 4.1. In order to adjust
for the different sizes and demographic structures of populations in each region, the expected
counts of hospital admissions were calculated using the external standardization based on
age and sex. The standardized incidence ratio, i.e., the ratio of the observed counts to the
expected counts of hospital admissions, of each region is displayed in Figure 4.2. The highest
risks of respiratory diseases are shown in the middle and eastern study regions. The pollution
concentrations were yearly averaged by the authors using dispersion models with the source
from the Department for the Environment, Food and Rural Affairs (DEFRA). The median
value of the modelled average concentrations at a resolution of 1km grid squares in 2010 in
each region was used as the measure of explanatory variables. The pollution concentrations in
the year prior to the observed hospital admissions were used to ensure the causal relationship
that air pollution exposures should occur before the disease diagnosis [16].
The original aim of the study by Lee et.al. was to propose a localized conditional autore-
gressive model for modelling the local spatial dependence of the data, and the air pollutants
entered the model separately to circumvent the issue of multicollinearity. The study found
PM2.5, PM10 and NO2 were related to the increased risks of respiratory diseases individually
in the studied area [16].
17











Figure 4.1: The distribution of the observed number of hospital admissions for respi-





















Figure 4.2: Map of the standardized incidence ratio (SIR) of hospital admissions for
respiratory diseases over the 271 administrative units in Greater Glasgow, Scotland, in
the year 2011.
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The goal of this study is not to investigate the methods of modelling spatial correlation
of the disease incidence, but rather to develop a modelling method for simultaneously mod-
elling the impact of highly correlated air pollutants on the disease incidence. This data is
publicly available from the paper by Lee et.al. [16] at the data repository of the Biometrics
website. The ethics exemption from the Biomedical Research Ethics Board at the University
of Saskatchewan was attached in Appendix C.
4.2 Exploratory Data Analysis
As shown in Figure 4.3, PM2.5, PM10 and NO2 are right-skewed. As a result, we take the
square root transformation of the scaled explanatory variables to normalize the distributions.
After variable transformations, PM2.5, PM10 and NO2 are approximately symmetric (Figure
4.4), with each unit of the transformed values are 1.1, 1.3 and 2.5 (µgm−3)
1
2 , respectively.
All the pollutants are highly and nearly linearly correlated. In particular, PM2.5 and PM10
are almost perfectly linearly related, with the Pearson correlation coefficient equal to 0.994.
NO2 is also highly related to PM2.5 and PM10 with the Pearson correlation coefficients equal
to 0.983 and 0.974, respectively.
PM2.5






































Figure 4.3: The histogram of the yearly concentrations of the three pollutants over


































Figure 4.4: The correlations between scaled PM2.5, PM10 and NO2 after square root
transformation.
4.3 Model Formulation
4.3.1 Stage 1 - Pollution Model
Let Xi1, Xi2, Xi3 denote the observed values of PM2.5, PM10 and NO2 in the ith region of the
study sample. The Stage-1 pollution model can be expressed as:
f(Xi1) = α01 + bi
f(Xi2) = α02 + g2 · bi + hi2
f(Xi3) = α03 + g3 · bi + hi3,
(4.1)
where f(·) refers to the transformation function of the outcome variables for normalization.
In this study, f(·) is the square root transformation. bi is the shared component of PM2.5,
PM10, NO2; h2 and h3 represent the residual effects of PM10 and NO2 respectively after
accounting for the effect of PM2.5. In this study, PM2.5 has the strongest linear relationship
with the other two pollutants. As a result, the shard component based on PM2.5 is expected
to best represent the correlation between the three pollutants.
The values of bi, hi2 and hi3 in the ith region can be then derived as follows, which will
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be included in the Stage-2 disease model:
bi = f(Xi1)− α01
hi2 = f(Xi2)− α02 − g2 · bi
hi3 = f(Xi3)− α03 − g3 · bi.
(4.2)
4.3.2 Stage 2 - Disease Model
Let Yi and Ei denote the observed and expected numbers of respiratory disease cases in the
ith region, respectively.
Yi ∼ Poisson(Eiθi),
log(θi) = X⊤i β + γJSAi,
(4.3)
where θi represents the relative risk of the disease in the ith region. The covariates X⊤i =
(1, Xi1, · · · , XiK) refer to the scaled pollutants after transformation, or the principal compo-
nents, or the latent variables based on our proposed method in the Stage-1 pollution model
depending on which method is used to fit data. The number of covariates denoted as K may
vary depending on which method is used for extracting the information for the correlated
pollutants. JSA represents the socio-economic deprivation on health, which was considered
as an important confounding variable with its coefficient denoted as γ, to distinguish its
effect from the parameters (βs) which we intend to compare.
The Poisson regression model (4.3) assumes equal-dispersion, i.e. E(Yi) = V ar(Yi). When
Yi is overdispersed (V ar(Yi) > E(Yi)), namely Yi follows negative binomial distribution, the
Poisson regression model (4.3) can be modified as
Yi ∼ Poisson(Eiθi),
log(θi) = X⊤i β + γJSAi + Vi, exp(Vi) ∼ Gamma(r, 1/r),
(4.4)




4.4.1 Stage 1 - Pollution Model
The common and the residual components b, h2, h3 for the three pollutants have the mean
of zero and the standard deviations 0.182, 0.019, 0.057, respectively. To examine the model
fit of the Stage 1 model, residual plots of the models of X2 and X3 against the fitted values
are produced in Figure 4.5. The points are randomly scattered, so it is reasonable to use the
linear models in Stage 1 of our proposed method. The parameters in the models (4.1) have
the point estimates as following: α01 = 2.72, α02 = 2.79, α03 = 1.61, g2 = 0.97, g3 = 1.66
(Table 4.1).
The parameters g2 and g3 are regression coefficients of b as a covariate for modelling X2
and X3. Since the value of b captures the total variability of PM2.5, g2 and g3 reflect the
linear relationships between PM2.5 and PM10, PM2.5 and NO2, respectively. PM2.5 and PM10
both are the measurements of atmospheric particulate matter, so it is not surprising that g2
is more close to 1 than g3. The standard deviations of the shared and residual components,
b, h2, h3 are equal to 0.182, 0.019 and 0.057, respectively, which indicates more variability
is captured by the shared component (bi) compared to the residual components (h2 and h3).
The stronger correlation between PM2.5 and PM10 as compared to PM2.5 and NO2 is also
reflected in the smaller value of σh2 than σh3 , as more residual variability of NO2 is observed
after the common effect is controlled for.
The spatial distributions of PM2.5, PM10, and NO2 are displayed in Figure 4.6. It clearly
shows the three pollutants are highly correlated and exhibit very similar geographical pattern,
that the highest concentrations tend to be clustered in the middle east part of the study
region. As a comparison, Figure 4.7 graphs the spatial distribution of the common and
residual components (b and hs) of the explanatory variables across the study region based
on the Stage 1-pollution model (shared component model). The pattern of b in Figure 4.7
displays the common effect from the three pollutants, which resembles the spatial patterns
of the three pollutants, as shown in Figure 4.6. The spatial map of h2 does not exhibit any
pattern because of little variability in the unique effect of PM10 after accounting for the effect
22





























Figure 4.5: The residuals versus fitted values for x2 (left plot) and x3 (right plot)
based on the State 1-pollution model.
Table 4.1: The estimated regression coefficients and variance components of the shared
and residual components of the stage 1 model.
Parameters Estimate SE p-value
α01 2.719 0.0111 < 0.001
α02 2.787 0.00118 < 0.001
α03 1.613 0.00346 < 0.001
g2 0.966 0.00649 < 0.001






DF: degrees of freedom
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of PM2.5. The spatial map of h3 shows notable residual effects of NO2 in the middle and the
north-western administrative units. Overall, the common effect denoted as b captures the
majority of variability from the three pollutants, and little residual effect is attributable to







































































































































Figure 4.7: Maps of the shared and residual components of the Stage 1 model.
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4.4.2 Stage 2 - Disease Model
Following the first stage of the proposed model where b and hs are obtained, their values
are fitted into the disease model to predict the respiratory disease cases. The methods
of traditional backward variable selection and PCA are also applied. Below lists all the
considered competing methods.
Model 0: log(θi) = β0 + β1Xi1 + β2Xi2 + β3Xi3 + γJSAi + υVi (4.5a)
Model 0-1: log(θi) = β0 + β1Xi1 + γJSAiv + υVi (4.5b)
Model 0-2: log(θi) = β0 + β2Xi2 + γJSAi + υVi (4.5c)
Model 0-3: log(θi) = β0 + β3Xi3 + γJSAi + υVi (4.5d)
Model 1: log(θi) = β0 + β1Xi1 + β3Xi3 + γJSAi + υVi (4.5e)
Model 2: log(θi) = β0 + β1PCi1 + β2PCi2 + γJSAi + υVi (4.5f)
Model 3: log(θi) = β0 + β1bi + β2hi2 + β3hi3 + γJSAi + υVi (4.5g)
Model 4: log(θi) = β0 + β1bi + β3hi3 + γJSAi + υVi (4.5h)
Model 0 is the naive model, which includes all the three pollutants, following which the
Models 0-1, 0-2, 0-3 include only one of the pollutants in each model. Model 1 includes PM2.5
and NO2 after applying the backward variable selection using AIC as the criteria. Model 2
uses PCA method. As shown in Figure 4.8, the first two principal components can explain
almost all (99.84%) the variability of the pollution data. As a result, Model 2 includes these
two principal components as the explanatory variables in the disease model. Our proposed
model (Model 3) includes b and h2, h3, as the explanatory variables in the disease model.
Model 4 applies a backward selection of b and h2, h3, which excludes h2 from the model.
The listed disease models (4.5) are compared by assuming the count outcome following
either the Poisson (υ = 0) or the negative binomial model (υ = 1) distribution. The estimated
parameters for all the fitted models are presented in Table 4.2 (Poisson models) and Table
4.3 (negative binomial models). In both tables, each column presents the relative risk with
26











































Figure 4.8: The scree plot from PCA.
the 95% confidence intervals (CI) for a one unit increase in the covariate value in that fitted
model. The first three rows present the estimated regression coefficients for the air pollutants,
the principal components or the shared and residual components, and the row labelled as γ
shows the effect of JSA as a confounder. The remaining rows present the values of AIC and
-2 log-likelihood, which are used for comparing the overall fits of the models.
As shown in Tables 4.2 or 4.3, the values of the goodness-of-fit tests, i.e., AIC and
log-likelihood do not vary much between the models, which is in line with the theory that
multicollinearity does not affect the overall model fit. In Figures 4.9 and 4.10, the observed
response values are plotted against the fitted response values based on the Poisson and
negative binomial models, respectively. As shown in all the plots in both Figures, the points
fall along the diagonal line closely, so both the Poisson and the negative binomial models
fit the data reasonably well. This confirms that multicollinearity does not affect the overall
model fit.
The model fit was further examined by plotting the randomized quantile residuals (RQRs),
because our response variable is discrete that the Pearson and deviance residuals will shape
some nearly parallel curves, which can distort the messages from the residual plots. Ran-
domization is therefore used to generate RQRs, which are continuously distributed when
responses are discrete and consequently, the residual plots can offer meaningful information
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on model check [37, 38]. The plots of RQRs against the fitted values of the response variable
based on the Poisson and negative binomial models are shown in Figures 4.11 and 4.12, re-
spectively. The plots indicated that RQRs are randomly scattered between -3 and 3 without
any discernible pattern. The normality of RQRs is examined by the Q-Q plots. As shown
in Figures 4.13 and 4.14, RQRs approximately follow a normal distribution. Hence, the as-
sumptions of the disease models appear to be reasonable. Comparing between the Poisson
and the counterpart negative binomial models, the negative binomial models yield smaller
AIC and -2 Log-likelihood, which indicates negative binomial models perform better than
the Poisson models. Therefore, we will focus on interpreting the parameter estimates based
on the negative binomial models.
The results based on the naive model (Model 0) suggest only NO2 has a statistically
significant effect on the respiratory diseases, with 55% higher relative risk relating to its
one unit increase when controlling for the other two pollutants. Although the three single-
pollutant models all show a strong association between the pollutant and the respiratory
disease risk, their overall model fits are slightly worse than the naive model, in particular,
when only PM2.5 or PM10 is included in the model. Model 1 uses the backward model
selection to mitigate the problem of multicollinearity. After backward model selection, PM10
is eliminated, PM2.5 and NO2 are retained in the model; however, PM2.5 has a protective
effect on respiratory diseases, which conflicts with the previous findings [1, 2]. The opposite
signs of the effects of PM2.5 in Model 0 and Model 1 could be attributable to multicollinearity
between the explanatory variables. Therefore, dropping PM10 after variable selection cannot
fully resolve the problem caused by multicollinearity.
PCA is applied in Model 2 that the first two principal components are included as the
covariates in the disease model. The results of the disease model indicate that the two
principal components are all significantly associated with the disease outcome. However, it
is very challenging to interpret how the three pollutants affect the yearly respiratory disease
cases based on the protective effects of the principal components.
Model 3 includes the common and residual effects of the pollutants (b, h2, and h3 ) as
covariates in the disease model for modelling the respiratory disease risk. The results indicate
that for every one unit increase in b, the relative risk of respiratory diseases significantly
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increases by 17.4%. PM10 does not have a statistically significant residual effect on the
disease risk after accounting for the effect of PM2.5. By contrast, NO2 substantially increases
the relative risk of respiratory diseases even after accounting for the effect of PM2.5, that every
one unit increase in the residual component from NO2 is associated with the relative risk of
respiratory diseases increased by 55%. In other words, the impact of NO2 on respiratory
health is greater than the impact of PM2.5 in this disease model. After the residual effect of
PM10 (h2) is dropped via backward selection, the results from Model 4 show that the shared
component b and residual component h3 exhibit a similar effect on respiratory health to the
findings from Model 3, that they are associated with an increased relative risk of 17.3% and
53.1%, respectively. In conclusion, the results from our proposed two-stage shared component
model indicate that the shared component of the three pollutants exhibits a significant effect,
and NO2 has an additional effect on respiratory disease risk.
The shared component b is obtained based on PM2.5; however, the results may depend on
which pollutant is used for extracting the shared component b. In order to investigate if the
results of the proposed model are consistent no matter which pollutant enters the proposed
model first to decide the value of b, we assign X1 as PM10 or NO2 to re-run the proposed
two-stage shared component model. As shown in Appendix A, the shared component b still
significantly increases the respiratory disease risk, regardless of the choice of the pollutant
for X1. The relative risk is equal to 1.227 (95% CI, 1.134 to 1.327) from the Poisson model or
1.180 (95% CI, 1.028 to 1.354) from the negative binomial model when X1 is PM10, and equal
to 1.136 (95%CI, 1.085 to 1.188) from the Poisson model or 1.114 (95% CI, 1.029 to 1.206)
from the negative binomial model when X1 is NO2 for every unit increase in b. Although the
residual components representing the unique effects from the other two pollutants may appear
insignificant, even variable selection is applied in the negative binomial models; their trends
coincide with the findings above when X1 is PM2.5. Specifically, NO2 shows stronger effect on
the respiratory disease risk compared to the atmospheric particulate pollutants. When PM10
enters the model first, every unit of the residual component from NO2 significantly increase
the relative risk by 44.6% in the Poisson model, and when NO2 enters the model first, one
unit of the residual component from PM2.5 is associated with the relative risk equal to 0.671
(95% CI, 0.454 to 0.994) in the Poisson model after variable selection.
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Table 4.2: A summary of the estimated parameters and the overall fit of the Poisson models.
Model 0 Model 0-1 Model 0-2 Model 0-3 Model 1 Model 2 Model 3 Model 4
eβ1
0.498 1.208* - - 0.671
* 0.979* 1.219* 1.216*





* 1.339 -(0.683, 2.620) (1.126, 1.315) (0.841, 0.988) (0.683, 2.620)
eβ3
1.446* - - 1.132
* 1.430* - 1.446
* 1.430*
(1.141, 1.829) (1.082, 1.184) (1.131, 1.807) (1.141, 1.829) (1.131, 1.807)
eδ
2.110* 2.135* 2.132* 2.125* 2.116* 2.123* 2.110* 2.116*
(2.033, 2.191) (2.059, 2.214) (2.055, 2.211) (2.049, 2.204) (2.040, 2.196) (2.047, 2.203) (2.033, 2.191) (2.040, 2.196)
AIC 2505.8 2511.5 2511.2 2506.5 2504.6 2506.4 2505.8 2504.6
-2LL 2495.9 2505.5 2505.2 2500.5 2496.6 2498.4 2495.9 2496.6
Notes: Model 0: Naive model; Model 0-1, 0-2, 0-3: Single pollutant model; Model 1: Backward selection model; Model 2: PCA model; Model 3:
Two-stage shared component model; Model 4: Backward selection of the two-stage shared component model.
The estimated covariate effects are presented as relative risks for one unit increase in each covariates value.
Table 4.3: A summary of the estimated parameters and the overall fit of the negative binomial models.
Model 0 Model 0-1 Model 0-2 Model 0-3 Model 1 Model 2 Model 3 Model 4
eβ1
0.448 1.167* - - 0.578 0.983
* 1.174* 1.173*





* 1.275 -(0.369, 4.417) (1.021, 1.347) (0.771, 1.022) (0.369, 4.417)
eβ3
1.550* - - 1.111
* 1.531* - 1.550
* 1.531*
(1.019, 2.361) (1.027, 1.203) (1.012, 2.320) (1.019, 2.361) (1.012, 2.320)
eδ
2.160* 2.186* 2.183* 2.176* 2.165* 2.175* 2.160* 2.165*
(2.020, 2.309) (2.048, 2.334) (2.045, 2.332) (2.038, 2.323) (2.028, 2.312) (2.037, 2.322) (2.020, 2.309) (2.028, 2.312)
AIC 2258.2 2258.3 2258.4 2256.7 2256.3 2257.0 2258.2 2256.3
-2LL 2246.2 2250.3 2250.4 2248.7 2246.3 2247.1 2246.2 2246.3
Notes: Model 0: Naive model; Model 0-1, 0-2, 0-3: Single pollutant model; Model 1: Backward selection model; Model 2: PCA model; Model 3:
Two-stage shared component model; Model 4: Backward selection of the two-stage shared component model.




















































































































































Figure 4.10: The observed disease cases vs. fitted disease cases from the negative binomial models.
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Figure 4.11: Plots of RQR vs. fitted number of disease count from the Poisson models.
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Figure 4.12: Plots of RQR vs. fitted number of disease count from the negative binomial models.
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Figure 4.13: The Q-Q plots of RQR for the Poisson models
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Figure 4.14: The Q-Q plots of RQR for the negative binomial models.
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5. Simulation Study
In this chapter, we investigate the properties and performance of the proposed two-stage
shared component model against the naive method, including all the correlated explana-
tory variables in the model, as well as a two-stage model using PCA to extract the latent
components.
5.1 Data Generation
Data are repeatedly generated based on a two-stage shared component model of sample
size n = 300 for 1000 times. For each simulated dataset, three highly correlated explanatory
variables x1, x2, x3 were generated based on a shared component model. The response variable
is simulated from a Poisson regression with the expected mean modeled based on the common
and residual components of the explanatory variables.
Stage 1 Model (Simulating Explanatory Variables): For each simulated dataset,
the common effect b and the residual effects h2, h3 are generated from the normal distribution
as below:
bi ∼N(0, σ2b )
hi2 ∼N(0, σ2h2)
hi3 ∼N(0, σ2h3)
for i = 1, . . . , n.
(5.1)
The three explanatory variables denoted as x1, x2, x3 are then generated as:
xi1 = α01 + bi
xi2 = α02 + g2 · bi + hi2
xi3 = α03 + g3 · bi + hi3,
(5.2)
where the values of the parameters α01, α02 and α03, g2, g3 are specified close to the values
of the corresponding parameters in the real application. Specifically, we refer to the findings
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(Tables 4.1 and 4.2) in the real data analysis and set α01 = 3, α02 = 3, α03 = 2, g2 = 1, g3
= 1.
Based on the equations (5.1) and (5.2), the strength of the correlation among the ex-
planatory variables can be captured by the variability of b in comparison to the variance
of the residual components. More specifically, the proportion of variability explained by b,
















which indicates that the magnitude of the correlation between the explanatory variables is
determined by the ratio of σb to σh and the value of g. The values of σb/σh3 = 5 and σb =
0.2, g=1 are close to the corresponding parameter estimates in the real data analysis. To
investigate the performance of the proposed method at varying degree of multicollinearity
among the covariates, we increase the ratio σb/σh3 = 2, 5, and 10 and σb = 0.2, 0.4, 0.6, 0.8,
and 1.0. We hold g=1, since g and σb/σh3 have a similar impact on the correlation among
the covariates.
The degree of multicollinearity among the simulated explanatory variables can be mea-
sured by the correlation coefficient (r) and VIF. Table 5.1 presents the mean values of r
between three simulated explanatory variables and VIF of them over the 1000 simulated
samples by setting the ratio of σb to σh3 at 2, 5, and 10, respectively. The results confirm the
simulated explanatory variables are highly correlated with r ranging from 0.89 to almost 1 at
an increased value of σb/σh3 . By Equation (5.3), a larger σb/σh3 leads to a higher correlation
among the covariates, as more variability in the explanatory variables is explained by the
common component, b.
Stage 2 Model (Simulating Response Variable): The response variable is generated
from a Poisson distribution with the logarithm of its mean as a linear combination of latent
variables b, h2 and h3 generated based on the Stage 1 model:
log(µi) = β0 + β1bi + β2hi2 + β3hi3 (5.4)
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Table 5.1: The average of the estimated correlation coefficient (r) and variance infla-
tion factor (VIF) for the explanatory variables from the 1000 simulated samples.
σb/σh3 r12 r13 r23 VIF1 VIF2 VIF3
2 0.995 0.894 0.890 107 102 5
5 0.995 0.981 0.976 128 102 26
10 0.995 0.995 0.990 204 102 102
where the regression coefficients are set as β0=0, β1=0.5, β2=0.2, β3=0.8 to mimic the results
based on the real data application. Then, three models, including the naive model, two-stage
PCA, and our proposed two-stage shared component model, were fitted to the simulated
datasets.
5.2 Results
The performances of the proposed two-stage shared component model in comparison to other
competing methods are evaluated by comparing the parameter estimates, their standard
errors, and the power of detecting the covariate effect. The goodness-of-fit for all the methods
is evaluated according to AIC and RMSE.
The mean values of the estimated regression coefficients over the 1000 simulated datasets
are shown in Figure 5.1. The plots in the top panel of Figure 5.1 present the mean values of
the estimated regression coefficients over the 1000 simulated datasets in the stage 2 model of
the two-stage shared component model. The results indicate that the estimation of the effect
of b is very close to its true value. In contrast, as shown in the first plot in the second row of
Figure 5.1, the estimated regression coefficient for x1 based on the naive model tends to be
negative. The coefficient estimates of x2 and x3 from the naive model are nearly the same
as the estimated regression coefficients for h2 and h3 from the proposed two-stage shared
component method. The results indicate that the inclusion of multiple highly correlated
explanatory variables in the regression model can lead to a misleading interpretation of the
covariate effects, especially for the covariate x1. In contrast, the residual effects of x2 and
x3 are not very much affected by multicollinearity. The bottom panel of Figure 5.1 suggests
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that regression coefficients for the extracted PC1 and PC2 are around 0. The results show
that although the PCA method can reduce the dimensionality of the explanatory variable,
it is challenging to find a reasonable interpretation of the effects of the extracted principal
components on the disease risk.
Figure 5.2 presents the average values of the standard errors of the estimated regression
coefficients over the 1000 simulated samples based on the three models. Due to multicollinear-
ity, the standard error of the estimated regression coefficient for x1 is inflated. Despite its
decreasing trend as σb increases, the standard errors of the estimated regression coefficient for
x1 are consistently higher than the values for the b based on the proposed two-stage shared
component model. The estimated standard errors for h2 and h3 based on the two-stage shared
component model are very similar to the estimated standard errors for x2 and x3 based on
the naive method. The PCA method yield very low standard errors of the estimated effect
of PC1 and PC2.
The increased standard errors for the correlated covariates also result in decreased statis-
tical power to detect significant explanatory variables. This is reflected in Figure 5.3, which
displays the probability of identifying significant regression coefficients at the 5% significance
level among the 1000 samples. For the naive method, the statistical power of detecting the
significant effect of x1 is very low under various scenarios. In contrast, the power of detecting
the significant effect of b increases as the σb increases. More specifically, when σb is set to
a smaller value, such as 0.2, the estimated covariate effect of b appears to be insignificant,
since the variability of common effect (σb) built based on x1 is very low. However, as σb
increases to 0.4, the power of detecting the significant effect of the common component in-
creases drastically. The statistical power of detecting the effect of b also does not depend
on the ratio of σb/σh3 . The statistical power of detecting the effect of h2 is consistently very
low, i.e., around zero, which is not surprising, since the true value of the effect of h2 was
set at a very small value to mimic the real data application. The power of detecting the
effect of h3 increases when σb increases, in particular, when σb/σh3 is at a smaller value. The
high statistical power of estimating the effect of principal components based on the two-stage
PCA method indicates that the PCA method is a helpful strategy for tackling the issue of
multicollinearity among covariates. Nevertheless, the interpretation of the effects of principal
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components is challenging, despite their significant effects.
To examine the overall model fit of the three modelling methods, Figures 5.4 and 5.5
present the average RMSE of the estimated response variable and the average AIC of the
models, which demonstrate that the overall fits of the models are not affected by multi-
collinearity.
In summary, the proposed two-stage shared component model yield almost unbiased
parameter estimates. Under the naive method, multicollinearity among the covariates has a
severe impact on the estimated regression coefficient for x1. Although the PCA method can
mitigate the impact of multicollinearity on estimating the covariate effects, the interpretation
of the coefficients is very challenging.
In this motivating example, the three pollutants are all positively correlated; however, in
some cases, the explanatory variable might be highly and negatively correlated. To investigate
the robustness of the proposed two-stage shared component model, an additional set of
simulated study was carried out, where the explanatory variables are negatively correlated,
as demonstrated by the negative correlation coefficients r13 and r23 (Appendix B.1). The
setting for this additional simulation study is very similar to the previous setting for positively
correlated exposures. As shown in the figures B.1, B.2, B.3, B.4, B.5 in Appendix B, the
results give consistent conclusions as the ones when the explanatory variables are positively
correlated.
Moreover, in reality, the explanatory variables may have a negative effect on the outcome,
so we conducted additional simulation study by setting the regression coefficient, i.e., β1, as
a negative value for a further investigation on the model performance. Consistent results
are obtained as well. In conclusion, the direction of the relationship between explanatory
variables or the direction of the relationship between explanatory variable and outcome has
little impact on model performance.
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(a) The average of the estimated regression coefficients of the proposed two-stage shared component
models, i.e., the Poisson regression including the common and residual effects of the explanatory
variables.






































































(b) The average of the estimated regression coefficients of the naive model, i.e., the Poisson regres-
sion including all the explanatory variables in the model.
● ● ● ●
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(c) The average of the estimated regression coefficients of the
two-stage PCA model, i.e., the Poisson regression including the
principal components of the explanatory variables.
Figure 5.1: The average of the estimated regression coefficients of the proposed two-
stage shared component model (top panel), the naive model (middle panel) and the
two-stage PCA model (bottom panel) based on the 1000 simulated samples.
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(a) The average of the standard errors of the estimated regression coefficients for the two-stage
shared component model.

























































(b) The average of the standard errors of the estimated regression coefficients for the naive model.
● ● ● ● ●
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(c) The average of the standard errors of the estimated regres-
sion coefficients for the two-stage PCA model.
Figure 5.2: The average of the standard errors of the regression coefficients for the
proposed two-stage shared component model (top panel), the naive model (middle
panel), and the two-stage PCA model (bottom panel) based on the 1000 simulated
samples.
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(a) The probability of statistically significant coefficients for the two-stage shared component model.







































































































































































(c) The probability of statistically significant coefficients for the
two-stage PCA model
Figure 5.3: The probability of statistically significant coefficients for the proposed
two-stage shared component model (top panel), the naive model (middle panel), and





























































































Figure 5.4: The averaged RMSE of the predicted response variable based on the
proposed two-stage shared component model, the naive model, and the two-stage PCA





























































































Figure 5.5: The averaged AIC of the proposed two-stage shared component model,
the naive model, and the two-stage PCA models from 1000 simulated samples.
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6. Discussion and Future Work
6.1 Discussion
This study proposed a two-stage shared component model with a primary goal of overcoming
the issue of multicollinearity among the explanatory variables in a regression analysis. The
shared and residual components calculated from the first stage of the proposed model allow
the multiple highly correlated explanatory variables to be investigated simultaneously in
the same model to predict the outcome. Compared to the single pollutant models which
only use partial explanatory information to explain the outcome, the models ignoring the
multicollinearity issue by including all the correlated explanatory variables in the model
showed slightly better predictive power. However, the existence of multicollinearity can
seriously bias the estimation on covariate effect, which will lead to an inaccurate estimation
and interpretation of the explanatory variables. The proposed two-stage shared component
model is tested on both real and simulated data. Our results showed that the proposed
method could correctly estimate the common and residual effects of the explanatory variables.
While the proposed two-stage shared component model is applied, it should be noticed
that the values of the latent variables are dependent on the order of the explanatory variables
entering the Stage-1 model, especially the first entered variable, which the shared component
derive from. Consequently, the coefficient estimation from the two-stage shared component
model can vary when different orders are adopted. In our study we prefer to let the covariate
with the strongest linear relationship with the others enter the model first, as the resulted
shared component can theoretically best represent the correlation among the covariates. The
two-stage shared component models with different covariates entered first were also investi-
gated for a comprehensive analysis. From the results of real data analysis shown in Chapter
4 and Appendix A, we can conclude that the findings inferred from the two-stage shared
component models with different orders of the explanatory variables entering the model are
similar, that the shared component constantly significantly increased the respiratory disease
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risk.
Besides the statistical improvement in outcome prediction and coefficient estimation,
the proposed two-stage shared component model offers a much easier interpretation on the
coefficient estimates from an epidemiological perspective, when compared to other two-stage
models like PCA. Unlike the principal components, which are widely recognized hard to
interpret, the shared component from our proposed model can stand for the common effect
from the multiple covariates, and the residual components show how each covariate performs
after the common effect is accounted for. The latent variables help us understand how the
outcome is affected by the multiple covariates simultaneously. However, it is challenging
to quantify the relationship between the latent variables and the outcome, as each unit of
the original explanatory variables differs from the latent variables. The application of our
proposed model on the real data finds that the three pollutants PM2.5, PM10 and NO2 jointly
increase the respiratory disease risk, and NO2 exhibits an additional stronger negative effect
on the respiratory health.
Previous research also used a similar strategy as our proposed two-stage shared component
model for modelling the impact of two pollutants, i.e., PM10 and NO2 on the disease outcome
[39]. However, few studies have formally evaluated the properties of the two-stage shared
component model in comparison to the commonly used methods to tackle the multicollinear-
ity issue among covariates via simulation studies. Further, our proposed model investigated
three highly correlated pollutants, which demonstrates that the two-stage shared component
model can be used for more than two covariates.
6.2 Limitations and Future Work
As the environmental health data is often collected over geographical regions, it is inevitable
there is spatial autocorrelation underlying these data. However, the highly correlated ex-
posures and residual spatial autocorrelation could be confounded [16]. In this case, it is
challenging to assess the impact of multicollinearity among the explanatory variables on the
disease risk when the residual spatial autocorrelation is present. An improved method to
appropriately separate their effect is therefore of interest in future work.
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A limitation of this study is that the analysis is based on the yearly environmental and
health data, which may not precisely reflect the relationships between the pollutants and the
respiratory health. Environmental health data are often measured dynamically on a daily
or weekly basis, which could provide more accurate information to assess the relationship
between exposures and the health outcome. Extending the proposed two-stage shared compo-
nent model to analyse time-series environmental health data could be useful and meaningful.
Moreover, in environmental studies many other factors are usually considered relating to
the concentrations of the air pollutants, such as temperature, humidity [5, 40, 41], traffic
[1, 2, 4, 6, 42] and industrial point sources [1, 42], therefore included in the health research
to predict disease risk. As we used the retrospective data from a previous study that these
relating factors were not collected, the analysis may be limited due to the lack of observations.
Further, in both stages of the proposed method, the linearity of the covariate effects is
assumed, which is not violated in this study. However, those assumptions may not be met
in other applications. For example, the shared and residual components may be non-linearly
associated with the response variable, and in this case, generalized additive model [43] by
modelling the effect of the latent components as spline functions would be a more flexible
and appropriate approach. The potential interaction effect among pollutants is also a major
challenge in evaluating the health impact of pollutant mixture in research [9], which is not
modelled in our study that we assume additive effect between the pollutants. A future work
to develop models with interactions between the pollutants can be considered.
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A. Results of the Two-stage Shared Compo-
nent Model with Different Exposure Variable
Entered the Stage 1 Model First
A.1 PM10
Xi1, Xi2, Xi3 denote PM10, NO2, PM2.5 respectively in the ith region of the study sample.
Table A.1: The estimated parameters in exponential term and the overall fit of the
proposed two-stage model
Poisson Model Negative Binomial Model
Model 3 Model 4 Model 3 Model 4
eβ1
1.227* 1.227* 1.180* 1.175*
(1.134, 1.327) (1.134, 1.327) (1.028, 1.354) (1.024, 1.348)
eβ2
1.446* 1.446* 1.550* 1.354




(0.226, 1.098) (0.226, 1.098) (0.102, 1.957)
eδ
2.110* 2.110* 2.160* 2.177*
(2.033, 2.191) (2.033, 2.191) (2.020, 2.309) (2.029, 2.324)
AIC 2505.8 2505.8 2258.2 2257.3
-2LL 2495.9 2495.9 2246.2 2247.3
Notes: Model 3: Two-stage shared model; Model 4: Backward selection of the two-stage shared model.
The estimated covariate effects are presented as relative risks for one unit increase in each covariates value.
A.2 NO2
Xi1, Xi2, Xi3 denote NO2, PM2.5, PM10 respectively in the ith region of the study sample.
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Table A.2: The estimated parameters in exponential term and the overall fit of the
proposed two-stage model
Poisson Model Negative Binomial Model
Model 3 Model 4 Model 3 Model 4
eβ1
1.136* 1.134* 1.114* 1.113*
(1.085, 1.188) (1.084, 1.187) (1.029, 1.206) (1.029, 1.205)
eβ2
0.498 0.671* 0.448 0.578






(0.683, 2.620) (0.369, 4.417)
eδ
2.110* 2.116* 2.160* 2.165*
(2.033, 2.191) (2.040, 2.196) (2.020, 2.309) (2.028, 2.312)
AIC 2505.8 2504.6 2258.2 2256.3
-2LL 2495.9 2496.6 2246.2 2246.3
Notes: Model 3: Two-stage shared model; Model 4: Backward selection of the two-stage shared model.
The estimated covariate effects are presented as relative risks for one unit increase in each covariates value.
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B. Simulation Results with Negatively Corre-
lated Explanatory Variables
Table B.1: The average of the estimated correlation coefficient (r) and variance infla-
tion factor (VIF) for the explanatory variables from the 1000 simulated samples.
σb/σh3 r12 r13 r23 VIF1 VIF2 VIF3
2 0.995 -0.894 -0.890 107 102 5
5 0.995 -0.981 -0.976 128 102 26
10 0.995 -0.995 -0.990 204 102 102
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(a) The average of the estimated regression coefficients of the naive model, i.e., the Poisson regres-

















































































(b) The average of the estimated regression coefficients of the naive model, i.e., the Poisson regres-
sion including all the explanatory variables in the model.
● ● ● ●
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(c) The average of the estimated regression coefficients of the
two-stage PCA model, i.e., the Poisson regression including the
principal components of the explanatory variables.
Figure B.1: The average of the estimated negative regression coefficients of the pro-
posed two-stage shared component model (top panel), the naive model (middle panel)
and the two-stage PCA model (bottom panel) based on the 1000 simulated samples.
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(b) The average of the standard errors of the estimated regression coefficients for the naive model.
● ● ● ● ●
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(c) The average of the standard errors of the estimated regres-
sion coefficients for the two-stage PCA model.
Figure B.2: The average of the standard errors of the regression coefficients for the
proposed two-stage shared component model (top panel), the naive model (middle
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(c) The probability of statistically significant coefficients for the
two-stage PCA model
Figure B.3: The probability of statistically significant coefficients for the proposed
two-stage shared component model (top panel), the naive model (middle panel), and












































































































Figure B.4: The averaged RMSE of the predicted response variable based on the
proposed two-stage shared component model, the naive model, and the two-stage PCA























































































Figure B.5: The averaged AIC of the proposed two-stage shared component model,
the naive model, and the two-stage PCA models from 1000 simulated samples.
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exclusively for assessment, management or improvement purposes do not constitute 
research for the purposes of this Policy, and do not fall within the scope of REB review.” 
 
Although this project is exempt of the requirement for research ethics review, it should be 
conducted in an ethical manner in accordance with the information that you submitted to 
the REB and in keeping with the Saskatchewan Health Information Protection Act 
(HIPA).  Any deviation from the original methodology should be brought to the attention 





Digitally Approved by Gordon McKay, Ph.D., 
Chair, Biomedical Research Ethics Board 
University of Saskatchewan 
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