Spaces of infinitely differentiable functions on R n (more general than Gelfand-Shilov spaces of type W M ) are considered in the article. Paley-Wiener type theorems are obtained. MSC: 32A15, 42B10, 46E10, 46F05, 42A38.
Introduction
1.1. On the aims of the article. In [3] there were introduced and explored weighted spaces of entire functions which are natural generalizations of the Gelfand-Shilov W Ω -type spaces [1] , [2] . Under some conditions on weights the Fourier transforms of functions belonging to these spaces were described. Thus, more general than Gelfand-Shilov W M -type spaces appeared in [3] too. Here we propose a direct way of generalization of the Gelfand-Shilov W M -type spaces and study the Fourier transforms of functions belonging to such spaces with aim to make some results from [3] more convenient for applications.
Let H = {h ν } ∞ ν=1 be a family of convex functions h ν : R n → R such that for each ν ∈ N:
1) h ν (x) = h ν (|x 1 |, . . . , |x n |), x = (x 1 , . . . , x n ) ∈ R n ; 2) the restriction of h ν to [0, ∞) n is nondecreasing in each variable;
3) lim x→∞ h ν (x) x = +∞; 4) for each M > 0 there exists a constant A ν,M > 0 such that
x j − γ ν , x = (x 1 , . . . , x n ) ∈ [0, ∞) n ; 
be its Fourier transform.
One of the aims of the article is to describe the space of the Fourier transforms of functions belonging to G(H).
1.2. Some notations. For u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ R n (C n ) let denote u, v = u 1 v 1 + · · · + u n v n and let u be the Euclidean norm of u.
For α = (α 1 , . . . , α n ) ∈ Z n + , x = (x 1 , . . . , x n ) ∈ R n , z = (z 1 , . . . , z n ) ∈ C n let |α| = α 1 + . . . + α n , α! = α 1 ! · · · α n !, x α = x α 1 1 · · · x αn n , z α = z α 1 1 · · · z αn n ,
For α = (α 1 , . . . , α n ) and β = (β 1 , . . . , β n ) ∈ Z n + the notation α ≤ β indicates that α j ≤ β j (j = 1, 2, . . . , n) and in such case β α := n j=1 β j α j , where β j α j are the binomial coefficients. By s n denote the surface area of the unit sphere in R n . R n + := [0, ∞) n . For a > 0 letã = (a, . . . , a) ∈ R n + . If [0, ∞) n ⊆ X ⊂ R n then for a function u on X denote by u[e] the function defined by the rule: u[e](x) = u(e x 1 , . . . , e xn ), x = (x 1 , . . . , x n ) ∈ R n .
The Young-Fenchel conjugate of a function g :
Denote the space of entire functions on C n by H(C n ). Note that each function f ∈ E(H) admits (the unique) holomorphic extension to entire function in C n . Indeed, in view of the condition 3) on H for each ε > 0 there is a constant c ε (f ) > 0 such that for all α ∈ Z n + we have that
Hence, the sequence (
k=1 converges to f uniformly on compacts of R n . Also from (1) it follows that the series
Obviously, the restrictions of functions ϕ ν to [0, ∞) n are nondecreasing in each variable. Next, for each ν ∈ N and m ∈ Z + consider the normed space
. Endow E(ϕ ν ) with a projective limit topology of spaces E m (ϕ ν ).
Note that if f ∈ E(ϕ ν ) then for each m ∈ Z + (using the condition 5)) p ν+1,m (f ) ≤ e γν p ν,m (f ).
With the usual operations of addition and multiplication by complex numbers E(Φ) is a linear space. Supply E(Φ) with a topology of the inductive limit of spaces E(ϕ ν ).
The following results will be proved in the article. Proposition. F is an injective linear continuous operator from G(H) into E(H).
Theorem 2. The mapping AF establishes an isomorphism between the spaces G(H) and E(Φ).
These results are proved in sections 3, 4 and 5. The direct consequence of them is the following theorem. 
ν=1 be a family of convex functions M ν : R n → R such that for each ν ∈ N:
For each ν ∈ N and m ∈ Z + define the space Supply GS(M) with an inductive limit topology of spaces GS(M ν ). Let Φ * = {ϕ * ν } ∞ ν=1 . In section 6 the following theorem is proved. The proof of Theorem 4 shows that the following more general theorem holds.
In section 7 it is shown that the space G(H) represents a generalization of the Gelfand-Shilov space of type W M .
Auxiliary results
In the proofs of the main results we need the following assertions.
Further, using the condition 6) on H we have that
Hence, letting b m,a = h m (ã) + l m we obtain our assertion.
where b m,a is a constant from Lemma 1.
Using the condition 5) on H we have that
For simplicity assume that first k coordintes of t are negative and if k < n then numbers t k+1 , . . . , t n are nonnegative. Lett = (0, . . . 0, t k+1 , . . . , t n ). Then
Using Lemma 2 we have that
Hence,
This means that
From this the assertion of Lemma follows.
Hence, with help of Lemma 4 for x ∈ R n + we have that
Note that using Proposition 6 from [4] we have as in Proposition 4 from [3] the following Theorem A. Let g ∈ C(R n ) be a convex functions satisfying the following conditions:
Fron Theorem A we have the following Corollary 3. Let u satisfies the conditions of Theorem A. Then
The proof of the following Lemma is given in [3] .
Lemma 6. Let g = (g 1 , . . . , g n ) be a vector-function on R n with convex components g j : R n → [0, ∞) and a function f :
Proof. Let y = (y 1 , . . . , y n ) ∈ R n . By Lemma 2 we have that 
Proof of Theorem 1
First show that the linear mapping A is acting from
Hence, for each m ∈ Z + we have that
We will estimate a growth of F f using this inequality and the Taylor series expansion of F f (z) (z = x + iy, x, y ∈ R n ) with respect to a point x:
For arbitrary m ∈ Z + we have that
Denoting the sum of the series |α|≥0 e h ν+1 (α)−hν (α) by B ν we have that .
..,ln(1+|y 1 |)) .
From this inequality with help of Corollary 1 we get that
where K ν,m is some positive constant. Thus, for each m ∈ Z + we have that
Note that by the inequality (2) A is continuous. Obviously, A is an injective linear mapping from E(H) into E(Φ).
Show that A is surjective. Let F ∈ E(Φ). Then F ∈ E(ϕ ν ) for some ν ∈ N. Let m ∈ Z + , α = (α 1 , . . . , α n ) ∈ Z n + and x = (x 1 , . . . , x n ) ∈ R n be arbitrary. For j = 1, . . . , n let R j be an arbitrary positive number. For R = (R 1 , . . . , R n ) let L R (x) = {ζ = (ζ 1 , . . . , ζ n ) ∈ C n : |ζ j − x j | = R j , j = 1, . . . , n}. Using Cauchy integral formula we have that
From this we get that
Using Corollary 1 we obtain that ( α, r − h * ν+1 (ln 2 + r 1 , . . . , ln 2 + r n ))). Now using Lemma 2 we have that for each m ∈ Z +
From this it follows that
Therefore, F |R n ∈ E(h ν+2 ). Hence, F |R n ∈ E(H). Obviously, A(F |R n ) = F . Note that the inequality (3) ensures the continuity of A −1 . Thus, the mapping A establishes an isomorphism between the spaces E(H) and E(Φ).
Proof of Proposition
Take g ∈ G(H). Then g ∈ G(h ν ) for some ν ∈ N. For arbitrary m ∈ Z + and for all α ∈ Z n + with |α| ≤ m, β ∈ Z n + , x ∈ R n we have that
Using this inequality and the equality Therefore,
In view of the condition 4) on H the series j∈Z n + e hν (j) j! is converging. From this and the inequality above it follows that for all x = (x 1 , . . . ,
where c 1 = e lν j∈Z n + e hν (j) j! .
Now let
For all α = (α 1 , . . . , α n ), β = (β 1 , . . . , β n ) ∈ Z n + , ξ ∈ R n we have that
For s = 1, . . . , n put γ s = min(α s , β s ) and take γ = (γ 1 , . . . , γ n ). Then
From this we have that
Using (4) and denoting the element (2, . . . , 2) ∈ R n by ω we have that
where c 2 = ( π 2 ) n c 1 . Note that in view of conditions 2) and 5) on H we have that m ν = sup
Using the condition 6) on H we get that
Taking into account that for α = (α 1 , . . . , α n ) ∈ Z n
where c 3 = c 2 2 n e mν +l ν+2 j∈Z n + e h ν+2 (j) j! . Using the condition 5) on H we get
where c 4 = c 3 e γ ν+3 +γ ν+4 . Thus, for any k ∈ Z + we can find a positive constant c 5 such that
Hence, ρ k,ν+5 (f ) ≤ c 5 g |β|,hν , g ∈ G(h ν ).
From this it follows that the Fourier transformation F acts from G(H) into E(H) and that F is continuous.
Proof of Theorem 2
By Theorem 1 and Proposition the linear mapping AF acts from G(H) into E(Φ) and is injective and continuous. Show that the mapping AF :
In other words, g = F −1 (f ). Obviously, for any η ∈ R n
For any α, β = (β 1 , . . . , β n ) ∈ Z n + , x, η ∈ R n we have that
From this equality we have that
) . If |β| = 0 then (putting η = 0 in (5)) we have that
Now let consider the case when |β| > 0. For x = (x 1 , . . . , x n ) ∈ R n let θ(x) be a point in R n with coordinates θ j defined as follows: θ j =
x j |x j | if x j = 0 and θ j = 0 if x j = 0 (j = 1, . . . , n). Let t = (t 1 , . . . , t n ) ∈ R n have strictly positive coordinates. Put η = −(θ 1 t 1 , . . . , θ n t n ). Then from (5) we get that |x β (D α g)(x)| ≤ d n p ν,n+|α|+1 (F )e ϕν (t) j∈{1,...,n}:β j =0 |x j | β j e t j |x j | ≤ ≤ d n p ν,n+|α|+1 (F )e ϕν (t) j∈{1,...,n}:
Hence, .
From this with help of Lemma 3 we get that
Hence, for |β| > 0
where d n,ν = d n e γν . Now from this and (6) we have that for α, β ∈ Z n
From this it follows that for each m ∈ Z + max |α|≤m sup x∈R n ,β∈Z n
This means that for each
In other words, for each m ∈ Z +
From this inequality it follows that the linear mapping AF is surjective and the linear mapping (AF ) −1 acts from E(Φ) to G(H) and is continuous. Hence, the mapping AF establishes an isomorphism between G(H) and E(Φ).
A special case of H
Proof of Theorem 4. Let f ∈ G(H). Then f ∈ G(h ν ) for some ν ∈ N.
Let m ∈ Z + be arbitrary. For all α ∈ Z n + with |α| ≤ m, β ∈ Z n + and x = (x 1 , . . . , x n ) ∈ R n with non-zero coordinates we have that
Take into account that j! ≤ (j+1) j+1 e j for all j ∈ Z + . Then for all β ∈ Z n + and
Our aim is to obtain a suitable estimate of e −hν (β) n j=1 (β j +1) β j +1
(e|x j |)| β j from above. For β ∈ Z n + let Ω β = {t = (t 1 , . . . , t n ) ∈ R n : β j ≤ t j < β j + 1 (j = 1, . . . , n)}.
Also, for λ > 0 letλ := max(λ, 1). Using Lemma 2 and nondecreasity in each variable of h in R n + for t ∈ Ω β and µ = (µ 1 , . . . , µ n ) ∈ (0, ∞) n we have that
, where C 1 = e hν (1,...,1)+lν , t = (t 1 , . . . , t n ). Now with help of Lemma 5 we get
, where C 2 = C 1 e γ ν+1 . Now using this Corollary 3 we have that
where C 3 = C 2 e n . Obviously, there exists a constant C 4 > 0 such that In other words, Note that by Lemma 6 the function ϕ * ν+2 [e] is convex on R n with finite values (thus, ϕ * ν+2 [e] is continuous on R n (see [5] , Corollary 10.1.1)). Taking into account that the Young-Fenchel conjugation is involutive (see [5] , Theorem 12.2) we have that
Thus, In other words,
From this inequality with help of Lemma 7 we get that
where C 4 = C 3 e a ν+1 +γ ν+2 +γ ν+3 . Note that by Lemma 7 and Lemma 5 in [3] for each j ∈ N we have that
Using this we obtain from (8) that
where C 5 is some positive number depending on ν. From this and the inequality (7) we obtain at last that for all x = (x 1 , . . . , x n ) ∈ R n with non-zero coordinates and for all α ∈ Z n + with |α| ≤ m |(D α f )(x)| ≤ C 5 f m,hν e −ϕ * ν+5 (e|x 1 |,...,e|xn|) ≤ C 5 f m,hν e −ϕ * ν+5 (x) .
Obviously, the last inequality holds for all x ∈ R n . Thus, f ∈ GS(ϕ * ν+5 ) and q m,ν+5 (f ) ≤ C 5 f m,hν , f ∈ G(h ν ).
From this it follows that the identity mapping J acts from G(H) to GS(Φ * ) and is continuous. Show that J is surjective. Let f ∈ GS(Φ * ). Then f ∈ GS(ϕ * ν ) for some ν ∈ N. Fix m ∈ Z + . Consider an arbitrary point x = (x 1 , . . . , x n ) ∈ R n with non-zero coordinates. For all α ∈ Z n + with |α| ≤ m we have that |(D α f )(x)| ≤ q m,ν (f )e −ϕ * ν (|x 1 |,...,|xn|) .
In other words, |(D α f )(x)| ≤ q m,ν (f )e −ϕ * ν [e](ln |x 1 |,...,ln |xn|) .
Appendix
Let M = {M ν } ∞ ν=1 be a family of convex functions M ν : R n → R satisfying the conditions j 1 ) − j 4 ). Put ϕ ν = M * ν . Then M ν = ϕ * ν . By Lemma 6 for each ν ∈ N the function ψ ν on R n defined by the formula ψ ν (x) = ϕ ν [e](|x 1 |, . . . , |x n |), x = (x 1 , . . . , x n ) ∈ R n , is convex. Obviously, ψ ν |R n is nondecreasing in each variable.
Put h ν = ψ * ν , ν ∈ N. Since lim x→∞ ψ ν (x) e |x 1 | + · · · + e |xn| = +∞, then convex function h ν takes finite values and satisfies the conditions 3) and 4) (by Lemma 1 and Remark 2 in [3] ). Obviously, conditions 1) and 2) are fulfilled for h ν . Further, in view of the condition j 4 ) we have that
Then by Lemma 3 in [3] functions h ν satisfy the conditions 5) with γ ν = A ν . At last, using convexity of functions ϕ ν from (9) we get that 2ϕ ν (x) ≤ ϕ ν+1 (x) + ϕ ν (0) + A ν , x ∈ R n . Now by Lemma 2 in [3] functions h ν satisfy the condition 6) with l ν = ϕ ν (0)+A ν . Next, since functions M ν are convex then in view of the condition j 4 ) we have that
Then for each ν ∈ N there exists a constant K ν > 0 such that
This inequality and the inequality mean that functions ϕ ν satisfy the conditions of Theorem 4 in [3] . So by this theorem GS(M) = G(H).
