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A fundamental invariant of a subdivision of a space into cells is its collection of face
numbers or f -vector. A major area of study is understanding the possible f -vectors of
various types of subdivisions. Most of this thesis works on characterizing the f -vectors of
subdivisions of balls. We study two different types of subdivisions: simplicial complexes
that are triangulations of balls and simplicial posets whose order complexes are balls.
For simplicial complexes we describe two methods for showing that a vector can-
not be the f -vector of a homology d-ball. As a consequence, we disprove a conjectured
characterization of the f -vectors of triangulated balls of dimension five and higher due
to Billera and Lee. We also provide a construction of triangulated balls with various
f -vectors. We show that this construction obtains all possible f -vectors of triangulated
three- and four-balls and we conjecture that this result also extends to dimension five.
For simplicial posets we use Stanley’s idea of the face ring to develop a series of
new conditions on the f -vectors of simplicial poset balls. We also present new methods
for constructing simplicial poset balls with specific f -vectors. Combining this work with
a result of Murai we give a complete characterization of the f -vectors of simplicial poset
balls in even dimensions, as well as odd dimensions less than or equal to five.
The last chapter looks at surgeries of triangulated manifolds. First we derive formu-
las for the face numbers of a particular triangulation of the product of two simplicial com-
plexes. Using these formulas, we determine how some surgeries change the face numbers
of a manifold. This leads to new results about the f -vectors of certain manifolds.
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Chapter 1
Introduction
1.1 Subdivisions of Topological Spaces
A major area of study in combinatorics is looking at the properties of various types of
subdivisions of a topological space. In this thesis we encounter four major types of sub-
divisions. Chapter 2 focuses mainly on triangulations into simplicial complexes, while
Chapter 3 deals with simplicial cell decompositions (also know as simplicial posets). In
a couple of instances we also discuss polyhedral balls and the boundaries of simplicial
polytopes. These are special types of subdivisions of balls and spheres respectively. We
begin by defining these various kinds of subdivisions.
An (abstract) simplicial complex ∆ on vertex set [n] = {1, 2, . . . , n} is a collection of subsets
of [n] that is closed under inclusion and contains all of the one-element sets {i} for i ∈ [n].
The elements of ∆ are called faces, and the dimension of a face F ∈ ∆ is dimF := |F | − 1.
The dimension of ∆ is equal to the maximum of the dimensions of all of its faces and is
usually be denoted d− 1. Given an abstract simplicial complex∆, a geometric realization of
∆, |∆|, is a collection of Euclidean simplexes {σF : F ∈ ∆− ∅} such that
• dimσF = dimF = |F | − 1,
• if G ⊆ F then σG is a face of σF ,
• σF∩G = σF ∩ σG.
Parts of Chapter 2 were published inDiscrete & Computational Geometry [15] and parts of Chapter 3 have
been accepted for publication in the Journal of Algebraic Combinatorics [16].
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One can show that all geometric realizations of∆ are homeomorphic, sowe are justified in
using the notation |∆| for any geometric realization of ∆. We say that ∆ is homeomorphic
to a topological space X if |∆| is homeomorphic to X . A triangulation of a topological
space X is a simplicial complex that is homeomorphic to X . Throughout the following
we use the same notation to refer to both a subset S ∈ ∆ and the corresponding simplex
in a geometric realization, with the meaning clear from the context.
In a few situations we study the particular type of triangulations of spheres given by the
boundaries of simplicial polytopes. In general, a polytope P is the convex hull of a finite
set of points in Rd. The boundary ∂P of a polytope P has a natural cell complex structure.
The faces of this structure are given by the intersections of ∂P with the hyperplanes that
do not intersect the relative interior of P . If all of these faces are simplices then we call
the polytope simplicial. In this case there exists a simplicial complex ∆ such that ∂P is
a geometric realization of ∆. Since ∂P is topologically a sphere, ∆ is a triangulation of
a sphere. Note that if all of the vertices of a polytope are in general position, then the
polytope is simplicial.
While the boundary of a simplicial polytope is always a sphere, we can construct a ball
by deleting an open disk from our sphere. We define a polyhedral ball to be a triangulated
ball obtained from the boundary of a simplicial polytope by removing a single vertex and
all faces containing this vertex.
Given any regular CW-complex C, the face poset of C, denoted P (C), is the poset with
elements the closed faces (or cells) of C ordered by inclusion. The empty face is the
minimal element 0ˆ of the face poset. In the special case where C is a single (d−1)-simplex,
its face poset is called the Boolean algebra of rank d. Equivalently, the Boolean algebra of
rank d is the poset of all subsets of [d] ordered by inclusion.
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A simplicial poset P is a finite poset containing a minimal element 0ˆ such that for every
p ∈ P the closed interval [0ˆ, p] is a Boolean algebra. Note that the face poset of any
simplicial complex is a simplicial poset. There are simplicial posets that are not the face
poset of any simplicial complex. However, for any simplicial poset P there is a regular
CW-complex Γ(P ) such that P is the face poset of Γ(P ) (see [5]). The closed faces of Γ(P )
are topological simplexes, but two faces can intersect in a subcomplex of their boundaries
instead of just a single face. In particular, Γ(P ) can have multiple faces on the same vertex
set. Throughout this thesis we identify each closed face of Γ(P ) with the corresponding
element of the poset P .
A simplicial cell decomposition of a topological space X is a simplicial poset P such that
Γ(P ) is homeomorphic to X . For example, taking two triangles and gluing them along
their entire boundaries in a natural way results in a simplicial cell decomposition of the
2-sphere that is not a triangulation of the 2-sphere. If P is a simplicial cell decomposition
of a space X we often refer to properties of X as being properties of P . Hence if P is a
simplicial cell decomposition of a ball we say that P is a simplicial poset ball.
1.2 Background on Counting Faces
Given a subdivision of a space, an important combinatorial invariant is its face vector or
f -vector. The f -vector is defined as (f−1, f0, f1, . . . , fd−1), where fi is the number of di-
mension i faces of the subdivision and d− 1 is the dimension of the space. Here f−1 = 1,
corresponding to the empty face. A fundamental question is to understand the relation-
ships between the f -vector of a subdivision and topological properties of the underlying
space. The most well known classical result of this type is the Euler characteristic of a
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triangulation of a manifold, which relates the alternating sum of the manifold’s f -vector
entries to a topological invariant of the manifold.
Intense interest in this area began in the middle of the 20th century with the question of
characterizing the possible f -vectors of subdivisions of spheres, in particular the bound-
aries of polytopes. In 1971, McMullen conjectured a complete characterization of the pos-
sible f -vectors of the boundaries of simplicial polytopes [22]. This conjecture was verified
in the early 1980’s by Billera and Lee [4] and Stanley [32]. The g-conjecture (Conjecture 2.2)
asserts that this characterization also holds in the more general setting of triangulations
of spheres (this claim is actually one of many different versions of the “g-conjecture”).
Results of Stanley [33] and Masuda [21] finished in 2005 completely characterize the f -
vectors of simplicial cell decompositions of spheres.
In addition to spheres, recent work has been done on characterizing the f -vectors of sub-
divisions of other manifolds. For some low dimensional manifolds, complete character-
izations of the possible f -vectors of triangulations are known (see for example [7], [36],
[37]). Additional work has lead to inequalities between the Betti numbers of spaces and
the entries of the f -vectors of triangulations. (see for example [6], [28], [18]). For sim-
plicial cell decompositions, Murai recently characterized the f -vectors of subdivisions of
RP n and products of spheres [25].
In this thesis we first work on the problem of characterizing the possible f -vectors of two
different types of subdivisions of balls. In Chapter 2 we examine simplicial complexes
that are triangulations of (homology) balls, while in Chapter 3 we look at the same ques-
tion for simplicial cell decompositions of balls. Finally, in Chapter 4 we study Cartesian
products of simplicial complexes and related surgeries of triangulated manifolds. Us-
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ing these surgeries, for some manifolds we are able to derive new bounds relating the
manifold’s f -vector and its Betti numbers.
1.3 Triangulations of Balls
In [3], Billera and Lee calculate a set of conditions on the f -vectors of triangulated balls
that would follow from the g-conjecture. Billera and Lee conjecture that these conditions
are not only necessary but also sufficient for a characterization of the f -vectors of balls
(see Conjecture 2.7). Recently, Lee and Schmidt confirmed this conjecture for three- and
four-dimensional balls [17].
In Section 2.3 we present two methods that show that certain vectors are not the f -vectors
of triangulated balls. As a consequence, we show that the Billera and Lee conditions are
not sufficient in dimensions five and higher. In both approaches, we assume that a ball
with a certain f -vector exists and then show that there must be some way to split the ball
along a codimension-one face to create two new balls. For some f -vectors we can show
that the new balls created by this splitting cannot exist. The first technique relates one of
the Betti numbers of the face ring of the ball to the existence of a codimension-one face
along which we can split the ball. This has the advantage of being relatively straightfor-
ward to compute in particular examples. In the second method we look at all possible
one-skeletons of a ball with a given f -vector and show that in each case the desired type
of splitting is possible. This method generates an infinite class of counterexamples to the
Billera and Lee conjecture in every dimension greater than four.
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Section 2.4 presents a construction of triangulated balls with prescribed f -vectors. In
Section 2.5 we show that these same f -vectors can be obtained using shellable balls, but
this requires a more involved construction. In dimensions three and four these results
duplicate the work of Lee and Schmidt in obtaining all possible f -vectors of triangulated
balls. For the dimension five case, we conjecture that this construction gives all possible f -
vectors. However, in dimensions higher than five we know that not all f -vectors of balls
can be obtained with this approach, and we do not even have a conjectural description of
the possible f -vectors.
1.4 Simplicial Poset Balls
Unlike the case of triangulations of balls, there is no previous literature on the question
of characterizing the f -vectors of simplicial poset balls. In Chapter 3 we come up with a
partial answer to this question. In Section 3.3 we relate the f -vector of a simplicial poset
ball to the f -vector of its boundary poset, which is a sphere. This allows us to translate
the known conditions on the f -vectors of spheres to conditions on our ball. However, as
in the case of simplicial complexes that triangulate balls, these conditions are not sufficient
to completely characterize the f -vectors of simplicial cell decompositions of balls.
In Sections 3.4 and 3.5we develop additional new necessary conditions on the f -vectors of
balls. These results use the algebraic idea of the face ring of a simplicial poset, introduced
by Stanley [33]. The conditions are derived by looking at relationships between the face
ring of the ball and the face rings of certain spheres, such as the boundary of the ball or
the sphere obtained by adding to the ball the cone over the boundary of the ball. We use
known results about the face rings of these spheres to obtain new conditions on the ball.
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In Section 3.6 we present constructions for obtaining simplicial cell decompositions of
balls with specific f -vectors. Section 3.7 combines the previous work with a new result
of Murai to give a complete characterization of the f -vectors of simplicial posets that are
balls in all even dimensions as well as in dimensions three and five.
1.5 Products of Simplicial Complexes and Surgery
We define the ith Betti number βi of a manifoldM with respect to a field k to be the vector
space dimension of the ith reduced homology group ofM , βi := dimk H˜i(M ; k). An active
area of research is looking at the relationships between the f -vector and the Betti numbers
of a triangulated manifold. A possible tool for studying this relationship is the idea of
surgery on a manifold. To perform a surgery on a manifold of dimension j + k − 1, in
the manifold we find (or create) a Cartesian product Bk × Sj−1 of a triangulated ball and
sphere. The boundary of this product is ∂Bk × Sj−1, the product of a (k − 1)-sphere and
a (j − 1)-sphere. Let Bj be a triangulated ball with ∂Bj = Sj−1. Then ∂Bk × Bj also has
boundary ∂Bk × Sj−1. Therefore, we can remove (the interior of) the product Bk × Sj−1
from the original manifold and then glue in the product ∂Bk×Bj along the newly created
boundary. An example of this type of surgery is handle addition; take two identical balls,
i.e. Bk×S0, remove them from a manifold, and then glue in the ‘handle’ ∂Bk×∆1 (where
∆1 is an interval) along the two holes ∂Bk × S0.
These surgeries provide a structured way to alter both the Betti numbers and the f -
vector of a triangulated manifold. The most useful way to express the change in the
face numbers of the manifold turns out to be in terms of the g-vector. The entries of the
g-vector, denoted gi, are completely determined by the dimension and the face numbers
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of the triangulation (see Section 2.1.2 for the definition). Theorem 4.3 shows that when
j > k the change in gk+1 of a (d− 1)-manifold when ∂Bk ×∆j is replaced by Bk × ∂∆j is(
d+1
k+1
)
. If instead we replace Bj × ∂∆k by ∂Bj ×∆k, then Theorem 4.4 describes the more
complicated behavior that can occur. Depending on how the product ∂Bk ×Bj lies in the
original manifold, these surgeries may also increase the kth Betti number of the manifold
by one. For example, in the case k = 1 we are performing handle addition which adds
one to the first Betti number of our manifold.
For triangulated manifolds, Kalai conjectured a lower bound on gk+1 of the form gk+1 ≥(
d+1
k+1
)
βk + C where C depends on the Betti numbers βi with i < k (see Conjecture 4.5 and
[12, Conjecture 14.2]). If the surgery described in Theorem 4.3 adds one to βk and
(
d+1
k+1
)
to gk+1, it transforms a manifold that obtains this lower bound into a new manifold that
also achieves the bound. Using the surgery of Theorem 4.4 it is possible to increase βk by
one but change gk+1 by less than
(
d+1
k+1
)
. In cases where Kalai’s conjecture is known to be
valid, the existence of this type of surgery allows us to place a new, stronger lower bound
on gk+1. We give an example of this in Section 4.4.
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Chapter 2
f -vectors of Triangulated Balls
2.1 Notation and Background
We begin by discussing some needed background on simplicial complexes, the face ring,
and commutative algebra. Stanley’s book [35] is a good reference for most of the material
in this section.
2.1.1 Basics of Simplicial Complexes
First we introduce some additional terminology related to simplicial complexes. Let∆ be
a simplicial complex of dimension d− 1 on vertex set [n]. A facet of∆ is any maximal face
with respect to inclusion. A simplicial complex is pure if all of its facets have the same
dimension. Any triangulation of a (d − 1)-manifold is an example of a pure simplicial
complex where all of the facets have dimension (d− 1).
In some cases, instead of thinking about the subsets of [n] that are faces of ∆ it is useful
to focus on the subsets that are not faces. A non-face of ∆ is a subset of [n] that is not in
∆ and a non-i-face of ∆ is an (i + 1)-subset of [n] that is not an element of ∆. Note that if
you know all of the non-faces of ∆ this is equivalent to knowing the faces of ∆. In fact,
all you need to know are the minimal non-faces (those not containing any strictly smaller
non-face).
We also often work with two important types of subsets of∆, induced subcomplexes and
links. ForW ⊂ [n], ∆W := {σ ∈ ∆ : σ ⊂ W} is the induced subcomplex on the vertex setW .
9
If F ∈ ∆ then the link of F in∆ is lk∆(F ) := {G ∈ ∆ : G∪F ∈ ∆, G∩F = ∅}. If∆ is a pure
simplicial complex of dimension d − 1 then the link of F is a pure simplicial complex of
dimension d− dim(F )− 2.
2.1.2 The h-vector and Shellings
We now formalize our notation for counting the faces of a (d− 1)-dimensional simplicial
complex ∆. The ith face number of ∆, denoted fi(∆), is the number of i-dimensional faces
of ∆. When it is clear to what complex we are referring we often just write fi for the face
numbers. So f−1 = 1 (corresponding to the empty set), f0 = n, and fi = 0 for i ≥ d. The
f -vector of ∆ is the list of the face numbers, f(∆) := (f−1, f0, f1, . . . , fd−1). The h-vector
of ∆, h(∆) = (h0, h1, . . . , hd) contains the same combinatorial information as the f -vector
but is often easier to use. Its entries are defined from the face numbers by
d∑
i=0
hix
i =
d∑
i=0
fi−1xi(1− x)d−i or hk =
k∑
i=0
(−1)k−i
(
d− i
k − i
)
fi−1.
In addition to the f - and h-numbers we also use the g-numbers defined by gi(∆) :=
hi(∆) − hi−1(∆) for i ≥ 1 and g0(∆) = 1. The g-vector of ∆ is (g0, g1, . . . , gbd/2c). However,
sometimes it is useful for us to consider gi where i > bd/2c.
Intitally, the f -vector seems like the natural object to consider, while the definition of
the h-vector may appear a bit non-intuitive. However, there are many good reasons
to work in terms of the h-numbers rather than the face-numbers. First, many results
and symmetries are much easier to express in term of the h-vector. For example, the
Dehn-Sommerville equations state that for triangulated spheres, hi = hd−i. The Euler
characteristic of a simplicial complex is also easy to read off from the h-vector. If ∆ is a
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(d− 1)-dimensional simplicial complex then
hd =
d∑
i=0
(−1)d−ifi−1 = (−1)d−1χ˜(|∆|).
In particular, if ∆ is a homology (d− 1)-ball then hd = 0.
More deeply, the entries of the h-vector often have nice combinatorial and algebraic in-
terpretations. We discuss the algebraic approach in Section 2.1.4 when we talk about the
face ring. For the combinatorial viewpoint we now look at shellable complexes.
The idea of a shelling is to build our simplicial complex facet by facet such that each time
we add a new facet it intersects the union of all the previous facets in a “nice” way. More
formally, a shelling order of a pure simplicial complex ∆ is an ordering of the facets of ∆,
F1, . . . , Ffd−1 , such that for j = 1, . . . , fd−1, when Fj is added to ∪j−1i=1Fi there is a unique
new face that is minimal with respect to inclusion. This face is called the restriction face
and is denoted r(Fj). A complex is shellable if there exists a shelling order of its facets. We
can obtain the h-vector of a shellable complex from the restriction faces of any shelling
order by hi = |{Fj : |r(Fj)| = i}| [35, Proposition 2.3].
We can also give an equivalent definition of a shelling order in terms of the geometric
realization of∆. An ordering F1, . . . , Ffd−1 of the (closed) facets of |∆| is a shelling order if
for all j ≥ 2 the intersection Fj ∩ (∪j−1i=1Fi) is a non-empty union of (closed) facets of ∂Fj . In
this case, the vertices of the restriction face r(Fj) are the vertices of Fj opposite the facets
of ∂Fj that are in the intersection Fj ∩ (∪j−1i=1Fi).
2.1.3 Homology Manifolds
In some of our work, instead of considering triangulated balls it is useful to consider
the larger class of homology balls. All of our homology is taken with coefficients in the
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integers. A pure simplicial complex ∆ of dimension d− 1 is a homology (d− 1)-manifold if
for every non-empty face F ∈ ∆ the link of F has the same homology as the (d− 1− |F |)-
sphere or the (d− 1−|F |)-ball. The boundary of a homology (d− 1)-manifold∆ is defined
to be ∂∆ := {F ∈ ∆ : Hd−1−|F |(lk∆(F )) = 0}. From [24] we know that the boundary
of a homology (d − 1)-manifold is either empty or a homology (d − 2)-manifold without
boundary. A homology (d−1)-sphere is a homology (d−1)-manifold with empty boundary
and the same homology as the (d − 1)-sphere. A homology (d − 1)-ball is a homology
(d − 1)-manifold with the same homology as the (d − 1)-ball and boundary a homology
(d − 2)-sphere. From the long exact sequence of the homology of the pair (∆, ∂∆), for a
homology (d− 1)-ball ∆we have Hd−1(∆, ∂∆) ∼= Z.
2.1.4 The Face Ring
We now introduce Stanley’s powerful idea of the face ring of a simplicial complex. The
face ring allows us to use tools from commutative algebra to study the h-vectors of sim-
plicial complexes.
Let k be an infinite field of arbitrary characteristic and R := k[x1, . . . , xn]. For a simplicial
complex∆ on vertex set [n] the face ring (or Stanley-Reisner ring) k[∆] is obtained by taking
the quotient of R by the ideal generated by the monomials corresponding to non-faces of
∆. More specifically, k[∆] := R/I∆ where
I∆ := (xi1xi2 · · ·xik : i1 < i2 < · · · < ik, {i1, i2, . . . , ik} /∈ ∆).
A simplicial complex ∆ is called Cohen-Macaulay if its face ring k[∆] is Cohen-Macaulay.
We will not go into the details of Cohen-Macaulay rings here. Instead, we use a result
of Reisner [30] that Cohen-Macaulay complexes can be characterized by looking at the
homology of the links of the faces in the complex.
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Theorem 2.1 (Reisner, ’76). A simplicial complex ∆ is Cohen-Macaulay (over k) iff for all faces
σ ∈ ∆
H˜i(lk∆ σ; k) = 0 for all i < dim(lk∆ σ).
As a consequence of this result, all homology balls and spheres are Cohen-Macaulay.
Still assuming dim∆ = d − 1, a linear system of parameters (l.s.o.p.) for k[∆] is a collection
of degree one elements θ1, . . . , θd ∈ k[∆] such that k[∆]/(θ1, . . . , θd) is finite-dimensional
over k. For an infinite field k a generic choice of d degree one elements of k[∆] is an
l.s.o.p. Given an l.s.o.p. θ1, . . . , θd of ∆, define k(∆) := k[∆]/(θ1, . . . , θd). Although k(∆)
does depend on the choice of an l.s.o.p., all of our results involving k(∆) hold for any
l.s.o.p. so we use the notation k(∆)without specifying an l.s.o.p.
Let T be a graded ring such that T = R/I for some homogeneous ideal I . Denote by Ti the
ith homogeneous component of T . The Hilbert function of T is given by F (T, i) := dimk Ti.
If ∆ is a Cohen-Macaulay complex, then F (k(∆), i) = hi. This gives us an algebraic
interpretation of the h-numbers of homology balls and spheres.
2.1.5 Algebraic Betti Numbers and Hochster’s Formula
Let S be one of the rings k[∆] or k(∆). Thinking of S as an R-module the minimal free
resolution of S has the form
0→
⊕
j
S[−j]βl,j →
⊕
j
S[−j]βl−1,j → · · ·
→
⊕
j
S[−j]β1,j →
⊕
j
S[−j]β0,j → S → 0.
Here S[−j] is the module S shifted by degree j and l is the length of the resolution, also
called the homological dimension or projective dimension of S. The βi,j are called the (graded)
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Betti numbers of S. Using the Auslander-Buchsbaum formula [35, Theorem I.11.2], for a
Cohen-Macaulay complex ∆ the minimal free resolution of k[∆] has length n− d and the
minimal free resolution of k(∆) has length n (where n is the number of vertices in ∆ and
hence also the number of variables in R). The Betti numbers of k[∆] are related to the
topology of the complex ∆. One powerful expression of this relationship is Hochster’s
Formula [11],
βi,j(k[∆]) =
∑
W⊂V,|W |=j
dimk(H˜j−i−1 (∆W ; k)). (2.1)
2.1.6 Orders on Monomials
We now turn our attention to terminology related to monomial ideals. Given a monomial
m = Xa11 X
a2
2 · · ·Xann in the indeterminates X1, . . . , Xn define the degree ofm to be
∑n
i=1 ai.
A non-empty set M of monomials is an order ideal if for all m ∈ M and m′|m we have
m′ ∈ M . Denote by Mi the monomials in M of degree i. The degree sequence of M is the
vector (|M0|, |M1|, |M2|, . . .). A vector that is the degree sequence of some order ideal of
monomials is called anM-vector.
For monomials of the same degree define the lexicographic order <l by Xa11 X
a2
2 · · ·Xamm <l
Xb11 X
b2
2 · · ·Xbmm if there exists some k ∈ {1, 2, . . . ,m} such that ai = bi for i < k and ak > bk.
Let L ⊆ k[x1, . . . , xn] be an ideal generated by monomials. Then L is a lex ideal if given any
two monomials m and m′ of the same degree with m <l m′ and m′ ∈ L then m ∈ L. Pick
anyM -vector h = (h0, h1, . . . , hd) and let R = k[x1, . . . , xh1 ]. Then by Macaulay’s theorem
[19] there is a lex ideal L ⊆ R such that F (R/L, i) = hi for all i.
Another important order on monomials is the reverse-lexicographic order or rev-lex order,
denoted <rl. We define the rev-lex order by Xa11 X
a2
2 · · ·Xamm <rl Xb11 Xb22 · · ·Xbmm if there
exists some k ∈ {1, 2, . . . ,m} such that ai = bi for i > k and ak < bk. An order idealM is
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compressed if for each j the elements ofMj are the first |Mj| monomials of degree j in the
rev-lex order. Given anyM -vector h there exists a compressed order ideal of monomials
with degree sequence equal to h [4, Proposition 1].
Letm be a monomial and c ∈ N such that the degree ofm is less than or equal to c. There
is a unique way to write m as m = Xe1Xe2 · · ·Xec where 0 ≤ e1 ≤ e2 ≤ · · · ≤ ec and
we take X0 = 1. This is called the extended representation of m. Define the partial order <p
on monomials of degree less than or equal to c by Xe1Xe2 · · ·Xec ≤p Xe′1Xe′2 · · ·Xe′c if and
only if ek ≤ e′k for k = 1, . . . , c. Note that any initial segment of monomials in the rev-lex
order is also an initial segment in this partial order. For C ∈ N we also define a partial
order <p on C-subsets of the natural numbers. If S = {i1, . . . , iC} and T = {j1, . . . , jC} are
C-subsets of N with elements listed in increasing order then S ≤p T if and only if ik ≤ jk
for k = 1, . . . , C.
2.1.7 M -vectors
In addition to the definition of an M -vector in terms of order ideals there is also a nu-
merical characterization ofM -vectors due to Macaulay [19]. Given any l, i ∈ N there is a
unique expansion of l of the form
l =
(
ni
i
)
+
(
ni−1
i− 1
)
+ · · ·+
(
nj
j
)
, ni > ni−1 > · · · > nj ≥ j ≥ 1.
This is called the i-canonical representation of l. Define l<i>, the ith pseudo-power of l, by
l<i> =
(
ni + 1
i+ 1
)
+
(
ni−1 + 1
i
)
+ · · ·+
(
nj + 1
j + 1
)
.
An integer vector (h0, h1, . . .) is anM -vector if and only if h0 = 1 and 0 ≤ hi+1 ≤ h<i>i for
i ≥ 1.
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Another characterization of M -vectors is in terms of Cohen-Macaulay complexes. An
integer vector h = (h0, h1, . . . , hd) is an M -vector if and only if there exists a (d − 1)-
dimensional Cohen-Macaulay complex ∆ such that h(∆) = h. This result is also true for
the more restrictive class of shellable complexes [35, Theorem II.3.3].
2.2 Previous Work on the h-vectors of Homology Balls
In this section we discuss some of the previously known necessary conditions on the
h-vectors of homology balls as well as some conjectured conditions on these h-vectors.
Many of the results are obtained by examining the relationship between the h-vector of a
homology ball and the h-vector of its boundary homology sphere. We use the conditions
that the g-conjecture places on the h-vector of the boundary sphere to obtain possible
restrictions on the h-vector of the original ball.
Conjecture 2.2. (The g-Conjecture) An integer vector (h0, h1, . . . , hd)with h0 = 1 is the h-vector
of a homology d-sphere if and only if
1. hi = hd−i for 0 ≤ i ≤ bd/2c, and
2. (1, g1, g2, . . . , gbd/2c) is anM -vector, where gi = hi − hi−1.
(This is the g-vector of the homology d-sphere).
The g-conjecture is not known to hold for all homology spheres (or all triangulated
spheres) but has been proved for boundaries of simplicial polytopes [4, 32]. The rela-
tions of condition one of the g-conjecture are called the Dehn-Sommerville equations and
are known to hold for all homology spheres [14]. Additionally, using Barnette’s Lower
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Bound Theorem [1] and standard algebraic arguments one can show that for all triangu-
lated spheres the initial part (g0, g1, g2) of the g-vector is anM -vector (in fact this result is
true for the much larger class of all doubly Cohen-Macaulay complexes, which include
all homology spheres [27]). Therefore the g-conjecture holds for all homology spheres of
dimension four or lower.
In order to use these known and conjectured conditions on the h-vectors of homology
spheres we need a relationship between the h-vector of a homology ball and the h-vector
of its boundary. In [20], MacDonald proves a generalization of the Dehn-Sommerville
equations for triangulated manifolds with possibly non-empty boundary. Here we will
use the equivalent result for homology manifolds expressed in terms of h-vectors. This
form of the result is due independently to Gra¨be [9, Section 2.2] and Novik and Swartz
[28, Theorem 3.1].
Theorem 2.3. Let ∆ be a (d − 1)-dimensional homology manifold with boundary. Then for all
0 ≤ i ≤ d,
hd−i(∆)− hi(∆) =
(
d
i
)
(−1)d−1−iχ˜(|∆|)− gi(∂∆).
In the case where ∆ is a (d − 1)-dimensional homology ball, this reduces to hi(∆) −
hd−i(∆) = gi(∂∆). Let ∆k be the cone over ∆ taken k times. Then ∆k is a (d − 1 + k)-
dimensional homology ball with boundary a (d − 2 + k)-dimensional homology sphere.
Following the argument of Billera and Lee [3, Corollary 3.14] yields gi(∂∆k) = hi(∆k) −
hd+k−i(∆k) = hi(∆)−hd+k−i(∆), 0 ≤ i ≤ d+k. Combining this result with the g-conjecture
we have the following set of conditions.
Conjecture 2.4. If (h0, . . . , hd) is the h-vector of a homology (d − 1)-ball and we take hi = 0
for i > d then (h0 − hd+k, h1 − hd+k−1, . . . , hm − hd+k−m) is anM -vector for k = 0, . . . , d + 1,
m = b(d+ k − 1)/2c.
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If the g-conjecture was proved for homology spheres then Conjecture 2.4 would follow
as a corollary. However, many of the conditions in Conjecture 2.4 can be verified using
known results.
Proposition 2.5. Conjecture 2.4 holds for d − 3 ≤ k ≤ d + 1, and for all k the vector (h0 −
hd+k, h1 − hd+k−1, h2 − hd+k−2) is anM -vector.
Proof. The case k = d+1 is the statement that the original h-vector of the ball, (h0, . . . , hd),
is anM -vector. Since homology balls are Cohen-Macaulay complexes their h-vectors are
M -vectors. For d − 2 ≤ k ≤ d, since hd(∆) = 0 for any homology ball ∆, Conjecture 2.4
reduces to the fact that the h-vector of ∆ is anM -vector, which was discussed above.
For the case k = d − 3 we must show that (h0, h1, . . . , hd−3, hd−2 − hd−1) is an M -vector.
Since we already know that the h-vector of ∆ is anM -vector, we only need to prove that
hd−2 − hd−1 is non-negative. As a consequence of [36, Corollary 4.29] hd−2 ≥ hd−1 for any
homology ball, giving the desired inequality.
Finally, Barnette’s result implies that the initial segments (h0−hd+k, h1−hd+k−1, h2−hd+k−2)
of the vectors in Conjecture 2.4 areM -vectors.
As a consequence of Proposition 2.5 we have the following.
Corollary 2.6. Conjecture 2.4 holds for homology balls of dimension less than or equal to four.
2.3 A New Type of Necessary Condition
Recall that a polyhedral ball is a triangulated ball obtained from the boundary of a sim-
plicial polytope by removing a single vertex (and all faces containing this vertex). In
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particular, all polyhedral balls are also homology balls. In [3, Conjecture 5.1], Billera and
Lee made the following conjecture.
Conjecture 2.7 (Billera and Lee). The conditions of Conjecture 2.4 are necessary and sufficient
to describe the h-vectors of polyhedral balls.
For polyhedral balls necessity is a consequence of the g-theorem for polytopes [3, Corol-
lary 3.14]. Sufficiency was verified for three-balls by Lee and Schmidt [17]. In dimension
four, Lee and Schmidt obtained all of the conjectured h-vectors using shellable (but not
necessarily polyhedral) balls. In this section we show that in dimensions higher than
four there are certain vectors that satisfy the conditions of Conjecture 2.4 but are not the
h-vectors of any homology ball. This provides counterexamples to sufficiency in Conjec-
ture 2.7 in dimensions five and higher.
For the results of this section we need the idea of splitting a simplicial complex along a
codimension-one face. Let ∆ be a (d− 1)-homology ball and F be an interior (d− 2)-face
of ∆. If ∆[n]\F is not connected, let W1 and W2 be the vertex sets of the two components.
Define the splitting of∆ along F to be the creation of two new simplicial complexes∆W1∪F
and ∆W2∪F . Looking at Mayer-Vietoris sequences shows that these two new complexes
are also homology balls.
2.3.1 The Betti Diagram of the Face Ring
The goal of this section is to develop a method for proving that for a certain class of h-
vectors, every homology ball with one of these h-vectors must admit a splitting along
some codimension-one face. We first study the upper right entry of the Betti diagram of
19
the face ring modulo a linear system of parameters, βn−d,n−d+1(k[∆]), and its relationship
to the existence of a splitting of ∆ along a codimension-one face.
Proposition 2.8. Let ∆ be a (d − 1)-homology ball. Then βn−d,n−d+1(k[∆]) > 0 if and only if
there is a splitting of ∆ along a codimension-one face that creates two homology balls.
Proof. From Hochster’s Formula (2.1)
βn−d,n−d+1(k[∆]) =
∑
W⊂[n],|W |=n−d+1
dimk(H˜0 (∆W ; k)). (2.2)
From [10, Lemma 3.7], the group H˜0 (∆W ; k) in equation (2.2) is trivial whenever [n]\W is
not a face of∆. Therefore, βn−d,n−d+1(k[∆]) is non-zero if and only if there exists a (d− 2)-
face F of ∆ such that ∆[n]\F is not connected. Hence βn−d,n−d+1(k[∆]) is non-zero if and
only if ∆ can be split along a codimension-one face to obtain two homology balls.
Proposition 2.8 gives us a nice way to test if a particular ball can be split. However, we
want a condition that shows that all balls with a given h-vector are splittable. Given a
homology ball ∆, let R = k[x1, . . . , xn] as in the definition of the face ring. Let L be the
lexicographic ideal such that the Hilbert function of R/L is equal to the h-vector of ∆.
Since ∆ is a homology ball, it’s h-vector is an M -vector, so such an ideal L exists (see
Section 2.1.6).
In the next Proposition we use Irena Peeva’s technique of consecutive cancellations to
relate the Betti numbers of R/L and k[∆]. This allows us to detect the presence of a face
along which we can split ∆ by looking at the Betti diagram of R/L. Since R/L depends
only on the h-vector of∆, this result allows us to show that all balls with certain h-vectors
can be split.
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Proposition 2.9. Let∆ be a (d− 1)-homology ball. Let L be the lexicographic ideal such that the
Hilbert function of R/L is equal to the h-vector of ∆. If βn,n+1(R/L)− βn−1,n+1(R/L) > 0 then
there is a splitting of ∆ along a codimension-one face that creates two homology balls.
Proof. We will prove that whenever βn,n+1(R/L) − βn−1,n+1(R/L) > 0 we must have
βn−d,n−d+1(k[∆]) > 0. The result then follows by Proposition 2.8. By [35, Theorem I.12.4],
βn−d,n−d+1(k[∆]) is equal to the dimension of the degree one portion of the socle of k(∆).
Since k(∆) has projective dimension n, the dimension of the degree i portion of the socle
of k(∆) is given by the Betti number βn,n+i(k(∆)) [35, Theorem I.12.4]. Combining these
facts gives
βn−d,n−d+1(k[∆]) = dimk(soc k(∆))1 = βn,n+1(k(∆)).
Since the Hilbert Function of k(∆) is equal to the h-vector of ∆, we can use Peeva’s
cancellation technique to relate the h-vector of ∆ to the Betti numbers of k(∆). By [29,
Theorem 1.1], the Betti number βn,n+1(k(∆)) is bounded above by βn,n+1(R/L) and below
by βn,n+1(R/L) − βn−1,n+1(R/L). Therefore, if βn,n+1(R/L) − βn−1,n+1(R/L) > 0 we have
βn−d,n−d+1(k[∆]) = βn,n+1(k(∆)) > 0, which implies the desired result.
2.3.2 Splitting Balls
Next we investigate the effect on the h-vector when a homology ball is split along a single
codimension-one face.
Proposition 2.10. Let∆1 and∆2 be two homology (d−1)-balls that can be joined along a common
homology (d− 2)-ball B to form a single homology (d− 1)-ball ∆. Then
hi(∆1) + hi(∆2) = hi(∆) + (hi(B)− hi−1(B)) (2.3)
where we take h−1(B) = hd(B) = 0.
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Proof. On the level of f -vectors
fi(∆1) + fi(∆2) = fi(∆) + fi(B).
The result then follows from a straightforward calculation using the definition of the h-
vector.
As a special case of equation (2.3), when we join two homology balls along a single
codimension-one face the h-vector of the resulting complex is the sum of the h-vectors
of the two component homology balls but with h0 reduced by one (causing h0 of the
resulting complex to still equal one) and h1 increased by one.
Example 2.11 (Algebraic approach applied to (1,4,5,7,3,2,0)).With these tools we now
consider the h-vector (1, 4, 5, 7, 3, 2, 0). Assume there is a homology five-ball ∆ with this
h-vector. Using the result of Eliahou and Kervaire [8, Section 3], we calculate the Betti
numbers of R/L, where L is the lexicographic ideal such that the Hilbert function of R/L
is equal to (1, 4, 5, 7, 3, 2, 0). This yields βn,n+1(R/L) = 1 and βn−1,n+1(R/L) = 0. Therefore,
by Proposition 2.9 there exists a codimension-one face along which we can split ∆.
Using formula (2.3) for the h-vector obtained by combining homology balls, we now look
for possible h-vectors for the two homology five-balls created when we split our original
homology ball. Each of the two smaller homology balls must satisfy all of the known
portions of Conjecture 2.4 as discussed in Proposition 2.5.
The only two pairs of options for the h1-values of our smaller homology balls are 2,1 or
3,0. If we take 2 and 1 as the h1-values the largest possible corresponding values of h2
are 3 and 1, which do not sum to the h2-value of our original ball. If we take 3 and 0 as
our h2-values then one homology ball must have h-vector (1, 3, 5, 7, 3, 2, 0). However, the
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g-vector of the boundary homology four-sphere of this ball would be (1,1,2), violating a
known portion of the g-conjecture.
We have shown that there must be a division of our homology five-ball into two smaller
homology balls, but also that no such division exists. Therefore (1, 4, 5, 7, 3, 2, 0) is not the
h-vector of a homology five-ball, even though it satisfies all of the conditions of Conjecture
2.4.
Similar calculations show that there are other h-vectors that satisfy the conditions of Con-
jecture 2.4 but are not the h-vectors of homology balls. Examples include (1, 4, 6, 9, 4, 2, 0)
and (1, 5, 6, 8, 4, 3, 0).
2.3.3 A Combinatorial Approach
Some of the results of the previous section can also be obtained using a more com-
binatorial viewpoint. Given an h-vector (1, h1, . . . , hd) and the corresponding f -vector
(1, f0, f1, . . . , fd−1), look at all of the possible graphs with f -vector (1, f0, f1). For each of
these graphs count the maximum number of triangles possible in a simplicial complex
of dimension d− 1 with the given graph as its one-skeleton (or equivalently, the number
of triangles in the (d − 1)-skeleton of the flag complex or clique complex induced by the
graph). Compute h′3 where (1, h1, h2, h′3, h′4, . . . , h′d) is the h-vector of a (d − 1)-complex
with all possible triangles. Since removing triangles from a complex ∆ decreases h3(∆)
and adding faces of dimension greater than two does not change h3(∆), any one-skeleton
of a complex with h-vector (1, h1, . . . , hd)must have h3 ≤ h′3.
This approach gives us a collection containing all possible one-skeletons for balls with
h-vector (1, h1, . . . , hd). In some cases, we are able to use other facts we know about
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homology balls to show that there cannot be any balls with the given h-vector and any of
these one-skeletons.
Example 2.12 (Combinatorial approach applied to (1,4,5,7,3,2,0)). Doing an exhaustive
search we find that for the h-vector (1, 4, 5, 7, 3, 2, 0) the only graphs that obtain h′3 ≥ h3
have a vertex of degree less than or equal to five. In a homology ball each vertex must
be contained in at least one facet. This forces each vertex in a homology five-ball to have
degree at least five. If a vertex has degree exactly five then it is contained in only one
facet. In this case we can remove the facet to create a homology five-ball with h-vector
(1, 3, 5, 7, 3, 2, 0). As argued in the previous section, this contradicts the known conditions
of Conjecture 2.4. Therefore each vertex must have degree at least six, so no homology
five-ball with h-vector (1, 4, 5, 7, 3, 2, 0) exists.
Using this approach, we next describe an infinite collection of h-vectors that satisfy all of
the conditions of Conjecture 2.4 but such that the existence of a homology ball with one of
these h-vectors would contradict the known fact that g2 ≤ g<1>1 for a sphere. This shows
that the conditions of Conjecture 2.4 are not sufficient in dimensions five and higher.
Theorem 2.13. If x, y are integers with x > 4 and 1 < y < x then(
1, x,
(
x
2
)
,
(
x+ 1
3
)
− 2,
(
x+ 1
3
)
− 2, . . . ,(
x+ 1
3
)
− 2,
(
x
2
)
−
((
y
2
)
+ 1
)
, x− y, 0
)
(2.4)
satisfies the conditions in Conjecture 2.4 but is not the h-vector of a homology ball.
Proof. We first show that the vector (2.4) satisfies all of the conditions in Conjecture 2.4.
The case k = 0 (the boundary sphere condition) requires that(
1, y,
(
y
2
)
+ 1
)
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is anM -vector, which follows since
(
y
2
)
<
(
y+1
2
)
.
For the case k = 1 (the condition that comes from taking a cone)(
1, x,
(
x
2
)
− x+ y,
(
x+ 1
3
)
−
(
x
2
)
+
(
y
2
)
− 1
)
must be an M -vector. To see this, first note that
(
x
2
) − x + y = (x
2
) − (x−1
1
)
+ y − 1 =(
x−1
2
)
+
(
y−1
1
)
. Therefore the corresponding second pseudopower is
((
x
2
)− x+ y)<2> =(
x
3
)
+
(
y
2
)
=
(
x
3
)
+
(
x
2
) − (x
2
)
+
(
y
2
)
=
(
x+1
3
) − (x
2
)
+
(
y
2
)
. Combining this with the fact that
x > y shows that the desired vector is anM -vector.
For the case k = 2(
1, x,
(
x
2
)
,
(
x+ 1
3
)
− 2− x+ y,
(
x+ 1
3
)
−
(
x
2
)
+
(
y
2
)
− 1
)
must be an M -vector. Since x > y, the step from the second to third entry satisfies
Macaulay’s condition. Note that since x > y > 1 and x > 4,
(
x
2
) − (y
2
)
= 1
2
(x(x − 1) −
y(y − 1)) > 1
2
(x(x − 1) − y(x − 1)) > x − y. Therefore, the step from the third to fourth
entry is non-increasing. All of the remaining checks of Macaulay’s conditions and non-
negativity needed to show that the desired vector is anM -vector are straightforward.
All of the higher k values result in vectors of one of the forms
(
1, x,
(
x
2
)
,
(
x+ 1
3
)
− 2, . . . ,(
x+ 1
3
)
− 2,
(
x+ 1
3
)
− 2− x+ y,
(
x+ 1
3
)
−
(
x
2
)
+
(
y
2
)
− 1
)
,(
1, x,
(
x
2
)
,
(
x+ 1
3
)
− 2, . . . ,(
x+ 1
3
)
− 2,
(
x+ 1
3
)
− 2− x+ y,
(
x
2
)
−
(
y
2
)
− 1
)
,(
1, x,
(
x
2
)
,
(
x+ 1
3
)
− 2, . . . ,
(
x+ 1
3
)
− 2,
(
x
2
)
− x−
((
y
2
)
− y
)
− 1
)
,
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or the original h-vector itself. Using the same arguments as in the previous cases, these
are also allM -vectors.
Assume that there exists a homology (d− 1)-ball ∆ with h-vector given by (2.4). We will
show that this results in a contradiction. Calculating the f -vector of ∆ yields
f0 = d+ x,
(
d+ x
2
)
− f1 = x,
(
d+ x
3
)
− f2 = x
2
2
+
(
2d− 3
2
)
x+ 2.
Note that
(
d+x
i+1
)− fi counts the number of non-i-faces of ∆.
We claim that every vertex of∆ has degree at least d. To see this, first note that any vertex
of degree less than d− 1would not be contained in any facet of our complex. If there was
a vertex of degree d−1 this vertex would be contained in exactly one facet. Removing this
facet from our homology ball would decrease h1 by one, leaving us with a homology ball
whose boundary homology sphere would have g-vector (1, y−1, (y
2
)
+1, . . .), contradicting
the fact that for a sphere (g0, g1, g2) is anM -vector.
Let G be the graph of non-edges of ∆. The vertex set of G is [d + x], the same as the
vertex set of ∆, and {a, b} is an edge of G if and only if {a, b} /∈ ∆. By the above claim the
maximum degree of any vertex in G is x− 1.
For each edge {a, b} of G and each vertex c /∈ {a, b} the triangle {a, b, c} is a non-triangle
of ∆. If G has no vertex of degree at least two, then for each combination of a non-edge
and a vertex not in that edge there is a distinct non-triangle. This results in a total of at
least x(x+ d− 2) non-triangles, far more than the x2
2
+
(
2d−3
2
)
x+2 allowed non-triangles.
We can therefore assume that G has a vertex v of degree k where 2 ≤ k < x.
Label the edges of G by e1, e2, . . . , ex where v is contained in ei for 1 ≤ i ≤ k. Let Gi,
1 ≤ i ≤ x, be the graph on the vertex set [x + d] with edges {ej}ij=1. Let Ai := {{a, b, c} ⊂
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[x + d] : a, b, c distinct and Gi contains at least one of the edges {a, b}, {b, c}, {a, c}}. Then
|Ax| is less than or equal to the number of non-triangles in ∆.
We now compare the sets Ai−1 and Ai for i = 1, . . . , x. First note that Ai−1 ⊆ Ai. When
moving from Ai−1 to Ai the new elements are those containing the two endpoints of ei
and one other vertex which is not adjacent in Gi−1 to either endpoint of ei. For i ≤ k this
implies |Ai\Ai−1| = x + d − 1 − i. For i ≥ k + 1 the graph Gi−1 has i − (k + 1) edges that
do not contain v. Therefore there are at least (x+ d− 3− (i− (k + 1)) vertices that are not
in ei and are not adjacent in Gi−1 to either endpoint of ei. Thus Ai\Ai−1 contains at least
(x+ d− 3− (i− (k + 1)) elements. In total, |Ax| is bounded below by
(x+ d− 2) + (x+ d− 3) + · · ·+ (x+ d− 1− k) + (x+ d− 3) + · · ·
+ (x+ d− 3− (x− (k + 1))
=
(
(x+ d− 2) + (x+ d− 3) + · · ·+ (d− 1)
)
+ (k − 1)(x− k)
=
x2
2
+
2d− 3
2
· x+ (k − 1)(x− k).
Since x > 4 and k > 1, (k − 1)(x− k) ≥ 3. Therefore |Ax| >
(
d+x
3
)− f2 which means there
is at least one too many non-triangles and no homology ball with this h-vector exists.
Corollary 2.14. The conditions of Conjecture 2.4 are not sufficient to characterize homology balls
in dimensions five and higher. In particular, Conjecture 2.7 is false in all dimensions greater than
four.
2.4 Construction Methods
In this section we present a method for constructing balls with a large variety of different
h-vectors. The main theorem of the section is the following. (We address the case where
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the dimension d − 1 is even first; the small alterations needed in the case where d − 1 is
odd are discussed in Theorem 2.18 at the end of the section.)
Theorem 2.15. Let d− 1 be even and let (1, h1, h2, . . . , hd−1, 0) satisfy the following conditions:
• (1, h1 − 1, h2 − h1, . . . , h(d−3)/2 − h(d−5)/2,max{h(d−1)/2 − h(d−3)/2, 0}) is an M-vector.
• (1, h1 − hd−1, h2 − hd−2, . . . , h(d−1)/2 − h(d+1)/2) is an M-vector.
• h(d+1)/2 ≥ h(d+3)/2 ≥ · · · ≥ hd−1.
Then there is a triangulated (d− 1)-ball with h-vector (1, h1, h2, . . . , hd−1, 0).
Theorem 2.15 does not obtain all possible h-vectors of balls. In [17, Theorem 2], Lee
and Schmidt show that h-vectors with h1 ≥ h2 ≥ . . . ≥ hd−1 ≥ hd = 0 are the h-
vectors of triangulated balls. However, in dimensions five and higher, taking hi > hi−1
for 2 ≤ i ≤ (d/2 − 1) violates the conditions of Theorem 2.15 (or Theorem 2.18 for d − 1
odd). Additionally, the construction of Billera and Lee in [4, Section 6] can be used to
create balls with h-vector equal to any M -vector whose second half is all zeros, many of
which cannot be obtained using our construction.
In the proof of Theorem 2.15 we divide a sphere into two complementary balls that inter-
sect only along their common boundary. The following lemma describes the relationship
between the h-vectors of the two balls and the original sphere in this situation.
Lemma 2.16. Let ∆ be a (d − 1)-dimensional triangulated sphere and B ⊂ ∆ be a (d − 1)-
dimensional triangulated ball. Let C := (∆\B) ∪ (∂B) be the complementary (d − 1)-ball to B
in ∆. Then hi(C) = hi(∆)− hd−i(B).
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Proof. Since B and C intersect only along ∂B and B ∪ C = ∆
fi(B) + fi(C) = fi(∆) + fi(∂B).
A straightforward calculation shows
hi(B) + hi(C) = hi(∆) + (hi(∂B)− hi−1(∂B)) = hi(∆) + gi(∂B), (2.5)
where we take g0(∂B) = h0(∂B) = 1. From Theorem 2.3, gi(∂B) = hi(B) − hd−i(B).
Substituting this into equation (2.5) and simplifying yields hi(C) = hi(∆) − hd−i(B), as
desired.
Since the proof of Theorem 2.15 relies heavily on the ideas in the Billera-Lee construction
[4, Section 6] and Kalai’s paper [13] we review some of those concepts and notation here.
Let d > 0 be an odd integer. Define Fd(n), a collection of (d+1)-subsets of [n], by F ∈ Fd(n)
if and only if F = ∪(d+1)/2j=1 {ij, ij + 1}where i1, . . . , i(d+1)/2 are elements of [n− 1] such that
ij+1 > ij + 1 for every j. Let J be any initial segment in Fd(n) with respect to the partial
order <p. Kalai showed that B(J), the simplicial complex with facets the elements of J ,
is a shellable ball. A shelling order is given by any linear order of the facets consistent
with <p and the size of the restriction face of a facet F is given by the number of pairs of
vertices of F not in their leftmost possible position, |r(F )| = |{j : ij 6= 2j − 1}|.
LetFb,c be the set of all monomials in the variables Y1, Y2, . . . , Yb of degree at most c. Define
a bijection α : Fd(n) → Fn−d−1,(d+1)/2 by α(F ) =
∏(d+1)/2
j=1 Yej , where ej = ij − 2j + 1 is the
amount that the jth pair of F is displaced from its leftmost possible position and we take
Y0 = 1. This bijection is order preserving between the partial orders<p onmonomials and
subsets of [n]. Therefore, given an initial segment I of monomials in Fb,c using the partial
order <p, the corresponding facets (under the map α−1) form a shellable ball B(α−1(I))
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with |r(F )| equal to the degree of α(F ) for all facets F . For ease of notation, when I is an
initial segment of monomials in the <p order we write B(α−1(I)) as B(I).
In this way, any rev-lex initial segment of monomials I gives rise to a shellable ball B(I).
So given anM -vector, the image under α−1 of the corresponding compressed order ideal
of monomials is the set of facets of a shellable ball with h-vector equal to the original
M -vector (this is what was done in the Billera and Lee paper).
In the case where d is even, the construction is altered by adding an additional vertex {0}
to each facet.
Proof of Theorem 2.15. Define
(1, g1, g2, . . . , g(d−3)/2, g(d−1)/2) :=
(1, h1 − 1, h2 − h1, . . . , h(d−3)/2 − h(d−5)/2,max{h(d−1)/2 − h(d−3)/2, 0}).
First consider the case h(d−1)/2 − h(d−3)/2 ≥ 0. Since (1, g1, g2, . . . , g(d−1)/2, 0, 0, . . .) is anM -
vector, there is a compressed order ideal I with this vector as its degree sequence. We
know I ⊆ Fg1,(d−1)/2 ⊆ Fg1,(d+1)/2, so using the Billera-Lee method we construct the d-ball
B(I) with h-vector (1, g1, g2, . . . , g(d−1)/2, 0, 0, . . . , 0). Note that each facet of B(I) contains
the elements 1 and 2. The boundary ofB(I) is a (d−1)-sphere. Theorem 2.3, the definition
of the gi, and the Dehn-Sommerville equations combine to give
h(∂B(I)) = (1, h1, h2, . . . , h(d−1)/2, h(d−1)/2, . . . , h2, h1, 1).
Define
(1, G1, . . . , G(d−1)/2) := (1, h1 − hd−1, . . . , h(d−1)/2 − h(d+1)/2).
We now construct a (d−1)-ball B such that B is contained in the sphere ∂B(I) and h(B) =
(1, G1, G2, . . . , G(d−1)/2), 0, 0, . . . , 0). Using Lemma 2.16 we have that the complementary
ball ∂B(I)\(B\∂B) is the desired (d− 1)-ball.
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The (d− 1)-ball B uses the same correspondence α between facets and monomials except
that the vertex names are shifted by one. Given a monomial m =
∏(d−1)/2
j=1 Yej we define
the potential corresponding facet of B by (α′)−1(m) := {1} ∪
(
∪(d−1)/2j=1 {ij, ij + 1}
)
where
ij = ej + 2j (instead of ij = ej + 2j − 1, as is the case for the correspondence α−1).
Next we characterize the facets of ∂B(I) that will be used in the construction of B. A
set of d vertices is a facet of ∂B(I) if and only if it is in exactly one facet of B(I). Note
that the only possible facet of B(I) that can contain the face (α′)−1(
∏(d−1)/2
j=1 Yej) is α
−1(Y0 ·∏(d−1)/2
j=1 Ye′j) where e
′
j = max{ej − 1, 0}. It follows that (α′)−1(
∏(d−1)/2
j=1 Yej) is a facet of
∂B(I) if and only if
∏(d−1)/2
j=1 Ye′j ∈ I . Additionally, since all of the facets of B(I) contain
the element 1, the face F\{1} is in ∂B(I) for all facets F of B(I).
We now build the ball B. For each k we will select a setMk of degree k monomials such
that |Mk| = Gk. We will show that ∪(d−1)/2i=0 Mi is an initial segment in the partial order<p.
Then the facets of B will be the faces (α′)−1(m) form ∈ ∪(d−1)/2i=0 Mi.
By the above discussion, since 1 ∈ I we know that (α′)−1(1) is a facet of ∂B(I). We
therefore setM0 = {1}.
Assume that for some k > 0we have already chosenMi for i ≤ k with |Mi| = Gi. Define
the set Sk+1 to be {Y1 · m : m ∈ Mk} (call these type one elements) as well as all of the
monomials
∏k+1
i=1 Yei such that all of the ei > 1 and
∏k+1
i=1 Yei−1 ∈ I (these are called type
two elements). There are Gk elements of the first type and gk+1 elements of the second
type giving a total of
Gk + gk+1 = (hk − hd−k) + (hk+1 − hk) = hk+1 − hd−k ≥ hk+1 − hd−(k+1) = Gk+1
elements in Sk+1.
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Select the first Gk+1 elements of Sk+1 in the rev-lex order to be the monomials in Mk+1.
We complete the proof of the case h(d−1)/2 − h(d−3)/2 ≥ 0with the following proposition.
Proposition 2.17. For h(d−1)/2 − h(d−3)/2 ≥ 0, ∪(d−1)/2i=0 Mi is an initial segment in the order <p.
We prove Proposition 2.17 inductively; given that the monomials in ∪ki=0Mi are an initial
segment in <p we show that the monomials in ∪k+1i=0Mi still form an initial segment. The
base case k = 0 follows sinceM0 = {1} is an initial segment in <p. We divide the proof
of the inductive step into five claims.
Claim 1. Let τ be a type two element in Mk. Then {m ∈ Mk : m ≤rl τ} is a rev-lex initial
segment in degree k.
Proof of Claim 1. Letm be a degree kmonomial such thatm <rl τ . Letm′ be the monomial
m with all of the Y1’s changed to Y2’s (if m does not contain Y1 then m′ = m). Both m
and τ are degree k monomials and τ contains no Y1’s which implies m′ ≤rl τ . Since I
is a compressed order ideal the type two elements of Sk form a compressed order ideal
in the variables Y2, Y3, . . .. Therefore m′ must be a type two element of Sk and m′ ∈ Mk.
However, m <p m′ which by the inductive assumption implies m ∈ Mk, proving the
desired claim.
Claim 2. Let i ≤ k. If there exists a type two element τ ∈ Si such that τ /∈ Mi then Mi is a
rev-lex initial segment in degree i.
Proof of Claim 2. Our proof is by induction on i. The result is trivial in the base case i = 1
where all initial segments in the order <p are also rev-lex initial segments.
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Assume the claim holds for i = l − 1 ≥ 1. Let M be the rev-lex largest element of Ml.
IfM is a type two element then we are done by Claim 1, so assume thatM is a type one
element. Letm be a degree l monomial such thatm <rl M . We must show thatm ∈Ml.
Ifm does not contain the variable Y1, then the fact thatm <rl τ means thatm is a type two
element of Sl. Then the fact thatm <rl M forcesm ∈Ml.
If m contains Y1 then m/Y1 <rl M/Y1 ≤rl τ/Yj where Yj is the smallest (positive) index
such that Yj is in τ . We also know that M/Y1 ∈ Ml−1 and τ/Yj is a type two element in
Sl−1. If τ/Yj ∈ Ml−1 then by Claim 1 we have m/Y1 ∈ Ml−1. This means m is a type one
element of Sl which forcesm ∈Ml. If τ/Yj 6∈ Ml−1 then by the inductive hypothesis and
the fact that M/Y1 ∈ Ml−1 we have m/Y1 ∈ Ml−1 which forces m ∈ Ml, completing the
proof of the claim.
Claim 3. Let ρ be a type two element inMk+1. Then {m ∈ Mk+1 : m ≤rl ρ} is a rev-lex initial
segment in degree k + 1.
Proof of Claim 3. Our proof of Claim 3 is in two cases. First consider the case where there
exists a type two element τ ∈ Sk such that τ /∈ Mk. By Claim 2 the set Mk is a rev-lex
initial segment in degree k. Let N be the rev-lex smallest degree k + 1 monomial not in
Mk+1. It is sufficient to show ρ <rl N .
If N is not one of the first Gk+1 monomials of degree k + 1 in the rev-lex order then all
of the elements ofMk+1 are rev-lex less than N , proving the desired claim. We therefore
assume that N is one of the first Gk+1 monomials of degree k + 1 in the rev-lex order. If
N contains the variable Y1 then sinceMk is a rev-lex initial segment and the Gi form an
M -vector we knowN/Y1 ∈Mk. This meansN is a type one element in Sk+1 and therefore
N ∈ Mk+1, contradicting our definition of N . Thus N does not contain the variable Y1.
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Since the type two elements of Mk+1 are a rev-lex initial segment in Y2, Y3, . . . all of the
type two elements ofMk+1 are rev-lex less than N , proving the desired claim for the first
case.
Now consider the case where all of the type two elements of Sk are in Mk. Let n be
a degree k + 1 monomial with n <rl ρ. We need to show that n ∈ Mk+1. If n does
not contain Y1 then the result follows from the initial segment property of the type two
elements of Sk+1. If n contains Y1, then consider n/Y1 ≤rl ρ/Yj where Yj is the smallest
variable in ρ. Since the gk form anM -vector and all of the type two elements of degree k
are inMk we know ρ/Yj is a type two element inMk. Claim 1 then shows that n/Y1 is in
Mk which forces n ∈ Sk+1 and n ∈Mk+1. This completes the proof of Claim 3.
Claim 4. Mk+1 is an initial segment of degree k + 1 monomials in the partial order <p.
Proof of Claim 4. To prove Claim 4 we take any monomial m ∈ Mk+1 and any degree
k + 1 monomial m′ with m′ <p m and show that m′ ∈ Mk+1. Claim 3 implies thatMk+1
consists of a rev-lex initial segment of degree k + 1 monomials along with a (possibly
empty) collection of additional type onemonomials added in rev-lex order. Since any rev-
lex initial segment is also an initial segment in the partial order, we need only consider
the case where m is one of the type one monomials that is not part of the rev-lex initial
segment inMk+1. Because m is a type one element m contains the variable Y1. The fact
that m′ <p m forces m′ to contain Y1. Then m′/Y1 <p m/Y1 and m/Y1 ∈ Mk which
combined with the inductive hypothesis implies m′/Y1 ∈ Mk. This means m′ is a type
one element of Sk+1. Sincem′ <rl m we knowm′ ∈Mk+1, proving Claim 4.
Claim 5. Letm ∈Mk+1 and letm′ be a monomial of degree less than or equal to k withm′ <p m.
Thenm′ ∈ ∪ki=0Mi.
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Proof of Claim 5. Let Yj be the smallest variable inm, so thatm′ <p m/Yj . By the inductive
hypothesis it is sufficient to showm/Yj ∈Mk.
Ifm is a type one element Yj = Y1 and the claim follows from the definition of a type one
element. Ifm is a type two element we consider two cases. For the case where there exists
a type two element τ ∈ Sk such that τ /∈ Mk the result follows from Claim 2 and Claim
3 along with the fact that the Gi form an M -vector. In the case where all of the type two
elements of Sk are inMk the result was already shown in the proof of Claim 3.
Combining Claim 4 and Claim 5 we have that the monomials in ∪k+1i=0Mi form an initial
segment in the order <p. This completes the inductive step, finishing the proof of Propo-
sition 2.17.
We now address the case where h(d−1)/2 − h(d−3)/2 < 0. In this case g(d−1)/2 = 0 which
implies
h(∂B(I)) = (1, h1, h2, . . . , h(d−3)/2, h(d−3)/2, h(d−3)/2, h(d−3)/2, . . . , h2, h1, 1).
Therefore, we alter our definition of the Gi,
(1, G1, . . . , G(d−3)/2, G(d−1)/2, G(d+1)/2) :=
(1, h1 − hd−1, . . . , h(d−3)/2 − h(d+3)/2, h(d−3)/2 − h(d+1)/2, h(d−3)/2 − h(d−1)/2).
We use the same argument as above to construct theMk with k < (d− 1)/2. Note that in
this case the decreasing assumption on the hi’s implies that G(d−3)/2 ≥ G(d−1)/2 ≥ G(d+1)/2.
This allows us to chooseM(d−1)/2 to be the first G(d−1)/2 type one elements of degree (d−
1)/2 in the rev-lex order. Then ∪(d−1)/2k=0 Mk is an initial segment in<p, so the corresponding
facets form a shellable ball with h-vector (1, G1, . . . , G(d−3)/2, G(d−1)/2, 0, 0, . . .).
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Let E be the first G(d+1)/2 monomials inM(d−1)/2 using the rev-lex order and let m ∈ E.
The degree of m is (d − 1)/2 meaning that all pairs of vertices in (α′)−1(m) are shifted to
the right and 2 6∈ (α′)−1(m). However, 2 is an element of every facet of B(I) and since
m ∈ M(d−1)/2 we know (α′)−1(m) is contained in exactly one facet of B(I). Therefore
(α′)−1(m) ∪ {2} must be a facet of B(I). As argued above this implies that γ(m) :=
(α′)−1(m) ∪ {2}\{1} is in ∂B(I) for allm ∈ E.
In order to get the desired (d+1)/2 entry of our h-vector, for eachm ∈ E we add the facet
γ(m) to our complementary ball B. Though the facets in this last step do not correspond
to monomials using the map α′, because of the relationship between (α′)−1(m) and γ(m)
it is straightforward to check that adding the γ(m) to the end of the shelling in the same
order as the (α′)−1(m) still gives a shellable ball with the correct h-vector.
For the case where d−1 is odd we can prove the follwing result using the same argument
as the above proof with appropriate changes in notation and parity.
Theorem 2.18. Let d− 1 be odd and let (1, h1, h2, . . . , hd−1, 0) satisfy the following conditions:
• (1, h1 − 1, h2 − h1, . . . , hd/2−1 − hd/2−2,max{hd/2 − hd/2−1, 0}) is an M-vector.
• (1, h1 − hd−1, h2 − hd−2, . . . , hd/2−1 − hd/2+1) is an M-vector.
• hd/2 ≥ hd/2+1 ≥ · · · ≥ hd−1.
Then there is a triangulated (d− 1)-ball with h-vector (1, h1, h2, . . . , hd−1, 0).
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2.5 Shellable Ball Construction
In this section we strengthen the results of Theorems 2.15 and 2.18 by showing that in the
situations of these theorems there is actually a shellable ball with the desired h-vector. The
proof is independent of the proofs of these two previous theorems, though the overall
setup is similar and we use the same notation for the hi, gi, and J . In particular, once
again define gi to be the vector from the first condition of Theorem 2.15 or Theorem 2.18,
depending on the parity of d. When d− 1 is even we have
(1, g1, g2, . . . , g(d−3)/2, g(d−1)/2) :=
(1, h1 − 1, h2 − h1, . . . , h(d−3)/2 − h(d−5)/2,max{h(d−1)/2 − h(d−3)/2, 0}).
Define J to be the compressed order ideal of monomials that has degree sequence
(1, g1, g2, . . . , g(d−1)/2, 0, 0, . . . , 0) and let J≤j = ∪ji=0Ji. We once again use the Billea and
Lee construction to build the ball B(J) and find the desired ball as a subcomplex of the
boundary ofB(J). To show that the desired ball is shellable weworkwith the ball directly
(rather than its complement) and use a more involved inductive argument.
Theorem 2.19. Let (1, h1, h2, . . . , hd−1, 0) satisfy the conditions of Theorem 2.15 or Theorem
2.18. Then there is a shellable (d− 1)-ball with h-vector (1, h1, h2, . . . , hd−1, 0).
Proof. We describe below the case where d− 1 is even; the other case is handled similarly.
Following the Billera and Lee construction, build the d-ball B(J) that has h-vector
(1, g1, g2, . . . , g(d−1)/2, 0, 0, . . . , 0). We show that in the boundary sphere ∂B(J) there is a
shellable ball with the desired h-vector.
We split the proof into two cases depending on the sign of h(d−1)/2−h(d−3)/2. In both cases,
we start by inductively building a shellable ball C(J) in ∂B(J) that obtains the first half of
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the desired h-vector. We then add to this shelling order an additional collection of facets
of ∂B(J) to obtain the complete h-vector.
The Case h(d−1)/2 − h(d−3)/2 ≥ 0.
We begin with the case h(d−1)/2 − h(d−3)/2 ≥ 0. Our first goal is to construct a shellable
(d− 1)-ball C(J) in ∂B(J)with
h(C(J)) = (1, h1, h2, . . . , h(d−1)/2, 0, 0, . . . , 0).
Fix any rev-lex initial segment I of the monomials of J . Note that I is a compressed
order ideal. Let (c0 = 1, c1, . . . , c(d−1)/2) be the degree sequence of I . The d-ball B(I) has
h-vector (1, c1, . . . , c(d−1)/2, 0, 0, · · · , 0). Using induction on the number of monomials in I
we construct a shellable (d− 1)-ball C(I) in ∂B(I)with h-vector
h(C(I)) = (1, 1 + c1, 1 + c1 + c2, · · · ,
(d−1)/2∑
i=0
ci).
The case I = J constructs the desired ball C(J).
The Facets of C(I).
We now describe the facets of C(I). Pick any monomialm ∈ I . We can write α−1(m) as
α−1(m) = ∪(d+1)/2j=1 {ij, ij+1}.
For k ∈ {1, 2, . . . , (d+ 1)/2}, the facets of C(I) in α−1(m) are the sets in ∂B(I) ∩ α−1(m) of
the form (∪1≤j≤(d+1)/2,j 6=k{ij, ij+1}) ∪ {ik+1}. (2.6)
In other words, starting with α−1(m), if we remove the first element of any pair of vertices
and the resulting face is in ∂B(I), then the face is a facet of C(I).
Note that for any face F described in (2.6) there are exactly two monomials m,m′ such
that α−1(m) and α−1(m′) contain F . Let m <rl m′. The face F is contained in ∂B(I), and
hence in C(I), for exactly those ideals I that containm but notm′.
38
Next we describe the restriction face for each facet of C(I). We can write any facet F of
C(I) as F = ∪dj=1{pj} where 0 < p1 < p2 < · · · < pd. Let L(F ) be the left endset of F ,
L(F ) := {k : pk = k}. Note that L(F ) may be empty. The restriction face r(F ) in our
shelling order will be {pk : k = |L(F )| + 2n, n ∈ N}. Equivalently, starting after the left
endset, every second vertex of F is in r(F ).
The Shelling Order for C(I).
Finally we describe the order for the shelling of C(I). To do this we write each facet F of
C(I) as a disjoint union
F = L(F ) ∪ (∪zFi=1Ki(F )) .
Each set Ki(F ) is a non-empty contiguous set of vertices {a, a + 1, . . . , b − 1, b} such that
a− 1 and b + 1 are not in F . The Ki(F ) are chosen so that for i < j any element of Ki(F )
is less than any element ofKj(F ).
Let F and G be distinct facets of C(I).
If |L(F )| > |L(G)|we place F beforeG in our shelling order. This is equivalent to ordering
the facets by the sizes of their restriction faces in increasing order.
If |L(F )| = |L(G)|, let a and b be the smallest elements of K1(F ) and K1(G), respectively.
If a < b we place F before G in the shelling.
If a = b, our ordering depends on the parity of |K1(F )| and |K1(G)|. When |K1(F )| is odd
and |K1(G)| is even we place F before G in the shelling.
If both |K1(F )| and |K1(G)| are odd and |K1(F )| < |K1(G)|, place F before G in the
shelling. If |K1(F )| = |K1(G)| is odd, let e be the largest vertex that is in either F or
G but not both. Place the facet that contains e earlier in the shelling.
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If both |K1(F )| and |K1(G)| are even and |K1(F )| < |K1(G)|, place G before F in the
shelling. If |K1(F )| = |K1(G)| is even, then repeat the above steps on K2(F ) and K2(G)
rather than the K1’s. Continuing in this manner, since F and G are distinct there is some
i such that Ki(F ) 6= Ki(G), which results in a way to order F and G.
Proof that we have a Shelling Order of C(I).
Now we inductively show that the above facets, restriction faces, and ordering give a
shelling order for C(I). For the base case I = {1} we have B(I) = α−1(1) = {i}d+1i=1 . The
above described ordering gives a shelling {Fi}(d+1)/2i=1 where
Fi =
⋃
1≤j≤d+1,j 6=d−2i+2
{j}.
It is straightforward to check that this is a shelling order with restriction faces r(Fi) as
defined above and the desired h-vector.
We now consider the step where we add a newmonomial to our ideal I and a correspond-
ing new facet to our d-ball. Let I be the previous ideal and let I ′ = I ∪ {M} be our new
ideal. So α−1(M) is the new facet we add to get the ball B(I ′). Let s(M) be the degree of
M . Note that s(M) is the number of shifted pairs of α−1(M). Hence we write α−1(M) as a
disjoint union
α−1(M) =
(
∪d+1−2·s(M)i=1 {i}
)
∪
(
∪s(M)j=1 {ij, ij + 1}
)
(2.7)
where ij+1 > ij + 1 for every j.
We now determine the differences between the sets of facets of C(I) and C(I ′). Any facet
of C(I) is also in C(I ′) unless the addition of α−1(M) to B(I) causes the facet to no longer
be on the boundary of B(I ′). Hence the facets in C(I) but not C(I ′) are
(
∪d+1−2·s(M)i=1 {i}
)
∪ (∪1≤j≤s(M),j 6=k{ij, ij + 1}) ∪ {ik} (2.8)
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for k = 1, 2, . . . , s(M). The facets in C(I ′) but not C(I) are just the facets of C(I ′) in α−1(M).
In particular, the facets with left endset of size d+1−2 ·s(M) that are in C(I ′) but not C(I)
are (
∪d+1−2·s(M)i=1 {i}
)
∪ (∪1≤j≤s(M),j 6=k{ij, ij + 1}) ∪ {ik + 1} (2.9)
where k = 1, 2, . . . , s(M).
We show that the facets F of C(I ′) ordered as described above are a shelling order of C(I ′)
with the claimed restriction faces.
No facets F with |L(F )| > d+ 1− 2 · s(M) are added or removed by moving from C(I) to
C(I ′). Therefore, the first part of the shelling order of C(I ′) is identical to that of C(I). We
only need to check that the restriction faces are as claimed for the facets of C(I ′) with left
endset of size less than or equal to d + 1− 2 · s(M). We do this in four claims depending
on the size of L(F ) and if F ∈ C(I).
Claim 1. Let F be a facet in C(I ′)\C(I) with |L(F )| = d+1− 2 · s(M). Then r(F ) is the unique
minimal new face of F in our ordering of the facets of C(I ′).
Proof of Claim 1. To show that r(F ) is the unique minimal new face we show that it is a
new face and that for each vertex v ∈ r(F ) the face F − {v} is in some previous facet of
our shelling order.
Comparing (2.8) and (2.9), the restriction face r(F ) is equal to r(G) for some G ∈
C(I)\C(I ′). Therefore, r(F ) cannot be contained in some face H ∈ C(I ′) with |L(H)| >
d+ 1− 2 · s(M). ForH ∈ C(I ′)with |L(H)| = d+ 1− 2 · s(M), one can check exhaustively
that if H contains r(F ) then H is after F in our ordering. This exhaustive check uses the
fact that exactly one of the monomials n such that α−1(n) contains H must be rev-lex less
thanM . This completes the proof that r(F ) is a new face.
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From the inductive assumption we know that C(I) is shellable with the above described
shelling order and restriction faces. For each vertex v ∈ r(F ), the face F − {v} is either in
one of the facets of C(I ′)\C(I) that is before F in the shelling order or is equal to G− {w}
whereG is one of the facets in C(I)\C(I ′) and w ∈ r(G). These two cases are distinguished
by whether the vertex v comes after (or in) the one contiguous set in F of odd length or
before the odd contiguous set.
In the former case we immediately have that F − {v} is in some previous facet of our
shelling order. In the latter case we know that there is some facet G′ in C(I) before G in
the shelling order such thatG−{w} ⊆ G′. It is straightforward to check that the structure
of the facets of C(I)\C(I ′) forces G′ ∈ C(I ′). The fact that all of the facets of C(I ′)\C(I)
come later in our ordering than the facets of C(I)\C(I ′) shows that F − {v} is in some
previous facet of our shelling order, finishing Claim 1.
Claim 2. Let F be a facet in C(I ′)∩C(I) with |L(F )| = d+1−2 ·s(M). Then r(F ) is the unique
minimal new face of F in our ordering of the facets of C(I ′).
Proof of Claim 2. By the inductive hypothesis we know that r(F ) is a new face in the
shelling order on C(I). We need to check r(F ) is not contained in a facet of C(I ′)\C(I)
that appears before F in our ordering on C(I ′). Once again, this is done by exhausting the
possible cases, keeping in mind that all of the facets of C(I ′) are on the boundary of B(I ′).
To complete the proof of Claim 2 we must show that for each vertex v ∈ r(F ) the face
F − {v} is in some facet of C(I ′) that is before F in our ordering. Let G′ := F − {v}.
Choose the first facet G in the shelling order on C(I) such that G′ ⊆ G. By the inductive
hypothesis we know that such a G exists and that G is before F in the shellling order of
C(I). If G ∈ C(I ′)we are done, so assume G ∈ C(I)\C(I ′). Write G in the form (2.8) above.
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If G′ is obtained from G by removing {ik}, then any vertex w that we add to G′ would
either be in L(G′ ∪{w}) or an even numbered vertex after the first gap in G′ ∪{w}. Hence
w /∈ r(G′ ∪ {w}). Therefore, G′ cannot be equal to F − {v}, and this case does not occur.
If G′ is obtained from G by removing {ij + 1} for j < k or {ij} for j > k, then G′ does
not contain r(G). ThereforeG′ is contained in some facet of C(I) beforeG in our ordering,
contradicting our minimality assumption on G.
If G′ is obtained from G by removing {ij + 1} for j > k, then for every vertex w we can
show that G′ ∪ {w} is not equal to F for (at least) one of the following reasons.
1. G′ ∪ {w} is not of the form (2.6).
2. G′ ∪ {w} is contained in α−1(n) and α−1(n′) for two distinct monomials n, n′ both
rev-lex less than or equal toM , and hence is not in ∂B(I ′).
If G′ is obtained from G by removing {ij} for j < k, then for every vertex w either
1. G′ ∪ {w} is not equal to F for one of the two reasons above,
2. G′ ∪ {w} is not equal to F because G′ ∪ {w} is in C(I ′)\C(I), or
3. there is a facet H ∈ C(I ′)\C(I) such that G′ ⊆ H and H is before G′ ∪ {w} in our
ordering.
This completes Claim 2.
Now we consider the latter part of our shelling consisting of faces F such that |L(F )| <
d+1− 2 · s(M). For every face F in C(I)\C(I ′), |L(F )| = d+1− 2 · s(M). Thus no faces are
removed in the later part of the shelling. For each even k such that 0 ≤ k < d+1−2 ·s(M)
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there is one face Fk in C(I ′)\C(I) with |L(Fk)| = k. Using the notation of (2.7) for α−1(M)
this new face is given by
Fk =
(
∪d+1−2·s(M)i=1 {i}
)
\{k + 1} ∪
(
∪s(M)j=1 {ij, ij + 1}
)
.
Claim 3. Let Fk be a facet in C(I ′)\C(I) with |L(Fk)| < d + 1 − 2 · s(M). Then r(Fk) is the
unique minimal new face of Fk in our ordering of the facets of C(I ′).
Proof of Claim 3. Note that
r(Fk) =
(
∪d/2−s(M)−3/2i=k/2 {2i+ 3}
)
∪
(
∪s(M)j=1 {ij}
)
.
Fix k and let G be a facet of C(I ′) such that r(Fk) ⊆ G. If |L(G)| > k, then because I ′ is a
compressed order ideal G would already be in two facets of B(I ′) and hence would not
be in ∂B(I ′). If |L(G)| = k, then by checking all possible choices for Gwe see that Gmust
be after Fk in our ordering. If |L(G)| < k, then by the definition of our ordering G is after
Fk. Therefore, r(Fk) is a new face.
For k/2 ≤ i ≤ d/2− s(M)− 3/2, the face Fk−{2i+3} is in F2i+2, which is before Fk in our
ordering of the facets of C(I ′). Any face of Fk that does not contain ∪s(M)j=1 {ij} is contained
in one of the facets of C(I ′)\C(I) with |L(Fk)| = d + 1 − 2 · s(M). Therefore r(Fk) is the
unique minimal new face of Fk, as desired.
Claim 4. Let F be a facet in C(I ′)∩C(I) with |L(F )| < d+1−2 ·s(M). Then r(F ) is the unique
minimal new face of F in our ordering of the facets of C(I ′).
Proof of Claim 4. The fact that r(F ) is a new face is proved as in Claim 2.
Now let v ∈ r(F ) and consider the face F ′ := F − {v}. We need to show that F ′ ⊆ G for
some G ∈ C(I ′) such that G is before F in our ordering. By the inductive hypothesis we
44
know that there is an H ∈ C(I) such that F ′ ⊂ H and H is before F in our ordering. The
result is trivial if H ∈ C(I ′), so assume H ∈ C(I)\C(I ′).
If H\F ′ were an even number in L(H), then |L(F )|would be odd, contradicting the form
of the elements of C(I). If H\F ′ = {k + 1} is an odd number in L(H), then since v ∈ r(F )
and F ∈ C(I ′)we must have v = d+2− 2 · s(M). Hence the facet Fk ∈ C(I ′)\C(I) contains
F ′. Also, Fk comes before F in our ordering on C(I ′) because of the parity of each facet’s
leftmost contiguous set (that is not the left endset).
WhenH\F ′ is not in L(H) there exists a faceH ′ ∈ C(I ′)\C(I)with |L(H ′)| = d+1−2·s(M)
such that F ′ ⊂ H ′. The first contiguous set where F and H ′ disagree starts at the same
vertex but has even length for F and odd length for H ′. Therefore H ′ is before F in the
ordering of C(I ′), completing Claim 4.
We have now shown that C(I ′) is shellable with the claimed order and restriction faces.
Using this shelling, it is straightforward to check inductively that C(I ′) has the desired
h-vector.
Construction of the Second Half of the Shelling Order.
Next we add additional facets to our shelling of C(J) to complete the second half of the
desired h-vector.
Given a facet α−1(m) ofB(J), the codimension-one faces obtained by removing {k}where
k is even and 1 < k ≤ d + 1 − 2 · s(m) are facets of ∂B(J). These are the facets we add
during the second half of the shelling. For a fixed k, call the collection of all such facets
A′k. For each facet F ∈ A′k used in the second half of our shelling
r(F ) =
(∪k−1i=1 {i}) ∪ (∪(d−1)/2−s(m)i=k/2 {2i+ 1}) ∪ (∪s(m)j=1 {ij}) .
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For any fixed facet α−1(M) of B(J) we do not necessarily add every face of the form
A′k ∩ α−1(M) = α−1(M)\{k} to our shelling. However, if we choose not to add some face
A′k ∩ α−1(M) to our shelling, then any other face A′l ∩ α−1(M) with l > k also cannot be
added to the shelling. Also, forM ′ ∈ J rev-lex beforeM we do not allow the addition of
any face A′l ∩ α−1(M ′) such that l ≥ k.
For each facet F we are adding to the second half of our shelling there is a unique mono-
mial m ∈ J such that F ∈ α−1(m). We order our facets by the rev-lex order on the
corresponding monomials in J with the facets corresponding to the rev-lex larger mono-
mials coming earlier in our ordering. We order facets that have the same corresponding
monomials by increasing size of their restriction faces. Equivalently, for k > l the element
of A′l in α
−1(m) comes before the element of A′k. We show that under these conditions we
get a shelling order than extends the shelling of C(J).
Proof that the Extended Ordering is a Shelling Order.
Let F ⊂ α−1(M) be a face added in the second half of the shelling. We first show that r(F )
is a new face.
The only faces of the form (2.6) that can contain r(F ) are contained in α−1(n) and α−1(n′)
for distinct monomials n, n′ both rev-lex beforeM and hence are not in ∂B(I). Therefore
r(F ) is not contained in any facet from the first half of the shelling. Also note that the only
facets of B(J) that contain r(F ) are equal to α−1(m′) for a monomialm′ that is rev-lex less
than or equal to M . The facets of the form α−1(M) ∩ A′k with a smaller restriction face
than that of F do not contain r(F ). Therefore, no facet in the second half of the shelling
but before F in our ordering contains r(F ). Thus r(F ) is a new face.
Now let v ∈ r(F ). We show that F ′ := F − {v} is contained in some facet before F in our
shelling.
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If v < k and v is even, then the face F ′ ∪ {k} is a codimension-one face of α−1(M) and
is in our shelling by the conditions on restriction face size. This face gives the desired
codimension-one intersection.
If v < k and v is odd we have two cases.
1. The facet F ′ ∪ {k} is a facet in our shelling, proving the desired result.
2. If F ′∪{k} is not in C(J), then F ′∪{k}∪{w1} is a facet ofB(J)wherew1 is the smallest
number that is greater than d+1−2 ·s(M) and not in F . Therefore the face F ′∪{w1}
is in B(J). If F ′ ∪ {w1} is in C(J) then we are done. If not we let w2 be the smallest
number greater than w1 that is not in F . We must have F ′ ∪ {w1} ∪ {w2} in B(J). If
F ′ ∪ {w2} is in C(J) we are done. If not we repeat the above process, replacing w1
with a new w3 and so on, until we reach a facet that is in C(J) and contains F ′.
If v ∈ r(F ) and v > k we have two cases.
1. The facet F ′ ∪ {k} is a facet in our shelling, and we are done with this step.
2. If F ′ ∪ {k} is not in C(J), then the face F ′ ∪ {k} ∪ {w} must be in B(J) where w is
the smallest number that is greater than v and is not in F . The facet F ′ ∪ {k} ∪ {w}
is after α−1(M) in the shelling order on B(J) induced by the rev-lex ordering on J .
Hence, by our conditions on which facets must be added to the second half of our
shelling, F ′ ∪ {w} must be a facet in the second half of the shelling and before F in
our ordering, completing the desired claim in this case.
Proof that All of the Desired h-vectors are Obtained.
Finally we show that we get all of the claimed h-vectors using this construction. Let A′k be
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as above. For each face F ∈ A′k we know F ∪ {k} is an element of B(J) and corresponds
to a monomial in J . Order the elements of A′k by the rev-lex order on these corresponding
monomials with the rev-lex largest monomials first. Let Ak be the first h(d+k−1)/2 elements
of A′k using this ordering. Let Mk be the rev-lex smallest monomial such that α
−1(Mk)
contains an element of Ak.
For every even k ≥ 2wemust show thatMk+2 ≥rl Mk. Note that for anymonomialm ∈ J ,
the face α−1(m) contains an element of A′k if and only if m ∈ J≤(d−k+1)/2. Therefore, if J
does not contain any monomials of degree (d− k+1)/2 that are rev-lex larger thanMk+2,
then since h(d+k−1)/2 ≥ h(d+(k+2)−1)/2 we know thatMk ≤rl Mk+2.
If J contains a monomial of degree (d − k + 1)/2 that is rev-lex larger than Mk+2, then
J must contain all of the monomials of degree less than or equal to (d − k + 1)/2 that
are rev-lex less than Mk+2. Since each difference h(d−l+1)/2 − h(d+l−1)/2 counts how many
elements of each A′l are not selected for Al, it is sufficient to show that there are at least
h(d−k+1)/2 − h(d+k−1)/2 monomials in J≤(d−k+1)/2 that are rev-lex less thanMk+2.
Since the differences h(d−l+1)/2 − h(d+l−1)/2 form anM -vector we know that
(
h(d−(k+2)+1)/2 − h(d+(k+2)−1)/2
)<(d−(k+2)+1)/2> ≥ h(d−k+1)/2 − h(d+k−1)/2.
From the definition of Mk+2 the number of monomials in J≤(d−(k+2)+1)/2 that are rev-
lex less than Mk+2 is the number of elements of A′k+2\Ak+2, namely h(d−(k+2)+1)/2 −
h(d+(k+2)−1)/2. Therefore, the desired result follows from showing that the ((d − (k + 2) +
1)/2)th pseudopower of the number of monomials in J≤(d−(k+2)+1)/2 that are rev-lex less
than Mk+2 is equal to the number of monomials in J≤(d−k+1)/2 that are rev-lex less than
Mk+2. This is a consequence of Claim 5.
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Claim 5. Fix q > 0 and let M be a monomial of degree less than or equal to q − 1. Let I be the
compressed order ideal of all monomials of degree less than or equal to q that are rev-lex less than
M . Let (1, n1, n2, . . . , nq) be the degree sequence of I . Then(
q−1∑
i=0
ni
)<q−1>
=
q∑
i=0
ni.
Proof of Claim 5. We construct the compressed order ideal I ′ with degree sequence (1, 1 +
n1, 1+n1+n2, . . . ,
∑q
i=0 ni) and show that no additional degree qmonomials can be added
to this order ideal, which proves the claim.
Let m =
∏a
j=1Xij be a monomial in I , where a is the degree of m. Then for 1 ≤ l ≤ q − a
letml = X l1
∏a
j=1Xij+1. Define I
′ to be the union of all of theml form ∈ I . Then I ′ has the
desired degree sequence, and it is straightforward to check that I ′ is a compressed order
ideal.
Let A be the degree of M . Since I contains all monomials of degree less than or equal to
q that are rev-lex less than M , Mq−A is the rev-lex smallest monomial of degree q that is
not in I ′. SinceM has degree less than q, the monomialMq−A contains a non-zero power
of X1. If we could add Mq−A to I ′ and still have an order ideal, then Mq−A/X1 would be
in I ′, which would imply thatMq−A ∈ I ′. ThereforeMq−A cannot be added to I ′, proving
the claim.
The Case h(d−1)/2 − h(d−3)/2 < 0.
We now consider the case where h(d−1)/2 − h(d−3)/2 < 0. In this case g(d−1)/2 = 0, hence
h(∂B(I)) = (1, h1, h2, . . . , h(d−5)/2, h(d−3)/2, h(d−3)/2, h(d−3)/2, h(d−3)/2, h(d−5)/2, . . . , h2, h1, 1).
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Let J be the compressed order ideal with degree sequence (1, g1, g2, . . . , g(d−3)/2). Using
the same argument as for the previous case we build a shellable (d − 1)-ball C(J) with
h-vector (1, h1, h2, . . . , h(d−3)/2, 0, . . . , 0).
To obtain a ball with the desired h-vector we make a slight alteration to the second half of
the shelling described in the previous case. Note that for each monomial m ∈ J the face
α−1(m)\{1} is in ∂B(J). Call the collection of all such facets A′1. Order the elements of A′1
by the rev-lex order on the corresponding monomials of J with the facets corresponding
to the rev-lex largest monomials first. Note that
|A′1| = 1 + g1 + g2 + · · ·+ g(d−3)/2 = h(d−3)/2 > h(d−1)/2.
We therefore define A1 to be the first h(d−1)/2 elements of A′1. For k > 1 define the Ak as in
the previous case.
For any facet F ∈ A1 and corresponding monomial M ∈ J such that F = α−1(M)\{1}
define
r(F ) =
(
∪(d−1)/2−s(M)i=1 {2i+ 1}
)
∪
(
∪s(M)j=1 {ij}
)
.
Then arguing as above, adding the faces in each of the Ai to the the ball C(J) results in a
shellable ball with the desired h-vector.
2.6 Consequences of the Construction
As noted in the previous section, the conditions of Theorems 2.15 and 2.18 are not in
general necessary for the existence of a ball with a given h-vector. However, in dimen-
sions three and four it is straightforward to check that the conditions of Conjecture 2.4
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imply the conditions of Theorem 2.18 and Theorem 2.15, respectively. Since we have al-
ready shown the necessity of the conditions of Conjecture 2.4 in dimensions three and
four, these conditions give a complete characterization of the h-vectors of triangulated
three- and four-balls. As mentioned previously, this result was first obtained by Lee and
Schmidt in [17].
Starting in dimension five we know that the conditions of Conjecture 2.4 are no longer
sufficient and we also know that the conditions of Theorems 2.15 and 2.18 are no longer
necessary. In particular, our construction cannot create any five-balls with h2 < h1, even
though many such balls exist. Given any five-ball we can attach to it a single five-simplex
by gluing along a single codimension-one face of the boundary of each ball. This process
adds one new vertex to the original ball. As described in Section 2.3.2, this increases
the h1-value of the original ball by one without changing any of the other entries of the
h-vector. Repeating this process we can create many different balls with h2 < h1.
While there exist balls with h2 < h1 that do not arise from adding vertices to other balls as
described above, we have so far been unable to find any five-ball whose h-vector cannot
be realized by adding vertices to a ball constructed using Theorem 2.18. In fact, using
the methods of Section 2.3 it can be shown that many of the ‘small’ h-vectors that cannot
be obtained by adding vertices to balls constructed using Theorem 2.18 cannot be the
h-vectors of five-balls. We therefore make the following conjecture.
Conjecture 2.20. A vector h = (1, h1, h2, h3, h4, h5, 0) is the h-vector of a five-ball if any only if
there exists some integerm > 0 such that h = (1, h1−m,h2, h3, h4, h5, 0) satisfies the conditions
of Theorem 2.18.
If any two balls satisfying the condition in Conjecture 2.20 are joined along a single
codimension-one face, the h-vector of the resulting ball still satisfies the conditions of
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the conjecture. However, it is not true that the conditions of Theorems 2.15 and 2.18 give
all of the h-vectors of balls that cannot be split along some codimension-one face (i.e. all
the balls ∆ with βn−d,n−d+1(k(∆)) = 0). As an example, combining the ball with h-vector
(1,3,6,10,6,3,0) formed from the construction of Theorem 2.18 with the shellable ball with
h-vector (1, 2, 0, 0, 0, 0, 0) by gluing along two boundary faces gives a ball with h-vector
(1,5,7,10,5,3,0) but no codimension-one face along which to split.
Beyond dimension five we know that Conjecture 2.4 does not give a description of the
h-vectors of balls but we do not have any conjecture to replace it. Determining even just
a conjectural description of the h-vectors of these higher dimensional balls remains an
interesting open problem.
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Chapter 3
f -vectors of Simplicial Posets Balls
3.1 Introduction
We now turn our attention to the case of simplicial posets and the question of character-
izing the f -vectors of simplicial cell decompositions of balls. Many of the ideas from the
case of simplicial complexes will be used again with appropriate modifications. How-
ever, in contrast to the case of triangulations, issues involving the parity of the number
of facets appear when we deal with simplicial cell decompositions. New types of argu-
ments are needed to deal with this question, both for proving necessary conditions and
constructions.
Recall from Chapter 1 that a simplicial poset P is a finite poset containing a minimal ele-
ment 0ˆ such that for every p ∈ P the closed interval [0ˆ, p] is a Boolean algebra. We denote
by Γ(P ) the regular CW-complex such that P is the face poset of Γ(P ), and we identify
the elements of P with the corresponding closed faces of Γ(P ).
We now formally develop the idea of the f - and h-vectors of a simplicial poset P , follow-
ing the same structure as for simplicial complexes. The ith face number of Γ(P ), denoted
fi(Γ(P )), is the number of i-dimensional faces of Γ(P ). Equivalently, fi(Γ(P )) is the num-
ber of elements p ∈ P such that [0ˆ, p] is a Boolean algebra of rank i + 1. In particular,
f−1(Γ(P )) = 1, corresponding to the empty face in Γ(P ) or the element 0ˆ in P . The
dimension of Γ(P ) is the largest i such that fi(Γ(P )) is non-zero. We define fi(P ), the ith
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face number of the poset P , by fi(P ) = fi(Γ(P )). If the poset P is clear from the context
we often write fi instead of fi(P ) or fi(Γ(P )).
Let d− 1 be the dimension of P . We record all of the face numbers of P in a single vector
f(P ) = (f−1, f0, f1, . . . , fd−1) called the f-vector of P . Once again, it will often be easier to
work with an equivalent encoding of the face numbers called the h-vector. The entries of
the h-vector (h0, h1, . . . , hd) are obtained from the face numbers by the relation
d∑
i=0
hix
i =
d∑
i=0
fi−1xi(1− x)d−i.
In the case where Γ(P ) is a simplicial complex, this definition of the h-vector of Γ(P )
agrees with the definition of the h-vector of a simplicial complex from the previous chap-
ter. Just like for simplicial complexes, if P is a simplicial poset of dimension d − 1 then
hd =
∑d
i=0(−1)d−ifi−1 = (−1)d−1χ˜(Γ(P )). In particular, if P is a (d − 1)-ball, then hd = 0.
In many cases we will study the differences between consecutive entries of the h-vector.
We therefore define gi := hi − hi−1, with g0 := h0 = 1.
A significant area of study is characterizing the possible h-vectors of various types of
simplicial posets. Complete characterizations are already known for Cohen-Macaulay
posets (see Section 3.2.5) and spheres (Section 3.2.6). In this chapter we investigate the
question of characterizing the h-vectors of posets P such that Γ(P ) is a ball.
We being our study in Section 3.2 by providing additional background about simplicial
posets, including Stanley’s extension of the idea of the face ring to this more general
setting. In Sections 3.3, 3.4, and 3.5 we develop additional necessary conditions on the
h-vectors of balls. Section 3.3 focuses on a version of the generalized Dehn-Sommerville
for simplicial cell decompositions of manifolds. In analogy to the case of triangulations
of balls, this allows us to transfer restrictions on the h-vectors of spheres to conditions on
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the h-vectors of balls, but these conditions are not sufficient to completely characterize
the h-vectors of balls.
In Section 3.4 we show that when h1 of the boundary sphere is zero there is a surjective
map from the face ring of the ball modulo a linear system of parameters to the face ring
of the boundary sphere modulo a related linear system of parameters. This result gives a
series of new inequalities relating the entries of the h-vectors of the ball and the boundary
sphere. We also present a recent generalization of this idea due to Murai that proves
similar inequalities in the cases where some hi of the boundary sphere is zero for i > 1.
Section 3.5 gives a number of conditions on the h-vector of a ball that force the sum of
the entries of the h-vector to be even. All of these conditions require that some entry of
h-vector of the ball is zero (besides hd, which is always zero) and that some entry of the
h-vector of the boundary sphere is also zero. The first two results in this section follow
from counting arguments involving the incidences of facets and codimension-one faces
of the ball. The other two conditions are derived by adding to our ball the cone over the
boundary the ball, resulting in a sphere of the same dimension as the original ball. We
then look at the restriction map from the face ring of this new sphere to the face ring our
original ball and use this map to transfer known conditions on the sphere to conditions
on the ball.
In Section 3.6 we use the idea of shelling orders of simplicial posets (see Section 3.2.2
and [5, Definition 4.1]) to construct simplicial cell decompositions of balls with specific
h-vectors. We present two general constructions as well as a third result that yields addi-
tional h-vectors in dimension five. We conclude the chapter in Section 3.7 by combining
all of these results to give a complete characterization of the h-vectors of simplicial cell
decompositions of balls in all even dimesions as well as dimensions three and five.
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3.2 Notation and Background
In this section we provide background on many of the ideas mentioned in the introduc-
tion, as well as some additional useful results of Masuda about simplicial poset spheres.
3.2.1 The Order Complex of a Poset
A chain in a poset P is a collection of elements p1, . . . , pn ∈ P such that p1 < p2 < · · · < pn.
Let P = P − {0ˆ}. The order complex of P , denoted ∆(P ), is the simplicial complex whose
vertices are the elements of P and whose faces are the sets of elements forming chains in
P . For a simplicial poset P , when we refer to the order complex of P we mean ∆(P ).
For a simplicial poset P , the spaces Γ(P ) and |∆(P )| are homeomorphic (in fact, ∆(P ) is
isomorphic to the barycentric subdivision of Γ(P )). Therefore, an alternative characteri-
zation of a simplicial cell decomposition of a manifold M is a simplicial poset P whose
order complex has a geometric realization homeomorphic toM .
3.2.2 Shellings of Γ(P )
The facets of any CW-complex are the maximal faces with respect to inclusion. If P is
a simplicial poset then the facets of Γ(P ) correspond to the maximal elements of P . A
CW-complex is pure if all of its facets have the same dimension.
Consider the case where P is a simplicial poset and Γ(P ) is a pure complex of dimension
d−1. A shelling of Γ(P ) is an ordering F1, F2, . . . , Ft of the (closed) facets of Γ(P ) such that
for j ≥ 2 the intersection Fj ∩ (∪j−1i=1Fi) is a non-empty union of (closed) facets of ∂Fj . This
is equivalent to the definition of a shelling of a CW-complex used by Bjo¨rner [5, Definition
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4.1] specialized to the case of Γ(P ) for a simplicial poset P . Define the restriction face of
Fk, denoted σ(Fk), to be the set of vertices v of Fk such that the facet of ∂Fk not containing
v is in ∪k−1i=1Fi. Then the entries of the h-vector of P are given by hj = |{Fk : |σ(Fk)| = j}|.
We also use σ(Fk) to refer to the face of Fk containing exactly the vertices in the set σ(Fk).
3.2.3 Cones of Posets
Given a simplicial poset P , the cone over P is the simplicial poset P × [1, 2] where [1, 2] is
the poset of two elements with 2 > 1. More specifically, the elements of P × [1, 2] are the
ordered pairs (p, i)where p ∈ P and i ∈ {1, 2} and the covering relations are:
• If p covers q in P , then (p, i) covers (q, i) in P × [1, 2] for i ∈ {1, 2}.
• For all p ∈ P , (p, 2) covers (p, 1) in P × [1, 2].
Topologically, Γ(P × [1, 2]) is the cone over Γ(P ), with (0ˆ, 2) corresponding to the cone
point. The dimension of P × [1, 2] is one greater than that of P . A straightforward
calculation shows that the h-vector of P×[1, 2] is equal to that of P augmented by hd+1 = 0.
3.2.4 The Face Ring of a Simplicial Poset
We now describe Stanley’s idea of the face ring of a simplicial poset [33]. Let k be an
infinite field. Define S := k[xp : p ∈ P ] to be the polynomial ring over k with variables
indexed by the elements of P . We define a grading on S by letting the degree of xp be
one more than the dimension of the face in Γ(P ) corresponding to p. So [0ˆ, p] is a Boolean
algebra of rank equal to the degree of xp.
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For elements p and q in P the meet of p and q, denoted p ∧ q, is the largest element that is
less than both p and q. In general, the meet of two elements of a poset need not be well-
defined. However, when P is a simplicial poset, if p and q have a common upper bound
r, then the interval [0ˆ, r] is a Boolean Algebra. In a Boolean Algebra all pairs of elements
have meets, so p ∧ q is well defined in [0ˆ, r] and hence also in P .
Define IP to be the ideal of S generated by all elements of the form xpxq−xp∧q
∑
r xr where
p, q ∈ P and the sum is over all minimal upper bounds r of p and q. In the case where p
and q have no common upper bound in P , this reduces to the element xpxq. If the meet of
p and q is 0ˆ then we set xp∧q = 1. Define the face ring of P to be AP := S/IP .
In the case where P is the face poset of a simplicial complex ∆, the face ring AP is the
same as the face ring of ∆ defined in the previous chapter. To see this, note that when
P = P (∆), any two elements of P have either no common upper bound or a unique
minimal common upper bound (known as the join and denoted p ∨ q). Identifying the
elements of P and ∆, the join of two elements of ∆ is given by taking their union, if the
union is an element of ∆. Using this one can show that for any face F = {v1, . . . , vk} ∈ ∆,
the element xv1 · · ·xvk−xF is in IP , while if {v1, . . . , vk} 6∈ ∆ then xv1 · · ·xvk ∈ IP . HenceAP
is generated by the variables corresponding to vertices and all monomials corresponding
to non-faces are part of the ideal by which we quotient to form the face ring. One can
also check that IP contains no additional relations on the variables corresponding to the
vertices.
3.2.5 Cohen-Macaulay Simplicial Posets
A simplicial poset P is Cohen-Macaulay if its order complex ∆(P ) is a Cohen-Macaulay
simplicial complex (see Section 2.1.4 for the definition of a Cohen-Macaulay simplicial
58
complex). Recall that by Theorem 2.1, all triangulations of balls and spheres are Cohen-
Macaulay simplicial complexes. From Section 3.2.1 we know that if P is a simplicial
cell decomposition of a ball or sphere then ∆(P ) is a triangulation of a ball or sphere,
respectively. Hence all simplicial poset balls and spheres are Cohen-Macaulay.
Stanley proved that a simplicial poset P is Cohen-Macaulay if and only if its face ring AP
is a Cohen-Macaulay ring [33, Corollary 3.7]. Using this result, Stanley [33, Theorem 3.10]
showed that if Q is a Cohen-Macaulay simplicial poset, then h0(Q) = 1 and hi(Q) ≥ 0
for i ≥ 1 (he also proved that these are sufficient conditions to characterize the h-vectors
of Cohen-Macaulay simplicial posets). Stanley’s book [35] is a good reference for more
information on Cohen-Macaulay rings and complexes.
Let T = T0 ⊕ T1 ⊕ · · · be a finitely generated graded algebra over the (infinite) field
k = T0. Recall from Section 2.1.4 that the Hilbert function of T is F (T, i) := dimk Ti
where i ≥ 0. Let d = dimT (Krull dimension). Then a linear system of parameters
(l.s.o.p) for T is a collection of elements θ1, . . . , θd ∈ T1 such that T is finitely generated
as a k[θ1, . . . , θd]-module. From [33, Theorem 3.10] we know that when P is a Cohen-
Macaulay simplicial poset, dimAP = dim(Γ(P )) + 1 and an l.s.o.p. for AP exists. Further,
when P is a Cohen-Macaulay simplicial poset and θ1, . . . , θd is an l.s.o.p. for AP we have
F (AP/(θ1, . . . , θd), i) = hi(P ) [33, Theorem 3.8], the same result as for Cohen-Macaulay
simplicial complexes.
3.2.6 Simplicial Poset Spheres
As mentioned in the introduction, the complete characterization of the possible h-vectors
of simplicial cell decompositions of spheres is already known. Stanley conjectured the
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result and proved sufficiency in 1991 [33, Theorem 4.3, Remark 4] and necessity was
shown by Masuda in 2005 [21, Corollary 1.2].
Theorem 3.1. Let h = (h0, h1, . . . , hd) ∈ Nd+1. Then there exists a simplicial poset P with
h(P ) = h and Γ(P ) a sphere if and only if h0 = 1, hi = hd−i for 0 ≤ i ≤ d, and either hi > 0 for
0 ≤ i ≤ d or∑di=0 hi is even.
The equations hi = hd−i are a generalized version of the Dehn-Sommerville relations
for triangulated spheres. Because of this symmetry in the h-vector, whenever d is odd,∑d
i=0 hi is always even and the final condition in Theorem 3.1 is automatically satisfied.
In the case where d is even, the parity of
∑d
i=0 hi is equal to the parity of hd/2. Note that in
contrast to the simplicial complex case, there are noM -vector conditions on the h-vectors
of simplicial poset spheres. In particular, the h-vector of a simplicial cell decomposition
of a sphere can have zero entries.
In addition to this numerical result we often need some of the stronger statements that
were used to prove the necessity of the claim. The following theorem is discussed on
pages 343-344 of the original proof of necessity due to Masuda [21] and is Theorem 2 in
the paper [23] published two years later by Miller and Reiner giving a simplified proof of
Masuda’s result.
Theorem 3.2. Let P be a simplicial poset such that Γ(P ) is a (d − 1)-sphere. If hi(P ) = 0 for
some i strictly between zero and d, then for every subset V = {v1, . . . , vd} of the vertices of Γ(P ),
the number of facets of Γ(P ) with vertex set V is even.
Since
∑d
i=0 hi(P ) is equal to the number of facets of Γ(P ), Theorem 3.1 follows from
Theorem 3.2.
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We also isolate a useful result embedded in the proof of Theorem 3.2. This proposition
relates the parity of the number of facets on a vertex set to the product of the variables in
the algebra AP corresponding to those vertices.
Proposition 3.3. Let P be a simplicial poset such that Γ(P ) is a (d − 1)-sphere and let V =
{v1, . . . , vd} be a subset of the vertices of Γ(P ). Let Θ = θ1, . . . , θd be an l.s.o.p. for AP . If
xv1 · · ·xvd is zero in AP/Θ then there are an even number of facets of Γ(P ) with vertex set V .
In the situation of this proposition, if hi(P ) = 0 for some i then dimk(AP/Θ)i = 0. There-
fore, for any set of vertices V = {v1, . . . , vd} of Γ(P ) we know that xv1 · · ·xvi = 0 in AP/Θ
and hence xv1 · · ·xvd = 0. In this way we see that Theorem 3.2 follows from Proposition
3.3.
3.3 The h-vector of the Boundary of a Simplicial Poset
The goal of this section is to relate the h-vector of a simplicial cell decomposition of a
manifold with boundary to the h-vector of the boundary complex. In the case of balls,
this will allow us to use Theorem 3.1 about the h-vectors of spheres to restrict the possible
h-vectors of balls.
Our starting point is Theorem 2.3, which gives the desired relationship for the case of
simplicial complexes whose geometric realizations are manifolds with boundary. This
theorem was originally Theorem 2.1 in a paper by I.G. Macdonald [20]. The entire first
section ofMacdonald’s paper is done in the generality of cell complexes and applies in our
case. When Macdonald proves Theorem 2.1, the only property of simplicial complexes
that he uses is the fact that for each simplex y in the complex the interval [0ˆ, y] in the
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face poset is a Boolean algebra. Since this fact is true for simplicial posets, Macdonald’s
result holds in this more general setting as well. Expressing his result in terms of h- and
g-vectors we have the following theorem.
Theorem 3.4. Let P be a (d− 1)-dimensional simplicial poset such that Γ(P ) is a manifold with
boundary. Then
hd−i(P )− hi(P ) =
(
d
i
)
(−1)d−1−iχ˜(Γ(P ))− gi(∂Γ(P ))
for all 0 ≤ i ≤ d.
In the special casewhere Γ(P ) is a (d−1)-ball this reduces to the equation hi(P )−hd−i(P ) =
gi(∂Γ(P )). In particular, for 0 ≤ j ≤ dwe have
hj(∂Γ(P )) =
j∑
i=0
(hi(P )− hd−i(P )). (3.1)
Applying this result and the Dehn-Sommerville equations, in the case where d is odd we
have
d∑
i=0
hi(P ) ≡ h(d−1)/2(∂Γ(P )) ≡
d−1∑
i=0
hi(∂Γ(P )) mod 2. (3.2)
Using this relationship we now give a first set of necessary conditions on the h-vectors of
simplicial poset balls. As discussed in Section 3.2.5, any simplicial poset P such that Γ(P )
is ball is a Cohen-Macaulay poset. Combining Stanley’s characterization of the h-vectors
of Cohen-Macaulay posets with Theorem 3.1 and Equations (3.1) and (3.2) we have the
following conditions.
Theorem 3.5. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball. Then
h0(P ) = 1, hd(P ) = 0, hi(P ) ≥ 0 for all i, and
∑j
i=0(hi(P ) − hd−i(P )) ≥ 0 for 0 ≤ j ≤
b(d − 1)/2c. Further, if d is odd and∑ji=0(hi(P ) − hd−i(P )) = 0 for some 0 ≤ j ≤ (d − 1)/2,
then
∑d
i=0 hi(P ) is even.
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Rephrasing this main ideas of this theorem, if P is a simplicial cell decomposition of a ball
then
• h0(P ) = 1 and hd(P ) = 0,
• The entries of the h-vector of P are non-negative,
• The entries of the h-vector of the boundary sphere of Γ(P ) are non-negative, and
• If Γ(P ) has even dimension and one of the entries of the h-vector of the boundary
sphere of Γ(P ) is zero, then the boundary sphere has an even number of facets.
3.4 Inequalities Relating a Ball and its Boundary
Consider a simplicial poset ball such that h1 of the boundary sphere is zero. In the follow-
ing we derive inequalities relating the h-vectors of the boundary sphere and the ball in
this case. The idea of the argument follows that of a similar result by Stanley [34, Theorem
2.1] for the h-vectors of simplicial complexes.
One of the main tools in this proof is a useful characterization of linear systems of param-
eters for the ring AP . Fix an ordering {v1, . . . , vn} of the vertices of Γ(P ). Let θ1, . . . , θd be a
collection of homogeneous degree-one elements of AP . We can write each element of our
collection as a linear combination of the xvj , θi =
∑n
j=1Θi,jxvj . This gives a d × n matrix
Θi,j whose rows correspond to the θi.
Let F be a facet of Γ(P ). DefineΘF to be the d×d submatrix ofΘi,j obtained by restricting
to the columns corresponding to the vertices of F . Then we have the following character-
ization of the collections of degree one elements that are linear systems of parameters.
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Lemma 3.6. Let P be a simplicial poset and let θ1, . . . , θd be a collection of homogeneous degree
one elements of AP . Then θ1, . . . , θd is an l.s.o.p. for AP if and only if det(ΘF ) 6= 0 for all facets
F of Γ(P ).
The only if part of the lemma was proved by Masuda [21, Lemma 3.1] and Miller and
Reiner [23, p. 1051]. The if direction follows from Proposition 5 of Miller and Reiner’s
paper. In this proposition Miller and Reiner show that for an l.s.o.p. θ1, . . . , θd, the ring
AP/(θ1, . . . , θd) is spanned k-linearly by the images of the xG for all elements G ∈ P . The
only property of the l.s.o.p. used in the proof is the non-zero determinant assumption in
the above lemma.
Now let P be a (d− 1)-ball. Then ∂(Γ(P )) is a (d− 2)-sphere. If h1(∂(Γ(P ))) = 0we know
that ∂(Γ(P )) has only d− 1 vertices. Therefore every facet of ∂(Γ(P )) has the same vertex
set. Let F be a facet of Γ(P ) such that a codimension-one face of F is in ∂(Γ(P )). Let v
be the vertex of F that is not ∂(Γ(P )). Note that all of the vertices of Γ(P ) not in F are
interior vertices.
Let θ1, . . . , θd be an l.s.o.p. for AP . By Lemma 3.6 we know that ΘF has non-zero deter-
minant. Thus the span of {θ1, . . . , θd} contains some element θ′ = xv +
∑
w/∈F cwxw where
the sum is over the vertices of Γ(P ) not in F and the cw are constants in k. This allows
us to choose a new l.s.o.p. θ′1, . . . , θ′d for AP such that θ
′
d is a linear combination of interior
vertices of Γ(P ). By Lemma 3.6 we know that det(Θ′G) 6= 0 for all facets G of Γ(P ).
Let Q be the face poset of ∂Γ(P ). Let f : AP → AQ be given by setting all variables
corresponding to faces in Γ(P )\∂Γ(P ) equal to zero. Identify the l.s.o.p. θ′1, . . . , θ′d with its
image under f in AQ. Let H be any facet of ∂Γ(P ). The last row of Θ′H is all zeros, so the
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(d− 1)× (d− 1)minor given by the first (d− 1) rows must have a non-zero determinant.
Again using Lemma 3.6 we see that θ′1, . . . , θ′d−1 is an l.s.o.p. for ∂Γ(P ).
Therefore, f induces a degree preserving surjection
f : AP/(θ
′
1, . . . , θ
′
d)→ AQ/(θ′1, . . . , θ′d−1).
Hence hi(P ) = F (AP/(θ′1, . . . , θ′d), i) ≥ F (AQ/(θ′1, . . . , θ′d−1), i) = hi(Q). Summarizing, we
have proved the following theorem.
Theorem 3.7. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball and
h1(∂(Γ(P ))) = 0. Then hi(P ) ≥ hi(∂(Γ(P ))) for all i ≥ 0.
Now consider the case of a ball P such that hn(∂(Γ(P ))) = 0 for some n > 0. If we let
{θ1, . . . , θd} be a generically chosen set of linear forms, then Murai [26] noted that there is
a surjection
g : AP/(θ1, . . . , θd−1, θnd )→ AQ/(θ1, . . . , θd−1).
Using this surjection along with the fact
dimk(AP/(θ1, . . . , θd−1))l = h0(P ) + h1(P ) + · · ·+ hl(P )
Murai was able to prove the following generalization of the previous theorem.
Theorem 3.8. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball and
hn(∂(Γ(P ))) = 0. Then
hl(∂P ) ≤ hl(P ) + hl−1(P ) + · · ·+ hl−(n−1)(P ) for l ≥ n.
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3.5 Parity Conditions on the Sum of the hi(P )
When P is a simplicial poset ball of even dimension (so d is odd) by Theorem 3.5 we
know that if any hk(∂Γ(P )) is zero then
∑d
i=0 hi(P ) is even. For odd-dimensional balls the
situation is not as simple. In this section we derive a series of different conditions under
which the sum of the hi(P )must be even. All of these conditions involve some hk(∂Γ(P ))
and some hj(P ) being zero. In Section 3.6 we construct odd-dimensional balls where the
h-vector of the boundary sphere has a zero entry and
∑d
i=0 hi(P ) is odd.
The proofs in this section use Masuda’s conditions describing when a set of d vertices of
a sphere must be the set of vertices of an even number of facets. In Lemma 3.9 we apply
Theorem 3.2 to the boundary sphere of the ball, while in Lemma 3.12 we apply Proposi-
tion 3.3 to the sphere formed by the union of the ball and the cone over the boundary of
the ball
3.5.1 Conditions from Counting Arguments
Our first two examples of this new type of condition follow from counting arguments
involving the faces of our complexes. The main idea in both proofs is the following
connection between a zero in the h-vector of the boundary sphere and a parity condition
on the incidences between facets and codimension-one faces.
Lemma 3.9. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball and
hk(∂Γ(P )) = 0 for some k strictly between zero and d − 1. Then every set of d − 1 vertices
of P is contained in an even number of facets (possibly zero).
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Proof. Let S be a set of d − 1 vertices of Γ(P ). If S is not contained in any facet of Γ(P )
we are done. Otherwise, let F be a face of Γ(P ) with vertex set S. If F is an interior face
of Γ(P ) then since Γ(P ) is a manifold there are exactly two facets of Γ(P ) that have F as
a codimension-one face. If F is a boundary face of Γ(P ) then there is exactly one facet
of Γ(P ) that has F as a codimension-one face. Further, since some hk(∂Γ(P )) = 0, by
Theorem 3.2 the number of boundary faces of Γ(P ) with vertex set S is even. Since no
single facet of Γ(P ) can have multiple faces with the same vertex set, the total number of
facets of Γ(P ) that contain S is even.
Now consider the case where Γ(P ) is a ball, h1(P ) = 0, and hk(∂Γ(P )) = 0 for some k.
By Lemma 3.9, any set of d − 1 vertices of P is contained in an even number of facets. In
terms of the face numbers, h1(P ) = 0 implies f0(P ) = d, meaning that all of the vertices
of Γ(P ) are in every facet. Therefore, every set of d− 1 vertices of P is in every facet and
hence the total number of facets of Γ(P ) is even. Recalling that
∑d
i=0 hi(P ) is the number
of facets of Γ(P )we have the following proposition.
Proposition 3.10. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball,
h1(P ) = 0, and hk(∂Γ(P )) = 0 for some k strictly between zero and d − 1. Then
∑d
i=0 hi(P ) is
even.
We can extend the result of Proposition 3.10 to the case h2(P ) = 0 (instead of h1(P ) = 0)
using a somewhat more involved argument based on the same ideas.
Proposition 3.11. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball,
h2(P ) = 0, and hk(∂Γ(P )) = 0 for some k strictly between zero and d − 1. Then
∑d
i=0 hi(P ) is
even.
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Proof. Pick a facet F0 of Γ(P ) with vertex set V = {v1, . . . , vd}. Let ∆0 be the induced
subcomplex on the vertex set V ; ∆0 consists of all of the faces of Γ(P ) whose vertices are
contained in the set V . Note that ∆0 contains at least
(
d
2
)
edges.
Let F1 be a facet of Γ(P ) −∆0 that intersects ∆0 in a face of dimension d − 2. Since Γ(P )
is a manifold, unless Γ(P ) = ∆0 such a facet F1 must exist. If Γ(P ) = ∆0 then Γ(P ) has
d vertices, so h1(P ) = 0 and we are in the case of Proposition 3.10. Otherwise, let w1 be
the vertex of F1 not in V and let ∆1 be the induced subcomplex of Γ(P ) on the vertex set
V ∪ {w1}. There must be at least d− 1 edges in ∆1 −∆0 in order for the facet F1 to exist.
We can continue to build our complex in this manner until we reach ∆h1 = Γ(P ). This
results in aminimumof
(
d
2
)
+h1(P )·(d−1) edges in our complex. However, since h2(P ) = 0
this is exactly the number of edges in Γ(P ). So wemust have added theminimumnumber
of edges at each step in our construction. In particular, for 1 ≤ i ≤ h1, all of the facets of
∆i that contain wi must have the same vertex set as Fi.
By Lemma 3.9 we know that every set of d − 1 vertices of Γ(P ) is contained in an even
number of facets. In particular, let S be a set of d − 1 vertices of Fh1 that includes the
vertex wh1 . The facets that contain the vertices of S are exactly those facets whose vertex
set equals the vertex set of Fh1 . Therefore, there must be an even number of facets on the
vertex set of Fh1 .
Since we are only interested in the parity of the number of facets on each vertex set we
can now ignore the contribution of the facets on the vertex set of Fh1 and repeat the above
argument on the complex ∆h1−1 and the facet Fh1−1. Continuing in this manner we see
that there are an even number of facets on all of the sets of d vertices of Γ(P ). Therefore
Γ(P ) has an even number of facets, as desired.
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3.5.2 The Cone Over the Boundary of Γ(P )
Let P be a simplicial poset such that Γ(P ) is a manifold with boundary and let Q be the
face poset of ∂(Γ(P )). Define the cone over the boundary of Γ(P ) to be SP := P ∪ (Q ×
[1, 2])with each element (q, 1) ∈ (Q×[1, 2]) identifiedwith the element in P corresponding
to q. The covering relations in SP are all of the covering relations in P along with all of
the covering relations in Q × [1, 2]. In the case where Γ(P ) is a (d − 1)-ball, Γ(SP ) is a
(d− 1)-sphere.
The face numbers of the new complex Γ(SP ) are given by
fi(Γ(SP )) = fi(Γ(P )) + fi−1(∂Γ(P ))
for −1 ≤ i ≤ d − 1, where f−2(∂Γ(P )) is interpreted as zero. Using this equality, a
straightforward calculation shows that the elements of the h-vector of Γ(SP ) are given
by
hi(Γ(SP )) = hi(Γ(P )) + hi−1(∂Γ(P ))
= hi(Γ(P )) +
i−1∑
j=0
(hj(Γ(P ))− hd−j(Γ(P ))), (3.3)
with the last equality by equation (3.1).
We now consider the relationship between the algebras AP and ASP . Let v be the cone
point of SP ; v is the vertex corresponding to (0ˆ, 2) inQ×[1, 2]. There is a natural surjective
map f : ASP → AP given by setting all of the variables corresponding to faces containing
v equal to zero. If Θ = θ1, . . . , θd is an l.s.o.p. for ASP , then by Lemma 3.6 the image of Θ
under f (which we also write as Θ) is an l.s.o.p. for AP . Therefore, there is an induced
map f : ASP/Θ → AP/Θ with kernel generated (modulo Θ) by monomials containing a
variable corresponding to a face containing v. We use this map f to prove the following
lemma.
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Lemma 3.12. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball and
hk(P ) = 0 for some k strictly between zero and d. Let V = {v1, . . . , vd−1, vd} be a set of vertices
of Γ(P ) such that vd is an interior vertex. Then Γ(P ) has an even number of facets with vertex set
V .
Proof. Let Θ be an l.s.o.p. for AP and let v be the cone point of SP as above. Let m :=
xv1 · · ·xvk be a monomial in (ASP )k. Since the dimension of (AP/Θ)k is hk(P ) = 0 we
know that m is in the kernel of the map f : ASP/Θ → AP/Θ defined above. Therefore, in
ASP/Θ we can write m as a linear combination of monomials each containing a variable
corresponding to a face containing v. Since vd is an interior vertex of Γ(P ), xvdm is zero
in ASP/Θ. Thus by Proposition 3.3 we know that there must be an even number of facets
of Γ(SP ) with vertex set V . Since the cone point v is not in V , the facets of Γ(SP ) with
vertex set V are exactly the same as the facets of Γ(P ) with vertex set V , proving the
desired result.
We now apply Lemma 3.12 in two different cases, when h1(∂Γ(P )) = 0 and also when
h1(∂Γ(P )) = 1 and hj(∂Γ(P )) = 0 for some 1 < j < d− 1.
3.5.3 The Case h1(∂Γ(P )) = 0
When h1(∂Γ(P )) = 0 and the h-vector of P has some zero entry (besides hd(P ), which is
always zero), we can use Lemma 3.12 to show that Γ(P ) has an even number of facets.
Proposition 3.13. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball,
h1(∂Γ(P )) = 0, and hk(P ) = 0 for some 0 < k < d. Then
∑d
i=0 hi(P ) is even.
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Proof. Since h1(∂Γ(P )) = 0 we know that ∂Γ(P ) has only d − 1 vertices. Therefore every
facet of Γ(P ) contains an interior vertex. By Lemma 3.12 there are an even number of
facets (possibly zero) on every set of d vertices of Γ(P ). Hence
∑d
i=0 hi(P ), which is the
total number of facets of Γ(P ), is even.
3.5.4 The Case h1(∂Γ(P )) = 1
A slightly more complicated argument allows us to extend the result of Proposition 3.13
to the case where h1(∂Γ(P )) = 1 and some higher hj(∂(Γ(P )) is zero.
Proposition 3.14. Let P be a (d − 1)-dimensional simplicial poset such that Γ(P ) is a ball,
h1(∂Γ(P )) = 1, hj(∂Γ(P )) = 0 for some 1 < j < d − 1, and hk(P ) = 0 for some 0 < k < d.
Then
∑d
i=0 hi(P ) is even.
Proof. The assumption h1(∂Γ(P )) = 1 implies that ∂Γ(P ) has d vertices. Let W =
{w1, . . . , wd} be the set of exterior vertices of Γ(P ). Let V be a set of d vertices of Γ(P ).
If V 6= W then V contains some interior vertex, so by Lemma 3.12 we know that there
are an even number of facets of Γ(P ) with vertex set V . In particular, given any set S of
(d− 1) vertices of Γ(P ) there are an even number (possibly zero) of facets with vertex set
V that contain S.
If there are no facets with vertex set W then we are done, so assume F is a facet with
vertex set W . Let W ′ be a set of d − 1 distinct elements of W . Since hj(∂Γ(P )) = 0 we
know by Theorem 3.2 that the number of boundary faces of Γ(P ) with vertex set W ′ is
even. Because Γ(P ) is a manifold each interior face with vertex set W ′ is contained in
two facets of Γ(P ) and each boundary face with vertex set W ′ is contained in one facet
of Γ(P ). Therefore there are an even number of facets of Γ(P ) that contain the vertices
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W ′. As argued above there are an even number of facets on vertex sets other thanW that
contain W ′. Thus in total there are an even number of facets on vertex set W . Hence we
have an even total number of facets, which gives the desired result.
3.6 Constructions
We now turn our attention to constructing simplicial cell decompositions of balls with
prescribed h-vectors. The balls that we construct are all shellable. We use the following
result of Bjo¨rner [5, Proposition 4.3] to prove that the complexes that we build are actually
balls.
Proposition 3.15. Let Γ(P ) be a shellable CW-complex of dimension d− 1. If every (d− 2)-cell
is a face of at most two (d − 1)-cells and some (d − 2)-cell is a face of only one (d − 1)-cell then
Γ(P ) is homeomorphic to a (d− 1)-ball.
The first theorem of this section presents our basic construction method. The remainder
of the section gives some extensions of this construction that allow us to obtain additional
h-vectors.
Theorem 3.16. Let h = (h0, h1, . . . , hd−1, hd) ∈ Nd+1 with h0 = 1 and hd = 0. Let ∂hj =∑j
i=0(hi − hd−i).
1. If ∂hj > 0 for 0 ≤ j ≤ b(d−1)/2c then there exists a poset P such that Γ(P ) is a (d−1)-ball
and h(P ) = h.
2. Alternatively, let 0 < n < b(d−1)/2c be the smallest number such that ∂hn = 0. If
∑d
i=0 hi
is even and ∂hl ≤
∑n−1
i=0 hl−i for n + 1 ≤ l ≤ d − (n + 1) then there exists a poset P such
that Γ(P ) is a (d− 1)-ball and h(P ) = h.
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Many of the conditions in Theorem 3.16 are related to the restrictions on the h-vectors of
balls in Theorem 3.5. Also note that the inequalities in the second part of Theorem 3.16
are known to be necessary by Murai’s result, Theorem 3.8.
Proof. We first present the notation that we will we use to describe the facets of our ball.
We then recursively construct our ball by explaining how each facet of the ball is attached
to the union of the previous facets. In Claim 1 we prove that this process results in a
well-defined CW-complex. In Claim 2 we show that the complex is shellable with the
desired restriction faces. Finally, in Claim 3 we show we have actually constructed a ball
by proving that the conditions of Proposition 3.15 are satisfied.
We begin with the notation for the facets of our ball. The facets are denoted by Fi for 1 ≤
i ≤ ∑di=0 hi. Each facet Fi contains d vertices. We label these vertices {1}i, {2}i, . . . , {d}i.
For any set S ⊆ [d] we denote by {S}i the face of Fi containing exactly the vertices
{{l}i}l∈S . For example {1, 2, 3, 4}3 is the face of F3 containing the vertices {1}3, {2}3, {3}3,
and {4}3. We use the notation {a : b} and {a : b}c to refer to {a, a + 1, . . . , b} and {a, a +
1, . . . , b}c, respectively.
Next we describe recursively how to construct the ball using the facets Fi. Let ∆j be the
complex ∪ji=1Fi. For each facet Fi we describe below the identifications of faces of Fi with
faces in∆i−1. Most of the vertices of Fi will be identified with vertices of∆i−1, but in some
cases Fi may contain a new vertex. For example, we may state that {1}2 is identified with
{1}1 or that {1}2 is a new face. In general, we choose the vertex labels such that two
identified faces contain vertices labeled by the same numbers.
First we consider the case where all of the ∂hi are strictly positive. Let a =
∑d
i=0 hi, which
is the total number of facets in our shelling. For 1 ≤ k ≤ a − 1 let ck be the integer such
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that
∑ck−1
i=0 hi < k + 1 ≤
∑ck
i=0 hi. Thus ck measures the location where the sum of the
entries of the vector h reaches k + 1. Set c0 = 0. Then |{k : ck = j}| = hj . As an example,
if h = (1, 2, 0, 0, 1, 0) then a = 4, c0 = 0, c1 = 1, c2 = 1, and c3 = 4.
We begin the shelling with the facet F1 which cannot have any identifications with any
previous facets, hence |σ(F1)| = 0. The remaining facets are added in pairs Fi, Fi+1 where
i is even. The restriction faces of Fi and Fi+1 are {1 : ci/2}i and {ci/2 + 1 : ci/2 + ca−i/2}i+1,
respectively. We are pairing a facet contributing to the start of the h-vector with a facet
contributing to the end of the h-vector and then working our way inward to the center of
the h-vector with the subsequent pairs of facets. We stop after adding the facet Fa.
We now describe how the facets Fi and Fi+1 are attached to our complex. For i even, we
introduce a new face {1 : ci/2}i. Let S ⊆ [d]. If S ⊇ {1 : ci/2} then {S}i cannot be identified
with any face in a previous facet. If S ⊇ {ci/2−1+1 : ci/2} but S 6⊇ {1 : ci/2−1} then identify
{S}i with {S}i−1. For all other sets S ⊆ [d] identify {S}i with {S}1. The fact that these
identifications are well defined follows from the case k = i of Claim 1 below.
Continuing the shelling, Fi+1 is identified with Fi except we replace the face {ci/2 + 1 :
ci/2 + ca−i/2}i by a new face {ci/2 + 1 : ci/2 + ca−i/2}i+1 with the same boundary. The fact
that all of the ∂hi are positive ensures that ci/2+ca−i/2 never exceeds d, so the construction
can proceed as described.
Claim 1. Fix i even with 2 ≤ i ≤ a and k even with 2 ≤ k ≤ i. Let S ⊆ [d] such that
S 6⊇ {ci/2−1 + 1 : ci/2} and S 6⊇ {1 : ck/2−1}. Then {S}k−1 = {S}1.
Proof of Claim 1. Our proof is by induction on i. The base case i = 2 is trivial. Assuming
the result for i = i′−2we prove it for i = i′. The inductive hypothesis allows us to assume
that the construction of ∆i′−1 is well defined.
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We prove the case i = i′ by induction on k. Again, the base case k = 2 is trivial. We
assume the claim for k = k′ − 2 and prove it for k = k′.
We first show that {S}k′−1 = {S}k′−2. By the construction of the odd index facets, this
follows from showing S 6⊇ {c(k′−2)/2 + 1 : c(k′−2)/2 + ca−(k′−2)/2}. By assumption S 6⊇
{ci′/2−1 + 1 : ci′/2}. Thus it is enough to show
c(k′−2)/2 + 1 ≤ ci′/2−1 + 1 and ci′/2 ≤ c(k′−2)/2 + ca−(k′−2)/2. (3.4)
The first inequality in (3.4) follows from the monotonicity of the cl. Again using the
monotonicity of the cl and the fact that i′ ≤ awe have
ci′/2 ≤ ca−i′/2 ≤ ca−(k′−2)/2 ≤ c(k′−2)/2 + ca−(k′−2)/2,
proving the second inequality.
We complete the proof of Claim 1 by showing {S}k′−2 = {S}1. By assumption, S 6⊇ {1 :
ck′/2−1} = {1 : c(k′−2)/2}. Thus, if S ⊇ {c(k′−2)/2−1+1 : c(k′−2)/2} then S 6⊇ {1 : c(k′−2)/2−1}. In
this case, by our construction of the even index facets we have {S}k′−2 = {S}k′−3 and by
the inductive hypothesis {S}k′−3 = {S}1, giving the desired result. If S 6⊇ {c(k′−2)/2−1 +1 :
c(k′−2)/2} then our construction identifies {S}k′−2 and {S}1, completing the proof.
Let {ˆ}k be the codimension-one face of Fk that does not contain the vertex {j}k.
Claim 2. Let 2 ≤ k ≤ a. Then
for k = i even Fi ∩∆i−1 = ∪ci/2j=1{ˆ}i
and for k = i+ 1 odd Fi+1 ∩∆i = ∪ci/2+ca−i/2j=ci/2+1 {ˆ}i+1.
Hence the Fi form a shelling order with |σ(Fi)| = ci/2 and |σ(Fi+1)| = ca−i/2.
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Proof of Claim 2. For 1 ≤ j ≤ ci/2−1 each of the faces {ˆ}i is also in Fi−1 while for ci/2−1 <
j ≤ ci/2 the face {ˆ}i is also a face of F1. Therefore ∪ci/2j=1{ˆ}i ⊆ (Fi ∩ ∆i−1). To see the
reverse inclusion note that any face in Fi\
(∪ci/2j=1{ˆ}i) contains the face {1 : ci/2}i, which is
a new face and therefore not in ∆i−1.
The proof for Fi+1 is handled in a similar manner with {ˆ}i+1 ⊆ Fi for ci/2 + 1 ≤ j ≤
ci/2 + ca−i/2 and {ci/2 +1 : ci/2 + ca−i/2}i+1 6∈ ∆i. The last part of Claim 2 now follows from
the definition of a shelling.
Claim 3. For 1 ≤ p ≤ a each codimension-one face of ∆p is contained in at most two facets and
there exists a codimension-one face of ∆p that is contained in only one facet.
Proof of Claim 3. We first show that each codimension-one face is contained in at most two
facets. We do this by showing that any codimension-one face in Fl ∩∆l−1 for 1 < l ≤ a is
either a face of Fl−1\∆l−2 or a face of F1\(∪l−1i=2Fi).
Let l > 0 be even and consider Fl∩∆l−1. By Claim 2 we need to consider the faces {ˆ}l for
1 ≤ j ≤ cl/2. Using the attachment rules given before Claim 1, for 1 ≤ j ≤ cl/2−1 we see
that {ˆ}l is a face in Fl−1\∆l−2, while for cl/2−1 +1 ≤ j ≤ cl/2 the face {ˆ}l is in F1\(∪l−1i=2Fi).
Now consider the case Fl+1 ∩ ∆l. By Claim 2 we are interested in the faces {ˆ}l+1 for
cl/2 + 1 ≤ j ≤ cl/2 + ca−l/2. Again using the attachment rules given before Claim 1, all of
these are faces in Fl\∆l−1, as desired.
Using Claim 2, the faces {ˆ}1 for j > cba/2c never appear in any Fl with l > 1. Since hd = 0
we know cba/2c < d, so the codimension-one face {dˆ}1 is only contained in the facet F1,
completing the proof of Claim 3.
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By Claim 3 and Proposition 3.15 we know that∆a is a ball. Using the |σ(Fi)| from Claim 2
to count the contribution of each facet to the h-vector along with the fact |{i : ci = j}| = hj
we know that ∆a has the desired h-vector.
We now consider the case where 0 < n < b(d − 1)/2c is the smallest integer such that
∂hn = 0. Define a new vector h′ = (h′0, h′1, . . . , h′d−1, h
′
d) by h
′
i = hi for i 6= d − n and
h′d−n = hd−n − 1. From the definition of the ∂hi, in order for ∂hn−1 > 0 and ∂hn = 0
we must have hd−n > 0, so the vector h′ has non-negative entries. Additionally, for
n ≤ i ≤ b(d− 1)/2cwe have ∂h′i = ∂hi + 1 ensuring that all of the ∂h′i are strictly positive.
We can therefore apply the construction of the previous case to create a ball with h-vector
h′. In what follows we take a =
∑d
i=0 h
′
i = (
∑d
i=0 hi)− 1 to match the definition of a in the
previous case. Similarly, ck for 0 ≤ k ≤ a− 1 measures the location where the sum of the
entries of h′ reaches k + 1.
By assumption
∑d
i=0 hi is even, hence the construction of the ball with h-vector h
′ ends
with the facet Fa with a odd. We complete the construction of a ball with h-vector h by
adding a facet Fa+1. We attach Fa+1 to the ball∆a using the rules given before Claim 1 for
attaching an even index facet but acting as if c˜(a+1)/2 = d−n, so {1 : d−n}a+1 is a new face
(when referring to the facet Fa+1 we use the notation c˜(a+1)/2 = d − n to avoid confusion
with c(a+1)/2 as defined from the vector h′). To complete the proof we must extend the
results of Claims 1, 2, and 3 to include the additional facet Fa+1.
First we prove Claim 1 for the case i = a+ 1. The proof is the same as for smaller i values
except that the second inequality in (3.4) requires a different justification. Rewriting this
inequality, for 1 ≤ j ≤ (a− 1)/2we must show
d− n ≤ cj + ca−j.
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First consider the case cj ≥ d−2n. Since n < b(d−1)/2c, adding the equations
∑d
m=0 hm =
a + 1 and
∑n
m=0(hm − hd−m) = 0 and then removing some non-negative terms from the
left-hand side yields
∑n
m=0 hm ≤ (a + 1)/2. Hence
∑n
m=0 h
′
m ≤ (a + 1)/2 and c(a+1)/2 ≥ n.
Since a− j ≥ (a+ 1)/2we have ca−j ≥ c(a+1)/2 ≥ n, completing the proof of this case.
For the case 1 ≤ cj ≤ d−2n−1 note that we can rewrite the assumption ∂hl ≤
∑n−1
m=0 hl−m
as
l−n∑
m=0
hm ≤
l∑
m=0
hd−m or
l−n∑
m=1
h′m ≤
l∑
m=0
h′d−m
where n+1 ≤ l ≤ d− (n+1). By the second inequality, choosing l such that cj = l−nwe
have ca−j ≥ d− l. Therefore cj + ca−j ≥ d− n, as desired.
We extend Claim 2 by showing
Fa+1 ∩∆a = ∪d−nj=1 {ˆ}a+1. (3.5)
This follows from the proof of the even case of Claim 2 by treating c˜(a+1)/2 = d− n.
To allow p = a + 1 in Claim 3 we consider the codimension-one faces in Fa+1 ∩ ∆a. By
Equation (3.5) these are {ˆ}a+1 for 1 ≤ j ≤ d−n. Using the attachment rules for the Fi, for
1 ≤ j ≤ c(a−1)/2 we see that {ˆ}a+1 is a face in Fa\∆a−1, while for c(a−1)/2 + 1 ≤ j ≤ d − n
the face {ˆ}a+1 is in F1\(∪ai=2Fi).
The faces {ˆ}1 for j > d−n never appear in any Fl with l > 1. Since n > 0 the codimension-
one face {dˆ}1 is only contained in the facet F1, completing the proof of the extended
version of Claim 3.
We next present a slight augmentation of the previous theorem that allows us to deal with
some additional cases involving h-vectors that have a single sequence of non-zero entries.
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Theorem 3.17. Let h = (h0, h1, . . . , hd−1, hd) ∈ Nd+1 with h0 = 1. Assume that there exists
k ∈ {1, 2, . . . , d − 1} such that hj = 0 for j > k and hj > 0 for 1 ≤ j ≤ k. Define
h′ = (1, h1 − 1, h2 − 1, . . . , hk − 1, 0, . . . , 0). If h′ satisfies the conditions of Theorem 3.16 then
there exists a poset P such that Γ(P ) is a (d− 1)-ball and h(P ) = h.
Proof. We once again construct a shellable CW-complex with the desired h-vector. We
begin by building a simplicial complex on vertex set [d + 1]. We think of the faces of this
simplicial complex as subsets of [d+ 1] as well as topological simplexes.
For 0 ≤ i ≤ k define Gi = [d+ 1]− {i+ 1}, a face of our simplicial complex. Let ∆j be the
simplicial complex whose facets are {Gi}ji=0. Then for 1 ≤ i ≤ k
Gi ∩∆i−1 = ∪ij=1 (Gi − {j}) .
Hence G1, . . . , Gk is a shelling order for ∆k with σ(Gi) = {1, 2, . . . , i} and |σ(Gi)| = i.
We complete the proof by performing the construction of Theorem 3.16 on the vector h′
with a few alterations. We omit the initial facet F1 in Theorem 3.16. Instead we attach
all of our additional facets to the boundary of ∆k. In our new construction we replace
the vertices {j}1, 1 ≤ j ≤ d, from Theorem 3.16 with the vertices [d + 1]\{k + 2} of ∆k,
identifying vertices in the order preserving way. We then replace the faces of ∂F1 from
Theorem 3.16 with the faces defined by the corresponding sets of vertices of ∆k.
We claim that performing the construction of Theorem 3.16 with this alteration gives a
shellable ball, with a shelling order given by concatenating the order G1, G2, . . . , Gk with
the order given by Theorem 3.16. To prove this we take every facet of ∂F1 that is contained
in a later facet in the construction of Theorem 3.16 and show that the corresponding
(d−1)-subset of [d+1]\{k+2} is a face of ∂∆k. LetH = [d+1]\{j, k+2} be a (d−1)-subset
of [d + 1]\{k + 2}. For 1 ≤ j ≤ k + 1, the only facet of ∆k that contains H is Gj−1, so H is
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in ∂∆k. For k + 3 ≤ j ≤ d + 1, the facet of ∂F1 corresponding to H will never be used in
the construction of Theorem 3.16 since hl = 0 for l > k.
Totaling the contributions of all of the |σ(Gi)| shows that the ball created in this manner
has the desired h-vector.
Note that when d− 1 is odd, by taking k = d− 1 in the previous theorem it is possible to
create a ball with an odd number of facets and a zero in its boundary sphere. Hence in
the odd dimension case, there are some situations where a zero in the boundary sphere
forces and even number of facets (these are the results of Section 3.5) and some situations
where there is a zero in the boundary sphere h-vector but an odd number of facets. This
is in contrast to the even dimension case where a zero in the boundary sphere h-vector
always forces an even number of facets.
We conclude this section with a construction specific to dimension five. This construction
provides more examples of balls with a zero in the boundary sphere h-vector and an odd
number of facets. This result allows us to complete the characterization of the possible
h-vectors of five-balls in the following section.
Proposition 3.18. Let h = (h0, h1, h2, h3, h4, 0, 0) ∈ N7 with h0 = 1, h1, h2 6= 0,
∑4
i=0 hi odd,
and ∂h2 = 1 + h1 + h2 − h4 = 0. Then there exists a poset P such that Γ(P ) is a five-ball and
h(P ) = h.
Proof. We begin this construction by using Theorem 3.16 to create a 5-ball with h-vector
(1, 0, 0, h3−1, 0, 0, 0). Note that since 1+h1+h2−h4 = 0, the parity of h3 is the same as the
parity of
∑4
i=0 hi, which we assumed to be odd. Therefore h3−1 is even and non-negative.
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When we complete this construction the facets of the boundary of our ball are
{1, 2, 3, 4, 5}1, {1, 2, 3, 4, 6}1, {1, 2, 3, 5, 6}1,
{2, 3, 4, 5, 6}h3 , {1, 3, 4, 5, 6}h3 , and {1, 2, 4, 5, 6}h3 .
The fact that the first three faces are on the boundary follows from the discussion at the
end of Claim 3 in the proof of Theorem 3.16. The last three faces are on the boundary
because Fh3 is the last facet added to our ball and {4, 5, 6}h3 is a new face when Fh3 is
added in the construction of Theorem 3.16.
Further, all of the faces of Fh3 are identified with the corresponding faces of F1 except for
{1, 2, 3}h3 = {1, 2, 3}h3−1, {4, 5, 6}h3 , and all faces containing one of these two faces (there
is also the easier case where h3 = 1 and we have only one facet in this initial part of the
shelling).
We now describe the next six facets of our shelling, altering our notation slightly to make
the description easier to follow.
Fh3+1 = {1, 2, 3, 4, 5, 7}h3+1 where {7}h3+1 is a new vertex.
{1, 2, 3, 4, 5}h3+1 is identified with {1, 2, 3, 4, 5}1.
Hence σ(Fh3+1) = {7}h3+1.
Fh3+2 = {1, 2, 3, 4, 6, 7}h3+2.
{1, 2, 3, 4, 6}h3+2 is identified with {1, 2, 3, 4, 6}1.
{1, 2, 3, 4, 7}h3+2 is identified with {1, 2, 3, 4, 7}h3+1.
Hence σ(Fh3+2) = {6, 7}h3+2.
Fh3+3 = {1, 2, 3, 5, 6, 7}h3+3.
{1, 2, 3, 5, 6}h3+3 is identified with {1, 2, 3, 5, 6}1.
{1, 2, 3, 5, 7}h3+3 is identified with {1, 2, 3, 5, 7}h3+1.
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{1, 2, 3, 6, 7}h3+3 is identified with {1, 2, 3, 6, 7}h3+2.
Hence σ(Fh3+3) = {5, 6, 7}h3+3.
Fh3+4 = {1, 2, 4, 5, 6, 7}h3+4 with {4, 5, 6}h3+4 = {4, 5, 6}h3 .
{1, 2, 4, 5, 6}h3+4 is identified with {1, 2, 4, 5, 6}h3 .
{1, 2, 4, 5, 7}h3+4 is identified with {1, 2, 4, 5, 7}h3+1.
{1, 2, 4, 6, 7}h3+4 is identified with {1, 2, 4, 6, 7}h3+2.
{1, 2, 5, 6, 7}h3+4 is identified with {1, 2, 5, 6, 7}h3+3.
Hence σ(Fh3+4) = {4, 5, 6, 7}h3+4.
Fh3+5 = {1, 3, 4, 5, 6, 7}h3+5 with the identification {4, 5, 6}h3+5 = {4, 5, 6}h3 and the new
face {4, 5, 6, 7}h3+5.
{1, 3, 4, 5, 6}h3+5 is identified with {1, 3, 4, 5, 6}h3 .
{1, 3, 4, 5, 7}h3+5 is identified with {1, 3, 4, 5, 7}h3+1.
{1, 3, 4, 6, 7}h3+5 is identified with {1, 3, 4, 6, 7}h3+2.
{1, 3, 5, 6, 7}h3+5 is identified with {1, 3, 5, 6, 7}h3+3.
Hence σ(Fh3+5) = {4, 5, 6, 7}h3+5.
Fh3+6 = {2, 3, 4, 5, 6, 7}h3+6 with the identification {4, 5, 6}h3+6 = {4, 5, 6}h3 and the new
face {4, 5, 6, 7}h3+6.
{2, 3, 4, 5, 6}h3+6 is identified with {2, 3, 4, 5, 6}h3 .
{2, 3, 4, 5, 7}h3+6 is identified with {2, 3, 4, 5, 7}h3+1.
{2, 3, 4, 6, 7}h3+6 is identified with {2, 3, 4, 6, 7}h3+2.
{2, 3, 5, 6, 7}h3+6 is identified with {2, 3, 5, 6, 7}h3+3.
Hence σ(Fh3+6) = {4, 5, 6, 7}h3+6.
Examining the |σ(Fi)|, the ball we have constructed has h-vector (1, 1, 1, h3, 3, 0, 0).
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We finish building our ball using a slightly altered version of the construction of Theorem
3.16 on the vector (1, h1−1, h2−1, 0, h4−3, 0, 0). In place of the initial facet from Theorem
3.16 we use the final facet Fh3+6 from the above construction (with the order preserving
identification of the two facets’ vertices).
Consider the construction of Theorem 3.16 for the h-vector (1, h1− 1, h2− 1, 0, h4− 3, 0, 0).
We have c(a−1)/2 ≤ 2, hence by the proof of Claim 3 the only codimension-one faces of F1
that are attached to facets Fi with i > 1 during the construction are {1ˆ}1 and {2ˆ}1.
When we replace the initial facet in Theorem 3.16 with Fh3+6 from the above construc-
tion, the corresponding codimension-one faces that will be attached to later facets are
{3, 4, 5, 6, 7}h3+6 and {2, 4, 5, 6, 7}h3+6. These two faces are both on the boundary of our
above constructed ball. Thus we can finish the shelling in this manner, creating a ball
with the desired h-vector.
3.7 A Summary of Known Conditions
Using the results of the previous two sections we now fully characterize the h-vectors of
simplicial posets that are balls in all even dimensions as well as dimensions three and
five.
Theorem 3.19 (Even Dimensions). Let d be an odd integer and h = (h0, h1, . . . , hd−1, hd) ∈
Zd+1 with h0 = 1 and hd = 0. Define ∂hj =
∑j
i=0(hi−hd−i) for 0 ≤ j ≤ d−1. Then there exists
a simplicial poset P such that Γ(P ) is a (d− 1)-ball and h = h(P ) if and only if the following all
hold.
1. hi ≥ 0 for 1 ≤ i ≤ d− 1.
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2. ∂hi ≥ 0 for 0 ≤ i ≤ (d− 1)/2.
3. If ∂hi = 0 for any 1 ≤ i ≤ (d− 1)/2 then
∑d−1
j=0 hj is even.
4. If ∂hi = 0 for any 1 ≤ i ≤ (d− 1)/2 then ∂hl ≤
∑i−1
j=0 hl−j for i+ 1 ≤ l ≤ d− (i+ 1).
Proof. For the first three conditions necessity follows directly from Theorem 3.5, while for
the last condition it is a result of Theorem 3.8. When the second condition is satisfied with
all strict inequalities sufficiency is proved using the first case of Theorem 3.16; otherwise
we use the second case of Theorem 3.16.
Proposition 3.20 (Dimension 3). Let h = (1, h1, h2, h3, 0) ∈ Z5. Then there exists a simplicial
poset P such that Γ(P ) is a three-ball and h = h(P ) if and only if the following all hold.
1. hi ≥ 0 for 1 ≤ i ≤ 3.
2. h3 ≤ h1 + 1.
3. If h1 = 0 and h3 = 1 then h2 is even.
Proof. The necessity of the first two conditions follows directly from Theorem 3.5, while
the third condition is a consequence of Proposition 3.10.
When h3 < h1 + 1 sufficiency follows from the first case of Theorem 3.16. If h3 = h1 + 1
and h2 is even the second case of Theorem 3.16 gives the desired result. Otherwise,
h3 = h1 + 1 > 1 and h2 is odd which means all of the hi for 0 ≤ i ≤ 3 are non-zero
and we can apply Theorem 3.17 to obtain the needed construction.
Proposition 3.21 (Dimension 5). Let h = (h0, h1, h2, h3, h4, h5, h6) ∈ Z7 with h0 = 1 and
h6 = 0. Let ∂hj =
∑j
i=0(hi − h6−i) for 0 ≤ j ≤ 5. Then there exists a simplicial poset P such
that Γ(P ) is a five-ball and h = h(P ) if and only if the following all hold.
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1. hi ≥ 0 for 1 ≤ i ≤ 5.
2. ∂h1 ≥ 0. If ∂h1 = 0 then hi ≥ ∂hi for 0 ≤ i ≤ 5. If ∂h1 = 0 and hj = 0 for some 1 ≤ j ≤ 4
then
∑5
i=0 hi is even.
3. ∂h2 ≥ 0. If ∂h2 = 0 and h1 = 0 or h2 = 0 then
∑5
i=0 hi is even.
Proof. Then necessity of condition one and the first inequality in the other two conditions
follow from Theorem 3.5. The additional inequalities when ∂h1 = 0 come from Theorem
3.7. The remainder of condition two comes from Proposition 3.13. For the third condi-
tion, the case h1 = 0 follows from Proposition 3.10 while the case h2 = 0 is a result of
Proposition 3.11.
For sufficiency, if there are strict inequalities in the second and third conditions we use
the first case of Theorem 3.16. If ∂h1 = 0 and
∑5
i=0 hi is even then we apply the second
case of Theorem 3.16. If ∂h1 = 0 and
∑5
i=0 hi is odd then all of the hi for 1 ≤ i ≤ 5 are
non-zero, so we apply Theorem 3.17. It is not hard to check that reducing the elements of
the h-vector by one will preserve the inequalities hi ≥ ∂hi for 0 ≤ i ≤ 5. The case h3 ≥ ∂h3
uses the fact that the sum of the hi is odd.
If ∂h1 > 0 and ∂h2 = 0, the inequality in the second case of Theorem 3.16 is always
trivially satisfied. This gives the needed construction whenever
∑5
i=0 hi is even. For the
case where
∑5
i=0 hi is odd, note that h3 must be odd and hence non-zero. Therefore hi > 0
for 1 ≤ i ≤ 4. When h5 > 0we can apply Theorem 3.17 to obtain the desired construction;
otherwise we use Proposition 3.18.
For even-dimensional balls (d odd), when any entry of the boundary h-vector is zero the
sum of the hi of the ball must have even parity. In the odd-dimensional case, this rela-
tionship is lost and more subtle behavior occurs. In particular, whether or not some of the
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hi of the ball are zero needs to be considered, resulting in some of the more complicated
conditions and the extra construction in the dimension five case. In his recent preprint,
Murai [26, Theorem 1.2] gives a complete description of the possible h-vectors of odd-
dimensional balls. His additional necessary conditions all describe situations in which
the number of facets of the ball must be even. These conditions involve inequalities on
the entries of the h-vectors of the ball and its boundary sphere in addition to the existence
of zero entries in these vectors. The proof of the necessity of these conditions follows
from additional arguments involving the face ring. In particular, Proposition 3.14 above
is a special case of a more general condition involving a zero in the ball’s h-vector, a zero
in the boundary sphere h-vector, and a separate entry where ∂hi ≤ i, which together force
the ball to have an even number of facets. To prove sufficiency, Murai extends the basic
idea of the constructions of Section 3.6 to obtain additional h-vectors.
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Chapter 4
f -vectors of Products and Surgery
We now return to the setting of simplicial complexes - in particular triangulated mani-
folds. Our goal is to understand how surgeries (see section 1.5 for an introduction) alter
the face numbers of a manifold. We use our results on surgeries to study the relationship
between the face numbers and Betti numbers of manifolds.
The structure of the chapter is as follows. In Section 4.1 we discuss a method for trian-
gulating the Cartesian product of two simplicial complexes and we derive a formula for
the f -vector of this triangulation of the product. Transferring this to a useful formula in
terms of h-vectors is in general difficult. In Section 4.2 we calculate h-vector formulas in
the special case where one of the simplicial complexes in our product is a simplex or the
boundary of a simplex. In Section 4.3 we apply these formulas to calculate the effects of
surgery on the g-vector. Section 4.4 introduces the idea of the h′′-vector of a homology
manifold in order to discuss Kalai’s conjectured lower bounds on the g-vector in terms
of the Betti numbers. In cases where these bounds are known to hold, we combine them
with the formulas of the previous section to describe new restrictions on the g-vectors
of manifolds that admit certain types of surgeries. Finally, in Section 4.5 we present a
collection of binomial coefficient relationships that are used throughout the chapter.
4.1 Cartesian Products of Simplicial Complexes
We begin by describing howwe triangulate the Cartesian productK×L of two simplicial
complexes. First order the vertices of K and L (in general the triangulation depends on
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this choice). The vertices of K × L are the pairs (v, w) where v is a vertex of K and w is a
vertex of L. A set of pairs {(v0, w0), (v1, w1), . . . , (va, wa)} is a face of K × L if and only if
• v0 ≤ v1 ≤ · · · ≤ va in the ordering of the vertices ofK,
• w0 ≤ w1 ≤ · · · ≤ wa in the ordering of the vertices of L.
• {v0, v1, . . . , va} is a face of K (note that the vi need not be distinct), and
• {w0, w1, . . . , wa} is a face of L.
Using this definition we derive a formula for the face numbers of K × L. Let F =
{(v0, w0), (v1, w1), . . . , (va, wa)} be an a-face of K × L. Let H1 = {v0, v1, . . . , va} and
H2 = {w0, w1, . . . , wa}. Let n = dimH1 and m = dimH2. For each i ∈ {1, . . . , a} we
have one of the following three cases
1. vi > vi−1 and wi = wi−1,
2. vi = vi−1 and wi > wi−1, or
3. vi > vi−1 and wi > wi−1.
In order for H1 and H2 to have the correct dimensions, cases one and three must occur a
combined n times while cases two and threemust happen a combinedm times. Therefore,
case three occurs n + m − a times. This means case one occurs a − m times while case
two occurs a − n times. Hence we have a total of ( a
a−m,a−n,n+m−a
)
a-faces of K × L using
exactly the vertices of H1 from K and the vertices of H2 from L.
This formula allows us to calculate the total number of a-faces of K × L by summing the
contributions of all pairs of faces ofK and L. For a ≥ 0we have
fa(K × L) =
a∑
l=0
a∑
i=0
fi(K)fl(L)
(
a
a− l, a− i, i+ l − a
)
. (4.1)
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When i+ l < a, no a-face ofK×L is possible and we interpret the multinomial coefficient
as zero. Note that the face numbers do not depend on the orderings of the vertices of K
and L.
4.2 Formulas for the h-vectors of Products
Equation (4.1) gives the f -vector of a product Aj × Ck in terms of the f -vectors of Aj
and Ck. The goal of this section is a similar formula in terms of the h-vectors of the
product and the original complexes. Our main result is Theorem 4.2, which gives a useful
formula for the h-vector of the product of a simplicial complex with either a simplex or
the boundary of a simplex. Before we prove this result, we first calculate the change in
the h-vector of a product Aj × Ck when a single k-face is added to Ck.
Proposition 4.1. Let Aj and Ck be simplicial complexes of dimension j and k respectively and let
d = j+ k. If we add a single dimension k face to Ck then the change in the h-vector of the product
of Aj and Ck is given by
δhb =
j+1∑
m=0
[(
d+ 1−m
d+ 1− b
)(
m− 1
b− k − 1
)]
hm(A
j). (4.2)
If Ck has dimension k − 1 ≥ 0, so that we are adding in the first face of dimension k, equation
(4.2) is still valid if the h-vector of the original product is replaced by the g-vector.
The last statement of the proposition is equivalent to calculating the h-vector of the orig-
inal product as if the product had dimension j + k − 1, even when its dimension is only
j + k − 2.
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Proof. By formula (4.1), we know that we can write δhb =
∑j+1
m=0 cm,bhm(A
j) for some
constants cm,b that depend on j and k. To calculate these coefficients we add a single facet
to Aj such that the facet has a unique minimal new face withm vertices. The only change
in the h-vector of Aj when we add this facet is that hm(Aj) increases by one. Therefore,
by calculating the change in the h-vector of the product when this facet is added we can
determine cm,b.
Since each new face of Aj must contain the m vertices of the minimal new face, the
changes in the face numbers of Aj are given by
∆fi(A
j) =
(
(j + 1)−m
(i+ 1)−m
)
.
Note that ∆f−1 = 0. Applying equation (4.1), for a ≥ 0 the number of a-faces in the
product that result from combining new faces of Aj and the new k-face of Ck is
∆fa =
a∑
i=0
(
j + 1−m
i+ 1−m
)(
a
a− k, a− i, i+ k − a
)
.
Using Lemma 4.7, for a ≥ 0we have
∆fa =
(
a
a− k
)(
j + 1−m+ k
a−m+ 1
)
=
(
a
k
)(
d+ 1−m
d− a
)
.
We use this formula to calculate the corresponding change in the h-vector of the product.
∆hb =
b∑
a=0
(−1)b−a
(
d− a+ 1
d− b+ 1
)
∆fa−1
=
b∑
a=1
(−1)b−a
(
d− a+ 1
d− b+ 1
)(
a− 1
k
)(
d+ 1−m
d+ 1− a
)
.
Because of the last binomial coefficient, the terms in the sum with a < m are zero. Hence
the desired result follows when b < m. We therefore assume that b ≥ m. Examining the
second binomial coefficient we see that it is sufficient to start the sum at a = k + 1. With
these simplifications and re-indexing we have
∆hb =
b−1∑
a=k
(−1)b−a−1
(
d− a
d− b+ 1
)(
a
k
)(
d+ 1−m
d− a
)
.
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Noting that the product of the first and third binomial coefficients can be written as a
multinomial coefficient we get further simplifications.
∆hb =
b−1∑
a=k
(−1)b−a−1
(
a
k
)(
d+ 1−m
d− b+ 1, b− 1− a, a−m+ 1
)
=
b−1∑
a=k
(−1)b−a−1
(
a
k
)(
d+ 1−m
d− b+ 1
)(
b−m
b− 1− a
)
= (−1)b−1
(
d+ 1−m
d− b+ 1
) b−1∑
a=k
(−1)a
(
a
k
)(
b−m
a+ 1−m
)
.
In the case where b− 1 < k, the desired equality follows because∆hb is equal to an empty
sum and δhb = 0 by equation (4.2). If b− 1 ≥ k, by Lemma 4.8 we have
∆hb = (−1)b−1
(
d+ 1−m
d− b+ 1
)
(−1)(b−m)+(m−1)
(
m− 1
k − (b−m)
)
=
(
d+ 1−m
d+ 1− b
)(
m− 1
b− k − 1
)
,
as desired. Note that to apply Lemma 4.8 we use the fact b ≥ m.
Theorem 4.2. LetAj be a simplicial complex of dimension j and let d = j+k. Then for 0 ≤ b ≤ d
gb(A
j × ∂∆k) =
j+1∑
m=0
[(
j −m
b−m
)(
k +m
b
)
−
(
d+ 1−m
d+ 1− b
)(
m− 1
b− k − 1
)]
hm(A
j) (4.3)
and for 0 ≤ b ≤ d+ 1
hb(A
j ×∆k) =
j+1∑
m=0
[(
j −m
b−m
)(
k +m
b
)]
hm(A
j). (4.4)
Proof. By Proposition 4.1, Equation (4.3) follows from Equation (4.4), so it suffices to prove
the second relation. As in the previous proof, we know that there exist coefficients for the
hm(A
j) such that the relation holds. To determine these coefficients we use the case where
the facets of Aj are a subset of the facets of ∂∆j+1. We then examine the change in the
h-vector when we add an additional facet to this subset. The case m = j + 1 requires a
separate argument.
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In [2], Billera, Cushman, and Sanders (BCS) describe a shelling order for products of
simplices. We use this shelling order, applied multiple times, to shell the product of ∆k
and our subcomplex Aj of ∂∆j+1.
Think of the vertices of ∂∆j+1×∆k as a rectangular lattice with j+2 rows (corresponding
to the vertices of ∂∆j+1) and k + 1 columns (corresponding to the vertices of ∆k). Each
facet of ∂∆j+1 corresponds to omitting one of these rows. We order these facets such that
Fi for 0 ≤ i ≤ j + 1 is the facet where the (i + 1)st row is removed (where row one is the
top row). In our shelling order we shell F0 ×∆k, then F1 ×∆k, and so on.
The facets of each Fi ×∆k are shelled using the BCS ordering, which we now describe. If
we disregard the row that does not contain a vertex of Fi, each facet of Fi×∆k corresponds
to a path of up and rightward steps in our lattice. Associate to each facet the binary string
where 0 indicates a rightward step and 1 a vertical step. Then order the facets based on the
lexicographic order on these strings, starting with 0 · · · 01 · · · 1. For any facet of Fi × ∆k,
the vertices of the restriction face are all of the upper left corner vertices (the elements
after an upward step and before a rightward step) along with the left-most element of
each of the top i rows (some of these may also be upper-left corners). In the original
BCS construction, each restriction face was only the upper left corner vertices. Hence for
F0 ×∆k we have the same restriction faces as in the BCS ordering, while for Fi ×∆k with
i > 1we are potentially including more vertices in each restriction face.
We show that these are in fact the restriction faces of a shelling order. First we show that
each claimed restriction face is a new face. If we take a facet G ∈ Fi × ∆k, its restriction
face r(G) cannot be in any previous facet in the shelling order of Fi×∆k since by the BCS
result we know that a (possibly proper) face of r(G) is not in any previous facet. Furthur,
r(G) contains a vertex from each of the top i rows of Fi. By our definition of the Fi, no
92
facet Fj with j < i contains all of the vertices corresponding to these rows, so r(G) cannot
be contained in Fj ×∆k for j < i.
Second we show that for each vertex v ∈ r(G) the faceG−{v} is in some previous facet in
our shelling order. If v corresponds to an upper-left corner then this follows from the BCS
result. Otherwise, v is the only element in one of the top i rows of the path corresponding
to G, and hence G− {v} is contained in a facet of some Fj ×∆k with j < i. Note that this
last claim fails in the case i = j + 1, where it is possible for v to be neither an upper-left
corner nor the only element in its row.
Now we count the size of the restriction face of each facet in Fi ×∆k. When we consider
the path corresponding to a facet of Fi×∆k, each time we reach a new row or column for
the first time wemust decide whether to go up or to the right (we include the first column
but not the last column, and we exclude the bottom row). We must choose to go right a
total of k times. Regardless of our choices, the top i rows each contribute one element
to our restriction face. The other rows contribute an element exactly when we choose to
go to the right upon reaching that row. Our choices for the columns do not influence the
number of elements in the restriction face. We have j + 1 rows and k + 1 columns, hence
the number of ways of getting a restriction face of size b is(
j − i
b− i
)(
k + i
k − (b− i)
)
=
(
j − i
b− i
)(
k + i
b
)
.
Since the inclusion of Fi only changes the h-vector of ∂∆j+1 by adding one to hi, we have
the desired coefficients for the hm(Aj) in equation (4.4) form ≤ j.
For the case m = j + 1, we want to add in the final facet of ∂∆j+1. The resulting product
is not shellable, so we cannot use the above argument. However, in this step all we are
adding to ∂∆j+1 is a single j-face, so by Proposition 4.1 the change in hb when we add in
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the product Fj+1 ×∆k is(
d+ 1− 0
d+ 1− b
)(
0− 1
b− j − 1
)
=
(
k + (j + 1)
b
)(
j − (j + 1)
b− (j + 1)
)
,
giving the desired coefficient of hj+1(Aj) in equation (4.4).
4.3 Changes in the g-vector Due to Surgery
In this section we use Theorem 4.2 to compute some of the interesting changes in the
g-vector that occur when performing a surgery involving a product with a simplex. We
consider two cases depending on whether we start with a simplex as our initial ball or
the boundary of a simplex as our sphere.
Theorem 4.3. Let Bj be a triangulated ball of dimension j and let k > j. Then
gj+1(B
j × ∂∆k)− gj+1(∂Bj ×∆k) =
(
j + k + 1
j + 1
)
.
Proof. From Theorem 4.2 we have
gj+1(B
j × ∂∆k) =
j+1∑
m=0
[(
j −m
j + 1−m
)(
k +m
j + 1
)
−
(
d+ 1−m
d+ j
)(
m− 1
j − k
)]
hm(B
j).
Since k > j the binomial coefficient
(
m−1
j−k
)
is always zero. Form ≤ j we know that ( j−m
j+1−m
)
is always zero. Hence the coefficients form ≤ j in the above sum are all zero. SinceBj is a
ball its reduced Euler characteristic is zero, so hj+1(Bj) = 0. Therefore gj+1(Bj×∂∆k) = 0.
Again applying Theorem 4.2 (and noting that ∂Bj has dimension j − 1) yields
gj+1(∂B
j ×∆k) = hj+1(∂Bj ×∆k)− hj(∂Bj ×∆k)
=
j∑
m=0
[(
j − 1−m
j + 1−m
)(
k +m
j + 1
)
−
(
j − 1−m
j −m
)(
k +m
j
)]
hm(∂B
j).
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For all m < j the coefficient of hm(∂Bj) is zero. Furthur, since ∂Bj is a sphere we know
hj(∂B
j) = 1. Hence we have
gj+1(∂B
j ×∆k) =
[(−1
1
)(
k + j
j + 1
)
−
(−1
0
)(
k + j
j
)]
hj(∂B
j)
=
[
−
(
k + j
j + 1
)
−
(
k + j
j
)]
= −
(
k + j + 1
j + 1
)
.
Combining these two calculations gives the desired result.
Theorem 4.4. Let Bj be a triangulated ball of dimension j and let j > k. Then
gk+1(∂B
j ×∆k)− gk+1(Bj × ∂∆k) =
(
j + k + 1
k + 1
)
+
k+1∑
i=1
(
cigi(B
j) + digi(∂B
j)
)
(4.5)
where
ci =
i−1∑
p=1
[(
j − p
j − 1− k
)(
k + p
k + 1
)
−
(
j + k − (p− 1)
j
)]
and
di =
(
j − i
k + 1− i
)(
k + i
k + 1
)
.
Note that by Lemma 4.9 the ci are all non-positive.
Proof. Let d = j + k. Applying Theorem 4.2 and the fact that hj+1(Bj) = 0we have
gk+1(B
j × ∂∆k) =
j+1∑
m=0
[(
j −m
k + 1−m
)(
k +m
k + 1
)
−
(
d+ 1−m
d− k
)(
m− 1
0
)]
hm(B
j)
=
j∑
m=0
[(
j −m
j − k − 1
)(
k +m
k + 1
)
−
(
d+ 1−m
j
)]
hm(B
j). (4.6)
Again using Theorem 4.2,
gk+1(∂B
j ×∆k) = hk+1(∂Bj ×∆k)− hk(∂Bj ×∆k)
=
j∑
m=0
[(
j − 1−m
k + 1−m
)(
k +m
k + 1
)
−
(
j − 1−m
k −m
)(
k +m
k
)]
hm(∂B
j). (4.7)
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Therefore, we combine equation (4.6) and the fact that hi(∆) =
∑i
j=0 gj(∆) for any sim-
plicial complex ∆ to obtain
ci = −
j∑
m=i
[(
j −m
j − k − 1
)(
k +m
k + 1
)
−
(
d+ 1−m
j
)]
.
The negative sign is because Bj × ∂∆k is the original product that we are replacing.
Comparting this equation with Lemma 4.9 we see that c1 = 0.
For i > 1 the coefficient of hi−1(Bj) in equation (4.6) is equal to ci − ci−1. Because c1 = 0,
for i > 1we have
ci =
i−1∑
m=1
[(
j −m
j − k − 1
)(
k +m
k + 1
)
−
(
d+ 1−m
j
)]
,
as claimed in the theorem.
Applying the fact hi(∆) =
∑i
j=0 gj(∆) to equation (4.7) we have
di =
j∑
m=i
[(
j − 1−m
k + 1−m
)(
k +m
k + 1
)
−
(
j − 1−m
k −m
)(
k +m
k
)]
.
By Lemma 4.10, these coefficients match the expression in the theorem. Also note that the
ci and di are all zero for i > k + 1; hence it is valid for the upper limit of the sum in (4.5)
to be i = k + 1.
For i = 0 we get di = 0, so there is no contribution to the constant term in equation
(4.5) from gk+1(∂Bj × ∆k). Since c1 = 0, the contribution to the constant term from
gk+1(B
j × ∂∆k) is the negative of the coefficient of h0(Bj) in equation (4.6). Hence our
constant is
−
[(
j
j − k − 1
)(
k
k + 1
)
−
(
d+ 1
j
)]
=
(
d+ 1
j
)
=
(
d+ 1
k + 1
)
,
as desired.
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4.4 A Restriction on the g-vectors of Manifolds
We begin by formally stating Kalai’s conjectured lower bounds on the g-vector of a tri-
angulated manifold. These lower bounds depend on the Betti numbers of the manifold.
To express these bounds we use two generalizations of the h-vector known as the h′- and
h′′-vectors. For a homology (d− 1)-manifold ∆we define
h′i(∆) := hi(∆) +
(
d
i
) i−1∑
j=1
(−1)i−j−1βj−1(∆).
The h′-vector is a combination of the h-vector and the Betti numbers of the manifold. In
the case of a sphere it is the same as the standard h-vector. For more general manifolds,
the h′-vector has the same algebraic interpretation as the h-vector of a sphere. Namely,
Schenzel [31] showed that if∆ is a homology (d− 1)-manifold and Θ is a linear system of
parameters for k[∆], then dimk(k[∆]/Θ)i = h′i(∆).
We define the h′′-vector by h′′d(∆) = h
′
d(∆) and for 0 ≤ i ≤ d− 1
h′′i (∆) := h
′
i(∆)−
(
d
i
)
βi−1(∆) = hi(∆)−
(
d
i
) i∑
j=1
(−1)i−jβj−1(∆).
For any homology (d − 1)-manifold the entries of the h′′-vector are non-negative and
symmetric. Using the h′′ vector, we state Kalai’s conjecture [12, Conjecture 14.2, typo
corrected].
Conjecture 4.5. Let ∆ be a triangulated (d − 1)-manifold. Then for 0 ≤ k ≤ bd/2c − 1,
h′′k+1(∆)− h′′k(∆) ≥
(
d
k
)
βk(∆).
From the definition of the h′′-vector we can rewrite these lower bounds as gk+1 ≥
(
d+1
k+1
)
βk+
C where C depends on the Betti numbers βi with i < k. The conjecture is known to
hold when the links of the vertices of the manifold satisfy an algebraic version of the
g-conjecture, for example when all of the vertex links are polytopal [28, Equation (9)].
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From Theorem 4.4 we know that a surgery that replaces Bj × ∂∆k with ∂Bj ×∆k results
in a change in gk+1 by the (expected) constant
(
j+k+1
k+1
)
plus
∑k+1
i=1 (cigi(B
j) + digi(∂B
j))
where the ci are non-positive and the di are non-negative. For some balls Bj this sum
has a strictly negative value (an example is discussed below). Consider the case where a
surgery using such a ball increases the kth Betti number of our manifold by one. The new
manifold that we construct by performing such a surgery must satisfy Kalai’s conjectured
(or proved, depending on the manifold) lower bound on gk+1. This places a more restric-
tive condition on the g-vector of the original manifold than is obtained by applying the
lower bound directly to the manifold.
For example, consider the case where our surgery is handle addition. In this situation
Kalai’s conjectured bound for h′′2 − h′′1 follows for all manifolds from an already-known
portion of the g-conjecture. Let M be a triangulated (d − 1)-manifold that contains two
disjoint copies of a ball Bd−1 such that the sum
∑k+1
i=1
(
cigi(B
d−1) + digi(∂Bd−1)
)
is strictly
negative. ThenM admits a handle addition where Bd−1× ∂∆1 is replaced by ∂Bd−1×∆1.
The existence of this handle addition places a more restrictive bound on g2(M).
In the case of handle addition (k = 1, j = d− 1 in Theorem 4.4) our formula for ci reduces
to
ci =
i−1∑
p=1
[(
d− 1− p
d− 3
)(
1 + p
2
)
−
(
d+ 1− p
d− 1
)]
.
We know c1 = 0 and by direct calculation c2 = (d− 2) · 1− (d) = −2.
For the di, we again use Theorem 4.4 to obtain
di =
(
d− 1− i
2− i
)(
1 + i
2
)
.
Hence d1 = d−2 and d2 = 3. The total change in gk+1 after the handle addition is therefore(
d+ 1
2
)
− 2g2(Bd−1) + (d− 2)g1(∂Bd−1) + 3g2(∂Bd−1).
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Combining this discusion with Kalai’s bounds we have the following result.
Proposition 4.6. Let d ≥ 4 and let ∆ be a connected homology (d − 1)-manifold that contains
two disjoint copies of a (d− 1)-ball B. Then
h′′2(∆)− h′′1(∆) ≥ d · β1 + 2g2(B)− (d− 2)g1(∂B)− 3g2(∂B).
Using known constructions, there exist many ballsB such that this lower bound is strictly
greater than d · β1. For example, any ball with h-vector (1, 2, 3, 3, . . . , 3, 3, 2, 0) will have a
boundary sphere with all h-vector entries equal to one.
4.5 Binomial Coefficient Identities
Lemma 4.7. Let a, j and i be non-negative integers. Then
a∑
i=0
(
j + 1−m
i+ 1−m
)(
a
a− k, a− i, i+ k − a
)
=
(
a
a− k
)(
j + 1−m+ k
a−m+ 1
)
. (4.8)
Proof. Consider a collection of j + 1−m+ k elements divided into two parts, one of size
a (call this Y ) and the other of size j + 1 − m (call this Z). The right-hand side of (4.8)
counts the number of ways of choosing a set P of a− k elements of Y and a second set R
of a−m+ 1 of the remaining elements (in Y or Z).
The left-hand side of (4.8) counts the same thing except partitioned by the index i, where
i + 1 is the number of items in the set R taken from Z. For each i, the multinomial
coefficient counts the number of ways of diving Y into a set of size a − i (to be included
in R), a set of size a− k (this is P ), and a set of size i+ k − a (elements in neither P or R).
Then from Z we choose the remaining i+ 1−m elements for R.
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Lemma 4.8. Let a and c be non-negative integers and let a+ b− c ≥ 0. Then
a+b∑
i=c
(−1)i
(
a
i− b
)(
i
c
)
= (−1)a+b
(
b
c− a
)
.
Proof. Using standard binomial identities and re-indexing we have
=
a+b∑
i=c
(−1)i
(
a
i− b
)(
i
i− c
)
=
a+b∑
i=c
(−1)i
(
a
i− b
)
(−1)i−c
(−i+ (i− c)− 1
i− c
)
= (−1)c
a+b∑
i=c
(
a
a+ b− i
)(−c− 1
i− c
)
= (−1)c
a+b−c∑
i=0
(
a
a+ b− c− i
)(−c− 1
i
)
.
We now apply Vandermonde’s convolution and simplify to obtain the desired result.
a+b∑
i=c
(−1)i
(
a
i− b
)(
i
c
)
= (−1)c
(
a− c− 1
a+ b− c
)
= (−1)c(−1)a+b−c
(−(a− c− 1) + (a+ b− c)− 1
a+ b− c
)
= (−1)a+b
(
b
a+ b− c
)
= (−1)a+b
(
b
c− a
)
.
Lemma 4.9. Let j and k be positive integers with j > k. For 1 ≤ p ≤ j
p∑
m=1
(
j −m
j − k − 1
)(
k +m
k + 1
)
≤
p∑
m=1
(
j + k − (m− 1)
j
)
,
with equality when p = j.
Proof. We prove the result by giving a combinatorial interpretation of both sums. We then
define a bijection between the elements corresponding to the right-hand sum with p = j
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and the elements corresponding to the left-hand sum with p = j. The index of each left-
hand side element (its m value) will always be greater than or equal to the index of the
corresponding right-hand side element, proving the desired inequalities.
We begin by describing our combinatorial objects. Each element of the combinatorial
interpretation is a subset of j items chosen from j + k items. On the left-hand side, this is
done by choosing j− (k+1) of the first j−m items and then k+1 of the last k+m items.
For the right-hand side we first choose j items from an ordered set of (j + k) − (m − 1)
items. We make this into a choice of j items from j + k items by addingm− 1 unselected
items immediately before the (j − k)th selected item.
We now define our bijection. For an element on the left-hand side of indexm = n′, define
n ∈ N by setting n + (j − n′) to be the position of the (j − k)th item in the corresponding
subset of j + k. In other words, n is the number of positions you must go beyond j − n′
to reach the (j − k)th item in the set. We map our element to the right-hand side element
with indexm = n that has the same corresponding subset of j + k items.
For an element on the right-hand side with index m = n, let q be the position of the (j −
k)th item of the corresponding subset of j+k. Define n′ such that j−n′ = (q−1)− (n−1),
so n′ = j − q + n. We map our element to the left-hand side element with index m = n′
that has the same corresponding subset of j + k items.
It is straightforward to check that these two maps are well-defined and are inverses.
Furthur, since we are selecting a subset of j items from j + k items, the position q of
the (j − k)th item is never greater than j. Hence we get n′ = j − q+ n ≥ n, as desired.
Lemma 4.10. Let j, k and p be positive integers with j > k and j ≥ p. Then
j∑
m=p
((
j − 1−m
k + 1−m
)(
k +m
k + 1
)
−
(
j − 1−m
k −m
)(
k +m
k
))
=
(
j − p
k + 1− p
)(
k + p
k + 1
)
.
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Proof. The proof is by induction on pwith p decreasing. Both sides are zero when p > k+1
and the base case p = k + 1 follows directly from the formula. Assuming the result for
m = p+ 1 and using standard binomial identities we have
j∑
m=p
((
j − 1−m
k + 1−m
)(
k +m
k + 1
)
−
(
j − 1−m
k −m
)(
k +m
k
))
=
((
j − 1− p
k + 1− p
)(
k + p
k + 1
)
−
(
j − 1− p
k − p
)(
k + p
k
))
+
(
j − (p+ 1)
k + 1− (p+ 1)
)(
k + (p+ 1)
k + 1
)
=
(
j − 1− p
k + 1− p
)(
k + p
k + 1
)
+
(
j − 1− p
k − p
)(
k + p
k + 1
)
=
(
j − p
k + 1− p
)(
k + p
k + 1
)
,
completing the inductive step.
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