Abstract. We present a result on existence of solutions for a system of highly nonlinear partial differential equations related to a phase field model for nonisothermal solidification/melting processes in the case of two possible crystallization states and flow of the molten material.
Introduction
In this work we study a system of nonlinear partial differential equations subjected to boundary and initial conditions related to a phase field model for solidification and melting of certain metallic alloys that may solidify in two different kinds of crystallization, taking into account the possibility of flow of the molten material. The system is the following: The notation used here is as follows. The set Ω ⊂ R 2 is a bounded C 2 -domain, 0 < T < ∞, Q = Ω×(0, T ) and n denotes the outer unitary normal to the boundary ∂Ω.
The unknown phase field functions α and β represent respectively the solid fractions of the two possible different kinds of crystallization: the unknown phase field function γ represents the corresponding liquid fraction; thus, by their physical meanings, we must have α, β, γ ≥ 0 and α + β + γ = 1.
The unknown function τ is associated to the temperature. The incompressible velocity field is denoted by v and it is assumed to be given, but it has low regularity. The reason for this will be explained later on, and the precise required regularity for the velocity will be described in the statement of our main result (Theorem 2.4).
In the equation for the temperature, b > 0 is a given constant related to the thermal diffusion coefficient, while l 1 , l 2 and l 3 are given constants related to the latent heats associated to each kind of physical state; the function f is related to the given density of heat sources and sinks.
In the equations for the phase fields, k > 0 is a given constant related to the width of the transition layers; interactions among the phase fields are given by the functions The initial conditions τ 0 , α 0 , β 0 , and γ 0 are suitable given functions that according to their physical interpretation satisfy α 0 + β 0 + γ 0 = 1.
The present model for alloy solidification involves more than one phase field and it can be seen as a generalization of the model treated by Hoffman and Jiang in [12] and of the one treated by Steinbach et al. in [21] and [22] . As in [12] , the present model assumes that the energy stored in the transition layers is isotropic, but in [12] only one crystallization type is allowed; there is not the possibility of flow in the melt. As in [21] and [22] we have two possible crystallization states and the same interaction potentials for the phase fields, and thus the same functions g 1 , g 2 and g 3 ; but in [21] and [22] the temperature is supposed to be known and there is no possibility of flow in the melt. Besides, rigorous mathematical analysis is not the main interest in [21] and [22] .
To be fair, we should mention that there are many articles that deal with different types of questions concerning phase field models. Here, we just mention a few representative articles dealing with some of the mathematical aspects of the subject: Caginalp et al. [6] - [9] , Hoffman and Jiang [12] , Krejči, Sprekels and Stefanelli [13] , Sprekels and Zheng [19] , Planas [17] , [18] and Boldrini et al. [3] , [4] , [5] , [23] . For more information, the interested reader can consult the references of those papers.
We also call the attention of the reader to the fact that the equations of (1.1) could be rewritten just in terms of α and β since on physical grounds one must have γ = 1 − α − β. Since in [21] and [22] it is presented using the three phase fields, just for comparison we also preferred to present it as in (1.1).
Next, to justify the present article, it is important to call the reader's attention to certain mathematical aspects of the problem.
From the point of view of the phase fields, the fact that there are two of them (α and β) in our system brings many more mathematical difficulties as compared to models with just one phase field. In fact, in this last case, the higher power nonlinearities have the right sign at least when one is obtaining the weaker estimates. On the other hand, with more than one phase field, in the equations we have higher powers nonlinearities that are products of different phase fields and thus we have no a priori control of their signs. These difficulties demand a very careful treatment even in finding the weaker estimates. Moreover, due to their physical meaning, we will also have to prove that the phase fields are nonnegative and add up to one.
We also remark that, differently from what occurs in the usual phase field models, in the present one there are terms in which the temperature appears multiplying the phase fields, bringing in nonlinearities that are harder to handle than the ones in the usual models.
Another important aspect comes in when, as is the present case, one takes into account the possibility of the flow of the material due to thermal or concentration gradients. In this case, advection terms, whose coefficients are the components of the flow velocity, are added to the associated phase fields and temperature equations. A major difficulty then appears: in general, only rather low regularity can be assumed for the flow velocity. In fact, for the complete model for the solidification (see Calsavara and Boldrini [10] ), the velocity is also an unknown variable and must be determined by extra equations for the flow; in many models these equations become a singular Navier-Stokes equation modified by a Carman-Koseny type term (see Calsavara and Boldrini [10] , for instance). Since such a term goes to infinity as one goes from a molten region to an interface with a solid region, and such interface may have complex geometries (dendrites), in general only low regularity is expected for the flow velocity.
This brings in another mathematical difficulty to an already difficult highly nonlinear problem because it makes it harder to find suitable estimates for the unknown variables.
Therefore, besides our interest in system (1.1) for its own sake, one of the main motivations for the present article is to present results that will be fundamental in a forthcoming article [10] , where we will prove the existence of solutions of the complete model for solidification in the case of two possible crystallization states and flow of molten material.
For this, due to the reasons already explained, we must not only prove the existence of solutions of system (1.1) but also obtain suitable estimates for α, β and τ in terms of a low regularity norm of the velocity, namely, in a norm implied by the lowest estimates that can usually be obtained for the velocity in several variants of the Navier-Stokes equations.
To obtain those results, we have to adapt some ideas used in Boldrini et al. [2] to handle the fact that we have more than one phase field, to the case with advection terms with low regularity coefficients. Our results are stated in Theorem 2.4 at the end of the next section.
Finally, this paper is organized as follows. In Section 2 we fix the notation, recall certain results that will be used in the paper and state our main result concerning the existence of a solution for problem (1.1). Section 3 is devoted to the analysis of an auxiliary problem and we prove the existence of the original problem.
Preliminaries, hypotheses and main result
We will use standard notation for Sobolev spaces. For convenience of referencing, here we recall certain facts that will be useful in the paper. Given 1 ≤ p ≤ +∞ and k ∈ N, we denote the usual Sobolev space by
The properties for such spaces can be found for instance in Adams [1] ; here we only mention the following result, which is a consequence of the Sobolev Embedding Theorem given in Adams [1] 
with continuous embedding.
The first through fourth equations of problem (1.1) will be studied in functional spaces denoted by
and in functional spaces
For results concerning these spaces, we refer for instance to Ladyzenskaja [14] and Mikhaylov [16] . Here we recall a result that sometimes is called the Lions-Peetre embedding theorem (see [15] , p. 15); it is also a consequence of Lemma 3.3, p. 80, in Ladyzenskaja [14] :
, with compact and continuous embedding for
Finally, let us see a result about existence, uniqueness and regularity for parabolic differential partial equations given by Ladyzenskaja [14] (Theorem 9.1, p. 341).
, with r = max{q, 4} if q = 4 and r = 4 + ε for any ε ≥ 0 if q = 4. Then, the problem
has a unique solution φ ∈ W 2,1 q (Q). This solution satisfies the estimate
,
Next, for easy reference, we collect some hypotheses that will be assumed for the rest of this work.
Main hypotheses.
(2.1)
Let us observe that α 0 + β 0 = 1 implies γ 0 = 0. Then the last condition means that the initial velocity is null in the initial solid region.
To deal with the regularity of v, we need to consider the following functional space: V is the closure of
Our objective in this work is to show the following existence result of a solution for problem (1.1) under the previous hypotheses.
Theorem 2.4. Assume that hypotheses
and the constants of problem (1.1).
Existence of solution
To obtain the existence of solutions of problem (1.1), firstly we consider an equivalent problem. For this, we observe that by adding the second, third and fourth equations in (1.1), we obtain that
Thus, from hypothesis (2.1)
4 is a solution of problem (1.1), then α + β + γ = 1 in Q. So, by replacing 1 − α − β by γ in (1.1), we get the following equivalent problem:
with g i given by (1.2), for i = 1, 2, 3. For this problem, the following result holds. 
, where the constant C depends on Ω, T , ||v|| L 4 (Q) and the constants of problem (3.1).
To prove this proposition, let us apply the Leray-Schauder fixed point theorem (see Friedman [11] ) in the Banach space
For this, consider the family of operators
where (τ, α, β) is defined as the solution of the following problem:
(3.5)
where l 1 , l 2 , g 1 , g 2 and g 3 are given by (3.2) and (3.3). Thus, to prove Proposition 3.1, that is, to obtain the existence of solutions of problem (3.1) we must verify that for each λ the operator T λ is well defined and that the hypotheses of Leray-Schauder's fixed point theorem are satisfied. Such conditions will be checked in the sequence of lemmas that follow. However, before starting to do these tasks, let us consider an auxiliary lemma. 
Lemma 3.2. Assume that hypotheses
By Gronwall's lemma,
and thus α − = 0 a.e. in Q. So α ≥ 0 a.e. in Q.
By multiplying the third equation of problem (3.1) by −(β − ) = min{β, 0} and proceeding in the same way as in the previous case, we obtain that β ≥ 0 a.e. in Q.
Finally, let us prove that α + β ≤ 1. For this, consider
where g 1 and g 2 are given by (1.2) respectively, and γ 0 := 1 − α 0 − β 0 . Since α 0 + β 0 ≤ 1 we have γ 0 ≥ 0. Then, by multiplying the equation of the problem above by −(γ − ) = min{γ, 0} and proceeding similarly as in the previous cases, we obtain that γ ≥ 0 a.e. in Q. Thus, α + β = 1 − γ ≤ 1.
In the next sequence of lemmas, we will check that in fact the hypotheses of Leray-Schauder's fixed point theorem are satisfied.
Lemma 3.3. Assume that hypotheses
. So, by Proposition 2.3 applied to the second equation of (3.5), there exists a unique solution α ∈ W 2,1
. Analogously, by applying Proposition 2.3 to the third equation of (3.5), we obtain that it has a unique solution 
In this way, we conclude that there exists a unique (τ, α, β) ∈ B that is a solution of (3. By using Proposition 2.3 for the problem satisfied by α, we have that, for all 2 < q < 4,
Similarly, by using again Proposition 2.3 for the equations satisfied by β and τ , we also obtain
for all 2 < q < 4, with C depending on (θ 1 , α 1 , β 1 ) B and (θ 2 , α 2 , β 2 ) B .
Hence,
3 is continuous, and by using the compact embedding given in Lemma 2.2, we get that T λ : B → B is also a compact operator for each fixed λ ∈ [0, 1]. 
From this, since A is bounded in B, we obtain Proof of Lemma 3.6. For λ = 0 problem (3.5) becomes
where l 1 and l 2 are given by (3.2).
By applying Proposition 2.3 to each of the equations satisfied by α and β, we obtain that they have unique solutions α and β ∈ W 2,1 q (Q). Once such α and β are obtained, we obtain that the equation τ , for which we can apply Proposition 2.3 again, also has a unique solution τ ∈ W 2,1 q (Q). We conclude that there exists a unique (τ, α, β) ∈ W 2,1
q (Q) solution of problem (3.5) with λ = 0, and thus the operator T 0 has a unique fixed point (τ, α, β) ∈ B.
Lemma 3.7. Assume that hypotheses
Proof of Lemma 3.7. For this, consider (τ, α, β) ∈ B, a fixed point of T λ for some
where l 1 , l 2 , g 1 , g 2 and g 3 are given by (3.2) and (3.3). Next, we observe that by applying Lemma 3.2 to problem (3.6) we obtain that (τ, α, β) satisfy 0 ≤ α, β ≤ 1.
By multiplying the second equation of problem (3.6) by α and integrating the obtained equality on Ω × (0, t), with any 0 ≤ t ≤ T , we obtain
Since v ∈ V a.e. in [0, T ], we have that
(v.∇α)α dxdt = 0. By using that 0 ≤ α, β ≤ 1, by Lemma 3.2, and by using Young's inequality in the last term, we have
By multiplying the third and first equations of problem (3.6) respectively by β and τ − l 1 α − l 2 β and proceeding as in the previous case, we obtain
By multiplying inequality (3.7) by a suitable positive constant, inequality (3.8) by another suitable constant, and adding the results to the last inequality, we obtain
Next, by using Hölder's, Gagliardo-Nirenberg's and Young's inequalities and since α, β ≥ 0, by Lemma 3.2, we have
In the same way,
By replacing the last two inequalities in the previous one, we obtain (3.10)
Next, by multiplying the first, second, and third equations of problem (3.6) respectively by τ t , α t , and β t and proceeding similarly as we did for the last case,
Now observe that by using Hölder's, Gagliardo-Nirenberg's and Young's inequalities, we have
In the same way, we obtain
By replacing the last two inequalities in the previous one, we get
Finally, by multiplying the first, second, and third equations of problem (3.6) respectively by −Δτ , −Δα, and −Δβ and proceeding similarly as was done for the previous cases, we obtain (3.12)
By adding inequalities (3.10) until (3.12) and taking > 0 small enough, we have
By using Gronwall's lemma, we obtain
Next, by observing that τ , α, β ∈ L q (Q) and 0 ≤ α, β ≤ 1, we conclude that the second member of the second equation of problem (3.6) belongs to L q (Q).
Similarly, we obtain β ∈ W
q (Q) and the second member of the first equation of problem (3.6) belongs to L q (Q). By applying Proposition 2.3, we obtain τ ∈ W
. Thus, by using the previous estimates we get (3.13) (
where K is the constant referred to in the statement of Lemma 3.7, and the positive constant C does not depend on λ ∈ [0, 1], and in fact only depends on Ω, T , ||v|| L 4 (Q) and the constants of problem (3.1).
Remark 3.8. By using the fact that 0 ≤ α, β ≤ 1, one could derive simpler alternative forms of several of the previous estimates. Following these alternatives, however, one would obtain, instead of (2.2), a final estimate with an extra additive term depending on the given function v in problem (1.1). To obtain the stated form of (2.2), that is, an estimate with just a constant depending on the problem parameters multiplying certain norms of the initial conditions and of the forcing term f , we must proceed as we did in this article.
Remark 3.9. For use in a forthcoming paper [10] , in the following we present an estimate derived as suggested above, that is, by using the fact that 0 ≤ α, β ≤ 1.
It follows from the proof of Lemma 3.7 that, under the same hypothesis of Theorem 2.4, the solution (τ, α, β, γ) of problem (1.1) satisfies
for all 0 ≤ t ≤ T , where the constant C depends on Ω, T and the constants of problem (1.1).
Proof. Indeed, let us consider inequality (3.9). By using Hölder's and Young's inequalities and since 0 ≤ α, β ≤ 1, by Lemma 3.2, we have
and in the same way,
By choosing ε > 0 small enough and replacing the last two inequalities in the previous one, we obtain, for all 0 ≤ t ≤ T ,
Gronwall's lemma implies that, for all 0 ≤ t ≤ T and C depending on T and Ω,
By proceeding similarly in the equation satisfied by γ = 1 − α − β, with the help of the last estimate, we obtain
for all 0 ≤ t ≤ T , where C depends on T and Ω.
Proof of Proposition 3.1. By the previous lemmas we can apply the Leray-Schauder fixed point theorem to the family of operators T λ . We conclude that there exists (τ, α, β) ∈ W where g 1 and g 2 are given by (1.2), and proceeding similarly as was done to obtain the estimates for α and β in the proof of Lemma 3.7, we obtain that
, where the constant C depends on Ω, T , v and the constants of problem (1.1). Thus (2.2) holds.
