Tooth Cementum Annulation (TCA) is an age estimation method carried out on thin cross sections of the root of human teeth. Age is computed by adding the tooth eruption age to the count of annual incremental lines that are called tooth rings and appear in the cementum band. Algorithms to denoise and segment the digital image of the tooth section are considered a crucial step towards computerassisted TCA. The approach pursued in this paper relies on modelling the images as hidden Markov random fields, where gray values are assumed to be pixelwise conditionally independent and normally distributed, given a hidden random field of labels. These unknown labels have to be estimated to segment the image. To account for long-range dependence among the observed values and for periodicity in the placement of tooth rings, the Gibbsian label distribution is specified by a potential function that incorporates macro-features of the TCA-image (a FRAME model). Estimation of the model parameters is carried out by an EMalgorithm that exploits the mean field approximation of the label distribution. Segmentation is based on the predictive distribution of the labels given the observed gray values.
Introduction
Tooth Cementum Annulation ( [1] ) is an age estimation method based on annual incremental appositions in the cementum of mammalian teeth. A 90-110 Ñ thick cross section, polished or unpolished, is photographed with a Leica DC350F camera system under bright-field and 200 or 400 times magnification. TCA-images are then 8 or 16 bit gray scale pictures of size 1030x1300 or 1016x1300 pixels. The dark parts of the annual lines, often called tooth rings, are empirically 1 to 3 Ñ thick and result roughly in 5 to 20 pixel thin lines under 400 times magnification. Figure 1 displays a typical good quality TCA-image of the unpolished section extracted from a person aged 41. It is expected to find 34 horizontal tooth rings in the marked cementum band. Additionally, the image contains diagonal saw cuts and artifacts (for example on the right). The marked rectangle delimits the area that is used for the application in Section 5.
Paleodemographers at the Max Planck Institute for Demographic Research use large databases of images like the one depicted in Figure 1 to identify mortality profiles of past human populations. Hence algorithms are needed to denoise and segment these images automatically.
Standard methods like singular value decomposition, Fourier transform and regression smoothing measure texture features and are for this reason not flexible enough to fulfill the above task. In the course of this paper, TCA-images are therefore described by a statistical model, specifically a Hidden Markov Random Field (HMRF) model. Section 2 introduces these models and the distribution of the hidden field is specified by a FRAME model ( [2] ). With this Markov random field (MRF), macro-features of TCA-images such as long-range autocorrelation among observed gray values and periodic placement of tooth rings can be modelled. Section 3 describes the estimation of the model parameters via an EM algorithm that exploits the mean field approximation of the hidden field distribution. Section 4 specifies the FRAME model for the application to TCA-images and describes the Gibbs sampler that is used to simulate from this prior distribution. The sensible results of fitting the hidden FRAME model to real images like the one depicted in Figure 1 by using the EM algorithm are discussed in Section 5.
The Hidden FRAME Model
HMRF modelling allows us to address both denoising and segmentation by means of a labelling problem ( [3] ). To illustrate, let Ë ½ AE Å be the set of pixels forming a rectangular lattice of size AE ¢ Å. In the course of this paper a pixel will interchangeably be denoted by , oŕ Ü Ýµ when the two dimensions of the lattice need to be emphasized. The observed image is represented by an array , where ¾ Ê is the gray value observed at pixel . The value is assumed to be drawn from the th continuous random variable , belonging to the random field at each pixel and assume that is sampled from the discrete random variable £ , defined as the th coordinate of the random field £ £ ½ £ AE Å µ.
In the setting of a HMRF, the joint distribution of is modelled according to the mixture The MRF È´ µ may model spatial dependencies by means of specifying a neighborhood structure. More precisely, let's define
• a neighboring relationship as a binary relationship on the lattice Ë that is anti-reflexive and symmetric;
• the neighborhood AE´ µ of pixel as the set AE´ µ ¾ Ë Ò ÓÖÓ and
• the neighborhood system AE as the set of all neighborhoods AE AE´ µ ¾ Ë Under this setting, the random field £ is a MRF with respect to the neighborhood system AE if for all ¾ AE¢Å
The specific form of the MRF model that shall be utilized for TCA-images is called FRAME, which stands for Filters, Random Fields and Maximum Entropy and was mainly developed in [2] , [4] and [5] . In the FRAME model, prior knowledge about the image is efficiently modelled by convolving the label image with suitable filters and by evaluating these filter responses. In its simplest version, the FRAME distribution is a Gibbs distribution
where is the normalizing constant. The energy function involves one filter Ì that is known up to the parameter Ì .
The filter responses´ Ì £ µ´ µ to at pixels are evaluated pixelwise by the potential function . The choice of the parametric family Ì and the function is driven by the application (Section 4). The hidden FRAME model hereby elegantly combines two important areas of texture analysis: HMRF modelling and filtering theory and it can be applied to a wide variety of even large scale textures.
In order to estimate and Ì , the maximum likelihood estimates (MLE) and Ì can in principle be found by maximizing the likelihood function
However, this maximization is intractable because of the size of the label space AE¢Å . The EM algorithm is a widely used technique to solve this kind of problem. The algorithm depends on the predictive probability that is usually computed via MCMC. In our application this is again not feasible because of the size of TCA-images. We suggest to use mean field approximation to make the EM tractable.
To illustrate, let us recall that the EM algorithm starts with preliminary estimates ´¼µ and Ì´¼ µ of the parameters and Ì , and then proceeds iteratively by alternating two steps. In the E-step of the Ø-th iteration the conditional expectation of the complete log-likelihood, with respect to the unknown labels
is calculated, where ´Ø ½µ and Ì´Ø ½µ are the estimates from the previous iteration. The M-step of the EM algorithm maximizes this expectation to update and Ì :
Since each iteration is guaranteed to increase the (incomplete) log-likelihood (2) under mild assumptions, the EM algorithm will converge to a local maximum ( [6] ).
In the case of a Gaussian random field, the EM algorithm reduces to the three updating formulas ( [6] )
The conditional probabilities È AE´ µ Ì ¡ are not available in closed form and could be evaluated by an MCMC algorithm ( [7] according to Equation (4) 16. update Ì according to Equation (5) The initialization of and the sequential updating of the true labels were chosen according to the recommendations in [8] 
Application
This Section is devoted to specifying the filter family Ì and the potential function that we have used for TCAimage analysis and to describe a simulation algorithm for generating a typical image from this model. Filtering theory is well recognized in texture analysis at least since [9] . Marčelja ([10] ) has shown that twodimensional Gabor functions closely conform to the receptive field profiles of simple cells in the striate cortex.
We define the filter « Ì on the basis of the real valued, even-symmetric Gabor function: Figure 3 . A typical image of size 128x128 pixels simulated by the Gibbs sampler using the FRAME model (1) with the filter displayed in Figure 2 , and 8 gray levels.
being the aspect ratio and being a normalizing factor. The Gaborcosine function above is an elongated Gaussian bell multiplied by a cosine wave, where parameter Ì changes the wavelength and « determines the orientation of the cosine wave. For example, Figure 2 shows the Gaborcosine function for Ì ½ , « ¼ and Ü Ý ¾ ½¿ ½¿ . This filter can capture waves or lines of width 16 and orientation 0°.
In the application for TCA-images we fix « ¼ which is the main direction of tooth rings. In order to cover the range of possible tooth ring widths we chose Ì ¾ ¾ ½¼ ½¾ ½ ½ ½ . We remark that our approach is different to that in [2] , because we are interested in reconstructing tooth rings, that resemble only one feature of interest. We do not want to synthesize perceptional equivalent images, including noise. Besides simplifying the FRAME model to incorporate only one filter (one feature), the potential function that evaluates this filter response is assumed to be known and chosen to be the simplest among the upright curves, namely the absolute value . Figure 3 displays a typical image drawn from the FRAME model using the Gaborcosine filter with parameters Ì ½ and « ¼ and the absolute valued potential function. This image comes very close to the ideal TCAimage that one could have in mind about parallel running tooth rings. Orientation and width of these lines are determined by both parameters of the Gaborcosine filter.
The image in Figure 3 was generated by Gibbs sampling. (See e.g. [3] .) The single site Gibbs sampler for example initializes We remark that the Gibbs sampler can be applied in the present case because the FRAME model is a MRF model. This can be proven by the application of the Hammersley-Clifford theorem ( [11] ).
When choosing a random initial image and a random updating order of the pixels, the Gibbs sampler consists of 
Results
The aim of analysis of TCA-images in this paper is to uncover the black and white labelling ( ¼ ½ ) in order to be able to estimate the number of tooth rings. For this purpose a Gaussian hidden Markov random field is fitted to Figure 4 shows the predictive probability È´ AE´ µ Ì µ of the pixels in the cementum band of Figure 5 . From the known age we expect 34 tooth rings in the image presented in Figure 1 . This is quite a good estimate that is typically confirmed by a dozen additional TCA-images.
Conclusion
For segmentation of TCA-images we set up a hidden Markov random field model and exploited the EMalgorithm. This procedure requires the approximation of the posterior probabilities È AE´ µ Ì ¡ and the final segmentation . The Gibbs sampler proved to be infeasible in both cases except for small images. For example the simulation of the predictive distribution in Figure 3 took about 55 hours on a PC and programmed in Matlab.
We therefore chose to use the mean field approximation to estimate the posterior probabilities and thresholded the mean field of the last iteration for the final segmentation. This compound estimation procedure took all together 10 hours and gave reasonable results.
Despite of the good overall age estimate, the reader can see in Figure 5 that some rings are not well met and that bifurcations occur in the label image (Figure 4 ). This is due to two reasons. On the one side the reconstruction of the TCA-image is heavily influenced by the shape of the single filter we estimate. The hidden FRAME model in this form can hereby only take into account strong local changes of tooth rings. In order to overcome this global property of the FRAME model, one would need to select location dependent filters, i.e. estimating the filter parameter Ì at each pixel . On the other side, we assumed that the orientation of tooth rings is mainly horizontal. By estimating not only the ring width Ì from the bank of filters, but also the orientation «, one could overcome this limitation and would therefore avoid the bifurcations, that now mainly occur in areas where tooth rings have another orientation.
Additionally different variance parameters
might also change results and therefore such heteroscedasticity assumption should to be tested. The mean field approximation is not the only possible one for the approximation (6). Celeux, Forbes and Peyrard ( [8] ) also mention mode field approximation and simulated field approximation that should be tested for quality and speed in the case of TCA-image analysis. Moreover, a larger number of experiments on images of different quality need to be implemented in order to test the accuracy of the procedure.
