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Introduction 54
The circadian clock is a time-keeping mechanism that reflects the day-night cycle through an 55 endogenous transcriptional rhythm to anticipate dawn and dusk (McClung, 2006) . This clock 56 synchronizes internal rhythms with external light and temperature cycles (Harmer, 2009 ; Figure S3 ). Consequently, external cues under LD controlled the phase of the global 224 transcriptome in eam7 to peak at the night/day transitions despite the circadian defects observed 225 in eam7 under LL. Together, these results demonstrated that the bimodal distribution of the 226 phase in diel cycles is controlled by both day/night cues and the clock component HvELF3. The 231 We then sought to infer the regulatory relationships between components of the barley circadian 232 clock. To this end, we modeled a transcriptional network based on the RNAseq time-series data. 233 Our data suggested that HvELF3 and HvLUX1 are integral components of the barley oscillator as 234 they were necessary to sustain transcriptome oscillations under LL (Figure 1 ). Therefore, we 235 hypothesized that modeling a transcriptional network around HvELF3 and HvLUX1 could 236 identify the regulatory relationships that shape the circadian clock in barley. We followed an 237 approach that searches the dynamic dependencies of HvELF3 and HvLUX1 expression on other 238 transcripts. We used Linear Time Invariant (LTI) models, for interpreting expression data 239 without relying on a priori knowledge of the transcriptional network (Dalchau et al., 2010; 240 Herrero et al., 2012; Mombaerts et al., 2019; Supplemental Information) . LTI models require 241 transcriptional data sets that display robust changes in expression over time under free-running 242 conditions. Therefore, only the expression datasets from Bowman and eam7 could be used in 243 modeling, since their transcriptomes oscillated under LL conditions. In both Bowman and eam7, 244 the transcripts encoding HvELF3 had a very low signal-to-noise ratio due to low rhythmicity 245 under LL and could not be used for modeling. We therefore rooted the network around HvLUX1, 246 which displayed robust oscillatory dynamics (Supplemental Figure S4 ). To reduce the 247 identification of erroneous interactions we filtered all circadian transcripts for those that were 248 homologous to Arabidopsis genes representing transcription factors that were labeled 249 "circadian", thus show circadian expression but are not necessarily components of the core clock 250 (www.geneontology.org). Indeed, while our modeling methodology is computationally 251 inexpensive, the uncertainty about the structure of the network is increasing exponentially with 252 the number of genes considered. Additionally, we filtered the resulting 131 transcripts 253 (Supplemental Data 2) for those that exhibited unambiguous dynamics and a high signal-to-noise 254 ratio of expression in both Bowman and eam7. This filter was applied because of the transitional 255 nature of constant light data, which typically shows a large decrease of amplitude after few hours 256 in barley, and the dependency of noise on gene expression levels. Hvlux1 and Hvelf3 datasets 257 were not considered in the following network analysis since these mutations led to the We then investigated the consistency between the models obtained for Bowman and eam7 using 265 the v-gap metric (Supplemental Data 4, Supplemental Figure S5 ). This approach estimates 266 differences between models and allowed us to identify regulatory interactions that were 267 maintained or abolished in the eam7 mutant (Mombaerts et al., 2019) . Following this approach, 268 we identified 20 transcripts and 79 regulatory links in Bowman of which 15 transcripts and 49 269 regulatory links could be cross-validated in eam7 (Figure 4 , Supplemental Figure S5 circadian clockwork ( Figure 4 ).
Dynamical models predict components and regulatory interactions of the barley clock

307
In addition to the barley homologs of known Arabidopsis oscillator genes, our analysis suggested HORVU4Hr1G051080). However, all of these genes were predicted to regulate clock 317 components, but were not themselves regulated by the clock genes ( Figure 4 ). To summarize, the Bode analysis demonstrated that the majority of circadian transcripts was regulated by 366 light/temperature or a combination of the clock and light/temperature cues under LD conditions.
367
It is well known that the circadian clock is dynamically plastic and constantly entrained by , 2019) . It is also important to stress that our approach could 421 only model genes with circadian expression oscillations, while it is well known that 422 posttranscriptional regulation and the rate of protein degradation and activity is an essential 423 constituent of the clock mechanism in Arabidopsis (Kim et al., 2003 , Más et al., 2003 .
424
Our modeling strategy used HvLUX1 to reveal the circadian circuitry, which therefore appeared The quality of the sequencing data was verified using the FastQC software. The reads were 520 mappedagainst a custom barley reference transcriptome (Digel et al., 2015) and raw read counts 521 were obtained using the software implementing the full pipeline for RNA-seq analysis RobiNA For the analysis of the day/night data, the sequence of samples was inverted to start with the 530 night followed by the day samples (12h, 14h, 16h, 20h, 0h, 2h, 4h, 8h) , and this data set was filtering step was necessary to ensure that we did not identify dynamics out of noise. Hence, 550 genes for which the amplitude of oscillation were lower than 20 CPM in the last 24 hours were 551 removed. The choice of such filter is motivated by both the transitional nature of constant light 552 data, which typically shows a large decrease of amplitude after few hours in barley, and the 553 dependency of noise on gene expression levels. Furthermore, genes that were constantly 554 up/down regulated without exhibiting further significant dynamics were also discarded. This was 555 performed by detrending the 24 last hours of constant light data before applying the same 556 filtering criterion. After filtering, out of 138, 49 and 48 genes passed the filtering criterions in 557 WT and BW287 datasets, respectively. BW284 (Hvlux1) and BW290 (Hvelf3) datasets were not 558 considered in the following network analysis since these mutations led to the arrhythmic 559 transcriptomes. Finally, seven genes (Hv.21080, Hv.22191, Hv.23289, Hv.32914, Hv.33010, 560 Hv.6793, MLOC_7084.3) were manually discarded from both subsets list of candidates as they 561
were not DNA binding transcription factors but rather enzymes in a metabolic process, leaving 562 42 in Bowman and 41 in BW287 of which 35 transcripts were in common between the Bowman 563 and BW287 final datasets used for modeling. The HvELF3 transcript did not pass the filtering 564 and, therefore, could not be used to infer dynamical interactions.
565
To model the barley circadian clock based on the time-course gene transcription data, we 566 adopted an approach based on Linear Time Invariant (LTI) models. LTI models do not rely on We used first order models to represent the system dynamics between two genes at a time using 576 an LTI model with the following equation: minimizes the prediction error of the data. LL data were used for the estimation, as they 585 represent the autonomous behavior of the oscillator.
586
The goodness of fit of the model with the data was calculated as following:
Equation 2 588 589 Where is the data (output), ̅ is the average value of the data, and ^ is the estimated output.
590
MATLAB function compare was used to compute the fitness of the model. Each potential link 591 between two genes was validated if the associated model reproduced the dynamics involved with 592 a sufficient degree of precision, which corresponds to a fitness threshold estimated at 60% 593 (Supplemental Information).
595
To investigate the potential regulators of HvLUX1, a collection of independent 1 st order LTI 596 models was estimated separately between each of the transcript and HvLUX1 in the Bowman 597 background. In each case, the parameters were estimated so that they together provide the best 598 possible fit to the HvLUX1 time-course data. This step takes the following form: Where n corresponds to the number of candidates (42 models in total). Each model was 603 characterized by a fitness metric that ranges from 0 to 100%, representing its capability to 604 describe the regulatory dynamics between genes. A gene, therefore, would be further considered 605 as a regulator for HvLUX1 if the model is capable of reproducing the shape of HvLUX1 with a 606 sufficient degree of precision. A fitness threshold, evaluated from in-silico benchmarks systems 607 (Supplemental Information), was used to validate the models. In this case, the fitness threshold 608 was set to 60% to limit false positive predictions of regulatory interactions while accounting for 609 sufficient gene regulatory models to describe the system of interest. Finally, 20 models passed 610 the validation step (Supplemental Data 6). The methodology is summarized in Supplemental 611 Figure S4 .
612
To further narrow down the predicted regulatory interactions, we estimated the consistency of 613 the candidate models using the filtered eam7 (BW287) dataset. For this purpose, we evaluated 1 st 614 order LTI models for each of the previously identified regulations and retained those with the 615 goodness of fit > 60% in the eam7 (BW287) experimental condition (Supplemental Figure S4 ).
616
To keep links with the highest confidence only, the dynamical consistency of the LTI models 617 based on these two independent datasets (Bowman and BW287) was evaluated using the nu (ν) 618 gap metric (gapmetric, MATLAB) (Vinnicombe, 1993; Mombaerts et al. 2019) . We further 619 considered models that had a v-gap less than 0.2 following Carignano et al. (2015) . As a result, 620 six regulatory interactions were filtered out (Hv.10528 to Hv.27754, Hv.1530 (GI) their interactions in both datasets, and checked their consistency.
625
The relative contribution of light signaling and circadian clock pathways in generating oscillating 626 transcriptome was evaluated using a Bode analysis (bode function in MATLAB) with the 627 threshold of 7 dB to discern between the two alternative regulatory inputs (Dalchau et al., 2010) 628 (Supplemental Figure S5 ). Here, we use the magnitude response of the signal to assess the as driven by the clock. If the magnitude difference was less than 7dB, then the circadian 635 24 regulated gene was considered regulated by both inputs equally. The methodology is 636 summarized in Supplemental Figure S7B .
637
To this end, we used the 2759 transcripts that were identified as oscillating in both diel and free-638 running conditions in the wild-type Bowman background to calculate another set of LTI models 639 as described earlier. As a reference, we selected a formerly identified clock gene peaking in the Where ℎ was assumed to be binary (1 = light; 0 = dark). We fixed the light delay ℎ to 0h 649 to represent the effect of rapid light signaling on the transcripts, and computed delays ranging 650 from 0 to 8h, every 0.2h, for HvLHY. The delay that provided the best fit to the data was selected 651 independently for each transcript. Ultimately, models were validated if they succeeded in 652 capturing the regulatory dynamics involved with a goodness of fit > 60%. 653 We assessed the accuracy of our LTI-based network reconstruction algorithm on the circadian 
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Phase Bowman LL (h) Figure 5 : Relationship between external and internal cues to regulate the phase of the barley transcriptome a) Fractions of transcripts identified as clock-dominated, co-dominated by the clock and light and light-dominated by the Bode-analysis. b) Phase relationship between diel cycles (LD) and constant light (LL) for all transcripts oscillating in LD and LL and those dominated by the circadian clock, co-regulated by the circadian clock and light and light-dominated. c) Phase distribution of clock-dominated, co-regulated and light-dominated transcripts in diel cycles (LD).
