In addition to a construction of the interval integral in a form suitable for numerical'approximation, some of its basic properties and other implications and applications of its definition are presented. The theory of interval integration given here supplies a previously lacking mathematical foundation for the numerical solution of integral equations by interval methods.
of an interval with real endpoints is consequently finite. To develop the theory of integration of interval functions given below, it is convenient to use the extended real number system, which includes the values f a [3] . Thus, in addition to finite intervals of the form (1.1) with a, b finite, there will be infinite intervals in the system of one of the following types: (i) semi-infinite intervals
(ii) the real line and (iii) the indegenerate intervals (In what follows, "+a" will often be written simply .as "a".)
All the infinite intervals will be defined to be of infinite width, that is, in the extended real number system. This definition is consistent with the type of limiting process used to define "improper" integrals, that is, so that it is reasonable in this sense to assign infinite widths to the indegenerate intervals S-" and S,.
In what follows, a closed interval in the extended real number system will be called simply an interval.
Interval arithmetic. Interval arithmetic [S]
, [6] as defined for finite intervals may also be performed in the system of intervals in the extended real number system defined in 8 1 if suitable rules are adopted for computing with the values *a. In essence, these "rules" are a shorthand notation for the results of the types of limiting processes to be encountered in the theory of integration presented below. McShane [3, p. 211 gives the following rules: 
a.O=O.a=(-a)~o=o~(-a)=o.
Thus, rule (2. lix) takes care of the "indeterminant" form "0 . a" which can arise if one of the factors in a multiplication is an infinite interval. The product of two intervals will be defined to be 
One has
The indeterminant form "CO/CO" will thus not occur in the interval arithmetic under discussion, since division is defined by
and [c, dl-', if it exists, will have only finite endpoints by (2.3) and (2.4).
The indeterminant form "m -m" can appear in addition or subtraction according , to the usual rules [5, pp. 8-91,
but only if at least one of the terms is an indegenerate interval. Thus, an additional rule to augment the list (2.1) is needed, which is
where a, b may be finite or infinite. Thus, rule ( 2 . 7~) assigns the value +a to -as an upper endpoint of an interval, and -a as a lower endpoint. Thus, the total collection of rules for interval arithmetic in the system of intervals defined over the extended real numbers consists of (2. li-ix), (2,7x), (2.2), (2.3), (2.5) and (2.6). The interval arithmetic constructed in this way contains ordinary interval arithmetic on finite intervals [5], [6] in .the sense that it gives the same results for finite intervals. The operations on infinite intervals are defined in such a way as to be convenient in the sequel for the construction of a theory of integration of interval functions. Other extensions of interval arithmetic to infinite intervals are possible, but will not be considered here. The interval function Y can also be identified with its graph, which is the set of points in the x, y-plane. Geometrically, the graph (3.4) extends from the "lines" x = a on the left to x = b on the right, and from the "curves" defined by y = y (x) below to y = y(x) above (recall that extended real values are permitted).
In the context of interval functions, a real-valued (or extended real-valued) function f is considered to be the degenerate interval function
In the extended real number system, numbers c S d exist such that the graph (3.4) of Y is contained in the rectangle
The set of all rectangles R for which (3.6) holds will be denoted by R (Y) or by R 
The assertion of Remark 4.1 follows immediately from Lemma3.1.
As usual, a set of points {xo, xl, . . , and the upperRiemann sum of the function 9 corresponding to the partition A, of X [7] .
The upper and lower limits of the interval (4.10) may also be interpreted as (elementary) integrals of step-functions [3] Similarly,
in nondegenerate intervals Xi of the partition A,, and 
and consequently The additivity of Riemann sums with respect to the intervals over which they are defined will now be investigated. In order to be definite, the notation will be used to indicate the interval of summation X = [a, b] 
Thus, In other words, all interval functions are integrable (in the sense of interval integration). The simplicity of this theory is due to the fact that intervals are accepted as values of integrals, including the case that the integrand is degenerate (i.e., a single real function). The requirement that the integral of a real function be a real number rather than a possibly nondegenerate interval leads to numerous difficulties and correspondingly rich theories of integration (as elucidated in [3] , for example), which constitute some of the most important chapters of real analysis. By the introduction of interval values for integrals, these difficulties are resolved, and the operation of integration is extended to all functions, interval or real. This is analogous to the way that the introduction of complex numbers extends the operation of root extraction to all numbers, complex or real. However, just as complex analysis does not supersede real analysis, it is to be expected that interval analysis will develop as a complementary, rather than a competitive, discipline to real analysis.
Some implications of the definitions of the interval integral given above, and some basic properties of interval integrals will now be investigated. suchthat Z a n y is properly contained in the Darboux sum (6.9), and hence provides a "more accurate" approximation to the interval integral than given by use of the equidistant partition. Some additional remarks about the numerical approximation of interval integrals will be made later.
Some basic properties of interval integrals come directly from the properties of the corresponding Riemann sums (5.4) which hold under the intersections in (6.1). Thus, from Theorem 5.1, one has the following result. Proof. Taking intersections of both sides of (5.23) over all positive integers n gives (6.13) with m (6.14) P = n P , ,~v Y~.
Q.E.D. Otherwise, Y will contain a number of functions, among which there may be sibsets with certain distinguishing properties (continuity, differentiability, monotonicity, etc.). For the discussion of integration, the following subsets of functions will be singled out for special mention. Each set v(CL(Y)) and v(CR(Y)), when nonempty, is convex, that is, if one contains values rl, r2, with rl 5 r2, then it contains the entire interval [rl, r2] . This is because if yl has integral rl and y2 has integral r2, then the functions ye = yl + 8(y2 -yl) are all integrable for 0 S 8 5 1, and have integrals equal to re = rl + e(r2 -rl), 0 5 8 5 1, which is just another expression for the interval [rl, r2]. As a matter of fact, the theory of Lebesgue integration [3] leads to the conclusion that if it exists, is a closed interval, which will be called the Lebesgue subinterval of the interval integral (6.1) of Y over [a, b] . The set v(CR(Y)), on the other hand, is not necessarily closed. This is considered to be a defect of Riemann integration, and led to the construction of the theory of Lebesgue integration. However, as v(CR(Y)) is convex, then its closure,
is a closed interval which, if it exists, will be called the Riemann subinterval of the interval integral of Y over [a, b] . The purpose of the introduction of the intervals (7.10) and (7.11) is to provide some quantiative information about the Lebesgue and Riemann cores of an interval function Y which measures its "integrability" in a certain fashion. In the metric topology for intervals [ one has that (7.19) and similarly for jj, whence (7.17).
Q.E.D. 
from which (7.20) follows by (7.12). The relationship between improper interval and Riemann integrals will now be considered for the cases (8.2) and (8.3), as illustrated by (8.4a) and (8.4c), respectively.
Suppose that y (x) is unbounded above at x = a. Thus, every Darboux sum (4.7) will contain a term of the form (after elimination of nondistinct partition points, if necessary)
where X1 = [a, X I ] and cl = inf {y (x)). xsx1
The interval integral of y will hence be either improper or infinite. The following ,theorem is illustrated by (8.4a). Under certain conditions, the operator T will be a contraction mapping [ I ] , [2] , and the iteration process will converge to give a solution of (9.2). To implement this for the integral equation A particularly simple case occurs if g is monotone in the sense that that is, the endpoint functions of U,, transform into the endpoint functions of G,, and if g further transforms Riemann integrable functions into Riemann integrable functions. Here, the iteration (9.5) can be carried out using only the endpoint functions if one starts with an interval Uo = [go, iio] which has Riemann integrable endpoint functions. An example of this approach to the solution of a nonlinear integral equation was given by Rall [7] , in which step-functions were used as endpoint functions (and T was approximated by a numerical operator S such that T cS). In many cases, continuous solutions u are sought for integral equations (9.1), which gives rise to the following concept. DEFINITION 9.1. The continuous core Cc(U) of an interval function U on [a, b] is defined to be the set of continuous functions y contained in U, that is Evidently, Cc(U) c CR(U), the Riemann core of U defined earlier.
If g is a continuous function of its arguments, and the interval operator T is such that the continuous function v defined by belongs to T ( U ) for u E Cc(U), then it follows that each continuous solution u of (9.1) will belong to Cc(T(U)) if it belongs to U and hence to Cc(U). Thus, it is tempting to try to compute the sequence (9.3) using only Cc(Un), where Uo is taken to have continuous endpoint functions. However, in general, the functions gl(x, t) and gl(x, t ) obtained from (9.4) will be only semi-continuous if UO is replaced by-cc(uo), and these so-called L-and U-functions may not even be Riemann integrable [3] . The theory of interval integration developed in this paper resolves this difficulty by allowing computation with the interval functions Un directly, regardless of the character of their endpoint functions.
Remark 9.1. If u E Cc(Uo) is a solution of (9.1), then for the sequence (9.3) constructed by the operations (9.4) and the interval integration (9.59, it follows from the condition (9.8) for continuous g that furthermore, for 4, u = n u,, n = l one has u E Cc(U).
INTEGRATION OF INTERVAL FUNCTIONS
Remark 9.2. In the favorable case that Un+l c U,, n = 0 , 1 , 2 , . -, and lim sup {w(U,(x))) = 0, n+m [a,b] one has that U = [u, u] = u defined by (9.10) satisfies the integral equation (9.1), since a degenerate interval integral of a degenerate interval function is necessarily a Riemann integral; furthermore, one has error bounds of the form for n = 0, 1,2, . --.
Further applications of interval integration to the solution of integral equations will be investigated in subsequent papers.
