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GREEDY WALKS ON TWO LINES
KATJA GABRYSCH
Abstract. The greedy walk is a walk on a point process that always moves from
its current position to the nearest not yet visited point. We consider here various
point processes on two lines. We look first at the greedy walk on two independent
one-dimensional Poisson processes placed on two intersecting lines and prove that
the greedy walk almost surely does not visit all points. When a point process is
defined on two parallel lines, the result depends on the definition of the process: If
each line has a copy of the same realisation of a homogeneous Poisson point process,
then the walk almost surely does not visit all points of the process. However, if
each point of this process is removed with probability p from either of the two lines,
independently of the other points, then the walk almost surely visits all points.
Moreover, the greedy walk on two parallel lines, where each line has a copy of the
same realisation of a homogeneous Poisson point process, but one copy is shifted by
some small s, almost surely visits all points.
Keywords and phrases. Poisson point process; greedy walk
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1. Introduction
Consider a simple point process Π in a metric space (E, d). We think of Π as a
collection of points (the support of the measure) and we use the notation |Π ∩ B| to
indicate the number of points on the Borel set B ⊂ E. If x ∈ E, the notation x ∈ Π
is used instead of Π ∩ {x} 6= ∅.
We define a greedy walk on Π as follows. The walk starts from some point S0 ∈ E
and always moves on the points of Π by picking the point closest to its current position
that has not been visited before. Thus a sequence (Sn)n≥0 is defined recursively by
(1) Sn+1 = arg min
{
d(X,Sn) : X ∈ Π, X /∈ {S0, S1, . . . , Sn}
}
.
The greedy walk is a model in queuing systems where the points of the process repre-
sent positions of customers and the walk represents a server moving towards customers.
Applications of such a system can be found, for example, in telecommunications and
computer networks or transportation. As described in [1], the model of a greedy walk
on a point process can be defined in various ways and on different spaces. For exam-
ple, Coffman and Gilbert [2] and Leskela¨ and Unger [6] study a dynamic version of
the greedy walk on a circle with new customers arriving to the system according to a
Poisson process.
The greedy walk defined as in (1) on a homogeneous Poisson process on R almost
surely does not visit all points. More precisely, the expected number of times the walk
jumps over 0 is 1/2 [4]. Foss et al. [3] and Rolla et al. [7] study two modifications
of this model where they introduce some extra points on the line, which they call
“rain” and “dust”, respectively. Foss et al. [3] consider a space-time model, starting
with a Poisson process at time 0. The positions and times of arrival of new points
are given by a Poisson process on the half-plane. Moreover, the expected time that
the walk spends at a point is 1. In this case the walk, almost surely, jumps over the
starting point finitely many times and the position of the walk diverges logarithmically
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in time. Rolla et al. [7] assign to the points of a Poisson process one or two marks at
random. The walk always moves to the point closest to the current position which still
has at least one mark left and then removes exactly one mark from that point. The
authors show that introducing points with two marks will force the walk to change
sides infinitely many times. Thus, unlike the walk on a Poisson process with single
marks, the walk here almost surely visits all points of the point process.
There is not much known about the behaviour of the greedy walk on a homogeneous
Poisson process in higher dimensions. For example, it is an open problem whether the
greedy walk on the points of a homogeneous Poisson process on R2 visits all points [7].
In this paper, we study various point processes defined on the union of two lines E ⊂
R2, where the distance function d on E is the Euclidean distance, d ((x1, y1), (x2, y2)) =√
(x1 − x2)2 + (y1 − y2)2. For all point processes Π considered in this paper, every step
of the greedy walk on Π is almost surely uniquely defined, that is for every n ≥ 0, there
is, almost surely, only one point for which the minimum (1) is obtained.
We study first a point process Π on two lines intersecting at (0, 0) with independent
homogeneous Poisson processes on each line. The greedy walk starts from (0, 0). When
the walk visits a point that is far away from (0, 0), then the distance to (0, 0) and to
any point on the other line is large. Thus, the probability of changing lines or crossing
(0, 0) is small. In Section 2 we show by using the Borel-Cantelli lemma that almost
surely the walk crosses (0, 0) or changes lines only finitely many times, which implies
that almost surely the walk does not visit all points of Π.
Thereafter, we look at the greedy walk on two parallel lines at a fixed distance r,
R × {0, r}, with a point process on each line. The behaviour here depends on the
definition of the process. The first case we study is a process Π consisting of two
identical copies of a homogeneous Poisson process on R, that are placed on the parallel
lines. We show in Section 3 that the greedy walk does not visit all the points of Π, but
it visits all the points on one side of the vertical line {0} × R and just finitely many
points on the other side.
In the second case, we modify the definition of the process above by deleting exactly
one of the copies of each point with probability p > 0, independently from the other
points, and the line is chosen with probability 1/2. In particular, if p = 1 we have two
independent Poisson processes on these lines. For any p > 0, the greedy walk almost
surely visits all points. The reason is that the greedy walk skips some of the points
when it goes away from the vertical line {0} × R and those points will force the walk
to return and cross the vertical line {0} × R infinitely many times. We prove this in
Section 4 using arguments from [7].
The greedy walk also visits all points of Π in the case when Π consists of two
identical copies of a homogeneous Poisson process on R where one copy is shifted by
|s| < r/√3. This is discussed in Section 5. Note that all results are independent of
the choice of r.
For the greedy walk on a homogeneous Poisson process on R, with single or double
marks assigned to the points, Rolla et al. [7] show that, even though the walk visits
all the points, the expected first crossing time of 0 is infinite. One can in a similar
way show analogous results for the greedy walk on the processes on two parallel lines
defined in Sections 4 and 5, but that is not included in this paper.
2. Two intersecting lines
Let E = {(x, y) ∈ R2 : y = m1x or y = m2x} where m1,m2 ∈ R, m1 6= m2. The
point (0, 0) divides E into four half-lines. Let d be the Euclidean distance and denote
the distance of a point (x, y) from the origin by ||(x, y)|| = d((0, 0), (x, y)).
GREEDY WALKS ON TWO LINES 3
Let Π1,Π2 be two independent Poisson processes on R with rate 1. Then, for any
a, b ∈ R let ∣∣∣Π ∩ {(x,mix) : x√1 +m2i ∈ (a, b)}∣∣∣ = ∣∣Πi ∩ (a, b)∣∣,
so that the distances between the points of Π1 and Π2 are preserved in E. The greedy
walk (Sn)n≥0 on Π defined by (1) starts from (0, 0).
Theorem 1. Almost surely, the greedy walk does not visit all points. More precisely,
the greedy walk almost surely visits only finitely many points on three half-lines.
Proof. Let B(0,0)(R) be a ball in R2 of radius R around point (0, 0). Then
|Π ∩B(0,0)(R)| = |Π1 ∩ (−R,R)|+ |Π2 ∩ (−R,R)| <∞ a.s.
Thus, limn→∞ ||Sn|| =∞ almost surely. To show that the walk does not visit all points
of Π, it suffices to prove that the sequence (Sn)n≥0 changes half-lines only finitely many
times.
We can define a subsequence of the times when the walk changes half-lines as follows:
j0 = 0,
jn = inf {k > jn−1 : Sk and Sk+1 are not on the same half-line
and ||Sk|| > max{n, ||Sjn−1 ||}
}
,
k0 = 0,
kn = inf {k ≤ jn : Sk, Sk+1, . . . , Sjn are on the same half-line} ,
where inf ∅ = ∞. Let (Un)n≥0 and (Vn)n≥0 be the corresponding subsequences of
(Sn)n≥0, that is,
Un = Skn and Vn = Sjn ,
when jn, kn <∞, and Un = (1, 1), Vn = (0, 0) otherwise. Moreover, define the events
Bn = {||Un|| ≤ ||Vn||} and Cn = {||Un|| > ||Vn||}.
If the greedy walk changes half-lines infinitely often, then jn < ∞ for all n and
exactly one of the events Bn and Cn occurs for each n.
Assume that Cn occurs for some n such that jn < ∞. Let X = Skn−1 be the
last visited point before Un. Then, by the definition of the sequence (Vn)n≥0, ||X|| ≤
max{n, ||Vn−1||} < ||Vn||. From ||Un|| > ||Vn|| > ||X|| it follows that d(X,Vn) <
d(X,Un), which contradicts the definition of the greedy walk, and therefore also the
assumption that Cn occurs.
Assume now that Bn occurs for some n such that jn <∞. Denote by α the acute
angle between the lines y = m1x and y = m2x. By the definition of the sequence
(Vn)n≥0, the walk up to time jn never changed lines from a point whose distance from
the origin is greater than ||Vn||. Moreover, because of the assumption ||Un|| ≤ ||Vn||,
between times kn and jn the walk never visited the points further away than Vn on
the corresponding half-line. Thus, the points on this half-line outside B(0,0)(||Vn||) are
not yet visited. The distance from Vn to the other line is ||Vn|| sinα. Since the walk
changes lines after visiting the point Vn, we can conclude that there are no unvisited
points of Π in BVn(||Vn|| sinα) at time n. Hence, for n ≥ n0, where n0 is such that
4 KATJA GABRYSCH
n0 sinα > 1, we have
Bn ⊂
2⋃
i=1
{
Πi ∩ (||Vn||, ||Vn||(1 + sinα)) = ∅
} ∪ {Πi ∩ (−||Vn||(1 + sinα),−||Vn||) = ∅}
⊂
2⋃
i=1
∞⋃
R=n
{
Πi ∩ (R+ 1, R(1 + sinα)) = ∅} ∪ {Πi ∩ (−R(1 + sinα),−(R+ 1)) = ∅} .
Then,
P(Bn) ≤ 4
∞∑
R=n
e−R sinα+1 =
4e−n sinα+1
1− e− sinα
and
∞∑
n=n0
P(Bn) ≤ 4e
−n0 sinα+1
(1− e− sinα)2 <∞.
Hence, by the Borel-Cantelli lemma, P (Bn for infinitely many n ≥ 1) = 0.
Since the event Cn does not occur for any n such that jn <∞ and Bn occurs almost
surely finitely many times, there exists, almost surely, n0 such that jn =∞ for n ≥ n0.
Thus, the greedy walk changes lines finitely many times. 
Remark 1. The theorem holds also when Π1 and Π2 are Poisson processes with different
rates. Moreover, we can generalise this theorem as follows. Let E be a space of finitely
many intersecting lines (every two lines are intersecting, but not necessarily all in
the same point) and Π is a point process on E consisting of a homogeneous Poisson
process (with possibly different rates) on every line. Then the greedy walk starting
from a point in E does not visit all points of Π. Similarly as above, one can show that
the walk changes lines finitely many times, and therefore, visits finitely many points
on all but one line.
3. Two parallel lines with the same Poisson process
Let E = R× {0, r} and let d be the Euclidean distance. Sometimes we refer to the
lines R× {0} and R× {r} as line 0 and line r, respectively.
We define a point process Π on E in the following way. Let Π̂ be a homogeneous
Poisson process on R with rate 1 and let |Π ∩ (B × {0})| = |Π ∩ (B × {r})| = |Π̂ ∩B|
for all Borel sets B ⊂ R. Denote the points of the process Π̂ by
. . . < X−2 < X−1 ≤ 0 < X1 < X2 < . . . .
The greedy walk on Π starts from the point S0 = (0, 0), which is with probability 1
not a point of Π.
Theorem 2. Almost surely, the greedy walk does not visit all points of Π. More
precisely, the greedy walk almost surely visits all points on one side of the vertical line
{0} × R and finitely many points on the other side.
Proof. We can divide the points (Xi)i∈Z into clusters, so that successive points in the
same cluster have a distance less than r and the distance between any two points in
different clusters is greater than r. Let (τi)i∈Z be the indices of the closest point to 0 in
each cluster. More specifically, τ0 = −1 if |X−1| < X1 and τ0 = 1 otherwise, (τi)i≥1 is
the unique sequence of integers such that Xτi−Xτi−1 > r and Xk−Xk−1 ≤ r for τi−1 <
k < τi, and, similarly, (τ−i)i≥1 is a sequence of integers such that Xτ−i+1 −Xτ−i > r
and Xk+1 −Xk ≤ r for τ−i−1 < k < τ−i. Moreover, we call the cluster containing the
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0
Π0
Πr
Xτ0Xτ−1 Xτ1 Xτ2
Xτ0Xτ−1 Xτ1 Xτ2
Figure 1. The points closest to 0 in each cluster form the sequence
(Xτi)i∈Z. Once the greedy walk enters a cluster, it visits successively
all the points of that cluster before it moves to the next cluster.
point Xτi cluster i. See Figure 1 for an example of clusters −1, 0, 1 and 2. The points
{Xτ−1 , Xτ0 , Xτ1 , Xτ2} × {0, r} are marked with gray colour.
The greedy walk starting from (0, 0) visits several points around (0, 0) and then
moves to line r from one of the outermost points of cluster 0 on line 0. Then it visits
all points of cluster 0 on line r and if there are points left it changes lines again to
visit the remaining points on line 0 before moving to the next cluster. Later, when the
greedy walk is in cluster i, i 6= 0, it always visits first a point at Xτi , that is (Xτi , 0)
or (Xτi , r). Then the walk visits successively all the points of cluster i on the same
line and it changes lines at the other outermost point of the cluster. Thereafter the
walk visits the corresponding points on the other line in reverse order until it reaches
a point at Xτi . Thus, the walk visits all points of cluster i consecutively and it ends at
the starting position Xτi , but on the other line. Therefore, to know whether the walk
visits all points, it is enough to know the positions of the points in cluster 0 and the
position of the points at Xτi , i 6= 0. Since the points of cluster 0 almost surely do not
change the asymptotic behaviour of the walk, for the proof we look at the greedy walk
(S˜n)n≥0 on (Xτi)i∈Z with 0 as starting point. Note that the distances Xτi+1 − Xτi ,
i ∈ Z \ {−1, 0}, are independent and identically distributed random variables with
finite expectation.
To visit all points (Xτi)i∈Z, the greedy walk needs to cross over 0 infinitely many
times. Let Am be the event that the walk (S˜n)n≥0 crosses 0 after visiting a point in
the interval (rm, r(m+ 1)), that is
Am = {∃ n : rm ≤ S˜n < r(m+ 1) and S˜n+1 < 0}.
This can be written as
Am = {∃ n, i : rm ≤ Xτi < r(m+ 1), S˜n = Xτi and S˜n+1 < 0}
⊂ {∃ i : rm ≤ Xτi < r(m+ 1), Xτi+1 −Xτi > rm}
=
⋃
i≥0
{rm ≤ Xτi < r(m+ 1), Xτi+1 −Xτi > rm}.
For i ≥ 1, the random variable Xτi+1 −Xτi is independent of Xτi and it has the same
distribution as Xτ2 −Xτ1 . Moreover, Xτi ∈ [rm, r(m+ 1)) for at most one i. Thus, we
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have
P(Am) ≤ P(rm ≤ Xτ0 < r(m+ 1)) +
∞∑
i=1
P(rm ≤ Xτi < r(m+ 1), Xτi+1 −Xτi > rm)
≤ P(rm ≤ Xτ0 < r(m+ 1)) +
∞∑
i=1
P(rm ≤ Xτi < r(m+ 1))P(Xτ2 −Xτ1 > rm)
= P(rm ≤ Xτ0 < r(m+ 1)) + P(Xτ2 −Xτ1 > rm)
∞∑
i=1
E
(
1{rm≤Xτi<r(m+1)}
)
≤ 1
2
e−2rm(1− e−2r) + P (Xτ2 −Xτ1 > rm) .
Then
∞∑
m=1
P(Am) ≤
∞∑
m=1
1
2
e−2rm(1− e−2r) +
∞∑
m=1
P(Xτ2 −Xτ1 > rm)
<
1
2
e−2r +
1
r
E(Xτ2 −Xτ1) <∞.
Now the Borel-Cantelli lemma implies that
P(Am for infinitely many m ≥ 1) = 0.
Hence, the walk (S˜n)n≥0 almost surely crosses 0 finitely many times. Therefore, also
the walk (Sn)n≥0 crosses the vertical line {0} × R finitely many times and visits just
finitely many points on one side of that line. 
4. Two parallel lines with thinned Poisson processes
Let E = R × {0, r} and let d be the Euclidean distance. Moreover, let 0 < p ≤ 1.
We define a point process Π on E as follows.
Let Π̂ be a homogeneous Poisson process with rate 1. Let Π0 and Πr be two
(dependent, in general) thinnings of Π̂ generated as follows. For all X ∈ Π̂, do one of
the following:
• With probability 1 − p, duplicate the point X and make it a point of both
processes Π0 and Πr.
• With probability p, assign X to either Π0 or Πr (but not both), with probability
1/2 each.
Let now Π be the point process on E with Π ∩ (B × {0}) = (Π0 ∩ B) × {0} and
Π ∩ (B × {r}) = (Πr ∩B)× {r} for all Borel sets B ⊂ R.
We study the greedy walk on Π defined by (1) that starts at S0 = (0, 0). Note that
(0, 0) /∈ Π with probability 1. Sometimes in the proofs we consider the greedy walk
starting from another point x ∈ E. We emphasise this by writing the superscript x in
the sequence (Sxn)n≥0.
If p = 0, Π0 and Πr are identical. This was studied in Section 3 where we showed
that the greedy walk does not visit all points of the process. In this section we consider
p > 0 and we get the opposite result:
Theorem 3. For any p > 0, the greedy walk visits all points of Π almost surely.
For p = 1, the processes Π0 and Πr defined above are two independent Poisson
processes with rate 1/2. When 0 < p < 1, the process Π has some “double” points
and Π0 and Πr are not independent. However, for p = 1 and p ∈ (0, 1) the behaviour
of the walk is similar and, thus, we study these cases together.
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Let us now introduce some notation and definitions that we use throughout this
section. We call the projections of elements of E on their first coordinate shadows of
the elements of E on R and we denote it by ·̂ . For example, the shadow x̂ of a point
x = (x1, x2) ∈ E is x1. The point process Π is defined from the process Π̂ that can be
seen as a shadow of Π, that is, x ∈ Π̂ if and only if there exists ι ∈ {0, r} such that
(x, ι) ∈ Π. Also, (Ŝn)n≥0 is the shadow of the greedy walk (Sn)n≥0, that is, (Ŝn)n≥0
contains just the information about the first coordinates of the locations of the walk.
Let Πn = Π \ {S0, S1, S2, . . . , Sn−1} be the set of all points of Π that are not visited
before time n. Let Π0n and Π
r
n be the shadows of Πn ∩ (R× {0}) and Πn ∩ (R× {r}),
respectively. Moreover, Π̂n denotes the shadow of Πn, that is, the set of the first
coordinates of the points of Πn.
Define the shift operator θ(x,ι), (x, ι) ∈ E, on Π, by θ(x,0)Π =
((
Π0 − x)× {0}) ∪
((Πr − x)× {r}) and θ(x,r)Π = ((Πr − x)× {0}) ∪
((
Π0 − x)× {r}). Define also the
mirroring operator σ by σΠ =
((−Π0)× {0}) ∪ ((−Πr)× {r}).
For any subset A of R define
TA = inf{n ≥ 1 : Ŝn ∈ A}
to be the first time the shadow of the greedy walk enters A and write Tx for T{x}. Let
TRx = inf{n ≥ 0 : Π̂n+1(x) = 0}, that is, TRx is the time when both points (x, 0) and
(x, r) are visited. If exactly one of (x, 0) and (x, r) is in Π then TRx = Tx.
Note that for any x > 0 we have T[x,∞) <∞ or T(−∞,0) <∞ because Π̂[0, x] <∞,
almost surely, and the walk exits [0, x]×{0, r} in a finite time. Define now the variable
Dx, x ∈ Π̂, x > 0, as follows. If T(−∞,0) < T[x,∞) then Dx = 0. Otherwise, T[x,∞) <
T(−∞,0) and 0 < Ŝ1, Ŝ2, . . . , ŜT[x,∞)−1 < x, ŜT[x,∞) ≥ x. We can label the remaining
points of Π̂T[x,∞) in the interval (0, x) by z1, z2, . . . , zn−1 so that
0 = zn < zn−1 < · · · < z1 < z0 = x.(2)
Let then
Dx = max
0≤i≤n−1
{(zi − zi+1)− (x− zi)} = max
0≤i≤n−1
{2zi − zi+1 − x} .(3)
Since 2z0 − z1 − x = x− z1 > 0 and 2zi − zi+1 − x ≤ 2zi − x ≤ x for 0 ≤ i ≤ n− 1, we
have 0 < Dx ≤ x. The variable Dx measures how big should be the distance between
x and the closest point to x in Π̂ ∩ (x,∞), so that the walk possibly visits a point in
(−∞, 0)× {0, r} before visiting any point in (x,∞)× {0, r}.
We prove Theorem 3 in a similar way as Rolla et al. [7] prove that the greedy walk
visits all marks attached to the points of a homogeneous Poisson process on R, where
each point has one mark with probability p or two marks with probability 1− p. The
idea of the proof is the following. We define first a subset Ξ of Π0, which is stationary
and ergodic. Then, using the definition and properties of Ξ, we are able to show that
there exists d0 > 0 such that, almost surely, DX < d0 for infinitely many X ∈ Π̂. This
we use to show that events Ak, which we define later in (6), occur for infinitely many
k > 0, almost surely. Then we show that whenever Ak occurs, the greedy walk visits
(−∞, 0)×{0, r} in a finite time. Therefore, we can conclude that T(−∞,0) <∞, almost
surely. Finally, using repeatedly the fact that T(−∞,0) <∞, almost surely, we are able
to show that the greedy walk on Π crosses the vertical line {0} × R infinitely many
times and, thus, almost surely visits all points of Π.
Let us first discuss general properties of the greedy walk on E that do not depend
on the definition of the point process Π. If the greedy walk visits two points (x, ι)
and (y, ι) on a line ι ∈ {0, r}, without changing lines in between those visits, then it
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visits also all the points between x and y on line ι. So the walk clears some intervals
on the lines, but because of changing the lines it possibly leaves some unvisited points
between those intervals. The following lemma shows that if the walk omits two points
on different lines between visited intervals, then the horizontal distance between those
points is greater than r. Moreover, looking from a point that is to the right of those
two points, the closer point is always the point that is more to the right. Thus, when
the walk returns to a partly visited set, it always visits first the rightmost remaining
point in this set.
Lemma 1. Let a = min0≤i≤n Ŝi and b = max0≤i≤n Ŝi.
(a) Let a ≤ x < y ≤ b such that (x, ιx), (y, ιy) ∈ Πn+1 and ιx 6= ιy. Then y−x > r.
(b) Let a ≤ x < y ≤ z ≤ b such that (x, ιx), (y, ιy) ∈ Πn+1, (z, ιz) ∈ Πn. Then
d((y, ιy), (z, ιz)) < d((x, ιx), (z, ιz)).
Proof. (a) Let x, y be as in the lemma and suppose on the contrary that y − x ≤ r.
Let I1 = ((a, x)× {ιx})∪ ((a, y)× {ιy}) and I2 = ((x, b)× {ιx})∪ ((y, b)× {ιy}). Since
the greedy walk has visited points at a and b up to time n, but not the points (x, ιx)
and (y, ιy), the walk before time n moved from I1 to I2 or in the opposite direction.
Because of the assumption y − x ≤ r, a point in I1 is closer to (x, ιx) or (y, ιy) than
to any point in I2, and conversely. Thus, if y − x ≤ r it is impossible to visit a point
at a and a point at b without visiting either (x, ιx) or (y, ιy), which contradicts the
assumptions of the lemma.
(b) If ιy = ιz then d((y, ιy), (z, ιz)) = z − y < z − x ≤ d((x, ιx), (z, ιz)). If ιy 6= ιz
and ιx = ιy then d((y, ιy), (z, ιz))
2 = (z − y)2 + r2 < (z − x)2 + r2 ≤ d((x, ιx), (z, ιz))2.
If ιy 6= ιz and ιx 6= ιy, it follows from part (a) of this lemma that y−x > r. This yields
d((y, ιy), (z, ιz))
2 = (z − y)2 + r2 < (z − y + r)2
< (z − y + y − x)2 = d((x, ιx), (z, ιz))2. 
Let (c, ιc) ∈ Π, c > 0, be a point far enough from (0, 0). If (c, ιc) is not visited
when the walk goes for the first time from (−∞, c)×{0, r} to (c,∞)×{0, r}, then this
point is visited before the walk returns to (−∞, c)× {0, r}. Furthermore, as we show
in the following lemma, when the walk is finally at the location (c, ιc), then there is no
unvisited points left in (c,max0≤i≤TRc Ŝi]×{0, r}. If (c, ιc) is close to (0, 0) and ιc = r,
then this is not always true because the greedy walk might jump several times over
(0, 0) (and (c, 0)) without visiting any point on line r.
Lemma 2. Let a = min0≤i≤n Ŝi and b = max0≤i≤n Ŝi. Let a ≤ c ≤ b, ιc ∈ {0, r},
such that (c, ιc) ∈ Πn+1. If Ŝn ≥ c and (c, ιc) is visited before any other point of Πn
in (−∞, c)×{0, r}, then all points of Π in (c,max0≤i≤TRc Ŝi]×{0, r} are visited before
time TRc .
Proof. Let us denote max0≤i≤TRc Ŝi by M . It is easy to see that the lemma is true for
c = M . Thus, assume that M > c and let j be the first time for which Ŝj = M . Then,
for j + 1 ≤ k ≤ TRc − 1, Sk is in (c,M ]× {0, r}.
Let x be the rightmost point of Π̂j+1 in the interval [c,M ] and let ιx be the corre-
sponding line of that point. Note that at time j+ 1 there is only one point left at x. If
x = c, the claim of the lemma follows directly. Otherwise, by Lemma 1 (b), the point
(x, ιx) is closer to Sj than any other point in [c, x)× {0, r}. Thus, Sj+1 = (x, ιx) and
there are no points left in [x,M ]×{0, r} after time j+1. Repeating the same arguments
we can see that the walk successively visits all the remaining points in [c,M ]× {0, r}
until it reaches c. Hence, at time TRc the set (c,M ]× {0, r} is empty. 
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To show that DX <∞ for infinitely many X ∈ Π̂, the crucial will be the subset Ξ
of Π0 which we define as follows. For X ∈ Π0, let L0(X) = max{Y ∈ Π0 : Y < X}.
Then let
Ξ = {X ∈ Π0 : S(L0(X),0)n ∈
(
[L0(X),∞)× {0, r}) \ {(X, 0)} for all n ≥ 1 and
S(L
0(X),r)
n ∈
(
[L0(X),∞)× {0, r}) \ {(X, 0)} for all n ≥ 1},
that is, Ξ contains all points X ∈ Π0 such that if we start a walk from (L0(X), 0) or
(L0(X), r), then the walk stays always in [L0(X),∞)×{0, r} and it never visits (X, 0).
We have defined Ξ in this way because then for every X ∈ Ξ, whenever the greedy
walk approaches (X, 0) and (X, r) from their left, the walk passes around (X, 0) and
it never comes back to visit (X, 0). Thus, if Ξ is non-empty, there are some points of
Π that are never visited.
The point process Π is generated from the homogeneous Poisson process Π̂ and thus
it is stationary and ergodic. The process Ξ is defined as a function of the points in Π
and therefore Ξ is a stationary and ergodic process in R. Therefore, Ξ is almost surely
the empty set or it is almost surely a non-empty set, in which case Ξ has a positive
rate. We look at these two cases in the next two lemmas.
For the first lemma we need the random variable W(x,ι), x ∈ R, ι ∈ {0, r}, which
measures a sufficient horizontal distance from (x, ι) to the rightmost point in the set
(−∞, x)×{0, r}, so that the greedy walk starting from (x, ι) never visits that set. For
x ∈ R let Πx = Π∩ ([x,∞)× {0, r}). Consider for the moment the greedy walk on Πx
starting from (x, ι) defined by (1) and let
W(x,ι) = inf
i≥0
{Ŝi − d(Si, Si+1)}.
Let L0(x) = max{Y ∈ Π0 : Y < x} and Lr(x) = max{Y ∈ Πr : Y < x}. If for some
x ∈ R, ι ∈ {0, r}, |W(x,ι)| <∞ and max{L0(x), Lr(x)} < W(x,ι), then for all i ≥ 0
min{d(Si, (L0(x), 0)), d(Si, (Lr(x), r))} ≥ Ŝi −max{L0(x), Lr(x)}
> Ŝi −W(x,ι) ≥ d(Si, Si+1).
Therefore, the walk on Π starting from (x, ι) coincides with the walk on Πx, because
for every i ≥ 0 the point Si is closer to Si+1 than to any point in Π \ Πx. Thus, the
walk does not visit Π \ Πx. The opposite is also true, i.e. if the walk on Π starting
from (x, ι) coincides with the walk on Πx, then |W(x,ι)| <∞.
Lemma 3. If Ξ is almost surely the empty set, then Ψ = {(X, ι) ∈ Π : |W(X,ι)| <∞}
is also almost surely the empty set.
Proof. For x ∈ R, let L0(x) and Lr(x) be as above. Since W(X,ι) is identically dis-
tributed for all (X, ι) ∈ Π, Ψ is stationary and ergodic. Suppose, on the contrary,
that Ψ is a non-empty set. For d > 0 let Ψd = {(X, r) ∈ Ψ : |W(X,r)| < d} and note
that
⋃
d>0 Ψd = Ψ ∩ (R × {r}). Thus, there exists d large enough so that Ψd is a
non-empty set which is stationary and ergodic. Let Ψ˜d be the set of all (X, r) ∈ Ψd
such that the points (L0(X), 0), (Lr(X), r) and (L0(L0(X)), 0) satisfy the following.
First, these points are in (−∞, X − d)× {0, r}. Second, the point (Lr(X), r) is closer
to (X, r) than to (L0(X), 0). Third, the greedy walks starting from (L0(L0(X)), 0)
and (L0(L0(X)), r) visit only the points in [L0(L0(X)),∞) × {0, r} and these walks
visit (Lr(X), r) before visiting (L0(X), 0). Since these three conditions have a positive
probability, which is independent of W(X,r), Ψ˜d is also almost surely a non-empty set.
But, by definition of Ξ, for every (X, r) ∈ Ψ˜d, L0(X) ∈ Ξ and Ξ is a non-empty set,
which is a contradiction. 
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In the following lemma we use the random variable D˜X , X ∈ Π0, which can be
compared to DX defined in (3). For X ∈ Π0 \ Ξ set D˜X = 0. For X ∈ Ξ denote the
points of Ξ ∩ (∞, X] in decreasing order
· · · < z˜2 < z˜1 < z˜0 = X
and define D˜X as
D˜X = sup
i≥0
{2z˜i − z˜i+1 −X} .(4)
For d1, d2 > 0 define
Ξd1,d2 = {X ∈ Ξ : D˜X < d1 and there exists Y ∈ Π̂ such that 0 < Y −X < d2 and
Π̂ ∩ (Y, Y + r) = ∅},
i.e. X ∈ Ξ belongs to Ξd1,d2 if D˜X < d1 and at the distance less than d2 from X there is
an interval of length r where there is no points of Π̂. We consider the empty intervals
of length r in Π, because whenever Π̂ ∩ (Y, Y + r) = ∅ for some Y ∈ Π̂, Y > 0, the
greedy walk is forced to visit the points (Y, 0) and (Y, r), before crossing the interval
and visiting a point in [Y + r,∞)× {0, r}.
Lemma 4. If Ξ is almost surely a non-empty set, then there exist d1, d2 > 0 such that
Ξd1,d2 is almost surely a non-empty set. Moreover, Ξd1,d2 is a stationary and ergodic
process.
Proof. If Ξ is non-empty, the rate δ of Ξ is positive. Then for X ∈ Ξ, limi→∞ X−z˜ii =
δ−1, almost surely. Also, limi→∞
z˜i−z˜i+1
i = 0, almost surely. Hence, for all large i,
2z˜i − z˜i+1 −X = (z˜i − z˜i+1) − (X − z˜i) < 0 and we can conclude that D˜X is almost
surely finite. Therefore, there exists d1 such that {X ∈ Π0 : X ∈ Ξ, D˜X < d1} is with
positive probability a non-empty set. Moreover, since D˜X is identically distributed for
all X ∈ Ξ, {X ∈ Π0 : X ∈ Ξ, D˜X < d1} is a stationary and ergodic process with
positive rate.
Almost surely, the gap between two neighbouring points of the homogeneous Poisson
process Π̂ is infinitely often greater than r. Thus, also Π ∩ ((Y, Y + r)× {0, r}) = ∅
for infinitely many Y ∈ Π̂ and all such Y form a stationary and ergodic process. Thus,
Ξd1,d2 is also stationary and ergodic for all d2 > 0. Since
⋃
d2>0
Ξd1,d2 = {X ∈ Π0 :
X ∈ Ξ, D˜X < d1} and this is not empty when d1 is large enough, we can choose d2
large enough so that Ξd1,d2 is almost surely a non-empty set. 
We study the greedy walk starting from the point (0, 0), which is, almost surely,
not a point of Π. From now on denote the points of Π̂ by
. . . < X−2 < X−1 ≤ 0 < X1 < X2 < . . .
and denote the points of Π0 and Πr by
. . . < X0−2 < X
0
−1 ≤ 0 < X01 < X02 < . . . and . . . < Xr−2 < Xr−1 ≤ 0 < Xr1 < Xr2 < . . . ,
respectively.
Now we are ready to prove that DX < d0 for infinitely many X ∈ Π̂. We use here
the definition of Ξ and divide the proof in two parts, depending weather Ξ is almost
surely the empty set or a non-empty set.
Lemma 5. There exists d0 <∞ such that, almost surely, DXk < d0 and Xk+1−Xk > r
for infinitely many k > 0.
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Proof. Assume first that Ξ is almost surely the empty set. Then, by Lemma 3,
Ψ = {(X, ι) ∈ Π : |W(X,ι)| < ∞} is almost surely the empty set. Moreover, {(X, 0) ∈
Π : X /∈ Πr, |W(X,0)| < ∞} is also the empty set. The greedy walk (S(0,0)n )n≥0
on Π ∩ ([0,∞)× {0, r}) has the same law as the greedy walk (S(X,0)n )n≥0 on Π ∩
([X,∞)× {0, r}) shifted for (X, 0), where X ∈ Π0, X /∈ Πr. This implies that
P(|W(0,0)| < ∞) = 0 and the greedy walk (S(0,0)n )n≥0 almost surely visits a point
in (−∞, 0) × {0, r} in a finite time. Then it follows from the definition of Dx that
Dx = 0 for all large enough x > 0. Since Xk+1−Xk > r for infinitely many k > 0, the
claim of the lemma holds for any d0 > 0.
Assume now that Ξ is not empty. Then, by Lemma 4, we can find d1 and d2 large
enough so that Ξd1,d2 is a non-empty set. We first show that DX ≤ d1 for infinitely
many X ∈ Ξ, X > 0, and then we prove that DXk < d1 + d2 and Xk+1 −Xk > r for
infinitely many k > 0.
For X ∈ Ξ, X > 0, denote the points of Ξ in [0, X] by z˜0, z˜1, . . . , z˜n˜−1 so that
0 = z˜n˜ < z˜n˜−1 < · · · < z˜1 < z˜0 = X
and define D˜′X , an analogue of DX and a restricted version of D˜X , as
D˜′X = max
0≤i≤n˜−1
{2z˜i − z˜i+1 −X} = max
{
max
0≤i≤n˜−2
{2z˜i − z˜i+1 −X}, 2z˜n˜−1 −X
}
.(5)
Let ξ = min{Y ∈ Ξ : Y > 0} and note that zn˜−1 = ξ for every X ∈ Ξ, X > 0.
Then for X ∈ Ξ, X > 2ξ we have 2zn˜−1−X = 2ξ−X < 0. Since D˜′X ≥ 2z˜0− z˜1−X =
X − z˜1 > 0, the term 2zn˜−1 − X does not contribute to D˜′X . From the definition of
Ξd1,d2 , we have D˜X < d1 for infinitely many X ∈ Ξ, almost surely. When X > 2ξ, D˜′X
is the maximum of a finite subset of the values in (4) and thus D˜′X ≤ D˜X < d1 for
infinitely many X ∈ Ξ, X > 2ξ.
We prove now that DX ≤ D˜′X in two steps. First, we show that the points used in
the definition of D˜′X are a subset of the points used in the definition of DX . Second, we
show that adding a new point to the definition (5) decreases the value of the maximum.
Let ξ ∈ Ξ, ξ > 0. Before visiting any point in [ξ,∞)× {0, r}, the greedy walk starting
from (0, 0) visits the leftmost point on one of the lines in [L0(ξ),∞) × {0, r}, where
L0(ξ) = max{Y ∈ Π0 : Y < ξ}. That is, the greedy walk visits (L0(ξ), 0) or the closest
point to the right of (L0(ξ), r) on the line r (which is (L0(ξ), r) if that point exists).
By the definition of Ξ, the greedy walk starting from one of these two points never
visits (ξ, 0) and it never visits any point to the left of {L0(ξ)}×{0, r}. Therefore, once
the greedy walk starting from (0, 0) enters [L0(ξ),∞)×{0, r}, it continues on the path
of one of these two walks. Thus, the greedy walk starting from (0, 0) does not visit
(ξ, 0). From this we can conclude that all points in {Ξ ∩ (0,∞)} × {0} are not visited
by the greedy walk and for X ∈ Ξ ∩ (0,∞) we have {z˜0, z˜1, . . . , z˜n˜} ⊂ {z0, z1, . . . , zn},
where z0, z1, . . . , zn are as in (2).
Let Y ∈ {z0, z1, . . . , zn}\{z˜0, z˜1, . . . , z˜n˜} and find j such that z˜j < Y < z˜j−1. Adding
Y to the set {z˜0, z˜1, . . . , z˜n˜} in the definition (5), removes the value 2z˜j−1 − z˜j − X
and adds the values 2z˜j−1 − Y − X and 2Y − z˜j − X. Since, 2z˜j−1 − Y − X <
2z˜j−1−z˜j−X and 2Y −z˜j−X < 2z˜j−1−z˜j−X, the point at Y added to {z˜0, z˜1, . . . , z˜n˜}
decreases the value of D˜′X or leaves it unchanged. Since both DX and D˜
′
X are defined
on {z˜0, z˜1, . . . , z˜n˜}, but DX has also points {z0, z1, . . . , zn} \ {z˜0, z˜1, . . . , z˜n˜} in the
definition, we can conclude that DX ≤ D˜′X for all X ∈ Ξ, X > 0. Thus DX < d1 for
infinitely many X ∈ Ξ, X > 0.
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This together with Lemma 4 implies that for infinitely many X ∈ Ξ∩ (0,∞), DX <
d1 and there exists Y ∈ Π̂ such that 0 < Y −X < d2 and Π((Y, Y + r)× {0, r}) = 0.
Choose one such X and let k be such that Xk − X < d2 and Xk+1 − Xk > r. If
T(−∞,0) < T[Xk,∞), then DXk = 0 < d1 + d2. Otherwise, T[Xk,+∞) < T(−∞,0), and we
can denote the points of Π̂T[Xk,∞)
in (0, Xk) by z1, z2, . . . , zn−1 so that 0 = zn < zn−1 <
· · · < z1 < z0 = Xk. By the definition of Ξ, the point (X, 0) is never visited by the
walk and thus there exists j such that zj = X. Then we have
DXk = max
0≤i≤n−1
{2zi − zi+1 −Xk}
≤ max{ max
j≤i≤n−1
{2zi − zi+1 −X} − (Xk −X), max
0≤i≤j−1
{2zi − zi+1 −Xk}}
≤ max{DX , Xk −X} ≤ DX +Xk −X < d1 + d2,
where in the second inequality we use the fact that, by the definition of the points in
Ξ, the walk does not visit any point in (0, X)× {0, r} after time T[X,∞) and therefore
DX = maxj≤i≤n−1 {2zi − zi+1 −X}.
Let now d0 = d1 + d2. Since there are, almost surely, infinitely many X ∈ Ξ and k
such that DX < d1, Xk −X < d2 and Xk+1 −Xk > r, it follows that DXk < d0 and
Xk+1 −Xk > r for infinitely many k > 0, almost surely, which proves the claim of the
lemma. 
Since DXk < d0 for infinitely many k, almost surely, one should expect that also
Xk+1−Xk > d0 > DXk for infinitely many k. That is exactly what we show next, but
let us first state the extended Borel–Cantelli Lemma which we use in the proof.
Lemma 6 (Extended Borel–Cantelli lemma, [5, Corollary 6.20]). Let Fn, n ≥ 0, be a
filtration with F0 = {0,Ω} and let An ∈ Fn, n ≥ 1. Then a.s.
{An i.o.} =
{ ∞∑
n=1
P[An | Fn−1] =∞
}
.
Lemma 7. Almost surely, the events
Ak = {Xk+1 −Xk > DXk −X−1 + r}(6)
occur for infinitely many k > 0.
Proof. For k > 0 let j0k = max{i : X0i ≤ Xk} and jrk = max{i : Xri ≤ Xk}. Further-
more, define the σ-algebra
Fk = σ((X0−1, 0), (X00 , 0), . . . , (X0j0k , 0), (X
r
−1, r), (X
r
0 , r), (X
r
1 , r), . . . , (X
r
jrk
, r))
and denote by T σA and D
σ
x analogues of TA and Dx for the greedy walk on the set of
points which generates Fk. Assume T[Xk,∞) < T(−∞,0). Then, the greedy walk on Π
and the walk on the restricted set are the same until time T[Xk,∞). If Xk+1 −Xk > r
then ŜT[Xk,∞)
= Xk, T
σ
Xk
= T[Xk,∞) and D
σ
Xk
= DXk .
Let Aσk = {Xk+1 −Xk > DσXk −X−1 + r} and observe that Aσk ∈ Fk+1. For d0 > 0
we have
P (Aσk | Fk) ≥ P
(
DσXk < d0, Xk+1 −Xk > d0 −X−1 + r | Fk
)
= 1{DσXk<d0}P (Xk+1 −Xk > d0 −X−1 + r | Fk)
= 1{DσXk<d0}e
−(d0−X−1+r) a.s.
The first equality above holds because {DσXk < d0} ∈ Fk. The second equality follows
from the facts that X−1 ∈ Fk and Xk+1 −Xk is exponentially distributed with mean
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1 and independent of Fk. By Lemma 5, there exists d0 such that DXk < d0 and
Xk+1 − Xk > r for infinitely many k, almost surely. Since, DσXk = DXk whenever
Xk+1 −Xk > r, also DσXk < d0 for infinitely many k and, thus,
∞∑
k=1
P (Aσk | Fk) =∞ a.s.
It follows now from the extended Borel-Cantelli lemma (Lemma 6) that
P(Aσk for infinitely many k ≥ 1) = 1.
Since Aσk ⊂ {Xk+1 −Xk > r} and Ak = Aσk whenever Xk+1 −Xk > r, also
P(Ak for infinitely many k ≥ 1) = 1. 
Whenever Ak occurs, as we show in the next lemma, the greedy walk is forced to
visit (−∞, 0)× {0, r} before visiting [Xk+1,∞)× {0, r}. Note that the arguments do
not depend on the definition of the point process Π.
Lemma 8. Almost surely, T(−∞,0) <∞.
Proof. By Lemma 7, the events Ak = {Xk+1−Xk > DXk−X−1+r} occur for infinitely
many k, almost surely. To prove the lemma, it suffices to prove that whenever Ak
occurs, then T(−∞,0) < T[Xk+1,∞). Because the walk exits [0, Xk+1]× {0, r} in, almost
surely, finite time, it follows that T(−∞,0) <∞, almost surely.
Assume that T[Xk,∞) < T(−∞,0) and Ak occurs for some k. Then Xk+1 − Xk >
DXk −X−1 + r > r and a point in (0, Xk) × {0, r} is closer to a point at Xk than to
any point in [Xk+1,∞)× {0, r}. Hence, ŜT[Xk,∞) = Xk.
Denote the remaining points of Π̂T[Xk,∞)
in the interval [0, Xk] as in (2). Note that
at time T[Xk,∞) there is exactly one unvisited point left at each position z1, z2, . . . , zn−1
and denote by ι1, ι2, . . . , ιn−1 the corresponding lines of these points. If there is only
one point at Xk, let ι0 be the line of this point. If there are two points at Xk, let ι0
be the line of the point that is not visited at time TXk . The point STXk is closer to
the second point at Xk, if such exists, than to any point in (Xk+1,∞)×{0, r} because
Xk+1 − Xk > r or to any of the remaining points with shadows at z1, z2, . . . , zn−1
because of Lemma 1 (b).
For i = 0, 1, . . . , n−2, from the definition of DXk (3) we have DXk ≥ 2zi−zi+1−Xk
and
d((zi, ιi), (zi+1, ιi+1))
2 ≤ (zi − zi+1)2 + r2 < (zi − zi+1 + r)2 ≤ (DXk +Xk − zi + r)2
< (DXk −X−1 + r +Xk − zi)2 < (Xk+1 − zi)2
≤ d((zi, ιi), (Xk+1, ιi))2.
Thus the point (zi, ιi) is closer to (zi+1, ιi+1) than to any point in [Xk+1,∞)× {0, r}.
Moreover, by Lemma 1 (b), (zi+1, ιi+1) is closer to (zi, ιi) than any other point in
[0, zi+1)× {0, r}. Thus, when the walk is at (zi, ιi) it visits (zi+1, ιi+1) next, except if
zi < r and there is a point at (−∞, 0)×{0} which is closer. In the latter case we have
T(−∞,0) < T[Xk+1,∞).
Assume that the walk visits successively the points at z1, z2, . . . , zn−1. Hence, all
points in (zn−1, Xk+1) × {0, r} are visited. When the greedy walk is at (zn−1, ιn−1),
the closest unvisited point is in (−∞, 0)× {0, r}, because a point with shadow X−1 is
14 KATJA GABRYSCH
closer to (zn−1, ιn−1) than any point in [Xk+1,∞)× {0, r}. This follows from
d((zn−1, ιn−1), (X−1, r − ιn−1))2 = (zn−1 −X−1)2 + r2
≤ (DXk +Xk − zn−1 −X−1)2 + r2
< (DXk +Xk − zn−1 −X−1 + r)2 < (Xk+1 − zn−1)2
= d((zn−1, ιn−1), (Xk+1, ιn−1))2,
where in the first inequality above we use that, by the definition of DXk (3), DXk ≥
2zn−1−Xk. Thus, the walk visits (−∞, 0)×{0, r} next. Therefore, also now T(−∞,0) <
T[Xk+1,∞), which completes the proof. 
Now we are ready to prove Theorem 3 where we use Lemma 8 repeatedly to show
that the greedy walk crosses the vertical line {0} × R infinitely often. Therefore the
greedy walk visits all the points of Π.
Proof of Theorem 3. From Lemma 8 we have P(T(−∞,0) <∞) = 1, which is equivalent
to
(7) P
(
T(−∞,0) <∞ | X0−1, Xr−1, X01 , Xr1
)
= 1 a.s.
Moreover, the conditional probability (7) is almost surely 1 for any absolutely contin-
uous distribution of (X0−1, Xr−1, X01 , Xr1) on (−∞, 0)2 × (0,∞)2, which is independent
of Π ∩ (((X01 ,∞)× {0}) ∪ ((Xr1 ,∞)× {r})).
Let T0 = 0 and let Ti, i ≥ 1, be the first time the greedy walk visits a point in
(−∞,min0≤n≤Ti−1 Ŝn)×{0, r} for i odd and in (max0≤n≤Ti−1 Ŝn,∞)×{0, r} for i even.
That is, for i odd (even) Ti is the time when the walk visits the part of Π on the left
(right) of {0} ×R which is unvisited up to time Ti−1. We prove first that Ti is almost
surely finite for all i and, thus, the greedy walk, almost surely, crosses the vertical line
{0} ×R infinitely many times. Then we show that it is not possible that a point of Π
is never visited, and thus the walk almost surely visits all points of Π.
Assume that Ti is finite for some even i. Let Y0 = ŜTi , Y
0
1 = min{Y ∈ Π0 : Y > Y0}
and Y r1 = min{Y ∈ Πr : Y > Y ′0}. Furthermore, let Y 0−1 = max{Y ∈ Π0 : Y <
min0≤n≤Ti Ŝn} and Y r−1 = max{Y ∈ Πr : Y < min0≤n≤Ti Ŝn}. By the definition of Y 0−1
and Y r−1, at time Ti the set I1 = (−∞, Y 0−1]×{0} ∪ (−∞, Y r−1]×{r} is not yet visited.
Also, by definition Y 01 , Y
r
1 > ŜTi and the set I2 =
(
[Y 01 ,∞)× {0}
) ∪ ([Y r1 ,∞) × {r})
is never visited before time Ti. Moreover, because of the strong Markov property, the
distributions of Π∩ I1 and Π∩ I2 are independent of the points of Π outside I1 and I2.
Let Π′ = Π ∩ (I1 ∪ I2). From (7) we have that the greedy walk on θSTiΠ′ starting
from (0, 0), visits the set (−∞, 0) × {0, r} in a finite time, almost surely. In other
words, the greedy walk on Π′ starting from STi , almost surely, visits a point in I1 at
some time T ′i+1 <∞. The greedy walk on ΠTi , starting from STi , might differ from the
walk on Π′ if there are some points outside I1 and I2 that are not visited up to time
Ti. Denote the shadows of these points by c1, c2, . . . , cj , so that ŜTi ≥ c1 > c2 > · · · >
cj > max{Y 0−1, Y r−1}. Because of Lemma 1 (b), a point in (ŜTi ,∞)× {0, r} is closer to
the point at c1, than to any of the points at c2, c3, . . . , cj . Hence the walk visits the
point at c1 before visiting any of the points at c2, c3, . . . , cj .
Let T 1i+1 = min{TRc1 , TÎ1}, where Î1 = (−∞,max{Y 0
′
−1, Y r
′
−1}). The greedy walks on
ΠTi and Π
′ starting from STi are the same until the time T 1i+1. If T
1
i+1 = TÎ1 then
T ′i+1 = T
1
i+1 = Ti+1 and, thus, Ti+1 is finite. Otherwise, the point at c1 is visited
before any point in I1, so T
R
c1 < T
′
i+1 and Tc1 is, almost surely, finite. In this case,
similarly as above, let us define Y c10 = c1, Y
0,c1
1 = min{Y ∈ Π0 : Y > max0≤n≤Tc1 Ŝn}
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and Y r,c11 = min{Y ∈ Πr : Y > max0≤n≤Tc1 Ŝn}. Moreover, let Ic11 = I1 and let
Ic22 =
(
[Y 0,c11 ,∞)× {0}
)
∪
(
[Y r,c11 ,∞) × {r}
)
. From Lemma 2 we can deduce that
(c1,max0≤n≤TRc1 Ŝn]×{0, r} is empty at time T
R
c1 and, therefore, I
c1
2 contains all points
of ΠTRc1
to the right of {(c1, 0), (c1, r)}. Now, by the same arguments as above, it
follows that the walk starting from the point at c1 visits almost surely a point in I1 or
a point at c2 in a finite time. If the walk, starting from a point at ck, 1 ≤ k ≤ j − 1,
visits a point at ck+1 before I1, we repeat the same procedure. Since there are only
finitely many such points, the walk in almost surely finite time eventually visits I1 and
thus Ti+1 <∞, almost surely.
When i is odd, we can look at the walk on σΠTi starting from σSTi . Then the same
procedure as above yields Ti+1 < ∞, almost surely. Therefore, Ti is almost surely
finite for all i. Assume now that the walk does not visit all points of Π and let (x, ιx)
be a point of Π that is never visited. Then, there is i0 even, such that x < ŜTi0 and
x−min0≤n≤Ti0 Ŝn > r. Then for all n ∈ (Ti0 , Ti0+1−1) such that Ŝn ≥ x, by the choice
of i0, Sn is closer to (x, ιx) than to any point in (−∞,min0≤n≤Ti0 Ŝn)×{0, r}. Also, by
Lemma 1 (b), Sn is closer to (x, ιx) than to any remaining point in [min0≤n≤Ti0 Ŝn, x).
Hence, the greedy walk visits (x, ιx) before time Ti0+1, which is a contradiction. 
5. Two parallel lines with shifted Poisson processes
Let E = R× {0, r} and let d be the Euclidean distance. We define a point process
Π on E in the following way. Let Π0 be a homogeneous Poisson process on R with rate
1 and let Πr be a copy of Π0 shifted by s, 0 < |s| < r/√3, i.e. Πr = {x : x− s ∈ Π0}.
Then, let Π be a point process on E with Π ∩ (B × {0}) = (Π0 ∩ B) × {0} and
Π∩ (B×{r}) = (Πr ∩B)×{r} for all Borel sets B ⊂ R. We consider the greedy walk
on Π defined by (1) starting from S0 = (0, 0).
We call the pair of points (Y, 0) and (Y +s, r) shifted copies. Moreover, we say that
a point of Π is an indented point if it is further away from the vertical line {0} × R
than its shifted copy. That is, for s > 0, the indented points are in (−∞, 0)× {0} and
(0,∞)× {r}. For s < 0, the indented points are in (0,∞)× {0} and (−∞, 0)× {r}.
We can divide the points of Π into clusters in the following way. Any two successive
points on line 0 are in the same cluster if their distance is less than
√
r2 + s2, otherwise
they are in different clusters. Moreover, any two points on line 0 are in the same cluster
only if all points between those two points belong to that cluster. The points on line
r belong to the cluster of its shifted copy. Throughout this section, we will call the
closest point to the vertical line {0} × R of a cluster on each line the leading point of
the cluster. Every cluster has one leading indented and one leading unindented point,
except the cluster around (0, 0) that has possibly points in both (−∞, 0)× {0, r} and
(0,∞)× {0, r}.
In Section 3 the points were divided into clusters in a similar way and we observed
that the walk always visits all points of a cluster before moving to a new cluster. This
is not the case here. See Figure 2 for an example where the greedy walk moves to
a new cluster before visiting all points in a current cluster. The points that are not
visited during the first visit of a cluster cause the walk to jump over the vertical line
{0}×R infinitely many times. Therefore, we obtain here the same result as in Section
4:
Theorem 4. Almost surely, the greedy walk visits all points of Π.
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Π0
Πr
Xj−1XjXi Xj+1
Xi + s Xj+1 + s
Figure 2. The leading points of the clusters are marked in gray.
After visiting the indented leading point (Xi + s, r), the walk visits
successively all points of its cluster. This is not always the case when
the first visited point of the cluster is the unindented leading point. In
the example above, the point (Xj , 0) is closer to (Xj−1 + s, r) than to
(Xj+s, r), so the walk moves from (Xj , 0) to (Xj−1+s, r). Later, when
the walk is at (Xj + s, r), the closest unvisited point is (Xj+1 + s, r),
which is in a new cluster. The greedy walk moves to the next cluster
before visiting all points of the current cluster.
The proof follows similarly as the proof of Theorem 3. We change here the definition
of the set Ξ. In addition, the arguments in the first part of the proof of Lemma 11,
where we show that if Ξ is almost surely the empty set then the walk almost surely
jumps over the starting point, are different from those in Lemma 5. Furthermore, in
the proof of Theorem 4 we use the fact that whenever the walk enters a cluster at
its leading unindented point, then the walk always visits successively all points of the
cluster. This can be explained as follows: Let (X, r) be the leading indented point
and assume that (X, r) is the first point that the greedy walk visits in its cluster.
(The case when the walk first visits the leading indented point on the line 0 can be
handled in the same way.) Denote the closest point to (X, r) on line r by (Y, r) and let
a = |X − Y | be the distance between points (X, r) and (Y, r). The distance between
(X, r) and (X − s, 0) is √r2 + s2 and the distance between (X, r) and (Y − s, 0) is√
r2 + (a− s)2. Because of the choice s < r/√3, we have 2s < √r2 + s2. Therefore,
if r ≤ a < √r2 + s2, then
r2 + (a− s)2 = a2 + r2 + s2 − 2sa > a2 + r2 + s2 − 2s
√
r2 + s2
= a2 +
√
r2 + s2
(√
r2 + s2 − 2s
)
> a2
Also, if a < r, then r2 + (a− s)2 ≥ r2 > a2. Thus, when a < √r2 + s2 the point (Y, r)
is closer to (X, r) than the copies of those two points on line 0 and thus (Y, r) is visited
next. We can argue in the same way for all the points in this cluster on line r, until
the walk reaches the outermost point. The distance from the outermost point of the
cluster to the closest point on line r is greater than
√
r2 + s2 and the closest unvisited
point is its shifted copy. Once the walk is on line 0, it visits all remaining points of
the cluster, because the distances between the successive points in the cluster are less
than
√
r2 + s2, all points of the cluster on line r are already visited and the distance
to any point in another cluster is greater than
√
r2 + s2.
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We define now the set Ξ in a slightly different way than in Section 4. For x ∈ R,
let L0(x) = max{Y ∈ Π0 : Y < x}. Then define
Ξ = s+
{
X ∈ Π0 : S(X,0)n ∈ ((X,∞)× {0, r}) \ {(X + s, r)} for all n ≥ 1
and X − L0(X) > r
2 + s2
2s
}
,
that is, Ξ contains all points X+s ∈ Πr such that the distance between (X, 0) and the
closest point on the line 0 to the right of (X, 0) is greater than r
2+s2
2s and if we start
a walk from (X, 0), then the walk always stays in [X,∞) × {0, r}, but it never visits
(X + s, r). If X − L0(X) > r2+s22s and the walk approaches (X, 0) and (X + s, r) from
their right, then the walk visits the point (X, 0) before visiting (X + s, r). Hence, if
X + s ∈ Ξ and X > 0, then the point (X + s, r) is never going to be visited.
Note that the set Ξ is a function of a homogeneous Poisson process and hence it is
stationary and ergodic.
Let us define now the random variable Wx, x ∈ R, that corresponds to the random
variable Wx,ι from Section 4. For x ∈ R, let
Πx = Π ∩ (([x,∞)× {0}) ∪ ([x+ s,∞)× {r})) .
Consider for the moment the greedy walk on Πx starting from (x, 0) defined by (1)
and let
Wx = inf
i≥0
{Ŝi − d(Si, Si+1)}.
If s > 0 and if for some x ∈ R we have |Wx| < ∞ and L0(x) + s < Wx, then for the
walk starting from (x, 0) and for any i ≥ 0 it holds
min{d(Si, (L0(x), 0)), d(Si, (L0(x) + s, r))} ≥ Ŝi − L0(x)− s > Ŝi −Wx ≥ d(Si, Si+1),
that is, the point Si is closer to Si+1 than to any point in Π \Πx. Therefore, the walk
on Π starting from (x, 0) coincides with the walk on Πx and the walk does not visit
any point in Π\Πx. The opposite is also true, i.e. if the walk on Π starting from (x, 0)
coincides with the walk on Πx, then |Wx| < ∞. The same holds also for s < 0: if
|Wx| < ∞ and L0(x) < Wx, for x ∈ R, then the walk on Π starting from (x, 0) does
not visit Π \Πx and if the walk does not visit Π \Πx then |Wx| <∞.
Lemma 9. If s > 0 and if Ξ is almost surely the empty set, then Ψ = {X ∈ Π0 :
|WX | <∞} is almost surely the empty set.
Proof. Since WX is identically distributed for all X ∈ Π0, Ψ is stationary and ergodic.
Suppose, on the contrary, that Ψ is almost surely a non-empty set. For d > 0 let
Ψd = {y ∈ Π0 : |Wx| < d} and note that
⋃
d>0 Ψd = Ψ. Then there exists d such that
Ψd is almost surely a non-empty set.
Let Ψ˜d be the set of all X ∈ Ψd which satisfy the following. First, there are no
points in (X−d,X)×{0, r}. Secondly, there is Y ∈ Π0, Y < X, such that the distance
between Y and max{Z ∈ Π0 : Z < Y } is greater than r2+s22s . Thirdly, the walk starting
from (Y, 0) stays in (Y,∞) × {0, r} until it visits (X, 0) and it never visits (Y + s, r).
Since there is a positive probability that all three conditions occur and this probability
is independent of Wx, Ψ˜d is almost surely a non-empty set. But, then by definition of
Ξ, for every X ∈ Ψ˜d, Y +s ∈ Ξ and Ξ is a non-empty set, which is a contradiction. 
In the next two lemmas we use the random variable D˜X , X ∈ Πr, which can be
compared with the corresponding random variable in Section 4 defined in (4). For
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X ∈ Πr \Ξ set D˜X = 0. For X ∈ Ξ denote the points of Ξ∩ (∞, X] in decreasing order
· · · < z˜2 < z˜1 < z˜0 = X
and define D˜X as
D˜X = sup
i≥0
{2z˜i − z˜i+1 −X} .(8)
Also we define the set Ξd1,d2 in the same way as in Section 4. For d1, d2 > 0 define
Ξd1,d2 = {X ∈ Ξ : D˜X < d1 and there exists Y ∈ Πr such that 0 < Y −X < d2 and
Π̂ ∩ (Y, Y + r) = ∅},
where Π̂ = Π0 ∪Πr.
The following lemma corresponds to Lemma 4. Since the proof is very similar, it is
not included here.
Lemma 10. If s > 0 and if Ξ is almost surely a non-empty set, then there exists
d1, d2 > 0 such that Ξd1,d2 is almost surely a non-empty set. Moreover, Ξd1,d2 is a
stationary and ergodic process.
We study the greedy walk starting from the point (0, 0), which is almost surely not
a point of Π. From now on denote the points of Π0 by
. . . < X−2 < X−1 ≤ 0 < X1 < X2 < . . . .
Also, we let Π̂ = Π0∪Πr be the shadow of all the points of the process Π. As in Section
4, we denote by Πn the set of points that are not visited until time n. Similarly, Π
0
n,
Πrn denotes unvisited points of Π
0 and Πr until time n, respectively, and Π̂n = Π
0
n∪Πrn.
We define TA = inf{n ≥ 0 : Ŝn ∈ A} to be the first time the walk visits A× {0, r},
where A is a subset of R.
Define the variable Dx, x ∈ R, x > 0, as follows. If T(−∞,0) < T[x,∞) then Dx = 0.
Otherwise, 0 < Ŝ1, Ŝ2, . . . , ŜT[x,∞)−1 < x, ŜT[x,∞) ≥ x and we label the remaining
points of Π̂T[x,∞) in the interval (0, x) by z1, z2, . . . , zn−1 so that
0 = zn < zn−1 < · · · < z1 < z0 = x.
Let then
Dx = max
0≤i≤n−1
{(zi − zi+1)− (x− zi)} = max
0≤i≤n−1
{2zi − zi+1 − x} .
From the definition it follows that 0 ≤ Dx ≤ x. As in Section 4, this random variable
measures how large should be the minimal distance between (x, 0) or (x, r) and points
in (x,∞) × {0, r}, so that the walk possibly visits a point in (−∞, 0) × {0, r} before
visiting any point in (x,∞)× {0, r}.
We prove next that DX < d0 for infinitely many X ∈ Π0. The proof is divided
into two parts, one discussing the case when Ξ is almost surely the empty set and
another one discussing the case when Ξ is a non-empty set. The proof of the second
case follows in the similar way as the second part of the proof of Lemma 5, so we are
not going to write all the details here.
Lemma 11. If s > 0, then there exists d0 <∞ such that, almost surely, DXk+s < d0
and Xk+1 −Xk > r + s for infinitely many k > 0.
Proof. Assume first that Ξ is almost surely the empty set. Then, by Lemma 9, {X ∈
Π0 ∩ (0,∞) : |WX | < ∞} is almost surely empty. Observe that d((X1, 0), (0, 0)) <
d((X1 + s, r), (0, 0)) and if X−1 + s > 0 then d((X−1, 0), (0, 0)) < s < r < d((X−1 +
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s, r), (0, 0)). Thus, if the walk starts from (0, 0) and Ŝ1 > 0, then S1 must be (X1, 0).
Assume that {Ŝn > 0 for all n ≥ 1} occurs with positive probability. Then one of the
following three events also has positive probability.
First, {X−1 +s < 0, Ŝn > 0 for all n ≥ 1}. But, this event implies that |WX1 | <∞
and X1 ∈ Ψ, which has probability 0.
Secondly, {0 < X−1 + s, Ŝn > 0 for all n ≥ 1 and the walk does not visit (X−1 +
s, r)}. If this event occurs then the walk does not visit any point in (0, X−1 + s)×{r},
because X−1+s < r/
√
3 and the distance from any point in the interval (0, X−1+s)×
{r} to the point (X−1+s, r) is smaller than distance from any point in (0, X−1+s)×{r}
to a point in (0,∞)×{0}. Therefore, from S1 = (X1, 0) the walk visits just the points
of ΠX1 and we can conclude that |WX1 | <∞, which is impossible.
Thirdly, {Ŝn > 0 for all n ≥ 1 and the walk visits (X−1 + s, r)}. Assume that this
event occurs. There are almost surely finitely many points in (0, X−1 + s] × {r} and
thus there is a time k when that interval is visited for the last time. From Lemma 2 it
follows that all points in (Ŝk,max0≤i≤k Ŝi]×{0, r} are visited up to time k. Therefore,
Sk+1 is in (max0≤i≤k Ŝi,∞)×{0, r}. Since the distance from Sk to (X−1, 0) is at most√
r2 + s2, the distance from Sk to Sk+1 is less than
√
r2 + s2. Thus, we can conclude
that both Sk and Sk+1 belong to the cluster around (X1, 0). Moreover, the greedy
walk did not visit another cluster before time k and it moved from line 0 to line r only
once.
At time k there might be some unvisited points of the cluster around (X1, 0) on
line r whose shifted copies are visited before time k. Those points are visited directly
after Sk, because those points are closer to Sk than any unvisited point on line 0.
After visiting those points, all remaining unvisited points of the cluster around (X1, 0)
have unvisited shifted copy. We can think about that part of the cluster as a new
cluster. The walk visits the next cluster starting from the indented or the unindented
leading point. If it visits first the indented point, then the walk visits consecutively
all the points of that cluster and afterwards it visits the unindented leading point of
the next cluster. Once the walk is at the unindented leading point (Y, 0), all points in
(0, Y )× {0, r} are visited except possibly some points in (0, X−1 + s]× {r} which are
never visited. Since Ŝn > 0 for all n ≥ 1, we can conclude that the walk after visiting
(Y, 0) stays in ΠY . But, then |WY | <∞ and Ψ is not empty, which is a contradiction.
Since these three events almost surely do not occur, also {Ŝn > 0 for all n ≥ 1}
does not occur. Thus T(−∞,0) < ∞, almost surely. This together with the definition
of Dx, implies that Dx = 0 for all large enough x ≥ 0. Since Xk+1 −Xk > r + s for
infinitely many k > 0, the claim of the lemma holds for any d0 > 0.
If Ξ is a non-empty set, the proof follows in the same way as the corresponding part
of the proof of Lemma 5. Thus we omit the proof here and we only emphasize that
points Ξ ∩ (0,∞) are never visited because the condition X − L0(X) > r2+s22s implies
that for X ∈ Ξ∩ (0,∞) points in (−∞, X − s)×{0, r} are closer to (X − s, 0) than to
(X, r). Thus, the point (X − s, 0) is visited first and then by the definition of Ξ the
walk never visits (X, r). 
Using that event DXk+s < d0 occurs for infinitely many k > 0 and Xk+1−Xk > d0
occurs for infinitely many k > 0, we show in the next lemma that there are infinitely
many k > 0 such that both events occur simultaneously.
Lemma 12. If s > 0 then, almost surely, the events
Ak = {Xk+1 −Xk > DXk+s −X−1 + r + s}
occur for infinitely many k > 0.
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Proof. Let js = max{i : Xi < −s}, Bk = {Xjs , Xjs+1, . . . , X−1, X1, . . . , Xk−1, Xk} and
Fk = σ(Bk). Let T σA and Dσx be the analogues of TA and Dx for the greedy walk
on the set of points (Bk × {0}) ∪ ((Bk + s)× {r}). When T[Xk+s,∞) < T(−∞,0), the
greedy walk on Π and the walk on the restricted set are the same until time T[Xk+s,∞).
Moreover, if Xk+1 − Xk > r + s then ŜT[Xk+s,∞) = Xk + s, T
σ
Xk+s
= T[Xk+s,∞) and
DσXk+s = DXk+s.
Let Aσk = {Xk+1 −Xk > DσXk+s −X−1 + r + s} and observe that Aσk ∈ Fk+1. For
d0 > 0 we have
P (Aσk | Fk) ≥ P
(
DσXk+s < d0, Xk+1 −Xk > d0 −X−1 + r + s | Fk
)
= 1{DσXk+s<d0}P (Xk+1 −Xk > d0 −X−1 + r + s | Fk)
= 1{DσXk+s<d0}e
−(d0−X−1+r+s) a.s.
The first equality above holds because {DσXk+s < d0} ∈ Fk. The second equality
follows from the facts that X−1 ∈ Fk and Xk+1−Xk is exponentially distributed with
mean 1 and independent of Fk. By Lemma 11, we can choose d0 such that DXk+s < d0
and Xk+1 −Xk > r + s for infinitely many k, almost surely. Since, DσXk+s = DXk+s
whenever Xk+1 −Xk > r + s, also DσXk+s < d0 for infinitely many k and, thus,
∞∑
k=1
P (Aσk | Fk) =∞ a.s.
It follows now from Lemma 6 that
P(Aσk for infinitely many k ≥ 1) = 1.
Since Aσk ⊂ {Xk+1 −Xk > r + s} and Ak = Aσk whenever Xk+1 −Xk > r + s, also
P(Ak for infinitely many k ≥ 1) = 1. 
Whenever Ak occurs, the greedy walk is forced to visit (−∞, 0) × {0, r} before
visiting [Xk+1,∞)×{0, r}. This together with Lemma 12 immplies that T(−∞,0) <∞
when s > 0. The same is also true if s < 0 and to prove this we use that T(−∞,0) <∞,
almost surely, for s > 0.
Lemma 13. Almost surely, T(−∞,0) <∞.
Proof. When s > 0 one can show in the same way as in Lemma 8 that whenever
Ak = {Xk+1 − Xk > DXk+s − X−1 + r + s} occurs, the walk visits (−∞, 0) × {0, r}
before visiting [Xk+1,∞) × {0, r}. By Lemma 12, the event Ak occurs for some k,
almost surely, and hence T(−∞,0) <∞, almost surely.
Furthermore,
(9) P(T(−∞,0) <∞ | X−1, X1) = 1 a.s.,
for any absolutely continuous distribution of (X−1, X1) on (−∞, 0) × (0,∞) which is
independent of Π0 ∩ (X1,∞).
Assume now on the contrary that P(T(−∞,0) = ∞) > 0 for s < 0. If T(−∞,0) = ∞,
then S1 is in (0,∞) × {0} or in (0,∞) × {r}. If S1 is on line 0 then S1 is indented
and the walk consecutively visits all points of its cluster. Since the walk stays in
(0,∞)× {0, r}, the last visited point of this cluster is (X1 + s, r) and X1 + s > 0. Let
T be the time when the walk visits (X1 + s, r) and let Y0 = (X1 + s, r). Moreover, let
Y−1 = X−1 + s and let Y1 = min{Y ∈ Πr : Y > max0≤n≤T Ŝn} be the leading indented
point of the next cluster on the right of Y0. If S1 is on line r, then the greedy walk is
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the same as if the walk starts from (0, r). Thus let Y0 = (0, r), T = 0, Y−1 = X−1 + s
and Y1 = X1 + s.
From (9) it follows that the walk on θY0(ΠT ) starting from (0, 0) and given X−1 =
Y−1 and X1 = Y1, visits (−∞, 0) × {0, r} in a finite time, almost surely. In other
words, the walk on ΠT starting from Y0 visits (X−1, 0) or (X−1 + s, r) in a finite time,
almost surely. This contradicts the assumption that P(T(−∞,0) = ∞) > 0. Therefore,
the claim of the lemma holds also for s < 0. 
Proof of Theorem 4. From Lemma 13 it follows that for any |s| < r/2
(10) P(T(−∞,0) <∞ | X−1, X1) = 1 a.s.,
for any absolutely continuous distribution of (X−1, X1) on (−∞, 0) × (0,∞) which is
independent of Π0 ∩ (X1,∞).
We prove the theorem for s > 0. The proof of the theorem for s < 0 follows in a
similar way. Let us first look at the cluster around the starting point of the greedy
walk (0, 0). If X1 −X−1 >
√
r2 + s2 this cluster is empty. If the cluster is not empty,
it has finitely many points and the walk visits a point in another cluster in a finite
time. Let T0 be the first time the walk visits a point in another cluster (T0 = 1 if the
cluster around (0, 0) is empty).
We assume at the moment that ŜT0 > 0. For i ≥ 1 let Ti be the first time the greedy
walk visits (−∞,min0≤n≤Ti−1 Ŝn)× {0, r} for i odd and (max0≤n≤Ti−1 Ŝn,∞)× {0, r}
for i even. That is, for i odd (even) Ti is the time when the walk visits the part of Π
on the left (right) of the vertical line {0} × R which is not visited up to time Ti−1.
Let Y0 = ST0−1 be the last visited point in the cluster around (0, 0) before the first
visit to another cluster and let ι be the line of ST0−1. Moreover, let Y−1 and Y1 be
the closest not yet visited points of Πι to Y0, such that their shifted copy is also not
visited, that is
Y−1 = max{Y ∈ ΠιT0 : Y < min0≤n<T0 Ŝn, Y + (−1)
1r(ι) · s ∈ Πr−ιT0 }
and
Y1 = min{Y ∈ ΠιT0 : Y > max0≤n<T0 Ŝn, Y + (−1)
1r(ι) · s ∈ Πr−ιT0 }.
Let
I1 =
(
(−∞, Y−1)× {ι}
) ∪ ((−∞, Y−1 + (−1)1r(ι) · s)× {r − ι})
and
I2 =
(
(Y1,∞)× {ι}
) ∪ ((Y1 + (−1)1r(ι) · s)× {r − ι}).
Because of the strong Markov property the distribution of Π in I1 and I2 is independent
of the points of Π outside these sets. Now let Π′ = Π ∩ (I1 ∪ I2). From (10), we know
that the walk on σθY0(Π
′) starting from (0, 0) and given X−1 = Y−1 and X1 = Y1 visits
(−∞, 0) × {0, r} in a finite time, almost surely. Hence, the walk on ΠT0 starting at
ST0 visits I1 or a point of the cluster around (0, 0) in almost surely finite time. Denote
that time by T ′1.
If ST ′1 is in I1, then T1 = T
′
1. Otherwise, ST ′1 is in ((−∞, Y0)× {0, r}) \ I1 and from
the definition of I1 we can deduce that the shifted copy of the point ST ′1 must have
been visited before T1. Set now Y0 = ST ′1 and redefine Y−1, Y1, I2 and Π
′ with respect
to the time T ′1 instead of T0.
Observe that, by Lemma 2, at time T ′1 the set (ŜT ′1 ,max0≤n≤T ′1 Ŝn)×{0, r} is empty.
Moreover, if there are some points in (max0≤n≤T ′1 Ŝn,∞) × {0, r} whose shifted copy
is visited, then these points are on line r and belong to one cluster. The closest point
with a still unvisited shifted copy is at a horizontal distance of at least r−s from those
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points. Since the distance from ST ′1 to (max0≤n≤T ′1 Ŝn,∞)×{0, r} is at least
√
r2 + s2,
the remaining points on line r which do not have a shifted copy are closer to ST ′1 than
the closest point on line 0. Thus, these points, whose shifted copies are already visited,
are visited before visiting (Y ′1 , ι) or its shifted copy.
Now, we can conclude that the walk starting from ST ′1 visits in almost surely finite
time I1 or a point of Π \ (I1 ∪ I2), that is one of the remaining points of the cluster
around (0, 0) or a point in (max0≤n≤T ′1 Ŝn, Y
′
1) × {r}. There are finitely many points
in Π \ (I1 ∪ I2) and every time the walk visits one of these points, we redefine Y0, Y−1,
Y1, I2 and Π
′, and repeat the same arguments as above. Thus the walk visits I1 in
almost surely finite time.
Assume now that Ti is finite for some odd i ≥ 1. Let Y0 = ŜTi−1 and define Y−1, Y1,
I1, I2 and Π
′ as before. Then points of ΠTi \Π′ are in (Y−1, 0)× {r}, (0, Y1)× {0} or
the cluster around (0, 0) and there are almost surely finitely many such points. By the
observation above, the greedy walk visits all points in (Y−1, Y0)×{0} before it visits I1
and it visits all points in (Y0, Y1)× {r} before it visits a point in I2. Denote the time
when the walk visits a point of ΠTi \ Π′ before visiting I2 with T ′i . Set then Y0 = ST ′i
and redefine Y ′−1, Y1 and Π′, with the respect with the time T ′i . Again, by (10), the
walk on σθY0Π
′ visits (−∞, 0)× {0, r} in almost surely finite time. Thus, the walk on
ΠT ′i in almost surely finite time visits I2 or another point in ΠTi \ Π′. Repeating this
arguments for every visited point in ΠTi \Π′, we can see that the walk eventually visits
I2 and that Ti+1 is almost surely finite.
Similarly, one can show that if Ti, i ≥ 2 even, is finite, then Ti+1 is also almost surely
finite. Therefore, inductively we can conclude that the walk almost surely crosses the
vertical line {0} × R infinitely many times and, thus, it eventually visits all points of
Π. 
Remark 2. We conjecture that Theorem 4 holds also for |s| > r/2. For those s the idea
to cluster the points of Π does not work in the same way. For example, the greedy walk
does not always visit all points of the cluster when it starts from the leading indented
point of the cluster. Thus, the walk more often does not visit all points of a cluster
successively and we expect that the points that are not visited during the first visit of
a cluster cause the walk to return and to cross the vertical line {0}×R infinitely often.
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