Abstract. We propose a variant to the Etingof-Kazhdan construction of quantization functors. We construct the twistor J Φ associated to an associator Φ using cohomological techniques. We then introduce a criterion ensuring that the "left Hopf algebra" of a quasitriangular QUE algebra is flat. We prove that this criterion is satisfied at the universal level. This provides a construction of quantization functors, equivalent to the Etingof-Kazhdan construction.
Introduction. In [9, 10] , Etingof and Kazhdan constructed quantization functors of Lie bialgebras over a field K of characteristic 0. Such a functor is a morphism of props Q : Bialg → S
• ( LBA) with suitable classical limit properties. Here Bialg is the prop of bialgebras and LBA is a completion of the prop of Lie bialgebras. Each quantization functor gives rise to a functor LBA → QUE from the category of Lie bialgebras to that of quantized universal enveloping algebra, inverse to the semiclassical limit functor. More precisely, Etingof and Kazhdan construct a map Φ → Q Φ from the set of associators to the set of quantization functors.
The approach to [9, 10] is based on the "categorical yoga". If a is a Lie bialgebra, the authors introduce the category of a-dimodules, which contains special objects M + and M * − . They introduce a fiber functor F : {a-dimodules} → K In this paper, we propose a variant of this construction. The main difference of this approach with that of [9, 10] is that (1) we do not use the categorical yoga, (2) we construct J Φ by cohomological techniques, using universal algebras related to the prop LBA; moreover, we prove that solutions of d(J Φ ) = Φ are unique up to gauge.
Our approach is based on an idea implicit in [9] , which is formulated explicitly in [13] in the case of finite-dimensional Lie bialgebras. Let a be a finite-dimensional Lie bialgebra, let g be its double and let r ∈ a ⊗ a * ⊂ g ⊗2 be the r-matrix of a. Set t = r + r 2,1 . Then t ∈ S 2 (g) g , so (U (g) [ [ ]], m 0 , ∆ 0 , R 0 = e t/2 , Φ( t 1,2 , t 2,3 )) is a quasitriangular quasi-Hopf algebra. Here is a formal variable and (m 0 , ∆ 0 ) are the product and coproduct of U (g). Assume that J ∈ U (g) is a quasitriangular Hopf algebra. Then H R = { R, ξ ⊗ id , ξ ∈ U (g) [ [ ]] * } is a Hopf subalgebra of U (g) [[ ]] . One expects H R to be a formal series Hopf algebra, whose associated quantized universal enveloping algebra is a quantization of a.
The first step of our construction is the solution of the equation d(J Φ ) = Φ, where J Φ belongs to a universal algebra for solutions of the classical Yang-Baxter equation. This step involves cohomology computations (Sections 1 and 2). We then introduce a criterion ensuring that the algebra H R is flat (Theorem 3.2). We prove that this criterion is satisfied at the universal level (Theorem 3.1), which implies that it is satisfied in the case of each finite-dimensional Lie bialgebra. We derive from there the construction of quantization functors.
In Section 2, we prove that solutions to the equation d(J Φ ) = Φ are unique up to gauge. This implies that J Φ is gauge-equivalent to Etingof and Kazhdan's twist J. Therefore, our construction is equivalent to theirs.
I would like to express my thanks to P. Etingof for numerous discussions and collaboration on a project related to this paper.
1. Universal co-Hochschild cohomology groups 1.1. Schur functors and bifunctors. Let n be an integer. If p is an idempotent in QS n , we say that p is irreducible if p = 0, and p = p ′ + p ′′ , with p ′ , p ′′ idempotents, implies p ′ = 0 or p ′′ = 0. We denote by Irr(n) the set of all irreducible idempotents of QS n . Two idempotents p, q are equivalent, if for some u ∈ (QS n ) × , we have q = upu −1 . We write this relation p ∼ q. Then equivalence classes of irreducible idempotents correspond bijectively to irreducible finitedimensional representations of S n . For eachp ∈ Irr(n)/ ∼ (= S n ), we choose a representative p ofp.
We denote by Vect the category of vector spaces over K. To a pair (n, p), where p ∈ Irr(n), we associate a functor F (n,p) : Vect → Vect, defined by F (n,p) (V ) = p(V ⊗n ). In terms of the representation S ∈ S n associated to p, we have F (n,p) (V ) = (V ⊗n ⊗ S) Sn . A Schur functor is determined by a collection of vector spaces (M (n,p) ), where (n,p) runs over all pairs of an integer n and ofp ∈ Irr(n)/ ∼; this is the functor defined by
The spaces M (n,p) will be called the multiplicity spaces of the Schur functor F .
One defines the direct sum and the tensor product of Schur functors by
A morphism α : F → G between Schur functors is the same as a collection of linear maps α (n,p) : M (n,p) → N (n,p) .
The set of all finite Schur functors (i.e., preserving finite-dimensional vector spaces) up to isomorphism, identifies with the free abelian semigroup ⊕ n≥0 N S n . The corresponding free group ⊕ n≥0 Z S n is then equipped with a commutative ring structure.
In the same way, a Schur bifunctor is uniquely determined by a collection of vector spaces M (n,p),(n ′ ,p ′ ) (again called the multiplicity spaces). The corresponding bifunctor Vect 2 → Vect is defined by F (V, W ) = (n,p),(n ′ ,p ′ ) F (n,p) (V ) ⊗ F (n ′ ,p ′ ) (W ) ⊗ M (n,p),(n ′ ,p ′ ) .
One defines the direct sum and tensor product of Schur bifunctors by (F ⊕ G)(V, W ) = F (V, W ) ⊕ G(V, W ) and (F ⊗ G)(V, W ) = F (V, W ) ⊗ G(V, W ). A morphism α : F → G of Schur bifunctors is a natural transformation of bifunctors, and is equivalent to a collection of linear maps α (n,p),(n ′ ,p ′ ) : M (n,p),(n ′ ,p ′ ) → N (n,p),(n ′ ,p ′ ) between multiplicity spaces.
Moreover, one can define a "coproduct" ∆ taking Schur functors to bifunctors, by (∆(F ))(V, W ) = F (V ⊕ W ). ∆ induces a bialgebra structure on
One can also define an "external product" ⊠, taking a pair (F, G) of Schur functors to the bifunctor F ⊠ G such that (F ⊠ G)(V, W ) = F (V ) ⊗ G(W ).
Remark 1. The Hopf algebra structure on ⊕ n≥0 Z S n may be described as follows. The additive group structure is the obvious one. If S ′ ∈ S n ′ and S ′′ ∈ S n ′′ , we view S ′ ⊗ S ′′ as a module over S n ′ × S n ′′ , and we set
Here the bracket denotes the class in the K-group of S n ′ +n ′′ , which is equal to Z S n ′ +n ′′ . If
where we use the identifications
The Littlewood-Richardson coefficients are defined as follows.
(the last equality follows from Frobenius reciprocity). Then the bialgebra structure is defined by
In [11] , it is proved that the graded Hopf algebra ⊕ n≥0 Z S n is isomorphic to Z[t 1 , t 2 , . . . ], where each t i has degree i and with coproduct ∆(t n ) = i,j|i+j=n t i ⊗ t j . The underlying algebraic group is the multiplicative group of invertible formal series in one variable.
Examples. We have
so if t is any scalar, the series n≥0 t n S n and n≥0 t n ∧ n are group-like elements of the completed bialgebra ⊕ n≥0 Z S n . Let us denote by ⊗ n the Schur functor such that ⊗ n (V ) = V ⊗n . Then if t is any scalar, the series n≥0 t n n! ⊗ n is a group-like element of ⊕ n≥0 Q S n .
1.2.
Relation to props and operads. Let O be an operad. So we have a collection of vector spaces O(n) with an action of S n . Then if F is a Schur functor, with
Let P be a prop (see [14] ). So we have a collection of vector spaces P (n, n ′ ), with an action of S n × S n ′ . Then if F is a Schur bifunctor with multiplicity spaces M (n,p),(n ′ ,p ′ ) , with
Any morphism α : F → G of bifunctors induces a linear map P (α) : P (F ) → P (G).
If F and G are Schur functors, we set P (F,
. The prop LBA of Lie bialgebras is presented by generators and relations mimicking the Lie bialgebra axioms. Explicitly, the generators are µ ∈ LBA(2, 1), δ ∈ LBA(1, 2) and the relations are
We showed (see [6, 15] ) that
where F L N is the free Lie algebra with generators x i , i = 1, . . . , N , graded by ⊕ i Nδ i (x i has degree δ i ).
1.3. Universal spaces and algebras. We will construct spaces and algebras, universal for the following situation: g is a Lie bialgebra, r ∈ g ⊗ g is a solution of CYBE, and of
are Lie subbialgebras of g, and r ∈ a ⊗ b.
1.3.1. Universal spaces. If F, G are Schur functors, we will set
In [5] , we constructed an algebra structure on (U (g)) univ , such that if (g, r = i∈I a i ⊗ b i ) is a solution of CYBE, the map U (g) univ → U (g), taking the class of
is an algebra morphism. In the same way, one defines
and equips it with an algebra structure, with similar universal properties.
1.4.
Operations on universal algebras. There are universal maps
which are universal versions of the maps x → x I1,... ,In .
Symmetrization maps. The symmetrization map S
• (g) → U (g) has no normally-ordered version: for example, r + r 2,1 is a normally-ordered element of U (g) ⊗2 , but its image in U (g), m(r) + m(r 2,1 ) is not (m is the multiplication map). On the other hand, we have a sequence of coalgebra isomorphisms
where the first map is inverse of the composed map S
. This sequence has a universal counterpart, which we now define.
We construct a linear isomorphism
as follows: we have
The tensor square of this map induces the isomorphism (2).
In the same way, we have natural isomorphisms
These isomorphisms are universal normally-ordered versions of the symmetrization isomorphisms.
Variants. If F and G are Schur functors, we define
if n ≤ m and (I 1 , . . . , I n ) is a partition of [1, m] , we also have linear maps
which is a universal version of id F (a)⊗G(b) ⊗ cop (I1,... ,In) . A variant of the symmetrization map yields an isomorphism of (3) with
If F is a Schur functor, let us write the bifunctor (V,
1.5. Universal co-Hochschild complexes. If F and G are any Schur functors, we define the co-Hochschild complex (C
If F is a Schur functor, we set
• F ), are the coHochschild cohomology complexes associated with (F, G), resp., with F .
We denote the corresponding cohomology groups by H 
To prove this theorem, we first prove several facts about complexes of Schur functors and props (Subsections 1.7, 1.8 and 1.9). Then we will prove Theorem 1.1 (Subsection 1.12) 
.. of Schur functors, where we set
) is a complex of vector spaces. Its cohomology can be computed as follows.
Proposition 1.1. For each i, there is a canonical isomorphism
). The first complex has zero differential and therefore coincides with its cohomology, while the second complex is acyclic (a homotopy is K
with zero differential, and of the complex
) is an explicit homotopy, and which is therefore acyclic. 
.. of Schur bifunctors, and of bifunctor morphisms
the collection of multiplicity spaces of each F
• . Then the collection of all differentials d
• is equivalent to the data of a collection d
• ) is a complex of Schur bifunctors, we get a complex of vector spaces
). In the same way as before, we compute the cohomology of this complex:
• ) be a complex of Schur bifunctors, and let us define its cohomology as the sequence of complexes
Then there is a canonical isomorphism
1.9. Coproducts of Schur complexes. If F is a Schur functor, let us denote by ∆(F ) its coproduct; this is a Schur bifunctor, defined by (∆(F ))(V, W ) = F (V ⊕W ) (see Subsection 1.1). ∆(F ) may be expressed in terms of multiplicity spaces as follows. Let M (n,p) be the collection of multiplicity spaces of F . Let us denote by ∆ (n,p) (n ′ ,p ′ ),(n ′′ ,p ′′ ) the collection of multiplicity spaces of ∆ (F (n,p) ). Then the multiplicity space of ∆(F ) corresponding to ((n
Then any morphism α : F → G of Schur functors induces a morphism ∆(α) : ∆(F ) → ∆(G) of Schur bifunctors: at the level of multiplicity spaces, we have ∆(α) ( 
of Schur bicomplexes.
Proposition 1.3. There is a canonical isomorphism
Indeed, both sides identify with
• (n,p) ) .
1.10. Co-Hochschild complexes at the level of Schur functors. Let S i be the "ith symmetric power" Schur functor and S • = ⊕ i≥0 S i the "symmetric algebra" Schur functor. Then we define the co-Hochschild complex of Schur functors as follows. It is the sequence
whose specialization to any vector space V is the co-Hochschild complex of the free cocommutative coalgebra S • (V ). Proof. Define Ψ n as the Schur functor, such that for any vector space V ,
Then we have
n ) is an acyclic complex (a homotopy can be written explicitly). Another proof. Schur functors are faithful on Vect: any isomorphism F → G of Schur functors (i.e., natural transformation of functors Vect → Vect with inverse) induces isomorphisms between the multiplicity spaces of F and G. Since the cohomology of the co-Hochschild com-
for any V , the nth cohomology of the complex of Schur functors must be equal to ∧ n .
Coproduct of the co-Hochschild complex. We have ∆(S
• , so the coproduct of the co-Hochschild complex has the form
We have also ∆(∧
More generally, if F and G are any Schur functors, we get
1.12. Proof of Theorem 1.1. It suffices to apply Proposition 1.2 to P = LBA, using the cohomology computation (4).
The inclusions
, Drinfeld introduced a Lie algebra t n , associated to each integer n. Its universal enveloping algebra is the algebra T n , which was introduced in [1] and called the algebra of chord diagrams. T n is the algebra with generators t ij , with i, j such that 1 ≤ i = j ≤ n, and relations t ij = t ji ,
if i, j, k, l are all distinct, and
if i, j, k are all distinct. t n is the Lie algebra with the generators t ij , 1 ≤ i = j ≤ n, and the same relations. So we have
(The algebras t n and T n are denoted a K n and A pb n in [4] and [1] respectively.) The family of algebras T n is equipped with a system of coproduct-insertion operations, which are defined as follows. If n ≤ m and I 1 , . . . , I n is a family of disjoint subsets of {1, . . . , m}, then there is a unique algebra morphism ∆
The purpose of the next proposition is to construct a natural morphism from T n to (U (g) ⊗n ) univ , and to prove at the same time its injectivity and a basis result for T n .
For this, we construct elements in (U (g) ⊗n ) univ . We define r as the element of (a ⊗ b) univ corresponding to 1 1 ∈ LBA(1, 1) = (a ⊗ b) univ . Then r and r 2,1 belong to (g ⊗ g) univ , and we set t = r + r 2,1 . Then for each i, j such that
Proposition 1.5. 1) There are unique algebra morphisms µ n :
These morphisms are compatible with the coproduct-insertion maps, i.e.
. . , v n are letters, let us denote by F (v 1 , . . . , v n ) the free algebra with generators v 1 , . . . , v n . Let (u ij ) 1≤i<j≤n be letters and let us define a linear map
Proof. The proof of 1) is obvious. Let us show that λ n is surjective. By induction, the surjectivity of λ n may be reduced to the surjectivity of the linear map λ n−1,n :
Let us prove the surjectivity of λ n−1,n . We have the identities t αn t βγ = t βγ t αn if α, β, γ are distinct and < n, and
if α, β are distinct and < n. Consider any monomial in the t ij and apply these identities to a subword of the form t αn t βγ , where β, γ are < n. Then in the resulting monomials, either one t αn is forwarded to the right, or the number of letters of the form t α ′ n increases strictly.
Applying this procedure repeatedly, we express the initial monomial as a sum of terms where all t αn are the the right. This proves the surjectivity of λ n−1,n and therefore of λ n . Let us set
and let p : (U (g) ⊗n ) univ → U (n),< be the projection of (U (g) ⊗n ) univ to U (n),< parallel to the direct sum of all the homogenous components, not appearing the in the decomposition of U (n),< . Let us set
and we have
k . Introduce the following gradations on F (n) and on
. . , x k are letters, and if ℓ is an integer, let us denote by
On the other hand, for each ν in N {1,... ,n} 2 , let us denote by U (n),< ν the homogeneous component of U (n),< of degree ν and let us set
. The reversed lexicographic order defines a total order on N {2,... ,n} : we say that k ≤ l if either k n < l n , or k n = l n and k n−1 < l n−1 , etc.
Consider now the sequence of maps
Let us show that
Start from a tensor product of monomials ⊗ n j=2 P j , where for each j, P j ∈ F (u ij , i < j) kj . Replace in this product, u ij by t i,j . We then replace t i,j by its value r i,j + r j,i and we put the resulting expression in the canonical form (in which in each factor, first components of the r-matrix occur before second components). The maximal expression (for the reversed lexicographic order) in then the product n j=2 P j (r i,j , i < j); when we reorder all other expressions using CYBE, the result has strictly smaller degree.
Let us give an example of this transformation. Let us compute the image of 1 ⊗ u 23 u 13 (it belongs to F (3) (0,0,2) ). We find
The terms of the right side belong to U (3),< and have respectively degrees (0, 0, 2), (0, 1, 1), (1, 1, 0), (1, 0, 1) (first commutator), (2, 0, 0) (second commutator) and (1, 1, 0). The term of maximal degree is the first one.
If we define a filtration on F (n) and on U (n),< using the reversed lexicographic order, then the map α n is a filtered map. Its associated graded is the direct sum of the maps α n,k :
sending the tensor product ⊗ n j=2 P j (u ij , i < j) to the product n j=2 P j (r i,j , i < j). Since each of these maps is injective, so is α n . Therefore λ n is injective. Since we have already seen that it is surjective, λ n is a linear isomorphism. This proves 3). It then follows that µ n is injective, which proves 2).
Remark 2. In [4] , Section 5, Drinfeld showed the following facts: the Lie subalgebra of t n generated by the t in , i < n is free; it is an ideal of t n ; t n−1 is a Lie subalgebra of t n , so t n is the semidirect product of t n−1 by F Lie ( t in , i < n). So we have a linear isomorphism
This isomorphism, together with the isomorphism T n = U (t n ), implies that the product map
This gives another proof of 3) of Proposition 1.5.
In what follows, we will denote the algebra (U (g) ⊗n ) univ by U n .
2.1. Algebras U n and T n . For each n ≥ 0, the algebra
(see (1)).
In the same way, the algebra T n is graded: we set deg(t ij ) = 1 for any i, j. If A = ⊕ N ≥0 A N is a graded algebra, we denote by A = ⊕ N ≥0 A N its completion for the topology defined by (⊕ p≥N A p ) N ≥0 . Then the group of invertible elements of A is ( A) × = {elements of A, whose component in A 0 is invertible}.
This way we introduce algebras T n and U n . When A = T n or U n , we have A 0 = K.
The injection U n ֒→ T n is graded, as are the insertion-coproduct operations on both sides. So all these operations extend to the completed algebras.
2.2.
A noncommutative co-Hochschild complex.
× , let us define
So we have a map
is the duality relation. The relation
in ( U 4 ) × is called the pentagon relation. Finally, the relation (10), (11) together with
are called associators. Their set is denoted Assoc. The set Assoc Lie of Lie associators is the subset of Assoc of all elements Φ satisfying the additional relation
where ∆ T3 : T 3 → T 3 ⊗ T 3 is the completion of the universal enveloping algebra coproduct of
(In the definition of Assoc of [4] , (11) is replaced by a pair of equations. Each of these equations is equivalent to (11), using (9) 
, then it satisfies the pentagon equation (10) .
Proof. This is a straightforward computation. The key transformation if
where the last equality follows from the fact that Φ belongs to the algebra generated by the t i,j
and from Proposition A.2, which implies that the t i,j are invariant.
The main result: the map Assoc
Proof. This follows from Lemma 2.1 and Proposition A.2.
Theorem 2.1. There exists a map
holds for any Φ. Moreover, we have
Let us add some comments to Theorem 2.
. This is compatible with Theorem 2.1 because we have 2 ) e 
The statements (S 0 ) and (S 1 ) are obvious. We find J (0) 1 = −r/2. Let us assume that (S n ) is true and let us show (S n+1 ). We want to solve the equation
(equation in (U 3 ) ≤n ), and (13) is therefore an equation with unknown (λ, J ′ n ). Our purpose is to show that there exists a pair (λ (n) , J
n ), such that the set of solutions of (13) has the form
In particular, for each n, we have J (n) 1 = −r/2. Equation (13) is equivalent to its degree n part. This degree n part has the form
where for α 1 ∈ (U 2 ) 1 , . . . , α n−1 ∈ (U 2 ) n−1 , we denote by α 1 . . . , α n−1 the degree n component
We have the identity
.
such that we have the identity
Proof. One checks that d(f (λ)) = 0. Moreover, one computes Alt(f (λ)) = − 
The Lemma then follows from the fact that
On the other hand,
Equation (14) is then written as
Let us now solve equation (15) . We first prove:
Lemma 2.5. We have
Proof of Lemma. View 1 + J (n−1) 1
as an element of (U 2 ) ≤n (its degree n part is set to zero), which we denote by J (n−1) , and set
. Now the degree ≤ n − 1 part of Φ ′ is invariant, and the degree zero part of On the other hand, view 1 + Φ 1 + · · · + Φ n−1 as an element of (U 3 ) ≤n and let us denote by Φ 1 , . . . , Φ n−1 the degree n part of d(1 + Φ 1 + · · · + Φ n−1 ); this is an element of (U 4 ) n . Then if Θ n is any element of (U 3 ) n , we have
We have d(Φ) = 1. Then if we set Θ n = Φ n , we get
On the other hand, since d(Φ ′ ) = 1, we have
Comparing both equalities, we get the lemma.
Lemma 2.5 now implies that there exists a unique µ ∈ (∧ 3 (g)) univ,n and K ∈ (U 2 ) n , such that
Equation (15) is then written as
Lemma 2.6. Equation (17) has a solution (J
Proof. If (17) has a solution, then the classes of both sides in the co-Hochschild cohomology coincide, therefore µ = − 
2). The result now follows from
We now introduce and compute some cohomology groups. When k = 0, . . . , n − 1, define
, a 1,... ,k,k+2,... ,n+1 + a 1,... ,k−1,k+1,... ,n+1 ].
Then we have a complex ((∧
We will denote by H • ((∧ • (g)) univ , ∂ • ) the cohomology groups of this complex. These cohomology groups may be identified with the Lie coalgebra cohomology groups In particular, Ker(
. These results will be proved in Appendix B. (If g is a finite-dimensional Lie bialgebra, it is the direct sum of a and b as a Lie coalgebra, so K) ; however, this result cannot be translated immediately at the "universal" level.)
According to Lemma 2.7 and to Proposition 2.2, in order to prove the induction statement, it remains to prove that
Proof. Let us set J = 1 + J (n−1) 1
n−1 + K, where K is determined by equation (16). J is an element of (U 2 )
× . Let us twist the associator Φ by J.
The resulting associator is
Moreover, equation (16) implies that Φ ′ has the expansion
where we recall that µ ∈ (U 3 ) n , and for each k,
Then we have the equation
Moreover, if X ∈ (U k ) n , we have
where for each n ′ , X n ′ has degree n ′ . Substitute (19) in (20). Consider the homogeneous components of the resulting equation. These equations are trivial in degree ≤ n. In degree n + 1, we obtain
Applying the total antisymmetrization to this identity, we get Alt((δ ⊗ id ⊗2 ) univ (µ)) = 0.
As we already said, the equation
together with the facts that µ has degree > 2 and
. We may then apply Lemma 2.7, thus proving the induction step. This ends the proof of Theorem 2.1.
Construction of quantization functors
Let Φ be an associator and let J be such that d(J) = Φ. Then R := J 2,1 ΦJ −1 is a solution of the quantum Yang-Baxter equation. We first show a result on the form of R (Section 3.1). We then show a flatness criterion for Hopf algebras arising from solution of the Yang-Baxter equations (Section 3.2). We show how to J enables us to construct quantization functors of Lie bialgebras, first in the finite-dimensional case (Section 3.3), then in the general case, where we construct a suitable morphism of props (3.4).
3.1. The form of R.
(U (g)
⊗n ) univ is the direct sum of its subspaces
where (I α ) α=1,... ,n and (J α ) α=1,... ,n is a pair of partitions of {1, . . . , N }. We define a degree on (U (g) ⊗n ) univ . This degree belongs to N 2n . We denote it by
The degree of the subspace (21) is (card(I 1 ), card(J 1 ), . . . , card(I n ), card(J n )). We call deg (i,a) and deg (i,b) the a-and b-degrees in the ith factor. This degree behaves with respect to the product as follows. Let x, y be homogeneous elements of (U (g) ⊗n ) univ . Assume that for some α, deg (α,b) (x) = 0 or deg (α,a) (y) = 0. Then xy is a sum of homogeneous components i z i , such that
In other words, if the αth factor of an expression is already ordered, ordering the other factors can only increase the a-and b-degrees of the αth factor.
In particular, we have (U (g)
(U (g) ⊗U (a)) univ (resp., (U (b) ⊗U (g)) univ , etc.) corresponds to the summands, where J 2 = ∅ (resp., I 1 = , etc.) We define (U (g) ⊗ U (a)U (b) 0 ) univ as the completed sum of all summands with J 2 = . Then we have a direct sum decomposition
If x ∈ (U (g) ⊗2 ) univ , we denote by x (U(g) ⊗U(a))univ and x (U(g) ⊗U(a)U(b)0)univ the components of x corresponding to this decomposition.
solution of the quantum Yang-Baxter equation (QYBE). Let R N be the homogeneous components of R, and assume that
Proof. We will only prove the first statement, since the proof of the second statement is similar. Let us prove it by induction on N . It is obvious when N = 1. Let N be an integer ≥ 2. Assume that we have proved that
Let us denote by Y N the r.h.s. of (22). It belongs to (U (g) ⊗3 ) univ . As before,
We denote: univ the sum of all summands with J 2 = I 3 = ∅ and card(J 3 ) = 1. If x is an element of (U (g) ⊗3 ) univ and S is any of these subspaces of (U (g) ⊗3 ) univ , we denote by x S the projection of x on S parallel to the sum of all other components of (U (g) ⊗3 ) univ .
Proof of Lemma. The induction assumption means that for each i = 1, . . . , N − 1, there exists a unique element S i ∈ (U (a) ⊗ U (g) ⊗2 ) univ , such that the universal version of the linear map
q ′ is the image of
by the universal version of the linear map
This map factors as follows:
There is a universal version of this factorization. Moreover, the image of the universal version
is preserved by universal version of the operation of exchanging the two first tensor factors, we also have
univ is stable under left and right multiplications by elements of the form x ⊗ 1, where x ∈ (U (g) ⊗2 ) univ . Therefore
p ′′ and
This proves 1). Let us prove 2). Let us denote by (U (g)
⊗3 )
k univ the sum of all summands of (23), such that card(I 3 ) + card(J 3 ) = k. (We call card(I 3 ) + card(J 3 ) the "total degree in the third factor". Recall that card(I 3 ) (resp., card(J 3 )) is the "a-degree (resp., b-degree) in the third factor".) We will prove that
The second factor of R
1,3
p ′ ends with a b, which will remain in the third factor of R 1,2
p ′′ also contains a b at the end of its third factor. Consider the product R 1,2
It still contains a b at the end of its first factor. Moreover, when we reorder the remaining terms of the third factor, the degree of these terms cannot drop to zero, so the total degree in the third factor is ≥ 2. After we multiply the second and the 4th factor, we obtain R 1,2
p ′′ , where we should reorder the second factor. However, this operation can only increase the total degree in the factors which are already ordered, so R 1,2
k univ . In the same way, one proves that R 2,3 Let us now decompose
N . Here only the second term is not well-ordered, and this happens only in its first factor. The first term is well-ordered, and since (R ′′ N )
1,2 is a sum of terms with positive b-degree in the second factor, the same is true for
N r 1,3 , only the first factor is ill-ordered. After we order this expression, the b-degree in the second factor can only increase, so it remains positive. So (R ′′1,2
We have [R
is well-ordered, and the bdegree of the second factor of R ′′1,2 N is positive, the b-degree of the second factor of r 2,3 R
All the terms in the expansion of R ′′1,2
Then the b-degree in the third factor is ≥ 2, so (R
Consider now [R
N r 2,3 is well-ordered, the bdegree the b-degree of its third factor is the sum of that of R (which is = 1), so it is ≥ 2. So (R ′′1,3
On the other hand, all the terms in r 2,3 R
in particular,
Consider now [R ′′2,3
N r 1,2 is well-ordered and the b-degree of its second factor is > 0, so its projection on (U (g)⊗U (a)⊗U (b) 0 ) * , * ,1 univ is zero. Now r 1,2 R ′′2,3 N is ill-ordered in its second factor only, so after reordering it, the a-and b-degrees of its third factor can only increase. So the projection of
univ is zero unless perhaps if (a−degree in third factor, b-degree in third factor)(R = 0. We now show:
are:
• the only contribution from [R
′2,3
N , r 1, 3 ] is the projection of (33)
univ , which is zero since N = 0; all other contributions are zero. So we get (31) + (32) + (33) = 0. Selecting the terms where a is in the first factor, we get p∈{0,... ,N } σ∈SN
We then get
(equality in F A N +1 ). Let us now show that this implies P :
, and has therefore a Hopf lagebra structure. Denote by ∆ F AN+1 its coproduct. The left side of (34) is primitive for thsi coproduct, so its right side is also primitive. We get
Moreover, we have the identity m([X,
Since this is also a homogeneous polynomial of degree N in x 1 , . . . , x N , we get
Now is x is any Lie algebra, the kernel of
is equal to x; indeed, this map identifies via the symmetrisation isomorphism U (x)
, where p i is the projector on S i (x). Therefore P ∈ F L N +1 , and since P has degree 0 in x and 1 in each generator
Let us now project the identity
The projection of the right side is zero, since the third components of R 
]⊗y, which is therefore zero. Selecting the monomials containing x as their last letter, we get σ∈SN P 0,σ
This proves Theorem 3.1.
3.2.
A flatness criterion. Let (a, µ, δ) be a finite dimensional Lie bialgebra and let g = a ⊕ a * be its double Lie bialgebra. The inclusions a ֒→ g and (a * ) cop ֒→ g are Lie bialgebra morphisms, where cop denotes the Lie bialgebra with the opposite coproduct. Then g is quasitriangular, with r-matrix r a . Assume that (U (g) [ [ ]], m 0 , ∆, R a ) is a quantization of (g, r), where the product of U (g) is not deformed. Recall that this means that (U (g) [ 
gives rise to the following quantized formal series Hopf algebras (QFSHA):
is defined by -adic valuation conditions (see [2, 12] ) and is a quantization of the FSHA O(G * ) := U (g * ) * ; we denote it by O (G * ). Before we state Theorem 3.2, we recall the notion of a flat deformation of a morphism of vector spaces. If f 0 : X 0 → Y 0 is a morphism of K-vector spaces, and f : X → Y is a morphism of topologically free K[[ ]]-modules, whose reduction is f 0 , then Ker(f ) is a divisible submodule of X, so Ker(f )/ Ker(f ) injects in X/ X = X 0 , its image in X 0 being contained in Ker(f 0 ). 
Conversely, if Im(f ) is divisible in Y , let us show that mod : Ker(f ) → Ker(f 0 ) is surjective. Let x 0 ∈ Ker(f 0 ) and let x ∈ X be any lift of
, where x 1 ∈ X. So f (x − x 1 ) = 0. So x − x 1 ∈ Ker(f ), and its reduction modulo is x 0 . So mod : Ker(f ) → Ker(f 0 ) is surjective.
Let us come back to the setup of the beginning of the section. If A is a (Hopf) algebra, A op denotes the algebra with the opposite product.
′ is defined as
Then the quasitriangular relations imply that for
. This proves 1) (see also [13] ).
Let us prove 2). ℓ mod is a morphism of Poisson FSH algebras
("Poisson op" means the Poisson algebra with opposite Poisson bracket), so it corresponds to a Lie bialgebra morphism g * → g cop . This morphism is uniquely determined by the linear
On the other hand, we have
. According to [8] , Appendix, all this implies that ℓ( ξ) mod ∈ O(G * ) belongs to m G * , and that its class in (35) is p a . The morphism of Lie bialgebras corresponding to ℓ mod : O(G) → O(G * ) is then (p a ) t , so it identifies with the composed map g * ։ a * ֒→ g cop . Let us prove 3). Inclusion followed by multiplication induces a linear isomorphism
Set
where⊗ is the tensor product of formal series rings. 
Moreover, Ker(ℓ) is an ideal of O (G) op . So Ker(ℓ) contains the image of the map λ :
composed of the inclusions and the product of O (G). The reduction modulo of Im(λ) is Ker(ℓ 0 ). This proves that (mod )(Ker(ℓ)) ⊃ Ker(ℓ 0 ). Since we also have the inverse inclusion, we get (mod )(Ker(ℓ)) = Ker(ℓ 0 ). This proves that ℓ is a flat deformation of ℓ 0 .
Therefore Im(ℓ) is a flat deformation of Im(ℓ 0 ) = O(A). It is also a Hopf subalgebra of
for x ∈ U n . This operation satisfies bialgebra identities. We have
Φ , and σ i,i+1 (x 1,2,... ,{i,i+1},... ,n;Φ ) = R Φ x 1,2,... ,{i,i+1},... ,n;Φ R −1 Φ for any x ∈ U n , and σ i,i+1 (x) = x 1,2,... ,i−1,i+1,i,i+2,... ,n . These are universal versions of the quasitriangular QUE algebra identities.
Let (a, µ, δ) be a finite-dimensional Lie bialgebra. Let g be the double of a, r a be the rmatrix of g. Set R Φ,a = R Φ ( r a ) and ∆ Φ,a = Ad(J Φ ( r a )) • ∆ 0 , where ∆ 0 is the coproduct of
) is a quasitriangular QUE algebra, and it is a quantization of g. Since R Φ,a satisfies the hypothesis of Theorem 3.2, 3), Im(ℓ) is a quantization of O(A). It follows that Im(ℓ)
• is a quantization of U (a). Here Im(ℓ)
• is the subspace of Im(ℓ) * of all linear maps φ :
, such that the -adic valuation of φ(m n ) tends of infinity with n, where m = m 0 + Im(ℓ) and m 0 is the kernel of the counit of Im(ℓ).
In order to formulate the propic version of this construction, we reformulate it as follows. We have a sequence of linear maps
where the last map is dual to
, ℓ is ξ → R a , id ⊗ ξ , and the third map is
The composed map is an isomorphism λ :
3.4. Construction of quantization functors.
3.4.1. Definition of quantization functors. In [7] , we introduce various props:
• Bialg (resp., Bialg comm ) is the prop of (commutative) bialgebras;
• LBA (resp., LCA) is the prop of Lie bialgebras (resp., Lie coalgebras), with generators (µ, δ) (resp., δ). Both LCA and LBA are graded props, where δ has degree 1 (resp., and µ has degree 0), and LCA and LBA are the corresponding completions.
There is a natural prop morphism Bialg comm → S
• ( LCA), which is a universal version of the functor c → ( S • (c), m 0 , ∆), taking the Lie coalgebra c to a FSH algebra; when c is finitedimensional, S
• (c) = U (c * ) * . We also introduce the props Alg, Poisson and Comm of associative, Poisson and commutative algebras. These props are naturally attached to operads. Alg has a natural filtration, and gr(Alg) = Poisson. There is a natural prop morphism Comm → Poisson.
Let Coalg be the prop of coalgebras. We show that the natural morphism
is a linear isomorphism. We introduce a filtration on Bialg by defining
by this map. Then Bialg is a filtered prop. We set Bialg Poisson = gr(Bialg). We have a natural morphism
which is a universal version of the assignment a → ( S • (a), m 0 , P, ∆), where P is the Poisson structure on the FSH algebra S
• (a). We have a commutative diagram of props
where Bialg comm is the prop of commutative bialgebras.
The props LBA and S • ( LBA) are completions of graded props, so they can be viewed as filtered props.
A quantization functor is a filtered prop morphism Bialg → S • ( LBA), whose associated graded is ν. A quantization functor is therefore the same as the data of m ∈ S • ( LBA) (2, 1) and ∆ ∈ S • ( LBA)(1, 2), satisfying bialgebra and quasiclassical limit relations.
3.5. Construction of quantization functors. There exists a unique π ∈ S • (LA)(2, 1), such that for any Lie algebra g, (S
• (g), π g ) is isomorphic to the algebra U (g), with isomorphism given by the inverse of Sym : S
• (g) → U (g). π can be derived from the Campbell-Baker-Hausdorff series.
On the other hand, there exists β ∈ S
• (LBA) (2, 2) , such that when a is a finite-dimensional Lie bialgebra, the map
(the middle maps are induced by injections followed by multiplication in U (g)) is such that
for any x, x ′ ∈ S • (a) and ξ, ξ ′ ∈ S • (a * ). All this implies that there exists Dµ in S
• (3, 3) (we index the "in" entries by (1,2, 3) and the "out" entries by (1, 2, 4) ) of the form
(a and b are inner indices) where we defined π ∈ S • (LA)(2, 1) and κ ∈ S • (LCA) (1, 2) , such that if we express the product map
There exists
) univ , such that for any finite-dimensional Lie bialgebra a, the composed map In the same way as Theorem 3.2, we prove that α(− ⊗ 1) is invertible (this relies on the fact that R Φ − 1 belongs to (U (g) ⊗ U (g)b) univ ).
We define m Φ ∈ S • ( LBA)(2, 1) as follows. Set β 0 = β(− ⊗ 1), then β 0 ∈ S • ( LBA)(1, 2). We set
Taking into account the equality κ(1) = 1 ⊗ 1, m Φ corresponds to the diagram
which is the analogue of formula (38).
To define ∆ Φ ∈ S • ( LBA)(1, 2), we make the following observation. When x ∈ S • (a), ℓ(x) = R Φ,a , id ⊗ x . Then ∆ Φ,a (ℓ(x)) = R 
Recall that ρ Taking the difference of both equalities, we get Proposition A.2.
Then X can be recovered from Y = (∂ ′(1,1) (X)) ( In particular, ∂ ′(1,1) (X) = 0 implies X = 0. Therefore ]. We will prove that for each integer N > 2, the component total degree N component
∂ ′′ (X abb ) = 0 (equality in (a ⊗ ∧ 3 (b)) univ ).
If Y ∈ (a ⊗2 ⊗ b ⊗2 ), we denote by Y * , * ;(N,1) the sum k ′ ||k ′ |=N +1 Y k ′ ,(N,1) . Then we have (see [5] This implies X ′aab = 0. In the same way, one proves X ′abb = 0. So X ′ = 0, and X = ∂(Y ). Therefore
