On dependence between norm of a function and norms of its derivatives of orders k, r − 2 and r, 0 < k < r − 2.
1. Notations. Statement of the problem. Known results. Denote by L ∞ (R) the space of measurable essentially bounded functions x : R → R with norm x = x L∞(R) = ess sup {|x(t)| : t ∈ R} .
For natural r denote by L r ∞ (R) the space of functions x : R → R such that the derivative x (r−1) , x (0) = x, is locally absolute continuous and
We will consider one of the cases of the following general problem stated by A. N. Kolmogorov [1] - [3] (in papers [4] - [5] it is mentioned, that this problem was stated by A. N. Kolmogorov in 1926).
Kolmogorov problem. Let a system of integers 0 k 1 < k 2 < ... < k d = r is given. Find necessary and sufficient conditions, on system of positive numbers M k 1 , ..., M k d , to guarantee the existence of a function x ∈ L r ∞,∞ (R), such that
Note (see remark in [6] ), that for case d = 2, i. e. when we consider dependence between norm of the function (k 1 = 0) and norm of its r-th derivative, the solution of the problem is trivial: there exists a function that corresponds to any pair of positive numbers M 0 , M r .
In [1] - [3] Kolmogorov solved this problem for d = 3, k 1 = 0, 0 < k 2 < r (for r = 2 and k = 1 this problem was solved by Adamar [7] earlier, for all cases with r < 5, k < r, and the case r = 5 and k = 2 by Shilov [8] ). Kolmogorov showed that for positive numbers M 0 , M k , M r , 0 < k < r, there exists a function x ∈ L r ∞,∞ (R) for which these numbers are the values of norms of the function, its k-th and its r-th derivative respectively if and only if the following inequality holds
where ϕ r is Euler perfect spline, i. e. r-th periodic integral with zero mean value on the period from the function ϕ 0 (t) = sgn sin t. The solution of Kolmogorov problem for three numbers with arbitrary k 1 > 0 is contained, for example in [9, §9.1] .
Solutions of Kolmogorov problem for d > 3 are known in the following situations:
In [4] Rodov found sufficient conditions for the systems of positive numbers
In the case of arbitrary d > 3 the only known result belongs to Dzyadyk and Dubovik [10] . They found sufficient conditions for existence of a functions x ∈ L r ∞,∞ (R) with given values of norms of derivatives.
To prove the inequality (1) Kolmogorov proved statement, known as Kolmogorov comparison theorem. By comparison theorems one usually means statements that give estimation of some characteristics of a function x(t) from some class using the corresponding characteristics of some fixed function. The last function can be counted as etalon or standard for given class; it is also called comparison function of given class.
Note, that in all mentioned partial solutions of Kolmogorov problem, the ideas, connected with comparison theorems, were essentially used. Kolmogorov comparison theorem itself and the method of its prove played important role for exact solutions of many extremal problems in approximation theory (see [11, 12] ).
The goal of this paper is to get the solution of Kolmogorov problem for the system of positive
In the next paragraph we will introduce a family of splines and study their properties. In § 3 we will prove the analogue of Kolmogorov comparison theorem for the case when norm of a function and norms of its derivatives of orders r − 2 and r are given. This theorem will be used not only for the solution of Kolmogorov problem, but has, in our opinion, independent interest. Here, as a corollary from comparison theorem, we will state Kolmogorov type inequality, that includes the norm of a function and the norms of its derivatives of orders k, r − 2 and r. At last, in § 4 the solution of Kolmogorov problem for the case 0 = k 1 < k 2 < k 3 = r − 2, k 4 = r will be given.
Moreover, the functions ψ 2 (a; t) has exactly two zeroes on the period points 0 and a + 2. Hence the function ψ r (a; t) (r 2) also has exactly two zeroes on the period: for all k ∈ N ψ 2k (a; 0) = ψ 2k (a; a + 2) = 0,
Hence, in turn, it follows that for r 3 the function ψ r (a; t) is strictly monotone between zeroes of its derivative, and the plot of the function ψ r (a; t) is convex on each interval of constant sign. Moreover, it is easy to see, that the plot of the function ψ r (a; t) is symmetrical with respect to its zeroes and lines t = t 0 , where t 0 is a zero of ψ ′ r (a; t). At last note, that if ϕ λ,r (t) := λ −r ϕ r (λt) for λ > 0, then ψ r (0; t) = ϕ π/2,r (t).
holds are given. Then there exist numbers a, b, λ > 0 such that for the function Ψ a,b,λ (t) := bψ(a; λt) the following equalities hold
In particular, for every function x ∈ L r ∞,∞ (R) there exist numbers a, b, λ > 0 such that
Below in the proof of this theorem we count, that b and λ are chosen in the way that (8) hold. Then in virtue of (2) and (3) we get, that for all a 0 we have
It is clear that for all k = 1, 2, ..., r − 3 the function Ψ
continuously depends on a ∈ [0, ∞), increases on this interval and
Since the inequality (6) turns into equality for the function Ψ
Hence there exists a 0 such that
If points τ and ξ are such that
Proof. For brevity we will write Ψ(t) instead of Ψ a,b,λ (t) in the proof of this theorem. Considering, if necessary, the function −x(t) instead of x(t) and function −Ψ(t) instead of Ψ(t), we can count that x ′ (τ ) > 0 and
Moreover, considering appropriate shift Ψ(· + α) of the function Ψ, we can count that τ = ξ, i. e.
Assume, that (12) holds, but instead of the inequality (10) (with ξ = τ ) the inequality
Denote by (τ 1 , τ 2 ) the smallest interval which contains τ on which the function Ψ is monotone and such that Ψ ′ (τ 1 ) = Ψ ′ (τ 2 ) = 0. In virtue of the assumption there exists a number δ > 0 such that x ′ (t) > Ψ ′ (t) for all t ∈ (τ − δ, τ + δ), and hence in virtue of (12) x(τ + δ) > Ψ(τ + δ) and x(τ − δ) < Ψ(τ − δ).
Choose ε > 0 so small, that for a function x ε (t) := (1 − ε)x(t) the following inequalities hold: x ε (τ + δ) > Ψ(τ + δ) and x ε (τ − δ) < Ψ(τ − δ). In virtue of the conditions (9) and (11) we have
Hence on the interval (τ 1 , τ 2 ) the difference ∆ ε (t) := x ε (t) − Ψ(t) has at least 3 sign changes. It is easy to see, that there exists a sequence of functions µ N ∈ C ∞ (R), N ∈ N with the following properties: 3. for all k = 1, 2, . . . , r
if N is enough big.
Below we count that N is chosen enough big, so that the property 3 holds. Set
and
.
Moreover, for k = 1, . . . , r
Hence, in virtue of property 3 of the function µ N and the choice of the number N, we get
, and hence the function ∆ N (t) has at least three sign changes on the interval [τ 1 , τ 2 ]. At each of the rest monotonicity intervals of the function Ψ the function ∆ N has at least one sign change. Hence on the interval
the function ∆ N (t) has at least 2N + 2 sign changes. Moreover, in virtue of (4), (5) and (13) for all i = 1, 2, . . . , r−1 2 the following equalities hold
Applying Rolle's theorem and counting (14) we have that the function ∆ (r−2) N (t) has at least 2N + 2 zeroes on the interval
. Hence on some monotonicity 
(t).
As a corollary of the theorem 2 we get the following theorem, which can be viewed as Kolmogorov type inequality, which estimates the norm of k -th derivative of a function, by the norms of the function and its derivatives of orders (r − 2) and r. Theorem 3. Let r ∈ N, 0 = k 1 < k 2 < k 3 = r − 2, k 4 = r and x ∈ L r ∞,∞ (R) are given. Let numbers a, b, λ > 0 are such that for a function Ψ a,b,λ (t) the inequalities (9) hold. Then
Solution of Kolmogorov problem for the case when
if and only if the following inequalities hold
where the function Ψ r is defined in remark 1.
The necessity of the condition a) follows from Kolmogorov inequality, the necessity of the condition b) follows from theorem 3.
To prove the sufficiency it is enough to note that in the case when conditions a) and b) hold for a function
the equalities (15) hold.
Theorem is proved.
УДК 517.5
О зависимости между нормой функции и нормами ее производных порядка k, r − 2 и r, 0 < k < r − 2.
В. Ф. Бабенко, О. В. Коваленко Днепропетровский национальный университет им. О. Гончара Аннотация Найдены необходимые и достаточные условия на систему положительных чисел Отметим (см. замечание в [6] ), что для d = 2, т. е. когда речь идет о зависимости между нормой функции (k 1 = 0) и нормой ее r-й производной, решение задачи тривиально: существуют функции, соответствующие любой паре положительных чисел M 0 , M r .
В [1] - [3] Колмогоров привел формулировку и решение этой задачи для d = 3, k 1 = 0, 0 < k 2 < r (для r = 2 и k = 1 эта задача была решена ранее Ж. Адамаром [7] , а для всех случаев r < 5, k < r, и случая r = 5 и k = 2 -Г.Е. Шиловым [8] ). Колмогоров показал, что для положительных чисел M 0 , M k , M r , 0 < k < r, существует функция x ∈ L r ∞,∞ (R) для которой эти три числа являются значениями норм функции, её k-ой и её r-ой производной соответственно тогда, и только тогда, когда выполняется неравенство 
где ϕ r -это эйлеров идеальный сплайн, т. е. r-ый периодический интеграл с нулевым средним значением на периоде от функции ϕ 0 (t) = sgn sin t. Решение задачи Колмогорова для трёх чисел с произвольным k 1 > 0 содержится, например, в [9, §9.1]. Известные результаты по решению задачи Колмогорова при d > 3 таковы:
