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Contextual Text Summarization  
for Content Processing in  
Mobile Learning
This book provides a study of contex-
tual text summarization for
content processing in mobile learning. 
The problem of the effectiveness
of automatic text summarization in 
mobile learning settings is
addressed, and a Bayesian contextual 
topic model has been proposed to
indicate how the contextual informa-
tion can impact the performance of 
summarization significantly. A proto-
type summarization system has
been designed and developed in the 
mobile learning domain.
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ABSTRACT
Mobile learning benefits from rapidly growing mobile technologies,
but mobile content adaptation and development for mobile devices
is still a significant problem. Due to the costs of data download
with mobile devices and the problem of the oft-decried information
overload and information redundancy, delivering a large amount of
text contents makes it challenging for mobile learners, especially for
learning purposes. Therefore, seeking out just the right amount of
learning content is important for mobile learners to keep a balance
between the cost and learning achievements. Although many tech-
niques have been developed for mobile learning to process learning
contents, few of them can produce just the right amount of content.
In the research reported in this thesis, the problem of the ef-
fectiveness of automatic text summarization in mobile learning set-
tings and the problems of automatic text summarization in Bayesian
based topic modeling and natural language processing (NLP) are
studied. As a result, a contextual text summarization approach has
been addressed to indicate how the contextual information, such
as word co-occurrence (or word ordering called in some literatures
of statistical language modeling) in a sentence of a document, re-
latedness of topics discovered from documents, learner’s interests
and preferences to the learning content, etc., can impact the per-
formance of summarization significantly. In addition, a prototype
summarization system that implemented our proposed approach
has been designed and developed for validating the results of this
research in mobile learning domain.
The experimental results have demonstrated that our approach
is able to deal with the problems mentioned above and enhance
performance of summarization significantly. The findings of this
work indicate that properly summarized learning contents are able
to satisfy appropriate levels of learning achievements, and align
content size with the unique characteristics of mobile devices as
well.
Both research of mobile learning and automatic text summa-
rization can benefit from these findings. The research reported in
this thesis has proved that our approach is a plausible method for
content processing in mobile learning. Furthermore, the success of
the application of automatic text summarization in mobile learning
settings has engaged in the research of text summarization.
Universal Decimal Classification: 004.78, 004.91, 004.93, 37.091.33
Library of Congress Subject Headings: Text processing (Computer sci-
ence); Content analysis (Communication); Context-aware computing; Nat-
ural language processing (Computer science); Computational linguistics;
Automatic abstracting; Mobile communication systems in education; Mo-
bile computing; Computer-assisted instruction
Yleinen suomalainen asiasanasto: tekstianalyysi; sisällönanalyysi;
sisällönhallinta; tiivistelmät; konteksti; kontekstuaalisuus; kieliteknologia;
opetusteknologia; tietokoneavusteinen opetus; digitaalinen oppimateriaali;
verkko-oppimateriaali; mobiilisovellukset; mobiililaitteet
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1 Introduction
1.1 RESEARCH BACKGROUND AND MOTIVATION
Mobile devices are rapidly becoming mainstream in today’s world
because of their immediacy, variety and cost effectiveness. These
unique characteristics of mobile devices and the swift evolution of
mobile technologies might be the most important drivers for mo-
bile learning. Consequently, mobile learning benefits from these
unique merits and this fast evolvement, and grows up rapidly to
be a major trend in today’s e-Learning. However, this rapid evolu-
tion also gives rise to new challenges. Some particular challenges
emphasize on the processing and delivery of the learning content.
From a learner’s perspective, the learning content, rather than the
technology, is always the key element, even though the technology
has improved the mobile learning significantly. Nowadays, most of
’smart’ mobile devices have terrific capability of processing multi-
media, but mobile content adaptation and development for mobile
devices is still a significant problem. Plain text is still the main
content format used in mobile learning settings [1]. However, de-
livering a text of several thousand words or more on a mobile de-
vice is inappropriate largely due to the costs of data download with
mobile devices. The costs of using mobile devices for learning has
been the primary concern of students [1], especially in developing
countries, because free Wi-Fi access points are not always available
to mobile learners and keeping a balance between the costs and
learning achievements makes them seek out just the right amount
of learning content; even further, due to the problem of the oft-
decried information overload and information redundancy, deliv-
ering large amounts of text content makes it challenging for mobile
learners, especially for learning purposes.
Another challenge comes from mobile learners, especially “next
generation" or “Net generation" learners. Most of the “next genera-
tion" learners prefer multi-tasking and have short attention span [2].
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They can perform more tasks simultaneously and shift their atten-
tions quickly from one to another, but would probably be over-
whelmed or frustrated if they are asked to read a long report. In
order to motivate them to engage in the learning content, many ed-
ucators have started to supply shorter contents in new curricula [2].
Furthermore, Miller’s [3] cognitive theory also supports the need
for shorter contents.
Miller’s [3] information processing theory has been widely ap-
plied in education, including e-Learning. Being a special case of
e-Learning, mobile learning can also find theoretical support from
this theory. This theory states that the short-term memory (or short
attention span) could only hold 7± 2 chunks of information where
a chunk could refer to words, digits, and other meaningful units.
Based on this theory, large text-based content needs to be chun-
ked into small units for more efficient information memorizing.
Text that has been chunked effectively should work well both stand
alone and with the rest of the content. Especially in mobile learning,
there are more rigorous needs for short content. Previous research
demonstrates that short content can benefit mobile learning, and
eventually enhances the learning experiences through improving
screen reading and increasing speed of information retrieval and
process [4].
Nonetheless, those research results may answer why condens-
ing large size of content is necessary from educational perspective.
However, from the viewpoint of technology, there are still many
arguments about how to shorten the text-based contents properly
and effectively without losing the meaning.
To process learning contents effectively, many rapid authoring
tools have been developed for mobile learning. However, the pur-
pose of developing rapid authoring tools is to mainly assist with
the instructional design, and not for facilitating mobile learners. In
addition, due to the highly fragmented mobile technology land-
scape and rapidly evolving standards, there is no single solution to
make content work for every possible mobile device. This situation
is compounded when reusing existing learning materials available
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on the web, as manual reformatting and summation is both time
consuming and expensive. As a result, educators are forced to de-
sign new learning content or reformat existing learning materials
for delivery on different types of mobile devices. Researchers have
developed semantically-aware learning objects retrieval systems for
automatically delivering learning contents to learners [5]. Unfor-
tunately, automatic placement of semantic tags into learning con-
tent is difficult, and hence, no significant application of semantic
techniques is available to support automatic labelling of learning
content. Therefore, an alternative solution is recommended to au-
tomatically analyze the learning content, identify topics, construct
knowledge of semantic and lexical relationships, and indicate and
synthesize important concepts as a summary for content delivery
within the context of mobile learning.
Automatic text summarization can simplify texts into their most
important ideas in a particular context. It can be simply described
as a group of processes that automatically extract and synthesize
source texts to summaries by identifying the importance and re-
moving redundancy from a set of documents. Many techniques de-
veloped have produced significant results in automatic text summa-
rization over last decades [6–11]. Particularly, the research in topic
models has produced good experimental results for automatic topic
identification and text classification [12–14]. These significant im-
provements attract our attention on topic modeling techniques, es-
pecially the Latent Dirichlet Allocation (LDA) based models [15,16]
that may provide suitable solution for the problems mentioned pre-
viously. Although showing good results, these techniques in auto-
matic text summarization still face particular challenges to precisely
identify similarity and differences, to effectively model higher or-
der structures, and to properly integrate linguistic intuitions into
probabilistic models in document processing. Since it is highly un-
likely that topic and document processing can do without modeling
higher order structure, integrating linguistic intuitions into proba-
bilistic models poses a particular challenge. Also the scalability
of increasingly complex models is an important issue for working
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systems providing ad-hoc topic identification and text summariza-
tion [17].
Research and theory on summarization has recognized that the
critical information is helpful to gain a better comprehension of
the learning materials [18](p. 30). Text summarization can simplify
texts into their most important ideas in a particular context, but re-
ducing the content may negatively impact the meaning conveyed
within. Many solutions of automatic text summarization have been
applied in literature with aim to provide learning support [19, 20],
but few of them have quantitatively investigated learning achieve-
ments of learners with the assistance of such solutions, especially
in a mobile learning context. The problem that condensing con-
tent may negatively impact the meaning needs to be quantitatively
evaluated within the context of mobile learning.
With respect to the above challenges in the automatic text sum-
marization and the particular needs of the content processing in
mobile learning, this research is motivated for the study of prob-
lems of how to identify topic accurately and integrate linguistic in-
tuitions into a topic model in text summarization, and eventually to
address an approach to processing text content effectively to align
content size to match various characteristics of mobile devices. The
outcomes of this research should be applicable in text-based content
processing in mobile learning.
1.2 PROBLEM STATEMENT AND RESEARCH QUESTIONS
This research analyzes the effectiveness of automatic text summa-
rization in mobile learning context and studies problems of auto-
matic text summarization by using techniques in Bayesian based
topic modeling and natural language processing (NLP). By examin-
ing these problems, a contextual text summarization approach has
been addressed in this study. In addition, experimental evaluations
have been conducted to quantitatively validate the results of this re-
search in mobile learning domain. Due to challenges in automatic
text summarization and mobile content processing discussed pre-
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viously, this research aims to study the effectiveness of automatic
text summarization in mobile learning contexts and problems of
Bayesian based topic modeling in automatic text summarization.
The problem statement of this thesis and corresponding research
questions are discussed as follows:
1.2.1 Problem statement
Properly summarized text not only can improve content processing in mo-
bile learning but also can help mobile learners retrieve and process infor-
mation more efficiently. In order to reduce the text size effectively and at
the same time minimize the negative impact on learning achievement when
the condensed texts are used in mobile learning settings, mobile learning
needs to utilize advanced information technologies to align content size to
various mobile characteristics and identify content with the consideration
of learners’ preferences and interests as well.
In order to address an approach to deal with this problem, fol-
lowing research questions are given in this thesis. The first research
question helps to indicate the suitable technologies for this prob-
lem. The second research question focuses on the study of the
effectiveness of automatic text summarization in mobile learning
contexts. The third research question aims to improve the existing
techniques or develop new methods to enhance the performance of
summarization and eventually benefit the mobile learning.
1.2.2 Research questions
The first research question aims to study literature to indicate suit-
able techniques in information technology to tackle the problem of
text summarization within the context of mobile learning.
RQ1: What kind of advanced techniques in information technology can
perform the task of summarizing text content in mobile learning to align
content size to match various mobile characteristics effectively?
As mentioned previously, current techniques in mobile learning
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content processing have issues regarding how to automatically label
content with metadata to identify the semantic meaning of content.
Looking for answers to above question may help us identify some
potential techniques that are able to provide solutions to solve these
issues.
In order to get a clear picture about the above question, it is nec-
essary to have a detailed overview of the automatic text summariza-
tion and related techniques. A literature review with a necessary
gap analysis is described in the next chapter. The answer of RQ1
will be based on the review of previous literature, and will produce
new knowledge on the use of automatic text summarization in mo-
bile learning, especially in content processing. This knowledge can
then be used to support the development of a new approach or en-
hancement of existing models in text summarization. However, as
discussed perviously, reducing content size may negatively impact
learner’s comprehension of learning materials. Thus, the second
research question is:
RQ2: What is the effectiveness of automatic text summarization in mobile
learning context?
In order to answer the question properly, this question has been
refined and narrowed down into following sub questions to indi-
cate the effectiveness with respect to the balance between learning
achievement and the unique metrics of mobile devices:
RQ2.1: Does the summary of learning contents contain enough informa-
tion to support learners in reaching a sufficient level of learning achieve-
ment?
RQ2.2: What is the best compression rate for summaries in which the
summarized learning contents are short enough to facilitate learning with-
out significantly negative impact on learner’s comprehension of the learn-
ing materials?
RQ2.3: Furthermore, is the indicated important information in a short
summary still useful when satisfying the unique metrics of mobile devices
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by aligning content size?
In order to enhance the performance of the summarization, lan-
guage models, such as the query likelihood and relevance model,
and Bayesian based topic model are integrated to provide a new
approach to tackle the problem of how to identify the similarity
between sentences and how to order the sentences for better coher-
ence. Thus, the third research question is:
RQ3: By finding topics from a set of documents, how can topic models
identify semantic similarity between words and determine sentence order-
ing properly to improve the relevance judgment and generate a coherent
summary from a set of documents?
The semantic associations of words in a document can be ex-
plored by analyzing the structure of the document. The statistical
similarity between words in a document shall not relate to a spe-
cific user information request (e.g., a query). It specifically involves
word relations that are meaningful to the document and can be
inferred either based on the document itself or with the help of
context of the document. We define the context of the document
as where the word is located, such as lexical co-occurrences, in the
document and as a set of related words, such collocations, phrases,
and composite words in the way of linguistics. For example, the
word "apple" has various meanings by itself without involving the
context of the document. It is a kind of fruit based on its lexical
meaning. If interpreted under a particular context (previous or next
words of it, or the document topics or subjects), for example "apple
pie", this "apple" is understood as the fruit apple. If the word fol-
lowing it is "computer", this "apple" is known as a computer brand
name or a company’s name. Thus, the semantic meanings of a word
are hard to be determined precisely without consulting the context
of the word. We believe that the semantic association of words not
only relates to their lexical meaning in common, it also associates
with their shared reference [21]. The topic or subject of discourse
in a document is prospected to be able to reveal the context infor-
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mation of the document. Based on this assumption, a sub research
question is:
Sub-question:
RQ3.1: How does contextual information of the document affect topics
and topical decomposition and how should the context be represented in
topic models?
Regarding the coherence problem in a generated summary, the
second sub question is:
RQ3.2: Can topics with contextual information be used as a valuable
feature to identify sentence ordering?
Furthermore, as a kind of contextual information, learner’s pref-
erences and interest might be helpful for identifying topics and
determining the topic associations between documents. Thus, the
third sub-question is:
RQ3.3: Are learner’s preferences and interest valuable factors for indicat-
ing sentence relevance or importance in text summarization?
In order to answer the above research questions thoroughly, a
deep literature review and detailed methodologies employed in this
thesis are discussed in Chapter 2 and 3, respectively. Table 3.1 in
Chapter 3 shows the associations among research questions, the
research methods, the sections that discuss these questions, and the
publications in this thesis that answer them.
1.3 STRUCTURE OF THE THESIS
This thesis contains seven chapters and seven publications, and is
organized as follows. Chapter 1 introduces the motivation of this
work and the background that gave rise to the research problem
statement and research questions. Chapter 2 reviews literature in
content processing for mobile learning, automatic text summariza-
tion, and topic modeling techniques. Chapter 3 discusses the re-
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search design and focuses on the methodology to answer those re-
search questions from the technical perspectives. Chapter 4 sum-
marizes the publications that are related to this thesis and explains
my specific contribution in those publications. Chapter 5 discusses
the design and implementation of a summarization system with
our proposed models in details. Chapter 6 discusses the conducted
experiments and summarizes the experimental results, followed by
the findings and implications of the results. Finally, Chapter 7 sum-
marizes this dissertation and provides the conclusions with the fu-
ture perspectives followed.
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tion, and topic modeling techniques. Chapter 3 discusses the re-
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search design and focuses on the methodology to answer those re-
search questions from the technical perspectives. Chapter 4 sum-
marizes the publications that are related to this thesis and explains
my specific contribution in those publications. Chapter 5 discusses
the design and implementation of a summarization system with
our proposed models in details. Chapter 6 discusses the conducted
experiments and summarizes the experimental results, followed by
the findings and implications of the results. Finally, Chapter 7 sum-
marizes this dissertation and provides the conclusions with the fu-
ture perspectives followed.
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2 Literature Review
2.1 CONTENT PROCESSING IN MOBILE LEARNING
Researchers in mobile learning have proposed various content pro-
cessing techniques in recent years. Some of the techniques focus
on the presentation design of the content to fit the small screen of
mobile devices [22]. Some others present the idea of intelligent con-
tent strategy, namely "intelligent content", for automatically deliver-
ing content to mobile learners [23]. Other content processing tech-
niques consider re-creating the content by constructing new instruc-
tional design frameworks, such as m-SCORM and semantically-
aware learning objects retrieval [5]. These techniques, including
many rapid authoring tools, have been built to support mobile con-
tent development and delivery. Many of these may solve certain
issues caused by the small screen, limited network bandwidth and
storage spaces, and other similar restrictions of the mobile devices,
but they do not align well with a significant affordance of mobile
learning, which is the "on-the-fly" information access. In addition,
none of them has provided an effective solution to improving the
capabilities of exchanging content between multiple mobile plat-
forms.
Based on the survey results in Quinn’s [24] research, the most
desired mobile learning features has been found to be "single con-
tent development for all mobile devices." As an open issue, the lack
of standards of mobile platforms will not disappear in a short time;
consequently, the problem of the content exchange will likely per-
sist in mobile learning for some time. Although it is extremely hard
to standardize mobile platforms, it is still possible to find ways to
enhance the capabilities of exchanging content between multiple
mobile platforms. This is particularly true for plain text based con-
tents because most mobile devices and mobile platforms can pro-
cess plain texts without any problem. However, as discussed in
previous section, processing a large amount of texts on mobile de-
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vices presents some significant challenges.
2.2 AUTOMATIC TEXT SUMMARIZATION
The research of automatic text summarization has continued more
than 50 years since the publication of Luhn’s pioneer of information
science paper. Many approaches have been addressed and many so-
lutions have been evaluated since then on. These approaches were
dedicated to a variety of research domains and aimed to solve dif-
ferent problems of information overload and information redun-
dancy. The concerns of alleviating these problems have given rise
to interest in the development of automatic summarization sys-
tems [25]. As a result, many practical applications have been de-
veloped for automatic text summarization and numerous papers
have been published in this research field. Since there are so many
solutions, it is impossible to cover all proposed approaches in auto-
matic summarization. Thus, this literature review focuses on major
approaches proposed recently, and starts from the introduction of
the common processes in the automatic text summarization to indi-
cate normal steps of the development of a summarization system,
then introduces the concept of the context factors, in which our
basic idea of the contextual text summarization comes from.
The purpose of summarization is to produce a summary that
covers most important content and excludes the redundant infor-
mation appeared in the source text, especially in multiple docu-
ments with similar topics. Therefore, indicating importance and
similarity of information are two critical tasks of summarization.
Jones [21] introduced a concept of the common context factors to
classify processes of summarization according to typical features
allocated in those common context factors. Typical features on
common context factors, which are input, purpose, and output fac-
tors, are used to indicate the importance and similarity of infor-
mation in the source text. Each context factor consists of various
features, such as term frequency, cue words and phrases, word co-
occurrence, topics, query-driven contents, user’s interests, etc., and
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normally, summarization can be simply described as the processes
of these features. However, it is ambiguous to evaluate summariza-
tion approaches based on features because many approaches have
involved multiple features in their solutions. Therefore, in order to
illustrate steps of development of a summarization system clearly,
the idea of the common processing phases, which are analyzing
the source text, determining its salient points, and synthesizing an
appropriate output, are introduced as follows: The process of ana-
lyzing the source text is roughly about interpreting text units based
on features. The process of determining the salient points of those
interpreted text units is about justifying their importance and sim-
ilarity. The process of synthesizing an appropriate output can be
treated as integrating those important text units together without
redundancy. In addition, the concept of the “contextual topics” is
discussed in this research to extend the concept of common con-
text factors from perspectives of Bayesian based topic modeling
and structure probabilistic language modeling. In order to inter-
pret this concept throughly, the following literature reviews will
focus on relevant summarization approaches using Bayesian based
topic models and structured probabilistic language models.
Recently, researchers have proposed several approaches using
structured probabilistic language models to summarize document
content [13, 14]. BayeSum is a Bayesian based query-focused sum-
marization model [14]. It is a kind of generative probabilistic lan-
guage models and is developed for overcoming the shortcomings
that occur in the unigram based summarization systems, such as
SumBasic [26], SumFocus [27], and KLSum, which uses the Kullback-
Lieber (KL) divergence to measure the difference between the doc-
ument distribution and the summary distribution [28]. It adapts
query expansion technique in the language modeling for informa-
tion retrieval framework [6]. This model is quite similar to the
query expansion model in language modeling framework in infor-
mation retrieval, but a significant distinction between them is that
BayeSum model estimates query over sentence models instead of
document models. Experimental results from both Text Retrieval
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Conference (TREC) and Document Understand Conference (DUC)
2006 have shown that this approach can significantly improve per-
formance of retrieval and document summarization.
It is important to note that all above mentioned approaches can
produce uniform summaries efficiently, but none of them can be di-
rectly applied to the content processing for mobile learning due to
the specific perspective of mobile learners, which is the condensed
learning content that needs to match the unique metrics of mobile
devices, and at the same time, satisfy the learning achievements.
Another important consideration is the sources of learning contents
that may consist of a variety of learning materials and themselves
may come from different resources, such as journals, several chap-
ters of a book, a number of web pages from various web sites, lec-
ture notes, etc. Therefore, the summarization approach employed
here must enable to solve the side effect caused by higher com-
pression rate required when processing document collections of
hundreds of related documents [29](p. 170-171). In addition, the
employed approach must keep the "fusion of information across
documents" [29](p. 171).
Clustering is a commonly used technique to group related doc-
uments into a number of sub-collections from a large collection.
These clustered documents can be described by labels drawn from
the terms used in the clustering. Then, the clustered documents
can be categorized into many text passages in terms of their sub-
jects, such as by using thesauri. It is then possible to employ those
labels and subjects directly into the topic-focused multi-document
summarization to enhance the summarization performance.
The topic-focused multi-document summarization, often called
query-focused or user-focused multi-document summarization, con-
ceptualizes a common architecture that requires multiple documents
to be clustered into sub-collections of related documents and spec-
ifies text passages classified in terms of their subjects. In order to
consolidate an approach, topic models, especially the Latent Dirich-
let Allocation (LDA)-based topic model [15], have been widely em-
ployed in multi-document summarization to identify the similarity
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and redundancy of text passages in terms of their topics that are
classified by estimating the document collection [12, 13, 30]. An ex-
ample approach, namely TopicSum [13], imposes Latent Dirichlet
Allocation (LDA)-based topic model [15] to indicate sentence simi-
larity and reduce information redundancy. Experimental results in
both ROUGE [31] measurement and DUC manual user evaluation
have shown that TopicSum can achieve similar performance as the
BayeSum model [14].
There is a significant pitfall in these approaches because most of
them have been established based on either the "bag-of-words" sim-
plification or term frequency measure to generate sentences with-
out considering the word co-occurrence or lexical co-occurrence (it
is also called word ordering in some Bayesian language modeling
literature) in a string of text. However, lexical co-occurrence is an
important feature as it not only represents grammatical structure
and lexical meaning of a sentence, but also specifies the context
in which the words appear. Previous research in multi-document
summarization concluded that the contextual information could
help justify the relevance and similarity of sentences [32]. In ad-
dition, Banko and Vanderwende’s [33] research results indicate that
human summarizers usually do not follow the trend of cutting
and pasting phrases widely used in the extraction-based single-
document summarization [34]. In other words, human summa-
rizers are more likely to "borrow" phrases from multiple docu-
ments rather than "extract" the entire sentences or clauses from
a single document [33]. This finding implies that it is not good
enough to indicate the semantic associations between multiple doc-
uments by only using the word occurrence or statistic frequency. A
more sophisticated method needs to be used for the tasks of multi-
document summarization in order to generated a meaningful sum-
mary.
Another limitation of these approaches is the lack of consider-
ation to the problem of cohesive relations between sentences that
may significantly affect the entire coherence of the generated sum-
mary. Although Bayesian based topic models can determine un-
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derlying topic themes and identify the topical continuity (similar-
ity relations), they mainly scope the relations between documents
rather than sentences. Therefore, the contextual information of a
document (the local context) needs to be included into topic assign-
ments. N-gram language modeling [35] can cover this contextual
information in a document, but lacks consideration of underlying
topics. Therefore, a potential solution that can indicate the most im-
portant topics with the contextual information in multi-document
summarization is deemed to improve the summarization perfor-
mance and consequently benefit the summarization task.
Previous research in Bayesian based topic models have sug-
gested new approaches to incorporate the concept of latent top-
ics in hierarchical Bayesian models into n-gram language models,
such as a model for integrating topics and syntax [16], structured
topic models [36], and topical n-grams [37]. Experiment results
have demonstrated that these techniques have achieved significant
performance gains in information retrieval and document classifi-
cation. However, due to the differences between the specific tasks in
multi-document summarization and information retrieval, plus the
challenges to indicate topics shared across the multiple documents,
a question that arises here is how to use topic models to represent
the contextual information of a document and indicate the topical
continuity between sentences, or in other words, determine sen-
tence ordering for generating a coherent summary. To specify this
question clearly, literature on topic models is reviewed in the fol-
lowing section.
2.3 RELATED WORK IN TOPIC MODELING
2.3.1 History of topic modeling
As the earliest topic modeling techniques, thesauri have been im-
plemented in information retrieval systems for a long time since
1960s. However, thesaurus-based topic modeling approaches can-
not improve retrieval effectiveness significantly because of the cost
of building a thesaurus and the difficulty to standardize the se-
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mantic classification. In addition, in a thesaurus, the word rela-
tionships are mainly interpreted as their common lexical seman-
tic meanings (e.g., collection, taxonomy, synonymy, antonym, etc.)
but their shared reference over a topic or subject of discourse in a
document is ignored [21]. Also, the difficulties associated with au-
tomatic thesaurus construction are so sophisticated [38] that those
retrieval systems prefer manually constructed thesauri (like Word-
Net, FrameNet, etc.) to automatic ones [39].
Due to these shortcomings, in recent years, clustering-based
topic models have shown interest in document processing tech-
niques. Many approaches have been studied to explore the word
relationships in a document by measuring the term similarity and
term co-occurrence. These approaches include vector-based similar-
ity coefficients [40], linguistic-based analysis using head-modifier
relationships to determine similarity [41], and probabilistic based
co-occurrence models [42]. They are straightforward approaches
to finding related words for topic models. Recently, a few of the
advanced statistical methods have been adapted to the clustering-
based topic models, like Markov Chain [43] and Generalized Latent
Semantic Analysis [44] models. These techniques can find related
words and classify them into topics. They explore the word rela-
tionships by grouping terms into topics. However, due to inconsis-
tent results and different experimental settings, few of them have
been found to achieve any interesting results. Thus, further re-
search is still necessary to clearly conclude how these techniques
can be used to improve retrieval effectiveness and how much ben-
efit they can provide, especially on test collections of realistic size
for more practical tasks, such as multi-document summarization. In
addition to term clustering, document clustering has also been used
to build topic models. It provides an alternative way to find seman-
tic associations between terms either over document clusters [45],
or over topics that are identified by document clusters [46]. Term
clustering and document clustering both reflect semantic connec-
tions of words, but they provide different information about the
similarity. One is at the term level while another is at the document
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level.
Another clustering based topic model, a latent unigram model
proposed by Liu and Croft [10], uses a language modeling approach
to build the topic model to catch semantic connections of words.
Here it may be worth discussing language modeling techniques that
have been heavily used in topic models.
Probabilistic language modeling was first proposed for informa-
tion retrieval (IR) by Ponte and Croft [6]. The fundamental idea of
the language models in IR is to "generate" the query like terms from
documents, and then ranking these documents on their likelihood
of generating the query [47]. In Ponte and Croft query likelihood
approach, a Bernoulli distribution is used to represent the event of
the term occurrences in the query. The maximum likelihood esti-
mate of the term distribution is a well known method, but there is
a problem in the above approach because the maximum likelihood
can be zero if any of the terms in the query is absent from the doc-
ument, and one zero can make the value of the entire document be
zero.
To avoid the problem caused by query terms which are absent
in the document, variety of approaches, called smoothing, have
been developed to estimate non-zero values for these terms. Zhai
and Lafferty (2001) [11] published a survey that summarized the
smoothing methodologies used in language models for informa-
tion retrieval. In these probabilistic language modeling approaches,
however, the indicated term similarities are insufficient to precisely
and effectively encapsulate the relevance that extends beyond them.
To overcome this problem, the relevance based language model
[8, 48], have been applied to many applications in information re-
trieval. In particular, this model has demonstrated that factored
representations can capture semantics by forcing the model to rep-
resent relevance that can be established only upon user’s query and
document corpus. The relevance based language model is an im-
portant language model that provides a framework to support the
integration of topic modeling into the task of summarization. Due
to the importance to this research, it is worth discussing its foun-
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dational theorem in details in this thesis. Moreover, a mathematical
proof, which was absent from the original work, was given in fol-
lowing chapters of this thesis as well.
2.3.2 Latent variable based topic models
The most well-known latent semantic model, the Latent Dirichlet
Allocation (LDA) model [15] was developed based on the proba-
bilistic Latent Semantic Analysis (pLSA) model [49]. It succeeds in
solving those problems reported in the pLSA model by replacing a
large set of individual document parameters with a K-dimensional
(K is the number of topics selected) hidden random variables. Each
document is statistically generated over these K-dimensional hid-
den random variables in the LDA. Thus, the over-fit and perfor-
mance issue suffered in the pLSA has been overcome in the LDA
because the documents are "generated" statistically and the number
of topics is not related to the number of documents.
The LDA is a well-defined Bayesian based generative model us-
ing Dirichlet distribution conjugated to the multinomial distribu-
tion [15]. The idea behind the LDA is to model documents from
multiple hidden topics, where a topic is defined as a symmetric
Dirichlet (β) prior on φ(j), which is a multinomial distribution over
the words in the vocabulary. The LDA model assumes the fixed
number of topics K are associated with a collection, and that each
document exhibits these topics with different proportions. The
challenge here is these topics are not known in advance. They are
hidden variables in the model. Thus, the LDA is one of the hidden
variable models for documents, which are structured distributions
where observed data interact with hidden random variables rep-
resented by the topic distributions. In a hidden variable model, a
hidden structure can be learned using posterior probabilistic infer-
ence over the observed data, which are words of each document
in the collection. In the LDA, given the observed documents, the
posterior distribution of the hidden random variables determines
a hidden topical decomposition of the collection. These generative
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to build the topic model to catch semantic connections of words.
Here it may be worth discussing language modeling techniques that
have been heavily used in topic models.
Probabilistic language modeling was first proposed for informa-
tion retrieval (IR) by Ponte and Croft [6]. The fundamental idea of
the language models in IR is to "generate" the query like terms from
documents, and then ranking these documents on their likelihood
of generating the query [47]. In Ponte and Croft query likelihood
approach, a Bernoulli distribution is used to represent the event of
the term occurrences in the query. The maximum likelihood esti-
mate of the term distribution is a well known method, but there is
a problem in the above approach because the maximum likelihood
can be zero if any of the terms in the query is absent from the doc-
ument, and one zero can make the value of the entire document be
zero.
To avoid the problem caused by query terms which are absent
in the document, variety of approaches, called smoothing, have
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tion retrieval. In these probabilistic language modeling approaches,
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trieval. In particular, this model has demonstrated that factored
representations can capture semantics by forcing the model to rep-
resent relevance that can be established only upon user’s query and
document corpus. The relevance based language model is an im-
portant language model that provides a framework to support the
integration of topic modeling into the task of summarization. Due
to the importance to this research, it is worth discussing its foun-
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dational theorem in details in this thesis. Moreover, a mathematical
proof, which was absent from the original work, was given in fol-
lowing chapters of this thesis as well.
2.3.2 Latent variable based topic models
The most well-known latent semantic model, the Latent Dirichlet
Allocation (LDA) model [15] was developed based on the proba-
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of topics is not related to the number of documents.
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multiple hidden topics, where a topic is defined as a symmetric
Dirichlet (β) prior on φ(j), which is a multinomial distribution over
the words in the vocabulary. The LDA model assumes the fixed
number of topics K are associated with a collection, and that each
document exhibits these topics with different proportions. The
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hidden variables in the model. Thus, the LDA is one of the hidden
variable models for documents, which are structured distributions
where observed data interact with hidden random variables rep-
resented by the topic distributions. In a hidden variable model, a
hidden structure can be learned using posterior probabilistic infer-
ence over the observed data, which are words of each document
in the collection. In the LDA, given the observed documents, the
posterior distribution of the hidden random variables determines
a hidden topical decomposition of the collection. These generative
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processes interact with the observed documents and hidden topic
structure and produce hidden random variables which represent
the topic structure over the document collection.
Although the LDA releases the strong assumption of indepen-
dent and identical distribution (i.i.d.), it does not consider the cor-
relation between the occurrences of topics, which naturally exists in
reality. For example, an article about a topic in a domain cognitive
science may also be likely to be about other topics, like Education
or Psychology in various domains. The Dirichlet distribution of the
topic proportions leads to a strong assumption that the presence of
one topic is not correlated with the presence of another.
The correlated topic model (CTM) [50] captured this problem by
modeling the topic proportions with an alternative, more flexible
distribution that allows for covariance structure among the latent
variables. The CTM applies the logistic Gaussian distribution [51]
to expect the latent parameter over the corpus by modeling pairwise
correlations instead of using Dirichlet distribution to choose the la-
tent parameter in corpus level. The CTM is more expressive than
LDA because it relaxes the strong assumption of the topics indepen-
dence, which is not realistic when analyzing document collections.
This assumption imposed by the Dirichlet distribution in LDA is
released by the logistic normal (Gaussian) distribution. However,
the added flexibility of the CTM comes at a computational cost.
Another approach to capture the correlations between topics is
the hierarchical latent Dirichlet allocation (hLDA) model [52]. In the
hLDA, the correlations of topics are organized as a tree structure.
The nested Chinese restaurant process (nCRP) is used to sample
the prior on tree topologies for topic allocation. In this hierarchical
structure, each node is associated with a topic, which is sampled
over words. Along a path from the root node to a leaf node, the
model can generate a document by repeatedly sampling topics, and
then sampling the words from the selected topics. Although the
hLDA can model topics as paths down to a tree and can allocate
topics at multiple levels due to the nCRP prior, it is still established
based on the strategy of “bag-of-words” and ignores the lexical co-
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occurrence, an important feature for text applications, such as text
summarization, speech recognition, and text mining, and so on.
The weaker assumption of the word independency imposed by
the exchangeability theorem, the LDA model simplifies the process
of identifying the topics in each document. However, this simplifi-
cation fails to identify the meaning connections between words be-
cause the assumption of the exchangeable independence on word
sequence fails to reveal the word meanings that naturally and par-
tially relate to the sequence of words in a sentence. Thus, word
order or word co-occurrence (or lexical co-occurrence in linguis-
tic research area) related problems, such as cohesive relatedness
between words and contextual information behind those words,
are not dealt with properly and explicitly. From the perspective
of multi-document summarization, these kind of problems need to
be processed using different statistical models that optimize for an
n-gram model.
Those models include a mixture of Hidden Markov model with
the LDA (HMM-LDA) [16], structured topic models [36], topical
n-grams [37], hierarchical topic models [52], hierarchical Dirichlet
process (HDP) [53]. To catch the lexical semantics of words, a mix-
ture of n-gram and topic model uses the Markov Chain Monte Corel
(MCMC) approach to find the lexical semantics of words [16]. The
structured topic model [36] is a bigram topic model that combines
the LDA [15] with the hierarchical Dirichlet language model [35]
by integrating latent topic variables into a hierarchical Bayesian
language model. The HMM mixture model [16] combined the
LDA [15] model with a hidden Markov model (HMM) to capture
both semantic dependencies indicated by word occurrences and
syntactic dependencies described by the order of words. Two com-
ponents are built in this model, in which the syntactic component
is an HMM and the semantic component is a topic model. This
model has demonstrated excellent results on tasks of part-of-speech
and document classification although its bigram component does
not carry any topic assignment. The topical n-grams model [37]
has addressed an approach to automatically determine whether a
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LDA because it relaxes the strong assumption of the topics indepen-
dence, which is not realistic when analyzing document collections.
This assumption imposed by the Dirichlet distribution in LDA is
released by the logistic normal (Gaussian) distribution. However,
the added flexibility of the CTM comes at a computational cost.
Another approach to capture the correlations between topics is
the hierarchical latent Dirichlet allocation (hLDA) model [52]. In the
hLDA, the correlations of topics are organized as a tree structure.
The nested Chinese restaurant process (nCRP) is used to sample
the prior on tree topologies for topic allocation. In this hierarchical
structure, each node is associated with a topic, which is sampled
over words. Along a path from the root node to a leaf node, the
model can generate a document by repeatedly sampling topics, and
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topics at multiple levels due to the nCRP prior, it is still established
based on the strategy of “bag-of-words” and ignores the lexical co-
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occurrence, an important feature for text applications, such as text
summarization, speech recognition, and text mining, and so on.
The weaker assumption of the word independency imposed by
the exchangeability theorem, the LDA model simplifies the process
of identifying the topics in each document. However, this simplifi-
cation fails to identify the meaning connections between words be-
cause the assumption of the exchangeable independence on word
sequence fails to reveal the word meanings that naturally and par-
tially relate to the sequence of words in a sentence. Thus, word
order or word co-occurrence (or lexical co-occurrence in linguis-
tic research area) related problems, such as cohesive relatedness
between words and contextual information behind those words,
are not dealt with properly and explicitly. From the perspective
of multi-document summarization, these kind of problems need to
be processed using different statistical models that optimize for an
n-gram model.
Those models include a mixture of Hidden Markov model with 
the LDA (HMM-LDA) [16], structured topic models [36], topical 
n-grams [37], hierarchical topic models [52], hierarchical Dirichlet 
process (HDP) [53]. To catch the lexical semantics of words, a mix-
ture of n-gram and topic model uses the Markov Chain Monte Carlo 
(MCMC) approach to find the lexical semantics of words [ 16]. The 
structured topic model [36] is a bigram topic model that combines 
the LDA [15] with the hierarchical Dirichlet language model [35] 
by integrating latent topic variables into a hierarchical Bayesian 
language model. The HMM mixture model [16] combined the 
LDA [15] model with a hidden Markov model (HMM) to capture 
both semantic dependencies indicated by word occurrences and 
syntactic dependencies described by the order of words. Two com-
ponents are built in this model, in which the syntactic component 
is an HMM and the semantic component is a topic model. This 
model has demonstrated excellent results on tasks of part-of-speech 
and document classification a lthough i ts b igram c omponent does 
not carry any topic assignment. The topical n-grams model [37] 
has addressed an approach to automatically determine whether a
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topic assignment is essential for a bigram. Experiment results have
shown this model can improve performance significantly in ad-hoc
information retrieval on TREC collections. Although this approach
has presented a significant improvement in retrieval effectiveness,
its computing complexity increases the cost of implementation, es-
pecially in ad-hoc retrieval. Another method proposed by [54] ex-
plores the lexical semantics of words in a linear mixture model that
incorporates a manual thesaurus (e.g., WordNet) into a probabilis-
tic language modeling approach. However, the mixture model is a
generative unigram model, which assumes words that are indepen-
dently and identically distributed (i.i.d.) random variables. Thus,
this approach is inappropriate to uncover semantic associations of
words that are partially determined by word co-occurrence and the
context of a topic or subject of discourse.
The two-tiered topic model (TTM) proposed recently allocates
topics into a hierarchical structure that only takes two levels: the
lower level represents the latent topics sampled from words, and
the higher level describes the correlations between these topics [12].
To distinguish topic levels, this model classifies the topics into two
groups using auxiliary criterion from human expert summaries,
which is a nuisance widely required by most practical applications
of language models. However, restricting topic layers to only two
levels and relying on expert summaries for indicating the topic lev-
els limit the utility of the model in practical applications because
latent topics captured from multiple documents may cover many
ideas so as to not be easily allocated exactly into two layers. On
the other hand, human summaries are not always available, espe-
cially for online applications, or good enough as high standards to
express important information discussed in documents. Moreover,
as mentioned in the previous section of this paper, the TTM did not
consider the problem of word dependency that can play an impor-
tant role in practical applications of multi-document summariza-
tion. Thus, to deal with these limitations, an alternative approach
is essential in multi-document summarization.
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3.1 METHODOLOGY
Multiple methods have been used in this research to investigate
concepts, conduct experiments, and evaluate experimental results.
To answer research question 1 (RQ1), comprehensive literature re-
view has been performed to study previous research in the fields
of text summarization, Bayesian based topic modeling, and content
processing research in mobile learning. Topic modeling algorithms
have been explored and compared with each other.
3.1.1 Technical design
Based on the comprehensive literature review discussed in the pre-
vious chapter and the declared research problem statement, the
Bayesian based topic models and their relevant techniques can be
selected to support this research and fulfill the research goal. One
such model, the Latent Dirichlet Allocation (LDA) [15], proved by
both the theoretical analysis and practical experiments, is able to
improve the topic discovery and eventually enhance the system
performance in a particular application, such as multi-document
summarization.
The LDA is a basic type of Bayesian topic model, its extension,
the hierarchical LDA (hLDA) model provides a hierarchical struc-
ture for the latent topics. The topology of the latent topics con-
structed by the LDA model is a flat structure and all latent top-
ics are in the same surface, but the topology created by the hLDA
model is a tree structure and latent topics can stay at different lev-
els defined by the hierarchical properties of the hLDA model [52].
Figure 3.1a and 3.1b illustrates the geometric interpretation of the
topic simplex as an example that shows four topics (labeled as topic
1 to topic 4, which are represented as those four vertices of the in-
ner parralellogram) placed inside the word simplex for four words
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such model, the Latent Dirichlet Allocation (LDA) [15], proved by
both the theoretical analysis and practical experiments, is able to
improve the topic discovery and eventually enhance the system
performance in a particular application, such as multi-document
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The LDA is a basic type of Bayesian topic model, its extension,
the hierarchical LDA (hLDA) model provides a hierarchical struc-
ture for the latent topics. The topology of the latent topics con-
structed by the LDA model is a flat structure and all latent top-
ics are in the same surface, but the topology created by the hLDA
model is a tree structure and latent topics can stay at different lev-
els defined by the hierarchical properties of the hLDA model [52].
Figure 3.1a and 3.1b illustrates the geometric interpretation of the
topic simplex as an example that shows four topics (labeled as topic
1 to topic 4, which are represented as those four vertices of the in-
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(shown as four vertices of the outside parralellogram) for the LDA
model and hLDA model, respectively. Each topic vertices in the
upper diagram of the figure 3.1 correlate with a distribution over
words. The contour lines inside the smaller parralellogram repre-
sent the topic distribution smoothly placed by the LDA model. For
more detailed description about the topic simplex, one can refer the
original work [15]. Diagram a of this figure illustrates the flat struc-
ture of the LDA. Diagram b shows three word simplexes labeled
as Level 1 to 3, and each of them can correspond to a topic distri-
bution. By implementing a tree topology, the correlation between
these topics is established via a tree structure. If the LDA model
is a mixture model, the hLDA can be treated a compund model of
multiple mixture models. Diagram c is an example of tree struc-
ture of the topic distributions. If each node of the tree represents a
topic, the tree’s level indicates the topic level, correspondingly. The
edges between the tree nodes represent the correlations of topics in
different levels. Traveling the tree from the root (labeled as level 1
in the diagram c) to a leaf node (labeled as level 3 in this diagram),
a document (or a sentence in our particular case) is assigned to the
path [52].
Based on the analysis results in the literature review and re-
search questions discussed in previous chapters, the hLDA models
satisfy the basic technical aspects required in this research. Those
basic technical aspects include a fully Bayesian topic modeling mech-
anism and a hierarchical structure of the latent topics to capture
the contextual information of a document. Moreover, as we dis-
cussed previously, the contextual information also needs to include
the information of word associations that appear as the lexical co-
occurrence in a string of text. However, both the LDA and hLDA
models are established based on the strategy of "bag-of-words".
Therefore, an extra mechanism needs to consider to integrate the
concept of n-gram in language modeling into the hierarchical topic
modeling. The LDA-HMM [16], the structured topic modeling [36],
and the topical n-gram model [37] provide such mechanism to in-
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Figure 3.1: The geometric interpretation of the LDA (shown in the
diagram a of this figure) and hLDA (shown in the diagram b of this
figure) with an example of tree topology for topic hierarchy (shown
in the diagram c of this figure).
corporate the latent topic with n-grams.
In order to fulfill the particular technical requirements of multi-
document summarization, a novel model was established upon the
hLDA and the topical n-gram models. Details about this model and
the algorithms for parameter estimation can be found in publication
(P5). Here a summary of the technical design is given to answer the
research question RQ3.1.
As we discussed before, the purpose for developing this contex-
tual topic model (CTM1) is to establish a mechanism that can in-
corporate the concepts of hierarchical latent topics into n-grams to
indicate the topic hierarchies with respect to the word dependency.
One of main applications for this model is multi-document sum-
marization. In our model, the idea of the original topical n-gram
model is extended to include the hierarchical topics for capturing
the topic hierarchies within word dependencies. In addition, our
1Note: this acronym is the same as the correlated topic model in [50], but the
proposed model (contextual topic model) in this thesis is totally different from the
one introduced by Blei [50].
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One of main applications for this model is multi-document sum-
marization. In our model, the idea of the original topical n-gram
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model simplifies the sampling process of the probability distribu-
tions for the lexical co-occurrence of words by integrating the level
distributions with a bigram distribution indicator from a Bernoulli
distribution, rather than bring another latent topic distribution for
the bigram modeling, which is the approach adapted in the topical
n-grams [37].
The collapsed Gibbs sampling algorithm [55] is employed in this
model to sample the path c and the level allocations to topic zc,n
in those paths where zc,n is allocated. For the procedures of the
generative modeling, one can refer to publication (P5) for the de-
tails about the process of a sentence generation. Chapter 5 shows
the graphical representation of this model and discusses the factor-
ization of the joint distribution of the latent topics, word observa-
tions, path allocations, and word dependencies, and then follows
the discussion about the parameters estimation and held-out test-
ing of model perplexity for evaluating this model. The purpose of
this evaluation is to quantitatively investigate the proposed model,
CTM, whether or not outperform the hLDA and LDA model. The
details about this held-out testing can be found in publication (P5).
In order to employ this model for the tasks of multi-document
summarization, a mechanism has to be established to integrate the
features provided by the CTM into a summarization system. As a
common and effective approach for better results in practical ap-
plications, such as the information retrieval and extractive based
multi-document summarization, most of these models chose a lan-
guage model, such as the query likelihood model [6], as the frame-
work to integrate the features of topic modeling into the prac-
tical applications. In this thesis, both query-likelihood language
model [6] and relevance language model [8, 48] (see Chapter 5 for
details about the relevance model) are used as the language mod-
eling frameworks to support the integration of the features of our
proposed models (e.g., the CTM) into the summarization system.
The experimental results were reported in this thesis and the de-
tailed discussions for those experiments were also given in publica-
tion (P5).
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Another aspect of this technical design is about the sentence or-
dering for generating coherent summaries. Again, the hLDA model
is the basic technique employed in this research to perform the task
of ordering sentences. A novel Bayesian hierarchical topic model,
namely Hierarchical Sentence Coherence Topic Model (HSCTM),
has been established for solving the problem of sentence ordering.
The detailed technical design about this model was reported in pub-
lication (P6). Here a summary is given for answering the research
question RQ3.2.
Normally, coherent sentences connect topics consistently and fo-
cus on the important content. An important idea is described in a
topic sentence and supported by details in a paragraph. Thus, a hi-
erarchical relationship between topics and subtopics may reveal the
connections of sentences in documents. The higher level of topics
in this hierarchy may represent more general ideas presented in the
content of documents, and lower level of topics may describe more
specific content. Sentences sharing these relevant topics normally
tend to appear together [56]. Based on this hypothesis, it is possible
to group sentences under the same topic hierarchy and catch the
sentence ordering from the hierarchical relationships between top-
ics. Thus, the problem of how to discover sentence ordering can be
transferred to the problem of how to learn the topic hierarchy from
documents.
To deal with the problem of learning the topic hierarchy from
documents, a hierarchical Latent Dirichlet Allocation (hLDA) model
[52] is employed to organize topics into a hierarchy. The nested
Chinese restaurant process (nCRP) is used to sample the prior on
tree topologies for topic allocation. In this hierarchical structure,
each node is associated with a topic, which is sampled over words.
Along a path from the root node to a leaf node, the model can
generate a sentence by repeatedly sampling topics, and then sam-
pling the words from the selected topics. The nCRP provides a
tree topology. A general topic is closer to the root than a specific
one. Following this tree topology, a sentence that consists of more
general topics normally has a shorter path and its average sum of
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model simplifies the sampling process of the probability distribu-
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Another aspect of this technical design is about the sentence or-
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tree topologies for topic allocation. In this hierarchical structure,
each node is associated with a topic, which is sampled over words.
Along a path from the root node to a leaf node, the model can
generate a sentence by repeatedly sampling topics, and then sam-
pling the words from the selected topics. The nCRP provides a
tree topology. A general topic is closer to the root than a specific
one. Following this tree topology, a sentence that consists of more
general topics normally has a shorter path and its average sum of
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levels for corresponding topics is small. If a sentence includes more
specific topics, it will have a longer path in this tree. In addition,
each level assignment of the topic that associates with an individual
word in a sentence can also be used to determine the entire level of
the sentence.
For an empirical study of multi-document summarization in
mobile learning settings, a prototype summarization system was
designed and employed our proposed models to generate a coher-
ent summary efficiently and efficiently. The details about the sys-
tem implementation will be discussed in following section.
3.1.2 System implementation
As a quantitative and experimental method, a prototype applica-
tion in automatic text summarization has been designed and de-
veloped to provide a framework for evaluating the proposed ap-
proach in text summarization and investigating the algorithms in
Bayesian based topic models. Normally, an automatic text summa-
rization system consists of four main components: document pre-
processing, language modeling framework, Bayesian based topic
model, sentence ranking and redundancy removing and summary
generation. The main components designed and implemented in
this prototype system were discussed both in publication (P7, p.
16) and in Chapter 5. The figure 6 in (P7) illustrated a system ar-
chitecture that specifies a particular language modeling technique,
which is the query likelihood language model as component two,
and a particular topic model, topical n-grams as component three.
Figure 5.1 in Chapter 5 illustrated a more common system archi-
tecture. This figure only shows a common type of summarization
system. Components 2 and 3 may implement different language
modeling frameworks and Bayesian topic models, which depend on
what kind of language modeling and topic modeling techniques are
studied and evaluated in the different experiments reported in this
thesis. The query-likelihood language model is the most common
one used in the summarization. In order to evaluate the effective-
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ness of various summarization systems and discover an optimum
solution, the relevance based language model [48] is also employed
in component 2. In addition, a novel hierarchical topic model, the
contextual topic model, reported in publication (P5), is also im-
plemented in component 3. Corresponding experiments and their
results are reported in publications (P1, P2, P3, P4, and P5).
Furthermore, as quantitative methods, test, observational stud-
ies, and experiments with human participants have been conducted
in this research to identify the effectiveness of the automatic text
summarization in mobile learning context. In order to find the im-
pact of the summarization on mobile learning, a practical appli-
cation that applied this prototype summarization system has been
developed and implemented to collect data to perform the empir-
ical analysis in mobile learning settings. The analysis results and
findings answered the research questions RQ2.1, RQ2.2, and RQ2.3,
and were reported in the publications (P1, P2, P4).
Table 3.1 summarizes the research methods used when answer-
ing each research question and publications as well as described in
the sections of this thesis.
3.2 DATA SETS
Four data sets are used in this research. One data set is obtained
from the DUC for training our proposed summarization models
and algorithms, and evaluating the performance of summarization
system that employed those models and algorithms discussed in
this research. Another data set is built from text contents of learning
materials for empirical study and learning achievement evaluation.
In addition, a dataset for learner’s profile is obtained from a learn-
ing management system (LMS), like Moodle. The datasets from
DUC 2005 and DUC 2006 tasks are mainly for the query-focused
multi-document summarization performance evaluation. The data
in DUC2005 corpus are used for model development and training;
the data in DUC2006 corpus are used for testing and comparison
with literature results. There are 50 document clusters in each cor-
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Table 3.1: Relationships of research questions and methods to the
sections and publications.
Research Method Chapter Publications
Question in Thesis
RQ1 Literature review 2.1, 2.2, 2.3 (P1, P2, P3,
P4, P7)
RQ2.1 Literature review,
quantitative analysis,
experiment,
constructive research 3, 5 (P1, P2, P4)
RQ2.2 Same as RQ2.1 3, 5 (P1, P2, P4)
RQ2.3 Same as RQ2.1 3, 5 (P1, P2, P4)
RQ3.1 Literature review,
quantitative analysis,
data analysis,
experimental research 3, 5 (P4, P5, P6)
RQ3.2 Literature review,
quantitative analysis,
data analysis,
experimental research 3, 5 (P6)
RQ3.3 Literature review,
quantitative analysis,
experimental evaluation 3, 5 (P3)
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pus. Each document cluster contains 25 news articles selected from
TREC and AQUINT, and each cluster is associated with a topic de-
scription. The topic description in each cluster is used as the orig-
inal query for training the relevance model and topic models and
ranking the sentences as well. These two corpora are used in the
experiments performed in (P1, P4, P5, and P6).
Other two data sets, NIPS corpus and Seafood2 corpus, are used
to perform the model perplexity held-out testing. The NIPS data
set contains 1,732 conference papers with 46,874 unique terms from
NIPS conferences between the years 1987 and 1999. The Seafood
corpus is a smaller data set, and includes 156 text documents with
13,031 unique terms. The content of those data is about seafood
industries.
In learning content corpus, university-level e-learning courses,
namely Environmental Studies and Introduction to Computing and In-
formation Systems are used as datasets in the experiments reported
in (P1, P2, and P3) for empirical studies and practical applications.
In Introduction to Computing and Information Systems course content,
there are 82 text modules with an average of 1,460 words per mod-
ule, and total 119,640 words in the entire content collection (after
removing the stop words). It includes 2,401 sentences and has 2,671
unique words as the vocabulary. This course content based corpus
is used in the experiments reported in (P1, P3). The learner pro-
file dataset is used for user model sampling only in the experiment
reported in (P3).
The course Environmental Studies includes 144 external web pages
as external reading materials. All reading materials are text based
contents with total 2,461 sentences and 36,054 words. The average
number of sentences is around 17 per article. This dataset is used
in the experiment reported in (P2).
2The Seafood dataset can be downloaded from http://users.iit.
demokritos.gr/~izavits/datasets/Seafood_corpus.zip
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3.3 EXPERIMENT SETTINGS
There are mainly two types of experiments performed in the re-
search reported in this thesis. One focuses on the evaluation of the
performance of summarization. Another one concentrates on the
empirical studies of the summarization systems in mobile learning
settings. The evaluation of the summarization performance usually
makes use of the notations of recall and precision with a standard
evaluation toolkit: ROUGE [31] recommended by DUC (now TAC).
In addition, a perplexity held-out testing is also given for evaluating
the proposed topic model (the CTM) quantitatively. The empirical
studies include human participated testing over prototype applica-
tions.
3.3.1 Experiment settings for mobile learning environments
The experiment conducted in the research reported in (P1) was the
most important one. The results of that experiment answered the
research questions RQ1 and RQ2 and scoped the context of the en-
tire research. They verified our hypothesis of the effectiveness of
automatic text summarization in mobile learning settings and mo-
tivated further studies for seeking more effective models and algo-
rithms to improve the performance of summarization, eventually
benefitting mobile learning.
To assess the learning achievements, following tasks were per-
formed in this experiment. First, a practical application in mobile
learning was designed and used to conduct the experiment that
compared full text to automated summaries of this full text. Second,
twenty-five participants were carefully chosen for this experiment.
They were adults ranging from 25 to 40 years old and included
non-IT staff members from a dot-com company in Canada. Third,
a simple quiz with five multiple-choice questions was designed in
which each question assessed a major concept of the selected learn-
ing module. Fourth, five experimental treatments were designed
and participants were divided into five groups, where each group
had five people who used an iPad2 to read the content and an-
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Table 3.2: The five treatments used in the experiment reported in
(P1).
Treatments Description
Full text Show users the full text of the learning contents
in a mobile device (e.g. iPad2 in this case).
The lengths of the learning contents ranged
from 1,308 to 1,556 words.
Summary of Display the generated summary as a 400 words
400 words paragraph in the mobile device (use the same
iPad2 in this case).
Summary of Display the generated summary as a 250 words
250 words paragraph in the mobile device (use the same
iPad2 in this case).
Summary of Display the generated summary as a 100 words
100 words paragraph in the mobile device (use the same
iPad2 in this case).
No Summary Display the question and 4 multiple-choice
answers without any summary in the mobile
device (use the same iPad2 in this case).
swer the same five questions. Each participant was assigned only
one treatment and was allowed to do the quiz only once. The first
group was given 100-word summary, the second group was given
250-word summary, the third group was given 400-word summary,
and the fourth group was given the original text content. The fourth
group acted as the control group. The fifth group was given only
questions without any summary. Table 3.2 lists the treatment set-
tings. For more details about this experiment, one can refer to the
original work (P1).
3.3.2 Experiment settings for multi-document summarization
The experiments reported in papers (P4, P5, P6) used ROUGE (Lin,
2004), the official evaluation toolkit for text summarization in DUC,
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to evaluate the performance of our summarization systems. The
evaluation metrics: ROUGE-1, ROUGE-2, and ROUGE-SU4 were
investigated during those experiments, and the average recall val-
ues of these metrics were reported in those experiments. The stan-
dard recall values were computed using the ROUGE software toolkit,
and the results were reported in (P4, P5, P6) with corresponding
system comparisons.
3.3.3 Experiment settings for model perplexity
In order to evaluate our contextual topic model quantitatively, a
widely accepted measure, namely perplexity of a held-out test set,
is used to measure the quality of the model proposed in the research
reported in publication (P5). The perplexity is a monotonically de-
creasing function with respect to the likelihood of the test data. It
is the exponent of the cross entropy of the data, and can be defined
as:
perplexity
(
Pemp, q
)
= exp
(
−
M
∑
d=1
logPemp (wd)
Nd
)
(3.1)
Pemp (wd) is the test data likelihood that is estimated by the contex-
tual topic model that was generated using training data set. Based
on this definition, a lower perplexity value indicates better predic-
tive performance of the model.
In our experiment, the NIPS corpus is used to perform the
model training and held-out test. The NIPS data set contains 1,732
conference papers with 46,874 unique terms from NIPS conferences
between the years 1987 and 1999. 10% of the data is held out for test
purpose, and remaining 90% of the data is used for training the con-
textual topic model. AQUNIT dataset in DUC 2006 corpus is also
used for evaluating the model perplexity. The DUC 2006 corpus
contains 750 news articles with 23,663 unique terms from the As-
sociated Press and New York Times (1998-2000) and Xinhua News
Agency (1996-2000). The Seafood corpus is a smaller data set, and
includes 156 text documents with 13,031 unique terms. The con-
tents of that data are about seafood industries. The experimental
34 Dissertations in Forestry and Natural Sciences No 150
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results were reported in publication (P5).
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4 Publication Overview
This chapter summarizes the contributions of the original publi-
cations (P1-P7). The work mainly focuses on automatic text sum-
marization in content processing of mobile learning (P1-P3). Fur-
thermore, in order to enhance summarization performance to align
content size to match various mobile characteristics effectively, the
research is extended towards natural language processing for study
of models and algorithms used in text summarization (P4-P6). In
addition, an introduction of automatic text summarization for ubiq-
uitous learning is given in publication (P7).
The first paper (P1), titled "The Effectiveness of Automatic Text
Summarization in Mobile Learning Contexts", established the research
context for the entire thesis. Based on the analysis of previous liter-
ature, this work proposed the study of automatic text summariza-
tion for content processing in mobile learning context. It answered
the research question 2 (RQ2.1, RQ2.2, and RQ2.3) and contributed
to the research of mobile learning, especially to the content process-
ing, in following aspects:
1. Based on the literature review, this paper seems to be one of
the first publications that reports the quantitative analysis of
the effectiveness of automatic text summarization for content
processing within the context of the mobile learning settings.
Furthermore, it identifies the optimal compression rate of text
content that satisfied learning achievements and at the same
time aligned the content size with unique characteristics of
mobile devices as well.
2. It verifies our hypothesis that the automatic text summariza-
tion is such a kind of technology that can benefit mobile learn-
ing significantly. On the other hand, the particular application
of text summarization, which is implemented in this research
as a proof of concept prototype for content processing in mo-
bile learning context, gives rise to new requests for the text
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summarization and motivates further research in this field to
seek better models, algorithms, and systems.
3. The findings of this work indicate that properly summarized
learning content is not only able to satisfy learning achieve-
ments, but also able to align content size with the unique char-
acteristics and affordances of mobile devices.
4. Implications of this work can be categorized within the per-
spectives of mobile learning, reading comprehension, peda-
gogical invitations, and summary writing.
(a) In mobile learning, based on the conclusion of Pieri and
Diamantini’s research (p. 190) [57] and the findings from
our own experiment, our summarization approach may
provide an appropriate solution for constructing mobile
learning contents, and eventually, may have significant
implications for solving the problems of content process-
ing in mobile learning.
(b) From the perspective of enhancement of reading compre-
hension, indicating important information and summa-
rizing contents demonstrated in our summarization so-
lution point to a means to significantly improve mobile
learning efficacy. According to the research results from
the National Institute of Child Health and Human De-
velopment (2000, p. 4-42) [58], making learners aware of
explicit structure in information by semantic organizers
and summarizers is a good strategy to "improve compre-
hension in normal readers".
(c) Considering the implications from a pedagogical per-
spective, automated summaries can be treated as addi-
tional pedagogical invitations because texts of summaries
that come from learning content already have teacher’s
pedagogies embedded in them [59]. As a kind of peda-
gogical invitations, the automatic summarizing provides
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learners immediate feedback and allows them to collab-
orate with each other easily in a mobile environment.
(d) From the perspective of summary writing, the summa-
rization system developed in this research has simulated
this process and demonstrated how to effectively delete,
substitute, and keep information, and effectively iden-
tify topics, critically indicate important words or sen-
tences and specify structure in discourse. Considering
the implication from the perspective of students who
learn summary writing, our summarization system could
be used as a simulator to demonstrate the process of the
summary writing to students and indicate the important
ideas and keywords to them in the learning contents to
facilitate their summary writing process.
The methods and dataset used in the experiments conducted in this
research have been discussed in the previous chapter. The exper-
imental results are analyzed by using both quantitative and qual-
itative methods. The findings of this work are also explained in
chapter 6.
The second paper (P2) , titled "Chunking and extracting text con-
tent for mobile learning: A query-focused summarizer based on relevance
language model", discusses a statistical language modeling based
multi-document summarization system for mobile learning. It de-
scribes an empirical experiment which evaluated our hypothesis
that the automatic text summarization could be a suitable approach
to addressing the problems of content processing in mobile learn-
ing. The experimental results have demonstrated that the system
is able to extract important information effectively from learning
contents contained in real course materials.
Although the results of this experiment show that our language
modeling based summarization system can identify word similar-
ity effectively and can retrieve many relevant topics and important
sentences from multiple documents, there are still a few irrelevant
terms and sentences selected by this model. This irrelevance brings
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learn summary writing, our summarization system could
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language model", discusses a statistical language modeling based
multi-document summarization system for mobile learning. It de-
scribes an empirical experiment which evaluated our hypothesis
that the automatic text summarization could be a suitable approach
to addressing the problems of content processing in mobile learn-
ing. The experimental results have demonstrated that the system
is able to extract important information effectively from learning
contents contained in real course materials.
Although the results of this experiment show that our language
modeling based summarization system can identify word similar-
ity effectively and can retrieve many relevant topics and important
sentences from multiple documents, there are still a few irrelevant
terms and sentences selected by this model. This irrelevance brings
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’noise’ to the retrieval processing and eventually affects the perfor-
mance of the summarization. This is one of the main limitations of
this system, and it lines up a right direction to us for seeking more
efficient models and algorithms in text summarization to improve
the performance.
In addition, our system produces a generic summary for all
learners without considering their learning preferences, interest,
and prior knowledge, which are factors somehow can impact learn-
ing performance significantly. Without involving these factors, a
generic summary might be insufficient to meet a variety of expecta-
tions from different learners. From education perspective, it could
be useful for better learning performance if a summarization sys-
tem can take account of these factors during summary processing.
From perspective of the development of summarization system,
these factors are important features that can be used to model a
summarization system and eventually to enhance the performance
of summarization. Hence, research on how to condense learning
contents properly and effectively so as not to lose the meaning yet
produce a personalized summary would have great potential for
education technology in mobile learning.
By analyzing the experimental results of the second paper, two
tasks have been identified for this research. One task is to address
an approach to personalize the summary, and its results have been
reported in the third paper (P3). Another one is to seek more effec-
tive or significant models and algorithms in text summarization to
improve the preciseness of the word similarity, and its results have
been reported in the forth and the fifth paper (P4, P5).
In order to take learner’s interest and prior knowledge into ac-
count, a user model is reported in third paper (P3) (titled "Person-
alized Text Content Summarizer for Mobile Learning: An Automatic Text
Summarization System with Relevance Based Language Model") that has
been constructed by using a multiple Bernoulli distribution within
a language modeling framework [60, 61]. The idea came from the
analysis of literature in personalized summaries [62], the collab-
orative topic regression (CTR) model [63], and Bernoulli model
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in language modeling, and the reasons for selecting the multiple
Bernoulli model to perform this task are explained in the paper
(P3). Furthermore, literature in language modeling encouraged us
to build a linear model to integrate this multiple Bernoulli based
user model into the relevance model [6, 8, 11, 48, 60] for a learner
specific summarization system.
One of the contributions of this paper is that it proposed a suit-
able approach that used the multiple Bernoulli in language mod-
eling to model a user’s profile and evaluated our hypothesis that
words or terms that appear in a learner’s profile can imply the
learner’s interest towards certain course or study.
Another contribution of this paper is that it reported the en-
hanced version of the prototype system introduced in (P2) and the
improvements in the summarization performance. The experimen-
tal results have demonstrated that the system is able to generate
learner specific summaries effectively from a large size of learning
contents. This performance gain verified our hypothesis that rich
relevance of topics explored by the relevance model and the spe-
cific information provided by the user model can benefit the sum-
marization. Nonetheless, this work indicated that specific learner’s
interest to the contents and prior knowledge are useful for the im-
provement of the summarization performance. However, due to
the inadequate improvement in summarization performance and
the extreme difficulty in building a user model to include all of
the essential information accurately, more work needs to focus on
the models and algorithms for better similarity measurement and
relevance evaluation to justify the importance of sentences in sum-
marization. Further, the models used in this work have a signifi-
cant weakness because of the strong assumption about the indepen-
dence between words in a string of text. They are established based
on the "bag-of-words" simplification to generate summaries with-
out considering the lexical co-occurrence in a string of text. Lexical
co-occurrence, however, not only conveys important grammatical
information and lexical meaning, but also specifies the context in
which words appear. This contextual information is helpful to im-
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tive or significant models and algorithms in text summarization to
improve the preciseness of the word similarity, and its results have
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In order to take learner’s interest and prior knowledge into ac-
count, a user model is reported in third paper (P3) (titled "Person-
alized Text Content Summarizer for Mobile Learning: An Automatic Text
Summarization System with Relevance Based Language Model") that has
been constructed by using a multiple Bernoulli distribution within
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orative topic regression (CTR) model [63], and Bernoulli model
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in language modeling, and the reasons for selecting the multiple
Bernoulli model to perform this task are explained in the paper
(P3). Furthermore, literature in language modeling encouraged us
to build a linear model to integrate this multiple Bernoulli based
user model into the relevance model [6, 8, 11, 48, 60] for a learner
specific summarization system.
One of the contributions of this paper is that it proposed a suit-
able approach that used the multiple Bernoulli in language mod-
eling to model a user’s profile and evaluated our hypothesis that
words or terms that appear in a learner’s profile can imply the
learner’s interest towards certain course or study.
Another contribution of this paper is that it reported the en-
hanced version of the prototype system introduced in (P2) and the
improvements in the summarization performance. The experimen-
tal results have demonstrated that the system is able to generate
learner specific summaries effectively from a large size of learning
contents. This performance gain verified our hypothesis that rich
relevance of topics explored by the relevance model and the spe-
cific information provided by the user model can benefit the sum-
marization. Nonetheless, this work indicated that specific learner’s
interest to the contents and prior knowledge are useful for the im-
provement of the summarization performance. However, due to
the inadequate improvement in summarization performance and
the extreme difficulty in building a user model to include all of
the essential information accurately, more work needs to focus on
the models and algorithms for better similarity measurement and
relevance evaluation to justify the importance of sentences in sum-
marization. Further, the models used in this work have a signifi-
cant weakness because of the strong assumption about the indepen-
dence between words in a string of text. They are established based
on the "bag-of-words" simplification to generate summaries with-
out considering the lexical co-occurrence in a string of text. Lexical
co-occurrence, however, not only conveys important grammatical
information and lexical meaning, but also specifies the context in
which words appear. This contextual information is helpful to im-
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prove the evaluation of the sentence importance in multi-document
summarization [32]. This motivated us to seek an alternative topic
model that supports more informative "contextual topics" for multi-
document summarization so as to identify salient sentences more
effectively.
The fourth paper (P4), titled "A Contextual Query Expansion Based
Multi-document Summarizer for Smart Learning", describes our pro-
posed approach, which is a compound model of the topical n-
grams model [37] and query-likelihood model [11] in information
retrieval, and reports the solution to the problems discussed in (P3).
Compared to the previous study, the methodology has been en-
hanced by adapting the topic n-grams model with a query expan-
sion algorithm to capture the contextual information conveyed by
word association that appears as the lexical co-occurrence. The ex-
perimental results are evaluated by using ROUGE [31]. In addition,
a prototype software application has been developed for an em-
pirical experiment in smart learning environment in which digital
devices, learning content (especially Web based learning content),
and software are combined together for a more effective and inter-
active learning setting.
In this work, our proposed compound model has shown sig-
nificant performance gains over the baseline system, which is the
query likelihood model with Dirichlet smoothing [11]. One of the
contributions of this work is that the method for integrating two
models is suitable for addressing the problem of multi-document
summarization in this study. Another contribution is that this study
verifies our hypothesis that the contextual information conveyed
with the lexical co-occurrence (or word order) is very helpful to
improve summarization performance. Although the experimental
results have demonstrated that the summarization performance of
our system is very close to the benchmark systems in DUC2006,
our system proposed in this work does not perform beyond them.
A possible reason is that the ranking algorithm applied in our com-
pound model might be biased in favour of query likelihood with
expansions that come from the topic n-grams model. The topics
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or topical phrases are generated based on a training corpus, but
the query likelihood model is an ad-hoc approach and does not
need training process. Therefore, there is a very likely potential that
the query terms are less relevant to the generated topics. Previous
experiments in information retrieval show that selecting irrelevant
terms as query expansion can decrease the retrieval precision. It is a
major flaw of this work, and this inadequacy directs us to focus on
the problem of relevance analysis to indicate the topics with high
likelihood to the query. In addition, insufficiency of summariza-
tion performance gains obtained in this work leads us to seek more
advanced techniques in topic modeling and plausible methods of
model integration to enhance the system performance significantly.
The fifth paper (P5), titled "A Novel Contextual Topics for Multi-
document Summarization", focuses on a Bayesian hierarchical topic
model with the consideration of lexical co-occurrence captured by
an n-gram language model, and provides further discussion on the
"contextual topics" in multi-document summarization. This paper
proposes a novel approach that is built upon a combination of the
hierarchical Latent Dirichlet Allocation model (hLDA) [52] and the
topical n-grams model [37]. The new model extends the topical
n-grams model to include the hierarchical topics for capturing the
topic hierarchies and word dependencies. Since both the topic hier-
archies and the lexical co-occurrences are related to the context of
documents, the topics captured with this contextual information are
described as contextual topics in this study, and the corresponding
model is called contextual topic model. These contextual topics are
important features that are not only helpful for determining simi-
larities in sentence ranking but also useful for justifying the topical
coherences in sentence selection. More importantly, these contex-
tual topics are smoothly integrated with the relevance at both term
level and sentence level.
Relevance-based language model [8] is a Bayesian based gen-
erative language model mainly for applications of information re-
trieval. It addresses the problem that the automatic query expan-
sion is conceptually difficult to be integrated into the language-
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devices, learning content (especially Web based learning content),
and software are combined together for a more effective and inter-
active learning setting.
In this work, our proposed compound model has shown sig-
nificant performance gains over the baseline system, which is the
query likelihood model with Dirichlet smoothing [11]. One of the
contributions of this work is that the method for integrating two
models is suitable for addressing the problem of multi-document
summarization in this study. Another contribution is that this study
verifies our hypothesis that the contextual information conveyed
with the lexical co-occurrence (or word order) is very helpful to
improve summarization performance. Although the experimental
results have demonstrated that the summarization performance of
our system is very close to the benchmark systems in DUC2006,
our system proposed in this work does not perform beyond them.
A possible reason is that the ranking algorithm applied in our com-
pound model might be biased in favour of query likelihood with
expansions that come from the topic n-grams model. The topics
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or topical phrases are generated based on a training corpus, but
the query likelihood model is an ad-hoc approach and does not
need training process. Therefore, there is a very likely potential that
the query terms are less relevant to the generated topics. Previous
experiments in information retrieval show that selecting irrelevant
terms as query expansion can decrease the retrieval precision. It is a
major flaw of this work, and this inadequacy directs us to focus on
the problem of relevance analysis to indicate the topics with high
likelihood to the query. In addition, insufficiency of summariza-
tion performance gains obtained in this work leads us to seek more
advanced techniques in topic modeling and plausible methods of
model integration to enhance the system performance significantly.
The fifth paper (P5), titled "A Novel Contextual Topics for Multi-
document Summarization", focuses on a Bayesian hierarchical topic
model with the consideration of lexical co-occurrence captured by
an n-gram language model, and provides further discussion on the
"contextual topics" in multi-document summarization. This paper
proposes a novel approach that is built upon a combination of the
hierarchical Latent Dirichlet Allocation model (hLDA) [52] and the
topical n-grams model [37]. The new model extends the topical
n-grams model to include the hierarchical topics for capturing the
topic hierarchies and word dependencies. Since both the topic hier-
archies and the lexical co-occurrences are related to the context of
documents, the topics captured with this contextual information are
described as contextual topics in this study, and the corresponding
model is called contextual topic model. These contextual topics are
important features that are not only helpful for determining simi-
larities in sentence ranking but also useful for justifying the topical
coherences in sentence selection. More importantly, these contex-
tual topics are smoothly integrated with the relevance at both term
level and sentence level.
Relevance-based language model [8] is a Bayesian based gen-
erative language model mainly for applications of information re-
trieval. It addresses the problem that the automatic query expan-
sion is conceptually difficult to be integrated into the language-
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modeling framework [6] and provides a framework to support query
expansion techniques in language modeling. Experiment results
have demonstrated that the relevance-based language model out-
performed the query likelihood model [8] and have justified that
the relevance-based language modeling is a suitable solution for in-
tegrating different models into the language-modeling framework.
In addition, other researchers have also reported that the relevance-
based models are better suited to summarization task [64] and text
segmentation [65].
The first contribution of this work is that it proposes a novel
Bayesian-based hierarchical topic model that incorporates the con-
cept of word dependency (or word association), which appears as
the lexical co-occurrence, into the latent topics that are allocated in
a hierarchical structure. The addressed approach has verified our
hypothesis that the contextual information conveyed by the lexical
co-occurrence is helpful to justify the relevance and similarity of
sentences in multi-document summarization.
The second contribution of this work is that it performs a com-
plete system comparison to evaluate the performance. The analy-
sis results indicate our model is comparable to the state-of-the-art
summarization systems, and outperforms the benchmark systems
on all major recall metrics of ROUGE-1, ROUGE-2, and ROUGE-
SU4. Further, the pairwise comparisons are given to illustrate the
proportion of performance gains achieved in this model against the
baseline model.
The third contribution of this work is that a fully mathematical
basis of the relevance model was established, which has not been
done before, by using Bayes’ rule and chain rules in probability the-
ory. Details about this analysis can be referred in Chapter 5 section
5.2. In addition, this work provided detailed analysis (reported in
(P5) section 3.2) about the Gibbs EM algorithm for parameters θ, ψ,
and φ, which is an essential step for a generative model in Bayesian
domain, and follows a fully mathematical analysis (reported in sec-
tion 3.2 of (P5)) for the posterior inference of the contextual topic
model.
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Although the gain of the summarization performance is sig-
nificant, this model mainly focuses on the problem of how to de-
termine the relevance of sentences from multiple documents, and
lacks sufficient attentions to the problem of how to make the sum-
mary sentences ordered properly. Based on the previous research
[56, 66, 67], the sentence ordering is a very important but difficult
task in multi-document summarization. In addition, considering
the practical applications of summarization in education, generat-
ing a more readable summary is a very important aspect that can
directly affect learning experience. To produce a coherent summary
and eventually enhance the performance and the learning experi-
ence, the problem of the sentence ordering needs to be considered.
Thus, this problem is discussed in the sixth paper of this thesis.
The sixth paper (P6), titled "Enhancing Sentence Ordering by Hier-
archical Topic Modeling for Multi-document Summarization" discusses
the coherence problem that arises in multi-document summariza-
tion. Here, a novel approach has been proposed to address the
problem of the sentence ordering to identify better sentence orders
in generated summaries. The idea came from the previous research
[56, 66] that indicated the importance of the topical relatedness in
the evaluation of sentence ordering, and from an intuition that an
important concept is described in a topic sentence and supported
by the following details discussed in the same paragraph as well.
Therefore, a hypothesis given in this work is that a hierarchical
relationship between topics and subtopics may reveal the connec-
tions of sentences in documents. In addition, previous research [56]
identified that the sentences sharing these relevant topics normally
tend to appear together. Considering the significant achievement of
the Bayesian based topic modeling in the research of natural lan-
guage processing and machine learning, our model is built upon
the hierarchical Latent Dirichlet Allocation model (hLDA) [52] with
a hierarchical prior defined by nested Chinese Restaurant Process
(nCRP), which provides tree topologies for topics, and integrates
the concepts of topic over time (TOT) model [68]. By investigat-
ing hierarchical topics and their correlations, this model is able to
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the relevance-based language modeling is a suitable solution for in-
tegrating different models into the language-modeling framework.
In addition, other researchers have also reported that the relevance-
based models are better suited to summarization task [64] and text
segmentation [65].
The first contribution of this work is that it proposes a novel
Bayesian-based hierarchical topic model that incorporates the con-
cept of word dependency (or word association), which appears as
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domain, and follows a fully mathematical analysis (reported in sec-
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Although the gain of the summarization performance is sig-
nificant, this model mainly focuses on the problem of how to de-
termine the relevance of sentences from multiple documents, and
lacks sufficient attentions to the problem of how to make the sum-
mary sentences ordered properly. Based on the previous research
[56, 66, 67], the sentence ordering is a very important but difficult
task in multi-document summarization. In addition, considering
the practical applications of summarization in education, generat-
ing a more readable summary is a very important aspect that can
directly affect learning experience. To produce a coherent summary
and eventually enhance the performance and the learning experi-
ence, the problem of the sentence ordering needs to be considered.
Thus, this problem is discussed in the sixth paper of this thesis.
The sixth paper (P6), titled "Enhancing Sentence Ordering by Hier-
archical Topic Modeling for Multi-document Summarization" discusses
the coherence problem that arises in multi-document summariza-
tion. Here, a novel approach has been proposed to address the
problem of the sentence ordering to identify better sentence orders
in generated summaries. The idea came from the previous research
[56, 66] that indicated the importance of the topical relatedness in
the evaluation of sentence ordering, and from an intuition that an
important concept is described in a topic sentence and supported
by the following details discussed in the same paragraph as well.
Therefore, a hypothesis given in this work is that a hierarchical
relationship between topics and subtopics may reveal the connec-
tions of sentences in documents. In addition, previous research [56]
identified that the sentences sharing these relevant topics normally
tend to appear together. Considering the significant achievement of
the Bayesian based topic modeling in the research of natural lan-
guage processing and machine learning, our model is built upon
the hierarchical Latent Dirichlet Allocation model (hLDA) [52] with
a hierarchical prior defined by nested Chinese Restaurant Process
(nCRP), which provides tree topologies for topics, and integrates
the concepts of topic over time (TOT) model [68]. By investigat-
ing hierarchical topics and their correlations, this model is able to
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identify sentence ordering in a summary.
The first contribution of this work is that a new model based on
a Bayesian based topic hierarchy model has been proposed to solve
the problem of sentence ordering in multi-document summariza-
tion. The constraints of the sentence ordering in multi-document
summarization are learned from the topic hierarchies of documents.
The experimental results show that the topics and topic hierarchies
are important constraints for the ordering task. Both results from
human evaluation and ROUGE testing have indicated that our Hi-
erarchical Sentence Coherence Topic model (HSCTM) can success-
fully evaluate the sentence ordering and order sentences to generate
a summary with high coherence and sufficient cohesion.
As the second contribution, this work has performed a variance
analysis to evaluate significant differences in sentence orderings be-
tween the human and system evaluations. The analysis results not
only indicate that our proposed approach is suitable for the prob-
lem of the sentence ordering in multi-document summarization,
but also show disadvantages of the proposed model. One of the
main shortcomings is the lack of abilities to determine semantic dif-
ference or similarity between sentences when topic hierarchies dis-
covered in these sentences are layered at the same level so that there
is no distinction between the topics. The flaw of this work might be
a direction of further research in the area of sentence ordering, or
widely speaking, in the research field of information ordering.
The seventh paper (P7) introduced the utilities of technologies
in natural language processing (NLP), and summarized various
Bayesian topic models employed in developing plausible approaches
for summarization systems. It also outlined the essential compo-
nents for establishing a multi-document summarization system in
ubiquitous learning environments.
In order to obtain a better perspective for the development of
the entire research and interdependencies between various publi-
cations reported in this thesis, a diagram in Figure 4.1 is given as
follows to illustrate the correlations between papers with respect to
the research questions and findings reported in this thesis.
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Figure 4.1: The correlations between publications reported in this
thesis.
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identify sentence ordering in a summary.
The first contribution of this work is that a new model based on
a Bayesian based topic hierarchy model has been proposed to solve
the problem of sentence ordering in multi-document summariza-
tion. The constraints of the sentence ordering in multi-document
summarization are learned from the topic hierarchies of documents.
The experimental results show that the topics and topic hierarchies
are important constraints for the ordering task. Both results from
human evaluation and ROUGE testing have indicated that our Hi-
erarchical Sentence Coherence Topic model (HSCTM) can success-
fully evaluate the sentence ordering and order sentences to generate
a summary with high coherence and sufficient cohesion.
As the second contribution, this work has performed a variance
analysis to evaluate significant differences in sentence orderings be-
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widely speaking, in the research field of information ordering.
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for summarization systems. It also outlined the essential compo-
nents for establishing a multi-document summarization system in
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the entire research and interdependencies between various publi-
cations reported in this thesis, a diagram in Figure 4.1 is given as
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the research questions and findings reported in this thesis.
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Figure 4.1: The correlations between publications reported in this
thesis.
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5 System Design and Imple-
mentation
The text summarization system implemented in the research re-
ported in this thesis consists of four main components: document
pre-processing for identifying or removing stop words, segment-
ing sentences from documents, a language model, such as a query-
likelihood model or a relevance language model, a Bayesian topic
model, such as a LDA, hLDA, or topical n-grams model, ranking
sentences and removing redundancies and summary generation. A
high level view of the system architecture is shown in Figure 5.1.
This chapter discusses each component from the perspectives of
system design, plus detailed discussions of our proposed models
and algorithms from the perspectives of Bayesian hierarchical topic
modeling and n-gram language modeling.
Figure 5.1: The overall system architecture of the summarization
system reported in this thesis.
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5.1 MAIN COMPONENTS IN CONTEXTUAL TEXT SUMMA-
RIZATION
The first component is the document preprocessing. The features
of this component include segmenting a document into a set of
sentences. Then the system removes punctuations and labels stop
words in all sentences, and then stems words to increase the fre-
quency of similarity in word level. Note the stemming processing
(the Krovetz Stemmer1 was implemented in our system) was only
used in the experiments reported in the publications (P1, P2, and
P3) due to its side effect to the hierarchical topic models. Finally,
the system indexes sentences and marks the sequence number of
the sentence that appears in the document. The reason that the
system labels all the stop words in the corpus rather than deleting
them is due to the words in sentences are usually sampled as a bi-
gram distribution (or an n-gram distribution) instead of a unigram
in our proposed models. However, the word can be sampled as
a unigram if its immediately preceding term is marked as a stop
word or this word itself is the first term in the sentence. If the stop
words are removed from the corpus, those words that follow a stop
word mislead the n-grams model to sample it as a bigram with the
term that is actually not the immediate preceding. This component
was implemented using Java program.
The second component provides a mechanism to support user’s
information inquires to the summarization systems. In particular,
this process is essential for tasks of multi-document summariza-
tion because of the extreme difficulty in determining the sentence
relevance to the generated summary. For example, if a 250-word
summary was generated from a set of 250 documents, the average
number of words retrieved from each document is one. Therefore,
a query based sentence preselection must be performed in order
1This algorithm is adopted from INDRI project in Lemur. The origi-
nal author for this work is Bob Krovetz. One can find the original work
from indri::parse::KrovetzStemmer, which is a C++ program, in http://www.
lemurproject.org/indri/
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to generate a meaningful and coherent summary. The query can
be user’s information requests, which can be obtained through the
user’s interaction with the system, or topic terms or phrases, which
are generated by a topic model. On the other hand, this component
provides a language modeling framework to support the integra-
tion of the Bayesian topic model for sentence similarity evaluation
and ranking process. This component was also implemented using
Java program and the implementation of language modeling was
referenced the INDRI search engine from Lemur project2 and [46].
The third component adapts a topic model, such as the topical
n-grams used in publication (P4) and the contextual topic model
(CTM) employed in publication (P5). It provides an important pro-
cess for evaluation of the sentence similarity (or relevance) and ef-
fective expansion that can choose the topic words appropriately for
the context [46]. Two ways of using this component are reported
in this thesis. One way is using the generated topics as the query
expansion terms. However, doing this way needs an extra pro-
cess to remove some redundancies between original query terms
and the topic terms. The expected mutual information measure
(EMIM) [46] can be used to remove those redundant terms. An ex-
ample of this usage was reported in publication (P4). Another way
is directly ranking a sentence based on the topic probability values
of those terms appeared in this sentence. An example of this usage
was reported in publication (P5). The topic modeling framework
used in this thesis is based on MALLET [69] project3. The algo-
rithms of the topical n-grams and hLDA are implemented based
on MALLET as well, and the algorithms in the CTM and HSCTM
models were implemented by the author of this thesis using Java
program.
The forth component is used to rank selected sentences and re-
move redundant sentences from those selected sentences. The rank-
2The INDRI project in Lemur can be downloaded from
http://www.lemurproject.org/indri/
3McCallum, Andrew Kachites. “MALLET: A Machine Learning for Language
Toolkit.” http://mallet.cs.umass.edu. 2002.
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ing algorithms discussed in publications reported in this thesis are
implemented in this component. The feature of detecting and re-
moving redundant sentences is finished by the Maximal Marginal
Relevance (MMR) model [70] reported in (P4). In (P5), the pro-
totype system designed for the experiment detected sentence re-
dundancy based on the path assigned to the sentence and the level
allocated to each word observed in the sentence, rather than im-
plementing the MMR model to reduce redundant sentences during
the summary generation. This component is important for multi-
document summarization due to similar sentences can be found in
various documents, and this situation can easily bring redundancy
into the generated summary. After this process, the sentences with
the highest ranking scores and the lowest redundancy are selected
to create a final summary.
The implementation of the summary generation, including the
sentence ranking algorithms and sentence redundancy processing,
was designed and developed by the author of this thesis using Java
programming language. The implementation of MMR was adapted
from the Lemur project4 .
Section 5.1 introduced the features of each component from the
perspective of system architecture. Following sections will discuss
the models or algorithms that are adapted in each component. Sec-
tion 5.2 discusses the relevance language model, which is the lan-
guage modeling framework employed in the summarization sys-
tems reported in this thesis, and gives a fully mathematical proof,
which is not provided by the original work [8, 48], but is impor-
tant to support this relevance language model. Then section 5.3
and 5.4 focus on our proposed models, which were implemented
in the third component. The models or algorithms implemented in
the other components have already been discussed thoroughly in
literatures.
4The Lemur Toolkit is version 4.12, released 06/21/2010, can be found in http:
//www.lemurproject.org/lemur.php
52 Dissertations in Forestry and Natural Sciences No 150
System Design and Implementation
5.2 RELEVANCE LANGUAGE MODEL
Relevance-based language model, a Bayesian generative model pro-
posed by Lavrenko et al. [8], presented a theoretical justification for
estimating relevance, which was based only on user’s query and
document corpus. The model is built upon the assumption that
both query and documents are sampled from the same unknown
relevance model, denoted as R. Given the query Q = {q1, q2, ..., qk},
the probability of sampling a word w randomly from the relevance
model R can be expressed as p (w|Q,R). Using Bayes’ rule and
chain rules, the probability distribution for the word w can be pre-
sented as follows:
p (w|Q,R) = p (Q|w,R) p (w|R)
p (Q|R) (5.1)
After a simple algebraic calculation, Equation (5.1), the probability
of sampling the word w from relevance model R can be expressed
as follows:
p (w|R) = p (w|Q,R) p (Q|R)
p (Q|w,R) (5.2)
Let us assume the word w and Q are sampled identically and in-
dependently from the same sample space. The denominator of
Equation (5.2), the probability distribution of R, can be rewritten
as p (Q|w,R) = p (Q|R) because of this assumption. In addition,
regarding the query words sampled from the relevance model R,
the probability p (w|Q,R) in nominator of Equation (5.2) can be ap-
proximated as the conditional probability of observing the word
w given the query Q, which is p (w|Q,R) = p (w|Q) due to w
and Q are all sampled from R based on the hypothesis given in
this model [8, 46]. At this stage, Equation (5.2) can be re-written
as the second line of Equation (5.3) with p (Q|R) substituted as
p (Q,R) /p (R), then move p (R) to the denominator of Equation
(5.3) and express p (Q,R) as p (Q) p (R|Q) (see the third line of
Equation (5.3)), and then multiply p (Q) both to the nominator and
denominator of Equation (5.3). Apply the chain rules again and
cancel the p (R,Q) from the nominator and denominator to get the
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expression in the forth line of Equation (5.3).
p (w|R)
=
p (w|Q,R) p (Q|R)
p (Q|w,R)
=
p (w|Q) p (Q|R)
p (Q|w,R)
=
p (w|Q) p (Q,R) /p (R)
p (Q|w,R)
=
p (w|Q) p (Q) p (R|Q)
p (Q|w,R) p (R) ·
p (Q)
p (Q)
=
(p (w|Q) p (Q)) (p (R|Q) p (Q))
(p (Q|R) p (R)) p (Q)
=
p (w,Q) p (R,Q)
p (R,Q) p (Q)
=
p (w, q1, q2, ..., qk)
p (q1, q2, ..., qk)
(5.3)
Finally, substituting Q as {q1, q2, ..., qk}, Equation (5.2) can be re-
written as follows:
p (w|R) = p (w, q1, ..., qk)
p (q1, ..., qk)
(5.4)
which is identical to the one introduced in [8], but mathematically
carried out by using Bayes’ rule and chain rules in probability the-
ory.
5.3 CONTEXTUAL TOPIC MODEL (CTM)
Figure 5.2 illustrates the graphical representation of the contextual
topic model. The joint distribution can be factorized as a product
of two conditional probability distributions listed as follows:
P (w, c, x, z|γ, α, β, δ) ∝ P (z, x|w, c, α, β, δ)
level−allocation
× P (c|w, z,γ, β)
path−allocation
(5.5)
where variables w, c, z, and x are vectors of distributions of words,
paths, topics (or levels of paths) and word dependencies. The de-
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Figure 5.2: The graphical representation of the contextual topic
model
tails about the mathematic analysis for Eq. (5.5) including the pa-
rameter estimation and inference can be found in (P5).
In this graphical representation, circles represent variables and
parameters; plates represent objects. A shadow circle means the
variable is observable and a clear circle indicates the variable is a
latent or hidden one. The bigger plate (the outer rectangle labeled
as D, shows the number of documents in this corpus is “D”) rep-
resents the corpus. Inside this plate, all documents “share the same
set of attributes and same probabilistic model, a plate suggests a stack of
identifical objects” (in this case, the concept of object indicates the
document) [71](p. 216). The smaller plate (labeled as Nd, shows
the number of words in this document is Nd) represents a docu-
ment ”object”. Inside this plate, variable wi−1 and wi represent the
(i− 1)th and ith word in this document. They are sampled from the
distribution φ, which itself is sampled from a Dirichlet distribution
of β. The variable zi−1 and zi are latent topics corresponding to the
Dissertations in Forestry and Natural Sciences No 150 55
Guangbing Yang: Contextual Text Summarization for Mobile Learning
expression in the forth line of Equation (5.3).
p (w|R)
=
p (w|Q,R) p (Q|R)
p (Q|w,R)
=
p (w|Q) p (Q|R)
p (Q|w,R)
=
p (w|Q) p (Q,R) /p (R)
p (Q|w,R)
=
p (w|Q) p (Q) p (R|Q)
p (Q|w,R) p (R) ·
p (Q)
p (Q)
=
(p (w|Q) p (Q)) (p (R|Q) p (Q))
(p (Q|R) p (R)) p (Q)
=
p (w,Q) p (R,Q)
p (R,Q) p (Q)
=
p (w, q1, q2, ..., qk)
p (q1, q2, ..., qk)
(5.3)
Finally, substituting Q as {q1, q2, ..., qk}, Equation (5.2) can be re-
written as follows:
p (w|R) = p (w, q1, ..., qk)
p (q1, ..., qk)
(5.4)
which is identical to the one introduced in [8], but mathematically
carried out by using Bayes’ rule and chain rules in probability the-
ory.
5.3 CONTEXTUAL TOPIC MODEL (CTM)
Figure 5.2 illustrates the graphical representation of the contextual
topic model. The joint distribution can be factorized as a product
of two conditional probability distributions listed as follows:
P (w, c, x, z|γ, α, β, δ) ∝ P (z, x|w, c, α, β, δ)
level−allocation
× P (c|w, z,γ, β)
path−allocation
(5.5)
where variables w, c, z, and x are vectors of distributions of words,
paths, topics (or levels of paths) and word dependencies. The de-
54 Dissertations in Forestry and Natural Sciences No 150
System Design and Implementation
Figure 5.2: The graphical representation of the contextual topic
model
tails about the mathematic analysis for Eq. (5.5) including the pa-
rameter estimation and inference can be found in (P5).
In this graphical representation, circles represent variables and
parameters; plates represent objects. A shadow circle means the
variable is observable and a clear circle indicates the variable is a
latent or hidden one. The bigger plate (the outer rectangle labeled
as D, shows the number of documents in this corpus is “D”) rep-
resents the corpus. Inside this plate, all documents “share the same
set of attributes and same probabilistic model, a plate suggests a stack of
identifical objects” (in this case, the concept of object indicates the
document) [71](p. 216). The smaller plate (labeled as Nd, shows
the number of words in this document is Nd) represents a docu-
ment ”object”. Inside this plate, variable wi−1 and wi represent the
(i− 1)th and ith word in this document. They are sampled from the
distribution φ, which itself is sampled from a Dirichlet distribution
of β. The variable zi−1 and zi are latent topics corresponding to the
Dissertations in Forestry and Natural Sciences No 150 55
Guangbing Yang: Contextual Text Summarization for Mobile Learning
(i− 1)th and ith word. The parameter θ is a vector of the Dirichlet
distribution over the hyper-parameter α. In addition, β, δ, and γ
are hyper-parameters as well. The parameter ψ is sampled from a
Beta prior distribution δ. Variable c1, c2, . . . , cL represent the paths
drawn from the nested Chinese restaurant process (nCRP) priors.
5.4 HIERARCHICAL SENTENCE COHERENCE TOPICMODEL
(HSCTM)
The purpose of developing this novel model is to solve the prob-
lem of sentence ordering in multi-document summarization. The
proposed new model was established based on the hierarchical
Bayesian topic model. The details about this model was reported in
publication (P6). Here we give the graphical representative of this
model in Figure 5.3 that shows the method how to integrate the
time-over-topic model with the hierarchical topic model. In addi-
tion, the joint conditional probability is expressed as follows:
P (w, s, z, t|γ,m,pi, η,ψ) = P (w, s, z|γ,m,pi, η) P (t,w, z|m,pi, η,ψ)
∝ P (z|w, s,m,pi, η)
level−allocation
× P (s|w, z,γ, η)
path−allocation
× P (z|t,w,m,pi, η,ψ)
timestamp−allocation
(5.6)
where w, s, z, and t are vectors of distributions of words, paths,
topics (or levels of paths) and timestamps.
In the right side of the Eq. (5.6), three distributions represent the
level allocation, path allocation, and timestamp allocation, respec-
tively, as the results of the collapsed Gibbs sampling. For details
about the process of sampling for each allocation, one can refer the
original work in [52, 68]. Here we discuss the probabilistic infer-
ence, hyper-parameter estimation, and the method to compute the
sentence ordering.
In Figure 5.3, φ, γ, η, m, and pi are hyper-parameters. Parameter
β is the Dirichlet distribution over the hyper-parameter η. Param-
eter θ is the prior of GEM(m, pi) distribution [72]. Plate “S” rep-
resents the sentence corpus, and plate “Ns” represents a sentence.
Variable w and t are observable, and variable z is the latent variable.
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Figure 5.3: The graphical model representation of HSCTM.
Variable s1, s2, . . . , sL are paths sampled from a variable T, which is
a collection of L-level paths sampled from a nCRP.
Furthermore, the posterior inference is also given as as three
separated Gibbs samplings. The sampling processes of the level
allocation and the path allocation are identical to the original hi-
erarchical topic model [52]. In this thesis, the sampling of the
timestamps is reported because the topic prior, which is the dis-
tribution of GEM [72], is different from the original topic over time
model [68]. Detailed discussion about this posterior inference with
the algorithm for hyper-parameter estimation is reported in publi-
cation (P6).
5.5 IMPLEMENTATION OF QUERY-FOCUSED SUMMARIZA-
TION SYSTEMS
With the aims of approving concepts discussed in this research and
evaluating performances of proposed models and algorithms re-
ported in this thesis, this study has implemented a summarization
system as a platform to perform a variety of experiments and em-
pirical studies. As discussed in previous sections, two types of
language models: query likelihood language model [6] and rele-
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ence, hyper-parameter estimation, and the method to compute the
sentence ordering.
In Figure 5.3, φ, γ, η, m, and pi are hyper-parameters. Parameter
β is the Dirichlet distribution over the hyper-parameter η. Param-
eter θ is the prior of GEM(m, pi) distribution [72]. Plate “S” rep-
resents the sentence corpus, and plate “Ns” represents a sentence.
Variable w and t are observable, and variable z is the latent variable.
56 Dissertations in Forestry and Natural Sciences No 150
System Design and Implementation
Figure 5.3: The graphical model representation of HSCTM.
Variable s1, s2, . . . , sL are paths sampled from a variable T, which is
a collection of L-level paths sampled from a nCRP.
Furthermore, the posterior inference is also given as as three
separated Gibbs samplings. The sampling processes of the level
allocation and the path allocation are identical to the original hi-
erarchical topic model [52]. In this thesis, the sampling of the
timestamps is reported because the topic prior, which is the dis-
tribution of GEM [72], is different from the original topic over time
model [68]. Detailed discussion about this posterior inference with
the algorithm for hyper-parameter estimation is reported in publi-
cation (P6).
5.5 IMPLEMENTATION OF QUERY-FOCUSED SUMMARIZA-
TION SYSTEMS
With the aims of approving concepts discussed in this research and
evaluating performances of proposed models and algorithms re-
ported in this thesis, this study has implemented a summarization
system as a platform to perform a variety of experiments and em-
pirical studies. As discussed in previous sections, two types of
language models: query likelihood language model [6] and rele-
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vance language model [8] with query expansion techniques and
corresponding smoothing algorithms, and two kinds of Bayesian
based topic models: topical n-grams [37] and the contextual topic
model (CTM), which is proposed and developed in this research
(reported in the publication P5), are used as component 2 and 3 of
the summarization system to prove the concepts and evaluate the
performances. A full system performance comparisons, which were
reported in publication (P5), will be discussed in the next chapter.
Here we focus on the methods of model integration and sentence
ranking.
Two types of model integration techniques are used in the re-
search reported in this thesis: one is the empirical study based lin-
ear mixture model (reported in P2, P3, and P4), another one is the
joint conditional probability approach (employed in P5 and P6). For
the empirical study based linear mixture, in P2, a constant param-
eter λ from the empirical study was used in the query likelihood
language model for selecting candidate sentences and the risk min-
imization language modeling [73] was used for ranking sentences.
Details about the implementation of this approach were reported in
P2 and the mixture model was expressed in Eq. (3) of P2.
In P3, due to an employed multiple-Bernoulli user model [61]
for generating a personalized summary, two constant parameters λ
and α from the empirical study were used for sentence selection and
ranking. Details for implementation of this approach were reported
in P3 and the mixture model was expressed in Eq. (3) of P3.
Due to its simplicity and efficiency for an ad-hoc application,
this mixture approach was adapted continuously in the research
reported in P4. This time, the linear mixture model was used to
integrate the query likelihood language model with the topical n-
grams model. Details for implementation of this approach were
reported in P4 and the mixture model was expressed in Eq. (1) of
P4. However, the experimental results reported in P4 demonstrated
that this method is not suitable for the integration of the genera-
tive model, like the topical n-grams model. As the result, the joint
conditional probability approach was employed as the integration
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solutions in P5 and P6. Therefore, the approach for model integra-
tion and sentence ranking reported in P5 is given as follows.
5.5.1 Model integration and sentence ranking
Suppose given the contextual topic model and the relevance based
language model for sampling sentences, represented as Ct and R,
respectively, the process of measuring the relevance of sentences (or
ranking the sentences) is the process of predicting the likelihood
of sentences with the given user query (represented as q) over the
models: Ct and R. This can be modelled as a joint distribution of
the sentence and the query given the model Ct and R in Eq. (5.7).
p (w, q|Ct,R) ∝
p (w|Ct) p (w|R) p (q|w,R) ∝
p (w|Ct) p (w|q,R)
(5.7)
where variable w represents the sentence to be ranked, and Ct and
R represent the trained contextual topic model and relevance mod-
els respectively. The above joint probability distribution can be fac-
torized as a product of two distributions. The probabilistic values
of this distribution can be approximated as the measure of the sen-
tence relevance weighted by its predictive likelihood from the con-
textual topic model.
To facilitate the sentence ranking process, each sentence is as-
signed a ranking score, which is defined as a log summation of the
predictive likelihood of a sentence represented by Eq. (5.7). The
ranking score is described as follows:
score (w, q) =
Ns
∑
j=1
log p
(
wj|Ct
)
p
(
wj|q,R
)
=
Ns
∑
j=1
(
log p
(
wj|Ct
)
+
Nq
∑
i=1
log p
(
wj|qi,R
)) (5.8)
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where variable w represents the sentence to be ranked, and Ct and
R represent the trained contextual topic model and relevance mod-
els respectively. The above joint probability distribution can be fac-
torized as a product of two distributions. The probabilistic values
of this distribution can be approximated as the measure of the sen-
tence relevance weighted by its predictive likelihood from the con-
textual topic model.
To facilitate the sentence ranking process, each sentence is as-
signed a ranking score, which is defined as a log summation of the
predictive likelihood of a sentence represented by Eq. (5.7). The
ranking score is described as follows:
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where variable Ns is the number of words in the sentence s, and Nq
is the number of terms in the query q. For calculating the proba-
bilistic values of p
(
wj|qi,R
)
, one can refer the work of Croft et al.
in [46]. The probabilistic values of p
(
wj|Ct
)
can in principle be cal-
culated by integrating out all parameters from the joint distribution
expressed in Eq. (5.1) reported in Chapter 5.
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6 Summary of the Results
and Findings
This chapter summarizes the main results of the original publica-
tions (P1 to P6), and also compares them with the results obtained
in literature. The results of this thesis are multi-faceted: theoretical,
methodological, empirical, and practical. The data sets used in the
experiments were discussed previously in Section 3.2. Section 6.1
explains the experiments and their corresponding results. Section
6.2 discusses the prototype applications of the contextual text sum-
marization and the results of the empirical studies, followed by the
findings of the entire research in Section 6.3.
6.1 EXPERIMENTAL RESULTS
6.1.1 Experiments in mobile learning settings
Table 6.1 lists the results of the experiment. The reading time used
for these questions, the numbers of correct and wrong answers,
and bytes downloaded by the device for the reading materials of
each question are presented in every treatment. Table 6.2 lists the
results of comparisons between treatments of various summaries
and full text treatment, which was selected as the baseline for the
comparisons.
In this experiment, the analysis of the ratio of the correct an-
swers between various treatments and the baseline treatment is
more useful than the actual number of the correct answers got from
the experiment. There are twenty-five questions in each treatment,
and therefore the maximum number of correct answers for each
treatment is also twenty-five. In order to simplify the comparisons,
the full text treatment was selected as the baseline and was com-
pared its experimental results with those of other treatments. The
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details of this experiment and its result analysis were reported in
publication (P1).
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details of this experiment and its result analysis were reported in
publication (P1).
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Table 6.5: Highest ranked words in the experiment reported in (P3)
Rank # 1,2, ..., 20
Words Compute(r), application, program, data, file, develop,
communication, information, function, process, learn, ac-
cess, technology, device, microcomputer, network, machine,
number, storage, design.
The experiment performed in the research reported in paper
(P2) used a standard evaluation methodology, which is usually used
in NLP and information retrieval as the notation of precision and
recall. The precision measures the correctness of the sentences in
the summary. The recall measures the effectiveness of the system
in the summary.
An e-learning course, Environmental Studies was used in that ex-
periment under a mobile learning environment. It included 144
pages of external reading materials with total 2,461 sentences and
36,054 words. The average number of sentences was around 17 per
article. These reading articles were summarized at 4 different sum-
marization levels which were represented by the number of sen-
tences retrieved: 3, 5, 10, and 15 sentences in the article. The human
generated summaries were obtained from students who previously
studied that course. At the beginning, the term ’Environmental pro-
tection’ was used as the original query to retrieve the most relevant
words from those articles. Table 6.3 lists 20 of the highest-ranked
words. Top 5 words, namely ’pollution’, ’environmentalist’, ’emis-
sion’, ’earth’, and ’forest’ were then selected to be combined with
original query terms for second retrieval using relevance model.
Finally, 5 highest ranked articles (listed as A1 to A5 in table 6.4)
were selected from the new generated rank list. Based on those five
articles, summaries were generated. Average precision and recall
were then calculated without and with expended query terms, by
comparing with human generated summaries. In Table 6.4, the col-
umn title ’number of sentences in summary’ represents the number
sentences retrieved and used in the summary.
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The experiment reported in (P3) also used the precision and re-
call mechanism to evaluate the system performance, but with a spe-
cific case of user model to be investigated in an empirical study. In
that experiment, an e-learning course module (a computer science
course, namely Introduction to Computing and Information Systems,
which is about general concepts and basic knowledge in computing
and information systems) was selected as the corpus. It included
82 text modules with an average of 1,460 words per module, and
total 119,640 words in the entire content collection (after removing
the stop words). In addition to the course content, two learner pro-
files were selected for evaluating the proposed user model which
provided the proportions of personalized summarization.
During the experiment, the compression rates of the summa-
rization were selected as 10% (about 5 sentences on average), 25%,
and 50% of the total number of sentences in original learning mod-
ules, and following tasks were done.
First, several words with quite general meaning, such as ’Sys-
tem components hardware and software’, were used as the original
query to retrieve the most relevant words from those course mod-
ules. Table 6.3 lists 20 of the highest-ranked words. Top 5 words,
namely ’computer’, ’application’, ’program’, ’data’, and ’file’ were
then selected from the list, which were then combined with original
query terms for second retrieval using relevance model. Finally, 5
highest ranked modules were selected from the newly generated
rank list.
Based on these five learning modules, summaries were gener-
ated. To evaluate the performance of the user model, two different
learner profiles were selected from the LMS for this experiment.
One was software and architecture oriented and another one was net-
working, hardware, and system oriented. As samples, three generated
summaries, namely ’General summary’ that has no learner pro-
file included, ’Learner’s profile oriented to software, architecture
development’, and ’Learner’s profile oriented to networking, hard-
ware, and system’ are listed in Figure 6.3, showing the differences
among them. The content of learner’s profile was sampled from
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Figure 6.1: Interpolated Average Precision/Compression ratios for
three types of summaries from (P3)
Figure 6.2: Interpolated Average Recall/Compression ratios for
three types of summaries from (P3)
learner’s self-description for his/her learning interest, which was
posted in Moodle LMS (Figure 6.4 shows an example). Three dif-
ferent compression ratios, namely 10%, 25%, and 50% were used
in the experiment to measure the average precision and recall to
evaluate the summarization performance. The interpolated average
precision and average recall vs. compression ratios for three types
of summaries are plotted in Figure 6.1 and Figure 6.2. Figure 6.3
shows learner’s profiles selected from LMS. Details about this ex-
periment results and corresponding discussions were reported in
publication (P3).
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Table 6.6: Generated summaries under different learner profiles from
(P3)
General summary:
All computers require operating system (OS) software, which provides an interface for
the processor, other hardware, and users. The OS enables the user to control (or operate)
the computer, facilitates the running of application programs, and manages the hard-
ware resources, activities, and connections. All this additional computing power has
allowed for much more sophisticated operating systems, applications, and utility pro-
grams, all of which help make computers more flexible and easier to use. Graphical User
Interface (GUI) - the evolution of interactive and intuitive user interfaces Mass-marketing
of personal computers relies on the availability of a product for the workplace or home
that would not require the user to undergo extensive training, which has driven software
evolution in the direction of more interactive and intuitive user interfaces. In perhaps
the most dramatic stage or aspect of computer development, massive growth in Inter-
net use has spawned a whole new category of hardware and peripherals to support
communication applications, and has created an entirely new marketplace and global
community.
Learner’s profile oriented to software, architecture development:
All computers require operating system (OS) software, which provides an interface for
the processor, other hardware, and users. As new processing chips were developed,
programmers and electronic engineers designed operating systems to use them, and
these pairings led to the establishment of ’families’ of PCs. All this additional com-
puting power has allowed for much more sophisticated operating systems, applications,
and utility programs, all of which help make computers more flexible and easier to use.
Graphical User Interface (GUI) - the evolution of interactive and intuitive user interfaces
Mass-marketing of personal computers relies on the availability of a product for the
workplace or home that would not require the user to undergo extensive training, which
has driven software evolution in the direction of more interactive and intuitive user in-
terfaces. One pioneer in this was the Xerox Company, which developed a graphical
interface and mouse system with which users could control operations, rather than
using typed command lines or control key combinations.
Learner’s profile oriented to networking, hardware, and systems:
Of all the early microcomputers, the Apple and IBM-compatible families of machines
have survived to become the major PC types in the market. What is the role of an
Operating System (OS)? All computers require operating system (OS) software, which
provides an interface for the processor, other hardware, and users. The OS enables the
user to control (or operate) the computer, facilitates the running of application pro-
grams, and manages the hardware resources, activities, and connections. All this ad-
ditional computing power has allowed for much more sophisticated operating systems,
applications, and utility programs, all of which help make computers more flexible and
easier to use. Graphical User Interface (GUI) - the evolution of interactive and intu-
itive user interfaces Mass-marketing of personal computers relies on the availability of a
product for the workplace or home that would not require the user to undergo extensive
training, which has driven software evolution in the direction of more interactive and
intuitive user interfaces.
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Figure 6.3: Learner profiles: Networking, hardware, and system
oriented profile and the software and architecture oriented profile
from (P3)
6.1.2 Experiments in multi-document summarization
The experiments reported in papers (P4, P5, P6) used ROUGE [31],
the official evaluation toolkit for text summarization in DUC, to
evaluate the performance of our summarization system. The evalu-
ation metrics: ROUGE-1, ROUGE-2, and ROUGE-SU4 were inves-
tigated during those experiments, and the average recall values of
these metrics were reported in those experiments. The ROUGE-1
measurement evaluates how well the testing summary is consistent
with human judgments [74], the ROUGE-2 metrics examines the
performance of the bigram overlap, and the ROUGE-SU4 metrics
evaluates the performance of the skip-bigram.
In the experiment of (P4), to demonstrate the effectiveness of our
proposed method for multi-document summarization, our contex-
tual query expansion based multi-document summarizer was com-
pared with the baseline system, a query likelihood language model
based summarizer without applying query expansion (namely QL-
Sum). In order to obtain the overall performance of the summa-
rization solution addressed in the study, the table 6.7 lists the re-
sults of three benchmark summarizers that have reported the high-
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Table 6.7: Experimental results of ROUGE on DUC 2006 corpus reported
in (P4)
Average Recall
Run-ID Systems ROUGE-1 ROUGE-2 ROUGE-SU4
T1 Topical-N 0.4010 0.0893 0.1459
24 IIITH-Sum 0.4098 0.0951 0.1546
12 OnModer 0.4049 0.0899 0.1476
13 SFU_v36 0.3846 0.0799 0.1353
Q1 QL-Sum 0.3541 0.0659 0.1186
est ROUGE scores in DUC 2006.
Table 6.7 shows the system comparison results of ROUGE-1,
ROUGE-2, and ROUGE-SU4 on DUC 2006 data. Run-ID 24, 12, and
13 are system IIITH-Sum [75], OnModer [76], and SFU_v36 [77], re-
spectively, and they were the benchmark models in DUC 2006. Run-
ID T1 and Q1 are our systems: Topical-N and QL-Sum, respectively.
QL-Sum is the baseline system in which only the query likelihood
model is used for choosing and ranking sentences. Figure 6.4 illus-
trates the performance comparison of these five systems.
In the experiment reported in (P5), the summarization system
that implemented the contextual topic model (CTM) and relevance-
based sentence model was compared with other three summarizers
to demonstrate the effectiveness of our proposed method for multi-
document summarization. In this system comparison, the baseline
system was a relevance model based summarizer without query ex-
pansion (namely RMSUM with Run ID as RM shown in Table 6.8).
The second system RMSUM was built upon the relevance based
language model [8] with Dirichlet smoothing approach [78]. The
system, called ERMSUM with Run ID as ER in Table 6.8. The third
system employed the topical n-grams model [37] with the relevance
based language model for sentences (namely TopicalN and Run ID
as TN shown in Table 6.8). The system implemented with the con-
textual topic model was named as CTMSUM and Run ID was CTM,
as shown in Table 6.8. In order to compare the performance of the
multi-document summarization solution addressed in this study,
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Figure 6.4: Performance comparison between different systems re-
ported in (P4)
the results of three summarizers with the highest ROUGE scores
in DUC 2006 are also listed in Table 6.8 with the results of bench-
mark summarizers with the highest ROUGE scores in DUC 2006,
in order to compare the performance of the summarization solution
addressed in (P5).
In Table 6.8, Run-ID 24, 12, and 13 are for systems IIITH-Sum
[75], OnModer [76], and SFU_v36 [77], respectively. Comparing
the results of CTMSUM with baseline system RMSUM, ERESUM,
which is the summarizer based on relevance model with query ex-
pansion, and TopicalN, which is the topical n-grams model based
summarizer with query expansion, one can see the significant per-
formance gains achieved in CTMSUM system. It has achieved bet-
ter results in recall measures for all major ROUGE evaluation met-
rics recommended by DUC 2006 [79]. Figure 6.5 illustrates the per-
formance comparisons of those seven systems. This result indicates
that the contextual topic model proposed in this research is a plau-
sible approach that can improve the performance of summarization.
It is a difficult task to automatically justify the sentence order-
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Table 6.8: Experimental results of ROUGE evaluation on DUC 2006 data
reported in (P5)
Average Recall
Run-ID Systems ROUGE-1 ROUGE-2 ROUGE-SU4
CTM CTMSUM 0.4175 0.0986 0.1548
24 IIITH-Sum 0.4098 0.0951 0.1546
12 OnModer 0.4049 0.0899 0.1476
TN TopicalN 0.4032 0.0908 0.1502
13 SFU_v36 0.3846 0.0799 0.1353
ER ERMSUM 0.3914 0.0796 0.1365
RM RMSUM 0.3836 0.0742 0.1287
Figure 6.5: Performance comparison between different systems
from (P5)
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that the contextual topic model proposed in this research is a plau-
sible approach that can improve the performance of summarization.
It is a difficult task to automatically justify the sentence order-
72 Dissertations in Forestry and Natural Sciences No 150
Summary of the Results and Findings
Table 6.8: Experimental results of ROUGE evaluation on DUC 2006 data
reported in (P5)
Average Recall
Run-ID Systems ROUGE-1 ROUGE-2 ROUGE-SU4
CTM CTMSUM 0.4175 0.0986 0.1548
24 IIITH-Sum 0.4098 0.0951 0.1546
12 OnModer 0.4049 0.0899 0.1476
TN TopicalN 0.4032 0.0908 0.1502
13 SFU_v36 0.3846 0.0799 0.1353
ER ERMSUM 0.3914 0.0796 0.1365
RM RMSUM 0.3836 0.0742 0.1287
Figure 6.5: Performance comparison between different systems
from (P5)
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ing of a summary generated by a summarization system. A semi-
automatic evaluation approach is widely employed to measure the
performance of the algorithms used in sentence ordering [66]. In
(P6), the experiment adapts the same evaluation measures used
in [66]: the Kendall’s rank correlation coefficient (τ) and Spear-
man’s rank correlation coefficient (ρ). It includes two parts: one
is the human subject evaluation, and another one is the ROUGE
evaluation. The purpose of this experiment is to investigate our
proposed approach for the problem of sentence ordering.
In our experiment, 300 summaries were selected to build a test-
ing data set. This data set included 200 human summaries provided
by DUC 2006 corpus (in which there were total 50 clusters, and each
cluster had 4 summaries written by human experts) plus 100 sys-
tem summaries generated by two summarization systems, in which
one was the benchmark system on DUC 2006 and another one was
the system that was built upon a topical n-grams model [37]. There
were total 4,106 sentences and 82,051 words in the testing data set.
The vocabulary size was 10,099.
Our hierarchical sentence coherence topic model (HSCTM) was
trained by using DUC 2006 corpus, which contained 50 clusters and
each cluster included 25 articles, and the initial values for the hyper-
parameters used in the experiments were: η = 1.0, 0.5, 0.25, 0.125,
γ = 0.5, m = 0.35 (the GEM mean), pi = 100 (the GEM variance),
ψ = 0.01. The depth for the tree structure was 4, and the burn-
ing time was 10,000 for the Gibbs sampling. After the training, the
hyper-parameters with the best performance for our model were:
η = 0.00148, γ = 0.94, m = 2.57 (the GEM mean), pi = 100 (the
GEM variance), ψ = 0.51. These updated hyper-parameters were
used in our testing. During the testing, those 300 summaries were
sampled by our HSCTMmodel and sentences were reordered based
on the score calculated using Equation (4) of (P6). After this process,
two sentence ordering quantities processed by our model, namely
the original ordering quantities of those summaries and the order-
ing quantities of the summaries, were used in the Kendall’s τ and
Spearman’s ρ analysis.
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The experimental results are shown in Table 6.9. The mean
and standard deviation are computed based on these 300 results of
Kendall’s τ and Spearman’s ρ analysis. Comparing with the exper-
imental results that were analyzed by the method of probabilistic
ordering (PO) discussed in [66], our average Kendall’s τ and Spear-
man’s ρ are 0.095 and 0.169, and increase 1.37 and 1.7 times over
the values obtained in Bollegala’s experiment (average τ = 0.040
and ρ=0.062), respectively [66].
Table 6.9: Correlation between original sentence ordering and new sen-
tence ordering generated by HSCTM model
Metric Mean Std.Dev
Results including topic over time model
Kendall’s τ 0.095 0.221
Spearman’s ρ 0.169 0.279
Results excluding topic over time model
Kendall’s τ 0.094 0.248
Spearman’s ρ 0.167 0.282
The purpose of the ROUGE testing is to evaluate the perfor-
mance of our HSCTM model. The evaluation metrics: ROUGE-1,
ROUGE-2, and ROUGE-SU4 were investigated during the experi-
ment, and the F measures of these metrics were reported in this
experiment. For details about this experiment, one can refer to the
original paper (P6). Here the experimental results are listed in Table
6.10.
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Table 6.10: Experimental results on the data of DUC 2006
S-ID R-1 R-2 R-SU4
Original Reorder Original Reorder Original Reorder
24 0.41017 0.41017 0.09513 0.09713 0.15478 0.15583
T1 0.40541 0.40541 0.09386 0.09716 0.14905 0.15410
A 0.45864 0.45864 0.10358 0.10493 0.16812 0.16948
B 0.46845 0.46845 0.11681 0.11903 0.17500 0.17612
C 0.47110 0.47110 0.13210 0.13340 0.18279 0.18429
D 0.47008 0.47008 0.12368 0.12874 0.17803 0.17968
E 0.44870 0.44870 0.10472 0.10847 0.16393 0.16598
F 0.42866 0.42866 0.10666 0.10719 0.15777 0.15777
G 0.45598 0.45598 0.11247 0.11472 0.16946 0.17107
H 0.45995 0.45995 0.11015 0.11142 0.17007 0.17094
I 0.45347 0.45347 0.10654 0.10633 0.16810 0.16844
J 0.45623 0.45623 0.10671 0.11087 0.16750 0.16891
Human evaluation was performed in this experiment for fur-
ther comparison to evaluate the performance of our HSCTMmodel.
Three university students in Computer Science participated in this
experiment. 60 summaries were randomly selected from our testing
dataset, half of them were human summaries and half were system
summaries. Both their sentences were re-ordered by our model.
During the experiment, those three human judges were asked to
read these summaries and re-order sentences necessary to make the
summaries more readable and coherent based on their understand-
ing. The original summaries and articles were also given to them
for reference. The Kendall’s τ and Spearman’s ρ were calculated for
each pair of quantities of sentence ordering, and the averages and
standard deviations are listed in Table 6.11. The results are slightly
higher than the values listed in Table 6.9, but verify that our model
has performed consistently.
Note that the average Kendall’s τ and Spearman’s ρ are lower
and not statistically significant. Thus, a further analysis was per-
formed using [67] judgment elicitation study to allocate τ values
into various bins based on their value ranges. Figure 6.6 shows a
histogram of the τ values’ ranges. Based on this histogram, one
can see that most of the τ coefficients centre on four ranges of val-
ues: −0.5 ≤ τ ≤ −0.25, −0.25 ≤ τ ≤ 0, 0.0 ≤ τ ≤ +0.25, and
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Table 6.11: Kendall’s τ and Spearman’s ρ between human evaluation and
ROUGE evaluation.
Correlation on Human Summaries
Kendall’s τ Spearman’s ρ
Mean 0.149 0.252
Std.Dev 0.261 0.306
Correlation on System Summaries
Kendall’s τ Spearman’s ρ
Mean 0.137 0.244
Std.Dev 0.267 0.341
Table 6.12: ANOVA results for binned Kendall’s τ
Kendall’s τ Range F p Significant
0.0 < τ 11.378 0.001 **
0.0 < τ < 0.25 0.118 0.732
0.25 < τ < 0.5 18.756 0.0001 ***
0.5 < τ 0.352 0.561
+0.25 ≤ τ ≤ +0.5. To simplify the comparison, those τ value
bins were combined into four groups: τ ≤ 0.0, 0.0 ≤ τ ≤ 0.25,
0.25 ≤ τ ≤ 0.5, and τ > 0.5. Then, variance analysis (ANOVA) was
given to compare the correlations between human and system sum-
maries. The ANOVA results for these binned τ values are shown in
Table 6.12.
There was only one factor, τ, in this ANOVA analysis with four
levels corresponding to the four bins of τ values. The ANOVA
showed that when τ value was less than zero and between quanti-
ties 0.25 to 0.5, the τ values of the system evaluations for sentence
orderings of summaries from these two bins were significantly dif-
ferent from the values of the human evaluations. When τ value
was between zero to quantities 0.25 and above a half of the maxi-
mum τ value (which is one), there were no significant differences
in sentence orderings between human and system evaluations.
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Figure 6.6: The histogram of binned Kendall’s τ values.
6.1.3 Experiments in model perplexity
Figure 6.7 draws the comparison of model perplexity between our
contextual topic model and the hLDA model and LDA model de-
scribed in the literature [15, 52]. All models ran for 1000 iterations
of the Gibbs sampler with α, β, γ, δ hyper-parameters set as 10.0,
1.0, 1.0, and 0.95 respectively. The number of hierarchy levels was
set to 3 for both the CTM and hLDA model. In addition, all mod-
els were trained based on the same data and using the Gibbs EM
with exactly the same stopping criteria as well. Lower perplexity
values indicate better generalization performance and higher pos-
sibility to avoid over-fitting. The figure 6.7 shows perplexity re-
sults on the NIPS (upper-left), AQUINT (upper-right), and Seafood
(lower panel) corpora for the three different models, CTM, hLDA,
and LDA. All results demonstrate that our contextual topic model
has better generalization performance than other two models when
the number of topics is more than 40.
6.2 PROTOTYPE APPLICATIONS
To assess the learning achievements, a practical application in mo-
bile learning was designed and used to conduct the experiment re-
ported in (P1) for comparing the full text to automated summaries
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Figure 6.7: Perplexity results on the NIPS (upper-left), AQUINT
(upper-right), and Seafood (lower panel) corpora for the three dif-
ferent models, contextual topic model (CTM), hLDA, and LDA.
of this full text. The entire application consisted of two compo-
nents: an offline summarization system, which implemented the
summarization solution; and an online system, which was built as
a portal to provide summaries as reading materials and questions
to the learners and collect learners’ answers and record time used
to answer these questions. The overall system architecture of this
mobile application is presented in Figure 6.8. The details about the
processes and tasks performed in the offline summarization system
was explained in the previous chapter and also can be found in (P2,
P3, and P4); the details about the model and algorithms used in this
system were discussed in the previous chapter and can be found in
(P4, P5) as well. Figure 6.9 shows an example of the online system
with a sample question, multiple-choice answers, and summarized
learning contents.
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Figure 6.8: The overall system architecture of the mobile application
from (P1)
6.3 RESEARCH FINDINGS
This section highlights important findings as unique contributions
of the research reported in this thesis and points out what are likely
to be the most productive directions for future research.
6.3.1 Findings for mobile learning
In paper (P1), findings indicate that properly summarized learning
content is not only able to satisfy learning achievements, but also
able to align content size with the unique characteristics and affor-
dances of mobile devices. In addition, the experiment results have
shown that a summary containing around 30 percent of the original
contents in length may be the optimal one that can keep a similar
learning achievement in mobile learning settings. This result may
imply that the use of summaries to support learning is necessary,
especially in mobile learning settings.
Another important finding is that a short summary (e.g., 100
words) with indicated important concepts and highlighted infor-
mation is still helpful for reaching a proper learning achievement,
and at the same time for satisfying the unique metrics of mobile
devices by aligning content size.
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Figure 6.9: A sample question and generated summary as reading
materials from the system described in (P1)
Findings in paper (P3) indicate that learner’s interests specific
to the contents and prior knowledge are useful for the improve-
ment of performance of the summarization. On the other hand,
this result suggests that it is a good idea to provide learners per-
sonalized summaries to enrich their learning experience and point
out a productive direction for future research.
6.3.2 Findings for multi-document summarization
One of the findings of the research reported in papers (P4, P5,
P6) indicates that the contextual query expansion within a prop-
erly integrated Bayesian topic model can significantly impact the
performance of summarization. The results have verified our hy-
pothesis that the contextual information conveyed by the lexical
co-occurrence is helpful to justify the relevance and similarity of
sentences in multi-document summarization. In addition, the ex-
perimental results demonstrate that our model is comparable to the
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state-of-the-art summarization systems and outperforms the bench-
mark systems on all major recall metrics of ROUGE-1, ROUGE-2,
and ROUGE-SU4.
Another important finding reported in paper (P6) is that a type
of models that are built upon a hierarchical Bayesian topic model
may have potential to tackle the problem of sentence ordering in
multi-document summarization. The experimental results show
that the topics and topic hierarchies are important constraints for
the ordering task. This finding suggests that a hierarchical Bayesian
topic model may be a good approach for the coherence problem that
is always a difficult task in multi-document summarization. In ad-
dition, this finding might also motivate us to explore new methods
in the research field of hierarchical Bayesian topic modeling.
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7 Discussion
In this thesis, the effectiveness of automatic text summarization in
mobile learning context and problems of multi-document summa-
rization have been studied. The Bayesian based topic models and
a variety of algorithms in natural language processing (NLP) have
also been studied in depth. By examining these problems, a con-
textual text summarization approach has been addressed in this
study. Those findings and results discussed in previous sections
conclude that our addressed approach in this research not only can
align content size with the unique characteristics and affordances
of mobile devices and improve summarization performance, but
also have significant implications in various aspects of problems.
The implications of the studies and results to mobile learning, sum-
mary writing, and research of text summarization are discussed in
Section 7.1. Section 7.2 discusses the conclusions and the future
perspectives are followed in Section 7.3.
7.1 IMPLICATIONS
The implications of this research have various aspects. One im-
plication is that the utilization of contextual text summarization
is beneficial to content processing in mobile learning. Pieri and
Diamantini’s [57](p. 190) experiment and evaluation concluded that
mobile learners could gain better learning performance by organiz-
ing and processing the new information with the help of indicated
keywords and short summaries. Based on their conclusion and the
findings from our experiments, our summarization approach can
provide an appropriate solution for constructing mobile learning
contents.
Another implication is that the use of summaries is a good strat-
egy to "improve comprehension in normal readers" according to the
research results from the National Institute of Child Health and Hu-
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ing and processing the new information with the help of indicated
keywords and short summaries. Based on their conclusion and the
findings from our experiments, our summarization approach can
provide an appropriate solution for constructing mobile learning
contents.
Another implication is that the use of summaries is a good strat-
egy to "improve comprehension in normal readers" according to the
research results from the National Institute of Child Health and Hu-
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man Development (p. 4-42). In addition, providing learners short-
ened content can also facilitate their learning efficiency by reduc-
ing reading time and redundant information. From this perspec-
tive, indicating important information and summarizing contents
demonstrated in our summarization solution point to a means to
significantly improve mobile learning efficacy.
From a pedagogical perspective, summaries can be treated as
additional pedagogical invitations because texts of summaries that
come from learning content have already embedded teacher’s ped-
agogies [59]. As a kind of pedagogical invitations, the summa-
rization system provides learners immediate feedback and allows
them to collaborate with each other easily in a mobile environment.
In addition, it can also provide learners an alternative support for
quick previewing learning contents, better reading recommenda-
tions, and furthermore, provide learners summaries that could be a
significant pedagogical resource in mobile learning.
From the perspective of students who learn summary writing,
the summarization system developed in this research could be used
as a simulator to demonstrate the process of the summary writing
to students, and indicate the important ideas and keywords to them
in the learning contents to facilitate their summary writing process.
From the perspective of multi-document summarization, the im-
plication is that our proposed contextual text summarization ap-
proach is not only in the treatment of information overload, but
also in the treatment of information redundancy or of changing
data over time. The "contextual topics" employed in our proposed
model suggests that summarizing may depend on background or a
priori knowledge and can even import this into a summary when
a user’s interests and preferences are taken into account during the
summarization process [21].
In addition, as one of the most important summarizing strate-
gies, the context factors have been discussed in Joens’ research [21].
The context factors are studied in three aspects: input, output, and
purpose. Based on Jones’ conclusion [21], the context factors are
the most important features and should be considered in the re-
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search of summarization. The concept of the "contextual topics"
employed in our proposed model is similar to the concept of con-
text factors discussed in Jones’ work, but the context is treated from
different perspectives. In our research, the input context factors are
evaluated from data directly rather than arbitrarily cataloged into
various features, such as the format of a document, domain, genre,
and so on. Our approach employs mechanisms in machine learning
and NLP and prefer to let data speak for itself by discovering topics
behind the content of documents. For purpose context factor, our
approach goes to modeling personal interests and preferences to
indicate the audience factor and integrate this context information
into the summaries based on learner’s interests and prior knowl-
edge.
Some arguments arise here because of major context factor prob-
lems. It is extremely difficult to define "all the factors and their vari-
ous manifestations" to guide summarization in practice [21](p. 6). In
addition, there is no reason to believe any one summary in a par-
ticular case should match all context constraints discussed in [21].
Thus, a summarizing approach needs to identify the content of doc-
uments so that its implications for summarization can be processed
properly. Our contextual text summarization approach reported in
this thesis is established upon the principle of hierarchical Bayesian
topic models and mechanism of machine learning and NLP. By es-
timating unknown quantities (such as the topic allocations) from
known quantities (such as co-occurrence of words, word ordering,
etc), it acquires capabilities to analyze and identify the contextual
information and eventually provides a plausible solution to effec-
tive summarization. However, there are several issues in practice
need to be addressed in future work. First, our Hierarchical Sen-
tence Coherence Topic model (HSCTM) only considered the topic
correlation from the perspective of topic hierarchy, without examin-
ing the topic relatedness in the same hierarchical level. Some mod-
els, such as the dependency tree in the spanning tree algorithms for
regeneration of sentences [80] and a hierarchical Pitman-Yor depen-
dency model [72] in generative dependency modeling, addressed
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dency model [72] in generative dependency modeling, addressed
Dissertations in Forestry and Natural Sciences No 150 85
Guangbing Yang: Contextual Text Summarization for Mobile Learning
approaches to deal with this dependency problem. Second, from
the perspective of the computing performance, the tree structure
of the model is not suitable for a larger dataset. For example, in
our case, the total number of sentences is 4,106, which is not big,
but the number of possible permutations for these sentences in a 4-
level tree is very big. If the tree depth increases doubly to eight, the
number of the possible permutations for a sentence and the number
of tree nodes will become too huge to be processed efficiently. In
this situation, the training and testing become extremely hard tasks
because they require a huge amount of computer memory and pro-
cessor time. On the other hand, if the model is trained based on a
small dataset, the topic hierarchies found from the corpus will not
reflect the real associations of topics. Therefore, how to enhance
the computing performance is also a challenge when employing
the models and algorithms discussed in this research into practice.
7.2 CONCLUSIONS
This thesis reports the research of a contextual text summarization
for content processing in mobile learning settings. The experimen-
tal results have demonstrated that our proposed approach in sum-
marization is able to deal with the problems of content processing
in mobile learning. Moreover, our prototype summarization sys-
tem that implements our models and algorithms, which have been
addressed in this research, can generate summaries effectively from
learning contents. The findings of this work indicate that properly
summarized learning contents are not only able to satisfy appro-
priate levels of learning achievements but also able to align content
size with the unique characteristics of mobile devices.
In order to carry out our research goal successfully, a novel
model in Bayesian topic modeling has been developed to integrate
the hierarchical LDA with the topical n-grams model into relevance
based language model to enhance the summarization performance.
This integration shows potential for an effective and efficient so-
lution to the problem of multi-document summarization. The ad-
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dressed approach has demonstrated that the contextual informa-
tion conveyed by the word dependency that appears as the lexical
co-occurrence is helpful to justify the relevance and similarity of
sentences in multi-document summarization. The experimental re-
sults have shown that our summarization system can significantly
improve the summarization performance, making our summarizer
comparable to the state-of-the-art summarization systems. In addi-
tion to the performance improvement, a newmodel based on the hi-
erarchical Bayesian topic model was also established and employed
in this research for solving the problem of sentence ordering in
multi-document summarization. The experimental results showed
that the topics and topic hierarchies were important constraints for
the ordering task. Both results from human evaluation and ROUGE
testing indicated that our Hierarchical Sentence Coherence Topic
model (HSCTM) could successfully evaluate the sentence ordering
and order sentences to generate a summary with high coherence
and sufficient cohesion.
Although there are some limitations in our approach reported in
this thesis, the prototype application, which was designed and im-
plemented for evaluating our hypotheses, models and algorithms,
has shown that our approach is very useful to support the content
processing within the context of mobile learning settings.
7.3 FUTURE PERSPECTIVES
The research reported in this thesis not only highlights important
findings as unique contributions, but also points out limitations that
have resulted in identification for future work.
As indicated in (P1), the findings and their implications were
based on one study with limited sample size, thus further research
with larger data samples is recommended for more generalizable
results. In addition, the empirical study conducted in (P2, P3) in-
dicate that the approach of text summarization studied in this re-
search is a suitable method that can be implemented into a sum-
marization system to address the problems of content processing
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in mobile learning. The prototype systems implemented in (P2,
P3) evaluate our hypotheses that the text summarization benefits
mobile learning and justifies that the learner’s interests and prefer-
ences can enhance performance of summarization and eventually
improve learning performance. Nonetheless, these findings also
point out that for further research, it would be interesting to analyze
various factors, such as learners’ educational levels, and address
our summarization approach to various learning settings, such as
the smart learning environments discussed in (P4).
As discussed in (P5, P6), the findings indicate that the contex-
tual query expansion within a properly integrated Bayesian topic
model can significantly affect the performance of summarization,
making our summarizer comparable to the state-of-the-art summa-
rization systems. However, the improvement is limited due to inad-
equate performance gain in precision evaluation. Thus, it would be
important to evaluate more sophisticated ranking algorithms and
determine a plausible method to improve the precision of the sen-
tence selection in future research. Nonetheless, this research hopes
to act as a catalyst for further research in this area.
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Guangbing Yang
Contextual Text Summarization  
for Content Processing in  
Mobile Learning
This book provides a study of contex-
tual text summarization for
content processing in mobile learning. 
The problem of the effectiveness
of automatic text summarization in 
mobile learning settings is
addressed, and a Bayesian contextual 
topic model has been proposed to
indicate how the contextual informa-
tion can impact the performance of 
summarization significantly. A proto-
type summarization system has
been designed and developed in the 
mobile learning domain.
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