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Analysis of a Stochastic Model for Bacterial Growth and the Lognormality of the
Cell-Size Distribution
Ken Yamamoto and Jun-ichi Wakita
Department of Physics, Faculty of Science and Engineering,
Chuo University, Kasuga, Bunkyo, Tokyo 112–8551, Japan
This paper theoretically analyzes a phenomenological stochastic model for bacterial growth. This
model comprises cell division and the linear growth of cells, where growth rates and cell cycles are
drawn from lognormal distributions. We find that the cell size is expressed as a sum of independent
lognormal variables. We show numerically that the quality of the lognormal approximation greatly
depends on the distributions of the growth rate and cell cycle. Furthermore, we show that actual
parameters of the growth rate and cell cycle take values that give a good lognormal approximation;
thus, the experimental cell-size distribution is in good agreement with a lognormal distribution.
I. INTRODUCTION
A. General overview
In the study of complex phenomena, we can extract
statistically useful information from the size distribu-
tion of observed elements. Along with the power-law
distribution[1, 2], which is closely associated with criti-
cal phenomena in statistical physics, the lognormal dis-
tribution [3] is found in a wide range of complex sys-
tems. [4, 5] It appears in natural phenomena such as
fragment and particle sizes[6, 7], the fluctuation of X-ray
bursts[8], and genetic expression in bacteria[9], and in so-
cial phenomena such as population[10], citations of scien-
tific papers[11], and proportional elections[12]. The com-
monness of the lognormal behavior is helpful for studying
various complex systems from a unified viewpoint based
on statistical physics.
A random variable X is said to follow a lognormal dis-
tribution lnN (µ, σ2) if its logarithm lnX is normally dis-
tributed with mean µ and variance σ2. The probability
density of lnN (µ, σ2) is
fµ,σ(x) =
1√
2piσ2 x
exp
(
− [lnx− µ]
2
2σ2
)
,
and the (upper) cumulative distribution function is
Fµ,σ(x) =
∫
∞
x
fµ,σ(y)dy
=
1
2
[
1− erf
(
lnx− µ√
2σ
)]
=
1
2
erfc
(
lnx− µ√
2 σ
)
,
(1)
where erf(x) = (2/
√
pi)
∫ x
0 exp(−y2)dy is the Gauss er-
ror function and erfc(x) = 1 − erf(x) is the complemen-
tary error function[13]. The lognormal distribution is
a heavy-tailed distribution; that is, the tail of Fµ,σ(x)
decays slower than any exponential function. Thus, a
phenomenon obeying a lognormal distribution easily pro-
duces values much larger than the mean. The mean of the
distribution lnN (µ, σ2) is exp(µ+σ2/2) and the median
is exp(µ). The mean is always larger than the median,
and this is a consequence of the heavy-tailed property of
the lognormal distribution.[14]
The lognormal distribution is typically generated by a
multiplicative stochastic process.[15] Consider a stochas-
tic process X1, X2, . . . given by
Xn+1 =MnXn,
where Mn is a positive random variable. If the growth
rates M1,M2, . . . are independently and identically dis-
tributed, and E[lnMn] = µ and V [lnMn] = σ
2 are fi-
nite, the central limit theorem implies that the distribu-
tion of (lnXn − nµ)/(√nσ) converges to the standard
normal distribution (with zero mean and unit variance).
Roughly speaking, the distribution of Xn for sufficiently
large n is reasonably approximated by the lognormal dis-
tribution lnN (nµ, nσ2). The lognormal parameters nµ
and nσ2 diverge as n → ∞; thus, Xn itself does not
have a stationary distribution exactly. Many systems
have multiplicativity in some sense; thus, the lognormal
distribution is a natural distribution for their statistical
properties[4].
It should be checked carefully whether a probability
distribution obtained from actual data is truly lognor-
mal or not, even if the lognormal fitting is visually suc-
cessful. Many researchers have pointed out that a log-
normal distribution can be confused with other prob-
ability distributions such as power-law[16], normal[17],
and stretched exponential[18] distributions. Further-
more, the multiplicative nature does not necessarily lead
to a lognormal distribution. In fact, lognormal behavior
can easily change into other distributions if additional
rules are assigned to the multiplicative stochastic pro-
cess. For instance, multiplicative processes with addi-
tive noise[19], reset events[20], random stopping[21] and
successive sum[22] produce power-law distributions. It is
difficult to examine whether an experimental data set fol-
lows a genuine lognormal distribution or a lognormal-like
distribution.
In this paper, we perform a theoretical analysis of a
stochastic model of bacterial cell size. Wakita et al.[23]
reported that the cell-size distribution of the bacterial
species Bacillus (B.) subtilis is well described by a log-
normal distribution. They also proposed a phenomeno-
2logical stochastic model for the growth of bacterial cells
and confirmed that the numerical result quantitatively
reproduces the actual cell-size distribution. In contrast
to these results, we show in this paper that the cell-size
distribution generated by this model is not a genuine log-
normal distribution in reality. In order to elucidate the
situation and the problem, we give an outline of the ex-
periment and model in the next subsection.
B. Experiment and modeling of bacterial cell size
As a background of the present paper, we concisely
review the above-mentioned experimental study [23] re-
garding the cell-size distribution of B. subtilis, which is
a rod-shaped bacteria of 0.5–1.0µm in diameter and 2–
5µm in length. The morphology of a B. subtilis colony
spreading on an agar surface changes with the nutrient
and agar concentrations and is classified into five types:
diffusion-limited aggregation-like, Eden-like, concentric
ring-like, homogeneously spreading disk-like, and dense
branching morphology-like patterns. The relation be-
tween each pattern and the nutrient and agar concen-
trations is summarized in the form of a morphological
diagram[24]. Bacterial colonies have been extensively
investigated from the standpoint of physics as a typi-
cal pattern-formation phenomenon in which the different
patterns appear by changing external conditions.[25]
According to the measurement of bacterial cells in ho-
mogeneously spreading disk-like colonies (formed in soft
agar and rich nutrient), the cell size at the beginning of
the expanding phase follows the lognormal distribution
lnN (ln 2.7, 0.242) = lnN (0.99, 0.242), whose median is
exp(0.99) = 2.7µm. In addition, the cell length in the lag
phase has been reported to increase linearly with time up
to cell division. The cell cycle is represented by the log-
normal distribution lnN (ln 22, 0.202) = lnN (3.1, 0.202)
(the median is 22min), and the growth rate also ex-
hibits lognormal behavior with lnN (ln 0.078, 0.302) =
lnN (−2.6, 0.302) (the median is 0.078µm/min).
On the basis of these experimental results, a phe-
nomenological model has been proposed. The procedure
of this model is schematically shown in Fig. 1. The model
starts with a single cell A of unit length, and assigns cell
cycle τA and growth rate vA drawn from lognormal distri-
butions. Cell A grows linearly with time, i.e., the size of
cell A at time t < τA is 1+ vAt. At t = τA, cell A divides
equally into two cells B and C. Growth rates vB and vC
and cell cycles τB and τC are newly assigned. For simplic-
ity, the growth rate and cell cycle of each cell are assumed
to be independently distributed. The cells continue their
linear growth and cell division in the same way. Accord-
ing to a numerical calculation[23], the cell-size distribu-
tion becomes stationary after a long time. By choosing
realistic parameters in the lognormal distributions for
the growth rate and cell cycle [namely, lnN (3.1, 0.202)
for the cell cycle and lnN (−2.6, 0.302) for the growth
rate], the resultant stationary distribution is described
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FIG. 1: (Color online) Illustration of the growth model for
bacterial cells. An initial cell A of unit length grows linearly
with growth rate vA, and it divides equally into two cells B
and C at t = τA. Cells B and C respectively grow linearly
with rates vB and vC until the next cell division, and so forth.
The arrangements of the cells at time t = 0 (initial state),
t = τA (immediately after the first cell division), and t = τA+
τB (immediately after the second division) are schematically
shown in the balloons.
by lnN (0.92, 0.282). This is in good agreement with the
actual cell-size distribution lnN (0.99, 0.242) of B. sub-
tilis. Furthermore, it has been reported that the long-
normal behavior of the numerical cell-size distribution
disappears if the lognormal parameter σ of the growth
rate or cell cycle is too small or too large.
We theoretically analyze this phenomenological model
in the present paper. We derive the cell size at the onset
of the cell cycle in Sect. II, and the stationary cell size
of the model in Sect. III. They are expressed by sums
of lognormal variables, and the corresponding cell-size
distributions are not exactly lognormal. We propose a
quantity that evaluates how far the cell size is different
from the lognormal behavior. We numerically show that
the deviation from lognormality depends on the product
of the growth rate and cell cycle, and derive its scaling
property. From these results, the cell-size distribution of
B. subtilis is suggested to be only a lognormal-like distri-
bution, but it can be approximated well by a lognormal
distribution owing to the parameter values of the growth
rate and cell cycle, which give a good lognormal approx-
imation.
II. ANALYSIS 1: CELL SIZE IMMEDIATELY
AFTER CELL DIVISION
The aim of this study is to obtain the stationary cell-
size distribution of the model, but it is complicated to de-
rive it without preparation. At each moment, there exist
cells that have just divided, divided some earlier, and are
about to divide. We need to consider the variation of the
time elapsed from the previous division. Before study-
ing this cell-size distribution, we start with the cell-size
distribution limited to the cells that have just divided,
which is a simpler problem.
We focus on the cell size at the onset of the cell cycle
and introduce a random variableX ′n as the initial cell size
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FIG. 2: (Color online) Cumulative distributions of X ′n for
n = 2 (squares), 5 (circles), 10 (diamonds), and 100 (crosses).
Each distribution is made up of 106 independent samples,
where µL = 0 and σL = 1.
at the nth cell cycle. By setting Vn as the nth growth
rate and Tn as the nth cell cycle, the growth increment
during the nth cycle is expressed as VnTn. The cell size
at the end of this cycle is X ′n+VnTn. This length is split
in half at the cell division, so X ′n+1 is given by
X ′n+1 =
1
2
X ′n +
1
2
VnTn. (2)
We easily obtain its solution as
X ′n =
1
2n−1
+
n−1∑
k=1
VkTk
2n−k
(3)
by applying Eq. (2) recursively and using the initial con-
dition X ′1 = 1. Note that the effect of the initial length
X ′1 vanishes exponentially as n increases.
The random variables Vk and Tk always appear in the
form of the product VkTk throughout this paper, and we
set a new random variable Lk := VkTk. In light of the ex-
periment, Vk and Tk in the model are lognormal variables.
The product Lk is therefore a lognormal variable, because
the product of two independent lognormal variables again
follows a lognormal distribution [3]. We set lnN (µL, σ2L)
for the distribution of Lk and investigate the properties
of X ′n in terms of µL and σL. The model assumes that
{Vk} and {Tk} are independent, and hence {Lk} are in-
dependently and identically distributed. Hence, X ′n is
given by the sum of independent lognormal variables.
By using the mean and variance
E[L1] = E[L2] = · · · = eµL+σ2L/2, (4a)
V [L1] = V [L2] = · · · = e2µL+σ2L(eσ2L − 1), (4b)
of Lk, the mean and variance of X
′
n are respectively cal-
culated as
E[X ′n] =
1
2n−1
+
n−1∑
k=1
E[Lk]
2n−k
= eµL+σ
2
L
/2 − e
µL+σ
2
L
/2 − 1
2n−1
,
V [X ′n] =
n−1∑
k=1
V [Lk]
4n−k
=
e2µL+σ
2
L(eσ
2
L − 1)
3
− e
2µL+σ
2
L(eσ
2
L − 1)
3 · 4n−1 .
They converge exponentially as n → ∞. As shown in
Fig. 2, the distribution of X ′n also rapidly becomes sta-
tionary; the distributions for n = 10 and 100 appear to
be almost identical. In the numerical calculations be-
low, therefore, we use the distribution for n = 10 as a
substitute for the stationary distribution.
The variable X ′n is given by the weighted sum of in-
dependent and identical lognormal variables Lk. A sum
of lognormal variables does not exactly follow a lognor-
mal distribution. (In contrast, a sum of normal vari-
ables again follows a normal distribution.) However,
such a sum of variables can be approximated by a sin-
gle lognormal distribution. Among the many techniques
to approximate a lognormal sum by a single lognormal
distribution [26–28], the simplest and fastest method
is the Fenton-Wilkinson (FW) approximation [29], in
which the lognormal parameters are estimated by match-
ing the first and second moments. When sample values
{x1, . . . , xN} of X ′n are given, the best lognormal distri-
bution lnN (µˆ, σˆ2) in the FW sense is determined by
eµˆ+σˆ
2/2 =
x1 + · · ·+ xN
N
=: m1,
e2(µˆ+σˆ
2) =
x21 + · · ·+ x2N
N
=: m2.
The left-hand sides are the first and second moments of
lnN (µˆ, σˆ2). The estimates µˆ and σˆ are explicitly written
as
µˆ = 2 lnm1 − 1
2
lnm2, σˆ
2 = lnm2 − 2 lnm1. (5)
In addition to its simplicity, the FW method is known
to closely approximate the tail of the cumulative
distribution[30]. Since we mainly focus on the cumu-
lative distribution, the FW method is suitable for this
study.
We numerically investigated whether X ′n is approxi-
mated by a lognormal distribution. For each µL and σL,
we generated independent samples {x1, . . . , xN} ofX ′n by
using Eq. (3) and estimated µˆ and σˆ by the FW approx-
imation (5). To evaluate the validity of the lognormal
approximation, we calculated the difference between the
estimated lognormal distribution Fµˆ,σˆ and the empirical
cumulative distribution of {x1, . . . , xN} defined by
G(x) =
number of elements ≥ x
N
.
4We define the difference as
D =
[∫
∞
0
(Fµˆ,σˆ(x)−G(x))2dx
]1/2
.
When the set of samples {x1, . . . , xN} closely fits the
lognormal distribution, D becomes small. We use cu-
mulative distributions Fµˆ,σˆ and G in the definition of D,
because we are primarily interested in whether the tail
of G(x) exhibits lognormal decay. For simplicity, we as-
sume that {x1, . . . , xN} is arranged in descending order
(x1 ≥ · · · ≥ xN ), which yields G(xi) = i/N . We replace
the integral of D with the Riemann sum
∆ =
[
N−1∑
i=1
(Fµˆ,σˆ(xi)−G(xi))2 (xi − xi+1)
]1/2
=
[
N−1∑
i=1
(
Fµˆ,σˆ(xi)− i
N
)2
(xi − xi+1)
]1/2
.
This is a discrete form of D.
In Fig. 3, we illustrate the numerical result of how close
the stationary distribution of X ′n is to the lognormal dis-
tribution. We generated 104 independent samples of X ′10
using Eq. (3) (recall that the distribution of X ′n appears
to become stationary even at n = 10), estimated µˆ and
σˆ by the FW method, and computed ∆. Figure 3(a) is a
contour plot of ∆ in the (µL, σL) plane. The distribution
of X ′10 deviates from the lognormal distribution (i.e., ∆
becomes large) as σL and µL increase. Figures 3(b) and
3(c) show profile curves at fixed σL (σL = 0.2, 0.5, and
1) and µL (µL = 0, 2, and 5), respectively.
The dependence of ∆ on µL [Fig. 3(b)] can be ex-
plained briefly as follows. If we multiply {x1, . . . , xN}
by a factor eα to obtain {eαx1, . . . , eαxN}, the lognor-
mal estimates become µˆ + α and σˆ2. Since the scaling
relation Fµˆ+α,σˆ(e
αxi) = Fµˆ,σˆ(xi) holds from Eq. (1), ∆
for the sample {eαxi} is expressed as
∆({eαxi})
=
[
N∑
i=1
(
Fµˆ+α,σˆ(e
αxi)− i
N
)2
(eαxi+1 − eαxi)
]1/2
=
[
eα
N∑
i=1
(
Fµˆ,σˆ(xi)− i
N
)2
(xi+1 − xi)
]1/2
= eα/2∆({xi}).
Hence, multiplying {xi} by eα causes the factor exp(α/2)
to ∆. Meanwhile, multiplying {xi} by eα corresponds to
replacing Lk(= VkTk) in Eq. (3) with e
αLk. Since e
αLk
follows lnN (µL + α, σ2L), using eαLk instead of Lk is
equivalent to adding α to µL. Finally, ∆ ∝ exp(µL/2)
is derived. We numerically confirmed this relation (see
Fig. 4). Figure 4(a) shows that the graphs in Fig. 3(b)
grow exponentially. Thus, the three graphs in Fig. 3(c)
collapse into a single curve by using the scaled value
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FIG. 3: (Color online) Quality of the FW approximation to
the distribution of X ′n (n = 10). (a) Contour plot of ∆ in
the (µL, σL) plane. Contours of ∆ = 0.02, 0.05, 0.1, 0.2, and
0.4 are shown by the solid curves. (b) Graphs of ∆ vs µL at
σL = 0.2, 0.5, and 1. (c) Graphs of ∆ vs σL at µL = 0, 2,
and 5.
∆/ exp(µL/2), as shown in Fig. 4(b). In short, the in-
crease in ∆ against µL is simply due to the scaling effect
of ∆.
III. ANALYSIS 2: STATIONARY CELL-SIZE
DISTRIBUTION IN THE MODEL
In this section, we investigate the cell-size distribution
in the model after a long time, which also corresponds
to the experimental cell-size distribution. Note that this
distribution involves all cells, not only cells just after di-
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FIG. 4: (Color online) Scaling property of ∆. (a) ∆ grows
exponentially with µL. The relation ∆ ∝ exp(µL/2) is shown
by the solid line. (b) The graphs in Fig. 3(b) collapse to a
single curve by scaling ∆ by the factor exp(µL/2). Different
points are alternately aligned to avoid overlapping.
vision. Thus, the distribution is different from X ′n stated
in the previous section.
After a long time, during which the cells undergo di-
vision many times, the cell size just after the division is
written as
X ′
∞
=
∞∑
k=1
Lk
2k
. (6)
This expression is obtained by taking the limit n→∞ in
Eq. (3). In this stationary state, the cell size just before
the division is given by L0+X
′
∞
, where L0 is a lognormal
variable with lnN (µL, σ2L). At an arbitrary time, a ran-
domly chosen cell takes a uniformly random size between
X ′
∞
and L0+X
′
∞
. The size of a cell randomly chosen at
an arbitrary time is therefore written as
X = rL0 +
∞∑
k=1
Lk
2k
, (7)
where r is a uniform random number on the unit inter-
val [0, 1] and L0, L1, . . . are independently and identically
distributed with the lognormal distribution lnN (µL, σ2L).
The first term rL0 on the right-hand side represents the
fluctuation of the time elapsed from the previous cell di-
vision. Note that r = 0 and r = 1 respectively corre-
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FIG. 5: (Color online) Cell-size distributions obtained by di-
rect simulation using the model (squares), and of X (dia-
monds) and X ′∞ (triangles). The distribution of X is close
to that obtained by direct simulation, but the distribution of
X ′∞ is not.
spond to the cell sizes just after division and just before
division.
We numerically verified that Eq. (7) gives a cell-size
distribution corresponding to the model (see Fig. 5). The
square plots show the cell-size distribution obtained by
directly simulating the time evolution of cells along the
procedure of the model (as in Fig. 1). The cell cycles
and growth rates were drawn from the lognormal dis-
tributions lnN (3.1, 0.202) and lnN (−2.6, 0.302), respec-
tively. We computed the cell size distribution when the
total number of cells became 106. The diamonds show
the distribution ofX obtained from 106 samples, in which
we replaced the infinite sum in Eq. (7) with the first ten
terms. These two graphs are very close to each other,
which indicates that Eq. (7) is a valid expression. The
distribution of X ′n (n = 10) is shown as the triangles, but
is obviously different from the other distributions.
It is not clear whether the distribution of X is approx-
imated by a single lognormal distribution. We show in
Fig. 6 the validity of the lognormal approximation of X
by the FW method. As with Fig. 3, we calculated ∆
by using 104 samples of X , in which the infinite sum in
Eq. (7) was replaced with the first ten terms. Figure 6(a)
is a contour plot of ∆ in the (µL, σL) plane. The shape of
the contour lines is more intricate than that in Fig. 3(a).
Figures 6(b) and 6(c) respectively illustrate profile curves
at fixed σL (σL = 0.2, 0.5, and 1) and µL (µL = 0, 2, and
5). The curves in Fig. 6(c) are not monotonic and they
all take the minimum values at σL = 0.43–0.44. That
is, the distribution of X is greatly inconsistent with a
lognormal distribution when σL is too small or too large.
Upon using the scaled value ∆/ exp(µL/2), the curves in
Fig. 6(c) collapse into a single curve [see Fig. 6(d)].
In Fig. 7, the distributions of X with µL = 0 and
σL = 0.2 (lower triangles), 0.4 (circles), and 0.8 (upper
triangles) are presented. The lognormal distributions ob-
tained by the FW approximation are shown by the solid
curves. The distribution of σL = 0.4 [near the bottom
of the curve in Fig. 6(d)] perfectly fits the lognormal dis-
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FIG. 6: (Color online) Properties of ∆ for the distribution of X. (a) Contour plot of ∆ in the (µL, σL) plane. (b), (c) Profile
curves at fixed σL (σL = 0.2, 0.5, and 1) and µL (µL = 0, 2, and 5), respectively. (d) The curves in (c) overlap each other upon
using the scaled value ∆/ exp(µL/2). As with Fig. 4(b), different points are aligned alternately.
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FIG. 7: (Color online) Comparison of distributions of X with
µL = 0 and σL = 0.2 (lower triangles), 0.4 (circles), and 0.8
(upper triangles). The solid curves are the lognormal approx-
imation results obtained by the FW method.
tribution. In contrast, the distribution of σL = 0.2 de-
cays faster than the lognormal distribution, and that of
σL = 0.8 decays slower than the lognormal.
In the actual growth of B. subtilis, the growth rate Vk
and cell cycle Tk respectively obey lnN (ln 22, 0.202) and
lnN (ln 0.078, 0.302). The distribution of their product
Lk = VkTk is then given by
lnN (ln 22 + ln 0.078, 0.202 + 0.302) = lnN (0.54, 0.362).
Note that σL = 0.36 is near the bottom of the curve in
Fig. 6(d), at which ∆ becomes small. This is a reason
why the actual cell-size distribution of B. subtilis agrees
very well with a lognormal distribution.
The mean of X is easily calculated as
E[X ] = E[r]E[L0] +
∞∑
k=1
E[Lk]
2k
=
3
2
eµL+σ
2
L
/2,
where we used Eq. (4a) and E[r] = 1/2 (mean of the
uniform random number on [0, 1]). The variance of X is
calculated as
V [X ] = V [rL0] +
∞∑
k=1
V [Lk]
4k
=
2
3
e2µL+2σ
2
L − 7
12
e2µL+σ
2
L ,
where we used Eq. (4b) and the formula[31]
V [rL0] = V [r]V [L0] + E[r]
2V [L0] + V [r]E[r]
2
for the variance of the product, with V [r] = 1/12. The
square mean of X is then given by
E[X2] = V [X ] + E[X ]2 =
2
3
e2µL+2σ
2
L +
5
3
e2µL+σ
2
L .
The parameter µˆ of the FW approximation is
µˆ = 2 lnE[X ]− 1
2
lnE[X2],
7where we substitute E[X ] and E[X2] for m1 and m2 in
Eq. (5), respectively. We then obtain the median of X
as
eµˆ =
E[X ]2
E[X2]1/2
=
9
√
3
4
eµL
(2 + 5e−σ
2
L)1/2
.
With this result, we can compute the median of the sta-
tionary cell size X from two parameters, µL and σL. By
using the values µL = 0.54 and σL = 0.36 from the ex-
periment, we have
eµˆ ≈ 2.65µm.
This estimate correctly gives the experimental median
cell size of 2.7µm.
IV. DISCUSSION
In this paper, we have solved the phenomenological
stochastic model for bacterial growth and have shown
that the stationary cell size (7) is expressed by using
lognormal variables and a uniform variable. This re-
sult suggests that the cell size of B. subtilis does not fol-
low a genuine lognormal distribution but a lognormal-like
distribution. The parameter σL is an important indica-
tor of the quality of the lognormal approximation. This
study has elucidated that the value σL = 0.36 for actual
bacterial growth, which is near the bottom of Fig. 6(d)
(σL ≈ 0.43), is the reason why the experimental cell-size
distribution can be approximated well by a lognormal
distribution. The value of σL can be varied by changing
external conditions or by using other bacterial species
such as Escherichia coli [32] and Proteus mirabilis [33].
We consider that the model and analysis in this study
should be quantitatively inspected by estimating σL and
∆ from experiments under various conditions.
We make a further comparison between our result and
a numerical result of Wakita et al.[23] in which the cell cy-
cle Tk and growth rate Vk are varied separately. Here we
set lnN (µT , σ2T ) and lnN (µV , σ2V ) for the distributions
of Tk and Vk, respectively. Wakita et al.[23] investigated
the lognormality of the stationary cell-size distribution of
the model in the (σT , σV ) plane, instead of σL, with fixed
medians exp(µT ) = 20min and exp(µV ) = 0.1µm/min.
This result is shown by the circles (the lognormal ap-
proximation is valid) and upper and lower triangles (the
lognormal approximation is not good) in Fig. 8. The size
distribution deviates from the lognormal distribution for
small σT and σV or for large σT and σV . In this fig-
ure, the contours of ∆ = 0.01, 0.02, and 0.04 are also
shown by the solid curves. The relation σ2L = σ
2
T + σ
2
V
is obtained from Lk = VkTk, and hence, the curve of
σL = const. forms an arc centered at the origin in the
(σT , σV ) plane. The value of ∆ depends on σL and not
on σT and σV ; thus, the contours of ∆ are concentric cir-
cles. In contrast, the boundary between the circles and
the lower triangles seems to be a straight line. We de-
duce that this difference arises because the judgment of
∆ = 0.01
∆ = 0.02
0 0.1 0.2 0.3 0.4 0.5
σT
0
0.1
0.2
0.3
0.4
σ
V
∆
=
0.01
∆
=
0.02
∆= 0.04
FIG. 8: (Color online) Quality of the lognormality of the sta-
tionary cell-size distribution in the (σT , σV ) plane. The circles
(showing that the lognormal approximation is valid) and up-
per and lower triangles (lognormal approximation is invalid)
are results of Wakita et al.[23]. Contours of ∆ = 0.01, 0.02,
and 0.04 are shown by solid curves.
a circle or triangle relied on human eyes. Nevertheless,
we consider our result to be consistent with the previous
study as a whole. In fact, the region of ∆ < 0.01 contains
only circles, and that of ∆ > 0.02 contains only lower tri-
angles. Moreover, circles and lower triangles both exist
in the narrow range 0.01 < ∆ < 0.02.
The model assumes the lognormality of the growth rate
Vk and cell cycle Tk. (Theoretically, the lognormality of
their product Lk = VkTk is essential in our analysis.) As
a matter of fact, however, it is unclear why they follow
lognormal distributions. At the same time, we cannot ex-
clude the possibility that they actually follow lognormal-
like distributions. The stochastic properties of Vk and Tk
may involve dynamics inside a cell, and this is a problem
for future research. Increasing the amount of experimen-
tal data can also help to investigate Vk and Tk in more
detail.
The difference ∆ between a cell-size distribution and
its FW approximate becomes large when σL increases in
both Figs. 3(a) and 6(a). This behavior has also been
found for a finite sum of lognormal variables[26]. For
small σL, on the other hand, ∆ forX [Fig. 6(a)] is greatly
different from that for X ′
∞
[Fig. 3(a)]. Let us consider
the limiting case σL = 0, that is, the random variable Lk
is constant [Lk ≡ exp(µL)]. X ′∞ in Eq. (6) is also con-
stant [X ′
∞
≡ exp(µL)] andX ′∞ is distributed lognormally
with lnN (µL, 0). Thus, ∆ = 0 for X ′∞. [We can observe
∆ → 0 as σL → 0 in Fig. 3(c).] On the other hand, the
random variable rL0 in Eq. (7) is uniformly distributed
in the interval [0, exp(µL)], and X(= rL0 +X
′
∞
) is uni-
formly distributed on [exp(µL), 2 exp(µL)]. The uniform
distribution is different from a lognormal distribution, so
∆ for X does not become zero as σ → 0. Thus, the
property of ∆ for small σL is affected by the term rL0
in Eq. (7). We conjecture that the balance between the
increase in ∆ for large σL and the existence of the term
rL0 corresponds to the minimum point in Fig. 6(d), but
we have not yet carried out a detailed analysis, especially
8of why the minimum is at σL ≈ 0.43.
In order to comprehend complex systems, we usually
describe a phenomenon broadly at first, neglecting its
details, then gradually increase the accuracy. In this pa-
per, we have investigated a measure of how much an ac-
tual distribution deviates from the approximate lognor-
mal distribution, which is an in-depth expression of the
result that the cell-size distribution is close to the lognor-
mal distribution. Lognormal behavior has been reported
in many systems as a first approximation, and we hope
that our analysis will help promote further research on
such systems.
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