Abstract. The Douglas-Rachford method has been employed successfully to solve many kinds of non-convex feasibility problems. In particular, recent research has shown surprising stability for the method when it is applied to finding the intersections of hypersurfaces. Motivated by these discoveries, we reformulate a second order boundary valued problem (BVP) as a feasibility problem where the sets are hypersurfaces. We show that such a problem may always be reformulated as a feasibility problem on no more than three sets and is well-suited to parallelization. We explore the stability of the method by applying it to several examples of BVPs, including cases where the traditional Newton's method fails.
Introduction
We explore a particular approach to obtaining approximate numerical solutions to (second order, nonlinear) boundary-valued problems on [a, b] ⊆ R. We use finite difference approximations to replace the continuous problem by a discrete one involving a finite system of N nonlinear equations in N variables (the approximate solution values at each of the N partition points). The classical approach to solving such a system of equations is to use Newton's method. We explore some alternative projection-based iterative methods.
The solution set for each of the N equations is a hypersurface S k in Ndimensional Euclidean space R N . An approximate solution to the BVP then corresponds to a point in the intersection of these N hypersurfaces. This is a feasibility problem of the form:
One approach to solving such feasibility problems is to use an iterated process.
We consider the method of alternating projections (AP) and the DouglasRachford method (DR) in particular (see, for example, [5] [6] ). We explain how the methods are well-suited to parallelization. We then use the methods to solve the associated feasibility problems for several BVPs and compare the results with those given by the classical Newton's method.
Nonlinear boundary value problems
We investigate the use of projection algorithms to obtain numerical solutions to nonlinear boundary value problems of the form (2.1) y = f (x, y, y ) in a ≤ x ≤ b with y(a) = α and y(b) = β.
We generally assume that (2.1) has a unique continuous solution over the interval [a, b] . This is guaranteed [16, Theorem 11.1] if the right-hand side function f satisfies the following conditions :
(1) f and partial derivatives of f with respect to y and y are continuous on We use a finite difference method to approximate the solution of the given boundary value problem. This results in a system of nonlinear equations to which we apply our projection algorithm to compute an approximate numerical solution.
To this end, consider a partition of the interval [a, b] into N equal subintervals using the set of points x i = a + ih for i = 0, 1, · · · , N + 1 with x N +1 = b so that
We introduce the centred-difference approximations,
When the exact solution y is four times continuously differentiable these estimate the first and second derivatives at x i with errors of Ignoring such truncation error terms we replace the first and second derivative of y by their centred-difference approximations in (2.1) to obtain for i = 1, 2, 3, · · · , N the approximate relationships
This leads us to take as an approximate numerical solution to (2.1) y(x i ) ≈ ω i where the ω i satisfy the system of generally nonlinear equations
Under a mild condition on the partition size h [16, Chapter 11] this nonlinear system of equations has a unique solution. Let
where ω 0 = α, ω N +1 = β, and set
Then we can compute our approximate numerical solution to the boundary value problem (2.1) by solving the feasibility problem: find ω ∈ ∩ N i=1 Ω i . A solution is given by y(x i ) = ω i . For the task, we employ a parallelized version of the Douglas-Rachford method as outlined below.
Remark 2.1. The astute reader will note that more complicated boundary conditions may be handled by appropriately modifying either or both of the equations ω 0 = α, ω N +1 = β though this could potentially lead to an enlarged problem of N + 2 equations in N + 2 unknowns. For example, the mixed condition y(a)+ηy (a) = α could translate to ϕ 0 (ω)
Preliminaries on Douglas-Rachford Method
The Douglas-Rachford algorithm [13] was introduced half a century ago in connection with nonlinear heat flow problems to find a feasible point (point in the intersection) of two closed constraint sets A and B in a Hilbert space X.
The projection onto a proximal subset C of R N is defined for all x ∈ R N by
When C is closed and convex the projection operator P C is single valued and firmly nonexpansive. When C is a closed subspace it is also a linear operator. For additional information, see, for example, [5] . The reflection mapping through the set C is then defined by
where I is the identity map.
Definition 3.1. For two closed sets A and B and an initial point x 0 ∈ H, the Douglas-Rachford method generates a sequence (x n ) ∞ n=1 as follows:
Definition 3.2. The fixed point set for an operator T is Fix T = {x ∈ H|T x = x}.
The following theorem from [6] relaxes previous convergence conditions established in [14] . Of course in our case, where the space is finite dimensional, this ensures convergence in norm.
Notwithstanding the absence of a satisfactory theoretical justification, the Douglas-Rachford iteration scheme has been used to successfully solve a wide variety of practical problems in which one or both of the constraints are non-convex.
In an effort to develop the beginnings of a theoretic basis for employment in the non-convex setting, the authors of [10] explored a feasibility problem on two particular hypersurfaces in R n : a line and the n − 1-sphere. Among other results, they established local convergence near each of the (possibly two) feasible points. More extensive regions of convergence were determined by Borwein and Aragón Artacho [3] . The definitive answer, as conjectured in [10] , was subsequently given by Benoist [7] who established convergence to the nearest feasible point except for starting points lying on a singular set: the hyperplane of symmetry.
The authors of [8] showed that local convergence still holds for a line and a smooth hypersurface in R N , although the basins of convergence may be quite sensitive to small perturbations of the sets. Additionally, in [9] local convergence was extended to isolated points of intersection for two smooth hypersurfaces in R N . For other applications of the Douglas-Rachford method in the non-convex setting, see also, for example, [1] , [2] , [3] , [4] [10], [11] .
3.1. Extension to Many Sets. We can apply this method to a feasibility problem with N sets Ω 1 . . . Ω N ⊂ X to find x ∈ ∩ N k=1 Ω k . We do so by working in the product space X N as follows.
and apply the DR method to the two sets A and B. The product space projections for
This is sometimes called the "divide and concur" method. See, for example, [15] . This method is particularly suited to parallelization. An alternative would be to use the cyclic Douglas-Rachford algorithm introduced in [11] . We consider, in particular, the case where the Ω i are as in (2.4). Where ω 0 = α and ω N +1 = β are fixed, the feasibility problem is reduced to finding a point in the intersection of a family of N (possibly disconnected) hypersurfaces Ω 1 , . . . , Ω N in R N .
4.
Computations for nearest point projection onto a surface
Remark 4.1. Here we have assumed there is a unique minimizer; if not, then
and in what follow we would replace
So, provided u ∈ Ω k and assuming sufficient differentiability, we know by the theory of Lagrange multipliers that there exists λ 0 = 0 for which
That is, λ = λ 0 and x = P Ω k (u) is a solution of,
Remark 4.2. This is equivalent to requiring that x is in Ω k and u − x is orthogonal to Ω k at x.
Again assuming sufficient differentiability, the nonlinear system (4.1) could be solved using Newton's method, but this requires an inversion of the (N + 1) × (N + 1) Jacobian
at each iteration. Alternatively we might seek to locate a point (x 0 , λ 0 ) where the scalar function
has a minimum zero; P S (u) = x 0 is then the desired solution. For this we might use the method of gradient (steepest) descent with a line search implemented at each iteration. This obviates the need to invert J(x, λ), but depending on the method employed for the line search may involve performing several iterations of Newton's method on a one variable function at each step. The main difficulty here is choosing a suitable starting point; (u, 0) is one choice.
The procedure
The proposed method relies on the insensitivity of the Douglas-Rachford method to moderately small relative errors in the location of the reflections required at each iteration; namely,
The idea is to use one or more steps (perhaps continuing until two successive steps yield values for G differing by less than some tolerance, τ ) of the second method discussed above to find a tolerable approximation, P * S k (x m,k ), to the projection of x m,k onto S k .
Remark 5.1. Of course, here we could elect to use the first method instead. The choice would be one of needing more steps but less computational complexity versus needing fewer steps with each entailing greater computational complexity.
Then, even though P * 
Remark 5.2. One should consider using a tolerance τ m that reduces as the number of iterations increases and hopefully move nearer to a solution. Otherwise, it's is unlikely that the accuracy of the solution found would exceed the preselected tolerance, τ . One could use τ m = αdiam{x m,k : k = 1, 2, · · · , N } where α ∈ (0, 1) and
5.1. Alternative Formulation. We may also attempt to speed up convergence by considering two modified versions of the method. Consider the problem with a partition of 7 segments, so N = 6 from the form of equation (2.3). For a single iteration, the values updated by R A of the product space iterate x are underlined.
However, in the computation of the projection onto the agreement space (P B ) values are averaged across rows, and so many unchanged values are included in the averaging step. More precise solutions require higher N , and for higher N the ratio of unchanged values to changed values in the averaging step grows. This usually slows down convergence. One possible solution is to reformulate the problem as a problem of three sets.
Notice that we can reformulate in this way for any N > 3, and that still only two unchanged values will remain at each step (one for the first partition point and one for the last). The memory necessary to store this product space vector x is smaller, although the number of projections computed remains the same because the computation of
Another approach is to simply change the map P B so that only the changed row values are averaged in the agreement step. P B is, in this reformulation, still a map into B. It is no longer the projection map, but we expect similar behavior to that of the three set reformulation because the only difference is the inclusion or exclusion of two additional unchanged values for partition points 1 and N . Indeed, if we chose to include just two unchanged values -one for each of first and N th partition points -the formulations are equivalent. Thus, the altered P B may be thought of as a map to some near point of the agreement set where the formulation in question is the three set formulation. Because of this similarity, we do not consider these two approaches separately. For all of our examples we use the three set reformulation which does not include unchanged values in the averaging step.
Examples
For all of our examples, unless otherwise specified, we use as an initial point for the iterations x 0 = (ω, . . . , ω) ∈ R N ×N where
N +1 , i = 1, . . . , N matches the affine function satisfying the boundary values. We also use N = 21 unless otherwise specified. We compute the error in the natural way via the L 2 norm:
When ω k is the value of the true solution at x k = a+
N +1 and ω k represents the solution of the finite difference problem (2.3) at x k calculated using Newton's method, measures the error between the true solution and the approximate solution. We expect this error to decrease as N is increased. We show this error for each of our examples with both N = 11 and N = 21 in table 3.
When the ω k are values obtained from DR or AP, depending upon whether we are computing the error from the true solution or the approximate solution ω k is either the value at x k of the true solution or that estimated by Newton's method which is taken to be the numerical solution of the finite difference problem (2.3).
For an iterate of the method of alternating projections (AP) each iterate lies on the agreement set B and so we compute the error where the ω k are the induced numerical solution. For each iterate of Douglas-Rachford method (DR) we project back onto B to obtain a numerical solution.
In cases where Newton's method converges, it generally achieves a difference between subsequent iterates of less than 10 −12 within 10 steps. Example 6.1. We first tested the method on a simple problem from [16] : namely the differential equation y = DR, AP, and Newton's method solve the induced system of equations. Behavior shown graphically in Figure 1 where N = 21.
At around 400,000 iterates, the numerical solution from DR is close to the solution of the finite differences problem (2.3) and so the error from the true solution appears to stabilize, exposing the inherent error between the approximate solution and the true solution. Zooming in, the first 2,000 iterates are shown at left in Figure 2 ; we see that the "solid" appearance in Figure 1 is created by shorter-scale oscillations in relative error. At right in Figure 2 we see the behavior of AP which converges more quickly and also without the drastic changes in relative error so typical of DR. This pattern of converging faster held generally though not always, and all of the relative error plots for AP were similar.
In the next two examples we consider the effect of partition size on the error from the true solution and on the rate of convergence. The true solution and the effect of N on the error between true and approximate solutions is shown at right in Figure 3 . A convergence plot is given in Figure 4 where N = 11 is shown at left and N = 21 is shown at right. Noting the different horizontal axis scales, it may be seen that, as one would expect, convergence is much more rapid for smaller N , a phenomenon which held both consistently and dramatically across all our examples.
The "aqueducts"-which might seem to suggest long-scale oscillations in the change from iterate to iterate-appear to be an artifact of the sample of iterates we used to prepare the plot. For N = 21 our plot is made from sampling at every 400th iterate. Shorter scale oscillations of the kind visible in Figure 2 appeared for all of our error plots, and by sampling infrequently we tend to sample near the tops and sides of the humps while missing the valleys. This phenomenon combined with the regularity of the shorter scale oscillations creates the illusion of aqueducts.
The relative error plots do, however, reveal an important characteristic of the behavior. The change in error from the true solution does not track the relative error between iterates but instead roughly tracks the change in relative error at the tops of the humps in Figure 2 . Once sufficiently close to the solution, these oscillations become regular and so convergence can be estimated by tracking only the iterates where relative error peaks.
This behavior is consistent with the behavior of DR in other contexts. At left in Figure 5 we see DR iterates for an ellipse and a line. The line is the analog of our diagonal set B (3.2), and so at right we report P L x n+1 − P L x n 2 . The similarities to Figure 2 are unmistakable.
In each of the next three examples we consider the sensitivity of the methods to the starting point. For the first two examples we have multiple potential solutions, and for the final example Newton's method may cycle rather than finding a solution. 
Here we intially found convergence for small N , but our scripts stopped working for larger N . Investigating, we found that Maple's fsolve was unable to compute the solution to the Lagrangian system for the P Ω i . Replacing it with our own numerical solver, we recovered convergence. With the starting values corresponding to the affine function matching the boundary conditions, all methods converged to solution y 1 from (6.4). However, with the starting values matching the boundary conditions and 4χ (0,1) everywhere else, AP goes to the "nearer" solution of y 2 (6.5) while DR finds its way down to y 1 . This may be seen in Figure 6 .
We repeated the experiment for a variety of starting points corresponding to functions which matched the boundary values and were λχ (0,4) everywhere else for various λ. The results are tabulated in Table 1. Newton's method behaved very predictably, always converging to y 1 for λ < 0 and y 2 for λ > 0 regardless of partition size. AP was slightly less predictable, converging to y 1 for λ = .01. For λ = .1 it appeared stuck between y 1 and y 2 even after 15E4 iterates regardless of partition size; eventually it converged to y 1 .
The behavior of DR, by contrast, was highly unpredictable, changed drastically with partition size, and frequently converged to the "farther" away of the two solutions when started some distance from both. This is consistent with the known behavior of Douglas-Rachford illustrated in Figure 7 . See, for example, [8] . Table 1 . Sensitivity to starting point for Example 6.4: 1 or 2 indicate the method converged to y 1 or y 2 while S indicates the method appeared stuck after 5E5 iterates.
We observed another trend as well. For λ = 4 and N = 11 DR converged to y 1 while for λ = 2 it converged to y 2 ; for λ = 3 convergence was extremely delayed. For most values, we were able to ascertain the eventual solution within 15E4 iterates. For some λ values we were unable to tell even after 5E5 iterates. This pattern of "crossroad" points taking longer to close on a destination held consistently. One example is shown at right in Figure 7 . 
where c ≈ 1.1508 (6.6) or c ≈ 59.827 (6.7)
When the starting values match the unique affine function corresponding to the boundary conditions, all of the numerical methods converged to the particular solution given by (6.6) which we call y 1 . If we start instead from a function matching the boundary conditions and 2χ (0,1) everywhere else, for N = 21 AP still goes to y 1 while DR converges to the other solution y 2 given by (6.7). This can be seen in Figure 6 .
We again repeated the experiment for a variety of starting points corresponding to functions which matched the boundary values and were λχ (0,1) elsewhere for various λ. The results are tabulated in Table 2 where it may be seen that for certain starting values Newton's method diverged or AP appeared stuck after 15E4 iterates. Example 6.6. We consider the second order differential equation Table 2 . Sensitivity to starting point for Example 6.5: 1, 2 indicates the method converged to y 1 , y 2 respectively while "D" and "S" respectively indicate the method diverged or appeared stuck. 
This example is especially interesting because while Newton's method finds the solution when starting from the affine function satisfying the boundary criteria, it fails to converge to the solution when started at 1χ (−1,1) , . . . , 7χ (−1,1) . Instead it cycles between the two non solutions shown at left in Figure 8 .
Within 6 iterates of Newton's method, the norm of the difference between subsequent even iterates or subsequent odd iterates is less than 1E−19. By way of contrast, DR and AP appear to work well from all of these starting points. At right we show a plot of relative error for DR with 21 iterates starting from the affine function values.
We summarize the experimental results more generally in Table 3 . In the first column we report how many iterates it took for log 10 of the "peak" relative error for DR to go down by 1. In the second column we report this for AP where peaks need no longer be considered. In the third column we give the average number of iterates which compose the individual oscillations in the relative error of DR (as in Figure 2 ). In the fourth column we report for DR the ratio of peak error from the approximate solution to peak relative error. Because the two different peaks do not coincide, we take each peak in the error from the approximate solution and compare it to the previous peak in the relative error. In the fifth column we report for AP the ratio of error from approximate solution to the relative error; in this case peaks no longer need be considered. In the final column we show the error of the approximate solution from (2.3) to that of the true solution.
Analysis of a stuck problem revealed that regular oscillations in relative error were conspicuously absent. This is shown at left in Figure 9 where for Example 6.4 with N = 21 and starting with λ = 6, DR appears stuck after 5E5 iterates. Original attempts to catalogue average oscillation length for relative error resulted in data which appeared at times periodic. This led to the discovery that the pattern in relative error may tend toward a predictable pattern other than smooth oscillation. This is shown for Example 6.2 with N = 11 at right in Figure 9 .
Conclusion
The poor tradeoff in convergence rate for finer partitions suggests some modifications to the method for solving real world problems. One such Figure 9 . Left: stuck DR. Right: relative error tends toward a pattern other than smooth oscillation. modification is to begin with a coarse partition and increase the fineness over time. Another is to simply switch to a more traditional solver once sufficient proximity to the true solution is suspected from analysis of the relative error.
The impressive stability of the Douglas-Rachford method relative to more traditional methods is consistent with previous findings in the application of these methods to finding the intersections of analytic curves [9] . This property and its unique suitability for parallelization make it an ideal candidate for employment in settings where traditional solvers fail.
