Advances in Robotics, Automation and Control 200 2. New wavelets networks architecture 2.1 Presentation From a given wavelets network architecture, it is possible to generate a family of parametrables functions by the values of the network coefficients (weight, translations, dilations) . The objective of the wavelets networks training phase is to find, among all these functions, the one that approaches the most possible regression (Beta function for example). This one is unknown (otherwise it would not be necessary to use an approximation by wavelets networks); we only know the observed values (values of the regression to which are added noise) for several values valued by the input (points of the training set). We consider wavelets networks as follows [Belli07]: 
Where ŷ is the network output and x = {x 1 ,x 2 , ..., x Ni } the input vector; it is often useful to consider, in addition to the wavelets decomposition, that the output can have a linear component in relation to the variables: the coefficients ak (k = 0, 1, ... , N i ).
N l is the number of selected wavelets for the mother wavelet family l Ψ .
The index l depends on the wavelet family and the choice of the mother wavelet. The network can be considered as constituted of three layers:
• A first layer with N i input.
• A hidden layer constituted by N Mw wavelets of M mothers wavelets each to a wavelet family of size N l .
• A linear output neuron receiving the pondered wavelets outputs and the linear part. This network is illustrated by the figure 1.
Description of the procedure of library construction
The first stage of the training procedure consists in the construction of the Beta library. We intend to construct a several mother wavelets families library for the network construction. Every wavelet has different dilations following different inputs. This choice presents the advantage to enrich the library, and to get a better performance for a given wavelets number. The inconvenience introduces by this choice concerns the size of the library. A wavelet library having several wavelets families is more voluminous than the www.intechopen.com Nevertheless, using classic algorithms optimization, the selection of wavelets is often shorter than the training of the dilations and translations; the supplementary cost introduced by different dilations can be therefore acceptable. We have a sequence of training formed of N examples distributed in the interval [a, b] . Let j Ψ a mother wavelet family, x the variable, ti the translation parameter and di the dilation parameter. The wavelet j i Ψ of the family j Ψ having for parameters ti and di is defined as:
The wavelet library W, generated from the mother wavelet family, is defined as: In this paragraph, we propose a new selection wavelets algorithm [Bellil07-a], based on the architecture given on the figure 1that permits to make:
• The initialization of weights, translations and dilations of wavelets networks,
•
The optimization of the network parameters,
The construction of the optimal library, •
The construction of the wavelets networks based on discreet transform. The new architecture of wavelets networks founded on several mother wavelets families having been defined. Consequently, we can ask the question of construction of a model, constituted of wavelets network for a given process. The parameters to determine for the construction of the network are:
• The values to give to the different parameters of the network: structural parameters of wavelets, and direct terms.
The necessary number of wavelets to reach a wanted performance. The essential difficulty resides in the determination of the parameters of the network. Because the parameters take discreet values we can make profit to conceive methods of wavelets selection in a set (library) of discreet wavelets. The conceived performance depends on the initial choice of the wavelets library, as well as a discriminating selection in this library.
Principle of the algorithm
The idea is to initialize the network parameters (translations, dilations and weights) with values near to the optimal values. Such a task can be achieved by the algorithm "Orthogonal Forward Regression (OFR)" based on the algorithm of orthogonalization of , then adjusted to the network, the algorithm presented here integrates in every stage the selection and the adjustment. Before every orthogonalization with a selected regressor, we apply a summary optimization of the parameters of this one in order to bring it closer to the signal. Once optimized, this new regressor replaces the old in the library and the orthogonalization will be done using the new regressor. We describe this principle below in detail.
Description of the algorithm
The proposed algorithm depends on three stages: 
Initialization
We note by:
.N] the dilations.
Selection
The library being constructed, a selection method is applied in order to determine the most meaningful wavelet for modeling the considered signal. Generally, the wavelets in W are not all meaningful to estimate the signal. Let's suppose that we want to construct a wavelets network g(x) with m wavelets, the problem is to select m wavelets from W.
To the first iteration, the signal is Y = Y 1 , and the regressors vectors are the V w (t,d) defined by (10). The selected regressor is the one for which the absolute value of the cosine with the signal Y1 is maximal. The most pertinent vector from the family V 1 carries the index i pert1 that can be written as the following manner: We define the normalized mean square error of training (NMSET) as:
With Y(k) is the desired output corresponding to the example k, and
is the wavelets network output corresponding to the example k.
Optimization of the regressor
The optimization of the regressor is made by using the gradient method. Let's note by:
, with Yd : desired output and Y : network output. 
Considering the optimal regressor, we reset the network with this regressor that is going to replace the old in the library and the orthogonalization will be done using the new regressor.
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After one iteration we will have: 
We will have: To the following iteration we increment the number of N w =N w +1 wavelet. We apply the same stages described above. Let's suppose achieved i-1 iterations: We did i-1 selections, optimizations, and orthogonalizations in order to get the i-1 adjusted regressors
we reset i-1 parameters of the network.
The network g(x) can be written at the end of the iteration i-1 as: Vi − ), we make the updating of the library, then we optimize the regressor and finally an orthogonalization. Finally, after N iteration, we construct a wavelets network of N wavelets in the hidden layer that approximates the signal Y. As a consequence, the parameters of the network are: 
The obtained model g(x) can be written under the shape: The set E represents the constraints of the problem. With this formulation the function f(x) pass inevitably by the set points of E. In practice, the constraints can contain noise. In this case, the signal that we want to rebuild doesn't necessarily pass by the points of the set E, the interpolation becomes then a problem of approximation: Once we know the function f(x) on the set of the domain x ∈[0,…,N], the problem is to recover f(x) for x> N. This formulation will be called extrapolation of the signal f(x). Interpolation is a problem of signal reconstruction from samples is a badly posed problem by the fact that infinity of solutions passing by a set of points ( Figure 5 ). For this reason supplementary constraints that we will see in the presentation of the different methods of interpolation, must be taken in consideration to get a unique solution.
The function ξ(f) is the sum of a stabilizing function S(f) and of a cost function C(f). The parameter γ ∈ [0, 1] is a constant of adjustment between these two functions. When γ goes toward zero, the problem of interpolation turns into a problem of approximation. The stabilizing function S(f) fixes the constraint of curve smoothing and it is defined as the following way:
Where, D represents the domain of interest. The cost function C(f) characterizes the anomalies between the rebuilt curve and the initial constraints, this function can be written by:
Where Ep = {(xk,yk) | k = 1,2,…,K} represents the set of the known points or the signal constraints.
Discretization
With the regularization, it is difficult to get an analytic solution. The discretization is useful and several methods can be used. Grimson [Grim83] while treating the case 2D). In the approach that follows, the function f is written like a linear combination of basic functions:
Where N is the domain dimension and W i the coefficients. The basic functions Ψ i (x) are localized to x = i∆, Ψ i (x) = Ψ (x -iΔ) While substituting (33) in (32) and (31), the function ξ(f) can be rewritten as the following way:
Where tij is a function of basic functions:
Several wavelets functions can be used like activation function. The Figure 6 gives the curve of a new wavelets based on Beta function given by the following definition: 
Definition
Only the case for p>0 and q>0 will be considered. In this case the Beta function is defined as: 
Example: Interpolation of 1D data using classical wavelets network CWNN
In this example, we want to rebuild three signals F 1 (x), F 2 (x) and F 3 (x) defined by equations (39), (40) and (41). We have a uniform distribution with a step of 0.1 known samples. For the reconstruction, we used a CWNN composed of 12 wavelets in hidden layer and 300 trainings iterations. We note that for Beta wavelets we fix the parameter p=q=30. Where N is the number of sample and i y the real output.
M-hat
Polywog 1 Slog 1 Beta 1 Beta 2 Beta 3 F 1 7.2928e-2 4.118e-2 3.1613e-2 1.7441e-2 1.2119e-2 1.4645e-1 F 2 7.6748e-8 1.0343e-6 2.3954e-6 3.7043e-8 5.3452e-9 1.2576e-9 F 3 3.1165e-7 2.3252e-6 1.2524e-6 5.5152e-7 1.9468e-7 1.9674e-6 Table 2 . Normalized root mean square error of test and selected mother wavelets
To reconstruct the F 1 signal with a NRMSE of 3.79841e-3 using 12 wavelets in hidden layer the best regressors for MLWNN are: 4 wavelets from the Mexican hat mother wavelet, 0 wavelet from the polywog 1 , 3 wavelets from the Slog 1 , 3 wavelets from Beta 1 , 0 wavelet from Beta 2 and 2 wavelets from the Beta 3 mother wavelets. When using a CWNN the best NRMSE of reconstruction is obtained with Beta 2 mother wavelet and it is equal to 1.2119e-2. For F 2 signal the NRMSE is equal to 4.66143e-11 using MLWNN whereas it is of 1.2576e-9 using CWNN with Beta 3 mother wavelet. Finally for F 3 signal we have a NRMSE of 3.84606e-8 for a MLWNN over 1.9468e-7 as the best value for a CWNN.
2 Dimensional data interpolation
Previously, for every described method in 1D, the case in two dimensions is analogous, while adding one variable in the equations.
Mathematical formulation
The mathematical formulation of 2D data interpolation can be presented in an analogous way to the one described in the 1D case [Yaou94] (we will suppose that we want to rebuild an equally-sided surface):
Let E the set of the points
Ex y z k k == we wants to recover N×N samples of f(x, y) as f(x k , y k ) = z k for k = 1,…, K. The set E represents the constraints of the problem. With this formulation the function f(x, y) passes inevitably by the points of the set E. In practice, the constraints can be noisy. In this case, the signal that we want to rebuild doesn't necessarily pass by the points of the set E. The interpolation becomes then a problem of approximation.
Method using wavelets networks
The formulations for the 2D case are given by: 
Since the interpolated basic functions (wavelets) are separable, this will always be the case in this survey: 
Example: approximation of 2D data using CWNN
To compare the performances of the method using wavelets networks and classic wavelets networks, four surfaces have been chosen. These surfaces are used by Franke [Fran79] and are also described in [Renk88] for x and y∈ [0, 1]: S 1 1 4.5472e-6 1.5881e-5 1.2783e-5 3.6561e-5 6.2610e-6 8.0144e-7 S 1 2 3.6612e-6 1.9917e-6 2.6849e-6 4.2004e-5 1.4369e-5 7.6421e-6 S 1 3 1.7730e-6 2.3737e-6 1.5610e-6 3.5810e-6 9.3080e-6 5.2441e-7 S 1 4 2.4055e-7 4.1873e-6 8.6403e-7 7.6317e-6 5.2528e-6 6.7456e-6 S 4 1 3.8187e-3 4.6391e-3 2.2186e-3 3.3708e-2 3.0934e-3 4.8993e-3 S 4 2 1.5365e-3 2.4675e-3 1.3099e-3 9.9976e-3 4.8904e-3 2.5167e-3 S 4 3 3.7501e-3 1.7048e-3 5.4345e-4 1.2712e-2 3.0359e-3 2.2196e-3 S 4 4 3.2641e-4 1.4836e-3 6.2990e-4 1.5668e-3 2.0464e-4 2.2768e-4 Table 3 . Normalized Root Mean square error of test for the surfaces S 1 (x, y), S 2 (x, y), S 3 (x, y) and S 4 (x, y) using CWNN For a same number of samples, it is preferable to use a uniform sampling than a non uniform one, the more the number of samples is important and the better is the quality of reconstruction.
Example: approximation of 2D data using MLWNN [Bellill07-b]
The same surfaces are used in the same conditions but using MLWNN with a library composed of two mother wavelets (Beta 1 and Beta 3 ). Experimental results are given in the following table. Table 3 and table 4 inform that the number of samples to consider as well as their disposition for the reconstruction is important: For a same number of samples, it is preferable to use a uniform sampling than a non uniform one, the more the number of samples is important and the better is the quality of reconstruction.
When comparing table 3 and table 4 Table 4 . Normalized Root Mean square error of test for the surfaces S 1 (x, y), S 2 (x, y), S 3 (x, y) and S 4 (x, y) using MLWNN
3 Dimensional data interpolation
The case of 3 dimensions is analogous to 1D or 2D case. The reconstruction of sampled data using wavelets networks is deduced from the 1D or 2D case.
Mathematical formulation
The mathematical formulation of 3D data interpolation can be presented in an analogous way to the one described for the 1D case (we will suppose that we want to rebuild an equally-sided volume):
Ex y z q k k == we wants to recover N×N×N samples of f(x, y, z) as f(x k , y k , z k ) = q k for k = 1,…, K. The set E represents the constraints of the problem. With this formulation the function f(x, y, z) passes inevitably by the points of the set E. In practice, the constraints can be noisy.
Each image is a mesh of connected 3D points of the facial surface without the texture information for the points. The database provides systematic variations in the pose and the facial expressions of the individuals. In particular, there are 2 frontal views and 4 images with small rotations and without facial expressions and 3 frontal images that present different facial expressions. The following experiment is performed on the GavabDB 3D face database and its purpose is to evaluate the MLWNN that we employ against the CWNN in term of 3D face reconstruction.
For faces reconstruction quality measurement we adopt the common use of NMSE given by: 20 faces 4.55375*10-5 9.0250*10-6 1.13640*10-5 6.8320*10-6 40 faces 4.94625*10-5 9.1562*10-6 1.25040*10-5 7.4600*10-6 61 faces 5.42500*10-5 9.1762*10-6 1.31970*10-5 7.9121*10-6 
Conclusion
In this chapter, we described a new training algorithm for multi library wavelets network. We needed a selection procedure, a cost function and an algorithm of minimization for the evaluation. To succeed a good training, we showed that it was necessary to unite good ingredients. Indeed, a good algorithm of minimization finds a minimum quickly; but this one is not necessarily satisfactory. The use of a selection algorithm is fundamental. Indeed, the good choice of regressors guarantees a more regular shape of the cost function; the global minima correspond well to the "true" values of the parameters, and avoid the local minimum multiplication. So the cost function present less local minima and the algorithms of evaluation find the global minimum more easily. For the validation of this algorithm we have presented a comparison between the CWNN and MLWNN algorithm in the domain of 1D, 2D and 3D function approximation. Many examples permitted to compare the capacity of approximation of MLWNN and CWNN. We deduce from these examples that:
• The choice of the reconstruction method essentially depends on the type of data that we treat,
•
The quality of reconstruction depends a lot on the number of samples used and on their localizations. Also we have define a new Beta wavelets family that some one can see that they are more superior then the classic one in term of approximation and we demonstrate in [BELLIL07] that they have the capacity of universal approximation. As future work we propose a hybrid algorithm, based on MLWNN and genetic algorithm and the GCV (Generalised Cross validation) procedure to fix the optimum number of wavelets in hidden layer of the network, in order to model and synthesis PID controller for non linear dynamic systems.
