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We propose a scheme for ab initio configurational sampling in multicomponent crystalline solids
using Behler-Parinello type neural network potentials (NNPs) in an unconventional way: the NNPs
are trained to predict the energies of relaxed structures from the perfect lattice with configurational
disorder instead of the usual way of training to predict energies as functions of continuous atom co-
ordinates. Training set bias is avoided through an active learning scheme. This idea is demonstrated
on the calculation of the temperature dependence of the degree of A/B site inversion in MgAl2O4,
which is a multivalent system requiring careful handling of long-range interactions. The present
scheme may serve as an alternative to cluster expansion for ‘difficult’ systems, e.g., complex bulk
or interface systems with many components and sublattices that are relevant to many technological
applications today.
INTRODUCTION
Configurational order/disorder determines many prop-
erties of functional materials including mechanical
strength, catalytic activity, ion/electron/phonon conduc-
tivity, and so on. Configurational disorder can be pre-
dicted using Monte Carlo (MC) methods based on sta-
tistical mechanics, but MC methods usually require a
huge number of energy evaluations. Because of this, most
works in the past have relied on effective low-cost models
that are fitted to density functional theory (DFT) calcu-
lations [1–3]. For solid-state systems that can be mapped
onto a lattice, the cluster expansion method [4–10] is of-
ten considered the de facto standard for obtaining such
effective models. This method describes configuration
energies using an expansion based on effective cluster in-
teractions (ECIs) :
E(~σ) =
∑
α
mαVαΦα(~σ), (1)
where α denotes empty, single, and multi-component
clusters, mα is the cluster multiplicity, Vα is the ECI,
and ~σ is the occupation vector. Φα is the cluster basis
function, which for a binary system takes the simple form
of
Φα(~σ) =
∏
p∈α
σp, (2)
where p are site indices and σp ± 1 depending on which
component occupies site p. Appropriate basis functions
for systems with more components can also be generated
according to, e.g., Ref. 7.
The ECIs are usually fitted to energies of relaxed struc-
tures from small-scale DFT calculations, then used to cal-
culate energies of a much larger supercell in the course
of MC sampling calculations. Although this cluster ex-
pansion approach has seen much success, especially for
metallic alloys, certain limitations and difficulties have
also been pointed out over the years. A rather prob-
lematic issue is the difficulty in describing complex long-
range interactions [11], which becomes important for
many technologically relevant systems including many-
component oxide systems as well as electrochemical in-
terfaces. Also, the accuracy of the cluster expansion en-
ergy prediction is known to degrade when there is sig-
nificant lattice relaxation [12]. In fact, cluster expan-
sion with constant ECIs is, in a way, a zeroth order ap-
proximation and formally cannot provide an exact fitting
including relaxation effects [8]. Another difficulty is in
choosing the finite number of clusters that will give the
best predictions. Still another issue is in how to avoid
training set bias. These issues are, in fact, highly non-
trivial, and developing robust methods for cluster and
training set selection is still an area of active research
[6, 10, 11, 13, 14]. Also, cluster expansion becomes com-
putationally demanding in a combinatorial way as the
number of components and sublattices increases, and this
limits the number of clusters that can be included in the
expansion [9].
In view of these issues, we as well as some other work-
ers have opted to bypass fitted models and sample di-
rectly on DFT energies [15–18]. Using more sophisti-
cated MC schemes that are suited for parallel computa-
tion such as Wang-Landau [19] or replica exchange Monte
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2Carlo (RXMC) [20] sampling, sufficient statistical sam-
pling has been achieved on calculation models with up to
a few hundred atoms. However, some of these works re-
quired weeks of calculations on up to 100 supercomputer
nodes, and much acceleration is necessary if this type
of approach is to be used in a more widespread man-
ner on a variety of materials systems. Towards this end,
we consider, in this work, the so-called “active learning”
approach, which has been developed to accelerate first-
principles molecular dynamics simulations or MC calcu-
lations [21–28]. The basic idea is to use machine-learning
potentials (MLPs) that have been fitted to DFT results
to accelerate the calculations. Since MLPs are usually
good at interpolating but not at extrapolating, a relearn-
ing is performed when the system wanders into a previ-
ously unlearned region of structure space, then the simu-
lation is restarted with the newly tuned potential. Here,
we apply this idea to the lattice configuration problem.
Many forms of MLPs have been proposed in the liter-
ature; in this work, we employ the high-dimensional neu-
ral network potential (NNP) scheme proposed by Behler
and Parinello [29–31]. This scheme assumes that the to-
tal energy can be decomposed into atomic energies de-
termined by the environment around each atom, and
uses neural networks to fit these atomic energies. To
characterize atomic environments, we employ the Cheby-
chev polynomial-based fingerprint proposed by Artrith et
al. [32]; the effectiveness of this fingerprint function has
been demonstrated especially for multicomponent sys-
tems. Atomic Energy NETwork (ænet) code [32, 33] is
employed for the NNP training.
A distinguishing point of this work compared to the
literature on Behler-Parinello NNPs is that we train the
NNP model to predict the total energies of relaxed struc-
tures from unrelaxed ideal lattice structures with config-
urational disorder. This is quite different from the usual
approach of learning the total energies as a function of
continuous atom coordinates (the only exception we are
aware of is Ref. 34, which used the NNP scheme to de-
scribe the relaxation energy when a single Cu interstitial
is dissolved in amorphous Ta2O5). In a sense, this is a
“lazy” alternative to the cluster expansion method with-
out the need to explicitly consider optimized bases, i.e.,
clusters; there is also no need to perform any explicit ba-
sis reduction based on lattice symmetry. Thus, it should
be much easier to apply to multicomponent and multi-
sublattice systems. We can also use the same fingerprint
functions for bulk, surface, and interface systems, while
cluster expansion requires more clusters for non-bulk sys-
tems [35]. Another merit is that the nonlinearity of the
NNP model can lead to better convergence in practice
compared to linear models (such as the cluster expan-
sion) [32]. Still, the choice of input structures in the
training is just as problematic as other approaches. In
fact, we demonstrate a rather spectacular failure when
training only on randomly generated configurations, and
then show how well the active learning approach can solve
this issue.
As a side note, we point out that the NNP can be di-
rectly trained to predict the energy as a function of the
configuration vector ~σ, as was done in Ref. 36. However,
the transferability of the NNP to larger supercells in such
a scheme is nontrivial, and thus we advocate the use of
atom-centric fingerprint functions. It is also possible to
perform nonlinear cluster expansion, i.e., fitting the to-
tal energy as a function of cluster correlations using a
neural network [37]. Yet another successful model is the
low rank potential, which expresses the interatomic po-
tential as a low rank decomposition of a tensor whose
indices specify the local atomic environment [26, 38]. We
do not claim that the approach presented in this work
is an overall better method, as it is difficult to com-
pare overall performance including calculation speed, ac-
curacy, and ease-of-use on equal footing. However, as
noted above, cluster selection or explicit mapping to a
tensor-like expression required in other schemes can be-
come intractable with increasing complexity of the sys-
tem. Thus, we believe that the current approach will
enable configurational sampling in complex bulk or in-
terface systems with many components and sublattices,
i.e., those systems where it is technically difficult to em-
ploy previously proposed approaches.
RESULTS AND DISCUSSION
Benchmark system: MgAl2O4
We demonstrate the above idea on the calculation of
the A/B-site inversion in MgAl2O4 spinel. This sys-
tem is a prototypical multivalent system (i.e., Al3+ and
Mg2+ share lattice sites) where a naive cluster expansion
can lead to large qualitative errors due to overfitting in
a small calculation cell; augmentation with a screened
point charge model (CE-SPCM) was found to be nec-
essary to obtain accurate predictions without consider-
ing rather long-range pair clusters in Ref. 11. Also, the
feasibility of avoiding cluster expansion fitting and sam-
pling directly on DFT-relaxed energies was demonstrated
in combination with RXMC sampling in Ref. 17 with a
48-cation model. Here, we consider a 192-cation model,
which is completely beyond the reach of direct DFT sam-
pling for two reasons: (1) because of the longer time re-
quired for each DFT calculation, and (2) the much larger
configurational space that has to be sampled. Regarding
(2), the number of degrees of freedom for the 48 cation
model is 48C16 ∼ 2× 1012, while that for the 192 cation
model is 192C64 ∼ 7×1051. This explosion in the configu-
ration space should attest to the curse of dimensionality
that we are fighting against, although there is actually
no need to perform calculations on all of these configu-
rations if good sampling schemes (such as RXMC) are
3FIG. 1. The results of NNP training on 300 randomly chosen
configurations. The zero reference for the energy is taken to
be the DFT energy for the ordered spinel configuration.
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FIG. 2. The degree of inversion calculated in the 192-cation
cell using NNPs trained on randomly sampled configurations
(green open squares). The results are also compared to previ-
ous theoretical works using cluster expansion augmented with
a screened point charge model (CE-SPCM; 48 000 cations;
orange squares) [11], and that using direct sampling on DFT
energies (48 cations; blue circles) [17].
available.
Failure of random sampling
We start the active learning process with 300 randomly
chosen configurations. DFT relaxation and energy cal-
culations are performed on these configurations, then an
NNP set is trained to predict relaxed energies from the
input configurations. The oxygen sublattice is neglected
in the training process since the input structures all have
identical oxygen coordinates and do not provide any use-
ful information for the prediction. We used 90% of input
structures for training and 10% for testing. The results
FIG. 3. Comparison of NNP predictions and DFT results for
300 configurations sampled from the RXMC runs. The NNP
was trained on random configurations as shown in Fig. 1. The
red dashed circle indicates the energy region that was included
in the training set.
of the fitting are shown in Fig. 1, with mean absolute er-
ror (MAE) of 0.4 meV/cation and root mean square error
(RMSE) of 0.5 meV/cation for the training set, and MAE
of 1.3 meV/cation and RMSE of 1.6 meV/cation for the
test set. In other words, the fitting is working very well
considering the fact that these values are already very
close to the accuracy limitation of the DFT calculations
that the NNPs are being trained to mimic. However, a
serious problem becomes evident when we use the trained
NNP in the RXMC sampling of the degree of A/B-site in-
version (DOI) as shown in Fig. 2. The DOI, which is cal-
culated as the ratio of Al ions on Mg sites, is severely un-
derestimated in the entire temperature range being con-
sidered (up to 1900 K) compared to previous theoretical
works (it should be noted that previous theoretical works
are in fairly good agreement with available experimental
data above 1000 K; deviation from experiment is seen at
lower temperatures, where cations are not mobile enough
to reach equilibrium under most experimental conditions
[11, 17]). To understand the source of this error, we sam-
pled 300 structures from the first 6400 RXMC steps (20
structures from each temperature), performed DFT re-
laxations on them, and compared the NNP prediction
and DFT results as shown in Fig. 3. The NNP is found
to systematically underestimate the energy of the lower
energy configurations, i.e., those with less disorder. This,
in turn, results in an overestimation of energy differences,
making it less likely to jump to disordered configurations
during the MC sampling. Such inaccuracy, in hindsight,
is quite reasonable, since the NNP was trained on ran-
domly generated structures, and the training set did not
include the more ordered structures with lower energies.
The importance of removing such training set bias has
already been pointed out in the cluster expansion liter-
4FIG. 4. A flowchart of our configurational sampling scheme
using active learning.
ature. A suggested solution was to perform a grouping
of input structures based on correlation functions (which
roughly corresponds to the degree of disorder), and to
perform cross validation on each group during the fitting
process [13]. We take an alternate approach, i.e., active
learning; we simply add the structures that appear dur-
ing the RXMC sampling to the training set, retrain the
NNPs, and run RXMC sampling again (Fig. 4). This
process was repeated 4 times to obtain a converged re-
sult.
Active learning
Figure 5 shows the NNP prediction in the first and
fourth active learning iterations compared to DFT re-
sults. Again, 300 configurations were sampled from
the corresponding RXMC runs and DFT relaxations
were performed on those samples. The accuracy of the
NNP is already quite good after the first active learn-
ing step, where the maximum error is about 0.6 eV (3
meV/cation). The maximum error reduces to about half
of that value after the fourth iteration. The DOI re-
sults are shown in Fig. 6. The DOI turns out to be well
converged already at the first iteration. The results are
also quite similar to previous works, although the current
work estimates the DOI above 600 K to be slightly larger
than previous works. It is difficult to judge whether the
current work is more accurate than the CE-SPCM ap-
proach of Ref. 11; the learning is performed in a much
larger supercell here (192 cation model vs. 18–30 cation
model in Ref. 11), but the MC calculations are performed
in a much smaller cell (192 vs. 48 000). Unfortunately,
NNP evaluation is not as fast as cluster expansion at
this point, and it is not fast enough to enable sufficient
sampling on a 48 000-cation model. Still, on the Xeon
E5-2680v3 CPU, the NNP prediction using 1 CPU core
is a few hundred times faster than DFT relaxation using
216 cores. The speedup will be much more significant
on more difficult to relax systems; the MgAl2O4 system
relaxes exceptionally easily within a little more than 10
ionic steps, but other systems such as doped perovskites
with oxygen vacancies [18] can take more than 100 ionic
steps to obtain a relaxed structure. We also note that
the number of necessary DFT calculations turned out to
be orders of magnitude smaller than the number of NNP
evaluations necessary for converging the DOI; a single it-
eration of active learning required 600 DFT calculations
in total (300 random samples plus 300 samples from the
first RXMC run), while ∼ 7 200 000 NNP evaluations
(= 480 000 MC steps/replica × 15 replicas) were neces-
sary to obtain a converged DOI vs. temperature. The 600
DFT calculations can be completed within a few hours on
a modern supercomputer system since the calculations
can be performed completely in parallel. The RXMC
calculations took roughly one day using 15 CPU cores,
which would fit in one node of a modern workstation.
An additional point that we were interested in is how
well the NNP trained on a smaller supercell can describe
configuration statistics in larger supercells. In the case of
cluster expansion, overfitting to a small unit cell can oc-
cur when choosing the best clusters to minimize the cross
validation scores [11]. To examine this, we trained the
NNP using active learning on the conventional MgAl2O4
unit cell with 24 cations, then used this to sample the
2 × 2 × 2 supercell with 192 cations. The results are in
fairly good agreement with active learning results on the
192-cation cell as well as previous works (Fig. 6), sug-
gesting that the Chebychev fingerprint is doing a fairly
good job of balancing short, middle, and long-range in-
teractions, even when trained in a relatively small unit
cell.
Finally, we note that the accuracy of the NNP demon-
strated here for predicting relaxed energies is probably
the best case scenario, since the spinel lattice turns out
to be quite rigid. For more difficult cases with signifi-
cant relaxation, it may be advisable to perform the ac-
tive learning scheme for a few iterations, then use the
final NNP in nested Monte Carlo [39–42] or upsampling
schemes [43], where MC or MD steps are carried out with
low cost potentials then augmented with DFT calcula-
tions at preset intervals. These schemes are guaranteed
to converge to the same result as sampling based only on
DFT energies, and the speedup will depend on the qual-
ity of the low cost potential. We plan on implementing
and testing such schemes in the near future.
5FIG. 5. Comparison of NNP predictions and DFT results after the first and fourth active learning iterations.
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FIG. 6. The degree of inversion calculated after the first
(green open squares) and fourth (red open squares) active
learning iterations, and that calculated using NNP active-
learned in the conventional unit cell (purple triangles).
METHODS
DFT calculations
The DFT calculations were performed using VASP
code [44, 45]. We employed the projector augmented
wave method [46] to describe electron-ion interactions.
A plane wave basis set with an energy cutoff of 300 eV
was used to expand the wave functions. The Brillouin
zone was sampled only at the Γ point. The GGA-PBE
functional [47] was used to approximate the exchange-
correlation energy.
NNP training and evaluation
The NNP training and subsequent evaluation were per-
formed using ænet code [33]. We used the fingerprint-
ing scheme by Artrith et al. [32], where the radial and
angular distribution functions (RDF and ADF) with an
appropriately chosen cutoff are expanded by an orthog-
onal basis set based on Chebychev polynomials, and the
expansion coefficients are fed in to the neural network
as the input descriptors. A key point in their scheme
is that the structural and compositional descriptors are
given separately; the structural descriptor is given by the
usual RDF and ADF, and the compositional descriptor
is also given by RDF and ADF but with atomic contribu-
tions weighted differently for each chemical species. In
this work, we expand the RDF with a cutoff of 8.0 A˚
and expansion order 16 and the ADF with a cutoff of
6.5 A˚ and expansion order 4. The employed neural net-
work thus has an input layer with 44 nodes [48], and we
chose to use 2 hidden layers with 15 nodes each and the
tanh activation. The training epocs were monitored and
terminated when the test set error began to increase.
RXMC sampling
The replica exchange Monte Carlo (RXMC)
method combined directly with NNP eval-
uation using ænet was implemented in ab-
Initio Configuration Sampling Toolkit (abICS)
https://github.com/issp-center-dev/abICS. The
detailed theory behind RXMC is given in Ref. 20.
Our previous works [17, 18] may also be helpful for
understanding the basic concept. In this work, 15
replicas of the system were sampled in parallel with
temperatures ranging from 400 K to 1900 K, and tem-
perature exchange was attempted every 4 steps to speed
up the global sampling. Samples for DFT calculations
were drawn from the first 6 400 RXMC steps in the
first active learning iteration. In subsequent iterations,
the samples were drawn from the first 16 000 steps.
For the DOI calculations, 80 000 steps were used for
6equilibration and DOI from 400 000 steps were averaged
to obtain the temperature dependence. We note, in
passing, that the RXMC simulations were initialized
with random configurations, and yet they still found
the single ground state ordered spinel configuration out
of ∼ 1051 possible configurations. This attests to the
effectiveness of modern sampling methods in battling
the curse of dimensionality.
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