Calculation of price indices with machine learning for automatic product classification by Pezdir, Martin
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Finančna matematika - 2. stopnja
Martin Pezdir
Izračun cenovnih indeksov s strojnim učenjem za
avtomatsko razvrščanje produktov
Magistrsko delo




Mentorju, prof. dr. Ljupču Todorovskem, za vso strokovno pomoč pri pisanju
magistrske naloge, pa tudi življenjske nasvete. Družini, brez katere danes ne bi bil tu
kjer sem, za neskončno podporo pri vseh stvareh v življenju. Moniki, moji najboljši
prijateljici in punci, za srečo, veselje in lepoto v mojem življenju. Prijateljem za




Program dela . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Seznam slik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
Seznam tabel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
1 Uvod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Spletno strganje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Metode in lastnosti spletnega strganja . . . . . . . . . . . . . . . . . 5
2.1.1 Spletni strgalniki . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Legalnost spletnega strganja . . . . . . . . . . . . . . . . . . . 10
2.2 Implementacija spletnega strganja . . . . . . . . . . . . . . . . . . . . 12
3 Strojno učenje za klasifikacijo produktov v ECOICOP . . . . . . . 17
3.1 Klasifikacija ECOICOP . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Posebnosti učne podatkovne množice . . . . . . . . . . . . . . . . . . 18
3.3 Pretvorba kategoričnih spremenljivk . . . . . . . . . . . . . . . . . . 19
3.4 Obravnava tekstovnih podatkov . . . . . . . . . . . . . . . . . . . . . 20
3.4.1 Lematizacija in krnjenje . . . . . . . . . . . . . . . . . . . . . 20
3.4.2 Model vreče besed . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.3 Besedna vpetja . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 Metode za več-razredno klasifikacijo . . . . . . . . . . . . . . . . . . . 32
3.6 Izbira napovednih spremenljivk . . . . . . . . . . . . . . . . . . . . . 34
3.7 Neenakomerna porazdelitev ciljne spremenljivke . . . . . . . . . . . . 36
3.8 Merjenje in ocenjevanje točnosti modela . . . . . . . . . . . . . . . . 38
3.8.1 Prostor ROC . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.8.2 Ocenjevanje točnosti . . . . . . . . . . . . . . . . . . . . . . . 43
3.9 Gradnja modela s strojnim učenjem . . . . . . . . . . . . . . . . . . . 45
3.9.1 Predobdelava podatkovne množice . . . . . . . . . . . . . . . 46
3.9.2 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4 Inflacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1 Mere inflacije . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Izračun HICŽP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.1 Tehnični izračun indeksa . . . . . . . . . . . . . . . . . . . . . 58
4.2.2 Posebnosti v Sloveniji . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.3 Problemi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
v
5 Zaključek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6 Literatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Dodatek A Opis spremenljivk iz Spar Online . . . . . . . . . . . . . . . 79
Dodatek B Opis spremenljivk iz Mercatorjeve spletne trgovine . . . 81
Dodatek C Krivulje ROC zmagovalnega modela . . . . . . . . . . . . . 83
vii
Program dela
Izračun cenovnih indeksov sloni na rednem spremljanju cen podatkov o cenah pro-
duktov in storitev. V magistrski nalogi si želimo izračun avtomatizirati s kombi-
niranjem metod strganja spletnih strani in strojnega učenja. Metode za strganje
bi uporabili za zbiranje podatkov o cenah produktov dostopnih v slovenskih sple-
tnih trgovinah. Za izračun cenovnih indeksov moramo produkte razvrstiti v vnaprej
podano, hierarhično urejeno klasifikacijsko shemo. V ta namen bi s strojnim uče-
njem [1] iz množice že razvrščenih produktov zgradili klasifikacijski model, ki bi
omogočal avtomatsko razvrščanje produktov v skupine [2]. Z naraščanjem obsega
spletnega nakupovanja bi lahko sistem postal osnova za avtomatizacijo postopkov
izračuna cenovnih indeksov in stopnje inflacije v Sloveniji.
Osnovna literatura
[1] Kuhn M in Johnson K (2013): Applied Predictive Modeling. Springer, Berlin
[2] Frankfurt School of Finance and Management (2019) Nowcasting Inflation:
Machine Learning for Automated Product Classification, FS Data Science Hac-




Izračun cenovnih indeksov s strojnim učenjem za avtomatsko
razvrščanje produktov
Povzetek
Magistrsko delo predstavlja ogrodje in modele za spletno strganje podatkov o izdel-
kih iz spletnih trgovin, avtomatično razvrščanje teh izdelkov v kategorije ECOICOP
(ang. European Classification of Individual Consumption according to Purpose ali
evropska klasifikacija individualne potrošnje po namenu) s pomočjo strojnega uče-
nja in računanje cenovnih indeksov HICŽP (harmonizirani indeks cen življenjskih
potrebščin).
V delu spletnega strganja opišemo probleme in izzive, s katerimi se soočamo
pri avtomatiziranem prenosu podatkov iz spleta. Dotaknemo se tudi zakonodaje
na področju spletnega strganja. Implementiramo spletni strgalnik v programskem
jeziku Python, ki dnevno prenaša podatke o približno 30.000 izdelkih, naprodaj v
spletnih trgovinah dveh največjih slovenskih trgovcih.
V drugem delu naredimo uvod v področje strojnega učenja, s poudarkom na
pretvorbi tekstovnih in kategoričnih spremenljivk v numerične. Predstavimo in im-
plementiramo dve metodi za obdelavo tekstovnih podatkov – model vreče besed in
algoritem word2vec. Opišemo probleme, ki se pojavljajo zaradi specifičnosti naše
podatkovne množice in predstavimo rešitve za soočanje z njimi. S strojnim uče-
njem zgradimo hierarhični model, ki napoveduje v kateri oddelek, skupino, razred
ali podrazred spada posamezen izdelek.
V zadnjem delu s pomočjo uradne metodologije izračunamo cenovne indekse na
posameznih nivojih. Zaradi razpoložljivosti podatkov se osredotočimo samo na od-
delek 01 – Hrana in brezalkoholne pijače. Dobimo primerljive cenovne indekse, ki
pa zaradi nepoznanega uradnega vzorca podatkov v posameznem agregatu včasih
odstopajo od uradnega indeksa.
Calculation of price indices with machine learning for automatic
product classification
Abstract
The thesis presents a framework and models for Web scraping of data on products
from online stores and automatic classification of these produtcs into ECOICOP
(European Classification of Individual Consumption according to Purpose) catego-
ries using machine learning. From classified products we are able to calculate an
estimate of official HICP (Harmonized Index of Consumer Prices).
In the part of web scraping, we describe the problems and challenges we face
when using web crawlers for automated transfer of data from the web. We touch
upon the legislation in the field of Web scraping. We also implement a Web scraper
in Python, which daily transfers data on approximately 30.000 products sold by the
two largest Slovenian retailers.
In the second part, we make basic introduction to the field of machine learning,
with an emphasis on the conversion of text and categorical variables into numerical
ones. We present and implement two methods for processing text data – bag of
words model and the word2vec algorithm. We describe the problems that arise due
to the specifics of our dataset and present solutions to deal with them. We use
machine learning to build a hierarhical model that predicts categories of ECOICOP
an individual product belongs to.
In the last part, we use official methodology to calculate an estimate of price
indices on different levels. Due to the avaliability of data, we focus only on section
01 – Food and non-alcoholic beverages. We obtain price indices comparable to the
official ones, with deviations due to unknown official data sample in each group of
products.
Math. Subj. Class. (2010): 62H25, 68T05, 68T50, 91B82, 91G80
Ključne besede: spletno strganje, obdelava naravnega jezika, strojno učenje, kla-
sifikacija, inflacija
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Ni dvoma, da je svetovni splet v zadnjih dveh desetletjih močno zaznamoval naš
vsakdan, saj velika večina ljudi splet uporablja vsakodnevno kot vir novic, znanja
in tudi kot način nakupovanja. V obdobju med aprilom 2018 in marcem 2019 je po
navedbah Statističnega urada Republike Slovenija (v nadaljevanju SURS), internet
uporabljalo 84 odstotkov oseb, starih 16-74 let, kar je za 3 odstotne točke več kot
leto prej. V tej starostni skupini se je prav tako povečal delež oseb, ki so v istem
obdobju opravili vsaj en spletni nakup, saj je takih oseb 56 %, kar je 5 odstotnih
točk več kot leto prej. Od leta 2007 je bilo povečanje še višje, saj je bil takrat ta
delež le 16 %. Tudi rast števila oseb, ki so nakupovale prek spleta (za vse dobrine) je
bila zelo visoka, saj se je število oseb iz 255 tisoč povečalo na skoraj 860 tisoč. Rast
povpraševanja je opazna tudi pri dobrinah za vsakdanjo uporabo, kot sta na primer
hrana ali kozmetika, saj je bila ta med letoma 2007 in 2019 skoraj 450 odstotna [1].
Zaradi povečanega povpraševanja po dobrinah in storitvah prek spleta se je tudi
delež podjetij, ki del svojih proizvodov ali storitev ponujajo prek spleta, močno po-
večal. Tako je v letu 2018 del svojega prihodka s spletno prodajo ustvarila več kot
petina vseh podjetij z vsaj 10 zaposlenimi, kar je za skoraj 15 odstotnih točk več
kot pa v letu 2008 [2]. Iz teh trendov je torej očitno, da bo v prihodnosti nakupova-
nje prek spleta za podjetja pomembnejše kot kadarkoli prej, ne samo zaradi udobja
ampak tudi zaradi potrebe, kar se je pokazalo tudi v prvem in drugem četrtletju
leta 2020, ko so spletne trgovine poročale o močno povečanemu obsegu naročil, še
posebej iz dejavnosti trgovine. V temu obdobju se je v Sloveniji in tudi v drugih
državah uvedla karantena zaradi epidemije COVID-19. Veliko ljudi se je v strahu
pred okužbo balo iti v trgovino, zato so se raje odločili za nakup prek spleta.
Ena izmed dobrih lastnosti spletnih trgovin je, da imamo potrošniki, raziskovalci
in analitiki kar naenkrat dostop do ogromne količine podatkov, do katerih je bil
prej dostop omejen ali pa nepraktičen. To so podatki s pomočjo katerih lahko spre-
mljamo rasti cen skozi čas, čemur rečemo tudi inflacija. Inflacijo lahko v splošnem
definiramo kot rast cen dobrin in storitev v nekem časovnem oknu in jo izražamo v
odstotkih s stopnjo inflacije. Bolj natančna definicija pa bi lahko bila, da je inflacija
»zviševanje splošne ravni cen, ki hkrati pomeni zmanjševanje kupne moči denarja;
položaj, ko povečanje celotnega povpraševanja ob manjšem povečanju ponudbe pov-
zroča nastanek vrzeli v ponudbi ali ko se količina denarja v obtoku povečuje hitreje
kot potrebe gospodarstva po denarju« [3].
1
Večina ekonomistov se zaenkrat strinja, da je nizka inflacija malo pod 2 % na
letni ravni dobra za gospodarstvo, čeprav to pomeni, da je en evro danes vreden 2
% manj kot pa en evro čez eno leto. V glavnem se zmerno nizka inflacija odraža v
pozitivnem dojemanju gospodarskega okolja podjetij, hkrati pa na prebivalstvo ne
vpliva preveč zaradi varovalnih mehanizmov, kot so uskladitve plač. Je eden izmed
temeljnih makroekonomskih konceptov, saj nam hiter pogled na stopnjo inflacije
pove veliko o kondiciji gospodarstva v državi. Prav tako je zaenkrat (avgust 2020)
cilj monetarne politike Evropske Centralne Banke, da je stopnja inflacije na sre-
dnji rok pod, vendar blizu 2 % [4]. V Sloveniji podatke o stopnji inflacije mesečno
poroča SURS, ki poroča tako indeks cen življenskih potrebščin (ICŽP), kot tudi
harmonizirani indeks cen življenskih potrebščin (HICŽP), kjer so dobrine in stori-
tve razvrščeni v pripadajočo kategorijo ECOICOP (ang. European Classification
of Individual Consumption according to Purpose ali evropska klasifikacija indivi-
dualne potrošnje po namenu) [5]. To je hierarhična klasifikacija, kjer so dobrine in
storitve razdeljene v 12 glavnih oddelkov, na štirih nivojih (oddelek, skupina, ra-
zred in podrazred). Tako na primer riž po tej klasifikaciji spada v oddelek Hrana
in brezalkoholne pijače, skupino Hrana, razred Kruh in izdelki iz žit ter podrazred
Riž (šifra 01.1.1.1). Je pa trenutno v fazi priprave zadnje verzije in objave še ena
klasifikacija, in sicer COICOP (svetovna različica ECOICOP), katero pripravljajo
Združeni narodi in se pričakuje, da bo v naslednjih letih stopila v veljavo tudi pri
nas. Kljub temu se ravnamo po klasifikaciji ECOICOP, saj nam le ta trenutno
omogoča izračun indeksov cen. SURS podatke o cenah zbira na dva načina; del s
klasičnim pristopom, t. i. skeniranjem podatkov, kjer uslužbenci fizično spremljajo
cene v trgovinah na terenu, del pa iz podatkovnih baz največjih slovenskih trgov-
cev [5]. SURS lahko nato s pomočjo teh podatkov in uteži za skupine izdelkov ter
storitev izračuna mesečno inflacijo [6].
Glavni cilj tega dela je s pomočjo strganih podatkov ustvariti dober model stroj-
nega učenja za razvrščanje produktov v kategorije ECOICOP in tako razvrščanje
uporabiti za izračun približkov cenovnih indeksov. Delo je sestavljeno iz treh glavnih
komponent, in sicer implementacije spletnega strgalnika, strojnega učenja modela
za razvrščanje produktov v kategorije ECOICOP, zadnjo komponento pa sestavljajo
izračuni indeksov cen življenskih potrebščin skozi čas.
V drugem poglavju je tako predstavljen proces strganja spletnih trgovin dveh
največjih slovenskih trgovcev, to sta Spar in Mercator. S tem pokrijemo približno
54 odstotkov tržnega deleža [7], kar se nam zdi zadostno pokritje za resnejšo analizo.
V tem poglavju se tudi dotaknemo legalnosti spletnega strganja in stvari na katere
je potrebno biti pozoren pri avtomatičnem prenosu podatkov s spleta. Opišemo tudi
algoritem spletnega strganja, različne metode in načine shranjevanja ter predobde-
lavo podatkov, kot priprava na učenje algoritma strojnega učenja za razvrščanje v
klasifikacijo ECOICOP.
V tretjem poglavju opišemo različne metode strojnega učenja, ki nam omogočajo
gradnjo modela iz naše učne množice, pridobljene iz strganih podatkov. Uporabimo
različne algoritme strojnega učenja, kot so na primer metoda najbližjih sosedov, na-
ključni gozdovi in nevronske mreže. Analiziramo rezultate ter predstavimo točnost
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algoritma. Ovrednotimo tudi uporabnost modela.
V četrtem poglavju podrobneje opišemo način izračuna inflacije ter različnih mer
rasti cen skozi čas. Nato uporabimo podatke o izdelkih, avtomatsko razvrščenih z
modelom iz prejšnjega poglavja ter se poskušamo čim bolj približati uradnemu har-
moniziranemu indeksu cen življenjskih potrebščin.
V zadnjem poglavju naredimo pregled rezultatov dela in ocenimo uporabnost
modela klasifikacije za izračun cenovnih indeksov. Podamo tudi predloge za nadaljne
delo, v katerih ciljamo predvsem na razširitev obstoječih spletnih strgalnikov na





V tem poglavju opišemo proces spletnega strganja, se dotaknemo legalnosti, iz-
beremo trgovine za spletno strganje in predstavimo postopek spletnega strganja s
pomočjo različnih strgalnikov.
Spletno strganje je proces pridobivanja podatkov iz spletnih strani, kateri lahko po-
teka ročno ali avtomatsko. Pogostejši je slednji, saj gre največkrat za velike količine
podatkov, pridobitev katerih bi posamezniku vzela preveč časa. Tako namesto posa-
meznika delo opravijo t. i. spletni pajki (ang. web crawlers), programi, ki brskajo po
spletnih straneh za željenimi podatki. Spletni pajki prejmejo naslov spletne strani
(URL, ang. Uniform Resource Locator ali enolični krajevnik vira) prek katerega se
povežejo na spletno stran in prek razčlenjevalnika (ang. parser) shranijo podatke
v lokalno shrambo (Slika 2.1). Prenašalnik iz svetovnega spleta prenese zahtevane
spletne strani in jih preda razčlenjevalniku, ki razčleni prenesen dokument in iz
njega na eni strani izlušči URL povezanih strani, na drugi pa podatke za shrambo.
Načrtovalnik določa, kdaj je na vrsti posamezna stran za obdelavo. Končen rezultat
obdelave spletne strani so podatki, ki so ponavadi v tekstovni obliki, z dodatnimi
metapodatki. Na tem koraku je mogoča še predobdelava podatkov, ki se na koncu
zapišejo v našo shrambo.
Nam mogoče najbolj znan primer uporabe spletnih pajkov se skriva v spletnih iskal-
nikih kot so Google, Yahoo ali Bing. Te pajke uporabljajo za indeksiranje spletnih
strani, tako da jih lahko uporabnik najde hitreje in učinkoviteje.
2.1 Metode in lastnosti spletnega strganja
Spletno strganje je trenutno zelo aktivno področje na področju spletnega rudarjenja
oziroma zbiranja informacij iz svetovnega spleta. Trenutne rešitve se raztezajo od
najbolj osnovne metode, ki za delovanje zahteva konstantno človekovo posredovanje,
do popolnoma avtomatiziranih sistemov, ki omogočajo pretvorbo zapletenih spletnih
strani v uporabne, strukturirane podatke. Vendar imajo tudi avtomatizirani sistemi
omejitve, saj se spletne strani lahko spremenijo, kar spet zahteva človekovo posredo-
vanje. Omenimo zgolj nekaj metod spletnega strganja, kot so razčlenjevanje (ang.
parsing) HTML (ang. Hyper Text Markup Language ali jezik za označevanje nad-
besedila) strani, razčlenjevanje DOM (ang. Document Object Model ali objektni
model dokumenta), API (ang. application programming interface oziroma vmesniki
za namensko programiranje), t. j. direktno povezovanje na podatkovno bazo ter
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Slika 2.1: Proces spletnega strganja in sestava spletnega pajka. Vir: [9]
regularni izrazi.
Razčlenjevanje HTML strani je ena izmed najbolj razširjenih tehnik sple-
tnega strganja, saj so dandanes skoraj vse spletne strani napisane v označevalnem
jeziku HTML. HTML predstavlja osnovni izgled spletne strani, poleg tega pa je
z njegovimi standardiziranimi značkami določena njena zgradba in semantični po-
men [17]. Zaradi standardizirane sintakse lahko na preprost način dostopamo do
podatkov v HTML dokumentu, ki jih potrebujemo. Poleg tega pa obstaja še HTML
jeziku podoben jezik, XML (ang. Extensible Markup Language ali razširljivi ozna-
čevalni jezik). Če je stran napisana v jeziku XML, lahko do podatkov v značkah
dostopamo na zelo preprost način, saj večina sodobnih brskalnikov podpira poizved-
beni jezik XPath, kateri nam omogoča izbiro vozlišč v XML dokumentu [18]. Če
se željena spletna stran za spletno strganje ne spreminja velikokrat, lahko pajku
naročimo, da iz spletne strani pobere podatke v vozliščih, katere mu podamo prek
jezika XPath.
Še ena možnost luščenja podatkov iz surovega HTML dokumenta so regularni
izrazi, saj omogočajo primerjavo delov dokumenta z željenim vzorcem. Če torej
dokument oziroma spletna stran vsebuje značko z oznako »Cena«, lahko z regu-
larnim izrazom primerjamo cel HTML dokument v tekstovnem formatu z vzorcem
cena. To je sicer tvegano početje, saj se spletne strani velikokrat spremenijo, zato
ne moremo pričakovati, da bo tak spletni strgalnik popolnoma avtomatičen. Poleg
tega to deluje samo v primeru, da so željeni podatki dejansko napisani v osnovnem
XML/HTML dokumentu. Velikokrat se namreč zgodi, da imajo spletne strani ve-
liko dinamične vsebine ali pa imajo podatke shranjene v skriti podatkovni bazi, do
katere spletna stran dostopa ob kliku nanjo. V tem primeru te metode ne moremo
uporabiti za strganje spletne strani.
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DOM razčlenjevanje obravnava XML ali HTML dokument kot hierarhijo, v ka-
terem je vsako vozlišče (ang. node) objekt, ki predstavlja določen del dokumenta.
Prav DOM razčlenjevanje omogoča strganje spletnih strani, ki vsebujejo dinamične
elemente (za dinamične JavaScript spletne strani), saj tak pristop temelji na inte-
rakciji z elementi na strani, do katerih lahko dostopamo samo v spletnem brskal-
niku [20]. Tak pristop posnema uporabnika, saj se stran izvede na enak način, kot
da bi do nje dostopal uporabnik.
Direktno/API povezovanje na podatkovno bazo je najredkeje izvedljivo,
saj velikokrat lastniki spletnih strani ne želijo, da lahko uporabnik prosto dostopa do
njihove celotne baze podatkov. V tem primeru spletno strganje sestoji iz povezovanja
do podatkovne baze, ki je največkrat zapisana v dobro strukturirani datoteki formata
JSON. To je odprtokodni standardni datotečni format, ki uporablja človeku berljiv
tekst za shranjevanje in prenos datotek. V datotekah so podatki zapisani v parih
atribut - vrednost in spominjajo na slovarje. Je zelo pogost format, ki se uporablja
v različnih aplikacijah in shranjevanju podatkov [19]. Primerjava med posameznimi
metodami je prikazana v tabeli 2.1.
Metoda Hitrost Obdelava Stabilnost Dostopnost
HTML razčlenjevanje Hitro Težko Dobra Visoka
DOM razčlenjevane Počasno Težko Srednja Zelo visoka
Direktno/API povezovanje Zelo hitro Skoraj nič Zelo visoka Nizka
Vir: [20]
Tabela 2.1: Primerjava metod spletnega strganja.
2.1.1 Spletni strgalniki
Pred izbiro ustreznega spletnega strgalnika je zelo pomembno, da si izberemo pro-
gramski jezik v katerem bomo pisali našega spletnega pajka. Ker ima vsak pro-
gramski jezik prednosti in slabosti je priporočljivo, da si izberemo tistega, ki najbolj





• Robustnost in razširljivost
• Vzdrževanje
Eni izmed najboljših programskih jezikov za spletno strganje so Python, node.js,
ruby, php in C ali C++ [21]. Odločili smo se, da bomo za strganje spletnih trgovin
Spar in Mercator uporabili programski jezik Python, saj se je izkazalo, da ponuja
najbolje zaokrožen nabor orodij, ki zadoščajo za naše potrebe. Python sicer ni naj-
hitrejši izmed naštetih programskih jezikov, vendar smo ugotovili, da njegova hitrost
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ni problem, saj nimamo tako veliko podatkov. Poleg tega pa datoteka robots.txt
na eni izmed strani zahteva, da lahko spletni pajek stran obišče enkrat na deset
sekund. Ker se trudimo biti etični, naš pajek to navodilo upošteva, zato se izkaže,
da je Pythonovo hitrost v tem primeru dokaj nepomembna. Ta jezik je tudi eden
izmed programskih jezikov, ki nam je najbolj znan, zato je bila to logična izbira.V
Pythonu obstaja veliko knjižnic, ki omogočajo spletno strganje, zato naštejmo le
nekaj najbolj priljubljenih. Od najbolj osnovnih do najbolj naprednih si sledijo
knjižnice Requests, Beautiful Soup, lxml, Selenium in Scrapy.
Request je ena najbolj poznanih in enostavnih HTTP (ang. HypertText Trans-
fer Protocol, glavna metoda za prenos informacij na spletu [23]) knjižnic za razčlenje-
vanje HTML dokumentov iz spletnih strani. Enostavnost je njena glavna prednost,
saj je zelo intuitivna za uporabo. Spletno stran lahko na svoj računalnik prenesemo
že s tremi vrsticami kode:
Slika 2.2: Strganje spletne strani s knjižnico Requests
Vendar je to daleč od tega kar ta knjižnica zmore, saj lahko dostopa do API-jev,
ohranja piškotke v sejah, prenaša podatke iz strežnika ali na strežnik, itd.
Beautiful Soup je ena izmed najbolj popularnih Pythonovih knjižnic za spletno
strganje. Je knjižnica, ki lahko uporablja različne razčlenjevalnike, to so programi,
ki nam omogočajo prenos informacij iz HTML ali XML dokumentov [25]. Njena
značilnost je, da je fleksibilna in razmeroma lahka za učenje prvih korakov spletnega
strganja. Ena izmed prednosti te knjižnice je, da avtomatično zazna v katerem jeziku
je spletna stran zakodirana. Ker imamo v slovenščini šumnike, za razliko od velikega
dela preostalega sveta, nam to v tem primeru ne bo predstavljalo težav [26]. Ena
izmed njenih lepih lastnosti je tudi, da zna ta knjižnica poiskati zahtevane stvari
v celotnem dokumentu na zelo enostaven način. Če bi na primer želeli najti vse
hiperpovezave, ki se skrivajo v razčlenjeni HTML strani, bi lahko poiskali vsebino
vseh značk »<a>« :
Slika 2.3: Iskanje vseh povezav v HTML dokumentu z Beautiful Soup
lxml je po besedah ustvarjalcev najbolj bogata in najenostavnejša knjižnica za
razčlenjevanje HTML in XML strani s Pythonom [27]. Poleg tega lxml knjižnica
slovi po hitrosti, zato je bila včasih boljša izbira od Beautiful Soup, če je bila naša
prioriteta hitrost [26]. Če pa smo imeli zapletene spletne strani, je bila boljša iz-
bira Beautiful Soup. Dandanes se ta razlika zmanjšuje, saj obe knjižnici podpirata
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uporabo razčlenjevalnika druga od druge. To pomeni, da lahko lxml uporablja raz-
členjevalnik od Beautiful Soup in obratno.
Selenium je odlična izbira za strani z veliko dinamične vsebine, ki so napisane
v JavaScript programskem jeziku. Tako nekatere strani želijo, da poklikamo nekaj
gumbov, izberemo nekaj elementov iz seznama ali pa vpišemo svoje uporabniško ime
in geslo, da pridemo do željene vsebine. Selenium je kot nalašč za to, saj zmore vse
to in še več, lahko tudi odpre novo okno brskalnika, obišče stran in sledi povezavam.
Selenium je t. i. »webdriver«, to pomeni, da prevzame nadzor nad brskalnikom in
»vidi« enake stvari kot uporabnik, zato nam ni potrebno skrbeti, da se dinamična
vsebina ne bi naložila, kot se lahko zgodi pri ostalih strgalnikih.
Scrapy pride v poštev, ko potrebujemo resno ogrodje za spletno strganje. Scrapy
omogoča zgraditev celotnega spletnega pajka, ki lahko prenaša podatke iz poljubnih
spletnih strani v sistematičnem zaporedju. Pravzaprav to sploh ni knjižnica ampak
je celotno ogrodje za spletno strganje [25]. To pomeni, da ga lahko uporabljamo za
razčlenjevanje poljubnih HTML ali XML strani, za ohranjanje aktivnih sej, sledenje
preusmerjenim povezavam in urejanje prenešenih podatkov s spletnih strani. To
med drugim pomeni, da lahko posamezne elemente spletnega strganja nadomestimo
s poljubnim elementom. Tako lahko za strani, ki uporabljajo veliko JavaScript vse-
bine uporabimo Selenium znotraj Scrapy-ja. V uradni dokumentaciji [24] je proces
spletnega strganja s Scrapy-jem lepo razložen s skico na Sliki 2.4.
Slika 2.4: Scrapy-jeva arhitektura. Vir: [24]
Zaradi prilagodljivosti in uporabnosti in tudi, ker smo želeli zgraditi komple-
tno orodje za spletno strganje, smo v tem delu izbrali ogrodje za spletno strganje
Scrapy.
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2.1.2 Legalnost spletnega strganja
Spletno strganje je bilo že od nekdaj v sivem območju zakonodaje, saj so zakoni na
to temo zelo skopi in se velikokrat izrecno sploh ne opredelijo, ali je spletno strganje
legalno ali ne. Poleg tega se zakoni med državami razlikujejo, kar še dodatno otežuje
izvrševanje zakonov v praksi. V Sloveniji do sedaj še nismo imeli primera, ko bi bil
posameznik ali podjetje obtoženo in kaznovano zaradi spletnega strganja, so pa v
javnosti najbolj odmevali trije primeri iz ZDA, to so Ebay proti Bidder’s Edge, ko
je Bidder’s Edge izgubil bitko in moral umakniti svojo spletno stran [8]; American
Airlines proti podjetju FareChase [10], ki se je končala s sporazumom in Facebook
proti Power Ventures [11], kjer je leta 2012 sodišče dosodilo, da slednje podjetje
ne sme strgati Facebookovih strani. Pri večini obtožb so se tožilci zgovarjali na
tri pravne zahtevke, to so kršitev avtorskih pravic, kršitev zakona o računalniških
goljufijah in zlorabah (ang. Computer Fraud and Abuse Act) in prekršitev pravice
do imetja (ang. trespass to chattel).
V Evropi, natančneje na Danskem, je sodišče leta 2006 odločilo v prid spletne strani
ofir.dk, ki je strgala spletno stran Home.dk, saj naj bi njeno početje bilo v skladu
z Danskimi zakoni. Je pa v Evropski Uniji z uvedbo Splošne uredbe EU o varstvu
podatkov (ang. General Data Protection Regulation ali GDPR) natančneje določena
zakonodaja glede spletnega strganja osebnih podatkov, saj je s to uredbo, brez
eksplicitnega dovoljenja, prepovedano spletno strganje vsakršnih osebnih podatkov
oseb iz Evropske Unije.
V Sloveniji zaenkrat še ni bilo obtožbe zaradi spletnega strganja, ne proti pod-
jetju, ne proti posamezniku. Seveda pa se lahko v teoriji zgodi, da bi bili izdelovalci
spletnih pajkov obtoženi zaradi povzročanja škode ali kršitve pogojev uporabe, če
bi bilo to navedeno pod pogoji uporabe spletne strani. Škodo bi lahko povzročili
s preveliko količino zahtevkov na spletno stran v zelo kratkem času, kar bi lahko
povzročilo sesutje spletne strani in izgubo dobička ter ugleda, če gre na primer
za spletno prodajalno. Protizakonito (zaradi GDPR) bi bilo tudi strganje oseb-
nih podatkov brez eksplicitnega dovoljenja posamezne osebe [12]. Glede spletnega
strganja ostalih podatkov pa slovenska zakonodaja nima specifičnih zakonov, ki bi
točno opredeljevali zakonitost takega početja. Najbližje temu področju je 221. člen
kazenskega zakonika [13], ki v štirih odstavkih opredeljuje napad na informacijski
sistem in njegove posledice:
1. Kdor neupravičeno vstopi ali vdre v informacijski sistem ali kdor neupravičeno
prestreže podatek ob nejavnem prenosu v informacijski sistem ali iz njega, se
kaznuje z zaporom do enega leta.
2. Kdor podatke v informacijskem sistemu neupravičeno uporabi, spremeni, pre-
slika, prenaša, uniči ali v informacijski sistem neupravičeno vnese kakšen po-
datek, ovira prenos podatkov ali delovanje informacijskega sistema, se kaznuje
za zaporom do dveh let.
3. Poskus dejanja iz prejšnjega odstavka je kazniv.
4. Če je z dejanjem iz drugega odstavka tega člena povzročena velika škoda, se
storilec kaznuje z zaporom od treh mesecev do petih let.
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Kljub temu, da v Sloveniji zaenkrat še ni bilo obtožbe zaradi spletnega strganja
pa obstajajo metode, ki spletnim pajkom onemogočijo ali pa vsaj deloma omejijo
spletno strganje. Te metode so:
• Blokiranje naslovov IP (Internet Protocol ali internetni protokol) glede na
kriterije, kot je na primer geolokacija.
• Blokiranje specifičnih spletnih pajkov, kot je na primer Googlebot, z uporabo
robots.txt (več v naslednjem odstavku).
• Onemogočanje dostopa do vmesnikov za namensko programiranje API.
• Opazovanje dnevnikov, ki nam včasih lahko razkrijejo visoko število zahtevkov
iz enega ali nekaj naslovov IP v kratkem časovnem obdobju, kar je lahko znak
spletnega pajka.
• Orodja za razlikovanje ljudi in pajkov.
• Manjše spreminjanje HTML in ustreznih značk okoli pomembnih podatkov,
kar zmanjša možnosti za avtomatizacijo spletnih strgalnikov, itd.
Večina spletnih mest ima napisano tekstovno datoteko z imenom robots.txt, do
katere lahko dostopamo tako, da URL naslovu dodamo /robots.txt. Robots.txt je
standard, ki ga uporabljajo spletna mesta za komuniciranje s spletnimi pajki oz. so
to pravila lastnika spletnega mesta, v katerih spletnim pajkom pove katere podstrani
lahko strgajo in katerih se ne smejo dotikati [14]. Čeprav ta datoteka ponavadi
vsebuje besedi »disallow/prepovedano« in »allow/dovoljeno«, spletnim pajkom ta
datoteka težko prepreči dostop do podatkov, če si pajki (oziroma ustvarjalci pajkov)
to želijo. Kljub temu ta datoteka vsebuje pomembne informacije, katere bi morali
vsi spletni pajki upoštevati za dobro delovanje spletnih mest. Primeri robots.txt [15]:
• Pajek lahko obišče vsako stran: User-agent: *, Allow: /
• Pajek je prepovedan: User-agent: *, Disallow: /
• Pajek ne sme obiskati navedenih podstrani: User-agent: *, Disallow: /cgi-
bin/, Disallow: /tmp/, Disallow: /junk/
• Pajek ne sme obiskati točno določene datoteke: User-agent: *, Disallow: /di-
rectory/file.html
• Pajek Googlebot ne sme obiskati ene podstrani: User-agent: Googlebot, Di-
sallow: /private/
Kot vidimo moramo biti pri spletnem strganju zelo previdni, da pomotoma ne
preobremenimo spletne strani ali strgamo podatkov, ki niso dovoljeni. Tudi če upo-
števamo robots.txt in ne pobiramo prepovedanih podatkov, moramo pri našem po-
četju upoštevati osnovna načela spletnega strganja:
• Obvestiti lastnika spletne strani o našem početju in ga zaprositi za dovoljenje
za spletno strganje.
• Se ne denarno okoriščati s podatki, ki smo jih postrgali, saj je to početje lahko
nezakonito.
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• Med zaporednimi zahtevki vnesemo časovni zamik, da ne preobremenimo sple-
tne strani.
• Svoje pajke poganjati v delu dneva, ko se ne pričakuje veliko prometa na
spletni strani (ponoči).
• Poskušamo delovati v skladu s kodeksom ravnanja evropske statistike [16].
2.2 Implementacija spletnega strganja
V Sloveniji se bije bitka med dvema tipoma trgovcev: klasičnimi (Mercator, Spar,
Tuš) in diskontnimi (Hofer, Lidl, Eurospin). Kot kaže v bitki zmagujejo klasični,
saj je leta 2018 je v Sloveniji največji delež pripadal Mercatorju, ki je se 33 odstotki
trga krepko pred drugouvrščenim Sparom, ki pokrije malo več kot petino slovenskega
trga. Sledijo jima Tuš, Hofer in Lidl, ki imajo med 13 in 10 odstotki trga [7]. Po nekaj
odstotkov imajo še Eurospin, trgovine Jager in E. Leclerc. Podrobnejši podatki so
predstavljeni na Sliki 2.5.
Slika 2.5: Tržni deleži slovenskih trgovcev, 2018
Od navednih trgovcev imajo vsi spletno stran, a le nekateri omogočajo nakup
prek spleta in dostavo na dom oz. prevzem pripravljenih izdelkov v eni izmed poslo-
valnic. Dostavo oziroma prevzem omogočajo Mercator, Spar in Tuš, kjer Mercator
dostavlja v večjih krajih po Sloveniji, Spar v okolici Ljubljane, Tuš pa ponuja pre-
vzeme naročenih izdelkov v okolici Celja, Kranja in Maribora. Kljub temu se večina
trgovcev usmerja v širitvi svojih storitev tudi v druga mesta po Sloveniji. Najbolj
obsežni sta spletni trgovini Mercatorja in Spara, ki sta tudi največja trgovca v Slo-
veniji, zato smo se odločili, da bomo strgali ti dve spletni strani.
Spletni trgovini se dne 5. 4. 2020 nahajata na spletnih naslovih https://trgovina.
mercator.si/market in https://www.spar.si/online/. Preden se lotimo spletnega str-
ganja si najprej oglejmo kakšne omejitve so lastniki spletnih strani postavili spletnim
pajkom. Ta informacija se nahaja v robots.txt datotekah.
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Sparova spletna trgovina v svoji robots.txt datoteki postavlja nekaj omejitev
spletnim pajkom, vendar ne prestrogih, saj prepoveduje spletno strganje le določe-
nih podstrani. To so stvari osebne narave, saj prepovedujejo strganje posameznikove
košarice, uporabniškega profil in pa strani, do katere pridemo ob zaključku nakupa.
Ne omejujejo torej strganja izdelkov ter njihovih cen, kar je za našo delo ključnega
pomena. Poleg tega stran postavlja še nekaj dodatnih zahtev, ki zagotavljajo sta-
bilnost delovanja spletne strani. Tako je spletno strganje dovoljeno le med 4:00 in
8:45 po univerzalnem koordinatnem času, z največjo dovoljeno hitrostjo ene strani
na vsakih 10 sekund. Prav tako je strganje Sparove spletne strani prepovedano do-
ločenim spletnim pajkom. Te zahteve v svojih spletnih pajkih upoštevamo.
Slika 2.6: Robots.txt Sparove spletne trgovine
V nasprotju s spletno trgovino Spar pa spletna trgovina Mercator nima nikakršnih
omejitev glede spletnega strganja, saj v svoji robots.txt datoteki ne omejuje sple-
tnega strganja.
Slika 2.7: Robots.txt Mercator spletne trgovine
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Izkaže se, da obe spletni strani vsebujeta veliko vsebine Javascript, saj se večina
izdelkov nalaga dinamično ob kliku na naslednjo stran ali pa ob pomiku na dno
strani. Zaradi tega podatkov o izdelkih ne moremo najti v surovem HTML oziroma
XML dokumentu, ampak jih moramo poiskati drugje. Ob pregledu vseh funkcij, ki
se izvedejo ob kliku na stran z izdelki, pri obeh spletnih trgovinah ugotovimo, da
se podatki naložijo prek serverja na katerem se hranijo podatki. Pri Sparovi spletni
strani se ti podatki nahajajo v podatkovnem formatu JSONP, kar pomeni JSON
with padding (JSON z oblazinjenjem), pri Mercatorjevi spletni strani pa v podat-
kovnem formatu JSON. Obe datoteki imata lepo strukturo z veliko informacijami o
izdelkih. Prav tako sledita logični organiziranosti, tako da se lahko na razmeroma
preprost način pomikamo med različnimi stranmi in po posameznih izdelkih.
Proces spletnega strganja poteka na naslednji način: načrtovalnik (Windows
Task Scheduler) vsako jutro ob 4:00 avtomatično zbudi računalnik, ki se poveže na
vsako izmed spletnih trgovin. Pajek se začne plaziti po spletnih straneh, ki vsebujejo
produkte in dodaja produkte v .csv datoteko. Ko pride do zadnje strani in zadnjega
izdelka, se produkti uredijo po abecednem vrstnem redu, ustvari se tudi ime da-
toteke, ki je enako spar/mercator_products_Mesec_Dan.csv. Datoteka se zapiše
v lokalno bazo podatkov, ki je urejena po letu, mesecu in dnevu za vsako trgovino
posebej. Obenem se v tekstovno datoteko zapišejo kakršne koli napake ali opozorila,
če je do njih prišlo. Kot dodatno varovalo se po končanem spletnem strganju izvede
Pythonova skripta, ki vse datoteke enega dne zbere, ustvari e-poštno sporočilo in
ga pošlje na določen poštni naslov. To nam omogoča hiter pregled nad uspešnostjo
spletnega strganja in nad strganimi podatki posameznega dne.
Sparova spletna trgovina vsak dan ponuja okoli 18 tisoč različnih izdelkov.
Posamezna .csv datoteka s podatki za vsak dan je tako velika približno 7 MB, z
začetkom 13. 2. 2020. Poleg tega program vsak dan pregleda vsak izdelek in ga
primerja z do sedaj zbranimi unikatnimi izdelki, ki so bili kdaj prodajani v Sparovi
spletni trgovini. Če tega izdelka še ni v bazi, ga doda in tako se število unikatnih
izdelkov poveča za ena. Do sedaj je Sparova spletna trgovina prodajala malo več
kot 19 tisoč unikatnih izdelkov. Za vsak izdelek dnevno pridobimo informacije o
imenu produkta, njegov dolgi opis in njegov kratki opis in osnovni enoti izdelka.
Na voljo nam je tudi trenutna cena produkta, običajna cena produkta, dejanska
cena produkta in cena produkta po enoti izdelka (kilogram, gram, liter, kos). Iz
podatkov izvemo tudi kateri produkti so danes v akciji, katerih izdelkov ni na zalogi
in ali je izdelek danes prvič na voljo v spletni trgovini. Poleg tega nam podatki
povejo tudi tip promocije, med najbolj pomembne podatke za naslednje poglavje pa
spada podatek v katero kategorijo izdelkov spada izdelek. Na Sliki 2.8 so prikazane
samo najpomembnejše kategorije. Opis vseh spremenljivk se nahaja v Dodatku A.
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Slika 2.8: Izbrane kategorije Sparovih podatkov
Iz Mercatorjeve spletne trgovine vsak dan prenesemo podatke o približno 10
tisoč različnih izdelkih. Prav tako kot o Sparovih izdelkih, imamo tudi o Mercator-
jevih veliko informacij. Tako izvemo ime produkta, količino vsebine in pa trenutno
ceno. Prav tako imamo informacijo o ceni na osnovno enoto izdelka in katere znamke
je. Poleg tega izvemo ali je izdelek eko ali ne ter njegovo GTIN kodo (global trade
item number, globalna trgovinska številka izdelka). Na Sliki 2.9 je prikazanih nekaj
kategorij. Opis vseh spremenljivk se nahaja v Dodatku B.
Slika 2.9: Izbrane kategorije Mercatorjevih podatkov
Zaradi potrebe po boljšem pregledu nad izdelki je bila v sklopu tega dela nare-
jena tudi aplikacija, ki nam omogoča hiter pregled nad ceno izdelka in kdaj je bil
izdelek dostopen na spletnih trgovinah. Omogoča nam tudi primerjavo med različ-
nimi izdelki. Primer uporabe aplikacije prikazuje Slika 2.10. Aplikacija je prosto
dostopna na https://pezdirmartin.shinyapps.io/Spar/.
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Strojno učenje za klasifikacijo
produktov v ECOICOP
V tem poglavju rešujemo problem razvrščanja produktov v klasifikacijo ECOICOP,
pri čemer začnemo s krajšim opisom klasifikacije in nadaljujemo z opisom problemov,
ki jih je treba rešiti preden začnemo uporabljati strojno učenje za gradnjo modela.
Zaradi lažje predstave namenimo podpoglavje vizualizaciji. Nato nadaljujemo z
opisom modela in zaključimo s predstavitvijo rezultatov. V tem poglavju se zaradi
večje količine podatkov osredotočimo na podatke iz spletne trgovine Spar Online.
3.1 Klasifikacija ECOICOP
Klasifikacija ECOICOP je hierarhična klasifikacija, kar pomeni, da so dobrine in sto-
ritve razdeljene v disjunktne množice na različnih nivojih. Najvišji nivo se imenuje
Skupaj in predstavlja vse dobrine in storitve. Nadalje so dobrine in storitve razde-
ljene v oddelke, skupine, razrede in podrazrede. Naša naloga je zgraditi čim boljši
model strojnega učenja za razvrščanje produktov v posamezne podrazrede (ECO-
ICOP 5). Za lažjo predstavo je na Sliki 3.1 predstavljen del klasifikacije ECOICOP.
Obstajo sicer nižji nivoji od podrazredov, vendar bomo o njih govorili v poglavju o
inflaciji.
Slika 3.1: Del klasifikacije ECOICOP. Vir: [83]
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3.2 Posebnosti učne podatkovne množice
S pomočjo spletnega strganja prenešeni podatki iz spletne trgovine Spar Online se
na tem koraku nahajajo v delno urejeni obliki, ki ni primerna za večino algoritmov
strojnega učenja. Na primer spremenljivka product-categories je za vsak primer dolg
niz znakov, ki vsebuje šifre in imena kategorij (npr. šifra S4-2-2 pomeni kategorijo
Drugi kremni namazi). Z namenom višje točnosti naših klasifikacijskih modelov to
spremenljivko razdelimo na več novih, ki predstavljajo šifre in kategorije, katerim
pripada posamezni izdelek. Ker nekateri izdelki pripadajo več (Sparovim) katego-
rijam, dobimo pet novih spremenljivk za pripadajoče šifre in devet za pripadajoče
kategorije izdelka. Večini izdelkov sicer pripada ena šifra in tri kategorije. Poleg
tega kategoriji product-price-per-unit odstranimo enoto in to enoto zapišemo v novo
spremenljivko product-unit.
Zaradi specifičnosti problema in podatkovne množice, se pri gradnji modela za
klasifikacijo produktov soočamo z naslednjimi izzivi in težavami:
• Obravnava kategoričnih spremenljivk
• Obdelava tekstovnih spremenljivk
• Klasifikacija v več kot dva razreda
• Neenakomerna porazdelitev ciljne spremenljivke
• Izbira napovednih spremenljivk
Pri obravnavi kategoričnih spremenljivk je težava, da veliko algoritmov
strojnega učenja ni sposobnih sprejeti podatkov v obliki, v kateri se nahajajo naše
kategorične (diskretne) spremenljivke. Zato je take spremenljivke potrebno pretvo-
riti v numerične, za kar obstaja kar nekaj različnih metod. Pretvorbo kategoričnih
spremenljivk bomo obravnavali v sklopu predobdelave podatkov.
V naši podatkovni množici se poleg kategoričnih spremenljivk nahajajo tudi te-
kstovne spremenljivke. To so spremenljivke, ki zavzamejo veliko različnih vre-
dnosti in nimajo urejene strukture. Tu izstopa predvsem spremenljivka title, ki
predstavlja ime izdelka, saj v podatkovni množici ne obstajata dva izdelka, ki bi bila
popolnoma enaka. Tudi tekstovne spremenljivke bomo obravnavali tekom predob-
delave podatkov.
Obravnavati moramo tudi klasifikacijo v več kot dva razreda (več-razredno
klasifikacijo), saj so naši produkti razvrščeni v kar 88 različnih ECOICOP 5 po-
drazredov, algoritmi strojnega učenja za klasifikacijo pa so večinoma prirejeni za
binarno (dvojiško) klasifikacijo. Zato si tu ogledamo metode, ki omogočajo klasifi-
kacijo za več kot dva razreda. Sama metoda, ki bo omogočala klasifikacijo za več
kot dva razreda bo potekala med gradnjo modela.
V strojnem učenju je velik problem tudi neenakomerna porazdelitev ciljne
spremenljivke. Lahko se namreč zgodi, da v podatkovni množici prevladuje ena
vrednost ciljne spremenljivke, kar lahko model strojnega učenja zavede, da postane
neuporaben. Na tem mestu opišemo in vpeljemo metode za reševanje neenakomerne
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porazdelitve ciljnih spremenljivk, ki bodo potekale med samim učenjem modela.
Zaradi števila napovednih spremenljivk in neenakomerne porazdelitve ciljne spre-
menljivke se soočamo tudi s težavo izbire napovednih spremenljivk. Lahko na-
mreč pride do t. i. prekletstva dimenizonalnosti, česar posledica so slabi modeli. To
težavo bomo obravnavali tekom predobdelave podatkov.
Struktura poglavja je sledeča: v prvem delu predstavimo metode za reševanje
zgoraj naštetih težav, nato predstavimo potek učenja modela, v zadnjem delu pa
predstavimo rezultate modela strojnega učenja za razvrščanje produktov v klasifi-
kacijo ECOICOP.
3.3 Pretvorba kategoričnih spremenljivk
Obstaja veliko različnih načinov pretvorbe kategoričnih spremenljivk, od katerih so
nekateri boljši, drugi pa slabši za uporabo v algoritmih strojnega učenja. Pretvorbi
kategoričnih spremenljivk pravimo kodiranje/zakodiranje spremenljivk (ang. enco-
ding). Na tem koraku naštejemo najbolj uporabljene načine kodiranja in izberemo
najprimernejši pristop za naš algoritem.
Zamenjava vrednosti je ena izmed najhitrejših in najenostavnejših metod ko-
diranja kategoričnih spremenljivk, saj temelji na zamenjavi kategorij s poljubnimi
števili. Ideja takega kodiranja je, da imamo svobodo pri izbiri števil, ki jih želimo
pripisati posameznim kategorijam. Tu pa se pojavi problem in izpostavi šibkost te
enostavne metode, saj bi lahko algoritem strojnega učenja našel vzorce tam, kjer jih
ni. Če imamo na primer spremenljivko, ki opisuje temperaturo vodo in vrednosti
zamenjamo z vroče → 1, mlačno → 2, mrzlo → 3, bi lahko algoritem domneval, da je
mlačna voda bolj vroča od vroče. Takim napakam se lahko s pametnim kodiranjem
še vedno ognemo, dodaten problem metode pa je, da ne ohranja pomena besed.
Če bi na primer kategoriji »Pivo« pripisali število 100, kategoriji »Sadni sokovi«
pa 1, bi lahko algoritem pomotoma domneval, da je pivo 100-krat pomembnejši od
sadnih sokov, kar ni vedno res. Poleg tega pri velikem številu kategorij pripisovanje
različnih števil kategorijam postane nepraktično.
Kodiranje One-Hot predpisuje, da vsako vrednost v neke kategorične spremen-
ljivke pretvorimo v novo spremenljivko, ki ima vrednost 1 pri vseh primerih, kjer
ima kategorična spremenljivka vrednost v. Tako za kategorično spremenljivko, ki
zavzame K različnih vrednosti s pomočjo kodiranja One-Hot ustvarimo K novih
spremenljivk z zalogo vrednosti {0, 1}. S tem se rešimo prejšnjega problema, da bi
algoritem določeni kategoriji pripisal večji pomen kot ostalim [28]. Zelo podobno
takemu kodiranju je tudi ustvarjanje umetnih (ang. dummy) spremenljivk, ki se od
kodiranja One-Hot razlikuje le v tem, da ustvarimo K − 1 novih spremenljivk, pri
katerih ima ena izmed možnosti kategoričnih spremenljivk vedno vrednost 0. Kljub
elegantnosti tako kodiranje ni primerno za vse kategorične spremenljivke. Najmanj
primerno je v primeru, ko ima spremenljivka veliko različnih vrednosti. To se zgodi
v našem primeru, saj ne obstajata dva produkta, ki bi bila popolnoma enaka. To
pomeni, da bi morali tvoriti več kot 18 tisoč novih spremenljivk, kar pa ne bi bilo
praktično in učinkovito. Morda največja slabost tega kodiranja za naš primer pa
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je, da še vedno ne ohranja »razdalje« med različnimi kategorijami oziroma bese-
dami [29]. Na primer ljudje vemo, da so si jabolka in hruške blizu, vsekakor pa
bližje, kot je od teh produktov oddaljen produkt detergent. S takim kodiranjem
implicitno predpostavljamo, da so si produkti med seboj enako podobni, kar pa ni
res. Da bi dobili dober algoritem za klasifikacijo, moramo to razmerje ohranjati.
Binarno kodiranje je zelo podobno kodiranju One-Hot, s to prednostjo, da reši
problem visoke kardinalnosti (velikega števila kategorij) v spremenljivki. Tako ko-
diranje je transformacija števila, ki ga ima določena kategorija v binarno število.
Na primer število 2 se lahko zapiše kot 010. Prednost tega je, da lahko z binarnim
številom 010, iz katerega ustvarimo tri nove spremenljivke predstavimo 8 različnih
kategorij (000, 001, 010, 100, itd.).
Za tiste kategorične spremenljivke, ki imajo obvladljivo število različnih vredno-
sti, se odločimo izbrati kodiranje One-Hot, saj je njegova implementacija enostavna
in učinkovita. Med te spremenljivke na primer spadata osnovna enota izdelka (liter,
kilogram, gram, ...) ali pa osnovno pakiranje izdelka (kos, tehtan izdelek). Za ostale
spremenljivke, kot sta na primer ime izdelka (title) in kategorija izdelka (product-
categories) pa se moramo posvetiti metodam za obdelavo tekstovnih podatkov.
3.4 Obravnava tekstovnih podatkov
To podpoglavje je namenjeno metodam za obdelavo tekstovnih podatkov v naši
podatkovni množici (ime izdelka, kategorije izdelka, šifre izdelka, ...), saj bi bila
uporaba metod za pretvorbo kategoričnih spremenljivk v numerične nepraktična
in neučinkovita. Predstavimo dve taki metodi, in sicer model vreče besed in
besedna vpetja. Še prej pa si oglejmo lematizacijo in krnjenje, ki nam omogočata
pretvorbo besed v njihovo osnovno obliko.
3.4.1 Lematizacija in krnjenje
Pri strojnem učenju včasih želimo, da računalniški program prepozna dejstvo, da
ima lahko ena beseda v jeziku več različnih oblik. Na primer »vprašala« in »vprašaj«
predstavljata dve različni obliki besede »vprašati«. S tem, ko besedo pretvorimo v
osnovno obliko, zmanjšamo število različnih besed v našem slovarju in poenotimo
različne oblike besed, kar ima lahko za posledico izboljšanje natančnosti našega al-
goritma za klasifikacijo [42]. V grobem obstajati dve metodi spreminjanja besed v
njihovo osnovno obliko, to sta lematizacija in krnjenje.
Krnjenje je enostavnejša metoda od lematizacije, saj posamezni besedi le odre-
žemo končnico, pri čemer dobimo krn besede (na primer kolesariti spremenimo v
kolesari) [43]. Lematizacija je bolj zapletena, saj je to metoda za določanje osnovne
oblike posameznih besed v besedilu. Osnovna oblika tu pomeni slovarsko obliko
posamezne besede. Tako pridobljenim besedam rečemo leme. Izkaže se, da je lema-
tiziranje besedila izredno zapleten postopek, saj je zelo težko napisati vsa pravila
za vsako možno besedo, zato lematizacija večjih korpusov besedil skoraj nikoli ni
100 % pravilna [44]. Za slovenščino in druge morfološko bogate jezike se priporoča
lematizacijo, saj s krnjenjem pogosto dobimo prekratke krne, ki se zlijejo z besedami
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drugih pomenov in tako otežujejo delo algoritmom. Na primer beseda boljši ima za
lemo »dober«, kar pa ni res, ko krnimo to besedo.
Za slovenščino obstaja lematizator, ki je bil razvit s strani Inštituta Jožefa Šte-
fana in je dostopen na spletni strani http://lemmatise.ijs.si/, v tem delu pa smo
uporabili njegovo implementacijo v C#, ki je na voljo za prenos na njihovi strani.
Vsako kategorično spremenljivko smo lematizirali in lematizirane podatke dodali
naši podatkovni množici. Primer lematizacije je predstavljen na Sliki 3.2.
Slika 3.2: Lematizacija imen dveh produktov
3.4.2 Model vreče besed
Model vreče besed ali angleško »Bag of Words« uporabljamo za poenostavitev
tekstov, kot so besedila in stavki. Večinoma se uporablja za klasifikacijo tekstov-
nih dokumentov, vendar je uporaben tudi na drugih področjih, med drugim tudi za
pretvorbo kategoričnih spremenljivk v numerične [30]. Glavna lastnost tega modela
je, da je stavek ali tekstovni dokument predstavljen kot »vreča besed«, pri čemer
zanemarimo slovnico in celo vrstni red besed, ohranimo pa podatek o številu pojavi-
tev posamezne besede v vseh dokumentih. To pomeni, da vsaki besedi, ki se pojavi
v besedilu pripišemo unikatno število, kar omogoča, da vsak dokument zakodiramo
kot vektor nespremenljive dolžine, dolžine slovarja vseh besed. Nato lahko unika-
tna števila v vektorju prepišemo z željeno mero, najpogosteje je to število pojavitev
posamezne besede v besedilih. Za primer si oglejmo besedilo:
1. Martin rad gleda filme. Tudi Maks ima rad filme.
Model vreče besed bi izgledal takole:
BoW = {”Martin” : 1, ”rad” : 2, ”gleda” : 1,
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”filme” : 2, ”Tudi” : 1, ”Maks” : 1, ”ima” : 1}
Iz tega modela lahko konstruiramo vektor, ki predstavlja zgornje besedilo:
[1, 2, 1, 2, 1, 1, 1].
Če bi zgornjemu besedilu dodali še eno besedilo, bi se zgornji vektor podaljšal za
besede, ki v prejšnjem besedilu ne nastopajo.
Formalno lahko model opišemo s tremi osnovnimi komponentami O, E in f [31],
kjer je O osnovna podatkovna množica dokumentov besedil, E slovar terminov ozi-
roma množica vseh različnih besed, ki se pojavljajo v besedilih ter f funkcija fre-
kvence f : E × O → N0. Največkrat uporabljena funkcija f je t. i. naravna
frekvenca termina (TF) oziroma funkcija, ki šteje kolikokrat se posamezna beseda
pojavi v besedilih. Poleg naravne frekvence obstajajo še alternativne mere TF kot
so:
• Boolova TFb(t, d) = I(TF(t, d) > 0)
• Normalizirana TFN(t, d) = TF(t,d)|d| , kjer je |d| število besed v d ∈ O
• Logaritmična TFL(t, d) = log(1 + TF(t, d))
Problem frekvence termina se nahaja predvsem v značilnosti jezikov, ki jih govorimo.
Veliko jezikov ima namreč t. i. prazne besede (ang. stop words), ki se pojavljajo
v vsakem besedilu, vendar nosijo manjši pomen v primerjavi z drugimi besedami.
Tako ima slovenščina na primer besede in, ali, biti, angleščina pa besede the, a, an.
Ta problem lahko rešimo na dva načina, in sicer da praznih besed ne vključimo v
slovar, ali pa da upoštevamo novo mero, ki ji rečemo frekvenca v dokumentih DF:
DF(t) = |{d ∈ O : TF(t, d) > 0}|.
Iz frekvence v dokumentih lahko sestavimo obratno frekvenco termina v dokumentih
IDF:
IDF(t) = log |O|
DF (t) .
Ta funkcija pa ima lepe lastnosti, saj za prazno besedo t velja, da je IDF (t) ≈ 0,
ker zanjo velja DF (t) ≈ |O|. Alternativni meri za IDF sta :
• Gladka IDFG(t) = log(1 + |O|DF(t))
• Verjetnostna IDFP (t) = log( |O|DF(t) − 1)
Tako končno pridemo do mere TFIDF, ki je bila ustvarjena z namenom, da odraža,
kako pomembna je beseda za besedilo v celotnem korpusu besedil [30]. Vrednost
funkcije narašča proporcionalno številu ponovitev besede v besedilu in je utežena s
številom besedil v korpusu, v katerih se beseda pojavi. Ker se prazne besede skoraj
vedno pojavijo v besedilu, funkcija TFIDF deloma odpravi težavo praznih besed.
Izračunamo jo na naslednji način:
TFIDF(t, d) = TF(t, d) · IDF(t).
22
Je ena izmed najbolj priljubljenih metod, saj je raziskava iz leta 2015 pokazala, da
kar 83 % digitalnih knjižnjic uporablja TFIDF za uteževanje terminov v njihovih
sistemih priporočil [33].
Glavna slabost modela vreče besed je, da besedilo predstavlja kot neurejeno
strukturo, saj je pomembno samo število besed. Če imamo na primer dva angleška
stavka »Joe likes to swim. Joan likes swimming too.«, model vreče besed ne more
zaznati, da glagol »likes« v teh stavkih vedno sledi imenu osebe. Rešitev je v tako
imenovanem n-gram modelu, ki izračuna frekvenco termina, pri čemer so osnovne
enote n-grami. Primer bi-grama, bi tako ta angleška stavka priredil v: [Joe likes,
likes to, to swim, Joan likes, likes swimming, swimming too]. Kljub vsesplošni raz-
širjenosti modela vreče besed in n-gramov imajo taki modeli težavo pri zaznavanju
semantike oziroma pomena besed. Ne povejo veliko o »oddaljenosti« besed med
seboj (jabolko in hruška sta si »bližje« kot jabolko in detergent). V zadnjih letih se
je to področje hitro razvijalo in ena izmed najbolj popularnih rešitev so v zadnjih
letih postala besedna vpetja (ang. word embeddings).
3.4.3 Besedna vpetja
Besedna vpetja ali angleško word embeddings se imenujejo vse metode, ki delno
strukturirane podatke (besedila, slike) preslikajo v vektorje realnih števil. Pri tem
izhajajo iz matematičnega koncepta vložitev. V matematiki se vložitev zgodi te-
daj, ko je neka matematična struktura vsebovana (vložena) v neki drugi matematični
strukturi (npr. grupa, ki je ob enem tudi podgrupa). Formalno pravimo, da ko je
objekt X vložen v objektu Y , je vložitev dana z injektivno preslikavo, ki ohranja
njeno strukturo: f : X → Y [34]. V primeru besednih vpetij to pomeni, da viso-
kodimenzionalne vektorje besed preslikamo v realni vektorski prostor z veliko nižjo
dimenzijo, pri tem pa ohranimo pomen besed [35]. To je še posebno pomembno
v našem primeru, ker so si produkti med seboj različno oddaljeni (jabolka in hru-
ške so bližje kot jabolka in detergent). Obstaja več različnih načinov kako priti do
besednih vpetij, med najbolj znanimi so načini s pomočjo nevronskih mrež [36], me-
todami za zmanjšanje dimenzionalnosti na matriki besed, ki se pogosto pojavljajo
skupaj [37], z uporabo verjetnostnih modelov [38], metodo razložljive baze znanja
(ang. explainable knowledge base method) [39] in množico ostalih metod. Preden pa
se začnemo ukvarjati z besednimi vpetji pa moramo besede tokenizirati, kar pomeni,
da jih krnimo ali lematiziramo.
3.4.3.1 Vpetje besed word2vec
V tem delu se bomo posvetili predvsem metodam pridobivanja besednih vpetij s po-
močjo nevronskih mrež, saj je to področje eno izmed najzanimivejših in uspešnejših
pri ustvarjanju besednih vpetij, med drugim tudi zato, ker so taka vpetja dobra pri
ohranjanju semantičnih razmerij med besedami (razpoznavajo celo tako prefinjena
razmerja, kot so mesto in pripadajoča država npr. Francija je Parizu enako, kot
je Nemčija Berlinu [36]). Ideja uporabe nevronskih mrež za pridobitev besednih
vektorjev je naslednja: nevronski mreži zastavimo neko smiselno nalogo, ki naj jo
čim natančneje reši. Izkaže se, da so stranski produkt tega reševanja prav besedni
vektorji. Naloga je lahko zastavljena na različne načine. Če imamo neko tekstovno
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spremenljivko, jo lahko uporabimo kot podatek v nevronski mreži, katere naloga je,
da napoveduje ciljno spremenljivko. Ena izmed najbolj znanih nalog, ki se zastavi
nevronski mreži je, da napoveduje centralno besedo, glede na 4 prejšnje in 4 kasnejše
besede v stavku. Napoveduje torej besedo glede na kontekst. Lahko pa ima tudi
obratno nalogo, glede na eno besedo poskuša napovedati kontekst, torej besede, ki
pridejo za ali pred to določeno besedo. Tak model se imenuje word2vec in je eden
izmed najbolj znanih modelov za pridobivanje besednih vektorjev. V našem modelu
bomo word2vec primerjali z modelom vreče besed.
Leta 2013 je skupina Googlovih znanstvenikov (Mikolov, Chen, Corrado, Dean)
objavila znanstveni članek z naslovom »Efficient Estimation of Word Representati-
ons in Vector Space« [36], v katerem so predstavili model, ki je pozneje postal znan
kot word2vec. Ustvarjen je bil z namenom, da ljudje pridobimo model, ki ga lahko
uporabimo za učenje visoko kvalitetnih besednih vektorjev (vpetij) iz ogromnih po-
datkovnih množic, z milijardami besed in milijoni besed v slovarju (slovar je množica
unikatnih besed v besedilih).
Ustvarjen model je izjemno učinkovit, poleg tega pa se je zmožen naučiti bese-
dnih vektorjev, ki so blizu skupaj, če so si besede med seboj podobne. Še več, izkaže
se, da zajame podobnosti na večih nivojih, pri čemer ohranja semantične (pomenske)
in sintaktične (skladenjske) lastnosti. Avtorji trdijo, da tako pridobljeni vektorji be-
sed ohranjajo linearna pravila med besedami, kar pomeni, da so linearne operacije
s temi vektorji smiselne. To ponazorijo s primerom vektor(Kralj) - vektor(Moški) +
vektor(Ženska), za katerega se izkaže, da ustreza vektorju, ki je zelo blizu vektorski
reprezentaciji besede Kraljica. Osnovna ideja modela je pretvorba besed v vektorje
realnih števil z omejitvijo, da podobni vektorji ustrezajo podobnim besedam [31].
Pri tem predpostavljamo, da se besede s podobnim pomenom uporabljajo v istem
kontekstu, čemur rečemo porazdelitvena predpostavka (ang. distributional hypote-
sis).
Mikolov et al. definirajo dva modela, Continuous Bag-of-Words (CBOW) in
Continuous Skip-gram, ki se razlikujeta v nalogi, ki jima je dana, sicer pa oba
temeljita na algoritmih strojnega učenja, katerim zaradi strukture pravimo nevron-
ske mreže. Prvi model napoveduje trenutno (centralno) besedo, pri čemer so mu
podane 4 prejšnje in 4 naslednje besede iz stavka. To pomeni, da želi iz konteksta
napovedati besedo. Drugi model počne ravno nasprotno, saj ima na voljo le eno
besedo iz katere poskuša kar se da natančno napovedati besede pred in po dani
besedi.
Tako CBOW kot Skip-gram model uporabljata kodiranje One-Hot za kodiranje be-
sed v nevronskih mrežah. Najprej ustvarimo slovar E, ki ga obravnavamo kot urejeno
množico in vsebuje vse unikatne besede, ki se pojavljajo v besedilih. Nato se vsaka
beseda e iz slovarja E kodira s pomočjo kodiranja One-Hot [32]:
xi =
⎧⎨⎩1 ; i = index(e, E)0 ; sicer ,
kjer je index(e, E) indeks besede e v slovarju E.
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Za CBOW je značilno, da vhodna raven vsebuje 2 · k · |E| nevronov, kjer je
k velikost konteksta, t. j. števila besed pred in po centralni besedi. Skrita raven
nadalje vsebuje m nevronov, kjer je m dolžina predstavitvenih vektorjev, v izhodni
ravni pa se nahaja |E| nevronov, po en za vsako besedo iz slovarja.
V vhodni ravni označimo z w(c−k), . . . , w(c−1), w(c+1), . . . , w(c+k) besede iz konte-
ksta, katere predstavljajo vhod modela. Model CBOW napoveduje osrednjo besedo
w(c), pri čemer vsaka beseda iz konteksta w(i) dobi svojo skupino |E|-tih nevronov
x(i).
Nadalje je vsaka skupina vhodov x(i) polno povezana s skrito ravnijo, uteži na
sinapsah za različne besede iz konteksta pa so med seboj enake in so predstavljene
z matriko uteži W ∈ Rm×|E|. Sedaj pridemo do, za nas pomembnega dela, saj lahko
izračunamo vektor stanj skritih nevronov v, ki je pravzaprav vpetje besede wc:
v = Wx
(c−k) + · · · + Wx(c−1) + Wx(c+1) + · · · + Wx(c+k)
2k .
Za izhode skrite ravni lahko uporabimo poljubno aktivacijsko funkcijo ϕ, vendar se
največkrat uporablja kar identiteta ϕ(v) = v. Ker je skrita raven polno povezana
z izhodnjo ravnijo, velja z = W ′v, kjer je W ′ ∈ R|E|×m, izhodna raven pa uporabi





Funkcija izgube je prečna entropija (ang. cross entropy) in je enaka:




Ker pa imamo kodiranje One-Hot, ima ta vsota le en neničelen člen, in sicer:
L(y, ŷ) = −yi log ŷi = − log ŷi,
kjer je i indeks centralne besede w(c) v slovarju E. Posledica tega je, da je ciljna
funkcija za optimizacijo enostavna:
Err = − log ŷi = − log
exp(zi)∑︁|E|
j=1 exp(zj)




katero rešujemo z (za nevronske mreže) običajnim vzvratnim razširjanjem napake.
Nevronska mreža modela Skip-gram ima za razliko od modela CBOW na vho-
dni |E| nevronov, na skriti m nevronov, kjer je m dolžina predstavitvenih vektorjev,
na izhodni ravni pa 2 · k · |E| nevronov.
Vhod modela Skip-gram je že prej omenjena koda One-Hot x(c) za centralno
besedo wc, pri čemer so vhodi x(c) polno povezani s skrito ravnijo. Podobno kot
prej imamo matriko uteži W ∈ Rm×|E|.
Stanja skritih nevronov so tako:
v = Wx(c),
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kjer v podobno kot prej predstavlja vpetje besede w(c). Spet lahko za izhode stanj
uporabimo poljubno aktivacijsko funkcijo ϕ (označimo v′ = ϕ(v)).
Izhodna raven je sestavljena iz nove kode One-Hot, ki je zelo podobna kot prej,
le da ima tokrat matrika W ′ dimenzije 2 · k · |E| × m in iz skupin izhodnih nevronov
y(j) za vsako besedo iz konteksta w(j), j = c − k, . . . , c − 1, c + 1, . . . , c + k, pri čemer
za vsako skupino izhodov uporabimo aktivacijsko funkcijo softmax.
Ciljna funkcija je negativni logaritem verjetja konteksta za podano centralno
besedo:
Err = − log P
(︂
w(c−k), . . . , w(c−1), w(c+1), . . . , w(c+k)|w(c)
)︂
.
Sedaj uporabimo predpostavko, da so besede iz konteksta neodvisne:
Err = − log
k∏︂
j=−k,j ̸=0







kjer so i(j) indeksi besede iz konteksta w(j) v slovarju E. Nadalje:
































Od tu naprej lahko spet uporabimo običajno vzvratno razširjanje napake.
Ta dva modela nam omogočata učenje besednih vektorjev iz podatkovnih množic
z millijardami besed, z milijoni besed v slovarju, saj sta izredno hitra in učinkovita.
Struktura nevronskih mrež je predstavljena na Sliki 3.3.
26
Slika 3.3: Primerjava CBOW in Skip-gram modelov. Vir: [36]
V našem primeru smo uporabili implementacijo Skip-gram modela v R (word-
Vectors [40]). Za primer si oglejmo uporabo algoritma samo na prvi spremenljivki
naše učne množice title, ki vsebuje ime produkta. Za dimenzijo končnih vektorjev
smo izbrali dimenzijo 100, število besed, ki jih želimo napovedati pa smo nastavili
na 12, saj večje število besed, ki jih želimo napovedati izboljša kvaliteto dobljenih
besednih vektorjev, hkrati pa poveča časovno zahtevnost algoritma. Ker je naša
podatkovna množica razmeroma majhna, si to lahko privoščimo. Število iteracij
(ponovitev) smo nastavili na 2000, pri čemer je algoritem porabil 3,5 ure za dokon-
čanje. Ko imamo vektorje naučene, lahko začnemo raziskovati pridobljene podatke.
Uporabljen paket wordWectors omogoča razmeroma enostavno raziskovanje be-
sednih vektorjev, saj ima vgrajeno funkcijo closest_to(model, vektor), ki izračuna
kosinusno podobnost (ang. cosine similarity) med izbranim vektorjem (ki predsta-
vlja izbrano besedo) in vsemi ostalimi besedami v modelu, vrne pa 10 najpodob-
nejših besed. Kosinusna podobnost je mera podobnosti med dvema neničelnima
vektorjema, ki meri kosinus kota med njima. To je sicer mera usmerjenosti in ne
magnitude, saj velja, da imata dva vektorja kosinusno podobnost 1, če imata enako
orientacijo in podobnost 0, če sta usmerjena relativno drug od drugega pod kotom
90°. To pomeni, da sta dva vektorja najbolj podobna, ko sta vzporedna in najmanj
podobna, ko sta ortogonalna [41].
Ko to funkcijo uporabimo na naših imenih produktov, dobimo smiselne rezul-
tate, saj model za besedo kruh vrne najbližje besede kot so toast, hlebček, polbel,
ržen, drobtina, olz in don don. Omogoča tudi nekatere bolj zahtevne poizvedbe,
na primer, če bi želeli poiskati najbližje besede besedam radenska in voda, ki
pa naj ne vsebujejo besed katere so blizu jamnica, bi to lahko dosegli z ukazom
closest_to(model, ∼ radenska + voda − jamnica). Rezultati so prikazani na Sliki
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3.4 in navedene besede so značilne za znamko radenska (svojo vodo promovirajo kot
kraljevi vrelec, tudi naturelle je ena izmed njihovih vod).
Slika 3.4: Besede, najbolj podobne besedam »radenska« in »voda«, ki niso blizu
besedi »jamnica«
Če nadaljujemo z raziskovanjem besednih vektorjev, lahko poiščemo nekaj »tem«,
ki se pojavljajo med produkti. To lahko dosežemo z običajnimi algoritmi za gnezde-
nje (ang. clustering algorithms), kot je recimo kmeans, ki poskuša podatke razdeliti
v »gnezda«, pri čemer posamezni primeri pripadajo gnezdu, ki ima njim najbližjo
povprečno vrednost. Na tak način lahko izberemo naključne teme izdelkov, v vsaki
temi pa imamo naštetih 10 najpogostejših besed posameznega gnezda oziroma teme.
Nekaj naključnih tem je predstavljeno na Sliki 3.5.
Slika 3.5: Naključne teme iz imen izdelkov (stolpci) in pripadajoče najbolj pogoste
besede (po vrsticah navzdol)
3.4.3.2 Vizualizacija besednih vpetij
Pridobljeni besedni vektorji imajo visoko dimenzijo, večina ljudi pa si podatke do-
bro predstavljamo le v dveh ali treh dimenzijah. Zato je bilo v področje zniževanja
dimenzije visoko dimenzionalnih podatkov vloženega veliko truda, da bi lahko ljudje
raziskovali podatke in odkrivali pomembne vzorce v njih.
Ena najbolj znanih tehnik za zniževanje dimenzije visoko dimenzionalnih po-
datkov je t. i. PCA (Principal Component Analysis), ki je izšla zdaj že davnega
leta 1933 [45]. Problem PCA pa je, da je linearni algoritem, zaradi česa ni zmožen
interpretirati kompleksnih polinomskih razmerij med spremenljivkami. Poleg tega
se linerni algoritmi za zmanjševanje dimenzionalnosti osredotočajo predvsem na lo-
čevanje nepodobnih točk daleč narazen, kar privede do slabše preslikave v nizko
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dimenzionalen prostor, kot pa če bi uporabili nelinearne algoritme za zniževanje
dimenzije [46]. Pomembno je namreč, da se algoritmi osredotočajo na združevanje
podobnih točk bližje skupaj, kar pa linearni algoritmi ne počno. Tu pride v poštev
nelinearni algoritem t-SNE (t-distributed Stochastic Neighbour Embedding), ki je
zmožen dobro ohranjati tako lokalno kot globalno strukturo visoko dimenzionalnih
podatkov pri zniževanju dimenzije podatkov [46].
t-SNE algoritem se začne z definicijo podobnosti med visoko dimenzionalnimi
podatki. Podobnost med xi in xj je tako definirana kot pogojna verjetnost, pj|i,
da xi izbere xj za svojega soseda, če bi bili sosedi izbrani v razmerju z njihovo
verjetnostno gostoto normalne porazdelitve s centrom pri xi [47]. To pomeni, da bo
za bližnje točke pogojna verjetnost visoka, za bolj oddaljene pa nizka. Formula za
izračun zgornje pogojne verjetnosti je enaka:
pj|i =
exp(−∥xi − xj∥2/2σ2i )∑︁
k ̸=i exp(−∥xi − xk∥2/2σ2i )
,
kjer ∥xi − xj∥ predstavlja navadno evklidsko razdaljo med točkama xi in xj in je
σi varianca normalne porazdelitve s centrom pri točki xi. Nato na podoben način




k ̸=i exp(−∥yi − yk∥2)
,
pri čemer nas zanima podobnost samo med pari točk, zato je pi|i enaka 0. Če bi imeli
popolno reprezentacijo podobnosti med točkami iz visoko in nizko dimenzionalnega
prostora, bi bile pogojne verjetnosti enake, kar z drugimi besedami pomeni, da bi
bila njihova razlika enaka 0. S tem namenom algoritem t-SNE minimizira razliko teh











z metodo gradientnega spusta. Do sedaj pa ni bilo nič rečenega o σi, varianci
normalne porazdelitve okoli vsake visoko dimenzionalne točke xi. Izkaže se [47],
da je malo verjetno, da obstaja ena sama vrednost σi, ki bi bila optimalna za vse
točke v podatkovni množici, zato t-SNE σi izbere s pomočjo perpleksnosti (ang.





kjer je Pi verjetnostna porazdelitev inducirana z vsako na novo izbrano varianco σi.
Izbira σi je prepuščena uporabniku in je implicitno izbrana z izbiro perpleksnosti,
saj je le-ta lahko definirana kot mera števila sosedov, ki vplivajo na posamično vi-
soko dimenzionalno točko [47]. Po besedah avtorjev algoritma t-SNE je priporočljivo
uporabiti perpleksnost med 5 in 50.
t-SNE je torej zelo dober algoritem za vizualizacijo in zniževanje dimenzije vi-
soko dimenzionalnih podatkov, vendar je časovno zahteven [46]. Algoritem išče
vzorce v podatkih, glede na podobnost med podatkovnimi točkami v opazovanih
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gnezdih. Vendar to ni algoritem za gnezdenje, kot recimo v prejšnjih podpoglavjih
naveden kmeans, saj s tem, ko preslika visoko dimenzionalne podatke v nižjo dimen-
zijo vhodni podatki niso več razpoznavni [46]. To pomeni, da samo iz pridobljenih
nizkodimenzionalnih podatkov ne moremo izvajati statističnega sklepanja, zato je
t-SNE primarno samo tehnika za raziskovanje podatkov in vizualizacijo.
Na srečo pa nam celotnega algoritma ni potrebno implementirati, saj so to nare-
dili že v večih programskih jezikih. V tej nalogi smo izbrali Python, kateri omogoča
razmeroma enostavno uporabo paketa tsne skupaj s paketom matplotlib. Za začetek
si oglejmo, kako algoritem preslika vektorje besed dimenzije 1 × 100 v dvodimenzio-
nalen vektor. Želimo predstaviti preslikave iz visoke dimenzije v ravnino nekaj bese-
dnih vektorjev (izbrali smo besede »hlebček«, »radenska«, »riž«, »pijača«, »olje«,
»piščanec« in »jamnica«) in prikazati do 20 najbližjih besed tem besedam. Priča-
kovali bi, da bi dobili 4 značilna gnezda, 3 gnezda pa bi bile združene v enega, saj
sta tako radenska kot jamnica pijači. Izkaže se, da se to res zgodi, kar je razvidno
iz Slike 3.6.
Slika 3.6: Ravninski prikaz imen dvajsetih produktov, ki so najbližje sedmim izbra-
nim produktom (različne barve v legendi)
Včasih pa želimo predstaviti celoten prostor in raziskovati podatke, da bi odkrili
kako blizu so si besede ali pa kakšna gnezda dobimo v celotnem korpusu besed. Tudi
to omogoča paket tsne, saj lahko nizko dimenzionalne podatke prikažemo v poljubni
dimenziji, vendar je najpogostejša izbira 2-D ali 3-D prostor. Ker imamo veliko
različnih imen produktov v Spar Online spletni trgovini, algoritem porabi malo več
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časa, vendar se izvede v razumnem času. Tako dobimo vizualno predstavitev imen
produktov iz Sparove spletne trgovine v dveh in treh dimenzijah, kar je predstavljeno
na Slikah 3.7 in 3.8.
Slika 3.7: Ravninski prikaz imen produktov iz trgovine Spar Online
Slika 3.8: Tridimenzionalen prikaz imen produktov iz trgovine Spar Online
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3.5 Metode za več-razredno klasifikacijo
Velika večina algoritmov strojnega učenja je prilagojenih eni izmed dveh glavnih
nalog strojnega učenja: regresiji in binarni klasifikaciji. Regresija pride v poštev,
ko je ciljna spremenljivka numerična, binarna klasifikacija pa v primeru nominalne
ciljne spremenljivke z dvema razredoma. Do problema pa pride, ker so podatki v
naši podatkovni množici razvrščeni v kar 88 različnih razredov (Slika 3.9, oznak
ECOICOP na grafu zaradi preglednosti ni, čeprav graf prikazuje vse razrede, ki so
prisotni v naši množici).
Slika 3.9: Razporeditev učnih primerov po kategorijah ECOICOP
To pomeni, da algoritmi strojnega učenja, ki delujejo za binarno klasifikacijo
na taki podatkovni množici ne bi delovali. K sreči pa se izkaže, da obstajata dve
metodi, s pomočjo katerih lahko take algoritme uporabimo za primer, ko ima ciljna
spremenljivka več kot dva razreda (ang. multi-class classification ali več-razredna
klasifikacija), ki se imenujeta metoda en-proti-vsem in metoda ena-na-ena. Obe
metodi temeljita na pretvorbi več-razrednih problemov v več manjših, binarnih pro-
blemov, razlikujeta pa se po ovrednotenju učinkovitosti modela. Predpostavimo, da
imamo v ciljni spremenljivki K različnih razredov.
En-proti-vsem metoda temelji na učenju K modelov, po enega za vsak razred,
pri čemer primere tega razreda označimo za pozitivne primere (1), vse ostale primere
pa označimo kot negativne primere (0 ali -1). Izkaže se, da za tako metodo potre-
bujemo modele, ki omogočajo napoved v obliki realnega števila (npr. verjetnost, da
primer pripada določenemu razredu), za razliko od diskretne napovedi točno dolo-
čenega razreda [52]. Proces metode en-proti-vsem lahko opišemo s psevdokodo:
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Vhod:
• L model za binarno klasifikacijo
• vzorci X brez ciljne spremenljivke
• oznake y, kjer je yi ∈ {1, . . . K} oznaka za vzorec Xi
Izhod:
• seznam modelov fk za k ∈ {1, . . . K}
Postopek:
• Za vsak k v {1, . . . K}
– Konstruiramo novo ciljno spremenljivko z, kjer zi = yi, če yi = k in zi = 0
sicer
– Uporabimo L na X,z, da dobimo fk
Napovedovanje s tako metodo pomeni, da uporabimo vse na novo zgrajene modele
na do sedaj nevidenemu primeru x in napovemo tisti razred k, katerega posamičen
model napove z najvišjo samozavestjo (npr. največjo verjetnostjo):
ŷ = arg max
k∈{1,...K}
fk(x).
Ena-na-ena metoda se od prejšnje metode razlikuje v temu, da se naučimo K(K−1)2
modelov za binarno klasifikacijo, po enega za vsako možno kombinacijo parov razre-
dov ciljne spremenljivke. Vsak model prejme primere iz učne množice, ki ustrezajo
enemu paru razredov (na primer binarni klasifikator naučimo na primerih iz po-
datkovne množice, ki imajo vrednost ciljne spremenljivke žitarice ali sir). Ob času
napovedi na neznanem primeru mora vseh K(K−1)2 modelov glasovati za razred, za
katerega menijo, da mu neznan primer pripada. Metoda napove razred, ki prejme
največ glasov.
Problem obeh metod je, da se podmodeli za binarno klasifikacijo znajdejo pred
neenakomerno porazdelitvijo ciljnih razredov, saj je v primeru metode en-proti-vsem
največkrat veliko manj primerov enega razreda, kot pa vseh ostalih razredov skupaj
združenih v en negativni razred. Podobno se lahko zgodi tudi pri metodi ena-na-ena,
saj se lahko zgodi, da imamo primerov enega razreda veliko več kot nekega drugega
razreda. To pa je slabo predvsem iz stališča merjenja točnosti končnega modela.
Vzemimo na primer podatkovno množico iz bančništva, ko so modeli strojnega
učenja postavljeni pred nalogo, da napovejo čim boljši model za zaznavanje prevare
s kreditnimi karticami. Če primerjamo število prevar pri transakcijah s celotnim
številom transakcij, se zelo hitro izkaže, da je to razmerje zelo majhno. V zelo znani
podatkovni množici za učenje modelov strojnega učenja za zaznavanje prevar pri
transakcijah s kreditnimi karticami [53], je bilo kar 99,83 % transakcij normalnih
in samo 0,17 % prevar. Model strojnega učenja, ki bi vedno napovedoval, da pri
transakciji ni prišlo do prevare bi imel torej natančnost skoraj 100%, čeprav bi bil
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tak model popolnoma neuporaben. Problem neenakomerne porazdelitve se poja-
vlja tudi v naši podatkovni množici, saj je iz Slike 3.9 razvidno, da ima naša ciljna
spremenljivka pareto porazdelitev, kar pomeni, da je približno 80 % primerov vse-
bovanih v 20 % razredov.
Torej bi lahko tudi pri modelih, ki pri svojih napovedih ne uporabljajo metode
ena-na-ena ali en-proti-vsem zaradi neenakomerne porazdelitve ciljnih razredov v
svoje napovedi vključili pozitivno pristranskost (ang. positive bias) [54]. To se
zgodi, ker točne napovedi za pogosto opazovane vrednosti manjšajo napako, zato
so napovedi pogostih vrednosti ciljne spremenljivke za model bolj pomembne. Pri
klasifikaciji je tako pogostejše napovedovanje večinskega razreda, pri regresiji pa
imamo točnejše napovedi za pogosto opazovane vrednosti. Vendar pa se izkaže, da
obstaja kar nekaj metod za reševanje problema neenakomerne porazdelitve razredov
ciljne spremenljivke, ki so opisane v podpoglavju 3.5.
3.6 Izbira napovednih spremenljivk
V svetu strojnega učenja je velik problem t. i. prekletstvo dimenzionalnosti. To
je pojav, ki ni značilen samo za strojno učenje, temveč se pojavlja tudi na dru-
gih področjih, kjer uporabljamo metode, ki za svojo razlago potrebujejo statistično
značilnost. Do problema pride, ker se z višanjem dimenzij originalnega prostora (v
našem primeru dodajanjem napovednih spremenljivk množici X) veča tudi volumen
prostora in sicer tako hitro, da količina podatkov potrebnih za zanesljivo analizo
raste eksponentno [69].
Problem prevelike količine napovednih spremenljivk (previsoke »dimenzije«) na
področju strojnega učenja vpliva predvsem na dve stvari:
• V primeru večje količine napovednih spremenljivk kot primerov lahko pride
do velikega preprileganja, zaradi česar je naš model dobro prilagojen le učni
množici, sicer pa ni splošen in je slab na testnih podatkih.
• Višja kot je dimenzija vhodnih podatkov bolj enako oddaljeni se zdijo podatki
drug od drugega [70]. To je predvsem problem za algoritme, ki se pri svojih
napovedih zanašajo na merjenje (evklidske) razdalje med primeri.
V primeru prevelikega števila napovednih spremenljivk si lahko pomagamo z me-
todami za zniževanje dimenzionalnosti (ang. dimensionality reduction). Naloga
takih metod je, da iz p napovednih spremenljivk X = {X1, . . . , Xp} in podatkovne
množice DX ∈ RN×p zgradijo nizko dimenzionalen prostor DZ , ki je dober prikaz
prvotnega prostora DX . Ker pri svojem delovanju ne uporabljajo ciljne spremen-
ljivke Y , take metode spadajo v področje nenadzorovanega učenja. Iščemo torej
DZ , kjer je Z = {Z1, . . . , Zq} in q ≪ p. Največkrat so transformacije iz X v Z
linearne (izjema je v prejšnjem podpoglavju omenjena t-sne), kar pomeni Z = XW ,
kjer je W matrika transformacije. Ta matrika ima pomemben pomen, saj vsebuje
večino lastnosti in razlik med metodami. Za transformacijo W in prostor Z že-
limo, da opišeta kar se da veliko variance prvotnih podatkov, pri čemer so razdalje
preslikanih primerov podobne razdaljam med prvotnimi primeri [68]. Želimo torej,
da transformacija dobro rekonstruira originalen prostor. Poleg tega želimo, da je
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transformacija W ortogonalna (W T W = I) in nenegativna (Wij > 0, ∀i, j).
Izkaže se, da ima zniževanje dimenzionalnosti v določenih primerih veliko pred-
nost, saj ima naslednje lastnosti [68]:
• Izboljša napovedno zmogljivost modelov, ker se osredotoča na nizko dimenzi-
onalen prostor, s čimer se lahko izogne prekletstvu dimenzionalnosti.
• Pospeši učni proces, saj je učenje modelov na nizko dimenzionalnem prostoru
hitrejše. Kljub temu moramo biti previdni, saj so metode zniževanja dimenzi-
onalnosti lahko same po sebi časovno zahtevne.
• Izboljša interpretativnost modelov, saj zniževanje dimenzionalnosti vodi k bolj
kompaktnim modelom.
Eno izmed metod zniževanja dimenzionalnosti smo že spoznali v prejšnjem pod-
poglavju, to je t-sne. Vendar pa trenutno caret (R-ov paket v katerem bomo učili
modele) ne omogoča uporabe te metode med samim učenjem modelov, zato se bomo
morali zadovoljiti z linerano metodo za zniževanje dimenzionalnosti, PCA.
PCA spada pod ortogonalne (W T W = I) linearne transformacije originalne
množice podatkov X. Ker pa ta algoritem pri odločanju računa razdalje med pri-
meri, moramo stolpcem matrike podatkov X odšteti njihovo povprečje (ang. mean-
centered matrix). V PCA želimo, da je prva komponenta (ang. first principal
component) taka, da največja varianca neke skalarne projekcije osnovnih podatkov
leži ravno na tej komponenti in podobno za vse naslednje komponente [71].
Transformacijo W lahko opišemo kot množico vektorjev dimenzije l, ki vsebujejo
uteži w(k) = (w1, . . . , wp)(k) in preslikajo vsak primer xi osnovnih podatkov X v nov
vektor zi = (z1, . . . , zl)(i) kot:
zk(i) = x(i) · w(k), za i = 1, . . . , n k = 1, . . . , l.
Ker želimo maksimizirati varianco, mora za prvi vektor w(1) veljati:

























Zaradi ortogonalnosti mora biti w(1) enotski vektor, torej lahko zgornjo enakost
napišemo kot:







Za matriko XT X (ki je pozitivno semidefinitna matrika) se izkaže, da zgornji kvoci-
ent maksimalno vrednost doseže pri največji lastni vrednosti matrike, kar se zgodi,
ko je w(1) pripadajoči lastni vektor [72].
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Ostale komponente lahko najdemo na razmeroma enostaven način. k-to kom-
ponento lahko izračunamo iz prejšnjih k − 1 komponent in iz X tako, da od X
odštejemo k − 1 prejšnjih komponent:






in na podoben način kot pri prvi komponenti poiščemo k-to komponento:







Tudi v tem primeru se izkaže, da je rešitev v lastnih vektorjih [72]. To pomeni, da
so komponente dejansko lastni vektorji XT X. k-to lastno komponento izračunamo
kot zk(i) = x(i) · w(k), celotno dekompoziciji pa:
Z = XW,
kjer je W ∈ Rp×p, katere stolpci so lastni vektorji XT X.
Ideja zniževanja dimenzionalnosti je v tem, da nam ni potrebno ohraniti vseh kom-
ponent, da bi dobro predstavili originalni prostor v nižji dimenziji. To pomeni, da
lahko obdržimo samo nekaj prvih komponent, ki skupaj pojasnijo določeno količino
variance v originalnih podatkih. Tako dobimo okrnjeno transformacijo:
ZL = XWL,
kjer ima matrika ZL samo še p vrstic in L stolpcev.
Število komponent določa količino variance, ki jo želimo obdržati v naših po-
datkih. Izbira števila komponent je odvisna od podatkov s katerimi se soočamo.
Če imamo veliko napovednih spremenljivk, od katerih vsaka prinese malenkost va-
riance, ta metoda za tako podatkovno množico ne bo zelo učinkovita, saj bomo še
vedno potrebovali veliko napovednih spremenljivk, da bomo zajeli dovoljšen odsto-
tek variance. Če pa imamo v podatkovni množici nekaj spremenljivk, ki k celotni
varianci doprinesejo veliko variance bo ta metoda priročna, saj nam bo potrebno
ohraniti le majhen del vseh napovednih spremenljivk, da bomo zajeli velik del va-
riance. Običajno obdržimo toliko komponent, da še zajamemo 80 % variance v
podatkih.
3.7 Neenakomerna porazdelitev ciljne spremen-
ljivke
Kot že omenjeno na začetku poglavja, je neenakomerna porazdelitev ciljne spremen-
ljivke velik problem v svetu strojnega učenja. Recimo, da imamo problem binarne
klasifikacije (razširitev na klasifikacijo z več kot dvema razredoma je razmeroma
enostavna). V grobem imamo dva tipa nenakomerne porazdelitve podatkov, in sicer
premajhna zastopanost razreda v eni ali več napovednih spremenljivkah ter pre-
majhna zastopanost enega razreda v ciljni spremenljivki [56].
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Podatkovni znanstveniki so se te težave lotili odpravljati na dva načina [55].
Prvi način je, da modelu strojnega učenja povemo, da so nekateri primeri pomemb-
nejši od drugih, kar lahko predstavimo z utežjo oz. »ceno« za napačno klasifikacijo
pomembnejših primerov. Tako bi lahko recimo predpostavili, da je klasifikacija tran-
sakcijske prevare kot pravilno transakcijo veliko hujša od obratne situacije. V našem
primeru je napaka napačno klasificiranega produkta enaka med vsemi kategorijami
ECOICOP 5, saj predpostavljamo, da so si kategorije med seboj enakovredne, zato
ta način morda ni najprimernejši za nas.
Drugi način temelji na ideji, da spremenimo vzorčenje podatkovne množice. Dan-
danes so razširjene štiri metode za spremembo vzorčenja podatkovne množice:
• Prevzorčenje manjšinjskega razreda
• Podvzorčenje večinskega razreda
• SMOTE (ang. Syntethic Minority Oversampling TEchinque)
• ROSE (ang. Random OverSampling Examples)
Prevzorčenje manjšinjskega razreda temelji na dodajanju primerov iz manjšinj-
skega razreda, medtem ko podvzorčenje temelji na brisanju primerov večinskega
razreda iz podatkovne množice. V preteklosti se podvzorčenje skoraj nikoli ni upo-
rabljalo [56], saj podatkov ni bilo na voljo na pretek. Šele v zadnjih letih z vzponom
»Big Data« tehnologij smo dobili tako velike količine podatkov, da je podvzorčenje
postalo uporabno. Kljub temu pa se izkaže [57], da obstajajo druge, boljše metode,
ki uporabljajo kombinacijo omenjenih metod ali pa pri svojem delu uporabljajo na-
ključnost.
SMOTE je metoda, ki vsebuje elemente prevzorčenja in podvzorčenja, katere
ideja ne temelji na dodajanju že obstoječih primerov manjšinjskega razreda, ampak
na tvorjenju novih primerov. Metoda sprejme parametre pre (stopnja prevzorčenja
v odstotkih), pod (stopnja podvzorčenja v odstotkih) in k, k > pre100 (število najbližjih
sosedov). Za razliko od prevzorčenja in podvzorčenja SMOTE generira nove sinte-
tično ustvarjene primere. To pomeni, da za vsak primer iz manjšinjskega razreda
ustvarimo ⌊ pre100⌋ sintetičnih primerov, kjer za vsak primer e iz manjšinjskega razreda
e = (x, y) ∈ S naredimo dva koraka:
• Ustvarimo množico k najbližjih sosedov primera e, ki pripada manjšinskemu
razredu in iz le-te naključno izberemo ⌊ pre100⌋ primerov.
• Ustvarimo sintetičen primer es = (xs, y), za vsakega izbranega soseda en =
(xn, y), kjer je xs = x + g · (xn − x) in je g naključno število iz intervala [0, 1].
Poenostavljeno to pomeni, da SMOTE generira sintetične primere tako, da izbere
točke na premici, ki povezuje manjšinjski primer z enim izmed njegovih najbližjih
sosedov [57].
Stopnjo podvzorčenja pod uporabimo tako, da iz primerov večinskega razreda
ohranimo ⌊pod100⌋-krat manj primerov, kot je primerov v manjšinskem razredu po
opravljenem prevzorčenju. To pomeni, da večinski razred podvzorčimo tako, da
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naključno brišemo primere iz večinskega razreda, dokler manjšinjski razred ni v spe-
cifičnem razmerju z večinskim. Učni algoritem je izpostavljen različnim stopnjam
podvzorčenja in je pri večjih stopnjah podvzorčenja prisiljen upoštevati večjo nav-
zočnost manjšinjskega razreda v podatkovni množici [55]. Če ima na primer manj-
šinjski razred 50 primerov, večinski razred 200 primerov in podvzorčimo večinski
razred pri stopnji podvzorčenja pod 200 %, bi imeli nato v večinskem razredu samo
še 25 primerov. Z uporabo kombinacije podvzorčenja in prevzorčenja algoritem
SMOTE premakne pozornost iz večinskega razreda, v smer manjšinjskega razreda
na način, da sta si razreda enakovrednejša [55].
ROSE je metoda, ki uporablja metodo glajenega ponovnega vzorčenja za tvor-
jenje umetnih primerov iz okolice napovednih spremenljivk. Metoda glajenega po-
novnega vzorčenja je sicer statistična metoda, ki uporablja naključno vzorčenje z
zamenjavo za tvorjenje novih primerov. Predpostavimo, da je X (množica napo-
vednih spremenljivk, brez ciljne spremenljivke y) vsebovana v Rn×d, kjer je d šte-
vilo napovednih spremenljivk. Naj bo P (x) = f(x) verjetnostna gostota na X in
Yj = {Y1, . . . , Yj}, za j = 0, 1. ROSE tvori nove primere na naslednji način:
1. Izberi y = Yi ∈ Y z verjetnostjo 12 .
2. Izberi xi, yi v Tn tako, da yi = y z verjetnostjo pi = 1nj kjer je
Tn = (x1, y1), . . . , (xn, yn) podatkovna množica,
3. Vzorči x iz KHj (·, xi), kjer je KHj verjetnostna porazdelitev okoli xi in Hj
matrika parametrov merila (numerični parametri s pomočjo katerih določamo
merilo (raztegnjenost) prikaza posameznih krivulj iz družine verjetnostnih po-
razdelitev).
Poenostavljeno ROSE iz podatkovne množice izbere primer, ki pripada enemu izmed
dveh razredov (odločitev je naključna z verjetnostjo 12) in generira nov primer v
okolici izbranega primera, kjer je premer okolice določen s Hj.
Izkaže se, da v našem primeru bolje deluje SMOTE metoda, zato jo uporabimo
na naši podatkovni (učni) množici. Preden pa si pogledamo rezultate, si oglejmo
različne metrike zmogljivosti modela strojnega učenja.
3.8 Merjenje in ocenjevanje točnosti modela
Poleg napovedne točnosti obstaja zajetno število metrik, ki so (včasih) bolj infor-
mativne kot sama točnost. V statistiki ločijo napako tipa 1, ki predstavlja napačno
razvrščene negativne primere (false positive, FP) in napako tipa 2, ki predstavlja
napačno razvrščene pozitivne primere (false negative, FN) [58]. Napaka tipa 1 se
zgodi, ko zavrnemo veljavno hipotezo (lažni alarm), napaka tipa 2 pa, ko sprejmemo
neveljavno hipotezo. Obe napaki lahko predstavimo s pomočjo tabele napačnih kla-
sifikacij (ang. confusion matrix). Na Tabeli 3.1 je matrika napačnih klasifikacij
predstavljena samo za primer, ko ima ciljna spremenljivka dva razreda, saj je pre-
hod na več razredov razmeroma enostaven.
38
Y = 1 Y = 0
Ŷ = 1 pravilno razvrščeni pozitivniprimeri, true positives, TP
nepravilno razvrščeni negativni
primeri, false positives, FP
Ŷ = 0 nepravilno razvrščeni pozitivniprimeri, false negatives, FN
pravilno razvrščeni negativni
primeri, true negatives, TN
Σ pozitivni primeri, P negativni primeri, N
Tabela 3.1: Matrika napačnih klasifikacij
Število vseh pozitivnih primerov je potem P = TP + FN , negativnih N =
FP + TN in število vseh primerov v podatkovni množici n = P + N . Izračun na-
povedne točnosti je torej enostaven Acc = T P +T N
n
, vendar pri izračunu ne razlikuje
napak tipa 1 in 2 ter njunega razmerja. To pomeni, da bo imelo veliko (različnih)
modelov enako točnost, čeprav se bodo razlikovali pri napakah tipa 1 in 2.
Iz matrike napačnih klasifikacij lahko izračunamo bolj občutljive mere od toč-
nosti, in sicer delež pravilno razvrščenih pozitivnih primerov TPR = T P
P
, ki mu
rečemo občutljivost/senzitivnost/priklic in predstavlja točnost v množici pozitivnih
primerov. Prav tako lahko izračunamo napako v množici negativnih primerov kot
FPR = F P
N
. Zadnjo mero lahko označimo tudi kot 1 - specifičnost.
V literaturi pa velikokrat opazujejo tudi t. i. preciznost, ki se izračuna kot
PPV = T P
T P +F P in predstavlja delež pozitivno razvrščenih primerov, ki so dejansko
pozitivni. Z drugimi besedami to pomeni verjetnost, da je pozitivna napoved pra-
vilna. Pogosto jo opazujemo skupaj s priklicem.
Navedene mere vsebujejo več informacije kot zgolj napovedna točnost modelov,
saj upoštevajo razlike med napako tipa 1 in 2. Če povzamemo, preciznost pomeni
kako zanesljiv je odgovor modela, da primer res pripada pravilnemu razredu, medtem
ko priklic odraža kako dober je model pri zaznavanju tega razreda [59]. V splošnem
velja:
• visok priklic + visoka preciznost: najbolj zaželjeno, dober model
• nizek priklic + visoka preciznost: model ni dober pri zaznavanju razredov,
vendar, ko jih zazna mu lahko zaupamo
• visok priklic + nizka preciznost: model je dober pri zaznavanju razredov,
vendar so v zaznavo vključeni tudi primeri iz drugih razredov
• nizek priklic + nizka preciznost: model je slab za določen razred.
Oglejmo si recimo model strojnega učenja, ki uporablja metodo naključnih goz-
dov (random forest) za primerjavo rezultatov brez SMOTE vzorčenja in z vzorčenjem
(rezultati ostalih testiranih modelov so podobni). Naključni gozdovi spadajo pod
homogene ansamble in vključujejo kombinacijo metod vrečenja (ang. bagging) in
naključnih podprostorov (ang. subspaces).
Vrečenje, podobno kot zankanje uporablja vzorčenje učne množice S s pona-
vljanjem, le da pri ocenjevanju napake model uporablja t. i. napako izven vreče
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(ang. out of bag). To je napaka, ki je za vsak podatkovni primer izračunana samo
z drevesi, ki v svoji podatkovni množici niso imela tega primera (zaradi metode
vrečenja). Na vsakem koraku učenja naključnih gozdov zgradimo odločitveno drevo
mi na vzorcu s ponavljanjem Vi učne množice S, nato pa pred vsako izbiro testa v
drevesu izberemo naključno podmnožico množice napovednih spremenljivk X.
Prednost takega učenja je, da v primeru velike napovedne moči ene spremen-
ljivke Xi ne bodo vsi osnovni modeli podobni (kot bi se to zgodilo pri vzorčenju),
saj lahko pričakujemo drevesa brez te napovedne spremenljivke [61]. Namen tega
podpoglavja sicer ni opisovanje modelov, ampak vrednotenje SMOTE, zato tu ne
bomo šli v podrobnosti opisovanja modelov. Naučeni model omogoča enostaven pre-
gled matrike napačnih klasifikacij z ukazom ime_modela$finalModel$confusion. Ker
bi prikaz celotne matrike klasifikacij, zaradi prevelikega števila razredov zavzel pre-
več prostora, je na Sliki 3.10 prikazan del te matrike za primer, ko ne uporabljamo
vzorčenja SMOTE, na Sliki 3.11 pa za primer, ko uporabljamo SMOTE (svetlejša
barva pomeni vrednost bližje 1, temnejša pa bližje 0, vrstice in stolpci pa pripadajo
posameznim razredom, ki so oštevilčeni od 1 do 88 zaradi preglednosti).
Slika 3.10: Zgornji levi del matrike napačnih klasifikacij pred uporabo metode
SMOTE
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Slika 3.11: Zgornji levi del matrike napačnih klasifikacij po uporabo metode SMOTE
Na slikah je prikazana preciznost (verjetnost, da je napoved določenega razreda
pravilna). Že iz slike je razvidno, da je učinkovitost modela s SMOTE vzorčenjem
boljša. Povprečna preciznost modela brez vzorčenja je enaka 0.83, medtem ko je
povprečna preciznost modela z vzorčenjem 0.95. Podobno velja za priklic, saj je ta
za model brez vzorčenja enak 0.92, za model z vzorčenjem pa 0.98, zato se odločimo,
da bomo v modelih uporabljali metodo SMOTE.
3.8.1 Prostor ROC
Pri ocenjevanju zmogljivosti modelov velikokrat uporabljamo tudi prostor ROC
(ang. Reciever Operating Characteristic), ki ga razpenjata priklic (TPR, točnost v
množici pozitivnih primerov) in (1 - specifičnost) oziroma FPR (napaka v množici
negativnih primerov). Ideja tega prostora je, da pri učenju modela ne napovedu-
jemo kateremu razredu pripada posamezen primer, ampak kakšna je verjetnost, da
primer pripada pozitivnemu razredu. Imamo torej model m:
m(x) = p(Y = 1|X = x).
Za dejansko napoved ciljne spremenljivke si moramo izbrati odločitveni prag θ, ki
je običajno 12 :
Ŷ θ = I(m(x) ≥ θ).
Krivuljo ROC lahko narišemo tako, da izberemo različne vrednosti odločitvenega
praga θ. Na Sliki 3.12 je predstavljena krivulja ROC za model najbližjih sosedov,
ki razlikuje med dvema razredoma - hrano in brezalkoholnimi pijačami.
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Slika 3.12: Primer krivulje ROC za klasifikacijski model, ki se nanaša na oddelek
Hrana in brezalkoholne pijače
Grafični prikaz krivulje ROC je sicer uporaben za vizualno predstavo uspešnosti
modelov, vendar pa ne omogoča eksplicitne primerjave točnosti modelov, ki napove-






pri čemer vrednost 1 pomeni model, ki idealno loči pozitivne od negativnih prime-
rov, 12 naključni model in 0 model, ki idealno loči med pozitivnimi in negativnimi
primeri, vendar vse pozitivne primere razglasi za negativne in obratno.
Bolj podrobno je AUC verjetnost, da naš model naključno izbranemu pozitiv-
nemu primeru pripiše večjo vrednost, kot pa naključno izbranemu negativnemu pri-
meru [62]:
AUC(m) = p(m(x+) > m(x−)).
Problem pa se seveda spet pojavi, saj ima krivulja ROC smisel samo za probleme
binarne klasifikacije in ne za probleme več razredov. To težavo lahko zaobidemo z ri-
sanjem krivulj ROC za vsak razred posebej, pri čemer pozitivne primere predstavlja
izbran razred, negativne primere pa ostali razredi skupaj. Zaradi tega lahko spet
pride do neenakomerne porazdelitve med razredi, kar lahko razrešimo z makro in
mikro povprečjem [63] ali pa z metodo, ki sta jo izumila Hand in Till leta 2001 [64].
Oglejmo si primer izračuna makro in mikro povprečij za preciznost
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Makro povprečje razdeli problem večih razredov na več manjših binarnih pro-
blemov, izračuna pripadajočo metriko za posamezen binarni primer in povpreči re-
zultate skupaj. Za k razredov bi bil izračun makro povprečja preciznosti enak:
PPVmakro =












V tem primeru imajo vsi razredi enako utež ( 1
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), kar pa ni smiselno za primer, ko
imamo neenakomerno porazdelitev ciljnih razredov. Zato lahko vpeljemo uteženo












kjer je N število vseh primerov.
Mikro povprečje obravnava celotno podatkovno množico kot skupek in izra-
čuna eno metriko namesto povprečja k metrik. Za preciznost lahko tako binarni
primer prenesemo v primer večih razredov in izračunamo mikro povprečje:
PPVmikro =
TP1 + TP2 + · · · + TPk
(TP1 + TP2 + · · · + TPk) + (FP1 + FP2 + · · · + FPk)
.
V tem primeru namesto da vsak razred dobi enako utež, vsak primer dobi enako
utež, kar da razredom z največ primeri večjo moč [63].
Na AUC metriki je smiselno, da računamo makro povprečje [63], vendar s tem
izgubimo pomembno lastnost, neobčutljivost metrike na porazdelitev ciljnih razre-
dov. To lahko rešimo z uporabo uteženega makro povprečja ali pa z metodo, ki sta
jo izumila Hand in Till [64]. Ta metoda primerja pare razredov i, j in temelji na
izračunu ocene verjetnosti, da ima naključno izbran član razreda j manjšo verjetnost
pripadnosti razredu i, kot pa naključno izbran član razreda i [65].
3.8.2 Ocenjevanje točnosti
Preden pa začnemo graditi napovedne modele se moramo odločiti na kakšen način
bomo vrednotili kvaliteto zgrajenih modelov, saj obstaja več različnih načinov [50]
ocenjevanja učinkovitosti modelov:
• Delitev na učno in testno množico
• Zankanje (ang. bootstrap)
• k-kratno prečno preverjanje (ang. Cross Validation)
• Ponavljano k-kratno prečno preverjanje
• Izpusti enega-prečno preverjanje
Delitev na učno in testno množico je uporabna v primeru velike podatkovne
množice, saj omogoča hitro ocenitev učinkovitosti modela. Ideja je, da podatkovno
množico razdelimo na učno ter testno množico, naučimo model na učni množici in
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ga uporabimo za napovedovanje ciljne spremenljivke na testni množici, ki predsta-
vlja za model še nevidene podatke. Taka metoda je uporabna tudi v primeru, da
uporabljamo počasne metode strojnega učenja, saj je zelo hitra, vendar pa zaradi
naključne razdelitve podatkovne množice včasih pride do preveč optimističnih ali pe-
simističnih ocen učinkovitosti modela. Največkrat podatkovno množico razdelimo
na učno in testno v razmerju 4:1.
Zankanje ali bootstrap je ena izmed rešitev nekonsistentnosti rezultatov me-
tode delitve na učno in testno množico, saj vključuje vzorčenje (s ponavljanjem)
podatkovne množice. To pomeni, da ustvarimo B vzorcev Vi, i = 1 . . . B podat-
kovne množice S, pri čemer velja, da je kardinalnost posameznega vzorca |Vi| = |S|.
Ker vzorčimo s ponavljanjem je verjetnost, da primer ni vsebovan v vzorčni mno-
žici enaka p(e /∈ Vi) = (1 − 1|S|)
|S|. V limiti se izkaže, da je ta verjetnost enaka
lim|S|→∞p(e /∈ Vi) = 1e = 0.368.
Za vsak vzorec nato opravimo dva koraka:
1. Naučimo se napovedni model mi na primerih iz Vi.
2. Izmerimo napako Erri na primerih iz S\Vi : Erri = Err(mi, S\Vi).







Prečno preverjanje je metoda ocenjevanja točnosti modelov pri kateri podatkovno
množico S razdelimo na k podmnožic Si : |Si| ≈ |S|k , pri čemer množice Si, i = 1 . . . k
tvorijo disjunktno razbitje množice S, torej S = ⋃︁ki=1 Si, ∀i ̸= j : Si ∩ Sj = ∅. Pri
tem poskrbimo za stratifikacijo, kar pomeni, da ima vsaka podmnožica Si približno
enako porazdelitev ciljne spremenljivke kot prvotna podatkovna množica, za kar
poskrbi caret že sam, če izberemo to metodo ocenjevanja točnosti modelov. Nato
za vsako vzorčno množico Si, i = 1 . . . p naredimo:
1. Naučimo se napovedni model mi na primerih iz S\Si.
2. Izmerimo napako Erri na primerih iz Si : Erri = Err(mi, Si).







Ponavljano prečno preverjanje in izpusti enega-prečno preverjanje sta samo
posebni obliki prečnega preverjanja. Pri prvi obliki večkrat ponovimo prečno pre-
verjanje z isto vrednostjo parametra k, pri drugi pa velja k = |S|.
V tem delu bomo našo podatkovno množico razdelili na učno in testno množico
v razmerju 9:1 in na učni množici uporabljajo 10-kratno prečno preverjanje in nato
uporabili naučen model za napovedovanje primerov iz testne množice.
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3.9 Gradnja modela s strojnim učenjem
Sedaj smo opremljeni z metodami za reševanje izzivov in težav, s katerimi se bomo
soočali pri gradnji modelov strojnega učenja. Podatkovna množica je s pomočjo
metod za pretvorbo kategoričnih spremenljivk v numerične in metod za obdelavo
tekstovnih podatkov pretvorjena v obliko, katero lahko večina algoritmov strojnega
učenja za klasifikacijo sprejme. Spremenljivka title, ki je vsebovala imena izdelkov
je bila pretvorjena v 100 novih spremenljivk (vektorska reprezentacija posameznega
izdelka je element prostora R1×100). Enako velja za spremenljivko product-categories.
S tem smo pripravili podatkovno množico, kjer smo za obdelavo tekstovnih spremen-
ljivk uporabili algoritem word2vec. Na podoben način pripravimo tudi množico z
modelom vreče besed, le da v tem primeru izberemo število besed, ki jih želimo imeti
za napovedne spremenljivke. Poleg tega kategorične spremenljivke z obvladljivim
številom različnih vrednosti pretvorimo v numerične z metodo kodiranja One-Hot.
Sedaj lahko začnemo razvijati model za klasifikacijo izdelkov v ECOICOP 5.
Za gradnjo in ocenjevanje točnosti zgrajenih modelov bomo uporabljali R-ovo
knjižnico caret (ang. kratica za Classification And REgression Training), ki omogoča
celovit nadzor nad gradnjo modelov za strojno učenje [49]. Vsebuje orodja za:
• delitev podatkovne množice
• predprocesiranje podatkov
• izbiro vhodnih spremenljivk
• uglaševanje modelov s pomočjo vzorčenja
• ocenjevanje pomembnosti spremenljivk
in še mnogo drugih stvari.
V knjižnici caret je najpomembnejša funkcija train(), s pomočjo katere lahko
model začnemo učiti na enostaven način, na primer:
nb_Fit = train(ECOICOP_name ∼ ., data = data_main, method = ”nb”)
nauči model NaiveBayes klasifikatorja s ciljno spremenljivko ECOICOP_name in
z vsemi napovednimi spremenljivkami.
Pri učenju modelov strojnega učenja je zelo pomembno, da poskrbimo za pri-
merljivost rezultatov med modeli in ponovljivost (ang. reproducibility) rezulta-
tov. Do problema pride, ker različni modeli v caretovem paketu uporabljajo na-
ključna števila pri svojem delovanju, zato se lahko zgodi, da bosta dva modela
na primer uporabila različne množice Si pri prečnem preverjanju, kar bi onemo-
gočilo primerljivost rezultatov med modeli. To težavo lahko odpravimo tako, da
pred vsakim učenjem posameznega modela nastavimo naključno seme z ukazom
set.seed(2020) [51]. Poleg tega za vse modele uporabimo enake množice Si v preč-
nem preverjanju, kar omogoča ukaz index v caretovi funkciji traincontrol() [51].
Šele tako bomo zares dobili primerljive rezultate klasifikacijske točnosti posameznih
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metod.
Proces učenja modela strojnega učenja v caretu prek funkcije train() je razme-
roma enostaven in je opisan na Sliki 3.13.
Slika 3.13: Proces učenja modelov v caretu. Vir: [51]
3.9.1 Predobdelava podatkovne množice
Ker nekateri algoritmi strojnega učenja ne morejo sprejeti nominalnih napovednih
spremenljivk, le-te spremenimo v umetne spremenljivke, kot opisano v prvem delu
tega poglavja. V tem primeru se ne bojimo izgube informacij in prevelike količine
novih spremenljivk, saj je v večini nominalnih spremenljivk kategorij malo.
Včasih se zgodi, da mehanizem, ki generira naše podatke ustvarja napovedne
spremenljivke, katere imajo eno samo vrednost za vse primere (napovedna spremen-
ljivka z ničelno varianco). Za veliko modelov strojnega učenja je to problem in lahko
povzroči neoperativnost modela [67]. Na srečo takih spremenljivk v naših podatkih
nimamo. Izkaže pa se, da imamo spremenljivke, ki zavzamejo le nekaj različnih
vrednosti (varianca blizu 0). Tudi v tem primeru lahko pride do problemov, in sicer
med postopkom prečnega preverjanja. Lahko bi se namreč zgodilo, da bi vzorčna
množica Vi vsebovala le eno vrednost napovedne spremenljivke z nizko varianco. To
lahko enostavno preverimo z ukazom nearZeroVar(data_main, saveMetrics = T).
Izkaže se, da je napovedna spremenljivka z varianco blizu 0 spremenljivka product-
sales-per-unit, ki vsebuje podatek o tem, ali je produkt prodajan kot posamezni
izdelek ali je tehtan. Zaradi problemov, ki bi lahko nastali, to spremenljivko odstra-
nimo iz podatkovne množice.
Pred začetkom gradnje modelov strojnega učenja je priporočljivo preveriti tudi
koreliranost napovednih spremenljivk, saj se izkaže, da so lahko visoko korelirane
spremenljivke škodljive za učinkovitost napovedi modelov [68]. To lahko nare-
dimo z ukazom cor(X), kateri izračuna variančno-kovariančno matriko napovednih
spremenljivk. Izkaže se, da so izrazito pozitivno korelirane spremenljivke price,
regural−price in promo−best−price, kar je tudi logično, saj so to spremenljivke raz-
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ličnih tipov cen izdelka. Odločimo se, da ohranimo le spremenljivko regural−price.
Korelacija med ostalimi spremenljivkami ne preseže 0, 45 v pozitivno in negativno
smer, zato teh spremenljivk ne spreminjamo.
Ker nekateri algoritmi strojnega učenja temeljijo na evklidskih razdaljah med
primeri, celotno podatkovno množico standardiziramo. To pomeni, da vsakemu pri-
meru vsake numerične napovedne spremenljivke odštejemo njeno povprečje in to
vrednost delimo z njenim standardnim odklonom.
Uporabimo tudi v prejšnjem podpoglavju navedeno metodo za zniževanje di-
menzionalnosti, PCA. Ponavadi se odločimo ohraniti tako število komponent, da v
podatkih ohranimo 80 % celotne variance, za kar se odločimo tudi mi. Na Sliki
3.14 lahko opazimo, da prvih nekaj komponent prinese velik del variance, nato pa
se prispevek posameznih komponent upočasni. Z našim pravilom, da v podatkih
ohranimo 80 % celotne variance, iz podatkovne množice odstranimo 50 komponent
PCA.
Slika 3.14: Kumulativen prispevek glavnih komponent (PCA) k pojasnjeni varianci
podatkovne množice
Pomembno pa je, da je zniževanje dimenzionalnosti narejeno na pravem koraku
strojnega učenja. Vprašanje je namreč ali naj se zniževanje dimenzionalnosti izvede
pred vzorčenjem ali po njemu. Če na primer opravljamo podvzorčenje, ali naj se
PCA izvede na celotni učni množici ali na podvzorčeni? Izkaže se, da ni jasnega
odgovora, zato sledimo privzetemu načinu ustvarjalca caret paketa, pri kateremu se
PCA izvede po SMOTE vzorčenju [73].
Poleg tega uvedemo še hierarhično učenje modelov, pri čemer izhajamo iz dejstva,
da je tudi klasifikacija ECOICOP hierarhična (glej Sliko 3.1). Kaj hitro se je namreč
izkazalo, da je model, ki napoveduje samo podrazrede iz vseh primerov, slabši od
hierarhičnega modela. To je model, pri katerem tvorimo več modelov za vsak
Oddelek, Skupino, Razred in Podrazred, v katerih se nahajajo naši podatki. Glede
na našo podatkovno množico tako dobimo:
47
• 1 model za Oddelek,
• 4 modele za Skupine,
• 5 modelov za Razrede,
• 17 modelov za Podrazrede.
Prednost hierarhičnega načina učenja je, da za učenje na posameznem nivoju v mo-
del vključimo samo primere, ki pripadajo temu nivoju. Tako imamo na primer v
modelu, ki napoveduje vse podrazrede, ki pripadajo razredu Zelenjava le nekaj sto
primerov, v katerih ni »šuma« drugih primerov, ki bi slabili napovedno moč modela.
Izkaže se, da hierarhično učenje modelov izboljša zmogljivost končnega modela [74].
Hierarhični model izgleda takole:
1. Prvi model je najbolj splošen, saj zajame vse primere in jih poskuša razvrstiti
v 7 različnih oddelkov klasifikacije ECOICOP, saj tolikim oddelkom pripadajo
naši primeri (Hrana in brezalkoholne pijače, Alkoholne pijače, tobak in mamila,
Oblačila in obutev, . . . ).
2. Na naslednjem koraku imamo 4 modele, ki razvrščajo primere iz enega od-
delka v različne skupine (npr. model, ki napoveduje v katero skupino iz od-
delka Hrana in brezalkoholne pijače spadajo primeri - Hrana ali Brezalkoholne
pijače).
3. Na naslednjem koraku imamo 5 modelov, ki razvrščajo primere iz ene skupine
v različne razrede (npr. model, ki napoveduje v kateri razred iz skupine Hrana
spadajo primeri - Kruh in izdelki iz žit, Meso, Ribe in morski sadeži, . . . ).
4. Na zadnjem koraku imamo 17 modelov, ki razvrščajo primere iz enega razreda
v različne podrazrede (npr. model, ki napoveduje v kateri podrazred iz razreda
Kruh in izdelki iz žit spadajo primeri - Riž, Moka in drugi izdelki iz žit, Kruh,
. . . ).
Pri gradnji hierarhičnega modela torej sledimo klasifikaciji ECOICOP.
3.9.2 Rezultati
To podpoglavje je namenjeno predstaviti rezultatov zgoraj predstavljenega hierar-
hičnega modela. Poleg natančnosti bomo napovedno moč modela vrednotili tudi z
uteženim makro povprečjem AUC in s posplošitvijo AUC, ki sta jo izumila Hand in
Till [64]. Merjenje napovedne moči hierarhičnega modela je potekalo na naslednji
način:
• Na prvem koraku ustvarimo dve podatkovni množici, pri čemer ima ena teks-
tovne spremenljivke pretvorjene v numerične s pomočjo word2vec algoritma,
druga pa to nalogo opravi s pomočjo modela vreče besed. Vsi algoritmi
bodo delovali na obeh podatkovnih množicah, s čimer bomo lahko primerjali
uspešnost obeh metod za obdelavo tekstovnih spremenljivk.
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• Podatkovne množice na vseh nivojih so nato razdeljene na učno in testno
množico, pri čemer moramo biti pozorni, da iz obeh podatkovnih množic
(word2vec, vreča besed) izberemo iste primere.
• Na učni množici so nato uporabljeni različni algoritmi strojnega učenja (me-
toda najbližjih sosedov, metode podpornih vektorjev, naključni gozdovi, ne-
vronske mreže . . . ) z različnimi vrednostmi parametrov, uspešnost modelov pa
je preverjena z 10-kratnim prečnim preverjanjem.
• Naučeni modeli so uporabljeni na testnih množicah in izračunana je končna
točnost, makro uteženo povprečje AUC in Hand-Till metrika AUC. Za vsak
nivo posebej je nato izračunano povprečje točnosti, povprečje makro uteženega
povprečja AUC in povprečje Hand-Till metrike, s čimer dobimo povprečno
učinkovitost modela na posameznem nivoju. Za vsak model so izrisane tudi
krivulje ROC, ki pa so zaradi preglednosti predstavljene v Dodatku C (samo
za zmagovalni model).











Oblačila in obutev 1 1 1
Stanov. in gospod.
oprema in tekoče vzdrž.
stan.
0,974 0,999 0,987
Rekreacija in kultura 1 1 1
Povprečje skupina 0,991 0,998 0,997
Razred
Hrana 0,956 0,995 0,998
Brezalkoholne pijače 0,994 1 0,999
Alkoholne pijače 0,974 1 1
Drugi rekr. predmeti, vr-
tnarjenje in male živali
1 1 1
Osebna nega 0,997 0,48 0,51
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Povprečje razred 0,984 0,895 0,901
Podrazred
Kruh in izdelki iz žit 0,948 0,997 0,998
Meso 0,883 0,983 0,946
Ribe in morski sadeži 0,955 0,989 0,944
Mleko, sir in jajca 0,952 0,997 0,937
Olja in maščobe 1 1 1
Sadje 0,929 0,995 1
Zelenjava 0,92 0,967 0,998
Sladkor, marmelada,











Žgane pijače 1 1 1
Pivo 1 1 1
Tekstilni izdelki za gospo-
dinjstvo
1 1 1









Povprečje podrazred 0,968 0,995 0,988
Tabela 3.2: Rezultati zmagovalnega modela na testni
množici, modela naključnih gozdov, kjer so tekstovni po-
datki obdelani z algoritmom word2vec
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V Tabeli 3.2 so predstavljeni rezultati zmagovalnega hierarhičnega modela na testni
množici, kateri je bil v vseh modelih v povprečju model naključnih gozdov, kjer
so bili tekstovni podatki obdelani z word2vec algoritmom.
Model naključnih gozdov je bil zmagovalni model tudi v množici, kjer smo teks-
tovne podatke obdelali z modelom vreče besed, vendar je bila tu točnost v povprečju
nižja za 6 odstotnih točk (nivo oddelek), 1 odstotno točko (nivo skupina), 4 odsto-
tne točke (nivo razred) in 0,5 odstotne točke (nivo podrazred). Uteženo makro
povprečje je bilo v povprečju nižje za 1,5 odstotne točke (nivo oddelek), 1 odstotno
točko (nivo skupina), 0,4 odstotne točke (nivo podrazred), na nivoju skupine pa je
bil model naključnih gozdov z uporabo vreče besed celo boljši za eno odstotno točko.
Izkaže se torej, da model naključnih gozdov deluje zelo dobro, tako z uporabo
word2vec, kot z uporabo vreče besed. Je pa slednja metoda za obdelavo tekstov-
nih spremenljivk definitivno lažja za implementacijo, hkrati pa omogoča tudi več
svobode pri tvorjenju novih napovednih spremenljivk, saj se lahko sami odločimo
koliko besed bomo izbrali za napovedne spremenljivke. Lahko si izberemo komple-
ksno množico besed ali pa si izberemo samo 50 najpogostejših besed. Od tega bo
odvisna tudi napovedna moč našega modela.
Če imamo na voljo veliko strojne moči in časa, si lahko torej izberemo bolj
kompleksni model z uporabo algoritma word2vec za obdelavo tekstovnih podatkov,
če pa želimo model, ki bo enostaven, hiter in učinkovit ter smo pripravljeni za to
izgubiti nekaj napovedne moči, si lahko izberemo model vreče besed za obdelavo
tekstovnih podatkov. Sicer pa metoda naključnih gozdov v našem primeru na obeh





Inflacija je definirana je kot rast cen dobrin in storitev v nekem časovnem obdobju,
pri čemer jo največkrat izražamo v odstotkih, kot stopnjo inflacije in je eden izmed
najpomembnejših makroekonomskih kazalnikov. Inflacija predstavlja kvantitativno
mero hitrosti oz. stopnje, pri kateri se povprečni nivo cen določene košarice dobrin in
storitev v gospodarstvu povečuje v določenem časovnem obdobju [75]. Pomembno
je tudi, da je košarica dobrin in storitev, ki jih opazujemo izbrana na primeren na-
čin. Največkrat je košarica izbrana tako, da dobrine in storitve predstavljajo večinski
delež dobrin in storitev, katere trošijo gospodinjstva v določenem časovnem obdobju.
Inflacija pomeni zviševanje splošnega nivoja cen, kar pomeni, da lahko z eno de-
narno enoto na začetku obdobja kupimo več, kot pa na koncu obdobja. Nasprotno,
deflacija pomeni zniževanje splošnega nivoja cen. Kljub temu se večina ekonomistov
strinja, da je pozitivna a nizka inflacija (malo pod 2 % na letni ravni) dobra za
gospodarstvo zaradi različnih razlogov.
Stabilna nizka inflacija omogoča potrošnikom in podjetjem organizacijo načrtov
na dolgi rok, saj se zavedajo njihove kupne moči. Prav tako nizka inflacija pomeni
nižje nominalne in realne (prilagojene za inflacijo) obrestne mere [76]. Posledica
nižjih realnih obrestnih mer je, da je izposoja denarja cenejša, kar spodbudi gospo-
dinjstva v nakup trajnih dobrin, kot so hiše ali avtomobili. Poleg tega so podjetja
bolj naklonjena zadolževanju, kar jim omogoča, da izboljšajo produktivnost in tako
ostanejo konkurenčna, brez dvigovanja cen svojih produktov. Nasprotno deflacijo
ponavadi dojemamo kot slab znak za gospodarstvo zaradi obratnih razlogov. Lahko
se zgodi tudi, da gospodarstvo zaide v t. i. deflacijsko past. Ob znaku deflacije
lahko gospodinjstva in podjetja pričakujejo nadaljni padec cen, zato si izposojajo
vedno manj. To omogoča, da deflacija vztraja še naprej in zanka se ponovi ter go-
spodarstvo še naprej peša [77]. Cilj Evropske Centralne Banke je trenutno cenovna
stabilnost, točneje »Stabilnost cen je opredeljena kot medletno povečanje harmoni-
ziranega indeksa cen življenjskih potrebščin (ang. Harmonized Index of Consumer
Prices) v območju evra za manj kot 2 %«.
V grobem obstajajo trije glavni razlogi za inflacijo [75]. Prvi razlog je posledica,
ko se celotno povpraševanje po dobrinah in storitvah v ekonomiji povečuje hitreje
kot celotna proizvodna zmogljivost gospodarstva (ang. Demand-Pull effect). To
ustvari razkorak med visokim povpraševanjem in nizko zalogo, kar privede do zvi-
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šanja cen. Naslednji razlog izhaja iz zvišanja stroškov proizvodnje ali dviga cen
elementov proizvodnega procesa (ang. Cost-Push effect). To se zgodi na primer,
ko se povečajo stroški dela ali pa poveča cena osnovnih materialov za proizvodnjo.
Tretji razlog je povezan s t. i. prilagodljivimi pričakovanji (ang. adaptive expec-
tations). Ko se cena dobrin in storitev v gospodarstvu poveča, delavci pričakujejo
in zahtevajo višje plače, da lahko vzdržujejo trenutni življenjski status. Njihovo zvi-
šanje plač lahko posledično privede do ponovnega zvišanja cen dobrin in storitev in
lahko se ustvari povratna zanka. Za merjenje inflacije pa je pomembno, da imamo
dobre mere, ki merijo spremembe cen.
4.1 Mere inflacije
Consumer Price Index (CPI) je ena izmed bolj uporabljenih mer inflacije, ki pri
merjenju sprememb cen analizira uteženo povprečje cen košarice dobrin in storitev.
Izračuna se ga tako, da za vsak element v vnaprej določeni košarici dobrin in storitev
izračunamo cenovno spremembo in te spremembe povprečimo z vnaprej določenimi
utežmi. Spremembe tega indeksa se nato uporabijo za analizo cenovnih sprememb,
ki so povezane z življenjskimi stroški in spremembo inflacije. V tem primeru so
dobrine in storite urejene hierarhično v več kategorij. Za vsako izmed podkategorij
so nato izračunani podindeksi, ki jih združijo v podindekse višjih ravni s tehtanim
povprečjem [78].
Glavni cilj CPI-ja je kvantifikacija splošnega nivoja cen v ekonomiji, kar pomeni,
da želimo z njim izmeriti kupno moč ene denarne enote v ekonomiji [79]. Upora-
bljen je kot ekonomski indikator in je ena izmed najbolj razširjenih mer inflacije
in posledično učinkovitosti ekonomske politike. Tak indikator nam omogoča oceno
sprememb cen v ekonomiji in je lahko uporabljen kot vodič za sprejemanje pomemb-
nih odločitev v državi [79].
Indeks bi lahko za en produkt izračunali na naslednji način:





V primeru, da imamo več dobrin in storitev se CPI izračuna na drugačen način.
Recimo, da imamo cene za 90 000 tisoč izdelkov iz 25 000 trgovin in 30 000 naje-
mniških enot. Preden izračunamo indeks moramo vsako podkategorijo utežiti na
določen način. Na primer: Stanovanja: 41,4 %, Hrana in brezalkoholne pijače: 17,4
%, Prevoz: 17 %, Zdravstvo: 6,9 %, Ostalo: 6 %, Oblačila: 6 % in Zabava: 4,4 %.






O utežeh bomo več povedali v podpoglavju o izračunu indeksa.
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Harmonizirani indeks cen življenjskih potrebščin (HICŽP ali ang. HICP,
Harmonized Index of Consumer Prices) je glavna mera inflacije v Evropski Uniji.
Je harmoniziran, kar pomeni, da je primerljiv med državami članicami Evropske
Monetarne Unije. Izračunava ga glavni statistični urad Evropske Unije, Eurostat in
tudi posamezna država članica. Iz njega izhaja tudi eden izmed pogojev za pridru-
žitev nove države Evropski Monetarni Uniji, saj mora imeti država določeno stopnjo
inflacije v določenem številu let, da lahko država sprejme evro za svojo valuto. Za-
radi teh razlogov je eden izmed najpomembnejših indeksov v Evropski Monetarni
Uniji. Ta indeks meri spremembe drobnoprodajnih cen izdelkov in storitev. Pri
tem upošteva princip domače porabe, saj so vanj vključene transakcije za nakupe
predmetov končne porabe, ki se izvedejo na ozemlju Slovenije (za slovenski HICŽP).
To pomeni, da ta indeks ne loči razlik med transakcijo, ki jo na ozemlju Slovenije
izvede domači ali tuji državljan. Ta indeks je primerljiv harmoniziranemu indeksu
cen življenjskih potrebščin, ki ga računajo druge države članice Evropske Unije [81].
CPI, ki ga večinoma računajo v ZDA se od HICŽP razlikuje po različnih stvareh,
saj HICŽP poskuša vključiti tudi ruralne potrošnike v vzorec, medtem ko v ZDA v
vzorec vključijo potrošnike iz striktno urbanih območij. Poleg tega HICŽP ne vklju-
čuje stanovanj in hiš v katerih bivajo njihovi lastniki v vzorec [80] ter z bivanjem
povezanih stroškov.
Indeks cen življenskih potrebščin (ICŽP) je indeks, ki meri spremembe
drobnoprodajnih cen izdelkov in storitev. Pri tem upošteva princip nacionalne po-
rabe, saj upošteva transakcije domačega prebivalstva, ki so jih posamezniki izvedli
za nakupe predmetov končne porabe doma ali v tujini [81]. SURS objavlja indekse s
premično osnovo (periodične indekse) in indeks s stalno osnovo mesečno. Poleg tega
SURS izračunava tudi Harmonizirani indeks cen življenjskih potrebščin, kateri se za-
radi visoke metodološke podobnosti ne razlikuje preveč od indeksa cen življenjskih
potrebščin. Na Sliki 4.1 je prikazan indeks cen življenjskih potrebščin za Slovenijo.
Slika 4.1: Indeks cen življenjskih potrebščin za Slovenijo. Vir: [82]
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4.2 Izračun HICŽP
V tem podpoglavju se bomo posvetili metodam za izračun indeksa HICŽP. Izračun
tega indeksa poteka v dveh delih.
V prvem delu izračunamo cenovne indekse posameznih elementarnih agregatov
znotraj klasifikacijske strukture ECOICOP. Elementarni agregat je definiran kot iz-
bran reprezentativni proizvod (produkt ali storitev), ki predstavlja najpomembnejši
delež v skupni potrošnji povprečnega potrošnika [81]. Reprezentativnost proizvoda
pomeni, da sprememba cene elementarnega agregata najbolje odraža gibanje cen
sorodnih izdelkov oziroma storitev. Vsi elementarni agregati skupaj sestavljajo ko-
šarico dobrin, ki jo zajame indeks in so sestavljeni iz elementarnih skupin produktov.
To so množice produktov, vzorčenih na način, ki najbolje predstavlja enega ali več
potrošniških segmentov v HICŽP. V elementarnem produktu so elementarne skupine
produktov stratificirane po na primer regijah, mestih ali po tipu trgovine.
V drugem delu poteka agregacija elementarnih cenovnih indeksov v cenovne in-
dekse, ki so en nivo višje v hierarhiji ECOICOP. Agregacija na najvišji nivo (nivo
Skupaj) je dosežena z uteženim povprečjem podindeksov nižjih nivojev, kjer je utež
posameznega podindeksa enaka deležu potrošnje izdelka ali storitve v skupni potro-
šnji.
Uteži v HICŽP imajo velik pomen, saj so narejene z namenom upoštevanja raz-
ličnih deležev posameznih kategorij v končni potrošnji gospodinjstev. Omogočajo
nam, da pravilno upoštevamo vpliv sprememb cen posameznega izdelka oziroma
storitve na skupno spremembo indeksa. To pomeni, da bo posamezni podnivo kla-
sifikacije ECOICOP prispeval drugačen delež k celotnemu indeksu, saj je njegov
prispevek odvisen od izdatkov, ki jih za to kategorijo namenijo gospodinjstva. Tako
ima na primer kategorija 01 Hrana in Brezalkoholne pijače leta 2020 utež 16,2 %,
03 Oblačila in Obutev 6,5 %, Zdravstvo 4,5 %, itd.
Da bi dobili primerljiv indeks, morajo vse države članice Evropske Unije uteži
in košarico dobrin in storitev posodabljati vsako leto [83], pri čemer so uteži za
petmestno raven ECOICOP in višje izračunane oziroma ocenjene iz podatkov iz
nacionalnih računov, in sicer iz končne denarne potrošnje gospodinjstev. Uteži se
praviloma nanašajo na določeno leto oziroma 12-mesečno obdobje potrošnje iz kate-
rega so uteži ocenjene. Praviloma je to prejšnje leto, vendar pa tu pride do tehničnih
težav, saj podatki za prejšnje leto niso na voljo takoj januarja naslednje leto. Zaradi
tega je dovoljeno uporabiti podatke o potrošnji iz predprejšnjega leta za oceno uteži
v prejšnjem letu [83].
V splošnem lahko klasifikacijsko shemo HICŽP razdelimo na dva nivoja:
• Nivo I sestavljajo skupine produktov in njihove uteži iz petmestne klasifikacije
ECOICOP (posledično tudi skupine iz četrtega, tretjega, drugega in najbolj
splošnega nivoja ECOICOP-Skupaj)
• Nivo II (pod petmestnim nivojem ECOICOP) je sestavljen iz produktov, ka-
teri nimajo strogo določene klasifikacije, temveč je ta prepuščena posameznim
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statističnim uradom držav Evropske Unije. Elementarni agregati so definirani
v Nivoju II.
Na Sliki 4.2 je prikazan delček Nivoja I in II. Prvih pet nivojev sledi klasični shemi
ECOICOP, podrobnejši nivoji pa predstavljajo smiselno ureditev in izbiro reprezen-
tativnega vzorca za ECOICOP 5 podrazred Suho sadje in oreščki, pod-podrazred
Oreščki. To je le eden izmed možnih načinov ureditve Nivoja II. Vse države članice
pa morajo Nivo II urediti na smiseln in dosegljiv način.
Slika 4.2: Ena izmed možnih ureditev pod nivojem ECOICOP 5. Vir: [83]
Uteži so nato lahko stratificirane še glede na geografsko lokacijo trgovin ali pa na
tip trgovin (supermarket, manjša trgovina). Uteži poroča Eurostat ali SURS toda
načeloma le do ECOICOP 5 nivoja, nižje pa ne, saj je uteževanje na nižjih nivojih
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prepuščeno posameznim statističnim uradom in niso del harmonizacije indeksa [83].
Pogoj pa je, da uteži na nižjih nivojih niso starejše od 7 let.
4.2.1 Tehnični izračun indeksa
Izračun indeksa se razlikuje glede na to, na katerem nivoju je izračunan. To pomeni,
da se na nivojih ECOICOP (1-5) izračunava drugače, kot pa na nižjih nivojih, ki ne
sledijo točno določeni agregaciji. Začnimo najprej z indeksi na višjih nivojih.
Ena izmed regulacij Evropske Unije pravi, da morajo biti harmonizirani indeksi
letno veriženi indeksi Laspeyres-ovega tipa. To je cenovni indeks, ki meri povprečno
spremembo v cenah iz baznega obdobja cen v primerjalno obdobje s pomočjo deležev
izdatkov iz obdobja pred baznim obdobjem in kjer so deleži izdatkov prilagojeni tako,





kjer je cena produkta označena s p, bazno obdobje cen označeno z 0 in primerjalno
obdobje cen označeno s t. Uteži (w) so deleži izdatkov obdobja b pred baznim ob-
dobjem cen in so prilagojeni na način, da odražajo cene baznega obdobja cen 0.
Velja še:
• Bazno obdobje (0) pomeni obdobje s katerim je primerjana cena primerjalnega
obdobja. Za mesečne indekse to pomeni december prejšnjega leta.
• Primerjalno obdobje (t) pomeni obdobje za katero računamo indeks.
• Bazno obdobje uteži (b) pomeni prejšnje koledarsko leto.
Recimo, da imamo množico N produktov, ki imajo cene pτi in količine qτi (za i =
1, . . . , N) za neko časovno obdobje τ . Kratkotrajni (ne mesečni, ampak nanašajoč
se na referenčno obdobje) Laspeyres-ov indeks z letnimi utežmi (prav zaradi letnih
uteži se spodnja formula razlikuje od zgornje), za mesec m = 1, . . . , 12 tekočega
leta t, s primerjalnim obdobjem mt, v primerjavi z decembrom prejšnjega leta t − 1





















kjer je t − 1 bazno obdobje uteži.
Že prej smo omenili tehnične probleme z izračunom uteži. Ponavadi statistični
uradi uteži ocenijo na naslednji način:
1. Naredimo najboljšo oceno vzorcev potrošniških izdatkov v baznem obdobju
uteži t−1, na podlagi podatkov o potrošniških izdatkih iz nacionalnih računov
za leto t − 2 in
2. posodobimo ceno na način, da bo odražala cene v baznem obdobju cen 0t
(december leta t − 1).
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Tako pridobljene uteži označimo z w0t,t−1i . Nato lahko indekse Laspeyres-ovega tipa







kjer se uteži seštejejo v 1. Zgornja formula se od prejšnje razlikuje samo v ute-
žeh. Obstaja več metod ocenjevanja uteži w0t,t−1i . Prva možnost je, da za najboljši
približek uporabimo kar uteži iz leta t − 2, pri drugi možnosti pa deleže izdatkov
prilagodimo za cenovno spremembo med letom t − 2 in letom t − 1. Izkaže se, da
nobena izmed možnosti ni boljša, ampak je izbira odvisna od razmerij med produkti.
Če sta produkta substituta, potem je prva možnost boljša. Če pa sta produkta po-
polna komplementa, je boljša izbira druga možnost [83].
Prednost indeksov Laspeyres-ovega tipa je, da so konsistentni v agregaciji. To
pomeni, da če imamo množico produktov N , katero lahko razčlenimo v h disjunktnih
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To pomeni, da lahko celotni indeks Laspeyres-ovega tipa izračunamo kot uteženo


















uteži podmnožic množice N ocenjene po eni izmed zgornjih metod.
Zgoraj opisani indeksi Laspeyres-ovega tipa primerjajo cene v mesecu m v letu
t s tistimi iz decembra prejšnjega leta, t − 1. Ko imamo dovolj podatkov, lahko
z indeksi tvorimo serijo 13-ih indeksov, ki predstavljajo eno leto (indeks teče od
vključno decembra leta t − 1 do vključno decembra leta t). Teh 13 indeksov lahko
verižno povežemo v eno dolgotrajno (ang. long-term) serijo, ki primerja mesec m,
leta t s poljubnim preteklim obdobjem. HICŽP za verižni mesec (ang. linking
month) omogoča izračun letno veriženega indeksa Laspeyres-ovega tipa:
CP b,mt = (P b,12(0) · P 0(1),12(1) · ... · P 0(t−2),12(t−2) · P 0(t−1),12(t−1)) · P 0t,mt
= CP b,12(t−1) · P 0t,mt,
ki v tem primeru primerja mesec m leta t s poljubnim letom b.
V praksi izračun indeksov na višjih nivojih temelji na kategorijah klasifikacije
ECOICOP. V tem primeru so relativne cene produktov zamenjane s cenovnimi in-
deksi za te kategorije (podindeksi). Izkaže se, da v tem primeru ne potrebujemo
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podatkov o prodanih količinah, ampak le ocene uteži, podindekse za posodobitev teh
uteži na bazno obdobje in podindekse za primerjalno obdobje v razmerju z baznim
obdobjem. Kaj spada v podindekse in kako izračunamo indekse za elementarne
agregate je opisano v naslednjem odstavku.
Indeksi za elementarne agregate se izračunavajo na dva načina.









ali pa kot razmerje geometričnih sredin cen:
(∏︁ pt) 1N
(∏︁ p0) 1N ,
kjer je pt trenutna cena, p0 cena iz baznega obdobja in N število cen v elementar-
nem agregatu. Problem pa je, ker največkrat na nivoju pod petmestno kategorijo
ECOICOP nimamo na voljo uteži. Zato je HICŽP zgrajen v dveh fazah:
• V prvem koraku na najnižjem nivoju agregacije, kjer imamo na voljo samo
informacijo o ceni, ne pa tudi o utežeh, in
• na drugem koraku agregacije, kjer imamo na voljo informacijo o utežeh.
Drugi korak smo že opisali na začetku tega poglavja. Vprašanje pa še ostaja, kako
izračunati indekse elementarnih agregatov. Recimo, da imamo K produktov v po-
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V Sloveniji SURS uporablja Jevonov indeks, zato bomo ta indeks uporabljali tudi
mi.
4.2.2 Posebnosti v Sloveniji
Zgoraj navedena pravila za izračun cenovnih indeksov so minimalni standard, ka-
terega mora izpolnjevati cenovni indeks, ki ga izračunavajo statistični uradi držav
članic. Od urada do urada pa se metode malenkostno razlikujejo.
Tako ima tudi SURS nekaj posebnosti. Izkaže se, da del podatkov zbirajo na
tradicionalni način, del podatkov pa predstavljajo t. i. skenirani podatki (ang.
60
scanner data). Za prva dva oddelka ECOICOP (01 Hrana in brealkoholne pijače
in 02 Alkoholne pijače in Tobak) podatke pridobivajo iz podatkovnih baz trgovcev.
To pomeni, da imajo na voljo veliko več izdelkov v vzorcu kot pa v oddelkih, kjer
podatke izbirajo na tradiconalen način (03-12).
Izkaže se, da za izračun indeksov v prvih dveh oddelkih uporabljajo dinamični
pristop, kar pomeni, da se število izdelkov mesečno spreminja. Poleg tega vsi izdelki,
ki jih trgovci prodajajo ne gredo direktno v izračun inflacije, saj morajo le-ti zado-
stiti vnaprej določenim pogojem (na primer produkti, ki predstavljajo 80 % prodaje
znotraj elementarnega agregata) [84]. Poleg tega je časovni zajem cen daljši, saj
gredo v izračun povprečne cene izdelki iz prvih polnih dveh tednov v mesecu.
Tudi metoda izračuna indeksa je malenkost spremenjena v prvih dveh kategori-
jah, in sicer se povprečna vrednost cene posameznega izdelka na nivoju GTIN kode
za vsakega trgovca posebej izračuna tako, da prodajno vrednost izdelka delimo s
prodano količino tega izdelka.
Iz prodajne vrednosti nato izračunajo geometrijsko sredino verižnih indeksov
glede na prejšnji mesec, pri čemer za posamezni agregat uporabijo Jevonov indeks.
Nadalje s postopkom veriženja za posamezni elementarni agregat, pri posameznem
trgovcu izračunajo indeks na bazno obdobje indeksov (december prejšnjega leta).
Nazadnje z uteženo aritmetično sredino iz mesečnih indeksov znotraj posameznih
trgovcev izračunajo individualni indeks za elementarni agregat, pri čemer uteži pred-
stavljajo tržni delež trgovcev.
Izračun individualnih indeksov nam omogoča, da iz njih izračunamo agregatne
indekse (indekse posameznih nivojev ECOICOP) in skupni indeks. Tako pridobljen
agregatni indeks (december prejšnjega leta = 100) je Laspeyresov indeks fiksnega
tipa. Čisto na koncu so indeksi preračunani na bazno leto 2015 (povprečje 2015 =
100). To naredimo tako, da verižni indeks meseca m leta t delimo s povprečjem








Ostali oddelki ECOICOP so izračunani na tradicionalen način. Cene so prido-
bljene na terenu, prek telefona ali prek interneta. Preden izračunajo končni indeks
z geometrijsko sredino izračunajo povprečno ceno produkta v posameznem kraju.
Nato izračunajo povprečno nacionalno ceno z aritmetično sredino predhodno izra-
čunanih povprečnih krajevnih cen. Nazadnje iz povprečnih nacionalnih cen vsakega
tekočega in baznega meseca (december prejšnjega leta) pridobijo individualni indeks
za vsak elementarni agregat.
4.2.3 Problemi
Opazimo, da v našem primeru ne bomo uspeli imeti popolnoma enake metode iz-
računa cenovnih indeksov kot SURS. Problem se nahaja predvsem v prvih dveh
oddelkih ECOICOP (01 Hrana in brezalkoholne pijače in 02 Alkoholne pijače in
tobak), saj nimamo na voljo podatkov o količini prodanih izdelkov. Drugi problem
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pa zaenkrat tiči v dejstvu, da smo s spletnim strganjem začeli šele februarja 2020 in
nimamo na volje cene produktov iz decembra 2019. Ker je moralo biti magistrsko
delo zaključeno do 30. 09. 2020, bomo to poskusili omiliti s tem, da bomo za bazno
ceno izdelka vzeli ceno, ko se je produkt prvič pojavil.
4.3 Rezultati
Kljub problemom lahko iz izdelkov, ki smo jih klasificirali z modelom iz prejšnjega
poglavja, izračunamo približek uradnega indeksa, ki mu bomo rekli spletni indeks.
Začnimo najprej na ravni posameznega izdelka. Tako je na primer na Sliki 4.3
prikazan indeks vseh izdelkov, ki spadajo v petmestno kategorijo ECOICOP Sveža
ali ohlajena zelenjava razen krompirja in drugih gomoljev (01.1.7.1). Ker smo s
spletnim strganjem začeli šele na polovici februarja 2020, za bazno obdobje nimamo
možnosti izbire decembra 2019, zato za bazno obdobje vzamemo prvi dan, ko se je
izdelek pojavil. Na Sliki 4.3 je torej prikazan dnevni indeks, kar pomeni, da za bazni
dan vzamemo 13. 2. 2020, s katerim primerjamo vsak nadaljni dan. Indeks nad 100
pomeni relativno podražitev izdelka (glede na bazni dan), pod 100 pa pocenitev.
Slika 4.3: Dnevni indeks posameznih izdelkov v kategoriji ECOICOP Sveža ali ohla-
jena zelenjava (01.1.7.1)
Pod kategorijo Sveža ali ohlajena zelenjava razen krompirja in drugih gomoljev
(01.1.7.1) se skriva 160 različnih izdelkov, kar je seveda veliko večji nabor kot ga
uporablja SURS. Ena možnost bi bila, da selekcioniramo izdelke po lastnem kri-
teriju, na primer uporabimo samo izdelke, ki sestavljajo 80 % najbolj prodajanih
izdelkov (to je namreč kriterij, ki ga uporablja SURS, ki ima podatke o prodani
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količini). Ker pa teh podatkov nimamo, za izračun indeksa elementarnega agregata
Sveža ali ohlajena zelenjava razen krompirja in drugih gomoljev (01.1.7.1) upora-
bimo vse izdelke.
Na Sliki 4.4 je izračunan dnevni spletni indeks za svežo in ohlajeno zelenjavo
do avgusta 2020, na grafu pa je prikazan tudi uradni mesečni indeks do julija
2020, preračunan na bazni mesec februar 2020. Gibanje spletnega indeksa večinoma
sledi mesečnemu, za konkretnejše analize pa bi potrebovali večjo količino podatkov
in daljšo časovno serijo. Prikazan indeks bi lahko bil alternativa obstoječemu meseč-
nemu indeksu, saj je bolj podroben in bi lahko, ko bomo v spletne strgalnike vključili
še ostale trgovce, predstavljajo realnejšo sliko spreminjanja cen sveže zelenjave.
Slika 4.4: Dnevni indeks geometričnega povprečja kategoriziranih izdelkov v kate-
goriji Sveža ali ohlajena zelenjava (01.1.7.1)
Na Sliki 4.5 je prikazan spletni mesečni indeks v primerjavi z uradnim me-
sečnim indeksom (bazni mesec februar 2020). Iz grafa je razvidno, da sta oba
indeksa - tako spletni kot uradni zaznala velik skok indeksa ob začetku epidemije
Covid-19, ko se je sveža zelenjava močno podražila. Tudi dinamika v ostalih mesecih
je med njima zelo podobna. Razlikujeta se predvsem v nivojih, za kar lahko razloge
iščemo v tem, da je uradni indeks zajame večji tržni delež in ima v svojem naboru
samo izdelke, ki jih izbere SURS. Predvidevamo, da bi se indeksa bolj zbližala s
pametnim izborom reprezentativnih izdelkov in pametnim izborom dela meseca za
zajem podatkov (trenutno vključimo vse cene, ki so na voljo v določenem mesecu,
saj o najbolj prodajanih izdelkih nimamo podatkov).
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Slika 4.5: Primerjava mesečnih indeksov za kategorijo Sveža ali ohlajena zelenjava
(01.1.7.1)
Podobno naredimo še za ostale elementarne agregate, pri čemer se zaradi dejstva,
da se v spletni trgovini Spar prodajajo večinoma izdelki, ki spadajo pod skupini
hrana in brezalkoholne pijače, osredotočimo samo na računanje višjih indeksov za
te dve skupini. Najprej iz indeksov elementarnih agregatov s pomočjo v prejšnjem
poglavju opisane metode izračunamo indekse enega nivoja višje, torej razredov. Tako
izračunamo 9 različnih indeksov za razrede, ki spadajo pod skupino Hrana 01.1. in
dva različna indeksa za razreda, ki spadata pod skupino Brezalkoholne pijače 01.2.
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Slika 4.6: Primerjava mesečnih indeksov za skupino Hrana (01.1.)
Spletni indeks skupine hrana se s svojim uradnim indeksom ujema bolje, kot pa
spletni indeks skupine brezalkoholne pijače, kar bi lahko bila posledica reprezenta-
tivnega vzorca, ki se razlikuje od uradnega. Na Sliki 4.6 je prikazana primerjava
med spletnim in uradnim mesečnim indeksom skupine Hrana 01.1. Pearsonov kore-
lacijski koeficient je za skupino hrana od februarja do maja 2020 enak 0,95.
V naslednjem koraku iz teh dveh skupin izračunamo indeks oddelka Hrana in
brezalkoholne pijače 01. Rezultati so za začetek vzpodbudni, saj je dinamika sple-
tnega in uradnega indeksa zelo podobna, saj se indeksa po dinamiki razlikujeta le v
nekaj mesecih, kar je lahko posledica vzorca, ki se najverjetneje ne ujema z vzorcem
SURS-a. Za temeljitejšo analizo bo potrebna daljša časovna serija. Pearsonov kore-
lacijski koeficient je za oddelek hrana in brezalkoholne pijače enak 0,96. Primerjava
je predstavljena na Sliki 4.7 Na tak način smo iz podatkov, ki smo jih strgali iz
spleta z avtomatičnim spletnim strgalnikom in z uporabo modelov strojnega učenja
za klasifikacijo izdelkov v kategorije ECOICOP, dobili približek inflacije cen hrane
in brezalkoholnih pijač v Sloveniji.
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Cilj tega dela je bil sestaviti dober model strojnega učenja za razvrščanje produk-
tov v kategorije ECOICOP in te podatke uporabiti za izračun približkov cenovnih
indeksov. Da pa smo sploh lahko začeli z gradnjo modela, je bilo najprej zgraditi
spletne strgalnike, to so programi za avtomatičen prenos podatkov s spletnih strani.
Zgrajena sta bila dva spletna strgalnika, za spletni strani Spar Online in Mercator, s
katerih strganje neprekinjeno poteka od 13. oziroma 14. februarja 2020. Pomemb-
nost spletnih trgovin se veča iz dneva v dan, kar se je še posebej pokazalo v drugem
in tretjem četrtletju 2020, ko je svet prizadela epidemija COVID-19, pri čemer so ob-
stoječe spletne trgovine poročale tudi o 10-kratnem povečanju obiska spletnih strani.
Iz pridobljenih podatkov je bil naučen hierarhični model strojnega učenja, pri
katerem učne množice razdelimo glede na primere, ki pripadajo Oddelkom, Skupi-
nam, Razredom in Podrazredom klasifikacije ECOICOP. Tako dobimo 27 različnih
podmodelov, z različnimi podatkovnimi množicami. Taka zgradba modela izboljša
napovedno moč v primerjavi z enim modelom, pri katerem napovedujemo vse raz-
lične Podrazrede prisotne v celotni podatkovni množici.
S pomočjo klasificiranih podatkov izračunamo približke Harmoniziranega Inde-
ksa Cen Življenjskih Potrebščin, ki ga lahko uporabljamo kot mero inflacije. Ker v
spletnih trgovinah Mercator in Spar prevladujeje hrana in pijača, izračunamo indeks
samo za oddelek Hrana in Brezalkoholne pijače. Indeksu se razmeroma približamo,
če ne po vrednostih pa vsaj po dinamiki. Natančnejšo oceno indeksa bi dobili, če bi
v spletno strganje vključili še več spletnih trgovin slovenskih trgovcev in poznali vse
reprezentativne vzorce posameznih agregatov, saj se podatki iz prvih dveh oddelkov
na statističnem uradu pridobivajo direktno iz baz trgovcev.
Zgrajen model strojnega učenja bi lahko bil uporaben na statističnem uradu Re-
publike Slovenije, čeprav je trenutno (avgust 2020) pri njih v razvoju zelo podoben
model strojnega učenja za razvrščanje produktov v klasifikacijo ECOICOP [86]. Za-
nimivo bi bilo primerjati rezultate njihovega modela, z modelom narejenim v tem
delu. Tak model bi lahko skrajšal čas namenjen razvrščanju produktov v kategorije
ECOICOP in hkrati bil bolj natančen od pravil za razvrščanje produktov. Model bi
bil lahko uporaben tudi v institucijah, ki napovedujejo inflacijo, kot sta na primer
UMAR in Banka Slovenije, saj se je izkazalo, da so s spleta strgani podatki lahko
uporabni pri izboljšanju napovedi centralnih bank [20]. Podoben model se uporablja
67
v poljski centralni banki, le da tam še nimajo razvitega algoritma za avtomatsko
razvrščanje produktov s pomočjo strojnega učenja [20]. Tudi na Evropski Centralni
Banki je potekalo tekmovanje v izdelavi algoritma strojnega učenja za razvrščanje
produktov v klasifikacijo ECOICOP [85], zato pričakujemo, da se bo v prihodnosti
vse več centralnih bank po Evropi odločalo za strganje cen produktov iz spletnih
strani in uporabo strojnega učenja za razvrščanje produktov.
V nadaljevanju bi bilo potrebno razširiti nabor spletnih trgovin, ki so vključene
v spletno strganje, kar bi doprineslo k natančnejšemu indeksu, hkrati pa bi lahko
indeks razširili tudi na druge oddelke in ne samo hrano ter brezalkoholne pijače.
Zaradi vse večje ponudbe spletnih trgovin, bi tako lahko sčasoma sestavili približek
celotnega HICŽP ter s tem dobro mero trenutne inflacije v Sloveniji. Hkrati bi se
zaradi večjega števila primerov v posameznih nivojih izboljšal tudi model za raz-
vrščanje produktov v kategorije ECOICOP. Hierarhični model smo v delu razvili
tako, da smo pripravili posebne učne množice za vsako raven klasifikacije ECOI-






Cosine similarity Kosinusna podobnost
Cross entropy Prečna entropija
Encoding Kodiranje
Machine learning Strojno učenje
Natural language processing Obdelava naravnih jezikov
Neural net Nevronska mreža
Parser Razčlenjevalnik
Perplexity Perpleksnost
Stop words Prazne besede
Web crawlers Spletni pajki
Web scraping Spletno strganje
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Dodatek A
Opis spremenljivk iz Spar Online
Spremenljivka Tip podatka Opis
title Niz Ime produkta
product-long-
description
Niz Dolg opis produkta
product-short-
description





















Cena na enoto produkta
product-unit Niz Osnovna enota produkta
product-sales-per-unit Bool Količina prodajanega izdelka
product-stock-status Bool Zaloga izdelka
product-quantity-
selector
Niz Izbor količine izdelka




Bool Izdelek v akciji
product-promo-names Niz Naziv akcije
product-is-own-brand Bool Sparova znamka
product-is-availabile Bool Dobavljivost izdelka
product-size Niz Velikost izdelka
product-type Niz Tehtan/Ne tehtan izdelek
product-badge-name Niz Bio/Slovenski izdelek
product-categories Niz Sparova kategorija
Tabela A.1: Spremenljivke iz Spar Online
80
Dodatek B
Opis spremenljivk iz Mercatorjeve
spletne trgovine
Spremenljivka Tip podatka Opis
name Niz Ime produkta
unit_quantity Celo število Neto količina produkta
invoice_unit Niz Enota produkta












Cena produkta na osnovno enoto
price_per_unit_base Niz Osnovna enota
eko Bool Eko izdelek
brand_name Niz Znamka produkta
gtin1 Celo število Globalna trgovinska številka izdelka
gtin2 Celo število Globalna trgovinska številka izdelka
gtin3 Celo število Globalna trgovinska številka izdelka
gtin4 Celo število Globalna trgovinska številka izdelka
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