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Plenoptic imaging with second-order
correlations of light
Abstract: Plenoptic imaging is a promising optical
modality that simultaneously captures the location and
the propagation direction of light in order to enable
tridimensional imaging in a single shot. We demon-
strate that it is possible to implement plenoptic imaging
through second-order correlations of chaotic light, thus
enabling to overcome the typical limitations of classical
plenoptic devices.
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1 Introduction
Plenoptic imaging captures information on the three-
dimensional lightfield of a given scene by recording, in
a single shot, both the location and the propagation di-
rection of the incoming light [1]. The main advantage
of recording the propagation direction is the possibility
to computationally retrace, in post processing, the geo-
metrical light path, in order to refocus different planes
within the given scene and to extend the depth of field.
The key feature of a plenoptic imaging device is a mi-
crolens array inserted in the native image plane, be-
tween the imaging lens and the sensor. The microlenses
act as imaging pixels to collect spatial information of the
scene. Moreover, each one of them reproduces an image
of the main lens on the sensor array, thus providing the
angular information associated with each imaging pixel
[2]. Despite being very useful for extending the depth of
field, such a structure entails a strong trade-off between
spatial and angular resolution.
Digital cameras enhanced by refocusing capabilities
make use of plenoptic imaging [3], thus simplifing both
auto-focus and low-light shooting [2]. A plethora of inno-
vative applications, from 3D-imaging [4], to stereoscopy
[1, 5, 6], and microscopy [7–10] are also being developed.
Despite being very useful for extending the depth of
field, the structure of plenoptic imaging devices entails a
strong trade-off between spatial and angular resolution,
in the form of an inverse proportionality. Attempts to
decouple resolution and depth of field, based on signal
processing, have been proposed in literature [9–14].
We have recently proposed [15] to improve the per-
formances of plenoptic imaging by merging it with ghost
imaging [16–21]. The phenomenon of ghost imaging is
typical of correlated light sources, such as entangled
photons and chaotic light. Its peculiarity is to enable
retrieving the image of a remote object by measuring co-
incidences/correlations between two separate detectors.
Such traditional ghost imaging scheme can be modified
to enable plenoptic imaging [15]: Using the intrinsic mo-
mentum and position correlation of either entangled or
chaotic light sources, one can perform imaging in one
arm and simultaneously obtain the direction informa-
tion in the other arm. In particular, we have shown
that the second-order correlation function of chaotic
light features a nontrivial part that possesses plenoptic
properties, thus yielding the possibility to refocus and
extend the depth of field of the acquired image. Corre-
lation plenoptic imaging has the advantage of inducing
a weaker coupling between spatial and angular resolu-
tion, enabling one to reach larger depths of field at fixed
resolution.
In this paper, we present a detailed theoretical anal-
ysis of correlation plenoptic imaging with chaotic light.
In particular, in Sect.2 we introduce the proposed setup
and its theoritical description, emphasizing the differ-
ences with respect to standard chaotic ghost imaging. In
Sect.3, we discuss the plenoptic properties of the second-
order correlation function, and show the refocusing en-
abled by correlation plenoptic imaging. In Sect.4, we
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discuss the improvements enabled by correlation plenop-
tic imaging, with respect to standard imaging, in view
of the implementation of a correlation plenoptic cam-
era. Conclusions and future perspectives are discussed
in Sect.5.
2 Plenoptic imaging with
two-photon correlations
We shall study the properties of second-order correla-
tion in the setup shown in Fig. 1. Light from a chaotic
source is split by a symmetric non-polarizing beam split-
ter (BS) in a reflected arm (a), with the detector array
Da at an optical distance za from the source, and a
transmitted arm (b), in which light impinges on the ob-
ject to be imaged. The object is placed at a distance
zb from the source. In arm b, a thin lens Lb of focal
length F focuses on the detector array Db light coming
from the source and transmitted by the object. Spatio-
temporal correlation is then measured between the light
intensities detected by each pixel of the two detector
arrays. It is known that correlation measurements be-
tween the entire sensor Db and each pixel of the sen-
sor Da enables retrieving the ghost image of the object
[17–21], which will be perfectly focused if za = zb; in
fact, the chaotic source acts as a focusing element, as
emphasized by the unfolded setup reported in Fig. 2a)
citelaserphys,valencia. For standard ghost imaging, the
high-resolution detector array Db is actually redundant,
since a bucket detector behind the object suffice to re-
trieve the ghost image, as shown in Fig. 2a). However,
for correlation plenoptic imaging, the detector array Db
is crucial: It enables to capture information on the prop-
agation direction of light passing through the object. In
fact, we will show that spatial and angular information
are simultaneously encoded in the second-order corre-
lation function, thus enabling to refocus the image ac-
quired at za ≠ zb.
The second-order correlation measurement between
each pixel of the sensors Da and Db is described by the
Glauber correlation function [22]
G(2)(ρa,ρb; ta, tb) = ⟨E(−)a (ρa, ta)E(−)b (ρb, tb)
E
(+)
b (ρb, tb)E(+)a (ρa, ta)⟩ , (1)
where ρi indicates the planar coordinate on the sen-
sor Di (with i = a, b), ti is the corresponding detection
time, and E(±)i are the positive- and negative-frequency
components of the electric field E(+) = (E(−))† at each
Lb
S o S i
AC Correlator
zb
za
Planar coordinate
Planar coordinate
ρ b
ρ a
Da
DbCHAOTIC
SOURCE
1
S 0
+ 1
S i
= 1
F
Object
Focal length F
Fig. 1. Proposed setup for achieving plenoptic imaging by second-
order correlation measurements. The lens Lb in the transmitted
arm makes an image of the chaotic source on the detector array
Db. A ghost image of the object can be retrieved on Da, placed
in the reflected arm, by measuring second-order correlations. The
signals from the two detectors are correlated in AC to suppress
the trivial part of the second-order correlation function (1).
detector, for which a scalar approximation is assumed.
The expectation value ⟨O⟩ = Tr(%O) in Eq.(1) is evalu-
ated by considering the quantum state % of the source.
The fields at the detectors can be expressed in terms
of the field on the output plane of the source by us-
ing the optical transfer functions gi(k) in the paraxial
approximation [23], which is
E
(+)
i (ρi, ti) = C ∫ dω∫ dκake−iωtigi(ρi,k), (2)
where C is a normalization constant, ω is the frequency,
κ is the transverse momentum, ak is the canonical
field operator, associated with the mode k, which sat-
isfies the commutation relation: [ak, a†k′] = δk,k′ . The
three-dimensional wave vector k = (κ, kz) is such that
kz ≃ ω/c. After inserting in Eq.(1) the fields defined
by Eq.(2), one finds that, if the source is stationary and
quasi-monochromatic, with frequency ω0, the four-point
expectation value ⟨a†k1a†k2ak3ak4⟩ is nonvanishing only if
the moduli of all momenta are close to ω0/c. Under these
assumptions, the correlation function depends only on
τ = ta − tb, and the time dependent part factorizes with
respect to the spatial part. Moreover, if the source is
chaotic, the four-point expectation value is the sum of
a “direct” and an “exchange” term
⟨a†k1a†k2ak3ak4⟩∝ δ(k1−k4)δ(k2−k3)+δ(k1−k3)δ(k2−k4),
(3)
which are related to the bosonic symmetrization of
two-photon states. Therefore, upon neglecting both
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the time dependence and irrelevant normalization con-
stants, the second-order correlation function defined in
Eq.(1) reads, for a stationary, quasi-monochromatic and
chaotic source:
G(2)(ρa,ρb) = Ia(ρa)Ib(ρb) + Γ(ρa,ρb), (4)
where the first term is the mere product of intensities:
Ii(ρi) = ∫ dκ∣gi(ρi,κ)∣2 (5)
at the pixel located in ρi of the sensor Di; the frequency
dependence has been dropped in the gi’s. The second
term
Γ(ρa,ρb) = ∣∫ dκga(ρa,κ)∗gb(ρb,κ)∣2 (6)
represents the nontrivial part of the second-order cor-
relation. As we shall soon demonstrate, the interesting
part Γ(ρa,ρb) of the second-order correlation function
encodes plenoptic imaging properties.
In order to unveil such imaging properties, we first
need to compute the transfer functions ga and gb. To
this end, we use the paraxial Gaussian propagator [23]
G(ρ, z;ω) = G(ρ)[ ω
cz
]h(ω, z), (7)
with
G(ρ)[β] = exp( i2βρ2) , h(ω, z) = −i ω2picz eiωc z, (8)
and treat the source as an emitter of incoherent paraxial
waves. In the reflected arm a, light propagates in free
space from the source to the detector Da. Hence, the
corresponding transfer function is
ga(ρa,κ) = h(ω0, za)∫ dρsf(ρs)eiκ⋅ρsG(ρa − ρs)[ ω0cza ]= Ca(ρa, za)∫ dρsf(ρs)ei(κ− ω0cza ρa)⋅ρsG(ρs)[ ω0cza ], (9)
where f(ρs) is the source profile, and
Ca(ρa, za) ∶= h(ω0, za)G(ρa)[ ω0cza ]. (10)
Computation of the field propagator gb is slightly more
involved, since it requires additional integration on the
object and the lens planes, namely:
gb(ρb,κ) = h(ω0, zb)h(ω0, So − zb)h(ω0, Si)×∫ dρsf(ρs)eiκ⋅ρs∫ dρoG(ρo − ρs)[ ω0czb ]A(ρo)×∫ dρ`G(ρ` − ρo)[ ω0
c(So−zb) ]L(ρ`)G(ρb − ρ`)[ ω0cSi ],
(11)
where A(ρo) and L(ρ`) are the transmission functions
of the object and the lens, respectively. Henceforth, we
shall assume that the lens Lb is diffraction-limited, and
approximate its transmission function with the Gaus-
sian phase shift G(ρ`)[−ω0/cF ], where F is the focal
length. Assuming that the distance from the source to
the lens (So) and from the lens to the detector (Si) are
conjugate (i.e., 1/Si + 1/So = 1/F ), the propagator in
arm b reduces to
gb(ρb,κ) = Cb(ρb, zb)∫ dρs∫ dρof(ρs)A(ρo)
×G(ρs)[ ω0czb ]eiκ⋅ρs− iω0czb ρo⋅(ρs+ ρbM ), (12)
where M = Si/So is the lens magnification and
Cb(ρb, zb) ∶=h(ω0, zb)h(ω0, Si)So
zb
ei
ω0
c (So−zb)
×G(ρa)[ ω0cSi (1−So−zbMzb )]. (13)
Given the propagators of Eq.s(9)-(12), it is now
straightforward to compute the correlation function of
Eq.(4). In particular, the intensities at the detectors
[Eq.(5)] are given by:
Ia(ρa) = Ka(za)∫ dρsF (ρs), (14)
where F = ∣f ∣2 the intensity profile of the source andKa = ∣2piCa∣2, and
Ib(ρb) = Kb(zb)∫ dρsF (ρs) ∣A˜ [ ω0czb (ρs + ρbM )]∣2 (15)
with A˜(κ) = ∫ dρoA(ρo)e−iκ⋅ρo , and Kb = ∣2piCb∣2.
Therefore, neither intensity profiles at the sensors, Ia
and Ib, enable to image the object; in particular, Ia
is flat, while the intensity at Db is modulated by the
squared Fourier transform of the object trasmission
function (A˜). In fact, Ib reduces to the squared Fourier
transform of the object trasmission funtion, for a point-
like source, and to a constant, for an infinitely extended
source. The crossed part of the second-order correlation
function [Eq.(6)], on which the following analysis will
be focused, reads:
Γ(za,zb)(ρa,ρb) = Ka(za)Kb(zb)RRRRRRRRRRR∫ dρo∫ dρsA(ρ0)
× F (ρs)G(ρs)[ω0c ( 1zb − 1za )]e− iω0czb[(ρo− zbza ρa)⋅ρs+ρo⋅ ρbM ]
RRRRRRRRRRR
2
;
(16)
the notation has been chosen to highlight its dependence
on the distances za and zb. The imaging properties as-
sociated with the result of Eq.(16) will be discussed
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in the next section. For the moment, let us observe
that integration over the whole sensor Db, at fixed ρa,
yields an incoherent image of the object, whose point-
spread function is determined by the Fourier transform
of F (ρs)G(ρs). Thus, the minimal point-spread occurs
when zb = za, and coincides with the typical chaotic
ghost imaging. The focused ghost image reads
Σza(ρa) =∫ dρbΓ(za,za)(ρa,ρb)
∝∫ dρo∣A(ρo)∣2 ∣F˜ [ ω0cza (ρo − ρa)]∣2 , (17)
which sets a quasi one-to-one correspondence between
points of the object (ρo) and pixels of the sensor
Da (ρa), with an uncertainty ∆ρa ≃ 2picza/(ω0Ds) =∶
λ0za/Ds defined by the effective diameter Ds of the
source. On the other hand, due to the first-order image
of the source on sensor Db, Eq. (16) also entails a corre-
spondence between points of the source plane (ρs) and
pixels of the sensor Db (ρb = −Mρs), whose uncertainty
∆ρb = Mλ0zb/d is determined by the typical size d of
the smallest detail of the object, which acts as a pupil
for the lens Lb. The Klyshko-like picture [24] represent-
ing the double focusing effect encoded in Γ(za,za), as
compared with standard chaotic ghost imaging, is rep-
resented in Figure 2. Notice that, based on the structure
of the correlation term of Eq.(6), the source acts as a
phase conjugate mirror, hence the correlated modes in
the two arms of the setup are characterized by identical
transverse momenta.
3 Refocusing and changing the
point of view
To unveil the plenoptic properties encoded in the corre-
lation term Γ(za,zb) of Eq.(16), it is worth resorting to
the geometrical optics limit ω0 →∞. Let us first observe
that the double integral in Eq.(16) has the form
∫ dρodρsA(ρ0)F (ρs)eiω0c ϕ(ρo,ρs;ρa,ρb), (18)
in which the aperture function of the object and the
intensity profile of the source are linked by the phase
ϕ(ρo,ρs;ρa,ρb) = ρ2s2 ( 1zb − 1za )−ρozb ⋅(ρs + ρbM )+ρs ⋅ ρaza .
(19)
In the short-wavelength limit, the integral is dominated
by the stationary points of the phase with respect to the
integration variables. In particular, by imposing the sta-
tionarity of the function defined in Eq.(19) with respect
z a=zb zb
ρ a ρ s ρ o
Da
Db (bucket)
a)
CHAOTIC
SOURCE
z a=zb zb S o−zb S i
ρ a ρ s ρ o ρ ℓ ρ b
b)
Da
DbCHAOTIC
SOURCE
Fig. 2. Comparison between the unfolded setup in standard
chaotic ghost imaging (a) and in chaotic correlation plenoptic
imaging (b). Both pictures represent focused setups with za = zb.
In the case of ghost imaging (a), the sensor Db is a bucket detec-
tor collecting light trasmitted by the entire object, with no spatial
or directional resolution. In correlation plenoptic imaging, the cor-
relation between the signals from the point-detectors Da and Db
enables to reconstruct the trasmission function of the object and
to detect, at the same time, the direction of the light emitted by
the source.
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to ρo, we get
ρs + ρb
M
= 0, (20)
which gives the geometrical correspondence between
points of the source and points of the sensor Db, with
magnification M and inversion of the image. The sta-
tionarity condition with respect to ρs is much less triv-
ial, since it involves the source, the object and the de-
tector Da, namely:
ρs ( 1
zb
− 1
za
) − ρo
zb
+ ρa
za
= 0. (21)
After substituting Eq.(20) into Eq.(21), we find that the
point of the object yielding the dominant contribution
to the integral, at the given detection positions/pixels,
reads
ρo = zb
za
ρa − ρb
M
(1 − zb
za
) . (22)
Thus, in the geometrical optics limit, the nontrivial part
of the second-order correlation function asymptotically
behaves like
Γ(za,zb)(ρa,ρb) ∼ F(−ρbM )2∣A[ zbzaρa − ρbM (1 − zbza )]∣2 ,
(23)
which is, it contains information on boh the object and
the source. If zb ≠ za, the integration over ρb [similar
to the one in Eq.(17)] would cancel the information on
the aperture function of the object, thus making it im-
possible to retrieve the ghost image. This indicates the
crucial role played by the high-resolution detectorDb, as
opposed to the bucket detector of standard ghost imag-
ing, for plenoptic imaging purposes. In fact, the out-of-
focus image obtained by the correlation measurement
can be correctly reconstructed (i.e., refocused) by em-
ploying the following scaling property:
Γ(za,zb) [zazb ρa − ρbM (1 − zazb ) ,ρb] ∼ F(−ρbM )2∣A(ρa)∣2 .
(24)
This scaling property is formally identical to the one em-
ployed in plenoptic imaging [2]. In fact, as in standard
plenoptic imagig, refocusing is enabled by the informa-
tion on the propagation direction of the light which con-
tributed to the image formation. In our scheme, corre-
lation measurement enables identifying the source point
from which light has been emitted, and thus to recon-
struct the signal “trajectory” from the source to the
detector, through the object [see Figure 2b)]. The refo-
cused image of Eq.(24), which would in principle suffice
for high-depth-of-field imaging, is typically affected by
a low signal-to-noise ratio. To overcome this problem, it
is convenient to integrate the refocused image over the
whole sensor Db, thus obtaining:
Σref(za,zb)(ρa) =∫ dρbΓ(za,zb) [zazb ρa − ρbM (1 − zazb ) ,ρb]≃ Kb(zb)Kb(za)Σza(ρa), (25)
which is, up to an intensity-rescaling factor, the inco-
herent image of Eq.(17):
The result in Eq. (23) is related to another relevant
imaging property, of practical interest for 3D imaging.
In fact, in an out-of-focus image, different pixel coor-
diantes ρb correspond to different point of views on the
object. Each pixel on the sensor Db represents a differ-
ent point of view from which the image of the object
(focused in the image plane za = zb) is projected onto
the sensor Da at za ≠ zb.
In reality, due to diffraction, the correlation image
tends to increasingly spread as the object is more and
more out of focus. To better see this point, let us con-
sider a source with a Gaussian intensity profile
F (ρs) = 12piσ2 exp(− ρ2s2σ2 ) ; (26)
in this case, the coherent point-spread function appear-
ing in Γ(za,zb) [see Eq. (16)] reduces to
∫ dρsF (ρs)G(ρs)[ ω0czb(1−α)]e− iω0czb(ρo−αρa)⋅ρs
∝ exp⎛⎝−12(ω0σczb )2 ∣ρ0 − αρa∣21 − iω0σ2czb (1 − α)
⎞⎠ , (27)
with α = zb/za. Now, the point-spread function of the
incoherent image is given by the square modulus of the
result in Eq. (27), namely,
exp
⎛⎜⎜⎝−(ω0σczb )
2 ∣ρ0 − αρa∣2
1 + (ω0σ2czb (1 − α))2
⎞⎟⎟⎠ . (28)
The comparison of these two expressions clarifies the
origin of the larger depth of field characterizing the co-
herent (plenoptic) ghost image, with respect to the inco-
herent ghost image (which is, the standad ghost image
obtained by either using a bucket detector or integrat-
ing the choerent image over ρb). In fact, in the geomet-
rical optics limit, the (real) variance of the incoherent
point-spread function [Eq. (28)] approaches the value
σ∣1−α∣, thus becoming independent of ω0 . On the con-
trary, for high frequencies, the variance of the coherent
point-spread function [Eq. (27)] becomes imaginary and
eventually vanishes like
√
czb∣1 − α∣/ω0 = √2piλ0zb∣1 − α∣
as ω0 → ∞. Thus, provided λ0zb/σ2 ≪ 1, the depth of
field of the coherent images is much larger than the one
obtained with mere ghost imaging.
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4 Towards a correlation plenoptic
camera
In a plenoptic imaging device, the sensor is divided into
macropixels of width δx, which define the image resolu-
tion. Each macropixel is made of N (p)u (micro)pixels per
side, whose width δ fixes the angular resolution [1, 2]. An
array of microlenses of diameter δx and focal length F
is inserted in front of the sensor for reproducing, within
each macropixel, the image of the main camera lens.
Hence, each micropixel behind a given microlens col-
lects light from a sector of the main lens, thus encoding
information on the direction of light collected by the
specific microlens (which corresponds to a specific part
of the acquired image). Assuming the sensor to have
width W , this configuration yields the following inverse
proportionality between the number of pixels per side
devoted to the spatial (N (p)x =W /δx) and to the angular
(N (p)u = δx/δ) detection of the lightfield:
N
(p)
x N
(p)
u = W
δ
≡ Ntot, (29)
where Ntot is the total number of pixels per side on the
sensor. Simple geometrical considerations indicate that
the maximum achievable depth of field is determined by
N
(p)
u . Thus, based on Eq. (29), the depth of field can be
increased only at the expenses of the image resolution
N
(p)
x .
In correlation plenoptic imaging, light is split in
two arms, and two spatially decoupled sensors are em-
ployed, one for imaging and one for angular measure-
ment. Hence, the two sensors can have the same pixel
size δ. Assuming that their widths W (cp)x and W (cp)u
satisfy the condition W (cp)x +W (cp)u =W , the number of
pixels per side dedicated to the spatial and to the direc-
tional measurement (N (cp)i = W (cp)i /δ, with i = x, u) is
constrained by the relation:
N
(cp)
x +N (cp)u = Ntot. (30)
Hence, the depth of field, which depends on N (cp)u , is
characterized by a striking improvement with respect to
standard plenoptic imaging, at fixed image resolution
of correlation plenoptic imaging. The improvement is
larger as Ntot increases (see Figure 3).
5 Conclusions
We have analyzed the plenoptic properties of correla-
tion imaging, which enable to refocus even largely out-
10 20 30 40 50 Nx0
10
20
30
40
50
Nu
Fig. 3. The values of Nx and Nu achievable with a standard
plenoptic camera (blue dashed line) and a plenoptic correlation-
imaging camera (red solid line), forNtot = 50.
of-focus images. In view of practical applications, it is
worth mentioning that the obtained results do not de-
pend on the nature of the object, whether reflective or
transmissive. It is also reasonable to expect that such
an imaging procedure can be extended to any other
sources, either photons or particles [25], that is char-
acterized by correlation in both momentum and posi-
tion [17, 18]. For instance, the light source can still be
imaged on Db when replacing the chaotic source with
an entangled photon source, such as SPDC [24], to ob-
tain the angular information. In this case, a lens is re-
quired to achieve ghost imaging of the object [16, 18].
On the other hand, we do not expect CPI to work with
classically correlated beams [26] characterized solely by
momentum correlation [18].
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