Abstract. We compute an infinite system of differential equations that characterises the quasi-periodic solutions of the KP hierarchy; that is, the solutions of this new hierarchy are precisely those solutions of the KP hierarchy coming from theta functions of Jacobians.
Introduction
This paper is concerned with the understanding of the equations of the moduli space of pointed curves given in [MP] from the point of view of differential operators.
In the 80's there were several papers developing an algebraic theory for the KP hierarchy ( [DJKM, F, M, SS, SW, Sh] ). The first steps in that study were made by Krichever ([Kr, Kr2] ) and Mumford ([Mu] ), whose results continued the classical theory of Buchnall-Chaundy on commutative differential operators ( [BC] ).
It is worth recalling the main result of Shiota ([Sh] ): the theta function of a principally polarised abelian variety (p.p.a.v.) is the theta Date: May 4, 1999 . 1991 Mathematics Subject Classification. Primary: 35Q53. Secondary: 14H42. This work is partially supported by the CICYT research contract n. PB96-1305 and Castilla y León regional government contract SA27/98. function of a Jacobian variety if and only if it is a solution of the KP equation.
In the same spirit, the characterisation given in [MP] generalises Shiota's result since it is not necessary the hypothesis of being the theta function of a p.p.a.v. (see [P] for the case of Prym theta functions).
The main result of the present paper continues in this direction: a (second order oscillating) function is a second order theta function of a Jacobian if and only if is a solution of the KP hierarchy of second order (see Theorem 5.7 for the precise statement). The KP hierarchy of second order is an infinite system of differential equations depending on two families of parameters {x 1 , x 2 , . . . } and {x Note that, in the language of pseudo-differential operators, our result means that the solutions of the KP hierarchy of second order are precisely the quasi-periodic solutions of the KP hierarchy.
An analogue of the "Bilinear Identity" for solutions of the KP hierarchy (see formula 1.5.1 and Proposition 1.2. of [DJKM] ) for the case of solutions of the KP hierarchy of second order is also proved (Theorem 5.5). This new identity, when written in terms of second order theta functions, will imply some identities which will characterise second order theta functions of Jacobian varieties.
Finally, I would like to thank the DPMMS of the University of Cambridge (UK) for his hospitality during the preparation of part of this work, and to Prof. J.M. Muñoz Porras for suggesting me the idea of this work.
Grassmannians

2.
A. Infinite Grassmannians. Let us recall from § 2 of [MP] some basic facts on the scheme-theoretic approach to infinite Grassmannians (see also [AMP, P2] ). However, we shall omit proofs and deal only with the case
] and a basis of neighbourhoods of (0) is given by the set, B, of subspaces A ⊆ V containing z n V + for a certain n >> 0 as a subspace of finite codimension).
Then, we know that there exists a reduced and separated scheme, the infinite Grassmannian Gr(V ), whose set of rational points are:
Observe that this set coincides with the usual infinite Grassmannian introduced by Pressley-Segal in [PS] and Segal-Wilson in [SW] .
For a C-scheme S the set of S-valued points of Gr(V ) is:
where:
Some remarkable facts are:
• the function:
gives the decomposition in connected components, which will be denoted by Gr n (V ) for n ∈ Z; • there is a natural line bundle on Gr(V ), the determinant line bundle Det. This bundle is given by the determinant of the perfect complex:
on the connected component Gr n (V ) (here U is the submodule of V O Gr n (V ) corresponding to the universal object);
• the addition morphism in the above complex gives canonically a global section of the dual of that bundle, Ω n + ∈ H 0 (Gr n (V ), Det * ). One has thus a global section Ω + ∈ H 0 (Gr(V ), Det * ).
2.B. Formal Geometry and τ
Theorem 2.1. The direct limit of the symmetric products ofĈ,
nĈ , is a formal group C-scheme whose set of S-valued points is isomorphic to the multiplicative group:
LetÂ ∞ be the additive formal group C-scheme whose underlying ring is C{{x}} :
. Since the exponential map gives an isomorphism of formal groups:
we will consider C{{x}} as the underlying ring of Γ − and exp( i>0 x i z i ) as the universal element of Γ − .
Observe that an element exp( i>0 a i z i ) ∈ Γ − (S) acts by multiplication on V S . In this way, we obtain an action µ : Γ − × Gr(V ) → Gr(V ) preserving the determinant bundle.
Fix a rational point U ∈ Gr(V ) and let µ U : Γ − → Gr(V ) be the morphism induced by the action. Recall that µ * U Det * is trivial and that the group structure of Γ − allows to construct a trivialisation of this line bundle as follows: let δ U be a non-zero element in the fibre of U, then σ 0 (g) = g · δ U defines a global section of µ * U Det * without zeroes. In particular, the sections of this bundle can be thought as functions on Γ − . 
Remark 1. Observe that the explicit expression for the "Abel morphism" of degree 1 is:
2.C. Baker-Akhiezer Function. From now on, we identify z and
The adjoint Baker-Akhiezer function of a rational point U ∈ Gr(V ) is:
where U ⊥ is the point of Gr(V ) defined by the subspace:
(where Res z ω denotes the residue at z = 0; that is, the coefficient of
It is a well known result that for every rational point U ∈ Gr(V ) the following equation holds identically:
Finally, recall the formula 4.11 of [MP] : there exists polynomials p i (x) such that for every rational point U ∈ Gr n (V ) the BA function of U can be written as:
where {f
From the proof of this result it can be assumed, without loss of generality, that p 1 is constant and
2.D. Second order BA functions. Similarly to the case of second order theta functions and motivated by the Theorem of the square for abelian varieties, let us introduce the following: Definition 2.5. Let U ∈ Gr(V ) be a rational point and let ψ U (x, z) be its BA function. Define the second order BA function by:
2.E. Equations for subalgebras in Gr(V ). After this set-up on infinite Grassmannians has been introduced, we are able to characterise the points of Gr(V ) that are subalgebras of C((z)). Although a relative version can be performed (see [MP] ), we prefer to deal only with C-valued points for the sake of clarity. The formula 2.4 is the key point for proving the following: 
Proof. Having in mind the Corollary 6.8 of [MP] , it suffices to prove that the second equation is equivalent to:
Since the first equation implies that 1 ∈ U, it follows from formula 2.4 that ψ U (0, z) = z 1−n . The equivalence is now clear, and the claim is proved.
3. Pseudo-differential Operators 3.A. Preliminaries. This section summarises from [DJKM] some basic facts on the pseudo-differential-operator formalism, particularly those aspects regarding the KP hierarchy or algebraic curves.
For a C-algebra A and a C-derivation ∂ : A → A, one considers the A-module of pseudo-differential operators:
The following generalisation of the Leibnitz rule:
endows P with a C-algebra structure. Moreover, P contains a distinguished C-algebra; namely, the algebra D of differential operators (those elements i≤n a i ∂ i such that a i = 0 for all i ≤ 0). A pseudo-differential operator i≤n a i ∂ i is called of order n iff a n = 0. The subspace of the operators of order less or equal than n ∈ Z will be denoted by P(n). Since P = D ⊕ P(−1), every operator P decomposes as a sum P + + P − . Finally, define the adjoint of P = i≤n a i ∂ i to be
• the Leibnitz rule induces a composition law in the affine subspace 1 + P(−1) ⊂ P, • 1 + P(−1) acts transitively on ∂ + P(−1) by conjugation. Consider a pseudo-differential operator L ∈ ∂ + P(0), and a differential operator B n = ∂ n + n−1 i=0 b ni (x)∂ i ∈ D for each n ≥ 1. Let us consider the system of linear equations for a oscillating function w(x, k):
Then, the KP hierarchy is the system of non-linear equations on the coefficients of L and B n given by the compatibility condition of the system previous. It is well known that, after some standard procedures, it can be assumed that L ∈ ∂ + P(−1) and that B n = (L n ) + . Now, the compatibility condition of 3.1 is:
Summing up, the KP hierarchy is the set of deformation equations for L ∈ ∂ + P(−1) given by the equations of Lax type 3.2.
Note that the KP hierarchy implies that the following system for P ∈ 1 + P(−1):
is compatible and has a solution P (x, ∂) = 1 + i≥1 w i (x)∂ −i . Then, a solution for 3.1 is given by:
This function, which is unique up to multiplication by a function on k, will be called wave function for the KP hierarchy.
The adjoint oscillating (wave) function is defined by: In order to prove this Theorem, we need the following:
Conversely, if a pair of oscillating functions
) be two pseudo-differential operators. It holds that:
−1 δ(t) being the Heaviside function (t, t ′ are unknowns).
Proof.
[of the Theorem] The previous Lemma and the very definition of adjoint wave function imply that the Bilinear Identity holds when x j = x ′ j for j ≥ 2 and that:
Now, if w satisfies 3.1, the expression ∂ i 1 1 . . . ∂ in n w(x, k) can be written in terms of ∂ i 1 w(x, k). It follows that:
which is equivalent to the Bilinear Identity. Conversely, for w(x, k) and w ′ (x ′ , k) satisfying the Bilinear Identity, define pseudo-differential operators P, Q by w(x, k) = P (x, ∂)e ξ(x,k) and w * (x, k) = Q(x, ∂)e −ξ(x,k) . Then, the Bilinear Identity and the Lemma imply that (P Q * ) − = 0; that is, P Q * = 1 or, equivalently, w ′ is the adjoint function of w.
Set L = P ∂P −1 and B n = (L n ) + . From the Bilinear Identity, it follows that:
Note that: x,k) and that (∂ n P +(L n ) − P ) is of negative order. The Lemma now implies that ∂ n P + (L n ) − P = 0; or, what amounts to the same, w(x, k) is a wave function for the KP hierarchy.
3.D. τ -Function. Given a oscillating function w(x, k) = w(x, k)e ξ(x,k) , one consider the closed 1-form:
Then, the τ -function is defined (up to a constant multiple) by:
In our framework, the geometric relevance of the τ -function follows from the expressions of w(x, k) and w * (x, k) in terms of τ :
Finally, recall that the KP hierarchy (or, equivalently, the Bilinear Identity) might be translated into a system of differential equations on the τ -function in terms of Hirota operators.
Krichever Theory
4.
A. Krichever Correspondence. The link between § 2 and § 3 is mainly based on Krichever's works [Kr] (see also [Kr2] ), where affine rings of algebraic curves are used to classify certain commutative rings of differential operators.
Define the rank of a commutative subring of the ring of differential operators C[[x 1 ]][∂] to be the gcd of the orders of its elements; or, equivalently, the dimension of the space of common eigenfunctions.
It is worth recalling the main result of Krichever: 
An important ingredient for proving these results is the following lemma that, on the other hand, allows us to introduce the so called Akhiezer function:
of an irreducible curve of genus g, a point, and a non-special effective divisor
, which is called Akhiezer function, such that:
and its divisor of poles is D;
• in a formal neighbourhood of p ∞ can be represented in the form:
where k −1 is a formal parameter at p ∞ , and R and S are polynomials.
4.B.
Compatibility of approaches. Let M denote the set of 5-tuples (C, p, α, F, α F ) where C is a complete irreducible algebraic curve of arithmetic genus g, p is a smooth point, α is a C-algebra isomor-
(that is, z is a formal parameter at p), F is a torsion free rank 1 bundle of degree g, and α F is an isomorphism of modules
Then, there is a commutative diagramm:
• R is the injection induced by the Krichever correspondence (see subsection 4.A), and the image consists of those subrings of rank 1; • K is the so-called Krichever map, which assigns to (C, p, α, F, α F ) the image of H 0 (C − p, F ) in C((z)) via α and α F (see [M, SW] ).
Further, it induces a bijection between the subset {(C, p, α, O C , id)} and the points of Gr(V ) which are subalgebras ( [MP] ); • for a rational point U ∈ Gr(V ) with Baker-Akhiezer function ψ U ,
The image consists of those L satisfying the KP hierarchy. Moreover, the wave function of L coincides with z n−1 ψ U (up to an invertible function in k −1 ).
Let {a 1 , a 2 , . . . } be a point. Then, the series exp( i a i z i ) acts on M (multiplying the isomorphism α F ) and on Gr(V ) (induced by the homothety in V ). On the other hand, the operator exp( i a i ∂ −i ) acts by conjugation on ∂ + P(0) and on the set of commutative subrings of
. The important issue is that the morphisms in the diagramm above are equivariant with respect to these actions (see [Sh] ). Considering these actions, the resulting relationship between algebraic data and commutative subrings is precisely the claim of Mumford (Theorem 4.2). This procedure consists essentially of working with the quotient set of Gr(V ) by the action of C [[z]] * by homotheties (see [M, SW] • w is of the form
• the following functional equation holds:
Define the second order oscillating function associated with a oscillating function w(x, k) by:
It is worth pointing out that w and w 2 determine uniquely each other since w(x, k) = w 2 (
By writing w(x, k) in the form w(x, k) = P (x, k)e ξ(x,k) , one obtains the following expression for the second order oscillating function:
Define the pseudo-differential operator P 2 associated with w 2 by: x,k) and observe that from the expressions of w(0, k) and P (x, ∂) it follows that:
where p i (x, x ′ ) ∈ A. Then, we arrive in a natural way to the following:
and B 2,n be (L 2 ) n + . The KP hierarchy of second order is the compatibility condition of the system of linear equations:
where w(x, x ′ , k) is a second order oscillating function. A solution of this system (unique up to multiplication by a function on k) will be called wave function for the KP hierarchy of second order. Now, the compatibility condition is the following equations of Lax type:
Theorem 5.5. Let w 2 (x, x ′ , k) be a second order oscillating function satisfying the equations 5.4 above. Then the following equation holds:
Conversely, let w(x, x ′ , k) and w ′ (x ′′ , x ′′′ , k) be second order oscillating functions satisfying:
Then, w(x, x ′ , k) is a wave function for the KP hierarchy of second order and w ′ (x, x ′ , k) is its adjoint.
, k). It follows that:
By letting x ′′ = x ′′′ in the equation 5.6, it is clear that the BA functions of U satisfy the equations 2.7, and that U is therefore a subalgebra of V . Bearing in mind the fact that for a subalgebra U of V there is a unique (up to isomorphisms) triple (C, p, α) associated with it (via the Krichever map), one concludes.
The converse is straightforward. Remark 3. Recalling the standard computations that express BA functions in terms of theta functions of Jacobians (see, for instance, [Kr, Sh] ), one can translate the Bilinear identity 5.6 into identities for theta functions of Jacobians (see also [DJKM, F] ).
Remark 4. The correspondence of the later corollary might be used to compute "hidden symmetries" (in words of [DJKM] ) of a solution; that is, to compute infinitesimal transformations of solutions. A first step towards this direction is to consider the action of the automorphism group of C[[z]] on Gr(V ) since it induces an action on the moduli space of triples (C, p, α) (see [MP2] ).
