ABSTRACT There is an emerging need for high-rate underwater acoustic (UW-A) communication platforms to enable a new generation of underwater monitoring applications including video streaming. At the same time, modern UW-A communication architectures need to be flexible to adapt and optimize their communication parameters in real time based on the environmental conditions. Existing UW-A modems are limited in terms of achievable data rates and ability to adapt the protocol stack in real time. To overcome this limitation, we present the design, implementation, and experimental evaluation of a new high-rate software-defined acoustic modem (SDAM) with real-time adaptation capabilities for UW-A communications. We introduce new physical-layer adaptation mechanisms that enable either joint adaptation of communication parameters such as modulation constellation and channel coding rate or seamless switching between different communication technologies such as orthogonal-frequency-division-multiplexing and direct-sequence-spreadspectrum. The performance of the proposed SDAM has been evaluated in both indoor (water tank) and outdoor (lake) environments. We demonstrated that the SDAM achieves 104 kbit/s with bit-error-rate (BER) of 2 × 10 −5 , 208 kbit/s with BER of 10 −3 , and 260 kbit/s with BER of 10 −2 in real time over a 200 m horizontal link at a very-shallow lake environment.
I. INTRODUCTION
Underwater acoustic (UW-A) wireless communications and networking is today a key technology in many military, commercial, and scientific applications, including tactical surveillance, offshore exploration, monitoring of subsea machinery (e.g., oil-rigs, pipelines), disaster prevention, climate change prediction, pollution control and tracking, and study of marine life [2] . While UW-A networks are receiving increasing attention, application requirements and needs are at the same time becoming increasingly demanding. Applications such as deep-water oil-rig supervisory monitoring already require real-time streaming capability of non-static images between wireless underwater nodes (e.g., Unmanned Underwater Vehicles (UUV), divers).
To address this need, underwater links are required to support sufficiently high data rates, compatible with the streaming rates of the transmitted video sequence. Unfortunately, the temporal and spatial variations of the UW-A channel due to high path loss, time-varying multipath propagation, high and variable propagation delay, and Doppler spread [2] , limit the available bandwidth and consequently the achievable data rates. Thus, UW-A communication systems need to be flexible and capable of adapting their communication parameters in real time based on the environmental conditions to guarantee connectivity and maximum performance at all times.
Yet, most commercially available acoustic modems rely on fixed hardware designs and proprietary protocol solutions and achieve data rates lower than 35 kbit/s [3] - [6] . Recently, a commercially available modem has been advertised to support transmission rates of 62.5 kbit/s over a 300 m underwater link [7] , which may adequately satisfy the demands of specific applications. However, the above data rates may not be sufficient to support real-time video streaming and, at the same time, the non-flexible nature of the modem design [7] does not allow system adaptation in real time based on spaceand time-varying channel and interference conditions. Consequently, there is a clear need for new UW-A communication platforms that can (i) support data rates to stream video and (ii) intelligently decide and adapt their communication parameters based on the environmental conditions in real time.
In the radio-frequency (RF) wireless domain, softwaredefined radios (SDRs) have, in recent years, taken a key role in enabling intelligently adaptive and reconfigurable systems that are able to accommodate and rapidly test novel communication protocols [8] - [13] . The unique features and capabilities of SDR may play a pivotal role in the effectiveness of UW-A communications and make SDR-based devices a particularly promising solution for UW-A communications. Previous work [14] - [17] has predicted the potential benefits of a possible paradigm shift of the design of UW-A communication devices from hardware-based to SDR-based.
In this article, we introduce a custom, high-rate, highly reconfigurable software-defined acoustic modem (SDAM) for UW-A communications. The architecture of the SDAM is built around a commercial SDR interfaced with a wide-band acoustic hydrophone through custom amplifying circuitry. The proposed SDAM offers (i) higher data rates compared to existing commercial and experimental acoustic modems and (ii) capability of reconfiguring its physical layer in real time under rapidly varying environmental conditions. The prototype SDAM is based on a Universal Software Radio Peripheral (USRP N210) interfaced with a Teledyne RESON TC4013 miniature wideband hydrophone that is used both for projecting and receiving sound in a time division fashion. The software-defined functionalities at the physical and link layers of the SDAM are implemented mainly in GNU Radio and are executed on a host-PC. At the physical layer, the proposed SDAM considers a high-rate zero-padded orthogonalfrequency-division-multiplexing (ZP-OFDM) scheme for the forward link and a robust, low rate binary chirp spreadspectrum modulation (B-CSS) scheme for the feedback (receiver to sender) link. Additionally, the proposed SDAM implements at the physical-layer, novel, real-time reconfiguration mechanisms that enable either joint adaptation of several communication parameters of a pre-selected communication technology such as modulation constellation and channel coding rate or seamless switching between different communication technologies such as ZP-OFDM and directsequence spread spectrum (DS-SS) to effectively adapt to channel conditions and application requirements.
We deployed and tested custom-built SDAMs in both indoor (water tank) and outdoor (lake) environments. First, we evaluated the proposed system setup in terms of bit-errorrate (BER) as a function of signal-to-interference-plus-noiseratio (SINR) at the receiver, for various modulation schemes and error-correction coding rates. Second, we demonstrated real-time adaptation of the modulation and error-correction coding rate in the ZP-OFDM forward link to solve a rate maximization problem under pre-defined BER reliability constraints. Third, we demonstrated for the first time seamless runtime handoff on an operational acoustic link between ZP-OFDM and DS-SS communication technologies. Finally, we demonstrated, for the first time to the best of our knowledge, that the proposed SDAM can achieve real-time data rates up to 260 kbit/s over a 200 m horizontal link in shallow water.
To summarize, the major contributions of this paper are:
• Design and deployment of a high-rate, highly reconfigurable software-defined acoustic modem
• Design and implementation of a new robust chirp-based feedback channel
• Design and implementation of adaptation mechanisms that enable real-time adaptation of PHY layer communication parameters (e.g., modulation, error-correction coding rate) and seamless switching between different communication technologies
• Design, implementation, and real-time demonstration of an OFDM scheme that achieves data rates up to 260 kbit/s over a 200 m horizontal link in shallow water
The rest of the paper is organized as follows. In Section II, we review related work and present the current state of the art. In Section III, we describe the proposed modem architecture and discuss the design and synthesis of a softwaredefined underwater acoustic modem from first principles. In Section IV, we discuss the physical layer schemes for the forward and feedback communication links. In Section V, we present performance evaluation results from experiments/deployments conducted in both indoor (water test tank) and outdoor (lake) underwater environments. Finally, a few concluding remarks are provided in Section VI.
II. RELATED WORK
In this section, we review the current state of the art in commercial underwater acoustic modems and related experimental work, particularly in terms of achievable data rates and adaptation capabilities in an effort to establish benchmarks for the proposed SDAM.
A. COMMERCIAL ACOUSTIC MODEMS 1) ACHIEVABLE DATA RATES
There are a handful of companies that offer commercial underwater acoustic modems that support different data rates for different ranges. DSPComm offers an underwater wireless modem called AquaComm [3] . AquaComm is able to achieve a data rate of 480 bit/s over a 3 km underwater link. AquaSent AM-OFDM-13A [4] is an underwater acoustic modem that has a communication range of 5 km and a maximum data rate of 9 kbit/s. Teledyne Benthos [5] , a leading manufacturer of underwater acoustic equipment in the United States, offers a wide range of acoustic modems that incorporate proprietary phase shift keying (PSK) and M-ary frequency shift keying (MFSK) transmission schemes supporting data rates up to 15 kbit/s over 2-6km underwater links. LinkQuest UWM2200 [6] is another wireless underwater modem that can support a maximum data rate of 38 kbit/s up to a range of 1 km. Because of the physical characteristics of the underwater acoustic channel [2] , only acoustic/ultrasonic waves at low frequencies (e.g., less than 50 kHz) can propagate over km-range distances. Therefore, commercial modems generate acoustic waves through low-frequency piezoelectric resonators, which inevitably have limited bandwidth (i.e., in the order of a few kHz). However, when transmitting over shorter distances, as in many sensing and control applications of interest, for example, to oil and gas and fishing industries, among others, it would be desirable to use wider bandwidths in the ultrasonic regime (> 50 kHz) and generate wideband multicarrier waveforms to communicate at higher data rates. As of today, EvoLogics S2CM-HS [7] is the only commercial modem, to the best of our knowledge, that is reported to use a frequency band of 120 − 180 kHz to support a maximum data rate of 62.5 kbit/s over a range of 300 m.
2) ADAPTATION CAPABILITY
Commercially available underwater acoustic modems are typically based on fixed hardware solutions that incorporate proprietary protocols. As a consequence, they support either no or very limited adaptation capabilities. In fact, most prior work [18] - [20] that focuses on adaptive physical layer schemes considers UW-A modems that offer a limited number of operating modes and data recording capabilities. Adaptation to environmental variations is driven by/decided upon extensive offline simulations and it is merely a switch among a small, fixed number of operational modes. The work in [21] discusses design considerations and presents experimental results of an adaptive OFDM scheme. The designed scheme was implemented using off-the-shelf acoustic modems that can perform adaptation by switching between a set of predefined operational modes (pre-fixed set of communication parameter values). In summary, while existing solutions may satisfy the requirements of specific application scenarios, they lack (i) the capability of switching between the operational modes in real time, (ii) algorithmic and architectural support for decision making, and (iii) the ability to intelligently adapt to all possible environmental conditions due to the finite number of operational modes. [23] report a data rate of 48 kbit/s at a 2 km range, when four (4) transmitters incorporate spacetime coding techniques. The work in [24] describes an experimental software-defined acoustic modem that performs data transmission at a rate of 80 kbit/s over a 15 m very-short range underwater link. The work in [25] reports data rates as high as 150 kbit/s, but only on very short (15 m) vertical links, which are not affected by multipath. Finally, the work in [26] presents data rates of 522 kbit/s obtained over short horizontal links (e.g., 10 m).
Several recent papers have focused on the development of new experimental modems which can support adaptation through partially or fully software-defined protocol implementations. For example, [27] presented an underwater acoustic networking platform based on the USRP platform that exploits open-source software tools (GNU Radio, TinyOS, and TOSSIM) to implement physical and data-link layer functionalities with parameter adaptation capability. Similarly [14] , [24] , and [28] proposed modem designs that are based on FPGA/DSP or FPGA-only cores. These architectures provide support for software-defined physical and data-link layers that offer real-time parameter adaptation. The work in [29] presents a reprogrammable modem design that is built on a general-purpose computing architecture with opensource operating systems and tools. In [30] , adaptation at multiple layers is discussed for a new low-power and lowcost platform based on a general-purpose processor which supports software-defined functionalities that span physical, data-link, network, and application layer.
III. SDAM ARCHITECTURE
The custom SDR-based acoustic modem proposed in this paper consists of (i) a USRP N210, (ii) a host-PC, (iii) a power amplifier and a voltage preamplifier, (iv) an electronic switch, and (v) a wideband acoustic (ultrasonic) hydrophone. The hardware architecture of the proposed modem is illustrated in Fig. 1 , while the SDAM prototype is depicted in Fig. 2 .
A. USRP N210
The proposed architecture is based on USRP N210, a commercially available, FPGA-based, SDR platform that offers a wide range of radio front-ends through interchangeable daughterboards that cover the frequency spectrum from DC to 5 GHz. We selected LFTX and LFRX daughterboards (DC − 30 MHz), which enable the development of a half-duplex transceiver operating in the frequency range of the selected acoustic transducer (1 Hz -170 kHz). The USRP motherboard is equipped with a (dual 100 MSample/s, 14-bit) analog-to-digital converter (ADC) and a (dual 400 MSample/s, 16-bit) digital-to-analogconverter (DAC) that are both controlled by a 100 MHz master clock. The sampling rate of the incoming digital samples (from the ADC) and outgoing samples (to the DAC) is fixed at 100 MSample/s. The FPGA digitally interpolates/decimates the stream to match the hardware sampling rate to the rate requested by the user. High rate baseband signal processing can be conducted either directly in the FPGA (Xilinx Spartan 3A-DSP3400) or in the host-PC, which is connected to the SDR through Gigabit Ethernet (GigE).
Transmitter/receiver algorithms and data-link control protocols are implemented in the open-source software framework called GNU Radio, which is commonly used to drive the USRP from a host-PC, as well as to implement signal processing operations (possibly in combination with the MATLAB scripting language). GNU Radio offers a broad set of signal processing blocks implemented in C++ that can be used to develop a large variety of wireless communications applications. These C++ blocks are usually wrapped into Python classes and are either instantiated from Python scripts, or used as building blocks of a communication flowgraph from a graphical user interface. We selected GNU Radio not only because of its library available communication building blocks that allow rapid prototyping of PHY layer schemes, but also because of its capability to easily create new custom signal processing blocks and thus create customized transceiver designs. Both forward and feedback links discussed in this paper are implemented using GNU Radio blocks. Some of the receiver functionalities combine both GNU Radio blocks and MATLAB scripting language.
The sample rate and, accordingly, the bandwidth of our implementation is bounded primarily by two factors [9] . First, the GigE connection between the host-PC and the USRP can support sample rates up to 25 MSample/s. If the host sample rate is exceeded, then the GigE connection experiences network packet drops that causes loss of digital samples. Second, the software implementation of certain digital signal processing blocks (in GNU Radio) as well as the inter-process communication between PHY layer blocks and data-link control protocols introduce processing latency [8] , [12] , [31] , which limits the host sample rate. Thus, if the host-PC is not capable of processing the incoming/outgoing data samples as fast as the user-requested sample rate, the GNU Radio buffers overflow/underflow and thus digital samples are lost. The sample rate requirements of our implementation are satisfied by a fully software implementation in GNU Radio and MATLAB.
B. POWER AMPLIFIER, VOLTAGE PREAMPLIFIER, AND SWITCH
To enhance the communication range of our system, we selected a commercial off-the-shelf linear wideband power amplifier (PA), Benthowave BII − 5002. The PA has maximum output power of 192 dB, and can support up to 300kHz bandwidth. It is used for amplifying the output power of the LFTX daughterboard (i.e., 2 mW) and accordingly provides a maximum transmission power of 1W. Half-duplex operation between TX / RX with a single acoustic transducer is achieved through a commercial electronic switch, MiniCircuits ZX80 − DR230+. The latter guarantees low insertion loss and very high isolation over the frequency range of 0 − 3 GHz. The switch is controlled through the General Purpose Input/Output (GPIO) digital pins available on the LFTX and LFRX daughterboards. At the receiver side of the switch, we connect a voltage preamplifier (PreA), Teledyne RESON VP2000, which provides low-noise performance in the desired frequency range with a range of bandpass filters, and adjustable gain selection.
C. ACOUSTIC TRANSDUCERS
We used TC4013 acoustic transducers (receiver hydrophones) manufactured by Teledyne RESON, which offer an operational frequency range from 1 Hz to 170 kHz. These transducers were selected mainly because of the relatively wide frequency bands that they can support, which allow high data rate communications and enable the implementation of a variety of physical layer schemes. TC4013s provide receiving sensitivity of −211 [dB re 1V /µPa at 1 m] that is relatively VOLUME 6, 2018 flat over the operational frequency range and transmitting sensitivity of 130 [dB re 1µPa/V at 1 m] at 100 kHz. The acoustic transducers used in the proposed SDAM prototype have omnidirectional horizontal and 270 • vertical directivity patterns.
IV. PHYSICAL LAYER ADAPTATION
In this section, we describe the developed mechanisms for real-time adaptation of the PHY layer parameters and for switching in real time between alternative signaling schemes supported by the proposed modem. A chirp-based feedback link is also defined to provide a reliable, low data rate method for updating the transmitter parameters and switching seamlessly between different communication technologies upon a decision taken at the receiver.
OFDM PHY. Phase-coherent OFDM schemes have been used extensively in UW-A communications because of their robustness against frequency selective channels with long delay spreads [20] , [30] , [32] . In this paper, we designed a custom zero-padded (ZP) OFDM scheme, where each OFDM symbol is followed by padded zeros as illustrated in Fig. 3 . We chose a zero-padding scheme over other alternatives such as cyclic prefixing (CP), primarily because of its energy efficiency. More specifically, each transmission packet is designed to have N ZP-OFDM symbols over K subcarriers. Each subcarrier is designated either as data, pilot, or null subcarrier. Data subcarriers are used to allocate data symbols. Data symbols are modulated versions of information bits, and are coded with a convolutional error-correction coding scheme, and different gray-coded modulation schemes (e.g., binary-phase-shiftkeying (BPSK), quadrature-phase-shift-keying (QPSK), 4 quadrature-amplitude-modulation (4-QAM), 8-PSK, 8-QAM, 16-QAM, 32-QAM). Pilot subcarriers are allocated to pilot symbols (symbols known to both the transmitter and the receiver) and are used for channel estimation and symbollevel (fine) synchronization. Pilot and null subcarriers are used for Doppler scale estimation. The signaling scheme introduces a guard interval between each OFDM symbol to avoid inter-symbol-interference (ISI). The proposed system uses a preamble based on a pseudorandom noise (PN) sequence that precedes each packet and is used for packet detection and coarse synchronization. Figure 4 depicts a block-level representation of the GNU Radio flowgraph that implements the proposed ZP-OFDM transmitter. First, information bits are relayed from the datalink layer to the flowgraph through a data FIFO, which is controlled by a Python thread. The input information bits are encoded through a forward-error-correction (FEC) encoder (i.e., convolutional encoder) and later mapped into symbols according to the selected modulation scheme. The symbols generated are then allocated to different data subcarriers alongside with pilot and null subcarriers based on a predefined scheme to form the OFDM symbols. We denote as K P = K /4, K D , and K N the number of pilot, data and null subcarriers, where K represents the total number of subcarriers. The ZP-OFDM symbols are obtained through an IFFT operation on each OFDM symbol and appropriate zero padding. The generated ZP-OFDM symbols are then converted into a packet, where a preamble and guard intervals are inserted to form the packet structure depicted in Fig. 3 . All transmitter functionalities are implemented in GNU Radio either by defining new or by customizing already available communication building blocks.
On the receiver side ( Fig. 5 ) a low-pass filter (LPF) is first used to eliminate out-of-band noise and interference. Incoming data are then pushed into a FIFO queue that is continuously polled by a MATLAB process thread. The correlation properties of the PN sequence in the transmitted packet are leveraged to detect the beginning of the ZP-OFDM packet and perform receiver synchronization. Each ZP-OFDM packet is then partitioned into individual OFDM symbols. On each OFDM symbol, we carry out pilot-tone based symbol synchronization [32] , Doppler scale estimation and compensation based on pilot and null subcarriers [32] , input SINR evaluation [21] , pilot-tone based channel estimation [33] , zero-forcing (ZF) channel equalization, and symbol detection. Finally, the received bits are acquired by decoding with the corresponding FEC decoder. The receiver architecture is based on a hybrid MATLAB/GNU Radio implementation.
A. OFDM PHY ADAPTATION
The decision/adaptation mechanism is driven by the receiver, which estimates the input SINR and selects the optimal transmission strategy to satisfy a pre-defined BER threshold (BER th ). Formally, the PHY decision algorithm solves the following maximization problem
where R denotes the data rate that is a function of the modulation order M and the error-correction coding rate C. BER is a function of M , C and the SINR estimated at the receiver. BER th denotes a pre-defined BER reliability threshold. The data rate R is defined as
where K D is the number of data subcarriers, T s is the OFDM symbol duration, and T g is the duration of the guard interval.
In Section V, we will discuss how the parameters M and C are selected for fixed K D , T s and T g to maximize the data rate under pre-defined BER reliability constraints. The rate maximization problem in (1) is solved in a decision algorithm block implemented and executed in MATLAB. The rate-maximizing values of M and C are then sent to the GNU Radio flowgraph that implements the feedback transmission link (Fig. 5) . The optimal strategy decided by the receiver is fed back to the transmitter node through a robust chirp-based underwater wireless feedback link. After successfully decoding the feedback message, the transmitter synchronizes with the decision taken at the receiver and adopts the optimal encoding strategy selected at the receiver for its next data packet transmission. Parameter adaptation at the transmitter side is performed via a Python thread that controls the convolutional encoder, the symbol mapping, and the subcarrier allocation blocks of the transmitter GNU Radio flowgraph.
In the rare case of a lost feedback frame, the transmitter and the receiver become unsynchronized in terms of their encoding strategy. As a result, received frames with errors are discarded. Both transmitter and receiver will be synchronized to a new encoding strategy upon successful delivery of a new feedback frame. The design of throughput efficient forward/feedback-link strategies that minimize the number of dropped packets in both forward and feedback links is out of the scope of this paper.
B. SWITCHING BETWEEN DIFFERENT SIGNALING SCHEMES
To demonstrate switching between different communication technologies, we have also implemented DS-SS transmitter/ receiver flowgraphs by developing custom communication blocks in GNU Radio. Each transmission frame consists of P unmodulated pilot symbols in {1} and N data bits that are mapped to {±1} BPSK modulated symbols. Each symbol is then spread in L chips through a custom built block that outputs (N + P)L chips in {±1}. A RAKE receiver is implemented in GNU Radio and pilot symbols are used for frame detection, channel estimation, and symbol synchronization [34] . The decision mechanism adopted for this scenario is based on successful decoding of an incoming packet. More specifically, both OFDM and DS-SS flowgraph instances are defined in the SDAMs and their operation is controlled by a multiplexer block implemented in GNU Radio. The enabling signal for this multiplexer is controlled by a boolean variable that enables DS-SS transmission/reception upon successful reception of an OFDM packet and vice versa. The feedback link in this case is used as the carrier of the multiplexer-control signal that enables the seamless switch between the two communication technologies at the transmitter. The ability of the proposed modems to support hybrid communication technologies is of significant importance and will play a key role in future deployments of ''cognitive'' underwater acoustic networks.
C. CHIRP-BASED FEEDBACK LINK
A reliable feedback link is crucial to support real-time adaptation. Potential failures in the feedback link lead to failures in the forward link as well. In fact, if an acknowledged packet containing feedback information is lost, the subsequent transmission on the forward link is also likely to fail because of inconsistency between the physical layer configuration of the transmitter and the receiver. To deal with this problem, we propose and implement a robust wireless feedback link based on a B-CSS modulation scheme, which is known to be resilient against the severe multipath and Doppler effects that characterize the UW-A channel. Chirp signals have been presented in VOLUME 6, 2018 the UW-A communications literature as highly reliable but low data rate alternatives [35] ; they match well the requirements of feedback links, which need to be reliable but do not usually require high data rates. In addition, the B-CSS signaling scheme offers a low complexity correlation-based receiver architecture with a simple detection scheme. To the best of our knowledge, this paper is the first to propose and test the use of chirp signals for feedback links in UW-A communications.
A chirp signal is characterized by a time-varying instantaneous frequency, which changes in time from an initial value f 0 to a final value f 1 . In the time domain, the signal can be expressed as
where A is the amplitude of the chirp, f 0 is the initial chirp frequency, µ =
is the chirp frequency-variation rate, and T c represents the chirp period. We refer to a chirp with parameter µ > 0 as an up-chirp; otherwise, we call it a downchirp. Up and down chirp signals are almost orthogonal to each other. The total bandwidth of the chirp signal can be obtained as B = f 1 − f 0 .
In the feedback link, we leverage the quasi-orthogonality of up and down-chirps by encoding a '1' bit with an up-chirp and a '0' bit with a down-chirp. At the receiver, two parallel correlation filters with an up and down-chirp, respectively, are used for decoding the incoming feedback packets. For each feedback bit period, one of the two correlation filters outputs a higher correlation peak, revealing the bit that was transmitted ('1' or '0'). Both transmitter and receiver functionalities of the feedback link are implemented in GNU Radio with custom C++ communication building blocks. Block diagrams of the feedback receiver and transmitter are illustrated in Fig. 4 and Fig. 5 , respectively.
V. PERFORMANCE EVALUATION
In this section, we present four different sets of experiments to showcase the capabilities of our SDAM prototype. In the first two sets of experiments that are conducted in a water tank and a lake environment, we focus on demonstrating real-time implementation of OFDM physical layer parameter adaptation and switching between different communication technologies. In the third set of experiments that is conducted in a water tank, we evaluate the performance of the chirpbased feedback link. The final set of experiments, conducted in the lake, demonstrates the high-rate capabilities of the proposed SDAM.
A. TANK TESTS: PART I
We conducted experiments in a water test tank of dimensions 8 ft × 2.5 ft × 2 ft. First, we evaluated the BER performance of the implemented ZP-OFDM scheme with respect to the input SINR by varying (i) the number of subcarriers, (ii) the modulation scheme, and (iii) the error-correction coding rate. We generated OFDM signals that occupy a bandwidth of B = 24 kHz around a carrier frequency f c = 100 kHz. We selected the operating frequency band that results in the highest transmit/receive gain for our modem by considering the combined frequency response of the transducer and the amplifiers. We defined a guard time T g = 15ms for each OFDM symbol and used K = 128, 256, 512, and 1024 subcarriers with either BPSK or QPSK modulation and rate 1/2 convolutional error-correction codes. Figure 6(a)-(b) show the BER performance versus SINR for different number of subcarriers and different modulation schemes such as BPSK and QPSK. We observe that setups with higher number of subcarriers have better BER performance. The underwater tank channel has an excessive number of channel taps (in the order of 300) with a long multipath spread and only few time variations (slow fading). In Fig. 7 , we observe that for fixed total bandwidth and fixed percentage of subcarriers allocated for piloting purposes, the more the number of subcarriers the higher the number of pilot subcarriers and the better the channel estimation/resolution. Additionally, for fixed total bandwidth, the larger the number of subcarriers, the smaller the bandwidth allocated per subcarrier. As a result, the bandwidth allocated per subcarrier is considered to be within the channel coherence bandwidth and thus channel fading per subcarrier can be assumed flat.
1) ADAPTIVE CODING AND MODULATION
We fixed the number of subcarriers to K = 1024 and implemented an adaptive coding and modulation scheme to showcase the real-time PHY adaptation capabilities of the proposed system. We first conducted a series of experiments with different modulation schemes (i.e., M = 2 for BPSK and M = 4 for QPSK) and error-correction coding rates (i.e., no coding, C = 1/2). Figure 6 (c) illustrates the BER performance versus SINR for different combinations of modulations and coding schemes. As expected, at low SINR, lower-data rate modulation schemes, e.g., BPSK, have better BER performance as compared to higher data rate modulation schemes, e.g., QPSK. The dashed line in Fig. 6(c) indicates a BER threshold at 5 × 10 −2 , which was selected as the minimum BER requirement for this set of experiments. Thus, according to the SINR estimated at the receiver, the decision algorithm adaptively selected M and C to maximize the data rate while satisfying the BER threshold requirement.
We verified the effectiveness of real-time adaptation by comparing data rate and BER results of an adaptive scheme with a fixed/non-adaptive scheme as a function of the estimated SINR. We consider ZP-OFDM packet transmissions with N = 16 OFDM symbols per packet. Figure 8 shows a snapshot of experimental data recordings, where ZP-OFDM packets from index 1 to 8 demonstrate relatively lower receive SINR, compared to the packets from index 9 to 16. Figure 8 compares the performance of both fixed/non-adaptive and adaptive modulation and coding schemes in terms of data rate and BER. Particularly, in both experiments, software-defined underwater acoustic modems started their transmissions with the highest possible data rate (i.e., uncoded QPSK modulation). In the second packet transmission, the adaptation mechanism updated the modulation type and error-correction code and chose a lower data rate to satisfy the BER threshold requirements of 5×10 −2 . These choices were maintained for as long as the packet SINR profile remained constant (e.g., between 2nd and 8th packet). The adaptation decision was taken at the receiver node and communicated back to the transmitter through the chirp-based wireless feedback link. However, the fixed/non-adaptive scheme kept transmitting at the same high data rate which resulted in higher BER than the predefined BER threshold. At the transmission of the 9th packet the power increased (as seen also in the SINR estimation subplot of Fig. 8 ). Since the SINR estimates were now higher for the 9th packet transmission, the adaptive scheme chose a higher data rate for the next (i.e., 10th) packet transmission that still satisfied the BER threshold requirement. Similar adaptation would have taken place if the changes of the packet SINR profile were due to the presence of multiuser interference or heavy impulsive noise. The proposed SDAM would have adapted either its modulation scheme or its errorcorrection coding rate (or both) to satisfy the pre-defined BER performance requirements.
A series of experiments was conducted in Lake La Salle in Amherst, New York, which has an approximate depth of 2.33 m (7.64 ft). Two SDAM prototypes were deployed by exploiting RF cables of length 152 m (500 ft) that were connecting underwater acoustic transducers, deployed in the locations depicted in Fig. 9(b)-(c) . The rest of the SDAM prototype components such as power generators, power amplifiers, voltage preamplifiers, electronic switches, and USRP N210s (Fig. 9(a) ) were positioned in Baird Point (Fig. 9(c) ). The underwater transducers were deployed 98 m (322 ft) apart from each other, as shown in Fig. 9(b)-(c) , where they swang freely connected to their cable under the red buoys. The buoys were anchored to the bottom of the lake. In these outdoor experiments, the same parameter configuration as in the indoor test tank was used, i.e., OFDM signals of B = 24 kHz at carrier frequency f c = 100 kHz, K = 1024 subcarriers, BPSK or QPSK modulation, and rate 1/2 convolutional error-correction codes. 
B. LAKE TESTS: PART I
In Fig. 10 , we observe that BER performance is significantly improved (especially for high SINR) when compared to the system performance in the test tank (Fig. 6(c) ), mainly due to less severe multipath. Figure 11 illustrates 10 different realizations of channel estimates from independent experiments. Although we observe that only one distinct and strong path is present, there is yet a time-varying multipath effect that cannot be neglected because of the shallow depth of the lake.
1) ADAPTIVE CODING AND MODULATION
The real-time adaptation capabilities of the proposed modem were tested in the lake environment by comparing the data rate and BER performance of an adaptive modulation/coding scheme with a fixed/non-adaptive modulation/coding scheme as a function of the estimated SINR. For this set of experiments we set the BER threshold to 10 −3 (dashed line in Fig. 10) . Figure 12 depicts a snapshot of experimental recordings, which include 21 ZP-OFDM packets. We consider N = 16 OFDM symbols per packet, while receive SINR profiles vary between 10 and 20 dB for both fixed and adaptive schemes. Both types of experiments, fixed and adaptive, started with the combination of modulation and coding schemes that resulted in maximum data rate, i.e., QPSK uncoded. For the fixed/non-adaptive scheme, the data rate was maintained at its maximum value for all 21 packets. However, the BER requirement was violated from the 4th up to the 17th packet and the system performance became obsolete. More specifically, the BER requirement was violated when packets with SINR lower than 20 dB were received. Instead, in the adaptive modulation/coding mode, the data rate was adjusted following low SINR measurements at the receiver (i.e., <20 dB ) to satisfy the pre-defined BER threshold requirement. In particular, modulation was changed from QPSK to BPSK as soon as the BER increased to ∼ 2.10 −3 and 1/2 rate error-correction code was used up to the 11th packet transmission. SINR profile changed into higher values from packet 11 to 17. Therefore, the mode changed into BPSK with no error-correction coding to compensate for the data rate loss. After packet 17, SINR values returned to the initial level of 20 dB, and the QPSK uncoded modulation scheme was again selected. Figure 13 depicts one of the received feedback packets that consists of two down and one up chirps. A bank of up/down chirp correlation filters at the receiver (Fig. 4) and peak detectors were used for decoding the received feedback signals. The decision block in Fig. 4 outputs '0' if correlation with a down chirp results in a higher peak, otherwise it outputs '1'. The outputs of both correlation filters are depicted in Fig. 13 . We observe that the decoded feedback packet in Fig. 13 corresponds to transmitted bits '010'. The format of the feedback packet used in our experiments assigned the first bit to decide upon switching between the two available communication technologies (OFDM, DS-SS), while the other two bits were used to select between BPSK, QPSK and coded or uncoded modulation in OFDM transmissions.
2) CHIRP-BASED FEEDBACK

3) SWITCH BETWEEN OFDM AND DS-SS
Switching between DS-SS and OFDM technologies is illustrated in Fig. 14 . During this set of lake experiments, we were able to seamlessly switch between transmissions of OFDM packets (BPSK uncoded modulation, K = 1024 subcarriers) and spread-spectrum packets (BPSK uncoded modulation, chip length L = 31), both of bandwidth B = 24 kHz at carrier frequency f c = 100 kHz.
The proposed SDAM was customized to initially transmit OFDM packets. Upon successful reception of an OFDM/DS-SS packet, feedback for switching to DS-SS/OFDM packets was sent by the receiver. In Fig. 14 
C. TANK TESTS: PART II
We conducted a series of experiments with a setup similar to the tank experiments presented in Section V-A. We mainly aimed to showcase the performance of the chirp-based feedback channel and provide quantitative performance evaluation of its robustness. We used B-CSS signals with varying chirp signal durations over a bandwidth B = 97.6 kHz around carrier frequency f c = 125 kHz. Specifically, we used chirp signals with duration of T c = 2 ms, T c = 1 ms, T c = 0.5 ms, and T c = 0.25 ms, which provide data rates of 500 bit/s, 1 kbit/s, 2 kbit/s, and 4 kbit/s, respectively. Figure 15 shows BER versus SINR performance results for different chirp signal durations. We observe that chirp signals with longer duration offer better BER performance at the expense of lower data rates. Therefore, we trade-off between robustness and data rate based on how fast or reliable we want to perform reconfiguration.
D. LAKE TESTS: PART II
A series of experiments with a setup similar to the lake experiments presented in Section V-B took place in Lake La Salle in Amherst, New York. However, in this second series of lake experiments, we demonstrated the high data rate transmission capabilities of the SDAM prototype. To that end, we used OFDM signals with B = 97.6 kHz around carrier frequency f c = 125kHz, and K = 8192 subcarriers. For every data subcarrier, we tested the following modulation schemes: (i) BPSK, (ii) QAM, (iii) 8-QAM, (iv) 16-QAM, and (iv) 32-QAM with different convolutional error-correction coding rates (i.e., 1/2, 3/4, 7/8).
In this set of lake experiments, to satisfy the data rate requirements of video streaming applications, we consider the overhead of preamble and pause interval durations by defining data rate as follows
where N is the number of OFDM symbols per packet, T pre is the preamble duration, and T pau is the pause interval duration. This is important, as all the reported data rates are obtained by real-time processing at the proposed SDAM, thus satisfying the timing deadlines required by video streaming applications. Figure 16 (a) illustrates BER versus SINR performance results for different uncoded modulation schemes, with varying data rates from 52 kbit/s to 260 kbit/s. We observe that the proposed SDAM prototype can support data rates up to 208 kbit/s at BER close to 10 −3 and data rates up to 260 kbit/s at BER close to 10 −2 with no FEC. In Fig. 16(b) , we repeat the same experiments by superimposing channel error-correction codes with varying rates for selected modulation schemes. We observe that for low SINR values, FEC does not improve the BER performance. However, for relatively high SINR values (e.g., 25 dB), FEC enhances the BER performance at the expense of lower data rates. As a result, by using rate-efficient convolutional codes we can trade off BER performance for data rate, especially for higher SINR values.
Similar to our previous observation in Section V-B, the severe multipath effect, caused by the shallow water of the lake, is the main limiting factor of the BER performance of the proposed SDAM prototype. To that end, we increased the separation between the two deployed SDAM prototypes from 98 m (322 ft) to 200 m (656 ft). As a result, the number of bottom and surface reflections experienced by the paths other than line-of-sight increased, and accordingly, the effect of the multipath decreased. This acoustical phenomenon is called mode stripping effect. Figure 17 illustrates a comparison of BER versus SINR for selected pairs of modulation schemes and FEC rates over different distances. We observe that there is significant improvement in BER performance when the distance between the SDAMs increased, and the effect of multipath became less severe. Thus, we anticipate that the BER performance of the proposed SDAM prototype will improve notably in deeper underwater channels.
VI. CONCLUSIONS
We designed and built a high-rate, highly reconfigurable, software-defined underwater acoustic modem with realtime adaptation capabilities for UW-A communications. We demonstrated that the proposed SDAM prototype can support sufficiently high data rates to enable real-time video streaming applications in UW-A channels.
In addition, we introduced physical-layer adaptation mechanisms that enable real-time adaptation and optimization of the SDAM based on the environmental conditions and guarantee functionality and optimal performance at all times.
More specifically, we experimentally tested the SDAM prototype both in a water test tank and a shallow lake environment and reached real-time data rates of 104 kbit/s with BER of 2 × 10 
