The increasing sophistication and complexity of archaeological models has precluded easy testing of such models, and oftentimes requires assessments that can be as lengthy and complicated as the initial model design and execution. Here, a multi-criteria decisionbased model developed to simulate huntergatherer land use decisions in the Post-Glacial Netherlands is discussed. To approximate when and where uncertainty occurs, a sensitivity analysis is implemented that involves varying input parameter weights to determine those parameters with the greatest potential impact on model output. This process incorporates linked combinations of statistical and qualitative tests that are unique to each stage of the modeling. While the sensitivity analysis described allows modellers to become better acquainted with both their models and data -and the inherent limitations that lie therein -the utility of such a heuristic exercise is debatable. Thus, another approach is proposed that involves running two spatial analyses that target the same question of human land use decision-making from different directions and harnessing different data. This procedure has the ability to provide archaeological modellers with a better approximation of the robustness of each spatial analysis, especially when the two analyses converge upon similar answers. When the spatial analyses do not produce similarly patterned results, we know it is time to go "back to the drawing board" and reassess the meta-issue of whether the questions we are asking can be answered via our modeling abstractions. These issues are of no small import because if archaeological models are to resonate with researchers conducting similar simulative and decision-based models in other fields, then we must implement comparable post-process tests in our models too.
Introduction
The term sensitivity analysis refers to various types of verification and validation techniques (statistical, computational, or otherwise) applied to simulative or predictive computational models carried out at various points in the modelling life cycle and used heavily in the geosciences, economics, and statistics to improve overall confidence. Models may take the form of a facsimile or simulacrum depending on the overall aims of the exercise, whether to produce an exact replica of reality (in the former case) or to produce a close representation of reality (in the latter case). In archaeological modelling, which involves modelling of past socio-natural processes, simulacra are most appropriate given the difficulties inherent in representing a clone of past landscapes or behavioural events. To produce such simulacra in a virtual environment (i.e., through computational modelling) input conditions including social and natural parameters, behavioural objectives, and decision-making criteria are necessary building blocks. These conditions are generally located in a spatial frame of reference as a backdrop, either a reconstruction of a "real" environment of the past or within a more abstract virtual space. Against this backdrop, input factors are manipulated in such a way (often mathematically) so as to model realworld outcomes, actions or decisions, whether in the present, the future or the past. Certain factors and contexts may be chosen specifically to answer questions as well, such as "can we predict in what direction the groundwater will run off landscape X given various iterations of factors including precipitation levels, elevation, and ground permeability?". Generally, the more input factors are included in a simulative or predictive model, the more complicated the mathematical relationships will become (a characteristic known as over-parameterisation) which directly impacts the amount of computing power and time required to run such models (Doran, 2008) .
In the past 20-odd years, many computational modellers have also begun to incorporate additional steps of verification and validation as part of the process of sensitivity analysis (SA) (Kleijnen, 2005) . Verification determines the degree to which a model does what it was designed to do (e.g., predict the direction in which groundwater will run off) while validation establishes how well the model represents reality in the past (a complex topic that is not addressed here in the interest of space; Ngo & See, 2012) . Verification involves careful calibration of a model and much as a machine operator might calibrate and recalibrate a scale with an object of known mass at the start of -and perhaps periodically during -an experiment, computational modellers can implement similar calibration procedures using reflexive and recursive techniques throughout the entire life cycle of the model. A direct relationship exists between the complexity of a machine or model and the time and difficulty involved in the calibration and verification process, a fact not lost on most archaeological computational modellers (see, for example, Murphy, 2012) . Regardless, this process is a necessary step, providing the researcher insight into the weaknesses of their samples (input conditions) and the weaknesses of their machine (the model), and an overall method for minimising error and obtaining results that are as accurate as possible.
This simple analogy speaks powerfully to the issue at hand, which is that overall archaeological computational modellers have not been consistent in communicating their calibration and verification efforts in print. While many modellers are running such tests, there seems to be a broad, although unstated, consensus that describing this process in the literature is either not necessary or too boring and too "in the weeds" for it to be of interest to the archaeological computational modelling audience. I believe this omission in our publications has obscured and downplayed the critical importance of such steps in the larger methodological discussion. Therefore, if modellers are not doing so already, I urge them to investigate model sensitivities (where weaknesses and error propagation occur) as well as to provide clear and detailed descriptions in scholarly publications of the procedures followed to diminish, or alleviate altogether, the impact of such factors. Describing the process of calibration and verification should be seen as an opportunity to contribute to a larger conversation about these unavoidable difficulties in simulation modelling and stands to further explorations of model-specific functionality. Models that are not intensively tested and calibrated are at risk of producing "just so" stories that often correspond tautologically with what is known already about socio-natural processes in the past, rather than shedding light on new hypotheses. Calibration and verification will generate more questions, surely, but that is a critical part of the scientific process that should not be overlooked or ignored in the literature.
Another benefit of developing a robust and transparent dialogue concerning verification in archaeological computational modelling relates to the need to create and maintain open channels of interdisciplinary communication. Many past and present attendees of the Landscape Archaeology Conference (LAC) either are or work closely with geologists, geomorphologists, hydrologists, pedologists, palynologists, biologists, etc. In many of these fields, SAs (including both verification and validation measures) are an expected and integral component of simulation or prediction (for earth science examples, see Lenhart et al, 2002 and Van Griensven et al, 2006 ; for behavioural ecology examples, see Happe, Kellerman & Balmann, 2006 and Vonk Noordegraaf, Nielen & Kleijnen, 2003) . Therefore, if archaeological computational models are to resonate with researchers in related fields, archaeological computational modellers must learn to communicate their methodologies in the lingua franca used in other fields. The treatment of model verification in the scholarly corpus of other fields is generally accorded much more attention, rather than glossed over or omitted as in archaeological modelling literature. Part of this omission seems to be related to the difficulty in validating socio-natural processes in the past, an issue that poses less of a problem for researchers modelling the dynamics of living human populations (that can be readily observed) or those investigating on-going geological-geomorphological or hydrological processes (again, processes that can be observed empirically). A formidable obstacle for archaeological computational modellers lies in the fact that many of their models pair both geographical and behavioural data sets, which require very different approaches to calibration and verification. As such, SAs (involving verification and validation) of archaeological models have been hampered by the need for model-specific methodologies for carrying out such tests. Archaeological computational models are often designed for investigating the distinctive intersections between unique landscapes at particular points in time and as such, these models are incredibly complex and heterogeneous. Analyses of their workings and outcomes will necessarily be as complex and heterogeneous but should not negate the vital need for such tests.
Below, the implementation of calibration and verification techniques are described for an archaeological computational model developed to investigate hunter-gatherer land use and resource allocation during the Mesolithic period in the central Netherlands. In particular, a strategy incorporating multiple spatial analyses of hunter-gatherer movement was undertaken as a verification technique. As will be discussed, this technique revealed a number of important findings regarding parameter impact and model nuances.
Case Study
From 2009 to 2011, a multi-criteria decision-based model (referred to here as HGLUM or HunterGatherer Land Use Model) was constructed to simulate hunter-gatherer land use decisionmaking and resource allocation (see Brouwer, 2011; Brouwer Burg, 2013) . The model focused on identifying and incorporating input factors that would have been recognised and relevant criteria impacting the decision-making behaviour of hunter-gatherers. Input factors were derived from ethnographic accounts of recent and sub-recent foraging groups who inhabit(ed) steppe, boreal, and temperate forest biomes, those most similar to the Post-Glacial landscapes of 10,000-6000 years BP, during the Mesolithic period in Northern Europe. The goal of this heuristic model was to distinguish areas of the landscape that were more suitable for specific settlement-subsistence practices (for example, large game-focused residential foraging versus wetland-species focused collector foraging; see Binford, 1980) . Model output was used to predict where similar sites might be found, although this was not a primary goal of the project.
HGLUM consisted of three primary phases: a landscape-modelling phase, a human decision-making phase and an analytical phase. In the landscape-modelling phase, detailed landscape reconstructions were developed from topographic, hydrologic, vegetative, and faunal data ( fig. 1) . The output maps of this phase were termed "total landscapes" (Brouwer Burg, 2013) as they represent the best estimate of the palaeolandscape currently available for three study areas in the central Netherlands. In the human decision-making phase, a number of distinct decision-making chains were applied to the total landscapes, each of which prioritised certain input criteria (mostly natural) over others and incorporated different objectives (mostly cultural) concerning ecosystem use, spatial patterning and cognitive perceptions of the landscape (see Brouwer, 2011: 202) . The outputs from this phase were maps depicting the suitability of the landscape for different configurations of settlement and subsistence; this was the phase for which multiway SAs were applied (see below). Again, the output maps were heuristic in nature, the goal being to learn about the interplay of decision-making criteria as objectives and settlement strategies vary, rather than to model reality in the past. In the analytical phase, preliminary validation of HGLUM was undertaken by casting the output maps against existing settlement data to examine goodnessof-fit, although this calibration was in no way systematic given the biased and poorly preserved archaeological record in the Netherlands for this time period (for more on this topic, see Crabtree & Kohler, 2012: 3) . Nevertheless, where no fit, or poor fit, was encountered the input criteria and weights, as well as incorporated objectives, were revisited and revised. In this case, model validation procedures were used as a type of verification measure.
The drawbacks of HGLUM are that it is necessarily additive; landscape features served as the primary foundation for behavioural modelling. Thus, errors present in the input data are necessarily magnified as additional rules, criteria and objectives are applied (for further discussion, see Brouwer Burg, 2016) . In a similar fashion, all uncertainties inherent in the datasets also become compounded as more data is incorporated (although it should be noted that steps were taken to alleviate some errors, see below). In most cases, archaeological computational modellers are limited in regard to their ability to remove or mitigate error and uncertainty, although acknowledgement and acceptance of such pitfalls are made more palatable thorough verification, validation, and exploration of model sensitivities.
To further investigate the occurrence and severity of uncertainty and error in the HGLUM, guidance was sought from similar analyses described in statistics and economics. A multiway SA was determined to be the most appropriate way of investigating how changes in two or more input parameters impact model outcomes (again, see Brouwer Burg, 2016; also Happe, Kellerman & Balmann, 2006) . In such SAs, the weights of clusters of parameters are varied and their impact on model output is recorded. Alternatively, some sets of input parameters may be withheld altogether from model runs to observe changes in model outcome. Multiway SAs are useful for models that are over-parameterised, meaning that they entail an overabundance of input parameters, often incorporated at various tiers of the modelling life cycle (such as HGLUM). Over-parameterised models lead to progressively complex SAs that require significant time and computing power and thus, the challenge of such SAs is deciding on which input parameter clusters should be varied or withheld and to what degree. Furthermore, while one-way (sometimes referred to as one-ata-time or "OAT") analyses may appear favourable due to their increased efficiency, casting each Proximity to food resources; Shelter; View; Ground dryness input parameter against one another and varying the weights systematically would also result in a highly time consuming procedure (see Happe, Kellerman & Balmann, 2006 and Vonk Noordegraaf, Nielen & Kleijnen, 2003) . In the end, a form of multiway SA was chosen for testing the HGLUM model, referred to as an "extreme" or "corner-test" SA, where the model is run for sequential scenarios in which each parameter is set at both the lowest and highest values possible to explore the impact of parameter variation on overall model functionality and output. HGLUM consisted of four parameter orders: those associated with the distribution of food resources; obtaining basic conditions for group survival; location and characteristics of natural features; and settlement criteria (tab. 1).
To investigate parameter and model sensitivities using multiway SA, suites of parameters within an order are varied using a corner-test approach, in which parameter clusters are varied systematically between high and low weights. A general testing rubric was devised (see tab. 2 for an example) following a Design of Experiments (or DOE) rule that each parameter must be grouped with at least one other parameter (for a suite of five parameters, this means that groups can contain no less than two, and not more than three, parameters). In the interest of time, not every parameter was tested (for example, red deer and roe deer have similar habitats and thus only combinations for red deer were executed). Outputs were qualitatively and quantitatively compared to determine which clusters were most impactful on model output (see Brouwer Burg, 2016) . The same configuration was applied to each parameter order and results were compared.
This stage of the SA revealed the input faunal criteria with the greatest impact on overall landscape suitability for hunter-gatherers following different subsistence-settlement strategies. When investigating the suitability of landscapes for hunter-gatherers focused on a large game strategy, the faunal criterion "beaver" had greater overall impact on the suitability of the surrounding landscape than any of the other faunal criteria. Thus, small changes in the weight applied to the criterion "beaver" had large and very different repercussions on landscape suitability, a property of the model and type of criteria sensitivity not otherwise expected (Brouwer Burg, 2016) . This type of corner-test, multiway SA has proven incredibly useful for detecting and assessing the impact of parameter weights on HGLUM. In addition, DOE construction and implementation provides a clear framework for carrying out model iterations and can be easily analysed using simple regression analysis of the raster surfaces. Such a procedure, or something similar, should be considered an integral component of any broader protocol for archaeological computational modelling. 
Additional Strategies: Implementing Multiple Spatial Analyses
In addition to qualitative and quantitative analysis of multiway SAs, an alternative strategy involving implementation of unique spatial analyses to the same dataset was applied to investigate model outcomes (see that proposed in Bevan & Wilson, 2013) . This strategy can help verify a model's functionality by examining the comparability of model outputs derived from different statistical manipulations of the landscape, input parameters, and decision factors. If separate spatial analyses yield similar spatial patterning in model outputs, a measure of certainty regarding model behaviour has been obtained; if separate spatial analyses yield entirely dissimilar spatial patterning, then the modeller should return to the drawing board to investigate model behaviour, and the role of error and uncertainty. It should be noted that this strategy does not "validate" a model, in the sense of testing the accuracy of model simulacra against the existing archaeological record, but is an important step to take in order to verify that the model behaves according to the rule structure designed by the model builder.
Two types of GIS-based spatial analyses were run for the same dataset utilised by HGLUM: least cost path (LCP) analysis and circuit analysis. Briefly, LCP analysis determines the path of least resistance between a source and a destination, based on an underlying cost surface developed by the modeller to represent the landscape according to how easily it may be traversed (see McCoy & Ladefoged, 2009 for a review). LCP analysis can be used as a type of calibration technique, as it can reveal inaccuracies, inconsistencies and areas of error propagation in a model (e.g., see Brouwer Burg, Harrison-Buck & Runggaldier, 2015) . For example, an LCP that takes a counterintuitive route (such as up a hill or through a swamp) will indicate to the modeller that input parameters were not accurately weighted or that the relationship between two factors was inappropriately balanced. Circuit analysis, by contrast, differs in a few important ways from LCP analysis: it borrows from electrical engineering theory, making the assumption that moving through an environment generates resistance to the person doing the moving (similar to the cost surface in LCP; McRae & Beier, 2007; McRae et al, 2008) . In addition, circuit analysis also calculates how "conductive" a surface is; that is, how easily a traveller may move through it (Koen et al, 2010) . LCP and circuit analyses are both run on the same input surfaces and are greatly influenced by the selection and weighting of input criteria; however, they process this data with different spatial transformations. Comparing concordances or discordances between the outputs of the two analyses can help to verify that a model such as HGLUM behaves as it was designed (Howey, 2011) .
To verify this behaviour, a test was run to determine if LCP and circuit analyses would return the same routes between an array of focal nodes. Three Mesolithic sites, or nodes, within the main study areas were focused upon (one in the wetlands, one in a transitional river valley and one in the coversand drylands; fig. 2 ). Also included were locations assumed to have been important environmental nodes for hunter-gatherers, locations that people were likely aware of and may have visited in their lifetimes (i.e., the coast and the Wommersom and Rijckholt flint mines). The LCP and circuit analysis were executed on the same output surfaces depicting environmental suitability given various land use goals.
Results of the LCP analysis provide the modeller with a general idea of the route people may have used when moving from one place to another and ground-truthing could be used to determine if other waypoint locations were placed in between these documented locations ( fig. 3) . It is worth noting that these spatial results are the result of a third run of the LCP analysis: in the first and second runs, the paths navigated oddly across the wetlands and dry coversand dunes and thus exposed locations where HGLUM needed attention (see red circles on fig. 3 ). What becomes clear from the LCP analysis is that refinement of the underlying environmental suitability surfaces is needed to improve the questionable routes in places, which are indicative of coarse or missing data.
Given the limitation of these projected LCP's, it was hoped that the circuit analysis would provide corollary and/or supplemental results. The circuit analysis depicts a number of routes with varying conductivity between focal nodes ( fig. 4A-E) . When the LCP results are overlain on the circuit analysis output, agreement is seen between the two spatial analyses ( fig. 4A-D) . Other iterations of the LCP and circuit analyses yielded mismatches and highlighted parameters and model properties to be revisited and remodelled. For example, figure 4E shows a mismatch between an overland versus overwater route, which will require further theorising and analysis to tease out the most suitable route. The use of multiple spatial analysis techniques to test output surfaces is still a preliminary strategy that will require much further investigation and the addition of statistical analyses. However, this strategy should be added to the arsenal of verification procedures for improving archaeological computational models. In addition, the strategy is straightforward (provided the GIS-based analyses are understood) and can be implemented without too much time or labour costs by archaeological modellers. 
Conclusion
While many archaeological computational models have contributed important insights on human behaviour and socio-natural processes in the past, little time has been invested to develop a systematic way of evaluating these models, or in the dissemination of knowledge about such modelling efforts. This situation is likely related to the tendency to see modelling error and uncertainty in a negative light, which is unfortunate given that models can only be improved once their inner workings are better understood. Furthermore, the issue is hampered by the fact that archaeological computational models are nearly as varied as the archaeological record they seek to reproduce, implying that one-size-fits-all tests of model verification and validation will never be possible. However, standards of calibration and verification, and prescriptions for conducting such analyses, should be within the calculus of archaeological modellers. Such standards should include some kind of SA implemented at all stages of model development and execution, ideally utilising a Design of Experiments framework. Additional geospatial tests applied to the output data can lend depth and clarity to understandings of our data, assumptions and the expectations of our models. The gains are too great to ignore: better facility with the models and their components; deeper understandings of what factors were important to life in the past and how these factors interacted; and finally, improved conveyance of ideas, hypotheses, and theories with researchers in related disciplines.
