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ABSTRACT
The traditional control chart method of SPC is a popular tool for monitoring a 
production process. The method involves randomly drawing a sample o f finished items 
from the process at every equal-time interval to check the product quality and assess 
the process condition. Because of recent technological advances in computer 
automation, many kinds of on-line inspection and monitoring equipment, such as 
sensors, have been developed. This research proposes a two-phase method to monitor 
the production process during manufacturing operations. Basically, this method is a 
combination of an on-line sensor and a control-chart method. In the first phase, if the 
total number of sensor measurement values exceeding a preset setpoint is larger than a 
cutoff level, a sensor warning signal is given and a sample is drawn immediately from 
the process to assess the process condition. In the second phase, if the sampling mean 
falls outside the action limit of the mean control chart, then we conclude that the 
process may have shifted to the out-of-control state. In this situation, the process is 
stopped for necessary adjustments. We assume that the occurrence of sensor warning 
signals follows a Poisson distribution. An expected cost model has therefore been 
established in terms of three decision variables; namely, sensor setpoint, sampling size, 
and action limit. Many analytical results are derived. We find that the proposed two- 
phase method will generate more average true warning signals per unit time and will 
result in a lower expected cost per cycle than the method derived from a single-sensor 
phase model and a single control method.
CHAPTER 1
INTRODUCTION
It is widely accepted by quality control/assurance professionals today that 
"quality cannot be inspected into a product" -- that the product has to be produced 
right the first time. This suggests that a manufacturing process must be stable in order 
to produce a high-quality product. Although this concept seems obvious, it was not 
until about 15 years ago that American industries started to realize the importance of 
statistical process control — almost 50 years after the first control chart was introduced 
by W.A. Shewhart in 1931. In recent years, statistical process control has received 
considerable research attention, particularly with regard to the design of process 
control charts.
The control chart method is very simple: a sample is randomly drawn from the 
manufacturing process following a sampling frequency. The sample statistic(s) is (are) 
computed and plotted on a chart. The chart also contains pre-determined control 
(action) limits, which are usually determined so that the probability that the sample 
statistic is outside the limits is very small when the process is in control. If  the sample 
statistic is outside the control limits, therefore, the manufacturing process should be 
inspected for possible faults. An example is shown in Figure 1-1. The chart depicts 
statistics for a sample o f 10 items randomly drawn from the manufacturing process 
every 20 minutes. The central line (CL) represents the average (mean) value o f the 
process performance variable when the process is in control. Two other horizontal 
lines are called upper and lower control limits (UCL and LCL), which, as discussed, are 
chosen so that there is a very small chance that the sample points will be outside the 
limits.
Because of recent technological advances in computer automation, many kinds of 
on-line inspection and monitoring equipment have been developed. One example is
2





Sample number or time
Figure 1-1. A Typical Control C hart
A sensor is a detecting device that converts the information of process input 
into a form suitable for measurement. An example of a sensor for industrial inspection 
is illustrated as follows. Consider a cutting tool used in a machining operation. Since 
tool wear leads to the deterioration of workpiece quality, there is an imperative need to 
know the amount of wear on the cutting tool in order to decide when compensatory 
actions should be taken to maintain workpiece quality and when the tool should be 
changed. In recent years, many attempts have been made to develop reliable and 
accurate sensors for monitoring tool wear during machining operation. For monitoring 
cutting tools, common sensor measurements are vibration, temperature, and noise level. 
For example, Rao [1986] defined a wear index which is the ratio of force amplitude to 
vibration amplitude. In a sensor design, vibration and dynamic force signals are 
recorded on magnetic tape and used to predict the average wear. Wear index is a
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measure o f resistance, at the tool tip-workpiece interface along the flank, to the forced 
oscillation of the cantilever portion of the tool holder, during machining. Increasing 
flank wear results in an increasing area of contact between tool tip and workpiece. 
This translates to an increasing wear index. From the experiment of Rao [1986] for a 
tool material, when feed rate, cutting speed, and nose radius are fixed, there exists a 
regression relationship between the wear index and average wear, which is the average 
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The mam advantages o f using on-line sensors in process control are: (1) the 
process is monitored continually, without interference; (2) the monitoring process can 
be easily automated; (3 ) human errors are minimi zed and labor cost is reduced; (4) 
manufacturers can measure their products' key features while the products are being 
made and can control their process with higher precision and take appropriate 
adjustment actions with lower errors and at a faster speed; (5) a process variable can 
be measured while that variable can still be influenced and corrective feedback can be 
applied to eliminate error from the variable on the resultant workpiece, and (6) a wide 
array of sensors can be implemented to make dimensional measurements while the 
product is being made. The on-line sensors, coupled with computerized controls using 
appropriate software, can be utilized in a feedback arrangement to maintain the process 
within the allowable tolerance band. Consequently, extremely low defect rates can be 
achieved. In short, on-line sensors are efficient and economical devices characterized 
by low cost, a low errors, fast speed, high quality and precision, and a low defective 
rate [Murphy, 1990],
Previous research efforts in this area have focused mainly on designing and 
experimenting new sensor devices and measurements that can effectively collect 
important in-process information for monitoring machine operations or production 
process condition. Relatively few efforts have been made [Gong and Tang 1993], 
however, to model the use o f sensor measurements in production (process control) 
decisions. In the next two sections, we briefly introduce these two approaches, 
process control charts and on-line sensor, to process control.
5
1.1 Process Control Charts
Control charts have been the main statistical tools for monitoring manufacturing 
processes. According to the nature of the performance variable, control charts are 
classified into attributes charts and variables charts. Major attributes charts include p- 
chart, np-chart, and c-chart. Variables charts are used to monitor either the mean 
performance or the variation in performance of the process, x -chart is used to monitor 
mean performance, and the R-chart and S-chart are used to monitor the variation of the 
process. If the manufacturing process has a known deterioration pattern over time, 
special purpose charts can be developed. For example, in a tool-wearing situation, the 
process mean may move following a decreasing (or increasing) pattern. When the 
process mean decreases to a lower level, the process starts to produce a larger portion 
of defective items. Consequently, the process needs a setup to reset the process mean 
to the original level. In order to control the number of necessary process setups, a 
special chart is used. For most traditional control charts, an important assumption is 
that the data (sample statistic) collected over time are statistically independent. It has 
been found that this assumption may not be true in many applications. Consequently, 
special charts based on time-series methods have been proposed for handling this 
situation.
There are three related decisions that have to be made in designing a control 
chart: the sample size, the control limits, and the inspection (sampling) frequency. 
There are two basic approaches to designing a control chart: the statistical approach 
and the economic approach. The statistical approach uses statistical goals as the 
selection criteria. For example, the sample size and the control limits may be selected 
to control the chance of false alarm. On the other hand, the economic approach uses 
the cost or profit as the criterion. These two approaches are introduced as follows.
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1.1.1 Statistical Design of Control Charts
The concept o f the statistical approach is basically the same as that used in 
statistical hypotheses testing. For example, the concept of designing an x-chart is 
similar to that used in testing the following hypotheses:
Ho: H = lk)
H i : p  *  no­
where no is mean performance of the process when the process is under the normal 
operating condition. Let the upper or action limits locate, respectively, at plus and 
minus k standard deviations from no- We assume that the process performance 
variable can be measured from sample items produced by process. If  the process is in 
statistical control, the distribution of individual items should be reasonably stable. The 
central line represents the average value of the performance variable corresponding to 
the in-control state. As long as the sampling means fall inside these two action lines, 
we fail to reject Hq and the process is assumed to be in control. On the other hand, if 
ever a point falls outside these lines, we reject H0 and conclude that the process has left 
the in-control state. Nevertheless, just as in hypotheses testing, there are two types of 
errors. Type I error is the mistake of concluding that the process is out of control 
when it is really in control, and type 13 error is the mistake of concluding that the 
process is in control when it is really out of control. Type I error is also called false 
alarm because an incorrect signal is sent when the process is in control. Our concern is 
the rational choice of action limits and sampling size so as to balance, in some sense, 
the probabilities of committing these two possible errors.
Control charts are a basic statistical tool used to analyze and understand process 
variables. Process variation can be observed from plotting on the control chart. 
Normally, process variation results from either common (or natural) causes or special 
(or assignable) causes. It is well known that common or natural causes of variation
7
are inherent in every process. These variations comprise myriad small sources that are 
always present in a process and affect all elements of the process. Special or assignable 
causes of variations are created by special causes coming from outside the system. 
This variation may occasionally he present in the output of process. This variability in 
key process performance usually arises because of improperly adjusted machines, 
operator errors, or defective raw materials. A process that is operating in the presence 
of assignable causes is said to be out of control. When a production process operates 
in the in-control state, acceptable products will be produced. However, occasionally, 
assignable causes will occur, resulting in a shift in process condition to a out-of-control 
state. As a result, a larger proportion of the process output may not conform to 
product specifications.
An essential objective of statistical process control is to detect quickly the 
occurrence of assignable causes so that investigation of the process and adjustment 
action may be undertaken before many more nonconforming units are manufactured. 
The control chart is an on-line process-control technique widely used for this purpose. 
It also can reduce or eliminate variability and provide information to improve the 
process.
A mean chart is used to illustrate the use of control charts in monitoring a 
production process. Suppose a manufacturer produces automotive engine piston rings, 
of which an important performance variable is the inside diameter of the ring. The 
target (process mean) mean for the inside ring diameter is 60 mm, and it is known that 
the process standard deviation of ring diameter is 0.01 mm. Assume that every half 
hour a random sample of four rings is taken, and the average ring diameter of the 
sample is calculated and plotted on the chart. If sample of size n = 4 is taken, the 
standard deviation of sample average is a/S/n = 0.005. Assuming that the performance 
variable follows a normal distribution, the sample mean is normally distributed. As a
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result, we would expect 100(1- a)%  of the sample mean diameters x to fall between 
60 + Z(a/2) * 0.005 and 60 - Z(a/2) * 0.005, where Z(a/2) is the 100(a/2) percentile 
of the standard normal distribution. In practice, three, instead of Z(a/2), has been used 
to determine the control limits. If three is used, the upper and lower control limits are: 
UCL = 60 + 3 x 0.005 = 60.015 and LCL = 60 - 3 x 0.005 = 59.985. Indeed, choosing 
the control limits is equivalent to setting up the critical region for testing the hypotheses 
Hq: (j. = 60 and * 60, where a  = 0.01. Basically, the control chart just tests this 
hypothesis repeatedly at a different point in time.
1.1.2 Economic Design of Control Charts
It is evident that the design of control charts has economic consequences 
because the following three categories of costs are all affected by the selection of 
control chart parameters: costs of sampling and testing, costs associated with the 
investigation of an action signal and with the repair or correction of any assignable 
causes found, and costs associated with operating the production process under out-of­
control states.
The cost of sampling and testing consists of both fixed and variable 
components. Fixed costs will consist of the expenditure on measuring equipment, 
including calibration, materials, the employment of suitable staff and the provision of 
suitable accommodation and administrative support. Variable costs are incurred only 
as each sample is taken and include the costs of drawing and inspecting the sample and 
plotting the result in a control chart.
The costs of investigation and correction of possible assignable causes have 
been treated in several ways. One way is to treat the costs of correcting assignable 
causes differently from those associated with investigating false alarms and to suggest 
different cost coefficients for each. Linked to this is the assumption that the costs of
9
correcting the process will depend on the type o f assignable cause present. Another 
has simplified this particular cost aspect by using only one coefficient or the average 
cost of investigating and possibly correcting the process from which an action signal 
has been obtained. This is based on the assumption that large shifts are easy to find but 
difficult to correct.
The production of defective output results in the costs of sorting, scraping, 
reworking, dealing with customer complaints, making replacements under warranty, 
etc. A more serious but very difficult cost to ascertain is that associated with the loss 
o f goodwill following the sale o f a defective product. Designers of economic models 
have found great difficulty in dealing with this aspect. Probably the most satisfactory 
models suggest either a single, average cost coefficient, which is assumed to be 
incurred on a per item/per unit time basis, or the total operating cost when the process 
is in an out-of-control state.
1.2 On-Line Sensor
A sensor is a detecting device that converts the information of process input 
into a form suitable for measurement. Basically, a sensor is part of a measuring 
transducer. A transducer is a device that receives energy from one system and 
retransmits it, often in a different form, to another. A measuring transducer is the 
process input device that accepts process information in the form of a physical quantity 
as its input variable and, according to a definite law, converts it to information in the 
form of the same or another physical quantity. In short, a sensor or a detecting device 
(transmitter) is the part of a measuring transducer that converts the input process signal 
into a form suitable for measurement.
Essentially, sensors can be installed on a process or on the processing items. If a 
sensor can be positioned on a process, then the assessment about the process condition
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will be with higher precision since it is the direct on-line measurement of process 
condition. However, a process may include so many different machines that a single 
sensor measurement value is difficult to be obtained since the integration procedure will 
involve the computation o f multiattribute decision problem. Hence, producers may 
select to install sensors on the processing items. However, it is an indirect way to 
measure process condition.
Sensors can be classified according to the types of signal outputs, such as 
analog or digital signal. If the amount o f a signal parameter, such as time t, has any 
value in a given measurement range, then it is considered as an analog signal, but if the 
amount has only quantized values after performing some types of mathematical 
operations, then it is regarded as a digital signal.
Analog signals fall into two main types: (1) time-continuous analog signals, 
such as the pressure gauge signals; and (2) time-discrete analogy signals, such as 
pressure indicator signals. Also, digital signals fall into two main types: (1) binary 
signals, such as proximity detector signals; and (2) count signals, such as count rate 
pulses from a liquid flow meter.
Sensors can be also categorized by the objects of measurement. Indeed, the 
measurement of distance (height, width, thickness, and length) and various of kinds of 
movements, temperature, moisture, pressure, light, and color are probably the most 
common measurement tasks in industry.
Non-contact distance measurement receives the most attention as it is the most 
widely suited to the inspection of manufacturing parts. Light and sound form the basis 
of most distance measurement apparatuses. The main attraction of ultrasonic distance 
sensing is its low cost and ease of installation. The measurement accuracy is 
somewhat limited and care must be taken to ensure that the environment is not subject 
to temperature changes and that the sensor will not be confused by false reflections
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from materials adjacent to the target. Even with these limitations, ultrasonic distance 
sensors have a wide application, particularly where the target is large and the required 
measuring accuracy is low. Acoustic techniques also have the advantage of being able 
to travel through a wide variety of media including liquids and solid. Light can pass 
through only transparent material. Light-based distance measuring systems are 
inherently more precise than ultrasonic techniques because o f the narrow beam angles 
commonly employed and the freedom from restrictions inevitably imposed by the 
fundamentally mechanical nature of acoustic signal generation and detection. There is 
a wide range of techniques that can be used for distance measurement using light. 
These vary considerably in cost from expensive laser triangulation systems to low cost 
sensors. As solid-state lasers and photosensitive arrays continue to find ever wider 
applications, it is inevitable that the cost of these system will fall. Once this happens, 
distance sensors will be applied in much greater numbers than at present levels. The 
measurement of movements includes determination of the velocity or acceleration of 
moving parts. Techniques used for distance measurement can, of course, be applied in 
this area as, for example, velocity is simply a rate of change o f distance.
The temperature of an object can be measured in one of three ways: 
conduction, convection, or radiation. Conduction is used when the temperature- 
sensing device is in direct physical contact with the object. Convection is used when 
the heat of the object is transferred to the temperature-sensing device by the movement 
of an intervening medium such as a gas or liquid. Radiation is used where the heated 
object emits electromagnetic radiation that can be detected by the sensor.
Pressure is measured in terms of force per unit area or per square meter. Of the 
various technologies that can be used, piezo-resisitive and more conventional strain 
gauges are the most common. Conventional strain gauge transducers tend to be used 
in very high-pressure areas, such as the monitoring of explosions.
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Moisture measurement is concerned with measuring the concentration of water 
w ith in  a gas, liquid or solid. Its accurate measurement is fundamental to many 
industrial processes. In some cases, the moisture content can affect the processes 
themselves, such as in glue- or paint- drying applications. In other cases, being able to 
maintain products just below a certain maximum moisture content can have a 
substantial impact on their weight. Since a large number of products, particularly food 
products, are sold on the basis of weight, this factor can have a considerable effect on 
the profitability of a product line.
1.3 Purpose of Research
As the technology of manufacturing moves toward more automated processes, 
the SPC techniques must adapt to keep pace with the new environment. The aim is to 
narrow down the gap between automated manufacturing technology with its associated 
data-gathering techniques and the statistics that must evaluate the data generated by 
these automated processes.
In other words, as the manufacturing environment changes because of 
automation, so will the methods for monitoring and maintaining process and product 
quality. In particular, it is desired to keep pace with automated manufacturing to 
preserve the necessary characteristics, such as accuracy, speed, efficiency, adaptability, 
and cost-eflfectiveness. The objective of this study is to investigate the method for 
incorporating an advanced process monitoring method, namely, the on-line sensor, to 
improve process control decisions.
There are many ways to incorporate on-line sensors in making process control 
decisions. A two-phase process monitoring procedure is proposed in this study, which 
is basically a combination of a control chart and an on-line sensor to monitor a 
production process. In the first phase, if the total number of sensor signal exceeding a
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preset setpoint is larger than a cutoff level, a warning signal, such as a red flashlight 
signal or bee noise, will be given. In this case, a sample will be drawn from the process 
to assess the process condition. In this (second) phase, if the sampling mean falls 
outside the warning limits of the control chart, then we conclude that the process may 
have shifted to the out-of-control state. In this situation, the process is stopped and 
adjustments and repairs are considered to be necessary.
Note that in the proposed procedure, the sensor is used only to issue warnings 
and that the final decision on whether the process is stopped is made on the basis of the 
sampling outcomes. It is easy to verify that the traditional control chart method is 
simply a special case of the proposed method. In addition, if the sensor measurement is 
closely related to the process condition, using the sensor results implies additional 
information on a continuous basis, used in making decision. Consequently, this method 
should out-perform the use o f control charts only.
In this study, to simplify the analysis, we assume that the process has only two 
states; namely, in-control and out-of-control states. The in-control state corresponds 
to the process condition when no assignable causes are present, and the out-of-control 
state is the process condition when an assignable cause exists in the process. We 
suppose a process begins with the in-control state. The process may shift from the in­
control state to the out-of-control state, after process start operation for a random 
period of time. The transition between states is assumed to be instantaneous.
We also assume that the process is not self-adjusting. Roughly speaking, once 
a transition to an out-of-control condition has occurred, the process can be returned to 
the in-control state only by intervention. Nevertheless, process states are not directly 
observable.
The decision variables considered in this proposed procedure include the 
setpoint for the sensor and the sample size and action limits for the control chart. The
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economic design is used to formulate a model, and the decision variables are selected 
by minimizing the cost of operating the production process per unit time. The cost 
saving o f the proposed two-phase method will he compared with on-line sensor 
monitoring method and traditional control chart method with sampling.
The organization of this dissertation is as follows. In the next chapter, a 
literature review on control charts and sensors is given. In chapter 3, the assumptions, 
problem statement, and model formulation are given, hi chapter 4, several analytical 
results associated with the optimal solution are given, based on which two solution 
algorithms are proposed. In chapter 5, the solution algorithms are illustrated by a 
numerical example, the proposed two-phase procedure is compared with the 
approaches using a sensor and a control chart separately, and a sensitivity analysis is 
carried out to study the efiFects of several model parameters on the optimal solution. In 
chapter 6, issues relating to sensor design are discussed. Finally, chapter 7 provides a 




In this chapter, we review the literature related to design of control charts and 
on-line sensors. As discussed in the last chapter, there are two approaches to designing 
control charts: the statistical approach and the economic approach. Because the 
proposed study is closely related to the economic design of x-chart, the literature 
review on control charts focuses on existing economic models for x-charts. 
Furthermore, the existing research in the sensor area is concentrated mainly on 
engineering aspects. In particular, significant efforts have been devoted to incorporate 
advanced techniques, such as machine vision and high-speed microprocessors, in 
designing a sensor and to find in-process measurements that are closely related to 
process conditions. It is difficult to give a detailed review of the engineering studies on 
sensor design because of the large volume of engineering studies done in computer 
engineering, mechanical engineering, industrial engineering, and applied mathematics. 
On the other hand, very little research has been done on how to use sensors in 
monitoring production operations. As a result, the review on the sensor area is 
relatively brief
2.2 Economic Design of Control Charts
2.2.1 Formulation Method
To implement a control chart in a manufacturing process, quality engineers 
must determine the three design variables: the sample size, the control (action) limits, 
and the sampling frequency. The determination of these variables is called the design of 
a control chart [Montgomery 1980],
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In earlier years, the design o f control charts was considered on the basis of 
statistical criteria only. In particular, it was a common practice to select the sample 
size and control limits so that the probability o f type I errors (false alarms) and the 
power o f detecting a particular shift were controlled at pre-specified values. The third 
design variable, sampling frequency, was not treated analytically [Oakland, 1986]. As a 
matter of fact, practitioners frequently considered the qualitative factors for choosing 
the sampling interval. In general, it is recommended that samples be taken quite often 
at the beginning of the process. When it has been confirmed that the process is in 
control, the frequency of sampling may be decreased. In fact, a stable process merely 
being monitored will require less frequency than one being brought into a state of 
statistical control for the first time.
In recent years, considerable attention has been given to the design of control 
charts on economic grounds. Indeed, selection of the design variables has economic 
consequences since costs are incurred by taking and inspecting samples; possible loss of 
production time may result from performing investigative actions, and loss of sales and 
goodwill may be caused by shipping defective products to customers. Consequently, it 
is logical, to consider the design of control charts from an economic perspective.
It is well known that variation exists in every production process. Some causes 
of variation are not easy to avoid, at least in the short term. These may include 
deviations in raw materials, parts, labor skills, and machines. There are other causes of 
variation, however, which can be identified and removed. These causes are called 
assignable causes. Simple examples are a broken tool and an error-prone worker in a 
production line. The main objective of control charts is to detect the occurrence of the 
assignable causes.
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Many existing economic models for control charts were formulated based on 
several common process conditions (especially process failure mechanisms) and 
operation rules o f the production process. These assumptions are listed as follows.
1. The production process has one in-control state, which is usually described by the 
value of the process mean when no assignable causes occur.
2. There may be several out-of-control states, with each corresponding to a particular 
assignable cause of variation.
3. The process starts from the in-control state.
4. The transitions between states are assumed to be instantaneous. Little attention 
has been given to the situation in which the process drifts slowly from the in­
control state to out-of-control state(s).
5. The process failure mechanism follows a Poisson distribution with a constant 
mean arrival rate.
6. The process is not self-adjusting nor self-correcting.
7. An investigation action will be instituted to detect an assignable cause whenever a
warning signal is found from the control chart.
8. The process continues in operation during the investigation for an assignable 
cause.
The total cost (or payoff) of operating a process control system is the main 
concern in the economic design of control charts. Three cost components are 
commonly considered in determining the total cost associated with operating a process 
control system:
1. Cost of drawing and inspecting the sample
2. Cost o f investigating the possible occurrence of assignable causes after receiving a 
warning signal and cost of removing assignable cause(s) if found
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3. Cost of operating the production process under out-of-control states (this cost 
may include the loss incurred by excess scraps and high defective product rates).
The first cost consists of the fixed expense on measuring equipment, including 
calibration, materials, the employment of suitable staff; and the provision of suitable 
accommodation and administrative support. These costs are usually independent o f the 
size of the sample. The variable costs, such as material and labor costs for testing the 
items drawn from the process, are dependent on the sample size and sampling 
frequency. Costs associated with investigating assignable causes and performing 
corrective action are determined by the actual procedures used by the producer. The 
cost of investigating assignable causes is treated differently by researchers. Some 
researches assume that the cost of investigating assignable causes is different from that 
associated with investigating false alarms. However, it is also suggested to use an 
average cost (i.e., the same cost) in both situations. The cost associated with operating 
the process under the out-of-control state includes the expenses o f screening out 
defective items, scrapping or reworking defective items, and loss caused by customer 
complaints and replacements under warranty, etc.
Economic models are usually formulated using minimization of the total cost 
per unit time as the objective function. To evaluate the total cost per unit time, a cycle 
is defined as the time from the beginning of production until the process is stopped 
because of the discovery o f an assignable cause. In the beginning of each cycle, the 
process is assumed to be in control. An assignable cause may occur randomly. If it 
occurs, it may be detected by the sample results, which lead to discovery of the 
assignable cause. Existence o f the assignable cause may not be detected by the sample 
result, however. As a result, the process may be out of control until the next sample is 
drawn. When the assignable cause is found, the process is adjusted to the in-control 
state by performing necessary corrective actions. Then, a new cycle starts.
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The expected unit-time total cost (EUC) for operating the process control 
process is defined as the ratio of the expected total cost incurred in a cycle and the 
expected length of a cycle. Because of the complexity of the problem, most of the 
existing models have non-linear objective functions. Nonlinear optimization techniques, 
especially direct search methods, have therefore been used to find the optimal design 
that minimizes EUC.
2.2.2 Early Models
In this section, we introduce several early models, including the pioneering 
work by Girshick and Rubin in 1952 and several models developed before 1974. In 
these models, process states are not solely described by the process mean or by process 
variance.
Girshick and Rubin [1952] considered a machine possessing a measurable 
performance variable X which can be in one o f four states. In state i = 1, 2 the machine 
is in production and is characterized by a probability density fj(x) of the performance 
variable X. In state i = 3, 4 the machine is being repaired, having previously been in 
state i - 2. The machine remains in the repair shop for nj time units, where a time unit 
is taken as the length of time required to produce one item. Repair puts the machine in 
state 1, which is assumed to be the desirable state. When the machine is in state 1, 
there is a constant probability q that in the next time unit it will go into state 2. Once 
the machine enters state 2, it remains there until it is brought to repair (i.e., state 4). 
The machine is brought from production to repair by a decision rule based on 
observations of X. The authors consider two cases. In case 1, the model considers the 
income gained from producing conforming items and repairing cost. In this case, the 
decision rule specifies only the condition for terminating production and placing the 
machine in the repair shop. In case 2, inspection costs are taken into account or,
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alternatively, 100% inspection is precluded by the destructiveness o f the tests. 
Consequently, the decision rule, in addition to being a "stop" rule, also specifies which 
items in the production sequence are to be inspected. In both cases, the objective of 
the model is to maximize the long-run average income.
Bather [1963] considered a production process that will run for an infinite 
period. The performance level of the process changes stochastically and is tracked by a 
sequence of observations. The process may be interrupted by recurrent overhauls in 
which its performance level is modified. However, at any instant, following the 
observations, the producer must decide whether an overhaul (repair) will be 
advantageous. A control chart is used to make the overhaul decisions.
Ross [1971] assumed that a production process may be in one of a countable 
number o f states and the quality o f the items produced by the process is a function of 
the process state. It was assumed that the process state can be detected only by 
inspecting items drawn from the process. At the beginning of a period, one must 
decide whether to "inspect the item produced." Also one may decide to adjust or 
repair the process if inspection is chosen and the result finds the process is in a poor 
state. For instance, if  an item was inspected in the previous period and showed that the 
production process was in a poor state, it is considered necessary to adjust the process. 
The cost associated with adjusting a process in state i is assigned. The cost 
components of the model include inspection, production, and adjusting costs. Ross 
considered a two-state problem and found the optimal policy may not necessarily have 
the three-region structure (produce with inspection, inspect, or revise) as intuitively 
expected.
White [1974] studied a production process which is assumed to be in any one of 
a countable number of states at times t. At each t, the inspector is allowed to choose 
one of three options: allow the process to produce, inspect the process while it
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produces, or repair the process. It is assumed that the cost of the item produced and 
the costs incurred during inspection and repair are dependent on the state of the 
production process. Also, it is assumed that the inspector receives imperfect on-line 
observations of the production process at both times of production and inspection. The 
repair decision is to place the production process in a specific state during the next time 
interval with probability one. The problem considered is to determine a control policy, 
given a priori data, all on-line observations made to date, and all former control 
decisions made, which minimizes the expected discounted cost accrued over the infinite 
horizon.
2.2.3 Economic Design of Mean Charts
A very large number of studies in the control chart area concentrated on mean 
chart design. The research in the mean chart area can be categorized into single- and 
multiple-assignable cause models.
Single Assignable Cause
Duncan [1956] considered a process under surveillance of a mean chart. The 
mean of the process is subject to random shifts caused by an assignable cause. A 
criterion was proposed to measure the expected (average) net income of a process. 
He assumed that a search is performed whenever the sample mean is found outside the 
control limits, and the production process is not stopped when the search for the 
assignable cause was in progress. A method is suggested to determine the sample size, 
the interval between samples, and the control limits that would yield approximately 
maximum average net income per unit time.
Various types of industrial processes exhibit a linear trend o f the process mean 
in the course of operation. The most common type is found in tool wear in machining.
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If  the process is stable, the tendency of the average dimension to drift steadily with time 
calls for a new setup whenever items produced are beyond the specification limits. 
Considerable savings can be achieved in many industrial processes if optimal decision 
rules can be found for the starting values o f a process and for when to shut it down for 
resetting. Gibra's paper [1967] described how to calculate the optimal production run 
for stable and unstable processes. Cost calculations for the production run and for 
monitoring the run were discussed. Each new setup involves appreciable costs, both 
for setup and lost production time. The optimal control involves minimizing resetting 
cost and loss due to defective items. The expected number of non-defective items and 
the expected number of occurrences of the assignable cause were calculated.
Based on Duncan's model, Goel, Jain, and Wu [1968] proposed an algorithm 
for determining the economic design of a mean chart, which consists of iterative 
procedures of solving an implicit equation of the sample size and control limits and an 
explicit equation for the sampling interval. This algorithm also provides valuable 
information so that the sensitivity o f the optimal solution with respect to the design 
variables can be evaluated. Comparison is made between Duncan's approximate 
method and the new algorithm. The long-term cost consists of the average cost of 
looking for an assignable cause when none exists, the average cost of looking for an 
assignable cause when it exists, and the cost of maintaining the control chart. Cost 
surfaces are analyzed.
In another paper, Gibra [1971] sought a theoretical basis for determining the 
optimal mean chart under specified quality criteria. This paper shows how to determine 
sample size, control limits, and the inter-sample interval under practical assumptions so 
that the relevant cost function is minimized. The costs considered in the study include 
the costs of searching for an assignable cause when a false alarm is signaled and of
23
detecting and eliminating an assignable cause, the penalty incurred per defective item, 
and the overhead cost per inspected sample for maintaining a mean chart.
Baker [1971] developed two discrete-time models in which a sample is taken at 
the end of each period and the test statistic plotted on a control chart. The first model 
used the geometric distribution to model the number of periods that the process 
remains in the in-control state. The second process model allows the use of any 
discrete probability function to model the process-failure mechanism. The author 
investigated in some detail the case with the Poisson distribution and compared it with 
the geometric model.
Montgomery [1982] presented a computer program for the optimal economic 
design of a mean control chart. A single assignable cause is assumed and the time 
between process shifts is exponentially distributed. The computer program is used to 
find the optimal sample size, control limit, and sample interval which minimizes the 
expected total costs per unit time.
Panagos, Heikes, and Montgomery [1985] described two different production 
process models. In the first model, it is assumed that the process continues production 
during a search for the assignable cause, and, in the second model, the process has to 
be stopped during the search. Economic models of the control chart for these two 
production processes were developed, and the solution procedures were suggested.
Coliani [1986] presented a simple procedure for selecting the optimal economic 
design of a mean chart for a single assignable cause model. He assumed that the 
production speed is constant; hence, it was reasonable to use the expected loss per item 
as an optimality criterion. A simple procedure was developed to find the optimal 
design variables.
Lorenen and Vance [1988] proposed an approach to design process-control 
models based on the in-control and out-of-control average run lengths. Numerical
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techniques to minimize the total cost of the models were discussed, and sensitivity 
analysis was performed. An example was used to illustrate the potential savings of 
using this technique to design control charts. The approach can be used to design other 
control charts, by changing the probability distributions that generate the average run 
lengths.
The model proposed by Baneijee and Rahim [1988] is a modified version of 
Duncan's (1956) model for the economic design of a mean chart and is extended to deal 
with situations involving the Weibull shock model. In the traditional Duncan approach 
to Markovian shock models, the length of sampling intervals is kept constant. 
When the process-failure mechanism follows a Weibull model or some other models 
having an increasing hazard rate, however, it may be desirable to have the frequency of 
sampling increased with the age of the system. The author proposes a cost model that 
uses variable sampling intervals. The computational results indicate that the proposed 
model under variable sampling intervals provides a lower cost than those obtained by 
using the existing model developed by Hu (1984) for a Weibull shock model having 
sampling intervals of fixed length.
Parkhideh and Case [1989] assumed that the process failure mechanism is a 
non-Markovian process. This paper is basically a generalized dynamic version of 
Duncan's model. It was assumed that the arrival time of the process shifts follows a 
Weibull distribution. From the computational results, it was concluded that substantial 
cost savings could result from the use of the dynamic model as compared to Duncan's 
design.
Tagaras [1989] proposed a new approximate method for the economic design 
of control charts based on an estimate of the power of the control chart at optimality. 
Multiple linear regression is used to derive the approximate formula expressing the 
power o f the control chart as a function of the model parameters. A simple
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optimization procedure is then used to determine the economic design for the predicted 
value o f the chart's detection power, which is a function of six variables. The 
evaluation of the performance of the approximate method indicates that the proposed 
control chart design is very close to the exact optimum.
Chung [1993] presented a simpler search procedure to solve the economic 
design of x-chart, which contains not only the action limits but also warning limits. He 
assumes, a search for the assignable cause is undertaken when either (1) any point 
exceeds the action limit, or (2) a run of N points falls between the action and warning 
limit. If the assignable cause does not exist, production is allowed to continue; 
otherwise, additional time and cost must be provided to adjust the process. The 
method is implementable in real time on a personal computer. The results and the 
execution times of all numerical examples show that it is quite efficient and accurate.
Rahim and Baneijee [1993] extended their 1989 study [Baneijee and Rahim, 
1989] to allow a general distribution assumption on the length o f in-control periods and 
the possibility of age-dependent replacement before failure. A replacement before 
failure is meaningful only when such a replacement yields economic benefits. The 
authors considered that more frequent sampling could be necessary after the system 
attains a certain age. This, in turn, may increase the operational cost as a result of 
frequent sampling. They prove that terminating a production cycle at some time 
beyond this age may yield an additional cost advantage. Several truncated and non­
truncated probability distributions were used in the model. They concluded that 




In general, multiple assignable causes exist in most production processes. 
However, it is difficult to formulate mathematical models to incorporate all the 
stochastic and economic factors associated with the control (monitoring) rules and 
corrective actions. Three different modeling approaches to the multiple assignable 
cause problem have been proposed by Knappenberger and Grandage [1969], Duncan 
[1971], and Tagaras and Lee [1987].
Knappenberger and Grandage [1969] proposed a cost model for a process that 
is affected by several assignable causes. A process state in terms of the value of the 
process mean is associated with each assignable cause. It was assumed that the process 
was stopped while out-of-control signals were investigated. A two-stage numerical 
procedure was used to find the design variables.
Duncan [1971] developed another multiple assignable causes model, which is 
basically a generalization of his earlier single assignable cause model. It is assumed that 
the process may shift to an out-of-control state and remain in that state unless a 
corrective action is performed to reset the process to the in-control state. The arrival 
times of assignable causes are assumed to be independent and to follow exponential 
distribution with different arrival rates. A direct search method was used to find the 
optimal design of the control chart that minimizes the expected cost per unit time. The 
initial model studied reveals the existence of local minimum solutions that are relatively 
stable with respect to model changes, including marked changes in the distribution of 
assignable causes. He presented the solution of several example problems and 
conducted a sensitivity analysis of the model. The author also showed that the solution 
to the multiple assignable cause model can be well approximated by that to the single 
assignable cause models. Thus, it may be sufficient to use the single assignable cause 
model in practice.
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Chiu [1973] gave several corrections to the numerical results given in Duncan 
[1971] paper. The differences were caused by the errors in Duncan's computer 
program and by the precision in computation. In addition, the author suggested a more 
efficient procedure for determining the optimal design.
The use o f multiple control limits and multiple corresponding levels o f response 
action for processes is an effective way for statistical process control when different 
assignable causes exist which lead to different out-of-control states of the process and 
different process restoration procedures. Tagaras and Lee [1987] examined the 
optimal economic design of multiple control limits of process control charts. The 
exact mathematical model was developed and the expected cost per time unit function 
was derived for both variable and attribute control charts. The total cost associated 
with using the control chart was minimized by means of an optimization procedure 
involving a quasi-Newton method and a Fibonacci lattice search. In addition, 
sensitivity analysis performed on a large number of numerical examples revealed 
important relationships between the optimal design of the control chart and the model 
parameters.
General Results
Although many different formulation methods and solutions procedures have been 
studies, many suggest the same general conclusions, as follows:
1. The magnitude of the shift in mean which we wish to detect largely determines the
optimum sample size. For relatively large shifts of two or more standard 
deviations (r > 2), a small sample size of n = 2 to 8 will usually be optimum. 
When the shift in mean is smaller, say r = 1 to 2, then larger optimum sample 
sjz.es o f n = 10 to 20 may be required. A very small shift of r < 0.5 may require 
samples of size n = 40 or more.
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2. The cost incurred by out-of-control states has the largest effect on the choice of 
sampling frequency. As intuitively expected, the larger the loss, the smaller the 
interval between samples..
3. The setting of the control limits, and to a lesser extent the sample size, are 
affected by the costs associated with investigating a signal. If  this cost is large, a 
wider control limit should be made and a larger n should be used, which basically 
reduces the incidence o f false alarms as the costs of searching for assignable 
causes increase.
4. All the three design variables are affected by the cost of sampling. An increase in 
the fixed cost of sampling results in a larger sample interval and usually a slightly 
larger sample size. Furthermore, a high variable sampling cost results in smaller 
sample size.
5. A larger arrival rate o f out-of-control states results in a higher sampling 
frequency.
6. Errors in estimating cost coefficients do not have a very significant effect on the
optimum design, which is attractive for using the economic models in practice.
However, the optimum design is relatively sensitive to errors in estimates of the 
magnitude of the process shift.
2.3 On-Line Sensor
In this section, a brief literature on the development of on-line sensors is
provided. As discussed, significant efforts have been devoted to the engineering
aspects o f designing accurate and reliable sensors, and a large volume of engineering 
studies exists in computer engineering, mechanical engineering, industrial engineering, 
and applied mathematics. However, very little research has been done on how to use
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sensors in monitoring production operations. As a result, only relevant studies are 
included in the review.
Sensor Measurement
One of the most critical problems in designing and installing a feedback process 
control system is specification of the sensing device used in a continuous measurement 
of the controlled variable. The first paper by Murphy [1990] indicated that effective in- 
process measurements are the key for successful manufacturers. Because of cost 
limitations associated with 100% product inspection, manufactures must turn to a 
technological solution. A wide array of sensors are available which can be 
implemented to make dimensional measurements while the product is being made. 
These sensors, coupled with computerized running appropriate software, can be used in 
a feedback arrangement to maintain the process within the allowable tolerance band. 
Consequently, extremely low defect rates can be achieved. The introduction to on-line 
sensor measurement can be found in several textbooks, including the following works: 
Jovic [1980], Johnson [1982], Murrill [1984], and Rijnsdorp [1991].
The second paper by Murthy [1990] considered that the purpose of the sensor 
is to obtain dimensional information from the workpiece. A sensor is like a transducer 
in many instances because it converts one energy form to another. This other energy 
form is always an electrical signal to be used as feedback to the process or machine 
control. The author considers that the sensor itself is key to the concept of closed-loop 
control since it must measure the desired parameter. He also stated that in-process 
sensors for batch manufacturing can be broken down into two major categories: 
contact and noncontact. Noncontact sensors have come into greater favor because the 
lack of contact eliminates wear and deflection, which may introduce inaccuracy into the 
measurement. The author states that sensors can also be broken into two secondary
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categories, direct and indirect, with reference to how the measurement is obtained. 
The use o f a force sensor attached to the cutting tool or cutting tool holder is one 
example of indirect measurement. In this case, to be used as a measurement sensor, the 
tool can be brought slowly up to the point of contact with the workpiece. Signals 
caused by minute deflection in the tool holder are amplified to be used as a strobe to 
record the position of the machine tool's carriage. An indirect measurement of the 
workpiece can thus be made by obtaining a reading through the machine tool's encoder 
at the moment the signal from the sensor is received.
During the last two decades, numerical control technologies for machine tools 
have advanced to the point where the limiting factor is now the technique used for real­
time measurement of a controlled process in the feedback loop. Sahajdak's [1990] 
paper deals with the study of loop closure by monitoring, using a laser optical 
technique, the dimension of the actual workpiece as close as possible to the point of 
contact of the cutting tool so that all errors due to the machine and tool are within the 
control loop. He also deals with the investigation of a remote, noncontact optical 
gauging system required for an in-process measurement by the machine control.
Thompson [1990] described the development of an in-process inspection 
system for turning centers (lathes). Many such systems are under investigation, the 
technology having evaluated along two paths; namely, static and dynamic in-process 
inspection. In the static case, measurements are made between cuts (in the absence of 
cutting). The numerical control is directed to measure the part surface. In the dynamic 
approach, measurements and correction are made during the chip-forming process.
Mcknight [1990] described the development o f an in-process inspection system 
which is currently being used in production to close the loop around a turning 
operation in the fabrication of rotating components for gas turbine engines, primarily 
compressor and turbine disk (spools). The system's in-process sensor is a tool touch
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auditron (TTA). A TTA is a contacting, indirect device which plays an integral role as 
a static sensor in a closed-loop machining (CLM) system which was retrofitted onto a 
turret lathe. He conducted an experiment to increase the productivity of NC turning 
operations by reducing the noncutting time associated with tool setting and manual in- 
process inspection operations. This was accomplished through the development of the 
TTA sensor.
Sensor and Machining
The crucial problem that must be overcome in order to achieve the full potential 
of unmanned machining centers is the development of reliable and effective sensors for 
monitoring machine operation, ensuring efficient metal removal rates and taking 
corrective action in the event of breakages. Tlustys [1983] paper includes a survey of 
commercial available sensors and discusses several other sensors that are still in the 
laboratory stage but show promise for application to unmanned machining. The 
devices include dimensional and proximity sensors, cutting force, spindle force and feed 
force sensors, spindle motor sensors, and acoustic emission sensors. The application of 
these sensors to geometric correction, to monitoring tool wear, tool breakage, and safe 
spindle running is discussed.
Micheletti [1976] gives a review concerning the sensors for "in-process" 
measurement of tool wear during cutting operations. The first part of the paper 
discusses the general characteristics required of sensors; then, the direct method of 
measurement is discussed and examples are given of types of sensors for use. The 
indirect method is then described considering the correlation between the cutting 
parameters involved in the measurement and tool wear. Force, vibration noise, 
roughness of machined surfaces, temperature, etc., are considered as parameters to be 
detected by the sensors.
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Sensor and M anufacturing Decisions
Chryssoiouris [1992] discusses general decision making issues for the operation 
o f manufacturing processes. For many manufacturing processes, it is desirable to 
optimize the process with respect to several different criteria, such as production rate, 
workpiece quality,., and so on. The author considers that a game theory approach can 
easily address multiple criteria for selecting the optimal process input variables, and 
thus account for various performance measures. This study used a multiple-sensor 
approach whereby measurement o f process variables is performed by several sensing 
devices. The sensor signals are fed into several process models to provide estimates of 
process state variables. Statistical criteria are then used to determine the best 
synthesized state variable estimate from the individual estimates provided by the 
process models.
Drilling is a machining process with two parameters: feed rate (mm/min) and 
spindle speed. The drilling problem is to determine the best policies for operating the 
drill. The required decisions are when to replace the tool, and the selection of spindle 
speeds and feed rates used to drill. Conrad [1989] considers a drilling economic 
problem where feed rates selection and tool replacement policies are to be determined. 
The replacement o f tool prior to failure is feasible. A new stochastic model for tool 
wear, called a diffusion-threshold model, is proposed. This tool wear model allows the 
machining economics problem to be formulated as a stochastic optimal control 
problem incorporating measurement feedback of tool wear. Two types of control 
policies are described. One is a traditional economic replacement policy, and the other 
uses tool wear feedback and allows on-line decision making.
Gong and Tang [1993] discuss a situation where an on-line sensor is used to 
monitor a randomly deteriorating machine operation. The machine condition is 
described by a finite number of states, and the machine deterioration follows a Markov
33
process. It is assumed that the sensor measurement and the true machine condition has 
a statistical relation. A decision is to be made on when a machine setup should be 
made, based on the observed sensor measurement. A Markovian model is developed 
by considering the cost of operating the machine and the cost of machine setup, and a 
steady-state threshold policy is developed by minimizing the total cost. In addition, a 
heuristic method based on Bayesian rule is proposed. A simulation study is used to 
study and compare the properties of these two policies.
Sensor and Signal Processing
Acquisition of information, processing of information, and interpretation of 
processed results are three important tasks for engineering researchers who have a need 
for concise information directly relevant to their fields of interest. For the last two 
decades, information processing techniques, have undergone a revolutionized change 
because of the improvement in digital equipment and computing facility. 
Manufacturers also benefit from the improvement in speed and accuracy of the 
information (signal) processing skill of industrial use sensor. Chen [1988] discusses 
signal characteristics and the fundamental concept of signal processing. He also deals 
with mechanics of data capture and storage. The author considers a particular form of 
pre-processing; namely that o f analog-to-digital conversion. Digital filtering design and 
frequency domain are also discussed.
The principles of randomized signal processing are described by Bilinskis 
[1992], The common principles underlying randomization of signal processing are 
considered in this work. Two signal processing procedures, sampling and quantizing, 
are introduced by the author. A model of signal processing and their components 
suitable for the mathematical description and analysis of various conversions of 
randomly sampled signals is presented. The basics o f randomized and pseudo­
34
randomized quantizing are also considered in his work. The specific mathematical 
methods for analyzing various random sampling applications are also developed.
Array processing deals with the processing of signals carried by propagating 
wave phenomena. The received signal is obtained by means of an array of sensors 
located at different points in space in the field of interest. The aim of array processing 
is to extract useftd characteristics of the received signal field (e.g., its signature, 
direction, and speed of propagation). The array itself takes on a variety of different 
geometries depending on the application of interest. The most commonly used 
configuration is the linear array, in which the sensors are uniformly spaced along a 
straight line. Another common configuration is a planar array, in which the sensors 
form a rectangular grid or he on concentric circles. Haykin [1985] studied theoretical 
aspects of array signal processing and its application in exploration seismology, sonar, 
radar, radio astronomy, and topography.
CHAPTER 3
PROBLEM DESCRIPTION AND MODEL FORMULATION
In this chapter, the problem under study is described and a mathematical model 
is formulated. The chapter is organized as follows. In section 3.1, the problem 
description is given, and in section 3.2, the proposed procedure is given using one on­
line sensor and in-process product inspection. In section 3.3, the model is formulated.
3.1 Problem Description
As discussed, a method of using on-line sensors and in-process product 
inspection is proposed for monitoring a production process in this research. In this 
section, the assumptions concerning 4) production process, sensor signals, and product 
inspection method are given.
3.1.1 Process Condition
Consider a production process with two process conditions: in-control and out- 
of- control states. The in-control state represents the best operating condition for the 
production process, and the out-of-control state represents an unacceptable operating 
condition, which may result in a higher product nonconforming rate, excess production 
cost, etc. It is assumed that the process states are not directly observable.
Suppose the product produced by the process has one main performance 
variable, denoted by X. Because of the inherent variations in the process, the items 
produced by the process are different in quality. It is assumed that X follows a normal 
distribution with a constant variance a2 and a mean depending on the process 
condition. The mean and variance of X have been named, respectively, the process 
mean and the process variance. It is assumed that the process mean is equal to p.0
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when the process is in control and that the process mean is equal to m  when the 
process is out o f control. Without loss o f generality, jLijis assumed to be larger than p0.
Let t denote time and |i(t) denote the process mean at time t. Because the 
process variance is assumed to be constant, the process condition is dependent on p(t). 
Suppose the process starts from the in-control state. Because o f the possible 
occurrence of an assignable cause, the process may shift from the in-control state to the 
out-of-control state after a random period of time. It is assumed that the transition 
between states is instantaneous and that the process will not return to the in-control 
state unless the process is stopped and a corrective action is taken. Consequently, the 
fundamental purpose of monitoring the process is to determine whether p(t) is still 
equal to Po or whether it has shifted to pj. It is assumed that the arrival time of the 
out-of-control state (or the assignable cause) follows an exponential distribution with 
mean X per unit time. In other words, the time length of the in-control state follows an 
exponential distribution.
3.1.2 Sensor Signals Generation
As discussed in chapter 1, sensor signals are categorized by the form of their 
signal parameters into analog signal and digital signals. Analog signals can be further 
divided into time-continuous analog signals and time-discrete analogy signals. In this 
study, it is assumed that the sensor used to monitor the production process can 
generate time-continuous analog signals y(t). Furthermore, at time t, the relationship 
between y(t) and the process mean p(t) is described by the following expression [Tang 
1992]:
y(0 = Po + Pi + £y> (3.1)
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where Ey follows a normal distribution with mean 0 and a known variance 02.
Basically, pj is the coefficient converting the unit from the process state p(t) to the 
sensor reading y(t), and 02 is a measure of sensor precision (noise). Without loss of 
generality, Pi is assumed to be positive. Furthermore, to simplify the analysis, we 
assume that p(t) and error term Ey are independent. Consequently, the process mean 
p(t) is the predominant factor o f affecting the sensor signal value y(t). It can be easily 
verified that y(t) follows a normal distribution with mean P0 + Pjp(t) and variance 02.
During production, y(t) fluctuates around its mean Po + Pi p(t). In determining 
the decision rule that a sensor warning signal be issued, a setpoint (threshold value) 5 
of y(t) is selected. Based on 8 and the data processing method used in the sensor 
design, the arrival patterns o f a sensor warning signal can be derived. It is expected 
that the arrival rate of the warning signals when the process is in control is smaller than 
that when the process is out o f control.
Let a w denote the probability that y(t) equals or exceeds the setpoint level 8 
when the process is in control. Furthermore, let Pw be the probability that y(t) is 
smaller than 8 when the process is out of control. Since y(t) follows a normal 




where O(-) is the standard normal distribution function. Note that a w decreases as 8 
increases, and Pw increases as 8 increases.
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Theoretically, 8 may be selected so that a w and Pw are very small if sensor 
precision is prettily high. However, the probability that y(t) is larger than 5 is almost 
100% in a very small time interval because y(t) is continuous. Consequently, a decision 
rule has to be defined for sending sensor signals. In general, the most important 
characteristics associated with the decision rule are the warning signal arrival patterns 
(distributions) under the two process states. For example, the arrival rates of sensor 
signals affect how long a process can be operated under the out-of-control state and 
how frequently a sample needs to be taken.
Let A,0 and Tij denote the sensor warning signal arrival rates, respectively, under 
the in-control and the out-of-control states. A reasonable expectation is that when 8 is 
set larger, Xq and /Ij should become smaller. However, the specific relationship 
between 8, A,0 and A-j depends on the design of the sensor, in particular, the decision 
rule used in issuing sensor signals. The decision rule and its resulting relationship 
between 8, A,0 and ?ij are described as follows. Note that there are other possible 
decision rules in designing sensors.
Assume that the sensor is designed so that, depending on sensor readings of 
the process conditions, either a warning signal or no signal will be sent out every small 
time At. Furthermore, within the time interval, n readings of y(t) are taken. An 
indicator variable, Zj, is defined so that, if the ith reading is larger than or equal to 8, 
then Zj = 1. Otherwise, Zj = 0. This quantization process is called the round-off 
operation, and zj is called quantized signals. An illustration of this process is given in 
Figure 3.1.
Part (a) of Figure 3.1. is a sample path of y(t). In Figure 3.1.b, the binary 
numbers are the quantized signals. Since y(t) is a random process, the resulting 
sequence of 0 or 1 is a random sequence [Bilinskis and Mikelsons, 1992]. This 
randomizing signal processing and quantized procedure can convert analog signals into
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digital signals which are used in developing the decision rule for sending warning 
signals. Let B be the number o f times that y(t) is larger than 8 in the interval At; Le.,
N
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Figure 3.1: Quantized Signals
The decision rule used in this study is: A sensor warning signal is issued if N is larger 
than a pre-determined value m.
3.1.3 Action Limit of a Control Chart
The second way to monitor the process condition is to use in-process product 
inspection. Control charts provide a systematic method for in-process inspection. In
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using a regular x-chart, a sample of n items is randomly drawn from the process and 
inspected. If  the sample mean, x, is outside the control limits, the process may be 
stopped for inspection. As discussed in chapter 2, different methods have been 
proposed to determine the control limits. This sampling process usually takes place at 
fixed intervals. However, in this study, samples will be taken only when a sensor 
warning signal is found.
Let the upper control (action) limit be defined by
where k is a constant to be determined.
As long as x is smaller than UCL, no action will be taken. Otherwise, the 
process may be stopped and a correction may be made. There are obviously two 
possible errors associated with the decision rule. The first error occurs when x falls
second error occurs when x falls below the control limit although the process has been 
out of control. We define a s as the probability that the sample mean is larger than the 
control limit when the process is in control; i.e.,
Similarly, the probability that the sample mean is smaller than or equal to UCL when 
the process is out of control is given as
(3.5)
above the action limit purely by chance although the process is actually in control. The
(3.6)
which can be evaluated by the standard normal distribution function:




M l =  Mo +  r  CT( X )> ( 3 -9 )
then (3.8) can be evaluated by
Ps = * ( k - r \ £ ) .  (3.10)
3.2 Two-Phase Monitoring Procedure
In this section, a two-phase procedure is proposed for monitoring the 
production process. Basically, the proposed procedure combines the sensor signals and 
the product inspection procedure in developing a control rule. It is anticipated that the 
proposed two-phase procedure is more effective(e.g., low cost) than the practice using 
only sensor signals or control charts separately. The procedure is illustrated in Figure 
3.2.
In phase 1, the production process is monitored continually by the sensor, until
the total number o f y(t) exceeding 5 is larger than a preset m. Consider a interval At
and a small subinterval At'=At/N is selected such that at most one y(.) exceeds 8 during 
At'. If the total number of y(.) exceeding 8 (i.e., B(At,N)> m), a warning signal is 
issued at the end of At. And phase 2 of the procedure is implemented: a sample of n 
items is immediately drawn from the production process and inspected.
In the second phase, if  the sample mean is larger than the action limit UCL, then 
the process is stopped and a search is initiated to determine the actual process status 
for possible necessary repair. Of course, when the process is stopped, the process may 
be in control or out of control. We consider that, when the process is stopped, the 










Fig. 3.2: The Two-Fhase Monitoring Procedure
We assume that the cost o f operating the sensor is negligible. When a warning 
sensor signal occurs, a sampling cost is incurred by drawing and inspecting the sample
43
from the process. Assume that the sampling cost is proportional to the sample size n. 
Let C be the per-item sampling cost, then, Cs= n*C. If  the sampling result suggests 
that the process could be in out of control, the process is stopped. We assume, for 
simplicity, that when the process is stopped, a cost, Cr, is incurred, regardless of the 
process condition. This assumption is valid when a standard procedure is used to re-set 
up the production process regardless of the process condition or when the repair cost is 




In this section, the mathematical model for the two-phase procedure proposed 
in the last section is formulated. Because long and tedious mathematics is used to 
derive several results, the related detailed processes are given in appendices so as to 
avoid possible interruptions in reading.
As assumed, the production process starts from the in-control state. An on­
line sensor is used to monitor the production process. If a sensor signal is issued, then 
a warning signal will be given, and a sample with size n will be drawn from the process 
immediately. If the sample mean, x, falls below the upper control limit, no action is 
taken and the sensor monitoring process continues. However, if  the sample mean is 
larger than the control limit, then the process is stopped for re-setup.
The period from when the process starts (time 0) to when the process is 
stopped is defined as a cycle. The time length T is defined as the cycle time. 
Obviously, T is a random variable. Furthermore, we define V to be the time epoch at 
which the process becomes out of control; i.e.,
V = Min{t: p(t) = p l5 t> 0  | p(0) = p0}. (3.11)
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Based on the relationship between T and V, we consider two cases. In the first 
case, the cycle time T is less than the process shift time V. In this situation, the 
production process is always in control in the entire cycle, and all the sensor warnings 
issued are false warning signals. This case is illustrated by Figure 3.3.a. The second 
case is illustrated by Figure 3.3.b, in which V is not greater than T, implying that the 
production process becomes out of control before the cycle ends. In this case, we 
assume, after a process shift, we still not can find that the sample means exceed the 
upper limit o f mean control-chart, before process shutdown. These two cases are 
considered in deriving the distribution of the cycle time in the next section.
Case A: T < V 
H(t)
Mo
Case B: T > V 
H ( 0
“ i 1-------------- 1
Mo --------------------- 1 iIII
1 1 
V T
Figure 3.3: Cycle Time and Arrival of the Out-of-Control State
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3.3.2 Distribution of W arning Signal Arrivals
As discussed in section 3.1.2, a warning sensor signal is issued if B is larger 
than a pre-determined value m, where B is defined as the number of times that y(t) is 
larger than a pre-determined value m in the interval At. It can be verified that B 
follows a binomial distribution with parameters n and
p = a w when the process is in control; and
p = 1- Pw when the process is out of control.
Therefore, the probabilities that a sensor warning signal is sent out are, respectively,
rQ = Pr(B(n,aw)>m) when the process is in control; and
Tj = Pr(B(n,l- Pw)>m) when the process is out of control.
Now, let x be the time length from 0 to the arrival time of a warning signal 
when the process is in a control state. This implies that the sensor does not send out 
signals in the first k(=x/At) periods. It is easy to verify that
Pr(x > kAt) = (l-r0)k,
which can be written as
Pr(x > kAt) = [(l-r0)1/r°]r° k. (3.12)
Since rQ should be very small, (l-rQ)1/r° can be approximated by e '1. Let /\.0=r0/At. 
Then, (3.12) can be written as
Pr(x > kr)) « e’^0̂ 1.
46
Since kAt is actually the time of observing the first signal, we have shown that x 
actually follows an exponential distribution with parameter A0. Using the same 
method, it can be shown that the time of observing the first sensor signal since the 
process shifts to the out-of-control state also follows an exponential distribution with 
parameter A,1=r1/At. Note that r } may not be small in every application so that the 
approximation may not be valid. However, when rQ is small and rj is large, the 
monitoring rule is easy to establish because the sensor can accurately detect the process 
shifts. In this paper, we assume that Tj is small, especially, when the predetermined 
value of m is near to N.
From the previous proo£ we know that x is an exponential random variable 
with mean 1/A0. Let x, denote the elapsed time between the (i-l)th and (i)th warning 
signal. The sequence {Xj, i = 1, 2, ....} is called the sequence of inter-arrival times of 
warning signals when process is in control. From the assumption of independent and 
stationary increments, we know Xj, i = 1,2,...., are independently and identically 
distributed exponential random variables, with memoryless property, having mean 1A,0. 
Then, we define a random variable N0(t) = the number of warning signal arrivals on 
[0, t], when the process is in control. Indeed, N0(t) is a Poisson distribution with mean
^0 1-
Similarly, we can define an exponential random variable S, with mean 1/A. j and a 
Poisson random variable N j(t) with mean Ajt when the process is in the out-of-control 
state. Here, 1/Aj is the mean length between warning arrivals when the process is in 
an out-of-control state.
Hence, from the different process conditions, the warning signals can be 
categorized into false warning signals and true warning signals. The former shows that 
a warning signal arrives when the process is in control, while the latter implies that the 
process is in an out-of-control state when a warning signal arrives.
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3.3.3 Distribution of the Cycle Time
Because V follows an exponential distribution,
Pr(V > v) = e ' ^ v , for 0 < v < °o. (3.13)
Consider case A discussed in the last section. For a value t, t < T < V, all the sensor 
warning signals observed in [0 , t] occur when the process is in control. Consequently, 
the number of signals observed in [0, t] follows a Poisson distribution with parameter 
A.0 . The probability that the sample mean does not exceed the action limit is 1 - a s. 
The conditional probability that the process is not stopped at time t given that the out- 
of-control state occurs at time V = v is given by
P r ( T > t | V  = v ) =  Z
i= 0
which is equivalent to
Pr(T > 1 1 V = v) = e‘ ^ 0  a 0 t , f o r t < v < o o .  (3.14)
The "probability density" form of the above expression is
f(T  = t |  V = v) = k0 a 0 e'A'o a ° t , f o r t < v < o o .  (3.15)
Now, we consider case B, in which T > V. For a value t, 0 < V < t, all the 
warning signals observed in [0 , v) occur when the process is in control and those 
observed in [v, t) occur when the process is out of control. Furthermore, in both time 
intervals, [O.v) and [v,t) , all the sample means are smaller than the action limit.
The probability, Pr(T > 1 1 V = v), can be obtained by
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P T (T > , | V  = v ) = Z ^ M
i= 0
( 1 ^  £  e-X,('-v)[X.1(,-v)li( ^
j = 0  J-
which can be written as
Pr (T> t j  V = v) = e ' ^ 0 « s - ^ l ( 1-Ps)]v ^ l d - P s ) 4, for 0 < v  < t. (3.16)
Similarly, (3.16) can also be expressed in the density form:
f  ( T= 11 V = v ) = ?ii(l-3s) e '^O a s - ^ld-Ps)]v x e-^l(l-Ps) \
for 0 < v < t. (3.17)
Using (3.14) and (3.16), we obtain the unconditional distribution function of the 
cycle time as follows:
Pr( T > t ) = Pr( T > t, V > t ) + Pr( T > t, V < t), (3.18)
i.e., Pr( T > t ) = c‘l'-»a s+
+ i ^  i + . (3.19)
A-0a 0  ~ A , j ( l  -  p j )  +  A,
The detailed derivation of (3.19) is given in Appendix A.
3,3.4 Expected Cycle Time
Let E[T] denote the expected cycle time. To derive E[T], we consider the 
expected time length for the two cases discussed in section 3.3.1; i.e., case A: T > V 
and case B: T < V. Let E[T | T < V] and E[T |T > V] denote the expected time
lengths of cases A and B, respectively. In addition, Pr(T < V) and Pr(T < V) are the
probabilities that cases A and B occur, respectively. Then, E[T] is determined by
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E[T] = E[ T | T < V] Pr( T < V) + E[ T | T > V] Pr( T > V). (3.20)
To derive the components of the last equation, we first use the stochastic 
relationship between T and V to compute the probability of Pr( T < V). Notice that 
Pr( T < V) is the probability that the process is in control when the process is stopped. 
In other words, it is the probability of mistakenly stopping the process. Using the 
concept of the conditional probability and (3.13) and (3.14), Pr(T < V) can be obtained 
by
00
Pr( T < V) = J P r ( T < V | V  = v ) P r ( V  = v ) d v  
0
= J  [1  - e‘^oCXsV] k  e"^v dv,
0
X0a s + 1 '
Consequently, it is easy to find
(3.21)
(3-22)
Similarly, the conditional distribution given in (3.14) can be used to compute the 
conditional expectation of T, given T < V:
00
E[ T | T < V] = J" Pr( T > 1 1 T < V ) dt. 
0
It can be shown that (a derivation is given in Appendix B):
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E t T ' T < v ] - v ^ -  <323)
Furthermore, equation (3.16) can be used to compute E [ T | T > V ] i n a  similar
way:
00
E[ T | T > V ] = /  Pr( T > 1 1 T > V ) dt.
0
In Appendix C, the following result is derived:
E [ T | T a v l  ( 324 )
which is equal to
E[ T | T > V ] = E [ V | T > V ] + E [ T - V | T > V ] .  (3.24.a)
Note that E[ V | T > V] is the expected time length that the process is in 
control, and E [ T - V [ T > V ] i s  the expected time length that the process is out of 
control. Consequently, the expected cycle time is given by
1  . I I  .  L_E[T] = r — r T  +A,0a s + X X,0a s + X [ ^ ( l  - Ps) ^ 0a s + kj koas + V  
which can be written as
FITl =  k ](l - ps) +_k-----
E[T] [k0a s + ^ ] [ M l - P s ) ] ‘ (325)
In fact, equation (3.25) can be also derived by using equation (3.16) directly:
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oo
E[T] = J  Pr( T > t) dt 
0
1 | ________X________.  1_________ 1
X0cts + X + X0a s -X i ( l  - ps) + X ^-i(l-Ps) ’ M s  + *■
which can be shown (Appendix C) to be exactly equivalent to (3.25)
3.3.5 Expected Total Cost
In this section, the expected total cost per cycle is derived, and, then, the 
expected total cost per unit time is obtained by dividing the per-cycle expected total 
cost by the expected cycle derived in the last section. Three cost components are 
considered in the model: the sampling cost, the cost of operating the process under the 
out-of-control state, and the cost incurred by stopping the process. These costs are 
derived as follows.
Expected Sampling Cost
When a sensor warning signal arrives, a sample with n items is drawn from the 
process and inspected. Hence, the expected total sampling cost per cycle, denoted by 
E[SC], is equal to the product of the sampling cost per sample and the expected 
number of warning signals observed in a cycle. Let E[SN] denote the expected number 
o f warning signals observed in a cycle. Then,
E[SC] = nC E[SN], (3.26)
To derive E[SN], the expected number of warning signal arrivals is considered 
separately for cases A and B. First, we consider case A. Let E[SN| T<V] denote the 
expected number of warning signals observed in case A. Note that the process is
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always in control; the average (mean) arrival rate of warning signal is As a result, 
E[SN|T<V] can be evaluated by
E[SN|T<VJ = E[ A,0  T | T < V ] + 1, (3.27)
where 1 (the last term) refers to the last one sample taken before the process is 
stopped. Using (3.23), the following is obtained:
E[SN | T<V] = xQa s +~i  + L <328>
For case B, we have to consider separately the in-control and out-of-control 
periods in a cycle. Using (3.24a), the expected number of warning signals for case B is 
given by
E[SN | T>V] = XqE[V | T > V] + A,jE[T - V | T > V ] +1, (3.29)
which is expressed as
The total (unconditional) expected number of signals observed in a cycle is given by
E[SN] = E[SN | T < V] Pr(T < V) + E[SN | T > V] Pr(T > V), (3.31)
which can be easily shown to be equivalent to
E[SN] = { r— ^ - 7 + 1} . ^  . + { . \ : / f 1 a , + l k -  \  .
0 A0a s +  X ^ o a s ^  A0(XS+A  p s) A,oa s ^
The result is obtained as
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E[SN] = 7 qtt' + "J j r  - . + 1.
0*̂ S Ps ^Oa s ^
(3.32)
And the total expected cost o f sampling per cycle is given in the following:
E[SC] = Cs E[SN] = C (3.33)
Expected Cost Incurred by the Out-Of-Control State
Let E[OC] denote the per-cycle expected cost incurred by the out-of-control 
state. Then, E[OC] is determined by the product of the unit cost of operating the 
process under the out-of-control state and the expected length that the process is out of 
control. That is
Using (3.22) and (3.24a),
Cost of Stopping Process
The cost of stopping cost, Cr, is an average cost associated with the two 
different process condition, namely, in control and out of control. In the former case, a 
large number of false signal cost will be included, in addition to the adjustment, repair, 
and maintenance cost are assigned. However, in the latter case, a small number of false 
signal cost will be assigned, in addition to the replacement cost is charged. Costs 
associated with investigating assignable causes and performing corrective action are 
determined by the actual procedure used by the producers. Nevertheless, Cr is charged
E[OC] = Cd E[T-V | T>V] Pr(T>V). (3.34)
per cycle basis. And Cr is assumed to be the same, no matter what actual process 
condition is found when process is stopped. In tool drilling example, replacement cost 
of drilling tool is the predominant cost of process stop if process is found to be out of 
control when it is stopped. While, the corrective and maintenance cost is the most 
important cost of process stop, in addition to the false warning signal cost, if  process is 
in control when it is stopped. Thus, Cr is the sum of two different categorical costs 
with two weights, the probabilities of process in control and out of control.
Consequently, the total expected cost per cycle is given by summing the 
expected sampling cost and expected cost of operating the process under the out-of- 
control state and the cost associated with stopping the process:
E[TC] = E[SC] + E[OC] + Cr. (3.36)
It can be shown that E[TC] can be evaluated by
E[TC] + C r + Cs + [V xs + W - P s ) ] + x 1( i - p sk 4 ps + ^)' (3‘3?)
Another derivation o f E[TC] can be found in Appendix D. Finally, from a 
theorem of renew reward process by Ross [1971], the expected cost per unit time, 
denoted by EUC, can be obtained by dividing the expected total cost per cycle by the 
expected cycle time. The renew reward theorem is illustrated in the followings
Consider a renewal process with interarrival time T j,T2,  Assume further
that a total cost TCj is charged at the time of the ith renewal. Suppose that the pairs 
(Tj, TCj), i =1,2,.... are independent and identically distributed. If we let
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then C(t) denotes the total cost assigned by time t. M(t) is the total number of 
renewals in [0,t]. The limiting value o f the average cost is given by the following 
theorem: if  E[TCj ] and E[Tj] are finite, then (i) Pr{ lim C(t)/t ->E[TC]/E[T] } = 1 as t 
-»  oo, (ii) lim {E[C(t)]/t} —> E[TC]/E[T] as t —>oo.
If we say that a cycle is completed every time a renewal occurs, then the 
theorem states that the expected long-run average cost is just the expected total cost 
assigned during a cycle, divided by the expected time of a cycle. Hence, EUC is 
obtained in the following:
It can be shown that EUC is given by:
= C U n M l - P«) (Cr+CcH 1( l-P « X * .n a s + *.) , 
x + Mi-Ps) x + Mi-Ps)  ̂+ M1-PS)
(3.38)
which can be further simplified into
{Cs^ i ( l  - Ps) +( Cr + Cs) ^ ( 1  - Ps)(X,0a s + *-)
+ A,Cs^i + A,C(j}. (3.39)
The optimal control rule is determined by finding the values for 8 , n and k which 
minimize EUC. In the next chapter, the properties associated with the optimal solution 




In the last chapter, a two-phase procedure, which combines an on-line sensor 
and in-process product inspection, for monitoring a production process was proposed. 
There are three decision variables in the model: the setpoint for the sensor, and the 
sample size and the action limit for product inspection. In this chapter, several 
important properties concerning the optimal values for these decision variables are 
derived, based on which a solution algorithm is proposed.
The chapter is organized as follows. In the next section, the properties of the 
optimal action limit for fixed setpoint and sample size are reported. In section 4.3, the 
properties of the optimal sample size for fixed setpoint and action limit are discussed. 
Based on these properties, a solution algorithm is proposed in section 4.4.
4.2 The Optimal Action Limit
The purpose of this section is to study the properties of the optimal solution for 
k associated with given values of 8  and n. From the presentation of our model, fixing 8  
implies that the decision on the sensor has been made, which, in fact, is a common 
practice in today's manufacturing environment. Furthermore, finding optimal k* for 
given n is to find the best action limit associated with a sample size for the control 
chart. We will analyze the conditions for the existence of a finite optimal k for a given 
sensor setpoint and sample size. This analysis is important, since the combination (n, 8 ) 
is not suitable in the model if  the corresponding feasible optimal k does not exist. In 
other words, if a finite k* does not exist, the use of the proposed procedure may not be
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appropriate. It is possible that a better approach is simply to use the sensor as the only 
tool in monitoring the process and to use the setpoint as the action limit.
We will show the necessary and sufficient conditions for the existence of a 
finite optimal k. Furthermore, for convenience in finding the optimal k numerically, we 
will further analyze the unimodal and convexity properties of function EUC with 
respect to k. From the expression o f EUC given by (3.39), we can easily obtain the 
following expression after simple algebraic operations.
Denote the last term in the brackets [ ] on the right side of the above expression as A;
The first partial derivative o f EUC with respect to k is given by (A derivation is 
given in Appendix E):
EUC = Cs^o + (Cr + nC)k0[l - <D(k)] + (Cr + nC)X
+ i— [-nCk0
k j[ l  - 0(k-r\/n)]
g ~ (Cr + nC)k + nCA^ + C,j]. (4.1)
A —  nCk0 - (Cr + nC)A, + nCkg + C^. (4.2)
5 E U C _
q “ (Cr+ nC)A,oA.i <Kk)U - ° ( k-- W ”) .)_^ ( l - ^ k - i ~ s / n ) )  + ?t
V i ( l - < K k - r \ f o ) +X ] 2
-  rjri)
[A- ( Cr + nC)k0( l -O(k)] , (4.3)
where <)>(•) is the probability density function (pdf) of the standard normal distribution.
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Notice that the first term on the right side of (4.3) is always negative for any k, 
because >4 , i = 1, 2, and functions <(>(•) and O(-) are all positive. As a result, to satisfy 
the first derivative condition for optimality 5EUC/dk=0, A-(Cr+nC)X,0 (l-O(k)) must 
be positive. Hence, we have the following result.
Result 4.1. Assume that the sensor setpoint 8 and the sample size n are given. If a 
finite k* exists, then the following inequality holds
n C ^  - ^0) +  c d > (c r +  nC ) +  A-ott “ ° ( k )]}- (4 -4 )
From (4.4), the following lower bound of optimal k will be obtained.
Result 4.2. For given n, if a finite optimal k* exists, then
k*><p-l(D). (4.5)
where
( Cr + n C) (kft+X) - Cn(X,] - Xq) - 
U (Cr + nC) ^ 0
Expression (4.5) provides a lower bound of the optimal k , which may be useful in
finding numerical for k*. However, this bound is useful only when D is greater than
0.5. Otherwise, <D_1(D) is negative, which is not a meaningful lower bound because k
should be positive. This is equivalent to the inequality of Cr(A,o+2?i) - nC(2A,j-3?io-2^)
> 2C^. If Cr(A,0+2 ^) > 2 0 (1, 2A.j - 3A,0 - 2X < 0, then the inequality holds and the
bound is improved as the sample size n increases. On the other hand, as is very often
the case with 2X\ - 3^ 0 - 2X > 0 , a small sample size would improve the lower bound
for k*. More detailed discussion is given as follows.
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The partial derivative of EUC with respect to action limit k (expression (4.3)) 
can also be rewritten as the following form:
a EUC = 4>(k)X1A,(k)
a k  [ ^ i ( i - P s) + ^]2 ’ (4.6)
where
A'(k) = - (Cs + Cr)X0^i (1 - Ps) 2  - (Cs + Cr)h0(l - (5s)?i
+ [A - (Cs + C^oCCs] ^ e{rViT(k"rV"/2)}. (4.7)
Using (4.7), we can show the following necessary and sufficient condition for 
the existence of a finite action limit k*
Proposition 4.1. For a given sensor setpoint 5 and sample size n, the necessary and 
sufficient condition that a finite optimal control limit k* exists is A > 0.
Proof: Suppose A > 0. Notice that for Ps = <D(k - n /n) and a s = l-O(k), we have that 
(a) the first two terms of (4.7) are close to zero, (b) A-(Cs+Cr)^0a s approaches A, and, 
(c) e{T'/n(k~TSn/2)} goes to positive infinity as k goes to infinity. Hence the derivative 
of EUC is positive as k goes to infinity. Since k is non-negative, a finite k* exists.
On the other hand, assume that finite optimal k* exists. If A < 0, then the third 
term of (4.7) is negative. As a result, dEUC/3k is always negative. Therefore, no finite 
k* exists. Q.E.D.
Some intuitive and interesting observations can be drawn from the above 
proposition. Note that the condition, A > 0, can be re-expressed as
^nC (*.r X0) + > (nC+Cr). (4.8)
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Since X0 and are arrival rates of the warning signals when the machine is the in­
control and out-of-control states, respectively, the first term, nC ^-A g), on the left side 
of the inequality (4.8) can be interpreted as the expected cost saving on sampling for 
re-setting the process from the out-of-control state to the in-control state. That is the 
expected increase in sampling cost per-unit time between the in-control and the out-of­
control states. Hence, “■nC(Ai-Ag) is the average total cost saving in sampling when a
setup does occur when the process is out of control.(Note that since the sensor may 
give false alarm signals from time to time, a setup action may be carried out when the 
process is in control.) The second term, can be interpreted as the expected cost
saving in operating the process by re-setting an out-of-control process into an in­
control process. Hence, the left side can be interpreted as the cost saving achieved by a 
setup action. (nC + Cr) on the left side is the total expense required to set up the 
process. Consequently, a finite optimal k* exists only when the cost saving resulting 
from a re-setup of the process must be larger than the expense incurred by re-setting 
up(stop) the process.
A special case for (4.8) is when the sampling cost nC is relatively smaller than 
C j and Cr. In this situation, the inequality can be approximated by
which suggests that the process should not be re-set(re-run) because a setup(put into 
run) will not give us any cost benefit. As we discussed at the beginning of the chapter, 
our production control procedure may not be suitable for such an environment.
In the following discussion, (4.9) is assumed to be always true. Now, let us 
look at the arrival rates of the sensor signal Xj and Xq and that of X. In application, we 
may always assume that sensor setpoint 5 is chosen such that
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A!-A0 - A > 0 .  (4.10)
This is because C,j is usually larger than the inspection cost and the sensor has a certain 
degree of accuracy. These two factors imply that is usually much larger A0 and A, 
and that the assumption (4.10) is true. However, the combination of (4.9) and (4.10) 
ensures that (4.8) is true, which is equivalent to saying that a finite optimal k always 
exists.
Proposition 4.2 Assume that (4.9) holds. I f  for any given sensor setpoint 8 , Aj - A0 - 
A > 0, the finite optimal action limit k* exists for any sample size n.
Note that the optimal k may still be zero if D is not greater than 0.5.
We will now derive a unimodal property for EUC with respect to the action 
limit k. It is well known that unimodal property guarantees the convergence of almost 
all the simple but effective linear search methods for a one-dimensional optimization 
problem Hence, the following result is important for a numerical search for k*.
Result 4.3. EUC is an unimodal function with respect action limit k.
Proof: To prove the unimodality o f a function, we need only prove that (a) the
function is monotone increasing, or decreasing, and (b) there exists an k* such that the 
derivative o f the function is non-positive when k < k*, and non-negative when k > k*. 
From (4.6), we know that the sign of first partial derivative of EUC with respect to k is 
determined by A'(k):
A'(k) = -(Cs + Cr)A0A],(l - (3S)2 - (Cs + Cr)A0( 1 - PS)A
+ [A - (Cs + Cr)A0a s]Ae{rVE(k_rV"/2)}.
Notice that 1 - Ps = 1 - 4>(k-r\/n) and a s = 1 - <b(k), which are decreasing functions of 
k. Hence, the first two terms of the above expression are increasing functions of k.
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Because A is not affected by k, A - (Cs + Cr)A,0a s ^  a ŝo 311 increasing function o f k. 
On the other hand, it is clear that e{r^ ( k~r^ 2)) js ^  increasing function of k. To 
summarize, A'(k) is an increasing function o f k and when k goes to -00, A'(k) goes to - 
(Cs + Cr)?to^i - (Cs + CT)X0X and is less than zero. From the continuity of A'(k) with 
respect to k, we know either A'(k) is less than zero for all k, or there exists a k* such 
that A'(k) is less than zero for all k < k* and is greater than zero for all k > k*. Here 
we proved the unimodality o f EUC with respect to k. Q.E.D.
If  we consider the second derivative of EUC with respect to k, then we have the 
following expression (a detail derivation is given in Appendix F):
d2 EUC ?ii[l - Q(k - njii)1
Q k 2 (nC+Cr) ^04»(k) k +x
+■ (2X°,|’<k) +<r ^ - k)tCs<>-^o)+Cd - <nC+Cr)[X+X0<I-0(k))J} 
+ + Cd -(nC+Cr) [>. + k0(l-  4>(k)]). (4.11)
Using (4.8), the following result is obtained.
Result 4.4. EUC is strictly convex in k in the range of [O- 1(D), njn], where D is 
defined in (4.5).
Proof: We need to show that 52EUC/Sk2 > 0 for k e [0 _1(D), njn]. Since the first
term of (4.11) is positive, we only need show that the remaining terms are also non 
negative. From result 4.1 and 4.2 and expressions (4.4) to (4.5), we know that Cs(A.j- 
^ 0 ) + Cd - (nC+Cr) [A, + A-0( 1- <h(k)] > 0 when k < 0 _1(D). Hence, the third term in
(4.13) is positive. On the other hand, it is clear that r\jn - k > 0. The convexity is 
therefore proved. Q.E.D.
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In application, the condition given in result 4.4 usually holds if  a sample size is 
around 15 to 2 0 , and r = js in the range of 0.5 to 1 . Hence, r\Jn is around 2
to 3, which should be the range for most of k if the system is designed properly.
4.3 The Optimal Sampling Size
How to determine the sample size is an important issue in the sampling process. 
If the sampling cost is proportional to the sample size(i.e.,Cs= nC), using Ps=cp(k-r\/n), 
we can re-express EUC in terms of n as follows:
EUC= nC ( * 0  + X„as+ X} + C[fX„as + X) -
+ A, [ ^ .1 - An - A0a  s - A ] n C
Aj[l - <D(k- r j n )] +A ' K }
For simplification in analysis, n is treated as a continuous variable and, 
therefore, EUC is a differentiable function of n. The first derivative of EUC with 
respect to n is given as (a derivation is given in Appendix G):
a n  ^-i[l - ^ (k - rs/n)] + \
■ '  Cl< + C d)'
(4.13)
Since both <E>(k - n/n), and (<))(k - r\/n ysjn approach zero as n goes to infinity, 
the derivative of EUC with respect to n is positive when n is large. Similarly, we know
W j V  ^
that — r"[Cd - Cr(A,0(l-<l)(k))+A.)] will become the dominating term
{A^l-Ofk)] +k)z2yn
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in the derivative of EUC when n is small. Hence, whether - C,-(/̂ 0( 1 -0(k))+A.) > 0 
determines the existence o f optimal n* > 0. (Note that the optimal n* may not be an 
integer.) From the analysis in the previous section, we know that we should always 
assume - CrA, > 0 in our model. And since k is usually around 2 in application, the 
inequality - Cr[>to(l-3)(k))+?i] > 0 is true. This inequality is the same as the one in 
(4.10). Therefore, there always exists an optimal n for the model for any fixed action 
limit.
Result 4.5. Let the action limit k be given. If  - Cr[?io(l-<t>(k))+A.] > 0, then, there 
exists an n* > 0 which minimizes EUC.
Note that n* may not be an integer and may be very close to zero.
Sum up the first two terms on the right side of (4.13) as 
„„ ^i(l-<D(k- r\/n))(A.n + + A.) + CA,] ,C X  -----  — , which can be shown to be non-negative.
- <D(k- r\Jn)] + X 5
Hence, the third term in (4.13) has to be less than zero if a finite n* exists. We can
organize the relevant discussion into the following result.
Result 4.6. Let n* be the optimal sample size for given 8  and k. If n* is finite, then
nC( ? 4  - X0) - (Cr + nC)(k0a s + X) + Cd > 0 . (4.14)
The interesting part of this result is that it is exactly the same as the necessary 
condition for existence of control limit k in result 4.1. This implies that (4.14) becomes 
the necessary condition for the existence of both the action limit and the sample size, if 
the undesirable situation given by (4.10) does not happen. From the discussion in the 
last section, we know that (4.14) usually holds when sensor setpoint and model 
parameters are properly used (i.e., both (4.11) and (4.10) are true).
Next, the second derivative of EUC with respect n is given by
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{ -C(k\ - X q- X qUs - X )
+ [C JX oO is+ X yC d^  [(k-n/n) - 
- ^\JnC(Xr X0-X0a s-X )[(k-ry/ii)+^j=-] }
j KX\ yM>(k - r\/n ) ] 2
{■[Cr(A,oa s+^)*C(j] + nC(Xi-?io-X,oa s'^)}- (4.15)
+ n { ^ (l-O C k - r\Jn)) +X}3
Using the second derivative, the following result is obtained (a proof of this result is 
given in Appendix H):
4.4 The Solution Algorithm
Basically, to find the optimal solution to the model is a constrained 
minimization problem. There are several approaches to locate the optimal solution 
when the objective function is continuous and differentiable. However, EUC is not a 
continuous function of n. Furthermore, even if EUC is treated as a continuous function 
of n, it is difficult to find the solution to satisfy the first-derivative condition because 
the three partial derivative functions are nonlinear.
In this study, a multidimensional direct search is used to find the optimal 
solution. In the previous sections, several important properties associated with the 
optimal solution have been derived. These properties are used to improve the 
efficiency o f the direct search procedure.
Result 4.7. For given 8  and k, EUC is convex in n
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The basic approach of the algorithm is to develop an efficient method to find 
the conditional optimal solutions to n and k for a fixed 8, so that EUC becomes a 
function of 5. Then, a one-dimensional search is used to find the optimal 8 value. Two 
approaches are used to find the conditional optimal n and k. The first approach 
consists o f the following steps:
1. Start to search from 8=Po+PlHO> A8=0.1 is the incremental search gap.
2. Start from n=l and search for k* which minimizes EUC. A lower bound for the 
search is provided by result 4.2.
3. Increase n to n+1 and search for k* again until n is sufficiently large(e.g.,n=30).
4. Search the optimal n and its corresponding k*, then change 8 by adding A8=0.1.
5. Find the optimal 8*, n*, and k* which give the smallest EUC.
Note that when k* is finite(e.g.,k<3.2), EUC should be a decreasing function of k when 
k is small and start to increase when k is larger than k*. Because EUC for given 8 and 
n is shown to be unimodal in k, the search for k* can be easily done by any one- 
dimension search method. Note that a lower bound for conditional optimal n for given 
8 and the unimodal property are difficult to establish. Therefore, the search range for 
n has to be large.
The second approach is called zig-zic search procedure that start from n=l. 
This approach is described by the following steps:
1. Start to search from 8=Po+PlR)> ^ d  AS=0.1 is the incremental search gap.
2. Start from n = 1 and search for k* = k(n) which minimizes EUC. A lower bound 
for the search is provided by result 4.2.
3. Use k* found to find its corresponding n* = n(k).
4. If n* is the same as that found in the last iteration, then go back to step 1 and
change 8 by adding A8. Otherwise, find k* associated with the current n and
carry out step 2 again.
67
5. Find the optimal 8 , n , and k which give the smallest EUC. And the process is 
stopped.
Note that when n* is finite, EUC should decrease as n increases when n is small and 
starts to increase when n is larger than n*. Because EUC for given 8 and k is shown to 
be unimodal in n, the search for n* is stopped when EUC starts to increase. However, 




In this chapter, a numerical example is first given to illustrate the solution 
algorithm proposed for the two-phase procedure given in the last section. Then, based 
on this example, a numerical analysis is carried out to ( 1 ) show the advantage of the 
two-phase procedure over the practice o f using a control chart and a sensor separately 
in monitoring the process, and (2 ) to study the effects of several model parameters on 
the optimal solutions. The organization of this chapter is as follows. In the next 
section, a numerical example. In sections 5.2 and 5.3, mathematical models for 
separately using a single sensor and a control chart are formulated. Then, the three 
models are compared under selected values o f several important model parameters.
5.1 A Numerical Example
Consider a metal drilling manufacturing problem. A machine is used as a single, 
unmanned drill tool, repetitively carrying out a single, identical task on parts in a metal- 
removal manufacturing operation as the parts arrive continuously. The task involves 
drilling a single hole in each part. After a part is completed, another part is immediately 
available for drilling. As metal is removed from the parts, the tool may wear because 
of deterioration.
We assume that, the tool will produce a part that conforms to the specifications 
if the drilling process (machine) is in control. We assume that the tool will produce a 
certain portion of nonconforming parts if  the machine has shifted to the out-of-control 
state. These nonconforming parts are scrapped, resulting in a loss (cost) o f = 80.00 
dollars per unit time when the process is out of control.
The tool failure mechanism is only known empirically, variation in tool life is 
evident. We assume that the tool failure mechanism can be adequately described by an
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exponential distribution. Specifically, the arrival of the out-of-control state is assumed 
to follow an exponential distribution with A. = 0.18 per hour. In other words, on 
average after drilling for 5.6 hours, the tool will shift to out-of-control.
Let X denote the diameter of the drilled parts, the performance variable of 
interest. X is assumed to follow a normal distribution with variance a 2 = (0.05)2 inch2. 
The means are 1.50 inches and 1.55 inches, respectively, when the process is in control 
and out of control. Note that the distance between Ho and m  is equivalent to 1.50 
(r=1 .0 ) standard deviations.
The machine condition, in control or out of control, is not directly observable. 
The head and flank of the drilling tool, however, will become worn because of the high 
degree of temperature during operation. A sensor is therefore installed on the drilling 
tool to measure the temperature and to detect the tool drilling condition, where the 
heated object emits electromagnetic radiation that can be detected by sensor. In such a 
case, the process characteristic can be described in terms of the tool drilling condition. 
And we assume that the measurement of the on-line sensor signal is evaluated directly 
from the tool drilling condition. The sensor measurement is determined by the tool 
condition through the following relationship
y(t) = 1 0 0  + 2 0 0  p(t) + s(t), 
e(t) follows a normal distribution with mean 0 and standard deviation 9 = 50.
Now, consider a small period of At. Suppose this period can be divided into N 
equal intervals. If the total number of "y(t) > 8 " during At is larger than m, then a 
warning signal will be given. When a warning signal is observed, a sample of n parts is 
taken from the process to decide whether the process should be stopped. If the 
calculated sampling mean exceeds the upper action limit, then the process is stopped; 
Otherwise, the drilling operation and monitoring process continues. Let the unit
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sampling cost C = $0.25, and the average machine stop cost Cr = $200.00. The latter 
is the cost associated with stopping the process and replacing the machine tool.
To design the sensor output parameters, such as Xq, the average warning signal 
when the process is in control and kj, the average warning signal when process is out 
of control, we select a At = 0.0004 horns. Suppose At can be divided into N=10 equal 
subintervals such that there exists at most one y(t) exceeding 8  during 0.00004 
(0.0004/10) hours. To estimate average warning signals, we assume that if the total 
number of y(t) exceeding setpoint 8  is larger than m = 9, the sensor warning signal will 
be given.
A summary of the model parameters is given as follows:
X = 0.18, C = 0.25, Cd = 80.00, Cr = 200.00, r= 1 .0  
0 = 100, M0 = 400, Mj =410.
At =0.0004, m =  9, N =  10.
Using the two proposed algorithms given in section 4.5.2, we obtain the 
identical optimal solution as follows: the optimal setpoint 8 * = 409.80°C, sampling size 
n* = 10, and action limit k* = 2.69. The total cost associated with the optimal 
solution is $44.39, and the arrival rates of the sensor signals for the in-control and out- 
of-control states are Xq = 1.0844 and = 2.4836, respectively. This implies that if the 
total number of the on-line sensor measurement value y(t) exceeding 409.80°C is larger 
than m=9 during At=0.0004 hours, a warning signal will be given and a sample size 
with n = 10 will be drawn and the action limit k of control chart is set to be 2.69. 
Figure 5.1 shows the search process for n and k associated with the optimal 8  value 
when the second algorithm is used. The result shows that the search starting from n = 
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Figure 5.1. Phase Diagram of Convergence
Figure 5.1 shows the search process for n and k associated with the optimal § 
value when the second algorithm is used. The result shows that the search starting 
from n = 1 converges after four steps of computation.
5.2 The Sensor Model
In this section, we consider the situation in which a sensor is used to monitor 
the production process. It is assumed that the process is stopped when a sensor 
warning signal is observed.
We follow the previous notation and let V be the time epoch in which the 
process shifts to out-of-control from in-control. We denote Tw be the cycle time from 
process start to stop. Using the previous results in section 3.3.4, we let a s = 1 and (3S 
= 0 ; then, we obtain
(5.1)
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p^ T' v s v ) = i d i -  <5-2>
From (5.1) and (5.2), the expected cycle time is obtained in the following:
E ( Tw ) = E ( Tw | Tw < V ) Pr(Tw < V )  + E ( T w |T w > V )  Pr(Tw > V ) .
+  A  +A,q  +  A, A,q  +  A, [X .J X q  +  A.J A,q +  A.
_  A-i +  A,
(A .0  +  A ,)A ,j ’
and the expected total cost per cycle is given as follows:
EtTCw] = E[TC | Tw < V] Pr(Tw < V) + E(TC | Tw > V] Pr(Tw > V).
A,n . 1 . _  ,  A,
(5.3)
C f  X 0  +  A, +  [ C d  a ,  +  C f  1 a 0 +  a
 A.Ch
= Cr + x ^Xq + xy  ( ^
From (5.3) and (5.4), the expected cost per unit time, EUC, is
EUCl = l ^ - ^ < C^  + Cr [ X0 ^ ] ) .
Obviously, the above EUCj is the convex combination of unit time operating
X  X
cost and unit process-stop cost with weights 7——r  and 7—~ r , respectively.Aj + K + K
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A search procedure is developed to find 8  , because of the complexity of 
computing the derivative. Using the same data from the previous example proposed in 
section 5.1, the input data is
A = 0.18, Cd = 80.00, Cr  = 200.00.
0  = 1 0 0 .0 0 , p0  = 150> Hi = 1-55.
At = 0.0004, m = 9, and N = 10.
From the computational results, the optimal solution is: 8 |  = 438.9, A0 =
0.0668, Aj = 0.1861, and EUC| = 64.4197. The cost of using a single sensor is 
significantly higher than that (=44.3916) of the two-phase procedure. Both A0 and Aj 
are, respectively, smaller than those in the two-phase procedure. This result is 
expected because, in this model, a sensor signal leads to an immediate process stop. 
Furthermore, the arrival rate of a true warning signal per hour is 0.1861, which is 
smaller than 2.4836 in the two-phase case. This indicates another advantage of the 
two-phase monitoring model.
5.3 The Control-Chart Model
In this section, a model for using a control chart to monitor a process is 
developed. As discussed, from the beginning of production, a sample with size n is 
taken at an interval of h hours. If the sample mean is smaller than the action limit, p0 
+ ka, no action is taken. However, if the sample mean is larger than the action limit, 
the process is stopped for investigation, repair, or adjustment. As defined previously, 
Cr is the cost o f stopping the process and C is the unit sample cost. The parameters 
p0, r, and c  are assumed known, hut n, k, and h are to be determined.
There are obviously two possible types of errors that can be made relating to 
use of the control chart. The probability that a single point (sample mean) falls outside 
the action line, when the process is in control, is a s = 1 - ®(k). Similarly, the
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There are obviously two possible types o f errors that can be made relating to 
use of the control chart. The probability that a single point (sample mean) falls outside 
the action line, when the process is in control, is a s = 1 - <t>(k). Similarly, the 
probability that a angle point falls inside the action limit when the process is out of 
control is given by 0 S = <l>(k - rsjn ).
Now, let Ts to be the cycle time from time zero to process stop and V be the 
time epoch of process shift. Essentially, there are two mutually exclusive events to be 
discussed, (Ts <V} and {TS>V}. The two events are shown in Figure 5.2:
Case A: Ts <V:
0 h 2h 3h Ts
Case B: TS>V:
O h  jh Ts
Figure 5.2: Cycle Time Pattern
In case A of Figure 5.2, the process is stopped in the in-control state and the 
stopping time, Ts = h, 2h, 3 h ,.........  The expected cycle time is (Appendix I):
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where,
„  £  . [ ( l - a j e - ^ l i
I ,  H l - a s)l ■ <5 7)
In Appendix J, it is shown that the probability of event {Ts < V} is given as




f t ( T » a V ) -  <59)
However, in case B of Figure 5.2, given the occurrence o f the assignable 
cause between the jth and (j+l)th samples, the expected time o f occurrence within this 
interval is computed as follows [Duncan 1956]:
<i+1)h if,J  (v-ihJA.e'^dv
ih______________  1 - ( 1  + Ah) e~ *-h
"  (i+l)h “  Ji(l-e-*h) • (510)
J  A-e’^ d v
ih
Since the number o f samples required to detect process shifts, given that the 
process is actually out of control, is a geometric random variable with mean 1/(1 - Ps), 
the expected length of the out-of-control period is h/(l - (3S) - t|. Therefore, the 
expected cycle time of case B of Figure 5.2 can be obtained in the following (Appendix 
K):
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E[TS| Ts >V] = h (1- e '^h)e-^h {  —  + -------------- ---------- — }
. h d . e - ^ e - X h  2 -PS- ( ' - a s) e - ^ '
(l-Ps) [ l - ( l - a s) e - ^ ] 2
Furthermore,
1 (\-  e-^hte-^h
E[TS-V| Ts >V] = h - 1|. (5.12)
1 Ps l - ( l -a s) e A“
Expected Cycle Time
Using (5.6)-(5.11), the expected cycle time, E[TS], is given by
E [T J = E[TS | Ts < V] Pr<Ts < V) + E[TS |T S > V] Pr(Ts > V).
a s 1 - ( 1- a s)e'^h
+h(l- e-^h) e - ^ { -----------!-----------+ ---------------   )-------------------
[1- ( l - a s) e - ^ ] 2 ( l -p s) [1- ( l - a s) e ' ^ ]  1 - (1- ots)^'1
e~2^h w , .. a g e~Xh
1 - ( 1- a s)e'^h ( )F* l - ( l - a s)e-M'
( 1- e '^ h )2e'^fa ( 1- e ~ ^ ) 2e ~ ^ ____
+ h ( [ l - ( l - a s) e - ^ ] 3  }+ h{(l-P s) [ l - ( l - a s) e - ^ ] 2  }'
(5.13)
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Conditional Expected Total Cost Per Cycle
The conditional expected total cost of case A is given by
E[TC| Ts < V] = Cs E [Ts l^ s - Y] + Cr, 
e’^h
= nC [  - ( l - e -^ h)F] + Cr . (5.14)a s
From (5.11) and (5.12), the expected cost of case B of Figure 5.2 can be obtained by
E[TC | TS>V] = Cs g[TsJY s— ] + Cd E[TS - V | Ts > V] + Cr,
nC ( 1- e ^ ) e  ^ e_ ^ 2 + ^
i ( i .  p-Xbv-^h
+ C i l h w s U ^ - ' ] + c *
n_ e-Xh\e-Ah i (1- e-Ah\e-Xh
= nC    t t t  + (nC+hCdh - T - 1 ’— r r  - Cd p + Cr,
[1- ( l - a s) e' ^ 1] 2  1-Ps l- ( l-a s) e" ^ 1
(5.15)
The Expected Cost Per Unit Time
The expected total cost per cycle is calculated in the following: 
E[TCs] = E[TC | Ts < V] Pr(Ts < V) + E[TC | Ts > V] Pr(Ts > V).
P-A,h rv p-Xll
= ( „ C [ — - ( 1. e ^ , F 1 + c r} 1^ 7 S ;  +
n_ e-Ah)e-Xh j (]- e‘^h)e-^h
{ nC - S— 5----L -rr~l~ + (nC+hCd) r ^ -  ----------
[ 1- ( l - a s) e- ^ 1] 2  a !-Ps l- ( l-a s) e' ^ 1
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( 1- e‘^h) 
Cd^l + Cr } *
l - ( l - a s) e AJI
+ nCe'^^h nC F ag (1- e ~ ^ ) e '^  ^  ( l- e '^ 1)
r l - ( l-a s) e' ^ 1 l ^ l - a ^ e " ^ 1 ^ ^ l - ( l - a s) e' ^ 1
(1- e-XJi)2e-XJi j ( i- g-AJi\2g-A,h
+ nC --------- ; - - r , --- + (nC+hCd) 7 - ^ J --------- L ^ r r ^ . (5.16)
[1-(l-a s) e -^ ]3 !-Ps [l-(l-as) e"^]2
From (5.13) and (5.16), the expected cost per unit time, EUC2 is given by
e u c 2 = e o u -
In this study, the optimal solution that gives minimal EUC2 is obtained by a 
complete enumeration. A computer program based on FORTRAN is written to 
calculate EUC2  and to find the optimal solution. Using the same example given in 
section 5.1, we found that the optimal solution is: n = 13, k =3.00, h =0.73, and 
EUC*= 47.7827.
The optimal solutions of three different models are summarized in Table 5.1. 
Obviously, the two-phase procedure has a lower cost than both the single sensor model 
and the control-chart model. In addition, comparing the control-chart model and the 
two-phase procedure, we also found that 1/A,0=1/1.0844=55 minutes < h=43.8 minutes 
< l/A.i=l/2.4836=32 minutes, and the sample size o f the control model is larger than 
that of the two-phase procedure. Note that when the sensor precision is greater, the 
two-phase procedure can be improved and its advantage over the control-chart model 
will be even greater. The comparisons o f model components for three different 
methods are also shown in Appendix L.
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Table 5.1: Comparisons of Optimal Solutions for Three Models
1
Models 5* *n k* A,n h* EUC*
Two-phase 409.80 1 0 2.69 1.0844 2.4836 44.3916
Sensor 438.90 0.0668 0.1861 64.4197
Control-chart 13 3.00 0.73 47.7827
5.4 Comparisons of Three Models
It often happens that, after formulating and solving a problem, additional 
numerical results can be used to obtain more information about the problem and to 
determine the optimal solutions o f  one or more other problems that are nearly identical 
to it. The need for the sensitivity analysis may arise because the decision-maker 
considers choosing a policy that differs slightly from the optimal solution and wants to 
determine the additional cost that is caused by the deviation. Another situation for 
performing the sensitivity analysis is when the values o f a few o f the parameter 
coefficients are not known with certainty and the estimates for these parameters are 
used in obtaining the optimal solution. A sensitivity analysis can be used to determine, 
for each unknown cost coefficient, either the range o f parameter values over which the 
solution remains optimal or the rate o f change o f the optimal objective value with 
respect to a change in parameter.
In this section, a sensitivity analysis is performed by observing the effects of small 
changes in selected model parameters on the optimal solutions o f the three models. 
Based on the results, we also compare the three models. The model parameters 
included in the study include
1 . Per-item sampling cost C
2. Per-unit time cost associated with the out-of-control state C^
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3. Cost of stopping the process Cr
4. The difference in the process mean between the in-control and out-of-control
states r
5. The arrival rate of the out-of-control state
5.4.1 Per-item Sampling Cost
To study the effects of per-item sampling cost, we obtain the optimal solutions 
for selected values of C, ranging from 0.17 to 0.35. The results are summarized in 
Table 5.2.
As expected, EUC and EUC2  increases as C increases. It is also found that the 
optimal setpoint 5 of the two-phase model increases as C increases, which results in 
smaller values o f and X,j. However, the optimal solutions still maintain the relation: 
Xq < A,]. Note that X,0 and /Vj are the warning signal arrival rates as well as the 
frequencies of taking samples. Consequently, this result is expected because the 
sampling frequency should be reduced if the sampling cost is higher.
Furthermore, for both the two-phase model and the control-chart model, the 
optimal sample size n* stays the same or decreases for both models when C increases. 
This result makes intuitive sense because the optimal sample size should not increase if 
the unit sampling cost is higher. We also observe that as C increases, the optimal 
action limit k* does not increase for the two-phase model and the control chart model. 
An interpretation o f this result is that when C increases, the future cost of monitoring 
the process becomes higher. Therefore, k* decreases because it is relatively less costly 
to stop the process. However, the optimal n and k of the two-phase model are, 
respectively, smaller than the those of the control-chart model. Since a warning signal 
is given first in the two-phase model, hence a smaller sampling size n is reasonable. 
Furthermore, since a warning signal is sent out, the likelihood that the process is out of
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control is high. As a result, a more strict action limit k is used by the two-phase 
procedure. The advantages o f two-phase model are evident from these results.
5.4.2 Cost Associated with the Out-of-Control State
From the computational results summarized in Table 5.3, we can see that the 
optimal setpoint decreases for the two-phase model and the sensor model as C<j 
increases. This result leads to larger values of Xq and X.l3 which implies a higher 
frequency of process inspection. As a result, a shift to the out-of-control state may be 
detected earlier to reduce the cost associated with the out-of-control state. On the 
other hand, the sampling plan of the two-phase model is relatively very stable as 
increases, and the sample size of the control-chart model increases significantly as 
increases. However, the sampling intervals of control chart model does not increase as 
C j increases. Finally, as expected, the total costs of the three models increase as C j 
increases, and the two-phase model has the smallest cost among the three models.
5.4.3 Cost of Stopping the Process
Cr is the cost o f process-stop. It is expected that the probability of stopping the 
process should decrease as Cr increases. The computational results given in Table 5.4 
show that the increase in Cr leads to the increase in the optimal setpoint 8 * and 8  j. A 
larger setpoint implies smaller warning signal arrival rates for both the in-control and 
the out-of-control states. However, although the optimal sample size n remains 
relatively stable for both the two-phase model and the control-chart model, n actually 
increases by ODe item when Cr changes from 170 to 180 and that of the control-chart 
model shows a general decreasing pattern. This shows a different ways of handling the 
increase in Cr: In the two-phase model, the sampling frequencies (Xq and >4 ) decrease 
but the sample size increases and in the control chart model, the sampling frequency
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increases but the sample size decreases. Overall, k* increases for two-phase model 
and control chart model as Cr is increased. A larger k* results in a smaller probability 
of stopping process.
5.4.4 The Distance between the Two Process Means
In our numerical example, the performance variable is the part's diameter X, 
which follows a normal distribution with a known standard deviation a. r is defined as 
the standardized distance in the mean part diameter between the in-control and the out- 
of-control states. Because a larger r implies a less difficulty to detect an out-of-control 
state, it is expected that less inspection efforts should result from a larger r.
From the computational results given in Table 5.5, it was found that when r
%|»
increases, the optimal setpoint 8  decreases in the two-phase model, resulting a general 
increasing for X0 and X,j. Since the definition of r=(Mi-Mo)/0 is different from the one 
made in two phase or control chart model, hence the computational results of sensor 
model can not be compared with other models. On the other hand, the optimal sample 
size n decreases and the optimal action limit increases in two phase and control chart 
model. In fact, this property has been observed in most other control-chart model. 
This is reasonable because when r is larger it is easier to use the sample information to 
distinguish these two process states. Furthermore, the cost benefit of using the two- 
phase model over the control-chart model decreases as r increases.
5.4.5 The Arrival Rate of the Out-of-Control State
X is the arrival rate o f the process-shift from in control to out of control per 
unit time. In other words, 1/X is the average time that the process is in control. From 
the computational results given in Table 5.5, we find that for the two-phase procedure, 
the optimal sampling size remains the same and action limits k decreases as X
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increases. Indeed, if the process shift time is shorter, then a strict action limit is 
necessary. However, 8 * decreases first, then, increases slightly again. Considering the 
changes in both X and 8 *, the resulting A,0 and increase at the beginning, then start 
to decrease after X reaches 0.24. This shows there may exist a maximal > 4  (true 
warning signal) when X near 0.22. For the sensor model, 8 * increases as X increases. 
This implies and X\ will be decreased. However, it is reasonable that the sampling 
interval h* decreases of control chart model when X increases. Furthermore, a smaller 
k* also leads to an increase in the probability o f stopping the process. The result also 
shows that EUC of three models increases as X increases.
Table 5.2: Effects of Changing C
Two-Phase Model Control-Chart Model
c 5 n k Xq EUC n k h e u c 2
0.17 407.7 11 2.82 1.297 1.931 43.16 14 3.12 0.61 46.09
I 0.19 408.4 1 0 2.75 1.223 2.77 43.82 14 3.08 0 . 6 6 46.55
0 .2 1 408.4 1 0 2.75 1.223 2.774 43.82 13 3.05 0 . 6 6 47.00
0.23 409.2 1 0 2.72 1.141 2.605 44.11 13 3.02 0.70 47.40
0.25 409.8 9 2.69 1.084 2.484 44.40 13 3.00 0.73 47.78
0.27 409.5 9 2.65 1.113 2.544 44.66 13 3.98 0.77 48.15
0.29 410.1 9 2.63 1.066 2.444 44.92 1 2 2.94 0.76 48.50
0.31 410.5 9 2.61 1 .0 2 1 2.349 45.16 1 2 2.91 0.80 48.83
0.33 411.0 9 2.59 0.978 2.257 45.39 1 2 2.90 0.83 49.15
0.35 411.3 9 2.58 0.953 2.203 45.62 1 2 2.89 0.85 49.45
Table 5.3: Effects of Changing C j
Two-Phase Model Single Sensor Model Main Chart Model
Cd 5 n k Xq * 1 EUC « 1 Xq M EUC n k h e u c 2
60 413.3 9 2.65 0.799 1.873 42.18 442.6 0.044 0.127 53.74 1 0 3.02 0.71 45.66
70 409.8 1 0 2.69 1.084 2.484 44.39 440.2 0.058 0.162 59.34 1 2 3.01 0.75 46.81
80 409.8 1 0 2.69 1.084 2.484 44.39 438.8 0.067 0.186 64.42 13 3.00 0.73 47.78
90 408.3 1 0 2.70 1.233 2.796 45.30 437.0 0.082 0.224 69.09 14 2.99 0.73 48.66
1 0 0 407.1 1 0 2.71 1.365 3.071 46.14 436.0 0.091 0.247 73.44 14 2.98 0.69 49.47
1 1 0 406.2 1 0 2.71 1.472 3.294 46.91 435.2 0.098 0.267 77.55 15 2.98 0.70 50.22
1 2 0 405.3 1 0 2.71 1.586 3.530 47.63 434.2 0.109 0.294 81.42 15 2.98 0 .6 6 50.94
130 404.5 1 0 2.71 1.695 3.752 48.32 433.3 0 .1 2 0 0.320 85.13 15 2.96 0.64 51.62
140 403.8 1 0 2.71 1.795 3.957 48.97 432.7 0.127 0.339 8 8 .6 6 16 2.98 0.64 52.28
150 403.2 1 0 2.71 1 .8 8 6 4.141 49.47 431.9 0.138 0.366 92.07 16 2.98 0.61 52.91
Table 5.4: Effects of Changing Cr
Two-Phase Model Single Sensor Model Control-Chait Model
Cr 5 n k ^ 0 EUC 5l ^ 0 EUC! n k h e u c 2
150 407.7 9 2.60 1.297 1.297 35.99 435.4 0.096 0.262 57.15 14 2 .8 8 0.81 38.75
160 408.2 9 2.63 1.243 1.243 39.37 436.0 0.090 0.247 58.75 14 2.91 0.80 40.57
170 408.2 9 2.63 1.243 1.243 39.37 436.9 0.082 0.227 60.28 13 2.94 0.79 42.39
180 409.2 1 0 2.67 1.142 1.142 41.06 437.2 0.080 0 . 2 2 0 61.73 13 2.95 0.74 44.20
190 409.5 1 0 2 .6 8 1.113 2.544 42.73 437.8 0.075 0.207 63.10 13 2.97 0.74 45.99
2 0 0 409.8 1 0 2.69 1.084 2.484 44.39 438.8 0.067 0.186 64.42 13 3.00 0.73 47.78
2 1 0 410.0 1 0 2.71 1.066 2.444 46.05 439.1 0.065 0.181 65.67 13 3.02 0.73 49.57
2 2 0 410.3 1 0 2.72 1.039 2.387 47.70 439,7 0.061 0.170 66.85 1 2 3.02 0.69 51.35
230 410.6 1 0 2.73 1 .0 1 2 2.330 49.35 440.5 0.056 0.157 67.98 1 2 3.05 0 .6 8 53.12
240 410.9 1 0 2.74 0.896 2.275 50.99 440.9 0.053 0.151 69.05 1 2 3.08 0 .6 8 54.87
Table 5.5: Effects of Changing r
Two-Phase Model Single Sensor Model Control Chart Model
r 8 n k A.o EUC 5l Xo M EUCi n k h e u c 2
0 .6 414.2 18 2.29 0.738 1.739 48.56 457.9 .0077 2 . 8 8 40.05 27 2.70 1.13 53.43
0.7 412.8 15 2.41 0.835 1.951 47.16 461.9 .0048 4.56 38.59 2 2 2.75 1 .0 2 51.54
0 .8 411.6 13 2.52 0.928 2.150 46.04 465.7 .0030 7.17 37.70 18 2.84 0.90 50.03
0.9 410.5 11 2.60 1 .0 2 1 2.349 45.14 469.7 .0018 10.85 37.07 15 2.92 0.80 48.81
1 .0 409.8 1 0 2.69 1.084 2.484 44.39 472.9 .0 0 1 2 16.93 36.70 13 3.00 0.73 47.78
1 .1 409.0 9 2.77 1.161 2.646 43.77 476.4 .0007 25.26 36.46 11 3.05 0 .6 6 46.92
1 .2 409.0 8 2.83 1.233 2.796 43.23 480.2 .0004 36.20 36.31 1 0 3.12 0.63 46.17
1.3 408.3 7 2 .8 8 1.342 3.024 42.76 483.1 .0003 53.27 36.21 9 3.17 0.60 45.53
1.4 407.3 6 2.92 1.472 3.294 42.35 488.1 .0 0 0 1 68.85 36.14 8 3.22 0.56 44.97
1.5 404.9 5 2.94 1.640 3.640 42.00 488.1 .0 0 0 1 1 1 0 .6 36.10 7 3.27 0.51 44.46
Table 5.6 : Effects of Changing X
Two-Phase Model Single Sensor Model Control Chart Model
X 5 n k X q Xi EUC 5 1 ^ 0 Xx EUC n k h h u c 2
0 .1 0 410.8 1 0 2.71 0.998 2.299 27.20 438.0 0.074 0.203 49.63 16 2.98 1.14 29.18
0 .1 2 410.3 1 0 2.71 1.042 2.393 31.65 438.0 0.074 0.203 54.02 15 2.98 0.99 33.96
0.14 410.0 1 0 2.70 1.072 2.457 36.00 438.0 0.074 0.203 57.90 14 2.97 0 .8 8 38.65
0.16 409.8 1 0 2.70 1.083 2.480 40.24 438.3 0.071 0.197 61.35 14 2.99 0.83 43.25
0.18 409.8 1 0 2.69 1.083 2.480 44.39 438.9 0.067 0.186 64.42 13 3.00 0.73 47.78
0 .2 0 409.8 1 0 2.69 1.083 2.480 48.46 438.9 0.067 0.186 67.15 1 2 3.00 0 .6 6 52.24
0 .2 2 409.3 9 2 .6 6 1.130 2.580 52.43 439.8 0.061 0.170 69.59 11 3.02 0.59 56.61
0.24 409.8 9 2.65 1.083 2.480 56.31 440.2 0.058 0.164 71.74 1 0 3.02 0.54 60.88
0.26 410.4 9 2.64 1.028 2.365 60.09 441.0 0.053 0.151 73.63 9 3.04 0.48 65.03
0.28 411.3 9 2.63 0.951 2 .2 0 0 63.77 442.1 0.047 0.135 75.27 8 3.05 0.44 69.04
CHAPTER 6
ISSUES RELATED TO SENSOR PARAMETERS DESIGN
6.1 Introduction
In chapter 3, it is assumed that the sensor measurement value y(t) follows a 
conditional normal distribution with variance 0 ^ and mean 3 o+PlM-o if the process is in 
control or mean P0+Pim  if the process is out o f control. In a given small time interval 
At, y(t) is observed N times and a sensor warning signal is issued if the number of times 
in At that y(t) exceeds 8  is larger than a specified number m. As pointed out, this 
design is not the only method that can be used in designing a sensor.
Based on the design considered in this study, the essential characteristics 
considered in the sensor design is the Poisson arrival patterns of the warning signals. 
As defined, Xq are the sensor signal arrival rates when the process is in control
and out of control, respectively. It is obvious that the ideal situation is A.0 is 0 and A.J is 
an extremely large value. In other words, we hope that the sensor will not send out any 
warning signals when the process is in control, but will issue warning signals 
immediately and continually after the process becomes out of control.
From section 3.3.2, we know that the following several factors affect the sensor 
signal arrival rates: N, m, At, 6 , and 0. In this chapter, the effects of these factors or 
parameters on the performance of the proposed models and the sensor signal arrival 
rates are studied.
This chapter consists o f two parts. In the next section, a sensitivity analysis is 
carried out to study the effects o f N, m, At, and 0 on the optimal two-phase procedure. 
In section 6.3, we consider the model for a single sensor, and study the relationship 
between the sensor signal arrival rates and N, At, and 0.
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6.2 Sensor Parameters in the Two-Phase Model
6.2.1 Effects of 6
Table 6.1: Effects of 0
0 8 * *n k* EUC* An At
1 0 404.4 5 2.50 37.1211 0.0386 84.2681
2 0 405.6 8 2.50 38.5677 0.2031 12.1894
30 406.3 9 2.55 40.0431 0.3971 6.2409
40 406.7 9 2.60 41.2018 0.5871 4.6238
50 407.1 9 2.62 42.0869 0.7381 3.8433
60 407.9 1 0 2.67 42.7682 0.8088 3.2203
70 408.3 1 0 2 . 6 8 43.3058 0.9073 2.9621
80 408.9 1 0 2 . 6 8 43.7391 0.9671 2.7265
90 409.3 1 0 2.69 44.0951 1.0358 2.6004
1 0 0 409.8 1 0 2.69 44.3916 1.0844 2.4386
1 1 0 410.2 1 0 2.70 44.6340 1.1346 2.4089
0 is the standard deviation o f sensor measurement value y(t). A larger 0 implies 
that the distribution of y(t) is more widespread. As a result, for given 8 , a w increases 
and 1-PW decreases. Furthermore, a larger a w leads to larger r0 and Ag, and a smaller 
1-PW leads to smaller rj and A^ From the computational results given in Table 6 .1, we 
find that, as 0 increases, both 8  and Ag increases, but Aj decreases. This indicates that 
when the sensor becomes less precise, it is less likely to send out true warning signals. 
Furthermore, the optimal sample size n increases as 0 increases until 0 reaches 60. 
After that, n* remains stable, but k* increases as 0 increases. This suggests that when
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the sensor is accurate (small 0 ), only a sample size is required to make a decision on 
whether the process should be stopped. When the sensor becomes less accurate, the 
required sample size becomes larger. When 0 reaches 60, the sample size becomes 
stable, suggesting that a sample of size 1 0  can provide necessary sampling information 
for determining whether the process should be stopped, even when the sensor is not 
accurate.
6.2.2 Effect of At
In this section, results associated with At changing from 0 .0 0 0 1  hour to 0.0008 
hour are reported. In Table 6.2, we find that the optimal n and k are relatively 
stable, but the optimal setpoint 8 * decreases when At increases. Furthermore, 
increases, but decreases as At increases. Therefore, as At is increases, X,0 
move away from the desired situation. Finally, EUC increases at a very slow rate as At 
increases.
Table 6 .2 : Effects of At
At 8 * *n k* EUC*
0 .0 0 0 1 415.1 6 2.85 45.1599 2.7245 6.4594
0 . 0 0 0 2 415.1 9 2.74 44.2914 1.3623 3.2297
0.0003 413.3 1 0 2.69 44.3189 1.0657 2.4970
0.0004 409.8 1 0 2.69 44.3917 1.0844 2.4836
0.0005 407.1 1 0 2.69 44.4495 1.0916 2.4571
0.0006 404.9 1 0 2.69 44.4978 1.0932 2.4263
0.0007 402.9 1 0 2.69 44.5391 1.1044 2.4203
0.0008 401.2 1 0 2 .6 8 44.5753 1.1089 2.4045
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6.2.3 Effects of m
Table 6.3: Effects of m
m 8 n k EUC A,0 U
3 574.9 1 0 2.70 44.4917 1.1271 2.5010
4 543.9 1 0 2.70 44.3017 1.0903 2.5634
5 517.0 1 0 2.70 44.1841 1.0723 2.6143
6 492.0 1 0 2.70 44.1263 1.0568 2.6244
7 467.3 1 0 2.69 44.1265 1.0541 2.6180
8 441.3 1 0 2.69 44.1977 1.0541 2.5624
9 409.8 1 0 2.69 44.3917 1.0844 2.4836
m is the number used to determine whether a sensor warning signal is sent out. 
It is assumed that, if the number of times in At that y(t) exceeds 8 , a sensor signal is 
sent out. In the previous chapters, m is equal to 9. From the computational results 
given in Table 6.3, we find that the optimal setpoint 8 * decreases as m increases. 
Given a time interval At, when a larger m is used, a larger number o f readings of y(t) in 
At have to be larger than 8  in order to generate a sensor warning signal. Indeed, both 
8  and m determine the output of warning signals at the same directions in a small time 
interval. If  a more loosen (m) standard is used in a given time interval At, then 
decreasing the sepoint level is a reasonable action to compensate the increase of m. 
However, when m increases, rj=Pr(B(N,Pi)>m} and =Tj/At decrease.
Finally, we find that when m=6 , A.] is maximum, and EUC is at the lowest
value.
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6 .2 .4  E ffec ts  o f  N
N is the number o f readings on y(t) in the time interval At. From the 
computational results given in Table 6.4, we find that the optimal setpoint 8  increase, 
when N increases. Indeed, when N increases, more partitioned (smaller) intervals will 
be checked and counted frequently for each shorter interval (At/N), hence we can 
detect the process shift earily, and therefore a loosen setpoint level can be set to avoid 
more frequently sampling activity. However, when N increases (more partitions), we 
have more chance to find the true warning signal since ri=Pr(B(N,l-Pw)>m) and A.j 
will be increased. However, X,0  is not very sensitive to the change of N.
T a b le  6 .4 : E ffects o f  N
N 8 * *n k* EUC* A,o * 1
1 0 409.8 1 0 2.69 44.3917 1.0844 2.4836
11 431.5 1 0 2.69 44.1000 1.0367 2.5986
1 2 446.1 1 0 2.69 43.9077 1.0088 2.6880
13 457.3 1 0 2.69 43.7607 0.9871 2.7588
14 466.3 1 0 2.69 43.6409 0.9716 2.8248
15 474.1 1 0 2 .6 8 43.5396 0.9456 2.8473
16 480.7 1 0 2 .6 8 43.4515 0.9392 2.9124
17 486.6 1 0 2 .6 8 43.3741 0.9240 2.9437
18 491.8 1 0 2 .6 8 43.3043 0.9178 2.9947
19 496.6 1 0 2 .6 8 43.2409 0.9000 3.0053
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6 .3  S en so r  A rr iv a l R a tes
As discussed, the ideal situation is that A,0 is zero and A, j is an extremely large 
value. In other words, we hope that the sensor does not send out any warning signals 
when the process is in control, hut will issue warning signals immediately and 
continually after the process becomes out of control. In this section, we consider the 
model for a single sensor, and study the relationship between the sensor signal arrival 
rates and N, At, and 0.
6 .3 .1  E ffec ts  o f  C h a n g in g  0
T a b le  6 .5 : E ffects o f  C o n tin u o u s C h a n g e  o f  0
0 8.1* EUC* A,0 ..h AEUC
5 404.5 36.0433 0.0001 583.7112
10 407.3 36.6998 0.0012 16.9286 -0.4213
20 410.7 42.3163 0.0133 1.8513 3.7486
30 414.0 48.7735 0.0288 0.8005 7.5717
40 417.5 53.6063 0.0396 0.4908 11.5194
50 420.9 57.0083 0.0490 0.3694 14.2401
60 424.4 59.4152 0.0553 0.2998 16.1094
70 427.8 61.1977 0.0612 0.2614 17.4586
80 431.5 62.5372 0.0635 0.2217 18.4421
90 435.2 63.5822 0.0653 0.2034 19.1906
100 438.9 64.4197 0.0668 0.1861 21.7857
95
As we know, the magnitude of 0 is the precision of sensor measurement. From 
the computational results of the single-sensor model shown in Table 6.5, we find that, 
when 0 is less than 5, almost all the sensor signals generated by the sensor are true 
warning signals. AEUC in Table 6.5 gives the cost saving of the two-phase model over 
the sensor model. When 0 is less than 10, we find that sampling action in the second 
phase is not necessary since no saving can be achieved from using the two-phase 
monitoring process. However, when 0 < 5, no comparison is made since no solution 
can be found in the two-phase method. The relationship between Xq and A.j and 0 is 
illustrated by Figure 6.1.
X0 or A-i
0 .8  - -
0 .6
0 .4
0.2  - -
70 6 0 10010 20 4 0 50 60 9 0
F ig u re  6 .1 : E ffects o f  0  on  an d  X\
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6.3.2 Effects of Changing At
Table 6.6: Effects of Continuous Change of At
At 8i A,n u EUCi* AEUC
0.0001 451.3 0.0679 0.2074 63.7186 18.5587
0.0002 445.0 0.0691 0.2012 64.0764 19.7850
0.0003 441.4 0.0681 0.1933 64.2730 19.9541
0.0004 438.9 0.0668 0.1861 64.4197 20.0280
0.0005 436.6 0.0681 0.1866 64.5348 20.0853
0.0006 534.6 0.0697 0.1885 64.6251 20.1273
0.0007 433.1 0.0697 0.1865 64.6995 20.1604
0.0008 431.9 0.0688 0.1828 64.7692 20.1939
0 .2 5  -T
0 .1 5  - -  
0.1  - -
0 .0 5  - -
0 -J-------------1-------------1-------------1-------------1-------------1------------- 1-------------1
IE -04  2E-04 3E -04 4E-04 5E-04 6E-04 7E-04 8E-04
At
Figure 6.2: Effects of At on and A,j
When At is increased from 0.0001 to 0.0008, we find that the optimal setpoint 
8j and EUC| is larger than the optimal 8* and EUC* obtained in the two-phase model.
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Next, we also find EUCj* is steadily increased, while is stably decreased as At 
increases (Figure 6.2). Third, the cost saving from the two-phase model is stably 
increased when At increases.
6.3.3 Effects of N
Table 6.7: Effects of Continuous Change of N
N Si* ^0 ^1 EUC* AEUC
10 438.9 0.0668 0.1861 64.4197 20.0280
11 457.4 0.0679 0.2071 63.7295 19.6295
12 470.4 0.0659 0.2143 63.2462 19.3385
13 480.4 0.0654 0.2237 62.8694 19.2285
14 488.8 0.0633 0.2262 62.5511 18.9102
15 495.7 0.0635 0.2347 62.2835 18.7439
16 502.0 0.0609 0.2332 62.0466 18.5951
17 507.2 0.0618 0.2430 61.8272 18.4531
18 512.0 0.0614 0.2475 61.6347 18.3304
19 516.2 0.0623 0.2566 61.4617 18.2208
From the computational results summarized in Table 6.8, we find that the 
optimal setpoint Sj increases when N increases from 10 to 19. However, in the 
sensor model, A,q does not necessarily decrease as observed in the two-phase model, 
when N increases (Figure 6.3). Next, except for the last row of Table 6.8, the 
difference in the true warning sensor signal arrival rate between the sensor model and
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the two-phase model and the cost saving from the two-phase model are stably 
decreased, as N increases.
0 .4  T
0 .3 5  - -
0 .3  -■
0 .2 5  - -
0.2
0 .1 5  - -
0.1
0 .0 5  -•
703 0 50 6 0 BO 90 10020 4 010
Figure 6.3: Effects of N on and
C H A P T E R  7  
C O N C L U S IO N S  A N D  F U T U R E  R E S E A R C H
7.1  C o n c lu sio n s
The traditional control-chait method of SPC assumes that a sample will be 
taken randomly from finished items at every equal time interval to check the product 
quality and assess the process condition. The sampling frequency remains the same, 
regardless of whatever the process is in control or not.
Because of recent technological advances in computer automation, many kinds 
o f on-line inspection and monitoring equipment have been developed. On-line sensors, 
in particular, have received increasing attention for monitoring and controlling a 
manufacturing process. As the technology of manufacturing moves toward more 
automated processes, the traditional control-chart method of SPC must be adapted to 
keep pace with the new environment. The aim is to narrow the gap between 
automated manufacturing technology with its associated data-gathering techniques and 
the statistics that must evaluate the data generated by these automated processes.
The objective of this study is to investigate the method for incorporating an 
advanced process monitoring method, on-line sensor, to improve process control 
decisions. A two-phase process monitoring procedure is proposed in this study, which 
is a combination o f an on-line sensor and a control-chart method to monitor the 
production process. In the first phase, if the total number o f sensor measurement 
values exceeding a preset setpoint is larger than a cutoff level, a sensor warning signal 
will occur. In such a case, a sample will be drawn immediately from the process to 
assess the process condition. In the second phase, if the sampling mean falls outside 
the action limit of the control chart, then we conclude that the process may have shifted 
to the out-of-control state. In this situation, the process is stopped and the necessary 
adjustments and repairs are made.
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Based on the assumption o f arrival pattern o f sensor warning signals, the 
proposed two-phase method tends to perform less sampling activity when the process 
is in the in-control state, and it will conduct sampling activity more often when the 
process is in the out-of-control state. Hence, the cost saving from the proposed two- 
phase method is obvious.
Note that in the proposed procedure, the sensor is used only to issue warnings 
and that the final decision on whether the process is stopped is made on the basis of the 
sampling outcomes. It is easy to verify that the traditional control-chart method can be 
viewed as a special case o f the proposed method. In addition, if the sensor 
measurement is closely related to the process condition, using the sensor results 
supplies additional information on a continuous basis, which can be used in making 
decisions. Consequently, this method should out-perfoim the use of control charts 
only. Indeed, if the precision of the sensor is high, the cost saving of the two-phase 
method over the control chart method will be significant.
We have discussed the model buildings of the two-phase method, the single- 
sensor method, and the control-chart method. Many computational results are 
obtained from the three models. We compare the efficiency of the proposed two-phase 
method with that of the other two methods, and we found that the proposed two-phase 
method will generate more average true warning signals per unit time and will result in 
a lower expected cost per cycle than either single-sensor model or control chart 
method.
7 .2  F u tu re  R esea rch
The two-phase method assumes that the arrival of the sensor warning signal 
follows a Poisson distribution, regardless of whatever the process is in control or out of 
control. Indeed, given a small time interval, if  the chosen setpoint is within the two
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process means with in-control and out-of-control, respectively, and the selected cutoff 
level is near the maximum total number of sensor measurement values exceeding a 
setpoint level, then this assumption is reasonable. However, the other appropriate 
distribution patterns about sensor warning signal arrival can be assumed.
We assume that the time o f process remains in the in-control state follows an 
exponential distribution with a constant parameter. However, other distributions, such 
as the Weibull distribution with an increasing parameter (failure rate), can be applied in 
this research.
In the second phase, we use the mean control chart with one-side control limit to 
monitor process operation. Indeed, two-side control limits can be used to control the 
monitoring operation if it is considered necessary for the shop floor operation in 
practice.
In the first phase, we assume no samples will be drawn before the sensor warning 
signal arrival. However, the traditional control chart with the equal-time-interval 
sampling method can be applied to conduct the sampling activity before the sensor 
warning signal arrival. Next, if the life of process machines is relatively long, the 
continuous monitoring process with the sensor may be not necessary. In this case, we 
may consider using sensor to scan and monitor the process states consecutively, at an 
equal scanning sampling interval. A cost saving o f using the sensor scanning method 
with constant sampling interval can be expected.
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APPENDIX A: THE PROBABILITY DISTRIBUTION OF CYCLE LENGTH 
In section 3.3.3, we found (3.14)-(3.17). Now, we intend to use these four
equations to compute (3.19), Pr( T > t ) = Pr( T > t, V > v) + Pr( T > t, V < v)
00
P r ( T > t ,  V > v ) =  J  Pr( T > t, V = v ) dv
t
00
= / P r ( T > t | V  = v ) * P r ( V  = v ) d v  
t
oo  q  t
~  f  e S ° * ^ e V ^v’ ( using (3.14))
-[A,0a s+ \ ] t
= e u . (a.l)
But the second term of (3.18) is: 
t
P r ( T> t ,  V < v )  = J  P r ( T > t , V  = v )dv 
0 
t
= J  P r ( T > t | V  = v ) * P r ( V  = v ) d v  
0
=  \  ~ x 0a sv  - ^ , ( l - P s ) ( t - v )  .  4 v  .  ,  •f e  u e 1 * A, e dv, (using (3.16))
0
^0a s" ^l(l-Ps)
Putting (a. 1) and (a.2) together, we get the unconditional probability distribution of T 
as follow:
- |> na  +A.]t %
P r ( T > t ) = e  + 7 r“ 7 j |TTTT
- [ ^ . ( l - P  )]t -[A,na  +^ ] t  ( e l v Ks /J . e 0 s (3 .19)
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APPENDIX B: THE COMPUTATION OF E [T | T < V]
For T < V case:
00
E[ T | T < V] = J  Pr( T > 11 T < V) dt 
0
00 Pr( T > t, T < S)
~ f  Pr( T < S) dt 
0
1 00 00
= Pr( T < V) S  { / P r ( T > t , T < V | V  = v ) P r ( V  = v ) d v } d t  
0 t
1 00 00 .
= Pr( T <~V j  /  { y [ ^ r( T > t | V  = v ) - P r ( T > V | V  = v)]A. e v dv} dt
0 t
1 0° 00 »
= P r ( T< ~V^ / { / P r ( T > t | V  = v)? i e  d v ~ P r ( T > V | V  = v ) X e  dv}dt
0 t
‘ f t T f W ) /  ( /  e" V ! '
0 t t
+  X  ° °  - X Qa s t  x t  _  X  - ( k 0 cxs + ? O t
^Oa s J 1 M s H  ) d t
0
^pCXq +  X  1 _ _ _ X _ _ _  .
^Oa s ^oa s+ -̂ (^0a s+^)2
Xq<xs + X (3.23)
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APPENDIX C: THE COMPUTATION OF E|T | T > V]
For case T > V:
00
E[ T | T > V ] = J P r (  T > 11 T > V ) dt 
0
00
J ’ { l - P r ( T < t | T > V ) } d t
0
00 i t
J { 1 ' f t ( T > V ) / P r ( T - t’ T - V | V  = v ) * Pr (V = v ) d v }  dt 
0 0
oo i t
f { f  Pf( t - T ^ V | V  = v ) * P r ( V  = v ) d v }  dt
0 0
oo i t
/ <  1 _ f t ( f > V ) /  [ P r ( T < t | V  = v ) - P r ( T < V | V  = v ) ]
0 0
* Pr( V = v ) dv} dt
= J  { 1 - j* [j _ e- [^oas~^'l^~Ps^vJ|t
_ j + e- V s v ] x  e^ v dv } dt
(  1 ^QtXc+A. .  ̂ - ^ , j ( l - p s)t - [ a sXQ—X j( l-p s )+X]v
J [ X KJ [ ’ e e
0 0
+ e- W * > v  ] dv } dt
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0 0  ,  ,  r  —A .i ( l—P s ) t  * 4 a sA,ft-X ,( l-p s)+X ]v,
= f  { 1 - (V * s  +  *■) I e 1 * j f  - e 1 8 0 1 Hs dv
+ j . e- ( “ SV ^  d v ]  ) d t  
0
j {  l -  (V xs + k H - c ^ . ^ i _ p s) + x ( ! - e )
0
q q  e_^](l_Ps)̂  ^- (cts^o+^^
J { 1 -  ( V x s + A.) [ - ^  _ Xj(1 _ Ps) + x  + ^  _ ^i(1 _ ps) + x 
0
+ ^ - M ^ e"<“ s VX) ' ] > dt
qq - X j ( l - p s ) t  - ( a s A.Q+A,)t
J { l + ( A , 0a s + X) asXo. ^ l ( 1 . p s) + ^ “ (̂ -oa s + ^) * a ^ - X ^ l - ^  + X 
0
.  i  +  } dt
 XnOtc + A,__________   1_________ 1
[asA,0 - X ,(l - ps) + - ps)] _ [asX0 - M l  - P s)+ +  « s^0 + *<
(A,na R + X )-  A,T(1 - PK) __  1___
[asX0 - W  - Ps) + X ][M 1 ’ Ps)] «s*o + *
1 + r r i T T - (3-24)^ i ( l - P s )  a sA.0 + X ’
APPENDIX D: THE COMPUTATION OF E[TCJ
First, we intend to calculate how many warning signals in total will arrive on [0, 
t] if the process is shut down at time t. Obviously, we know that there is one warning 
signal arrival and that one sample is drawn at shutdown time t. We may let 
N(t) = the number of sensor warning signal arrivals on [0, t], and 
N0(t) = the number of false warning signal arrivals on [0, t] when the process is in 
control. Then, in Fig. 3.2.a case, we can prove that the probability of i warning signal 
arrivals on [0, t] is equivalent to the probability of i-1 "false warning signal" arrivals on 
[0, t ); i.e.,
Pr( N(t) = i |T  = t, T < V )  = Pr(N0(t) = i - 1); (d.l)
i.e„ Pr( N(t) = i |T  = t, T < V )
= lim Pr( N0( t -At ) = i - 1 | N0(t) - N0(t - At) = 1 ) , a s At - > 0
-  iim Pr( Nn(t - Ai> = i : - i -No^-t) = l)- as At—>0 ^  Pr(N0(At) = 1) , asAt-M)
-  lim e ( i ; i )^  , as At-»0
= Pr( N0(t) = i - 1). (d.l)
And also, we can prove that, in Fig. 3.3.a case, the conditional expectation of N(t) is:
E[ N(t) |T  = t, T < V ]  = E [N0(t) ] + 1 = X,0 1 + 1. (d.2)
00






? „  , ,  e~X°' ( W - l  "  , e ^ o '  ( W l
. ( > (i-1)! A 1 * (i-1)!
1=1 1=1
= X0 t + l  = E[ N0(t) ] + 1.
Equation (a-4.2) says that the expected number of warning signal arrivals on [0, 
t] is equivalent to the expected number o f warning signal arrivals on [0, t] when the 
process is in control phis one.
Similarly, on the time segment of [s, t] in case Fig. 3.2.b, we can prove :
E [ N ( t - v ) |  V = v < T  = t ]  = E [ N 1(t-s)] = \ 1( t - s ) +  1. (d.3)
Here, Nj(t-s) is the number of true warning signal arrivals on [s, t) when the process is 
in out-of-control. Then, we can use (d. 1), (d.2), and (d.3) to compute the E[TC],
The expected total cost during a cycle is defined as:
00 00
E[TC] = f  f  E[TC| V = v ,T  = t )  * Pr( V = v, T= t ) dv dt 
0 0
00 00
= / /  E[TC |V  = v, T = t ] *  Pr( V = v ) * Pr( T = t |V  = v ) d v d t  
0 0
= /  { j ^ T C I  V = v ,T  = t ] ? i e" Xv * M M 3 S)
0 0
*  e - t x o a s _ x l ( 1_P s ) ] v  e - X l (1  P s > 1 ^  j  d t
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0 0  QQ
+  /  { /  E [T C  I V  =  V, T =  t ] X e ” ^V * M s  e X°ast dv } dt 
0 t
= m +  rv,
_  Cs Xq M n   C^XXj ^  XCd------------
+ ^  + (X0a s +  X X X j(l -  Ps)) X j( l  - PgXXoPs+  *•)' { }
where,
00 t _ lv
m  = / U  [ Cs ^ ° v + c s M t - v ) + Cd( t - v )  + Cf ] X * e Av 
0 0
•  X K l . P s J e ^ ^ ' ^ d v  * e _Xl (1_Ps)t> dt
= J  XXj( 1 - Ps)  e _Xl (1_Ps)t ]* [ C ^ X ^ v + C s X j t  + C d t - C d v  +  C f]*
0 0
e~[>.0a s-X.1(l-ps)+X]v dt
=  J X X ,( 1 - Ps) e “ X»(1“ Ps)t { j* { [CS(X- X j) - Cd] v  + (C sXj + Cd ) t  +  Cf  }*
0 0
e-[V s-^ a -P sH M v  dv} dt
=J  X X ,( 1 - ps) e _Xl (1_Ps)t { [CS(X- X ,) - Cd]
0
Xj(l—pg)+X]t ~[ctgA,Q“*Xj(l—Ps)+^]t
j t*C_________________ _____ i I
“ [ M s  • M  1 • P s ) ] [ Ôa s - H  1 - Ps)+^ 2
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%  w ,  p \ -V l-P sit £  A, A.i( 1 - ps) e
>" [?.0a s -X,( l-(3s)+>.]
+ [C^X0 -X1) - C tJ
[A.0a s - 1 - Ps) +A, ]2
[Xoa5- M l - P « ) +^-]2 [X0a s - M  1 - Ps) +>- ]
Cf
P * a s - M i - P s>+M  I M s - M i - M + M
^  ^-[asA,Q-Xj(l-ps)+X]t
'  [X0a s - X i ( l - P s)+X]  }dt
_ ^ i d  ~ 3s)[Cg(A,f)- A-i) - Crfl °° -(X,Qas+X)t
'  [X0a s - M l - P s ) +^ ]  J
0
+  — M Csfoo* ^l),.:_Cd], ■ ° f  X. n  R \  e  ^  d t
+ [X0a s - M l - P s ) + ^ ] 2 / M  P s ) e  *
[Ck(Xq- A.Q - Crf]A.A,i(l - Ps) °° (X0as+X)t 




, ________Cf   rCsX, C^l A.X) ( 1  - 3c) . -(^o<*s+^)t j.
[ M s - M 1 - P s ) +M " [ M s - M 1 - P s ) +M  J
0
Cf AAi(l - Ps) °° -(A.Qas+X,)t
’ [ M s - M 1 - P o) + M J
0
= A.M1 - Ps)[CR(Xp- A-i ) - Crf] 1 MC^Xq-X Q -C J
[ X 0a s -  M  1 - ps) + X ]  ( X 0a s + X p  [ X 0a s - M l -  ps) + X  ]2
.  [Cdf ln-M-CJXMl-P. )  1
[A,0as - M  1 - ps) + X  ]2 X.0as + X
, [C^i + c A] X_________ ?__  _[C ^  + c d\ x  M l -  3s)
[ X 0a s - M l -  Ps) ] M l  - Ps) ■ [ M s  - M l -  Ps) ] [ M s  + V P
_ c f u , ( i - p s) 1
[ M s  - M i -  P s ) ] M s +  ̂
c ,U n M i - Ps) i
‘ [M s  - M i - Ps) + 1̂ [M i - Ps)]2
+ Xrcg(?in- Tii)- Ch]__ 1
[fy)a s - M l -  P s ) ] ( M s  + ^)
+  [CsXi + Cd] X________1___ +  XC£ __
[ M s  - M i -  P s)+?l) M i  • Ps) M s + ^
- CgX,A.n̂ i(l - Pc)+ CgX.X.n(A,ntxs + X )  - Cg?cA.i(Xnag + X.) - A.CHr̂ nag + X.) 
[Aoas - M  1 - ps) + X  ][A-oas + X]2
+ [CgA.| + Cd] X____1____ +  XCf__
[ M s  - M 1 - P s)+?l ] M (i - Ps) M s + ^
= C9X.Ao  [Aoas - M  1 - P3) +?L 3—
[ M s  - M  1 - P s ) I t M s + ^]2
_________XCh + X  CgA.i________________ [CgXi + ChI X_________1
[ M s - M i -  P s ) ] [ M s + [ M s  - M i -  P s ) ] M i  - Ps)
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+ - * g f -
Xoas + X  
However,
00 00 ~Xna  t
IV =  / { /E [ T C | S = s,T = t ] ? i  e ^0a s e 0  s d s } d t
0  t
00 oo .  - X  a  t
/  { /  [Cs(X0t + 1) + Cr] \  e s d s } fyjas e 0  s dt
0  .
00 - i t  1J [  CsX,0t + Cs + Cr] e A.0a s e 0  s dt
0
a) ~ (^n a  +?l)t 00 - (^ n a  + ^ ) tJ C M  \ 0a s e 0  s dt + J [ C s + Cr] A.0a s e O s  } dt
Cg Xp A.p oiK Cf A,q a c
< *0 a s +  ^ ) 2 ^ 0  a s +  '
APPENDIX E: THE FIRST DERIVATIVE OF ElIC(k)
On the upper-tail case, if Pq < Mb then equation (4.1) a s can be transformed and 
rewritten as a s = 1 - <E>(k). d>(k) is the area of the normal curve from -oo to k, while cj) 
(k) is the normal probability density at k.
a s = Pr( x  > Mo + k ^ l  M = Mo)
OO ,  1----- = H
f  - - e 2  a<x)
*J2n c (x ), o
»0 + k T n
x Ma — a  — g
Let z =-- - - = ~ - . This imphes x = uft + z ~ p  and dx = ~ j=  dz.
a (x )  yjn yjn
If x = po + k "7 =, then z = k. Hence, 
Vn
00 i 2  1 2
a s = /  ~ r^  exp{ - y  } dz = 1 - f  exp{ - y } dz = 1 - O(k). 
k -oo
The first derivative of O(k) with respect to k is <J)(k); hence, the first derivative of 
a 0  is -<t>(k). And the second derivative o f ctQ with respect to k is k(J)(k). We may write:
a s = l-<D(k) (e.l)
(ots)' = - <t»(k) (e.2 )
(a s)" =k<|>(k) (e.3)




1 x - ^ i  2
/  - 4 = ^ e  2 " W  dx .
J r  yJ2n <*
Ho + k a/yjn
Since m  = |a0 + r a  = |i0 + r >/n a  " F " , this inches
\ n
1 x - n 0 - r x f c  ,
, . 3  = /  - j L ^ e 2 n <x > d i .
s J r  V 2 ti °
Ho + k a /vn
x - m - r V ^  CT
Let z = ------------ ; then, = n0 + z  ~j= + r a;
a ( x )  ‘Sjn
Le., dx = "7 = d z . 
>/n
If x = (U.Q + k a/yjn, then z = k - r yjn . Hence,
k - r j ^  j j
1 - P s = exp{- ^ z2 } dz = 1 - <D(k - r\/ii).
00
The derivatives with respect to k are written in the following: 
(1 - Ps)’ =  - <J>(k - r\Jn ).





EUC(k) can be rewritten in the following:
EUC(k) = Cs\ s + ( Cr+Cs ) X0a.s + (CT+Cs) \  -
+ ^  [ - CSX0X - ( Cr+ Cs ) X2 + Csu ,  + ^Cd ]. (4.1)
Let the four numbers of bracket in the fifth term of the above equation be A. 
EUC(k) = Cs^o + ( Cr+Cs ) X0  [1 - 0)(k>] + (Cr+Cs) X
[ l - O ( k ) ] ----------------------   +  ^ - 7=------- A, (4.1.a)
1 ^ [ 1  - <D(k - n /n ) ] + ?i ^ [ 1 -<D(k-iVn)3 +X v
After taking the first derivative with respect to k, the results are shown in the 
following:
/FTTrV = (r + c \ - k  A/kT + ^AX^ k - r y J n) (Cr+C>s) ^nM>(k)- 
(EUC) - (Cr+Cs) Xo <t»(k) [x,( 1 .  pg)+X]2 X j( l-P s) + X
(Cr+Cc) XnX \ 1 - <D(k) 1 A.,d)(k - r & )
[Xt( l - P s)+X]2
i.e.
(EUC)' = - (Cr+nC) A.„ « k )  + ----------------------------------- + ( W W >
1 '  K r  } [ 1 - <D(k - r f a ]  +X}2 X, [1 - d>(k - rs/n)] + X
(Cr+nC) otc<b(k - r \Jn)
'  { ^ [ l - O O t - r ^ J l + A . ) 2 '
Combining the first term with the third term and the second term with the fourth 
term, separately, we get:
/■FurV = r r + n P T i  * W I 1 - <*>(k - o 5 )JL + _____ __________________
(EU ) ( r C)X0  1 ^ l (1 . (1)(k . r>̂ ) )  + ?t { ^ [ l - f l ^ k - r ^ i i f l + A .}2
[ A  - (Cr + nC) ^ 0  (l-0>(k)]. (4.3)
APPENDIX F: THE SECOND DERIVATIVE OF EUC(k)
Based on the result of (4.3), we obtain
< E i i r v -  r  » +  CfXpXiKk) Cf XnU 1a,i|i(k - rjn)
(EUC) -  - Cf iji(k) + [ M 1 . p s)+y2  + M l . p s ) + x - [ M 1 -ps)+X]2
= I + II + III + IV. (4.3)
(EUC)" = ^  [ I + II + III + IV]. But,
J ^ [ I ]  = Cf M>(k)k. (f.l)
^  [ III ] = [X/ . fl f v X]2 < ^ < 1  - Ps) + ^][- k 4>(k) ] + m  \\§(k-r\Jn)}
= { - k M 1 - Ps) + *] >
= ------ { ^ k - r y f c )  - k [A.!(l - ps) + X] }
M ^ - ( i - P s) + i ] 2
Cf?in4)(k) k CfA.n î<|)(k)(|)(k - r\fa)
[ ^ • ( I - P s) + 1 ]  M ^ d - P s) + 1 ] 2
C ^ n ^ (k )  k CA nUiM kM k - r\/n)
“ A.,(l - Ps) + A. [A.j(l - ps) + X.]2  •
Obviously, the result of (f. 1) is greater than the first term on right side of (f.2). 
On the other hand, we can obtain the following:
d_ jd_ AAA t̂Mk - tyfn) 
dk 111J ~ dk [?ij( 1 - ps) +X]2
125
126
= [Xl( l^fps)+ X]4 {[M  1 - Ps)+ ^ 2  [ - 4>(k - r f c ) (k - r ^ )  ]
+ <|>(k - r\jn) 2 [Xj( 1 - ps) +X] <j>(k - ryjn) Xj)
X A X ^k - r j n )  r  . .  2 X A k^i [<t>(k - n yfejj: ,f 3 ,
- [ M l - P s) H ] 2 ( ^ - k )+  [Xl( l - P s) + X]3 ' <f 3 >
Meanwhile,
• tv/ — r  i n  4>(k - r jn ) a s 
smcelV - C f ^ A ^ o ^ i - P ^  + X]2 ’
^ [ m  - u?ll<1' Ps)+k]2[lKk' ̂ 400 > • ° s  *(k •
(k - rs/n)] - a s <J>(k - r\/n) 2[Xj(l - ps) + X] X][- <J)(k - r\/n)] }
+ [^ i(l - P s)+ a s ( k - rs/n ) - 2X1a s(j)(k - r\/n)}.
(f.4)
or,
| t i v ] = c^ ; $ w >  + a »<k - ^ >
• ' <£5)
Hence,
✓FTTrV = r  1 AfkUc (M k) u - CAl<Kk - W*j)(EUC) CfX0  4>(k)k - ^ l ( 1 .  ps) + x [Xj(l - ps) + X]2
{ XoM>(k)+ AX, ( r\jn - k) +X()X<t>(k) + XoXas( k - r\jn )}
+
2 W K k - n f o ) 2  
[Xj(l - ps) +X]3 M A - C fX0as}-
F̂TTrv- -  r  x Am k ( X +(EUC) Cf X0 <l>(k) k ( ^ i ( 1  _ +x } ^ ( 1  _ +
(2X0(()(k) +(r\/n - k)[Cs(Xr  X0) + Cd - CfX - X0a s] }
+ W ,  - k„) + Cd - C((k + V x s)).
APPENDIX G: THE FIRST DERIVATIVE OF EUC WITH RESPECT TO N
On the upper-tail case, if  p0  < then equation (4.1) a s can be transformed and 
rewritten as a s = 1 - O(k). O(k) is the area of the normal curve from -oo to k, while (j) 
(k) is the normal probability density at k. Since the first derivative o f O(k) w.r.t. n is 
zero, the second derivative o f a s with respect to n is also zero. On the other hand,
00 j - - z 2
1 - ps = 1 - ®(k - r\/n) = /  - g = e  2  dz. (g.l)
k-njn 71
Then, we can further use the Leibnitz rule to find the derivatives with respect to n in 
the following :
(1 - Ps)’ = Mk - ry/n )
= |  {<(>(k - njfn ) * ^F" }. (g.2)
Since <|)(k - r J i i ) = ~f=~ exp{ - r  ( k - r \Jn ) 2  }, and 
yj2n l
<j>'(k - ryfa )=  <j>(k - r\/n ) ~ i =  (k - r\Jn ) r,2 yj n
hence, (1  - ps)" = ^  {())(k - r\/n ) ( - ^  )n " 3 / 2  + n " 1 / 2  [ <j)(k - r\/n ) ^ ^ ( k  - r\/n ) r] } 
<j)(k - r\jn  )
(g 3)
128
d  ~ d n °  ^  ^  “ W t - r J S )  ( j n ‘ 1 / 2  } + n  1 / 2 (  <l>(k - 1
(8 5)
Now, we write EUC(n) as
EUC(n) = n *C X0  + Cf M s  + Cf X -
X(Xi - Xn) C*n 
M l - P s ) + ^  '
or, write:
F T T f Y n \ - n r >  +  f C  +  n  C  VX.  a  +  M  t  ~.. ^ d ]E U C < n )-n 0 .0  + (C r + BCXXoas + M -  ^  .  0 ( k .  r ^ ) ]  + ^
+
- Xp) C *d 
^ [ l-<D(k-r>/n)]+?i'
r  r y  +  i  «  4- n  +  r / ,x n  +  X'k ^  t  C r  (A .q(xs  +  X .)- C j  = nC [ + V c s + X] + C ^ „ a !+ '  M , . r ̂  j + x
(g-6 )
130
X [Xj - Xp - A.q(xk - X ] C 
X J l - O ^ k - r ^ l + X  ‘ KB }
To simplify the analysis, we also assume EUC(n) is a continuous and
differentiable function of n. Indeed, after taking the first derivative o f EUC(n) with
respect to n, we obtain the following:
+ X «  + X \ +  , (k  - .IZ \ I  J L
dn  C(X° X°as X) {X! [1 -0 (k  - r y/n) ] + X}2 2
+ 1 ' w  + k ] ' "  ^  ^  5  i 1'
(g-8 )
, »x X rx, - Xn - Xnag - X ] C XXt <f>(k - r jn  )
( 0 +  0«s +  ^ { ^ [ i . ^ k - r ^ + X } *  { X ^ l - t D C k - r ^ J + X } 2
2 ^  { nC ( Xj - Xq - Xo a s - X) - Cr ( Xoas + X ) + Cj }, (g.9)
( Xn + Xnac + X) CXi fl - <b(k - r y/n)] +XiX C 
{XjI l-cDfk-ryfo l+X}
XXi <j>(k - n jn  )
{ X i l l - O K k - r ^ + X } 2
r { n C ( X! - X0 - X0 a s - X ) -  Cr ( Xoas + X ) + C j }, (g.10)
2\Jn
------------------^ — ]=-------- ; { ( l o  +  M s +  X ) C X , [ l - < D ( k - r ^ ) ] 2
{X, [l-<D(k-r>/n)]+X}2XV 0 0 s  11 v
(Xi + Xq + Xoas + X) C X [1 - <l>(k - r yjn)] 
+XXC - X <(>(k - r\Jn )
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{yjn C (A] - Xq - XqUs - A) - ^  [Cr (Aoas + ])•
(g 1 1 )
We can rearrange the relevant terms of the above equation as follows:
d EUC „  „ A C (Ai - An ■ An etc - A)
 = C (An + An a c + A) + ----- ^-J-----u---- r  ------y o 0 s ) A j ( i . $ ( k - r >/n)) +A
AA] |  [Cr (A0a s + A) - C J  ^
+ [AjCl - <D(k - r yfc)) +A] 2  ‘ ^  ^
A A i ry  C  (  A ]  ■ A n -  A n etc  ■ A  )
APPENDIX H: THE SECOND DERIVATIVE OF EUC(n)
Here, we intend to find the second derivative of EUC(n) with respect to n. At 
first, we rearrange the relevant terms of the above equation in the following:
i ,, „ A C (Ai - An ■ An ex,. ~ A)
EUCO,) = C<*0 + W M + h ( \ ! 0 l r ^ ; )+ x >
M-i 2  (^0a s + ‘ j
+ [A ,(l-< I> (k-rV n))+ ?i]2
AAj 2  C ( - ?iQ - Jiq cis - A )
 ------------------------r -------t—  <l>(k - rVn ) Vn •[ X , ( l - 0 (k - rVn))+X ] 2  v v
( h i )
Then, taking the another derivative of the above equation with respect to n again, we 
obtain the following:
h , AC (Ai - An - Xn a c - X) „ , „ r ,  r 1
EUC (n) =   L-J 11 V s----h- A,<b(k- r J n ) ~ ~ r
{A^l-<D(k-rVn)]+A }2  m  v ' 2  Vn
AA] 2  [Cr( A0a s + A ) - Cd]
+ [A,( l-d>(k-rVn))+A ] 4
{A](l - 0 (k  - r Vn)) +A] 2  ^<|)(k- njn)  [(k- v jn )  - ^j=~]
- c))(k - rJn  )^ jzr 2  t M 1 '  ®(h * r W )  +?t] n jn )^ ^ |=  }
AAj ^  C ( Aj - Aq - Aq ctg -  A )
[Aj(l - 0 (k - rV n))+A ] 4
{[AjO - 0 (k  - r Vn)) +A] 2  |  <))(k- r\/n) [(k- ry/n) + ^ - ]
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- <j)(k - ryjn ) yjn 2 [Xi(i - 4>(k - r yfa)) +X] Xi<j>(k- r\jn) 2  ^  J
XC(Xi  -Xo-AflOts-a. )  r \ L - L
[X1( l - C » ( k - r ^ ) ) +X]2 ¥ ( k ' n |n ) 2 ^
XX j 2 [Cr (X0a s + A,) - Cd] ^
XXi « C ( Xi - Xq - Xnetc ■ X ) .
M-l 2  ^  ^0a 2 + X) - Cd] 1 1
+ 1 ^ 1  - 4 ><k - 7 ^ ) )  ^  ^  ^  2  M ( k - r ^ ) j ^ }
XXj  2 C ( X] - Xq -  Xq ( x s  ■ X ) j
XXj ^ 4>(k - r\/n ) j
[Xj(l - 0 ( k -  ryfa.)) +X]2-\/n 
{■ C (Xj - Xq - X0a s - X) + [Cr ( X0a s + X ) - Cd]
* 2 ^  Kk' ^  ‘ • f  >/“  C '  X0 - ^0 « s  - ^)[(k" W “) + ^ " ]  )
XXj2 f  r [<Kk-r> ^ > ] 2  j 
+ [X1(l-<t>(k-r-v/n))+X]3 n
{- [Cr (Xoas + X) - Cd] + nC (Xj - X0 - X0a s - X)}.
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From the necessary condition, we know that the brace o f second term of the 
above equation is positive; i.e.,
nC - X 0 - X 0 a s - X) -  [Cr (X0a s + X ) - C dJ>0;  
and EUC"(n) > 0, if
(i) nC(A,j - Xq - X0a s - X)-  [Cr (A,oa s + “ ^dl >
. . . .  Cr (XnOLe + X) - CH .......................
This gives n > W = — X) ’ ° ‘>tame“ m “ e necessary condition.
(ii) - C (X,j - X,q - X0a s - A.) + [Cr (Xoas + A,) - C J  * 2  ^
- ~\jn C {Xi - X0 - Xq(xs - A,)[(k- ry/n) + } > 0
(ii) imphes,
- C (Xj - X0 - X0 cxs - X) + [Cr (X0a s + X) - C J  * ^ [ r k > / n - r 2  - 1]
- j  C (Xj - Xq - X0 a s - X)[rk\/n- r2  n + 1]} > 0;
or, write: [Cr (X0a s + X) - Cj] * |  ̂  [rk y/n - r2  - 1]
- ^  C (?ii - A,0  - ^oa s '  X)[rk\Jn- r2  n + 3] } > 0
In other words, (ii) imphes
(ii.a). rk yfn - r2  - 1 > 0, and (ii.b). tksjn- r2  n + 3 < 0.
Finally,
r2  + 1 <■)
(iia) imphes n > { ^ }z , and
(ilb) imphes r2  n - r k >/n - 3 > 0, or
yjn r ( 's/a r - k ) > 3,
(ii.b. 1) if y j nT>3  and -\Jn r - k > 1, then (ii.b) will be held;
, 3 ^  , , 1 + k ^
i.e., n > { ~}2 and n > { — — }2.
(ii.b.2) if "^d r > 1 and yfn r - k > 3, then (ii.b) will be also held;
, Uo . , 3 + k ^i.e., n > { ~ } 2  and n > { —~— }2.
3 + k
Hence, the common range of n in (ii.b) case is n
In other words, the common range of n in (ii.a) and (ii.b) case is
r2  + 1 n 3 + k o 
n > Max {[ —̂  ]2, [ —  ]2}.
However, from (i), we derive n > W < 0.
ii r2  + 1 3 + k o
Hence, EUC (n) > 0 if n > Max { [ ~ ^ - ] 2  , [ “ 7 “  ]2}.
APPENDIX I: THE DERIVATION OF Pr(Ts <V)
In case A of Figure 5.1, process is stopped in the in-control state and the
stopping time Ts = h, 2h, 3 h , Let V to be the time epoch o f process shift from in
control to out of control, then
Pr(Ts<V) = £  °r cCsO-ag) ' - 1 * Xe Av dv 
i = 1  ih
= j  a ^ l - a s ) ' -1 * f X e ~ Xv dv 
ih
= «s Z ( l - a s ) ' ' 1 e"iWl 
i=l
= a s e"̂ *1 j  (1 -ag)'"1 e*(*"1̂ h 
i- 1
■ 1
a s  6 1 - (1- a s)e"Wl
On the other hand,
] . e-/Ui
Pr(T^ V )=  l - ( l - a s) e - » .
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APPENDIX J: THE DERIVATION OF E(TS|TS <V)
00
E( Ts| TS<V ) = 2  t*Pr(Ts=t | Ts <V), 0 < t=ih < (i+l)h < v < oo.
t=h
i=l,2,3....
00 (i+1)h i 1 - 1 1
2 /  Z tih)*as (1-as))-1 X e-^dv,
i = 1  ih J= 1
oo 1 i • , (i+1)h ,
K l  l- ( l-a s)i { z  j * ( 1- a s)3' 1 } /  A. e‘ -̂v dv
i= 1  S J= 1  ih
h*as  ?  l - ( l - a sV * ^  ) e‘a h  [l-e-^h]
i=l s j=l
i=l
= h [l-e-W.] “  {—
. , a s 1 - ( 1  -cts)
1=1
h n . e-Xh] , - L - i d l L .  .  »  i * ( l - a s)i e ^ h , 
a s l-e-Xb £  l- ( l-a s)'
1=1
i=l





E[Ts| T s> V ] = z  j  (ih+— )(l-a s)i ^e-^vdv 
i = 1  ih
= ( l _ e-A.h) ® e-iA,h
i=l
= h ( l - e " ^ ) e ' ^  { ^  i ( l-cxs)'“  ̂ e‘ (i‘ l)^h + —|r - ^  ( l - a sV‘ l 
i=l Ps i=l
h(1" e )C {[ l - ( l - a s) e - ^ h ] 2  + EPs l - ( l -a s)e -^h  ̂
= h ( 1- e - ^ )e- ^ {  ]~Ps + ( ]-« sIe  ^  }
h ( 1- e-^h)e-Xh{ 2 - P s - ( l - a s) e  } 
(l-Ps) [ l - ( l - a s)e - ^ ] 2
Given the occurrence of the assignable cause between the ith and (i+l)th sample, the 
expected time of occurrence within this interval is computed as follows.
(i+1)h „
f  (v -ih ^e-^d v  
ih 1 - (l+A,h)e~^-h
" = ^  X e - ^ v  =
ill
Hence
(] *. o"A.hig“X.h 
E[V| TS>V] = h X  C '*■:. , ’ + n
[ l - ( l - a s)e - ^ h ] 2
APPENDIX L: COMPONENT COMPARISONS FOR THE THREE MODELS
The comparisons of model components for three different methods are shown in 
the following Table J. Obviously, all listed components of the two-phase model are 
larger than the figures for the control-chart model except for the second components. 
From these figures, we may know something about the reason that the EUC of two- 
phase model is smaller than the EUC2  of the control-chart model.
Table J : Components Comparisons of the Three Models
Components Two-Phase Model Single Sensor Control C hart
Pr( T  < V) 0 . 0 2 1 2 0.2707 0.0099
Pr( T > V) 0.9788 0.7293 0.9901
E| T | T < V] 5.4376 4.0512 2.9354
E [ T | T >  VI 6.0288 9.4254 5.2534
E| V | T > VI 5.4376 4.0519 4.7393
■ E[T-V| T > V) 0.5912 5.3735 0.5141
E|SN | T<V] 6.9866 no sampling 4.0211
E[SN | T > V] 8.4528 no sampling 6.4922
E[SNJ 8.3318 no sampling 6.4677
E[OT] 0.5787 3.9189 0.5079
E[T] 6.0241 7.9707 5.2305
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The expected time in the in-control state, 5.4376, in the two-phase model is 
significantly larger than 2.9354 in the control-chart case, when the process is stopped in 
the in-control state. The former, which is weighted with more probability (0.0212 
instead of 0.0099), results in the larger unconditional expected time when the process is 
always in the in-control state.
The expected time in the out-of-control state, 0.5912, in the two-phase model is 
near 0.5141 in the control-chart case when the process is stopped at the out-of-control 
state. The former figure, which is weighted with less probability (0.9788 instead of 
0.9901), results in the smaller unconditional expected time when the process is in the 
out-of-control state. The single-sensor model has the largest expected time (3.9189) 
when the process is in the out-of-control state, namely E[OT]; hence, the EUCj of the 
single-sensor model dominates the EUC of the two-phase model and the EUC2  of the 
control-chart model since the penalty C(j is assigned by a large figure, $80.00.
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