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1 Introduction
Consider the renewal process Nt
def
==
∞∑
i=1
1
{
i∑
k=1
ξk 6 t
}
, where {ξ1, ξ2, ...} is the of i.i.d. positive
random variables. Nt is a counting process which changes its value at the times tk
def
==
i∑
k=1
ξk. The
times tk are the renewal times.
Consider the backward renewal time (or overshoot) at the time t (See Fig.1):
Bt = t− SNt .
✲
. . . . . . . . .
t1 t2 t3 t4
ξ1 ξ2
D
= ξ1 ξ3
D
= ξ1 ξ4
D
= ξ1
t0 = 0 t
 ❅
Bt
Figure 1: Bt is a backward renewal time at the fixed time t.
Theorem 1 (Lorden, G. (1970) [5]; see, e.g. [4]). Lorden’s inequality states that the expectation
of this overshoot is bounded as
EBt 6
E ξ2
E ξ
. (1)

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This fact is very important because (1) is a uniform bound for any fixed (non-random) time t.
It was used for construction of strong bounds for some queueing systems end reliability systems
(see, e.g., [2]). For this aim, it can consider for some stochastic regenerative process described the
behaviour of technical system an embedded renewal process, and to study the convergence rate of
extended renewal Markov process Rt
def
== (Nt, Bt) – see, e.g., [3].
But in many practical situations, the counting process is not strongly renewal in a classic
means.
The renewal periods can be dependent, and also they can have different distributions. Now,
we not assume that the random variables {ξ∗1 , ξ
∗
2 , ...} are i.i.d. In this case, the counting process
N∗t
def
==
∞∑
i=1
1
{
i∑
k=1
ξ∗k 6 t
}
is named generalised renewal process.
Our goal is to distribute the Lorden’s inequality for the generalised renewal processes, and to
formulate the conditions in which the analogy of Lorden’s inequality is true.
2 Assumptions
Consider the sequence {ξ1, ξ2, ...} of random variables.
Suppose that:
1. ξi and ξj can be dependent (∀i, j);
2. We not suppose that the random variables have the same distribution: can be ξi
D
= ξj for
i 6= j;
3. ξi has absolutely continuous distribution function Fi(t), the end of this renewal period has
the intensity ϕi(s) =
Fi(s)
1− Fi(s)
and 0 <
C
1 + s
6 ϕi(s) 6 Q(s), where Q(s) is measurable
and locally bounded in some neighbourhood of 0;
4. ϕi(s) >
c
1+s
, c > 2.
Definition 1. If conditions 1–4 are satisfied, then the counting process
Nt
def
==
∞∑
i=1
1
{
i∑
k=1
ξk 6 t
}
(2)
is named generalized renewal process. ♦
Remark 1. The condition 3 holds:
E ξi > 0, Var ξ
2
i > 0.
⊲
Remark 2. The condition 4 holds:
Fi(t) = 1−
t∫
0
exp(−ϕi(s)) ds > 1−
1
(1 + t)c
⇒ ∃ E ξ2i <∞.
⊲
2
3 The main result
Theorem 2. If the conditions 1–4 are satisfied, then the for the process (2) the inequality
EBt 6 E η +
E η2
2E ζ
, (3)
where
E η2 =
∞∫
0
x2 d
1
(1 + x)c
; E ζ =
∞∫
0
x2 dG(x); G(x) = 1−
x∫
0
exp
−
s∫
0
Q(t) dt
ds. 
Proof. In many books on the renewal theory, there is the standard estimation for the distribution
of the backward renewal time:
P(bt > x) = 1− F1(t + x) +
∞∑
i
x−t∫
0
1− Fi+1(x− s) dFξ1+ξ2+···+ξi(s)
6
1
(1 + t + x)c
+
∞∑
i=1
x−t∫
0
1
(1 + x− s)c
dFξ1+ξ2+···+ξi(s) =
1− Φ(t + s)−
∞∑
i=1
x−t∫
0
1− Φ(x− s) dFξ1+ξ2+···+ξi(s) =
1− Φ(t + s)−
∞∑
i=1
Ii,
where Φ(s) = 1−
1
(1 + s)c
, and Fξ1+ξ2+···+ξi(s) = P {ξ1 + ξ2 + · · ·+ ξi 6 s} .
Here, we denote:
1. ζ is a random variable with the distribution function G(x) = 1−
x∫
0
exp(−Q(s)) ds;
2. η is a random variable with the distribution function Φ(x) = 1−
1
(1 + x)c
.
So, G(s) > Fi(s) > Φ(s); and ζ ≺ ξi ≺ η (distribution order).
Note, that
G(s) > Fi(s) > Φ(s); ζ ≺ ξi ≺ η ( distribution order ),
then
G∗n(x) > Fξ1+ξ2+···+ξi(x) > Φ
∗n(x). (4)
Now, let us estimate
Ii =
x−t∫
0
1− Fi+1(x− s) dFξ1+ξ2+···+ξi(s) 6
x−t∫
0
1− Φ(x− s) dFξ1+ξ2+···+ξi(s) = . . .
3
and, by integration by parts, we have
Ii 6 (1− Φ(x− s))Fξ1+ξ2+···+ξi(s)
∣∣∣∣
x−t
0
−
x−t∫
0
Fξ1+ξ2+···+ξi(s) d1− Φ(x− s) =
(1− Φ(t))Fξ1+ξ2+···+ξi(t) +
x−t∫
0
Fξ1+ξ2+···+ξi(s) dΦ(x− s) 6
now, using (4),
Ii 6 (1− Φ(t))G
n∗(s) +
x−t∫
0
Gn∗(s) d(Φ(x− s)− 1)
anew, by integration by parts, we have
Ii 6
x−t∫
0
1− Φ(x− s) dGn∗(s).
Thus,
P{Bt > x} = 1− F1(t+ x) +
∞∑
i
x−t∫
0
1− Fi+1(x− s) dFξ1+ξ2+···+ξi(s) 6
1− Φ(x) +
∞∑
i
x−t∫
0
1− Φ(x− s) dGn∗(s) =
1− Φ(x) +
x−t∫
0
1− Φ(x− s) dHG(s),
where HG(s) is a renewal function of the “classic” renewal process with the distribution of the
renewal times G(s); HG(s)
def
==
∞∑
n=1
G∗n(s). Then,
EBt 6

 ∞∫
0
(1− Φ(x)) +
x−t∫
0
1− Φ(x− s) dHG(s)

 dx.
So,
EBt 6
∞∫
0
(1− Φ(x)) dx+
∞∫
0
x−t∫
0
1− Φ(x− s) dHG(s) dx =
E η +
∫∫
{
06x<∞,
06s<x−t
}
(1− Φ(x− s))H ′G(s) dx ds.
4
Now, we apply Smith’s Key Renewal Theorem (see [1]):
∞∫
0
x−t∫
0
1− Φ(x− s) dHG(s)( dt) =
∞∫
0
dHG(s)
x−t∫
0
1− Φ(x− s)( dt) =
∞∫
0
(x− s)[1− Φ(x− s)] dHG(s) =
apply Smith’s Theorem
=
1
E ζ
∞∫
0
(x+ θ)[1− Φ(x+ θ)] dθ.
Now,
1
E ζ
∞∫
0
(x+ θ)[1− Φ(x+ θ)] d(θ + x) =
1
E ζ
1
2
∞∫
0
1− Φ(v) dv2 =
1
E ζ
E (η2)
2
.
The Theorem 2 is proved. •
Remark 3. If to apply the Theorem 2 to the “classic” renewal process with the renewal times ξi
i.i.d., ξi
D
== ξ, then:
E bt 6 E ξ +
E ξ2
E ξ
=
(E ξ)2 + E ξ2
2Eξ
6
E ξ2
E ξ
,
i.e. we have a “classic” Lorden’s inequality. ⊲
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