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Abstract
Recently well-quasi orders in general, and homeomorphic embedding in particular,
have gained popularity to ensure the termination of program analysis, specialisation and
transformation techniques. However, as we illustrate in the paper, the homeomorphic
embedding relation as it is usually dened suers from several inadequacies which make
it less suitable in a logic programming context. We present several increasingly rened
ways to remedy this problem by providing more sophisticated treatments of variables and
present a new, extended homeomorphic embedding relation.
1 Introduction
The problem of ensuring termination arises in a lot of dierent contexts in computer science.
For instance a lot of work has been devoted to proving termination of term rewriting systems
(e.g. [7] and references therein) or of logic programs (e.g. [5, 38] and references therein). It is
also an important issue within all areas of program analysis, specialisation and transforma-
tion: one usually strives for methods which are guaranteed to terminate.
One can basically distinguish between two kinds of techniques for ensuring termination:
 static techniques, which prove or ensure termination of a program or process beforehand
(i.e. o-line) without any kind of execution, and
 on-line (or dynamic) techniques, which ensure termination of a process during its exe-
cution.
For instance static termination analysis of logic programs [5, 38] falls within the former
context, while termination of e.g. partial deduction | an automatic technique for specialising
logic programs | is usually ensured in an on-line manner.
Let us examine the case of partial deduction in more detail. Partial deduction based upon
the Lloyd and Shepherdson framework [30] generates (possibly incomplete) SLDNF-trees for a
set A of atoms. The specialised program is extracted from these trees by producing one clause
(called a resultant) for every non-failing branch. The resolution steps within the SLDNF-trees
| often also referred to as unfolding steps | are those that have been performed beforehand,
justifying the hope that the specialised program be more ecient.

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Now, to ensure termination of partial deduction two issues arise [9, 35] (cf. Figure 1).
One is called the local termination problem, corresponding to the fact that each generated
SLDNF-tree should be nite. The other is called the global termination problem, meaning
that the set A should contain only a nite number of atoms.
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Figure 1: Global and local termination
Below, in a rst approach, we concentrate on local termination. But as shown in [35]
the atoms in A can be structured into a global tree and methods similar to the one for local
termination can be used to ensure global termination
One, albeit ad-hoc, way to solve the local termination problem is to simply impose an
arbitrary depth bound. Such a depth bound is of course not motivated by any property,
structural or otherwise, of the program or goal under consideration. The depth bound will
therefore lead either to too little or too much unfolding in a lot of interesting cases.
Another approach, often used in partial evaluation of functional programs [17, 16], is to
only expand a tree while it is determinate (i.e. it only has one non-failing branch). However,
this in itself does not guarantee termination, as there can be innitely failing determinate
computations. In (strict) functional programs such a condition can be seen as an error in
the original program (the corresponding run-time computation will not terminate). In logic
programming the situation is somewhat dierent: a goal can innitely fail (in a deterministic
way) at partial deduction time while its run-time instances nitely fail. In applications like
theorem proving, even innite failures at run-time do not necessarily indicate a programmer's
error: they might simply be due to unprovable statements. This is why, contrary to maybe
functional programming, measures in addition to determinacy have to be adopted to ensure
local termination.
Luckily, more rened approaches to ensure termination of unfolding exist. The methods
in [4, 34, 33, 32] are based on well-founded orders, inspired by their usefulness in the context
of static termination analysis (see e.g. [8, 5]). These techniques ensure termination, while at
the same time allowing unfolding related to the structural aspect of the program and goal to
be partially deduced, e.g. permitting the consumption of static input within the atoms of A.
Formally, well-founded sets and orders are dened as follows:
Denition 1.1 (s-poset) A strict partial order on a set S is an anti-reexive, anti-symmetric
and transitive binary relation on S  S. A couple S;>
S
consisting of a set S and a strict
partial order >
S
on S is called an s-poset or partially strictly ordered set.
Denition 1.2 (wfo) An s-poset S;>
S
is called well-founded i there is no innite sequence
of elements s
1
; s
2
; : : : in S such that s
i
> s
i+1
, for all i  1. The order >
S
is also called a
well-founded order (wfo) on S.
2
To ensure local termination, one has to nd a sensible well-founded order on atoms and
then only allow SLDNF-trees in which the sequence of selected atoms is strictly decreasing
wrt the well-founded order. If an atom that we want to select is not strictly smaller than its
ancestors, we either have to select another atom or stop unfolding altogether.
Example 1.3 Let P be the following program:
member(X ; [X jT ]) 
member(X ; [Y jT ]) member(X ;T )
A simple well-founded order on atoms of the form member(t
1
; t
2
) might be based on com-
paring the list length of the second argument.
We then dene the wfo on atoms by member(t
1
; t
2
) > member(s
1
; s
2
) i list length(t
2
) >
list length(s
2
).
Based on that wfo, the goal member(X ; [a; bjT ]) can be unfolded into member(X ; [bjT ])
and further into  member(X ;T ) because the list length of the second argument strictly
decreases at each step. However,  member(X ;T ) cannot be further unfolded into  
member(X ;T
0
) because the list length does not strictly decrease.
Much more elaborate techniques based upon well-founded orders, which e.g. split the
expressions into classes or continuously rene the orders during the unfolding process, exist
and we refer the reader to [4, 34, 33, 32] for further details. These works also present a further
renement which, instead of requiring a decrease wrt every ancestor, only requires a decrease
wrt the covering ancestors , i.e. one only compares with the ancestor atoms from which the
current atom descends (via resolution).
However, in an on-line setting, well-founded orders are sometimes too rigid or too complex.
Recently, well-quasi orders have therefore gained popularity to ensure on-line termination of
program manipulation techniques [3, 41, 43, 26, 27, 13, 18, 1, 20, 46]. Indeed, as we will see
below, well-quasi orders are often much more exible than well-founded orders in an on-line
context. We start examining them in the next section.
2 Well-quasi orders and homeomorphic embedding
From now on, we suppose familiarity with basic notions in logic programming [2, 29]. We
also dene an expression to be either a term, an atom, a literal, a conjunction, a disjunction
or a program clause.
Formally, well-quasi orders can be dened as follows.
Denition 2.1 (poset) A (non-strict) partial order (also called a quasi order) on a set S is
a reexive and transitive binary relation on S  S. A couple S;
S
consisting of a set S and
a partial order 
S
on S is called a poset or partially ordered set.
Henceforth, we will use symbols like <, > (possibly annotated by some subscript) to refer
to strict and ,  to refer to non-strict partial orders. We will use either \directionality" as
is convenient in the context.
Denition 2.2 (wqo) A poset V;
V
is called well-quasi-ordered (wqo) i for any innite
sequence of elements e
1
; e
2
; : : : in V there are i < j such that e
i

V
e
j
. We also say that 
V
is a well-quasi order (wqo) on V .
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Note that e.g. Higman [15] used an alternate denition of well-quasi orders in terms of
the \nite basis property" (or \nite generating set" in [19]). However, the above denition
is the one most often used in the context of termination. Both denitions are equivalent by
Theorem 2.1 in [15]. A dierent (but equivalent) denition of a wqo is given in [21, 47]: A
quasi-order 
V
is a wqo i for all quasi-orders 
V
which contain 
V
(i.e. v
V
v
0
) v
V
v
0
)
the corresponding strict partial order 
V
is a wfo. This insight can be used to dynamically
construct well-founded orders for static termination analysis from well-quasi ones in a exible
way. More on this below.
The following lemmas about well-quasi orders will later enable us to prove Theorem 3.4
(and their proofs can be found in Appendix A), but they are also interesting in their own
right.
It follows from Denitions 1.2 and 2.2 that if 
V
is a wqo then <
V
is a wfo, but not vice
versa. The following shows how to obtain a wqo from a wfo.
Lemma 2.3 (wqo from wfo) Let <
V
be a well-founded order on V . Then 
V
, dened by
v
1

V
v
2
i v
1
6>
V
v
2
, is a wqo on V .
Lemma 2.4 Let 
V
be a wqo on V and let  = v
1
; v
2
; : : : be an innite sequence of elements
of V .
1. There exists an i > 0 such that the set fv
j
j i < j ^ v
i

V
v
j
g is innite.
2. There exists an innite subsequence 

= v

1
; v

2
; : : : of  such that for all i < j we
have v

i

V
v

j
.
Point 2 thus provides an alternate (and stronger) characterisation of well-quasi orders.
Lemma 2.5 (combination of wqo) Let 
1
V
and 
2
V
be wqo's on V . Then the quasi order

V
dened by v
1

V
v
2
i v
1

1
V
v
2
and v
1

2
V
v
2
, is also a wqo on V .
An interesting wqo is the homeomorphic embedding relation , which derives from results
by Higman [15] and Kruskal [19]. It has been used in the context of term rewriting systems in
[6, 7], and adapted for use in supercompilation ([45]) in [43]. Its usefulness as a stop criterion
for partial evaluation is also discussed and advocated in [31]. Some complexity results can
be found in [44] and [14] (also summarised in [31]).
The following is the denition from [43], which adapts the pure homeomorphic embedding
from [7] by adding a rudimentary treatment of variables.
Denition 2.6 () The (pure) homeomorphic embedding relation  on expressions is dened
inductively as follows:
1. X  Y for all variables X; Y
2. s f(t
1
; : : : ; t
n
) if s t
i
for some i
3. f(s
1
; : : : ; s
n
) f(t
1
; : : : ; t
n
) if 8i 2 f1; : : : ; ng : s
i
 t
i
.
The second rule is sometimes called the diving rule, and the third rule is sometimes called
the coupling rule. When s t then we also say that s is embedded in t or t is embedding s.
Example 2.7 The intuition behind the above denition is that AB i A can be obtained
from B by \striking out" certain parts, or said another way, the structure of A reappears
within B. For instance we have p(a) p(f(a)) and indeed p(a) can be obtained from p(f(a))
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by \striking out" the f . Observe that the \striking out" corresponds to the application of
the diving rule 2.
We also have e.g. that: X X , p(X) p(f(Y )), p(X;X) p(X; Y ) and p(X; Y ) p(X;X).
Note that the homeomorphic embedding is also sometimes called a divisibility ordering , on
account of the fact that when a natural number m divides another one n, then the prime
divisors of m can be obtained from the ones of n by \striking out" some divisors. E.g. 10
divides 30 and 2 5 can be obtained from 2 3 5 by striking out the 3.
Proposition 2.8 The relation  is a wqo on the set of expressions over a nite alphabet.
For a complete proof, reusing Higman's Lemma [15, 19] in a straightforward manner, see
e.g. [24]. (For constructive proofs of Higman's Lemma [15] see [42, 36]. See also [12] and [40].
Another, non-constructive one can be found in [37].)
To ensure e.g. local termination of partial deduction, we have to ensure that the con-
structed SLDNF-trees are such that the selected atoms do not embed any of their ancestors
(when using a well-founded order as in Example 1.3, we had to require a strict decrease
at every step). If an atom that we want to select embeds one of its ancestors, we either
have to select another atom or stop unfolding altogether. For example, based on , the
goal  member(X ; [a; bjT ]) of Example 1.3 can be unfolded into  member(X ; [bjT ]) and
further into  member(X ;T ) because member(X ; [a; bjT ]) 6member (X ; [bjT ]) as well as
member(X ; [a; bjT ]) 6member(X ;T ) and member(X ; [bjT ]) 6member(X ;T ). However,  
member(X ;T ) cannot be further unfolded into  member(X ;T
0
) because member(X ;T )
member(X ;T
0
). Observe that, in contrast to Example 1.3, we did not have to chose how to
measure which arguments.
The homeomorphic embedding relation is very generous. It will for example, without
further renement, permit the full unfolding of most terminating Datalog programs, the
quicksort or even the mergesort program (the latter poses problems to some static termination
analysis methods [38, 28]) | when the list to be sorted is known (see Appendix B). Also,
it will allow a process to go from p([]; [a]) to p([a]; []) but also the other way around. This
illustrates the exibility of using well-quasi orders compared to well-founded ones in an on-
line setting, as there exists no wfo which will allow both these unfoldings.
1
It however also
illustrates why, when using a wqo in that way, one has to compare with every predecessor state
of a process. Otherwise one can get innite derivations of the form p([a]; []) ! p([]; [a]) !
p([a]; [])!. . . .
2
This example also shows why (or well-quasi orders in general) cannot be used directly for
static termination analysis. Let us explain what we mean. Take e.g. a program containing
the clauses C
1
= p([a]; [])  p([]; [a]) and C
2
= p([]; [a])  p([a]; []). Then, in both cases
the body is not embedding the head, but still the combination of the two clauses leads to
a non-terminating program. However,  can be used to construct well-founded orders for
static termination analysis. Take the clause C
1
. The head and the body are incomparable
according to . So, we can simply extend  by stating that p([a]; []) p([]; a) (thus making
1
To allow to go from p([]; [a]) to p([a]; []) via a wfo < we need to have that p([]; [a]) > p([a]; []) (cf.
Example 1.3). Now, if in another context we want to go from p([a]; []) to p([]; [a]) this is clearly impossible
(using <) because we cannot have p([a]; [])> p([]; [a]).
2
When using a wfo one has to compare only to the closest predecessor [33], because of the transitivity of
the order and the strict decrease enforced at each step. However, wfo are usually extended to incorporate
variant checking and then require inspecting every predecessor anyway (though only when there is no strict
weight decrease, see e.g. [32, 33]).
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the head strictly larger than the body atom). As already mentioned, for any extension 
of a wqo we have that < is a wfo. Thus we know that the program just consisting of C
1
is
terminating. If we now analyse C
2
we have that, according to the extended wqo, the body is
strictly larger than the head and (luckily) we cannot prove termination (i.e. there is no way
of extending  so that for both C
1
and C
2
the head is strictly larger than the body).
The homeomorphic embedding relation is also useful for handling structures other than
expressions. It has e.g. been successfully applied in [26, 24, 27] to detect (potentially) non-
terminating sequences of characteristic trees. Also,  seems to have the desired property
that very often only \real" loops are detected and that they are detected at the earliest
possible moment (see [31]). To conclude this section, we conjecture that the homeomorphic
embedding relation might also be useful within debuggers to spot potential loops and alert
the user.
3 A more rened treatment of variables
While  has a lot of desirable properties it still suers from some drawbacks.
Indeed, as can be observed in Example 2.7, the homeomorphic embedding relation  as de-
ned in Denition 2.6 is rather crude wrt variables. In fact, all variables are treated as if they
were the same variable, a practice which is clearly undesirable in a logic programming context.
Intuitively, in the above example, p(X; Y ) p(X;X) is acceptable, while p(X;X) p(X; Y )
is not. Indeed p(X;X) can be seen as standing for something like and(eq(X; Y ); p(X; Y )),
which clearly embeds p(X; Y ), but the reverse does not hold.
Secondly,  behaves in quite unexpected ways in the context of generalisation, where it
can pose some subtle problems wrt the termination of a generalisation process.
Example 3.1 Take for instance the following generalisation algorithm, which appears (in
disguise) in a lot of partial deduction algorithms (e.g. [26, 24, 27]). (In that context A stands
for the set of atoms for which SLDNF-trees have already been constructed while B are the
atoms in the leaves of these trees. The goal of the algorithm is then to extend A such that
all leaf atoms are covered.)
Input: two nite sets A;B of atoms
Output: a nite set A
0
 A such that every atom in B is an instance of an atom in A
0
Initialisation: A
0
:= A, B
0
:= B
while B
0
6= ; do
remove an element B from B
0
if B is not an instance of an element in A
0
then
if 9A 2 A
0
such that A B then
add msg(A;B) to B
0
else
add B to A
0
The basic idea of the algorithm is to use  to keep the set A
0
nite. However, although
the above algorithm will indeed keep A
0
nite, it still does not terminate. Take for example
A = fp(X;X)g and B = fp(X; Y )g. We will remove B = p(X; Y ) from B
0
= fp(X; Y )g in
the rst iteration of the algorithm and we have that B is not an instance of p(X;X) and also
that p(X;X)p(X; Y ). We therefore calculate the msg(fp(X ;X ); p(X ;Y )g) = p(X ;Y ) and
we have a loop (we get B
0
= fp(X; Y )g).
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To remedy these problems, [26, 24, 27] introduced the so called strict homeomorphic
embedding as follows:
Denition 3.2 (
+
) Let A;B be expressions. Then B (strictly homeomorphically) embeds
A, written as A 
+
B, i A B and A is not a strict instance of B.
Example 3.3 We now still have that p(X; Y )
+
p(X;X) but not p(X;X)
+
p(X; Y ). Note
that still X 
+
Y and X 
+
X .
Also notice that, if we replace  of Example 3.1 by 
+
we no longer have a problem with
termination (see Section 6.2.4 of [24, 27] for a termination proof of an Algorithm containing
the one of Example 3.1).
An alternate approach to Denition 3.2 | at least for the aspect of treating variables
in a more rened way | might be based on numbering variables using some mapping #(:)
and then stipulating that X 
#
Y i #(X)  #(Y ). For instance in [31] a de Bruijn
numbering of the variables is proposed. Such an approach, however, has a somewhat ad
hoc avour to it. Take for instance the terms p(X; Y;X) and p(X; Y; Y ). Neither term is an
instance of the other and we thus have p(X; Y;X)
+
p(X; Y; Y ) and p(X; Y; Y )
+
p(X; Y;X).
Depending on the particular numbering we will either have that p(X; Y;X) 6
#
p(X; Y; Y ) or
that p(X; Y; Y ) 6
#
p(X; Y;X), while there is no apparent reason why one expression should
be considered smaller than the other.
3
Theorem 3.4 The relation 
+
is a wqo on the set of expressions over a nite alphabet.
Proof In Appendix A. 2
4 Extended homeomorphic embedding
Although 
+
from Denition 3.2 has a more rened treatment of variables and has a much
better behaviour wrt generalisation than  of Denition, it is still somewhat unsatisfactory.
One point is the restriction to a nite alphabet. Indeed, for a lot of practical logic
programs, using e.g. arithmetic built-ins or even = ::=2, a nite alphabet is no longer sucient.
Luckily, the fully general denition of homeomorphic embedding as in [19, 7] remedies this
aspect. It even allows functors with variable arity
4
(the result of [15] can only be applied
when the arities are xed). We will show below how this denition can be adapted to a logic
programming context.
However, there is another unsatisfactory aspect of 
+
. Indeed, it will ensure that
p(X;X) 6
+
p(X; Y ) while p(X;X)  p(X; Y ) but we still have that e.g. f(a; p(X;X))
+
f(f(a); p(X; Y )). In other words, the more rened treatment of variables is only performed
at the top, but not recursively within the structure of the expressions.
The following, new and more rened embedding relation remedies this somewhat ad hoc
aspect of 
+
.
Denition 4.1(

) Given a wqo  on the functors, we dene the extended homeomorphic
embedding on expressions by the following rules:
3
[31] also proposes to consider all possible numberings, but (leading to n! complexity, where n is the number
of variables in the terms to be compared). It is unclear how such a relation compares to 
+
of Denition 3.2.
4
Which can also be seen as associative operators.
7
1. X 

Y if X and Y are variables
2. s

f(t
1
; : : : ; t
n
) if s

t
i
for some i
3. f(s
1
; : : : ; s
m
) 

g(t
1
; : : : ; t
n
) if f  g and 91  i
1
< : : : i
m
 n such that 8j 2
f1; : : : ; mg : s
j


t
i
j
and hs
1
; : : : ; s
m
i is not a strict instance
5
of ht
1
; : : : ; t
n
i
Notice that the above denition requires a wqo on the functors. If we have a nite alpha-
bet, then equality is a wqo (and this is actually the way the pure homeomorphic embedding
of [7] is obtained from the fully general homeomorphic embedding). In the context of e.g.
partial deduction, we know that the functors occurring within the program (text) and goal to
be analysed are of nite number. One might call these functors static and all others dynamic.
A wqo can the be obtained by dening f  g if either f and g are dynamic or if f = g. For
particular types of functors for which e.g. a natural well-founded order exists (e.g. the natural
numbers) one can use more rened wqo constructed from Lemma 2.3.
The reason why this recursive use of the \not strict instance" test was not incorporated
in [26, 24, 27] was that the authors were not sure that 

is actually a wqo (no proof was
found yet). In fact, recursively applying the \not strict instance" looks very dangerous. Take
e.g. the following two atoms A
0
= p(X;X) and A
1
= q(p(X; Y ); p(Y;X)). In fact, although
A
0

+
A
1
we do not have A
0


A
1
(when e.g. considering both q and p as static functors)
and one wonders whether it might be possible to create an innite sequence of atoms by
e.g. producing A
2
= p(q(p(X; Y ); p(Y; Z)); q(p(Z; V ); p(V;X))). We indeed have A
1
6

A
2
,
but luckily A
0


A
2
and 

satises the wqo requirement of Denition 2.2. But can we
construct some sequence for which 

does not conform to Denition 2.2? The following
Theorem 4.2 shows that such a sequence cannot be constructed. However, if we slightly
strengthen point 3 of Denition 4.1 by requiring that hs
1
; : : : ; s
m
i is not a strict instance
of ht
i
1
; : : : ; t
i
m
i, we actually no longer have a wqo, as the following sequence of expression
shows: A
0
= f(p(X;X)), A
1
= f(p(X; Y ); p(Y;X)), A
2
= f(p(X; Y ); p(Y; Z); p(Z;X)), . . . .
Using the slightly strengthened embedding relation no A
i
would be embedded in any A
j
,
while using Denition 4.1 unmodied we have e.g. A
1


A
2
(but not A
0


A
1
or A
0


A
2
).
Theorem 4.2 

is a wqo on expressions.
To prove Theorem 4.2 we need the following machinery. First we take a well-founded
measure function from [11] (also in the extended version of [35]):
Denition 4.3 (s(:), h(:)) Let Expr denote the sets of expressions. We dene the function
s : Expr!IN counting symbols by:
 s(t) = 1 + s(t
1
) + : : :+ s(t
n
) if t = f(t
1
; : : : ; t
n
), n > 0
 s(t) = 1 otherwise
Let the number of distinct variables in an expression t be v(t). We now dene the function
h : Expr!IN by h(t) = s(t)  v(t).
The well-founded measure function h has the property that h(t)  0 for any expression t
and h(t) > 0 for any non-variable expression t. The following important lemma is proven for
h(:) in [10] (see also [35]).
Lemma 4.4 If A and B are expressions such that B is strictly more general than A, then
h(A) > h(B).
5
I.e. either hs
1
; : : : ; s
m
i = ht
1
; : : : ; t
n
i for some  or for no  we have ht
1
; : : : ; t
n
i = hs
1
; : : : ; s
m
i. The
latter will always be satised if n 6= m.
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It follows that, for every expression A, there are no innite chains of strictly more general
expressions. We can now prove Theorem 4.2 as follows.
Proof of Theorem 4.2. We know by Higman-Kruskal's theorem [19] that without the
extra condition of point 3 requiring hs
1
; : : : ; s
m
i not to be a strict instance of ht
1
; : : : ; t
n
i we
have a wqo. Let us refer to this wqo by . We now simply dene the following mapping
k:k from expressions to expressions, where we suppose that the natural numbers have been
added to the set of functors (and were not previously in the set of functors). We also suppose
that the wqo on functors is extended for the natural numbers by i  j if i  j.
 kXk = X
 kf(t
1
; : : : ; t
n
)k = f(h; kt
1
k; : : : ; kt
n
k) where h = h(ht
1
; : : : ; t
n
i) (i.e. h 2 IN).
Given any two expressions s and t we now have by Lemma 4.4 that ksk ktk ) s

t:
 Diving (rule 2.) into the rst argument of ktk will never be successful, as we supposed
that the natural numbers are distinct from the initial functors. Hence the same diving
must be possible to deduce s

t.
 For the coupling rule 3, the not strict instance test of 

can only fail (in the sense of
preventing 

from holding) if f and g have the same arity (i.e. n = m). Therefore
we must have i
j
= j and h(hs
1
; : : : ; s
m
i)  h(ht
1
; : : : ; t
n
i). The latter is equivalent to
h(hs
1
; : : : ; s
m
i) 6> h(ht
1
; : : : ; t
n
i) and hence, by Lemma 4.4, hs
1
; : : : ; s
m
i cannot be a
strict instance of ht
1
; : : : ; t
n
i).
Similarly, we can prove inductively for each ks
j
k  kt
i
j
k (independently of whether
n = m or not) that s
j


t
i
j
must hold. Hence, we can conclude that f(s
1
; : : : ; s
m
)

g(t
1
; : : : ; t
n
).
Thus, as  is a wqo so is 

(for every innite sequence of terms t
1
; t
2
; : : : we must have some
i < j such that kt
i
k kt
j
k and hence t
i


t
j
as well). 2
5 Conclusion
In summary, the new embedding relation 

inherits all the good properties of 
+
while
providing an even more rened treatment of (logical) variables and getting rid of the unsat-
isfactory, ad hoc aspects of 
+
.
Of course 

is not the ultimate relation for ensuring on-line termination. Used on its
own, 

(as well as 
+
and ) will sometimes allow too much unfolding than desirable for
eciency concerns (i.e. more unfolding does not always imply a better specialised program)
and additional considerations, like determinacy, have to be taken into account (see e.g. the
experiments in [24, 27, 18]).
For some applications,  as well as 
+
and 

remain too restrictive. In particular, they
do not always deal satisfactorily with uctuating structure (arising e.g. for certain meta-
interpretation tasks) [46]. The use of characteristic trees [24, 27] remedies this problem to
some extent, but not totally. A further step towards a solution is presented in [46]. In that
light, it might be of interest to study whether the extensions of the homeomorphic embedding
relation proposed in [39] and [22] (in the context of static termination analysis of term rewrite
systems) can be useful in an on-line setting.
We believe that 

can be of value in other contexts and for other languages (such as in
the context of partial evaluation of functional-logic programs [1] or of supercompilation [45] of
functional programming languages, where | at specialisation time { variables also appear).
We also believe that 

provides both a theoretically and practically more satisfactory basis
9
than 
+
or  and we will incorporate it into the automatic partial deduction system ecce
[23] in the near future.
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A Assorted proofs
Lemma 2.3 (wqo from wfo) Let <
V
be a well-founded order on V . Then 
V
, dened by
v
1

V
v
2
i v
1
6>
V
v
2
, is a wqo on V .
Proof Suppose that there is an innite sequence v
1
; v
2
; : : : of elements of V such that, for
all i < j, v
i
6
V
v
j
. By denition this means that, for all i < j, v
i
>
V
v
j
. In particular
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this means that we have an innite sequence with v
i
>
V
v
i+1
, for all i  1. We thus have a
contradiction with Denition 1.2 of a well-founded order and 
V
must be a wqo on V . 2
Lemma 2.4 Let 
V
be a wqo on V and let  = v
1
; v
2
; : : : be an innite sequence of elements
of V .
1. There exists an i > 0 such that the set fv
j
j i < j ^ v
i

V
v
j
g is innite.
2. There exists an innite subsequence 

= v

1
; v

2
; : : : of  such that for all i < j we have
v

i

V
v

j
.
Proof The proof will make use of the axiom of choice at several places. Given a sequence ,
we denote by 
v
0

V

the subsequence of  consisting of all elements v
00
which satisfy v
0

V
v
00
.
Similarly, we denote by 
v
0
6
V

the subsequence of  consisting of all elements v
00
which satisfy
v
0
6
V
v
00
.
Let us now prove point 1. Assume that such an i does not exist. We can then construct the
following innite sequence 
0
; 
1
; : : : of sequences inductively as follows:
 
0
= 
 if 
i
= v
0
i
:
i
then 
i+1
= 
i
v
0
i
6
V

All 
i
are indeed properly dened because at each step only a nite number of elements are
removed (by going from 
i
to 
i
v
0
i
6
V

; otherwise we would have found an index i satisfying
point 1). Now the innite sequence v
0
1
; v
0
2
; : : : has by construction the property that, for i < j,
v
0
i
6
V
v
0
j
. Hence 
V
cannot be a wqo on V and we have a contradiction.
We can now prove point 2. (As we found out, this point is actually a corollary of point iv
of Theorem 2.1 in [15]. But as no formal proof is provided by [15], we include one for
completeness.) Let us construct 

= v

1
; v

2
; : : : inductively as follows:
 
0
= 
 if 
i
= r
1
; r
2
; : : : then v

i+1
= r
k
and 
i+1
= 
i
r
k

V

where k is the rst index satisfying
the requirements of point 1 for the sequence 
i
(i.e. fr
j
j k < j ^ r
k

V
r
j
g is innite)
and where 
i
= r
k+1
; r
k+2
;. . . .
By point 1 we know that each 
i
r
k

V

is innite and 

is thus an innite sequence which, by
construction, satises v

i

V
v

j
for all i < j. 2
Lemma 2.5 (combination of wqo) Let 
1
V
and 
2
V
be wqo's on V . Then the quasi order

V
dened by v
1

V
v
2
i v
1

1
V
v
2
and v
1

2
V
v
2
, is also a wqo on V .
Proof (As we found out, this lemma is actually a corollary of Theorem 2.3 in [15]. But as no
formal proof is given in [15], we include one for completeness.) Let  be any innite sequence
of elements from V . We can apply point 2 of Lemma 2.4 to obtain the innite subsequence


= v

1
; v

2
; : : : of  such that for all i < j we have v

i

1
V
v

j
. Now, as 
2
V
is also a wqo
we know that, for some i < j, v

i

2
V
v

j
holds as well. Hence, for these particular indices,
v

i

V
v

j
and 
V
satises the requirements of a wqo on V . 2
We now prove Theorem 3.4 in a simpler way than in [26] (the following proof can also be
found in [24, 27]).
Theorem 3.4 The relation 
+
is a wqo on the set of expressions over a nite alphabet.
Proof of Theorem 3.4. 
+
can be expressed as a combination of two quasi orders on
expressions:  and 
NotStrictInst
where A 
NotStrictInst
B i B 6 A (i.e. B is not strictly
more general than A or equivalently A is not a strict instance of B). By Lemma 4.4 we know
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that  is a well-founded order on expressions. Hence by Lemma 2.3 
NotStrictInst
is a wqo on
expressions. By Proposition 2.8 we also have that  is a wqo on expressions (given a nite
underlying alphabet). Hence we can apply Lemma 2.5 to deduce that 
+
is also a wqo on
expressions over a nite alphabet. 2
B Small Experiments with the ecce system
The objective of this appendix is to illustrate the exibility which the homeomorphic em-
bedding relation provides straight \out of the box" (other more intricate well-quasi orders,
like e.g. the one used by Mixtus [41], can handle the examples below as well). For that we
experiment with the ecce partial deduction system [23] using an unfolding rule based on

+
which allows the selection of determinate literals or left-most literals within a goal, given
that no covering ancestor [4] is embedded (via 
+
).
To ease readability, the specialised programs are presented in unrenamed form.
Let us rst illustrate the generosity of 
+
on the quicksort program (as taken from [38]):
qsort([],[]).
qsort([H|L],S) :-
split(H,L,[],[],A,B),
qsort(A,A1),qsort(B,B1),
append(A1,[H|B1],S).
append([],L,L).
append([H|X],Y,[H|Z]) :- append(X,Y,Z).
split(H,[X|L],A,B,A1,B1) :- X =< H, split(H,L,[X|A],B,A1,B1).
split(H,[X|L],A,B,A1,B1) :- X > H, split(H,L,A,[X|B],A1,B1).
split(H,[],A,B,A,B).
The partial evaluation query:
?- qsort([3,1,2],X).
The resulting specialised program is as follows (and full unfolding has been achieved):
qsort([3,1,2],[1,2,3]).
Next, let us take the mergesort program, which is somewhat problematic for a lot of static
termination analysis methods [38, 28].
mergesort([],[]).
mergesort([X],[X]).
mergesort([X,Y|Xs],Ys) :-
split([X,Y|Xs],X1s,X2s),
mergesort(X1s,Y1s),mergesort(X2s,Y2s),
merge(Y1s,Y2s,Ys).
split([],[],[]).
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split([X|Xs],[X|Ys],Zs) :- split(Xs,Zs,Ys).
merge([],Xs,Xs).
merge(Xs,[],Xs).
merge([X|Xs],[Y|Ys],[X|Zs]) :- X =< Y, merge(Xs,[Y|Ys],Zs).
merge([X|Xs],[Y|Ys],[Y|Zs]) :- X>Y, merge([X|Xs],Ys,Zs).
The partial evaluation query:
?- mergesort([3,1,2],X).
As the following resulting specialised program shows, homeomorphic embedding allowed
the full unfolding of mergesort:
mergesort([3,1,2],[1,2,3]).
It took ecce less than 0.5 s on a Sparc Classic to produce the above program (including
post-processing and writing to le).
Finally, take this small Datalog program computing the transitive closure of a graph:
arc(a,b).
arc(b,c).
trans(X,Y) :- arc(X,Y).
trans(X,Z) :- arc(X,Y),trans(Y,Z).
The partial evaluation query:
?- trans(a,X).
Again full unfolding was accomplished, as illustrated by the following specialised program:
trans(a,b).
trans(a,c).
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