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SUMMARY 
Let Cs be a circle and let C be a rectifiable curve surrounding Co. Let D be the interior of C and let 
F be a class of functions tl defined in 0. In this paper we consider the smallest constant K = K(F, C) 
such that 
whenever u E F. If F = S+(D), i.e. the class of functions nonnegative and subharmonic in D and 
upper semicontinuous in 0, K is calculated in terms of a conformal map of the unit disk onto D. 
1. INTRODUCTION 
Suppose that CO is the unit circle IzI = 1 and that C is another rectifiable curve, 
whose interior D contains IzI < 1. We also suppose that C is not identical with 
CO. The length L of C and the area A of D are related by the isoperimetric in- 
equality 
L2 1 &A > h2, i.e. L > 2x. 
Thus 
s ldzl ‘J IdA. 
c 
This makes it reasonable to ask the following question. Suppose that F is a 
class of functions U(Z) defined in 0. Does there exist a constant K = K(F, C), 
such that, when u E F, 
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(1) L 44 IdA 5 “E 44 WI. 
We denote by K(F’, C) the smallest such constant K. If K does not exist we write 
K(F, C) = 03. 
The above problem was raised by Harold Shapiro [9] in a lecture in York about 
1982 for the class P = {u 1 u(z) = IP(z) w h ere P is a polynomial. We prove 
Shapiro’s conjecture in a companion paper [5] with K = e(4/7r + 3) < 12. The 
first proof with an absolute but unspecified constant was given by Garnett, 
Gehring and Jones [4]. More general results were obtained by Fernandez and 
Hamilton [3] and Bishop and Jones [l]. In the present paper we are concerned 
with the wider class 
S = {u 1 U(Z) is subharmonic (sh.) in D and 
upper semicontinuous (u.s.c.) in D} 
for which the analogue of Shapiro’s conjecture does not hold in general. We also 
define 
Sf = {U 1 u E S and u 2 0 in D}, 
7-L = {U 1 u(z) is harmonic in D and continuous in o}, 
‘Ft+ = {U 1 u E 3-1 and u 2 0 in o}, 
A = {U I v = e“, where u E S}. 
It will turn out that we can replace S by S+, 7-L or ti’ in the definition of A 
without altering the constant K(d, C) and also that K(d, C) = K(P, C). On the 
other hand for the classes F = S+ or ‘FI+ the constant K(.F, C) may be infinite. 
The following result was essentially discovered by T. Sheil-Small soon after 
Shapiro’s lecture but never published by him. 
Theorem 1. If C is convex K(S+, C) < 2. Given E > 0, there exists a circle C, 
suchthatK(S+,C) >2-~.l 
The example of circles shows that the situation is indeed different for S+ and 
A or P. 
Theorem 2. If C is a circle, then K(d, C) < 1, with equality only when C touches 
Co. 
If C does not touch Co and the domain bounded by C, CO is conformally equiva- 
lent to an annulus 1 < Iw] < R, we have K(d, C) = l/R. 
Theorem 2 raises the question of whether (1) holds with K 5 1 for a wider 
class of functions and curves. This conclusion is false in general even for a linear 
polynomial and a convex curve. 
‘P.C. Fenton points out that R.M. Gabriel [J. London Math. Sot. 21, 87-90 (1946)] proved 
qs+, C) 5 2. 
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Example 1. Suppose that C is the convex hull of the unit circle together with the 
point z = -a. Thus C consists of the straight line segments si: from -fi to 
ei3?ri/4 together with the arc ~2: z = eie, 101 I 37r/4 of CO. Let s3 be the arc $3: z = 
e je, 37r/4 I 19 I 57r/4 of CO. Then the image of $1 by w = 1 + z v!? + z2/2 = 
(z + ~6)~/2 = P(z) say is the line segment [-i/2, i/2], while the image of ss is an 
arc joining &i/2, which is not a line segment. Thus 
1 = j- Iz+ hi IdsI = J- ]dwJ < J ldwl = J Iz+ &'I ]dz/, 
$1 $1 $3 $3 
and K(d, C) > 1. 
The question of the exact value of K(d, C) seems to be quite complicated if C 
is not a circle. However the following result settles the value of K(S+, C) in 
terms of a conformal mapping. 
Theorem 3. Suppose that w = 4(z) maps IwI < 1 (1,1) conformally onto D, so 
that 4(O) = 0. Since C is rectl$able 4(z) h as an absolutely continuous extension 
+(eie) to IzI = 1 and 
(2) K(Sf, C)_’ = 0j;$2n 4 4(eie) , 1 I 
where inf denotes the essential infimum, i.e. outside sets of measure zero 
Conditions for [4’(z)] to be bounded below are given for instance in Pom- 
merenke’s book [7, Corollary 10.2, p. 3081. It is sufficient that there exists a fixed 
Dini-smooth curve r with a point PO on r such that, for every P on C, there is a 
rotation and translation r’ of r which lies outside D, but such that the image P,$ 
of PO coincides with P. On the other hand this condition is “almost necessary”. 
In particular if, at some point P, C has an interior angle of opening greater than 
r, we have K(S+, C) = 00. 
Since K(d, C) < 00, but K(S+, C) may be infinite we may ask the corre- 
sponding question for the classes 
s+* = {U 1 u = up, where u E S+}, and 1 <p < 00. 
449 
Example 2. If C is the circle ]w + 21 = 4, together with the segment s: [-6, -21, 
then K(S +p, C) = co forp < 2. 
We note that ifp < q, then S fq c Sfp. For if u = uq, where u is s.h. in D, then 
w = (uq/p)p. Also t&P is s.h. in D [6, Corollary 1, p. 461. Thus u E S+p, so that 
K(S+P, C) > K(S ) ). +q C Hence it is enough to consider the case p = 2. We now 
define 
u,(x) = 12 + XI -l’* llog 12 + xll-3’4, -5/2 I x I -2 - & 
%(X) = 0, elsewhere on C, 
where 0 < E < l/4. We extend u, as a bounded harmonic function to the disk 
]w + 21 < 4 cut along s. Then u, E S+, so that v, = U: E S+*. Also 
L w,(z) ]dz] = S t-‘(log l/t)-3’2 dt 
E 
iI* 
< J- t-‘(log l/t)-3’2 dt = 2(log2)-“*. 
0 
But if w(r) is the harmonic measure at the origin of the segment [-_y, -21, then* 
W(Y) =i{tan-‘/($j -tan-‘{-} =i /(TjTj 
as r + 2. Thus we have as E + 0 
512 512 
'do) = 5 UE(-r)dW(r) + i cr _ 2~1/2 llfigcr _ 2)13/d 4qr3;;))l,2 
= co. 
Thus by Schwarz’s inequality 
= 27ru,(O)* + oc as E + 0. 
Thus (1) cannot hold for any K. We note that C is not a Jordan curve, but by 
approximating C from inside the cut disk we can obtain a Jordan curve C’ with 
the corresponding property. 
Finally we state the following result which was mentioned earlier. 
Theorem 4. We have for every rectifiable curve C 
(3) Iqs+, C) = zqti++, C) 
and 
(4) K(d, C) = K(P, C). 
2 cf. Lemma 1 below. 
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2. PROOF OF THEOREM 4 
We suppose that (1) holds for all u in 7ff( C) with a certain constant K and 
deduce that (1) also holds in the larger class S+(C) with the same K. Suppose 
then that u E S+(C). Then $(iJ = U(C) is U.S.C. and $I(<) > 0 on C. Thus [6, p. 51 
there exist on C functions &(C) continuous w.r.t. < and strictly decreasing with n 
such that 
Y&(C) + +(C) as n -+ 00. 
We denote by .F( C, $) the class of functions u in S+(C) such that 
n(C) < NC) on C. 
Let Un(z) be the harmonic extension of q&(C) into D [6, p. 701. Thus 
Un(z) E ‘H+(C). By the maximum principle Un(z) decreases with 12 in D and, 
since Un(z) > 0, lJn(z) + U(z), where U(z) is harmonic in D [6, p. 371. We have 
~(0 = NC) < lCln(<) = K(c) on C. 
Thus by the maximum principle 
U(Z) 5 Un(z) in D. 
Letting it tend to 00 we deduce that U(Z) < U(z) in D. Also U E F(C, q!~). In fact 
U(z) is harmonic in D and U(z) 5 Un(z) so that, if [ E C, 
This is true for every n so that 
lim U(z) 5 $J(<). 
z-_c 
If we define UO(Z) in D by 
Uo(z) = U(z) in D, UOK) = 1cIK) on C, 
we see that Uo(z) is U.S.C. in 0, harmonic in D and UO(<) 5 $J(<) on C, so that 
Uo(z) E 3( C, +), while if u E 3( C, $J) we have U(Z) 2 UO(Z) in 0. 
Thus by hypothesis, and since U,,(z) E ‘H+(C) we have 
L u(z) ldzl I ; U(z) Idzl I d G(z) ldzl 5 “;’ K(c) ld(‘l 
= K .I” 440 PII. 
C 
Letting n tend to 00, we deduce that 
d 4z)ldzl 5 “d ti(C) PCI = “d 40 Kl. 
Thus (1) holds for all functions in S+(C) if it holds for all functions in XHf( C). 
The converse is obvious, since ‘H+(C) c S+(C). This proves (3). 
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We next prove (4). Suppose that (1) holds for all functions of the form 
(5) u(z) = e V(z) 
where V(z) E ‘H+(C). By considering V(z) - m instead of V(z), where m is the 
lower bound of V(z) in 0, we deduce that (1) also holds whenever V(z) E ti( C). 
We proceed to show that the conclusion also holds whenever V(z) E S(C). The 
argument is similar to that given for the proof of (3). Suppose in fact that 
U(Z) E S(C). Let&(C) b e a sequence of continuous functions decreasing to U(Z) 
on C. Let V,(z) be the harmonic extensions of $, (0 to D. Then by hypothesis (1) 
holds for Un(z) = e h(‘). By the maximum principle we have U(Z) I Vn(z) and so 
U(Z) = e”@) < Un(z) in D. We deduce that _ 
Letting n tend to 03 we obtain 
J U(Z) ldzl 5 Ki ev@) ldzl = KE U(Z) Idz]. 
Thus (1) holds whenever logu(z) E S(C) if it holds whenever logu E E+(C). 
This shows that we obtain the same constant K(d, C) if we replace S by S+, 3-1 or 
IH+ in the definition of A. If P( z is a polynomial then log IP( is s.h. in the ) 
plane and this yields K(d, C) > K(P, C). 
To complete the proof of (4) we now show that K(d, C) < K(P, C). To do this 
suppose that (1) holds with some constant K whenever U(Z) = IP( where P is a 
polynomial. We shall deduce that (1) still holds when 
(6) u(z) = eh(‘) 
where h(z) E ‘H(C) and so, by what we proved above, whenever U(Z) E A. 
Suppose then that h(z) E X(C). Then, by a theorem of Walsh [ll], given a posi- 
tive E, there exists hi(z) harmonic in a simply connected neighbourhood N of 
D = D u C, such that 
Ihi - h(z)] < E on 0. 
The function hi(z) has a harmonic conjugate AZ(Z) in N, so that 
(7) f(z) = exp(hi + ih2) 
is regular in N and in particular on 0. Thus by a further theorem of Walsh [lo] 
we can, given n > 0, find a polynomial P(z), such that 
If(z) - P(z)1 < r] on 0. 
Let m, M be the minimum and maximum respectively of If(z)1 = exp(hi) on 0. 
We assume that 47/m < E < 1, so that IP( > m/2 on 0. Also 
Ilf(Z)lfYZ)I - 11 I lf(z)lP(z) - 11 < wYz)l < 277/m < E/2 < l/2. 
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Thus on D we have 
llog If(z)lP(z)ll < 2llf(z)lP(z)I - 11 < E> 
i.e. 
e -E&(z) < lqz)] < e&&(i), 
On combining this with (6) and (7) we obtain 
e -2EU(z) < IP( < e2EU(~). 
Since (1) holds for P(z) we deduce that 
s U(Z) ldz < e2E d IP( ldzl I Ke2E ,S IP( ldzj 5 Ke4E i U(Z) IdzI. 
co 
Since E is an arbitrary positive number, we deduce that U(Z) satisfies (1) so that (4) 
holds and Theorem 4 is proved. q 
3. PROOF OF THEOREM 3 
Suppose that C is a rectifiable curve and that 
w=qS(z) = E a,z” 
n=l 
maps IzI < 1 (1,l) conformally onto D. Then by a Theorem of F. and M. Riesz 
([S] see also [2, Theorem 3.3, p. 501) 4(z) h as a continuous extension to /z/ 5 1 
and 4(eis) yields an absolutely continuous parametrisation of C. Let 
z = $(w) = $I -’ (w) be the inverse map, let r be an arc of C and let w( W, r) be the 
harmonic measure of r. Thus w is harmonic in D, bounded in D and continuous 
except at the two endpoints of r. Also w = 1 at interior points of r and w = 0 at 
interior points of C \r. 
The harmonic measure of the corresponding arc 
i0 z=e , 81 <Q1:Q2 
of CO is given by 
=i{arg(s) I Hl;Q2}, 
since the function is clearly harmonic and bounded in Iz/ < 1 and has the right 
boundary values. Also since harmonic measure is conformally invariant it fol- 
lows that 
(8) w(w,r) =: Imlog 
1cl(w) - NW21 (ti(Wl) 1’2) 
7)(w) - q!l(Wl) qqw2) 
where WI, w2 are the endpoints of I’, when r is described in the anti-clockwise 
sense. 
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We recall that if U(W) E ‘Hf( C) then, for w E D, u(w) has the representation [6, 
p. 1141 
U(W) = J U(W) dw(w, W). 
C 
Here w(w, W) is the harmonic measure of the arc ( WO, W) of C, where WO is a 
fixed point and W a variable point of C. Also, since U(W) is harmonic in 1 WI < 1 
and continuous in ]w] 5 1 we have 
d U(Z) ]dz] = i .(e”) de = 27ru(O) = 27r E U(W) dw(0, IV). 
We now deduce from (8), writing w = 0 and w2 = W that, almost everywhere 
on C 
dw(0, W) = i Imdlog{$(W)“2} = & Im $$I$ dW 
= i m dW = & I$‘( W)l IdWI, 
27ri $I( W) 
since I$( W) I and so log I$( W) I is constant on C. Thus 
2$u(W)dw(O>W) = ,l$Wl~‘i~)lIdWl I K_bP’ldWI, 
C 
where 
(9) K = ;tp, I?owN = _“Zf” A. 
Here sup denotes the essential supremum, i.e. ignoring sets of measure zero. 
This proves (1) with K given by (9), i.e. (2). 
It remains to show that the inequality is sharp. We recall that 4(z) has a con- 
tinuous extension to Iz] < 1, that +(e”) is absolutely continuous and that the 
length of the arc {4(e’Ol), 4(e”Z)} is given by 
Let ,U be the essential infimum of 14’(z)] on ]z] = 1. Then 
14’(eis)I 2 P 
almost everywhere but ]4’(eie)] < p + E on a set of positive measure. Since 
]+‘(e”)] is the derivative of its integral almost everywhere we can find 00 and a 
positive h such that ]+‘(eieo)] < p + E and 
0fh 
(10) I(Bo - h, e. + h) = J I+‘(eie)l de < (p + E) 2h. 
0-h 
We write f3i = B. - h, e2 = 0, + h, w1 = +(eiel), w2 = $(e’Oz) and define the 
function u to have boundary values 1 on the arc wi, w2 of C and zero on the 
complementary arc of C. If u is the bounded harmonic extension of these values 
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onto D, then u is harmonic in D, 0 < u < 1 in D and u is U.S.C. in iI if we define 
u(wt) = U(MQ) = 1. Thus u E S+(C). Also 
,s 4~) ldwl = % ldwl = /(et, 02) < (P + &)2h 
by (lo), while 
J U(W) ldwl = 2740) = 2h. 
co 
To see this we note that w(w), given by (8) with wt = e”l, w2 = eiez has the cor- 
rect boundary values and so coincides with U(W). Thus 
E 4~) WI < (P + ~1 i 4~) Idwl. 
Here E is an arbitrary positive number. Thus (1) cannot hold with K < l/p if 
I_I > 0 or with any positive constant if p = 0. This completes the proof of Theo- 
rem 3. 0 
4. PROOF OF THEOREM 1 
Theorem 1 could be deduced from Theorem 3 but it is as easy to give a direct 
proof. We need a Lemma on harmonic measure in a semidisk. 
Lemma 1. Suppose that D is the semidisk 
IWI < M,u > 0, where w = u + iv. 
Then lfE is a set on the imaginary axis of length I andw = w(E, D) is the harmonic 
measure w.r.t. D of E at a point u, where 0 < u < M, we have 
w&(1-(x)2J 
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Suppose first that E is the segment OA of the imaginary axis, where 0 is the 
origin, A the point ia and 0 < a < M, and let A’ be the point iM2/a. Then if P is 
any point of D, we have 
w(P, E) = i {angle OPA - angle OA’P}. 
In fact the right hand side is 1 on the segment OA and zero at other points of 
the segment {-iM, iM}. If P lies on 1~1 = M the triangles OPA and OA’P are 
similar. Thus w(P, E) vanishes on the semicircle IwI = M, u > 0 also and so has 
the required boundary values. If P is the point u on the real axis we deduce that 
w(P) = i tan-’ ~ { (z) -tan-‘($)}. 
Differentiating w.r.t. a, we see that a small segment of length 6a at a has har- 
monic measure approximately 
&J,!f u- 
7-r I a2 + u2 M2U }<g{l-(g}, a2u2 + M4 
since 
U2 M2U2 M2 - U2 a2(u6 - M6) + a4u2(u2 - M2) ~_ 
a2 + u2 a2u2+~4- M2 = M2(a2 + u2)(a2u2 + M4) 
< 0. 
Integrating the characteristic function of E w.r.t. dw and da we deduce Lemma 1. 
To complete the proof of Theorem 1, we suppose that the closed curve C con- 
tains IwI < 1 and lies in IwI 5 M/2, so that M 2 2. Let P, Q be two neighbouring 
points of C and let L be the line through PQ. Let N be the foot of the perpendi- 
cular from the origin 0 to L and let Do be the semidisk which contains the origin 
and is bounded by L and the circle S of centre N and radius M. Since C lies 
within distance M/2 of 0, and so ON 5 M/2, C lies inside or on S except for the 
arc PQ. 
S 
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The segment PQ lies in & but the rest of L lies outside DO. Also PQ divides D 
into (at most) two domains of which the domain D1 containing 0 lies in DO. If w 
is the harmonic measure of the arc PQ of C w.r.t D and WO, wi are the harmonic 
measures of the segment PQ w.r.t. DO and D1 respectively we see, by comparing 
values on the boundary of DI, that 
w(w) < w,(w) <us(w) in D1. 
We apply this inequality at w = 0. Using also Lemma 1 we obtain 
If N lies on the chord PQ we have ON > 1 - 6, where 6 is the length of PQ and 
otherwise N lies outside D, so that ON > 1. Hence, if 1 is the length of the arc PQ 
of C, we deduce that 
if E is a preassigned positive number and S is sufficiently small depending on E. By 
addition we deduce that, if y is any arc of C having length 1 and harmonic 
measure w( 0) at the origin, then 
I(1 + E) 
w(O) < ~ 
7r 
andsow(O)<f 
since E can be arbitrarily small. 
We now denote by w(z) the harmonic measure at the origin of an arc [ZO, z] of 
C, where zo is a fixed point of C. Now if u E l-i ‘(C) we have 
” u(z) ]dz] > & ,s +) dw(z) = & ~(0) 
= 2($1 1) Ls, u(z) IhI. 
Using Theorem 4 we deduce that (1) with K = 2(1 - MP2) holds whenever 
u E S+(c). 
To complete the proof of Theorem 1 we calculate K(S+, C) when C is a circle 
on the points -Y, R as diameter, where 1 < R < Y. The function 
Z 
w=- whereu=~{~+f},li=f{~-i}, 
U-thZ’ 
maps ]z] < 1 onto the interior D of C. Also for ]z] = 1 
dw 
I I 
- 
dz 
R(r + R) 
2r ’ 
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with equality when z = 1. Thus by Theorem 3 
I‘qs+, C) = 2r 
R(r + R) . 
Choosing r large and R close to 1 we can achieve K(S+, C) > 2 - E. This proves 
Theorem 1. 0 
5. PROOF OF THEOREM 2 
We proceed to calculate K(d, C), when C is a circle. Suppose first that C 
contains ]zI 5 1 in its interior and that P(z) is regular in D and continuous in 0. 
We define 
F;(z) = j P(C) dC 
0 
so that F(z) is continuous in I) and F’(z) = P(z) in D. We choose a bilinear map 
(11) z = I(w) 
which maps the circles Iw] = 1, R onto the circles CO, C respectively, where 
R > 1. Then R is the module of the doubly connected domain bounded by CO and 
C. We definef(w) = F[l(w)]. Then 
/ 
w 
{, If’(w)l Id4 = , 
w 
,s=, IJ?(w)ll 1; / ldwl = , 
i ,i, F”(z)1 Idzl 
and 
J” 
lwl=R 
If’(w)l Id4 = I IF’(z)1 Id4 
similarly. But since U(W) = If’(w)1 is s.h. we have [6, p. 641 
s If’(w)] ldwl = 7 If’(e”)I d6’ 5 y If’(Re”)l de 
This proves (1) with K = l/R as required. We note that equality holds if and 
only if If’(w)] is harmonic. Then If’(w) I is constant, f(w) = aw + b, 
P(Z(w)) = aw + b. Then F(z) = al-‘(z) + b maps CO, C onto concentric circles. 
Thus K(d, C) = 1 /R in this case. 
Suppose next that C touches CO. Let YO be the radius of C and let C, be a circle 
concentric with C and of radius r, where r > rg. The module of the region 
bounded by CO and C, tends to 1 as r + rg. Thus by what we proved above we 
can, given E > 0, choose r and a polynomial P(z) such that 
.I- IP( Id4 > (1 - &) ,J’ If’(z)1 Id4 2 (1 -E) ,s If’(z)1 @I. 
co r 
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Thus K(d, C) > 1 - E and so K(d, C) > 1. On the other hand we have for every 
polynomial P 
J IP( Id4 5 J IP( IdA 
, 
by what we have already proved. Letting r tend to rg we obtain 
J- IP( ldzl 5 ; W)I 14. 
co 
Thus K(d, C) < 1 and so K(d, C) = 1. This completes the proof of Theorem 2. 
0 
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