We present a general spectral decomposition technique for bounded solutions to inhomogeneous linear periodic evolution equations of the form _ x = A(t)x+f(t) ( ), with f having precompact range, which will be then applied to nd new spectral criteria for the existence of almost periodic solutions with speci c spectral properties in the resonnant case where e isp(f) may intersect the spectrum of the monodromy operator P of ( ) (here sp(f) denotes the Carleman spectrum of f). We show that if ( ) has a bounded uniformly continuous mild solution u and ? (P )ne isp(f) is closed, where ? (P ) denotes the part of (P ) on the unit circle, then ( ) has a bounded uniformly continuous mild solution w such that e isp(w) = e isp(f) . Moreover, w is a "spectral component" of u. This allows to solve the general Massera-typed problem for almost periodic solutions. Various spectral criteria for the existence of almost periodic, quasi-periodic mild solutions to ( ) are given.
Introduction
We consider in this paper the following linear inhomogeneous integral equation x(t) = U(t; s)x(s) + Z t s U(t; )g( )d ; 8t s; t; s 2 R;
(1) where f is continuous, x(t) 2 X, X is a Banach space, (U(t; s)) t s is assumed to be a 1-periodic evolutionary process on X (see De nition 2.2 below). In turn, this notion of evolutionary processes arises naturally from the well-posed evolution equations dx dt = A(t)x + f(t); t 2 R; x 2 X;
where A(t) is a (in general, unbounded) linear operator for every xed t and is 1-periodic in t (see e.g. Paz] ). Recently, there is an increasing interest in investigating the asymptotic behavior of solutions to the well-posed equation (2) by means of Eq.(1) (see e.g. Na] , Ne] ). An interesting problem to be studied in the qualitative theory of solutions to Eq.(1) is to nd conditions for the existence of (almost) periodic solutions to Eq.(1). In this direction, it is known (see e.g. Pr], V-S] for the autonomous case and N-M], M-N-M] and also B-H-R] for the periodic case) that if the following nonresonnant condition holds ( (P ) \ S 1 ) \ e isp(f) = ; (3) where P := U(1; 0), S 1 denotes the unit circle of the complex plane, and f is almost periodic, then there exists an almost periodic solution x f to Eq.(1) which is unique if one requires e isp(x f ) e isp(f) : We may ask a question as what happens in the resonnant case where condition (3) fails. In fact, in the particular case where the forcing term f is 1-periodic and the monodromy operator P is compact this question has been answered with an additional assumption that there exists a bounded uniformly continuous solution to Eq.(1). Historically, this question goes back to a classical result by Massera Ma] saying that for Eq.(2) in the nite dimensional case to have a 1-periodic solution it is necessary and su cient that it has a bounded solution (see C It is the purpose of this paper to give an answer to the general problem as mentioned above (Massera-typed problem): Let Eq.(1) have a bounded (uniformly continuous) solution x f with given almost periodic forcing term f. Then, when does Eq.(1) have an almost periodic solution w (which may be di erent from x f ) such that e isp(w) e isp(f) ?
In connection with this problem we note that various conditions are found on the bounded solution, itself, and the countability of the part of spectrum (P ) \ S 1 so that the bounded solution itself is almost periodic, or more generally, together with f belongs to a given function space F (see e.g. L-Z], A-B], R-V], Ba]...). Here we note that this philosophy in general does not apply to the Massera-typed problem for almost periodic solutions. In fact, it is not di cult to give a simple example in which f is 1-periodic and a bounded (uniformly continuous) solution to Eq.(1) exists, but this bounded solution itself is not 1-periodic.
Our method is to employ the evolution semigroup (see De nition 2.3 below) associated with (U(t; s)) t s to study the harmonic analysis of bounded solutions to Eq.(1). As a result we will prove a spectral decomposition theorem for bounded solutions (Theorem 3.3 and Theorem 3.5) which seems to be useful in dealing with the above Massera-typed problem. In fact, we will apply the spectral decomposition theorem to nd new spectral criteria for the existence of almost periodic solutions and will consider particular cases to show the usefulness of this spectral decomposition technique. More concretely, even in the case where condition (3) fails we can still prove the existence of a bounded uniformly continuous solution w to Eq.(1) such that e isp(w) = e isp(f) provided that ( (P )\S 1 )ne isp(f) is closed, and that Eq.(1) has a bounded uniformly continuous solution u (Corollary 4.2) . Since w is a "spectral component" of u in case u is almost periodic the Fourier series of w is part of that of u (Corollary 4.3). Our Corollary 4.4 will deal with a particular autonomous case in which Corollary 4.2 fails to give a spectral criterion for the existence of quasi-periodic mild solutions.
Preliminaries
Throughout the paper we will use the following notations: N; Z; R; C stand for the set of natural, integer, real, complex numbers, respectively. S 1 denotes the unit circle in the complex plane C. X will denote a given complex Banach space. If T is a linear operator on X, then D(T) stands for its domain. Given two Banach spaces X; Y by L(X; Y) we will denote the space of all bounded linear operators from X to Y . As usual, (T ); (T ); R( ; T) are the notations of the spectrum, resolvent set and resolvent of the operator T . The notations BC(R; X); BUC(R; X); AP(X) will stand for the space of all X-valued bounded, bounded uniformly continuous functions on R and its subspace of almost periodic (in Bohr's sense) functions, respectively. Recall that a function f 2 BUC(R; X) is called almost periodic (in Bohr's sense) if fS( )f; 2 Rg is relatively compact in BUC(R; X), where (S(t)) t2R is the group of translations on BUC(R; X). The set of Fourier-Bohr exponents of an almost periodic function f is at most countable and will be denoted by exp(f). In the paper we will use the notion of Carleman spectrum of a bounded continuous function u on the whole line, denoted by sp(u) , consisting of 2 R such that the Fourrier- Proposition 2.1 Let f; g n 2 BUC(R; X) such that lim n!1 kg n ? fk = 0 . Then For the sake of simplicity of notations we will use throughout the paper the following notation: (g) := e isp(g) for every bounded uniformly continuous function g. Throughout the paper we will denote by ? (P ) = (P ) \ S 1 . If f is almost periodic, then sp(f) = exp(f).
The following notion will be used throughout the paper:
De nition 2.2 A family of bounded linear operators (U(t; s)) t s ; (t; s 2 R) from a Banach space X to itself is called 1-periodic strongly continuous evolutionary process if the following conditions are satis ed i) U(t; t) = I for all t 2 R, ii) U(t; s)U(s; r) = U(t; r) for all t s r,
iii) The map (t; s) 7 ! U(t; s)x is continuous for every xed x 2 X, iv) U(t + 1; s + 1) = U(t; s) for all t s , v) kU(t; s)k < Ne !(t?s) for some positive N; ! independent of t s .
The operator U(1; 0) will be called the monodromy operator of the evolutionary process (U(t; s)) t s and will be denoted by P throughout this paper. Note that in this paper the period of the evolutionary processes is assumed to be 1 merely for the sake of simplicity.
De nition 2.3 Let (U(t; s)) t s ; (t; s 2 R) be a 1-periodic strongly continuous evolutionary process and F be a closed subspace of BUC(R; X) such that for every xed h > 0; g 2 F the map t 7 ! U(t; t ? h)g(t ? h) belongs to F. Then the semigroup of operators (T h ) h 0 on F, de ned by the formula T h g(t) = U(t; t ? h)g(t ? h); 8t 2 R; h 0; g 2 F;
is called evolution semigroup associated with the process (U(t; s)) t s .
We refer the reader to the papers A-M], N-M], M-N-M] for more information on the applications of this notion to study the existence of bounded and almost periodic solutions as well as the references therein for information on other applications of it to study exponential dichotomy and stability of solutions to Eq.(1).
In the case where the evolution semigroup (T h ) h 0 is strongly continuous on F A-M, Thrm 2] yields the explicit formula for the generator A of (T h ) h 0 . In fact, similarly to 
Hence there is a spectral projection in M v (note that in general we do not claim that this projection is de ned on the whole space M)
where is a contour enclosing S 1 and disjoint from S 2 , (or in general a union of ntely many such countours) by which we have 
ii) If furthermore we assume that f is of precompact range, then
Proof ( (ii) Under the assumptions it may be seen that the evolution semigroup (T h ) h 0 associated with (U(t; s)) t s is strongly continuous at u 2 BUC(R; X) (this can be checked directly using Eq. (1) We are now in a position to state the main result of this paper.
Theorem 3.3 (Spectral Decomposition Theorem) Let u be a bounded, uniformly continuous solution to Eq.(1). Moreover, let f have precompact range and the sets (f) and (P )\S 1 be contained in a disjoint union of the closed subsets S 1 ; ; S k of the unit circle. Then the solution u can be decomposed into a sum of k spectral components u j ; j = 1; ; k such that each u j ; j = 1; ; k is a solution to Eq.(1) with f = f j ; j = 1; ; k, respectively, where f = P k j=1 f j is the decomposition of f into the sum of spectral components as described in Theorem 3.1, i.e. u = P k j=1 u j ; (u j ); (f j ) S j ; j = 1; ; k and u j 2 BUC(R; X) is a solution to Eq.(1) with f := f j for j = 1; ; k. Proof Let us denote by N the subspace of BUC(R; X) consisting of all functions u such that (u) k j=1 S j . Then, by assumptions and Theorem 3.1 there are corresponding spectral projections P 1 ; ; P k on N with properties that i) P j P n = 0 if j 6 = n, ii) k j=1 P j = I, iii) If u 2 ImP j , then (P j u) S j for all j = 1; ; k .
Note that by Lemma 3.2 for every positive h and j = 1; ; k the operator T h leaves ImP j invariant. Hence, N and ImP 1 ; ; ImP k are invariant under the semigroup (T h ) h 0 .
Consequently, since u is a solution to Eq.(1) and f has precompact range the evolution semigroup (T h ) h 0 is strongly continuous at u and f. Using the explicit formula for the generator of (T h ) h 0 as described in Lemma 2.4 we have P j f = P j lim
This yields that P j u is a solution to Eq.(1) with corresponding f j = P j f .2
Remarks If in Theorem 3.3 we assume furthermore that f and u are both almost periodic, then the spectral components u j ; j = 1; ; k are all almost periodic. Now we are going to focus our special attention on the autonomous equations of the form
where A is the generator of a C 0 -semigroup (T (t)) t 0 , and f 2 BUC(R; X) has compact range. Below we will use the following notation: i (A) = f 2 R : i 2 ( (A) \iR)g. By mild solutions of Eq.(15) we will understand in a standard way (see Paz]) that they are solutions to Eq.(1) with U(t; s) := T(t ? s); 8t s. As shown below, in this case we can re ne the spectral decomposition technique to get stronger assertions which usefulness will be shown in the next section when we deal with quasi-periodic solutions. To this purpose, we now prove the following lemma.
Lemma 3.4 Let Eq.(15) satisfy the above conditions, i.e. A generates a C 0 -semigroup and f 2 BUC(R; X) has compact range. Moreover, let u be a bounded uniformly continuous mild solution to Eq.(15). Then the following assertions hold:
Proof (i) For (16) Proof (i) Note that in this case together with (16) the proof of Theorem 3.3 applies.
(ii) Under the assumptions there exists a continuous function which belongs to the Schwartz space of all C 1 -functions on R with each of its derivatives decaying faster than any polynomial such that its Fourier transform~ has i (A)nsp(f) as its support (which is compact in view of the assumptions). Hence, every bounded uniformly continuous function g such that sp(g) i (A) sp(f) can be decomposed into the sum of two spectral components as follows: g = g 1 + g 2 = g + (g ? g); where g 1 = g; g 2 = (g ? g) . Moreover, this decomposition is continuous in the following sense: If g (n) ; n = 1; 2; is a sequence in BUC(R; X) with sp(g (n)) i (A) sp(f) such that lim n g (n) = g in BUC(R; X) , then lim n g (n) 1 = g 1 ; lim n g (n) 2 = g 2 . Hence we have in fact proved a version of Theorem 3.1 which allows us to employ the proof of Theorem 3.3 for this assertion (ii). 2 Remarks i) In view of the failure of the Spectral Mapping Theorem for general C 0 -semigroups the condition in the assertion (i) is a little more general than that formulated in terms of (T (1)). ii) If we know beforehand that u is almost periodic, then in the statement of Theorem 3.5 we can claim that the spectral component w is almost periodic.
Spectral Criteria For Almost Periodic Solutions
This section will be devoted to some applications of the spectral decomposition theorem to prove the existence of almost periodic solutions with speci c spectral properties. In particular, we will revisit the classical result by Massera on the existence of periodic solutions as well as its extensions. To this end, the following notion will play the key role.
De nition 4.1 Let (f) and ? (P ) be de ned as above. We say that the set (f) and ? (P ) satisfy the spectral separation condition if the set ? (P )n (f) is closed.
Corollary 4.2 Let f be almost periodic, (f) and ? (P ) satisfy the spectral separation condition. Moreover, let (f) be countable and X not contain any subspace which is 
where e i 2 (f), is again the Fourier series of another almost periodic solution to Eq.(1).
Proof The assertion that u is almost periodic is standard in view of (11) The following corollary will show the advantage of Theorem 3.5 which allows us to take into account the structure of sp(f) rather than that of (f). To this end, we introduce the following terminology. A set of reals S is said to have an integer and nite basis if there is a nite subset T S such that any element s 2 S can be represented in the form s = n 1 b 1 + + n m b m , where n j 2 Z; j = 1; ; m, b j 2 T; j = 1; ; m. If f is quasi-periodic, the set of its Fourier-Bohr exponents is discrete (which coincides with sp(f) in this case), then the spectrum sp(f) has an integer and nite basis (see L-Z, p.48]). Conversely, if f is almost periodic and sp(f) has an integer and nite basis, then f is quasi-periodic. We refer the reader to L-Z, pp. 42-48] more information on the relation between quasi-periodicity and spectrum, Fourier-Bohr exponents of almost periodic functions. Proof Under the corollary's assumptions the spectrum sp(w) of the solution w, as described in Theorem 3.5, is in particular countable. Hence w is almost periodic. Since sp(w) = sp(f), sp(w) has an integer and nite basis. Thus w is quasi-periodic.2 Below we will consider some particular cases Example 1. Periodic solutions. If (f) = f1g we are actually concerned with the existence of periodic solutions. Hence, Corollary 4.2 extends the classical result by Massera to a large class of evolution equations which has 1 as an isolated point of ? (P ). Moreover, Corollary 4.3 provides a way to approximate the periodic solution. (See N-M-M-S] for the case the monodromy operator P is compact.) Example 2. Anti-periodic solutions. An anti-periodic (continuous) function f is de ned to be a continuous one which satis es f(t + !) = ?f(t); 8t 2 R and here ! > 0 is given. Thus, f is 2 ? !-periodic. It is known that, the space of anti-periodic functions f with antiperiod !, which is denoted by AP(!) , is a subspace of BUC(R; X) with spectrum sp(f) f 2k + 1 ! ; k 2 Zg: Without loss of generality we can assume that ! = 1. Obviously, (f) = f?1g; 8f 2 AP(!) (for more information on anti-periodic solutions problem see A-P], Nak], O], V-S]). In this case the spectral separation condition as mentioned in De nition 3 is nothing but the condition that f?1g is an isolated point of ? (P ). Hence, we have extended Massera's result to anti-periodic solutions.
Example 3. Let u be a bounded uniformly continuous solution to Eq.(1) with f 2-periodic. Let us de ne
; G(t) = f(t) + f(t + 1) 2 ; 8t 2 R:
Then, it is seen that F is 1-anti-periodic and G is 1-periodic. Applying Theorem 3.3 we see that there exist two solutions to Eq.(1) as two components of u which are 1-antiperiodic and 1-periodic with forcing terms F; G, respectively. In particular, the sum of these solutions is a 2-periodic solution of Eq.(1) with forcing term f.
Example 4. Let A be a sectorial operator in a Banach space X and the map t 7 ! B(t) 2 L(X ; X) be H older continuous and 1-periodic. Then, as shown in He, Thrm 7. 
We assume further that f(t; x) = a(t)g(x) where a is a bounded uniformly continuous real function with sp(a) = Z Z, g 2 L 2 ( ); g 6 = 0. It may be seen that (f) = S 1 and sp(f) has an integer and nite basis. Hence, Theorem 3.3 does not give any information on the existence of a solution w with speci c spectral properties. However, in this case Theorem 3.5 applies.
