Parasitoid host metapopulation models (after Reeve) were simulated with varying amounts of spatio-temporal or spatial environmental variability, as well as varying dispersal rates and instability of within-population dynamics. Persistence with environmental variability occurred over broad ranges of low dispersal rates, the amount of variability required for persistence increased with increasing dispersal, and the range of values giving persistence was less when within-population dynamics where more unstable. Fixed spatial variation was found to be sometimes more effective than spatio-temporal variability at producing persistence, but with greater variance among replicates. Metapopulations also could persist without environmental variability (as found by Adler), but this occurred at very particular dispersal rates, quite different from those allowing persistence with environmental variability. ]
INTRODUCTION
Previous theoretical work has demonstrated that unstable interspecific interactions often can persist longer in an ensemble of habitat patches linked by low levels of dispersal i.e. as a``metapopulation'' than they could in single isolated patches (Gilpin and Hanski, 1991; Hanski and Gilpin, 1997) . The conditions under which such a``metapopulation'' structure enhances the persistence of parasitoid host or predator prey interactions, however, are not yet fully understood. The aim of the present study was to increase our knowledge of one key aspect of these conditions, the role of various forms of environmental variability.
Most parasitoid host metapopulation models (e.g., Murdoch and Oaten, 1975; Crowley, 1981; Reeve, 1988) have included spatio-temporal environmental variability; populations or parameters were perturbed independently in each patch each generation. It has been held (e.g., Taylor, 1988 ) that such variability is necessary to keep dispersal from linking the patches into one synchronously oscillating unstable population. In nature, of course, patches are not likely to have identical mean conditions; there will be fixed spatial variation, as well as (usually) spatio-temporal variation. The possibility of such temporally constant spatial variation producing persistence, through out-of-phase oscillations of these patches, is well established in two-patch models (Chewning, 1975; Murdoch and Oaten, 1975; Godfray and Pacala, 1992; Ives, 1992; Murdoch et al., 1992) . Whether a similar effect will be seen in larger systems or in the presence of spatio-temporal variability, however, is an open question; one early qualitative analysis (Maynard Smith, 1974, pp. 69 72) suggests it will not and that dispersal will lead to synchronization, despite the internal dynamics of patches having different periodicities.
In addition, recent results have suggested that no environmental variation of either form is actually needed for metapopulation persistence; it has been shown that if local densities vary initially, parasitoid-host metapopulations can``persist'' for long periods without any additional environmental variability to maintain asynchrony (Hassell et al., 1991; Comins et al., 1992; Adler, 1993) .
The work reported here was intended to clarify these issues concerning the role and effects of environmental variability in parasitoid host metapopulation models, by addressing the following sets of questions:
1. In models with spatio-temporal variability, what is the pattern of persistence? Does greater variability allow persistence with higher rates of dispersal? How does the relationship of persistence to variability and dispersal depend on the degree of instability of within-patch dynamics? Does it matter which parameters vary?
2 4. How are the effects of these three forms of variability related? How does addition of spatio-temporal environmental variability affect persistence without variability? Could the processes producing persistence without environmental variability explain observed persistence with environmental variability; i.e., is the variability not in fact necessary?
MODELS AND SIMULATIONS

Models
The models used were the same as those used by Reeve (1988) except that some additional forms of variability were incorporated. These models have a discrete-generation structure with alternating episodes of dispersal among patches, and reproduction and parasitism within patches.``Pool'' dispersal is assumed, with a fixed fraction + of individuals leaving each patch and being evenly distributed to all n patches. The number of hosts in patch i following dispersal in generation t, H i, t* is
and similarly for parasitoids. In all simulations reported here the dispersal rates of hosts and of parasitoids were equal: + H =+ P =+.
Two standard host parasitoid models were used for within-patch dynamics following reproduction: the Nicholson Bailey (1935) model
and May's (1978) negative-binomial model
In both models f is the finite per capita rate of increase of the hosts, a is the Nicholsonian``area of discovery'' of parasitoids (the fraction of hosts discovered by a single foraging parasitoid), and c is the average number of female parasitoid progeny produced per parasitized host; environmental variability was introduced through these parameters (see below). In the negative-binomial model (3), k determines the degree of aggregation of the distribution of parasitism across hosts, with smaller k representing greater aggregation; k was always a constant.
Simulations
Five forms of variability were simulated: (1) spatiotemporal variability in a and f ; (2) spatio-temporal variability in c; (3) fixed spatial variability in a and f ; (4) fixed spatial variability in c; and (5) no variability other than in initial densities. For spatio-temporal variability, appropriate random variates were generated independently in each generation and patch; for spatial variability the pertinent parameters were generated independently for each patch at the start of each replicate but remained constant for the duration of that replicate.
Variation in f and a was used to allow comparison with previous studies, particularly Reeve (1988) . For the same reason, I followed Reeve in using a log-normal distribution for f and a gamma distribution for a. Adler (1993) , in contrast, used uniform distributions, pointing out that this eliminated the possibility of extreme random values which is present with the log-normal and gamma distributions. The results reported below nonetheless appear consistent with Adler's results for large systems (cf. Fig. 5 of Adler, 1993 , and the results below for E[ f ]=4, k= (=Nicholson Bailey) and +=0.01), suggesting that the choice of distributions is not crucial. Results in Reeve (1988) suggest that spatio-temporal variation in a is more effective at producing persistence than is similar variation in f. I chose not to investigate the effects of spatial variation in these parameters separately, however, as this added complexity did not seem likely to yield added insight.
Separate simulations in which only c was variable were used to lessen the direct effect of variability on withinpatch stability: the value of f, and the extent of variability in a, both can have substantial dynamical effects in single-patch models (Bailey et al., 1963; Chesson and Murdoch, 1986) , while it appears that both the mean value and degree of variability of c should have little if any effect on within-patch stability. When c was variable it was modeled as having a log-normal distribution, since c is in essence a finite rate of increase.
For simulations with no environmental variability, initial densities were log-normal random variates with specified coefficient of variation (CV) and mean equal to the deterministic equilibrium values appropriate for the values of f and k. For simulations with environmental variability, starting densities were the deterministic equilibria.
For each of these conditions of variability, a variety of combinations of f (or the mean of f, E[ f ]) and k were used, to determine the effects of the instability of local dynamics. The values (or means, when variable) of a and c were always 1. Results are shown below for the four combinations of f (or E[ f ])=2 or 4, and k=2 or ( =Nicholson Bailey). These parameter combinations gave a range of degrees of instability of within-patch dynamics, with large values of f and k giving the greatest instability, and small values giving the least instability. A simulated metapopulation was defined as being extinct when the average density of either hosts or parasitoids went below 1Â1000th of the respective deterministic equilibrium value (Reeve, 1988; Adler, 1993) . This definition of extinction is inconsistent with the essence of metapopulation persistence, in which persistence of even one local population can maintain the entire metapopulation. I therefore also used an alternative definition of extinction as occurring when all local populations of one of the species were simultaneously below 1Â1000th their equilibrium value. Persistence times necessarily were longer with this alternative definition, but qualitative patterns in relationship to various parameters did not differ between definitions of extinction. To facilitate comparison with previous results (Reeve, 1988; Adler, 1993) I therefore report results obtained with the standard definition based on average densities.
Results are shown as the percentage of replicates which`p ersisted'' (did not go``extinct'') for 10,000 generations. This is a much longer persistence time than the 500 generations used by Reeve (1988) and Adler (1993) ; it was adopted because of very long transients seen for some parameter combinations. Qualitatively similar results, however, were obtained using other persistence periods, or median persistence times rather than proportions persisting some specified duration.
In all simulations reported here there were 100 patches. This raised the possibility of symmetric, harmonic dynamics similar to those reported by Adler (1993) for systems with small even numbers of patches. I therefore also used other patch numbers (90 and 97 patches, 97 being the nearest prime number to 100) for some parameter combinations, but these gave results similar to those with 100 patches and therefore are not reported below.
For each combination of parameter values and CV 100 replicates were run.
Models were programmed in Sun Microsystems FORTRAN 77 (Version 1.4). IMSL subroutines were used for random number generation and some vector arithmetic. Source code and data are available from the author upon request. Simulations were run on Sun SPARCStations.
RESULTS
No Environmental Variability
Prolonged persistence without environmental variability i.e., with variability only in initial densities does occur in these simulations (Fig. 1) . It requires, however, quite specific ranges of relatively low dispersal rates, which depend strongly on the values of a and f and thus presumably on the nature of the local dynamics. Higher, and often also lower dispersal rates, do not permit persistence. The basic pattern appears to be that there are two ranges of dispersal rates allowing substantial persistence for any given a and f and that these shift to lower levels as the within-patch dynamics become less unstable. The two zones of persistence, one at the lowest levels of + shown and one at higher levels (+ around 0.09, FIG. 1.``Persistence'' of metapopulations without environmental variability, but with variability in initial densities. Persistence is shown as a function of +, the rate of dispersal of hosts and of parasitoids, and the coefficient of variation (CV) of initial densities. Persistence is measured by the proportion of replicate simulations (out of 100) which persisted 10,000 generations, with different intensities of shading indicating different ranges of proportions. Simulations were run at the points marked by small dots. Boundaries between the different regions were determined by eye, so as to only include points with the appropriate proportion of persistence but otherwise to give simple boundaries (i.e., to minimize corners) which minimized the sizes of the more extreme regions. Results are shown for six combinations of the parameters f and k, such that within-patch instability decreases from upper-right to lower-left.
0.06 0.08, and 0.04 0.05) are evident for intermediate degrees of local instability: f =2, Nicholson Bailey (Fig. 1a) ; f =2, k=4 (Fig. 1c) ; and f =4, k=2 (Fig. 1f ) . For the more unstable cases of f =4, Nicholson Bailey (Fig. 1b) and f =4, k=4 (Fig. 1d) only the low-dispersal zone of persistence is seen, but it is possible that the higher dispersal zone occurs beyond the range of values used in these simulations; for f =4, k=4 (Fig. 1d) there also is a curious zone at +=0.04 0.06 in which a small proportion of replicates persisted while none did so at higher or lower dispersal rates. At the less unstable end of the spectrum ( f =2, k=2, Fig. 1e ) the opposite situation occurs: only the higher dispersal region of persistence is seen in the figure; persistence of up to 60 0 of replicates was found with very low dispersal (+=0.0005), but the scaling of Fig. 1 does not allow this to be seen.
In all cases the regions of high or total persistence are separated by regions in which no replicates persisted. In some cases the transition from high to low persistence is quite abrupt, while in others it is more gradual, with low levels of persistence occurring over dispersal rates varying by 0.02 or so. No pattern is apparent in when the transition is abrupt or not.
This form of persistence without environmental variability does not depend strongly on the degree of variability in initial densities, at least within the range examined. In some cases the range of dispersal rates allowing persistence varied modestly with varying CV of initial densities, but this effect was never great and in several situations it was not present at all.
Spatio-Temporal Variability
Spatio-temporal variability, whether in a and f or in c, permits persistence for ranges of parameter values which typically are more extensive and more complex than those giving persistence in the absence of environmental variability (Figs. 2 and 3 , compared with Fig. 1 ). Two distinct modes of persistence can be seen in these results, with the expression of both depending on the degree of instability of local dynamics as well as on which parameter(s) varied.
The dominant mode of persistence is that shown by previous studies (e.g., Reeve, 1988) , in which persistence requires fairly low dispersal, and greater environmental variability permits persistence at higher dispersal rates. There is, thus, a boundary running from lower-left to upper-right in each figure, with persistence generally occurring above the boundary and not below it. The general effect of decreased within-patch instability is to expand the range of conditions giving persistence. Specifically, increased variability has a greater effect on the maximum dispersal rate permitting persistence (i.e., the persistence boundary is closer to horizontal), when local dynamics are less unstable (e.g., E[ f ]=2, k=2 (panel c of Figs. 2 or 3) compared with E[ f ]=4, Nicholson Bailey (panels 2b and 3b)). Interestingly, however, at very low dispersal rates and levels of variability (i.e., the lower-left corners of the figures) persistence is greater when within-patch dynamics are more unstable. Another minor deviation from the overall pattern is that a few replicates went extinct at high levels of variability in f and a with E[ f ]=2 and Nicholson Bailey within-patch dynamics (Fig. 2a) .
FIG. 2.
Persistence of metapopulations with spatio-temporal environmental variability in the parameters f and a. Figures are as in Fig. 1 , except that the vertical axis is the CV of the variable parameters f and a. The shaded bars below the horizontal axis indicate the dispersal rates at which persistence occurred for the same parameters in the absence of environmental variability (from Fig. 1 
The general pattern of persistence in relation to variability and dispersal rates is similar for spatio-temporal variability in c (Fig. 3) and in a and f (Fig. 2) . Variability in c, however, is somewhat less effective at producing persistence than is variability in a and f ; for given E[ f ] or f and k, the maximum dispersal rate allowing persistence does not increase as rapidly with CV[c] as with CV[ f, a], so that the region of parameter values giving persistence in Fig. 3 is smaller than that in the corresponding part of Fig. 2 .
The second mode of persistence clearly is related to the persistence without environmental variability described in the preceding section (Fig. 1) . In addition to the general pattern of greater variability being needed at higher dispersal rates, almost every panel in Figs. 2 and 3 shows at least some persistence, and sometimes 1000 persistence, at the dispersal rates producing persistence in the absence of environmental variability (shown by thick bars on the horizontal axis). This persistence, in striking contrast to the more general mode of persistence described in the preceding paragraphs, occurs only with very low levels of environmental variability. As a result, the combinations of + and CV producing this persistence in almost all cases lie somewhat apart from the region of parameter values producing the first form of persistence, and in some cases (parts d of Figs. 2 and 3 ) are completely disjunct from the latter. 
Spatial Variability
Persistence of these models also is produced by temporally constant spatial variability (Figs. 4 and 5) . The overall pattern of conditions under which persistence occurs with spatial variability are similar to those for spatio-temporal variability: persistence occurs at low dispersal rates, greater variability allows persistence at greater dispersal rates, and the range of parameter values giving persistence generally is greater with less-unstable within-patch dynamics, and when variability is in f and a (Fig. 4) rather than in c (Fig. 5) .
One major difference between the results with pure spatial variability (Figs. 4 and 5) and those with spatio-temporal variability (Figs. 2 and 3) is that there was greater variability among replicates in the former than in the latter. As a consequence, parameters values which produced 1000 persistence with spatio-temporal variability often had a few replicates go extinct with spatial variability (especially at high levels of variability), and conversely, with spatial variability, a few replicates often did persist with parameter values which gave no persistence with spatio-temporal variability. Similarly, boundaries between zones of persistence and of extinction are less clear and neat for the simulations with spatial variability than for those with spatio-temporal variability.
A much more surprising deviation from the general pattern was found with spatial variability in c and Fig. 2 , except with spatial rather than spatio-temporal variability in f and a. Fig. 3 , except with spatial rather than spatio-temporal variability in c.
FIG. 4. As in
FIG. 5. As in
FIG. 5
Continued substantial aggregation of parasitism (i.e., k=2, Figs. 5c and d). When spatial variability was only in c, and within-patch dynamics were strongly unstable, persistence occurred only at very low dispersal rates, and the degree of variability had little effect; this pattern closely mirrors that for spatio-temporal variability. When within-patch dynamics were only mildly unstable, however, very low, as well as high, dispersal rates led to extinction, and persistence only occurred with fairly high levels of variability.
A final difference from the results with spatio-temporal variability is that with pure spatial variability there was no evidence of a second mode of persistence arising from persistence without environmental variability: there was no unexpected persistence at the dispersal rates giving persistence in Fig. 1 , even at the lowest levels of spatial variability.
DISCUSSION
In general the results described above support the standard interpretation that persistence of parasitoid host metapopulations is dependent on environmental variability, presumably to maintain asynchrony among patches which dispersal is continually reducing. These results, however, broaden the previous interpretation, which emphasized spatio-temporal variability, to also include temporally constant spatial variability. Fixed spatial variability clearly can produce persistence (without any temporal or spatio-temporal environmental variability), even in large metapopulations. This presumably is due to maintenance of asynchrony among patches, perhaps due in part to different patches having different intrinsic periodicity. The effect of purely spatial variability generally is surprisingly similar to that of spatio-temporal variability, except that the former has greater variability among replicates. Persistence due to spatial variability does appear, however, to have a more complex dependence on other factors than does persistence due to spatio-temporal variability. In particular, the loss of persistence at low dispersal rates when spatial variability is in the parameter c and within-patch dynamics are relatively stable, is quite different from results under other conditions and cannot currently be explained.
The general effect of environmental variability, whether spatio-temporal or spatial, is as expected; increased variability permits persistence at higher levels of (synchronizing) dispersal. This effect, however, is strongly dependent on the nature of within-patch dynamics, being much stronger when within-patch dynamics are only mildly unstable. Interestingly, this effect of the nature of within-patch dynamics appears to depend more on the host rate of increase, f, than on the degree of aggregation of parasitism, k (compare parts a and d of Figs. 2 5) , while the latter parameter has a greater effect on deterministic within-patch stability.
The value of the host rate of increase, f, and the degree of variability in the parasitism rate a, both affect the stability of single-patch models (Bailey et al., 1962; Taylor, 1993) . Spatio-temporal or spatial variability in these parameters therefore might enhance metapopulation persistence at least in part by making within-patch dynamics more stable. Metapopulation persistence, however, also is enhanced by spatio-temporal or spatial variability in the mean number of parasitoid progeny produced from each parasitized host (c). This parameter has no effect on singlepatch dynamics; it merely scales the host density, with larger c giving a lower host equilibrium. Variability in c therefore seems unlikely to have any direct effect on the nature of dynamics in an isolated patch. That such variability affects metapopulation persistence in similar ways and to nearly the same extent as does variability in f and a, therefore suggests that the effect of the latter is not due primarily to effects on within-patch stability, but rather to effects on among-patch synchrony.
The simulations reported here also confirm and extend Adler's (1993) finding that persistence is possible with very little or no environmental variability. Rather than increasing our understanding of how and when this occurs, however, these results if anything paint a more complex and confusing picture than did Adler's original study. Adler (1993) found that persistence was more likely in small systems, and especially those with even numbers of patches; this suggests that some form of simple, precisely alternating oscillations is involved. Such structured dynamics seem highly unlikely, however, in systems of 90, 97, or 100 patches. It may be that in small systems a truly permanent persistence due to alternating oscillations is possible, while in large systems``persistence'' is actually extremely long transient dynamics, i.e., that extinction is inevitable but may take tens of thousands of generations. The particular pattern observed, with persistence occurring both at very low and at moderate dispersal rates, but not at intervening rates, at present is difficult to explain.
The present results show that the persistence seen without environmental variability does not in general explain persistence in the presence of environmental variability. Persistence in the former case occurs at quite limited ranges of dispersal rates typically different from the wider range of rates permitting persistence with environmental variability. Furthermore, the persistence occurring without environmental variability is lost when even low levels of environmental variability are added, often leading to small regions of persistence which are offshoots (Figs. 2c, 3c, 4c d) or even disjunct (Figs. 2d,  3d , 5c d) from the larger pattern in which persistence is enhanced by increased environmental variability. Persistence without and with environmental variability clearly, therefore, are distinct phenomena, and the former, while sometimes capable of combining with the latter to augment persistence (e.g., Figs. 2c, and 3c), appears generally to require quite low levels of environmental variability and thus is likely to have limited relevance to natural populations.
In these simulations different types of variability were considered in isolation, as a theoretical exercise to compare and relate their basic effects. Natural metapopulations, in contrast, are likely to be subject to varying magnitudes of all these sources of variability simultaneously. There is no obvious reason to suspect that the qualitative effects of any one form of variability would be different when combined with other forms than when in isolation. It is quite possible, however, that the effects of multiple sources of variability will act subadditively, as shown by Reeve (1988) for spatio-temporal variability in a and in f. Similar studies of combinations of spatial and spatio-temporal variability thus would be useful.
The present study also has omitted consideration of several factors likely to be quite important. One of these is variability, either spatio-temporal or spatial, in dispersal rates (emigration andÂor immigration). Dispersal plays an important and complex role in metapopulation persistence; some dispersal is required for recolonization or rescue effects, but too much leads to synchronization and extinction. Stochastic variability in dispersal rates thus almost certainly will affect metapopulation dynamics, but possibly in different and more complex ways than shown here for variability in parameters affecting within-patch dynamics. Studies incorporating variability in dispersal are being conducted currently (A. D. Taylor, unpublished data).
Another potentially important factor not considered in this study is temporal variability affecting the entire metapopulation (rather than each patch independently). While such variability might seem intuitively to have a strong synchronizing effect, it is conceivable that a given change in a parameter might affect local populations very differently if they are at different points in the parasitoid host oscillation, and thus actually be desynchronizing. Related issues also not addressed in this study concern the spatial structure of the population. In this paper``pool'' dispersal was assumed, but in many natural systems dispersal is primarily or entirely among nearby patches (``stepping stone'' or``regional'' (A. D. Taylor, in preparation) dispersal). So long as there is no spatial correlation in environmental factors, such restrictions of dispersal distance probably would not alter the general effects of spatial or spatio-temporal variability described here for unlimited dispersal. A combination of spatial environmental correlation and restricted dispersal, however, almost certainly would lead to substantially different results; in particular, the desynchronizing effect of spatial variability presumably would be greatly reduced.
Finally, the studies reported here only describe when persistence occurs, in relation to the types and levels of variability studied as well as to dispersal rates and levels of within-patch stability. To a large extent these relationships can be understood in terms of the desynchronizing effect of variability in opposition to the synchronizing effect of dispersal. Some patterns, however, are not so readily explained; these include the dual zones of dispersal rates giving persistence in the absence of environmental variability (Fig. 1 ) and the loss of stability at low dispersal rates with fixed spatial variability in c and weakly unstable within-patch dynamics (Figs. 5c and d). More detailed studies to determine the nature of persistence and extinction in these situations could prove illuminating as to how these metapopulations persist.
