New B,V CCD photometry in the standard Johnson system is presented for two 13 ′ × 13 ′ fields (later referred to as "field A" and "field B") located close to the bar of the LMC and partially overlapping with fields #6 and #13 of the MACHO microlensing experiment. We detected 128 RR Lyrae variables in the two areas and obtained full coverage of the B and V light curves for 93 and 107 variables, respectively, among which 9 double-mode pulsators (RRd's). The average apparent luminosity of the single-mode RR Lyrae's with complete V and B light curves is < V(RR) >= 19.352±0.023 (52 stars) and < B(RR) >= 19.762 ± 0.023 (48 stars) in field A, and < V(RR) >= 19.314 ± 0.025 (41 stars) and < B(RR) >= 19.656 ± 0.030 in field B (33 stars). The average apparent luminosity of the clump stars in the same fields is ∼ 0.12 mag brighter than the RR Lyrae level (< V clump >= 19.223 ± 0.003 and 19.200±0.003, in field A (5345 stars) and B (3639 stars), respectively). An estimate of the reddening within the two areas was obtained from the colors of the edges of the instability strip defined by the RR Lyrae variables. These values : E(B−V)=0.08±0.02, and 0.06±0.02 mag in field A and B, respectively, are in extremely good agreement with reddening values derived from Cepheids falling within 2 degrees from our fields (E(B−V)=0.07 mag), and provide evidence for a small differential reddening existing between the two areas. When coupled with the apparent luminosities of the RR Lyrae's defined by the present photometry and the absolute magnitude derived from the Baade-Wesselink and the statistical parallaxes methods (M V (RR)=0.68 and 0.76 mag at [Fe/H]=−1.5, both methods known to favour the short distance scale) the new reddening estimates lead to distance moduli for the LMC of µ LMC =18.44 ± 0.15 and µ LMC =18.36 ± 0.12. On the other hand, the present determination of the V luminosity of the clump stars when combined with OGLE-II < V − I > 0 =0.89 mag for the clump, and corrected back to our new reddening values -2 -leads to < I > 0 =18.10±0.07 mag and moves the clump distance modulus of the LMC to 18.40±0.07 and 18.44±0.07 mag, whether Udalski (2000, ApJ, 531, L25) or Popowski (2000, AJ, 106, 703) metallicity-I luminosity relations for the clump stars are adopted.
Introduction
The Large Magellanic Cloud (LMC) is widely considered a benchmark in the definition of the astronomical distance scale, however no general consensus has been reached so far on its actual distance since a dichotomy at a 0.2-0.3 mag level seems to persist between short and long distance to the LMC as derived from Population I and Population II distance indicators. The state-of-art on the distance modulus of the Large Magellanic Cloud (LMC), as derived from various techniques and in the light of the recent astrometric results obtained with the accomplishment of the Hipparcos mission is displayed in panel (a) of Figure 1 where different symbols are adopted for Population I and II indicators. Figure 1a shows that, with a few exceptions (the red clump and the eclipsing binaries method, but see Section 7), the Population I distance indicators have a preference to cluster around a long distance modulus for the LMC in the range of 18.5-18.7 mag. An internal dichotomy is presented instead by the Population II indicators with a preference of the indicators based on "field stars" (Baade-Wesselink, B-W, and Statistical Parallax methods, in particular) to yield a short distance modulus of 18.3, while indicators based on "cluster stars", as for instance the Main Sequence Fitting method (Gratton et al. 1997 ) and the globular clusters dynamical models, or the pulsational properties of RR Lyrae's in globular clusters (Sandage 1993) seem to support a much longer modulus in the range 18.4-18.6. Indeed, the well-known discrepancy between short and long distance scales derived from old, Population II stars is still an unsolved issue (see e.g. Gratton et al. 1997) , in spite of the impressive improvements in measuring distances achieved thanks to the Hipparcos mission. The average difference between the two scales (0.25-0.30 mag) translates into a difference of about 3-4×10 9 years in the corresponding age of the Galactic globular clusters and in turn in the age of the Universe.
The distance to the LMC from Population II objects is finally founded on the luminosity of the RR Lyrae variables: observations provide the "apparent luminosity" of the LMC RR Lyrae's m(RR LMC ), the various techniques provide the absolute luminosity of the RR Lyrae's M(RR), and distance to the LMC simply follows from the well known relation between apparent and absolute magnitude. Two major estimates of the apparent luminosity of RR Lyrae variables in the LMC existed so far: Walker (1992a) published average luminosities for RR Lyrae's in 7 clusters of the LMC; the mean dereddened apparent magnitude of the cluster RR Lyrae's is his sample is 18.94 ± 0.04 mag (182 variables) at an average metal abundance of [Fe/H]= −1.9 and for an average reddening value of < E(B − V) >=0.09 mag (but with individual reddening values in the range 0.03< E(B − V) <0.18 mag). More recently, the MACHO microlensing experiment has led to the discovery of about 8,000 RR Lyrae's in the bar of the LMC (Alcock et al. 1996 , hereinafter referred to as A96). The average dereddened apparent magnitude from a subsample of 500 of these variables is 19.09 at [Fe/H]=−1.7 (from A96 spectroscopic abundances for 15 RR Lyrae's in their sample) and for an assumed reddening value of E(B − V)=0.10 mag, according to Bessel (1991) .
Estimates for the absolute magnitude of the RR Lyrae stars come from the B-W method (Liu & Janes 1990; Jones et al. 1992; Cacciari, Clementini & Fernley 1992; Skillen et al. 1993; Fernley 1994) and from the Hipparcos based Statistical parallaxes (Fernley et al. 1998a; Tsujimoto et al. 1998; Gould & Popowski 1998) , applied to field RR Lyrae's. Fernley et al. (1998b) provide a summary of previous B-W analyses and discuss the slope and zero-point of the RR Lyrae absolute magnitude -metallicity relation. They quote a zero point of M V (RR)=0.98±0.15 mag (at [Fe/H]=0.0), and a mild slope of 0.18±0.03 mag, given by the weighted average of the B-W slope (0.20±0.04) and of results for 8 globular clusters (GCs) in M31 observed with the Hubble Space Telescope (Fusi Pecci et al. 1996 : 0.13± 0.07). However, preliminary results based on an enlarged sample of 14 M31 GCs (Corsi et al. 2000) now seem to suggest a steeper slope of 0.21 mag/dex. Fernley et al. (1998a) , Tsujimoto et al. (1998) , and Gould & Popowski (1998) analyses, respectively, but do not provide information on the slope of the M V (RR)- [Fe/H] relation.
In the following we assume a value of ∆M V (RR)/∆[Fe/H]=0.2 mag/dex (which is supported by both the B-W and the new M31 results) to transform the above M V (RR) values to the average metallicity of the LMC, assumed to be [Fe/H]=−1.5 (this is the most commonly adopted value for the LMC, and it was recently confirmed by the ∆S metal abundances derived by Bragaglia et al. 2000 , for 6 RRd's in the bar of the LMC) and derive M V (RR)=0.72 ± 0.15 mag as average of the B-W (0.68 mag at [Fe/H]=−1.5) 2 and of the statistical parallaxes results (0.76 at [Fe/H]=−1.5). This value, when combined with Walker's apparent luminosity for the LMC cluster RR Lyrae's, 2 The B-W determination of the absolute luminosity of the Galactic field RR Lyrae's is being revised in order to test the effects on this technique of the most recent model atmospheres (Kurucz 1995; Castelli 1999; Canuto & Mazzitelli 1992) with various approximations in the treatment of convection, different values of turbulent velocity and more complete and accurate opacity tables, as well as the use of instantaneous gravity along the pulsation cycle. Preliminary results give for one star at [Fe/H]=−1.5 (RR Cet) MV(RR)=0.56 mag, which is about 0.12 mag brighter than found from previous studies (e.g. Fernley et al. 1998b ). The analysis is presently being performed on a larger sample of field RR Lyrae's at [Fe/H]=−1.5 .
leads to a distance modulus for the LMC of µ LMC =18.30 (at [Fe/H]=−1.5 dex) in agreement with the short distance scale. On the other hand, MACHO's value leads to a longer modulus of 18.39 mag for the LMC, but further complicates the scenario since it also seems to suggest that an intrinsic difference of ∼ 0.1 mag might actually exist between field and cluster RR Lyrae's. In fact, if allowance is given for the 0.2 dex difference in metallicity between Walker's and A96 samples and according to ∆M V (RR)/∆[Fe/H]=0.2, A96 apparent luminosity for the field RR Lyrae's is 0.11 mag fainter than Walker's apparent luminosity for the cluster variables. 3
That an intrinsic difference at a ∼ 0.1 − 0.2 mag level might actually exist between the luminosity of HB stars in globular clusters and in the field was suggested by Gratton (1998) calibration of absolute magnitude of field horizontal branch (HB) metal-poor stars with good parallaxes from Hipparcos. Furthermore, the latest evolutionary models by Sweigart (1997) , which include some extra-mixing of He and other heavy elements (C,N,O), give some more support to this hypothesis, since there is observational evidence for extra-mixing in cluster red giants but not among field stars . However, this suggestion was tested qualitatively by Catelan (1998) and, more recently and in a more quantitative way, by Carretta, Gratton & Clementini (2000a) using the pulsational properties of a selected sample of field and cluster RR Lyrae's. Their results show that field and cluster variables, in our Galaxy, cannot be distinguished in the ∆ log P field−cluster -[Fe/H] plane, so that the actual existence of a luminosity difference between field and cluster variables seems unlikely.
A further estimate of the apparent dereddened average luminosity of the RR Lyrae's in the LMC was obtained by Udalski (1998a) : <V 0 (RR)>=18.86 ±0.04 mag at an average metallicity of [Fe/H]=−1.6 and for assumed reddening values of E(B−V)=0.14,0.16 mag [transformed from Udalski's (1998a) E(V−I)=0.22,0.26 mag according to Cardelli et al. (1989) relation between E(B−V) and E(V−I)], based on 104 RR Lyrae's observed in the second phase of the Optical Gravitational Lensing Experiment, OGLE-II (Udalski, Kubiak & Szymański 1997) . This value has been lately revised to <V 0 (RR)>=18.94 ±0.04 mag (Udalski et al. 1999) , on the claim that extinction was slightly overestimated in Udalski (1998a) . Udalski et al. (1999) conclude that the revised estimate is "in very good agreement" with the mean brightness of Walker (1992a) cluster RR Lyrae's in the LMC. However, if the 0.3 dex difference in metallicity between Udalski (1998a) and Walker (1992a) samples is taken into account, Udalski et al. (1999) dereddened average luminosity is in fact 0.06 mag brighter than Walker's.
On the other hand, explanations other than intrinsic differences between field and cluster RR Lyrae's are possible for the differences in the apparent luminosity of the LMC RR Lyrae's found by Walker (1992a), A96 and Udalski et al. (1999): (i) MACHO photometry is in nonstandard blue and red passbands which are very different 3 Even with the steep slope of ∆MV(RR)/∆[Fe/H]∼0.3, supported by Sandage (1993) there is a 0.09 mag difference between Walker's and A96 mean apparent luminosities for the RR Lyrae's.
from the Johnson photometric passbands of Walker's cluster RR Lyrae photometry (see fig. 1 of Alcock et al. 1999 ; hereinafter referred to as A99). Additional concern also arises from the accuracy of the MACHO photometry at the limiting magnitude typical for the LMC RR . This problem is clearly shown in fig. 6 of A99. Udalski et al. (1997) provide a detailed description of the instrumental set up of OGLE-II. They briefly mention the OGLE-II filter passbands and comment that except for the ultraviolet filter, they are very close to the standard system;
(ii) it may be possible that due to projection effects combined to small number statistics, the LMC globular clusters in Walker (1992a) sample are, on average, closer to us than the bar of the LMC. Indeed, Walker (1992a) assumed that his clusters were on the same plane as younger populations, based on similarity in kinematics (Schommer et al. 1992) . However, this assumption may be questioned in view of the large scatter of the individual objects in the sky (see Figure 2 ) and Walker himself cautions that at least one of the clusters in his sample (NGC 1841) could actually be about 0.2 mag closer to us; (iii) finally, a major crucial point is the actual reddening of the LMC. Walker (1992a; see his tab. 1) derives reddening values from the colors of the instability strip edges defined by RR Lyrae's in each cluster of his sample. These reddenings range from E(B−V)= 0.03 for the Reticulum cluster, to E(B−V)= 0.18 for NGC 1841, with an average value of E(B−V)= 0.09 mag. However, in some cases with the adoption of such reddening values the dereddened instability strip of some clusters appears too blue (NGC 1835); in others it may be not totally filled (NGC 1786 , NGC 1841 . Reddening estimates are rather uncertain in these cases. In turn, the average value of 0.09 mag could well be an overestimate of the actual reddening. A96 do not derive an independent reddening estimate, but simply assume E(B−V)=0.10, following Bessell (1991) . This is the most commonly adopted value for the reddening of the LMC found in the literature. Udalski (1998a) adopts an average reddening value of E(B−V)=0.15 mag (transformed from E(V−I)= 0.24 mag, see above discussion) for his RR Lyrae's sample, but Udalski et al. (1999) claim that this value is too high. They do not give the revised value, but extrapolating back from their revised value of <V 0 (RR)>=18.94, we argue that the new E(B−V) should be of 0.12 mag. The 0.03 mag difference between Walker (1992a) and Udalski et al. (1999) reddenings largely accounts for the difference existing between their dereddened average luminosities of the LMC RR Lyrae's, once the difference in the metallicity of the two samples is taken into account. On the other hand, it is possible that Udalski et al. (1999) reddening value is not too much overestimated, since OGLE-II LMC fields where RR Lyrae's were extracted from are definitely more centered on the LMC bar than our field A for which we estimate a reddening of 0.08 mag. In this case, systematic differences between OGLE-II and Walker (1992a) Johnson photometric systems (with OGLE-II V being systematically brighter by ∼ 0.06 mag than Johnson V), could explain the difference existing between Udalski et al. (1999) and Walker (1992a) dereddened average luminosities for the RR Lyrae's.
Finally, we recall that the reddening value derived from Cepheids in the bar of the LMC is E(B−V)= 0.07 mag (Laney & Stobie 1994) , i.e. ∼ 0.02-0.03 mag smaller than Walker's and A96, and about 0.05 mag smaller than Udalski et al. (1999) .
We have undertaken an observational campaign with the purpose of obtaining new accurate B, V photometry directly tied to the Johnson photometric system for a large sample of RR Lyrae variables in the bar of the LMC, as well as to acquire low resolution spectra for some of the LMC double-mode pulsators discovered by Alcock et al. (1997, hereinafter referred to as A97). The original purposes of the observing program were the definition of the average luminosity and the investigation of the mass-metallicity relation defined by the RR Lyrae's in the bar of the LMC, to be compared with that obtained for the Galactic globular clusters, in order to see whether an intrinsic difference in luminosity, possibly due to a difference in mass, might exist between field and cluster RR Lyrae's, which could be responsible for the well-known dichotomy between short and long distance scales.
The new photometric data have allowed us to define a very precise average apparent luminosity for RR Lyrae variables in the bar of the LMC, which can be compared to Walker (1992a) estimate for the cluster RR Lyrae's, as well as an accurate estimate of the mean apparent luminosity of the LMC clump stars found in the same fields. These data also allow an independent estimate of the reddening along the bar of the LMC from the colors of the edges of the instability strip defined by the LMC bar RR Lyrae's. Metal abundances were derived from the spectra of 6 stars using the ∆S method (Preston, 1959) . We found metallicities in the range of −1.09 to −1.78, with mean metallicity −1.5; the spectroscopic results are described in a separate paper .
We discuss here the photometric data, which are presented in Section 2. The period search procedure is described in Section 3. The apparent luminosity and the pulsational properties of single and double-mode RR Lyrae variables in our sample are discussed in Section 4 and 5, respectively. Section 6 addresses the problem of the actual reddening of the LMC, and new estimates of E(B−V) from the color of the edges of the instability strip defined by our RR Lyrae sample are presented. In Section 7 we analyse the apparent magnitude and the luminosity distribution of the clump stars in our observed fields. In Section 8 we compare our new estimate of the average luminosity of the RR Lyrae variables in the LMC to other photometric data available in the literature. Finally, in Section 9 we discuss the impact of the present new photometry on the derivation of the distance to the LMC.
Observations and reductions

Observed fields and observing strategy
The photometric observations were carried out at the 1.54m Danish telescope located in La Silla, Chile, on the nights 4 -7 January 1999, UT. The telescope was equipped with the DFOSC focal reducer, mounting the CCD #C1W7, a Loral/Lesser 2052x2052 pixel chip, with scale 0.4 arcsec/pix, field of view of 13.7 arcmin 2 , and a filter wheel mounting the Johnson standard system. The MACHO collaboration (A96) discovered about 7,900 RR Lyrae's in the ∼ 39,000 arcmin 2 of the LMC they surveyed, and published coordinates and differential curves for 73 RRd's (A97). We observed at two different positions, later called A and B, almost centered on the bar of the LMC and contained in fields #6 and #13 of the MACHO microlensing experiment (see http://wwwmacho.mcmaster.ca). The observed fields and their positions with respect to MA-CHO's map of the LMC are shown in Figure 3 . These positions where chosen in order to maximize the number of known RRd (A97) observable with only two pointings: 5 and 4 in field A and B, respectively. Coordinates (epoch 2000) of the two centers are: α = 5:22:43.9, δ = -70:34:15 (field A), and α = 5:17:27.9, δ = -71:00:14 (field B). Observations were done in the Johnson-Bessel B and V filters (ESO 450, and ESO 451), and we obtained 58 V and 27 B frames for field A, and 55 V and 24 B frames for field B. Seeing conditions varied during each night and in the whole observing run; typical values were in the range 1.2-1.8 arcsec. Exposure times varied from 180 s to 300 s in V and from 360 s to 480 s in B, depending on weather-seeing conditions and hour angle. They were chosen as an optimal compromise between S/N and time resolution of the light variation of the RR Lyrae variables. Eighteen stars from Landolt (1992) standard fields were observed during each night in order to secure the transformation to the standard Johnson photometric system. After debiassing and correcting for flat field, a preliminary data reduction was first performed using SExtractor (Bertin & Arnouts 1996) , which admittedly is not the best choice for point sources in crowded fields, since it works with aperture photometry, but was precise enough to identify a large number of variables falling into the two fields and to build preliminary light curves for all 9 RRd's known from A97. Epochs of maximum light of the RRd's determined by the present photometry were used, together with periods from A97, to define the time of minimum light and properly schedule the following spectroscopic observations. Spectra for 7 of the 9 RRd variables (along with calibration objects) were obtained with EFOSC2 at the 3.6 m ESO telescope during the nights 17-18 January 1999. A detailed description of the spectroscopic dataset and analysis can be found in Bragaglia et al. (2000) .
Reductions
Final reduction and analysis of the photometric data was done using the package DoPHOT (Schechter, Mateo & Saha 1993) which uses an elliptical Gaussian PSF to evaluate instrumental magnitudes. We used a variable PSF, and run DoPHOT independently on all frames, with a threshold for source detection of 5 σ above the local sky. Using a private software written by P. Montegriffo, the resulting tables were then aligned to the "best" frame for each field (i.e., to the one taken in better seeing and weather conditions, and near meridian) and stars were counteridentified. Catalogues were produced, all containing the same number of stars, and with a unique identifying number: this helped in the following variability search and study. The number of objects classified as stars in each frame is variable (several thousands to about 30,000). The final catalogues, after counteridentification in V and B contain about 29,000 objects for field A and about 23,000 for field B, which is reasonable since field A is slightly closer to the LMC bar and thus more crowded than field B.
Aperture corrections were derived for the "master frames", i.e. for the best B and V frames in each field, the same used for the absolute photometric calibration. We chose about 10 bright and relatively isolated stars in each frame, and further cleaned them from companions, usually very faint in comparison, up to a radius of 20-25 pixels (note that the aperture used to compute the star magnitude has a radius of 12-13 pixels). We used the task imedit in Iraf 4 , and substituted the objects with the local average sky value. Aperture magnitudes for these stars were computed using phot in Iraf, the same task used for the photometric standards, and the derived mean difference between PSF and aperture magnitudes was used to correct the PSF magnitudes of all other objects. The aperture corrections (aperture minus PSF), based on a zero point of 30 in the phot task, were 30.04 and 30.06 for the V filter, and 30.03 and 30.04 for the B filter, with scatter around the mean value of 0.02-0.04 mag.
Night extinction calculation and absolute calibration
Of the four nights, only one was tainted by cirri, while the three others were of photometric quality, expecially the third one (January 6 1999), which we used for the absolute photometric calibration. The extinction coefficients for this night were computed directly from our fields. 13 and 12 well isolated and stable stars were chosen within fields A and B respectively; we used 18 and 9 V measures at varying airmass (1.322 < sec z < 1.869), and 10 and 3 B measures (1.323 < sec z < 1.906) to derive the following first order extinction coefficients: K V = 0.114±0.002 (σ=0.011 -25 stars) and K B = 0.252 ± 0.006 (σ=0.029 -25 stars). They well compare with the standard average values of the site (∼ 0.12 and 0.22 in V and B, respectively).
To secure the transformation to the standard Johnson photometric system, we observed the Landolt (1992) standard star fields PG0231+051 and SA95 at the beginning of the night, and PG0918+029 at the end. These fields contain a total of 18 standards, completely covering the color range of interest; they have magnitude 12.064 < V < 16.275 and color −0.329 < B − V < 1.457. The derived calibration equations are:
where B, V are in the Johnson system, while b, v are the instrumental magnitudes. The calibration equations are shown in Figure 4 . Departure from linearity and the color term in V are very small and were further neglected. Photometric zero points are of 0.02 mag both in V and B.
Calibrated color-magnitude diagrams of field A and B are shown in Figure 5 and Figure 6 ; they contain 22,925 and 19,005 objects, respectively. Both diagrams show a prominent red clump population. We will discuss this point at some length in Section 7.
Identification of the variables and period search
Variables stars were identified using the program VARFIND, by P. Montegriffo, written for this purpose. The program normalizes the files containing measures of the fitted stars to a reference file, then computes the average magnitude of each star and its sigma. Candidate variable objects were picked up thanks to their large sigmas. Each candidate object was then checked for variability using the program GRATIS (GRaphycal Analyzer TIme Series) a code being developed at the Bologna Observatory which is directly interfaced to VARFIND, and allows to display the sequence of differential measurements of the object with respect to a selected reference stable star as a function of the Heliocentric Julian day of observation, and to perform a period search on its data (see below). Figure 7 shows the typical sigma vs magnitude plot used to identify variables in the V frames of field A: crosses mark the actually variable objects identified in this field (93 stars). The region defined by the RR Lyrae variables is clearly visible at 18.6<V<19.8 mag, while variables around 15.1<V<16.6 mag are Cepheids.
Variables were searched for in the V and B frames independently, and the search procedure was repeated several times, subsequently lowering the detection threshold. A total number of 1165 and 747 objects were checked for variability in field A and B, respectively. We are confident that our identification of the RR Lyrae's is complete as far as the RRab variables are concerned while, giving the smaller amplitudes and the crowding conditions of the observed fields (field A in particular), we cannot totally rule out that some RRc's may have escaped detection.
As an alternative approach we detected the variables using the following procedure :
(i) we selected all stars in a 1.5 magnitude bin bracketing the expected range for RR Lyrae variables on a reference V frame;
(ii) we determined the mean frame-to-frame offset with respect to the reference frame by iteratively eliminating all stars deviating more than 2.5 σ from the average. These mean offsets are finally based on about 2500 "constant" stars having a V magnitude similar to that of the RR Lyrae's; (iii) we then determined the average V magnitude and its rms for all stars by combining all V frames, using the offsets determined in step (ii); (iv) all stars with rms larger than three times the typical value for this magnitude range (again determined iteratively) were examined closely for variability looking for possible periods in the range 0.2-1 day; (v) the same procedure was repeated using the B frames.
On the whole, results obtained using the two procedures agree very well.
According to A96 average density of RR Lyrae's in the LMC, we expected about 40 RR Lyrae's in each of our fields. We actually detected 152 variable objects in the two fields, and an additional 10 candidates. 128 of the certain variables are of RR Lyrae type (118 single-mode and 10 double-mode RR Lyrae's, one of which not previously known from A97; see Sections 4 and 5), corresponding to a density 60% larger than the expected LMC RR Lyrae average density. The number of variables detected in the two fields whose type could be unambiguously assigned is given in Table 1 where variables are divided by type and field.
All variables were studied using their differential photometry with respect to a number of stable, well isolated objects used as reference stars. These were some of the stars used to compute the night extinction and the aperture corrections. Coordinates and calibrated magnitudes of the reference stars are given in Table 2 along with the number of measures of each stars. Periods for all the identified variables were defined using the program GRATIS run on the differential photometry. GRATIS performs a period search according to two different algorithms : (a) a Lomb periodogram (Lomb 1976 , Scargle 1982 and (b) a best-fit of the data with a truncated Fourier series (Barning 1962) . The adopted period search procedure was first to perform the Lomb analysis on a wide period interval. Then the Fourier algorithm was used to refine the period definition and to find the best fitting model from which to measure the amplitude and the average luminosity of each variable. The period search employed each of the complete B and V data-sets. Periods and epochs were derived for all the 152 variables, accurate to the third or fourth digit, depending on the light curve data sampling, which, in the best cases is 58 V and 27 B data points for the variables in field A, and 55 V and 24 B data points for the variables in field B.
GRATIS also performs a search for multiple periodicities, and was run on the data of the 10 double-mode variables falling in our two fields, 9 in A97 and 1 newly discovered. However, our data sampling for these stars is too poor to allow a very accurate derivation of the double-mode periodicities. Out of the 152 variables identified in the two fields we have full coverage of the V and B light curves for 99 and 83 RR Lyrae's, respectively. We also fully covered the light curve (particularly in V) of 8 eclipsing binaries with short orbital period (P<0. d 8), while Cepheids are poorly sampled in our photometry, due to their longer periods. Examples of the light curves of an ab, a c and d type RR Lyrae, as well as of an eclipsing binary in our sample are shown in Figure 8 and Figure 9 . The full catalogue of the light curves is published in Di Fabrizio et al. (2000) . Average residuals from the best fitting models for RR Lyrae's with well sampled light curves are 0.02-0.03 mag in V and 0.035-0.06 mag in B for the single-mode variables, and 0.05-0.13 in V and 0.07-0.13 in B for the double-mode variables. The lower accuracy of the B light curves is caused by the larger intrinsic faintness of the RR Lyrae variables in this passband and the worse sampling.
4. Luminosities and pulsational properties of the single-mode RR Lyrae's 4.1. The apparent luminosity Best fitting models of the V and B light variations were computed for all variables with full light curve coverage, using GRATIS. These are Fourier series with the number of harmonics generally varying from 1 to 4 for the c-type RR Lyrae's, and from 4 to 10 for the ab-type variables (for details, see Di Fabrizio et al. 2000) . Models were further hand-edited whenever needed. This actually occurred only in a few cases and mainly for the ab-type variables, when the skewness of the light curves could be reproduced with difficulty, and only using a large number of harmonics and at the cost of disturbing unphysical oscillations of the model in other portions of the curve. Intensity average < V > and < B > magnitudes, as the integral over the entire pulsation cycle of the models best fitting the observed data, were derived for all the variables with complete light curves. There is a difference of 0.04 and 0.10 mag, respectively, between the average V and B magnitudes of the RR Lyrae's in the two fields. These differences are explained by a difference in the reddening affecting the two areas (with field A being about 0.02 mag more reddened than field B), as derived from the colors of the edges of instability strip defined by the RR Lyrae variables in our sample (see Section 6). A few RR Lyrae's were discarded when calculating these average values. These were foreground objects (2 RRc and 1 RRab in field A and B, respectively) and stars severely affected by blending (2 objects in field A) or variables whose light curves are suspected to be not evenly covered (5 and 1 objects in V, and 9 and 8 in B, for field A and B, respectively).
The intrinsic dispersion of the average B and V apparent luminosities (and, in turn, of the average B and V absolute magnitudes) of the RR Lyrae's in the two fields is: σ B ∼ 0.17 and σ V ∼ 0.16 mag, respectively. A number of sources contribute to form these dispersions, they are (i) the photometric errors of the present photometry: 0.03 mag; (ii) the metallicity distribution of the RR Lyrae in our sample. The metallicity distribution of the 6 RRd's in field A and B analyzed by Bragaglia et al. (2000) have a 1 σ dispersion of 0.28 dex around the mean value of [Fe/H]=−1.5; this corresponds to a magnitude dispersion of 0.06 mag (according to ∆M V (RR)/∆[Fe/H]=0.2 mag/dex). While the metallicity range spanned by these 6 RRd's is likely to be an underestimate of the actual metallicity range existing between the total sample of RR Lyrae's in these areas of the LMC, their metallicity dispersion well compares with the ∼0.4 dex dispersion we would derive taking into account the total period distribution spanned by the ab type RR Lyrae's in our sample (0. d 35-0. d 74). On the whole we think that 0.06-0.08 mag is a proper estimate for the magnitude dispersion due to the metallicity distribution of the RR Lyrae's in our sample; (iii) the level of evolution off the Zero Age Horizontal Branch (ZAHB) of the variables in our sample. Here what matters is not the global systematic difference between ZAHB and average luminosity of the RR Lyrae's, but rather the dispersion around the average RR Lyrae luminosity due to the evolution off the ZAHB of each individual RR Lyrae. Sandage (1990) studied the vertical height of the horizontal branch of a number of globular clusters of different metallicity, and found for M3 and NGC 6981, clusters which metallicity is close to the average value of the LMC, horizontal branch luminosities with standard dispersions of 0.064 and 0.097 mag respectively, giving an average value of 0.08 mag 5 ; and, finally (iv) the intrinsic depth of the observed fields. Adding up in quadrature the dispersion contributions due to photometric errors, metallicity distribution and evolution off the ZAHB we obtain a total dispersion of 0.09-0.13 mag to compare with the observed V dispersion of 0.16 mag. This gives us some hint on the actual intrisic depth of our observed fields for which we derive an upper limit of about 0.10 mag corresponding to a dispersion in depth of 5% or 2.5 kpc (for an assumed distance modulus µ LMC =18.50 mag, see Section 9).
The comparison of the apparent luminosity of our RR Lyrae sample with other estimates available in the literature (Walker 1992a; A96; and Udalski et al. 1999 ) is postponed to Section 8.
We have formed < B > − < V > colors from the intensity average B and V magnitudes for all the variables with complete light curves. The intensity average magnitudes and colors (< V >, < B > − < V >) were used to place the variables on the color-magnitude diagrams of the two fields, shown in Figure 5 and Figure 6 . Finally, Figure 11 shows the comparison of the < M V0 > vs (< B > − < V >) 0 distributions of the RR Lyrae's in the LMC field A and B separately, with the instability strips defined by the variables in the globular clusters M3 ) and M15 (Bingham et al. 1984) , whose edges are shown by the solid and dashed lines in Figure 11 . In the comparison we have assumed E(B−V) LMC−fieldA = 0.08 and E(B−V) LMC−fieldB = 0.06 (see Section 6), E(B−V) M3 =0.00 (Ferraro et al. 1997 ) and E(B−V) M15 =0.10 (Bingham et al. 1984 ) and a standard value of A V =3.1×E(B−V) for the total visual absorbtion. Distance moduli were (m V − M V ) LMC =18.54 , (m V − M V ) M3 =14.94 (Ferraro et al. 1997) and (m V − M V ) M15 =15.11 (Djorgovski 1993) . RR Lyrae's in both field A and B are very well confined within the edges of the instability strip defined by the M3 variables thus showing the similarity of our LMC RR Lyrae sample more to variables in the Oosterhoff (1939) type I cluster M3, than to Oo-type II clusters like M15 (see Section 4.2) and giving support to our choice for the reddening value in the two areas (see Section 6).
The period distribution
Three of the 118 single-mode RR Lyrae's in our sample are suspected to be foreground objects since their average apparent luminosity is about 0.7-1.0 mag brighter than for the other variables. The period distribution of the remaining 115 RR Lyrae's is shown in Figure 12 . Two peaks are clearly visible in the distribution, corresponding to the c (37 objects) and the ab (78 objects) type pulsators. The number of c-type pulsators divides almost equally among the two fields (19 and 18 RRc's in field A and B, respectively). On the other hand, the number of RRab's is about 50% larger in field A. This difference, although not statistically significant, may suggest that we could be missing some c type pulsators in field A.
The mean period of the c and ab type RR Lyrae's is < P RRc >=0. d 321 (σ=0.050 -37 stars) and < P RR ab >=0. d 573 (σ=0.074 -78 stars), respectively, to compare with 0. d 342 and 0. d 583 of A96. Our < P RR ab > is in very good agreement with the value of 0. d 568 found by Kinman et al. (1991) from a compilation of the period distributions of 122 ab-type variables in 6 fields of the LMC (see tab. 7 and fig. 3 in that paper).
A96, on the basis of their < P RR ab >=0. d 583, conclude that the preferred period of the ab-type variables of the LMC falls between the periods of the Galactic RR Lyrae stars of OoI and OoII types, but it is actually closer to the Oo I cluster periods (being <P RR ab >=0. d 55, and 0. d 65 in the Oo I and II clusters, respectively).
This finding is confirmed and reinforced by our results which also show that the average pulsational properties of the variables in the two separate fields are slightly different, with variables in field B being more definitely of Oo type I. Field B contains in fact a large number of ab type RR Lyrae with periods around half a day, as shown by the average periods computed keeping the variables in the two fields separate. These are: < P RRc >=0. d 314 (σ=0.053 -19 stars), < P RR ab >=0. d 588 (σ=0.069 -48 stars), and < P RRc >=0. d 328 (σ=0.047 -18 stars), < P RR ab >=0. d 547 (σ=0.077 -30 stars), in field A and B, respectively. B and V amplitudes (A B , A V ) were calculated for all the RR Lyrae's with full coverage of the light curve as the difference between maximum and minimum of the best fitting models (see Di Fabrizio et al. 2000) , and have been used together with the newly derived periods to build the period -amplitude diagrams shown in Figure 13 . The overlap in the transition region between ab and c type is very small (3 objects, see Figure 12 and Figure 13 ) and the transition period between c and ab type occurs in our sample at P tr ∼ 0. The A V −log P, A B −log P distributions of the variables in the two fields are similar particularly in V, where we have a larger number of variables with full coverage of the light curve (see Figure 13) , and resemble fig. 6 of A96 with two major differences: (i) owing to our data sampling (observations in 4 consecutive nights) we do not have full coverage of the light curve, hence we cannot derive A V and A B values, for variables with periods longer than 0. d 70 (log P > −0.16), and (ii) our A V amplitudes range is slightly larger than in A96, with A V values from 0.30 to 1.40 mag in our sample to compare with 0.35-1.35 in A96.
A96 draw the attention to (i) the large number of Bailey b type RR Lyrae with amplitude less than 1.0 mag in their period-amplitude distribution (these variables outnumber by a factor 2 those with visual amplitudes larger than 1.0 mag); and to (ii) the paucity of stars with V amplitude of 0.9±0.05 mag in the period range −0.3 < log P < −0.2. Field A shows some evidence for a lack of ab type variables with amplitudes in the range 0.85< A V <0.90 mag and 1.0< A B <1.15 mag, however the a and b variables seem to be equally distributed around this gap in agreement with Walker (1992b Walker ( , 1992c finding for the LMC globular cluster variables. On the other hand, the ab type variables in field B seem to be uniformally distributed in the amplitude range 0.60< A V <1.20 mag, with only very few objects (3 in total) overcoming these limits.
The period -amplitude distributions of the LMC variables were compared with the relations defined by the ab type RR Lyrae's in the globular clusters M3 and M15, shown by the solid lines of Figure 13 , taken from Carretta et al. (1998) for M3 and Bingham et al. (1984) for M15. These were computed as follow: we first derived the period-amplitude relations using the M3 sample which is more extended; then we shifted the intercept of these relations while holding fixed the slopes, until a good fit (by eye) was obtained also for the variables in M15, which are too few in number to give a satisfactory best fit by themselves. RR Lyrae's in field B seem to better follow the amplitude-period relations of the variables in M3 and, as already noted in the first part of this section, to belong to the OoI type. Variables in field A, instead, have pulsational properties more intermediate between the two Ooostheroff types.
The double-mode pulsators in our sample
According to A97, nine double-mode pulsators were expected to fall in the observed areas. We actually detected all of them and also found evidence for one possible additional RRd candidate not previously known from A97 : star #2419. This variable is tentatively classified as d-type mainly because of the large scatter of the observed V light curve (0.08 mag) which has no obvious explanation since the object is rather faint but is not blended to other stars on the frames. We fully covered the light variation of all RRd's in our sample, however our data sampling of their light curves is too coarse to allow a firm identification of the two double-mode periodicities, particularly for stars with fundamental periods around half a day. Periods from A97 have been adopted to phase the data of these variables apart from star #2419 for which we use our period determinations.
Intensity average <B> and <V> magnitudes of the 10 RRd's are given in Table 3 . For a comparison we also give the < V > values of A97 for these stars. Variables are identified by our number, by the number in Di catalogue, and by A97 identifier preceded by two letters indicating the field the variable belongs to and an ordering number according to tab.1 of A97. The mean of the intensity average < V > and < B > values for the 9 RRd's in common with A97 is < V >=19.28±0.07 (σ=0.21 -9 stars), and < B >=19.66±0.08 (σ=0.25 -9 stars), to compare with A97 < V >=19.13±0.04 (σ=0.111 -9 stars). The average difference in V (this paper -A97) is ∆V=0.15±0.04 (σ=0.13 -9 stars).
We have also made averages keeping the RRd variables of the two fields separate and find that while < V > and < B > values for the RRd's in field A (19.34±0.08 and 19.72±0.09, average on 6 stars) are in very good agreement with the average values derived from the single-mode pulsators in the same field (19.35±0.02 and 19.76±0.02, respectively), RRd's in field B are on average ∼0.1 mag brighter (19.22±0.10 and 19.56±0.12, average on 4 stars) than the single-mode variables in the same field (19.31±0.03 and 19.66±0.09, respectively). A totally similar trend is found in A97 < V > values. ∆S metal abundances have been derived for 6 of the RRd's, they range from −1.09 to −1.78 in [Fe/H]; complete results of the spectroscopic analysis are described in Bragaglia et al. (2000) .
The reddening of the LMC
The classical value of the reddening for the LMC bar is E(B-V)=0.10 (Bessel 1991).
The reddening maps (based on IRAS data) of Schlegel, Finkbeiner & Davis (1998) give upper limits of E(B-V)=0.218 and 0.128 for field A and B, respectively. The foreground reddening, measured from dust emission in an annulus surrounding the LMC, is E(B-V)=0.075. From these, we may estimate median reddening values of E(B-V)=0.146 and 0.102 for field A and B, respectively (assuming that half of the stars are in front of the dust layer, and half behind it). Note that on average, the reddening values of Schlegel et al. agree very well with our estimates for GCs given in Gratton et al. (1997) , with only a small scatter of ±0.018 mag.
Foreground and internal reddenings have also been estimated from UBV photometry of individual early type stars by Oestreicher, Gochermann & Schmidt-Kaler (1995) and Oestreicher & Schmidt-Kaler (1996) . The values for the directions of the two fields are: foreground: E(B-V)=0.056 and 0.062; internal: 0.150 and 0.140. Again assuming that half of the stars are in front of the dust layer and half behind it, the average reddenings given by these maps are E(B-V)=0.131 and 0.132 for field A and B, respectively. Caldwell & Coulson (1986) and Gieren, Fouqué & Gomez (1998) ; these are the values used by Laney & Stobie (1994) and most works on Cepheids. The two sets of reddenings are on the same system (they are coincident for most of the stars in common). A weighted average of these reddening estimates (with weights proportional to the inverse square of the projected distance from our fields) yields mean reddening values of E(B-V)=0.070 for field A and 0.063 for field B. Note also that a star-by-star comparison shows that the reddening for the Cepheids are on average ∼ 0.06 mag smaller than those given by the maps of Schlegel et al. (consistently with the result obtained for our fields).
Much smaller reddenings are obtained by considering individual Cepheids. Reddenings for individual Cepheids have been given by
Which of these two scales should be adopted? Zaritsky (1999) noted that reddenings derived from early type stars may be biased towards large values, likely because these stars are preferentially located near star forming regions. However, quite clear indications for the reddening value to be adopted can be obtained directly from our RR Lyrae's. Before doing this, we note that a direct comparison of field A and B suggests that field A is slightly more reddened than field B. There are various consistent indications for this based on our data for the RR Lyrae's in the two fields:
• average colors of the ab, c, and d-type RR Lyrae's in field A are redder (by ∼0.05, 0.04, and 0.03 mag respectively).
• on average, RR Lyrae's in field A are fainter by ∼0.04 mag in V, and ∼0.09 mag in B, compared to the variables in field B.
We conclude that reddening is likely to be 0.02 ± 0.01 mag larger in field A than in field B. This is quite consistent with the literature results mentioned above, and will be used in the following discussion when combining results from the two fields.
In our fields, reddening may be derived by comparing the edges of the instability strip defined by the RR Lyrae variables with e.g. that of M3 (as mentioned in Section 4.2 the RR Lyrae's in the LMC have period and amplitude distributions more similar to those of the M3 variables, so that we can directly compare the average colors of the LMC RR Lyrae's with those of the M3 ones). This same procedure was used by Walker (1992a) to constrain the reddening value in the LMC globular clusters he studied, thus allowing a more meaningful comparison between cluster and field variables.
Observed blue edges (in intensity averaged magnitudes) are 0.20 for M3 , and about 0.24 mag for the LMC. Observed red edges are at 0.455 for M3, and 0.54 for the LMC (where we have corrected downward the colors of field A by 0.02 mag in order to be on the same system of field B). Averaging the differences between these two couple of values, we find that the reddening of the LMC should be 0.063 ± 0.023 larger than that for M3; this is about E(B-V)=0.00 (Ferraro et al. 1997) . The reddening estimated from the RR Lyrae is then E(B − V) = 0.063±0.023 for field B, and E(B − V) = 0.083 ± 0.023 for field A. These two values agree very well with the estimates based on Cepheids, but are much smaller than estimated from the Schlegel et al. reddening maps mentioned above (although they agree well with the estimates of the foreground reddening alone given by the two maps!)
Hereinafter, we will adopt reddening values of E(B − V) = 0.06 ± 0.02 for field B, and E(B − V) = 0.08 ± 0.02 for field A. Note that in this way reddenings for RR Lyrae are estimated consistently with those for Cepheids, so that we eliminated a possible source of inconsistency between distance scales. Furthermore, since we are using a large sample of ∼ 100 objects projected into the direction of the bar, we also eliminated the possibility of systematic differences in the position of the barycentre, that is well possible when considering a small number of objects (like e.g. the globular clusters).
The absorption corrected intensity average magnitudes of the total sample of RR Lyrae's with full coverage of the light curves are then < V > 0 = 19.116 ± 0.017 ± 0.062 (average on 93 objects) and < B > 0 = 19.422 ± 0.020 ± 0.082 (average on 81 objects) (where average values of each field are corrected for the corresponding reddening and adopting standard values for the selective absorption A V =3.1 mag, A B =4.1 mag according to Cardelli et al. 1989) . Here the first error bar is the internal dispersion of the average, while the second term is due to the 0.02 uncertainty in the reddening, still by far the largest source of uncertainty. The final error should also include the contributions of the uncertainty of the photometric calibration and of the aperture corrections; they are basically given by the uncertainties of the calibrated magnitudes of the comparison stars (star #1253 in field A and star #128 in field B, see Table 2 ). Adding up in quadrature all error contributions we then get < V > 0 = 19.12 ± 0.07 (average on 93 objects) and < B > 0 = 19.42 ± 0.10 (average on 81 objects) for the average dereddened apparent luminosities of our sample of RR Lyrae's in the bar of the LMC.
7.
The clump
The clump method gives the shortest distance modulus to the LMC. Udalski et al. (1998) modulus of 18.08 ± 0.15 mag has undergone a number of revisions which have moved it towards longer values (18.18 ± 0.06: Udalski 1998b; 18.23 ± 0.05: Udalski 2000), but even the Popowski (2000) latest increase to 18.27 ± 0.06 still remains the shortest modulus derived so far for the LMC. It agrees with the short modulus provided by the eclipsing binaries method applied to two binaries in the LMC, HV2274 ) and HV982 . However, a more a recent determination by Nelson et al. (2000) now gives a higher value of 18.40±0.07 consistent with the original value of Guinan et al. (1998a: 18.42 ± 0.07), based on a more appropriate reddening determination for HV2274.
A lively discussion is taking place among scientists arguing whether the clump method is reliable or not, and invoking or not metallicity and age effects and dependences at various different extent. The clump method is based on I magnitudes. Although we did not observe in I, some hints on the clump issue can be drawn from the present photometry as well.
Hipparcos measured parallaxes for clump stars in the solar neighborhood and derived for them an absolute V magnitude of +0.8 mag (Jimenez, Flynn & Kotoneva 1998) . This is 0.1 mag fainter than the absolute V magnitude of RR Lyraes at [Fe/H]=−1.5, the typical value for the LMC variables, if the absolute magnitude given by the statistical parallaxes and the B-W method is adopted.
We may check how well the mean absolute V magnitudes of the RR Lyrae and clump stars in the LMC bar compare by simply comparing their mean apparent magnitudes. This comparison is shown in Figure 14 . In each panel of the figure boxes outline the clump stars of the field, chosen to lie in the region B−V=0.65-1.25, and V=19.6-18.8, and containing 5345 and 3639 stars in field A and B, respectively. The average magnitudes and colors of the clump stars are: < B >= 20.139 mag, σ = 0.219, < V >= 19.223 mag, σ = 0.187 mag, < B > − < V >= 0.916 mag in field A; and < B >= 20.126 mag, σ = 0.210, < V >= 19.200 mag, σ = 0.185 mag, < B > − < V >= 0.926 mag field B. The comparison with A97 average luminosity of the LMC clump (see their fig. 3 ) shows that our < V Clump > is about 0.10 mag fainter.
The average apparent luminosity of the clump stars in the two fields is ∼ 0.12 mag brighter than the RR Lyrae level (at a mean metallicity of [Fe/H]=−1.5). It is clear that the properties of the clump population are quite different in the LMC and in the solar neighborhood. This is not unexpected. However the differences in M V are not those expected based on the OGLE results. To show this, we may transform our mean < V > magnitudes for the clump stars to mean < I > magnitudes. Udalski (1998b) lists (V − I) 0 colors for a number of clusters in the LMC obtained in the second phase of the OGLE microlensing survey (OGLE-II, Udalski et al. 1997) . This average value is (V − I) 0 = 0.89 ± 0.01. If we now subtract this value from our < V >'s, and apply a reddening correction of E(V − I) = 0.11 ± 0.02 which is appropriate for our fields (obtained transforming our E(B−V) values to E(V−I) according to Cardelli et al. 1989 formulas), we obtain < I > = 18.21 ± 0.03, and I 0 = 18.10 ± 0.06 with an absorption correction of A I = 0.11.
Using the metallicity-I luminosity calibration for the clump stars by Udalski (2000 ), we find a distance modulus of (m − M) 0,LMC = 18.40 ± 0.07; while if we adopt instead the calibration by Popowski (2000) we obtain (m − M) 0,LMC = 18.44 ± 0.07. These values are larger than those found by Udalski (2000) and Popowski (2000) , although in agreement with almost all other distance modulus determinations for the LMC (see Figure 1) . Note that given the low sensitivity of M I on metallicity, the assumption about the metal abundance of the clump stars has little impact on this distance derivation.
Why our result is different from those obtained by Udalski and Popowski? the adopted average V−I for the clump stars is not likely to be the reason. In fact, in order to find an < I > magnitude as bright as that required to produce a distance modulus as short as that obtained by these authors, we would have to adopt a redder (V − I) 0 color of ∼ 1.0 mag for the clump of the LMC, similar to that found for the clump stars in the solar neighborhood. This is inconsistent with the lower metallicity of the LMC (and the same Udalski's results). The difference seems rather due to the bright I and V magnitudes found by OGLE. Note also that if the distance modulus of the LMC by Udalski (2000) were correct, then according to our V average apparent luminosity and reddening values for the RR Lyrae's in the LMC, the average absolute magnitude of the RR Lyrae's at [Fe/H]=−1.5 would be as faint as M V = 0.89, much lower than found for the absolute magnitude of the Horizontal Branch stars from Hipparcos parallaxes (Gratton 1998) , and than the values given by the statistical parallaxes and the B-W method (already fainter than those derived by other techniques). We would have to claim the existence of systematic differences between RR Lyrae in our Galaxy and in the LMC! Since we do not have independent I photometry we are not able to check whether Udalski (1998b) (V − I) 0 = 0.89 ± 0.01 is correct or not. Our feeling is that both OGLE-II V and I magnitudes may be too bright compared with the Johnson values (perhaps due to differences between OGLE-II and Johnson photometric systems), but if OGLE-II V and I are both overestimated of approximately the same amount, then the (V − I) 0 =0.89 mag we have used may be correct, and so also our above conclusions about the distance modulus of the LMC derived from the clump method.
In any case, although we are not able to completely settle this issue, we think that this exercise supports our conclusion that the distance modulus of the LMC derived from the clump stars is still rather uncertain.
Comparison with previous photometric results
The average absorption corrected apparent V luminosity of the 93 single-mode RR Lyrae's with full coverage of the light curve in our sample is < V(RR) > 0 = 19.12 ± 0.02 ± 0.03 ± 0.06 at an average metallicity of [Fe/H]=−1.5 and for an average reddening value of 0.07 mag (see Section 6). Here 0.02 mag is the standard deviation of the average, 0.03 mag is the photometric zero point contribution, and 0.06 mag is the absorption contribution due to the 0.02 mag uncertainty in the reddening.
This value is to be compared with the following estimates available in the literature: (i) < V(RR) > 0 =18.94±0.04, Walker (1992a) , based on 182 variables in 7 LMC globular clusters at [Fe/H]=−1.9 and for an average reddening value of <E(B−V)>=0.9 mag. The 0.04 mag error bar is the internal error and Walker (1992a) estimates that systematic errors due to photometric zero points and absorption are of the order of 0.02-0.03 and 0.05 mag, respectively; (ii) < V(RR) > 0 =19.09, A96, from a sample of 500 RR Lyrae's observed by the MACHO microlensing experiment, at [Fe/H]=−1.7 and for E(B−V)=0.10 mag, according to Bessell (1981) . A96 quote ±0.07 mag as the mean error of a single point on the light curve, while A97 attach an error of 0.10 mag as a conservative estimate of the MACHO photometric uncertainties 6 ; and (iii) < V(RR) > 0 =18.94 ±0.04 mag at [Fe/H]=−1.6 and for an assumed reddening value of 0.12 mag, Udalski et al. (1999) .
Since the luminosity of the RR Lyrae variables depends on metallicity, the above values must be referred to a common value of [Fe/H] in order to compare them. We have transformed all literature values to a common metallicity value of [Fe/H]=−1.5 (this is also the most commonly adopted average value for the LMC), using a slope of 0.2 mag/dex for the luminosity metallicity relation of the RR Lyrae variables (see Introduction). In Table 4 we summarize the <V(RR)> 0 values from the literature transformed to [Fe/H]−1.5, and we also list the associated errors divided in internal contribution and systematic errors (photometric zero point and absorption components).
A96 do not provide a specific evaluation of all error contributions and we have worked them out as follows: (i) we estimate a 0.073 mag photometric zero point uncertainty based on the combination of A99 0.021 mag internal precision of the MACHO photometry, and A96 ± 0.07 mag mean error of a single point of the RR Lyrae photometry; and (ii) the 0.06 absorption uncertainty is again our guess based on a 0.02 uncertainty in the reddening. Finally, the 0.10 mag total error is likely to be an underestimate since it does not include the standard deviation of the average (not provided by A96), however accidentally coincides with A97 conservative estimate of the photometric uncertainties of MACHO photometry for the RR Lyrae's.
6 More recently A99 published a detailed description of the photometric calibration of the twenty top-priority MACHO fields of the LMC (which include fields #6 and #13). They quote an internal precision of the MACHO photometry calibration of σV=0.021 mag (based on 20,000 stars with V 18 mag) and, from the comparison with other published measurements, they estimate a mean offset between MACHO and all of the other data of δV=−0.035 mag (see fig. 7 of that paper).
Within the quoted uncertainties the present photometry agrees well with Walker (1992a) , particularly if NCG 1841, the cluster suspected to be about 0.2 mag closer to us (Walker 1992a ) is discarded, thus ruling out the existence of any intrinsic differences between field and cluster variables. Walker's and our photometries are both on the same consistent Johnson photometric system, and based on reddenings values measured with the very same procedure based on the intrinsic properties of the stars which average luminosities are compared. Noteworthy Walker's (1992a) and our reddening values coincide, and are in perfect agreement with the Cepheids estimated reddening when NGC 1841 is discarded.
The comparison with MACHO and OGLE-II photometries is made more complicated by the differences in the adopted reddening values (with MACHO and OGLE-II reddenings being 0.03 and 0.05 mag larger than our average value, respectively) which may well hide or mimic differences between photometric systems.
A direct comparison between MACHO's and our photometry on a star by star basis is in principle possible, since we observed RR Lyrae's in the same areas and thus with same reddening. For the time being this is only feasible for the 9 RRd's in common with A97 for which calibrated <V> are published in tab. 1 of A97. We find that the average difference in V (this paper -A97) is ∆V=0.15±0.04 (σ=0.13 -9 stars) and may reduce to 0.12 if A97 are magnitude average instead of intensity average values.
This value should provide an estimate of the systematic differences existing between MACHO and our photometry (with MACHO photometry being systematically brighter by about 0.1 mag) possibly due to the nonstandard filters of MACHO. We remind however that our data sampling of the RRd's light curves is much poorer than in MACHO.
On the other hand, if we adopt the <V>=19.4 mag value of the mean apparent magnitude of the total sample of 500 RR Lyrae's in A96 and compare it with our mean apparent magnitude of 19.33 (average on 93 single-mode RR Lyrae's) we would conclude instead that MACHO magnitudes are systematically fainter by about 0.07 mag than our values! A truly meaningful comparison will be possible only when final calibrated light curves for the MACHO RR Lyrae's in field #6 and #13 will be made available to the astronomical community. Udalski et al. (1999) OGLE-II dereddened average luminosity of the RR Lyrae stars in the bar of the LMC is systematically brighter by 0.16, 0.13 and 0.10 mag (or 0.06 mag if NGC1841 is included) than the present photometry, A96 and Walker (1992a), respectively. The total error bar of Udalski et al. (1999) data only marginally allows to make their <V(RR)> 0 overlap with the estimate from the present photometry. In order to make the two estimates coincide, the reddening of Udalski et al. (1999) should be lowered to 0.07 mag, a too small value perhaps, since Udalski et al. LMC fields containing the RR Lyraes are centered on the LMC bar. Our results for the RR Lyrae's and the clump stars seem to suggest instead that the too bright OGLE-II V (and I) magnitudes could partially be due to differences between Johnson and OGLE-II photometric systems. OGLE-II data for the LMC come from driftscan mode observations with effective exposure times of 180 s and 240 s at V and B, respectively. Udalski et al. (1998) compared their LMC photometry of Cepheid variables in NGC 1850, with that of Sebo and Wood (1995) , apparently the only reliable CCD photometry existing of regions overlapping with OGLE-II LMC fields. They only show the comparison in the I band (see their fig. 1 ) and conclude that the zero points of the OGLE-II magnitude scale ( 0.01 and 0.015 mag for the I and V bands, respectively) are correct. However, Cepheids in their fig. 1 are about 5-7 mag brighter than the luminosity level of the RR Lyrae and clump stars in the bar of the LMC. Thus from this comparison the existence of any systematic differences at the faint magnitude level of the LMC RR Lyrae and clump stars cannot be ruled out.
Summary and conclusions
We have presented new B and V photometry in the Johnson system obtained for two fields close to the bar of the LMC and partially overlapping with fields #6 and #13 of the MACHO microlensing experiment. 128 RR Lyrae variables, 11 Cepheids, 12 eclipsing binaries and 1 δ Scuti star have been identified in the two areas. The new photometry allows a very precise estimate of the average V and B apparent luminosity of the RR Lyrae variables, as well as of the clump stars. An estimate of the reddening within the two fields was also obtained from the colors of the edges of the instability strip defined by the RR Lyrae variables. This corresponds to E(B−V)=0.08 and 0.06 mag in field A and B, respectively. The average dereddened apparent luminosity of the RR Lyrae and clump stars is <V(RR)> 0 =19.12±0.07 and <V clump > 0 =18.99±0.07, where errors include standard deviation, photometric zero point and absorption contributions.
The present <V(RR)> 0 moves the B-W and statistical parallaxes determinations of the distance modulus of the LMC to 18.44±0.15 7 and 18.36±0.12, respectively.
The present determination of the V luminosity of the clump stars when combined with OGLE-II < V − I > 0 =0.89 mag and corrected back to our new reddening values leads to < I > 0 =18.10±0.07 mag and moves the clump distance modulus of the LMC to 18.40±0.07 and 18.44±0.07 mag, when Udalski (2000) or Popowski (2000) metallicity-I luminosity relations for the clump stars are adopted. Carretta et al. (2000b) provide a synthesis of the distance moduli to the LMC given by different distance indicators, which is the main source of the data shown in panels (a) and (b) of Further changes with respect panel (a) are (i) Nelson et al. (2000) revised estimate of the distance to the LMC from the eclipsing binary system HV 2274, based on new reddening determinations for this star, which has moved the distance back to the original value by Guinan et al. (1998a) giving µ LMC =18.40±0.07, and (ii) Panagia (1998) latest marginal revision of the SN1987A estimate: µ LMC =18.55±0.05 "All" distance determinations converge within 1 σ on a distance modulus of µ LMC =18.50±0.03± 0.06 mag (where the first error bar is the 1 σ scatter of the average, and the second error is the absorption contribution due to the 0.02 mag uncertainty in the reddening), thus allowing to fully reconcile the long and a short distance scale to the LMC. This value is shown by the solid line of Figure 1b , while dashed lines give the 1σ=0.07 mag errorbars.
Note that this result mainly stems from the use of a consistent reddening scale for RR Lyrae and Cepheids in the LMC.
An implicit conclusion of this discussion is that the correct magnitude scale for GCs RR Lyrae's is midway between those given by statistical parallaxes and MS fitting; this implies ages of 13-14 Gyr for the GCs. (1)= standard deviation of the average, (2)=photometric zero point, (3)= absorption contribution a Average value without NGC1841 b From A96 19.09 value corrected for both the metallicity effect (+0.04 mag) and the δV=−0.035 mag shift existing between MACHO and the literature data (see A99) c These errors are our guess, according to the procedure described in Section 8 d Sources for the photometric zero point and absorption contributions to the total error are Udalski et al. (1998) and Udalski (1998a) , respectively ) and M15 (Bingham et al. 1984) , whose edges are given by the solid and dashed lines, respectively. ) and M15 (Bingham et al. 1984) derived as described in Section 4.2. Different symbols refer to ab (filled circles) and c type (open circles) variables, respectively. 
