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In a recent paper, Kounias [4] applied the following fact in finding the 
inverse of certain patterned matrices. Let A-l be an invertible, r x r matrix, 
and suppose we want to find its inverse A. Consider the system of linear 
equations 
Zl W 
A-1 -5 = “i” 
(I (-1 
(1) 
-6 ear 
where 2, , 2, ,..., Z, and w are auxiliary variables. It is clear that if we can 
find Z, =f(w, i), i = 1,2 ,... r (without inverting the matrix A-l) and expand 
f (w, i) in any region of w where the expansion is possible, then the coefficient 
of wj will be the (i, j)-th element of A. It turns out that this can be easily 
done when we have matrices which have associated lower order difference 
equations subject to boundary conditions. 
Kounias [4] illustrated this in the case of the following r x r band matrix: 
a b 0 0 ... 0 0 
with the associated difference equation 
cZi, + aZ* + bZ,+l = wa, i = 1, 2,..., (3) 
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and with the boundary conditions 
2, = 0, and z,,, = 0. (4) 
We shall solve this difference equation (3) by the following method, and 
obtain .Zi as a polynomial of r-th degree in w. This is different in analytical 
form from that given by Kounias [4] where Zi has a power series type repre- 
sentation in w. This method of solution of a difference equation is also 
indicated in an abstract of Amato [l], and may prove to be more useful in 
solving a difference equation with nonconstant coefficients. Since each Z, 
can be expressed as an r-th degree polynomial in w, one can easily write down 
A by sight in the case of this band matrix. As a Corollary, we can deduce the 
special case of a result due to Guttman [3] and Ukita [5]. The theorem of 
Guttman and Ukita gives a necessary and sufficient condition in order that a 
tridiagonal symmetric matrix may have an inverse. More precisely, it may be 
stated (in the form given by Greenberg and Sarhan [2]) as: 
THEOREM. Let V = (vii) be an Y x Y symmetric and invertible matrix. A 
necessary and suficient condition JOY V-l to be a tridiagonal matrix is that each 
element of the original symmetric matrix in the j-th TOW (starting at the main 
diagonal and proceeding to the right) must have a constant relation with the 
corresponding element in theJirst YOW. In othm words, 
?2k - --A lZvlk > 2<k<‘r 
v3k - -A 13%k > 3<k<r 
V rk = hk”lk 9 k = r. 
In our method of solving the difference equation (3), the boundary conditions 
Z, = 0 and Z,,, = 0 lead to a representation of Z, as an r-th degree poly- 
nomial in w. In the special case b = c (i.e., A-l symmetric = V-l, say), this 
is equivalent to having the first row of V. Then we solve for Zs , Z, ,... Z, 
and thus obtain all the other rows of V. To obtain Z, , Zs ,... Z, , we will 
see below that one need only to raise a simple 2 x 2 matrix to higher powers 
less than (Y + 2). 
In order to solve the difference equation (3) we will first express it in the 
following vector notation. It is equivalent to 
z,+1 = - $ z, - + z,-, + $ w+, b # 0, i = 1,2,... 
= a& + pzi-1 + $ 
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where 
or 
where 
vi = Evi-1 + fi-1 y i = 1, 2,... . (5) 
Z&l 
vi = zi 2 
( 1 
O1 P 
E= 1 0 i 1 
and Ea-1 = cv;;i”) . 
The solution of (5) is given by 
vi = Eiv, + Ei-l&, + Ei-2[, + ... + Etie2 + &-, , i = 1, 2,... (6) 
where 
vg = @ = (2) and to = r[) . 
If we multiply both sides of (6) by the row vector (0, 1) we obtain 
z, = ,(i)z + e(i-l) Jf + e(i-2) w2 
I 21 1 21 b 21 
.-f . . . +&P!p, i = 2, 3,... (7) 
where e$ represents the second row, first column element of the i-th power 
of the 2 x 2 matrix E. 
From (7) and Z,,, = 0 we will have 
l bZl = - - 
ew+1, 
{e’T’w + e(r-1)W2 + . . . + e(l)w7}, 
(8) 
where e(7) = e$T,’ etc., and the suffixes are dropped (hereafter) for conve- 
nience. 
From (7) and (8) we can obtain Z, , Z, ,..., Z,. as polynomials in w, by 
taking i = 2, 3,... in (7): 
bZ, = ec2)bZl + e(l)w 
( 
W = e(l,ew+l, - e(2’e(“) e(T+l) - _ L!t& (e(r-l)& + ... + eU)wT) 
bZ3 = ec3)bZl + et2)w + e(l)w2 
= (&J)e(T+l) - e(3)etP)) 2& + (e(l)e(T+l) - e(3)e(p-l)) --T& 
- -..j!$ {eir-l)w3 + ~1. + e(l)wT}. 
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bZ, = e("bZ, + e('-l+J + $+a~2 + . . . + &q.pI 
= (e(7-l)e(T+l) - e(r)e(")).$& + (e(r-2)e(r+l) - efr)elr-l))& 
+ . . . + (e(l)e(T+l) - e(T)e(2)) g _ 
e(T)e(l)wT 
e'r+l) * 
Thus, to summarize, the inverse of the matrix A-l is given by (A,J where 
b& = _ “@;;+;;-” + [e+i) if i > j] 
where e(i) = e.$ is the second row first column element of the i-th power of 
the matrix E, namely, 
E = (; i) = (--car’ -“[‘> . 
From this explicit form for A, we can see the result of Guttman and Ukita, 
where the constants of proportionality are given more explicitly here. Since 
the formula (9) for the inverse of the matrix A-l, involves the elements of 
the higher powers of a 2 x 2 matrix E, we shall now give a formula for the 
r-th power of an arbitrary 2 x 2 matrix. Since it is very easy to find the 
characteristics of a 2 x 2 matrix from the trace and the determinant of the 
matrix, we can easily prove the following: 
LEMMA. Let 
be an arbitrary 2 x 2 matrix with eigenvalues h, and h, . Then 
~r-l--hr-l 
MT= 
';' z :aT M - &!,I, if 4 z A2 
1 2 
IA 
1 
_ x2 
2 r = 1, 2,... . 
I CV-IM - (Y - 1) PI, if Al = A, 
Matrices of the form (2) when a = 1 + p2, b = p = c, and 0 < p < 1 
appear in connection with first-order moving-average models, and it is of 
interest to find the inverse of these band matrices. In a note, Uppuluri and 
Carpenter [6] gave an explicit form for the inverse of A-1 for this case using 
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the result of Guttman and Ukita. We shall illustrate the present method for 
this special case when r = 3. Let us find the inverse of the matrix 
i 
1 +p2 0 
A-1 = p lPtP2 P 
1 
* 
0 P 1 +p2 
By this method of this paper, A is given by 
AL-- 
i 
- e(3) - e(2) - ew 
pe@’ 
ewe(r) _ ewe(3) - e(2)e(2) - e(2)eu) 
eWe(4) _ e(3)e(3) eU)e(4) - e(3)eW - e(3)e(1) 
i 
where eti) = ep; are the second row first column elements of the i-th power 
of 
E = (; !, = ( 
- (1 + P2)/P - 1 
1 0) * 
And, 
et4) = a3 + 243, et31 = a2 + /?, e(2) = % e(l) = 1 
yields 
1 P4 + P2 + 1 - P(P2 + 1) P2 
A= p6 +p4 -tp2 + 1 -;!'" + 1) (P” + 1)” - P(P2 + 1) 
- P(P2 + 1) P4 + P2 + 1 i 
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