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1 研究の背景と目的
変数の数が多く結果のベクトルのサイズが大きくな
ると結果の解釈が難しくなることが問題となる。そこ
で解析の結果においても余分な情報を削ぎ落とし、必
要な情報のみを抽出することが求められる。そこで、
解で求まったベクトルの非零要素数を抑える研究に近
年注目が集められている。本研究では、Rayleigh商最
大化問題を 0-1混合整数計画法を用いて定式化しソル
バーを用いて解を求める。独自の工夫を以下に示す。・
Rayleigh商を L2-normを分子分母にもつ分数関数とし
てとらえ、L2-normを L1-normを用いて近似すること
でより解の求めやすい問題へ置き換えた。L1-normに
よる近似を行っているが、実用的な解が求まることを
示す。・ 混合整数計画法は、効率的ないくつかの解法
やソフトウェアが開発されている。混合整数計画法を
用いることで、解の非ゼロ要素数を任意の数に抑える
ことができる。線形判別分析と PSVMに定式化を適用
し、計算機実験で有効性を実証した。
2 Rayleigh商最大化問題
この商では、Rayleigh商最大化問題について示して
いく。Snを nn実対称行列であるとする。P 2 Snを
正定値行列、一方 Q 2 Sn を半正定値行列とする。変
数 x 2 IRn に対し、次で示す２次分数関数の最大化す
る問題を Rayleigh商最大化問題と呼ばれる。
maximize
x
x>Qx
x>Px
(1)
1に、非ゼロ要素制約を追加した次の最適化問題を考
える。
maximize
x
x>Qx
x>Px
;
subject to card(x)  K:
(2)
ここで、K はK 2 f1; :::; ngなる正整数であり、
card(x) := #fi 2 f1; :::; ng : xi 6= 0g
である。２次分数計画問題 (2)はCharnes-Cooper変換
を行うことで下の等価な非ゼロ要素数制約及び２次制
約付き凸２次最大化問題に書き換えることができる。
maximize
x
x>Qx;
subject to x>Px  1;
card(x)  K:
(3)
定式化 2と、定式化 3が等価な問題であることを以下
で証明を示しておく。
命題 2.1. 定式化 2と、定式化 3は等価な問題である
Proof. 定式化 2 において、以下のように変数変換を
行う。
 =
1p
x>Px
; y = x (4)
この変数変換を用いて、定式化 2は以下のように書き
換えることができる。
maximize
y
y>Qy;
subject to y>Py = 1;
card(y)  K:
(5)
ここで、定数  は定式化 (5)の制約式 y>Py = 1よ
り、 = 1であることが自明である。よって、定式化 5
における目的変数 y = xである。よって、定式化 2は、
定式化 3と等価な問題である。
以上の証明より、本論文ではRayleigh商最大化問題
と等価な問題として定式化 (3)を扱う。定式化 3は、ラ
グランジュ未定乗数法を用いると一般化固有値問題に
帰着する。[3]
この章では、Rayleigh商最大化問題を示した。以降
では、非ゼロ要素数制約付きRayleigh商最大化問題を
定式化 (3)を用いて議論を進める。
3 Rayleigh商最大化問題に対する
整数計画法を用いた定式化
この章では、定式化 (3)を２段階で定式化を行って
いく。第１段階で定式化 (3)normを用いて定式化する。
第２段階で、非ゼロ要素数制約を混合整数計画法を用
いて定式化を行う。まず定式化 (3)を、normを用いて
定式化する上で用いる対称行列の分解の手法について
簡単に示す。
任意の対称行列をA 2 IRnn ; Bnnとする。対称
行列の分解には、幾つもの手法が存在する。その中で
も対称行列 Aに対して、A = BB> が成り立つ行列
B を求める行列分解の手法に注目する。
対称行列の代表的なものでは Cholesky分解がある。
Cholesky分解は、対称正定値行列を対角成分を持った上
三角行列Bを求める行列分解である。しかし、Rayleigh
商型問題における行列 P ;Qは半正定値となることが
ある。例として、LDAにおける群間分散行列や主成分
分析における分散共分散行列が挙げられる。その為、
Cholesky 分解が使用できないことがある。固有値分
解は、A の固有値 1; : : : ; n に対応した正規固有ベ
クトルの集合U := (u1;    ;un)を用いて、Aは L =
Udiag()U>と行列を分解することができる。ここで、
diag()は対角成分がiで与えられる対角行列である。
Aが非負定値行列であれば、B = diag(
p
)U より、
B を求めることができる。
3.1 `2-normの `1-normによる置き換え
次の定式化の準備として、`p-norm(p = 1; 2;1)の
定義を示す。
kxk1 :=
nX
j=1
jxj j = 1>n jxj;
kxk2 :=
vuut nX
j
x2j =
p
x>x;
kxk1 := 1
vuut nX
j
x1j = maximizeijxij (i = 1; 2;    ; n);
例外的なnormとして `0-normの定義を示しておく。` 0-
normは、ベクトル xの非ゼロ要素の数であり、スパー
ス性を表す指標として数学や工学分野で利用される。
kxk0 := lim
p!0
p
vuut nX
j
xpj = #fxi 6= 0 ; i = 1; 2; : : : ; ng;
上で示した行列分解を用いることで、P ;Qの分解とし
て L;M が得られたとき次のことが言える。x>Px =
x>L>Lxと表すことができる。`2-normを用いること
で、x>L>Lx = kLxk2 といえる。この関係を用いて
(3)は `2-normを用いて、次のように変形できる。
maximize
x
kM>xk22
subject to kL>xk22  1;
card(x)  K:
(6)
Rayleigh商最大化問題 (1)では、一般に固有値問題に
帰着できるため容易に解くことができる。しかし、非零
要素数制約があるため最悪場合では非ゼロ要素制約の
組み合わせ 2n回、固有値問題を解くこととなり指数的
に計算量が増えるため解くことが困難である問題とい
える。次に、(6)における、`2-normの `1-normへの置
き換えを考えていく。`2-normの、`1-normの置き換え
では２次の目的関数及び２次の制約が線形に置き換わ
ることで計算コストの低下が見込まれる。`2-normの
`1-normへの置き換えに加え、非ゼロ要素数制約を混
合整数計画法を用いて定式化を行った。
(3) における、`2-norm の `1-norm への置き換えを
行った定式化を下に示す。
maximize
x
kM>xk1
subject to kL>xk1  1;
card(x)  K:
(7)
3.2 0-1混合整数計画法を用いた定式化
次に 0-1混合整数計画法を用いて、解の非ゼロ要素数
制約を表現する。式 (7)は、z =M>x;y = L>xと置
き、変数変換を行うことで以下のように書き直せる。
maximize
x;y;z
kzk1
subject to z =M>x
kyk1  1;
y = L>x;
card(x)  K:
(8)
(8)は、十分に大きい数D1;D2を用いることで、以下
の 0-1混合整数計画問題に帰着する。
maximize
x;y+;y ;z+;z ;;
1>n (z
+ + z );
subject to z+   z  =M>x;
0  z+  D1;
0  z   D1(1n   );
1>n (y
+ + y )  1;
y+   y  = L>x;
y+;y   0;
 D2  x  D2;
1>n   K;
; 2 f0; 1gn:
(9)
大きな定数を用いる定式化の手法を Big-M法と呼ぶ。
Big-M法を用いると、さまざまな論理関係が定式化で
きるが、Dを選択する際に必要以上に大きな値を用い
ると数値計算の面で不安定になることがある。定数 D
は制約式の意味を変えない範囲でなるべく小さいもの
を選択するのが良い。
この事実を踏まえて、行列M の i列をmjとすると、
maximize zj  maximizefm>j x : kL>xk1  1g
= km>j (LT ) 1k1
km>j (LT ) 1k1を各変数の big-Mパラメータとして
採用することとする。一方、kxk1  card(x)であり、
M2 = K とできる。dj = km>j (L>) 1k1 を用いて、
次式を定義する。
maximize
x;y+;y ;z+;z ;;
1>n (z
+ + z );
subject to z+   z  =M>x;
0  z+  diag(d);
0  z   diag(d)(1n   );
1>n (y
+ + y )  1;
y+   y  = L>x;
y+;y   0;
 K  x  K;
1>n   K;
; 2 f0; 1gn:
(10)
(9)を、l1-normを用いて big-Mパラメータを理論的
に設定した 0-1混合整数計画問題として定式化を行っ
た。Rayleigh商最大化問題を `1-normを用いて置き換
えた問題として、以後では `1-Rayleighと呼ぶ。
4 Rayleigh商最大化の形をもつ分
析手法
Rayleigh商の形を持つ分析手法は複数あるが、その
中でも本研究では線形判別分析 [3]と、PSVM[1]に注
目した。他にも、主成分分析や多変量自己回帰モデル
などの手法もRayleigh商の形を持つことで知られてい
る。今回注目する 2つは、判別率という側面から優劣
の議論が容易であることと、既存研究が少ないため新
たな知見が得られやすいということからこの 2つを採
用した。
5 計算機実験
この章では、上で提案した `1-Rayleigh10 を用いて
計算機実験を行い、線形判別問題と PSVMについて、
`1-Rayleighを適用したときとの結果について比較して
いく。
5.1 線形判別分析への0-1混合整数計画法の
適用
5.1.1 irisデータ
表 1: irisデータにおける、`1-Rayleighを用いたとき
の One vs Allの判別率
k 1 2 3 4
se VS all 1.0000 0.9400 1.0000 1.0000
ve VS all 1.0000 0.6867 1.0000 1.0000
vi VS all 1.0000 0.9933 1.0000 0.9467
表 1を見ると、irisデータでは高い判別率を示した。
しかし、ve VS allの k = 2の時だけ判別率が低い値
を示した。これは、0-1変数によって解の非ゼロ要素数
が抑えられた中で `1-normの最大化が行われた結果が、
`2-normにおける真の解と異なった解が求まったこと
が原因と考えられる。また、参考文献 [2]で報告されて
いるような、`1-normを用いたことによるロバスト性
を持った解が得られたことによって平均から外れた値
が低く評価されたため十分な判別性能が示されなかっ
た可能性も示唆される。しかし、解のロバスト性はこ
の実験からは言及できるものではない。解のロバスト
性の検証についても今後の課題とする。
5.1.2 ２値判別問題における判別率
判別率は、3分割交差検証法を用いた。heart disease
データでは 70  80%台の判別率を示すことが多かっ
た。解の非ゼロ要素が少なくなっても、判別率が極端
に下がることはなかったが 90%台の判別率を示すこと
はなかった。これは、`1-norm近似を用いたことで分
散という観点から、絶対偏差に問題が置き換わったこ
とが原因と考えられる。
5.2 PSVMへの 0-1混合整数計画法の適用
gepSVMで想定しているクラスが交差しているよう
な例として、以下の式で定義されるシミュレーション
データを生成した。
y1 = 0:5x1 ; x1 2 U( 1; 1) ; y2 =  2x2 ; x2 2 U( 1; 1)
(x1; y1) 2 class1 ; (x2; y2) 2 class2として、2クラス
の判別問題のシミュレーションデータを生成した。それ
ぞれサンプル数は 100とした。gepSVMと `1-Rayleigh
で非ゼロ要素数制約は k = 3と設定した。求まった判
別直線とデータのプロット図を示した。
class1 は赤、class2 は青でプロットした。判別直線
も、クラスに対応した色は同様である。gepSVMで求
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図 1: シミュレーションデータと `1Rayleighより求まっ
たの判別直線のプロット (判別率:0:8850)
まった判別直線はそれぞれのクラスについて、中央を
貫くように直線が求まった。それに対し、`1-Rayleigh
で求まった判別直線はそれぞれのクラスのデータより
ズレが見られる。特に赤の直線は、中央を貫いていな
い。クラスが交差する付近では、誤判別が発生した。
判別率は、インサンプルで計算を行った。 表 2を見る
表 2: gepSVMと `1Rayleighで求まった係数の表
x y 切片項
gepSVM class1 -0.5000 1.0000 0.0000
class2 -1.0000 -0.5000 0.0000
L1Rayleigh class1 0.2886 0.7114 -0.1001
class2 0.6672 0.3328 -0.0997
と、切片項があり直線がずれている事がわかる。これ
は、`1-Rayleighにおける `1-norm緩和の影響であると
考えられる。正方行列の平方根でなく [A   e]を行列
として与えることで、より自然な `1-normへの適用が
考えられる。これは、次までの課題とする。更に本稿
では、2つの実データを用いて計算を行い議論を行って
いる。
6 結論
本研究では、Rayleigh商最大化問題を `1-normを用
いた近似を行い、0-1混合整数計画法を用いて定式化を
行った。線形判別分析における適用では、小さなデー
タでは十分な判別結果が示された。また、解の非ゼロ
要素数を抑えることで任意の変数を選択た状況下でも
判別性能が低下しないことを簡単なデータを用いて示
すことが出来た。PSVMにおける適用では、十分な判
別結果がしめされなかった。これは、`1-norm近似を用
いたことでデータ点と分離平面の距離の定義が変わっ
てしまったことが原因と考えられる。行列の与え方や、
クラス判別の際の分離平面との距離の評価の仕方を工
夫することは、今後の課題とする。
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