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Équations de Schrödinger à données aléatoires : construction de
solutions globales pour des équations sur-critiques
Résumé
Dans cette thèse, on construit un grand nombre de solutions globales pour de nombreuses équations de Schrö-
dinger sur-critiques. Le principe consiste à rendre la donnée initiale aléatoire, selon les mêmes méthodes que
Nicolas Burq, Nikolay Tzvetkov et Laurent Thomann aﬁn de gagner de la dérivabilité.
On considère d'abord l'équation de Schrödinger cubique en dimension 3. En partant de variables aléatoires
gaussiennes et de la base de L2(R3) formée des fonctions d'Hermite tensorielles, on construit des ensembles
de solutions globales pour des données initiales qui sont moralement dans L2(R3). Les points clefs de la dé-
monstration sont l'existence d'une estimée bilinéaire de type Bourgain pour l'oscillateur harmonique et la
transformation de lentille qui permet de se ramener à prouver l'existence locale de solutions à l'équation de
Schrödinger avec potentiel harmonique.
On étudie ensuite l'eﬀet régularisant pour prouver un théorème analogue où le gain de dérivée vaut 12 − 2p−1 où
p correspond à la non linéarité de l'équation. Le gain est donc plus faible que précédemment mais la base de
fonctions propres quelconques. De plus, la méthode s'appuyant sur des estimées linéaires, on établit le résultat
pour des variables aléatoires dont la queue de distribution est à décroissance exponentielle.
Enﬁn, on démontre des estimées multilinéaires en dimension 2 pour une base de fonctions propres quelconques
ainsi que des inégalités de types chaos de Wiener pour une classe générale de variables aléatoires. Cela nous
permet d'établir le théorème pour l'équation de Schrödinger quintique, avec un gain de dérivée égal à 13 , dans
le même cadre que la partie précédente.
Mots-clefs : Données aléatoires, équations de Schrödinger sur-critiques, estimées bilinéaires de type Bour-
gain, oscillateur harmonique, solutions globales.
Random data for Schrödinger equations: construction of global
solutions for supercritical equations
Abstract
In this thesis, we build a large number of global solutions for many supercritical Schrödinger equations. The
method is to make the random initial data, using the same methods that Nicolas Burq, Nikolay Tzvetkov and
Laurent Thomann in order to obtain diﬀerentiability.
First, we consider the cubic Schrödinger equation in three dimensional. Using Gaussian random variables and
the basis of L2(R3) consists of tensorial Hermite functions, we construct sets of solutions for initial data that
are morally in L2(R3). The main ingredients of the proof are the existence of Bourgain type bilinear estimates
for the harmonic oscillator and the lens transform which can be reduced to prove a local existence of solutions
for the Schrödinger equation with harmonic potential.
Next, we study the smoothing eﬀect to prove an analogous theorem which the gain of diﬀerentiability is equal
to 12 − 2p−1 which p is the nonlinearity of the equation. This gain is lower than previously but the basis of
eigenfunctions are general. As the method uses only linear estimates, we establish the result for a general class
of random variables.
Finally, we prove multilinear estimates in two dimensional for a basis of ordinaries eigenfunctions and Wiener
chaos type inequalities for classical random variables. This allows us to establish the theorem for the quintic
Schrödinger equation, with a gain of diﬀerentiability equals to 13 , in the same context as the previous chapter.
Keywords : Bourgain type bilinear estimates, global solutions, harmonic oscillator, random data, super-
critical non linear Schrödinger equations.
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Notations de cette thèse
d dimension d'espace
u0 donnée initiale
H oscillateur harmonique
(hn)n∈N base de fonctions propres de H
λ2n valeur propre associée à hn
σ régularité de la donnée initiale u0
H
s
espace de Sololev Harmonique avec s dérivées dans L2
Hs espace de Sololev usuel avec s dérivées dans L2
W
s,p
espace de Sololev Harmonique avec s dérivées dans Lp
W s,p espace de Sololev usuel avec s dérivées dans Lp
X
s
T espace de Strichartz harmonique avec s dérivées sur l'intervalle de temps [−T, T ]
XsT espace de Strichartz pour le laplacien avec s dérivées sur l'intervalle de temps [−T, T ]
Xs espace de Strichartz global pour le laplacien avec s dérivées
X
s,b
espace de Bourgain harmonique avec s dérivées
X
s,b
T espace de Bourgain harmonique avec s dérivées restreint à l'intervalle de temps [−T, T ]
11

Introduction
L'objectif principal de cette thèse est de construire des solutions globales pour des équations de
Schrödinger sur-critiques, en utilisant la théorie des équations à données aléatoires développée dans
[BT2], [BTT] ou encore [BT4].
Partir d'une donnée initiale aléatoire aﬁn de résoudre globalement presque surement des équations
sur-critiques est une méthode qui a déjà montré ses preuves dans plusieurs situations. Citons,
- [BTT] qui démontrent que toutes les équations de Schrödinger défocalisantes en dimension 1 sont
presque surement globalement bien posées sur L2(R) (alors que le problème est H
1
2
− 2
p−1 (R) critique),
- [D] qui établit que toutes les équations de Schrödinger défocalisantes en dimension 2 radiale sont
presque surement globalement bien posées sur L2(R2) (alors que le problème est H1−
2
p−1 (R) critique),
- [BT4] qui prouvent que l'équation des ondes cubique sur le tore en dimension 3 est presque surement
globalement bien posée sur L2(T3) (alors que le problème est H
1
2 (T3) critique),
- [Bou4] qui prouve que l'équation de Schrödinger cubique sur le tore en dimension 2 "avec une non-
linéarité non usuelle" est presque surement globalement bien posée sur L2(T2) (alors que le problème
est L2(T2) critique),
pour ne citer que quelques travaux. Ces résultats sont basés sur la preuve d'une existence locale
presque sûre et sur un argument de globalisation de type conservation d'énergie ou de type mesure de
Gibbs invariante sous l'action du ﬂot. Pour l'équation de Schrödinger, en dimension plus grande que
2, la situation ne semble pas aussi bonne. En eﬀet, de nombreuses estimations ne sont à priori plus
vraies (l'estimation L∞ des fonctions propres de l'oscillateur harmonique, qui est un des points clef
de l'analyse en dimension 1, se détériore notablement) et le problème n'est plus H
1
2
− 2
p−1 critique mais
au moins H1−
2
p−1 critique.
Cette thèse est consacrée à l'étude de ce problème en dimension quelconque, en utilisant un argu-
ment de globalisation de type transformation de lentille. On établit que la probabilité de l'ensemble
des données initiales pour lequel le problème est globalement bien posé n'est plus égal à 1 mais est stric-
tement positif, cela permet de construire des solutions globales pour des équations sur-critiques. De
plus, on démontre que cet ensemble est de mesure de probabilité d'autant plus proche de 1 que ||u0||Hσ
est petit, sachant que dans notre situation, on prouvera que ||u0||Hσ petit n'implique pas forcément
||u0||Hσ+ petit. Cela signiﬁe, d'une part, que les solutions construites sont valables pour des équations
sur-critiques à données initiales non petites, et d'autre part, que la mesure de probabilité des données
initiales concernées peut être choisie aussi proche de 1 qu'on le souhaite. L'avantage de cette méthode
est qu'elle convient à toutes les données initiales et à une très grande classe de variables aléatoires (ce
qui n'est pas le cas lorsque l'on utilise l'argument mesure de Gibbs). On propose également dans ces
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travaux une analyse de type multilinéaire, les résultats cités plus haut se limitant à une analyse linéaire.
Ce manuscrit est organisé comme suit. Le chapitre 1 est un chapitre préliminaire. On commencera
par présenter les équations de Schrödinger (section 1.1), puis, aﬁn de motiver notre démarche, on
présentera le cas des séries de Fourier aléatoires (section 1.2). Les sections suivantes sont consacrées
à un état de l'art général des résultats récents établis dans ce domaine (section 1.3) et à l'énoncé des
résultats contenus dans cette thèse (section 1.4). Dans le chapitre 2, l'objectif est de construire des
solutions globales à l'équation de Schrödinger cubique en dimension 3 pour des données L2. Après
quelques notions sur les espaces de Bourgain, la transformation de lentille (section 2.1) et le calcul
pseudo-diﬀérentiel (section 2.2), on démontre une estimée bilinéaire de type Bourgain pour l'oscil-
lateur harmonique (section 2.3). Ensuite, on établit l'existence de solutions globales, sous certaines
conditions sur la donnée initiale, à l'aide d'un argument de contraction (sections 2.4 et 2.5). On estime
ensuite la régularité de la donnée initiale (section 2.6) pour prouver le théorème (section 2.7). Dans
la section 2.8, on vériﬁe que le problème reste bien sur-critique en passant par l'aléatoire. On termine
avec la section 2.9 qui donne une généralisation du résultat. Dans le chapitre 3, on établit un théorème
complémentaire à celui du chapitre 2. De manière analogue à la section 2.8, on commence par montrer
en section 3.1 que les données aléatoires ne permettent pas de gain de dérivées dans L2. Ensuite, en
section 3.2, on eﬀectue une preuve plus courte de l'eﬀet régularisant pour l'oscillateur harmonique que
celle proposée dans la littérature. Puis, on suit le même schéma que le chapitre 2 pour prouver un
théorème de construction de solutions globales, en toute dimension, pour un grand nombre d'équa-
tions de Schrödinger sur-critiques avec une non linéarité assez grande. Dans le quatrième et dernier
chapitre, on s'intéresse à l'équation de Schrödinger quintique en dimension 2. On établit des estimées
multilinéaires pour des fonctions propres quelconques de l'oscillateur harmonique (section 4.1) et une
inégalité de type chaos de Wiener pour une grande classe de variables aléatoires (section 4.2). Cela
nous permet d'en déduire le même genre de théorème, que les deux chapitres précédents, pour cette
dernière équation (section 4.3).
Chapitre 1
Historique, État de l'art et Résultats de
cette thèse
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16 CHAPITRE 1. HISTORIQUE, ÉTAT DE L'ART ET RÉSULTATS DE CETTE THÈSE
1.1 Présentation des équations de Schrödinger
Dans ce manuscrit, on s'intéressera aux équations de Schrödinger suivantes :{
i∂u˜∂t + ∆u˜ = K|u˜|p−1u˜,
u˜(0, .) = u0 ∈ Hs(Rd), (NLS)
avec s ≥ 0, K ∈ {−1, 1} et p > 1. Pour simpliﬁer les énoncés, on supposera souvent que p est un entier
impair strictement plus grand que 1 (même s'il est souvent possible de supposer que p− 1 > [s] dans
le cas p non entier impair). Si K = 1, on parle d'équation de Schrödinger défocalisante et si K = −1
d'équation de Schrödinger focalisante.
1.1.1 Le problème de l'existence locale
Déﬁnition 1.1.1 On dit que le problème (NLS) est localement bien posé sur Hs(Rd) si, pour toute
partie bornée B de Hs(Rd), il existe T > 0 et un espace de Banach de fonctions XT continûment
inclus dans l'espace C0([−T, T ], Hs(Rd)) tels que l'on ait les trois propriétés suivantes :
i) Pour toute donnée de Cauchy u0 ∈ B, le problème (NLS) admet une unique solution u˜ ∈ XT .
ii) S'il existe σ > s tel que u0 ∈ Hσ(Rd), alors u˜ ∈ C0([−T, T ], Hσ(Rd)).
iii) L'application u0 ∈ B 7→ u˜ ∈ XT est continue.
En remarquant que pour s > d2 , l'espace H
s(Rd) est une algèbre, on établit le théorème suivant :
Théorème 1.1.2 Si p est impair alors le problème (NLS) est localement bien posé sur Hs(Rd) pour
s > d2 , avec XT = C
0([−T, T ], Hs(Rd)).
Dans le cas s ≤ d2 , ce que l'on supposera être le cas dans la suite, introduisons les déﬁnitions suivantes
qui proviennent de l'invariance de l'équation. Rappelons que si u˜(t, x) est solution de l'équation de
Schrödinger linéaire alors u˜λ(t, x) = u˜(λ2t, λx) est aussi solution pour tout λ.
Déﬁnition 1.1.3 Soit (q, r) ∈ [2,∞]2 alors on dira que (q, r) est un couple admissible si
(q, r, d) 6= (2,∞, 2) et 2q = d2 − dr .
Déﬁnition 1.1.4 Pour s ∈ R et T > 0, on déﬁnit
XsT =
⋂
(q,r) admissible
Lq([−T, T ],W s,r(Rd)) et Y sT =
∑
(q,r) admissible
Lq([−T, T ],W s,r(Rd)),
Xs =
⋂
(q,r) admissible
Lq(R,W s,r(Rd)) et Y s =
∑
(q,r) admissible
Lq(R,W s,r(Rd)).
On peut alors énoncer les estimées de Strichartz, dues à Strichartz, Ginibre, Velo, Keel, Tao, Yajima
et dont on peut trouver une démonstration en Théorème 2.3 dans [Ta1], qui jouent un rôle crucial
pour la résolution locale de l'équation (NLS).
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Théorème 1.1.5 Il existe une constante C > 0 telle que pour tout s ∈ R et toutes fonctions u0 ∈
Hs(Rd) et F ∈ Y s, on ait les estimations suivantes :
i) ||eit∆u0||Xs ≤ C||u0||Hs(Rd),
ii)
∣∣∣∣∣∣∣∣ ∫R e−is∆F (s) ds∣∣∣∣∣∣∣∣
Hs(Rd)
≤ C||F ||Y s ,
iii)
∣∣∣∣∣∣∣∣ ∫R ei(t−s)∆F (s) ds∣∣∣∣∣∣∣∣
Xs
≤ C||F ||Y s .
Enﬁn, on donne une dernière déﬁnition qui va permettre de caractériser les équations (NLS) en fonction
de leurs résolubilités.
Déﬁnition 1.1.6 Soient s ∈ [0, d2] et p > 1 déﬁnis dans l'équation (NLS).
i) On dira que p est sous-critique au niveau Hs(Rd) si l'invariance d'échelle de l'équation (NLS) est
supérieure à l'invariance d'échelle de H˙s(Rd), c'est à dire si p < 1 +
4
d− 2s .
ii) On dira que p est critique au niveau Hs(Rd) si l'invariance d'échelle de l'équation (NLS) est égale
à l'invariance d'échelle de H˙s(Rd), c'est à dire si p = 1 +
4
d− 2s .
iii) On dira que p est sur-critique au niveau Hs(Rd) si l'invariance d'échelle de l'équation (NLS) est
inférieure à l'invariance d'échelle de H˙s(Rd), c'est à dire si p > 1 +
4
d− 2s .
Dans [Bou5], on a la preuve du théorème suivant :
Théorème 1.1.7 Si p est sous critique au niveau Hs(Rd) et si p est un entier impair alors le problème
(NLS) est localement bien posé sur Hs(Rd), avec XT = XsT .
Ce théorème permet de dire que la théorie locale des équations de Schrödinger sous-critiques est abouti.
Pour le cas des équations critiques, la situation est diﬀérente. On montre que l'on a toujours existence
locale d'une solution mais le temps d'existence T ne dépend plus uniquement de B. Le théorème, tiré
de [Ta1], est le suivant :
Théorème 1.1.8 Si p est critique au niveau Hs(Rd) et si p est un entier impair alors il existe  > 0
tel que pour tout T > 0 et tout u0 ∈ BT où
BT =
{
u0 ∈ Hs(Rd)/ ||eit∆u0||
L
2(d+2)
d ([−T,T ],W s,
2(d+2)
d (Rd))
≤ 
}
,
on ait une unique solution u˜ ∈ XsT à l'équation (NLS) avec donnée initiale u0.
De plus, pour tout T > 0, l'application u0 ∈ BT 7→ u˜ ∈ XsT est continue.
Enﬁn, il reste à énoncer le théorème pour les équations sur-critiques qui est dû à Christ, Tao et
Colliander et dont la preuve se trouve dans [CCT].
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Théorème 1.1.9 Si p est sur-critique au niveau Hs(Rd) et si p est un entier impair alors, il existe
une suite (tn) de réels strictement positifs et une suite de fonctions régulières (un)n solutions de (NLS)
sur [0, tn] telles que
i) lim
n→∞||un(0, .)||Hs(Rd) = 0,
ii) lim
n→∞||un(tn, .)||Hs(Rd) =∞.
Cela prouve que le ﬂot de l'équation (NLS) n'est pas continu en 0 et que le problème n'est pas
bien posé sur Hs(Rd). Ainsi, la théorie locale des équations de Schrödinger sur-critiques est ouverte.
Par conséquent, construire des solutions locales pour ce types d'équations, ce que l'on fera dans ce
manuscrit (et même mieux) est un résultat intéressant.
1.1.2 Le problème de l'existence globale
Déﬁnition 1.1.10 On dit que le problème (NLS) est globalement bien posé sur Hs(Rd) s'il est lo-
calement bien posé sur Hs(Rd) et que toute solution locale u˜ se prolonge en une solution globale
u˜ ∈ C0(R, Hs(Rd)).
Les théorèmes suivants peuvent être trouvés dans [Bou2].
Proposition 1.1.11 Soient 1 ≤ p ≤ 1 + 4d , u0 ∈ L2(Rd), I = [−T, T ] un intervalle et u˜ une solution
de (NLS) dans X0T avec donnée u0, alors pour tout t ∈ I,
||u˜(t, .)||L2(Rd) = ||u0||L2(Rd).
Cela permet d'établir un premier théorème de globalisation.
Théorème 1.1.12 Si p est sous critique au niveau L2(Rd), c'est à dire 1 < p < 1+ 4d alors le problème
(NLS) est globalement bien posé sur L2(Rd).
On énonce ensuite le théorème de conservation d'énergie.
Proposition 1.1.13 On suppose que p > 1 avec d = 1 ou 1 < p ≤ 1 + 4d−2 avec d ≥ 2, alors si
u0 ∈ H1(Rd), I = [−T, T ] est un intervalle et u˜ une solution de (NLS) dans X1T avec donnée u0, on
a pour tout t ∈ I,
||u˜(t, .)||L2(Rd) = ||u0||L2(Rd),
E(u˜(t, .)) :=
1
2
||∇u˜(t, .)||2L2(Rd) +
K
p+ 1
||u˜(t, .)||p+1
Lp+1(Rd)
= E(u0).
Cela permet d'établir un second théorème de globalisation.
Théorème 1.1.14 Si est p sous critique au niveau H1(Rd), c'est à dire d ≥ 2, 1 < p < 1 + 4d−2 et si
K = 1, alors le problème (NLS) est globalement bien posé sur H1(Rd).
Bourgain a établi un résultat bien plus général que le Théorème 1.1.14 qui est le suivant :
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Théorème 1.1.15 Soit p un entier impair et notons s0 son indice critique. On suppose que s0 < 1
et que K=1, alors il existe s1 ∈]s0, 1[ tel que pour tout s > s1, le problème (NLS) est globalement bien
posé sur Hs(Rd).
Donnons quelques exemples : - Pour d = 2 et p = 3, on a s1 = 35 .
- Pour d = 3 et p = 3, on a s1 = 1113 .
Pour les équations critiques, on a vu dans la partie précédente que le problème n'était, à priori,
pas bien posé mais qu'on avait tout de même existence locale de solutions pour toute donnée initiale.
On énonce deux derniers théorèmes qui permettent de construire des solutions globales dans ce cas.
Théorème 1.1.16 Soit s ≥ 0 et p un entier impair qui est sous-critique ou critique au niveau Hs(Rd).
Si p ≥ 1 + 4d alors il existe une constante  > 0 telle que si ||u0||Hs(Rd) ≤  alors il existe une unique
solution globale dans Xs à l'équation (NLS) avec donnée initiale u0 .
Théorème 1.1.17 On suppose que K = 1, d = 3, p = 5 ou K = 1, d = 4, p = 3. Alors pour toute
donnée initiale u0 ∈ H1(Rd) radiale, il existe une unique solution globale dans X1 à l'équation (NLS)
avec donnée initiale u0 .
En revanche, pour l'équation de Schrödinger focalisante, même dans le cas H1(Rd) sous critique, on
sait qu'il existe des solutions qui explosent en temps ﬁni. Dans ces cas, le problème de globalisation
est assez complexe, on pourra regarder [Bou2] pour avoir plus de détails.
Ceci donne un panorama des théorèmes acquis pour le problème de globalisation des solutions. Que ce
soit dans le cas focalisant ou défocalisant, sous-critique ou critique, les questions ouvertes restent nom-
breuses. Ainsi, construire des solutions globales pour l'équation (NLS) dans des contextes diﬀérents
des théorèmes cités précédemment, ce que l'on fera dans ce manuscrit, est un résultat intéressant.
1.1.3 La question du scattering
On suppose dans cette partie que la donnée initiale u0 ∈ Hs(Rd) admet une solution globale
u˜ ∈ C0(R, Hs(Rd)) à l'équation (NLS). Dans cette situation, une question naturelle est d'étudier le
comportement à l'inﬁni de la solution. On introduit alors la déﬁnition suivante :
Déﬁnition 1.1.18 On dira que u˜ diﬀuse en ∞, s'il existe u+ ∈ Hs(Rd) tel que
lim
t→∞ ||u˜(t)− e
it∆u+||Hs(Rd) = 0.
De même, on dira que u˜ diﬀuse en −∞, s'il existe u− ∈ Hs(Rd) tel que
lim
t→−∞ ||u˜(t)− e
it∆u−||Hs(Rd) = 0.
Les théorèmes suivants, qui peuvent être trouvés dans [Bou2] ou dans [Bou5], résument les situations
dans lesquelles on est capable de prouver que les solutions diﬀusent.
Théorème 1.1.19 Soient d ≥ 2, 1 + 4d < p < 1 + 4d−2 et K = 1 alors toutes les solutions de (NLS)
diﬀusent en +∞ et −∞ dans H1(Rd).
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Théorème 1.1.20 Soient s ≥ 0 et p un entier impair qui est sous-critique ou critique au niveau
Hs(Rd). Si p ≥ 1 + 4d alors il existe une constante  > 0 telle que si ||u0||Hs(Rd) ≤  alors la solution
globale à l'équation (NLS) avec donnée initiale u0 diﬀuse en +∞ et −∞ dans Hs(Rd).
Théorème 1.1.21 On suppose que K = 1, d = 3, p = 5 ou K = 1, d = 4, p = 3. Alors pour toute
donnée initiale u0 ∈ H1(Rd) radiale, la solution globale à l'équation (NLS) avec donnée initiale u0
diﬀuse en +∞ et −∞ dans H1(Rd).
Théorème 1.1.22 On suppose que K = 1, d ≥ 2 et 1 < p ≤ 1+ 2d , alors la seule solution à l'équation
(NLS) qui diﬀuse en +∞ dans L2(Rd) est la solution nulle.
En étant dans une situation diﬀérente des théorèmes énoncés, on prouvera que les solutions globales
que nous construiront dans ce manuscrit diﬀusent en +∞ et en −∞.
1.2 Motivations et intérêts des données aléatoires : exemple avec les
séries de Fourier
L'objectif de cette partie est d'expliquer l'intérêt de rendre la donnée initiale aléatoire. On donne
les résultats obtenus pour les séries de Fourier et on explique comment les appliquer pour gagner de
la dérivabilité sur la donnée initiale de notre équation.
1.2.1 Un théorème prometteur
On considère une suite (cn)n∈Z de l2(Z) et on déﬁnit la fonction
f(θ) =
∑
n∈Z
cne
inθ.
D'après l'égalité de Parseval, on sait que f ∈ L2([0, 2pi]) et donc f ∈ Lp([0, 2pi]) pour tout p ∈ [1, 2].
En revanche, le problème de savoir si f ∈ Lp([0, 2pi]) pour p > 2 est un problème délicat et d'ailleurs
ce résultat est faux sous la seule hypothèse (cn)n∈Z ∈ l2(Z). Néanmoins Zygmund, Paley, Kolmogorov
et Rademacher ont démontré que ce résultat était vrai en probabilité en partant de variables aléatoires
Bernoulli. Pour énoncer le théorème, introduisons quelques notations. On suppose donnés (Ω,F , P )
un espace de probabilité et (gn)n∈Z une suite de variables aléatoires indépendantes identiquement
distribuées de mêmes lois que X. On déﬁnit
f(ω, θ) =
∑
n∈Z
cngn(ω)e
inθ.
Théorème 1.2.1 On suppose que la loi de X suit une Bernoulli d'epérance nulle, c'est à dire
P (X = 1) = P (X = −1) = 12 et on notera X ∼ B(12), alors f(ω, .) ∈ Lp([0, 2pi]) ω presque surement
pour tout p ﬁni.
Dans [BT2], on peut trouver une amélioration de ce résultat.
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Théorème 1.2.2 On suppose qu'il existe une constante δ > 0 telle que pour tout α ∈ R,
E(eαX) ≤ eδα2 (1.1)
alors f(ω, .) ∈ Lp([0, 2pi]) ω presque surement pour tout p ﬁni.
Plus précisément, pour tout p ﬁni, il existe deux constantes C, c > 0 telles que pour tout t ≥ 0,
P
(
ω ∈ Ω/||f(ω, .)||Lp([0,2pi]) ≥ t
)
≤ Ce
− ct2||cn||2
l2(Z) .
Remarques
-L'intérêt de ce théorème est ﬂagrant, en partant à priori d'une fonction uniquement dans L2([0, 2pi])
et pas mieux, on obtient une fonction qui est dans tous les espaces Lp([0, 2pi]).
-On verra une preuve de ce résultat dans le chapitre 3. Les outils de bases pour établir un tel théorème
sont l'inégalité de Markov, l'inégalité de Minkowski et le fait que ||einx||Lpx([0,2pi]) ≤ Cp. D'ailleurs, on
pourrait oublier cette dernière information et obtenir l'estimation de type grande déviation suivante :
P
(
ω ∈ Ω/||f(ω, .)||Lp([0,2pi]) ≥ t
)
≤ C exp
− ct2∑
n∈Z
|cn|2||einx||2Lpx([0,2pi])
 . (1.2)
-Il est également possible d'énoncer ce théorème dans les espaces de Sobolev W s,p([0, 2pi]) à condition
de supposer que (ns.cn)n∈Z ∈ l2(Z).
Enﬁn, pour vériﬁer que l'hypothèse (1.1) n'est pas vide, on donne quelques exemples de variables
aléatoires la vériﬁant. On remarque déjà que si X vériﬁe (1.1) alors E(X) = 0. En eﬀet pour α proche
de 0, on a E(eαX) = 1 + αE(X) + o(α) ≤ eδα2 = 1 + δα2 + o(α2) qui implique E(X) = 0.
Proposition 1.2.3 Si X v B(12) alors X vériﬁe l'hypothèse (1.1).
Preuve
E(eαX) =
1
2
eα +
1
2
e−α = ch(α) =
∞∑
k=0
α2k
(2k)!
≤
∞∑
k=0
α2k
k!
= eα
2
.
Proposition 1.2.4 Si X v N (0, σ2) alors X vériﬁe l'hypothèse (1.1).
Preuve
E(eαX) =
1√
2piσ2
∫
R
eαxe−
x2
2σ2 dx =
1√
2piσ2
∫
R
e
α2σ2
2 e−
(x−σ2α)2
2σ2 dx = e
α2σ2
2 .
22 CHAPITRE 1. HISTORIQUE, ÉTAT DE L'ART ET RÉSULTATS DE CETTE THÈSE
1.2.2 Application aux espaces de Sobolev harmoniques
Dans cette partie, on applique les résultats de la partie précédente à la donnée initiale.
On note
H = −∆ + |x|2, (1.3)
l'oscillateur harmonique sur Rd. On rappelle que cet opérateur est à résolvante compacte sur L2(Rd),
il existe donc une base hilbertienne de L2(Rd) formée de fonctions propres pour H. Notons (hn, λ2n)
un couple fonction propre/valeur propre, que l'on va indexer par n ∈ N. Ainsi, on a
Hhn = λ
2
nhn, ∀ n ∈ N. (1.4)
En dimension d = 1, on sait que λ2n = 2n + 1, que chaque espace propre est de dimension 1 et que
hn(x) =
(−1)n√√
pi2nn!
∂n
∂xn (e
−x2)e
x2
2 est appelée la n-ième fonction d'Hermite.
En dimension d ≥ 2, on peut remarquer que H est une somme de d oscillateurs harmoniques de di-
mensions 1. Ainsi, les valeurs propres sont de la forme 2k+d avec k ∈ N et l'espace propre associé est
de dimension Nk ∼
k→∞
C(d)kd−1. On peut remarquer qu'un exemple très simple de base hilbertienne
en dimension d est celle formée par les fonctions tensorielles des fonctions d'Hermite en dimension 1.
On introduit ensuite les espaces de Sobolev harmoniques.
Déﬁnition 1.2.5 On déﬁnit l'espace H
s
(Rd) comme la fermeture de l'espace de Schwartz sous la
norme
||u||Hs(Rd) = ||Hs/2u||L2(Rd).
Remarquons que,
u0 ∈ L2(Rd) si et seulement si u0(x) =
∑
n∈N
cnhn(x) avec
∑
n∈N
|cn|2 <∞,
u0 ∈ Hs(Rd) si et seulement si u0(x) =
∑
n∈N
cnhn(x) avec
∑
n∈N
λ2sn |cn|2 <∞.
Déﬁnition 1.2.6 De manière similaire, on déﬁnit l'espace W
s,p
(Rd) comme la fermeture de l'espace
de Schwartz sous la norme
||u||W s,p(Rd) = ||Hs/2u||Lp(Rd).
Dans [DG], on peut trouver la proposition suivante qui nous servira à maintes reprises dans ce ma-
nuscrit.
Proposition 1.2.7 Pour tous 1 < p <∞ et s ≥ 0, il existe une constante C > 0 telle que
1
C
||u||W s,p(Rd) ≤ ||∇su||Lp(Rd) + || < x >s u||Lp(Rd) ≤ C||u||W s,p(Rd).
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Cela permet d'établir que u ∈ W s,p(Rd) si et seulement si u ∈ W s,p(Rd) et |x|su ∈ Lp(Rd). L'espace
de Sobolev harmonique est plus fort que Sobolev usuel et cela aura son importance dans les prochains
chapitres.
Une fois ces diﬀérentes notations établies, on peut rendre aléatoire la donnée initiale et expliquer
le résultat qu'on obtient. Soient (Ω,A, P ) un espace de probabilité et (gn)n∈N une suite de variables
aléatoires indépendantes et identiquement distribuées de mêmes lois que X qui vériﬁe l'hypothèse (1.1).
Remarquons que gn ∈ L2(Ω), puis que si u0 ∈ Hσ(Rd) alors la variable aléatoire
U0 : Ω −→ Hσ(Rd)
ω 7−→ uω0 (x) = u0(ω, x) :=
∑
n∈N
cngn(ω)hn(x)
est dans L2
(
Ω, H
σ
(Rd)
)
. À l'aide de (1.2), on obtient donc le théorème suivant :
Théorème 1.2.8 Il existe C, c deux constantes positives telles que pour tous t ≥ 0 et s ≥ 0 vériﬁant∑
n∈Z
|cn|2||hn(x)||2W s,4x (R2) <∞,
on a
P
(
ω ∈ Ω/||u0(ω, .)||W s,4(R2) ≥ t
)
≤ C exp
(
− ct
2∑
n∈Z |cn|2||hn(x)||2W s,4x (R2)
)
.
Pour comprendre l'intérêt de ce résultat, énonçons une dernière estimation qui peut être trouvée dans
[KT].
Théorème 1.2.9 Il existe une constante C ≥ 0 telle que pour tout n ∈ N,
||hn||L4(R2) ≤ Cλ−1/6n .
Il suﬃt ensuite d'appliquer successivement le Théorème 1.2.8 à s = σ+ 1/6 et le Théorème 1.2.9 pour
obtenir le résultat suivant :
Théorème 1.2.10 Il existe C, c deux constantes positives telles que pour tous t ≥ 0, σ ≥ 0 et u0 ∈
H
σ
(R2) ,
P
(
ω ∈ Ω/||u0(ω, .)||Wσ+1/6,4(R2) ≥ t
)
≤ C exp
(
− ct
2
||u0||2Hσ(R2)
)
.
Ainsi, en partant de u0 ∈ Hσ(R2), on obtient que u0(ω, .) ∈ W σ+1/6,4(R2) ω presque surement, puis
à l'aide de la Proposition 1.2.7 que u0(ω, .) ∈W σ+1/6,4(R2) ω presque surement. Cela signiﬁe qu'on a
obtenu un gain de 16 de dérivées sur notre donnée initiale et qu'il est possible de résoudre localement
l'équation (NLS) si le nombre de dérivées sur-critiques n'est pas supérieur à 16 . Ces résultats sont la
base de la théorie locale des équations aux dérivées partielles aléatoires et ce sera notre point de départ.
Ce résultat énoncé, il en ressort diverses questions naturelles. Est-ce que le problème reste sur-critique
en rendant la donnée initiale aléatoire ? Comment faire pour globaliser les solutions ? Peut-on gagner
plus de 16 de dérivées ? Peut-on généraliser ce résultat à d'autres classes de variables aléatoires que
celles vériﬁant l'hypothèse (1.1) ? Nous répondrons à toutes ces questions dans ce manuscrit. Avant
d'énoncer les principaux théorèmes de cette thèse, on donne un état de l'art général sur le problème.
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1.3 État de l'art
1.3.1 Équation de Schrödinger en dimension 1
Le but de cette partie est d'énoncer et d'expliquer le résultat de [BTT]. On suppose dans l'équation
(NLS) que d = 1, que p est un entier impair supérieur à 5 et que K = 1. Soient (Ω,A, P ) un espace
de probabilité et (gn)n∈N une suite de variables aléatoires indépendantes de mêmes lois gaussiennes
standards complexes (c'est à dire X = Y+iZ√
2
avec Y et Z indépendantes de lois gaussiennes centrées
réduites, et on notera X ∼ NC(0, 1)). Comme gn ∈ L2(Ω), en notant Σ := ∩
>0
H
−
(R) que l'on munit
de sa tribu borélienne B, alors on peut déﬁnir la variable aléatoire suivante :
U0 : Ω −→ Σ
ω 7−→ uω0 (x) = u0(ω, x) :=
∑
n∈N
√
2
λn
gn(ω)hn(x)
qui est dans L2(Ω, H
−
(R)) pour tout  > 0. Enﬁn, on déﬁnit µ comme la probabilité image de P par
l'application U0, c'est à dire la loi de U0. On a alors le théorème suivant :
Théorème 1.3.1 Il existe s ∈ [0, 12[ tel que l'équation (NLS) admet pour µ−presque toute donnée
initiale u0, une unique solution globale qui vériﬁe
u˜(t, .)− eit∆u0 ∈ C0(R, Hs(R)).
De plus, µ−presque surement, il existe deux fonctions L+ et L− ∈ Hs(R) telles que
lim
t→+−∞
||u˜(t, .)− eit∆(u0 + L+−)||Hs(R) = 0.
La mesure de probabilité µ est supportée dans Σ. Pour p ≥ 5, l'équation (NLS) est critique sur
H
1
2
− 2
p−1 (R). Le passage par les données initiales aléatoires aboutit donc à un gain de 12 − 2p−1 dérivées
et permet de montrer que le problème (NLS) est globalement bien posé en probabilité sur Σ, ce qui
n'est pas le cas avec la théorie déterministe.
Expliquons brièvement le procédé de démonstration du Théorème 1.3.1 :
-En utilisant la transformation de lentille (on détaillera ce principe dans le chapitre 2), on se ramène
à montrer l'existence locale d'une solution u sur
]−pi4 , pi4 [ à l'équation{
i∂u∂t −Hu = cos(2t)
p−5
2 |u|p−1u,
u(0, .) = u0,
(1.5)
qui vériﬁe
u(t, .)− e−itHu0 ∈ C0
(]
−pi
4
,
pi
4
[
, H
s
(R)
)
.
-En utilisant le principe de la partie 1.2.2, on établit une existence locale presque sûre pour l'équation
(1.5).
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-Il reste à montrer que les solutions se prolongent à
]−pi4 , pi4 [ presque surement (on peut même montrer
que les solutions se prolongent à R tout entier). Pour établir un tel résultat, il suﬃt essentiellement de
montrer qu'il existe une mesure ﬁnie ρ, absolument continue par rapport à µ et qui est "croissante"
sous l'action du ﬂot, c'est à dire que
ρ(u(t)A) ≥ ρ(u(0)A), pour tous |t| ≤ pi
4
et A ∈ B.
Enﬁn, pour établir l'existence d'une telle mesure, on remarque que grâce à un théorème de Liouville,
la mesure de Lebesgue λ sur Σ est invariante sous l'action du ﬂot. Puis, on utilise que K = 1, que
cn =
√
2
λn
et que gn ∼ NC(0, 1). En eﬀet dans cette situation, comme
dµ(u) = exp
(
−1
2
× ||
√
Hu||2L2(R)
)
dλ(u),
en utilisant la "décroissance" de l'énergie de l'équation (1.5), on obtient que la mesure ﬁnie
dρ(u) = exp
(
−cos
p−5
2 (2t)
p+ 1
× ||u||p+1
Lp+1(R)
)
dµ(u)
est "croissante" sous l'action du ﬂot.
L'avantage de cette méthode et qu'elle permet de récupérer des solutions globales à partir de simples
solutions locales. En revanche, elle ne convient que pour une seule donnée initiale u0, puisque la valeur
de cn est imposée. Cela a pour conséquence de ﬁxer la régularité de u0, à être très faible dans de
nombreux cas.
1.3.2 Équation de Schrödinger en dimension 2 radiale
De manière très similaire, on présente le résultat de [D]. On suppose dans l'équation (NLS) que
d = 2 radiale, que p est un entier impair supérieur à 3 et que K = 1. Les fonctions propres pour
l'oscillateur harmonique H sont moins nombreuses et on a λ2n = 4n + 2, que le sous espace propre
associé est de dimension 1 et que les fonctions propres sont liées aux fonctions de Laguerre. Plus
précisément,
hn(r) =
1√
2pin!
× e r
2
2 × ∂
n
∂tn
(tne−t)
∣∣∣∣
t=r2
.
Soient (Ω,A, P ) un espace de probabilité et (gn)n∈N une suite de variables aléatoires indépendantes
de mêmes lois gaussiennes complexes. Avec Σ = ∩
<0
H
−
rad(R
2) et les mêmes notations que la partie
précédente, on déﬁnit la variable aléatoire suivante :
U0 : Ω −→ Σ
ω 7−→ uω0 (x) = u0(ω, x) :=
∑
n∈N
√
2
λn
gn(ω)hn(r)
qui est dans L2(Ω, H
−
rad(R
2)) pour tout  > 0. On a alors le théorème suivant :
26 CHAPITRE 1. HISTORIQUE, ÉTAT DE L'ART ET RÉSULTATS DE CETTE THÈSE
Théorème 1.3.2 Il existe s ∈ [0, 1[ tel que l'équation (NLS) admet pour µ−presque toute donnée
initiale u0, une unique solution globale qui vériﬁe
u˜(t, .)− eit∆u0 ∈ C0(R, Hsrad(R2)).
De plus, µ−presque surement, il existe deux fonctions L+ et L− ∈ Hsrad(R2) telles que
lim
t→+−∞
||u˜(t, .)− eit∆(u0 + L+−)||Hsrad(R2) = 0.
Pour p ≥ 3, l'équation (NLS) est critique dans H1− 2p−1 (R2). Encore une fois, le passage par les données
initiales aléatoires aboutit à un gain de 1− 2p−1 dérivées et permet de montrer que le problème (NLS)
est globalement bien posé en probabilité sur Σ, ce qui n'est pas le cas avec la théorie déterministe.
La preuve de ce théorème est la même que celle de [BTT] sauf que les fonctions de Laguerre ont des
estimations "deux fois" meilleures que les fonctions de Hermite, ce qui explique que l'on gagne "deux
fois" plus de dérivées.
1.3.3 Équation des ondes en dimension 3 sur le tore
Le but de cette partie est d'énoncer et d'expliquer le résultat de [BT4]. On rappelle que l'équation
cubique des ondes, 
∂2u
∂t2
−∆T3 u +u3 = 0,
u(0, .) = u0 ∈ Hs(T3),
∂
∂tu(0, .) = u1 ∈ Hs−1(T3),
(1.6)
est localement (respectivement globalement) bien posée sur Hs(T3)×Hs−1(T3) pour s > 12 (respec-
tivement pour s ≥ 34).
Soient (Ω,A, P ) un espace de probabilité et (gn)n∈N une suite de variables aléatoires indépendantes
de mêmes lois gaussiennes réelles, centrées et réduites. Pour u0 =
∑
n∈N
c0,ne
inx ∈ Hσ(T3) et u1 =∑
n∈N
c1,ne
inx ∈ Hσ−1(T3), ces deux espaces étant munis de leurs tribus boréliennes, on déﬁnit la va-
riable aléatoire suivante :
U0 : Ω −→ Hσ(T3)×Hσ−1(T3)
ω 7−→
(
uω0 (x) = u0(ω, x) :=
∑
n∈N
c0,ngn(ω)e
inx ; uω1 (x) = u1(ω, x) :=
∑
n∈N
c1,ngn(ω)e
inx
)
qui est dans L2(Ω, Hσ(T3) × Hσ−1(T3)). Enﬁn, comme pour les résultats précédents, on déﬁnit µ
comme étant la loi de U0. On a alors le théorème suivant :
Théorème 1.3.3 Soit σ ∈ ]0, 1[, alors l'équation (1.6) admet pour µ−presque toute donnée initiale
(u0, u1) ∈ Hσ(T3)×Hσ−1(T3), une unique solution globale qui vériﬁe
u(t, .)− S(t)(u0, u1) ∈ C0(R, H1(T3)),
où S(t)(u0, u1) désigne la solution de l'équation linéaire des ondes.
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Ce théorème est très intéressant car il permet de résoudre des équations ayant jusqu'à une demi dérivée
sur-critique. Expliquons brièvement le procédé de démonstration :
-En utilisant le principe de la partie 1.2.2, on établit une existence locale presque sûre pour l'équation
(1.6). En posant v(t) = u(t)− S(t)(u0, u1), on établit même que v(t) ∈ C0([−T, T ], H1(T3)) puisque
dans cette situation, gagner une dérivée pour l'équation des ondes est plus facile que pour l'équation
de Schrödinger. Il suﬃt de regarder les estimées de Strichartz pour s'en convaincre.
-Il reste à montrer que les solutions sont globales. Pour cela, on utilise l'énergie de l'équation (1.6),
E(u) =
1
2
||∂tu||2L2(T3) +
1
2
||∇u||2L2(T3) +
1
4
||u||4L4(T3).
Le modèle choisi implique que
∂
∂t
(E(v(t))) ≤ E(v(t))1/2 × (f(t) + g(t)E(v(t))1/2), (1.7)
avec f, g ∈ L1loc(R). Il suﬃt de conclure par un lemme de Gronwall pour montrer que l'énergie E(v(t))
est bornée sur tout compact de R et que ||v(t)||H1(T3) n'explose pas en temps ﬁni.
Un autre point positif de ce théorème est que les données initiales de départ sont quelconques (contrai-
rement aux deux théorèmes précédents) et qu'il n'est pas nécessaire de supposer que les variables
aléatoires sont des gaussiennes. Néanmoins, la démonstration n'est toujours pas valide pour le cas fo-
calisant. De plus, comme nous l'expliquerons dans la section suivante, cette démarche est très spéciﬁque
à l'équation des ondes cubiques.
1.3.4 Autres résultats
On peut aussi citer [Bou4] qui considère l'équation{
i∂u∂t + ∆T2 u = u|u|2 − 2
(∫
T2
|u|2dx)u = 0,
u(0, .) = u0 ∈ Hs(T2). (1.8)
Soient (Ω,A, P ) un espace de probabilité et (gn)n∈Z2 une suite de variables aléatoires indépendantes
de mêmes lois gaussiennes standards complexes. Pour u0 =
∑
n∈Z2\{0}
1
|n| e
in.x ∈ ∩
>0
H−(T2) := Σ, on
déﬁnit la variable aléatoire suivante :
U0 : Ω −→ Σ
ω 7−→ uω0 (x) = u0(ω, x) :=
∑
n∈Z2\{0}
1
|n| gn(ω) e
in.x
qui est dans L2(Ω, H−(T2)) pour tout  > 0. Puis, on déﬁnit µ comme étant la loi de U0. On a alors
le théorème suivant :
Théorème 1.3.4 Soit s > 0, alors l'équation (1.8) admet pour µ−presque toute donnée initiale u0,
une unique solution globale qui vériﬁe
u(t, .)− eit∆T2u0 ∈ C0(R, Hs(T2)).
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La non-linéarité de l'équation (1.8) est non usuelle mais est fondamentale ici. En particulier, elle per-
met de construire une mesure de Gibbs qui est de masse totale ﬁnie. Le problème considéré est L2(T2)
critique, ainsi le théorème énoncé permet de montrer que ce problème critique est globalement presque
surement bien posé.
Enﬁn, pour conclure, on peut citer [Th1] qui s'intéresse à l'équation (NLS) en toute dimension et
qui montre une existence locale presque sûre avec un gain de dérivée égal à 1d+3 . Pour énoncer ce
résultat, on suppose donnés (hn)n∈N, une base hilbertienne de L2(Rd) formée de fonctions propres
pour H, (Ω,A, P ) un espace de probabilité et (gn)n∈N une suite de variables aléatoires indépendantes
de mêmes lois gaussiennes standards complexes. Soit σ ≥ 0, on munit Hσ(Rd) de sa tribu borélienne
B. Alors pour u0 =
∑
n∈N
cnhn(x) ∈ Hσ(Rd), on peut déﬁnir la variable aléatoire suivante :
U0 : Ω −→ Hσ(Rd)
ω 7−→ uω0 (x) = u0(ω, x) :=
∑
n∈N
cngn(ω)hn(x)
qui est dans L2(Ω, H
σ
(Rd)). On a le théorème suivant :
Théorème 1.3.5 On suppose que p=3 dans (NLS). Pour tout σ > d2 − 1 − 1d+3 , il existe s > d2 − 1
tel que pour P presque tout ω ∈ Ω, il existe Tω et une unique solution locale sur [−Tω, Tω] à l'équation
(NLS) qui vériﬁe
u˜(t, .)− eit∆uω0 ∈ C0([−Tω, Tω], Hs(Rd)).
Cela prouve que le problème (NLS) est localement presque surement bien posé avec un gain de dérivée
égal à 1d+3 . Comme on l'expliquera au chapitre 3, les résultats de constructions de solutions globales
de ce manuscrit permettent également de montrer que le problème (NLS) est localement presque sur-
ement bien posé. On donnera une méthode permettant de gagner jusqu'à 12 dérivée, ce qui complètera
le Théorème 1.3.5
Pour d'autres résultats aléatoires sur des équations aux dérivées partielles, on pourra également consul-
ter [Bou3] et [CO] pour l'équation de Schrödinger, [BT2] et [BT3] pour l'équation des ondes, [O] pour
l'équation de Korteweg-de Vries.
1.4 Résultats principaux de cette thèse
Dans cette section, on introduit les notations que l'on conservera tout au long du manuscrit et on
énonce les théorèmes principaux que nous avons établis.
1.4.1 Notations et objectifs
On considère l'équation (NLS) avec p un entier impair. Soient (Ω,A, P ) un espace de probabilité
et (gn)n∈N une suite de variables aléatoires indépendantes qui vériﬁe l'hypothèse suivante :
il existe une constante C > 0 telle que pour tout n ∈ N, E(|gn|2) ≤ C . (>)
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On suppose donné (hn)n∈N, une base hilbertienne de L2(Rd) formée de fonctions propres pour H
avec valeurs propres λ2n. Soit σ ≥ 0, on munit Hσ(Rd) de sa tribu borélienne B. D'après (>), pour
u0 =
∑
n∈N
cnhn(x) ∈ Hσ(Rd), on peut déﬁnir la variable aléatoire suivante :
U0 : Ω −→ Hσ(Rd)
ω 7−→ uω0 (x) = u0(ω, x) :=
∑
n∈N
cngn(ω)hn(x)
qui est dans L2(Ω, H
σ
(Rd)). Enﬁn, on déﬁnit µ comme la probabilité image de P par l'application U0,
c'est à dire la loi de U0.
On utilisera à bon escient le théorème de transfert suivant :
Théorème 1.4.1 Pour toute fonction F : (H
σ
(Rd),B) → (R,B(R)) mesurable et tout ensemble
A ∈ B(R), on a
P (ω ∈ Ω/F (uω0 ) ∈ A) = µ
(
u0 ∈ Hσ(Rd)/F (u0) ∈ A
)
.
La problématique est la suivante, on cherche une base (hn)n∈N, une suite (gn)n∈N et σ ≤ d2 − 2p−1 tels
qu'il existe un ensemble Σ ⊂ Hσ(Rd) vériﬁant les conditions suivantes :
i) µ(Σ) = 1.
ii) Pour tout u0 ∈ Σ, il existe une unique solution globale à l'équation (NLS) avec donnée initiale u0.
Comme rappelé en section 1.3, cette problématique a déjà été étudiée dans de nombreux cas. Néan-
moins, pour (NLS), dès la dimension 2, les méthodes usuelles ont l'air d'être impuissantes. C'est ce
que nous expliquons dans la partie suivante.
1.4.2 L'échec des méthodes standards présentées en section 1.3
Avec les résultats présentés en section 1.3, on constate qu'il existe essentiellement deux méthodes
pour répondre à notre problématique et pouvoir globaliser les solutions locales aléatoires : la mesure
de Gibbs et la conservation de l'énergie.
i) Pour utiliser une mesure de Gibbs, on a vu qu'il faut imposer cn = 1λn . Mais dans ce cas,
u0(x) =
∑
n∈N
hn(x)
λn
∈ Hσ(Rd) ssi
∑
n∈N
nd−1
(2n+ d)1−σ
<∞ ssi σ < 1− d.
Ainsi, dès que d ≥ 2, il faudrait gagner au moins une dérivée sur la donnée initiale aléatoire pour avoir
un théorème intéressant, ce qui ne semble pas très raisonnable.
ii) Pour utiliser la méthode de [BT4], il faut avoir une inégalité de la forme (1.7) pour l'équation
(NLS). Mais si
i
∂v
∂t
+ ∆v = |v + eit∆u0|p−1(v + eit∆u0),
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alors
∂tE(v(t)) = <
[∫
Rd
∂t∇v(t).∇v(t)dx +
∫
Rd
∂tv(t).v(t).|v|p−1(t)dx
]
= <
[∫
Rd
∂tv(t).
(
v(t)|v|p−1(t)− (v + eit∆u0)(t)|v + eit∆u0|p−1(t)
)
dx
]
≤ ||∂tv(t)||
L
p+1
2 (Rd)
×
(
g(t) + f(t)E(v(t))
p−1
p+1
)
.
Mais pour l'équation (NLS), ||∂tv(t)||
L
p+1
2 (Rd)
 ≤ E(v(t))
2
p+1 , même pour p=3. Cette démarche a donc
l'air d'être très spéciﬁque à l'équation cubique des ondes.
iii) Dans le même genre d'idée, on pourrait s'inspirer de la preuve du Théorème 1.1.15 pour répondre
à la problématique. Le théorème que nous avons obtenu est le suivant :
Théorème 1.4.2 Supposons que gn ∼ NC(0, 1), que d = 2, K = 1 et que p est un entier impair dans
l'équation (NLS). Il existe une base (hn)n∈N telle que pour tout σ ∈ [0, 1] vériﬁant
p
2
+
3
4
(
p− 1
p+ 1
)
− σ
(
p+ 1
2
+
p− 1
p+ 1
)
< 0, (1.9)
si u0 ∈ Hσ(R2) alors il existe un ensemble Σ ⊂ Hσ(R2) vériﬁant les conditions suivantes :
i) µ(Σ) = 1.
ii) Pour tout u0 ∈ Σ, il existe une unique solution globale dans l'espace eit∆u0 +X1 à l'équation (NLS)
avec donnée initiale u0.
Ce théorème n'est pas intéressant car déjà il ne convient que pour des équation sous-critiques mais en
plus, il se situe dans le cadre du Théorème 1.1.15. En eﬀet, pour p=3, la condition (1.9) donne σ > 34
contre 35 pour le Théorème 1.1.15. On peut eﬀectuer des calculs supplémentaires et voir que c'est le
cas pour tout entier p impair.
De plus, comme le Théorème 1.4.2 est démontré uniquement à l'aide d'estimées linéaires, on en déduit
que les méthodes probabilistes linéaires donnent des résultats moins satisfaisants que les méthodes
déterministes multilinéaires, ce qui n'est pas le cas pour les résultats cités en section 1.3.
Par conséquent, pour globaliser nos solutions, on utilisera une autre méthode qui repose sur la trans-
formation de lentille. Le désavantage de cet argument est qu'il ne donnera plus un ensemble de données
aléatoires de probabilité égal à 1 mais strictement positif. En revanche, cela aura pour mérite d'exhiber
des solutions globales pour l'équation (NLS).
1.4.3 Résultats de cette thèse
Présentation des résultats du chapitre 2
On suppose que la base (hn)n∈N est formée des fonctions tensorielles des fonctions d'Hermite en
dimension 1, c'est à dire
hn(x) = hn1(x1)× ...× hnd(xd) avec λ2n = λ2n1 + ...+ λ2nd , (⊗)
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que d=3 et que p=3.
Si la suite de variables aléatoires (gn)n∈N est identiquement distribuée avec gn ∼ NC(0, 1) (on peut
noter que l'hypothèse (>) est alors satisfaite) alors on établit les deux théorèmes suivants :
Théorème 1.4.3 Soient σ ∈]0, 12 [ avec u0 ∈ H
σ
(R3) et s ∈]12 , 12 + σ[, alors il existe un ensemble
Ω′ ⊂ Ω vériﬁant les conditions suivantes :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(R3) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(R3) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(R3) = 0.
Théorème 1.4.4 Si 12 > σ > 0 et u0 ∈ H
σ
(R3) alors
lim
η→0
µ
(
u0 ∈ Hσ(R3)/ on ait existence globale et scattering | ||u0||Hσ(R3) ≤ η
)
= 1.
De plus, si (u10, u
2
0) ∈ Hσ(R3)×Hσ(R3) alors pour tout  > 0,
lim
η→0
µ1 ⊗ µ2
(
(u10, u
2
0) ∈ Hσ(R3)×Hσ(R3)/u˜1 et u˜2
sont globales avec ||u˜1 − u˜2||X0 ≤  | ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 1,
où µi correspond à la loi de la variable aléatoire ω → ui0(ω, .).
Si la suite de variables aléatoires (gn)n∈N est identiquement distribuée avec gn ∼ B(12), où  est une
constante strictement positive (on peut remarquer que l'hypothèse (>) est encore satisfaite), alors on
établit le théorème suivant :
Théorème 1.4.5 Soient σ ∈]0, 12 [ avec u0 ∈ H
σ
(R3) et s ∈]12 , 12 +σ[ alors pour tout α ∈]0, 1] il existe
une constante  > 0 et un ensemble Ω,α vériﬁant les conditions suivantes :
i) P (Ω,α) ≥ 1− α.
ii) Pour tout élément ω ∈ Ω,α, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω,α, il existe L+ et L− ∈ Hs(R3) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(R3) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(R3) = 0.
Enﬁn, dans ces deux situations, on établit le théorème suivant :
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Théorème 1.4.6
Pour tout s ≥ 0, si u0 /∈ Hs(R3) alors uω0 /∈ Hs(R3) ω presque surement.
De plus, sous les conditions du théorème 2.0.12, pour tout M ≥ 1, il existe au moins une donnée
initiale u0 ∈ Hσ+0(R3) telle que
− P
(
Ω′ ∩ ||uω0 ||Hσ+0(R3) ≥M
)
> 0,
− u0 /∈ Hσ+δ+0(R3) pour tout δ > 0.
Enﬁn, sous les conditions du théorème 2.0.14, pour tout t > 0, pour tout M ≥ 1 et tout α ∈]0, 1], il
existe au moins une donnée initiale u0 ∈ Hσ+0(R3) telle que
− P
(
Ω,α ∩ ||uω0 ||Hσ+0(R3) ≥M
)
> 1− α− t,
− u0 /∈ Hσ+δ+0(R3) pour tout δ > 0.
Commentaires : Ainsi, d'après le Théorème 1.4.3, pour l'équation de Schrödinger cubique en di-
mension 3, on est capable de construire des solutions globales pour des données initiales qui sont
moralement dans L2(R3), alors que le problème est H
1
2 (R3) critique.
Le Théorème 1.4.4 donne une version probabiliste de ce résultat.
L'ensemble des données initiales pour lesquelles on ait existence globale d'une solution est de mesure de
probabilité d'autant plus proche de 1 que ||u0||Hσ(R3) est petit. Le Théorème 1.4.5 donne un exemple
de variable aléatoire pour laquelle l'ensemble en question est de mesure de probabilité aussi proche de
1 qu'on le souhaite, sans supposer ||u0||Hσ(R3) petit.
Le Théorème 1.4.6 précise que les théorèmes précédents ne sont pas triviaux, au sens où les solutions
globales construites concernent des équations sur-critiques pour l'espace de Sobolev usuel, éventuelle-
ment pour des données initiales très grandes.
Présentation des résultats du chapitre 3
On suppose que la base (hn)n∈N est quelconque, que d est quelconque et que p est un entier impair
plus grand que 5. Ensuite, déﬁnissons les conditions suivantes :
Il existe C, c > 0 tels que pour tous n ∈ N et ρ ∈ R,
∫ −ρ
−∞
dPgn +
∫ ∞
ρ
dPgn ≤ Ce−c|ρ|
γ
. (Hγ)
Pour tous n ∈ N et p ∈ N, E (g2p+1n ) = 0. (HE1)
Pour tout n ∈ N, E (gn) = 0. (HE2)
Pour tous ρ > 0 et n ∈ N, P (|gn| < ρ) > 0. (H01)
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Il existe c > 0, telle que pout tout n ∈ N, E (|gn|2) ≥ c. (H02)
Si la suite de variables aléatoires (gn)n∈N vériﬁe (Hγ)(HE1)(H01)(H02) ou (Hγ)(HE2)(H01)(H02) (on
montrera que l'hypothèse (>) est alors satisfaite) alors on établit les trois théorèmes suivants :
Théorème 1.4.7 Soit u0 ∈ H
d−1
2 (Rd) alors il existe s ∈]d2 − 2p−1 , d2 [ et un ensemble Ω′ ⊂ Ω tels que
les conditions suivantes soient réalisées :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ ∈ Hs(Rd) et L− ∈ Hs(Rd) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(Rd) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(Rd) = 0.
De plus, si u0 /∈ Hs(Rd) alors P
(
ω ∈ Ω/u0(ω, .) ∈ Hs(Rd)
)
= 0.
Théorème 1.4.8 Soit u0 ∈ H
d−1
2 (Rd) alors il existe s ∈]d2 − 2p−1 , d2 [ tel que pour tout ω ∈ Ω, il existe
Tω et une unique solution à l'équation (NLS) dans l'espace eit∆u0(ω, .) + XsTω avec donnée initiale
u0(ω, .).
Plus précisément, il existe C, c, δ > 0 et pour tout temps 0 < T <∞ un ensemble ΩT tels que
P (ΩT ) ≥ 1− Ce−c/ arctan(2T )δ ,
et tels que pour tout élément ω ∈ ΩT , il existe une unique solution à l'équation (NLS) avec donnée
initiale u0(ω, .) dans un espace continûment inclus dans C0([−T, T ], H d−12 (Rd)).
Théorème 1.4.9 Si de plus, pour tout n ∈ N, gn a une distribution symétrique, alors
lim
η→0
µ
(
u0 ∈ H
d−1
2 (Rd)/ on ait existence globale et scattering | ||u0||
H
d−1
2 (Rd)
≤ η
)
= 1.
Commentaires : Le Théorème 1.4.7 est un complément du Théorème 1.4.3. En eﬀet il permet de
construire des solutions globales pour toutes les équations de Schrödinger avec des données initiales qui
sont dans H
d−1
2 (Rd), alors que le problème est H
d
2
− 2
p−1 (Rd) critique. De plus, les variables aléatoires
de départs sont supposées très générales et la base de fonctions propres quelconque.
Le Théorème 1.4.8 permet d'établir que le problème est localement presque surement bien posé sur
H
d−1
2 (Rd).
Enﬁn, le Théorème 1.4.9 est l'analogue du Théorème 1.4.4 dans cette situation.
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Présentation des résultats du chapitre 4
On suppose que la base (hn)n∈N est quelconque, que d = 2, p = 5 et que la suite de variables
aléatoires (gn)n∈N vériﬁe (Hγ)(HE1)(H01)(H02) ou (Hγ)(HE2)(H01)(H02), alors on établit le résultat
suivant :
Théorème 1.4.10 Soient σ ∈ ]16 , 12[ et s ∈ ]12 , 13 + σ[, alors pour tout u0 ∈ Hσ(R2), il existe un
ensemble Ω′ ⊂ Ω qui vériﬁe les propriétés suivantes :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(R2) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(R2) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(R2) = 0.
De plus si u0 /∈ Hs(R2) alors µ
(
u0 ∈ Hσ(R2)/ u0 ∈ Hs(R2)
)
= 0.
Commentaires : Sous les mêmes hypothèses que le Théorème 1.4.7, le Théorème 1.4.10 permet,
pour l'équation de Schrödinger quintique en dimension 2, de construire des solutions globales pour des
données initiales qui sont moralement dans H
1
6 (R2), alors que le problème est H
1
2 (R2) critique. Cela
complète le Théorème 1.4.7 qui était vide pour p = 5.
1.4.4 Lien avec un théorème de Kakutani
Pour terminer ce chapitre, on énonce un théorème de Kakutani qui permet d'expliquer que le
nombre de solutions globales indépendantes construites pour l'équation (NLS) est inﬁni non dénom-
brable (et très grand). Dans [BT4], en Proposition B.1, on trouve le théorème suivant :
Théorème 1.4.11 On suppose que g1n et g
2
n ∼ NR(0, 1) alors pour
u10 =
∑
n∈N
c1nhn(x) ∈ Hσ(Rd) et u20 =
∑
n∈N
c2nhn(x) ∈ Hσ(Rd),
notons µ1 et µ2 les deux mesures construites à partir de u10 et u
2
0 selon le même principe que la section
1.4.1. Alors,
si
∑
n∈N
(∣∣∣∣ c1nc2n
∣∣∣∣− 1)2 <∞ alors µ1  µ2  µ1,
et si
∑
n∈N
(∣∣∣∣ c1nc2n
∣∣∣∣− 1)2 =∞ alors µ1 et µ2 sont singulières l'une par rapport à l'autre.
Il suﬃt ensuite de choisir c2n = tc
1
n avec t 6= 1 pour obtenir la seconde condition et construire un
nombre non dénombrable de mesures singulières les unes par rapports aux autres.
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CHAPITRE 2. SOLUTIONS GLOBALES POUR L'ÉQUATION DE
SCHRÖDINGER CUBIQUE EN DIMENSION 3
Dans ce chapitre, on construit un grand nombre de solutions globales pour l'équation de Schrödin-
ger cubique en dimension 3 pour des données initiales qui sont moralement dans L2(R3), alors que le
problème est H1/2(R3) critique. On montre également que les solutions construites diﬀusent en +∞
et en −∞. Comme rappelé dans le chapitre 1, pour prouver un tel résultat, on utilise les idées de
N.Burq, L.Thomann et N.Tzvetkov développées dans [BT2] et [BTT] en rendant la donnée initiale
aléatoire pour gagner de la dérivabilité dans un certain espace Lp.
Il est à noter deux résultats fondamentaux intermédiaires :
-La transformation de lentille (introduite par [N] et [C], utilisée en dimension 1 dans [BTT] et dont
nous rappelons les propriétés utiles en section 2.1.3) qui permet de se ramener à prouver l'existence
locale de solutions sur ]− pi4 ; pi4 [ pour l'équation de Schrödinger avec potentiel harmonique.
-L'existence d'une estimée bilinéaire de type Bourgain pour l'oscillateur harmonique qui va nous per-
mettre de gagner la demi dérivée manquante sur les termes d'ordre 1 en u0. Cette estimée est analogue
à l'estimée bilinéaire pour le laplacien prouvée par Bourgain (voir [S] pour avoir une démonstration).
On utilisera cette dernière ainsi que la transformation de lentille pour obtenir l'estimée bilinéaire ver-
sion oscillateur harmonique en section 2.3.
On passe ensuite à la démonstration des théorèmes. En sections 2.4 et 2.5, par analogie aux Théorèmes
1 de [CG1] ou 2 de [CG2], on démontre que si la donnée initiale est petite pour une certaine norme,
alors on peut appliquer un théorème de point ﬁxe et obtenir des solutions globales. Puis, pour conclure
à la démonstration, on évalue en section 2.6 la régularité de la donnée initiale, pour enﬁn montrer, en
section 2.7, que l'ensemble des données initiales pour lesquelles la norme en question soit petite est de
probabilité non nulle. Pour cela, on utilise les méthodes de N.Burq et N.Tzevtkov développées dans
les paragraphes 3 et 4 de [BT2].
En section 2.8, on vériﬁe que la donnée initiale rendue aléatoire ne permet pas un gain de dérivées
dans L2(R3) et que le problème reste bien sur-critique de même indice. En analogie avec le Théo-
rème 2 dans [CGP], on montre également que la donnée initiale est "assez grande" dans Hs(R3) pour
0 < s  1. Ainsi les solutions globales construites seront valables pour des équations sur-critiques à
données initiales grandes.
Pour simpliﬁer les calculs, on suppose que (d, p) = (3, 3) dans l'énoncé du théorème et une grosse
partie de la démonstration. Mais, pour les lemmes préliminaires sans calculs, on supposera la dimen-
sion d quelconque. Cela nous permettra, dans la partie 2.9, d'expliquer pourquoi la preuve s'adapte
en dimension d ≥ 2.
Dans tout ce chapitre, on suppose que la base (hn)n∈N vériﬁe l'hypothèse (⊗). Si la suite de va-
riables aléatoires (gn)n∈N est identiquement distribuée avec gn ∼ NC(0, 1), alors on établit les deux
théorèmes suivants :
Théorème 2.0.12 Soient σ ∈]0, 12 [ avec u0 ∈ H
σ
(R3) et s ∈]12 , 12 + σ[, alors il existe un ensemble
Ω′ ⊂ Ω vériﬁant les conditions suivantes :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
37
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(R3) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(R3) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(R3) = 0.
Théorème 2.0.13 Si 12 > σ > 0 et u0 ∈ H
σ
(R3) alors
lim
η→0
µ
(
u0 ∈ Hσ(R3)/ on ait existence globale et scattering | ||u0||Hσ(R3) ≤ η
)
= 1. (2.1)
De plus, si (u10, u
2
0) ∈ Hσ(R3)×Hσ(R3) alors pour tout  > 0,
lim
η→0
µ1 ⊗ µ2
(
(u10, u
2
0) ∈ Hσ(R3)×Hσ(R3)/u˜1 et u˜2
sont globales avec ||u˜1 − u˜2||X0 ≤  | ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 1,
(2.2)
où µi correspond à la loi de la variable aléatoire ω → ui0(ω, .).
Si la suite de variables aléatoires (gn)n∈N est identiquement distribuée avec gn ∼ B(12), où  est une
constante strictement positive, alors on établit le théorème suivant :
Théorème 2.0.14 Soient σ ∈]0, 12 [ avec u0 ∈ H
σ
(R3) et s ∈]12 , 12 + σ[ alors pour tout α ∈]0, 1] il
existe une constante  > 0 et un ensemble Ω,α vériﬁant les conditions suivantes :
i) P (Ω,α) ≥ 1− α.
ii) Pour tout élément ω ∈ Ω,α, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω,α, il existe L+ et L− ∈ Hs(R3) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(R3) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(R3) = 0.
Enﬁn, dans ces deux situations, on établit le théorème suivant :
Théorème 2.0.15
Pour tout s ≥ 0, si u0 /∈ Hs(R3) alors uω0 /∈ Hs(R3) ω presque surement.
De plus, sous les conditions du théorème 2.0.12, pour tout M ≥ 1, il existe au moins une donnée
initiale u0 ∈ Hσ+0(R3) telle que
− P
(
Ω′ ∩ ||uω0 ||Hσ+0(R3) ≥M
)
> 0,
− u0 /∈ Hσ+δ+0(R3) pour tout δ > 0.
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Enﬁn, sous les conditions du théorème 2.0.14, pour tout t > 0, pour tout M ≥ 1 et tout α ∈]0, 1], il
existe au moins une donnée initiale u0 ∈ Hσ+0(R3) telle que
− P
(
Ω,α ∩ ||uω0 ||Hσ+0(R3) ≥M
)
> 1− α− t,
− u0 /∈ Hσ+δ+0(R3) pour tout δ > 0.
Remarque : Dans le cas gaussien, il est à noter que l'ensemble P (Ω′) peut être choisi aussi proche
de 1 qu'on le souhaite (mais jamais égal à 1) si l'on suppose ||u0||Hσ(R3) petit.
En revanche, de manière générale, P (Ω′) est petit. En eﬀet, on peut démontrer (à l'aide des remarques
ﬁgurant dans la section 2.7.1) que pour tous σ′ > σ et α ∈]0, 1], il existe deux constantes R et C > 0
telles que
si u0 ∈ Hσ
′
(R3) avec ||u0||
H
σ′
(R3)
≥ R alors P (Ω′) ≥ (1− α)× e
−C||u0||
6
σ′−σ
H
σ′
(R3)
log ||u0||
H
σ′
(R3) .
2.1 Résultats préliminaires
Dans cette section, excepté dans la quatrième partie, on suppose la dimension d'espace d quel-
conque.
2.1.1 Les estimées de Strichartz pour l'oscillateur harmonique
Dans ce premier paragraphe, on établit les estimées de Strichartz pour l'oscillateur harmonique.
Déﬁnition 2.1.1 Soit (q, r) ∈ [2,∞]2 alors on dit que (q, r) est admissible si et seulement si
(q, r, d) 6= (2,∞, 2) et 2
q
=
d
2
− d
r
.
Déﬁnition 2.1.2 Pour s ∈ R et T ≥ 0, on déﬁnit
X
s
T =
⋂
(q,r) admissible
Lq([−T, T ],W s,r(Rd)).
Proposition 2.1.3 Pour tout temps T ≥ 0, il existe une constante CT > 0 telle que pour toute
fonction u ∈ Hs(Rd),
||e−itHu||XsT ≤ CT ||u||Hs(Rd).
Preuve
Quitte à remplacer u par eiTHu, il suﬃt de prouver l'estimation pour un certain T > 0, par exemple
pour T = pi4 . De même, quitte à remplacer u par H
s
2u, on peut limiter la preuve au cas où s = 0.
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Dans [Ta2], nous avons que
e−itHu(t, x) =
(
1
cos 2t
)d/2
× eit∆u
(
1
2
tan 2t,
x
cos 2t
)
× e− ix
2 tan 2t
2 .
Ainsi, si le couple (q, r) est admissible, on obtient
||e−itHu||Lq(]−pi
4
,pi
4
[,Lr(Rd)) =
∣∣∣∣∣∣∣∣ ( 1cos 2t
)d/2
× eit∆u
(
1
2
tan 2t,
x
cos 2t
)
× e− ix
2 tan 2t
2
∣∣∣∣∣∣∣∣
Lq(]−pi
4
,pi
4
[,Lr(Rd))
= ||eit∆u||Lq(R,Lr(Rd)).
Puis, nous pouvons utiliser les estimées de Strichartz pour le laplacien, soit le Théorème 1.1.5, pour
conclure. 
Proposition 2.1.4 Pour tout temps T ≥ 0, il existe une constante CT > 0 telle que pour tout couple
(q, r) admissible, réel s et fonction F ∈ Lq′([T, T ],W s,r′(Rd)),∣∣∣∣∣∣∣∣ ∫ t
0
e−i(t−s)HF (s)ds
∣∣∣∣∣∣∣∣
X
s
T
≤ C||F ||
Lq′ ([−T,T ],W s,r′ (Rd)).
Preuve
Il s'agit de la même preuve que celle des estimées de Strichartz pour le laplacien que l'on peut trouver
dans [Ta1]. En utilisant la Proposition 2.1.3, par dualité, on obtient∣∣∣∣∣∣∣∣ ∫ T−T eisHF (s)
∣∣∣∣∣∣∣∣
H
s
(Rd)
≤ C||F ||
Lq′ ([−T,T ],W s,r′ (Rd)).
Et ﬁnalement, on établit que∣∣∣∣∣∣∣∣ ∫ T−T e−i(t−s)HF (s)ds
∣∣∣∣∣∣∣∣
X
s
T
≤ C||F ||
Lq′ ([−T,T ],W s,r′ (Rd)),
puis nous pouvons conclure en utilisant le lemme de Christ-Kiselev. 
2.1.2 Quelques propriétés des espaces de Bourgain
Dans ce second paragraphe, on déﬁnit les espaces de Bourgain puis on établit leurs diﬀérentes
propriétés.
Déﬁnition 2.1.5 On déﬁnit l'espace X
s,b
= X
s,b
(R ∗Rd) comme le complété de C∞0 (R ∗Rd) pour la
norme
||u||2
X
s,b =
∑
n∈N
|| < t+ λ2n >b λsnP̂nu(t)||2L2t (R,L2x(Rd))
=
∑
n∈N
||Hs/2eitHPnu(t, .)||2L2x(Rd,Hbt (R)),
où P̂nu(t) désigne la transformée de Fourier de Pnu :=< u, hn >L2(Rd)×L2(Rd) ∗ hn par rapport à la
variable temps.
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Remarque : Au vu de cette déﬁnition, il est important de noter que
||Hs/2eitHu(t, .)||L2x(Rd,Hbt (R)) ≤ ||u||Xs,b .
Dans les propositions suivantes 2.1.6, 2.1.7, 2.1.8, 2.1.9, 2.1.10 et 2.1.12, quitte à remplacer u par
Hs/2u, il sera légitime de limiter la preuve au cas où s = 0.
Proposition 2.1.6 Pour tout temps T ≥ 0 et tout entier b > 12 , il existe une constante CT >
0 telle que pour tout entier s ∈ R et pour tout couple admissible (q, r), si u ∈ Xs,b alors u ∈
Lq([−T, T ],W s,r(Rd)) et
||u||Lq([−T,T ],W s,r(Rd)) ≤ CT ||u||Xs,b .
Preuve
Par la transformée de Fourier inverse, on a
u(t, x) =
1
2pi
∫
R
∑
n∈N
eitτ P̂n(u)(τ) dτ.
On pose
fτ0 =
∑
n∈N
P̂n(u)(τ0 − λ2n)
et on a alors
e−itHfτ0 =
∑
n∈N
e−itλ
2
nP̂n(u)(τ0 − λ2n).
Par conséquent, on obtient que
1
2pi
∫
R
eitτ0(e−itHfτ0) dτ0 =
1
2pi
∑
n∈N
∫
R
eit(τ0−λ
2
n)P̂n(u)(τ0 − λ2n) dτ0
=
1
2pi
∑
n∈N
∫
R
eitτ P̂n(u)(τ) dτ
= u(t, x).
Puis, comme b > 12 , en utilisant la Proposition 2.1.3 et l'inégalité de Cauchy-Schwarz, on établit que
||u||Lq([−T,T ],Lr(Rd)) ≤ CT
∫
R
||fτ0 ||L2(Rd) dτ0
≤ CT
(∫
R
< τ0 >
2b ||fτ0 ||2L2(Rd) dτ0
)1/2
≤ C||u||
X
0,b .

Proposition 2.1.7 Pour tout θ ∈ [0, 1], si b > 1−θ2 alors il existe une constante C > 0 telle que pour
tout entier s et toute fonction u ∈ Xs,b,
||u||
L
2
θ (R,H
s
(Rd))
≤ C||u||
X
s,b .
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Preuve
À l'aide de la transformée de Fourier inverse, on a
Pnu(t) =
1
2pi
∫
R
< τ + λ2n >
b
< τ + λ2n >
b
× eitτ × P̂nu(τ) dτ.
Puis, pour b > 12 , on obtient par l'inégalité de Cauchy-Schwarz que
|Pnu(t)| ≤ C
(∫
R
< τ + λ2n >
2b |P̂nu(τ)|2 dτ
)1/2
.
Ainsi, en élevant au carré, en intégrant sur Rd puis en sommant pour n ∈ N, on obtient pour tout
réel b > 12 et fonction u ∈ X
0,b
,
||u||L∞(R,L2(Rd)) ≤ C||u||X0,b .
Mais, par déﬁnition,
||u||L2(R,L2(Rd)) = ||u||X0,0
donc le résultat suit par interpolation. 
Proposition 2.1.8 Pour toute constante 1 > δ > 0, il existe deux constantes b′ < 12 et C > 0 telles
que pour tout entier s ∈ R et toute fonction u ∈ L1+δ(R, Hs(Rd)),
||u||
X
s,−b′ ≤ C||u||L1+δ(R,Hs(Rd)).
Preuve
D'après la Proposition 2.1.7, on a par dualité que pour tout θ ∈ [0, 1] et b > 1−θ2 , il existe C > 0 telle
que pour toute fonction u ∈ L 22−θ (R, L2(Rd))
||u||
X
0,−b ≤ C||u||
L
2
2−θ (R,L2(Rd))
.
Puis on choisit θ = 2δ1+δ et b =
1−θ+δ
2 <
1
2 pour obtenir la proposition. 
Proposition 2.1.9 Soit ψ ∈ C∞0 (R) alors pour tout b ≥ 0, il existe une constante C > 0 telle que
pour tout s ∈ R et toute fonction u ∈ Xs,b,
||ψ(t)u||
X
s,b ≤ C||u||
X
s,b
Preuve
En utilisant que
< τ + λ2n + τ0 >
b ≤ 2 b2 < τ0 >b × < τ + λ2n >b,
on obtient
||eitτ0u||2
X
0,b =
∑
n∈N
|| < τ + τ0 + λ2n >b P̂nu(τ)||2L2(R,L2(Rd))
≤ 2b < τ0 >2b ×
∑
n∈N
|| < τ + λ2n >b P̂nu(τ)||2L2(R,L2(Rd))
≤ 2b < τ0 >2b ||u||2
X
0,b .
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Puis, nous pouvons écrire
ψ(t) =
1
2pi
∫
R
ψˆ(τ0)e
itτ0 dτ0
pour établir
||ψ(t)u||
X
0,b ≤ 1
2pi
× 2 b2 ×
(∫
R
< τ0 >
b |ψˆ(τ0)|dτ0
)
× ||u||
X
0,b .
Ainsi, la proposition est établie en utilisant que la fonction ψ est à décroissance rapide. 
Proposition 2.1.10 Soit ψ ∈ C∞0 (R) alors pour tout 1 ≥ b > 12 , il existe une constante C > 0 telle
que pour tout s ∈ R et toute fonction F ∈ Xs,b−1,
∣∣∣∣∣∣∣∣ψ(t) ∫ t
0
e−i(t−s)HF (s) ds
∣∣∣∣∣∣∣∣
X
s,b
≤ C||F ||
X
s,b−1 .
Preuve
On utilise la même preuve que celle du Lemme 3.2 de [G] avec b′ = 1 − b et T = 1. En utilisant la
déﬁnition de X
0,b
, on remarque qu'il suﬃt de prouver que
∣∣∣∣∣∣∣∣ψ(t) ∫ t
0
g(s)ds
∣∣∣∣∣∣∣∣
Hb(R)
≤ C||g||Hb−1(R), ∀g ∈ Hb−1(R). (2.3)
En eﬀet, nous pouvons appliquer (2.3) à g(s) = Pn(eisHF ), élever au carré, intégrer sur x ∈ Rd et
sommer sur n ∈ N pour obtenir la Proposition 2.1.10.
On a ∫ t
0
g(s)ds =
1
2pi
∫ t
0
∫
τ∈R
eisτ gˆ(τ)dτds
=
1
2pi
∫
τ∈R
gˆ(τ)
∫ t
0
eisτdsdτ
=
1
2pi
∫
τ∈R
eitτ − 1
iτ
gˆ(τ)dτ :=
1
2pi
J.
Par conséquent,
∣∣∣∣∣∣∣∣ψ(t) ∫ t
0
g(s)ds
∣∣∣∣∣∣∣∣
Hb(R)
≤ ||ψ(t)J ||L2(R) + ||∇b(ψ)J ||L2(R) + ||ψ∇b(J)||L2(R).
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En utilisant que b > 12 , par l'inégalité de Hölder, on établit
||ψ(t)J ||L2t (R) ≤
∫
τ∈R
||e
itτ − 1
iτ
× ψ(t)× gˆ(τ)||L2t (R) dτ
≤
∫
|τ |≤1
||e
itτ − 1
iτ
× ψ(t)× gˆ(τ)||L2t (R) dτ +
∫
|τ |≥1
||e
itτ − 1
iτ
× ψ(t)× gˆ(τ)||L2t (R) dτ
≤
∫
|τ |≤1
|gˆ(τ)| dτ +
∫
|τ |≥1
τ−1 |gˆ(τ)| dτ
≤ ||g||Hb−1(R) +
(∫
|τ |≥1
1
|τ |2 ∗ (1 + |τ |2)b−1 dτ
)1/2
× ||g||Hb−1(R)
≤ ||g||Hb−1(R).
Et comme 12 < b, on a également
||ψ∇b(J)||L2t (R) = ||ψ(t)
∫
τ∈R
τ b−1eitτ gˆ(τ) dτ ||L2t (R)
≤ ||ψ(t) F−1(1|τ |≥1 τ b−1gˆ(τ))(t)||L2t (R) +
∫
|τ |≤1
|τ |b−1|gˆ(τ)| dτ
≤ || 1|τ |≥1 τ b−1gˆ(τ)||L2τ (R) +
(∫
|τ |≤1
( |τ |2
1 + |τ |2
)b−1
dτ
)1/2
× ||g||Hb−1(R)
≤ ||g||Hb−1(R).

À partir de maintenant, on pose T = pi4 jusque la ﬁn du chapitre, puis on déﬁnit un nouvel espace de
Bourgain qui va nous intéresser.
Déﬁnition 2.1.11 On déﬁnit l'espace X
s,b
T = X
s,b
([−T ;T ] ∗ Rd) comme le sous ensemble de Xs,b
pour lequel la norme suivante
||u||
X
s,b
T
= inf
w∈Xs,b
{
||w||
X
s,b avec w|[−T,T ] = u
}
est ﬁnie.
Proposition 2.1.12 Soient b > 12 et s ∈ R alors
X
s,b
T ↪→ C0([−T, T ], Hs(Rd)).
Preuve
Soient une fonction u ∈ X0,bT , un réel t ∈ [−T, T ] et une suite tk ∈ [−T, T ] avec lim
t→∞ tk = t et montrons
que
lim
k→∞
||u(tk)− u(t)||L2(Rd) = 0.
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Soit w ∈ X0,b telle que w|[−T,T ] = u, il suﬃt d'établir que
lim
k→∞
||w(tk)− w(t)||L2(Rd) = 0.
On a
Pnw(t)− Pnw(tk) = 1
2pi
∫
R
< τ + λ2n >
b
< τ + λ2n >
b
× (eitτ − eitkτ )× P̂nw(τ) dτ.
Puis, en utilisant l'inégalité de Cauchy-Schwarz, on obtient
||w(t)− w(tk)||2L2(Rd) =
1
4pi2
×
∑
n∈N
|| < τ + λ2n >b ×(eitτ − eitkτ )× P̂nw(τ)||2L2τ (R,L2x(Rd)).
Ainsi, par le théorème de convergence dominée,
lim
k→∞
||w(t)− w(tk)||2L2(Rd) = 0.

2.1.3 La transformation de Lentille
Dans ce troisième paragraphe, on déﬁnit la transformation de lentille puis on établit ses propriétés
fondamentales.
Déﬁnition 2.1.13 Pour u(t, x) une fonction mesurable de ] − pi4 ; pi4 [×Rd, on déﬁnit pour t ∈ R et
x ∈ Rd, la fonction u˜(t, x) de la façon suivante :
u˜(t, x) =
(
1√
1 + 4t2
)d/2
× u
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 .
Dans [N], [C] ou [Ta2], on peut trouver la proposition suivante :
Proposition 2.1.14 Soit K ∈ R alors,
u est solution de i∂u∂t −Hu = K cos(2t)
d
2
(p−1)−2|u|p−1u
si et seulement si u˜ est solution de i∂u˜∂t + ∆u˜ = K|u˜|p−1u˜ .
Proposition 2.1.15 Soit s ≥ 0 alors il existe une constante C > 0 telle que pour tous p ∈ [1,+∞] et
q ∈ [1,+∞] vériﬁant 2p + dq − d2 ≤ 0, on a pour toute fonction u ∈ Lp([−T, T ],W
s,q
(Rd)),
||u˜||Lp(R,W s,q(Rd)) ≤ C||u||Lp([−T,T ],W s,q(Rd)).
Preuve
Par interpolation, il suﬃt de prouver le résultat pour s = n ∈ N. Soit α ∈ Nd avec |α| ≤ n, alors grâce
à la formule de Leibniz, on obtient
∂αx u˜(t, x) = ∂
α
x
((
1√
1 + 4t2
)d/2
× u
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2
)
=
(
1√
1 + 4t2
)d/2
×
∑
0≤β≤α
(
α
β
)
∂βx
(
u
(
1
2
arctan(2t),
x√
1 + 4t2
))
× ∂α−βx
(
e
ix2t
1+4t2
)
.
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Puis, comme
| ∂α−βx (e
ix2t
1+4t2 )| ≤ Cα,β
(
1 + | x√
1 + 4t2
||α−β|
)
,
on établit
| ∂αx u˜(t, x)| ≤
∑
0≤β≤α
Cα,β
(
1√
1 + 4t2
)d/2+|β|
×|∂βxu|
(
1
2
arctan(2t),
x√
1 + 4t2
)
×
(
1 + | x√
1 + 4t2
||α−β|
)
.
Par conséquent,
||∂αx u˜||Lp(R,Lq(Rd)) ≤
∑
0≤β≤α
Cα,β||
(
1√
1 + 4t2
)d/2+d/q+|β|
× ||u
(
1
2
arctan(2t), .
)
||
W
|α|,q
(Rd)
||Lp(R)
≤
∑
0≤β≤α
Cα,β||
(
1√
1 + tan2 2t
)d/2+d/q−2/p+|β|
× u(t, x)||
Lp([−T,T ],W |α|,q(Rd)).
Pour conclure, il suﬃt de remarquer que d2 +
d
q − 2p + |β| ≥ 0 pour β ∈ Nd. 
Finalement on a établi la proposition suivante :
Proposition 2.1.16 Soient s ≥ 0 et u ∈ XsT alors u˜ ∈ Xs et il existe une constante C > 0 telle que
pour tout u ∈ XsT ,
||u˜||Xs ≤ C||u||XsT .
Remarque : On peut énoncer une version locale de ce résultat. Soit s ≥ 0, alors il existe une constante
C > 0 telle que pour tout temps T ≥ 0 et toute fonction u ∈ Xs1/2×arctan(2T ),
||u˜||XsT ≤ C||u||Xs1/2×arctan(2T ) .
Ainsi, grâce à la Proposition 2.1.6, on obtient la proposition suivante :
Proposition 2.1.17 Soient b > 12 , s ≥ 0 et u ∈ X
s,b
T alors u˜ ∈ Xs et il existe une constante c > 0
telle que pour tout u ∈ Xs,bT ,
||u˜||Xs ≤ c||u||Xs,bT .
Enﬁn, on conclut cette section par un dernier lemme qui nous permettra d'établir que les solutions
gloables construites diﬀusent en −∞ et en +∞.
Lemme 2.1.18 Pour tout t ∈ R et x ∈ R3, on a(
eit∆F (
1
2
arctan 2t, .)
)
(t, x)
=
(
1√
1 + 4t2
)3/2
× (e−itHF (t, .))
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 .
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Preuve
Rappelons la formule de Mehler, pour t ∈]− T, T [ et x ∈ R3, on a
(e−itHf)(t, x) =
(
1
2pii sin 2t
) 3
2
∫
R3
e
i
2 (
cos 2t
sin 2t
x2− xy
sin 2t
+ cos 2t
sin 2t
y2)f(y) dy.
Par conséquent, (
1√
1 + 4t2
)3/2
× (e−itHF (t, .))
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2
=
(
1
4piit
) 3
2
×
∫
R3
e
i(x−y)2
4t F
(
1
2
arctan(2t), y
)
dy
=
(
eit∆F (
1
2
arctan 2t, .)
)
(t, x).

2.1.4 Propriétés basiques des fonctions propres de l'oscillateur harmonique
Dans ce quatrième paragraphe, on donne quelques estimations classiques des fonctions propres de
l'oscillateur harmonique. Rappelons que l'hypothèse (⊗) est satisfaite et que les estimations écrites
sont valables, à priori, uniquement dans ce cadre.
Proposition 2.1.19 Pour tout δ > 0, il existe une constante Cδ > 0 telle que pour tous n,m, k ∈ N3,
||hn||L4(R3) ≤ Cλ−1/4n (log λn)3, (2.4)
||hn||L∞(R3) ≤ Cλ−1/6n , (2.5)
||hnhm||L2(R3) ≤ Cδ max(λn, λm)−1/2+δ, (2.6)
||hnhmhk||L2(R3) ≤ Cδ max(λn, λm, λk)−1/2+δ. (2.7)
Preuve
Les estimations (2.4) et (2.5) sont très connues en dimension 1 (voir [KT] pour une démonstration).
Dans ce cadre en dimension 3, comme λ2n = λ
2
n1 +λ
2
n2 +λ
2
n3 alors il existe i ∈ (1, 2, 3) tel que λ2ni ≥ λ
2
n
3 .
Ainsi, on obtient
||hn||L4(R3) = ||hn1 ||L4x(R)||hn2 ||L4y(R)||hn3 ||L4z(R)
≤ Cλ−1/4n1 λ−1/4n2 λ−1/4n3 log(λn1) log(λn2) log(λn3)
≤ Cλ−1/4n (log λn)3,
car λn1 ≤ λn, λn2 ≤ λn et λn3 ≤ λn.
Nous pouvons faire la même preuve pour l'estimation (2.5).
Ensuite, l'estimation (2.6) est démontrée en dimension 1 dans [BTT].
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On peut supposer que max(λn, λm) = λn et max(λn1 , λn2 , λn3) = λn1 , alors λ
2
n1 ≥ λ
2
n
3 ≥ λ
2
m
3 ≥
λ2m1
3 .
Puis, grâce à (2.4), on obtient
||hnhm||L2(R3) = ||hn1hm1 ||L2x(R)||hm2hm2 ||L2y(R)||hn3hm3 ||L2z(R)
≤ ||hn1hm1 ||L2x(R)||hn2 ||L4y(R)||hm2 ||L4y(R)||hn3 ||L4z(R)||hm3 ||L4z(R)
≤ Cδλ−1/2+δn1
≤ Cδλ−1/2+δn .
Pour l'estimation (2.7), supposons que max(λn, λm, λk) = λn. Alors, en utilisant (2.5) et (2.6), on
trouve
||hnhmhk||L2(R3) ≤ ||hnhm||L2(R3)||hk||L∞(R3)
≤ Cδλ−1/2+δn
≤ Cδ max(λn, λm, λk)−1/2+δ.
Ce qui démontre la proposition. 
Lemme 2.1.20 Pour tout s ∈ R, il existe une constante C > 0 telle que pour toutes fonctions
f, g, h ∈ Hs(R),
||f(x)g(y)h(z)||Hs(R3) ≤ C × (||f ||Hs(R)||g||L2(R)||h||L2(R) + ||f ||L2(R)||g||Hs(R)||h||L2(R)
+ ||f ||L2(R)||g||L2(R)||h||Hs(R)).
Preuve
Il suﬃt d'établir le résultat dans le cas où f(x) = hn(x), g(y) = hm(y), h(z) = hk(z).
Dans ce cas, on a
||f(x)g(y)h(z)||Hs(R3) = || Hs/2[f(x)g(y)h(z)] ||L2(R3)
= || (λ2n + λ2m + λ2k)s/2[hn(x)hm(y)hk(z)] ||L2(R3)
≤ λsn||hn(x)hm(y)hk(z)||L2(R3) + λsm||hn(x)hm(y)hk(z)||L2(R3)
+ λsk||hn(x)hm(y)hk(z)||L2(R3)
≤ ||hn||Hs(R)||hm||L2(R)||hk||L2(R) + ||hn||L2(R)||hm||Hs(R)||hk||L2(R3)
+ ||hn||L2(R)||hm||L2(R)||hk||Hs(R).

Proposition 2.1.21 Pour tout δ > 0 et tout s ∈ [0, 1], il existe une constante C > 0 telle que pour
tous n,m, k ∈ N3,
|| hnhm||Hs(R3) ≤ C ×max(λn, λm)s−1/2+δ,
|| hnhmhk||Hs(R3) ≤ C ×max(λn, λm, λk)s−1/2+δ.
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Preuve
Grâce à (2.6) et (2.7), par interpolation, il suﬃt d'établir les inégalités pour s = 1.
Pour la première inégalité, on peut supposer que max(λn, λm) = λn et max(λn1 , λn2 , λn3) = λn1 .
En utilisant le Lemme 2.1.20, (2.4) et le Lemme A.8 de [BTT] avec θ = 1, on trouve
||hnhm||H1(R3) ≤ C × (||hn1hm1 ||H1(R) + ||hn2hm2 ||H1(R) + ||hn3hm3 ]||H1(R))
≤ C × (max(λn1 , λm1)1/2+δ + max(λn2 , λm2)1/2+δ + max(λn3 , λm3)1/2+δ)
≤ C ×max(λn, λm)1/2+δ.
Pour le seconde inégalité, on peut supposer que max(λn, λm, λk) = λn alors, grâce à l'inégalité précé-
dente,
||hnhmhk||H1(R3) ≤ ||hnhm||H1(R3)||hk||L∞(R3) + ||hnhm||L2(R3)||hk||W 1,∞(R3)
≤ C ×max(λn, λm)1/2+δλ−1/6k + C ×max(λn, λm)−1/2+δλ5/6k
≤ C ×max(λn, λm, λk)1/2+δ.
Ce qui démontre la proposition. 
Proposition 2.1.22 Soient δ > 0, l ≥ 4 et N ≥ 1, alors il existe une constante CN > 0 telle que si
on suppose
λn1 ≥ λ1+δn2 et λn2 ≥ λn3 ≥ ... ≥ λnl , cela implique que
∣∣∣∣ ∫
R3
l∏
i=1
hni(x)dx
∣∣∣∣ ≤ CNλ−Nn1 .
Preuve
En utilisant (2.4) et (2.5), on obtient
∣∣∣∣ ∫
R3
l∏
i=1
hni(x)dx
∣∣∣∣ ≤ λ−2kn1 × ||Hk( l∏
i=2
hni)hn1 ||L1(R3)
≤ λ−2kn1 × ||
l∏
i=2
hni ||H2k(R3)
≤ Ck × λ−2kn1 λ2kn2 ×
l∏
i=2
||hni ||L2(l−1)(R3)
≤ Ck ×
(
λn2
λn1
)2k
≤ Ck × λ
−kδ
1+δ
n1 , ∀k ∈ N∗.

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Soit η ∈ C∞0 (R) tel que η(0) = η(1) = 1 et η(2) = 0, alors on déﬁnit pour N = 2k la suite d'opérateurs
suivante :
∆N (u) =
{
(η( H
N2
)− η(4H
N2
))u pour N ≥ 1,
0 sinon.
Remarquons que si λn /∈ [N2 ,
√
2N ] alors ∆N (hn) = 0 et que
∑
N
∆N (u) = u.
Lemme 2.1.23 Il existe b′ < 12 tel que pour tous δ > 0 et K ≥ 1, on ait l'existence d'une constante
CK > 0 telle que si on suppose N1 ≥ N1+δ2 et N2 ≥ N3 ≥ N4 alors pour tous u1, u2, u3, u4 ∈ X
0,b′
,
∣∣∣∣ ∫
R∗R3
∆N1(u1)∆N2(u2)∆N3(u3)∆N4(u4)
∣∣∣∣ ≤ CKN−K1 4∏
i=1
||∆Ni(ui)||X0,b′ .
Preuve
On commence par étudier le cas où ui(t, x) = ci(t)hni(x). D'après les Propositions 2.1.22 et 2.1.7, on
trouve∣∣∣∣ ∫
R∗R3
∆N1(u1)∆N2(u2)∆N3(u3)∆N4(u4)
∣∣∣∣ = ∣∣∣∣ ∫
R∗R3
4∏
i=1
φ(
λ2ni
N2i
)ci(t)hni(x) dt dx
∣∣∣∣
≤
4∏
i=1
φ(
λ2ni
N2i
)×
∫
R
|c1(t)...c4(t)| dt×
∣∣∣∣ ∫
R3
hn1(x)...hn4(x) dx
∣∣∣∣
≤ CKN−K1 ×
4∏
i=1
φ(
λ2ni
N2i
)×
4∏
i=1
||ci(.)||L4t (R)
≤ CKN−K1
4∏
i=1
||∆Ni(ui)||L4(R,L2(R3))
≤ CKN−K1
4∏
i=1
||∆Ni(ui)||X0,b′ .
Pour le cas général, on pose ui(t, x) =
∑
k∈N
ci,k(t)hk(x), alors∣∣∣∣ ∫
R∗R3
∆N1(u1)∆N2(u2)∆N3(u3)∆N4(u4)
∣∣∣∣
≤
∑
k1,k2,k3,k4
∣∣∣∣ ∫
R∗R3
∆N1(c1,k1hk1)∆N2(c2,k2hk2)∆N3(c3,k3hk3)∆N4(c4,k4hk4)
∣∣∣∣
≤ CKN−K1
∑
k1,k2,k3,k4
4∏
i=1
||∆Ni(ci,kihki)||X0,b′
≤ CKN−K+121
√√√√ ∑
k1,k2,k3,k4
4∏
i=1
||∆Ni(ci,kihki)||2
X
0,b′ .
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Or ∑
ki
||∆Ni(ci,kihki)||2
X
0,b′ =
∑
ki
∑
n
|| < τ + λn >b′ ̂Pn(ci,kihki)||2L2t (R,L2x(Rd))
=
∑
n
|| < τ + λn >b′ ̂Pn(ci,nhn)||2L2τ (R,L2x(Rd))
= ||ui||
X
0,b′ .
Ce qui démontre la proposition. 
Proposition 2.1.24 Pour tout s ≥ 0, il existe deux constantes C1 > 0 et C2 > 0 telles que pour tout
n ∈ N,
C1λ
s
n ≤ ||∇shn||L2(R3) ≤ C2λsn.
Preuve
En utilisant la Proposition 1.2.7, on a
C ′
(||∇shn||L2(R3) + || < x >s hn||L2(R3)) ≤ λsn = ||hn||Hs(R3) ≤ C (||∇shn||L2(R3) + || < x >s hn||L2(R3)) ,
puis
C ′||∇shn||L2(R3) ≤ λsn ≤ C
(
||∇shn||L2(R3) + ||∇s(hˆn)||L2(R3) + ||hn||L2(R3)
)
.
Mais comme l'hypothèse (⊗) est vériﬁée alors |hn(x)| = |hˆn(x)|, car cette égalité est vraie en dimension
1, et le résultat suit. 
2.2 Outils sur les opérateurs pseudo-diﬀérentiels et applications aux
fonctions propres
L'objectif de cette section est de présenter quelques notions de calcul pseudo-diﬀérentiel qui nous
serviront à montrer l'estimée bilinéaire de type Bourgain dans la prochaine section. On démontre
également une propriété de décroissance rapide que vériﬁe toutes bases de fonctions propres de H.
Déﬁnition 2.2.1 Pourm ∈ R, on déﬁnit Tm comme l'espace vectoriel des symboles q(x, ξ) ∈ C∞(Rd×
Rd) qui vériﬁent pour tous α ∈ Nd et β ∈ Nd, l'existence d'une constante Cα,β telle que pour tout
(x, ξ) ∈ Rd ×Rd, on ait
|∂αx ∂βξ q(x, ξ)| ≤ Cα,β(1 + |x|+ |ξ|)m−β.
Déﬁnition 2.2.2 Pourm ∈ R, on déﬁnit Sm comme l'espace vectoriel des symboles q(x, ξ) ∈ C∞(Rd×
Rd) qui vériﬁent pour tous α ∈ Nd et β ∈ Nd, l'existence d'une constante Cα,β telle que pour tout
(x, ξ) ∈ Rd ×Rd, on ait
|∂αx ∂βξ q(x, ξ)| ≤ Cα,β(1 + |ξ|)m−β.
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Déﬁnition 2.2.3 Pour q ∈ Sm ∪ Tm et h > 0, on pose Oph(q) l'opérateur déﬁni par
Oph(q)f(x) = (2pih)
−d
∫
Rd×Rd
ei(x−y)ξ/hq(x, ξ)f(y) dydξ
= (2pi)−d
∫
Rd×Rd
eixξq(x, hξ)fˆ(ξ) dξ.
Dans [M], on peut alors trouver les deux théorèmes suivants :
Théorème 2.2.4 Soient q1 ∈ Sm1 (respectivement Tm1) et q2 ∈ Sm2 (respectivement Tm2) alors il
existe un symbole q ∈ Sm1+m2 (respectivement Tm1+m2) tel que
Oph(q1) ◦Oph(q2) = Oph(q)
avec
q =
∑
|α|≤N
h|α|
i|α|
∂αξ q1∂
α
x q2 + h
N+1rN où rN ∈ Sm1+m2−(N+1) (respectivement Tm1+m2−(N+1)).
Théorème 2.2.5 Si q(x, ξ) ∈ S0 alors pour tout s ∈ R, il existe une constante C > 0 telle que pour
tout h ∈]0, 1] et toute fonction u ∈ Hs(Rd),
||Oph(q(x, ξ))u||Hs(Rd) ≤ C||u||Hs(Rd).
On énonce ensuite la propriété suivante qui va permettre d'inverser l'oscillateur harmonique modulo
un terme de reste très régularisant.
Proposition 2.2.6 Soit δ > 0 et déﬁnissons la fonction η ∈ C∞(Rd) telle que
η(x) =
{
0 si |x| ≤ 1 + δ,
1 si |x| ≥ 1 + 2δ.
Posons p(x, ξ) = ξ2 + x2 − 1 et déﬁnissons Hh = Oph(p) ∈ Oph(T 2) alors pour tout N ∈ N∗, il existe
deux opérateurs pseudo-diﬀérentiels EN ∈ Oph(T−2) et RN ∈ Oph(T−(N+1)) tels que
EN ◦Hh = η + hN+1RN .
Preuve
On pose
e0 =
η
p
∈ T−2.
et pour n ≥ 1, on déﬁnit en par récurrence de la façon suivante :
en = −1
p
∑
|α|+j=n,j 6=n
1
i|α|
∂αξ ej∂
α
x p ∈ T−2−n.
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Enﬁn, on pose
EN = Oph
 ∑
0≤j≤N
hjej
 .
Alors, par la Proposition 2.2.4,
EN o Hh = Oph
 ∑
0≤j≤N
hjej
 o Oph(p)
= Oph
 ∑
|α|+j≤N
h|α|+j
i|α|
∂αξ ej∂
α
x p+ h
N+1rN

= Oph
 ∑
|α|+j≤N
h|α|+j
i|α|
∂αξ ej∂
α
x p
+ hN+1RN
avec RN = Oph(rN ) ∈ Oph
(
T−(N+1)
)
.
Or ∑
|α|+j≤N
h|α|+j
i|α|
∂αξ ej∂
α
x p = e0p+
∑
1≤l≤N
∑
|α|+j=l
hl
i|α|
∂αξ ej∂
α
x p
= η +
∑
1≤l≤N
hl
 ∑
|α|+j=l,j 6=l
1
i|α|
∂αξ ej∂
α
x p+ el.p

= η.

On peut donc maintenant établir une propriété fondamentale de décroissance rapide que vériﬁe n'im-
porte quelle base de fonctions propres de l'oscillateur harmonique.
Proposition 2.2.7 Pour tous entiers K et N , pour c > 1 et 1 ≤ p ≤ ∞, il existe une constante
C > 0 telle que pour tout n ∈ N,
|| < x >K hn||Lp(|x|≥cλn) ≤ Cλ−Nn .
Preuve
Comme (−∆ + x2 − λ2n)hn = 0, en posant h = 1λ2n et Φ(x) = hn(λnx) alors (−h
2∆ + x2 − 1)Φ = 0.
Soient δ  1 et χ ∈ C∞(Rd) tels que
χ(x) =
{
0 si |x| ≤ 1,
1 si |x| ≥ 1 + δ,
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et χ ∈ C∞(Rd) tel que
χ(x) =
{
0 si |x| ≤ 1 + 2δ,
1 si |x| ≥ 1 + 3δ.
Alors
Hh(χΦ) = −h2∆χΦ− 2h2 ∇χ.∇Φ.
Puis, grâce à la Proposition 2.2.6, on trouve
ηχΦ = −EN (h2∆χΦ + 2h2∇χ.∇Φ)− hN+1RN (χΦ).
Et ﬁnalement,
< x >K χηχΦ = − < x >K χEN (h2∆χΦ + 2h2∇χ.∇Φ)− hN+1 < x >K χRN (χΦ).
Estimation de < x >K χEN (∆χΦ) :
On a
χ(x)(EN∆χΦ)(x) =
χ(x)
(2pih)d
∫
ξ,1≤|y|≤1+δ
ei(x−y)ξ/hEN (x, ξ)(∆χΦ)(y) dydξ.
Comme |x| > 1 + 2δ alors |x− y| > δ. Puis comme ∫|x−y|>δ ≤ ∫|x1−y1|>δ + ∫|x2−y2|>δ +...+ ∫|xd−yd|>δ,
on peut se ramener à traiter le terme où |x1 − y1| > δ.
De h
M
(i(x1−y1))M ∂
M
ξ1
ei(x−y)ξ/h = ei(x−y)ξ/h et d'une intégration par parties, on déduit
< x >K χ(x)(EN∆χΦ)(x)
=+−
χ(x)
(2pih)d
×
∫
ξ,1≤|y|≤1+δ
hM
iM (x1 − y1)M e
i(x−y)ξ/h < x >K ∂Mξ1 EN (x, ξ)(∆χΦ)(y) dydξ.
Par conséquent, comme EN ∈ T−2, on trouve
| < x >K χ(x)(EN∆χΦ)(x)| ≤ C × hM−d × |χ(x)| ×
∫
ξ,1≤|y|≤1+δ
|(∆χΦ|)(y)
(1 + |x|+ |ξ|)2+M−K dξdy.
On peut ensuite supposer que 2+M−K > 2d (ce qui est possible puisque dans le cas où 2+M−K ≤ 2d,
on refait le même calcul avec M ′ > M vériﬁant 2 + M ′ −K > 2d puis il suﬃra de majorer hM ′ par
hM ) pour obtenir
| < x >K χ(x)(EN∆χΦ)(x)× | ≤ C × hM−d × ||∆χΦ||L2(Rd) ×
|χ(x)|
(1 + |x|)2+M−K−d .
Et ﬁnalement, pour tous entiers M et K, il existe une constante C > 0 telle que pour tout h ∈]0, 1],
|| < x >K χEN (∆χΦ)||Lp(Rd) ≤ C × hM−d||Φ||L2(Rd).
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Estimation de < x >K χEN (∇χ.∇Φ) :
Comme Φ satisfait −h2∆Φ + x2Φ = Φ alors h||∇Φ||L2(Rd) ≤ ||Φ||L2(Rd) puis nous pouvons procé-
der comme le premier terme pour obtenir le même genre d'estimation.
Estimation de hN+1 < x >K χRN (χΦ) :
On a
hN+1 < x >K χ(x)RN (χΦ)(x)
= hN+1 × 1
(2pi)d
×
∫
Rd
ei(x−y)ξ < x >K χ(x)rN (x, hξ)F(χΦ)(ξ) dξ
avec
< x >K χ(x)rN (x, ξ) ∈ T−N−1+K ⊂ T 0 ⊂ S0 pour N ≥ K − 1.
En utilisant le Théorème 2.2.5 et les injections de Sobolev, on trouve donc
||hN+1 < x >K χ(x)RN (χΦ)(x)||Lp(Rd)
≤ ||hN+1 < x >K χ(x)RN (χΦ)(x)||Hd/2+1(Rd)
≤ C × hN+1 × ||χΦ||Hd/2+1(Rd)
≤ C × hN+1 × ||Φ||Hd/2+1(Rd).
Finalement, on obtient pour tous entiers K et N , pour tous p ∈ [1,∞] et c > 1, l'existence d'une
constante C > 0 telle que pour tout 0 < h ≤ 1, on ait
|| < x >K Φ||Lp(|x|≥c) ≤ C × hN × ||Φ||Hd/2+1(Rd).
Puis, en retournant à la variable initiale, on trouve pour tous entiers K et N , pour tous p ∈ [1,∞] et
c > 1, qu'il existe une constante C > 0 telle que pour tous 0 < h ≤ 1 et n ∈ N avec h = 1
λ2n
, on ait
|| <
√
hx >K hn||Lp(|x|≥cλn) ≤ C × hN−d/(2p)−d/4−1/2 × ||hn||Hd/2+1(Rd)
≤ C × hN−d/(2p)−d/4−1/2 × ||hn||Hd/2+1(Rd)
≤ C × hN−d/(2p)−d/2−1 × ||hn||L2(Rd).
Or
|| < x >K hn||Lp(|x|≥cλn) ≤ ||hn||Lp(|x|≥cλn) + h−K/2|| <
√
hx >K hn||Lp(|x|≥cλn)
≤ C × hN−d/(2p)−d/2−1−K/2 × ||hn||L2(Rd)
≤ C × λ−2N+d/p+d+K+2n × ||hn||L2(Rd).
Ce qui démontre la proposition. 
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Remarque : Comme conséquence du Théorème 2.2.7, on en déduit que si c > 2 alors pour tous
entiers K,N et tout réel p ≥ 1, il existe une constante C > 0 telle que pour tous M et u,
|| < x >K ∆M (u)||Lp(|x|≥cM) ≤ CM−N ||∆M (u)||L2(Rd). (2.8)
On termine la section avec une propriété de calcul fonctionnel qui explique que certains opérateurs
peuvent être approximés par des opérateurs pseudo-diﬀérentiels.
Proposition 2.2.8 Soient Φ ∈ C∞0 (R) et χ2 ∈ C∞0 (Rd) avec χ2(x) = 1 pour x ∈ B(0, 1+). Alors
pour tous N ∈ N∗ et s ≥ 0, il existe une constante CN,s > 0 telle que pour tous h ∈]0, 1] et u ∈ L2(Rd),
||Φ(x2 + (hD)2)u−
N−1∑
j=0
hjOph(Ψj(x, ξ))χ2u||Hs(Rd) ≤ CN,shN−s||u||L2(Rd),
où Ψ0(x, ξ) = Φ(x2 + ξ2), Supp(Ψj) ⊂ ((x, ξ)/x2 + ξ2 ∈ Supp(Φ)) et Ψj ∈ T−j ⊂ S0.
Preuve
On se sert de la Proposition 2.1 de [BGT2].
Si χ1χ2 = χ1 alors
||Φ(x2 + (hD)2)χ1u−
N−1∑
j=0
hjOph(Ψj(x, ξ))χ2u||Hs(Rd) ≤ CN,shN−s||u||L2(Rd),
avec Ψ0(x, ξ) = Φ(x2 + ξ2), Supp(Ψj) ⊂ ((x, ξ)/x2 + ξ2 ∈ Supp(Φ)) et Ψj ∈ T−j .
Puis, il suﬃt de choisir correctement χ1 pour avoir
||Φ(x2 + (hD)2)(1− χ1)u||Hs(Rd) ≤ h∞||u||L2(Rd).
Il suﬃt alors d'utiliser la Proposition 2.2.7 avec χ1 = 1 sur B(0, 1+). 
2.3 L'estimée bilinéaire pour l'oscillateur harmonique
L'objectif de cette section est d'établir une estimée bilinéaire de type Bourgain pour l'oscillateur
harmonique. On suppose la dimension d'espace d ≥ 2 et on propose de prouver le théorème suivant :
Théorème 2.3.1 Pour tout δ ∈]0, 12 ], il existe une constante C > 0 telle que pour tous N,M, u et v,
||eitH∆N (v) eitH∆M (u)||L2([−1;1],L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
On remarque que pour prouver le Théorème 2.3.1, il suﬃt de prouver le théorème suivant :
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Théorème 2.3.2 Pour tout δ ∈]0, 12 ], il existe une constante C > 0 et un réel  > 0 tels que pour
tous N,M, u et v,
||eitH∆N (v) eitH∆M (u)||L2([−;],L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
En eﬀet, on peut remplacer u par eiHu et v par eiHv pour obtenir
||ei(t+)H∆N (v) ei(t+)H∆M (u)||L2([−;],L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
Puis, on utilise le changement de variable t←→ t+  et le Théorème 2.3.2 pour trouver que
||eitH∆N (v) eitH∆M (u)||L2([−;2],L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
On peut ainsi itérer le procédé 2E(1 ) fois pour établir le Théorème 2.3.1 et on cherche donc à montrer
le Théorème 2.3.2.
Soit r  1 et φ ∈ C∞0 (R) qui vériﬁe
φ(x) =
{
1 pour x ∈ [1/4; 2],
0 pour x ∈ [0, 1/4− r] ∪ [2 + r,∞[,
et posons ∆′N = φ(
H
N2
). Alors en utilisant que φ(x) ∗ (η(x)− η(4x)) = η(x)− η(4x) pour tout x ∈ R,
on a la proposition suivante :
Proposition 2.3.3 Pour tout N, on a
∆′No∆N = ∆N .
Par conséquent, pour prouver le Théorème 2.3.2, il suﬃt de montrer le théorème suivant :
Théorème 2.3.4 Pour tout δ ∈]0, 12 ], il existe une constante C > 0 et un réel  > 0 tels que pour
tous N,M, u et v,
||eitH∆′N (v) eitH∆′M (u)||L2([−;],L2(Rd)) ≤C min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
||v||L2(Rd)||u||L2(Rd).
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En eﬀet, si le Théorème 2.3.4 est vériﬁé, nous pouvons appliquer cette inégalité à v remplacé par ∆N (v)
et u remplacé par ∆M (u) puis nous pouvons utiliser la Proposition 2.3.3 pour obtenir le Théorème
2.3.2.
Cas M ∼ N avec M ≥ N :
Pour d = 2, nous pouvons utiliser les inégalités de Strichartz (soit le Théorème 2.1.3) pour trou-
ver que
||eitH∆′N (v) eitH∆′M (u)||L2([−;],L2(Rd)) ≤ ||eitH∆′N (v)||L4([−;],L4(Rd)) × ||eitH∆′N (v)||L4([−;],L4(Rd))
≤ ||eitH∆′N (v)||L4(]−pi;pi[,L4(Rd)) × ||eitH∆′N (v)||L4(]−pi;pi[,L4(Rd))
≤ C||∆′N (v)||L2(Rd) × ||∆′N (v)||L2(Rd)
≤ C||v||L2(Rd) × ||u||L2(Rd).
Pour d ≥ 3, en utilisant encore le Théorème 2.1.3 et les injections de Sobolev, on établit que
||eitH∆′N (v) eitH∆′M (u)||L2([−;],L2(Rd)) ≤ ||eitH∆′N (v)||L∞([−;],Ld(Rd)) × ||eitH∆′N (v)||
L2([−;],L
2d
d−2 (Rd))
≤ ||eitH∆′N (v)||
L∞(]−pi;pi[,W
d−2
2 ,2(Rd))
||eitH∆′N (v)||
L2(]−pi;pi[,L
2d
d−2 (Rd))
≤ C||∆′N (v)||
H
d−2
2 (Rd)
× ||∆′N (v)||L2(Rd)
≤ CN d−22 ||v||L2(Rd) × ||u||L2(Rd).
Finalement, si nous posons uM = ∆′M (u) et vN = ∆
′
N (v), on se ramène à démontrer que pour tout
δ ∈]0, 12 ], il existe une constante C > 0 et un réel  > 0 tels que pour tous N,M, u et v,
||eitHvN eitHuM ||L2([−,],L2(Rd)) ≤ CN
d−2
2
(
N
M
)1/2−δ
||v||L2(Rd)||u||L2(Rd) pour M > 10N. (2.9)
On peut écrire
uM = χ
(
4x2
M2
)
uM + (1− χ)
(
4x2
M2
)
uM
avec χ ∈ C∞0 (Rd) vériﬁant
χ(x) =
{
1 si |x| ≤ 1532 ,
0 si |x| ≥ 12 .
Et, par l'inégalité triangulaire, nous devons estimer les deux termes suivants :∣∣∣∣∣∣∣∣eitH [χ(4x2M2
)
uM
]
eitHvN
∣∣∣∣∣∣∣∣
L2([−,],L2(Rd))
(2.10)
et ∣∣∣∣∣∣∣∣eitH [(1− χ)(4x2M2
)
uM
]
eitHvN
∣∣∣∣∣∣∣∣
L2([−,],L2(Rd))
. (2.11)
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2.3.1 Estimation du premier terme : (2.10)
L'objectif de cette partie est donc de montrer le résultat suivant :
Proposition 2.3.5 Pour tout δ ∈]0, 12 ], il existe une constante Cδ > 0 telle que pour tous N,M, u et
v,
||eitHvN eitH
[
χ
(
4x2
M2
)
uM
]
||L2([−pi
8
,pi
8
],L2(Rd)) ≤ CδN
d−2
2
(
N
M
)1/2−δ
||u||L2(Rd)||v||L2(Rd) pour M ≥ N.
Pour établir cette proposition, nous utilisons l'estimée bilinéaire de type Bourgain pour le laplacien
due à Sogge que nous transposons, via la transformation de lentille, à l'oscillateur harmonique H. Le
Théorème 2.4 de [S] nous donne le résultat suivant :
Proposition 2.3.6 Pour tout δ > 0, il existe une constante Cδ telle que pour tous u ∈ H−1/2+δ(Rd)
et v ∈ H d−12 −δ(Rd),
||eit∆u eit∆v||L2(R,L2(Rd)) ≤ Cδ||u||H−1/2+δ(Rd)||v||H d−12 −δ(Rd).
Ainsi, à l'aide de la transformation de lentille, on en déduit la proposition suivante :
Proposition 2.3.7 Pour tout δ > 0, il existe une constante Cδ telle que pour tous u ∈ H−1/2+δ(Rd)
et v ∈ H
d−1
2
−δ
(Rd),
||eitHu eitHv||L2([−pi
8
,pi
8
],L2(Rd)) ≤ Cδ||u||H−1/2+δ(Rd)||v||
H
d−1
2 −δ(Rd)
.
Preuve
D'après la Proposition 2.1.14, nous avons la formule suivante :
e−itHu(t, x) =
1
cos(2t)
d
2
eit∆u
(
tan(2t)
2
,
x
cos(2t)
)
× e−ix
2 tan(2t)
2 .
Par conséquent, en utilisant la Proposition 2.3.6, on obtient que
||eitHu eitHv||2L2([−pi
8
;pi
8
],L2(Rd)) = ||e−itHu e−itHv||2L2([−pi
8
;pi
8
],L2(Rd))
=
∫
]−pi
8
;pi
8
[
∫
Rd
1
| cos(2t)|2d × |e
it∆u eit∆v|2
(
tan(2t)
2
,
x
cos(2t)
)
dtdx
=
∫
]−pi
8
;pi
8
[
∫
Rd
1
| cos(2t)|d × |e
it∆u eit∆v|2
(
tan(2t)
2
, x
)
dtdx
=
∫ 1/2
−1/2
∫
Rd
(1 + (2t)2)d/2−1 × |eit∆ueit∆v|2(t, x) dtdx
≤ C ×
∫
R
∫
Rd
|eit∆u eit∆v|2(t, x) dtdx
≤ C × ||u||2
H−1/2+δ(Rd) × ||v||2H d−12 −δ(Rd)
≤ C × ||u||2
H−1/2+δ(Rd) × ||v||2
H
d−1
2 −δ(Rd)
.
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où dans la dernière inégalité on utilise la Proposition 1.2.7. 
Preuve de la Proposition 2.3.5
En utilisant la Proposition 2.3.7, il suﬃt de prouver que pour tout δ ∈]0, 12 ], il existe une constante
Cδ > 0 telle que pour tous M et u
||χ
(
4x2
M2
)
uM ||H−1/2+δ(Rd) ≤ CM−1/2+δ||u||L2(Rd).
Trivialement, nous avons que
||χ
(
4x2
M2
)
uM ||L2(Rd) ≤ ||uM ||L2(Rd) ≤ C||u||L2(Rd).
Ainsi, par interpolation, il suﬃt de démontrer qu'il existe une constante C > 0 telle que pour tout M
et u,
||χ
(
4x2
M2
)
uM ||H−1(Rd) ≤ CM−1||u||L2(Rd). (2.12)
On utilise alors le calcul semi classique. Pour une fonction u, on déﬁnit u : x 7−→ u( x√
h
) où h = 1
M2
.
Remarquons que
χ
(
4x2
M2
)[
H
M2
]
(u)(x) = [χ(4x2)(−h2∆ + |x|2)](u)(
√
hx) (2.13)
et que
χ
(
4x2
M2
)[
φ
(
H
M2
)]
(u)(x) = [χ(4x2)φ(−h2∆ + |x|2)](u)(
√
hx). (2.14)
Ainsi, pour prouver (2.12), il suﬃt d'établir l'existence d'une constante C > 0 telle que pour tous
h ∈]0, 1] et u ∈ L2(Rd),
||χ (4x2)φ(x2 + (hD)2)u||H−1(Rd) ≤ Ch||u||L2(Rd). (2.15)
En eﬀet,
||χ
(
4x2
M2
)
uM ||H−1(Rd) ≤ || [χ(4x2)φ(−h2∆ + |x|2)](u)(
√
h.)||H−1(Rd)
≤ h− 12− d4 ||[χ(4x2)φ(−h2∆ + x2)](u)||H−1(Rd)
≤ Ch 12− d4 ||u||L2(Rd)
≤ Ch1/2||u||L2(Rd)
≤ CM−1||u||L2(Rd).
Démontrons ensuite (2.15). Grâce à la Proposition 2.2.8, on a
||χ(4x2)φ(x2 + (hD)2)u||H−1(Rd)
= ||χ(4x2)[φ(x2 + (hD)2)u−Oph(φ(x2 + ξ2))χ2u+Oph(φ(x2 + ξ2))χ2u]||H−1(Rd)
≤ h||u||L2(Rd) + ||χ(4x2)Oph(φ(x2 + ξ2))χ2u||H−1(Rd).
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Ainsi, il suﬃt d'évaluer ||χ(4x2)Oph(φ(x2 + ξ2))χ2u||H−1(Rd). On a
χ(4x2)Oph(φ(x
2 + ξ2))χ2u
=
χ(4x2)
(2pi)d
×
∫
Rd
eixξφ(x2 + (hξ)2)F(χ2u)(ξ) dξ
=
1
(2pi)d
×
∫
Rd
ihξ
ihξ
eixξχ(4x2)φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
=
h
(2pi)d
×
∫
Rd
∇x(eixξ)χ(4x
2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
=
h
(2pi)d
×
(
∇x
(∫
Rd
eixξ
χ(4x2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
)
−
∫
Rd
eixξ∇x
(
χ(4x2)
ihξ
φ(x2 + (hξ)2)
)
F(χ2u)(ξ) dξ
)
.
Puis, comme 4x2 ≤ 12 et 14
− ≤ x2 + ξ2 ≤ 2+ implique 18
− ≤ ξ2, on en déduit que
(x, ξ) −→ χ(4x
2)
iξ
φ(x2 + ξ2) ∈ S0 et (x, ξ) −→ ∇x
(
χ(4x2)
iξ
φ(x2 + ξ2)
)
∈ S0.
Ainsi, par le Théorème 2.2.5, on a alors∣∣∣∣∣∣∣∣ h(2pi)d ×
(
∇x
(∫
Rd
eixξ
χ(4x2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
)) ∣∣∣∣∣∣∣∣
H−1(Rd)
≤ h
(2pi)d
×
∣∣∣∣∣∣∣∣ ∫
Rd
eixξ
χ(4x2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
∣∣∣∣∣∣∣∣
L2(Rd)
≤ Ch||χ2u||L2(Rd)
≤ Ch||u||L2(Rd)
et ∣∣∣∣∣∣∣∣ h(2pi)d ×
∫
Rd
eixξ∇x
(
χ(4x2)
ihξ
φ(x2 + (hξ)2)
)
F(χ2u)(ξ) dξ
∣∣∣∣∣∣∣∣
H−1(Rd)
≤
∣∣∣∣∣∣∣∣ h(2pi)d ×
∫
Rd
eixξ∇x
(
χ(4x2)
ihξ
φ(x2 + (hξ)2)
)
F(χ2u)(ξ) dξ
∣∣∣∣∣∣∣∣
L2(Rd)
≤ Ch||χ2u||L2(Rd)
≤ Ch||u||L2(Rd).
Ce qui démontre (2.15). 
2.3.2 Estimation du second terme : (2.11)
L'objectif de cette partie est donc de montrer le résultat suivant :
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Proposition 2.3.8 Il existe un temps T ∈]0, pi4 [ tel que pour tout R ≥ 0, il existe une constante
CR > 0 telle que pour tous N,M, u, v,
||eitHvN eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd)) ≤ CRM−R||u||L2(Rd)||v||L2(Rd) pour M ≥ 10N.
Pour démontrer cette proposition, on montre, dans un premier temps, qu'il est possible "d'intervertir"
la fonction de non troncature (1−χ)
(
4x2
M2
)
et l'opérateur eitH , puis, dans on second temps, on établit
l'inégalité pour ce nouveau terme. Cela revient à démontrer les deux propositions suivantes :
Proposition 2.3.9 Il existe un temps T ∈]0, pi4 [ tel que pour tout R ≥ 0, il existe une constante
CR > 0 telle que pour tous N,M, u, v, si M ≥ 10N alors
||eitHvN × χ
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd)) ≤ CRM−R||u||L2(Rd)||v||L2(Rd).
Proposition 2.3.10 Pour tout temps T ∈]0, pi4 [ et pour tout réel R ≥ 0, il existe une constante CR > 0
telle que pour tous N,M, u, v, si M ≥ 10N alors
||eitHvN × (1− χ)
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd)) ≤ CRM−R||u||L2(Rd)||v||L2(Rd).
Preuve de la Proposition 2.3.9
Il suﬃt d'établir la proposition suivante :
Proposition 2.3.11 Il existe un temps T ∈]0, pi4 [ tel que pour tout N ≥ 0, il existe une constante
CN > 0 telle que pour tous M ≥ 1 et u ∈ L2(Rd),
||χ
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd)) ≤ CNM−N ||u||L2(Rd).
En eﬀet, la Proposition 2.3.11 implique la Proposition 2.3.9.
De
||u||L∞([a,b],L∞(Rd)) ≤ C||u||
L∞([a,b],H
d
2 +1(Rd))
et la Proposition 2.3.11, on déduit pour M ≥ 10N que
||χ
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
× eitHvN ||L2([−T,T ],L2(Rd))
≤ ||χ
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd)) × ||eitHvN ||L∞([−T,T ],L∞(Rd))
≤ C × ||χ
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd)) × ||vN ||
H
d
2 +1(Rd)
≤ CRM−RN d2 +1||u||L2(Rd)||v||L2(Rd)
≤ CRM−R+ d2 +1||u||L2(Rd)||v||L2(Rd).
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On cherche donc à prouver la Proposition 2.3.11. En utilisant l'analyse semi classique comme pour
(2.14), il suﬃt de prouver l'existence d'un temps T ∈]0, pi4 [ tel que pour tout N ≥ 1, il existe une
constante CN > 0 telle que pour tous u ∈ L2(Rd) et h ∈]0, 1],
||χ(8x2)eitHh/h(1− χ)(4x2)φ(x2 + (hD)2)u||L2([−T,T ],L2(Rd)) ≤ CNhN ||u||L2(Rd). (2.16)
En utilisant la Proposition 2.2.8, il suﬃt d'établir le résultat suivant :
Pour toute fonction g(x, ξ) ∈ C∞0 (Rd ∗ Rd) vériﬁant Supp(g) ⊂ {18 ≤ ξ2 + x2 ≤ 4} et tout entier
N ≥ 1, il existe une constante CN > 0 telle que pour tous u ∈ L2(Rd) et h ∈]0, 1],
||χ(8x2)eihHh/h(1− χ)(4x2)Oph(g(x, ξ))u||L2([−T,T ],L2(Rd)) ≤ CNhN ||u||L2(Rd). (2.17)
En eﬀet, par la Proposition 2.2.8,
||χ(8x2)eitHh/h(1− χ)(4x2)φ(x2 + (hD)2)u||L2([−T,T ],L2(Rd))
≤ ||χ(8x2)eitHh/h(1− χ)(4x2)[φ(x2 + (hD)2)u−
N−1∑
j=0
hjOph(Ψj(x, ξ))u]||L2([−T,T ],L2(Rd))
+
N−1∑
j=0
hj ||χ(8x2)eitHh/h(1− χ)(4x2)Oph(Ψj(x, ξ))u||L2([−T,T ],L2(Rd))
≤ CNhN ||u||L2(Rd) +
N−1∑
j=0
hj ||χ(8x2)eitHh/h(1− χ)(4x2)Oph(Ψj(x, ξ))u||L2([−T,T ],L2(Rd))
≤ CNhN ||u||L2(Rd).
On se ramène donc à montrer le lemme suivant :
Lemme 2.3.12 Il existe un temps T ∈]0, pi4 [ tel que si g est une fonction C∞0 (Rd ∗ Rd) vériﬁant
Supp(g) ⊂ {18 ≤ ξ2 + x2 ≤ 4} alors pour tout entier N ≥ 1, il existe une constante CN > 0 telle que
pour tous u ∈ L2(Rd) et h ∈]0, 1],
||χ(8x2)eitHh/h(1− χ)(4x2)Oph(g(x, ξ))u||L2([−T,T ],L2(Rd)) ≤ CNhN ||u||L2(Rd).
Preuve
On déﬁnit
w(s, x) =
∫
Rd
e
i
h
Φ(s,x,ξ)a(s, x, ξ, h)uˆ(
ξ
h
)
dξ
(2pih)d
où
a(s, x, ξ, h) =
N∑
j=0
hjaj(s, x, ξ).
Supposons que {
Φ(0, x, ξ) = x.ξ,
∂sΦ− |∇Φ|2 − x2 = 0,
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{
a0(0, x, ξ) = (1− χ)(4x2)g(x, ξ),
∂sa0 − 2∇Φ.∇a0 −∆(Φ)a0 = 0,
et {
aj(0, x, ξ) = 0,
∂saj − 2∇Φ.∇aj −∆(Φ)aj = −i∆(aj−1),
pour 1 ≤ j ≤ N.
Alors
ih∂sw − h2∆w + x2w = −hN+2
∫
Rd
e
i
h
Φ(s,x,ξ)∆(aN (s, x, ξ))uˆ(
ξ
h
)
dξ
(2pih)d
: = hN+2f.
Par conséquent
χ(8x2)eitHh/h(1− χ)(4x2)Op(g(x, hξ))u
= χ(8x2)w(t, x)− ihN+2χ(8x2)
∫ t
0
ei(t−s)Hh/hf(s)ds.
Remarquons que si Ψ est solution de l'équation ∂tΨ + |∇Ψ|2 = 0 avec donnée initiale Ψ(0, x, ξ) = x.ξ
alors Φ(t, x, ξ) = Ψ(− tan 2t2 ,
x
cos 2t , ξ) +
x2 tan 2t
2 est solution de l'équation ∂sΦ − |∇Φ|2 − x2 = 0 avec
même donnée initiale.
Par la méthode des caractéristiques, on trouve
Ψ(t, x, ξ) = −t|ξ|2 + x.ξ,
puis on déduit que
Φ(t, x, ξ) =
tan(2t)
2
(ξ2 + x2) +
x.ξ
cos(2t)
.
Ainsi
∇Φ = ξ
cos(2t)
+ x tan(2t) et ∆Φ = d tan(2t).
En utilisant la méthode des caractéristiques, on trouve
a0
(
t, x− 2
∫ t
0
∇Φ, ξ
)
=
a0(0, x, ξ)
| cos 2t| d2
, (2.18)
et
aj
(
t, x− 2
∫ t
0
∇Φ, ξ
)
= −i
∫ t
0
∣∣∣∣cos(2s)cos(2t)
∣∣∣∣ d2 ∆aj−1(s, x− 2 ∫ s
0
∇Φ, ξ
)
ds. (2.19)
Or, pour tout ξ ∈ Rd et |x| ≤ 12 ,
a0(0, x, ξ) = 0
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Par conséquent, pour tout ξ ∈ Rd, t ∈]− pi4 , pi4 [, |x| ≤
√
15
8
√
2
et j ∈ N
aj
(
t, x− 2
∫ t
0
∇Φ, ξ
)
= 0.
Or
∫ t
0 ∇Φ = ξF (t)− x log cos(2t)2 avec F une fonction continue vériﬁant F (0) = 0. Ainsi, pour tout  > 0,
il existe un temps T ∈]0, pi4 ] tel que si |t| ≤ T alors |F (t)| ≤  et | log cos 2t| ≤ .
Remarquons que
y = x− 2
∫ t
0
∇Φ = x(1 + log cos 2t)− 2ξF (t)
⇔ x = y + 2ξF (t)
1 + log cos 2t
et que si |y| ≤ 14 , ξ2 ≤ 4 et |t| ≤ T alors |x| ≤ 1/4+41− ≤
√
15
8
√
2
, si  choisi correctement.
Cela implique que pour tout j ∈ N et |t| ≤ T
Supp(aj(t)) ⊂ Bx
(
0,
1
4
)c
×Bξ (0, 2) .
Par conséquent, si |t| ≤ T , comme Supp(χ(8x2)) ⊂ Bx(0, 14), on déduit que
χ(8x2)eitHh/h(1− χ)(4x2)Oph(g(x, ξ))u = −ihN+2χ(8x2)
∫ t
0
ei(t−s)Hh/hf(s) ds.
Puis, par le Théorème 2.1.4, on trouve
||χ(8x2)eitHh/h(1− χ)(4x2)Oph(g(x, ξ))u||L2([−T,T ],L2(Rd))
≤ hN+2
∣∣∣∣∣∣∣∣χ(8x2) ∫ t
0
ei(t−s)Hh/hf(s) ds
∣∣∣∣∣∣∣∣
L2([−T,T ],L2(Rd))
≤ hN+2||f ||L1([−T,T ],L2(Rd))
≤ hN+2||∆aN ||L1t ([−T,T ],L2x(Rd,L2ξ(Rd))) × ||u||L2(Rd).
Le lemme est donc démontré si ∆aN ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))).
On démontre par récurrence sur N ∈ N, que pour tout α ∈ Nd, ∂αx aN ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))).
PourN = 0, à l'aide de (2.18), on voit par changement de variable que ∂αx a0 ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd)))
si ∂αx a0(0) ∈ L2x(Rd, L2ξ(Rd)).
Or a0(0) ∈ C∞(Rd ×Rd) avec Supp(a0(0)) ⊂ {(x, ξ)/x2 ≤ 1, ξ2 ≤ 4} et le cas N = 0 est évident.
Supposons le résultat établi au rang N − 1 et montrons le au rang N . À l'aide de (2.19), on note
que ∂αx aN ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))) si ∂α+2x aN−1 ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))). Cette dernière
aﬃrmation étant claire par hypothèse de récurrence. 
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Preuve de la Proposition 2.3.10
Grâce au Théorème 2.1.3, on trouve pour tout R ≥ 1 ,
||eitH vN × (1− χ)
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd))
≤ || < x >R eitHvN× < x >−R (1− χ)
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd))
≤ M−R × || < x >R eitHvN × (1− χ)
(
8x2
M2
)
eitH
[
(1− χ)
(
4x2
M2
)
uM
]
||L2([−T,T ],L2(Rd))
≤ M−R × ||(1− χ)
(
8x2
M2
)
< x >R eitHvN ||L4([−T,T ],L4(Rd))
× ||eitH(1− χ)
(
4x2
M2
)
uM ||L4([−T,T ],L4(Rd))
≤ M−R × ||(1− χ)
(
8x2
M2
)
< x >R eitHvN ||L4([−T,T ],L4(Rd))
× ||eitH(1− χ)
(
4x2
M2
)
uM ||
L4([−T,T ],W
d−2
4 ,
2d
d−1 (Rd))
≤ M−R × || < x >R (1− χ)
(
8x2
M2
)
eitHvN ||L∞([−T,T ],L4(Rd)) ×M
d−2
4 ||uM ||L2(Rd).
Puis, comme Supp
{
(1− χ)
(
8x2
M2
)}
⊂
{
|x|2 ≥ M28 × 1516
}
⊂ {|x|2 ≥ 5N2} alors par la Proposition
2.2.7, on déduit
||(1− χ)
(
8x2
M2
)
< x >R eitHvN ||L∞([−T,T ],L4(Rd)) ≤ C||v||L2(Rd).
2.3.3 Estimées bilinéaires et espaces de Bourgain
L'objectif de cette section consiste à écrire l'estimée bilinéaire du Théorème 2.3.1 dans les espaces
de Bourgain. Plus précisément, on cherche à établir les deux théorèmes suivants :
Théorème 2.3.13 Il existe δ0 ∈]0, 12 ] tel que pour tout δ ∈]0, δ0], il existe b′ < 12 et une constante
C > 0 tels que pour tous u, v,M,N ,
||∆N (v)∆M (u)||L2(R,L2(Rd)) ≤C ×min(N,M)
d−2
2
+δ
×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||
X
0,b′ ||∆M (u)||
X
0,b′ .
Théorème 2.3.14 Soit ψ ∈ C∞0 (R) alors il existe δ0 ∈]0, 12 ] tel que pour tout δ ∈]0, δ0], il existe
b′ < 12 et une constante C > 0 tels que pour tous u, u0,M,N ,
||∆N (ψ(t)e−itHu0)∆M (u)||L2(R,L2(Rd)) ≤C ×min(N,M)
d−2
2
+δ
×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (u0)||L2(Rd)||∆M (u)||X0,b′ .
66
CHAPITRE 2. SOLUTIONS GLOBALES POUR L'ÉQUATION DE
SCHRÖDINGER CUBIQUE EN DIMENSION 3
Pour démontrer ces théorèmes, on adapte la preuve du Lemme 4.4 de [BGT3]. Commençons par
remarquer qu'il suﬃt de démontrer les deux propositions suivantes :
Proposition 2.3.15 Pour tout b ∈]12 , 1] et δ ∈]0, 12 ], il existe une constante C > 0 telle que pour tous
u, v,M,N ,
||∆N (v)∆M (u)||L2(R,L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||X0,b ||∆M (u)||X0,b .
Proposition 2.3.16 Soit ψ ∈ C∞0 (R) alors pour tout b ∈]12 , 1] et δ ∈]0, 12 ], il existe une constante
C > 0 telle que pour tous u0, v,M,N ,
||∆N (ψ(t)e−itHu0)∆M (u)||L2(R,L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (u0)||L2(Rd)||∆M (u)||X0,b .
En eﬀet, pour tout  > 0, d'après la Proposition 2.1.7 (avec θ = 12), on obtient
||∆N (v)∆M (u)||L2(R,L2(Rd)) ≤ ||∆N (v)||L4(R,L2(Rd)) × ||∆M (u)||L4(R,L∞(Rd))
≤ C||∆N (v)||X0,1/4+ × ||∆M (u)||Xd/2+,1/4+ ,
||∆N (ψ(t)eitHu0)∆M (u)||L2(R,L2(Rd)) ≤ ||∆N (ψ(t)eitHu0)||L4(R,L∞(Rd)) × ||∆M (u)||L4(R,L2(Rd))
≤ C||∆N (u0)||Hd/2−1/2+(Rd) × ||∆M (u)||X0,1/4+(R∗Rd)
≤ C||∆N (u0)||Hd/2+(Rd) × ||∆M (u)||X0,1/4+(R∗Rd),
et
||∆N (ψ(t)eitHu0)∆M (u)||L2(R,L2(Rd)) ≤ ||∆N (ψ(t)eitHu0)||L4(R,L2(Rd)) × ||∆M (u)||L4(R,L∞(Rd))
≤ C||∆N (ψ(t)eitHu0)||L∞(R,L2(Rd)) × ||∆M (u)||Xd/2+,1/4+
≤ C||∆N (u0)||L2(Rd) × ||∆M (u)||Xd/2+,1/4+ .
Par conséquent, par interpolation, pour tout θ ∈ [0, 1], on trouve
||∆N (v)∆M (u)||L2(R,L2(Rd)) ≤ C ×min(M,N)
d−2
2
+θ(1+)
×
(
min(M,N)
max(M,N)
)(1/2−δ)(1−θ)
× ||∆N (v)||X0,b(1−θ)+θ(1/4+) ||∆M (u)||X0,b(1−θ)+θ(1/4+)
et
||∆N (ψ(t)eitHu0)∆M (u)||L2(R,L2(Rd)) ≤ C ×min(M,N)
d−2
2
+θ(1+)
×
(
min(M,N)
max(M,N)
)(1/2−δ)(1−θ)
× ||∆N (u0)||L2(Rd) × ||∆M (u)||X0,b(1−θ)+θ(1/4+) .
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Choisissons δ = 2 et θ =

4 alors
b(1− θ) + θ(1
4
+ ) = b− b
4
+

4
(
1
4
+ )
≤ b− 
8
+

16
+
2
4
≤ b− 
17
.
Il suﬃt alors de prendre b = 12 +

34 et de poser b
′ = b(1− θ) + θ(14 + ) < 12 pour obtenir
||∆N (v)∆M (u)||L2(R,L2(Rd)) ≤ C ×min(N,M)
d−2
2
+
×
(
min(M,N)
max(N,M)
)(1/2−δ)(1−θ)
× ||∆N (v)||
X
0,b′ ||∆M (u)||
X
0,b′
et
||∆N (ψ(t)e−itHu0)∆M (u)||L2(R,L2(Rd)) ≤ C ×min(N,M)
d−2
2
+
×
(
min(M,N)
max(M,N)
)(1/2−δ)(1−θ)
× ||∆N (u0)||L2(Rd)||∆M (u)||X0,b′ .
Pour terminer, il suﬃt de remarquer que(
1
2
− δ
)
(1− θ) = 1
2
− 5
8
+
2
8
≥ 1
2
− 
et les Théorèmes 2.3.13 et 2.3.14 suivent avec δ0 = .
Dès lors, on démontre donc les Propositions 2.3.15 et 2.3.16. Pour obtenir la Proposition 2.3.15, il
suﬃt d'établir la proposition suivante :
Proposition 2.3.17 Pour tout b ∈]12 , 1] et δ ∈]0, 12 ], il existe une constante C > 0 telle que pour tous
u, v,M,N ,
||∆N (v)∆M (u)||L2([0,1],L2(Rd)) ≤C ×min(N,M)
d−2
2
×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||X0,b ||∆M (u)||X0,b .
En eﬀet, si la Proposition 2.3.17 est vériﬁée alors pour k ∈ Z, on a
||∆N (v)∆M (u)||L2([ k
2
,1+ k
2
],L2(Rd)) = ||∆N (v(.−
k
2
))∆M (u(.− k
2
))||L2([0,1],L2(Rd))
≤ C ×min(N,M) d−22
×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v(.− k
2
))||
X
0,b ||∆M (u(.− k
2
))||
X
0,b
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||X0,b ||∆M (u)||X0,b .
68
CHAPITRE 2. SOLUTIONS GLOBALES POUR L'ÉQUATION DE
SCHRÖDINGER CUBIQUE EN DIMENSION 3
Ensuite, utilisons une partition de l'unité. Soit Φ ∈ C∞0 (R) supportée dans [0, 1] telle que∑
n∈Z
Φ(t− n
2
) = 1, ∀t ∈ R.
Alors,
∆N (v)(t) =
∑
n∈Z
Φ(t− n
2
)∆N (v(t)) =
∑
n∈Z
∆N (Φ(t− n
2
)v(t)).
Comme les éléments (Φ(.− n2 ))n∈Z sont à supports presque disjoints deux à deux, on établit
||∆N (v)∆M (u)||L2(R,L2(Rd)) =
∣∣∣∣∣∣∣∣
√√√√[∑
n∈Z
∆N (Φ(t− n
2
)v(t))
]2
×∆M (u)
∣∣∣∣∣∣∣∣
L2(R,L2(Rd))
≤
∣∣∣∣∣∣∣∣√∑
n∈Z
∆N (Φ(t− n
2
)v(t))2∆M (u)
∣∣∣∣∣∣∣∣
L2(R,L2(Rd))
≤ ||
∑
n∈Z
∆N (Φ(t− n
2
)v(t))2∆M (u)
2||1/2
L1(R,L1(Rd))
≤
(∑
n∈Z
||∆N (Φ(t− n
2
)v(t))2∆M (u)
2||L1([n
2
,1+n
2
],L1(Rd))
)1/2
≤
(∑
n∈Z
||∆N (Φ(t− n
2
)v(t))∆M (u)||2L2([n
2
,1+n
2
],L2(Rd))
)1/2
≤
(∑
n∈Z
||Φ(t− n
2
)∆N (v)||2
X
0,b
)1/2
× ||∆M (v)||X0,b .
Ainsi, il suﬃt d'obtenir pour b ∈ [0, 1] que∑
n∈Z
||Φ(t− n
2
)f ||2
X
0,b ≤ C||f ||2
X
0,b
pour conclure.
Or comme la famille (Φ(.− n2 ))n∈Z vériﬁe∑
n∈Z
Φ(t− n
2
)2f(t)2 ≤ Cf(t)2
ainsi que ∑
n∈Z
Φ′(t− n
2
)2f(t)2 ≤ Cf(t)2,
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on trouve ∑
n∈Z
||Φ(t− n
2
)f(t)||2
X
0,0 ≤
∑
n∈Z
||Φ(t− n
2
)f(t)||2L2(R,L2(Rd))
≤
∑
n∈Z
∫
t∈R,x∈Rd
Φ(t− n
2
)2f(t, x)2 dt dx
≤
∫
t∈R,x∈Rd
∑
n∈Z
Φ(t− n
2
)2f(t, x)2 dt dx
≤ C
∫
t∈R,x∈Rd
f(t, x)2 dt dx
≤ C||f ||2
X
0,0
et ∑
n∈Z
||Φ(t− n
2
)f(t)||2
X
0,1
≤
∑
n∈Z
∑
k∈N
||Φ(t− n
2
)eitHPkf(t)||2L2(Rd,H1(R))
≤
∑
n∈Z
∑
k∈N
||Φ(t− n
2
)eitHPkf(t)||2L2(R,L2(Rd)) +
∑
n∈Z
∑
k∈N
||Φ′(t− n
2
)eitHPkf(t)||2L2(R,L2(Rd))
+
∑
n∈Z
∑
k∈N
||Φ(t− n
2
)∂t(e
itHPkf(t))||2L2(R,L2(Rd))
≤ ||f ||2
X
0,0 +
∑
k∈N
||∂t(eitHPkf(t))||2L2(R,L2(Rd))
≤ ||f ||2
X
0,1 .
Puis, le résultat suit par interpolation. On peut donc passer aux preuves des Théorèmes 2.3.17 et 2.3.16.
Preuve de la Propostion 2.3.17
Nous pouvons supposer que u et v sont supportées en temps dans l'intervalle [0, 1]. On peut écrire
∆M (u(t)) = e
−itHeitH∆M (u(t)) = e−itH∆M (U(t))
et
∆N (v(t)) = e
−itHeitH∆N (v(t)) = e−itH∆N (V (t)).
Alors
∆M (u(t)) =
1
2pi
∫
R
eitτe−itH∆̂M (U)(τ) dτ et ∆N (v(t)) =
1
2pi
∫
R
eitσe−itH∆̂N (V )(σ) dσ.
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Par conséquent, si b > 1/2, alors par le Théorème 2.3.1, on trouve
||∆M (u)∆N (v)||L2([0,1],L2(Rd))
≤ C ×
∣∣∣∣∣∣∣∣ ∫
R∗R
eit(τ+σ)e−i(t+t)H∆̂M (U)(τ)∆̂N (V )(σ) dτdσ
∣∣∣∣∣∣∣∣
L2t ([0,1],L
2
x(R
d))
≤ C ×
∫
R∗R
||e−itH∆̂M (U)(τ)e−itH∆̂N (V )(σ)||L2t ([0,1],L2x(Rd)) dτdσ
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
×
∫
R∗R
||∆̂M (U)(τ)||L2(Rd)||∆̂N (V )(σ)||L2(Rd) dτdσ
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× || < τ >b ∆̂M (U)(τ)||L2τ (R,L2(Rd))
× || < σ >b ∆̂N (V )(σ)||L2σ(R,L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆M (u)||X0,b × ||∆N (v)||X0,b .

Preuve de la Proposition 2.3.16
On peut supposer que Supp(ψ) ⊂ [−1, 1]. On écrit
∆M (u(t)) = e
−itHeitH∆M (u(t)) = e−itH∆M (U(t)) =
1
2pi
∫
R
eitτe−itH∆̂M (U)(τ) dτ.
Par conséquent, si b > 1/2, alors par le Théorème 2.3.1, on obtient
||∆N (ψ(t)e−itHu0)∆M (u)||L2([0,1],L2(Rd))
≤ C ×
∣∣∣∣∣∣∣∣ψ(t)× ∫
R
eitτe−i(t+t)H∆̂M (U)(τ)∆N (u0) dτ
∣∣∣∣∣∣∣∣
L2t ([−1,1],L2x(Rd))
≤ C ×
∫
R
||e−itH∆̂M (U)(τ)e−itH∆N (u0)||L2t ([−1,1],L2x(Rd)) dτdσ
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
×
∫
R
||∆̂M (U)(τ)||L2(Rd)||∆N (u0)||L2(Rd) dτ
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× || < τ >b ∆̂M (U)(τ)||L2τ (R,L2(Rd)) × ||∆N (u0)||L2(Rd)
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆M (u)||X0,b × ||∆N (u0)||L2(Rd).

2.4 L'argument de point ﬁxe
Dans cette partie, on établit les estimées qui vont nous servir à appliquer un théorème de point
ﬁxe. ψ désigne une fonction de C∞0 (R) égale à 1 sur [−pi4 , pi4 ] et supportée dans [−2pi, 2pi].
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Proposition 2.4.1 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l'existence de deux
constantes C > 0 et κ > 0 telles que pour tout v ∈ Xs,b et tous N1 ≥ N2 ≥ N3,
||∆N1(v)∆N2(v)∆N3(v)||Xs,−b′ ≤ CN
−κ
1 ||v||3Xs,b . (2.20)
Preuve
Par dualité, il suﬃt de montrer qu'il existe une constante δ > 0 telle que∫
R∗R3
∆N1(v)∆N2(v)∆N3(v)∆M (w) ≤ CN−κ1 M−δ||v||3Xs,b ||w||X−s,b′ .
Grâce au Lemme 2.1.23, nous pouvons nous ramener au cas où M ≤ N1+δ1 .
Cas N3 ≤M ≤ N1+δ1 :
En utilisant le Théorème 2.3.13, on obtient∫
R∗R3
∆N1(v)∆N2(v)∆N3(v)∆M (w)
≤ ||∆N1(v)∆N2(v)||L2(R,L2(R3)) × ||∆M (w)∆N3(v)||L2(R,L2(R3))
≤ (N2N3)1/2+δ(N2
N1
)1/2−δ(
N3
M
)1/2−δ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ (N2
N1
)1/2−δ(
N3
M
)1/2−δ(N2N3)1/2+δ−s(
M
N1
)s × ||v||3
X
s,b ||w||
X
−s,b′
≤ (N2N3)1−sM−1/2+δN−1/2+(1+s)δ1 × ||v||3Xs,b ||w||X−s,b′
≤ M−δM1/2−s+2δN1/2−s+(1+s)δ1 × ||v||3Xs,b ||w||X−s,b′
≤ M−δN1−2s+(3+s)δ1 × ||v||3Xs,b ||w||X−s,b′ .
Cas M ≤ N3 :
En utilisant le Théorème 2.3.13, on établit∫
R∗R3
∆N1(v)∆N2(v)∆N3(v)∆M (w)
≤ ||∆N1(v)∆N2(v)||L2(R,L2(R3)) × ||∆M (w)∆N3(v)||L2(R,L2(R3))
≤ (N2M)1/2+δ(N2
N1
)1/2−δ(
M
N3
)1/2−δ × ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ N2M( 1
N3N1
)1/2−δ(
M
N1N2N3
)s × ||v||3
X
s,b ||w||
X
−s,b′
≤ M−δN1−s2 N1/2+2δ3 (
1
N1
)1/2+s−δ × ||v||3
X
s,b ||w||
X
−s,b′
≤ M−δN1−2s+3δ1 × ||v||3Xs,b ||w||X−s,b′ .
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
Proposition 2.4.2 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l'existence de deux
constantes C, κ > 0 telles que si pour un certain λ > 0, on a pour tout N ,
||∆N (eitHu0)||L2([−2pi,2pi],L∞(R3)) ≤ λN−1/6
alors pour tout v ∈ Xs,b et tous N1 ≥ N2 ≥ N3,
||∆N1(v)∆N2(v)∆N3(ψ(t)e−itHu0)||Xs,−b′ ≤ CN
−κ
1 × (||v||3Xs,b + λ
3), (2.21)
||∆N1(v)∆N2(ψ(t)e−itHu0)∆N3(v)||Xs,−b′ ≤ CN
−κ
1 × (||v||3Xs,b + λ
3). (2.22)
Preuve
On montre (2.21), la preuve de (2.22) étant similaire.
Par dualité, il suﬃt de montrer qu'il existe une constante δ > 0 telle que∫
R∗R3
∆N1(v)∆N2(v)∆N3(ψ(t)e
−itHu0)∆M (w) ≤ CN−κ1 M−δ × (||v||3Xs,b + λ
3)× ||w||
X
−s,b′ .
Grâce au Lemme 2.1.23, nous pouvons nous ramener au cas où M ≤ N1+δ1 .
Cas N2 ≤M ≤ N1+δ1 :
En utilisant le Théorème 2.3.13 et la Proposition 2.1.6, on obtient∫
R∗R3
∆N1(v)∆N2(v)∆N3(ψ(t)e
−itHu0)∆M (w)
≤ ||∆N2(v)∆M (w)||L2(R,L2(R3)) × ||∆N3(ψ(t)e−itHu0)||L2([−2pi,2pi],L∞(R3)) × ||∆N1(v)||L∞([−2pi,2pi],L2(R3))
≤ N1/2+δ2 (
N2
M
)1/2−δ × ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(e
itHu0)||L2([−2pi,2pi],L∞(R3))||∆M (w)||X0,b′
≤ N1/2+δ2 (
N2
M
)1/2−δ(
M
N1N2
)sN
−1/6
3 × λ||v||2Xs,b ||w||X−s,b′
≤ N1−s2 M s−1/2+δN−s1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN1−s2 N−1/2+(3+s)δ1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN1/2−s+(3+s)δ1 × λ||v||2Xs,b ||w||X−s,b′ .
Cas M ≤ N2 :
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En utilisant le Théorème 2.3.13 et la Proposition 2.1.6, on établit∫
R∗R3
∆N1(v)∆N2(v)∆N3(ψ(t)e
−itHu0)∆M (w)
≤ ||∆N2(v)∆M (w)||L2(R,L2(R3)) × ||∆N3(ψ(t)e−itHu0)||L2([−2pi,2pi],L∞(R3)) × ||∆N1(v)||L∞([−2pi,2pi],L2(R3))
≤ M1/2+δ(M
N2
)1/2−δ × ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(e
itHu0)||L2([−2pi,2pi],L∞(R3))||∆M (w)||X0,b′
≤ M1/2+δ(M
N2
)1/2−δ(
M
N1N2
)sN
−1/6
3 × λ||v||2Xs,b ||w||X−s,b′
≤ N−1/2−s+δ2 M1+sN−s1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ N1/2+δ2 N−s1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN1/2−s+2δ1 × λ||v||2Xs,b ||w||X−s,b′ .

Proposition 2.4.3 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l'existence d'une constante
C > 0 telle que si pour un certain λ > 0, on a pour tout N ,
||∆N (eitHu0)||L4([−2pi,2pi],L∞(R3)) ≤ λN−1/6 et || [eitHu0]2 ||L4([−2pi,2pi],Hs(R3)) ≤ λ2
alors pour tout v ∈ Xs,b,
||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′ ≤ C(||v||3
X
s,b + λ
3). (2.23)
Preuve
En utilisant les Propositions 2.1.8 et 2.1.6, on trouve
||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′
≤ ||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||L1+δ(R,Hs(R3))
≤ ||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||L1+δ([−2pi,2pi],Hs(R3))
≤ ||v||L∞([−2pi,2pi],Hs(R3)) × ||eitHu0||2L4([−2pi,2pi],L∞(R3))
+ ||v||L2([−2pi,2pi],L∞(R3)) × || [eitHu0]2 ||L4([−2pi,2pi],Hs(R3))
≤ λ2||v||
X
s,b + λ2||v||
L2(R,W
s,6
(R3))
≤ C(||v||3
X
s,b + λ
3).

Proposition 2.4.4 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l'existence d'une constante
C > 0 telle que si pour un certain λ > 0, on a
|| [eitHu0]3||L4([−2pi,2pi],Hs(R3)) ≤ λ3
alors pour tout v ∈ Xs,b,
||ψ(t)e−itHu0 ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′ ≤ Cλ3. (2.24)
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Preuve
En utilisant la Proposition 2.1.8, on établit
||ψ(t)e−itHu0 ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′
≤ ||ψ(t)e−itHu0 ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||L1+δ(R,Hs(R3))
≤ C|| [eitHu0]3 ||L4([−2pi,2pi],Hs(R3))
≤ Cλ3.

Proposition 2.4.5 Il existe b′ < 12 tel que pour tous b >
1
2 et s ∈]12 , 1[, on ait l'existence de deux
constantes C > 0, κ > 0 et d'un réel R ∈ [2,∞[ tels que si pour un certain λ > 0, on a pour tout N,
||u0||L2(R3)) ≤ λ,
||∆N (eitHu0)||L4([−2pi,2pi],L∞(R3)) ≤ λN−1/6,
||∆N (eitHu0)||LR([−2pi,2pi],W s,4(R3)) ≤ λN s−1/4,
alors pour tout v ∈ Xs,b et tous N1 ≥ N2 ≥ N3,
||∆N1(ψ(t)e−itHu0)∆N2(v)∆N3(v)||Xs,−b′ ≤ CN
−κ
1 × (λ3 + ||v||3Xs,b). (2.25)
Preuve
Soit δ > 0 assez petit, ﬁxé par la suite.
Cas N1 ≥ (N2N3)
1−s
1−s−4δ :
Par dualité, il suﬃt d'établir∫
R∗R3
∆N1(ψ(t)e
itHu0)∆N2(v)∆N3(v)∆M (w) ≤ CN−κ1 M−δ × ||w||X−s,b′ × (λ
3 + ||v||3
X
s,b).
Grâce au Lemme 2.1.23, on peut se ramener au cas où M ≤ N1+δ1 .
Si N3 ≤M alors en utilisant les Théorèmes 2.3.13 et 2.3.14, on obtient∫
R∗R3
∆N1(ψ(t)e
−itHu0)∆N2(v)∆N3(v)∆M (w)
≤ ||∆N1(ψ(t)e−itHu0)∆N2(v)||L2(R,L2(R3)) × ||∆N3(v)∆M (w)||L2(R,L2(R3))
≤ (N2N3)1/2+δ(N2
N1
)1/2−δ(
N3
M
)1/2−δ × ||∆N1(u0)||L2 ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ (N2N3)1/2+δ(N2
N1
)1/2−δ(
N3
M
)1/2−δ(
M
N2N3
)s × λ||∆N2(v)||Xs,b ||∆N3(v)||Xs,b ||∆M (w)||X−s,b′
≤ M−δN−δ1 N−1+s+4δ1 (N2N3)1−s × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN−δ1 × λ||v||2Xs,b ||w||X−s,b′ .
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Puis, si N3 ≥M , en utilisant les Théorèmes 2.3.13 et 2.3.14, on trouve∫
R∗R3
∆N1(ψ(t)e
−itHu0)∆N2(v)∆N3(v)∆M (w)
≤ ||∆N1(ψ(t)e−itHu0)∆N2(v)||L2(R,L2(R3)) × ||∆N3(v)∆M (w)||L2(R,L2(R3))
≤ (N2M)1/2+δ(N2
N1
)1/2−δ(
M
N3
)1/2−δ × ||∆N1(u0)||L2 ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ (N2M)1/2+δ(N2
N1
)1/2−δ(
M
N3
)1/2−δ(
M
N2N3
)s × λ||∆N2(v)||Xs,b ||∆N3(v)||Xs,b ||∆M (w)||X−s,b′
≤ M−δN−δ1 N−1+s+4δ1 (N2N3)1−s × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN−δ1 × λ||v||2Xs,b ||w||X−s,b′ .
Cas N1 ≤ (N2N3)
1−s
1−s−4δ :
En utilisant les Propositions 2.1.8 et 2.1.6, on établit
||∆N1(ψ(t)e−itHu0)∆N2(v)∆N3(v)||Xs,−b′
≤ ||∆N1(ψ(t)e−itHu0)∆N2(v)∆N3(v)||L1+δ(R,Hs(R3))
≤ ||∆N1(e−itHu0)∆N2(v)∆N3(v)||L1+δ([−2pi,2pi],Hs(R3))
≤ ||∆N1(eitHu0)||
L
(1+δ)(1+2δ)
δ ([−2pi,2pi],W s,4(R3))
||∆N2(v)||L2(1+2δ)(R,L8(R3))||∆N3(v)||L2(1+2δ)(R,L8(R3))
+ ||∆N1(eitHu0)||L4([−2pi,2pi],L∞(R3))||∆N2(v)||L∞([−2pi,2pi],Hs(R3))||∆N3(v)||L2([−2pi,2pi],W s,6(R3))
+ ||∆N1(eitHu0)||L4([−2pi,2pi],L∞(R3))||∆N2(v)||L2([−2pi,2pi],W s,6(R3))||∆N3(v)||L∞([−2pi,2pi],Hs(R3))
≤ N s−1/41 (N2N3)
9
8
− 1
1+2δ
−sλ||v||2
X
s,b +N
−1/6
1 × λ||v||2Xs,b
≤ (N2N3)
(1−s)(s−1/4+δ)
1−s−4δ (N2N3)
9
8
− 1
1+δ
−sN−δ1 × λ||v||2Xs,b +N
−1/6
1 λ||v||2Xs,b ,
avec
(1− s)(s− 1/4 + δ)
1− s− 4δ +
9
8
− 1
1 + 2δ
− s = s− 1
4
+ δ +
4δ(s− 14 + δ)
1− s− 4δ +
9
8
− 1
1 + 2δ
− s
=
7
8
+
4δ(s− 14 + δ)
1− s− 4δ −
1
1 + 2δ
= −1
8
+ ◦(δ) < 0.
Et ﬁnalement la proposition est démontrée avec R = (1+δ)(1+2δ)δ . 
Déﬁnition 2.4.6 Soit λ > 0 et déﬁnissons E0(λ) comme l'ensemble des fonctions u0 ∈ L2(R3) qui
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vériﬁent 
||u0||L2(R3) ≤ λ
|| [eitHu0]2 ||L4([−2pi,2pi],Hs(R3)) ≤ λ2
|| [eitHu0]3 ||L4([−2pi,2pi],Hs(R3)) ≤ λ3
||∆N (eitHu0)||L4([−2pi,2pi],L∞(R3)) ≤ λN−1/6 , ∀N
||∆N (eitHu0)||LR([−2pi,2pi],W s,4(R3)) ≤ λN s−1/4 , ∀N
où R est ﬁxé par la Proposition 2.4.5.
Théorème 2.4.7 Soient 12 < s < 1 et K ∈ {−1, 1} alors il existe une constante C > 0 et un réel
b > 1/2 tels que si u0 ∈ E0(λ) avec λ > 0 alors pour tout v ∈ Xs,b,∣∣∣∣∣∣∣∣ψ(t)∫ t
0
e−i(t−s)Hψ(s)K cos(2s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds
∣∣∣∣∣∣∣∣
X
s,b
≤ C × (λ3 + ||v||3
X
s,b).
Preuve
Pour tout b > 12 , en utilisant les Propositions 2.1.9 et 2.1.10, on trouve
||ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds||Xs,b
≤ C|| K cos(2s)ψ(s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v)||Xs,b−1
≤ C|| |ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v)||Xs,b−1 .
Puis en utilisant (2.20), (2.21), (2.22), (2.23), (2.24), (2.25), on établit l'existence d'un entier b′ < 12
tel que pour tout u0 ∈ E0(λ),
|| |ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v)||
X
s,−b′ ≤ C(λ3 + ||v||3
X
s,b).
Il suﬃt alors de choisir b = 1− b′ > 12 et la proposition est démontrée. 
Théorème 2.4.8 Soient 12 < s < 1 et K ∈ {−1, 1} alors il existe une constante C > 0 et un réel
b > 1/2 tels que si u0 ∈ E0(λ) avec λ > 0, alors pour tout v ∈ Xs,bT ,∣∣∣∣∣∣∣∣ψ(t) ∫ t
0
e−i(t−s)HK cos(2s)ψ(s) |ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds
∣∣∣∣∣∣∣∣
X
s,b
T
≤ C(λ3 + ||v||3
X
s,b
T
).
Preuve
Soit w ∈ Xs,b telle que w|[−T,T ] = v alors
||ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds||Xs,bT
≤ ||ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + w|2 × (ψ(s)e−isHu0 + w) ds||Xs,b
≤ C(λ3 + ||w||3
X
s,b) pour tout w.
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Puis le théorème est démontré par déﬁnition de la borne inférieure. 
De manière similaire, on pourrait démontrer le théorème suivant :
Théorème 2.4.9 Soient 12 < s < 1 et K ∈ {−1, 1} alors il existe une constante C > 0 et un réel
b > 1/2 tels que si u0 ∈ E0(λ) avec λ > 0, alors pour tous v1, v2 ∈ Xs,bT ,∣∣∣∣∣∣∣∣ψ(t)∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v1|2 × (ψ(s)e−isHu0 + v1) ds
− ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v2|2 × (ψ(s)e−isHu0 + v2) ds
∣∣∣∣∣∣∣∣
X
s,b
T
≤ C||v1 − v2||Xs,bT × (λ
2 + ||v1||2
X
s,b
T
+ ||v2||2
X
s,b
T
).
2.5 Solutions globales pour l'équation (NLS)
Dans cette partie, on applique un théorème de point ﬁxe pour établir l'existence de solutions
globales pour l'équation (NLS). On démontre également l'unicité des solutions, ainsi que quelques
propriétés qu'elles vériﬁent comme le scattering.
Commençons par établir l'existence, pour cela considérons l'équation suivante : i
∂u
∂t
−Hu = K cos(2t)|u|2u,
u(0, x) = u0(x).
(NLSH)
Théorème 2.5.1 Soit 12 < s < 1 alors il existe une constante C > 0 et un réel b > 1/2 tels que si
u0 ∈ E0(λ) avec λ < 12√C alors il existe unique solution à l'équation (NLSH) avec donnée initiale u0
dans l'espace e−itHu0 +BXs,bT
(0, 12
√
1
C ).
Preuve
On déﬁnit
L : v → −iψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds,
u = e−itHu0 + v est l'unique solution de (NLSH) dans l'espace e−itHu0 + BXs,bT
(0, R) si et seulement
v est l'unique point ﬁxe de L dans l'espace B
X
s,b
T
(0, R).
Selon les Théorèmes 2.4.8 et 2.4.9, il existe une constante C > 0 telle que
||L(v)||
X
s,b
T
≤ C(λ3 + ||v||3
X
s,b
T
),
||L(v1)− L(v2)||Xs,bT ≤ C||v1 − v2||Xs,bT (λ
2 + ||v1||2
X
s,b
T
+ ||v2||2
X
s,b
T
).
Ainsi, si λ < 1
2
√
C
alors L est une application contractante de l'espace complet B
X
s,b
T
(0, 12
√
1
C ) et
admet donc un unique point ﬁxe. 
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Théorème 2.5.2 Soit 12 < s < 1 alors il existe deux constantes C, c > 0 telles que si u0 ∈ E0(λ) avec
λ < 1
2
√
C
alors il existe une unique solution globale à l'équation (NLS) avec donnée initiale u0 dans
l'espace eit∆u0 +BXs(0, c2
√
1
C ).
La constante C est donnée par les Théorèmes 2.4.8 et 2.4.9 et la constante c par la Proposition 2.1.17.
Preuve
Soit u donnée par le Théorème 2.5.1 et déﬁnissons
u˜(t, x) =
(
1√
1 + 4t2
)3/2
× u
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 .
D'après le Théorème 2.1.14, comme u est solution de (NLSH) sur ]−T, T [ alors u˜ est solution globale
de (NLS).
Ainsi, pour obtenir le théorème, il suﬃt de remarquer que
(eit∆u0)(t, x) =
(
1√
1 + 4t2
)3/2
× (e−itHu0)
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 ,
et d'utiliser la Proposition 2.1.17. 
L'existence de solutions étant prouvée, on démontre ensuite que les solutions sont uniques.
Théorème 2.5.3 Soient 12 < s < 1 et u0 ∈ E0(λ) avec λ > 0 alors si u˜1 et u˜2 sont deux solutions de
(NLS) de l'espace eit∆u0 +Xs, alors
u˜1 = u˜2 dans C
0(R, L2(R3))
Preuve
Il suﬃt de montrer que u˜1(t) = u˜2(t) pour t ≥ 0 (on remarque que xi(t) := u˜i(−t) vériﬁe i∂xi∂t −∆xi =
−K|xi|2xi et on pourra faire la même preuve pour obtenir que x1(t) = x2(t) pour t ≥ 0, c'est à dire
u˜1(t) = u˜2(t) pour t ≤ 0).
Pour tout t ∈ R,
∂t||u˜1(t)− u˜2(t)||2L2(R3) = 2<
(
< ∂t(u˜1(t)− u˜2(t)), u˜1(t)− u˜2(t) >L2(R3)×L2(R3)
)
≤ 2| < |u˜1(t)|2u˜1(t)− |u˜2(t)|2u˜2(t), u˜1(t)− u˜2(t) >L2(R3)×L2(R3) |
≤ 2||u˜1(t)− u˜2(t)||L2(R3) × || |u˜1(t)|2u˜1(t)− |u˜2(t)|2u˜2(t)||L2(R3)
≤ 4||u˜1(t)− u˜2(t)||2L2(R3) × (||u˜1(t)||2L∞(R3) + ||u˜2(t)||2L∞(R3)).
Par le Lemme de Grönwall, le théorème est démontré si ||u˜1(t)||2L∞(R3) + ||u˜2(t)||2L∞(R3) ∈ L1loc(R+)
car ||u˜1(0)− u˜2(0)||2L2(R3) = 0.
Le théorème est donc clair puisque grâce à la Proposition 2.1.15,
||u˜i||L2(R,L∞(R3)) ≤ ||eit∆u0||L2(R,L∞(R3)) + ||v˜i||L2(R,L∞(R3))
≤ C(||eitHu0||L4([−2pi,2pi],L∞(R3)) + ||v˜i||Xs)
≤ C(λ+ ||v˜i||Xs).
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
On prouve ensuite que les solutions construites diﬀusent en ∞ et −∞.
Théorème 2.5.4 Soit u˜ l'unique solution de (NLS) construite dans le Théorème 2.5.2, alors il existe
L+ ∈ Hs(R3) et L− ∈ Hs(R3) deux fonctions telles que
lim
t→∞ ||u˜(t)− e
it∆u0 − eit∆L+||Hs(R3) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0 − eit∆L−||Hs(R3) = 0.
Preuve
On a montré que
−iψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds ∈ Xs,bT .
Ainsi, par le Lemme 2.1.12,
−ie−itH
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds ∈ C0([−T, T ], Hs(R3)).
Et donc, il existe une fonction L ∈ Hs(R3) telle que
0 = lim
t→T
|| − ie−itH
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds− L||Hs(R3))
= lim
t→T
|| − i
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds− eitHL||Hs(R3))
= lim
t→T
|| − i
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds− eiTHL||Hs(R3)).
Or, pour t ∈ [−T, T ],
u(t) = e−itHu0 − ie−itH
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds.
Donc, par le Lemme 2.1.18, on obtient
u˜(t) = eit∆u0 + e
it∆
[
−i
∫ 1
2
arctan 2t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds
]
= eit∆u0 + e
it∆F (t),
avec
lim
t→∞ ||F (t)− e
iTHL||Hs(R3) = 0.
Et le théorème est démontré avec
L+ = eiTHL ∈ Hs(R3),
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car
lim
t→∞ ||e
it∆F (t)− eit∆L+||Hs(R3) = lim
t→∞ ||F (t)− L
+||Hs(R3)
≤ C lim
t→∞ ||F (t)− L
+||Hs(R3) = 0.

Enﬁn, pour conclure cette partie, on démontre que le ﬂot de l'équation est lipschitzien en un certain
sens.
Théorème 2.5.5 Soient u10, u
2
0 ∈ E0(λ) avec λ donné par le Théorème 2.5.2 et soient u˜1, u˜2 les
solutions de (NLS), alors il existe une constante Cλ > 0 telle que
||u˜1 − u˜2||X0 ≤ Cλ||u10 − u20||L2(R3).
Preuve
Grâce à la Proposition 2.1.16, il suﬃt d'établir que
||u1 − u2||X0T ≤ Cλ||u
1
0 − u20||L2(R3).
Rappelons que
u1(t)− u2(t) = e−itH(u10 − u20)− iψ(t)
∫ t
0
e−i(t−s)Hψ(s)K cos 2s
× (|ψ(s)e−isHu10 + v1(s)|2(ψ(s)e−isHu10 + v1(s))− |ψ(s)e−isHu20 + v2(s)|2(ψ(s)e−isHu20 + v2(s)))ds.
Ainsi, en utilisant les estimées de Strichartz et par la Proposition 2.1.6, le fait que
||vi||L2([T,T ],L∞(R3)) ≤ ||vi||L2([−T,T ],W s,6(R3)) ≤ C||vi||Xs,bT ≤ Cλ,
on obtient
||u1 − u2||X0T ≤ C(||u
1
0 − u20||L2(R3) + ||v1 − v2||L∞([−T,T ],L2(R3)))
×
1 + ∑
j=1,2
||eitHuj0||2L2([−2pi,2pi],L∞(R3)) + ||vj ||2L2([−T,T ],L∞(R3))

≤ Cλ2(||u10 − u20||L2(R3) + ||v1 − v2||L∞([−T,T ],L2(R3))).
Ainsi, pour prouver le résultat, il suﬃt de montrer que
||v1 − v2||L∞([−T,T ],L2(R3)) ≤ C||u10 − u20||L2(R3).
Mais comme
i∂tvi −Hvi = K cos 2t|e−itHui0 + vi|2 ∗ (e−itHui0 + vi),
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on en déduit
∂t||v1(t)− v2(t)||2L2(R3)
= 2<
(∫
R3
∂t(v1(t)− v2(t)) . v1(t)− v2(t)
)
= 2<(−iK cos 2t ∗
∫
R3
(|e−itHu10 + v1|2(e−itHu10 + v1)
− |e−itHu20 + v2|2(e−itHu20 + v2)) . v1(t)− v2(t) dx)
≤ ||v1(t)− v2(t)||L2(R3)
× || |e−itHu10 + v1(t)|2 ∗ (e−itHu10 + v1(t))− |e−itHu20 + v2(t)|2 ∗ (e−itHu20 + v2(t)) ||L2(R3)
≤ ||v1(t)− v2(t)||L2(R3) × (||v1(t)− v2(t)||L2(R3) + ||u10 − u20||L2(R3))
×
∑
j=1,2
||eitHuj0||2L∞(R3) + ||vj ||2L∞(R3)

Ainsi, on a établi
∂t||v1(t)− v2(t)||L2(R3) ≤ (||v1(t)− v2(t)||L2(R3) + ||u10 − u20||L2(R3))
×
∑
j=1,2
||eitHuj0||2L∞(R3) + ||vj ||2L∞(R3)
 .
Finalement, en utilisant le Lemme de Grönwall, on obtient
||v1 − v2||L∞([0,T,]L2(R3)) ≤ C||u10 − u20||L2(R3)
× e
∑
j=1,2
||eitHuj0||2L2([−2pi,2pi],L∞(R3))+||vj ||
2
L2([−T,T ],L∞(R3))
≤ CeCλ2 × ||u10 − u20||L2(R3).

2.6 Estimation de la régularité de la donnée initiale aléatoire
Dans cette partie, on estime la régularité de la donnée aléatoire en démontrant des estimées de
types grandes déviations. En particulier, on établit que uω0 ∈
⋃
n∈N
E0(n) ω presque surement. On sup-
posera que gn ∼ NC(0, 1) ou gn ∼ B(12) car dans ce dernier cas, il suﬃra de remplacer u0 par  ∗ u0
pour revenir au cas où gn ∼ B(12).
On déﬁnit pour t > 0,
Ωt =
(
ω ∈ Ω/||uω0 ||Hσ(R3) ≤ t, || [eitHuω0 ]2 ||L4([−2pi,2pi],Hs(R3)) ≤ t2 , || [eitHuω0 ]3 ||L4([−2pi,2pi],Hs(R3)) ≤ t3,
∩
N
||∆N (eitHuω0 )||L4([−2pi,2pi],L∞(R3)) ≤ tN−1/6, ∩
N
||∆N (eitHuω0 )||LR([−2pi,2pi],W s,4(R3)) ≤ tN s−1/4
)
,
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et l'objectif de cette partie est de démontrer le théorème suivant :
Théorème 2.6.1 Il existe deux constantes C, c > 0 telles que pour tout t ≥ 0 et tout u0 ∈ Hσ(R3),
P (Ωct) ≤ Ce
− ct2||u0||2Hσ(R3) . (2.26)
On commence par établir des inégalités de types chaos de Wiener dans le cas où gn ∼ NC(0, 1) ou
gn ∼ B(12). Pour cela, on introduit deux déﬁnitions et on démontre 3 lemmes préliminaires.
Déﬁnition 2.6.2 Pour p ∈ N∗, on déﬁnit
A2p =
{
σ ∈ S2p / σ2 = Id et σ(i) 6= i, ∀i{1, .., 2p}
}
,
et pour p ∈ N∗ et σ ∈ A2p, on pose
I(σ, p) = {i ∈ {1, ..., p} / σ(2i) = 2i− 1} .
Lemme 2.6.3 Soit Xn, n ∈ N une suite de variables indépendantes telles que E(X2k+1i ) = 0 pour
tout k ∈ N, alors pour tout 2p-upplet (n1, ...n2p) ∈ N2p,
si E(Xn1× ...×Xn2p) 6= 0 alors il existe une permutation σ ∈ A2p telle que nσ(i) = ni, ∀i ∈ {1, .., 2p}.
Preuve Le lemme se démontre facilement par récurrence sur p. 
Lemme 2.6.4 Il existe une constante C > 0 telle que pour tout p ∈ N∗,
Card(A2p) ≤ (Cp)p.
Preuve
Il suﬃt d'utiliser la formule de Sterling. En eﬀet, on a
Card(A2p) = (2p− 1)× ....× 3× 1 = (2p)!
2p.p!
≤ (Cp)p.

Déﬁnition 2.6.5 On déﬁnit
l2 =
c = (cn,m)n,m ∈ F(N×N) / ||c||l2 :=
√∑
m,n
|cm,n|2 <∞
 ,
et
l˜1 =
{
c = (cn,m)n,m ∈ F(N×N) / ||c||l˜1 :=
∑
n
|cn,n| <∞
}
.
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Lemme 2.6.6 Pour tout p ∈ N∗, toute permutation σ ∈ A2p et toutes suites c1, c2, ...cp dans l˜1 ∩ l2,∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p∏
i=1,
i∈I(σ,p)
||ci||l˜1 ×
p∏
i=1,
i/∈I(σ,p)
||ci||l2
≤
p∏
i=1
(
||ci||l˜1 + ||ci||l2
)
.
Preuve
La seconde inégalité est triviale à partir de la première. On démontre cette dernière par récurrence
sur p. Les cas p = 1, p = 2 et p = 3 sont clairs. Soit p ≥ 4 et supposons le résultat établi pour
q ∈ {1, ..., p− 1}.
-Cas I(σ, p) 6= ∅.
Si p ∈ I(σ, p) alors il existe une permutation σ′ = σ|{1,...,2(p−1)} ∈ A2(p−1) telle que
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−1),
nσ′(i)=ni
|c1n1,n2 | ... |cp−1n2p−3,n2p−2 |
× ||cp||l˜1 .
et le résultat est prouvé par récurrence en remarquant que I(σ′, p− 1) = I(σ, p) \ {p}.
Sinon p /∈ I(σ, p) et il existe un entier i ∈ {1, ..., p− 1} tel que i ∈ I(σ, p).
Dans cette situation, posons
γ : {1, ..., 2p} \ {2i− 1, 2i} → {1, ..., 2p− 2}
k 7→ k si k /∈ {2p− 1, 2p},
2p− 1 7→ 2i− 1,
2p 7→ 2i,
τ = σ|{1,...,2p}\{2i−1,2i} et σ′ = γ ◦ τ ◦ γ−1 pour obtenir que
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−1),
nσ′(i)=ni
|c1n1,n2 | ...|cin,n|...|cp−1n2p−3,n2p−2 | |cpn2i−1,n2i |
× ||ci||l˜1 .
Remarquons que σ′ ∈ A2(p−1) et que I(σ′, p− 1) = I(σ, p) \ {i}. Ainsi, nous pouvons appliquer l'hy-
pothèse de récurrence à c1 = c1, ..., ci = cp, ..., cp−1 = cp−1 et le résultat suit.
Cas I(σ, p) = ∅ :
Nous devons prouver que ∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p∏
i=1
||ci||l2 .
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Ainsi, on remarque que le rôle des ci est symétrique et qu'il est donc possible d'intervertir leurs posi-
tions. Par conséquent, il est possible de supposer que σ(2p) = 2p− 2 et σ(2p− 1) = 2p− 3 ou 2p− 4.
Sous-cas σ(2p) = 2p− 2 et σ(2p− 1) = 2p− 3 :
Il existe une permuation σ′ = σ|{1,...,2(p−2)} ∈ A2(p−2) telle que
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−2),
nσ′(i)=ni
|c1n1,n2 | ... |cp−2n2p−3,n2p−2 |
×∑
n,k
cp−1n,k c
p
n,k.
Puis, il suﬃt d'utiliser l'inégalité de Cauchy-Schwarz et l'hypothèse de récurrence pour prouver le
résultat.
Sous-cas σ(2p) = 2p− 2 et σ(2p− 1) = 2p− 4 :
Posons τ = σ|{1,..,2p−5}∪{2p−3},
γ : {1, ..., 2(p− 2)} → {1, .., 2p− 5} ∪ {2p− 3}
k 7→ k si k ∈ {1, ..., 2p− 5},
2p− 4 7→ 2p− 3,
et σ′ = γ−1 ◦ τ ◦ γ ∈ A2(p−2).
Comme 2p− 4 = σ′(2p− 4) ⇔ 2p− 3 = σ(2p− 3) et σ′ = σ sur {1, ..., 2p− 5}, alors∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
∑
n1,...,n2(p−2),
nσ′(i)=ni
∑
n,m
|c1n1,n2 | ... |cp−2n2p−5,m| |cp−1n2p−4,n| |cpm,n|.
Puis, grâce à l'inégalité de Cauchy-Schwarz, on obtient
∑
n,m
|cp−2n2p−5,m| |cp−1n2p−4,n| |cpm,n| ≤
√∑
m
|cp−2n2p−5,m|2.
∑
n
|cp−1n2p−4,n|2 × ||cp||l2 ,
pour ensuite appliquer l'hypothèse de récurrence à p− 2, σ′ ∈ A2(p−2) et c1 = c1, ..., cp−3 = cp−3 et
c˜p−2k,l =
√∑
m
|cp−2k,m |2 ×
∑
n
|cp−1l,n |2.
Il est important de remarquer qu'il n'est pas clair que I(σ′, p − 2) = ∅ et qu'il est possible que
p− 2 ∈ I(σ′, p− 2). On obtient alors
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p−3∏
i=1
||ci||l2 × ||c˜p−2||l?i × ||c
p||l2 ,
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où l?i désigne la norme l
2 ou l˜1.
Finalement, pour conclure, on note que
||c˜p−2||l2 = ||
√∑
m
|cp−2k,m |2 ×
∑
n
|cp−1l,n |2||l2 = ||cp−2||l2 × ||cp−1||l2 ,
et par l'inégalité de Cauchy Schwarz que
||c˜p−2||l˜1 = ||
√∑
m
|cp−2k,m |2.
∑
n
|cp−1l,n |2||l˜1 ≤ ||cp−2||l2 × ||cp−1||l2 .
Ce qui achève la récurrence. 
Maintenant, grâce aux Lemmes 2.6.3, 2.6.4 et 2.6.6, on peut démontrer les estimées du chaos de
Wiener qui nous serviront à estimer P (Ωct).
Proposition 2.6.7 Supposons que gn ∼ NC(0, 1) ou gn ∼ B(12) alors il existe une constante C > 0
telle que pour tout q ≥ 2 et toutes suites (cn)n ∈ l2(N), (cn,m)n,m ∈ l2(N × N) et (cn,m,k)n,m,k ∈
l2(N×N×N),∣∣∣∣∣∣∣∣∑
n∈N
cn × gn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q 12 ×
√∑
n∈N
|cn|2, (2.27)
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q ×
√ ∑
n,m∈N
|cn,m|2 + L
∑
n∈N
|cn,n|
 , (2.28)
∣∣∣∣∣∣∣∣ ∑
n,m,k∈N
cn,m,k × gn(ω)× gm(ω)× gk(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q 32 ×
√ ∑
n,m,k∈N
|cn,m,k|2+ (2.29)
+ L×
∑
n∈N
√∑
m∈N
|cn,n,m|2 +
∑
n∈N
√∑
m∈N
|cn,m,n|2 +
∑
n∈N
√∑
m∈N
|cm,n,n|2
 ,
où
L =
{
0 dans le cas Gaussien complexe,
1 dans le cas Bernoulli (ou Gaussien réel).
Preuve
1- Dans [BT2], il est montré que si
∃δ > 0/∀α ∈ R et n ∈ N, E(eαgn) ≤ eδα2 , (2.30)
alors (2.27) est satisfait. Ainsi, (2.27) est vériﬁé puisque (2.30) est satisfait si gn ∼ NR(0, 1) ou
gn ∼ B(12).
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2- Pour le cas Gaussien, d'après [TT], Proposition 2.4 (Wiener chaos estimates), il existe une constante
C > 0 telle que pour tout q ≥ 2,∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q ×
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣
L2(Ω)
. (2.31)
Or ∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2
L2(Ω)
=
∑
n,n′,m,m′∈N
cn,m × cn′,m′ × E
(
gn(ω)× gm(ω)× gn′(ω)× gm′(ω)
)
≤
∑
n=n′=m=m′∈N
| |+
∑
n=n′,m=m′∈N
| |+
∑
n=m,n′=m′∈N
| |+
∑
n=m′,n′=m∈N
| |.
Mais ∑
n=n′=m=m′∈N
∣∣∣∣cn,m × cn′,m′ × E (gn(ω)× gm(ω)× gn′(ω)× gm′(ω)) ∣∣∣∣
=
∑
n∈N
|cn,n|2E(|gn(ω)|4)
≤
∑
n,m∈N
|cn,m|2,
et en utilisant que E(gn(ω)2) = 0, on trouve∑
n=m,n′=m′∈N
∣∣∣∣cn,m × cn′,m′ × E (gn(ω)× gm(ω)× gn′(ω)× gm′(ω)) ∣∣∣∣
=
∑
n,m∈N
|cn,n| × |cm,m| ×
∣∣∣∣E (gn(ω)2 × gm(ω)2) ∣∣∣∣
=
∑
n∈N
|cn,n|2 × E
(|gn(ω)|4)
≤
∑
n,m∈N
|cn,m|2.
Ainsi (2.28) est démontré dans le cas gn ∼ NC(0, 1). Nous pouvons procéder de la même manière pour
obtenir (2.29) puisque l'inégalité (2.31) est vraie pour un produit quelconque de variables aléatoires.
3- Dans le cas Bernoulli, démontrons (2.28). Nous pouvons limiter la preuve au cas où q = 2p avec
p ∈ N∗. Il suﬃt alors de montrer que
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
≤ (Cp)2p ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
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Nous pouvons utiliser successivement les Lemmes 2.6.3, 2.6.6 et 2.6.4 pour obtenir∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
=
∑
n1,...,n4p
cn1,n2 ...cn2p−1,n2p .cn2p+1,n2p+2 ...cn4p−1,n4p × E
(
4p∏
i=1
gni
)
≤
∑
n1,...,n4p
|cn1,n2 |...|cn4p−1,n4p | ×
∣∣∣∣E
(
4p∏
i=1
gni
)∣∣∣∣
≤
∑
σ∈A4p
∑
n1,...,n4p,
nσ(i)=ni
|cn1,n2 |...|cn4p−1,n4p |
≤ Card(A4p)×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p
≤ (Cp)2p ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
Ce qui démontre (2.28). Pour obtenir (2.29), on peut remarquer que le Lemme 2.6.6 reste vrai pour
un produit de 3 variables aléatoires (il suﬃt de faire la preuve avec des suites de 3 variables). On peut
aussi regarder le Théorème 4.2.3 du chapitre 4. 
Remarque
La preuve dans le cas Bernoulli peut être facilement adaptée au cas de variables aléatoires vériﬁant
l'existence d'une constante C > 0 telle que pour tous n ∈ N et p ≥ 2,
E(|gn|p) ≤ Cp.
On peut maintenant passer à la démonstration du Théorème 2.6.1. On remarque que
P (Ωct) ≤ P
(
ω ∈ Ω/||uω0 ||Hσ(R3) ≥ t
)
+ P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2pi,2pi],Hs(R3)) ≥ t2
)
+ P
(
ω ∈ Ω/|| [eitHuω0 ]3 ||L4([−2pi,2pi],Hs(R3)) ≥ t3
)
+ P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2pi,2pi],L∞(R3)) ≥ tN−1/6
})
+ P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||LR([−2pi,2pi],W s,4(R3)) ≥ tN s−1/4
})
ainsi il suﬃt d'établir la majoration (2.26) pour chacun des termes. Eﬀectuons la démonstration pour
le second et le quatrième terme (pour les autres termes, la démarche est identique).
I/ Cas || [eitHuω0 ]2 ||L4([−2pi,2pi],Hs(R3)) ≥ t2 :
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Comme s ∈]12 , 12 + σ[, il suﬃt d'obtenir le lemme suivant :
Lemme 2.6.8 Pour tout  > 0, il existe 2 constantes C, c > 0 telles que pour tout t > 0 et u0 ∈
H
σ
(R3),
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2pi,2pi],Hσ+1/2−2(R3)) ≥ t
2
)
≤ Ce
− ct2||u0||2Hσ(R3) .
Preuve du Lemme 2.6.8
Remarquons qu'il suﬃt d'obtenir l'estimation pour t ≥ C||u0||Hσ(R3).
Grâce aux inégalités de Markov et Minkowski, on obtient pour q ≥ 4,
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2pi,2pi],Hσ+1/2−2(R3)) ≥ t
2
)
≤ P
(
ω ∈ Ω/|| Hσ/2+1/4− [eitHuω0 ]2 ||qL4([−2pi,2pi],L2(R3)) ≥ t2q
)
≤ t−2q × Eω
(
|| Hσ/2+1/4− [eitHuω0 ]2 ||qL4([−2pi,2pi],L2(R3))
)
≤ t−2q × || Hσ/2+1/4− [eitHuω0 ]2 ||qLq(Ω,L4([−2pi,2pi],L2(R3)))
≤ t−2q × || Hσ/2+1/4− [eitHuω0 ]2 ||qL4([−2pi,2pi],L2(R3,Lq(Ω))).
Puis, par (2.28), on établit
|| Hσ/2+1/4− [eitHuω0 ]2 ||Lq(Ω)
≤
∣∣∣∣∣∣∣∣ Hσ/2+1/4−
 ∑
n,m∈N
eit(λ
2
n+λ
2
m)cncmhn(x)hm(x)gn(ω)gm(ω)
 ∣∣∣∣∣∣∣∣
Lq(Ω)
≤
∣∣∣∣∣∣∣∣ ∑
n,m∈N
eit(λ
2
n+λ
2
m)cncm ×Hσ/2+1/4− [hn(x)hm(x)]× gn(ω)gm(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q ×
√ ∑
n,m∈N
|cn|2|cm|2| Hσ/2+1/4− [hn(x)hm(x)] |2 + L
∑
n∈N
|cn|2|Hσ/2+1/4− [h2n(x)]|
 .
Prenons L = 0 pour simpliﬁer les calculs (le terme avec L=1 s'estime de la même façon). Par l'inégalité
triangulaire, on trouve
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2pi,2pi],Hσ+1/2−2(R3)) ≥ t
2
)
≤
(
Cq
t2
)q
×
∣∣∣∣∣∣∣∣ ∑
n,m∈N
|cn|2 × |cm|2 × | Hσ/2+1/4− [hn(x)hm(x)] |2
∣∣∣∣∣∣∣∣
L2([−2pi,2pi],L1(R3))
q/2
≤
(
Cq
t2
)q
×
 ∑
n,m∈N
|cn|2 × |cm|2 × || Hσ/2+1/4− [hn(x)hm(x)] ||2L4([−2pi,2pi],L2(R3))
q/2 .
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Puis grâce à la Proposition 2.1.21 avec δ = , on arrive à
|| Hσ/2+1/4− [hn(x)hm(x)] ||2L4([−2pi,2pi],L2(R3)) ≤ C ×max(λn, λm)2(σ−) ≤ C ×max(λn, λm)2σ.
Et ﬁnalement, on a
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2pi,2pi],Hσ+1/2−2(R3)) ≥ t
2
)
≤
(
Cq
t2
)q
×
 ∑
n,m∈N
|cn|2 × |cm|2 ×max(λn, λm)2σ
q/2
≤
(
Cq||u0||2Hσ(R3)
t2
)q
.
Il suﬃt ensuite de choisir q = t
2
2C||u0||2
H
σ
(R3)
≥ 4 pour conclure . 
II/ Cas ||∆N [eitHuω0 ]||L4([−2pi,2pi],L∞(R3)) ≥ N−1/6t :
Commençons par établir le lemme suivant :
Lemme 2.6.9 Pour tous p1, p2 ∈ [2,∞[ et  > 0, il existe deux constantes C, c > 0 telles que pour
tous t > 0, N ≥ 1 et u0 ∈ Hσ−(R3),
P
(
ω ∈ Ω/||∆N (eitHuω0 )||Lp1 ([−2pi,2pi],W ,p2 (R3)) ≥ tN−1/6−σ+2
)
≤ Ce
− ct2||∆N (u0)||2
H
σ−
(R3) .
Preuve du Lemme 2.6.9
Quitte à remplacer u0 par ∆N (u0), on se ramène à démontrer que
P
(
ω ∈ Ω/||∆′N (eitHuω0 )||Lp1 ([−2pi,2pi],W ,p2 (R3)) ≥ tN−1/6−σ+2
)
≤ Ce
− ct2||u0||2
H
σ−
(R3) .
Comme pour le Lemme 2.6.8, il suﬃt de prouver l'estimation pour t ≥ C||u0||Hσ−(R3).
Grâce aux inégalités de Markov et Minkowski, on obtient pour q ≥ p1, p2,
P
(
ω ∈ Ω/||∆′N (eitHuω0 )||Lp1 ([−2pi,2pi],W ,p2 (R3)) ≥ tN−1/6−σ+2
)
≤
(
N1/6+σ−2 × Eω(||∆′N (eitHuω0 )||Lp1 ([−2pi,2pi],W ,p2 (R3)))
t
)q
≤
(
N1/6+σ−2
t
)q
× ||H/2∆′N (eitHuω0 )||qLq(Ω),Lp1 ([−2pi,2pi]),Lp2 (R3)
≤
(
N1/6+σ−2
t
)q
× ||H/2∆′N (eitHuω0 )||qLp1 ([−2pi,2pi]),Lp2 (R3),Lq(Ω).
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Or, d'après (2.27),
||H/2∆′N (eitHuω0 )||Lq(Ω) ≤
∣∣∣∣∣∣∣∣∑
n∈N
φ
(
λ2n
N2
)
λne
itλ2ncnhn(x)gn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤
∣∣∣∣∣∣∣∣ ∑
λn∼N
φ
(
λ2n
N2
)
λne
itλ2ncnhn(x)gn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C ×√q ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
λ2n × |cn|2 × |hn(x)|2.
Alors, par (2.4) et (2.5), on trouve
||H/2∆′N (eitHuω0 )||Lp1 ([−2pi,2pi]),Lp2 (R3),Lq(Ω)
≤ C ×√q ×
∣∣∣∣∣∣∣∣ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2n × |cn|2 × |hn(x)|2
∣∣∣∣∣∣∣∣1/2
Lp1/2([−2pi,2pi]),Lp2/2(R3)
≤ C ×√q ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2n × |cn|2 × ||hn(x)||2Lp2 (R3)
≤ C ×√q ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2−1/3n × |cn|2
≤ C ×√q ×N−σ−1/6+2 ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2(σ−)n × |cn|2
≤ C ×√q ×N−σ−1/6+2 × ||∆′N (u0)||Hσ−(R3)
≤ C ×√q ×N−σ−1/6+2 × ||u0||Hσ−(R3).
Finalement, on a pour tout q ≥ p1, p2,
P
(
ω ∈ Ω/||∆′N (eitHuω0 )||Lp1 ([−2pi,2pi],W ,p2 (R3)) ≥ tN−1/6−σ+2
)
≤
(
C ×√q × ||u0||Hσ−(R3)
t
)q
.
Il suﬃt alors de choisir q =
(
t
4C||u0||Hσ(R3)
)2
≥ p1, p2 pour prouver le Lemme 2.6.9. 
Ensuite, pour p2 = 3 +  , on a
W ,p2(R3) ↪→ L∞(R3).
Ainsi pour tous p1 ∈ [2,∞[ et  > 0, il existe deux constantes C, c telles que pour tous t > 0, N ≥ 1
et u0 ∈ Hσ−(R3),
P
(
ω ∈ Ω/||∆N (eitHuω0 )||Lp1 ([−2pi,2pi],L∞(R3)) ≥ tN−1/6−σ+2
)
≤ Ce
− ct2||∆N (u0)||2
H
σ−
(R3) .
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Ensuite, nous pouvons choisir p1 = 4 et utiliser que ||∆N (u0)||2
H
σ−
(R3)
≤ N−2||u0||2Hσ(R3) pour
obtenir pour tout  > 0 l'existence de deux constantes C, c > 0 telles que pour tous t > 0, N ≥ 1 et
u0 ∈ Hσ(R3),
P
(
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2pi,2pi],L∞(R3)) ≥ tN−1/6
)
≤ Ce
− cN2(σ−)t2||u0||2Hσ(R3) . (2.32)
Nous devons prouver qu'il existe deux constantes C, c > 0 telles que pour tous t > 0, N ≥ 1 et
u0 ∈ Hσ(R3),
P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2pi,2pi],L∞(R3)) ≥ tN−1/6
})
≤ Ce
− ct2||u0||2Hσ(R3) . (2.33)
Depuis
P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2pi,2pi],L∞(R3)) ≥ tN−1/6
})
≤ 1,
il suﬃt de montrer (2.33) pour t ≥ C||u0||Hσ(R3).
On pose α =
(
t
C||u0||Hσ(R3)
)2
et en choisissant  < σ dans (2.32), il suﬃt de montrer que
∀δ > 0, ∃ C, c > 0/ ∀α ≥ 1,
∑
N
e−αN
δ ≤ Ce−cα. (2.34)
Or
∑
N
e−αN
δ
=
∑
k≥1
e−α(2
k−1)δ ≤
∫ ∞
0
e−α(2
x−1)δdx ≤
∫ ∞
1/2
e−αyδ
y
dy
≤
∫ ∞
(1/2)δ
e−αz
z
dz
δ
≤
∫ ∞
α(1/2)δ
e−t
t
dt
δ
≤ 2
δ
δα
e
− α
2δ ≤ Ce−cα,
et (2.33) est prouvé ainsi que l'estimation du terme dans le cas II. Nous pouvons procéder de manière
similaire pour estimer les autres termes et montrer le Théorème 2.6.1.
2.7 Preuves des théorèmes
2.7.1 Preuve du Théorème 2.0.12
Pour montrer le Théorème 2.0.12, il suﬃt de montrer que pour tout t > 0, P (Ωt) > 0. Pour cela,
on commence par établir qu'il suﬃt de montrer le résultat pour un nombre ﬁni de termes dans la
donnée initiale. On commence par introduire la déﬁnition suivante :
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Déﬁnition 2.7.1 Pour u0 =
∑
n∈N
cnhn(x) une fonction de L2(R3), on déﬁnit pour K ∈ N∗,
[u0]K =
∑
λn<K
cnhn(x),
[u0]
K =
∑
λn≥K
cnhn(x).
Pour ensuite énoncer le théorème.
Théorème 2.7.2 Pour tous t > 0 et α ∈]0, 1], il existe un entier K ∈ N∗ tel que
P (Ωt) ≥ (1− α)× µ
(
u0 ∈ Hσ(R3)/|| [u0]K ||Hσ(R3) ≤
t
2
, || (eitH [u0]K)2 ||L4([−2pi,2pi],Hs(R3)) ≤
t2
2
,
|| (eitH [u0]K)3 ||L4([−2pi,2pi],Hs(R3)) ≤
t3
2
,
⋂
N
{
||∆N (eitH [u0]K)||L4([−2pi,2pi],L∞(R3)) ≤
tN−1/6
2
}
,
⋂
N
{
||∆N (eitH [u0]K)||LR([−2pi,2pi],W s,4(R3)) ≤
tN s−1/4
2
})
.
Preuve
Par indépendance, on trouve
P (Ωt) ≥µ
(
|| [u0]K ||Hσ(R3) ≤
t
2
, || (eitH [u0]K)2||L4([−2pi,2pi],Hs(R3)) ≤
t2
2
,
|| (eitH [u0]K)3 ||L4([−2pi,2pi],Hs(R3)) ≤
t3
2
,
⋂
N
{
||∆N (eitH [u0]K)||L4([−2pi,2pi],L∞(R3)) ≤
tN−1/6
2
}
,
⋂
N
{
||∆N (eitH [u0]K)||LR([−2pi,2pi],W s,4(R3)) ≤
tN s−1/4
2
})
×µ
(
|| [u0]K ||Hσ(R3) ≤
t
2
, || (eitH [u0]K)2 ||L4([−2pi,2pi],Hs(R3)) ≤
t2
2
,
|| (eitH [u0]K)3 ||L4([−2pi,2pi],Hs(R3)) ≤
t3
2
,
⋂
N
{
||∆N (eitH [u0]K)||L4([−2pi,2pi],L∞(R3)) ≤
tN−1/6
2
}
,
⋂
N
{
||∆N (eitH [u0]K)||LR([−2pi,2pi],W s,4(R3)) ≤
tN s−1/4
2
})
.
Notons par Pt,K le premier terme probabiliste de cette inégalité. Alors par le Théorème 2.6.1, pour
tous t ≥ 0 et K ∈ N∗,
Pt,K ≥ 1− Ce
− ct2|| [u0]K ||2Hσ(R3) ,
avec
lim
K→∞
|| [u0]K ||2Hσ(R3) = 0.
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Par conséquent, il existe bien un entier non nul K tel que
Ce
− ct2|| [u0]K ||2Hσ(R3) ≤ α.

Remarque :
Dans ce théorème, s'il existe σ′ > σ avec u0 ∈ Hσ
′
(R3) alors nous pouvons choisir
M ≥ ||u0||
H
σ′
(R3)
×
√
log(Cα )
c pour avoir PMK−(σ′−σ),K ≥ 1− α.
Puis, nous pouvons choisir K ≥ (Mt ) 1σ′−σ pour obtenir
Pt,K ≥ PMK−(σ′−σ),K ≥ 1− α.
Et ﬁnalement K =
( ||u0||
H
σ′
(R3)
t ×
√
log(Cα )
c
) 1
σ′−σ
satisfait le Théorème 2.7.2.
Enﬁn, on démontre le résultat pour un nombre ﬁni de termes dans la donnée initiale.
Proposition 2.7.3 Il existe une constante C > 0 telle que pour tout K ∈ N,ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gλ(ω)|2 ≤
t2
4
 ⊂
{
ω ∈ Ω/|| [uω0 ]K ||Hσ(R3) ≤
t
2
}
, (2.35)
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 ⊂
{
ω ∈ Ω/|| (eitH [uω0 ]K)2 ||L4([−2pi,2pi],Hs(R3)) ≤
t2
2
}
,
(2.36)ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 ⊂
{
ω ∈ Ω/|| (eitH [uω0 ]K)3 ||L4([−2pi,2pi],Hs(R3)) ≤
t3
2
}
,
(2.37)ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 ⊂⋂
N
{
ω ∈ Ω/||∆N (eitH [uω0 ]K)||L4([−2pi,2pi],L∞(R3)) ≤
t
2
N−1/6
}
,
(2.38)ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 ⊂⋂
N
{
ω ∈ Ω/||∆N (eitH [uω0 ]K)||LR([−2pi,2pi],W s,4(R3)) ≤
t
2
N s−1/4
}
.
(2.39)
Preuve
On remarque qu'il existe deux constantes C1, C2 > 0 telles que C1n
1
3 ≤ λ2n ≤ C2n
1
3 puis que
94
CHAPITRE 2. SOLUTIONS GLOBALES POUR L'ÉQUATION DE
SCHRÖDINGER CUBIQUE EN DIMENSION 3
|{λn ≤ K}| ≤ CK6. Le résultat suit alors grâce à la Proposition 2.1.19 et à l'inégalité de Cauchy-
Schwarz. 
Preuve du Théorème 2.0.12
Par le Théorème 2.7.2 et la Proposition 2.7.3, il suﬃt de montrer que pour tout entier K ≥ 1 et tout
réel t > 0,
P
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 > 0.
Mais, par indépendance,
P
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 ≥ P
 ⋂
λn≤K
{
ω ∈ Ω/|gn(ω)|2 ≤ t
2
CK12||u0||2Hσ(R3)
}
≥
∏
λn≤K
P
(
ω ∈ Ω/|gn(ω)|2 ≤ t
2
CK12||u0||2Hσ(R3)
)
> 0,
car pour tout R > 0 et tout n ∈ N , P (ω ∈ Ω/|gn(ω)| ≤ R) > 0. 
Remarque
Dans le cas Gaussien, comme
P
(
ω ∈ Ω/|gn(ω)|2 ≤ R
)
= 1− e−R,
on en déduit
P
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK2
 ≥
1− e− t2CK12||u0||2Hσ(R3)
K6 .
Par conséquent, pour σ′ > σ, en utilisant la remarque du Théorème 2.7.2, on obtient qu'il existe deux
constantes R > 0 et C > 0 telles que si ||u0||
H
σ′
(R3)
≥ R alors
P (Ω′) ≥ (1− α)× e
−C||u0||
6
σ′−σ
H
σ′
(R3)
log ||u0||
H
σ′
(R3) .
2.7.2 Preuve du Théorème 2.0.13
On démontre ici les deux assertions du Théorème 2.0.13.
En utilisant les Théorèmes 2.5.2, 2.5.3 et 2.5.4, pour prouver (2.1), il suﬃt d'établir que pour tout
λ > 0,
lim
η→0
P
(
ω ∈ Ωλ| ||uω0 ||Hσ(R3) ≤ η
)
= 1. (2.40)
On adapte ici la preuve de l'Appendice A.2 de [BT4]. On commence par établir deux lemmes prélimi-
naires.
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Lemme 2.7.4 Pour j = 1, 2, soient Ej deux espaces de Banach munis d'une mesure µj.
Soient f1, f2, f3, (fN4 )N , (f
N
5 )N : E1×E2 → C et g : E2 → C une famille de fonctions mesurables alors
µ1 ⊗ µ2
(
(x1, x2) ∈ E1 × E2 / |f1(x1, x2)| > λ ∪ |f2(x1, x2)| > λ ∪ |f3(x1, x2)| > λ
∪
N
|fN4 (x1, x2)| > λ ∪
N
|fN5 (x1, x2)| > λ | |g(x2)| ≤ η
)
≤ sup
x2∈E2/|g(x2)|≤η
µ1
(
x1 ∈ E1/ |f1(x1, x2)| > λ ∪ |f2(x1, x2)| > λ ∪ |f3(x1, x2)| > λ
∪
N
|fN4 (x1, x2)| > λ ∪
N
|fN5 (x1, x2)| > λ
)
.
Preuve
On peut écrire∫
E1
1{(x1,x2) / |f1(x1,x2)|>λ ∪ |f2(x1,x2)|>λ ∪ |f3(x1,x2)|>λ ∪
N
|fN4 (x1,x2)|>λ∪N |f
N
5 (x1,x2)|>λ}
× 1{x2∈E2 / g(x2)≤η}dµ1(x1)
≤ sup
x2∈E2/|g(x2)|≤η
µ1
(
x1 ∈ E1/|f1(x1,x2)| > λ ∪ |f2(x1, x2)| > λ ∪ |f3(x1, x2)| > λ
∪
N
|fN4 (x1, x2)| > λ ∪
N
|fN5 (x1, x2)| > λ
)
× 1{x2∈E2 / g(x2)≤η}.
Puis il suﬃt d'intégrer l'inégalité sur x2 ∈ E2 contre la mesure µ2. 
Lemme 2.7.5 Soit g une variable aléatoire avec une distribution symétrique et soit h une variable
aléatoire de loi Bernoulli indépendante de g alors hg a la même loi que g.
Preuve
Pour toute fonction φ continue bornée, on a
E(φ(hg)) =
1
2
E(φ(g)) +
1
2
E(φ(−g)) = E(φ(g)).
Cela suﬃt à montrer que g et hg ont mêmes lois. 
Ces diﬀérents lemmes étant établis, on peut alors démontrer (2.1). On déﬁnit
Y = RN,
qui, muni de la norme l∞(N), donne un espace de Banach. On munit Y de la mesure de probabilité
µ0, déﬁnie comme la loi de la variable aléatoire
ω −→ (bn(ω))n∈N,
96
CHAPITRE 2. SOLUTIONS GLOBALES POUR L'ÉQUATION DE
SCHRÖDINGER CUBIQUE EN DIMENSION 3
où (bn)n∈N est une suite de variables aléatoires Bernoulli indépendantes et indépendante de la suite
(gn)n∈N.
Enﬁn, pour y = (yn)n ∈ Y et f(x) =
∑
n∈N
cnhn(x), on déﬁnit l'opération  de la façon suivante :
y  f =
∑
n∈N
yncnhn(x).
En utilisant le Lemme 2.7.5, on obtient
P
(
ω ∈ Ωcλ | ||uω0 ||Hσ(R3) ≤ η
)
= µ⊗ µ0
(
f ∈ Hσ(R3), y ∈ X/| ||y  f ||Hσ(R3) ≥ λ ∪ || [eitHy  f ]2 ||L4([−2pi,2pi],Hs(R3)) ≥ λ2
∪ || [eitHy  f ]3 ||L4([−2pi,2pi],Hs(R3)) ≥ λ3
∪
N
||∆N (eitHy  f)||L4([−2pi,2pi],L∞(R3)) ≥ λN−1/6
∪
N
||∆N (eitHy  f)||LR([−2pi,2pi],W s,4(R3)) ≥ λN s−1/4 | ||y  f ||Hσ(R3) ≤ η
)
= µ⊗ µ0
(
f ∈ Hσ(R3), y ∈ Y /| ||y  f ||Hσ(R3) ≥ λ ∪ || [eitHy  f ]2 ||L4([−2pi,2pi],Hs(R3)) ≥ λ2
∪ || [eitHy  f ]3 ||L4([−2pi,2pi],Hs(R3)) ≥ λ3
∪
N
||∆N (eitHy  f)||L4([−2pi,2pi],L∞(R3)) ≥ λN−1/6
∪
N
||∆N (eitHy  f)||LR([−2pi,2pi],W s,4(R3)) ≥ λN s−1/4 | ||f ||Hσ(R3) ≤ η
)
,
puisque
||y  f ||Hσ(R3) = ||f ||Hσ(R3), pour tout y ∈ Y et f ∈ H
σ
(R3).
Maintenant, en utilisant le Lemme 2.7.4 (appliqué à E1 = Y , µ1 = µ0, E2 = H
σ
(R3) et µ2 = µ) et la
Proposition 2.6.1 (dans le cas Bernoulli avec  = 1), on trouve
P
(
ω ∈ Ωcλ | ||uω0 ||Hσ(R3) ≤ η
)
≤ sup
f∈Hσ(R3)/||f ||Hσ(R3)≤η
µ0
(
y ∈ Y /||y  f ||Hσ(R3) ≥ λ ∪ || [eitHy  f ]2 ||L4([−2pi,2pi],Hs(R3)) ≥ λ2
∪ || [eitHy  f ]3 ||L4([−2pi,2pi],Hs(R3)) ≥ λ3 ∪N ||∆N (e
itHy  f)||L4([−2pi,2pi],L∞(R3)) ≥ λN−1/6
∪
N
||∆N (eitHy  f)||LR([−2pi,2pi],W s,4(R3)) ≥ λN s−1/4
)
≤ Ce−c
λ2
η2 ,
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et (2.1) est démontré.
Ensuite, pour obtenir (2.2), il suﬃt de montrer que pour tous λ > 0 et  > 0,
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ), u20 ∈ E0(λ), ||u˜1 − u˜2||X0 ≤ | ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 1.
En utilisant le Théorème 2.5.5, il suﬃt de démontrer que pour tous λ > 0 et  > 0,
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ), u20 ∈ E0(λ)| ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 1.
Ainsi, il suﬃt d'établir que pour tous λ > 0 et  > 0,
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ)c| ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 0.
Mais
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ)c| ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= lim
η→0
µ1
(
u10 ∈ E0(λ)c| ||u10||Hσ(R3) ≤ η
)
= 0,
et (2.2) est démontré.
2.7.3 Preuve du Théorème 2.0.14
Pour prouver le Théorème 2.0.14, il suﬃt de montrer que pour tout t > 0 et tout α ∈]0, 1], il existe
 > 0 tel que P (Ωt) ≥ 1− α. Ce résultat est clair en vu du Théorème 2.6.1 puisque
P (Ωt) ≥ 1− C1e
− C2
2||u0||2Hσ(R3) ≥ 1− α si  1.
2.8 Données initiales aléatoires et espaces de Sobolev
L'objectif de cette partie est de montrer le Théorème 2.0.15. En particulier, cela établira que les
Théorèmes 2.0.12 et 2.0.14 ne sont pas triviaux et concernent bien des équations sur-critiques.
2.8.1 Gain de régularité dans L2(R3)
Le but de cette partie est de montrer que la donnée initiale rendue aléatoire ne permet pas de gagner
de dérivées dans L2(R3). Tout d'abord, on s'intéresse au cas des espaces de Sobolev harmoniques.
Théorème 2.8.1 Soit s ≥ 0 alors,
u0 ∈ Hs(R3) si et seulement si u0(ω, .) ∈ Hs(R3) ω presque surement.
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Preuve
Par indépendance, on a
E
(
e
−||u0||2
H
s
(R3)
)
= E
(
e
− ∑
n∈N
λ2sn |cn|2|gn(ω)|2
)
= E
(∏
n∈N
e−λ
2s
n |cn|2|gn(ω)|2
)
=
∏
n∈N
E
(
e−λ
2s
n |cn|2|gn(ω)|2
)
=

∏
n∈N
(
1
1 + λ2sn |cn|2
)
dans le cas Gaussien,
∏
n∈N
(
e−
2λ2sn |cn|2
)
dans le cas Bernoulli.
Par conséquent, dans les deux cas, on a
u0(ω, .) /∈ Hs(R3) ω presque surement ⇔ E(e−||u0||
2
H
s
(R3)) = 0
⇔
∑
n∈N
λ2sn |cn|2 =∞
⇔ u0 /∈ Hs(R3).

Puis, on s'intéresse au cas des espaces de Sobolev usuels.
Théorème 2.8.2 Pour tout s ≥ 0, si
u0 /∈ Hs(R3)
alors
u0(ω, .) /∈ Hs(R3) ω presque surement.
Soit X une variable aléatoire ayant la même distribution que les variables aléatoires gn, n ∈ N. Pour
prouver le théorème, il suﬃt de considérer les cas où X ∼ NC(0, 1) ou X v B(12).
Soit χ ∈ C∞0 (R3) telle que χ(x) = 1 si |x| ≤ 1, χ(x) = 0 si |x| ≥ 2 et 0 ≤ χ ≤ 1
et déﬁnissons σ2N =
∑
n∈N
χ2
(
λ2n
N2
)
|cn|2λ2sn . Comme σ2N ≥
∑
λn≤N
|cn|2λ2sn alors lim
N→∞
σ2N =∞.
Lemme 2.8.3 Soit X une variable aléatoire dans L2(Ω) alors pour tout λ ≥ 0,
P (X ≥ λE(X)) ≥ (1− λ)2E(X)
2
E(X2)
.
2.8. DONNÉES INITIALES ALÉATOIRES ET ESPACES DE SOBOLEV 99
Preuve
Il suﬃt d'appliquer l'inégalité de Cauchy Schwarz, on pose A = {X ≥ λE(X)} et on obtient
E(X) = E(X1A +X1Ac) ≤
√
E(X2)P (A) + λE(X).
Donc
(1− λ)E(X) ≤
√
E(X2)P (A),
et le résultat suit en élevant au carré. 
Proposition 2.8.4 Pour tout s ≥ 0, on a
P
(
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) =∞
)
= 1 ou = 0.
Preuve
Rappelons que uω0 =
∑
i
Xi(ω) avec (Xi)i∈N suite de variables aléatoires indépendantes vériﬁant
Xi(ω) ∈ Hs(R3) ω presque surement.
Pour tout K ∈ N, on a
sup
N∈N∗
∣∣∣∣∣∣∣∣χ( HN2
)
uω0
∣∣∣∣∣∣∣∣
Hs(R3)
=∞ si et seulement si sup
N∈N∗
∣∣∣∣∣∣∣∣χ( HN2
)∑
i≥K
Xi(ω)
∣∣∣∣∣∣∣∣
Hs(R3)
=∞,
donc si nous posons Fi = σ(Xi, Xi+1, ...) on a que{
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) =∞
}
∈
⋂
K∈N
FK .
Par conséquent
{
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs =∞
}
est dans la tribu asymptotique et le lemme
est prouvé par la loi du 0-1. 
Proposition 2.8.5 Pour s ≥ 0, si ∑
n∈N
|cn|2λ2sn = +∞
alors
P
(
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) =∞
)
= 1.
Preuve
On pose M = sup
N∈N∗
||χ
(
H
N2
)
u0||Hs(R3) et SN = ||χ
(
H
N2
)
u0||Hs(R3).
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En utilisant le Lemme 2.8.3, on obtient
P
(
M2 ≥ 1
2
E(X2)× C21 σ2N
)
≥ P
(
S2N ≥
1
2
E(X2)× C21 σ2N
)
≥ P
(
S2N ≥
1
2
E
(
||χ
(
H
N2
)
u0||2Hs(R3)
))
≥ 1
4
E
(
||χ ( H
N2
)
u0||2Hs(R3)
)2
E
(
||χ ( H
N2
)
u0||4Hs(R3)
) .
En eﬀet, grâce à la Proposition 2.1.24, nous avons
E
(
||χ
(
H
N2
)
u0||2Hs(R3)
)
≥ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncmgn(ω)gm(ω)
∫
R2
|∇|s(hn).|∇|s(hm) dx
)
≥ E(|X|2)×
∑
n
χ2
(
λ2n
N2
)
|cn|2||∇s(hn)||2L2(R3)
≥ E(|X|2)× C21σ2N .
De plus, grâce encore une fois à la Proposition 2.1.24, on établit
E
(
||χ
(
H
N2
)
u0||4Hs(R3)
)
≤ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
∫
R3
∇s(hn)∇s(hm) dx
)2
+ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
)2
≤ E
( ∑
n1,n2,n3,n4
χ
(
λ2n1
N2
)
χ
(
λ2n2
N2
)
χ
(
λ2n3
N2
)
χ
(
λ2n4
N2
)
cn1cn2cn3cn4
× gn1(ω)gn2(ω)gn3(ω)gn4(ω)×
∫
R3
∇s(hn1)∇s(hn2)×
∫
R3
∇s(hn3)∇s(hn4)
)
+ E
( ∑
n1,n2,n3,n4
χ
(
λ2n1
N2
)
χ
(
λ2n2
N2
)
χ
(
λ2n3
N2
)
χ
(
λ2n4
N2
)
cn1cn2cn3cn4 × gn1(ω)gn2(ω)gn3(ω)gn4(ω)
)
≤ 4E(|X|4)×
∑
n,m
χ
(
λ2n
N2
)2
χ
(
λ2m
N2
)2
|cn|2|cm|2||∇s(hn)||2L2(R3)||∇s(hm)||2L2(R3)
+ 4E(|X|4)×
∑
n,m
χ
(
λ2n
N2
)2
χ
(
λ2m
N2
)2
|cn|2|cm|2
≤ 4E(|X|4)× C42σ4N + 4E(|X|4)× σ4N .
2.8. DONNÉES INITIALES ALÉATOIRES ET ESPACES DE SOBOLEV 101
Et, par conséquent,
P
(
M2 ≥ 1
2
E(|X|2)× C1 σ2N
)
≥ E(|X|
2)2
E(|X|4) ×
(
C1
2
)4
×
(
1
C42 + 1
)
.
Puis en utilisant le théorème de convergence monotone, on trouve
P (M =∞) ≥ E(|X|
2)2
E(|X|4) ×
(
C1
2
)4
×
(
1
C42 + 1
)
.
Et ﬁnalement d'après la Proposition 2.8.4, on a P (M =∞) = 1. 
Théorème 2.8.6 Pour tout s ≥ 0, il existe une constante C > 0 telle que pour tout N ∈ N∗ et toute
fonction u ∈ Hs(R3),
||χ
(
H
N2
)
u||Hs(R3) ≤ C||u||Hs(R3).
Le Théorème 2.8.6 et la Proposition 2.8.5 impliquent le Théorème 2.8.2.
En eﬀet, si nous supposons que uω0 ∈ Hs(R3) ω presque surement alors par la Proposition 2.8.5,
on obtient
sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) ≤ C||uω0 ||Hs(R3),
puis
sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) <∞ ω presque surement.
Ce résultat contredit la Proposition 2.8.5 et ﬁnalement il suﬃt de prouver le Théorème 2.8.6.
Preuve du Théorème 2.8.6
En utilisant (2.13) et (2.14), il suﬃt de montrer que :
∀s ≥ 0, ∃ C > 0 et h0 tels que ∀ 0 < h ≤ h0, ∀u ∈ Hs(R3)
|| χ(x2 + (hD)2)u||Hs(R3) ≤ C||u||Hs(R3). (2.41)
En eﬀet,
||χ
(
H
N2
)
u||Hs(R3) ≤ || [χ(x2 + (hD)2)]u(
√
h.)||Hs(R3)
≤ || [χ(x2 + (hD)2)]u(
√
h.)||L2(R3) + ||∇s [χ(x2 + (hD)2)]u(
√
h.)||L2(R3)
≤ h−3/4||u||L2(R3) + hs/2−3/4|| [χ(x2 + (hD)2)]u||Hs(R3)
≤ ||u||L2(R3) + hs/2−3/4||u||Hs(R3)
≤ ||u||Hs(R3).
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Par interpolation, on peut limiter la preuve au cas où s est un entier. Grâce à la Proposition 2.2.8
(avec N = s), il existe une constante C > 0 telle que pour tout h ∈]0, 1] et toute fonction u ∈ L2(R3),
on a
||χ(x2 + (hD)2)u−
N∑
j=0
hjOph(Ψj(x, ξ))u||Hs(R3) ≤ C||u||L2(R3),
avec Supp(Ψj(x, ξ)) ⊂
(
(x, ξ)/x2 + ξ2 ∈ Supp(χ)).
Ainsi, pour obtenir (2.41), il suﬃt d'obtenir que pour tout s ≥ 0, il existe deux constantes C > 0 et
h0 ≥ 1 telles que pour tout h ∈]0, h0] et toute fonction u ∈ Hs(R3),
||Oph(Ψj(x, ξ))u||Hs(R3) ≤ C||u||Hs(R3). (2.42)
Enﬁn, pour établir (2.42), il suﬃt d'utiliser le Théorème 2.2.5 et de remarquer que
(x, ξ) −→ χ(x2 + ξ2) ∈ S0 et (x, ξ) −→ Ψj(x, ξ) ∈ S0. 
2.8.2 Données initiales grandes
L'objectif de cette partie est de démontrer que les Théorèmes 2.0.12 et 2.0.14 sont valides pour des
équations sur-critiques à données initiales grandes. Pour cela, on commence par établir la proposition
suivante :
Proposition 2.8.7 Soit σ ≥ 0, u0 ∈ Hσ(R3) et s ≥ σ. Supposons que pour tout n ∈ N,
λ2sn |cn|2 ≤ 1
alors pour tout t ≥ 0,
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(R3) ≤ t
)
≤
 e
t2− 1
2
||χ
(
H
N2
)
u0||2
H
s
(R3) dans le cas Gaussien,
e
t2−2||χ
(
H
N2
)
u0||2
H
s
(R3) dans le cas Bernoulli.
Preuve
Eﬀectuons la preuve dans le cas Gaussien. En utilisant que − ln(1 + u) ≤ −u2 pour tout u ∈ [0, 1] et
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l'inégalité de Markov, on obtient
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(R3) ≤ t
)
= P
(
ω ∈ Ω/e−||χ
(
H
N2
)
uω0 ||2Hs(R3) ≥ e−t2
)
≤ et2E
(
e
−||χ
(
H
N2
)
u0||2
H
s
(R3)
)
≤ et2
∏
n∈N
E
(
e
−χ2
(
λ2n
N2
)
λ2sn |cn|2|X|2
)
≤ et2
∏
n∈N
(
1
1 + χ2( λ
2
n
N2
)λ2sn |cn|2
)
≤ et2
∏
n∈N
(
e
− 1
2
χ2
(
λ2n
N2
)
λ2sn |cn|2
)
≤ et
2− 1
2
||χ
(
H
N2
)
u0||2
H
s
(R3) .

Remarques :
1- L'hypothèse λ2sn |cn|2 ≤ 1, ∀n ∈ N peut être remplacée par λ2sn |cn|2 ≤ C, ∀n ∈ N. Il suﬃt alors
de remarquer que − ln(1 + u) ≤ − u1+C pour tout u ∈ [0, C] et que la constante 12 est remplacée par
1
1+C dans la majoration.
2- Par exemple, pour  1, on peut choisir cn = λsn ×
1√
n
et obtenir pour t ≥ 0,
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(R3) ≤ t
)
≤ exp (t2 − C ′2 ln2N) −→
N→∞
0,
alors que ||u0||Hσ(R3) = C ′′ 1.
3- Par exemple, si u0 /∈ Hs(R3) et λ2sn |cn|2 ≤ C, ∀n ∈ N, on obtient pour tout t ≥ 0,
lim
N→∞
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(R3) ≤ t
)
= 0.
Encore une fois, cela signiﬁe bien que la norme Sobolev de la donnée initiale n'est pas "petite".
4- Enﬁn, remarquons que l'hypothèse précédente n'est pas vide et qu'il existe un très grand nombre
de fonctions u0 vériﬁant u0 ∈ Hσ(R3) et u0 /∈ Hs(R3) avec λ2sn |cn|2 ≤ C, ∀n ∈ N. Néanmoins, ce
n'est pas le cas pour tout u0 ∈ Hσ(R3), on peut choisir
cn =
{
1
k si n = k
k,
0 sinon,
avec σ = 0 pour s'en convaincre.
Preuve du théorème 2.0.15
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Encore une fois, limitons la preuve au cas gaussien. Choisissons s = σ+ 0 et cn = 1λsn ×
1√
n
pour avoir
u0 ∈ Hσ(R3). Ainsi, en eﬀectuant la même démarche que dans la section 2.7.1, nous avons
P
(
ω/uω0 ∈ E0
(
λ
2
))
= δ > 0,
où λ est choisi de tel sorte que
Ω′ = (ω/uω0 ∈ E0(λ)) .
Alors, par la remarque 3 précédente, nous avons l'existence de N tel que
P
(
ω ∈ Ω/||χ
(
H
N2
)
uω0 ||Hs(R3) ≥M
)
≥ 1− δ
2
.
Ainsi, nous avons
P
(
ω ∈ Ω/uω0 ∈ E0
(
λ
2
)
∩ ||χ
(
H
N2
)
uω0 ||Hs(R3) ≥M
)
≥ δ
2
> 0.
Soit maintenant v0 ∈ Hs(R3) tel que v0 /∈ Hs+δ(R3) pour tout δ > 0.
Posons enﬁn, w0 = χ
(
H
N2
)
u0 +R(1− χ)
(
H
N2
)
v0 avec R ﬁxé plus tard assez petit.
Alors w0 ∈ Hs(R3) mais w0 /∈ Hs+δ(R3) pour tout δ > 0. Et, par indépendance,
P
(
ω ∈ Ω/wω0 ∈ E0 (λ) ∩ ||wω0 ||Hs(R3) ≥M
)
≥ P
(
ω ∈ Ω/χ
(
H
N2
)
uω0 ∈ E0
(
λ
2
)
∩ (1− χ)
(
H
N2
)
vω0 ∈ E0
(
λ
2R
)
∩ ||χ
(
H
N2
)
uω0 ||Hs(R3) ≥M
)
≥ P
(
ω ∈ Ω/χ
(
H
N2
)
uω0 ∈ E0
(
λ
2
)
∩ ||χ
(
H
N2
)
uω0 ||Hs(R3) ≥M
)
× P
(
ω ∈ Ω/(1− χ)
(
H
N2
)
vω0 ∈ E0
(
λ
2R
))
︸ ︷︷ ︸
−→
R→0
1
.
Donc P
(
ω ∈ Ω/wω0 ∈ E0 (λ) ∩ ||wω0 ||Hs(R3) ≥M
)
> 0 si R choisi assez petit.
2.9 Généralisation du résultat
Dans cette partie, on suppose la dimension d'espace d ≥ 2 et on donne une généralisation du
théorème 2.0.12. Si l'on suppose que les variables aléatoires (gn)n∈N sont indépendantes et de mêmes
lois gaussiennes NC(0, 1), et que p est un entier impair dans l'équation (NLS), alors on peut alors
établir le théorème suivant :
Théorème 2.9.1 Soient σ ∈]d−12 − 2p−1 , d2 − 2p−1 [, u0 ∈ H
σ
(Rd) et s ∈]d2 − 2p−1 , σ + 12 [ alors il existe
un ensemble Ω′ ⊂ Ω vériﬁant les conditions suivantes :
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i) P (Ω′) > 0,
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(Rd) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(Rd) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(Rd) = 0.
Les points clefs de la démonstration du Théorème 2.0.12 sont l'existence de l'estimée bilinéaire de type
Bourgain pour l'oscillateur harmonique et la transformation de lentille, propriétés vraies en dimensions
quelconques plus grandes que 2. Rappelons que les inégalités du chaos de Wiener pour les variables
aléatoires gaussiennes sont établies pour une n-linéarité quelconque dans [TT]. Ainsi, dans la preuve
du Théorème 2.0.12, le fait que p = 3 intervient surtout dans l'application du théorème de point ﬁxe
de Picard. Vu que les arguments de bases restent vrais en dimension d ≥ 2, ce dernier reste applicable
pour p quelconque impair à condition de vériﬁer que u0(ω, .) ∈ L∞(R, L∞(Rd)) ω presque surement
(si on utilise deux fois l'estimée bilinéaire, les termes restants sont à évaluer dans L∞t , mais pour p = 3,
il n'y a pas de termes restants), ce que nous expliquons ici. On peut montrer que
eitHu0(ω, .) ∈ L∞([−2pi, 2pi],W
1
6
+σ−,∞
(Rd)) ω presque surement.
Grâce à l'inégalité de Minkowsky et les injections de Sobolev, on a pour tout  > 0,
||eitHu0||L∞([−2pi,2pi],Lp(Rd)) ≤ ||eitHu0||Lp(Rd,L∞([−2pi,2pi]))
≤ C||eitHu0||Lp(Rd,W 1/p+,p([−2pi,2pi]))
≤ C||H1/p+eitHu0||Lp(Rd,Lp([−2pi,2pi])).
Puis nous pouvons remplacer u0 par H
s
2u0 pour obtenir que
||eitHu0||L∞([−2pi,2pi],W s,p(Rd)) ≤ C||H
s
2
+1/p+eitHu0||Lp(Rd,Lp([−2pi,2pi]))
≤ C||H s2 +1/p+eitHu0||Lp([−2pi,2pi],Lp(Rd))
≤ C||eitHu0||Lp([−2pi,2pi],W s+2/p+2,p(Rd)).
Ainsi, si  > dp alors
||eitHu0||L∞([−2pi,2pi],Wσ+1/6−4,∞(Rd)) ≤ C||e
itHu0||L∞([−2pi,2pi],Wσ+1/6−3,p(Rd))
≤ C||eitHu0||Lp([−2pi,2pi],Wσ+1/6,p(Rd)).
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Dans le chapitre précédent, on a expliqué comment construire un grand nombre de solutions glo-
bales pour des équations de Schrödinger sur-critiques, en toutes dimensions plus grandes que 2. Dans ce
chapitre, on propose de compléter ce résultat, en particulier, en établissant le théorème en dimension 1.
En dimension 1, dans [BTT], il est montré que l'eﬀet régularisant permet de gagner la 12 − 2p−1
dérivée manquante. Cette méthode est spéciﬁque à la dimension 1 et ne se généralise pas en dimen-
sion plus grande pour des données initiales peu régulières. Néanmoins, on remarque que pour p ≥ 5
et u0 ∈ H(d−1)/2(Rd), la preuve s'adapte en dimension quelconque et permet de gagner la 12 − 2p−1
dérivée manquante.
Ce résultat est très intéressant car il n'est plus nécessaire de supposer que les fonctions propres soient
les fonctions propres tenseurs. Une base de fonctions propres quelconques convient et le théorème reste
vrai pour un plus grand nombre de mesures de probabilité. De plus, comme il s'agit de termes linéaires
à estimer en probabilité, il n'est plus nécessaire de montrer des estimées de types chaos de Wiener.
On propose donc une preuve dans un contexte plus général que pour des variables aléatoires de types
Gaussiennes ou Bernoullis.
Ainsi, dans ce chapitre, la base de fonctions propres (hn)n∈N est quelconque et p désigne un entier
impair supérieur à 5 dans l'équation (NLS). On suppose que la suite (gn)n∈N vériﬁe les hypothèses
(Hγ)(HE1)(H01)(H02) ou (Hγ)(HE2)(H01)(H02) et on établit les trois théorèmes suivants :
Théorème 3.0.2 Soit u0 ∈ H
d−1
2 (Rd) alors il existe s ∈]d2 − 2p−1 , d2 [ et un ensemble Ω′ ⊂ Ω tels que
les conditions suivantes soient réalisées :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ ∈ Hs(Rd) et L− ∈ Hs(Rd) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(Rd) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(Rd) = 0.
De plus, si u0 /∈ Hs(Rd) alors P
(
ω ∈ Ω/u0(ω, .) ∈ Hs(Rd)
)
= 0.
Théorème 3.0.3 Soit u0 ∈ H
d−1
2 (Rd) alors il existe s ∈]d2 − 2p−1 , d2 [ tel que pour tout ω ∈ Ω, il existe
Tω et une unique solution à l'équation (NLS) dans l'espace eit∆u0(ω, .) + XsTω avec donnée initiale
u0(ω, .).
Plus précisément, il existe C, c, δ > 0 et pour tout temps 0 < T <∞, un ensemble ΩT tels que
P (ΩT ) ≥ 1− Ce−c/ arctan(2T )δ ,
et tels que pour tout élément ω ∈ ΩT , il existe une unique solution à l'équation (NLS) avec donnée
initiale u0(ω, .) dans un espace continûment inclus dans C0([−T, T ], H d−12 (Rd)).
3.1. DONNÉES INITIALES ALÉATOIRES ET ESPACES DE SOBOLEV 109
Théorème 3.0.4 Si de plus, pour tout n ∈ N, gn a une distribution symétrique, alors
lim
η→0
µ
(
u0 ∈ H
d−1
2 (Rd)/ on ait existence globale et scattering | ||u0||
H
d−1
2 (Rd)
≤ η
)
= 1.
3.1 Données initiales aléatoires et espaces de Sobolev
De manière analogue à la section 2.8, on démontre que la donnée initiale rendue aléatoire ne permet
pas de gagner de dérivées dans L2(Rd). On commence par établir un lemme très simple :
Lemme 3.1.1 Sous l'hypothèse (Hγ), il existe une constante C > 0 telle que pour tout n ∈ N,
E(|gn|2)2 ≤ E(|gn|4) ≤ C.
Preuve
E(|gn|4) = 4
∫∞
0 ρ
3P (ω ∈ Ω/|gn(ω)| ≥ ρ) dρ ≤ 4C
∫∞
0 ρ
3e−cργdρ <∞. 
Puis on peut établir le résultat pour les espaces de Sobolev harmoniques ainsi que les espaces de
Sobolev usuels.
Théorème 3.1.2 Sous les hypothèses (Hγ), (HE1) et (H02), pour tout s ≥ 0,
u0 ∈ Hs(Rd) si et seulement si uω0 ∈ Hs(Rd) ω ps.
Preuve
Grâce au Lemme 3.1.1, on obtient
E(||uω0 ||2Hs(Rd)) ≤ C||u0||2Hs(Rd).
Ainsi, si u0 ∈ Hs(Rd) alors uω0 ∈ Hs(Rd) ω ps. Puis, nous obtenons la réciproque grâce au théorème
qui suit. 
Théorème 3.1.3 Sous les hypothèses (Hγ), (HE1) et (H02), pour tout s ≥ 0,
si u0 /∈ Hs(Rd) alors uω0 /∈ Hs(Rd) ω ps.
Pour établir ce résultat, en analogie au Théorème 2.8.2, nous devons montrer le même type d'estimation
que la Proposition 2.1.24 pour des fonctions propres quelconques de l'oscillateur harmonique. Cela
justiﬁe la proposition suivante :
Proposition 3.1.4 Pour tout s ≥ 0, il existe deux constantes C1, C2 > 0 telles que pour tout n ∈ N,
C1λ
s
n ≤ ||∇shn||L2(Rd) ≤ C2λsn. (3.1)
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Preuve
Nous posons h = 1
λ2n
et Φh(x) =
1
hd/4
× hn(λnx) pour que (−h2∆ + x2 − 1)Φh = 0 et ||Φh||L2(Rd) = 1.
Pour démontrer (3.1), il suﬃt d'établir qu'il existe une constante C1 > 0 telle que pour tout h > 0,
hs||∇sΦh||L2(Rd) ≥ C1.
Raisonnons par l'absurde et supposons que
lim
h→0
hs||∇sΦ||L2(Rd) = 0. (3.2)
D'après le Théorème 2 de [Bu], il existe une mesure positive µ ∈ M+(Rd ∗ Rd) telle que pour toute
fonction a ∈ C∞0 (Rd ∗Rd) ,
lim
h→0
< a(x, hDx)Φh,Φh >L2(Rd)∗L2(Rd)=
∫
Rd∗Rd
tr(a(x, ξ)) µ(dxdξ).
Rappelons la déﬁnition suivante :
Déﬁnition 3.1.5 On dit que (x, ξ) ∈ Supp(µ)c si et seulement si il existe r > 0 tel que pour tout
φ ∈ C∞0 (B(x, r)×B(ξ, r)), ∫
Rd∗Rd
φ(x, ξ) µ(dx, dξ) = 0.
De manière similaire à la Proposition 2.2.6, si a ∈ C∞0 (Rd∗Rd) avec Supp(a)∩{(x, ξ)/x2+ξ2 = 1} = ∅
alors pour tout N ∈ N, il existe EN ∈ Op(T−2) et RN ∈ Op(T−(N+1)) tels que
EN ◦ (−h2∆ + |x|2 − 1) = a(x, hDx)− hN+1RN .
Par conséquent
< a(x, hDx)Φh,Φh >L2(Rd)∗L2(Rd)= h
N+1 < RNΦh,Φh >L2(Rd)∗L2(Rd),
puis ∫
Rd∗Rd
a(x, ξ)µ(dxdξ) = 0.
Et ﬁnalement, nous établissons que
Supp(µ) ⊂ {(x, ξ)/x2 + ξ2 = 1}.
Toujours de manière similaire à la Proposition 2.2.6, si a ∈ C∞0 (Rd ∗Rd) avec Supp(a) ∩ {(x, ξ)/ξ2 =
0} = ∅ alors pour tout N ∈ N, il existe EN ∈ Op(S−s) et RN ∈ Op(S−(N+1)) tels que
EN ◦
d∑
i=1
|hDxi |s = a(x, hDx)− hN+1RN .
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Or d'après le Théorème 2.2.5 et (3.2), on trouve
lim
h→0
| < EN ◦
d∑
i=1
|hDxi |sΦh,Φh >L2(Rd)∗L2(Rd) | ≤ lim
h→0
||EN ◦
d∑
i=1
|hDxi |sΦh||L2(Rd)
≤ lim
h→0
||
d∑
i=1
|hDxi |sΦh||L2(Rd) = 0
Par conséquent ∫
Rd∗Rd
a(x, ξ)µ(dxdξ) = 0,
et nous établissons que
Supp(µ) ⊂ {(x, ξ)/ξ2 = 0}.
Ensuite, pour a ∈ C∞0 (Rd ∗Rd) alors
0 =
∫
Rd
[−h2∆ + |x|2 − 1;h−1Oph(a)]ΦhΦh
=
1
i
∫
Rd
{−h2∆ + |x|2 − 1;Oph(a)}ΦhΦh + h×
∫
Rd
Oph(R)ΦhΦh.
Ainsi, nous déduisons que pour toute fonction a ∈ C∞0 (Rd),∫
Rd∗Rd
(ξ∂xa− x∂ξa) dµ(x, ξ) = 0. (3.3)
Soit alors (x, ξ) ∈ Rd ∗Rd et posons, pour t ∈ R,{
x(t) = x cos(t) + ξ sin(t),
ξ(t) = ξ cos(t)− x sin(t).
c'est à dire {
x˙(t) = ξ(t) avec x(0) = x,
ξ˙(t) = −x(t) avec ξ(0) = ξ.
D'après (3.3), on obtient pour tout t ∈ R et a ∈ C∞0 (Rd ∗Rd),∫
Rd∗Rd
a(x cos(t) + ξ sin(t), ξ cos(t)− x sin(t)) dµ(x, ξ) =
∫
Rd∗Rd
a(x, ξ) dµ(x, ξ).
Par conséquent, si (x0, ξ0) ∈ Supp(µ) alors pour tout r > 0, il existe a ∈ C∞0 (B((x0, ξ0), r)) tel que
pour tout t ∈ R, ∫
Rd∗Rd
a(x cos(t) + ξ sin(t), ξ cos(t)− x sin(t)) dµ(x, ξ) 6= 0.
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Mais
Supp (a(x cos(t) + ξ sin(t), ξ cos(t)− x sin(t)))
⊂
{
(x, ξ) ∈ Rd ∗Rd/(x cos(t) + ξ sin(t), ξ cos(t)− x sin(t)) ∈ B((x0, ξ0), r)
}
⊂ B(cos(t)x0 − sin(t)ξ0, 2r)×B(sin(t)x0 + cos(t)ξ0, 2r),
et donc, pour tout t ∈ R, (cos(t)x0 − sin(t)ξ0, sin(t)x0 + cos(t)ξ0) ∈ Supp(µ).
Mais pour ξ0 = 0, x20 = 1 alors sin(t)x0 + cos(t)ξ0 = sin(t)x0 = 0 est impossible et donc la pro-
position est démontrée par l'absurde. 
Reprenons les notations de la section 2.8. Pour une fonction χ ∈ C∞0 (Rd) telle que χ(x) = 1 si
|x| ≤ 1, χ(x) = 0 si |x| ≥ 2 et 0 ≤ χ ≤ 1, déﬁnissons
σ2N =
∑
n∈N
χ2
(
λ2n
N2
)
|cn|2λ2sn −→
N→∞
∞,
SN = ||χ
(
H
N2
)
u0||Hs(Rd),
M = sup
N∈N∗
SN .
Passons à la preuve du Théorème 3.1.3. En analogie à la preuve du Théorème 2.8.2, il suﬃt d'établir
que
P (M =∞) > 0.
Grâce à (3.1) et aux hypothèses (HE2) et (H02), on trouve
E
(
||χ
(
H
N2
)
u0||2Hs(Rd)
)
≥ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
∫
Rd
∇s(hn)∇s(hm) dx
)
≥ E
(∑
n∈N
χ2
(
λ2n
N2
)
|cn|2|gn(ω)|2||∇s(hn)||2L2(Rd)
)
≥ C1σ2N .
Par conséquent, grâce à l'inégalité de Zygmound, soit le Lemme 2.8.3 , on établit
P
(
M2 ≥ C1σ
2
N
2
)
≥ P
(
S2N ≥
C1σ
2
N
2
)
≥ P
(
S2N ≥
||χ ( H
N2
)
u0||2Hs(Rd)
2
)
≥ 1
4
×
E
(
||χ ( H
N2
)
u0||2Hs(Rd)
)2
E
(
||χ ( H
N2
)
u0||4Hs(Rd)
) .
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Puis, grâce à (3.1), au Lemme 3.1.1 et l'hypothèse (HE2), on a
E
(
||χ
(
H
N2
)
u0||4Hs(Rd)
)
≤ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
∫
Rd
∇s(hn)∇s(hm) dx
)2
+ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
)2
≤ CE
( ∑
n1,n2,n3,n4
χ
(
λ2n1
N2
)
χ
(
λ2n2
N2
)
χ
(
λ2n3
N2
)
χ
(
λ2n4
N2
)
× cn1cn2cn3cn4
× ||∇s(hn1)||L2(R3)||∇s(hn2)||L2(R3)||∇s(hn3)||L2(R3)||∇s(hn4)||L2(R3)
)
+ CE
(∑
n
χ2
(
λ2n
N2
)
|cn|2
)2
≤ C2σ4N .
Par conséquent,
P
(
M2 ≥ C1σ
2
N
2
)
≥ 1
4
× C
2
1
C2
,
puis, en utilisant un théorème de convergence monotone, on trouve
P (M =∞) ≥ 1
4
× C
2
1
C2
.
Et le théorème est démontré. 
3.2 L'eﬀet régularisant pour l'oscillateur harmonique
Dans cette section, on donne une preuve de l'eﬀet régularisant, plus courte et diﬀérente de [YZ1]
et [YZ2]. Cet eﬀet régularisant se révèlera fondamental pour appliquer le théorème de point ﬁxe de
Picard. L'objectif de cette partie est donc de prouver le théorème suivant :
Théorème 3.2.1 Soit  ∈]0, 12 [ alors il existe une constante C > 0 telle que pour tout u0 ∈ L2(Rd),∣∣∣∣∣∣∣∣ 1< x >1/2−√H1/2−2eitHu0
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤ C||u0||L2(Rd), (3.4)
et pour tout u0 ∈ H
d−1
2 (Rd),∣∣∣∣∣∣∣∣ 1< x >1/2− |∇|d/2−2eitHu0
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤ C||u0||
H
d−1
2 (Rd)
. (3.5)
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3.2.1 Quelques résultats préliminaires
On commence par établir 4 lemmes préliminaires.
Lemme 3.2.2 Soit a ∈ C∞(Rd,Rd) ∩ L∞(Rd,Rd) tel que ∇a ∈ L∞(Rd,Md(Rd)) alors il existe une
constante C > 0 telle que pour tout u ∈ H1/2(Rd),∣∣∣∣ ∫
Rd
a(x).∇u(x)u(x) dx
∣∣∣∣ ≤ C||u||2H1/2(Rd).
Preuve
On déﬁnit
b(u, v) =
∫
Rd
a(x).∇u(x)v(x) dx.
Alors, clairement, on a
|b(u, v)| ≤ C||u||H1(Rd)||v||L2(Rd),
ainsi que
|b(u, v)| =
∣∣∣∣ ∫
Rd
u(x)
d∑
i=1
∂i (ai(x)v(x)) dx
∣∣∣∣ ≤ C||u||L2(Rd)||v||H1(Rd).
Par conséquent, par interpolation, pour tout s ∈ [0, 1], il existe une constante C > 0 telle que
|b(u, v)| ≤ C||u||Hs(Rd)||v||H1−s(Rd).
Le lemme est donc démontré en choisissant s = 1/2. 
Lemme 3.2.3 Soit a ∈ C∞(Rd,Rd) telle que |a(x)| ≤ |x|2 et |∇a(x)| ≤ 1 alors il existe une constante
C > 0 telle que pour tout u ∈ H1/2+(Rd),∣∣∣∣ ∫
Rd
a(x).∇u(x)u(x) dx
∣∣∣∣ ≤ C||u||2H1/2+(Rd).
Preuve
Il s'agit essentiellement de la même preuve que le Lemme 3.2.2.
On déﬁnit
b(u, v) =
∫
Rd
a(x).∇u(x)v(x) dx.
Alors, on trouve
|b(u, v)| ≤ C||u||H1(Rd)||v||H2(Rd) ≤ C||u||H1(Rd)||v||H2(Rd),
ainsi que
|b(u, v)| =
∣∣∣∣ ∫
Rd
u(x)
d∑
i=1
∂i (ai(x)v(x)) dx
∣∣∣∣ ≤ C||u||H2(Rd)||v||H1(Rd)
≤ C||u||
H
2
(Rd)
||v||
H
1
(Rd)
.
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Puis, par interpolation, il existe une constante C > 0 telle que pour tout s ∈ [0, 1],
|b(u, v)| ≤ C||u||
H
(1−2)s+2
(Rd)
||v||
H
1−s(1−2)
(Rd)
.
Le lemme est donc prouvé en prenant s = 1/2. 
Lemme 3.2.4 Soient s1 et s2 deux réels.
- Si max(s2, s1 + s2) ≤ 1 alors il existe une constante C > 0 telle que pour tout u ∈ L2(Rd),
|| [
√
H
s1+s2
;< x >−s1 ]u||L2(Rd) ≤ C||u||L2(Rd),
- Si s2 ≥ −1 alors il existe une constante C > 0 telle que pour tout u ∈ Hs1−1(Rd),
|| [ |∇|s1 ;< x >−s2 ]u||L2(Rd) ≤ C||u||Hs1−1(Rd),
- Si s2 ≤ 1 alors il existe une constante C > 0 telle que pour tout u ∈ Hs1−s2(Rd),
|| [
√
H
s1
;< x >−s2 ]u||L2(Rd) ≤ C||u||Hs1−s2 (Rd).
Preuve
Pour évaluer la régularité du commutateur, on utilise le calcul pseudo-diﬀérentiel de Wey-Hörmander
associé à la métrique dx
2
1+x2
+ dξ
2
1+ξ2
.
La classe des symboles S(µ,m) associée à la métrique précédente est l'espace des fonctions régu-
lières sur Rd ∗Rd qui vériﬁent |∂αx ∂βξ a(x, ξ)| ≤ Cα,β < x >µ−α< ξ >m−β .
Ainsi, nous avons (voir [H] section 18.5, [R] ou [Bou1]) que si a1 ∈ S(µ1,m1) et a2 ∈ S(µ2,m2)
alors le commutateur [Op(a1), Op(a2)] est un opérateur pseudo-diﬀérentiel avec un symbole dans la
classe S(µ1 + µ2 − 1,m2 +m2 − 1).
Par conséquent,
[
√
H
s1+s2
, < x >−s1 ] ∈ S(s2 − 1, s1 + s2 − 1) ⊂ S(0, s1 + s2 − 1).
De plus, comme rappelé dans [M], si q ∈ S(0, µ) alors pour tout s ∈ R, il existe une constante C > 0
telle que
||Op(q)u||Hs−µ(Rd) ≤ C||u||Hs(Rd).
Ainsi, nous pouvons prendre s = µ = s1 + s2 − 1 pour obtenir que
||[
√
H
s1+s2
, < x >−s1 ]u||L2(Rd) ≤ C||u||Hs1+s2−1(Rd) ≤ ||u||L2(Rd).
De manière similaire,
[ |∇|s1 ;< x >−s2 ] ∈ S(−s2 − 1, s1 − 1) ⊂ S(0, s1 − 1),
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et nous pouvons conclure de la même façon pour le second point.
Pour le dernier point, nous avons
[
√
H
s1
;< x >−s2 ]
√
H
s2−s1 ∈ S(−1, s2 − 1) ⊂ S(0, s2 − 1).
Puis
||[
√
H
s1
;< x >−s2 ]
√
H
s2−s1
u||L2(Rd) ≤ C||u||L2(Rd),
et il suﬃt de remplacer u par
√
H
s1−s2
u pour obtenir le résultat désiré. 
Lemme 3.2.5 Soit s ≥ 0 alors il existe deux constantes C1, C2 > 0 telles que pour tout f ∈ Hs(Rd),
C1 × || |∇|s(f)||L2(Rd) ≤ ||∇s(f)||L2(Rd) ≤ C2 × || |∇|s(f)||L2(Rd).
Preuve
En utilisant l'égalité de Plancherel, il suﬃt de remarquer que la fonction
b(ξ1, . . . , ξd) =
(∑
i
ξ2i
)s/2
√∑
i
ξ2si
,
est positive, continue sur Rd \ {0} et homogène (c'est à dire que pour tout ξ ∈ Rd et λ ∈ R∗,
b(λξ) = b(ξ)). 
Ces diﬀérents lemmes établis, nous pouvons passer à la preuve de l'eﬀet régularisant.
3.2.2 Preuve de (3.4)
Étape 1 :
À l'aide du calcul pseudo diﬀérentiel, soit le Théorème 2.2.4, on trouve[
x.Dx
< x >α
; ∆
]
=
x.Dx
< x >α
∆−∆ x.Dx
< x >α
= Op
(
x.ξ
< x >α
)
Op
(−ξ2)−Op (−ξ2)Op( x.ξ
< x >α
)
= Op
(
−2i×
(
ξ2
< x >α
− α (x.ξ)
2
< x >α+2
)
+ 2α(d+ 2)
x.ξ
< x >α+2
+ 2α(α+ 2)
x.ξ x2
< x >α+4
)
.
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Puis, en utilisant que α < 1, on obtient
<
(
i
∫
Rd
Op
(
−2i×
(
ξ2
< x >α
− α (x.ξ)
2
< x >α+2
)
u(x) × u(x) dx
))
= 2<
(∫
Rd
−∆u
< x >α
u− α(x.Dx)
2u+ i(x.Dx)u
< x >α+2
u dx
)
= 2<
(∫
Rd
∇u.∇( u
< x >α+2
)− α(x.∇u)× div
(
xu
< x >α+2
)
− iα (x.Dx)u
< x >α+2
u dx
)
= 2
∫
Rd
( |∇u|2
< x >α
− α (x.∇u)
2
< x >α+2
dx
)
+ 2α <
(∫
Rd
(α+ 2)
x2(x.∇u)
< x >α+4
u− (d+ 1) x.∇u
< x >α+2
u dx
)
≥ 2(1− α)×
∣∣∣∣∣∣∣∣ 1< x >α/2∇u
∣∣∣∣∣∣∣∣2
L2(Rd)
+ 2α <
(∫
Rd
(α+ 2)
x2(x.∇u)
< x >α+4
u− (d+ 1) x.∇u
< x >α+2
u dx
)
.
Grâce au Lemme 3.2.2, on établit
<
(
i
∫
Rd
Op
(
2α(d+ 2)
x.ξ
< x >α+2
+ 2α(α+ 2)
x.ξ x2
< x >α+4
)
u u dx
)
+ 2α <
(∫
Rd
(α+ 2)
x2(x.∇u)
< x >α+4
u− (d+ 1) x.∇u
< x >α+2
u dx
)
≤ C||u||2
H1/2(Rd)
.
Ainsi, pour tout α < 1, il existe une constante C > 0 telle que pour tout u ∈ H1/2(Rd),
<
(
i
∫
Rd
[
x.Dx
< x >α
,∆
]
u(x)u(x)dx
)
≥ 2(1− α)
∣∣∣∣∣∣∣∣ 1< x >α/2∇u
∣∣∣∣∣∣∣∣2
L2(Rd)
− C||u||2
H1/2(Rd)
.
De manière similaire, on a [
x.Dx
< x >α
;−x2
]
= Op
(
2ix2
< x >α
)
,
et donc
<
(
i
∫
Rd
[
x.Dx
< x >α
;−x2
]
u(x) u(x)
)
dx = −2
∫
Rd
x2
< x >α
|u(x)|2 dx
≥ −C||u||2
H
(2−α)/2
(Rd)
.
Finalement, nous avons montré que pour tout α < 1, il existe une constante C > 0 telle que pour tout
u ∈ H(2−α)/2(Rd)
<
(
i
∫
Rd
[
x.Dx
< x >α
,−H
]
u(x)u(x)dx
)
≥ 2(1− α)
∣∣∣∣∣∣∣∣ 1< x >α/2∇u
∣∣∣∣∣∣∣∣2
L2(Rd)
− C||u||2
H
(2−α)/2
(Rd)
. (3.6)
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Étape 2 :
Si nous choisissons u = e−itHu0 alors on trouve
− i
∫
Rd
[
x.Dx
< x >α
, H
]
u(t, x) u(t, x) dx
= − i
∫
Rd
x.∇∂tu(t, x)
< x >α
u(t, x) dx+ i
∫
Rd
x.Dx
< x >α
u(t, x) Hu(t, x) dx
= − i
∫
Rd
x.∇x∂tu(t, x)
< x >α
u(t, x) dx− i
∫
Rd
x.∇x
< x >α
u(t, x) ∂tu(t, x) dx
= − i∂t
(∫
Rd
x.∇x
< x >α
u(t, x) u(t, x) dx
)
.
Ainsi, grâce à (3.6), on obtient pour T ≥ 0,
2(1− α)
∫ T
0
∣∣∣∣∣∣∣∣ 1< x >α/2∇(e−itHu0)
∣∣∣∣∣∣∣∣2
L2(Rd)
dt ≤ CT ||u0||2H(2−α)/2(Rd)
+ <
(
i
∫
Rd
x.∇xu0
< x >α
u0 − x.∇xe
−iTHu0
< x >α
e−iTHu0 dx
)
.
Puis, par le Lemme 3.2.3, on trouve pour tout α ∈]0, 1[, l'existence d'une constante C > 0 telle que
pour tout T ≥ 0 et u0 ∈ H(2−α)/2(Rd),∫ T
0
∣∣∣∣∣∣∣∣ 1< x >α/2∇e−itHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
dt ≤ CT ||u0||2
H
(2−α)/2
(Rd)
.
Étape 3 :
On prend α = 1− 2 avec  ∈]0, 12 [ pour avoir∫ T
0
∣∣∣∣∣∣∣∣ 1< x >1/2−∇e−itHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
dt ≤ CT ||u0||2
H
1/2+
(Rd)
.
En utilisant le Lemme 3.2.4, on obtient∫ T
0
∣∣∣∣∣∣∣∣ 1< x >1/2−H1/2−/2eitHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
dt
≤
∫ T
0
∣∣∣∣∣∣∣∣H1/2−/2 1< x >1/2− eitHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
+
∫ T
0
∣∣∣∣∣∣∣∣ [ 1< x >1/2− ;H1/2−/2
]
eitHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
≤
∫ T
0
∣∣∣∣∣∣∣∣H1/2−/2 1< x >1/2− eitHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
+ T ||u0||2L2(Rd).
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Puis, en utilisant la Proposition 1.2.7, on trouve∫ T
0
∣∣∣∣∣∣∣∣H1/2−/2 1< x >1/2− eitHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
≤
∫ T
0
∣∣∣∣∣∣∣∣ < x >1/2+/2 eitHu0∣∣∣∣∣∣∣∣2
L2(Rd)
dt+
∫ T
0
∣∣∣∣∣∣∣∣∇1−( 1< x >1/2− eitHu0
) ∣∣∣∣∣∣∣∣2
L2(Rd)
dt
≤ CT ||u0||2
H
1/2+
(Rd)
+
∫ T
0
∣∣∣∣∣∣∣∣∇( 1< x >1/2− eitHu0
) ∣∣∣∣∣∣∣∣2
L2(Rd)
dt
≤ CT ||u0||2
H
1/2+
(Rd)
+
∫ T
0
∣∣∣∣∣∣∣∣ 1< x >1/2−∇ (eitHu0)
∣∣∣∣∣∣∣∣2
L2(Rd)
dt
≤ CT ||u0||2
H
1/2+
(Rd)
.
Par conséquent, nous trouvons∫ T
0
∣∣∣∣∣∣∣∣ 1< x >1/2−H1/2−/2e−itHu0
∣∣∣∣∣∣∣∣2
L2(Rd)
dt ≤ CT ||u0||2
H
1/2+
(Rd)
.
Et nous pouvons remplacer u0 par H−1/4−/2u0 pour prouver le théorème. 
3.2.3 Preuve de (3.5)
En utilisant le Lemme 3.2.4 et (3.4), on obtient∣∣∣∣∣∣∣∣√Hd/2−2 1< x >1/2− eitHu0
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤
∣∣∣∣∣∣∣∣ 1< x >1/2−√Hd/2−2eitHu0
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
+
∣∣∣∣∣∣∣∣ [√Hd/2−2; 1< x >1/2−
]
eitHu0
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤ C||u0||
H
d−1
2 (Rd)
.
Puis, en utilisant la Proposition 1.2.7, on établit∣∣∣∣∣∣∣∣∇d/2−2( 1< x >1/2− eitHu0
) ∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤ C||u0||
H
d−1
2 (Rd)
.
Et ﬁnalement, en utilisant les Lemmes 3.2.4 et 3.2.5, nous pouvons conclure que∣∣∣∣∣∣∣∣ 1< x >1/2− |∇|d/2−2(eitHu0)
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤
∣∣∣∣∣∣∣∣ [ 1< x >1/2− ; |∇|d/2−2
]
eitHu0
∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
+
∣∣∣∣∣∣∣∣∇d/2−2( 1< x >1/2− eitHu0
) ∣∣∣∣∣∣∣∣
L2([−2pi,2pi]∗Rd)
≤ C||u0||
H
d−1
2 (Rd)
. 
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3.3 L'argument de point ﬁxe
Dans cette partie, on établit des estimées qui seront utiles pour appliquer un théorème de point
ﬁxe de Picard. On commence par montrer deux lemmes préliminaires.
Lemme 3.3.1 Soient (q, r) ∈ [2,∞[×[2,∞], s, s0 ≥ 0 et supposons que s − s0 > d2 − 2q − dr , alors il
existe deux constantes κ,C > 0 telles que pour tous T ≥ 0 et u ∈ XsT ,
||u||Lq([−T,T ],W s0,r(Rd)) ≤ CT κ||u||XsT .
Preuve
Soit  > 0 alors il existe κ > 0 tel que
||u||Lq([−T,T ],W s0,r(Rd)) ≤ T κ ||u||Lq+([−T,T ],W s0,r(Rd)).
Or le couple (q + , 2d(q+)dq+d−4) est admissible avec
W
s,
2d(q+)
dq+d−4 (Rd) ↪→W s0,r(Rd) si s− s0 ≥ d
2
− 2
q + 
− d
r
.
Mais, comme s− s0 > d2 − 2q − dr alors il existe 0 <  1 tel que s− s0 ≥ d2 − 2q+ − dr . 
Lemme 3.3.2 Soit s ≥ 0 alors il existe une constante C > 0 telle que pour toutes fonctions f et g
dans S(Rd),
||∇s(fg)||L2(Rd) ≤ C ×
(
|| |∇|s(f)× g||L2(Rd) + ||f × |∇|s(g)||L2(Rd)
)
.
Preuve
Par la transformée de Fourier et le Lemme 3.2.5, on obtient
||∇s(fg)||L2(Rd) ≤ C × || |ξ|sF(fg)||L2(Rd)
≤ C × || |ξ|s(F(f) ∗ F(g))||L2(Rd).
Or pour tous ξ et η dans Rd ,
|ξ|s ≤ (|η|+ |ξ − η|)s ≤ Cs × (|η|s + |ξ − η|s).
Ainsi,
||∇s(fg)||L2(Rd) ≤ Cs ×
(
||(|.|sF(f)) ∗ F(g)||L2(Rd) + ||F(f) ∗ (|.|sF(g))||L2(Rd)
)
≤ Cs ×
(
||F(|∇|sf × g)||L2(Rd) + ||F(f) ∗ F(|∇|sg)||L2(Rd)
)
≤ Cs ×
(
|| |∇|sf × g||L2(Rd) + ||f × |∇|sg||L2(Rd)
)
. 
Puis, on établit les estimées attendues.
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Proposition 3.3.3 Soit s > d2 − 2p−1 alors il existe deux constantes C > 0 et κ > 0 telles que si nous
supposons
||e−itHu0||Lp([−2pi,2pi],L∞(Rd)) ≤ λ
pour un certain λ, alors pour tous 0 < T ≤ 1, v ∈ XsT et fi = v ou fi = e−itHu0,
|| |∇|s(v)×
p∏
i=2
fi||L1([−T,T ],L2(Rd)) ≤ CT κ(λp + ||v||pXsT ),
et
|| < x >s ×v ×
p∏
i=2
fi||L1([−T,T ],L2(Rd)) ≤ CT κ(λp + ||v||pXsT ).
Preuve
D'après l'inégalité de Hölder et la Proposition 1.2.7,
|| |∇|s(v)×
p∏
i=2
fi||L1([−T,T ],L2(Rd)) ≤ || |∇|s(v)||L∞([−T,T ],L2(Rd)) ×
p∏
i=2
||fi||Lp−1([−T,T ],L∞(Rd))
≤ C||v||L∞([−T,T ],Hs(Rd)) ×
p∏
i=2
||fi||Lp−1([−T,T ],L∞(Rd)),
et
|| < x >s ×v ×
p∏
i=2
fi||L1([−T,T ],L2(Rd)) ≤ || < x >s v||L∞([−T,T ],L2(Rd)) ×
p∏
i=2
||fi||Lp−1([−T,T ],L∞(Rd))
≤ ||v||L∞([−T,T ],Hs(Rd)) ×
p∏
i=2
||fi||Lp−1([−T,T ],L∞(Rd)).
Si fi = v alors comme s > d2 − 2p−1 , nous pouvons utiliser le Lemme 3.3.1 pour obtenir
||v||Lp−1([−T,T ],L∞(Rd)) ≤ CT κ||v||XsT .
Si fi = e−itHu0 alors d'après l'inégalité de Hölder,
||e−itHu0||Lp−1([−T,T ],L∞(Rd)) ≤ T
1
p−1− 1p ||e−itHu0||Lp([−2pi,2pi],L∞(Rd))
≤ T 1p(p−1)λ. 
Proposition 3.3.4 Soit d2 > s > 0 alors il existe deux constantes C > 0 et κ > 0 telles que si nous
supposons que
||e−itHu0||
Lp([−2pi,2pi],W
1
8 ,∞(Rd))
≤ λ,
et
||u0||
H
d−1
2 (Rd)
≤ λ
pour un certain λ, alors pour tout 0 < T ≤ 1,
|| < x >s × (e−itHu0)p||L1([−T,T ],L2(Rd)) ≤ CT κλp.
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Preuve
D'après l'inégalité de Hölder et la Proposition 1.2.7, on obtient
|| < x >s × (e−itHu0)p||L1([−T,T ],L2(Rd))
≤ || < x > d2 × (e−itHu0)p||L1([−T,T ],L2(Rd))
≤ || < x > d−12 × e−itHu0||L∞([−T,T ],L2(Rd)) × || < x >
1
2(p−1) × e−itHu0||p−1Lp−1([−T,T ],L∞(Rd))
≤ CT 1/p||u0||
H
d−1
2 (Rd))
× ||e−itHu0||p−1
Lp([−T,T ],W
1
8 ,∞(Rd))
≤ CT 1/pλp. 
Proposition 3.3.5 Il existe s ∈]d2 − 2p−1 ; d2 [, C > 0 et κ > 0 tels que si nous supposons que
||e−itHu0||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ λ,
et
||u0||
H
d−1
2 (Rd)
≤ λ
pour un certain λ, alors pour tous 0 < T ≤ 1, v ∈ XsT et fi = v ou fi = e−itHu0,
|| |∇|s(e−itHu0)×
p∏
i=2
fi||L1([−T,T ],L2(Rd)) ≤ CT κ(λp + ||v||pXsT ).
Preuve
Pour tout  ∈]0, 12 [, d'après l'inégalité de Hölder, on a
|| |∇|s(e−itHu0)×
p∏
i=2
fi||L1([−T,T ],L2(Rd))
≤
∣∣∣∣∣∣∣∣ 1< x >1/2− |∇|s(e−itHu0)
∣∣∣∣∣∣∣∣
L2([−T,T ],L2(Rd))
×
p∏
i=2
|| < x > 1p−1∗( 12−) fi||L2(p−1)([−T,T ],L∞(Rd)).
Puis, nous choisissons s = d2 − 2 avec  1 pour obtenir en utilisant (3.5) que
|| |∇|s(e−itHu0)×
p∏
i=2
fi||L1([−T,T ],L2(Rd)) ≤ λ×
p∏
i=2
|| < x > 1p−1∗( 12−) fi||L2(p−1)([−T,T ],L∞(Rd))
≤ λ×
p∏
i=2
||fi||
L2(p−1)([−T,T ],W
1
p−1 ∗( 12−)+, d+1(Rd))
,
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Si fi = e−itHu0, par interpolation, nous pouvons trouver l'existence d'une constante κ > 0 telle que
||e−itHu0||
L2(p−1)([−T,T ],W
1
p−1 ∗( 12−)+, d+1(Rd))
≤ C × T κ × ||e−itHu0||θL2p([−T,T ],W s0,∞(Rd)) × ||e−itHu0||1−θ
L∞([−T,T ],W
d−1
2 ,2(Rd))
où θ = d−d+ et s0 = (
1−θ
θ )(
d−1
2 ) +
1
θ(p−1)(
1
2 − ) + θ .
Or ||e−itHu0||
L∞([−T,T ],W
d−1
2 ,2(Rd))
≤ ||u0||
H
d−1
2 (Rd)
≤ λ, puis comme
s0 =
1
2(p− 1) + C+ o() ≤
1
7
alors ||e−itHu0||L2p([−T,T ],W s0,∞(Rd)) ≤ λ et donc ||e−itHu0||L2(p−1)([−T,T ],W 1p−1 ∗( 12−)+, d+1(Rd)) ≤ λ.
Si fi = v, comme s − 1p−1 ∗ (12 − ) > d2 − 1p−1 − dd+ (si   12(p−2)) alors par le Lemme 3.3.1,
on trouve
||v||
L2(p−1)([−T,T ],W
1
p−1 ∗( 12−)+, d+1(Rd))
≤ CT κ||v||XsT . 
En analogie à la partie 2.4, on introduit la déﬁnition suivante :
Déﬁnition 3.3.6 Soit λ ≥ 0 et déﬁnissons E0(λ) comme l'ensemble des fonctions u0 ∈ H
d−1
2 (Rd)
qui vériﬁent  ||u0||H d−12 (Rd) ≤ λ,||e−itHu0||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ λ.
Enﬁn, on peut établir les deux théorèmes principaux de cette partie.
Théorème 3.3.7 Il existe s ∈]d2 − 2p−1 ; d2 [, C > 0 et κ > 0 tels que si u0 ∈ E0(λ) pour un certain
λ > 0 alors pour tout v ∈ XsT et 0 < T ≤ 1,∣∣∣∣∣∣∣∣ ∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2|e−isHu0 + v|p−1 × (e−isHu0 + v) ds
∣∣∣∣∣∣∣∣
X
s
T
≤ C × T κ × (λp + ||v||p
X
s
T
).
Preuve
En utilisant les Propositions 2.1.4 et 1.2.7, on obtient∣∣∣∣∣∣∣∣ ∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2|e−isHu0 + v|p−1 × (e−isHu0 + v) ds
∣∣∣∣∣∣∣∣
X
s
T
≤ C|| K cos(2s) d(p−1)2 −2 × |e−isHu0 + v|p−1 × (e−isHu0 + v)||L1([−T,T ],Hs(Rd))
≤ C|| |e−isHu0 + v|p−1 × (e−isHu0 + v)||L1([−T,T ],Hs(Rd))
≤ C|| ∇s ( |e−isHu0 + v|p−1 × (e−isHu0 + v)) ||L1([−T,T ],L2(Rd))
+ C|| < x >s ×|e−isHu0 + v|p−1 × (e−isHu0 + v)||L1([−T,T ],L2(Rd)).
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Puis, en utilisant le Lemme 3.3.2 et les Propositions 3.3.3, 3.3.4 et 3.3.5, nous pouvons trouver une
constante κ > 0 telle que pour tous u0 ∈ E0(λ), 0 < T ≤ 1 et v ∈ XsT ,
|| ∇s (|e−isHu0 + v|p−1 × (e−isHu0 + v)) ||L1([−T,T ],L2(Rd)) ≤ CT κ(λp + ||v||pXsT ),
et
|| < x >s ×|e−isHu0 + v|p−1 × (e−isHu0 + v)||L1([−T,T ],L2(Rd)) ≤ CT κ(λp + ||v||pXsT ).

De manière similaire, on démontre le théorème suivant :
Théorème 3.3.8 Il existe s ∈]d2 − 2p−1 ; d2 [ (le même que dans le théorème 3.3.7), C > 0 et κ > 0 tels
que si u0 ∈ E0(λ) pour un certain λ > 0 alors pour tous 0 < T ≤ 1 et v1, v2 ∈ XsT ,∣∣∣∣∣∣∣∣ ∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2|e−isHu0 + v1|p−1 × (e−isHu0 + v1) ds
−
∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2|e−isHu0 + v2|p−1 × (e−isHu0 + v2) ds
∣∣∣∣∣∣∣∣
X
s
T
≤ CT κ × ||v1 − v2||XsT × (λ
p−1 + ||v1||p−1XsT + ||v2||
p−1
X
s
T
).
3.4 Solutions globales pour l'équation (NLS)
Dans cette partie, on applique un théorème de point ﬁxe pour établir l'existence de solutions
globales pour l'équation (NLS). De manière analogue à la section 2.5, on introduit l'équation suivante : i
∂u
∂t
−Hu = K cos(2t) d(p−1)2 −2 × |u|p−1u,
u(0, x) = u0(x),
(NLSH)
où p ≥ 5 désigne un entier impair et K ∈ {−1, 1}.
Théorème 3.4.1 Il existe s ∈]d2 − 2p−1 ; d2 [, C > 0 et δ > 0 tels que pour tout 0 < T ≤ 1, si u0 ∈ E0(λ)
avec λ < C × T−δ alors il existe une unique solution à l'équation (NLSH) sur [−T, T ] dans l'espace
e−itHu0 +BXsT (0, λ).
Preuve
Déﬁnissons
L(v) = −i
∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2|e−isHu0 + v(s)|p−1(e−isHu0 + v(s)) ds,
et remarquons que u = e−itHu0 + v est l'unique solution de (NLSH) sur [−T, T ] dans l'espace
e−itHu0 +BXsT (0, R) si et seulement si v est l'unique point ﬁxe de L sur BXsT (0, R).
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Selon les Propositions 3.3.7 et 3.3.8, il existe deux constantes C > 0 et κ > 0 telles que
||L(v)||XsT ≤ CT
κ(λp + ||v||p
X
s
T
)
||L(v1)− L(v2)||XsT ≤ CT
κ||v1 − v2||XsT (λ
p−1 + ||v1||p−1XsT + ||v2||
p−1
X
s
T
).
Par conséquent, si λ < ( 18CTκ )
1
p−1 alors L est une application contractante de BXsT (0, λ) et le théorème
suit. 
Théorème 3.4.2 Il existe s ∈]d2 − 2p−1 ; d2 [, C1, C2 > 0 tels que si u0 ∈ E0(λ) avec λ < C1 alors il
existe une solution globale à (NLS) dans l'espace eit∆u0 +BXs(0, C2).
Preuve
Soit u donnée par le Théorème 3.4.1 avec T = pi4 . On applique à u la transformation de lentille déﬁnie
en section 2.1.3 pour obtenir une fonction u˜ qui, d'après les Propositions 2.1.14 et 2.1.16, vériﬁe les
conditions du théorème. 
Théorème 3.4.3 Il existe s ∈]d2 − 2p−1 ; d2 [, C1, C2 > 0 et δ > 0 tels que pour tout 0 < T ≤ 1, si
u0 ∈ E0(λ) avec λ < C1(arctan 2T )−δ alors il existe une solution à (NLS) sur [−T, T ] dans l'espace
eit∆u0 +BXsT (0, C2λ
p).
Preuve
Soit u donnée par le Théorème 3.4.1 à T remplacé par 12 arctan 2T . Puis, comme pour le théorème
précédent, on applique à u la transformation de lentille déﬁnit en section 2.1.3 pour obtenir une fonc-
tion u˜ qui, d'après la Proposition 2.1.14 et la remarque de la Proposition 2.1.16, vériﬁe les conditions
du théorème. 
On démontre ensuite l'unicité des solutions construites.
Théorème 3.4.4 Soient d2 > s >
d
2 − 2p−1 , u0 ∈ E0(λ) et T ∈]0, 1]. Supposons donnés u˜1 et u˜2 deux
solutions de (NLS) sur [-T,T] de l'espace eit∆u0 +XsT alors,
u˜1(t) = u˜2(t) dans L
2(Rd), ∀t ∈ [−T, T ].
Preuve
Comme pour le Théorème 2.5.3, il suﬃt de prouver le théorème pour t ∈ [0, T ].
Pour tout t ∈ R, on a
∂t||u˜1(t)− u˜2(t)||2L2(Rd) = 2<(< ∂t(u˜1(t)− u˜2(t)), u˜1(t)− u˜2(t) >L2(Rd)×L2(Rd))
= 2| < |u˜1(t)|p−1u˜1(t)− |u˜2(t)|p−1u˜2(t), u˜1(t)− u˜2(t) >L2(Rd)×L2(Rd) |
≤ 2||u˜1(t)− u˜2(t)||L2(Rd) × || |u˜1(t)|p−1u˜1(t)− |u˜2(t)|p−1u˜2(t)||L2(Rd)
≤ 2(p− 1)||u˜1(t)− u˜2(t)||2L2(Rd) ×
(
||u˜1(t)||p−1L∞(Rd) + ||u˜2(t)||
p−1
L∞(Rd)
)
.
Puis, par le Lemme de Grönwall, le théorème est prouvé si ||u˜1(t)||p−1L∞(Rd) + ||u˜2(t)||
p−1
L∞(Rd) ∈ L1loc
puisque ||u˜1(0)− u˜2(0)||2L2(Rd) = 0.
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Mais, en utilisant les Propositions 2.1.15 et 3.3.1, on obtient
||u˜i||Lp−1([0,T ]),L∞(Rd) ≤ ||eit∆u0||Lp−1([0,T ]),L∞(Rd)) + ||v˜i||Lp−1([0,T ]),L∞(Rd))
≤ CT × (||e−itHu0||Lp−1([−2pi,2pi]),L∞(Rd)) + ||v˜i||XsT )
≤ CT × (λ+ ||v˜i||XsT ).
et le théorème est démontré. 
Enﬁn, on démontre que les solutions globales construites diﬀusent en ∞ et en −∞.
Théorème 3.4.5 Soit u˜ l'unique solution globale de (NLS) construite dans le Théorème 3.4.2 alors
il existe L+ ∈ Hs(Rd) et L− ∈ Hs(Rd) tels que
lim
t→∞ ||u˜(t)− e
it∆u0 − eit∆L+||Hs(Rd) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0 − eit∆L−||Hs(Rd) = 0.
Preuve
On pose T = pi4 , alors grâce aux Propositions 3.3.3, 3.3.4 et 3.3.5, on obtient∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2 [ |e−isHu0 + v(s)|p−1 × (e−isHu0 + v(s))] ds ∈ XsT ↪→ C0([−T, T ], Hs(Rd)).
Ainsi, il existe L ∈ Hs(Rd) tel que
lim
t→T
∣∣∣∣∣∣∣∣ ∫ t
0
e−i(t−s)HK cos(2s)
d(p−1)
2
−2 [ |e−isHu0 + v(s)|p−1 ∗ (e−isHu0 + v(s))] ds− L∣∣∣∣∣∣∣∣
H
s
(Rd)
= 0,
puis
lim
t→T
∣∣∣∣∣∣∣∣ ∫ t
0
eisHK cos(2s)
d(p−1)
2
−2 [ |e−isHu0 + v(s)|p−1 ∗ (e−isHu0 + v(s))] ds− eiTHL∣∣∣∣∣∣∣∣
H
s
(Rd)
= 0.
Or, d'après le Lemme 2.1.18, on obtient
v˜(t) =
˜
e−itH
∫ t
0
eisHK cos(2s)
d(p−1)
2
−2 [ |e−isHu0 + v(s)|p−1 ∗ (e−isHu0 + v(s))] ds
= eit∆
∫ 1
2
arctan 2t
0
eisHK cos(2s)
d(p−1)
2
−2 [ |e−isHu0 + v(s)|p−1 ∗ (e−isHu0 + v(s))] ds,
et donc
lim
t→∞ ||v˜(t)− e
it∆eiTHL||Hs(Rd) = 0.

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3.5 Estimation de la régularité de la donnée initiale aléatoire
Déﬁnition 3.5.1 Pour t > 0, déﬁnissons
Ωt = (ω ∈ Ω/uω0 ∈ E0(t)) .
Le but de cette partie est d'établir le théorème suivant :
Théorème 3.5.2 Sous les hypothèses (Hγ) et (HE1) ou (HE2), il existe des constantes m(γ), C, c > 0
telles que pour tout t > 0,
P (Ωct) ≤ C exp
−c( t||u0||H(d−1)/2(Rd)
)m(γ) ,
où
m(γ) =

2γ
2+γ sous (HE1) si γ ∈]0, 1],
2γ
2γ+2 sous (HE2) si γ ∈]0, 1],
γ sous (HE2) si γ ∈]1, 2],
2 sous (HE2) si γ ≥ 2.
Par l'inégalité triangulaire, nous pouvons écrire
P (Ωct) ≤ P
(
ω ∈ Ω/ ||uω0 ||H(d−1)/2(Rd) ≥ t
)
+ P
(
ω ∈ Ω/ ||e−itHu0||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≥ t
)
(3.7)
et il suﬃt de montrer la majoration du Théorème 3.5.2 pour chacun de ces deux termes. On commence
par évaluer les moments de nos variables aléatoires à travers le lemme suivant :
Lemme 3.5.3 Sous l'hypothèse (Hγ), il existe des constantes C1, C2, c > 0 telles que pour tous p ≥ 1
et n ∈ N,
E(|gn|p) ≤
{
C1 ×
(
p
γc
) p
γ
si p ≥ γ,
C2 si p ≤ γ.
Preuve
On a
E(|gn|p) = p
∫ ∞
0
ρp−1 × P (ω ∈ Ω/|gn(ω)| ≥ ρ) dρ
≤ p
∫ ∞
0
ρp−1 × Ce−cργ dρ
≤ Cp
γ
×
(
1
c
) p
γ
×
∫ ∞
0
µ
p−γ
γ × e−µ dµ
≤ Cp
γ
×
(
1
c
) p
γ
× Γ
(
p
γ
)
,
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où Γ désigne la fonction gamma d'Euler. En utilisant les estimées de la fonction Γ suivantes :
Γ(x) ≤ (Cx)x−1 pour x ≥ 1,
Γ(x) ≤ Cx pour x ≤ 1,
on prouve le résultat. 
Puis, grâce à ce dernier lemme, nous pouvons estimer le premier terme de (3.7).
Proposition 3.5.4 Sous l'hypothèse (Hγ), il existe des constantes C, c > 0 telles que pour tout t > 0,
P
(
ω ∈ Ω / ||uω0 ||H(d−1)/2(Rd) ≥ t
)
≤ C exp
− ctγ||u0||γ
H
(d−1)/2
(Rd)
 .
Preuve
Il suﬃt d'établir l'estimation pour t ≥ C||u0||H(d−1)/2(Rd).
Soit q ≥ max(1, γ2 ) alors d'après l'inégalité de Markov et le Lemme 3.5.3, on trouve
P
(
ω ∈ Ω / ||uω0 ||H(d−1)/2(Rd) ≥ t
)
= P
(
ω ∈ Ω /
∑
n∈N
λd−1n |cn|2|gn(ω)|2 ≥ t2
)
≤ t−2q × Eω
(∑
n∈N
λd−1n |cn|2|gn(ω)|2
)q
≤ t−2q ×
∣∣∣∣∣∣∣∣∑
n∈N
λd−1n |cn|2|gn(.)|2
∣∣∣∣∣∣∣∣q
Lq(Ω)
≤ t−2q ×
(∑
n∈N
λd−1n |cn|2||gn(.)||2L2q(Ω)
)q
≤
C × ||u0||H d−12 (Rd)
t
×
(
2q
γc
) 1
γ
2q .
Puis, nous pouvons choisir q = γc2 ×
(
t
2C||u0||
H
d−1
2 (Rd)
)γ
≥ max(1, γ2 ) pour obtenir
P
(
ω ∈ Ω / ||uω0 ||H(d−1)/2(Rd) ≥ t
)
≤ 1
22q
≤ e−2 ln(2)q ≤ exp
− ctγ||u0||γ
H
(d−1)/2
(Rd)
 .

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Dès lors, il reste le second terme de (3.7) à estimer. Pour cela, rappelons les estimées des fonctions
propres de l'oscillateur harmonique dont la preuve peut être trouvée en Corollaire 3.2 de [KT].
Proposition 3.5.5 Pour tout p ∈ [4,∞], il existe une constante C > 0 telle que pour tout n ∈ N,
||hn||Lp(Rd) ≤ Cλ
− 1
6
n si d = 1,
||hn||Lp(Rd) ≤ Cλ
−1+ d
2
n si d ≥ 2.
On établit ensuite la proposition fondamentale suivante qui permet d'estimer le second terme de (3.7).
Proposition 3.5.6 On suppose qu'il existe une constante C > 0 telle pour toute suite (cn)n∈N ∈ l2(N)
et tout q ≥ max(2, γ), ∣∣∣∣∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q 1m(γ) ×
√∑
n∈N
|cn|2, (Eγ)
alors, sous cette condition, il existe deux constantes C, c > 0 telles que pour tout t ≥ 0,
P
(
ω ∈ Ω / ||e−itHuω0 ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≥ t
)
≤ C exp
−c( t||u0||H(d−1)/2(Rd)
)m(γ) .
Preuve
Comme
W
1
6
,r
(Rd) ↪→W
1
7
,∞
(Rd) si
1
6
− 1
7
>
d
r
,
on se ramène à démontrer l'existence de deux constantes C, c > 0 telles que pour tous t ≥ 0 et r ≥ 2,
P
(
ω ∈ Ω / ||e−itHuω0 ||
L2p([−2pi,2pi],W
1
6 ,r(Rd))
≥ t
)
≤ C exp
−c( t||u0||H(d−1)/2(Rd)
)m(γ) . (3.8)
Il suﬃt de montrer l'estimation pour t ≥ C||u0||Hσ(Rd). D'après les inégalités de Markov et Minkowsky,
on obtient pour q ≥ max(2p, r, γ),
P
(
ω ∈ Ω / ||e−itHuω0 ||
L2p([−2pi,2pi],W
1
6 ,r(Rd))
≥ t
)
≤ t−q × ||e−itHuω0 ||q
Lq(Ω,L2p([−2pi,2pi],W
1
6 ,r(Rd)))
≤ t−q × ||H 112 e−itHuω0 ||qL2p([−2pi,2pi],Lr(Rd,Lq(Ω))).
Puis, grâce à l'hypothèse (Eγ), on obtient
||H 112 e−itHuω0 ||qLq(Ω) =
∣∣∣∣∣∣∣∣∑
n∈N
λ
1
6
ncne
−itλ2nhn(x)gn(ω)
∣∣∣∣∣∣∣∣q
Lq(Ω)
≤ Cq 1m(γ) ×
√∑
n∈N
λ
1
3
n |cn|2.|hn(x)|2.
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Et ﬁnalement, par l'inégalité triangulaire et la Proposition 3.5.5, on a
P
(
ω ∈ Ω / ||e−itHuω0 ||
L2p([−2pi,2pi],W
1
6 ,r(Rd))
≥ t
)
≤
(
Cq
1
m(γ)
t
)q
×
∣∣∣∣∣∣∣∣√∑
n∈N
λ
1
3
n |cn|2.|hn(x)|2
∣∣∣∣∣∣∣∣q
Lr(Rd)
≤
(
Cq
1
m(γ)
t
)q
×
∣∣∣∣∣∣∣∣∑
n∈N
λ
1
3
n |cn|2.|hn(x)|2
∣∣∣∣∣∣∣∣q/2
Lr/2(Rd)
≤
(
Cq
1
m(γ)
t
)q
×
(∑
n∈N
λ
1
3
n |cn|2 ||hn(x)||2Lr(Rd)
)q/2
≤
Cq
1
m(γ) ||u0||H(d−1)/2(Rd)
t

q
.
Ainsi, il suﬃt de choisir q =
(
t
2C||u0||
H
(d−1)/2
(Rd)
)m(γ)
pour obtenir (3.8). 
Dès lors, on se ramène donc à démontrer (Eγ) pour obtenir le Théorème 3.5.2.
3.5.1 Preuve de (Eγ) sous l'hypothèse (HE1) si γ ∈]0, 1]
On commence par énoncer le lemme suivant :
Lemme 3.5.7 Sous l'hypothèse (HE1), il existe une constante C > 0 telle que pour tout q ≥ 1 et
(cn)n∈N ∈ l2(N),
E
(∑
n∈N
cn ∗ gn(ω)
)2q ≤ (Cq)q × E((∑
n∈N
(cn ∗ gn(ω))2
)q)
.
Preuve
La démonstration de ce résultat est faite en Théorème 4.6 de [QL] et repose sur les inégalités de
Khintchine. 
Ainsi, en utilisant l'inégalité triangulaire et le Lemme 3.5.3, on obtient pour q ≥ γ2 ,∣∣∣∣∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣2q
L2q(Ω)
≤ (Cq)q ×
∣∣∣∣∣∣∣∣∑
n∈N
c2ngn(ω)
2
∣∣∣∣∣∣∣∣q
Lq(Ω)
≤ (Cq)q ×
(∑
n∈N
|cn|2 × ||gn||2L2q(Ω)
)q
≤
(
C × q1+ 2γ ×
∑
n∈N
|cn|2
)q
.
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Ce qui démontre (Eγ).
On peut également utiliser les Lemmes 2.6.3 et 2.6.4 pour obtenir ce même résultat. En eﬀet, à
l'aide du Lemme 3.5.3, on trouve
∣∣∣∣∣∣∣∣ ∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
=
∑
n1,...,n2p
cn1 ...cnp .cnp+1 ...cn2p × E
(
2p∏
i=1
gni
)
≤
∑
n1,...,n2p
|cn1 |...|cn2p | ×
∣∣∣∣∣E
(
2p∏
i=1
gni
)∣∣∣∣∣
≤
( ∑
σ∈A2p
∑
n1,...,n2p,
nσ(i)=ni
|cn1 |...|cn2p |
)
× sup
n∈N
E
(|gn|2p)
≤ Card(A2p)× (Cp)
2p
γ × sup
σ∈A2p
( ∑
n1,...,n2p,
nσ(i)=ni
|cn1 |...|cn2p |
)
≤ (Cp)2p( 12 + 1γ ) ×
(∑
n∈N
|cn|2
)p
.
3.5.2 Preuve de (Eγ) sous l'hypothèse (HE2) si γ ∈]0, 1]
On commence par démontrer deux lemmes fondamentaux.
Lemme 3.5.8 Soit (uk)k∈N une suite de variables aléatoires indépendantes et positives, alors pour
tout q ∈ N∗,
∀ k ∈ {1..2q}, ∀ α1, ..., αk ≥ 2 tel que α1 + ...+ αk = 2q,
∑
i1
E(uα1i1 )× ...×
∑
ik
E(uαkik ) ≤ E ( (
∑
k
u2k )
q ).
Preuve
On prouve le résultat par récurrence forte sur q. L'inégalité est claire pour q = 1 et q = 2. Soit donc
q ≥ 3 et supposons la propriété établie pour tout 1 ≤ q′ < q.
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Si les α1, α2, ..., αk sont tous pairs alors par l'inégalité de Jensen, on trouve∑
i1
E(uα1i1 )× ...×
∑
ik
E(uαkik ) ≤ E
(∑
i1
uα1i1
)
× ...× E
(∑
ik
uαkik
)
≤ E
((∑
i1
u2i1
)α1
2
)
× ...× E
((∑
ik
u2ik
)αk
2
)
≤ E
((∑
i1
u2i1
)q)α1
2q
× ...× E
((∑
ik
u2ik
)q)αk
2q
≤ E ( (
∑
k
u2k )
q ).
Ainsi, nous pouvons supposer que α1 et α2 sont impairs. On a donc α1 = 2β1 + 1, α2 = 2β2 + 1 avec
β1, β2 ≥ 1.
I/Cas α1 + α2 = 2q (i.e β1 + β2 = q − 1).
En utilisant l'inégalité de Hölder, on obtient∑
i
E(uα1i )×
∑
j
E(uα2j )
≤
∑
i,j
√
E(uα1+1i )× E(uα1−1i )× E(uα1+1j )× E(uα2−1j )
≤
√√√√√
∑
i,j
E(uα1+1i )× E(uα2−1j )
×
∑
i,j
E(uα1−1i )× E(uα2+1j )

≤ 1
2
∑
i,j
E(uα1+1i )× E(uα2−1j ) +
1
2
∑
i,j
E(uα1−1i )× E(uα2+1j )
≤ 1
2
∑
i
E(u
2(β1+1)
i )×
∑
j
E(u2β2j ) +
1
2
∑
i
E(u2β1i )×
∑
j
E(u
2(β2+1)
j ).
Or, par l'inégalité de Jensen, on a∑
i
E(u
2(β1+1)
i )×
∑
j
E(u2β2j ) ≤ E
(∑
i
u
2(β1+1)
i
)
× E
(∑
j
u2β2j
)
≤ E
((∑
i
u2i
)β1+1)
× E
((∑
j
u2j
)β2)
≤ E
((∑
i
u2i
)q)β1+1
q
× E
((∑
j
u2j
)q)β2
q
≤ E ( (
∑
k
u2k )
q ).
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Et de manière similaire,
∑
i
E(u2β1i )×
∑
j
E(u
2(β2+1)
j ) ≤ E( (
∑
k
u2k )
q ),
ce qui complète la preuve du cas 1.
II/Cas α1 + α2 < 2q (i.e β1 + β2 < q − 1).
On a 2q − (α1 + α2) = 2(q − β1 − β2 − 1) := 2q′ avec 1 ≤ q′ < q.
En utilisant le cas 1, l'hypothèse de récurrence à q′ et l'inégalité de Jensen, on établit
∑
i1
E(uα1i1 )× ...×
∑
ik
E(uαkik )
≤
(∑
i1
E(uα1i1 )×
∑
i2
E(uα2i2 )
)
×
∑
i3
E(uα3i3 )× ...×
∑
ik
E(uαkik )

≤ E( (
∑
k
u2k )
β1+β2+1 )× E( (
∑
k
u2k )
q′ )
≤ E( (
∑
k
u2k )
q )
β1+β2+1
q × E( (
∑
k
u2k )
q )
q′
q
≤ E( (
∑
k
u2k )
q ).
Ce qui complète le cas 2 et achève la récurrence. 
Lemme 3.5.9 Soit (uk)k∈N une suite de variables aléatoires indépendantes d'espérances nulles, alors
pour tout q ∈ N∗, il existe une constante C(q) > 0 telle que
E( (
∑
k
uk )
2q ) ≤ C(q)× E( (
∑
k
u2k )
q ),
où C(q) = désigne le nombre de partitions de {1, .. , 2q}.
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Preuve
En utilisant le Lemme 3.5.8, on obtient
E( (
∑
k
uk )
2q ) = E
( 2q∑
k=1
∑
E1∪...∪Ek=
{1..2q}
∑
i1...ik
tous distincts
u
|E1|
i1
× ...× u|Ek|ik
)
=
2q∑
k=1
∑
E1∪...∪Ek=
{1..2q}
∑
i1...ik
tous distincts
E(u
|E1|
i1
)× ...× E(u|Ek|ik )
=
2q∑
k=1
∑
E1∪...∪Ek=
{1..2q},|Ei|≥2
∑
i1...ik
tous distincts
E(u
|E1|
i1
)× ...× E(u|Ek|ik )
≤
2q∑
k=1
∑
E1∪...∪Ek=
{1..2q},|Ei|≥2
∑
i1...ik
E(|ui1 ||E1|)× ...× E(|uik ||Ek|)
≤
2q∑
k=1
∑
E1∪...∪Ek=
{1..2q}
E( (
∑
k
u2k)
q)
≤ C(q)× E( (
∑
k
u2k)
q).
Ce qui démontre le lemme. 
Ainsi, pour prouver (Eγ), il suﬃt d'estimer convenablement la constante C(q), ce que nous faisons
dans la proposition suivante :
Proposition 3.5.10 Il existe une constante C > 0 telle que pour tout q ∈ N∗,
C(q) ≤ (Cq)2q.
Preuve
Il est connu que le nombre de partitions de {1, ..., 2q} vaut
C(q) =
2q∑
k=1
k∑
j=1
(−1)k−j j
2q
j!(k − j)! =
2q∑
j=1
2q∑
k=j
(−1)k−j j
2q
j!(k − j)!
=
2q∑
j=1
2q−j∑
k=0
(−1)k j
2q
j!k!
≤
2q∑
j=1
j2q
j!
≤ (2q)2q,
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puisque dans la dernière sommation, le terme dominant est obtenu pour j = q. 
Et ﬁnalement (Eγ) suit de la même façon que dans la section 3.5.1.
Remarque : On verra dans le chapitre suivant une autre méthode qui nous permet d'obtenir m(γ) =
3γ
2γ+3 dans cette situation.
3.5.3 Preuve de (Eγ) sous l'hypothèse (HE2) si γ ∈]1, 2]
Dans cette partie, on s'inspire de la preuve de [BT2] en essayant de remplacer l'hypothèse (1.1)
par l'hypothèse (Hγ).
Proposition 3.5.11 Soit X une variable aléatoire d'espérance nulle telle qu'il existe des constantes
C, c > 0 telles que pour tout t ∈ [−2, 2],
E(e|tX|) ≤ Cect2 ,
alors il existe une constante c > 0 telle que pour tout t ∈ [−1, 1],
E(etX) ≤ ect2 .
Preuve
De
eu = 1 + u+ u2
∫ 1
0
(1− θ)euθ dθ,
on déduit pour tout t ∈ [−1; 1] que
E(etX) = 1 + t2
∫ 1
0
(1− θ)E(X2etθX) dθ
≤ 1 + t2
∫ 1
0
√
E(X4)E(e2tθX) dθ
≤ 1 + Ct2
∫ 1
0
e2ct
2θ2 dθ
≤ 1 + Ct2e2ct2
≤ ec′t2 .

Proposition 3.5.12 Sous les hypothèses (Hγ) et (HE2), il existe une constante c > 0 telle que pour
tout n ∈ N et t ∈ R,
E(etgn) ≤
{
ect
2
si |t| ≤ 1,
ec|t|
γ
γ−1 si |t| ≥ 1.
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Preuve
Sous l'hypothèse (Hγ), on a pour tout t ∈ R,
E(e|t||gn|) = 1 + |t| ×
∫ ∞
0
e|t|ρ × P (ω ∈ Ω/|gn(ω)| ≥ ρ) dρ
≤ 1 + C|t| ×
∫ ∞
0
e|t|ρ−c|ρ|
γ
dρ
≤ 1 + C|t| × sup
ρ∈R+
(
e|t|ρ−
c
2
|ρ|γ
)
×
∫ ∞
0
e−
c
2
|ρ|γ dρ
≤ 1 + C(γ)× |t| × e|t|
γ
γ−1×
(
2
cγ
)1/(γ−1)× γ−1
γ
≤ 1 + C(γ)× |t| × ec(γ)|t|
γ
γ−1
.
Par conséquent,
E(e|t||gn|) ≤
{
C ′ec′t2 si |t| ≤ 2,
ec
′|t|
γ
γ−1 si |t| ≥ 1,
et nous pouvons utiliser la Proposition 3.5.11 pour conclure. 
Proposition 3.5.13 Sous les hypothèses (Hγ) et (HE2), il existe deux constantes C, c > 0 telles que
pour tout ρ ≥ 0 et (cn)n∈N ∈ l2(N),
P
(
ω ∈ Ω/
∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣ ≥ ρ
)
≤ Ce−c
(
ρ
||cn||l2(N)
)γ
.
Preuve
On écrit,
P
(
ω ∈ Ω/
∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣ ≥ ρ
)
≤ P
(
ω ∈ Ω/
∑
n∈N
cngn(ω) ≥ ρ
)
+ P
(
ω ∈ Ω/
∑
n∈N
−cngn(ω) ≥ ρ
)
,
et il suﬃt de montrer la majoration pour le premier terme.
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D'après l'inégalité de Markov et la Proposition 3.5.12, on obtient pour tout t ≥ 0,
P
(
ω ∈ Ω/
∑
n∈N
cngn(ω) ≥ ρ
)
= P
(
ω ∈ Ω/ exp
(
t×
∑
n∈N
cngn(ω)
)
≥ etρ
)
≤ e−tρ × E
(
exp
(
t×
∑
n∈N
cngn(ω)
))
≤ e−tρ ×
∏
n∈N
E
(
et×cngn(ω)
)
≤ e−tρ ×
∏
n∈N
max
(
ec×|cn.t|
2
, ec×|t.cn|
γ
γ−1
)
≤ e−tρ × exp
(
c×
∑
n∈N
|cn.t|2
)
× exp
(
c×
∑
n∈N
|t.cn|
γ
γ−1
)
≤ e−tρ × exp (c× (t||cn||l2)2)× exp(c× (t||cn||l2) γγ−1) ,
puis, il suﬃt de choisir t =  ρ
γ−1
||cn||γ
l2
pour obtenir le résultat souhaité. 
Proposition 3.5.14 Sous les hypothèses (Hγ) et (HE2), il existe une constante C > 0 telle que pour
tout q ≥ 2 et (cn)n∈N ∈ l2(N),
∣∣∣∣∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q 1γ ×
√∑
n∈N
|cn|2.
Preuve
En utilisant la Proposition 3.5.13, on obtient
∣∣∣∣∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣q
Lq(Ω)
= q
∫ ∞
0
ρq−1 × P
(
ω ∈ Ω/
∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣ ≥ ρ
)
dρ
≤ Cq
∫ ∞
0
ρq−1 × e−c
(
ρ
||cn||l2(N)
)γ
dρ
≤ (C||cn||l2(N))q × q
∫ ∞
0
uq/γ−1 × e−u du
≤ (C ′||cn||l2(N))q × q
q
γ .
Ce qui prouve la proposition. 
Et démontre (Eγ).
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3.6 Preuves des théorèmes
3.6.1 Preuve du Théorème 3.0.2
En utilisant les Théorèmes 3.4.2, 3.4.4, 3.4.5, pour prouver le Théorème 3.0.2, il suﬃt d'établir que
pour tout t > 0,
P (Ωt) > 0. (3.9)
On commence donc par établir l'analogue de la Proposition 2.7.2 sous l'hypothèse (Hγ).
Proposition 3.6.1 Sous les hypothèses (Hγ) et (HE1) ou (Hγ) et (HE2), pour tout t > 0, il existe
N ∈ N∗ tel que
P (Ωt) ≥ 1
2
× P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤
t
2
∩ ||e−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
2
)
,
où [f ]N a été déﬁni dans la section 2.7.1.
Preuve
Par indépendance, en utilisant le Théorème 3.5.2, on obtient
P (Ωt)
= P
(
ω ∈ Ω / || [uω0 ]N + [uω0 ]N ||H(d−1)/2(Rd) ≤ t ∩ ||e
−itH [uω0 ]N + e
−itH [uω0 ]
N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
)
≥ P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤
t
2
∩ ||e−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
2
)
× P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤
t
2
∩ ||e−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
2
)
≥ P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤
t
2
∩ ||e−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
2
)
×
1− C exp
− ctm(γ)
(
∑
λn≥N
λd−1n × |cn|2)m(γ)/2

 .
Or
lim
N−→∞
1− C exp
− ctm(γ)
(
∑
λn≥N
λd−1n × |cn|2)m(γ)/2
 = 1,
ainsi, il existe N ∈ N∗ tel que
1− C exp
− ctm(γ)
(
∑
λn≥N
λd−1n × |cn|2)m(γ)/2
 ≥ 1
2
.

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Par conséquent, pour obtenir (3.9), il suﬃt d'établir la proposition suivante :
Proposition 3.6.2 Sous l'hypothèse (H01), pour tous t > 0 et N ∈ N∗,
P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤ t ∩ ||e
−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
)
> 0.
Preuve
En analogie à la Proposition 2.7.3, on trouve
P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤ t ∩ ||e
−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
)
≥ P
 ω ∈ Ω / ∑
λn<N
λd−1n |cn|2|gn(ω)|2 ≤
Ct2
N2d

Puis, en utilisant l'hypothèse (H01), on obtient
P
(
ω ∈ Ω / || [uω0 ]N ||H(d−1)/2(Rd) ≤ t ∩ ||e
−itH [uω0 ]N ||
L2p([−2pi,2pi],W
1
7 ,∞(Rd))
≤ t
)
≥ P
 ω ∈ Ω / ∑
λn<N
|gn(ω)|2 ≤ Ct
2
N2d × ||u0||2
H
d−1
(Rd)

≥ P
 ⋂
λn<N
 ω ∈ Ω / |gn(ω)|2 ≤ Ct2
N4d × ||u0||2
H
d−1
(Rd)

≥
∏
λn<N
P
 ω ∈ Ω / |gn(ω)|2 ≤ Ct2
N4d × ||u0||2
H
d−1
(Rd)
 > 0.

3.6.2 Preuve du Théorème 3.0.4
Grâce aux Théorèmes 3.4.2, 3.4.4 et 3.4.5, pour prouver le Théorème 3.0.4, il suﬃt d'établir que
pour tout λ > 0,
lim
η→0
P
(
ω ∈ Ωcλ| ||uω0 ||H(d−1)/2(Rd) ≤ η
)
= 0. (3.10)
Nous utilisons la même méthode et les mêmes notations que la partie 2.7.2. De manière analogue au
Lemme 2.7.4, nous avons le lemme suivant :
Lemme 3.6.3 Supposons donnés E1, E2 deux espaces de Banach respectivement munis d'une mesure
µ1 et µ2. Soient f1, f2 : E1 × E2 → C et g : E2 → C des fonctions mesurables, alors
µ1 ⊗ µ2 ((x1, x2) ∈ E1 × E2 /|f1(x1, x2)| > λ ∪ |f2(x1, x2)| > λ| |g(x2)| ≤ η)
≤ sup
x2∈E2/|g(x2)|≤η
µ1 (x1 ∈ E1/|f1(x1, x2)| > λ ∪ |f2(x1, x2)| > λ) .
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En utilisant le Lemme 2.7.5, on obtient
P
(
ω ∈ Ωcλ | ||uω0 ||H(d−1)/2(Rd) ≤ η
)
= µ⊗ µ0
(
f ∈ H(d−1)/2(Rd), y ∈ X/| ||y  f ||
H
(d−1)/2
(Rd)
≥ λ ∪ || eitHy  f ||
L2p([−2pi,2pi],W 1/7,∞(Rd)) ≥ λ
| ||y  f ||
H
(d−1)/2
(Rd)
≤ η
)
= µ⊗ µ0
(
f ∈ H(d−1)/2(Rd), y ∈ X/| ||y  f ||
H
(d−1)/2
(Rd)
≥ λ ∪ || eitHy  f ||
L2p([−2pi,2pi],W 1/7,∞(Rd)) ≥ λ
| ||f ||
H
(d−1)/2
(Rd)
≤ η
)
,
puisque
||y  f ||
H
(d−1)/2
(Rd)
= ||f ||
H
(d−1)/2
(Rd)
, ∀y ∈ Y et f ∈ H(d−1)/2(Rd).
Puis, en utilisant le Lemme 3.6.3 (appliqué à E1 = Y , µ1 = µ0, E2 = H
(d−1)/2
(Rd) et µ2 = µ) et la
Proposition 3.5.2 (remarquons que Bernoulli vériﬁe (Hγ) et (HE2) avec γ = 2), on trouve
P
(
ω ∈ Ωcλ | ||uω0 ||H(d−1)/2(Rd) ≤ η
)
≤ sup
||f ||
H
(d−1)/2
(Rd)
≤η
µ0
(
y ∈ Y /||y  f ||
H
(d−1)/2
(Rd)
≥ λ ∪ || eitHy  f ||
L2p([−2pi,2pi],W 1/7,∞(Rd)) ≥ λ
)
≤ Ce−c
λ2
η2 −→
η→0
0.
Dès lors (3.10) est démontré ainsi que le Théorème 3.0.4. 
3.6.3 Preuve du Théorème 3.0.3
On adapte ici la preuve du paragraphe 5 de [BT2]. Grâce aux Théorèmes 3.4.3 et 3.4.4, on sait
que si u0 ∈ E0((arctan 2T )−δ), alors il existe une unique solution à l'équation (NLS) sur [−T, T ] dans
l'espace eit∆u0 +BXsT (0, CT ).
Déﬁnissons
ΩT =
(
ω ∈ Ω/uω0 ∈ E0((arctan 2T )−δ)
)
,
alors par le Théorème 3.5.2,
P (ΩcT ) ≤ C exp(−c(arctan 2T )−δ
′
)).
Par conséquent, si nous posons
Σ = ∪
n∈N∗
Ω1/n
alors P (Σ) = 1 et le Théorème 3.0.3 est prouvé. 
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Dans le chapitre précédent, on a prouvé que l'eﬀet régularisant permettait de démontrer un théo-
rème analogue à celui du chapitre 2, pour une base de fonctions propres quelconques. Le théorème
énoncé est intéressant pour p très grand car le nombre de dérivées gagnées vaut 12 − 2p−1 . Et donc, par
exemple pour p = 5, le théorème est vide.
Dans ce chapitre, on explique comment démontrer un théorème analogue pour p = 5 en dimension 2
avec une base de fonctions propres quelconques et un gain de dérivée égal à 13 . Pour cela, on s'inspire
de la preuve du chapitre 2, avec comme arguments de bases les estimées bilinéaires. On commence par
démontrer dans une première partie des estimées multilinéaires pour une base de fonctions propres
quelconques. Dans une seconde partie, on démontre une estimée de type chaos de Wiener dans un cadre
assez général de variables aléatoires. Ainsi, dans une troisième partie, on peut énoncer et démontrer
le théorème pour des variables aléatoires satisfaisant les hypothèses du chapitre 3.
4.1 Estimées multilinéaires des fonctions propres de l'oscillateur har-
monique
Cette première partie est consacrée à la démonstration des estimées multilinéaires pour des fonc-
tions propres quelconques de l'oscillateur harmonique.
4.1.1 Estimées bilinéaires en toutes dimensions
Dans cette sous section, on se place en dimension d ≥ 2 même si notre preuve s'adapte aisément en
dimension 1. Dans ce dernier cas, les résultats ont déjà été établis dans [BTT] par un autre argument
qui est spéciﬁque à la dimension 1.
Théorème 4.1.1 Il existe une constante C > 0 telle que pour tous n et m,
||hnhm||L2(Rd) ≤ C ×
{
max(λn, λm)
− 2
3
+ d
6 si 2 ≤ d ≤ 4,
max(λn, λm)
−2+ d
2 si 4 ≤ d.
De même, il existe une constante C > 0 telle que pour tous n et m,
||hnhm||
L
d+3
d+1 (Rd)
≤ C ×max(λn, λm)−
1
d+1 .
Remarque :
L'estimation écrite n'est pas vrai en dimension 1 mais il suﬃt de multiplier le majorant par log (max(λn, λm))
pour qu'elle le soit.
On reprend les notations de [KT] et les théorèmes qui y sont prouvés. On introduit
Dintj =
{
x ∈ Rd/ |x| ∈ [λn(1− 2−2(j−1));λn(1− 2−2(j+1))]
}
pour 1 ≤ 2j ≤ λ2/3n ,
Dbd =
{
x ∈ Rd/ ||x| − λn| ≤ λ−1/3n
}
,
Dext =
{
x ∈ Rd/ |x| > λn + 12λ
−1/3
n
}
,
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et ||f ||q
lqnLp
= ||f ||q
Lp(Dbd)
+ ||f ||qLp(Dext) +
∑
1≤2j≤λ2/3n
||f ||q
Lp(Dintj )
.
On remarque que Rd = ∪
j
Dintj ∪ Dbd ∪ Dext et donc que ||f ||Lp(Rd) ≤ ||f ||lqnLp .
On pose également y = λ−2/3n (λ2n − x2), < y >−= 1 + y− et < y >+= 1 + y+, et on peut énoncer le
théorème suivant où nous pouvons trouver la preuve dans [KT].
Théorème 4.1.2 Pour tout p ∈ [2,∞], il existe une constante C > 0 telle que pour tout n,
||λ
1
3
− d
3
(
1
2
− 1
p
)
n < y >
− 1
4
+( d+34 )
(
1
2
− 1
p
)
+ < y >
1− d
2
(
1
2
− 1
p
)
− hn||l∞n Lp ≤ C si 2 ≤ p ≤ 2(d+1)d−1 ,
||λ
1
3
− d
3
(
1
2
− 1
p
)
n < y >
1
2
− d
2
(
1
2
− 1
p
)
+ hn||l∞n Lp ≤ C si 2(d+1)d−1 ≤ p ≤ ∞.
Conséquences :
1- Si x ∈ Dext alors |x| > λn + λ
−1/3
n
2 donc x
2 > λ2n + λ
2/3
n +
λ
−2/3
n
4 ,
et par conséquent, y+ = 0 et |y| = y− ≥ C .
Finalement, on obtient ||hn||Lp(Dext) ≤ Cλ
− 1
3
+ d
3
(
1
2
− 1
p
)
n , pour p ∈ [2,∞].
2- Si x ∈ Dbd alors ||x| − λn| ≤ λ−1/3n , puis |y| ≤ 2 + λ−4/3n donc y est borné et on déduit comme
précédemment que ||hn||Lp(Dbd) ≤ Cλ
− 1
3
+ d
3
(
1
2
− 1
p
)
n , pour p ∈ [2,∞].
3- Pour maintenant x ∈ Dintj , le résultat est déjà énoncé dans [KT] en label (9) et (10), on trouve
||hn||Lp(Dintj ) ≤ Cλ
1
p
− 1
2
n 2
− j
2
(
1− d+3
2
+ d+3
p
)
pour 2 ≤ p ≤ 2(d+1)d−1 ,
||hn||Lp(Dintj ) ≤ Cλ
−1+d
(
1
2
− 1
p
)
n 2
j
(
1−d
(
1
2
− 1
p
))
pour 2(d+1)d−1 ≤ p ≤ ∞.
Preuve du théorème 4.1.1
n et m jouent des rôles parfaitement symétriques, on peut donc supposer que λm ≤ λn.
Cas λn ≤ 10λm ≤ 10λn :
Il suﬃt d'appliquer une inégalité de Hölder et d'utiliser les estimées linéaires des fonctions propres
rappelées dans [KT] en Corollaire 3.2. On a
||hnhm||L2(Rd) ≤ ||hn||L4(Rd) × ||hm||L4(Rd) ≤ C ×
 λ
− 1
3
+ d
12
n λ
− 1
3
+ d
12
m si 2 ≤ d ≤ 4,
λ
−1+ d
4
n λ
−1+ d
4
m si 4 ≤ d,
≤ C ×
 λ
− 2
3
+ d
6
n si 2 ≤ d ≤ 4,
λ
−2+ d
2
n si 4 ≤ d.
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Et, de même,
||hnhm||
L
d+3
d+1 (Rd)
≤ ||hn||
L
2(d+3)
d+1 (Rd)
× ||hm||
L
2(d+3)
d+1 (Rd)
≤ Cδ λ
− 1
d+3
+ δ
2
n λ
− 1
d+3
+ δ
2
m
≤ Cδ λ
− 2
d+3
+δ
n
≤ C λ−
1
d+1
n .
Cas λn ≥ 10λm :
On rappelle la propriété suivante que nous avons prouvée au chapitre 2 section 3, pour tout K réel
positif, il existe une constante CK > 0 telle que pour tout m ∈ N, on ait
|| |x|Khm||L∞(x∈Rd/|x|≥2λm) ≤ CK . (4.1)
Maintenant si |x| ≥ 34λn, alors |x| ≥ 304 λm ≥ 2λm et on en déduit que pour tout p ∈ [2,∞],
||hnhm||Lp(x∈Rd/|x|≥ 34λn) ≤ || |x|
−Khn||Lp(x∈Rd/|x|≥ 34λn) × || |x|
Khm||L∞(x∈Rd/|x|≥ 34λn)
≤ CKλ−Kn ||hn||Lp(Rd)
≤ CKλ−K−1+
d
2
n .
Ainsi, il suﬃt d'estimer
||hnhm||L2(Dint1 ) et ||hnhm||L d+3d+1 (Dint1 )
.
À l'aide de la conséquence No 3 et toujours des estimées linéaires de [KT], on a
||hnhm||L2(Dint1 ) ≤ ||hn||L 2(d+1)d−1 (Dint1 )
× ||hm||Ld+1(Rd) ≤ C ×
 λ
− 1
d+1
n λ
− 2
3
+ d
6
+ 1
3(d+1)
m si 2 ≤ d ≤ 3,
λ
− 1
d+1
n λ
−2+ d
2
+ 1
d+1
m si 4 ≤ d,
≤ C ×
 λ
− 2
3
+ d
6
n si 2 ≤ d ≤ 4,
λ
−2+ d
2
n si 4 ≤ d.
Et de même, on établit
||hnhm||
L
d+3
d+1 (Dint1 )
≤ ||hn||
L
2(d+1)
d−1 (Dint1 )
× ||hm||
L
2(d+1)(d+3)
d2+2d+5 (Rd)
≤ C × λ−
1
d+1
n λ
− 5d+3
3(d+1)(d+3)
m
≤ C × λ−
1
d+1
n .
Ce qui achève la démonstration. 
4.1.2 Estimées multilinéaires en dimension 2
Dans cette sous section, on suppose que la dimension d = 2.
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Théorème 4.1.3 En dimension 2, pour tout l entier plus grand que 3, il existe une constante C > 0
telle que pour tous n1, ... , nl,
||hn1 ...hnl ||L2(R2) ≤ C ×max(λn1 , ..., λnl)−
1
3 ,
||hn1 ...hnl ||L 53 (R2) ≤ C ×max(λn1 , ..., λnl)
− 1
3 .
Preuve
La démonstration est très facile et utilise encore une fois les estimées linéaires de [KT]. Il suﬃt de
remarquer qu'en dimension 2, n → ||hn||L∞(R2) est bornée, d'appliquer une inégalité de Hölder et
d'utiliser le théorème 4.1.1. 
Remarques :
1- A priori, on ne peut pas améliorer cette estimation. Par exemple, pour l = 3, si λn1  λn2 , λn3
alors ||hn1hn2hn3 ||L2(Dint1 ) peut être au mieux estimé par ||hn1 ||L6(Dint1 ) × ||hn2 ||L3(R2) × ||hn3 ||L∞(R2)
avec ||hn1 ||L6(Dint1 ) ≤ λ
− 1
3
n1 .
2- En dimension plus grande, il n'est pas évident que l'on ait des estimées multilinéaires intéres-
santes, même pour l=3 en dimension 3. En eﬀet, pour λn1 = λn2 = λn3 , ||hn1hn2hn3 ||L2(R3) peut être
au mieux estimé par le produit des normes L6(R3) qui ne donne aucune décroissance par rapport à la
valeur propre (on sait juste que c'est borné).
On peut également énoncer ce théorème dans les espaces Sobolev H
s
(R2).
Théorème 4.1.4 En dimension 2, pour tout l entier plus grand que 2, pour tout s ≥ 0, il existe une
constante C > 0 telle que pour tous n1, ... , nl,
||hn1 ...hnl ||Hs(R2) ≤ C ×max(λn1 , ..., λnl)s−
1
3 .
Preuve
Par interpolation, d'après les Théorèmes 4.1.1 et 4.1.3, il suﬃt de prouver le théorème pour s = 2k
avec k ∈ N∗. On peut également supposer que λn1 ≥ λn2 ≥ ... ≥ λnl et il suﬃt d'estimer les deux
termes suivants :
||∇s(hn1)...hnl ||L2(R2) et || < x >s hn1 ...hnl ||L2(R2).
Si λn1 ≤ 10λn2 alors par une inégalité de Hölder, on a que
|| ∇s(hn1)...hnl ||L2(R2) ≤ ||hn1 ||W s,4(R2) × ||hn2 ||L4(R2) ≤ Cλ
s−1/3
n1 ,
|| < x >s hn1 ...hnl ||L2(R2) ≤ ||hn1 ||W s,4(R2) × ||hn2 ||L4(R2) ≤ Cλ
s−1/3
n1 .
Maintenant, si λn1 ≥ 10λn2 , remarquons que
|∇|shn =
k∑
j=0
Cs,j |x|2k−2jλ2jn hn. (4.2)
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Ainsi, comme pour la preuve du Théorème 4.1.1, en utilisant (4.1) (et (4.2) pour avoir le contrôle des
dérivées), on peut se ramener à estimer
||∇s(hn1)...hnl ||L2(Dint1 ) et || < x >
s hn1 ...hnl ||L2(Dint1 ),
et toujours grâce à (4.2), il suﬃt d'établir l'inégalité pour le terme
|| < x >s hn1 ...hnl ||L2(Dint1 ).
Par le Théorème 4.1.3, on obtient
|| < x >s hn1 ...hnl ||L2(Dint1 ) ≤ λ
s
n1 ||hn1 ...hnl ||L2(Dint1 )
≤ λsn1 ||hn1 ...hnl ||L2(R2)
≤ Cλs−1/3n1 .
Ce qui prouve le théorème. 
4.2 Une estimation de type chaos de Wiener généralisée
Dans cette section, on propose de démontrer une estimée de type chaos de Wiener dans un cadre de
variables aléatoires assez générales. On suppose donné (Ω,A, P ) un espace de probabilité et (gn)n∈N
une suite de variables aléatoires indépendantes qui vériﬁe (Hγ) et (HE1) ou (Hγ) et (HE2).
4.2.1 Énoncé et preuve du résultat sous l'hypothèse des moments impairs nuls
Dans cette sous section, on suppose que les hypothèses (Hγ) et (HE1) sont satisfaites. Dans le
chapitre précédent, on a démontré la proposition suivante :
Proposition 4.2.1 Il existe une constante C > 0 telle que pour tous cn ∈ l2(N) et q ≥ 2,∣∣∣∣∣∣∣∣∑
n∈N
cngn
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq γ+22γ ×
√∑
n∈N
|cn|2.
On a vu que cette inégalité permettait d'estimer en probabilité les termes linéaires de la donnée initiale.
On démontre maintenant une estimée de type chaos de Wiener du même ordre de grandeur, qui va
permettre d'estimer en probabilité les termes multilinéaires de la donnée initiale.
Proposition 4.2.2 Il existe une constante C > 0 telle que pour tous cn,m ∈ l2 ∩ l˜1(N×N) et q ≥ 2,
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn × gm
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq γ+2γ ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
 .
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Preuve
On reprend la preuve du chapitre précédent établie dans le cas de variables aléatoires Bernoulli. Il
suﬃt de prouver le résultat pour q = 2p avec p ∈ N∗. On a
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
=
∑
n1,...,n4p
cn1,n2 ...cn2p−1,n2p .cn2p+1,n2p+2 ...cn4p−1,n4p × E
(
4p∏
i=1
gni
)
≤
∑
n1,...,n4p
|cn1,n2 |...|cn4p−1,n4p | ×
∣∣∣∣∣E
(
4p∏
i=1
gni
)∣∣∣∣∣
≤
( ∑
σ∈A4p
∑
n1,...,n4p,
nσ(i)=ni
|cn1,n2 |...|cn4p−1,n4p |
)
× sup
n∈N
E
(|gn|4p)
≤ Card(A4p)× p
4p
γ × sup
σ∈A4p
( ∑
n1,...,n4p,
nσ(i)=ni
|cn1,n2 |...|cn4p−1,n4p |
)
≤(Cp)2p × p 4pγ ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
Ce qui prouve la proposition. 
On retrouve la propriété dans le cas des variables de Bernoulli car dans ce cas (Hγ) est vériﬁée
pour γ =∞.
Dans le cas gaussien, on peut trouver une preuve de ce résultat dans [TT] avec une majoration en q.
La démarche de la démonstration est très spéciﬁque au modèle gaussien et ne peut être adaptée dans
un cadre plus général. Ici pour γ = 2, (qui correspond au cas gaussien), on trouve une majoration en
q2, l'estimation démontrée est donc moins bonne pour γ = 2.
Ensuite, pour γ proche de 0, on trouve une majoration en q
2
γ , résultat réconfortant. La majoration
obtenue est donc satisfaisante pour γ très grand et très petit mais mériterait d'être raﬃnée pour γ = 2.
Il sera donc légitime de s'intéresser dans les perspectives de recherche au cas γ = 2. On remarque
qu'il faut étudier de manière précise chacun des termes de la somme (passage de la ligne 2 à la ligne
4). Par exemple, dans le cas ou les ni sont tous égaux (1 seul terme de ce genre dans la somme),
l'espérance vaut p2p et dans le cas extrémal où les ni sont égaux deux à deux, l'espérance est bornée
et il y a (4p)!4p(2p)! ≤ (Cp)2p termes de cette forme dans la somme.
On énonce maintenant le résultat sous sa forme multilinéaire. L'inégalité est un peu technique à écrire
mais se comprend facilement : les sommations sur un seul indice sont en norme l2, les sommations sur
plusieurs indices égaux sont en norme l1.
Proposition 4.2.3 Pour tout r ∈ N∗, il existe une constante C > 0 telle que pour toute suite cn1,..,nr
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de r variables et tout réel q ≥ 2,∣∣∣∣∣∣∣∣ ∑
n1,...,nr
cn1,...,nr gn1 × ...× gnr
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq
r(γ+2)
2γ ×
∑
σ∈Dr
( ∑
ni=nσ(i)
si σ(i)6=i
√ ∑
ni/σ(i)=i
|cn1,...,nr |2
)
,
où Dr désigne l'ensemble des permutations de Sr qui sont formées uniquement de transpositions dans
leurs décompositions en cycles disjoints.
En analogie à la preuve de la Proposition 4.2.2, pour démontrer la Proposition 4.2.3, il suﬃt d'établir
le résultat suivant :
Lemme 4.2.4 Pour tous entiers r ≥ 2 et p ≥ 2, toute permutation σ ∈ Arp et toute suite (cn1,...nr)
de r variables, on a
∑
n1,...,npr
ni=nσ(i)
|cn1,...,nr |...|cnr(p−1)+1,...,npr | ≤
( ∑
σ∈Dr
( ∑
ni=nσ(i)
si σ(i)6=i
√ ∑
ni/σ(i)=i
|cn1,...,nr |2
))p
.
Avant de prouver cette proposition, donnons quelques déﬁnitions.
Déﬁnition 4.2.5 Pour r ∈ N∗ et τ ∈ Sr, on déﬁnit pour toute suite c de r variables,
||c||lτr = ||cn1,...,nr ||lτr :=
∑
ni=nτ(i)
si τ(i)6=i
√ ∑
ni/τ(i)=i
|cn1,...,nr |2.
Déﬁnition 4.2.6 Supposons donné p un entier supérieur à 2, r1, ..., rp des entiers supérieurs à 2 et
σ une permutation de Ar1+..+rp .
On pose r0 = 0 et on déﬁnit pour k ∈ {1, ..., p},
Rk =
k∑
j=0
rj , E
′
k = {Rk−1 + 1, ..., Rk}, Ek = {1, ..., rk},
F ′k = {i ∈ E′k/ σ(i) ∈ E′k} = E′k ∩ σ(E′k)
et
Fk = F
′
k −Rk−1 = {i+Rk−1 ∈ E′k/ σ(i+Rk−1) ∈ E′k}.
Ensuite, en posant Gk = {i ∈ Fk/ i+Rk−1 < σ(i+Rk−1)}, on obtient que
Fk = Gk
⊔
(σ(Gk +Rk−1)−Rk−1) .
Ainsi pour un tel σ, on peut déﬁnir pour tout k ∈ {1, ..., p}, les permutations suivantes :
τk(σ) =
∏
i∈Gk
(i, σ(i+Rk−1)−Rk−1) ∈ Srk .
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Remarquons que τk dépend de σ, mais aussi des r1, r2, ..., rp, dépendance que l'on écrira pas aﬁn
d'alléger les notations. Ainsi, τk(σ) est déﬁnit de la façon suivante, pour i ∈ Ek,
τk(σ)(i) =
{
i si i ∈ F ck ,
σ(i+Rk−1)−Rk−1 si i ∈ Fk.
Dès lors, τk(σ) dépend uniquement de Fk et ne dépend pas de l'ensemble Gk vériﬁant
Fk = Gk
⊔
(σ(Gk +Rk−1)−Rk−1).
Finalement, pour démontrer le Lemme 4.2.4, il suﬃt de démontrer le lemme suivant :
Lemme 4.2.7 Soit p un entier supérieur à 2 alors pour tous entiers r1, ..., rp supérieurs à 2, toutes
suites c1 de r1 variables, ..., cp de rp variables et toute permutation σ ∈ Ar1+..+rp ,∑
n1,...,nr
ni=nσ(i)
|c1n1,...,nr1 |...|c
p
nr−rp+1,...,nr | ≤
p∏
k=1
||ck||lτkrk ,
où r = r1 + ...+ rp.
Preuve du Lemme 4.2.7
On prouve le résultat par récurrence sur p.
Pour p = 2, supposons donnés r1 et r2 deux entiers supérieurs à 2 et une permutation σ ∈ Ar1+r2 .
Alors, par l'inégalité de Cauchy-Schwarz, on obtient∑
n1,...,nr1+r2
ni=nσ(i)
|c1n1,...,nr1 | × |c
2
nr1+1,...,nr1+r2
|
=
∑
ni=nσ(i)
i∈F ′1
∑
ni=nσ(i)
i∈F ′2
∑
ni=nσ(i)
i∈(F ′1)c∩E′1∪(F ′2)c∩E′2
|c1n1,...,nr1 | × |c
2
nr1+1,...,nr1+r2
|
≤
∑
ni=nσ(i)
i∈F ′1
∑
ni=nσ(i)
i∈F ′2
√√√√ ∑
ni
i∈E′1∩σ(E′2)
|c1n1,...,nr1 |2 ×
∑
ni
i∈E′2∩σ(E′1)
|c2nr1+1,...,nr1+r2 |2,
puisque i ∈ (F ′1)c ∩ E′1 si et seulement si i ∈ E′1 et σ(i) ∈ E′2
et i ∈ (F ′2)c ∩ E′2 si et seulement si i ∈ E′2 et σ(i) ∈ E′1.
Ainsi, ∑
n1,...,nr1+r2
ni=nσ(i)
|c1n1,...,nr1 | × |c
2
nr1+1,...,nr1+r2
|
≤
( ∑
ni=nσ(i)
i∈E′1∩σ(E′1)
√√√√ ∑
ni
i∈E′1∩σ(E′2)
|c1n1,...,nr1 |2
)
×
( ∑
ni=nσ(i)
i∈E′2∩σ(E′2)
√√√√ ∑
ni
i∈E′2∩σ(E′1)
|c2nr1+1,...,nr1+r2 |2
)
.
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Ensuite, remarquons que pour i ∈ E′1, alors τ1(σ)(i) = i ssi i ∈ F c1 = (F ′1)c = E′2 ∪σ(E′2) ssi i ∈ σ(E′2)
et que τ1(σ)(i) = σ(i) ssi i ∈ σ(E′2)c = σ(E′1).
Par conséquent, ∑
ni=nσ(i)
i∈E′1∩σ(E′1)
√√√√ ∑
ni
i∈E′1∩σ(E′2)
|c1n1,...,nr1 |2 = ||c
1||lτ1r1 .
Enﬁn, en eﬀectuant le changement d'indices r1 + j = i dans la sommation, on obtient
∑
ni=nσ(i)
i∈E′2∩σ(E′2)
√√√√ ∑
ni
i∈E′2∩σ(E′1)
|c2nr1+1,...,nr1+r2 |2 =
∑
nj=nσ(j+R1)−R1
j∈E2∩F2
√√√√√ ∑nj
j∈E2∩Fc2
|c2n1,...,nr2 |2
=
∑
nj=nτ2(σ)(j)
si τ2(σ)(j)6=j
√√√√ ∑
nj
si τ2(σ)(j)=j
|c2n1,...,nr2 |2 = ||c
2||lτ2r2 ,
puisque pour i ∈ E2, alors τ2(σ)(j) = j ssi j ∈ F c2 .
Soit maintenant p ≥ 3 et supposons le résultat établi pour tout p′ < p.
On pose r˜p−1 = rp−1 + rp et c˜p−1 = cp−1.cp pour appliquer l'hypothèse de récurrence à σ ∈
Ar1+...rp−2+r˜p−1 et c1 = c1,..., cp−2 = cp−2 et cp−1 = c˜p−1. On note τ˜k les permutations déﬁnies
dans la déﬁnition précédente pour obtenir le résultat suivant :
∑
n1,...,nr
ni=nσ(i)
|c1n1,...,nr1 |...|c
p
nr−rp+1,...,nr | ≤
p−2∏
k=1
||ck||
l
τ˜k
rk
× ||c˜p−1||
l
τ˜p−1
r˜p−1
.
Remarquons que pour k ≤ p− 2, τ˜k = τk, puis que ||ck||lτ˜krk = ||c
k||lτkrk . Ainsi, il suﬃt d'établir que
||c˜p−1||
l
τ˜p−1
r˜p−1
≤ ||cp−1||
l
τp−1
rp−1
× ||cp||lτprp .
Pour simpliﬁer, notons τ = τ˜p−1 et déﬁnissons E˜p−1 = {1, ..., r˜p−1}, E˜′p−1 = {Rp−2 + 1, ..., Rp} =
E′p−1 ∪ E′p et Xp = {rp−1 + 1, ..., rp−1 + rp}. Alors,
F˜ ′p−1 = E˜
′
p−1 ∪ σ(E˜′p−1)
= F ′p−1 unionsq F ′p unionsq
[
E′p−1 ∩ σ(E′p) ∪ E′p ∩ σ(E′p−1)
]
,
et
F˜p−1 = Fp−1 unionsq (Fp + rp−1) unionsq
[
E′p−1 ∩ σ(E′p) ∪ E′p ∩ σ(E′p−1) − Rp−2
]
: = Fp−1 unionsq (Fp + rp−1) unionsqHp
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Ainsi,
||c˜p−1||
l
τ˜p−1
r˜p−1
=
∑
ni=nτ(i)
si i∈F˜p−1∩E˜p−1
√√√√ ∑
ni/i∈F˜ cp−1∩E˜p−1
|c˜p−1n1,...,nr˜p−1 |2
=
∑
ni=nτ(i)
si i∈Fp−1
∑
ni=nτ(i)
si i∈Fp+rp−1
∑
ni=nτ(i)
si i∈Hp∩E˜p−1
√√√√ ∑
ni/i∈F˜ cp−1∩Ep−1
|cp−1n1,...,nrp−1 |2 ×
√√√√ ∑
ni/i∈F˜ cp−1∩Xp
|cpnrp−1+1,...,nr˜p−1 |2.
Remarquons ensuite que si i ∈ Ep−1, alors i ∈ Hp ⇒ τ(i) ∈ Xp,
puis que si i ∈ Xp, alors i ∈ Hp ⇒ τ(i) ∈ Ep−1.
Par conséquent, en utilisant l'inégalité de Cauchy-Schwarz, on obtient
||c˜p−1||
l
τ˜p−1
r˜p−1
≤
( ∑
ni=nτ(i)
si i∈Fp−1
√√√√ ∑
ni/i∈(F˜ cp−1∪Hp)∩Ep−1
|cp−1n1,...,nrp−1 |2
)
×
( ∑
ni=nτ(i)
si i∈Fp+rp−1
√√√√ ∑
ni/i∈(F˜ cp−1∪Hp)∩Xp
|cpnrp−1+1,...,nr˜p−1 |2
)
.
Pour évaluer le premier terme, on remarque que
(F˜ cp−1 ∪Hp) ∩ Ep−1 =
[
(Fp−1 ∪ (Fp + rp−1))c ∩ E˜p−1
]
∩ Ep−1
= (Fp−1 ∪ (Fp + rp−1))c ∩ Ep−1
= F cp−1 ∩ (Fp + rp−1)c ∩ Ep−1
= F cp−1 ∩ Ep−1,
puisque Ep−1 ⊂ (Fp + rp−1)c,
puis que pour i ∈ Fp−1 ⊂ F˜p−1, τ(i) = σ(i+Rp−2)−Rp−2 = τp−1(σ)(i). Ainsi, on a établi que∑
ni=nτ(i)
si i∈Fp−1
√√√√ ∑
ni/i∈(F˜ cp−1∪Hp)∩Ep−1
|cp−1n1,...,nrp−1 |2 = ||cp−1||lτp−1(σ)rp−1
.
Pour évaluer le second terme, on pose j = i− rp−1 et mj = ni dans la sommation pour obtenir que∑
ni=nτ(i)
si i∈Fp+rp−1
√√√√ ∑
ni/i∈(F˜ cp−1∪Hp)∩Xp
|cpnrp−1+1,...,nr˜p−1 |2
=
∑
mj=mτ(j+rp−1)−rp−1
si j∈Fp
√√√√ ∑
mj/j∈(F˜ cp−1∪Hp −rp−1)∩Ep
|cpm1,...,mrp |2.
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Puis, on remarque que
((F˜ cp−1 ∪Hp) − rp−1) ∩ Ep =
[
(Fp−1 ∪ (Fp + rp−1))c ∩ E˜p−1 − rp−1
]
∩ Ep
= ((Fp−1 − rp−1) ∪ Fp)c ∩ Ep
= (F cp−1 − rp−1) ∩ F cp ∩ Ep
= F cp ∩ Ep,
puisque Ep ⊂ F cp−1 − rp−1,
et que pour j ∈ Fp ⊂ F˜p−1 − rp−1,
τ(j + rp−1)− rp−1 = σ(j + rp−1 +Rp−2)−Rp−2 − rp−1
= σ(j +Rp−1)−Rp−1
= τp(σ)(j).
Ainsi, on a établi que ∑
ni=nτ(i)
si i∈Fp+rp−1
√√√√ ∑
ni/i∈(F˜ cp−1∪Hp)∩Xp
|cpnrp−1+1,...,nr˜p−1 |2 = ||cp||lτp(σ)rp .
Ce qui achève la récurrence. 
4.2.2 Énoncé et preuve du résultat sous l'hypothèse d'espérance nulle
Dans cette sous section, on suppose que les hypothèses (Hγ) et (HE2) sont satisfaites. Dans le
chapitre précédent, on a démontré la proposition suivante :
Proposition 4.2.8 Il existe une constante C > 0 telle que pour tous cn ∈ l2(N) et q ≥ 2,∣∣∣∣∣∣∣∣∑
n∈N
cngn
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq γ+1γ ×
√∑
n∈N
|cn|2.
Dans cette partie, on démontre que l'on peut améliorer la constante q
γ+1
γ en q
2γ+3
3γ et on établit une
estimée de type chaos de Wiener du même ordre de grandeur. Encore une fois, cela nous permettra
d'estimer en probabilité les termes linéaires et multilinéaires de la donnée initiale.
Proposition 4.2.9 Il existe une constante C > 0 telle que pour tous cn ∈ l2(N) et q ≥ 2,∣∣∣∣∣∣∣∣∑
n∈N
cngn
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq 2γ+33γ ×
√∑
n∈N
|cn|2.
Proposition 4.2.10 Il existe une constante C > 0 telle que pour tous cn,m ∈ l2 ∩ l˜1(N×N) et q ≥ 2,∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn × gm
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq 4γ+63γ ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
 .
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Remarque :
Pour γ proche de 0, on trouve la même constante que sous l'hypothèse (HE1).
Pour démontrer ces propositions, on s'inspire de la preuve du chaos de Wiener, pour les variables
aléatoires Bernoulli, faite dans le chapitre 2. On commence par donner quelques déﬁnitions.
Déﬁnition 4.2.11 Pour p ∈ N∗, on déﬁnit
B2p =
{
σ ∈ S2p / σ(i) 6= i,∀i ∈ {1, .., 2p} et dans la décomposition en
cycles disjoints de σ les cycles sont de longueurs 2 ou 3
}
.
Et pour σ ∈ B2p, on pose
J (σ, p) = {i ∈ {1, ..p} / σ(2i) = 2i− 1 et σ2(2i) = 2i}
Puis on démontre quelques propriétés de B2p.
Lemme 4.2.12 Soient (Xn)n∈N une suite de variables aléatoires d'espérance nulle et un 2p-uplet
(n1, ...n2p) ∈ N2p.
Si E(Xn1 × ...×Xn2p) 6= 0,
alors il existe σ ∈ B2p tel que nσ(i) = ni, ∀i ∈ {1, .., 2p}.
Preuve Le résultat se démontre facilement par récurrence sur p. 
Lemme 4.2.13 Il existe une constante C > 0 telle que pour p ∈ N∗, Card(B2p) ≤ (Cp)
4p
3 .
Preuve
A l'aide de la formule de Stirling, on voit que :
-Pour un ensemble à 2n éléments, le nombre de permutations ne ﬁxant aucun point et composées
uniquement de transpositions est égal à (2n)!2nn! ≤ (Cn)n.
-Pour un ensemble à 3n éléments, le nombre de permutations ne ﬁxant aucun point et composées
uniquement de cycles d'ordre 3 est égal à (3n)!3nn! ≤ (Cn)2n.
Ainsi, en sommant sur les éléments qui vont appartenir à une transposition, on trouve
Card(B2p) ≤ Cp ×
p∑
k=0
(
2p
2k
)
kk (p− k) 4(p−k)3 ≤ (Cp) 4p3 .

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Lemme 4.2.14 Pour tout p ∈ N∗, pour tous σ ∈ B2p et c1, c2, ...cp dans l˜1 ∩ l2,
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p∏
i=1,
i∈J (σ,p)
||ci||l˜1 ×
p∏
i=1,
i/∈J (σ,p)
||ci||l2
≤
p∏
i=1
(
||ci||l˜1 + ||ci||l2
)
.
Preuve
On prouve le résultat par récurrence sur p. Les cas p=1,2,3,4 et 5 sont clairs (il suﬃt de traiter tous
les cas possibles). Fixons p ≥ 6 et σ ∈ B2p et supposons le résultat établi pour tout q ∈ {1, ..., p− 1}.
Cas J (σ, p) 6= ∅ :
Si p ∈ J (σ, p) alors on pose σ′ = σ|{1,...,2(p−1)} ∈ B2(p−1) pour avoir
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−1),
nσ′(i)=ni
|c1n1,n2 | ... |cp−1n2p−3,n2p−2 |
× ||cp||l˜1 ,
et le résultat est prouvé par récurrence en remarquant que J (σ′, p− 1) = J (σ, p) \ {p}.
Si p /∈ J (σ, p) alors il existe i ∈ {1, ..., p− 1} tel que i ∈ J (σ, p).
Posons alors
γ : {1, ..., 2p} \ {2i− 1, 2i} → {1, ..., 2p− 2}
k 7→ k si k /∈ {2p− 1, 2p},
2p− 1 7→ 2i− 1,
2p 7→ 2i,
τ = σ|{1,...,2p}\{2i−1,2i} et σ′ = γ ◦ τ ◦ γ−1, pour obtenir que
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−1),
nσ′(i)=ni
|c1n1,n2 | ...|cin,n|...|cp−1n2p−3,n2p−2 | |cpn2i−1,n2i |
× ||ci||l˜1 .
Remarquons que σ′ ∈ B2(p−1) et que J (σ′, p− 1) = J (σ, p) \ {i}, pour appliquer l'hypothèse de récur-
rence à c1 = c1, ..., ci = cp, ..., cp−1 = cp−1 et obtenir le résultat.
Cas J (σ, p) = ∅ :
On doit prouver que ∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p∏
i=1
||ci||l2 .
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On remarque que dans ce cas les ci jouent des rôles complètement symétriques.
Si σ est formée uniquement de transpositions alors le résultat a déjà été prouvé au chapitre 2. On
peut donc se ramener au cas où il y a au moins deux cycles d'ordre 3 dans la décomposition en cycles
disjoints de σ.
Quitte à échanger les ck et à remplacer cki,j par c
k
j,i, on peut se ramener à l'étude des diﬀérents cas
suivants récapituler dans ce tableau :
Termes qui intervient dans la somme à étudier Au moins ces 2 cycles d'ordre 3 pour σ
|cpn,n| × |cp−1m,n| × |cp−2m,m| × ... (2p− 2, 2p− 1, 2p) et (2p− 5, 2p− 4, 2p− 3)
|cpn,n| × |cp−1m,n| × |cp−2.,m | × |cp−3.,m | × ... (2p− 2, 2p− 1, 2p) et (2p− 6, 2p− 4, 2p− 3)
|cpn,n| × |cp−1m,m| × |cp−2.,n | × |cp−3.,m | × ... (2p− 4, 2p− 1, 2p) et (2p− 6, 2p− 3, 2p− 2)
|cpn,n| × |cp−1.,n | × |cp−2.,m | × |cp−3.,m | × |cp−4.,m | × ... (2p− 2, 2p− 1, 2p) et (2p− 8, 2p− 6, 2p− 4)
|cpm,n| × |cp−1m,n| × |cp−2m,n| × ... (2p− 4, 2p− 2, 2p) et (2p− 5, 2p− 3, 2p− 1)
|cpm,n| × |cp−1m,n| × |cp−2.,n | × |cp−3.,m | × ... (2p− 4, 2p− 2, 2p) et (2p− 6, 2p− 3, 2p− 1)
|cpm,n| × |cp−1.,n | × |cp−2.,n | × |cp−3.,m | × |cp−4.,m | × ... (2p− 4, 2p− 2, 2p) et (2p− 8, 2p− 6, 2p− 1)
|cp.,n| × |cp−1.,n | × |cp−2.,n | × |cp−3.,m | × |cp−4.,m | × |cp−5.,m | × ... (2p− 4, 2p− 2, 2p) et (2p− 10, 2p− 8, 2p− 6)
où dans la seconde colonne, le premier cycle correspond à la sommation sur n et le second cycle à la
sommation sur m.
Eﬀectuons la démonstration dans les deux cas extrémaux, c'est à dire pour σ correspondant à la
première ou la dernière ligne du tableau.
Pour le premier cas, on trouve σ′ = σ|{1,...,2(p−3)} ∈ B2(p−3) telle que∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
∑
n1,...,n2(p−3),
nσ′(i)=ni
|c1n1,n2 | ... |cp−3n2(p−3)−1,n2(p−3) | ×
∑
n,m
|cpn,n| × |cp−1m,n| × |cp−2m,m|.
Puis en remarquant que J (σ′, p − 3) = ∅, on peut appliquer l'hypothèse de récurrence à p − 3 avec
σ′ ∈ B2(p−3) et utiliser l'inégalité de Cauchy-Schwarz pour obtenir que∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p−3∏
i=1
||ci||l2 ×
∑
n
|cpn,n| ×
√∑
m
|cp−1m,n|2 ×
∑
m
|cp−2m,m|2
≤
p−2∏
i=1
||ci||l2 ×
√∑
n
|cpn,n|2 ×
∑
m,n
|cp−1m,n|2
≤
p∏
i=1
||ci||l2 .
Pour le dernier cas, on pose τ = σ|{1,..,2p−11}∪{2p−9,2p−7,2p−5,2p−3,2p−1},
γ : {1, ..., 2(p− 3)} → {1, ..., 2p− 11} ∪ {2p− 9, 2p− 7, 2p− 5, 2p− 3, 2p− 1}
k 7→ k si k ∈ {1, ..., 2p− 11} ∪ {2p− 9, 2p− 7},
2p− 10 7→ 2p− 5,
2p− 8 7→ 2p− 3,
2p− 6 7→ 2p− 1,
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et σ′ = γ−1 ◦ τ ◦ γ ∈ B2(p−3).
Vu que 2p − 6 = σ′(2p − 6) ⇔ 2p − 1 = σ(2p − 1), 2p − 8 = σ′(2p − 8) ⇔ 2p − 3 = σ(2p − 3),
2p−10 = σ′(2p−10) ⇔ 2p−5 = σ(2p−5) et σ′ = σ sur {1, ..., 2p−11}∪{2p−9, 2p−7}, on obtient∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p |
=
∑
n1,...,n2(p−3),
nσ′(i)=ni
∑
n,m
|c1n1,n2 | ... |cp−6n2(p−6)−1,2(p−6)| |c
p−5
n2p−11,m| |cp−4n2p−9,m| |cp−3n2p−7,m| |cp−2n2p−10,n| |cp−1n2p−8,n| |cpn2p−6,n|.
Puis à l'aide de l'inégalité de Hölder et de l'injection l2 ↪→ l3, on établit∑
n,m
|cp−5n2p−11,m| |cp−4n2p−9,m| |cp−3n2p−7,m| |cp−2n2p−10,n| |cp−1n2p−8,n| |cpn2p−6,n|
≤
√∑
n
|cpn2p−6,n|2.
∑
m
|cp−3n2p−7,m|2 ×
√∑
n
|cp−1n2p−8,n|2.
∑
m
|cp−4n2p−9,m|2 ×
√∑
n
|cp−2n2p−10,n|2.
∑
m
|cp−5n2p−11,m|2,
pour ensuite appliquer l'hypothèse de récurrence à p− 3, σ′ ∈ B2(p−3) et c1 = c1, ..., cp−6 = cp−6,
c˜p−5k,l =
√∑
n
|cp−2k,n |2.
∑
m
|cp−5l,m |2, c˜p−4k,l =
√∑
n
|cp−1k,n |2.
∑
m
|cp−4l,m |2 et c˜p−3k,l =
√∑
n
|cpk,n|2.
∑
m
|cp−3l,m |2.
Il faut remarquer que J (σ′, p− 3) n'est pas forcément égal à l'ensemble vide et que p− 5 ou p− 4 ou
p− 3 pourraient très bien appartenir à cet ensemble, on obtient donc
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p−6∏
i=1
||ci||l2 ×
p−3∏
i=p−5
||c˜i||l?i ,
où l?i désigne la norme l
2 ou l˜1.
Enﬁn, pour conclure, il suﬃt de remarquer que
||c˜p−5||l2 = ||
√∑
n
|cp−2.,n |2 ×
∑
m
|cp−5.,m |2||l2 = ||cp−2||l2 × ||cp−5||l2 ,
et par Cauchy Schwarz que
||c˜p−5||l˜1 = ||
√∑
n
|cp−2.,n |2 ×
∑
m
|cp−5.,m |2||l˜1 ≤ ||cp−2||l2 × ||cp−5||l2 .
Puis, on peut faire de même pour c˜p−4 et c˜p−3, ce qui achève la récurrence. 
Une fois ces diﬀérents lemmes établis, on peut montrer les Propositions 4.2.9 et 4.2.10.
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Preuve de la Proposition 4.2.9
On peut réduire la preuve au cas où q = 2p avec p ∈ N∗ et il suﬃt de prouver que
∣∣∣∣∣∣∣∣ ∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
≤ (Cp)
2p(2γ+3)
3γ ×
(∑
n∈N
|cn|2
)p
.
On peut ensuite utiliser successivement les Lemmes 4.2.12 et 4.2.13 pour obtenir que
∣∣∣∣∣∣∣∣ ∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
=
∑
n1,...,n2p
cn1 ...cnp .cnp+1 ...cn2p × E
(
2p∏
i=1
gni
)
≤
∑
n1,...,n2p
|cn1 |...|cn2p | ×
∣∣∣∣∣E
(
2p∏
i=1
gni
)∣∣∣∣∣
≤
( ∑
σ∈B2p
∑
n1,...,n2p,
nσ(i)=ni
|cn1 |...|cn2p |
)
× sup
n∈N
E
(|gn|2p)
≤ Card(B2p)× (Cp)
2p
γ × sup
σ∈B2p
( ∑
n1,...,n2p,
nσ(i)=ni
|cn1 |...|cn2p |
)
≤ (Cp)
2p(2γ+3)
3γ ×
(∑
n∈N
|cn|2
)p
,
où pour le passage à la dernière ligne, on utilise le fait que l2(N) ↪→ lp(N) pour p ≥ 2. 
Preuve de la Proposition 4.2.10
On peut réduire la preuve au cas où q = 2p avec p ∈ N∗ et il suﬃt de prouver que
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
≤ (Cp)
4p(2γ+3)
3γ ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
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On peut ensuite utiliser successivement les Lemmes 4.2.12, 4.2.14 et 4.2.13 pour obtenir que∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
=
∑
n1,...,n4p
cn1,n2 ...cn2p−1,n2p .cn2p+1,n2p+2 ...cn4p−1,n4p × E
(
4p∏
i=1
gni
)
≤
∑
n1,...,n4p
|cn1,n2 |...|cn4p−1,n4p | ×
∣∣∣∣∣E
(
4p∏
i=1
gni
)∣∣∣∣∣
≤
( ∑
σ∈B4p
∑
n1,...,n4p,
nσ(i)=ni
|cn1,n2 |...|cn4p−1,n4p |
)
× sup
n∈N
E
(|gn|4p)
≤ Card(B4p)× (Cp)
4p
γ × sup
σ∈B4p
( ∑
n1,...,n4p,
nσ(i)=ni
|cn1,n2 |...|cn4p−1,n4p |
)
≤ (Cp)
4p(2γ+3)
3γ ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
Ce qui prouve la proposition. 
Enﬁn, comme pour la partie précédente, on peut également établir le théorème suivant :
Proposition 4.2.15 Pour tout r ∈ N∗, il existe une constante C > 0 telle que pour toute suite cn1,..,nr
et tout réel q ≥ 2,∣∣∣∣∣∣∣∣ ∑
n1,...,nr
cn1,...,nr gn1 × ...× gnr
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ Cq
r(2γ+3)
3γ ×
∑
σ∈Tr
( ∑
ni=nσ(i)
si σ(i)6=i
√ ∑
ni/σ(i)=i
|cn1,...,nr |2
)
,
où Tr désigne l'ensemble des permutations de Sr qui sont formées uniquement de transpositions et de
cycles d'ordre 3 dans leur décomposition en cycles disjoints.
Pour démontrer cette proposition, il suﬃt d'établir un lemme du même type que le Lemme 4.2.7 mais
pour une permutation σ ∈ Br1+...+rp . Vu que ce résultat est très technique, il n'est pas présenté dans
ce manuscrit.
4.2.3 Retour aux données initiales aléatoires : estimées de types grandes dévia-
tions
A l'aide des propositions précédentes, on peut obtenir des inégalités de type grandes déviations
pour la donnée initiale. D'abord énonçons et prouvons le résultat avec les termes multilinéaires.
Théorème 4.2.16 Pour tous r ∈ N∗ et p ≥ 2, il existe deux constantes C, c > 0 telles que pour tout
t ≥ 0,
µ
(
u0 ∈ Hσ(R2)/ ||
(
eitHu0
)r ||
Lp([−2pi,2pi],Hσ+1/3(R2)) ≥ t
r
)
≤ C exp
−c( t||u0||Hσ(R2)
)m(γ) ,
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avec m(γ) =
{
2γ
γ+2 sous l'hypothèse (HE1),
3γ
2γ+3 sous l'hypothèse (HE2).
Preuve
Eﬀectuons la preuve sous l'hypothèse (HE1). Il suﬃt de montrer le théorème pour t ≥ C||u0||Hσ(R2)
avec C qui sera ﬁxé plus tard. À l'aide de l'inégalité de Markov et de l'inégalité de Minkowski, on
établit que pour tout q ≥ p,
µ
(
u0 ∈ Hσ(R2)/ ||
(
eitHu0
)r ||
Lp([−2pi,2pi],Hσ+1/3(R2)) ≥ t
r
)
≤ t−rq × || (eitHu0)r ||q
Lq(Ω,Lp([−2pi,2pi],Hσ+1/3(R2)))
≤ t−rq × || H σ2 + 16 (eitHu0)r ||qLp([−2pi,2pi],L2(R2,Lq(Ω))).
Puis, en utilisant la Proposition 4.2.3 et le Théorème 4.1.4, on obtient
|| H σ2 + 16 (eitHu0)r ||Lp([−2pi,2pi],L2(R2,Lq(Ω)))
≤ Cq
r(γ+2)
2γ ×
∣∣∣∣∣
∣∣∣∣∣ ∑
σ∈Sr
∑
ni=nσ(i)
si σ(i)6=i
√ ∑
ni/σ(i)=i
|cn1 |2...|cnr |2 |H
σ
2
+ 1
6 (hn1 ...hnr)(x)|2
∣∣∣∣∣
∣∣∣∣∣
L2x(R
2)
≤ Cq
r(γ+2)
2γ ×
∑
σ∈Sr
∑
ni=nσ(i)
si σ(i)6=i
√ ∑
ni/σ(i)=i
|cn1 |2...|cnr |2 ||H
σ
2
+ 1
6 (hn1 ...hnr)(x)||2L2x(R2)
≤ Cq
r(γ+2)
2γ ×
∑
σ∈Sr
∑
ni=nσ(i)
si σ(i)6=i
√ ∑
ni/σ(i)=i
|cn1 |2...|cnr |2 max(λn1 , ...λnr)2σ
≤ Cq
r(γ+2)
2γ × ||u0||rHσ(R2).
Ainsi, on a démontré que pour tout q ≥ p,
µ
(
u0 ∈ Hσ(R2)/ ||
(
eitHu0
)r ||
Lp([−2pi,2pi],Hσ+1/3(R2)) ≥ t
r
)
≤
(
C × q
γ+2
2γ
t
× ||u0||Hσ(R2)
)rq
.
Et le résultat est établi en choisissant q =
(
t
2C||u0||Hσ(R2)
) 2γ
γ+2
, qui est bien plus grand que p vu le
cadre dans lequel il suﬃt d'établir le théorème. 
Comme il a été établi dans le chapitre 3, on peut aussi démontrer des estimées de types grandes
déviations sur les termes linéaires de la donnée initiale à partir de la Proposition 4.2.1 (ou de la Pro-
position 4.2.9) et des estimées linéaires des fonctions propres. En se rappelant que la norme L∞(R2)
de la fonction propre est bornée et que la norme L4(R2) est à décroissance − 112 par rapport à la valeur
propre, on peut établir le théorème suivant.
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Théorème 4.2.17 Pour tout p ≥ 2, il existe deux constantes C, c > 0 telles que pour tout t ≥ 0,
µ
(
u0 ∈ Hσ(R2)/ ||eitHu0||Lp([−2pi,2pi],Wσ+1/6,4(R2)) ≥ t
)
≤ C exp
−c( t||u0||Hσ(R2)
)m(γ) ,
µ
(
u0 ∈ Hσ(R2)/ ||eitHu0||Lp([−2pi,2pi],Wσ−,∞(R2)) ≥ t
)
≤ C exp
−c( t||u0||Hσ(R2)
)m(γ) ,
avec m(γ) =
{
2γ
γ+2 sous l'hypothèse (HE1),
3γ
2γ+3 sous l'hypothèse (HE2).
4.3 Un dernier théorème
Dans cette section, on énonce un dernier théorème (le Théorème 1.4.10) et on eﬀectue une es-
quisse de démonstration. On suppose que la base (hn)n∈N est quelconque, que d = 2 et p = 5
dans l'équation (NLS) et que la suite de variables aléatoires (gn)n∈N vériﬁe (Hγ)(HE1)(H01)(H02) ou
(Hγ)(HE2)(H01)(H02).
Théorème 4.3.1 Soient σ ∈ ]16 , 12[ et s ∈ ]12 , 13 + σ[, alors pour tout u0 ∈ Hσ(R2), il existe un
ensemble Ω′ ⊂ Ω qui vériﬁe les propriétés suivantes :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l'équation (NLS) dans l'espace
eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(R2) tels que
lim
t→∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L+||Hs(R2) = 0,
lim
t→−∞ ||u˜(t)− e
it∆u0(ω, .)− eit∆L−||Hs(R2) = 0.
De plus si u0 /∈ Hs(R2) alors µ
(
u0 ∈ Hσ(R2)/ u0 ∈ Hs(R2)
)
= 0.
Esquisse de démonstration
La démarche est exactement la même qu'au chapitre 2.
On pose, pour λ ≥ 0,
E0(λ) =
{
u0 ∈ Hσ(R2)/ ||u0||Hσ(R2)) ≤ λ , ||eitHu0||L∞([−2pi,2pi],Wσ+1/6−,4(R2)) ≤ λ
, ||eitHu0||L∞([−2pi,2pi],L∞(R2)) ≤ λ
, || (eitHu0)r ||L4([−2pi,2pi],Hσ+1/3(R2)) ≤ λr
pour r = 2, 3, 4, 5
}
.
Puis à l'aide de l'estimée bilinéaire de type Bourgain pour l'oscillateur Harmonique et de la transfor-
mation de lentille, on montre que si u0 ∈ E0(λ) avec λ assez petit, alors on peut construire une unique
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solution globale à (NLS) dans eit∆u0 +Xs.
On note ensuite Ω′ = {ω ∈ Ω/ uω0 ∈ E0(λ)} et il reste à voir que P (Ω′) > 0. Cela est très fa-
cile en vue des Théorèmes 4.2.17 et 4.2.16 puisque, comme dans les deux chapitres précédents, on
peut se ramener à prouver le résultat pour une somme ﬁnie de variables aléatoires (cf remarque ﬁn
de chapitre 2 pour voir comment gagner la norme L∞t à partir de la norme L
p
t avec p très grand).
Puis, au vu de l'hypothèse (H01), la propriété est claire pour une somme ﬁnie de variables aléatoires. 
Remarque
De cette manière, on peut voir que le théorème du chapitre 2 reste vrai pour des variables aléatoires
vériﬁant (Hγ), (HE1) ou (HE2), (H01) et (H02), avec un ensemble Ω
′ de mesure de probabilité plus
petit que dans le cas gaussien.

Conclusions et perspectives
Ces résultats s'inscrivent dans la lignée des travaux de N.Burq et N.Tzvetkov et L.Thomann, qui
depuis plusieurs années ont développé une théorie de résolution d'équations aux dérivées partielles pour
des données aléatoires. Pour le cas de l'équation de Schrödinger, les solutions globales construites par
les personnes citées précédemment concernent l'équation défocalisante en dimension 1 (le cas focalisant
étant traité mais uniquement dans le cas cubique) pour une donnée aléatoire déﬁnie à partir de variables
aléatoires gaussiennes et d'une donnée initiale particulière (cn = 1λn ). Dans cette thèse, les solutions
globales construites sont valables dans des cas plus généraux, cas focalisant comme défocalisant, donnée
initiale quelconque, variable aléatoire très générale mais, contrairement aux résultats précédents, on
peut regretter de ne plus avoir P (Ω′) = 1. Nous proposons deux perspectives. La première consiste
à trouver des cas intéressants où P (Ω′) = 1 et la seconde à construire d'autre ensemble Ω′ pour un
gain de régularité supérieur à 12 . Pour cela, il va nous falloir des hypothèses plus fortes sur la donnée
initiale u0.
Perspective No 1 : Vers un P (Ω′) = 1 ?
Remarquons que si l'estimée sur les séries de variables aléatoires est vrai dans L∞(Ω), c'est à dire
que ∣∣∣∣∣∣∣∣∑
n∈N
cngn(ω)
∣∣∣∣∣∣∣∣
L∞(Ω)
≤ C
√∑
n∈N
|cn|2, (4.3)
alors P (Ω′) = 1 si ||u0||Hσ(Rd)  1.
En eﬀet, remarquons que par l'inégalité de Markov, nous avons pour tout q ≥ 1,
P (Ω′) ≥
( ||u0||Hσ(Rd)
λ
)q
−→
q→∞ 0 si ||u0||Hσ(Rd) < λ.
Néanmoins, il ne semble pas évident de trouver des exemples de lois de variables aléatoires pour les-
quelles l'inégalité (4.3) soit vraie pour tout (cn)n∈N ∈ l2(N).
En revanche, c'est le cas si (cn)n∈N ∈ l1(N) et gn ∈ L∞(Ω). De cette façon, nous pouvons obtenir
P (Ω′) = 1 pour tout u0 ∈ Hσ(Rd) vériﬁant (λσncn)n∈N ∈ l1(N). Ce résultat est intéressant car il existe
de nombreuses données initiales u0 vériﬁant cette hypothèse qui ne permettent pas de gagner de déri-
vées dans L2(Rd), c'est à dire telle que u0 /∈ Hσ+(Rd). Néanmoins, l'hypothèse est assez maladroite
car elle force u0 à être très régulière dans L4(Rd) sans passer par l'aléatoire.
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Une façon de contourner l'estimée (4.3) serait peut être de tenter d'appliquer directement un théorème
de point ﬁxe dans un espace de probabilité ?
Perspective No 2 : Vers l'existence de Ω′ pour toute équation sur-
critique ?
L'existence de la formule de Weyl suivante pour l'oscillateur harmonique
∀θ ≥ 0, ∃C > 0, /
∑
k/λ<λk≤λ+µ
hk(x)
2 ≤ Cλd−1+θ < x >−θ pour µ ≤ 1 ≤ λ,
permet d'établir le résultat suivant :
Théorème 4.3.2 Pour λ > 0, posons I(λ) = {n ∈ N/λ ≤ λn < λ+ 1}.
Pour tout 2 ≤ p < ∞ et tout s < d
(
1
2 − 1p
)
, il existe deux constantes C, c > 0 telles que pour tout
u0 ∈ L2(Rd) vériﬁant
∃C > 0, ∀λ ∈ N et k ∈ I(λ), |ck|2 ≤ C|I(λ)|
∑
n∈I(λ)
|cn|2,
alors, pour tout t > 0,
µ
(
u0 ∈ L2(Rd)/ ||u0||W s,p(Rd) ≥ t
)
≤ C exp
−c( t||u0||L2(Rd)
)2 .
Ce résultat signiﬁe que si les coeﬃcients de u0 sont du mêmes ordres de grandeurs alors il est possible
1- de construire des solutions globales à (NLS) pour des données initiales L2 pour toute non linéarité.
2- de montrer que le problème (NLSH) est localement presque surement bien posé sur L2 pour toute
non linéarité.
Ce résultat doit pouvoir se généraliser au cas d'un potentiel plus général et non forcément quadratique.
Cette perspective est un travail en cours avec Didier Robert et Laurent Thomann.
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