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Introduzione
Il punto centrale della moderna teoria spettrale e` costituito dal fatto che certi operatori
agenti su spazi vettoriali con dimensioni finite o infinite possono essere posti in una forma
detta “diagonale”. All’inizio del ventesimo secolo nel repertorio di un matematico non era
pero` incluso ne` il “teorema spettrale”, ne` la parola “spettro”. Pertanto, sebbene abbia
radici profonde nel passato, la teoria matematica dello spettro e` un fenomeno tipico del
ventesimo secolo. La sua evoluzione e` anche un esempio di bilanciamento tra matematica
“pura” e matematica “applicata”, in quanto, mentre la forza motrice era il tentativo di
fornire una teoria matematica adeguata per i nuovi fenomeni fisici, la forma in cui si
sviluppo` era quella tipica della moderna analisi astratta.
Oggi gli studenti incontrano in pratica molto presto il concetto di spettro, durante il
corso di algebra lineare o di geometria analitica, quando studiano i sistemi di equazioni
lineari o la riduzione agli assi principali di una forma quadratica. A meta` dell’ottocen-
to il teorema sulla riduzione in forma normale di una forma quadratica viene formulato
utilizzando il linguaggio delle matrici, riconoscendo che tale processo equivale alla diago-
nalizzazione di una matrice A. I coefficienti della forma normale sono identificati con gli
autovalori, radici dell’equazione secolare det(A − λ) = 0. Possiamo dire che alla fine del
diciannovesiomo secolo questi erano gli unici risultati noti e lo “spettro” poteva essere
identificato con l’insieme degli autovalori.
Un passo importante nello sviluppo della teoria fu dato dai tentativi di generalizzare la
trattazione dei sistemi di equazioni lineari a spazi infinito dimensionali. Un precursore di
tale studio fu Fourier1 quando mostro` che ogni funzione (sotto opportune ipotesi) poteva
essere espressa come combinazione lineare infinita di termini trigonometrici (notiamo pero`
che i suoi risultati furono ignorati per oltre cinquanta anni).
La teoria spettrale attuale nasce con gli studi di Hilbert tra il 1900 e il 1910 sull’analisi
di operatori integrali agenti su spazi infinito dimensionali (ora detti spazi di Hilbert).
Hilbert introdusse il concetto di spettro, distinguendo tra spettro “puntuale” e spettro
“continuo”, e formulo` una prima versione del cosidetto teorema spettrale, con l’ipotesi
che l’operatore fosse autoaggiunto e limitato.
1 Jean Baptiste Joseph Fourier (Auxerre, 21 marzo 1768 – Parigi, 16
maggio 1830) e` stato un matematico e fisico francese. Partecipo` alla Rivoluzione
francese, rischiando di essere ghigliottinato durante il Terrore, e fu salvato dalla
caduta di Robespierre. Succedette a Laplace nel ruolo di professore alla E´cole
Polytechnique nel 1797. Tra i suoi maggiori contributi figurano la teorizzazione
della serie di Fourier e la conseguente trasformata di Fourier in matematica, e
la formulazione dell’equazione generale della conduzione termica, denominata
legge di Fourier, in termodinamica. Il cratere Fourier sulla Luna e` intitolato a
lui.
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Successivamente, il nascere della teoria quantistica e la corrispondenza tra quantita`
fisiche osservabili e trasformazioni lineari in spazi a dimensioni infinite aumento` l’interesse
nella teoria spettrale. Hilbert rimase meravigliato che lo spettro delle sue forme quadrati-
che potesse essere interpretato come spettro degli atomi. In una intervista dichiaro`: “Ho
sviluppato la mia teoria a infinite variabili per un interesse puramente matematico, e la
chiamai ’analisi spettraale’ senza alcun presentimento che avrebbe trovato applicazione
nell’attuale spettro dela fisica”.
Divenne chiaro in breve che la teoria spettrale di Hilbert2 costituiva la base matematica
appropriata per la nuova meccanica quantistica. Sebbene ogni osservabile quantistico fosse
rappresentato da un operatore autoaggiunto, le ulteriori ipotesi di Hilbert, in particolare
la limitatezza, non erano sempre verificate dagli operatori di interesse fisico. Inoltre, come
ad esempio gli operatori differenziali, questi erano spesso definiti su un sottoinsieme denso
(di L2), ma non ovunque. Dirac3 ovvio` a tale inconveniente introducendo la sua famosa
funzione δ, “permettendo” in questo modo le derivate quando non esistono.
L’approccio di Dirac ebbe molto successo per spiegare la nuova fisica e condusse alla
2 David Hilbert (Ko¨nigsberg, 23 gennaio 1862 – Gottinga, 14 febbraio
1943) e` stato uno dei piu` eminenti ed influenti matematici del periodo a cavallo
tra il XIX secolo e il XX secolo. Ha inventato e sviluppato una vasta classe di
idee fondamentali, l’assiomatizzazione della geometria e, con la nozione degli
spazi di Hilbert, ha posto le fondamenta dell’analisi funzionale. E` conosciuto
anche come il fondatore della teoria della prova, della logica matematica e della
distinzione tra matematica e meta-matematica. Hilbert era un personaggio
quantomeno singolare: era donnaiolo ed insofferente al conservatorismo della
vita universitaria, alle regole e ai divieti sociali. Si racconta che durante gli
anni venti, come tecnica di corteggiamento, al ristorante chiedesse alle signore
piu` eleganti ed avvenenti di prestargli il loro boa piumato per ripararsi dagli
spifferi.
3 Paul Adrien Maurice Dirac (Bristol, 8 agosto 1902 – Tallahassee, Flo-
rida, 20 ottobre 1984) e` stato un fisico e matematico britannico, che viene
annoverato tra i fondatori della fisica quantistica. Ricevette una educazione
rigida e dura a causa delle tendenze autoritarie del padre, pero` evidenzio` sin da
piccolo una ottima predisposizione per la matematica. Nel 1926 sviluppo` una
formalizzazione della meccanica quantistica basata sull’algebra non commutati-
va di operatori. Nel 1933 ricevette il premio Nobel assieme a Schro¨dinger per “la
scoperta di nuove forme della teoria atomica”. Seppur considerato uno scapolo
predestinato, nel 1937 si sposo` con Margit Wigner, sorella del fisico magiaro
Eugene Wigner. Tra le sue passioni, vanno annoverati i viaggi e le passeggiate
in montagna. Piu` di qualunque altro fisico contemporaneo, assegno` al concetto
di “bellezza matematica” un ruolo preminente tra gli aspetti fondamentali in-
strinseci della natura fino al punto di sostenere che “una teoria includente una
bellezza matematica ha piu` probabilita` di essere giusta e corretta di una sgra-
devole che venga confermata dai dati sperimentali”. In suo onore fu bandito il
Premio Dirac.
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fine alla teoria delle distribuzioni di Schwartz4 come adeguato fondamento matematico.
L’approccio era pero` alternativo alla teoria spettrale e non aiutava effettivamente per
estendere la teoria di Hilbert a trasformazioni non limitate.
Dopo Hilbert, uno dei principali sviluppatori della teoria spettrale fu von Neumann5.
In effetti egli defin`ı in maniera assiomatica gli spazi di Hilbert e gli operatori generali
agenti su tali spazi, in particolare quelli simmetrici, classificandoli in tre categorie:
limitati, definiti ovunque e autoaggiunti,
non limitati, densamente definiti, ma non dappertutto, e autoaggiunti,
non limitati, densamente definiti, non autoaggiunti.
La teoria originale di Hilbert si applicava agli operatori del primo tipo, mentre von Neu-
mann comp`ı i primi passi per gli operatori del secondo tipo e riusc`ı a estendere il teorema
spettrale.
4 Laurent Schwartz (Parigi, 5 Marzo 1915 – Parigi, 4 Luglio 2002) e` stato un
matematico francese. Il suo considerevole lavoro matematico, tra cui la teoria
delle distribuzioni, gli fece vincere la Fields Medal nel 1950. Aldila` della sua at-
tivita` scientifica, Schwartz fu un ben noto e schietto intellettuale, con simpatie
verso il comunismo, ma rifiuto` il totalitarismo di Stalin. In pericolo di essere
classificato come ebreo sotto le leggi razziali naziste, dovette passare parte del-
la Seconda Guerra mondiale nascondendosi sotto falso nome, prevalentemente
come “Laurent Se´limartin”.
5 John von Neumann, nato Ja´nos Neumann (Budapest, 28 dicembre
1903 – Washington, 8 febbraio 1957), e` stato un matematico e informatico
ungherese naturalizzato statunitense. Fu una delle personalita` scientifiche pre-
minenti del XX secolo cui si devono fondamentali contributi in campi come
teoria degli insiemi, analisi funzionale, topologia, fisica quantistica, economia,
informatica, teoria dei giochi, fluidodinamica e in molti altri settori della mate-
matica. John von Neumann e` stato una delle menti piu` brillanti e straordinarie
del secolo scorso. Insieme a Leo Szilard, Edward Teller ed Eugene Wigner,
faceva parte del “clan degli ungheresi” ai tempi di Los Alamos e del Progetto
Manhattan. Oltre ad essere ungheresi, tutti e quattro erano di origini ebrai-
che ed erano stati costretti a rifugiarsi negli USA per sfuggire alle persecuzioni
naziste.
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Capitolo 1.
Spazi vettoriali e operatori
1.1 Spazi di Hilbert
In queste note siamo interessati principalmente a trasformazioni lineari operanti in uno
spazio di Hilbert, che indicheremo quasi sempre con H, anche se molti concetti sono validi
in generale in spazi di Banach1. Assumeremo come prerequisito che il lettore sia familiare
con le nozioni di base sugli spazi di Hilbert (e quindi di Banach), pertanto eviteremo la
ripetizione di molte defininizioni e risultati, ma ricorderemo solo alcuni aspetti, geome-
trici, algebrici o topologici, che non vengono messi in evidenza durante un primo studio
dell’analisi funzionale, ma saranno importanti in seguito, e stabiliamo alcune convenzioni.
Una prima convenzione riguarda il campo degli scalari su cui e` definito lo spazio di
Hilbert. Considereremo quasi esclusivamente spazi vettoriali complessi. Il motivo risale
all’algebra lineare: per una matrice A l’esistenza degli autovalori e` determinata dalle radici
dell’equazione secolare det(A − λ) = 0, e il teorema fondamentale dell’algebra stabilisce
la risolubilita` nel campo dei numeri complessi. Questo porta a definire naturalmente lo
“spettro” come un sottoinsieme dei numeri complessi, da cui la scelta di campo.
Assumeremo sempre, a meno di non specificare il contrario, che lo spazio di Hilbert
H sia separabile, cioe` ammetta un sistema ortonormale completo numerabile di vettori.
In effetti la condizione di separabilita`, molto utile in pratica, era all’inizio inclusa nella
definizione stessa di spazio di Hilbert, ma con lo sviluppo della teoria ci si rese conto che
molti risultati non dipendevano da tale condizione e la richiesta venne eliminata dalle
assunzioni di base.
Un altro aspetto della definizione di spazio di Hilbert riguarda la dimensionalita` dello
spazio. Essa puo` essere definita come la cardinalita` di un qualsiasi sistema ortonormale
completo (si dimostra in effetti che tutti i sistemi ortonormali completi di un medesimo
1 Stefan Banach (30 marzo 1892, Cracovia, Polonia – 31 agosto 1945, Leo-
poli, Ucraina) e` stato un matematico polacco, uno degli animatori della Scuola
matematica di Leopoli nella Polonia tra le due guerre. Egli era sostanzialmente
un autodidatta in matematica e il suo genio fu scoperto accidentalmente da
Hugo Steinhaus. Banach viene considerato il fondatore dell’analisi funzionale,
argomento del quale avvio` una trattazione sistematica. Egli diede anche im-
portanti contributi alla teoria degli spazi vettoriali topologici, alla teoria della
misura, alla teoria degli insiemi e alla teoria dei polinomi ortogonali. A Banach
viene attribuito il seguente aforisma: “I buoni matematici riescono a vedere le
analogie. I grandi matematici riescono a vedere le analogie tra le analogie”.
5
6 Capitolo 1 Spazi vettoriali e operatori
spazio di Hilbert H hanno la stessa cardinalita`) e in molti testi matematici si richiede che
le dimensioni siano infinite mentre spazi vettoriali a dimensioni finite sono detti spazi
Euclidei. Poiche` la dimensionalita` infinita non ha una importanza fondamentale nello
sviluppo della teoria, prescinderemo da tale condizione e chiameremo spazi di Hilbert
anche spazi vettoriali con dimensioni finite (notiamo che un qualsiasi spazio vettoriale a
dimensioni finite puo` essere dotato di un prodotto scalare e risulta completo). Le proprieta`
cruciali degli spazi di Hilbert sono la struttura algebrica insita nella struttura di spazio
vettoriale, le proprieta` geometriche derivanti dall’esistenza di un prodotto scalare e la loro
completezza come spazi metrici e normati.
Se lo spazio non e` separabile e` necessariamente infinito dimensionale ma non ci ad-
dentriamo sulle possibili distinzioni a seconda del carattere della dimensionalita` infinita.
A titolo di esempio, senza entrare nei dettagli, mostriamo una realizzazione, considerata
classica, di spazio di Hilbert non separabile, lo spazio delle funzioni quasi periodiche,
introdotte da Harald Bohr2 (da non confondere con il fratello, premio Nobel per la Fisica,
Niels Bohr3).
Esempio 1.1 Sia L l’insieme delle combinazioni lineari (finite) di “onde piane” arbitrarie:
f(t) =
n∑
k=1
ck e
i ωk t , ck ∈ C , −∞ < t <∞ , (1.1)
con ωk, k = 1, 2, . . . , n, numeri reali (arbitrari). Si definisce un prodotto scalare in L
tramite la relazione:
〈g, f〉 = lim
T→∞
1
2T
∫ T
−T
g(t)∗ f(t) dt . (1.2)
2 Harald Bohr (Copenhagen, 22 aprile 1887 – Copenhagen, 22 gennaio
1951) e` stato un matematico e calciatore danese. Le sue qualita` sportive gli
permisero di essere chiamato a far parte della nazionale di calcio per i giochi
olimpici del 1908, dove vinse una medaglia d’argento. Dopo aver conseguito
la laurea nel 1910 Harald Bohr divenne un eminente matematico, che scopr`ı e
sviluppo` le funzioni quasi periodiche, mentre suo fratello fu niente meno che il
premio Nobel per la fisica Niels Bohr.
3 Niels Henrik David Bohr (Copenaghen, 7 ottobre 1885 – Copenaghen, 18
novembre 1962) e` stato un fisico e matematico danese. Diede contributi essen-
ziali nella comprensione della struttura atomica e nella meccanica quantistica.
Fu insignito del premio Nobel per la Fisica nel 1922 (uno dei suoi figli, Aage
Bohr, ricevette lo stesso premio nel 1975). Niels Bohr e` considerato uno dei
piu` influenti fisici del ventesimo secolo. Niels era anche un calciatore dilettante,
e gioco` per un periodo insieme al fratello in una delle squadre di Copenaghen
venendo convocato, pur senza scendere in campo, per la Nazionale danese.
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E` semplice vedere che la definizione e` ben posta e L e` uno spazio prehilbertiano. Il comple-
tamento dello spazio L rispetto alla norma derivante da tale prodotto scalare costituisce
uno spazio di Hilbert (indicato spesso con B2). Abbiamo:
1
2T
∫ T
−T
ei (ω1 − ω2) t dt =

1 −−−→
T→∞
1 ω1 = ω2 ,
sin [(ω1 − ω2)T ]
(ω1 − ω2)T −−−→T→∞ 0 ω1 6= ω2 ,
per cui le onde piane
uω(t) = exp(iωt) , (1.3)
con ω ∈ R, formano un sistema ortonormale chiaramente non numerabile (hanno la
cardinalita` dei numeri reali, cioe` del continuo).
Le funzioni quasi periodiche trovano applicazione nello studio dei segnali audio e nella
realizzazione dei sintetizzatori musicali, e il termine quasi periodiche indica il fatto di
avere una periodicita` all’interno di una qualsiasi tolleranza assegnata, cioe` per ogni  > 0
e` possibile individuare un “periodo” T tale che:
|f(t+ T)− f(t)| <  , −∞ < t <∞ .
− ◦ −
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1.2 Operatori
Nella trattazione elementare degli spazi vettoriali ordinari a 3 dimensioni, o piu` in generale
spazi n-dimensionali, si considerano due tipi di funzioni: funzioni scalari, i cui valori sono
numeri (reali o complessi), e funzioni vettoriali, i cui valori sono elementi dello stesso o di
un altro spazio vettoriale. La loro generalizzazione a trasformazioni lineari su uno spazio di
Hilbert conduce alla nozione di funzionali lineari e operatori lineari o semplicemente
operatori.
Occorre pero` notare che, mentre una trasformazione lineare A su uno spazio finito-
dimensionale e` definita in maniera naturale ovunque, cio` non e` piu` vero in generale,
ed occorre specificare, nella definizione stessa della trasformazione lineare, anche il suo
dominio di definizione, che indicheremo con D(A), cioe` l’insieme dei vettori di H per
i quali ha senso parlare di applicazione della trasformazione. Di solito si richiede che
il dominio formi una varieta` lineare (non necessariamente chiusa) di H. Infatti se una
trasformazione lineare fosse definita su un sottoinsieme S che non forma un sottospazio, la
definizione puo` essere estesa, tramite la linearita`, in maniera unica su tutto il sottospazio
generato da S, L(S) (non e` detto invece che possa essere estesa univocamente alla chiusura
L(S)− o a tutto lo spazio H). Assumeremo quindi sempre che il dominio D(A) sia una
varieta` lineare di H.
L’insieme dei valori assunti dalla trasformazione A, sempre per la linearita`, risulta
chiaramente una varieta` lineare, che viene detto range di A e indicato con R(A). Nel
caso di funzioni scalari il range e` il campo dei numeri complessi C che costituisce uno
spazio vettoriale unidimensionale. Chiaramente ogni trasformazione risulta suriettiva sul
suo range.
Se abbiamo due operatori lineari A e B agenti sul medesimo spazio, diremo anche che
B e` una estensione di A (e A e` una restrizione di B), e scriveremo A ⊆ B, se e solo se
D(A) ⊆ D(B) , e Ax = B x per ogni x ∈ D(A) .
Per indicare il carattere di restrizione si usa anche la notazione A = B|D(A).
In generale possiamo considerare una trasformazione lineare operante tra due spazi
distinti, ma possiamo sempre pensare tali spazi “immersi”, come sottospazi, in un mede-
simo spazio, eventualmente costruendo la somma diretta dei due spazi, per cui possiamo
spesso assumere che il dominio e il range della trasformazione siano varieta` lineari di un
medesimo spazio. In questo modo anche un funzionale lineare rientra nella stessa cate-
goria degli operatori, ma preferiamo mantenere distinti gli operatori dai funzionali per
rimarcare il fatto che il valore di un funzionale e` un numero (complesso in generale).
La struttura algebrica degli operatori lineari e` molto ricca, non solo possiamo conside-
rare la somma tra operatori, ma anche il prodotto di operatori (oltre al prodotto per uno
scalare). Occorre pero` fare attenzione al dominio di definizione degli operatori risultanti.
I domini naturali di definizione della somma e del prodotto tra due operatori A e B sono
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esprimibili come:
D(A+B) = D(A) ∩D(B) , (1.4)
D(AB) = {x ∈ D(B) : B x ∈ D(A) } . (1.5)
1.2.1 Invertibilita`
Se un operatore A e` iniettivo (viene detto anche 1− 1), per linearita`, equivale a dire che
il suo spazio nullo:
N(A) = {x ∈ D(A) : Ax = 0 } , (1.6)
e` costituito dal solo vettore nullo (N(A) = { 0 }). Allora l’equazione y = Ax ammette
una soluzione unica x ∈ D(A) per ogni y ∈ R(A), e definisce univocamente un operatore
inverso A−1 (chiaramente iniettivo al pari di A):
A−1 : R(A) 1−1−−→
su
D(A) , y 7→ x = A−1 y ,
D(A−1) = R(A) , R(A−1) = D(A) ,
(1.7)
tale che:
A−1Ax = x , ∀x ∈ D(A) , AA−1 y = y , ∀ y ∈ R(A) . (1.8)
Notiamo che in generale non possiamo dire che A−1A = AA−1 = 1 in quanto i domini
dei membri di tale equazione non sono in generale coincidenti:
D(A−1A) = D(A) , D(AA−1) = R(A) , D(1) = H ,
e possiamo solo scrivere:
A−1A = 1D(A) , AA−1 = 1R(A) .
con 1D(A), 1R(A), operatori identita` sulle corrispondenti varieta` indicate.
La condizione (1.7) sul dominio e range dell’operatore inverso e` una condizione molto
forte. Per avere l’invertibilita` “sinistra” sarebbe sufficiente determinare un operatore B
con:
R(A) ⊆ D(B) , B A = 1D(A) ,
che comporta anche D(A) ⊆ R(B) (se x ∈ D(A), allora x = B (Ax) ∈ R(B)). Tale
condizione comporta in ogni caso l’iniettivita´ di A (se Ax = 0, allora x = B (Ax) = B 0 =
0) e quindi la sua invertibilita`, ma B puo` essere una estensione di A−1 con un dominio
piu` vasto. Analogamente, per avere l’invertibilita` “destra”, e` sufficiente determinare un
operatore C con:
R(C) ⊆ D(A) , AC = 1D(C) ,
per cui D(C) ⊆ R(A), ma possiamo solo dire che C e` invertibile e A e` una estensione di
C−1, senza essere in generale invertibile.
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Possiamo invece affermare che:{
D(B) = R(A)
BA = 1D(A) ,
⇐⇒
{
R(B) = D(A)
AB = 1D(B) .
(1.9)
Infatti, assumendo la validita` dell’affermazione sinistra, per cui anche D(A) ⊆ R(B), sia
B y ∈ R(B), con y ∈ D(B), allora esiste x ∈ D(A) tale che y = Ax e B y = BAx =
x ∈ D(A), pertanto R(B) ⊆ D(A) e D(A) = R(B). Inoltre, abbiamo anche, con lo stesso
significato: AB y = ABAx = Ax = y, ottenendo la validita` dell’affermazione destra.
Scambiando i ruoli dei due operatori otteniamo la sufficienza della condizione.
Le due condizioni implicano anche l’iniettivita´ di A e B e quindi l’invertibilita` (1.7)
puo` essere semplicemente verificata con una sola delle due condizioni (1.9).
1.2.2 Limitatezza
Un’altra particolarita` degli operatori definiti su spazi finiti dimensionali e` quello di essere
continui o limitati, ma questa proprieta` non e` piu` vera con spazi arbitrari, per cui e` ne-
cessario distinguere tra gli operatori quelli che presentano tale peculiarita`, che costituisce
un componente fondamentale per molte “ricette” matematiche. Un operatore lineare su
H e` limitato se esiste una costante positiva C tale che:
‖Ax‖ ≤ C ‖x‖ , ∀x ∈ D(A) . (1.10)
In tal caso e` possibile definire la norma di A, indicata con ‖A‖, come la piu` piccola
costante che verifica tale relazione, e vale:
‖A‖ = sup
‖x‖6=0,
x∈D(A)
‖Ax‖
‖x‖ . (1.11)
Notiamo che dire che un operatore A e` limitato non significa che come funzione e` una
funzione limitata, ma che e` limitata la “pendenza” della funzione. L’insieme dei valori
di ‖Ax‖ non e` mai limitato al variare di x su D(A): possiamo sempre “allungare” un
vettore x del dominio di un fattore α ottenendo ‖A (αx)‖ = |α| ‖Ax‖ grande a piacere.
L’importanza della definizione deriva dal fatto che essa stabilisce una condizione ne-
cessaria e sufficiente per la continuita` in ogni punto del dominio della trasformazione
(che risulta uniformemente continua). Pertanto parleremo indifferentemente di operatori
limitati oppure di operatori continui.
La definizione di limitatezza e` in realta` valida in ogni spazio normato, ma la struttura
di spazio di Hilbert ci fornisce anche un’altra formula per la norma di un operatore A
limitato:
‖A‖ = sup
‖x‖6=0, ‖y‖6=0,
x, y ∈D(A)
|〈 y , A x 〉|
‖y‖ ‖x‖ = sup‖x‖6=0, ‖y‖6=0,
x, y ∈D(A)
<e 〈 y , A x 〉
‖y‖ ‖x‖ (1.12)
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La varieta` lineare D(A) e` sicuramente uno spazio pre-Hilbertiano, e lo possiamo
strutturare con il prodotto scalare (che chiameremo A-prodotto scalare):
〈x , y 〉A = 〈x , y 〉+ 〈Ax , A y 〉 x, y ∈ D(A) , (1.13)
La norma corrispondente:
‖x‖2A = ‖x‖2 + ‖Ax‖2 , x ∈ D(A) (1.14)
viene detta A-norma. Risulta allora intuitiva la seguente affermazione.
Teo. 1.1 La A-norma su D(A) e la norma ordinaria in H (ristretta a D(A)) sono
equivalenti se e solo se A e` limitato.
Dato che un operatore limitato e` sempre estensibile per continuita` alla chiusura del suo
dominio (la chiusura e` completa, cioe` ha la struttura di spazio di Hilbert) e tale estensione
risulta anche continua, un operatore limitato viene spesso inteso come definito su tutto
uno spazio di Hilbert. La norma operatoriale ‖A‖ gode di tutte le proprieta` di una norma
e l’insieme degli operatori lineari limitati forma uno spazio vettoriale normato. L’insieme
di tutti gli operatori limitati con dominio coincidente con tutto lo spazio di Hilbert H
viene indicato con B(H). La completezza di H comporta la completezza di B(H) che
risulta uno spazio di Banach.
In seguito risultera` utile il seguente semplice risultato.
Teo. 1.2 Sia A un operatore lineare su H. Allora A ammette un inverso continuo se e
solo se esiste una costante C positiva (strettamente), tale che:
‖Ax‖ ≥ C ‖x‖ , C > 0 , ∀x ∈ D(A) . (1.15)
Inoltre, la costante maggiore possibile risulta C = 1/‖A−1‖.
Dim. 1.2 La relazione (1.15) comporta immediatamente che N(A) = {0}, per cui A−1
esiste. Ponendo y = Ax nella (1.15) otteniamo:
‖y‖ ≥ C ‖A−1 y‖ , ∀ y ∈ D(A−1) = R(A) ,
per cui A−1 e` limitato e:
‖A−1‖ ≤ C−1.
Viceversa, se A−1 esiste ed e` limitato la relazione (1.15) e` soddisfatta con C = 1/‖A−1‖.
− • −
Osservazione. Notiamo che non richiediamo la limitatezza dell’operatore “diretto” A,
che puo` essere anche non limitato. Richiediamo solo l’esistenza di una “pendenza minima”
non nulla.
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Ovviamente la definizione di limitatezza e` valida anche per un funzionale lineare Φ,
sostituendo la norma del risultato con il valore assoluto. Diremo che il funzionale lineare
Φ e` limitato o continuo, se esiste una costante C positiva tale che:
|Φ(x)| ≤ C ‖x‖ , ∀x ∈ D(Φ) . (1.16)
e definiamo la sua norma:
‖Φ‖ = sup
‖x‖6=0,
x∈D(Φ)
|Φ(x)|
‖x‖ . (1.17)
La continuita` e` il requisito fondamentale per l’importante teorema di rappresentazione di
Riesz4 per uno spazio di Hilbert. Esso afferma che il piu` generale funzionale lineare
definito su tutto uno spazio di Hilbert e` rappresentato dal prodotto scalare. Cioe` se Φ e`
un funzionale lineare e continuo con dominio H, allora esiste un unico vettore y ∈ H tale
che:
Φ(x) = 〈 y , x 〉 , ∀x ∈ H . (1.18)
Assumiamo che il lettore sia a conoscenza di tale risultato, fondamentale nella teoria degli
spazi di Hilbert. Siamo interessati invece ad una conseguenza importante che interessa
gli operatori continui. Definiamo prima di tutto un funzionale sesquilineare continuo su
H.
Un funzionale sesquilineare continuo Ω e` una trasformazione che ad ogni coppia
(u, v) di elementi di H associa un valore complesso Ω(u, v) tale che:
Ω(u, α1 v1 + α2 v2) = α1 Ω(u, v1) + α2 Ω(u, v2) , (1.19)
Ω(β1 u1 + β2 u2, v) = β
∗
1 Ω(u1, v) + β
∗
2 Ω(u2, v) , (1.20)
sup
‖u‖≤1, ‖v‖≤1
|Ω(u, v)| <∞ (1.21)
per ogni α1, α2, β1, β2 ∈ C, e per ogni u, u1, u2, v, v1, v2 ∈ H. Definiamo anche la
norma di Ω:
‖Ω‖ = sup
‖u‖≤1, ‖v‖≤1
|Ω(u, v)| . (1.22)
4 Frigyes Riesz (Gyo¨r, 22 gennaio 1880 – Budapest, 28 febbraio 1956) e`
stato un matematico ungherese. Riesz ha contribuito in maniera fondamenta-
le allo sviluppo dell’analisi funzionale, con importanti applicazioni in fisica. Il
suo lavoro si e` basato su idee introdotte da Fre´chet, Lebesgue, Hilbert e altri.
Ha fornito pure importanti contributi in altre aree, inclusa la teoria ergodica,
ove ha dato una dimostrazione elementare del Teorema ergodico. Aveva un
metodo non comune per fare lezione all’Universita` di Szeged. Entrava in aula
accompagnato da un altro docente ed un assistente. Il docente iniziava a leggere
una selezione di brani del libro di testo di Riesz e l’assistente scriveva le cor-
rispondenti equazioni alla lavagna, mentre Riesz rimaneva in piedi da un lato,
annuendo occasionalmente.
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Osservazione. E` ovviamente possibile introdurre funzionali sesquilineari continui non
definiti ovunque su H, ma in quanto segue essi non saranno mai considerati, per cui
omettiamo tale generalizzazione.
Risulta facile verificare che per un funzionale sesquilineare vale l’identita` di polariz-
zazione, che riconduce i suoi valori arbitrari Ω(u, v) al calcolo dei soli elementi “diagonali”
(cioe` con argomenti uguali) di Ω:
Ω(u, v) =
1
4
{
Ω(v + u, v + u)− Ω(v − u, v − u)
+ iΩ(v + i u, v + i u)− iΩ(v − i u, v − i u)} . (1.23)
Possiamo allora affermare il seguente teorema di rappresentazione per le forme sesqui-
lineari continue:
Teo. 1.3 Ogni funzionale sesqilineare continuo Ω ha una rappresentazione nella forma:
Ω(u, v) = 〈u , A v 〉 , A ∈ B(H) , (1.24)
con A operatore limitato con dominio coincidente con H, univocamente determinato
da Ω. Inoltre:
‖Ω‖ = ‖A‖ . (1.25)
Dim. 1.3 Per ogni fissato v, l’espressione Ω(u, v)∗ definisce un funzionale lineare continuo
in u con dominio H. Allora, in accordo con il teorema di Riesz, esiste un unico elemento
θv ∈ H, univocamente determinato da v e Ω, tale che:
Ω(u, v)∗ = 〈 θv , u 〉 ,
oppure:
Ω(u, v) = 〈u , θv 〉 .
E` facile verificare che la corrispondenza v 7→ θv definisce un operatore lineare A:
Av ≡ θv , D(A) = H .
Inoltre, dalla disuguaglianza di Schwarz5:
|〈u , A v 〉| ≤ ‖u‖ ‖Av‖ ,
5 Karl Hermann Amandus Schwarz (Hermsdorf, Silesia, ora Jerzma-
nowa, Polonia, 25 gennaio 1843 – Berlino, 30 novembre 1921) e` stato un ma-
tematico tedesco, noto per i suoi contributi all’analisi complessa. Schwarz fu
inizialmente studente di chimica a Berlino, e successivamente avvicinato alla
matematica da Kummer e Weierstrass. La sua attivita` ha riguardato l’analisi
funzionale, la geometria differenziale ed il calcolo delle variazioni.
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abbiamo:
‖Ω‖ = sup
u6=0, v 6=0
|Ω(u, v)|
‖u‖ ‖v‖ = supu6=0, v 6=0
|〈u , A v 〉|
‖u‖ ‖v‖ ≤ supv 6=0
‖Av‖
‖v‖ .
D’altra parte:
‖Ω‖ = sup
u6=0, v 6=0
|〈u , A v 〉|
‖u‖ ‖v‖ ≥ supv 6=0
〈Av , A v 〉
‖Av‖ ‖v‖ = supv 6=0
‖Av‖
‖v‖ .
Queste relazioni mostrano che A e` limitato e:
‖Ω‖ = ‖A‖ .
L’operatore A e` univoco. Infatti se avessimo due operatori A′, A′′ tali che:
Ω(u, v) = 〈u , A′ v 〉 = 〈u , A′′ v 〉
dovremmo avere, per ogni u, v ∈ H:
〈u , A′ v − A′′ v 〉 = 0 ,
possibile solo se A′ = A′′.
− • −
In pratica tale risultato ci dice che un operatore limitato e` completamente determinato
dai suoi “elementi di matrice” 〈u , A v 〉, oppure, tramite l’identita` di polarizzazione, dai
suoi “valori medi” 〈 θ , A θ 〉 al variare di θ ∈ H.
Osservazione. Notiamo che per la limitatezza di A e` sufficiente che Ω(θ, θ) = 〈 θ , A θ 〉
sia limitato:
|Ω(θ, θ)| ≤ C ‖θ‖2 , C > 0 ,
ma in generale:
sup
u6=0, v 6=0
|Ω(u, v)|
‖u‖ ‖v‖ 6= supθ 6=0
|Ω(θ, θ)|
‖θ‖2 .
L’uguaglianza vale pero` se Ω soddisfa |Ω(u, v)| = |Ω(v, u)| per ogni u, v ∈ H, in particolare
se Ω e` associabile ad un operatore autoaggiunto.
Concludiamo con un’ultima osservazione riguardo la composizione di due operatori
continui. Non solo la somma di due operatori continui e` a sua volta un operatore continuo
(sul suo dominio) ma anche il prodotto di operatori continui e` continuo e si ha:
‖A+B‖ ≤ ‖A‖+ ‖B‖ ,
‖AB‖ ≤ ‖A‖ ‖B‖ .
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1.2.3 Operatore aggiunto
Ricordiamo ora brevemente il concetto di aggiunto di un operatore A. La sua esistenza e
definizione e` basata sul teorema di rappresentazione di Riesz, per cui e` necessario che il
dominio di A sia almeno denso nello spazio di Hilbert, D(A)− = H. Allora l’operatore
aggiunto A† e` univocamente definito dalle seguenti condizioni:
D(A†) =
{
θ ∈ H : ∃Cθ > 0 , |〈 θ , Aϕ 〉 ≤ Cθ ‖ϕ‖ , ∀ϕ ∈ D(A)
}
〈A† θ, , ϕ 〉 = 〈 θ , Aϕ 〉 , ∀ϕ ∈ D(A) , ∀ θ ∈ D(A†) .
(1.26)
Notiamo che solo la densita` del dominio ci permette di invocare il teorema di Riesz
che determina l’univocita` della corrispondenza:
θ −→ θ∗ = A† θ ,
con θ∗ definito univocamente dall’equazione:
〈 θ , Aϕ 〉 = 〈 θ∗ , ϕ 〉 , ∀ϕ ∈ D(A) .
Se il dominio di A non fosse denso potrebbero esistere molti operatori B, con il loro
relativo dominio, tali che 〈 θ , Aϕ 〉 = 〈B θ , ϕ 〉, ma solo se il dominio e` denso l’operatore
A† risulta massimale, nel senso che ogni altro operatore B che soddisfa l’equazione (1.26)
e` una restrizione di A†.
Notiamo che se A e` densamente definito il dominio dell’aggiunto e` sicuramente non
vuoto in quanto contiene sempre, almeno, il vettore nullo:
{ 0 } ⊆ D(A†) ,
ma, naturalmente, A† e` interessante se il suo dominio e` piu` esteso del sottospazio nullo.
Chiaramente, se un operatore A e` densamente definito e limitato, allora 〈 θ , Aϕ 〉,
visto come funzionale lineare di ϕ risulta continuo per ogni θ ∈ H, per cui D(A†) = H e
A† risulta limitato, con norma coincidente con la norma di A: ‖A†‖ = ‖A‖. Ricordiamo
che possiamo assumere in questo caso D(A) = H:
A ∈ B(H) ⇐⇒ A† ∈ B(H) (1.27)
e possiamo allora costruire il biaggiunto A†† = A. Per un operatore generale (non neces-
sariamente limitato), il biaggiunto e` definibile solo se D(A†) e` denso in H, e possiamo
solo dire che:
A ⊆ A†† ,
cioe` il dominio del biaggiunto puo` essere piu` esteso del dominio di A.
In seguito saremo interessati a operatori che risultano autoaggiunti, A† = A, che
equivale a dire:
D(A†) = D(A) , A† ϕ = Aϕ , ∀ϕ ∈ D(A) .
Non dobbiamo confondere gli operatori aautoaggiunti con gli operatori simmetrici,
che assumiamo definiti dalle condizioni:
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i) D(A) e` denso in H.
ii) 〈ϕ , Aϕ 〉 e` reale per ogni ϕ ∈ D(A).
Per l’identita´ di polarizzazione, la realta` dei valori medi comporta che
〈 θ , Aϕ 〉 = 〈Aθ , ϕ 〉 , ∀ θ, ϕ ∈ D(A) .
Possiamo allora dire che un operatore A e` simmetrico se e solo se esiste l’aggiunto A† e:
A ⊆ A† .
Concludiamo notando che se B e` una estensione di A ed entrambi sono densamente
definiti, l’estensione si “ribalta” passando agli aggiunti:
A ⊆ B =⇒ B† ⊆ A† .
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1.3 Operatori chiusi
La continuita` degli operatori limitati e` cos`ı utile che spesso e` necessario avere un rimpiazzo
per operatori piu` generali. Questo e` dato dalla nozione di chiusura, che vedremo tra breve.
Ad ogni trasformazione A su H possiamo associare il suo grafico G(A), definito come
il sottoinsieme di H ⊕H formato da tutte le coppie (x , Ax) al variare di x ∈ D(A):
G(A) = { (x, y) ∈ H ⊕H : x ∈ D(A) , y = Ax } . (1.28)
Ovviamente due trasformazioni sono uguali se e solo se hanno lo stesso grafico.
Se A e` lineare anche G(A) e` una varieta` lineare, e la struttura di spazio di Hilbert di
H ⊕H induce una struttura prehilbertiana in G(A) con il prodotto scalare:〈
(x,Ax) , (y, A y)
〉
⊕ = 〈x , y 〉+ 〈Ax , A y 〉 = 〈x , y 〉A
Quindi, la corrispondenza x 7−→ (x ,Ax), x ∈ D(A) fornisce una isometria tra D(A) e
G(A). Per questo motivo la A-norma viene anche detta norma del grafico in D(A).
Ci possiamo chiedere quali sottoinsiemi (lineari) della somma diretta H ⊕H siano il
grafico di un operatore A agente su H. Denotando con pi1, pi2 le proiezioni naturali:
pi1 (x, y) = x , pi2 (x, y) = y , (x, y) ∈ H ⊕H , (1.29)
possiamo dare la seguente caratterizzazione.
Teo. 1.4 Il grafico M = G(A) ⊆ H⊕H di un operatore lineare A e` una varieta` lineare
che soddisfa:
N
(
pi1
∣∣
M
)
= {0} = {(0, 0)} . (1.30)
Viceversa, ogni sottoinsieme lineare M ⊆ H ⊕H che soddisfa la (1.30) e` il grafico di
un operatore A definito da:
D(A) = pi1(M) , A = pi2
(
pi1
∣∣
M
)−1
(1.31)
Dim. 1.4 Risulta evidente che il grafico di un operatore lineare A non puo` contenere
coppie del tipo (0, y) con y 6= 0 (altrimenti il vettore nullo si trasformerebbe in un vettore
non nullo, impossibile per la linearita` di A), per cui:
pi1(x,Ax) = x = 0 =⇒ Ax = 0 .
Viceversa la condizione (1.30) garantisce l’invertibilita` di pi1|M e possiamo costruire come
indicato un opportuno operatore A il cui grafico e` M .
− • −
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E` utile definire su H ⊕H gli operatori (unitari):
σ (x, y) ≡ (y, x) , τ (x, y) ≡ (−y, x) , (1.32)
questi soddisfano:
σ2 = −τ 2 = 1 , σ τ = −τ σ . (1.33)
Allora, se A e` un operatore su H e A−1 esiste, abbiamo ovviamente:
G(A−1) = σ G(A) . (1.34)
Abbiamo inoltre:
Lem. 1.5 Sia A un operatore lineare su H. L’insieme (τ G(A))⊥ ⊆ H⊕H e` il grafico
di un operatore lineare se e solo se D(A)− = H, cioe` A e` densamente definito. In
questo caso abbiamo:
(τG(A))⊥ = G(A†) . (1.35)
Dim. 1.5 Considerando il teorema precedente, dalla defininizione (1.32) abbiamo che
(0, z) e` ortogonale a τ G(A) se e solo se z e` ortogonale a D(A):
0 =
〈
(0, z) , τ (x,Ax)
〉
⊕ = 〈 z , x〉 , ∀x ∈ D(A) .
Pertanto (τ G(A))⊥ soddisfa la (1.30) se e solo se D(A)− = H.
In questo caso una coppia (y, z) di tale grafico deve soddisfare:
0 =
〈
(y, z) , τ (x,Ax)
〉
⊕ = −〈 y , A x 〉+ 〈 z , x 〉 ,
da cui z = A† y.
− • −
Se un operatore A e` densamente definito, possiamo notare, a completamento della
relazione (1.35), che un vettore y e` ortogonale a R(A) se e solo se appartiene allo spazio
nullo dell’aggiunto A†:
〈 y , A x 〉 = 〈A† y , x 〉 = 0 , ∀x ∈ D(A) , ⇐⇒ y ∈ D(A†) , A† y = 0 ,
per cui lo spazio nullo di A† e` chiuso e:
R(A)⊥ = N(A†) , H = R(A)− ⊕N(A†) . (1.36)
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La precedente relazione costituisce l’enunciato del cosidetto teorema dell’alternativa di
Fredholm6, in quanto fu formulato come segue: o l’equazione Ax = y ammette soluzione,
oppure l’equazione A† x = 0 ammette soluzione x con 〈y , x〉 6= 0.
Veniamo ora alla nozione di chiusura, legata alle proprieta` topologiche di chiusura del
grafico di un operatore.
Def. 1.1 Un operatore lineare A su uno spazio di Hilbert H e` detto chiuso se il suo
grafico G(A) e` chiuso.
Un operatore lineare A e` chiudibile se la chiusura del suo grafico rappresenta il
grafico di un operatore (lineare) A−, detto chiusura di A:
G(A)− = G(A−) . (1.37)
Possiamo dare anche definizioni equivalenti per la proprieta` di chiusura di un operta-
tore. Infatti possiamo dire che A e` chiuso se il suo dominio D(A) e` uno spazio di Hilbert
rispetto al prodotto scalare (1.13). Oppure possiamo dire che A e` chiuso se per ogni
successione xn ∈ D(A) per la quale esistono entrambi i limiti:
x = lim
n→∞
xn , y = lim
n→∞
Axn ,
possiamo affermare che x ∈ D(A) e y = Ax (la coppia limite (x, y) appartiene a G(A)):
lim
n→∞
xn = x , lim
n→∞
Axn = y , =⇒ x ∈ D(A) , y = Ax .
Questa proprieta` costituisce un surrogato alla continuita` per operatori non limitati in
generale.
In alternativa possiamo dire che A e` chiuso se e solo se il dominio D(A) e` uno spazio
di Hilbert rispetto al A-prodotto scalare:
〈x , y 〉A = 〈x , y 〉+ 〈Ax , A y 〉 .
Combinando le relazioni precedenti con la definizione di chiusura, possiamo subito
affermare che se un operatore lineare A e` invertibile, esso e` chiuso se e solo se A−1 e` chiuso
(i grafici di A e A−1 sono legati dalla semplice trasformazione σ che lascia inalterate le
6 Ivar Fredholm (Stoccolma, 7 aprile 1866 – Mo¨rby, vicino a Stoccolma,
17 agosto 1927) e` stato un matematico svedese che si e` occupato di equazioni
integrali. I suoi lavori sono considerati pietre miliari per la teoria degli operatori.
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proprieta` di chiusura). Inoltre, poiche` il complemento ortogonale di un qualsiasi insieme e`
sempre un sottospazio chiuso, abbiamo che se A e` densamente definito allora l’aggiunto A†
e` sempre un operatore chiuso (indipendentemente dalla chiusura di A), e A (densamente
definito) e` chiudibile se e solo se A† e` anch’esso densamente definito e in tal caso si ha:
A†† = A− , D(A)− = H = D(A†)− . (1.38)
Se A e` densamente definito e invertibile con un inverso densamente definito (cioe` R(A)
e` denso in H), allora anche A† e` invertibile e:
(A†)−1 = (A−1)† . (1.39)
Infatti la densita` del range di A comporta che N(A†) = R(A)⊥ = {0} (quindi A†) e`
invertibile e:
G((A†)−1) = σG(A†) = στG(A)⊥ = τσG(A)⊥
= τ(σG(A))⊥ = τG(A−1)⊥ = G((A−1)†) .
Analogamente, se A e` chiudibile e la sua chiusura A− e` iniettiva, allora A e` chiaramente
invertibile ed abbiamo:
G((A−)−1) = σG(A−) = (σG(A))− = G(A−1)− ,
per cui anche A−1 e` chiudibile e:
(A−)−1 = (A−1)− . (1.40)
In connessione con la chiusura troviamo anche il concetto di essenziale autoaggiunzio-
ne.
Def. 1.2 Un operatore A e` detto essenzialmente autoaggiunto se A e` chiudibile e
la sua chiusura A−e` autoaggiunta.
In pratica un operatore essenzialmente autoaggiunto e` un operatore simmetrico cui
manca “poco” per essere autoaggiunto. Possiamo dire che se A e` chiudibile e densamente
definito allora e` essenzialmente autoaggiunto se e solo se la sua chiusura coincide con
l’aggiunto:
A† = A− .
1.3.1 Operatore impulso su un segmento
Prima di approfondire ulteriormente le caratteristiche degli operatori chiusi vediamo un
esempio notevole e non banale di operatori (non limitati) con relativa chiusura. Conside-
riamo in L2(a, b) un operatore differenziale che, in qualche modo, associa ad ogni funzione
1.3 Operatori chiusi 21
la sua derivata (moltiplicata per l’unita` immaginaria, per avere l’operatore impulso della
meccanica quantistica, a meno di una costante inessenziale per i nostri scopi):
ϕ(x) −→ i d
dx
ϕ(x)x ∈ [a, b] .
L’azione risulta quindi chiara da un punto di vista operativo, ma occorre specificare il
dominio di tale operatore, tenendo conto del fatto che la derivata ordinaria non e` garantita
in L2(a, b).
Le funzioni in L2(a, b) possono essere pero` considerate in senso generalizzato come
distribuzioni in D′(a, b), per cui la derivata puo` essere sempre definita in senso distribu-
zionale, e si dovra` richiedere che tale derivata sia una distribuzione di tipo funzione che
appartenga ancora a L2. Deve quindi essere verificata in ogni caso la seguente condizione:
ϕ ∈ L2(a, b) , ϕ′ ∈ L2(a, b) , (1.41)
con ϕ′ derivata in senso distribuzionale. Ulteriori condizioni sul dominio definiscono
operatori diversi, con caratteristiche nettamente distinte.
Osservazione. Sostanzialmente la funzione ϕ(t) rientra nella categoria delle funzioni
assolutamente continue, quindi derivabili quasi ovunque e con derivata sommabile su ogni
intervallo limitato (contenuto in [a, b]).
Una funzione f : I −→ X, definita su un intervallo I (limitato o non limitato)
della retta reale e a valori in uno spazio metrico X e` detta assolutamente continua, se,
per ogni  > 0 esiste un δ > 0 tale che, per ogni sequenza (finita o infinita) di intervalli
[xk , yk] ⊆ I, mutuamente disgiunti, che verificano:∑
k
|yk − xk| < δ , (1.42)
si ha che: ∑
k
d(f(yk), f(xk)) <  , (1.43)
dove d e` la distanza nello spazio metrico X.
Chiaramente la nozione di assoluta continuita` (non significa che il valore assoluto della
funzione e` una funzione continua) risulta molto piu` stringente della nozione di continuita`
e di uniforme continuita`, implicite nella definizione data.
L’osservazione precedente sulle condizioni per la funzione ϕ affinche` appartenga al
dominio dell’operatore impulso e` basata sul fatto che se I = [a.b] e` un intervallo (chiuso)
limitato della retta reale, allora f : [a, b] −→ C e` assolutamente continua se e solo se
esiste una funzione g ∈ L1(a, b) tale che:
f(x) = f(a) +
∫ x
a
g(t) dt , x ∈ [a, b] . (1.44)
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In questo caso f risulta differenziabile quasi ovunque e, sempre quasi ovunque nell’inter-
vallo [a, b], f ′(x) = g(x).
Una funzione risulta quindi assolutamente continua se e solo se e` una primitiva di una
funzione sommabile. Sostanzialmente questo risultato generalizza il teorema fondamentale
del calcolo integrale quando l’integrazione e` considerata secondo Lebesgue7.
Per eventuali ulteriori condizioni sul dominio occorre distinguere i casi in cui [a, b] e` un
intervallo finito (un segmento della retta reale) da quelli in cui l’intervallo non e` limitato.
Ci limitiamo al caso in cui l’intervallo [a, b] e` limitato (che rappresenta anche il caso piu`
ricco di possibilita` e, in un certo senso, meno semplice).
Su un segmento [a, b] limitato (−∞ < a < b <∞) definiamo i seguenti operatori:
(p̂ ϕ)(t) = i ϕ′(t) ,
D(p̂) = {ϕ ∈ L2(a, b) : ϕ′ ∈ L2(a, b)} ,
(1.45)
(p̂∞ ϕ)(t) = i ϕ′(t) ,
D(p̂∞) = {ϕ ∈ L2(a, b) : ϕ ∈ C∞0 (a, b)} ,
(1.46)
(p̂0 ϕ)(t) = i ϕ
′(t) ,
D(p̂0) = {ϕ ∈ L2(a, b) : ϕ′ ∈ L2(a, b) , ϕ(a) = ϕ(b) = 0} ,
(1.47)
Notiamo che:
p̂∞ ⊆ p̂0 ⊆ p̂ , (1.48)
e sono operatori densamente definiti in quanto C∞0 e` denso in L
2 (con la topologia di L2).
Se le derivate di ϕ , ψ ∈ L2(a, b) sono elementi di L2(a, b), abbiamo la validita` della
formula di integrazione per parti e, in particolare:∫ b
a
ψ(t) i ϕ′(t) dt = i
[
ψ(b)ϕ(b)− ψ(a)ϕ(a)
]
+
∫ b
a
(i ψ′(t))ϕ(t) dt ,
pertanto gli operatori p̂∞ e p̂0 risultano simmetrici, mentre l’operatore p̂, per l’arbitra-
rieta` delle funzioni del suo dominio, non e` simmetrico. Notiamo pero` che se ψ ∈ D(p̂),
7 Henri Le`on Lebesgue (Beauvais, Francia, 28 giugno 1875 – Parigi, Fran-
cia, 26 luglio 1941) e` stato un matematico francese, famoso soprattutto per i
suoi contributi alla moderna teoria dell’integrazione. Fu il piu` famoso mate-
matico francese grazie alla sua teoria dell’integrazione, pubblicata per la prima
volta nella sua tesi: “Inte`grale, longueur, aire” (“Integrale, lunghezza, area”),
all’Universita` di Nancy nel 1902.
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dall’equazione precedente abbiamo:
〈ψ , p̂∞ ϕ 〉 = 〈 p̂ ψ , ϕ 〉 , ∀ϕ ∈ D(p̂∞) ,
〈ψ , p̂0 ϕ 〉 = 〈 p̂ ψ , ϕ 〉 , ∀ϕ ∈ D(p̂0) ,
in quanto e` sufficiente la condizione ϕ(a) = ϕ(b) = 0. Pertanto:
p̂ ⊆ p̂†0 ⊆ p̂†∞ . (1.49)
Sia ora ϕ ∈ D(p̂∞), ψ ∈ D(p̂†∞), e poniamo:
ψ∗(t) = (p̂†∞ ψ)(t)
(che sicuramente appartiene a L2(a, b)). Allora:
〈ψ , p̂∞ ϕ 〉 = 〈ψ∗ , ϕ 〉 ,
i
∫ b
a
ψ(t)ϕ′(t) dt =
∫ b
a
ψ∗(t)ϕ(t) dt =
∫ b
a
{
d
dt
∫ t
a
ψ∗(s) ds
}
ϕ(t) dt
=
∫ b
a
ψ∗(s) dsϕ(b)−
∫ b
a
{∫ t
a
ψ∗(s) ds
}
ϕ′(t) dt
= −
∫ b
a
{∫ t
a
ψ∗(s) ds
}
ϕ′(t) dt ,
e quindi ψ deve soddisfare l’equazione:∫ b
a
{
i ψ(t)−
∫ t
a
ψ∗(s) ds
}
ϕ′(t) dt , ∀ϕ ∈ C∞0 (a, b) .
Tale equazione puo` essere considerata in senso distribuzionale nello spazio D′(a, b), dove
sappiamo che la soluzione e`:
i ψ(t)−
∫ t
a
ψ∗(s) ds = C ,
con C costante (complessa). Pertanto otteniamo che i ψ e` una primitiva di ψ∗ ∈ L2(a, b)
e, quasi ovunque:
ψ∗(t) = i ψ′(t) , ψ ∈ D(p̂) ,
p̂†∞ ψ = p̂ ψ = iψ
′ ,
p̂ ⊆ p̂†0 ⊆ p̂†∞ ⊆ p̂ ,
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e quindi deve valere l’uguaglianza:
p̂†0 = p
†
∞ = p̂ . (1.50)
Possiamo anche ricercare l’aggiunto di p̂. Poiche` p̂∞ ⊆ p̂0 ⊆ p̂, per dualita`:
p̂† ⊆ p̂†0 = p̂†∞ = p̂ ,
quindi l’azione di p̂† e` la stessa di p̂. Sia quindi ϕ ∈ D(p̂) e ψ ∈ D(p̂†). Abbiamo:
0 = 〈ψ , p̂ ϕ 〉 − 〈 p̂† ψ , ϕ 〉 = 〈ψ , p̂† ϕ 〉 − 〈 p̂ ψ , ϕ 〉
= i
∫ b
a
{
ψ(t)ϕ′(t) + ψ′(t)ϕ(t)
}
dt = i
[
ψ(b)ϕ(b)− ψ(a)ϕ(a)
]
,
poiche` ϕ ∈ D(pˆ) e` arbitraria, sono arbitrari anche i valori di ϕ(a) e ϕ(b). Pertanto si deve
avere:
ψ(a) = ψ(b) = 0 .
ψ ∈ D(p̂†) =⇒ ψ ∈ D(p̂0) , =⇒ p̂† ⊆ p̂0
D’altra parte, essendo p̂†0 = p̂, p̂
†
0 ammette l’aggiunto, e` chiudibile e:
p̂0 ⊆ p̂−0 = p̂††0 = p̂† ,
p̂† = p̂0 .
Abbiamo quindi anche:
p̂††∞ = p̂
−
∞ = p̂
††
0 = p̂
−
0 = p̂
† = p̂0 ,
p̂†† = p̂− = p̂†0 = p̂ .
Riassumendo:
Teo. 1.6 Gli operatori p̂, p̂∞, p̂0 verificano le seguenti relazioni di aggiunzione e
chiusura:
p̂†∞ = p̂
†
0 = p̂ , p̂
† = p̂0 , (1.51)
p̂−0 = p̂0 , p̂
− = p̂ , p̂−∞ = p̂0 . (1.52)
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Vediamo che gli operatori piu` “interessanti” sono p̂0 e p̂, entrambi chiusi, ognuno
aggiunto dell’altro, con:
p̂† = p̂0 ⊆ p̂ = p̂†0 . (1.53)
Notiamo che mentre p̂0 e` simmetrico, p̂ non e` simmetrico e puo` essere interessante trovare
tutti gli operatori p˜ con:
p̂0 ⊆ p˜ ⊆ p̂ , (1.54)
e conseguentemente tutti gli operatori p˜† con la stessa proprieta`, essendo gli operatori
“estremi” l’uno l’aggiunto dell’altro:
p̂0 ⊆ p˜† ⊆ p̂ , (1.55)
A questo scopo definiamo i seguenti operatori:
(p̂1 ϕ)(t) = i ϕ
′(t) , D(p̂1) = D(p̂) ∩ {ϕ : ϕ(a) = 0} ,
(p̂2 ϕ)(t) = i ϕ
′(t) , D(p̂2) = D(p̂) ∩ {ϕ : ϕ(b) = 0} ,
(p̂(θ)ϕ)(t) = i ϕ′(t) , D(p̂(θ)) = D(p̂) ∩ {ϕ : ϕ(b) = θ ϕ(a)} = Dθ ,
(1.56)
con θ numero complesso arbitrario non nullo. Notiamo che p̂1 e p̂2 possono essere visti
come casi limite di p̂(θ) per θ −→ ∞ e θ −→ 0. Mediante tali operatori viene risolto il
problema richiesto.
Teo. 1.7 Siano p̂0 e p̂ gli operatori definiti in precedenza. Allora tutti gli operatori p˜
tali che:
p̂0 ⊆ p˜ ⊆ p̂ , p̂0 6= p˜ 6= p̂ , (1.57)
sono del tipo p̂1, p̂2, oppure p̂(θ) con θ 6= 0, definiti dalle relazioni (1.56), e valgono le
seguenti proprieta`:
p̂†1 = p̂2 , p̂
†
2 = p̂1 , p̂(θ)
† = p̂(θ
−1
) ,
p̂1 = p̂
−
1 , p̂2 = p̂
−
2 , p̂(θ) = p̂(θ)
− .
(1.58)
In particolare ogni estensione simmetrica di p̂0, compresa entro p̂, e` anche autoaggiunta
e cio` si verifica solo per gli operatori p̂(θ) con |θ| = 1:
p̂(θ) = p̂(θ)† ⇐⇒ |θ| = 1 . (1.59)
Dim. 1.7 Abbiamo visto che p̂0 ⊆ p˜ ⊆ p̂ implica anche p̂0 ⊆ p˜† ⊆ p̂. Sia quindi p˜ una tale
estensione di p̂0, non coincidente con p̂0 o p̂. Allora, se ϕ ∈ D(p˜), ψ ∈ D(p˜†), dobbiamo
avere:
〈ψ , p˜ ϕ 〉 − 〈 p˜† ψ , ϕ 〉 = 〈ψ , p̂ ϕ 〉 − 〈 p̂ ψ , ϕ 〉
= i
{
ψ(b)ϕ(b)− ψ(a)ϕ(a)
}
= 0 .
(1.60)
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Poiche` vogliamo p˜ 6= p̂, avremo anche p˜† 6= p̂0, per cui esiste una funzione ψ0 ∈ D(p˜†) che
non appartiene a D(p̂0), cioe`:
|ψ0(a)|+ |ψ0(b)| > 0 ,
e dobbiamo avere:
ψ0(b)ϕ(b) = ψ0(a)ϕ(a) , ∀ϕ ∈ D(p˜) .
Supponiamo quindi, per fissare le idee, che risulti:
ψ0(b) 6= 0 .
Allora, si deve avere, per ogni ϕ ∈ D(p˜):
ϕ(b) = θ ϕ(a) , θ =
ψ0(a)
ψ0(b)
.
Notiamo che θ e` lo stesso per tutte le funzioni ϕ ∈ D(p˜), e quindi dipendente unicamente
da p˜. Reinserendo tale condizione nella (1.60), dobbiamo avere:{
ψ(b) θ − ψ(a)
}
ϕ(a) = 0 , ∀ψ ∈ D(p˜†) , ∀ϕ ∈ D(p˜) .
Siccome p˜ 6= p̂0, esiste ϕ0 ∈ D(p˜) tale che:
ϕ0(a) 6= 0 .
per cui si deve avere:
ψ(b) θ = ψ(a) , ∀ψ ∈ D(p˜†) .
Abbiamo quindi che, data una estensione p˜, esiste un numero complesso θ tale che:
ϕ ∈ D(p˜) =⇒ ϕ(b) = θ ϕ(a) , cioe` ϕ ∈ Dθ
ψ ∈ D(p˜†) =⇒ ψ(a) = θ ψ(b) , cioe` ψ ∈ D
θ
−1
Vediamo ora che le relazioni sopra caratterizzano completamente i domini di p˜ e p˜†. Fissato
p˜ risulta determinato un unico θ per cui valgono le relazioni precedenti in D(p˜) e D(p˜†).
Supponiamo ora che ϕ ∈ D(p̂) e soddisfi:
ϕ(b) = θ ϕ(a) , cioe` ϕ ∈ Dθ ,
e mostriamo che ϕ ∈ D(p˜). Sia ϕ0 la funzione scelta in precedenza:
ϕ0 ∈ D(p˜) , ϕ0 /∈ D(p̂0) , ϕ0(a) 6= 0 ,
e sia α ∈ C tale che:
ϕ(a) = αϕ0(a) .
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Allora, poiche` ϕ0 ∈ D(p˜):
ϕ0(b) = θ ϕ0(a) ,
ϕ(b)− αϕ0(b) = θ (ϕ(a)− αϕ0(a)) = 0 ,
ϕ− αϕ0 ∈ D(p̂0) ⊆ D(p˜) .
Allora, essendo D(p˜) una varieta` lineare:
ϕ = (ϕ− αϕ0) + αϕ0 ∈ D(p˜) .
Analogamente si dimostra che se ψ ∈ D(p̂):
ψ(a) = θ ψ(b) ⇐⇒ ψ ∈ D(p˜†) .
Abbiamo quindi mostrato che:
p̂0 ⊆ p˜ ⊆ p̂ , p̂0 6= p˜ 6= p̂ ⇐⇒
∃ θ : D(p˜) = D(p̂) ∩ {ϕ : ϕ(b) = θ ϕ(a)} ,
D(p˜†) = D(p̂) ∩ {ψ : ψ(a) = θ ψ(b)} ,
Ripercorrendo il ragionamento fatto, notiamo che dobbiamo distinguere due casi partico-
lari. Uno e` costituito dal caso θ = 0, nel qual caso si ha:
p˜ = p̂2 , p˜
† = p̂1 ,
oppure il caso θ →∞, in cui possiamo invertire i ruoli di p˜ e p˜† (e θ scambiato con θ), e
in questo caso abbiamo:
p˜ = p̂1 , p˜
† = p̂2 .
Se θ 6= 0 abbiamo quindi che p˜ = p̂(θ) e p˜† = p̂(θ−1). Ovviamente, per quanto visto
prima:
p̂†1 = p̂2 , p̂
†
2 = p̂1 .
I vari operatori sono quindi tutti banalmente chiusi. Inoltre, se vogliamo che p˜ sia
simmetrico:
p˜ ⊆ p˜† ,
dobbiamo avere contemporaneamente:
ϕ(b) = θ ϕ(a) , ϕ(a) = θ ϕ(b) , ∀ϕ ∈ D(p˜) ,
e questo impone |θ|2 = 1, cioe` θ = θ−1, θ−1 = θ, per cui otteniamo anche che se ψ ∈ D(p˜†)
allora ψ ∈ D(p˜) e possiamo concludere con:
p˜ ⊆ p˜† ⇐⇒ |θ| = 1 ⇐⇒ p˜ = p˜† ,
comprovando tutte le affermazioni del teorema.
− • −
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1.3.2 Teorema del grafico chiuso
Completiamo ora la discussione sugli operatori chiusi, approfondendone la connessione
con la limitatezza.
Teo. 1.8 Un operatore limitato A risulta chiuso se e solo se il suo dominio e` chiuso in
H (pertanto un operartore limitato e` sempre chiudibile).
Dim. 1.8 Se A e` limitato allora la A-norma ‖x‖A e` equivalente alla norma ordinaria ‖x‖
su D(T ) per cui D(A) e` completo, secondo la norma del grafico, se e solo se e` chiuso in
H, con la norma ordinaria.
− • −
Ne consegue che ogni operatore A ∈ B(H) (limitato con dominio coincidente con H)
e` chiuso. La chiusura e` inoltre stabile rispetto a perturbazioni con un operatore limitato.
Teo. 1.9 Sia A chiuso e B ∈ B(H) un operatore limitato. Allora A+B e` chiuso.
Dim. 1.9 Con B limitato la A-norma risulta equivalente alla (A+B)-norma.
− • −
Osservazione. In generale, se A e B sono chiusi, non e` detto che A + B sia chiuso.
In ogni caso, se α ∈ C, α 6= 0, B e αB sono chiusi in contemporanea, cioe` o entrambi
chiusi o entrambi non chiusi (i corrispondenti grafici sono semplicemente legati da una
trasformazione di scala).
Teo. 1.10 Se A e` chiuso allora N(A) e` chiuso.
Dim. 1.10 Sia xn ∈ D(A), Axn = 0, xn → x ∈ H. Allora per la chusura di A, x ∈ D(A)
e Ax = limAxn = 0.
− • −
Teo. 1.11 Sia A un operatore chiuso e assumiamo che esista una costante C > 0 tale
che:
‖Ax‖ ≥ C ‖x‖ , ∀x ∈ D(A) . (1.61)
Allora R(A) e` un sottospazio chiuso.
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Dim. 1.11 Sappiamo che tale condizione ci dice che A ammette un inverso limitato.
Essendo A chiuso, anche A−1 e` chiuso e la sua limitatezza comporta che R(A) = D(A−1)
risulta chiuso.
− • −
Vediamo ora una conseguenza importante della chiusura di un operatore, in connes-
sione con il suo aggiunto.
Teo. 1.12 Sia A densamente definito e chiuso. allora, per ogni coppia f, g ∈ H esiste
un’unica coppia x, y, con x ∈ D(A), y ∈ D(A†), tale che:
f = y − Ax , g = x+ A† y , (1.62)
e vale la seguente uguaglianza:
‖f‖2 + ‖g‖2 = ‖x‖2 + ‖Ax‖2 + ‖y‖2 + ‖A† y‖2 . (1.63)
Dim. 1.12 Con A chiuso, la (1.35) po` essere letta come:
τ G(A)⊕ G(A†) = H ⊕H ,
per cui, per ogni coppia (f, g) in H ⊕H:
(f, g) = τ (x,Ax) + (y, A† y) = (−Ax, x) + (y, A† y) ,
con i fattori (−Ax, x), (y, A† y) unici ed ortogonali tra loro (in H ⊕H).
− • −
Abbiamo visto che il calcolo dell’aggiunto A† di un operatore A non e` sempre agevole,
per cui puo` risultare utile avere un criterio per la autoaggiunzione che non coinvolga il
calcolo dell’aggiunto.
Lem. 1.13 Sia A un operatore simmetrico tale che:
R(A+ z) = R(A+ z∗) = H ,
per un certo z ∈ C. Allora A e` autoaggiunto.
Dim. 1.13 Chiaramente se A e` simmetrico abbiamo che A ⊆ A†. Consideriamo allora
un vettore ψ ∈ D(A†) e poniamo A† ψ = ψ˜. Poiche` R(A + z∗) = H, esiste un ϑ ∈ D(A)
tale che:
(A+ z∗)ϑ = ψ˜ + z∗ ψ .
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Allora possiamo calcolare, per ogni ϕ ∈ D(A):
〈ψ, (A+ z)ϕ〉 = 〈(A† + z∗)ψ, ϕ〉 = 〈ψ˜ + z∗ ψ, ϕ〉
= 〈(A+ z∗)ϑ, ϕ〉 = 〈ϑ, (A+ z)ϕ〉
e, l’ulteriore ipotesi R(A+ z) = H ci dice che (A+ z)ϕ e` un vettore arbitrario di H, per
cui:
ψ = ϑ ∈ D(A) , A† = A .
− • −
Possiamo anche generalizzare tale lemma al caso di operatori essenzialmente autoag-
giunti.
Lem. 1.14 Un operatore simmetrico e` essenzialmente autoaggiunto se e solo se esiste
z ∈ C \ R tale che valga una delle due condizioni:
i) (R(A+ z))− = (R(A+ z∗))− = H.
ii) N(A† + z) = N(A† + z∗) = {0}.
Se A e` non negativo, cioe` 〈ψ, Aψ〉 ≥ 0 per ogni ψ ∈ D(A), possiamo ammettere anche
z ∈ (−∞, 0).
Dim. 1.14 Notiamo che le due condizioni sono banalmente equivalenti tra loro. Consi-
derando la chiusura di A, non e` restrittivo assumere che A sia chiuso. Sia z = x + i y,
allora abbiamo, per la simmetria:
‖(A+ z)ψ‖2 = ‖(A+ x)ψ + i y ψ‖2
= ‖(A+ x)ψ‖2 + y2 ‖ψ‖2 ≥ y2 ‖ψ‖2 ,
per cui possiamo dire che N(A + z) = {0}, esiste (A + z)−1 e ‖(A + z)−1‖ ≤ |y|−1, cioe`
limitato e chiuso al pari di A. Allora il suo dominio R(A + z) (denso per ipotesi) deve
essere chiuso e quindi R(A + z) = H. Sostituendo z con z∗ abbiamo anche R(A + z∗) =
H. Il lemma precedente ci dice allora che A (cioe` la chiusura dell’opeatore originale) e`
autoaggiunto.
Viceversa, se A = A†, il calcolo precedente mostra che N(A† + z) = {0}, da cui la
validita` dell’affremazione nel caso z ∈ C \ R.
L’argomentazione nel caso di z reale e negativo e` simile tenendo conto che se A e`
positivo, allora
‖ψ‖2 ≤ 〈ψ, (A+ )ψ〉 ≤ ‖ψ‖ ‖(A+ )ψ‖2 ,
da cui (A+ )−1 ≤ −1 se  > 0.
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− • −
Ricordiamo ora un risultato sulle trasformazioni limitate, noto come principio di
uniforme limitatezza, che costituisce una delle pietre miliari dell’analisi funzionale.
Assumiamo che il lettore abbia familiarita` con tale teorema, che viene introdotto nei
primi studi di analisi funzionale.
Teo. 1.15 (Principio di uniforme limitatezza) Sia X uno spazio di Banach, Y
uno spazio normato, e Aα, α ∈ A, una famiglia di applicazioni lineari limitate tra X e
Y , con dominio coincidente con X:
Aα : X −→ Y , D(Aα) = X . (1.64)
Allora, se per ogni x ∈ X si ha:
sup
α∈A
‖Aα x‖ = M(x) <∞ , (1.65)
vale anche:
sup
α∈A
‖Aα‖ <∞ . (1.66)
Il risultato, noto anche come teorema di Banach-Steinhaus8, non e` affatto banale,
in quanto dice che da una uniforme limitatezza puntuale, per ogni x del dominio degli
operatori, deriva una limitatezza “globale”, uniforme anche rispetto ai vettori x.
Siamo ora in grado di formulare un risultato di notevole importanza, che chiarisce in
particolare il motivo per cui si considerano spesso operatori con un dominio non chiuso
quando si studiano operatori non limitati.
Teo. 1.16 (Teorema del grafico chiuso) Se A e` chiuso e D(A) e` chiuso allora A e`
continuo.
8 Wladyslaw Hugo Dionizy Steinhaus (Jaslo, Polonia, 4 gennaio 1887 –
Breslavia, Polonia, 25 febbraio 1972) e` stato un matematico polacco, tra i leader
della cosidetta scuola matematica di Leopoli. Assieme a Stefan Banach, suo
allievo, Stanislaw Marcin Ulam e altri, si occupo` di analisi funzionale. Steinhaus
pubblico` complessivamente circa 250 lavori, tra i quali anche libri di successo
sulla matematica come Kalejdoskop matematyczny (1938).
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Dim. 1.16 Assumiamo per ora che D(A) = H. Allora esiste A† ed essendo A chiu-
so, quindi chiudibile, vedi (1.38), il dominio dell’aggiunto e` denso in H: D(A†)− = H.
Vediamo ora che A† e` continuo. Consideriamo la famiglia di funzionali lineari:
Φy(x) = 〈 y , A x 〉 = 〈A† y , x 〉 , y ∈ D(A†) , ‖y‖ ≤ 1 .
L’ultima uguaglianza ci dice che Φy e` un funzionale continuo (come funzione di x) per
ogni y nella sfera (chiusa) unitaria e nel dominio di A†. Puntualmente, per ogni x, la
prima uaglianza garantisce che la famiglia e` limitata uniformemente rispetto a y nella
sfera unitaria:
|Φy(x)| ≤ ‖Ax‖ · ‖y‖ ≤ ‖Ax‖ <∞ , ∀ y , ‖y‖ ≤ 1 ,
pertanto, per il principio di uniforme limitatezza, esiste una costante C > 0 tale che:
‖Φy‖ ≤ C <∞ , ∀ y ∈ D(A†) , ‖y‖ ≤ 1 .
Poiche` ‖Φy‖ = ‖A† y‖, abbiamo che A† e` limitato e ‖A†‖ ≤ C. Essendo A† chiuso, per il
teorema 1.8, il suo dominio e` chiuso: D(A†) = H. A† ∈ B(H) e quindi A = A†† ∈ B(H)
al pari di A†.
Supponiamo ora che D(A) 6= H. Essendo pero` un sottospazio chiuso, possiamo consi-
derare il proiettore ortogonale P su D(A) e l’operatore AP con dominio H. Sia xn ∈ H,
xn → x, AP xn → y. Allora, essendo P continuo, P xn → P x e y = AP x in quanto
A e` chiuso. Quindi anche AP e` chiuso e, per quanto visto prima, continuo; ma lo stesso
deve valere per A in quanto su D(A) coincide con AP .
− • −
Vediamo qualche conseguenza di tale teorema.
Teo. 1.17 Sia A un operatore chiuso invertibile e con un range chiuso. Allora A−1 e`
limitato.
Dim. 1.17 Abbiamo visto che A−1 e` chiuso al pari di A, ed essendo D(A−1) = R(A),
abbiamo che A−1 e` limitato.
− • −
Teo. 1.18 Sia A un operatore chiuso densamente definito. Allora il range di A e il
range di A† sono entrambi chiusi oppure entrambi non chiusi:
R(A) = R(A)− ⇐⇒ R(A†) = R(A†)− .
1.3 Operatori chiusi 33
Dim. 1.18 Sappiamo che, essendo A chiuso e densamente definito, esiste l’aggiunto A†
densamente definito (e chiuso), e abbiamo:
R(A)⊥ = N(A†) , R(A†)⊥ = N(A) ,
R(A)− ⊕N(A†) = H = R(A†)− ⊕N(A) .
Allora, se x ∈ D(A):
x = x˜+ x0 , x˜ ∈ R(A†)− , x0 ∈ N(A) ⊆ D(A) ,
ma allora anche x˜ = x− x0 ∈ D(A), cioe`:
x˜ ∈ D0 = D(A) ∩ R(A†)− , A x = A x˜ ∈ R(A) .
Pertanto possiamo individuare un operatore A0 restrizione di A a D0:
D(A0) = D0 , R(A0) = R(A) , A0 x˜ = A x˜ .
e la chiusura di D0 (essendo D(A)
− = H) coincide con R(A†)−. A0 risulta chiuso al pari
di A: {
xn −→ x˜ ∈ D−0 ,
A0 xn −→ y ,
=⇒
{
x˜n −→ x˜ ∈ R(A†)− ,
A x˜n −→ y ,
=⇒ x˜ ∈ D(A) ∩R(A†)− = D0 = D(A0) , y = A x˜ = A0 x˜ .
A0 e` invertibile (per costruzione):
N(A0) = N(A) ∩D0 = {0} ,
per cui esiste A−10 (chiuso al pari di A0):
D(A−10 ) = R(A) , A
−1
0 : R(A) −→ D0 ⊆ D−0 = R(A†)− .
Analogamente, scambiando i ruoli di A e A†, possiamo costruire un operatore invertibile
A∗0, restrizione di A
† al dominio D∗0 = D(A
†) ∩ R(A)−.
Riassumendo, abbiamo individuato degli operatori chiusi agenti tra i sottospazi (chiu-
si) R(A)− e R(A†)−:
A0 : R(A
†)− −→ R(A)− , A0 x = Ax , N(A0) = {0} ,
A∗0 : R(A)
− −→ R(A†)− , A∗0 y = A† y , N(A∗0) = {0} ,
D(A0) = D0 = D(A) ∩ R(A†)− , D−0 = R(A†)− , R(A0) = R(A) ,
D(A∗0) = D
∗
0 = D(A
†) ∩ R(A)− , D∗−0 = R(A)− , R(A∗0) = R(A†) ,
A−10 : R(A)
− −→ R(A†)− , D(A−10 ) = R(A) ,
A∗−10 : R(A
†)− −→ R(A)− , D(A∗−10 ) = R(A†) .
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Abbiamo anche che se x ∈ D0, y ∈ D∗0:
〈A∗0 y , x 〉 = 〈A† y , x 〉 = 〈 y , A x 〉 = 〈 y , A0 x 〉 ,
mentre se x ∈ R(A), y ∈ R(A†):
〈A∗−10 y , x 〉 = 〈A∗−10 y , A0A−10 x 〉 = 〈A∗0A∗−10 y , A−10 x 〉 = 〈 y , A−10 x 〉 .
Quindi, sebbene A0 (e A
∗
0) non siano in generale densamente definiti, possiamo dire che
sono legati da una “aggiunzione”. Se estendiamo la definizione di aggiunto di un operatore
a trasformazioni agenti tra spazi di Hilbert diversi (nel nostro caso le chiusure R(A†)−
e R(A)−) densamente definite, allora effetttivamente A∗0 e A
∗−1
0 sono effettivamente gli
aggiunti di A0 e A
−1
0 .
Vediamo ora come l’invertibilita` ci fornisce rapidamente la validita` dell’enunciato.
Se R(A) = D(A−10 ) e` chiuso, allora A
−1
0 risulta limitato. Questo comporta (in base alle
relazioni sopra) che anche A∗−10 e` limitato (e chiuso), quindi il suo dominio R(A
†) e` chiuso.
Scambiando i ruoli di A0 e A
∗
0 abbiamo anche l’implicazione inversa.
− • −
Capitolo 2.
Spettro e risolvente
2.1 Operatore risolvente
Assumeremo di seguito che A sia un operatore densamente definito su uno spazio di Hilbert
H. Per studiare le proprieta` di A (cioe` studiare l’equazione Ax = y) conviene considerare
piu` in generale la famiglia di operatori A−λ dipendenti da un numero complesso λ (detto
anche parametro spettrale):
A− λ : D(A) −→ R(A− λ) (2.1)
ed il suo eventuale inverso. Se A e` definito su uno spazio finito dimensionale e` chiaro
che A− λ e` invertibile se e solo se λ non e` un autovalore di A e (A− λ)−1 definisce una
funzione (a valori operatoriali) analitica in λ. Nel caso infinito-dimensionale la situazione
e` piu` complicata e bisogna premettere alcune definizioni.
Def. 2.1 Sia A un operatore definito su un dominio denso in H. Diremo che λ e` un
punto regolare di A se:
i) il range di A− λ e` denso in H,
ii) (A− λ) e` iniettivo, quindi invertibile,
iii) (A− λ)−1 e` limitato.
L’insieme dei punti regolari e` detto insieme risolvente di A e indicato con ρ(A).
ρ(A) =
{
λ ∈ C : R(A− λ)− = H , (A− λ)−1 esiste ed e` continuo} . (2.2)
Il complementare di ρ(A) e` detto spettro di A e indicato con σ(A):
σ(A) = C \ ρ(A) . (2.3)
Se λ ∈ ρ(A), l’operatore:
R(λ) = R(λ,A) = (A− λ)−1 , (2.4)
e` detto operatore risolvente (o funzione risolvente) di A.
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La definizione di insieme risolvente e spettro e` in realta` molto generale e si applica
anche a operatori agenti su spazi di Banach. Lo stesso vale per molte definizioni e risultati
che vedremo in seguito, anche se il nostro interesse e` principalmente rivolto a operatori
agenti su spazi di Hilbert.
Ricordiamo che se un operatore A e` densamente definito e invertibile, allora anche il
suo aggiunto e` invertibile e: (
A†
)−1
=
(
A−1
)†
.
Questa proprieta` si riflette immediatamente sull’insieme risolvente e sullo spettro, pas-
sando al suo complementare.
Lem. 2.1 Sia A densamente definito, con un aggiunto densamente definito. Allora:
ρ(A†) = ρ(A) , σ(A†) = σ(A) , (2.5)
R(λ,A)† =
[
(A− λ)−1]† = (A† − λ)−1 = R(λ,A†) . (2.6)
Vediamo ora una cosa possiamo dire quando un operatore, densamente definito, risulta
invertibile, ricercando l’operatore risolvente dell’inverso A−1:
A−1 : R(A) −→ D(A) .
Sia z non nullo un punto dell’insieme risolvente di A, z ∈ ρ(A) \ {0}, e:
R(z, A) = (A− z)−1 : R(A− z) −→ D(A− z) = D(A) ,
con R(A− z) denso in H. Poniamo:
B = −z AR(z, A) = −z A (A− z)−1 = −z − z2 (A− z)−1
= −z − z2R(z, A) ,
(2.7)
abbiamo allora:
D(B) = R(A− z) , R(B) = R(A) .
e l’ultima uguaglianza della (2.7) ci garantisce che B e` limitato (l’operatore risolvente e`
limitato). Considerando allora l’operatore:
(A−1 − z−1) : R(A) −→ R(A−1 − z−1) ,
abbiamo:
(A−1 − z−1)B = (A−1 − z−1) (−z A (A− z)−1)
=
[−z (A− z)−1 + A (A− z)−1]
= (A− z) (A− z)−1 = 1R(A−z) .
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Ricordando il risultato (1.9) e notando che:
D(A−1 − z−1) = R(A) = R(B) ,
possiamo concludere che B e (A−1 − z−1) sono l’uno l’inverso dell’altro:
R(A−1 − z−1) = D(B) = R(A− z) ,(
A−1 − z−1)−1 = −z A (A− z)−1 = −z − z2 (A− z)−1 , (2.8)
per cui R(A−1−z−1) e` denso in H, (A−1−z−1) e` invertibile con inverso limitato. Abbiamo
quindi che z−1 appartiene all’insieme risolvente di A−1.
Scambiando i ruoli di A−1 e A abbiamo anche che se z−1 6= 0 appartiene all’insieme
risolvente di A−1, allora z 6= 0 appartiene all’insieme risolvente di A:
ρ(A−1) \ {0} = (ρ(A) \ {0})−1 , (2.9)
e, passando ai complementari:
σ(A−1) \ {0} = (σ(A) \ {0})−1 . (2.10)
In particolare, se z e` un autovalore di A:
(A− z)u = 0 , u 6= 0 ,
(1− z A−1)u = 0 ,
(A−1 − z−1)u = 0 .
Posiamo riassumere con la seguente affermazione.
Lem. 2.2 Se A e` densamente definito e invertibile, allora:
σ(A−1) \ {0} = (σ(A) \ {0})−1 . (2.11)
In particolare, Au = z u se e solo se A−1 u = z−1 u.
2.1.1 Operatore moltiplicativo
Consideriamo lo spazio L2(Rn) e sia v : Rn −→ C una funzione misurabile. Allora
possiamo definire l’operatore di moltiplicazione Mv:
D(Mv) = Dv =
{
f ∈ L2(Rn) ; v f ∈ L2(Rn)} ,
(Mv f)(x) = v(x) f(x) .
(2.12)
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Analogamente, possiamo definire la moltiplicazione Mv∗ per v(x)
∗, definita sullo stesso
dominio Dv∗ = Dv, in quanto se v f ∈ L2(Rn) allora anche v∗ f ∈ L2(Rn).
Assumiamo che v sia una funzione “ben definita” quasi ovunque, cioe` possiamo richie-
dere che diverga solo su un insieme a misura nulla:
µ {x ∈ Rn ; |v(x)| =∞} = 0 ,
in questo modo garantiamo che il dominio Dv e` denso in L
2(Rn). Infatti, considerando i
sottoinsiemi:
ΩA = {x ∈ Rn ; |v(x)| ≤ A} ,
abbiamo che ΩA −−−→
A→∞
Rn e, per ogni f ∈ L2(Rn) le funzioni fA = χΩA f ∈ Dv convergono
in L2(Rn) a f per A→∞ (per il teorema di convergenza dominata).
Vediamo ora l’aggiunto di Mv. Se h, f ∈ Dv, abbiamo:
〈h ,Mv f〉 =
∫
Rn
h(x)∗ v(x) f(x) dx
=
∫
Rn
(
v(x)∗ h(x)
)∗
f(x) dx = 〈Mv∗ h , f〉 ,
con Mv∗ moltiplicazione per v
∗(x). A prima vista questo sembra indicare che l’aggiunto
sia proprio Mv∗ , ma abbiamo solo assunto che h ∈ Dv per cui possiamo solo dire che
Mv∗ ⊆ M †v . Per mostrare l’uguaglianza e` necessario un lavoro un poco piu` duro. Se
h ∈ D(M †v ), allora esiste una funzione g ∈ L2(Rn) tale che:∫
Rn
h∗(x) v(x) f(x) dx =
∫
Rn
g∗(x) f(x) dx , f ∈ Dv ,
pertanto ∫
Rn
(h(x) v∗(x)− g(x))∗ f(x) dx = 0 , f ∈ Dv .
In particolare,∫
Rn
(h(x) v∗(x)− g(x))∗ χΩA(x) f(x) dx = 0 , f ∈ L2(Rn) .
che mostra che χΩA (h v
∗ − g) ∈ L2(Rn) si annulla. Per l’arbitrarieta` di A, dobbiamo
avere:
v∗ h = g ∈ L2(Rn) ,
per cui effettivamente:
D(M †v ) = Dv∗ = Dv , M
†
v = Mv∗ . (2.13)
In particolare Mv e` autoaggiunto se e solo se v e` una funzione reale.
2.1 Operatore risolvente 39
Chiaramente se v e` limitata (f ∈ L∞(Rn)) allora Mv e` un operatore limitato e:
‖Mv‖ ≤ ‖v‖∞ ,
ma possiamo vedere, viceversa, che se Mv e` limitato allora anche v deve essere limitata
(essenzialmente), e si ha:
‖Mv‖ = ‖v‖∞ . (2.14)
Studiamo infatti l’insieme:
FB = {x ∈ Rn ; |v(x)| > B} .
Se v 6∈ L∞(Rn) allora FB ha misura non nulla per ogni B e, detta χB la sua funzione
caratteristica, per ogni u ∈ Dv non nulla su FB, la funzione χBu definisce un elemento
non nullo di L2(Rn) a cui possiamo applicare Mv e:
‖Mv χB u‖ = ‖v χB u‖ ≥ B ‖χB u‖
‖Mv‖ = sup
v 6=0
‖Mv v‖
‖v‖ ≥
‖Mv χB u‖
‖χB u‖ ≥ B ,
che, per l’arbitrarieta` di B, contraddice la limitatezza di Mv. Pertanto v ∈ L∞(Rn).
Abbiamo gia` visto che ‖Mv‖ ≤ ‖v‖∞ e vediamo che non puo` essere verificata la disua-
guaglianza in senso stretto. Infatti in tal caso avremmo che esiste un  > 0 con:
‖Mv‖+  < ‖v‖∞ ,
e, considerando l’insieme:
F = {x ∈ Rn ; |v(x)| > ‖v‖∞ − } ,
questo risulta a misura non nulla per la definizione stessa di ‖v‖∞. Applicando il ragio-
namento precedente (con B = ‖v‖∞ − ) otteniamo:
‖Mv‖ ≥ ‖v‖∞ , ‖Mv‖+  ≥ ‖v‖∞ ,
che contraddice la disuguaglianza in senso stretto.
Vediamo ora di determinare lo spettro di Mv. Chiaramente l’operatore risolvente
(Mv − λ)−1 e` dato dall’operatore moltiplicativo:
((Mv − λ)−1 f)(x) = 1
v(x)− λ f(x) ,
D((Mv − λ)−1) = { f ∈ L2(Rn) ; f
v − λ ∈ L
2(R)} .
(2.15)
e, richiedendo che sia limitato, vogliamo che:
‖(Mv − λ)−1‖ =
∥∥∥∥ 1v(x)− λ
∥∥∥∥
∞
≤ 1

,
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per un opportuno  > 0. Ma questo, per la definizione di estremo superiore essenziale,
equivale a dire che:
µ{x ∈ Rn ; |v(x)− λ| < } = 0 ,
pertanto:
ρ(Mv) = {z ∈ C ; ∃  > 0 : µ{x ∈ Rn ; |v(x)− z| < } = 0} , (2.16)
σ(Mv) = {z ∈ C ; ∀  > 0 : µ{x ∈ Rn ; |v(x)− z| < } > 0} . (2.17)
L’insieme σ(Mv) cos`ı definito viene ache detto range essenziale di v(x).
Inoltre, possiamo dire che z e` un autovalore di Mv se la retroimmagine v
−1({z}) ha
misura non nulla e la corrispondente funzione caratteristica χv−1({z})(x) e` una autofun-
zione. Piu` in generale, qualsiasi funzione di L2(Rn) con un supporto contenuto nella
retroimmagine v−1({z}) e` una autofunzione con autovalore z.
2.1.2 Operatori chiusi
I risultati piu` importanti richiederanno delle condizioni aggiuntive sull’operatore. In man-
canza della continuita`, e volendo considerare in seguito operatori autoaggiunti, la richiesta
minima sara` quella di considerare operatori chiusi. Vediamo qualche conseguenza delle
definizioni.
Teo. 2.3 Sia A un operatore chiuso e densamente definito. Allora possiamo affermare:
i) Se λ ∈ ρ(A), allora (A− λ)−1 e` definito ovunque, cioe`:
R(A− λ) = H , ∀λ ∈ ρ(A) . (2.18)
ii) Per ogni λ , µ ∈ ρ(A) vale la seguente equazione del risolvente:
R(λ)−R(µ) = (λ− µ)R(λ)R(µ) = (λ− µ)R(µ)R(λ) . (2.19)
iii) L’insieme risolvente ρ(A) e` un insieme aperto e l’applicazione:
λ 7−→ R(λ) = (A− λ)−1 , λ ∈ ρ(A) , (2.20)
e` analitica per ogni λ ∈ ρ(A). Inoltre possiamo affermare che:
‖R(λ)‖ ≥ d(λ, σ(A))−1 . (2.21)
Dim. 2.3 Risulta facile verificare che se A e` chiuso allora anche A− λ e` chiuso per ogni
λ complesso. Assumiamo l’esistenza dei limiti:
x = lim
n→∞
xn , y = lim
n→∞
(A− λ)xn , xn ∈ D(A) ,
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allora esistono i limiti:
lim
n→∞
λxn = λx , lim
n→∞
Axn = lim
n→∞
(A− λ)xn + lim
n→∞
λxn = y + λx ,
e la chiusura di A ci garantisce:
x ∈ D(A) , y + λx = Ax , y = (A− λ)x .
Assumiamo ora λ ∈ ρ(A), allora anche (A− λ)−1 e` chiuso, e la limitatezza impone che il
suo dominio sia chiuso:
D
(
(A− λ)−1) = R(A− λ) = R(A− λ)− = H .
Per avere l’equazione del risolvente consideriamo λ, µ ∈ ρ(A) e l’uguaglianza (valida
su tutto H):
R(λ) = R(λ) (A− µ)R(µ)
= R(λ) (A− λ)R(µ) + (λ− µ)R(λ)R(µ)
= R(µ) + (λ− µ)R(λ)R(µ) .
Scambiando i ruoli di λ e µ abbiamo anche la seconda uguaglianza.
Fissiamo ora µ ∈ ρ(A) e, considerando λ variabile, usiamo l’equazione del risolvente
(2.19) ricorsivamente:
R(λ) = R(µ) + (λ− µ)R(µ)R(λ)
= R(µ) + (λ− µ)R(µ)2 + (λ− µ)2R(µ)2R(λ)
=
n∑
j=0
(λ− µ)j R(µ)j+1 + (λ− µ)n+1R(µ)n+1 R(λ) .
La successione di operatori limitati:
Rn =
n∑
j=0
(λ− µ)j R(µ)j+1
converge (in norma) ad un operatore limitato (B(H) e` uno spazio di Banach):
R∞ = lim
n→∞
Rn se |λ− µ| ‖R(µ)‖ < 1 ,
e ci aspettiamo che in tal caso λ ∈ ρ(A) e che Rn → R(λ) per tutti i λ interni al disco di
convergenza.
Sia ψ un vettore arbitrario di H e poniamo:
ϕn = Rn ψ , ϕ = R∞ ψ = lim
n→∞
ϕn .
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Allora abbiamo:
Aϕn = ARn ψ = (A− µ)Rn ψ + µϕn
= (A− µ)
(
R(µ) +
n−1∑
j=0
(λ− µ)j+1R(µ)j+2
)
ψ
= ψ + (λ− µ)
n−1∑
j=0
(λ− µ)j R(µ)j+1 ψ + µϕn
= ψ + (λ− µ)Rn−1 ψ + µϕn = ψ + (λ− µ)ϕn−1 + µϕn
−−−→
n→∞
ψ + (λ− µ)ϕ+ µϕ = ψ + λϕ .
Essendo A chiuso, la suddetta convergenza comporta che:
ϕ = R∞ ψ ∈ D(A) , Aϕ = ψ + λϕ ,
cioe`:
(A− λ)R∞ ψ = ψ ∀ψ ∈ H .
Analogamente, se ψ ∈ D(A),
RnAψ = ψ + (λ− µ)ϕn−1 + µϕn ,
e quindi, prendendone il limite (non e` piu` necessaria la chiusura di A):
R∞ (A− λ)ψ = ψ ∀ψ ∈ D(A) ,
e possiamo affermare che, con λ interno al disco di convergenza della serie R∞, (A− λ) e`
inveribile, con inverso limitato e R∞ = (A− λ)−1:
R(λ) =
∞∑
j=0
(λ− µ)j R(µ)j+1 . (2.22)
Questo prova le affermazioni finali del teorema, in quanto il disco di convergenza della
serie (2.22) costituisce un intorno aperto di µ contenuto in ρ(A) che risulta aperto. Lo
sviluppo in serie di potenze ci dice anche che R(λ) e` una funzione analitica di λ ∈ ρ(A).
Il fatto che il disco di convergenza sia contenuto in ρ(A) impone che il suo raggio sia
inferiore alla distanza tra µ e σ(A):
1
‖R(µ)‖ ≤ d(µ, σ(A)) ,
da cui la stima (2.21).
− • −
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Osservazione. Osserviamo che l’equazione del risolvente ci dice che gli operatori risol-
venti commutano tra loro:
R(λ)R(µ) = R(µ)R(λ) =
R(λ)−R(µ)
λ− µ , ∀λ, µ ∈ ρ(A) , λ 6= µ , (2.23)
e, operando il limite per µ→ λ:
u–lim
µ→λ
R(µ)−R(λ)
µ− λ = R(λ)
2 , (2.24)
(la notazione u–lim indica il limite uniforme, cioe` la convergenza in norma nello spazio
di Banach B(H)) ci fornisce un’altra indicazione di analiticita` dell’operatore risolvente,
mostrando la sua derivablita` rispetto a λ complesso, e possiamo invocare tutti i risultati
validi per le funzioni olomorfe.
In molti testi la condizione i nella definizione di spettro viene sostituita dalla condizione
piu` restrittiva che R(A−λ) = H che abbiamo visto valere per gli operatori chiusi. A com-
pletamento possiamo notare che vale anche il seguente risultato che giustfica ulteriormente
l’utilizzo di operatori chiusi.
Lem. 2.4 Se A e` densamente definito in H ed esiste z ∈ ρ(A) tale che R(A− z) = H,
allora A e` chiuso.
Dim. 2.4 Sia fn una successione nel D(A) tale che esistano entrambi i limiti:
lim
n→∞
fn = f , lim
n→∞
Afn = g ,
allora, posto hn = (A− z) fn, abbiamo:
lim
n→∞
hn = lim
n→∞
(A− z) fn = g − z f ∈ H = R(A− z) = D(A− z)−1
(A− z)−1(g − z f) = lim
n→∞
(A− z)−1 hn = lim
n→∞
fn = f .
=⇒ f ∈ D(A) , A f = (A− z) f + z f = g − z f + z f = g
e A e` chiuso.
− • −
Risulta chiaro che se z e` un autovalore di un operatore A allora z ∈ σ(A), ma si possono
presentare certi casi in cui un numero complesso z, pur non essendo un autovalore, lo e`
“quasi”, nel senso che l’equazione agli autovalori (A−z)ψ = 0 non ammette una soluzione
ψ 6= 0, ma possiamo trovare una successione ψn, con i vari ψn non nulli, tale che:
‖ψn‖ = 1 , ‖(A− z)ψn‖ −−−→
n→∞
0 , (2.25)
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cioe` l’equazione agli autovalori e` soddisfatta nel limite per n→∞ (non e` richiesto che ψn
sia una successione convergente). Una sequenza ψn siffatta e` detta sequenza di Weyl
1,
e la sua esistenza garantisce che z ∈ σ(A). Infatti se, per assurdo, z ∈ ρ(A), allora si
avrebbe la contraddizione:
1 = ‖ψn‖ = ‖R(z) (A− z)ψn‖ ≤ ‖R(z)‖ ‖(A− z)ψn‖ −−−→
n→∞
0 .
Viceversa, se A e` chiuso, e z e` un punto della fontiera dello spettro σ(A), allora esiste
una successione zn → z con zn ∈ ρ(A) e, per la (2.21), abbiamo:
‖R(zn)‖ ≥ 1
d(zn, σ(A))
≥ 1|zn − z| −−−→n→∞ ∞ ,
per cui esiste una successione ϕn, con ‖ϕn‖ = 1, tale che:
‖R(zn)ϕn‖ −−−→
n→∞
∞ .
Posto:
ψn =
R(zn)ϕn
‖R(zn)ϕn‖ , ‖ψn‖ = 1 ,
abbiamo:
‖(A− z)ψn‖ = ‖(A− zn)ψn + (zn − z)ψn‖ =
∥∥∥∥ ϕn‖R(zn)ϕn‖ + (zn − z)ψn
∥∥∥∥
≤ 1‖R(zn)ϕn‖ + |zn − z| −−−→n→∞ 0 ,
per cui esiste una sequenza di Weyl per z. Riassumendo:
Lem. 2.5 Se esiste una successione ψn ∈ D(A), con ‖ψn‖ = 1 e ‖(A − z)ψn‖ → 0,
allora z ∈ σ(A). viceversa se A e` chiuso e z e` un punto di frontiera di σ(A) allora esiste
sicuramente una sequenza di Weyl per tale z.
1 Hermann Klaus Hugo Weyl (Elmshorn, 9 novembre 1885 – Zurigo, 8
dicembre 1955) e` stato un matematico tedesco. E` stato una delle personalita`
piu` influenti per la matematica della prima parte del XX secolo, e la sua ricerca
ha avuto grande rilevanza per molti settori chiave, a partire dalla teoria dei
numeri, e per la fisica teorica. Ha lasciato tracce di grande rilievo anche nella
filosofia della scienza.
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Supponiamo ora che un operatore A densamente definito sia simmetrico e chiuso. Se
z = x + i y e` un numero complesso con una parte immaginaria non nulla (z ∈ C \ R)
allora, per ogni φ ∈ D(A):
‖(A− z)φ‖2 = ‖(A− x)φ− i y φ‖2 = ‖(A− x)φ‖2 + |y|2 ‖2 ≥ |y|2 ‖φ‖2 ,
‖(A− z)φ‖ ≥ |y|‖φ‖ .
Questo ci garantisce che A− z e` iniettivo, (A− z)−1 esiste ed e` chiuso e limitato:
‖(A− z)−1‖ ≤ |y|−1 ,
e il suo dominio e` quindi chiuso.
Questo ci permette una connessione importante con lo spettro σ(A). Se σ(A) ⊆ R
allora z = x + i y ∈ ρ(A) e quindi R(A − z) = H e A e` autoggiunto per il lemma 1.13.
Viceversa, se A e` autoaggiunto il calcolo precedente ci garantisce anche che N(A†− z∗) =
R(A− z)⊥ = 0, con z ∈ C \ R, per cui z ∈ ρ(A) e σ(A) ⊆ R.
Assumiamo come ulteriore ipotesi che A sia semidefnito, cioe` esista una costante E ∈ R
tale che A− E ≥ 0:
〈φ, (A− E)φ〉 ≥ 0 , ∀φ ∈ D(A) . (2.26)
allora, se x e` reale e x < E:
(E − x)‖φ‖2 ≤ 〈φ, (A− E)φ〉+ (E − x) 〈φ, φ〉
= 〈φ, (A− x)φ〉 ≤ ‖φ‖ ‖(A− x)φ‖ ,
‖(A− x)φ‖ ≥ (E − x) ‖φ‖ ,
e possiamo estendere il ragionamento precedente al caso di z reale con z < E. Possiamo
riassumere.
Teo. 2.6 Sia A un operatore simmetrico e chiuso. Allora:
i) A e` autoaggiunto se se solo se σ(A) ⊆ R, e se =m z 6= 0, si ha:
‖R(z, A)‖ ≤ |=m z|−1 . (2.27)
ii) A e` autoaggiunto e (A−E) > 0, con E reale, se e solo se σ(A) ⊆ [E, ∞), e si ha:
‖R(µ,A)‖ ≤ |E − µ|−1 , µ < E . (2.28)
Questo risultato comporta che se A e` autoaggiunto, abbiamo anche:
inf σ(A) = inf {〈ψ, Aψ〉 , ψ ∈ D(A) , ‖ψ‖ = 1} ,
sup σ(A) = sup {〈ψ, Aψ〉 , ψ ∈ D(A) , ‖ψ‖ = 1} ,
(2.29)
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2.1.3 Operatori limitati
Considerariamo ora il caso di operatori limitati. Sia A limitato e supponiamo di voler
invertire A− λ. Se λ 6= 0 abbiamo:
A− λ = −λ
(
1− A
λ
)
,
e cio` porta a definire l’operatore inverso tramite la serie operatoriale di Neumann2:
−1
λ
∞∑
k=0
An
λn
.
Se abbiamo una serie di potenze
∑∞
n=0 an z
n, con z ∈ C, e i coefficienti elementi di uno
spazio di Banach (nel nostro caso sono operatori di B(H)), allora sono effettivamente
validi i risultati noti sulle serie di potenze, In particolare continua a valere il teorema di
Cauchy-Hadamard3. Posto:
1
ρ
= lim sup
n→∞
‖an‖1/n ,
(con la convenzione ρ = 0 se il lim sup diverge) si ha che:
|z| < ρ =⇒ la serie e` asssolutamente convergente ,
|z| > ρ =⇒ la serie non converge ,
2 Carl Neumann (Ko¨nigsberg, Prussia, 7 maggio 1832 – Lipsia, 27 marzo
1925) e` stato un matematico tedesco. Ha lavorato principalmente sul principio
di Dirichlet, ed e` stato uno dei precursori nello studio delle equazioni integrali.
Il suo nome e` ricordato per la serie operatoriale analoga alla serie geometrica
e per le condizioni al contorno per equazioni differenziali, in cui sono fisate le
derivate della soluzione ai bordi.
3 Jacques Solomon Hadamard (Versailles, 8 dicembre 1865 – Parigi, 17
ottobre 1963) e` stato un matematico francese, conosciuto principalmente per la
sua dimostrazione del teorema dei numeri primi (il teorema fornisce una formula
asintotica per la distribuzione dei numeri primi). Nel suo libro “La psicologia
dell’invenzione in campo matematico”, Hadamard usa l’introspezione per de-
scrivere il pensiero dei processi matematici. In forte contrapposizione con gli
autori che identificavano il ragionamento con la lingua e la cognizione, egli de-
scrisse il pensiero matematico come una attivita` che non si serve di parole ma
che e` accompagnato da immagini mentali che si condensano nell’idea generale
di una dimostrazione. Attorno al 1900 intervisto` 100 dei maggiori fisici dell’e-
poca chiedendo loro come avessero svolto il loro lavoro. Molte delle risposte
confermarono la sua teoria; alcuni raccontarono di vedere i concetti matematici
come colori.
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e nulla si puo` dire quando |z| = ρ.
Nel nostro caso i coefficienti sono potenze di un operatore limitato e, grazie al fatto
che ‖An+m‖ ≤ ‖An‖ ‖Am‖, si puo` dimostrare che il massimo limite di cui sopra e` finito e
valutabile come limite ordinario o come estremo inferiore:
r(A) = inf
n
‖An‖1/n = lim
n→∞
‖An‖1/n ≤ ‖A‖ <∞ . (2.30)
Siamo ora in grado di fornire il seguente risultato.
Teo. 2.7 Sia A ∈ B(H) un operatore limitato definito su tutto lo spazio H. Allora si
ha:
{λ ∈ C : |λ| > r(A) } ⊆ ρ(A) , (2.31)
R(λ) = −1
λ
∞∑
n=0
(
A
λ
)n
, |λ| > r(A) , (2.32)
r(A) = sup
λ∈σ(A)
|λ| , (2.33)
σ(A) 6= ∅ . (2.34)
Dim. 2.7 Il teorema di Cauchy-Hadamard ci garantisce che la serie di Neumann:
−1
λ
∞∑
k=0
Ak
λk
risulta convergente in B(H) quando:
1
|λ| <
1
r(A)
, cioe` |λ| > r(A) .
e, nella stessa maniera in cui si e` visto lo sviluppo in serie del risolvente, si mostra che tale
serie converge proprio all’operatore (A−λ)−1 che risulta quindi anche limitato. Risultano
quindi verificate le prime due affermazioni.
Vediamo di dimostrare, con un ragionamento per assurdo, la terza affermazione.
Supponiamo:
sup
λ∈σ(A)
|λ| = r˜ < r(A) ,
allora per |λ| > r˜ il risolvente R(λ) risulterebbe una funzione analitica e lo sviluppo in
serie di Neumann deve valere in tutta tale regione, anche per qualsiasi |λ| compreso tra
r˜ e r(A), ma questo contraddice il teorema di Cauchy-Hadamard stesso, che afferma che
tale serie non converge per |λ| < r(A). Pertanto si deve avere r˜ = r(A).
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Anche l’ultimo punto puo` essere visto con un ragionamento per assurdo. Se lo spettro
fosse vuoto l’operatore risolvente risulterebbe analitico in tutto il piano complesso, con:
R(λ) = −1
λ
∞∑
n=0
An
λn
,
e, per di piu`:
u–lim
λ→∞
R(λ) = 0 .
Allora, per il teorema di Liouville4, questo comporta che:
R(λ) = (A− λ)−1 = cost. = 0 ,
chiaramente impossibile. Pertanto σ(A) 6= ∅.
− • −
Il risultato (2.33) ci dice che la circonferenza |λ| = r(A) deve contenere almeno un
punto di accumulazione dello spettro σ(A) (essendo poi A chiuso, tale punto deve an-
che appartenere allo spettro, in quanto chiuso). Lo spettro deve essere quindi racchiuso
strettamente entro il disco di raggio r(A) che viene detto per questo raggio spettrale.
Vediamo ora cosa possiamo dire per un caso particolare, ma importante, di operatori
limitati, gli operatori unitari.
Teo. 2.8 Sia U un operatore unitario. Allora:
σ(U) ⊆ {z ∈ C ; |z| = 1} . (2.35)
In particolare tutti gli autovalori hanno modulo uno e autovettori corrispondenti ad
autovalori diversi sono ortogonali.
Dim. 2.8 Poiche` ‖U‖ ≤ 1 abbiamo:
σ(U) ⊆ {z ∈ C ; |z| ≤ 1} .
4 Joseph Liouville (Saint-Omer, 24 marzo 1809 – Parigi, 8 settembre 1882)
e` stato un matematico francese. Liouville ha pubblicato in diversi ambiti della
matematica, tra cui la teoria dei numeri, l’analisi complessa, la geometria dif-
ferenziale, e anche in fisica matematica e persino in astronomia. Resta ancora
celebre il teorema di Liouville, risultato oggi ampiamente studiato in analisi
complessa. Un altro teorema di Liouvile lo si ritrova anche nella meccanica
Hamiltoniana. Oltre al suo talento matematico, Liouville mostrava notevoli ca-
pacita` organizzative. Fonda il Journal de Mathe`matiques Pures et Applique´s,
molto reputato ancora oggi. Fu il primo a leggere i lavori inediti di Galois, a
pubblicarli nel suo giornale nel 1846, e a riconoscerne l’importanza. Liouville fu
anche impegnato politicamente per un breve periodo: membro dell’assemblea
costituente nel 1848, la abbandono` dopo una sconfitta elettorale nel 1849.
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Inoltre, U−1 e` anch’esso unitario e, per il lemma 2.2, abbiamo anche:
σ(U) ⊆ {z ∈ C ; |z| ≥ 1} ,
da cui la validita` della prima affermazione.
Supponiamo ora di avere un autovalore z di U : Uψ = z ψ, allora
U † ψ = U−1 ψ = z−1 ψ = z∗ ψ ,
e se abbiamo due autovalori distinti, U ψj = zj ψj, j = 1, 2, abbiamo:
(z1 − z2) 〈ψ1, ψ2〉 = 〈z∗1ψ1, ψ2〉 − 〈ψ1, z2 ψ2〉 = 〈U † ψ1, ψ2〉 − 〈ψ1, U ψ2〉 = 0 .
per cui:
z1 6= z2 =⇒ 〈ψ1, ψ2〉 = 0 .
− • −
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2.2 Classificazione dello spettro
A seconda delle condizioni che vengono meno per avere un punto regolare per un operatore
lineare, si suddivide lo spettro in varie parti.
Def. 2.2 Lo spettro di un operatore lineare A, con A densamente definito e` suddiviso
come segue:
a) spettro puntuale σp(A):
σP (A) =
{
λ ∈ C : λ e` un autovalore di A}
=
{
λ ∈ C : N(A− λ) 6= {0}} , (2.36)
b) spettro continuo σc(A):
σc(A) =
{
λ ∈ C : A− λ e` invertibile, R(A− λ) e` denso,
ma (A− λ)−1 non e` limitato} (2.37)
c) spettro residuo σr(A):
σr(A) =
{
λ ∈ C : A− λ e` invertibile, R(A− λ) non e` denso} . (2.38)
Esempio 2.1 Sia H uno spazio di Hilbert separabile e {ek}∞k=0 una base Hiilbertiana di
H. Se:
x =
∞∑
k=0
xk ek ,
∞∑
k=0
|xk|2 <∞ ,
definiamo l’operatore di “shift”:
S x =
∞∑
k=0
xk ek+1 =
∞∑
k=1
xk−1 ek .
Chiaramente S e` un operatore limitato e ‖S‖ = 1. Anzi S risulta isometrico: ‖S x‖ = ‖x‖.
E` facile verificare che l’aggiunto S† e` anch’esso definito su tutto H, e:
S† x =
∞∑
k=1
xk ek−1 =
∞∑
k=0
xk+1 ek ,
per cui si ha sempre ‖S†‖ = 1, ma:
‖S† x‖ ≤ ‖x‖ ,
in quanto S† e0 = 0. Gli operatori sono chiusi, essendo S†† = S.
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Vediamo ora lo spettro puntuale di S e S†. Impostiamo le equazioni agli autovalori:
S x = λx ⇐⇒
∞∑
k=1
xk−1 ek =
∞∑
k=0
λxk ek ,
{
λx0 = 0 ,
λ xk = xk−1 , k > 0 .
λ x0 = 0 =⇒ λ = 0 , oppure x0 = 0 ,
λ = 0 =⇒ x0 = λx1 = 0 , x1 = λx2 = 0 . . . =⇒ x = 0 ,
x0 = 0 , (λ 6= 0) =⇒ x1 = x0/λ = 0 , x2 = x1/λ = 0 , . . . =⇒ x = 0 .
Non esistono autovalori e:
σp(S) = ∅ .
Vediamo ora S†.
S† x = λx ⇐⇒
∞∑
k=0
xk+1 ek =
∞∑
k=0
λxk ek ,
xk+1 = λxk , k = 0, 1, 2, . . . xk = λ
k x0 ,
∞∑
k=0
|xk|2 <∞ ⇐⇒ |x0|2
∞∑
k=0
|λ|2k <∞ ⇐⇒ |λ| < 1 ,
‖x‖ = 1 , x =
√
1− |λ|2
∞∑
k=0
λk ek .
Pertanto:
σp(S
†) =
{
λ ∈ C : |λ| < 1} .
Consideriamo ora lo spettro residuo. λ ∈ σr(S) se e solo se R(S − λ) non e` denso in
H, e (S − λ) e` invertibile. Sappiamo che:
N(S† − λ) = R(S − λ)⊥ ,
pertanto se λ ∈ σr(S), il range di S − λ ammette un complemento ortogonale non nullo,
e λ ∈ σp(S†). D’altra parte, essendo lo spettro puntuale di S vuoto, S − λ e` sempre
invertibile, quindi se λ ∈ σp(S†), la relazione precedente ci dice che λ ∈ σr(S). Quindi:
σr(S) =
{
λ ∈ C : |λ| < 1} .
Poiche` S e` chiuso:
N(S − λ) = N(S†† − λ) = R(S† − λ)⊥ ,
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ma N(S − λ) = {0}, allora R(S† − λ) e` sempre denso in H e quindi:
σr(S
†) = ∅ .
Notiamo inoltre che:
‖Sn‖ = ‖(S†)n‖ = 1 ,
r(S) = r(S†) = 1 .
ed essendo S e S† chiusi: {
λ ∈ C : |λ| > 1} ⊆ ρ(S) ,{
λ ∈ C : |λ| > 1} ⊆ ρ(S†) .
con ρ(S) e ρ(S†) aperti. Allora, per esclusione, essendo σ(S) e σ(S†) chiusi:
σc(S) = σc(S
†) =
{
λ ∈ C : |λ| = 1} .
− ◦ −
L’operatore S† viene anche detto operatore esponenziale di Susskind-Glogower, in
quanto e` stato usato da Susskind5 per determinare un operatore quantistico associato
alla fase (iniziale al tempo t = 0) di un’onda elettromagnetica, vista come un campo
quantistico. Sostanzialmente egli aveva notato che formalmente:
S†
∞∑
k=0
ei k θ ek = e
i θ
∞∑
k=0
ei k θ ek ,
e la serie:
|θ〉 =
∞∑
k=0
ei k θ ek ,
(non convergente in H), vista come autostato di S†, puo` essere usata come le onde piane
in quanto soddisfa una relazione di “completezza”:∫ 2pi
0
dθ
2pi
|θ〉 〈θ| = 1 .
5 Leonard Susskind (New York City, USA, 1940) e` professore di fisica
teorica alla Stanford University nel campo della teoria delle stringhe e della
teoria quantistica dei campi. Susskind e` da molti considerato come uno dei
padri della teoria delle stringhe. E` stato in effetti uno di almeno tre fisici
che scoprirono independentemente, attorno al 1970, che il modello di risonanza
duale per le interazioni forti poteva essere descritto da un modello quantistico
di stringhe. Nel 1998 gli e` stato conferito il premio Sakurai per la fisica teorica.
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Il problema dell’operatore associato alla fase di un onda elettromagnetica quantistica (che
risulterebbe coniugato con l’operatore “numero” di fotoni, con un conseguente principio
di indeterminazione) e` ancora un problema aperto, anche a causa delle notevoli diffi-
colta` sperimentali associate alla misura della fase iniziale dell’onda, ma la trattazione di
Susskind rimane tutt’oggi una delle piu` convincenti.
Esempio 2.2 Come ulteriore esempio consideriamo gli operatori detti di “creazione” e
“distruzione”. Come nell’esempio precedente sia {ek} , k = 0, 1, 2 . . ., una base Hilber-
tiana di uno spazio di Hilbert H. Definiamo gli operatori di creazione e distruzione, A+
e A−:
D(A+) = D(A−) = D =
{
x ∈ H : x =
∞∑
k=0
xk ek ,
∞∑
k=0
|xk|2 k <∞
}
,
A+ x =
∞∑
k=0
xk
√
k + 1 ek+1 =
∞∑
k=1
xk−1
√
k ek , x ∈ D ,
A− x =
∞∑
k=1
xk
√
k ek−1 =
∞∑
k=0
xk+1
√
k + 1 ek , x ∈ D ,
Lasciamo al lettore come esercizio di verificare che essi sono operatori densamente definiti
e l’uno aggiunto dell’altro (quindi anche chiusi):
A†+ = A− , A
†
− = A+ .
Impostando le equazioni agli autovalori per A+ e A− otteniamo equazioni simili all’esempio
precedente, e per le medesime ragioni, abbiamo:
σp(A+) = ∅ ,
mentre:
σp(A−) = C
Infatti la corrispondente equazione agli autovalori impone ai coefficienti dell’autovettore
di A−: √
k + 1xk+1 = λxk ,
da cui:
xk =
λk√
k!
x0 .
e per ogni λ complesso:
∞∑
k=0
|xk|2 k =
∞∑
k=1
|λ|2k |x0|2
(k − 1)! = |x0|
2 |λ|2
∞∑
k=0
|λ|2k
k!
<∞ ,
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e x ∈ D. L’autovettore puo` essere normalizzato:
uλ = e
− |λ|2
2
∞∑
k=0
λk√
k!
ek .
Dalle condizioni:
σp(A+) = σp(A
†
−) = ∅ , σp(A−) = σp(A†+) = C ,
come nell’esempio precedente, abbiamo:
σr(A+) = σr(A
†
−) = C , σr(A−) = σr(A
†
+) = ∅ .
Da cui anche:
σc(A+) = σc(A−) = ρ(A+) = ρ(A−) = ∅ .
Riassumendo:
σ(A−) = σp(A−) = C , σ(A+) = σr(A+) = C .
Gli autostati uλ di A− sono detti stati coerenti e, ricordando che:
ek =
1√
k
A+ ek−1 =
1√
k!
Ak+ e0 ,
possiamo scrivere:
uλ = e
− |λ|2
2
∞∑
k=0
(λA+)
k
k!
e0 = exp
(
−|λ|
2
2
+ λA+
)
e0 .
− ◦ −
Per avere informazioni analoghe sulle singole componenti dello spettro occorrono in
generale delle condizioni ulteriori sull’operatore. Vediamo cosa possiamo dire per gli
operatori autoaggiunti.
Teo. 2.9 Sia A = A† un operatore autoaggiunto (e quindi densamente definito e
chiuso). Allora:
r(A) = ‖A‖ , se A e` limitato, (2.39)
σr(A) = ∅ , (2.40)
σ(A) ⊆ R . (2.41)
Inoltre autovettori corrispondenti ad autovalori diversi sono ortogonali tra loro.
2.2 Classificazione dello spettro 55
Dim. 2.9 La realta` dello spettro e` stata vista in precedenza (teorema 2.6, per cui ci
limitiamo alle altre affermazioni. Assumiamo che A sia limitato ed autoaggiunto, per cui
e` definito ovunque, abbiamo:
‖A2‖ = ‖A†A‖ = sup
‖x‖=1
〈x , A†Ax 〉 = sup
‖x‖=1
〈Ax , Ax 〉
= sup
‖x‖=1
‖Ax‖2 = ‖A‖2 ,
Pertanto per induzione, per ogni potenza di 2:∥∥A2n∥∥ = ‖A‖2n ,∥∥A2n∥∥1/2n = ‖A‖ = r(A) .
Consideriamo ora un autovalore λ di A ed un corrispondente autovettore:
Ax = λx , x 6= 0 , =⇒ 〈x , Ax 〉 = λ 〈x , x 〉 ∈ R ,
essendo A autoaggiunto (e quindi simmetrico) si deve avere necessariamente λ ∈ R.
Inoltre sappiamo che:
R(A− λ)⊥ = N(A† − λ) = N(A− λ) ,
da cui, con autovalori reali per A:
R(A− λ)⊥ 6= {0} ⇐⇒ λ ∈ σp(A) ⇐⇒ λ ∈ σp(A) .
Questo comporta che non si possono avere valori di λ non appartenenti allo spettro
puntuale per i quali il R(A− λ) non sia denso in H:
σr(A) = ∅ .
Infine se abbiamo due autovettori corrispondenti a due autovalori (reali) distinti:
Ax = λx , A y = µ y , λ 6= µ ,
0 = 〈Ax , y 〉 − 〈 x , A y 〉 = (λ− µ) 〈x , y 〉 , λ 6= µ
〈x , y〉 = 0 ,
e il teorema e` completamente dimostrato.
− • −
Osservazione. Per gli operatori autoaggiunti risulta garantita l’assenza di spettro resi-
duo. Per quanto visto in precedenza (lemma 2.5), possiamo dire che λ ∈ σc(A) se e solo
se esiste una sequenza di Weyl per λ reale:
‖un‖ = 1 , (A− λ)un −−−→
n→∞
0 .
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Capitolo 3.
Il teorema spettrale
3.1 Misure e proiettori
In questo capitolo vogliamo discutere come generalizzare il concetto di diagonalizzazione
di matrici hermitiane a operatori autoaggiunti agenti in generale su uno spazio di Hilbert.
E` noto che in mecaanica quantistica avere un operatore associato ad un osservabile in
forma diagonale permette una previsione sui risultati di una sua misura, e rende piu`
agevole la sua trattazione teorica. In particolare, se A e` in forma diagonale, in meccanica
quantististica si assume concettualmente intuitiva la costruzione di una funzione f(A),
dell’operatore, quando f(x) e` una funzione che si assume ben definita per x appartenente
allo spettro di A. In effetti, se abbiamo una base di autovettori di A:
Aψj = λj ψj , ‖ψj‖ = 1 ,
l’azione dell’operatore e` “ben definita” dai suoi autovalori e possiamo definire f(A) sulla
base:
f(A)ψj = f(λj)ψj ,
se f(λj) e` valutabile per tutti gli autovalori. Ma abbiamo visto che l’esistenza de-
gli autovettori e autovalori non e` sempre garantita e i soli autovalori non descrivono
completamente, in generale, l’azione dell’operatore.
Vogliamo allora affrontare il problema di come definire in maniera naturale un “calcolo
funzionale” per un operatore autoaggiunto A, e, in particolare si vuole che siano valide
delle relazioi del tipo:
(f + g)(A) = f(A) + g(A) , (f g)(A) = f(A) g(A) , (f ∗)(A) = f(A)† .
Se f(x) e g(x) sono semplici polinomi, in genere non abbiamo problemi nel definire
f(A) e g(A). Per estendere a classi piu` ampie di funzioni dobbiamo innescare delle pro-
cedure di limite. Dobbiamo considerare serie convergenti di potenze oppure equipaggiare
lo spazio dei polinomi con opportune norme. In entrambi i casi le cose funzionano bene
quando l’operatore A e` limitato. Per ovviare a questi inconvenienti seguiremo una strada
diversa, partendo dalla costruzione di funzioni caratteristiche χΩ(A) invece delle potenze
Aj. La motivazione risiede nelle proprieta` delle funzioni caratteristiche di essere reali e
idempotenti:
χΩ(x) = χΩ(x)
∗ χΩ(x)2 = χΩ(x) . (3.1)
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Queste proprieta`, analoghe a quelle degli operatori di proiezione ortogonale, comporte-
ranno che i corrispondenti operatori χΩ(A) sono proiettori ortogonali, e questi forniranno
uno degli ingredienti fondamentali per una “diagonalizzazione” di A.
In realta` partiremo in maniera piu` astratta, senza connettere subito questi proiettori
con un operatore A, ma dalle proprieta` che devono avere in dipendenza del sottoinsieme
Ω ⊆ R. Sia in effetti B la σ–algebra di Borel1 di R (vedi le appendici A e B.1), e definiamo
una misura a valori di proiettore (in inglese “projection-valued measure”, abbreviato in
PVM).
Def. 3.1 Una misura a valori di proiettori, o PVM, e` una applicazione:
P : B −→ B(H) , Ω −→ P (Ω) , (3.2)
tra gli insiemi di Borel e l’insieme dei proiettori ortogonali, cioe`:
P (Ω)† = P (Ω) , P (Ω)2 = P (Ω) , (3.3)
e tale che:
i) P (R) = 1.
ii) Se:
Ω =
⋃
n
Ωn , Ωn ∩ Ωm = ∅ ∀n 6= m,
allora vale la σ–additivita` forte:∑
n
P (Ωn)φ = P (Ω)φ , ∀φ ∈ H . (3.4)
Notiamo che viene richiesta la convergenza forte della serie operatoriale
∑
n P (Ωn) e
non la convergenza in norma (i proiettori ortogonali sono tutti limitati, quindi potrebbe
avere senso richiedere la convergenza secondo la norma operatoriale). In realta` la conver-
genza in norma di tale serie non e` affatto garantita, come si puo` capire anche dal seguente
esempio.
1 Fe´lix E´douard Justin E´mile Borel (Saint-Affrique, Francia, 7 gennaio
1871 – Parigi, 3 febbraio 1956) e` stato un matematico e politico francese. As-
sieme a Baire e Lebesgue, e` stato un pioniere della teoria della misura e delle
sue applicazioni alla teoria della probabilita`. Uno dei suoi libri sulla probabilita`
introdusse il celebre esperimento ideale noto come il “teorema della scimmia
infinta”: se una scimmia scrive casualmente a macchina per un tempo infinito
sicuramente riproduce qualsiasi testo, anche le opere di Shakespeare.
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Esempio 3.1 Sia H = L2(R) e se Ω e` un sottoinsieme Boreliano di R, si consideri
l’operatore di moltiplicazione per la funzione caratteristica χΩ(x):
(P (Ω) f)(x) ≡ χΩ(x) f(x) , f ∈ L2(R) . (3.5)
Chiaramente risulta verificata la condizione (i) della definizione precedente, e se Ω e`
l’unione di una sequenza di sottoinsiemi disgiunti:∣∣∣∣∣χΩ(x)−
N∑
n=1
χΩn(x)
∣∣∣∣∣ ≤ χΩ(x) +
N∑
n=1
χΩn(x) ≤ 2 ,∣∣∣∣∣χΩ(x)−
N∑
n=1
χΩn(x)
∣∣∣∣∣ −−−→N→∞ 0 , puntualmente per ogni x ,
per cui, per il teorema di convergenza dominata:
∥∥∥P (Ω) f − N∑
n=1
P (Ωn) f
∥∥∥2 = ∫
R
∣∣∣χΩ(x)− N∑
n=1
χΩn(x)
∣∣∣2 |f(x)|2 dx −−−→
N→∞
0 ,
ma, poiche` la norma dell’operatore di moltiplicazione e` dato dall’estremo superiore:
∥∥∥P (Ω)− N∑
n=1
P (Ωn)
∥∥∥ = sup
xx∈R
∣∣∣∣∣χΩ(x)−
N∑
n=1
χΩn(x)
∣∣∣∣∣ = 1 ,
non si ha convergenza in norma della serie operatoriale.
− ◦ −
Esempio 3.2 Sia H = Cn e A una matrice hermitiana. Siano λ1, . . . , λm i suoi au-
tovalori (distinti) e Pj i proiettori ortogonali sui corrispondenti autospazi (sottospazi di
autovettori). Allora:
P (Ω) =
∑
{j ;λj∈Ω}
Pj , (3.6)
e` una PVM.
− ◦ −
Esempio 3.3 Sia H = L2(R) e f una funzione, da R a R, misurabile. Allora
P (Ω) = χf−1(Ω) ,
operatore di moltiplicazione per la funzione caratteristica dell’insieme f−1(Ω), costituisce
una misura a valori di proiettore.
− ◦ −
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3.1.1 PVM e misure
La denominazione di misura e` appropriata in quanto una PVM gode infatti delle stesse
proprieta` di una misura generale (vedi appendice A). E` immediato verificare che ogni
PVM soddisfa:
P (R \ Ω) = 1− P (Ω) , P (∅) = 0 , (3.7)
e si ha anche:
P (Ω1 ∪ Ω2) + P (Ω1 ∩ Ω2) = P (Ω1) + P (Ω2) . (3.8)
Infatti, gli insiemi:
Ω1 ∩ Ω2, Ω1 \ Ω2, Ω2 \ Ω1 ,
sono disgiunti e quindi:
P (Ω1 ∪ Ω2) = P (Ω1 \ Ω2) + P (Ω1 ∩ Ω2) + P (Ω2 \ Ω1) ,
P (Ω1) = P (Ω1 \ Ω2) + P (Ω1 ∩ Ω2) , P (Ω2) = P (Ω2 \ Ω1) + P (Ω1 ∩ Ω2) ,
da cui la (3.8). Leggermente meno banale e` mostrare che:
P (Ω1)P (Ω2) = P (Ω1 ∩ Ω2) . (3.9)
Infatti supponiamo dapprima che Ω1 ∩ Ω2 = ∅, allora
P (Ω1 ∪ Ω2) = P (Ω1) + P (Ω2) ,
P (Ω1 ∪ Ω2)2 = P (Ω1)2 + P (Ω2)2 + P (Ω1)P (Ω2) + P (Ω2)P (Ω1) ,
P (Ω1)P (Ω2) + P (Ω2)P (Ω1) = 0 ,
moltiplicando a destra per P (Ω2) abbiamo che:
P (Ω1)P (Ω2) = −P (Ω2)P (Ω1)P (Ω2) ,
che e` chiaramente autoaggiunto e quindi uguale a P (Ω2)P (Ω1). Pertanto:
Ω1 ∩ Ω2 = ∅ =⇒ P (Ω1)P (Ω2) = 0 .
Nel caso generale, Ω1 ∩ Ω2 6= ∅, abbiamo:
P (Ω1)P (Ω2) =
(
P (Ω1 \ Ω2) + P (Ω1 ∩ Ω2)
) (
P (Ω2 \ Ω1) + P (Ω1 ∩ Ω2)
)
= P (Ω1 \ Ω2)P (Ω2 \ Ω1) + P (Ω1 \ Ω2)P (Ω1 ∩ Ω2)
+ P (Ω1 ∩ Ω2)P (Ω2 \ Ω1) + P (Ω1 ∩ Ω2)2
= P (Ω1 ∩ Ω2) ,
come affermato.
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Inoltre, sempre come conseguenza della definizione, una PVM e` monotona, nel senso
che:
Ω1 ⊆ Ω2 =⇒ P (Ω1) ≤ P (Ω2) , (3.10)
e, questo e` equivalente a dire (vedi il teorema B.3 in appendice) che R(P (Ω1)) ⊆ R(P (Ω2))
e che la differenza P (Ω2) − P (Ω1) e` un proiettore. In particolare abbiamo anche come
conseguenza che:
P (Ω2) = 0 =⇒ P (Ω1) = 0 ∀Ω1 ⊆ Ω2 . (3.11)
Possiamo anche definire l’analogo di una funzione di distribuzione di una misura
(lasciamo al lettore la verifica delle sue proprieta`).
Def. 3.2 Ad ogni misura a valori di proiezione possiamo associare una risoluzione
dell’identita`:
P (λ) = P
(
(−∞, λ]) , (3.12)
che soddisfa le seguenti proprieta`:
(i) P (λ) e` un proiettore ortogonale:
P (λ)2 = P (λ) , P (λ) = P (λ)† . (3.13)
(ii) P (λ) e` una funzione monotona di λ:
P (λ1) ≤ P (λ2) quando λ1 ≤ λ2 . (3.14)
(iii) P (λ) e` continua da destra in senso forte:
s–lim
λn↘λ
P (λn) = P (λ) . (3.15)
(iv) P (λ) converge fortemente per λ→ ±∞:
s–lim
λ→−∞
P (λ) = 0 , s–lim
λ→+∞
P (λ) = 1 . (3.16)
Sia ora ψ ∈ H un vettore arbitrario. Possiamo costruire una misura di Borel (associata
al vettore ψ) tramite:
µψ(Ω) = 〈ψ, P (Ω)ψ〉 = ‖P (Ω)ψ‖2 , (3.17)
e, per le proprieta` di una PVM, abbiamo anche:
µψ(R) = ‖ψ‖2 <∞ , (3.18)
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pertanto µψ e` una misura di Borel finita. La corrispondente funzione di distribuzione
risulta:
µψ(λ) = 〈ψ, P (λ)ψ〉 . (3.19)
Il teorema A.2 di uncita` della corrispondenza tra funzioni di distribuzione e misure, ci
garantisce allora l’esistenza di una unica misura a valori di proiezione per ogni risoluzione
dell’identita`. La (3.17), tenendo conto che e` una misura finita, ci permette la definizione
univoca dell’operatore (limitato) P (Ω).
Usando l’identita` di polarizzazione, possiamo estendere la misura µψ ad una “misura
complessa”:
µϕ,ψ(Ω) =
1
4
(
µϕ+ψ(Ω)− µϕ−ψ(Ω) + i µϕ−i ψ(Ω)− i µϕ+i ψ(Ω)
)
, (3.20)
associata a una coppia di vettori ϕ, ψ ∈ H.
Chiaramente, µϕ,ψ e` associata agli “elementi di matrice” della PVM P (Ω):
µϕ,ψ(Ω) = 〈ϕ, P (Ω)ψ〉 , (3.21)
e, in particolare, vale la disuguaglianza di Schwarz:
|µϕ,ψ(Ω)| ≤ ‖ϕ‖ ‖ψ‖ . (3.22)
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3.2 Integrazione
Possiamo ora costruire una integrazione rispetto ad una PVM, ripercorrendo le tappe di
una teoria generale dell’integrazione.
3.2.1 Funzioni semplici
Sia f una funzione semplice s (da R a C), cioe` una funzione definita ovunque con un
range finito:
s(x) =
n∑
j=1
αj χΩj(x) , Ωj = s
−1({αj}) , (3.23)
(ovviamente assumiamo Ωj insiemi Boreliani di R), e definiamo:
P (s) ≡
∫
R
s(λ) dP (λ) ≡
n∑
j=1
αj P (Ωj) . (3.24)
In particolare abbiamo:
P (χΩ) = P (Ω) . (3.25)
Notiamo che in generale P (s) e` semplicemente un operatore limitato e non e` un pro-
iettore ortogonale, anche se usiamo lo stesso simbolo P per le corrispondenze P (s), P (Ω),
P (λ). (la tipologia dell’argomento, funzione, insieme o numero reale, individua il tipo di
corrispondenza).
Per la linearita` dell’integrale P risulta una corrispondenza lineare tra l’insieme delle
funzioni semplici e l’insieme degli operatori limitati B(H). Utilizzando funzioni semplici
abbiamo anche:
〈ψ, P (s)ψ〉 =
p∑
j=1
αj µψ(Ωj) ≡
∫
R
s(λ) dµψ(λ) , (3.26)
〈ϕ, P (s)ψ〉 =
n∑
j=1
αj µϕ,ψ(Ωj) ≡
∫
R
s(λ) dµϕ,ψ(λ) . (3.27)
Inoltre:
‖P (s)ψ‖2 =
∥∥∥ p∑
j=1
αj P (Ωj)ψ
∥∥∥2 = p∑
j=1
|αj|2 ‖P (Ωj)ψ‖2 ,
in quanto i vari Ωj sono disgiunti e i vettori P (Ωj)ψ sono ortogonali tra loro. Pertanto:
‖P (s)ψ‖2 =
N∑
j=1
|αj|2 µψ(Ωj) ≡
∫
R
|s(λ)|2 dµψ(λ) . (3.28)
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Equipaggiando l’insieme delle funzioni semplici con la norma uniforme, abbiamo:
‖P (s)ψ‖ ≤ ‖s‖∞ ‖ψ‖ , ‖P (s)‖ ≤ ‖s‖∞ , (3.29)
che implica anche che P e` una applicazione continua tra l’insieme delle funzioni semplici
(quindi limitate) e B(H).
3.2.2 Funzioni limitate
Le funzioni semplici sono dense nello spazio di Banach delle funzioni di Borel limitate
B(R) (con la norma uniforme), per cui P puo` essere vista come uuna trasformazione
lineare definita su un dominio denso in uno spazio di Banach, e puo` essere estesa in
maniera unica, per continuita`, a tutte le funzioni misurabili e limitate ottenendo ancora
un un operatore lineare e limitato (manteniamo la stessa notazione per l’estensione):
P : B(R) −→ B(H) ,
che definisce:
P (f) =
∫
R
f(λ) dP (λ) , (3.30)
per tutte le funzioni limitate su R.
Osservazione. L’estensione per continuita` significa che, data una funzione limitata f ,
possiamo scegliere una successione di funzioni semplici convergente a f , sn(λ) −−−→
n→∞
f(λ)
(uniformemmente), e definiamo:∫
R
f(λ) dP (λ) = P (f) = lim
n→∞
P (sn) = lim
n→∞
∫
R
sn(λ) dP (λ) .
Tale limite e` eseguito nella topologia di B(H), non e` solo un limite forte, ma un limite
secondo la norma operatoriale. La (3.29) ci garantisce che la successione di operatori
limitati P (sn) e` di Cauchy in B(H).
In particolare, sfruttando la densita` delle funzioni semplici e la continuita` del prodotto
scalare e della norma (vettoriale) rispetto ai loro argomenti, abbiamo la validita` delle
relazioni:
〈ψ, P (f)ψ〉 =
∫
R
f(λ) dµψ(λ) , (3.31)
〈ϕ, P (f)ψ〉 =
∫
R
f(λ) dµϕ,ψ(λ) , (3.32)
‖P (f)ψ‖2 =
∫
R
|f(λ)|2 dµψ(λ) , (3.33)
‖P (f)ψ‖ ≤ ‖f‖∞ ‖ψ‖ , ‖P (f)‖ ≤ ‖f‖∞ . (3.34)
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Considerando la funzione f(x) = 1 = χR(x) (e` una funzione semplice) abbiamo l’ugua-
glianza nelle (3.29) e (3.34), per cui possiamo dire che:
‖P‖ = 1 . (3.35)
Dietro questa estensione abbiamo una struttura algebrica piu` ricca. L’insieme B(H)
forma quello che i matematici chiamano una C∗ algebra, essendo ben definita non solo la
somma ma anche il prodotto di due operatori, con in piu` un’operazione di coniugazione,
l’aggiunzione. Allora una trasformazione φ tra C∗ algebre che preserva queste operazioni
viene detto uno ∗–omomorfismo.
Teo. 3.1 Sia P (Ω) una misura a valori di proiezione su H. Allora l’operatore:
P : B(R) −→ B(H)
f 7−→ P (f) =
∫
R
f(λ) dP (λ)
(3.36)
e` una ∗–omomorfismo con norma uno, cioe` tale che:
‖P‖ = 1 , cioe` ‖P (f)‖ ≤ ‖f‖∞ . (3.37)
P (1) = 1 , (3.38)
P (f ∗) = P (f)† , (3.39)
P (f g) = P (f)P (g) , (3.40)
Inoltre:
〈P (g)ϕ, P (f)ψ〉 =
∫
R
g(λ)∗ f(λ) dµϕ,ψ(λ) . (3.41)
Se fn(λ) −−−→
n→∞
f(λ) puntualmente e {supλ∈R |fn(λ)|}∞n=1 e` una successione limitata,
allora:
P (fn) −−−→
n→∞
P (f) fortemente. (3.42)
Dim. 3.1 L’unitarieta` della norma di P e` stata vista in precedenza, e permette di
estendere appunto la definizione di P (f) dalle funzioni semplici alle funzioni limitate.
Le proprieta`:
P (1) = 1 , P (f ∗) = P (f)† , P (f g) = P (f)P (g) ,
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sono facili da mostare per funzioni semplici:
1 = χR(λ) =⇒ P (1) = P (R) = 1 ,
f(λ) =
n∑
j=1
αj χΩj(λ) , f(λ)
∗ =
n∑
j=1
α∗j χΩj(λ)
=⇒ P (f ∗) =
n∑
j=1
α∗j P (Ωj) =
(
n∑
j=1
αj P (Ωj)
)†
= P (f)†
f(λ) =
n∑
j=1
αj χΩj(λ) , g(λ) =
m∑
k=1
βk χΛk(λ) ,
f(λ) g(λ) =
∑
j,k
αj βk χΩj∩Λk(λ) ,
=⇒ P (f g) =
∑
j,k
αj βk P (Ωj ∩ Λk)
=
∑
j,k
αj βk P (Ωj)P (Λk) = P (f)P (g) .
Per continuita` dell’applicazione P , vedi la (3.34), queste proprieta` si estendono a tutte le
funzioni limitate.
La (3.41) e` una conseguenza di:
〈P (g)ϕ, P (f)ψ〉 = 〈ϕ, P (g∗)P (f)ψ〉 = 〈ϕ, P (g∗ f)ψ〉 .
L’ultima affermazione deriva dal teorema di convergenza dominata. La convergenza
puntuale e la limitatezza della successione di estremi superiori ci garantisce la limitatezza
della funzione limite f(λ). Abbiamo quindi:
‖P (fn)ψ − P (f)ψ‖2 =
∫
R
|fn(λ)− f(λ)|2 dµψ(λ) −−−→
n→∞
0 ,
essendo l’integrando maggiorabile con una costante (ovviamente sommabile, essendo dµψ
una misura finita).
− • −
Come conseguenza della (3.41) osserviamo che:
µP (g)ϕ,P (f)ψ(Ω) = 〈P (g)ϕ, P (Ω)P (f)ψ〉 =
∫
Ω
g∗(λ) f(λ) dµϕ,ψ(λ) ,
con la conseguenza:
dµP (g)ϕ,P (f)ψ = g
∗ f dµ = g∗ f dµϕ,ψ . (3.43)
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Esempio 3.4 Sia H = Cn, e A = A† una matrice hermitiana. L’esempio 3.2 ci forniva
una PVM P (Ω) associata alla matrice A. Abbiamo:
P (f) =
∫
R
f(λ) dP (λ) =
m∑
j=1
f(λj)Pj .
In particolatre abbiamo:
f(λ) = λ , =⇒ P (f) =
∫
R
λ dP (λ) =
m∑
j=1
λj Pj = A .
− ◦ −
Osservazione. Vogliamo far notare che la relazione (3.40) non e` banale. Essa afferma che
come conseguenza dei valori di proiettore della misura, abbiamo la “potente” uguaglianza,
valida sicuramente per funzioni limitate:∫
R
f(λ′) dP (λ′)
∫
R
g(λ′′) dP (λ′′) =
∫
R
f(λ) g(λ) dP (λ) . (3.44)
3.2.3 funzioni non limitate
Vogliamo ora definire l’operatore (3.36) anche per funzioni di Borel non limitate. Ci
aspettiamo che l’operatore P (f) risultante sia non limitato, per cui dobbiamo in generale
fornire anche un dominio. Motivati dall’equazione (3.33), poniamo:
Df =
{
ψ ∈ H ;
∫
R
|f(λ)|2 dµψ(λ) <∞
}
. (3.45)
Questo e` chiaramente un sottospazio lineare di H in quanto:
µαψ(Ω) = |α|2 µψ(Ω) , α ∈ C ,
µϕ+ψ(Ω) = ‖P (Ω) (ϕ+ ψ)‖2 ≤ 2 ‖P (Ω)ϕ‖2 + 2 ‖P (Ω)ψ‖2
= 2
(
µϕ(Ω) + µψ(Ω)
)
.
Pertanto, se ϕ, ψ ∈ Df , α ∈ C, anche αψ, ϕ+ ψ ∈ Df .
Per ogni vettore ψ ∈ Df , la sequenza di funzioni limitate:
fn(λ) = χΩn(λ) f(λ) , Ωn = {λ ; |f(λ)| < n} , (3.46)
e` una sequenza di Cauchy convergente a f(λ) in L2(R, dµψ). Quindi, per la (3.33), i
vettori ψn = P (fn)ψ formano una successione di Cauchy convergente in H, e possiamo
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definire: ∫
R
f(λ) dP (λ)ψ ≡ P (f)ψ ≡ lim
n→∞
P (fn)ψ
= lim
n→∞
∫
R
fn(λ) dP (λ)ψ ,
ψ ∈ Df . (3.47)
Osservazione. Notiamo, che contrariamente al caso delle funzioni limitate, possiamo
garantire e usare solo una convergenza forte, e non secondo la norma operatoriale, anche
se gli operatori P (fn) sono limitati.
Per costruzione, l’operatore P (f) soddisfa la (3.33):
‖P (f)ψ‖2 =
∫
R
|f(λ)|2 dµψ(λ) , ψ ∈ Df , (3.48)
Inoltre, essendo la misura µψ finita, abbiamo che f ∈ L1(R, dµψ), e, quando ψ, ϕ sono in
Df , il limite ci garantisce:
〈ψ, P (f)ψ〉 =
∫
R
f(λ) dµψ(λ) , ψ ∈ Df , (3.49)
〈ϕ, P (f), ψ〉 =
∫
R
f(λ) dµϕ,ψ(λ) , ϕ, ψ ∈ Df . (3.50)
Ovviamente non abbiamo piu` proprieta` di limitatezza, e per le altre proprieta` viste nel
caso di funzioni limitate, occorre risolvere questioni di dominio dei vari operatori (non
limitati).
Il dominio Df e` comunque denso in H. Infatti siano Ωn gli insiemi definiti nella (3.46),
e poniamo ψn = P (Ωn)ψ (ψ arbitraria in H). Abbiamo:
dµψn = χΩn(λ) dµψ , =⇒ ψn ∈ Df .
Inoltre, per la (3.33), ψn −→ ψ in quanto χΩn −→ 1 puntualmente e in L2(R, dµψ):
‖ψn − ψ‖2 =
∫
R
|χΩn(λ)− 1|2 dµψ(λ) −−−→
n→∞
0 .
L’operatore P (f) ha delle proprieta` aggiuntive. Ricordiamo che un operatore (in
generale non limitato) e` detto normale se:
D(A) = D(A†) , ‖Aψ‖ = ‖A† ψ‖ , ∀ψ ∈ D(A) .
Gli operatori normali sono chiusi in quanto le norme del grafico di A e A† suD(A) = D(A†)
sono uguali (A† e` sempre un operatore chiuso).
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Teo. 3.2 Per ogni funzione di Borel f , l’operatore:
P (f) ≡
∫
R
f(λ) dP (λ) , D(P (f)) = Df , (3.51)
definito dalla (3.47), e` un operatore normale e verifica:
P (f)† = P (f ∗) . (3.52)
Dim. 3.2 Sia f assegnata e definiamo fn, Ωn come in (3.46). Poiche` la (3.52) vale per le
funzioni limitate fn (teorema precedente), abbiamo:
〈ϕ, P (f)ψ〉 = 〈P (f ∗)ϕ, ψ〉 ,
per ogni ϕ, ψ ∈ Df = Df∗ . Quindi abbiamo P (f ∗) ⊆ P (f)†, e rimane da mostrare che
D(P (f)†) ⊆ Df . Se ψ ∈ D(P (f)†) allora:
〈ψ, P (f)ϕ〉 = 〈ψ˜, ϕ〉 , ∀ϕ ∈ Df .
con ψ˜ = P (f)† ψ. Per costruzione di P (f) abbiamo:
P (fn) = P (f)P (Ωn) ,
per cui:
〈P (f ∗n)ψ, ϕ〉 = 〈ψ, P (fn)ϕ〉 = 〈ψ, P (f)P (Ωn)ϕ〉
= 〈ψ˜, P (Ωn)ϕ〉 = 〈P (Ωn) ψ˜, ϕ〉 , ∀ϕ ∈ H
=⇒ P (f ∗n)ψ = P (Ωn) ψ˜ .
Questo prova l’esistenza del limite:
lim
n→∞
∫
R
|fn(λ)|2 dµψ = lim
n→∞
‖P (f ∗n)ψ‖2 = lim
n→∞
‖P (Ωn) ψ˜‖2 = ‖ψ˜‖2 ,
e, per il teorema di monotona convergenza (A.4), abbiamo che f ∈ L2(R, dµψ); cioe`
ψ ∈ Df .
A questo punto segue immediatamente la verifica che P (f) e` un operatore normale.
La (3.33) implica:
‖P (f)ψ‖2 = ‖P (f ∗)ψ‖2 =
∫
R
|f(λ)|2 dµψ(λ) .
− • −
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3.3 Basi spettrali
Le considerazioni precedenti sembrano indicare una qualche corrispondenza tra gli opera-
tori P (f) definiti in H e le funzioni f ∈ L2(R, dµψ).
Ricordiamo che possiamo definire una trasformazione unitaria tra due spazi di Hilbert
H e H˜:
U : H −→ H˜ , (3.53)
se e` iniettiva e suriettiva e preserva la norma: ‖U ψ‖ = ‖ψ‖ (e quindi anche i prodotti
scalari). Gli operatori A in H e A˜ in H˜ sono detti unitariamente equivalenti se:
U A = A˜ U , U D(A) = D(A˜) . (3.54)
Equivalentemente possiamo scrivere:
A = U−1 A˜ U , A˜ = U AU−1 . (3.55)
Chiaramente A e` autoaggiunto se e solo se lo e` A˜, e σ(A) = σ(A˜).
Torniamo ora al nostro problema originale e, invece di fissare una funzione f e definire
Df , fissiamo un vettore ψ ∈ H e consideriamo il sottospazio:
Hψ =
{
P (g)ψ : g ∈ L2(R, dµψ)
}
. (3.56)
Generiamo Hψ tramite tutti gli operatori P (g) che hanno ψ nel loro dominio Dg. Notiamo
subito che questo sottospazio e` chiuso. Infatti ψn = P (gn)ψ converge in H se e solo se gn
converge in L2(R dµψ).
Un risultato importante e` dato dal fatto che qualsiasi P (f) puo` essere ristretta a tale
sottospazio (si veda l’appendice B.2 per le definizioni).
Lem. 3.3 Il sottospazio Hψ riduce P (f); cioe`:
Pψ P (f) ⊆ P (f)Pψ , (3.57)
con Pψ proiettore ortogonale su Hψ.
Dim. 3.3 Supponiamo dapprima f limitata (per cui P (f) e` definita per ogni vettore in
H). Allora, essendo Hψ chiuso, possiamo decomporre ogni ϕ ∈ H come:
ϕ = P (g)ψ + ϕ⊥ , con P (g)ψ = Pψ ϕ , ϕ⊥ ∈ H⊥ψ .
Inoltre, per ogni funzione h limitata:
〈P (h)ψ, P (f)ϕ⊥〉 = 〈P (f ∗ h)ψ, ϕ⊥〉 = 0
per cui, essendo le funzioni limitate dense in L2(R, dµψ), abbiamo P (f)ϕ⊥ ∈ H⊥ψ . Quindi:
Pψ P (f)ϕ = Pψ P (f)P (g)ψ = P (f)Pψ ϕ ,
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e questo, per definizione ci dice che Hψ riduce P (f).
Sia ora f non limitata e consideriamo fn = f χΩn , come in precedenza. Allora, per
ogni ϕ ∈ Df , abbiamo:
P (fn)Pψ ϕ = Pψ P (fn)ψ .
e mandando n→∞, abbiamo:
P (Ωn)Pψ ϕ −−−→
n→∞
Pψ ϕ ,
P (fn)Pψ ϕ = P (f)P (Ωn)Pψ ϕ = Pψ P (fn)ϕ −−−→
n→∞
Pψ P (f)ϕ .
La chiusura di P (f) comporta allora che Pψ ϕ ∈ Df e
P (f)Pψ ϕ = Pψ P (f)ϕ .
− • −
In particolare abbiamo che possiamo decomporre:
P (f) = P (f)
∣∣∣
Hψ
⊕ P (f)
∣∣∣
H⊥ψ
, (3.58)
Abbiamo anche:
µP (g)ψ(Ω) = 〈P (g)ψ, P (Ω)P (g)ψ〉 = 〈P (g)ψ, P (χΩ)P (g)ψ〉
= 〈ψ, P (g∗)P (χΩ)P (g)ψ〉 = 〈ψ, P (χΩ |g|2)ψ〉
=
∫
R
χΩ(λ) |g(λ)|2 dµψ(λ) ,
cioe`:
dµP (g)ψ(λ) = |g(λ)|2 dµψ(λ) . (3.59)
Possiamo allora affermare che:
PψDf = Df ∩Hψ =
{
P (g)ψ : g, f g ∈ L2(R, dµψ)
}
. (3.60)
e:
P (f)P (g)ψ = P (f g)ψ . (3.61)
Allora la relazione:
Uψ
(
P (g)ψ
) ≡ g , (3.62)
definisce univocamente un operatore unitario:
Uψ : Hψ −→ L2(R, dµψ) , (3.63)
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tale che:
Uψ P (f)
∣∣∣
Hψ
= f Uψ , (3.64)
dove abbiamo identificato f con l’operatore di moltiplicazione per f in L2(R, dµψ). Inoltre,
se f non e` limitata, abbiamo:
Uψ (Df ∩Hψ) = D(f) =
{
g ∈ L2(R, dµψ) ; f g ∈ L2(R, dµψ)
}
, (3.65)
dove D(f) indica appunto il dominio dell’operatore moltiplicativo per f .
Il vettore ψ ∈ H e` detto ciclico se Hψ = H. Se ψ e` ciclico, abbiamo creato una
trasformazione unitaria tra H e lo spazio di Hilbert L2(R, dµψ) e possiamo affermare che
P (f) e` quivalente ad un operatore di moltiplicazione per f . Se ψ non e` ciclico bisogna
estendere questo approccio. Un insieme
{
ψj
}
j∈J (J un qualche insieme di indici) e` detto
un insieme di vettori spettrali se:
‖ψj‖ = 1 , Hψj ⊥ Hψk , j 6= k . (3.66)
Un insieme di vettori spettrali e` detto una base spettrale se:⊕
j
Hψj = H . (3.67)
Fortunatamente una base spettrale esiste sempre.
Lem. 3.4 Per ogni misura a valori di proiezione P , esiste una (al massimo numerabile)
base spettrale
{
ψn
}
tale che:
H =
⊕
n
Hψn , (3.68)
e un corrispondente operatore unitario:
U =
⊕
n
Uψn : H −→ H˜ =
⊕
n
L2(R, dµψn) , (3.69)
tale che, per ogni funzione di Borel f ,
U P (f) = f U , U Df = D(f) . (3.70)
Dim. 3.4 E` sufficiente mostrare che una base spettrale esiste, in quanto la costruzione
precedente di U puo` essere estesa alla somma diretta con facilita`.
Prima di tutto osserviamo che se
{
ψj
}
j∈J e` un insieme spettrale e ψ ⊥ Hψj , per tutti
i j, abbiamo: Hψ ⊥ Hψj , per ogni j. Infatti ψ ⊥ Hψj , abbiamo:
〈P (g)ψ, P (f)ψj〉 = 〈ψ, P (g∗ f)ψj〉 = 0 ,
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per ogni funzione limitata g. P (g)ψ con g limitata e` denso in Hψ, per cui Hψ ⊥ Hψj .
Sia ora
{
ψ˜j
}
un insieme di vettori che generano H:
L
{
ψj
}−
= H .
Avendo assunto H separabile, un insieme siffatto esiste sempre. Allora si normalizzi ψ˜1
ottenendo ψ1, e si costruisca Hψ1 . Si passi quindi al primo ψ˜j che non appartenga a Hψ1 ,
lo si proietti nel complemento ortogonale di Hψ1 e lo si normalizzi, ottenendo un vettore
ψ2. Procedendo in questo modo si ottiene una sequenza di vettori (finita o infinita, ma al
piu` numerabile)
{
ψj
}
tale che L{ψ˜j} ⊆
⊕
j Hψj , e quindi:
H = L{ψ˜j}− ⊆
⊕
j
Hψj .
− • −
Vogliamo far notare come la costruzione rpercorra le idee del procedimento di ortogo-
nalizzazione di Gram2-Schmidt3.
Osservazione. E` importante notre che la cardinalita` di una base spettrale non e` un
concetto ben definito, in quanto possono esistere basi spettrali con cardinalita` diversa
(al contrario della cardinalita` di una base ordinaria o hilbertiana, che non dipende dalla
scelta della base). In ogni caso al massimo ha la stessa cardinalita` di una base hilbertiana.
2 Jorgen Pedersen Gram (Nustrup, 27 giugno 1850 – Copenaghen, 29
aprile 1916) e` stato un matematico ed attuario danese. Tra i suoi studi si
ricordano le espansioni in serie determinate dai metodi dei minimi quadrati,
i numeri primi minori di un dato numero e le serie per la funzione zeta di
Riemann.
3 Erhard Schmidt (Dorpat, 13 gennaio 1876 – Berlino, 6 dicembre 1959)
e` stato un matematico tedesco. Consegu`ı il dottorato presso l’Universit Georg–
August di Gottinga nel 1905 sotto la supervisione di David Hilbert, con cui
forn`ı importanti contributi per l’analisi funzionale.
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La minima cardinalita` di una base spettrale e` detta la molteplicita` spettrale di P . Se
la molteplicita` spettrale e` uno, la molteplicita` di P viene detta semplice.
Esempio 3.5 Sia H = C2 e A la matrice:
A =
(
0 0
0 1
)
,
essa risulta un proiettore e, costruita la misura P (Ω) come negli esempi precedenti:
P (Ω) =

1− A , 0 ∈ Ω, 1 6∈ Ω ,
A , 0 6∈ Ω, 1 ∈ Ω ,
1 , {0, 1} ⊆ Ω ,
0, altrimenti,
abbiamo che:∫
R
f(λ) dP (λ) = f(0) (1− A) + f(1)A = f(0) + (f(1)− f(0))A ,
e i vettori:
ψ1 =
(
1
0
)
, ψ2 =
(
0
1
)
,
formano una base spettrale. D’altra parte il vettore:
ψ =
(
1
1
)
,
e` ciclico e quindi abbiamo che la molteplicita` e` semplice.
Se invece consideriamo la matrice:
A =
(
1 0
0 1
)
,
la molteplicita` spettrale e` due (non esistono vettori ciclici).
− ◦ −
Sostanzialmente vediamo che l’operatore P (f) e` unitariamente equivalente ad un ope-
ratore di moltiplicazione per la funzione f in uno spazio opportuno di funzioni quadrato
sommabili. In molti testi si considera l’insieme M = R × N, o tante copie di R quanto
la molteplicita` di P , con la collezione di misure µψj che definisce una misura µ su M, e
si enuncia il lemma 3.4 dicendo che P (f) e` unitariamente equivalente ad un operatore di
moltiplicazione per f in H˜ = L2(M, dµ).
Lavorando nella rappresentazione H˜ (a volte detta canonica) e` facile verificare le
condizioni di validita` delle altre relazioni viste con relativa facilita` nel caso di funzioni
limitate.
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Lem. 3.5 Siano f , g due funzioni di Borel e α, β numeri complessi. Allora abbiamo:
αP (f) + β P (g) ⊆ P (α f + β g) , D(αP (f) + β P (g)) = D|f |+|g| , (3.71)
P (f)P (g) ⊆ P (f g) , D(P (f)P (g)) = Dg ∩Df g . (3.72)
Dim. 3.5 Sostanzialmente dobbiamo verificare le relazioni di inclusione dei vari domini
e possiamo considerare i vari operatori come operatori di moltiplicazione agenti su spazi
di Hilbert L2(R, dµ) con una opportuna misura µ.
Per chiarezza, indichiamo con Mf l’operatore moltiplicativo:
(Mf u)(x) = f(x)u(x) ,
D(Mf ) =
{
u ∈ L2(R, dµ) ;
∫
R
|f(x)|2 |u(x)|2 dµ(x) <∞
}
.
Allora abbiamo:
D(Mαf+β g) =
{
u ∈ L2(R, dµ) ; (α f + β g)u ∈ L2(R, dµ)} ,
D(αMf + βMg) = D(Mf ) ∩ D(Mg)
=
{
u ∈ L2(R, dµ) ; f u ∈ L2(R, dµ), g u ∈ L2(R, dµ)} ,
=
{
u ∈ L2(R, dµ) ; (|f |+ |g|)u ∈ L2(R, dµ)}
= D(M|f |+|g|) ⊆ D(Mαf+β g) ,
D(Mf g) =
{
u ∈ L2(R, dµ) ; f g u ∈ L2(R, dµ)} ,
D(Mf Mg) =
{
u inD(Mg) ; Mg u ∈ D(f)
}
=
{
u ∈ D(Mg) ; f g u ∈ L2(R, dµ)
}
= D(Mg) ∩ D(Mf g) ,⊆ D(Mf g) .
− • −
Osservazione. Vogliamo ora far notare che avendo ammesso l’integrazione di funzioni
arbitrarie, possiamo considerare la funzione identica:
id : λ 7−→ λ , id(λ) = λ , (3.73)
e tramite questa associare a una PVM un operatore autoaggiunto (id e` reale):
A = P (id) =
∫
R
λ dP (λ) , D(A) = Did =
{
ψ ∈ H ;
∫
R
|λ|2 dµψ(λ) <∞
}
. (3.74)
La questione che ci poniamo e` se e` possibile invertire tale corrispondenza. Cioe`, se dato
un operatore autoaggiunto A e` possibile costruire una PVM P (Ω) (Ω ⊆ R) per cui valga
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la precedente equazione. La risposta, che costituisce l’enunciato del teorema spettrale che
vedremo tra poco, e` positiva! La strada per giungere a questo passa attraverso l’operatore
risolvente e le sue caratteristiche viste in precedenza.
Dobbiamo per ora aprire una parentesi importante che ci fornira` una tecnica per
ricostruire la misura.
3.3.1 Trasformata di Borel
La sezione precedente ci ha mostrato che dobbiamo comprendere bene gli operatori di
moltiplicazione per una funzione nello spazio delle funzioni quadrato sommabili su R
rispetto a una misura.
Def. 3.3 L’insieme dei punti di crescita di una misura µ, cioe` l’insieme:
σ(µ) =
{
λ ∈ R ; µ((λ− , λ+ )) > 0 per tutti  > 0} , (3.75)
e` detto lo spettro di µ.
Lo spettro σ(µ) e` un supporto di µ, cioe`
µ(R \ σ(µ)) = 0 . (3.76)
Infatti se λ ∈ R \ σ(µ) allora esiste un intervallo aperto (λ − , λ + ) a misura nulla
contenuto in R \ σ(µ). Questo comporta che R \ σ(µ) e` ricopribile con una unione di
intervalli aperti a misura nulla. Il teorema di topologia di Lindelo¨f4 ci garantisce che
esiste un sottoricoprimento numerabile {Jn} (si basa sull’estenza in R di una base di
intorni numerabile). Ponendo:
Ωn = Jn \
⋃
m<n
Jm ,
abbiamo un ricoprimento (numerabile) di insiemi disgiunti a misura nulla. Per la σ–
additivita` della misura abbiamo quindi che R \σ(µ) ha misura nulla. Abbiamo anche che
R \ σ(µ) e` aperto, e σ(µ) e` un insieme chiuso.
Possiamo allora dire che l’integrazione di una funzione (misurabile) f su un sottoin-
sieme Ω e` in realta` eseguito sulla intersezione Ω ∩ σ(µ):∫
Ω
f(λ) dµ(λ) =
∫
Ω∩σ(µ)
f(λ) dµ(λ) . (3.77)
4 Ernst Leonard Lindelo¨f (Helsinki, 7 marzo 1870 – Helsinki, 4 giugno 1946) e` stato un topologista
finlandese. Oltre che di topologia si e` occupato di equazioni differenziali e della funzione Γ. E` stato
inoltre un promotore dello studio della matematica finlandese.
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Data una misura (di Borel) µ, possiamo definire la sua trasformata di Borel:
F (z) =
∫
R
1
λ− z dµ(λ) =
∫
σ(µ)
1
λ− z dµ(λ) . (3.78)
Chiaramente se µ e` una misura limitata F (z) e` ben definita quando z ∈ C\σ(µ) in quanto
si ha:
1
|λ− z| ≤
1
d(z, σ(µ))
, λ ∈ σ(µ) , z ∈ C \ σ(µ) , (3.79)
e l’integrando e` limitato (come funzione di λ) sulla effettiva regione di integrazione.
F e` continua in quanto la limitatezza di 1/(λ−z) permette il passaggio del limite sotto
il segno di integrale (teorema di convergenza dominata). Questa limitatezza permette
anche una verifica diretta del teorema di Morera, in quanto, considerando il suo integrale
su una curva chiusa γ, possiamo cambiare l’ordine di integrazione:∮
γ
F (z) dz =
∮
γ
dz
∫
R
dµ(λ)
1
λ− z =
∫
R
dµ(λ)
∮
γ
dz
1
λ− z = 0 .
Ovviamente tutto l’interno di γ e` interno a R \ σ(µ), per cui λ ∈ σ(µ) e` esterno a γ.
Notiamo che, nella vaiabile z eseguiamo una integrazione con la misura di Lebesgue dz
ordinaria lungo la curva.
In conclusione F (z) e` una funzione analitica di z. Abbiamo anche:
=mF (z) = =m z
∫
R
1
|λ− z|2 dµ(λ) , (3.80)
per cui F (z) e` una funzione olomorfa che muta il semipiano complesso superione C+ nel
semipiano superiore C+. Una funzione siffatta viene detta di Herglotz5. Abbiamo anche,
ovviamente:
F (z∗) = F (z)∗ , (3.81)
e possiamo dare la seguente limitazione:
|F (z)| ≤
∫
R
1
|λ− z| dµ(λ) ≤
1
=m z
∫
R
dµ(λ) =
µ(R)
=m z , =m z > 0 . (3.82)
5 Gustav Herglotz (Volary, 2 February 1881, – Go¨ttingen, 22 March 1953)
e` stato un matematico tedesco. E` principalmente conosciuto per i suoi lavori
sulla teoria della relativita` e sismologia.
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Teo. 3.6 La trasformata di Borel (3.78) di una misura di Borel µ finita e` una funzione
di Herglotz. E` olomorfa in C \ σ(µ) e soddisfa:
F (z∗) = F (z)∗ , |F (z)| ≤ µ(R)=m z , z ∈ C+ . (3.83)
Notiamo che abbiamo anche, per il teorema di convergenza dominata:
lim
λ→∞
y=mF (i y) = µ(R) . (3.84)
Un punto importante della trasformazione di Borel e` che puo` essere invertita, cioe` dalla
conoscenza di F (z) e` possibile ricostruire la misura stessa. Infatti sia  > 0 e cosideriamo
l’integrale su un segmento nel semipiano complesso C+ parallelo all’asse reale della parte
immaginaria di F (z). Abbiamo:
1
pi
∫ λ2
λ1
=mF (λ+ i) dλ = 1
pi
∫ λ2
λ1
∫
R
=m 1
x− λ− i  dµ(x) dλ
=
1
pi
∫ λ2
λ1

(x− λ)2 + 2 dµ(x) dλ
=
∫
R
1
pi
∫ λ2
λ1

(x− λ)2 + 2dλ dµ(x) .
Abbiamo applicato il teorema di Fubini6 A.11 di scambio dell’ordine di integrazione grazie
alla limitatezza della misura µ e dell’integrando. Notiamo inoltre che l’integrazione sulla
variabile λ e` fatta con la misura ordinaria di Lebesgue. Con tale misura un intervallo
aperto, chiuso o semichiuso ha sempre la medesima misura per cui possiamo indicare
genericamente i limiti di integrazione nel simbolo di integrale. Possiamo valutare il limite
6 Guido Fubini (Venezia, 19 gennaio 1879 – New York, 6 giugno 1943)
e` stato un matematico italiano, noto soprattutto per il teorema che porta il
suo nome. Considerato, insieme ad Eduard Cech, fondatore della moderna
geometria proiettiva.
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puntuale per → 0:
1
pi
∫ λ2
λ1

(x− λ)2 + 2 =
1
pi
(
arctan
(λ2 − x

)
− arctan
(λ1 − x

))
−−→
↘0
1
2
(
χ[λ1,λ2](x) + χ(λ1,λ2)(x)
)
.
e, notando che:
0 ≤ 1
pi
(
arctan
(λ2 − x

)
− arctan
(λ1 − x

))
≤ 1 ,
possimo sfruttare il teorema di convergenza dominata per passare il limite sotto il segno
di integrale:
1
pi
lim
↘0
∫ λ2
λ1
F (λ+ i ) dλ = lim
↘0
∫
R
1
pi
(
arctan
(λ2 − x

)
− arctan
(λ1 − x

))
dµ(x)
=
∫
R
1
2
(
χ[λ1,λ2](x) + χ(λ1,λ2)(x)
)
dµ(x) ,
ottenendo la formula di inversione di Stieltjes7
1
2
(
µ
(
[λ1, λ2]
)
+ µ
(
(λ1, λ2)
))
= lim
↘0
1
pi
∫ λ2
λ1
=mF (λ+ i) dλ . (3.85)
Teo. 3.7 Sia F (z) la trasformata di Borel di una misura finita di Borel µ. Allora la
misura µ e` unica e puo` essere ricostruita tramite la formula di inversione di Stieltjes
(3.85).
Possiamo ora notare che il fatto che F (z) sia una funzione di Herglotz, cioe` olomorfa
e F (z) ∈ C+ quando z ∈ C+, assieme alla limitazione:
|F (z)| ≤ M=m z , z ∈ C+ , (3.86)
7 Thomas Joannes Stieltjes (Zwolle, 29 dicembre 1856 Tolosa, 31 di-
cembre 1894), e` stato un matematico olandese, noto per i suoi studi sul-
le frazioni continue e per avere contribuito alla definizione dell’integrale di
Riemann-Stieltjes.
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comporta che la misura µ ricostruita dalla (3.85) e` finita. Sia z ∈ C+ e esplicitiamo, per
comodita`, le parti reali e immaginarie di z e F (z):
z = x+ i y , F (z) = u(z) + i w(z) , y > 0 , w(z) ≥ 0 .
Sia  tale che 0 <  < y, e consideriamo la curva chiusa Γ nel piano complesso:
Γ = {x+ i + λ ; λ ∈ [−R,R]} ∪ {x+ i +Rei θ ; θ ∈ [0, pi]} ,
e notiamo che z e` interno a Γ, mentre z∗+2 i  e` esterno a Γ. Allora per la rappresentazione
integrale di Cauchy:
F (z) =
1
2 pi i
∫
Γ
(
1
ζ − z −
1
ζ − z∗ − 2 i 
)
F (ζ) dζ
=
1
pi
∫ +R
−R
y − 
λ2 + (y − )2 F (x+ i + λ) dλ
+
1
pi
∫ pi
0
y − 
R2 e2 ıθ + (y − )2 F (x+ i +Re
i θ) i R ei θ dθ .
La condizione di limitatezza su F (z) ci permette di affermare che l’integrale sulla semi-
circonferenza tende a zero per R→∞ per cui otteniamo:
F (z) =
1
pi
∫
R
y − 
(λ− x)2 + (y − )2 F (λ+ i ) dλ, ,
e, prendendo le parti immaginarie:
=mF (z) = 1
pi
∫
R
y − 
(λ− x)2 + (y − )2 =mF (λ+ i ) dλ .
Tutti i fattori sono positivi e la limitazione su F (z) comporta:
y=mF (z) ≤M ,
per cui mandado y →∞:
1
pi
∫
R
=mF (λ+ i) dλ ≤M ,
che si traduce nella (3.85):
µ(R) ≤M
cioe` µ e` una misura finita.
Notando che, se a < b:
lim
η↘0
(a, b+ η] = lim
η↘0
(a, b+ η) = (a, b] , (3.87)
possiamo definire una funzione di distribuzione, continua a destra, per la misura µ come:
µ(x) = µ
(
(−∞, x]) = lim
η↘0
lim
↘0
1
pi
∫ x+η
−∞
=mF (λ+ i) dλ . (3.88)
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3.3.2 Misura spettrale
Siamo ora in grado di far vedere che la corrispondenza tra operatori autoaggiunti e misure
a valori di proiezione e` biunivoca.
Sia A un operatore autoaggiunto e consideriamo il valore di aspettazione dell’operatore
risolvente di A su un vettore ψ:
Fψ(z) = 〈ψ, R(z)ψ〉 . (3.89)
Notiamo, che essendo il risolvente un operatore limitato definito su tutto lo spazio di
Hilbert H, ψ e` un vettore arbitrario. Fψ(z) e` chiaramente una funzione olomorfa per
z ∈ ρ(A), e, essendo A autoaggiunto verifica (vedi (2.6) e teorema 2.6):
Fψ(z)
∗ = 〈ψ, R(z)† ψ〉 = 〈ψ, R(z∗)ψ〉 = F (z∗) , (3.90)
|Fψ(z)| ≤ ‖R(z)‖ ‖ψ‖2 ≤ ‖ψ‖
2
=m z , =m z > 0 . (3.91)
Inoltre, dall’equazione del risolvente abbiamo (sempre con =m z > 0):
R(z)−R(z∗) = (z − z∗)R(z∗)R(z) = 2 i=m z R(z)†R(z) ,
da cui:
=mFψ(z) = =m z 〈ψ, R(z)†R(z)ψ〉 = =m z ‖R(z)ψ‖2 , (3.92)
per cui Fψ(z) e` una funzione di Herglotz. Pertanto, per quanto visto nella sezione
precedente, Fψ(z) e` la trasformata di Borel di una unica misura µψ:
Fψ(z) = 〈ψ, R(z)ψ〉 =
∫
R
1
λ− z dµψ(λ) , (3.93)
con µψ definita, tramite la formula di inversione di Stieltjes dalla funzione di distribuzione:
µψ(λ) = µψ
(
(−∞, λ]) = lim
η↘0
lim
↘0
1
pi
∫ λ+η
−∞
=mFψ(x+ i) dx . (3.94)
Questa misura viene detta misura spettrale associata a ψ. Essa verifica anche:
µψ(R) ≤ ‖ψ‖2 , (3.95)
per quanto visto in precedenza.
Piu` in generale, mediante l’identita` di polarizzazione, per ogni ϕ, ψ in H, possiamo
determinare una misura complessa µϕ,ψ tale che:
〈ϕ, R(z)ψ〉 =
∫
R
1
λ− z dµϕ,ψ(λ) . (3.96)
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Ovviamente, µϕ,ψ e` antilineare in ϕ e lineare in ψ. Possiamo ora considerare, per ogni
sottoinsieme (misurabile) Ω ⊆ R, la forma sesquilineare:
qΩ(ϕ, ψ) =
∫
R
χΩ(λ) dµϕ,ψ(λ) =
∫
Ω
dµϕ,ψ(λ) . (3.97)
Questa e` definita tramite l’identita` di polarizzazione che fornisce la misura complessa, e
la corrispondente forma quadratica e` non negativa:
qΩ(ψ, ψ) = µψ(Ω) ≥ 0 ,
inoltre soddisfa una disuguaglianza di Cauchy-Schwarz (come ogni forma sesquilineare
non negativa), per cui:
|qΩ(ϕ, ψ)| ≤ qΩ(ϕ, ϕ)1/2 qΩ(ψ, ψ)1/2 = µϕ(Ω)1/2 µψ(Ω)1/2
≤ µϕ(R)1/2 µψ(R)1/2 ≤ ‖ϕ‖ ‖ψ‖ .
Pertanto la forma sesquilineare e` continua e il teorema 1.3 ci dice che definisce univoca-
mente un operatore limitato PA(Ω) (definito ovunque) tale che:
〈ϕ, PA(Ω)ψ〉 =
∫
R
χΩ(λ) dµϕ,ψ(λ) . (3.98)
La positivita` e limitatezza della forma quadratica associata ci fornisce le limitazioni su
PA(Ω):
0 ≤ PA(Ω) ≤ 1 . (3.99)
e quindi PA(Ω) e` anche autoaggiunto.
Lem. 3.8 La famiglia di operatori PA(Ω) definita dalla (3.98) e` una misura a valori di
proiezione.
Dim. 3.8 Osservaimo che dalla equazione del risolvente abbiamo:∫
R
1
λ− z˜ dµR(z∗)ϕ,ψ(λ) = 〈R(z
∗)ϕ, R(z˜)ψ〉 = 〈ϕ, R(z)R(z˜)ψ〉
=
1
z − z˜
(〈ϕ, R(z)ψ〉 − 〈ϕ, R(z˜) 〉)
=
1
z − z˜
∫
R
(
1
λ− z −
1
λ− z˜
)
dµϕ,ψ(λ)
=
∫
R
1
λ− z˜
1
λ− z dµϕ,ψ(λ) .
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Possiamo cioe` dire che:
dµR(z∗)ϕ,ψ(λ) =
1
λ− z dµϕ,ψ(λ) .
Abbiamo quindi:∫
R
1
λ− z dµϕ,PA(Ω)ψ(λ) = 〈ϕ, R(z)PA(Ω)ψ〉 = 〈R(z
∗)ϕ, P (Ω)ψ〉
=
∫
R
χΩ(λ) dµR(z∗)ϕ,ψ(λ) =
∫
R
1
λ− z χΩ(λ) dµϕ,ψ(λ) .
Possiamo allora dire che:
dµϕ,PA(Ω)ψ(λ) = χΩ(λ) dµϕ,ψ(λ) ,
e quindi:
〈ϕ, PA(Ω1)PA(Ω2)ψ〉 =
∫
R
χΩ1(λ)χω2(λ) dµϕ,ψ(λ)
=
∫
R
χΩ1∩Ω2(λ) dµϕ,ψ(λ) = 〈ϕ, PA(Ω1 ∩ Ω2)ψ〉 .
Concludiamo quindi che:
PA(Ω1)P (Ω2) = PA(Ω1 ∩ Ω2) ,
in particolare, con i due sottinsiemi uguali a un generico Ω:
PA(Ω)
2 = PA(Ω) ,
e P (Ω) e` un proiettore.
Per vedere che PA(R) = 1, vediamo che proietta su tutto H, considerando il suo spazio
nullo. Sia ψ ∈ N(PA(R)), allora:
0 = 〈ψ, PA(R)ψ〉 =
∫
R
dµψ(λ) = µψ(R) ,
Ma allora si deve avere:
〈ψ, R(z)ψ〉 =
∫
R
1
λ− z dµψ(λ) = 0 ,
ma la (3.92) comporta che R(z)ψ = 0, e pertanto ψ = 0, cioe` N(PA(R)) = {0}, e:
PA(R) = 1 .
Sia ora:
Ω =
∞⋃
n=1
Ωn , Ωn ∩ Ωm = ∅ n 6= m.
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Allora:
n∑
j=1
〈ψ, PA(Ωj)ψ〉 =
n∑
j=1
µψ(Ωj) −−−→
n→∞
µψ(Ω) = 〈ψ, PA(Ω)ψ〉 ,
per la σ–additivita` di µψ. Quindi, per ogni ϕ, ψ:
∞∑
j=1
〈ϕ, PA(Ωj)ψ〉 = 〈ϕ, PA(Ω)ψ〉 ,
e si ha la σ–additivita` (con la convergenza forte) di PA(Ω):∥∥∥PA(Ω)ψ − ∞∑
j=1
PA(Ωj)ψ
∥∥∥2 =
〈ψ, PA(Ω)ψ〉+
∞∑
j=1
(
〈PA(Ω)ψ, PA(Ωj)ψ〉 − 2〈ψ, PA(Ωj)ψ〉
)
= 0 .
− • −
Essendo l’opeartore risolvente R(z) limitato, esso e` determinato univocamente dalla
(3.96), percui coincide con PA((λ− z)−1):
R(z) =
∫
R
1
λ− z dPA(λ) (3.100)
Possiamo ora affermare il teorema spettrale:
Teo. 3.9 (Teorema spettrale) A ogni operatore autoaggiuntoA corrisponde un’unica
misura a valori di proiezione PA tale che:
A =
∫
R
λ dPA(λ) . (3.101)
Dim. 3.9 Abbiamo gia` stabilito l’esistenza. L’unicita` e` conseguenza del fatto che la PVM
e` univocamente determinata dalla misura µϕ,ψ, a sua volta univocamente determinata
dall’operatore risolvente stesso.
Per mostrare la validita` dell’equazione (3.101), notiamo che gli operatori:
PA(id− z) =
∫
R
(λ− z) dPA(λ) ,
e PA((λ−z)−1) = R(z), per il lemma 3.5, sono l’uno l’inverso dell’altro quando z ∈ C\R:
PA(id− z)R(z) = 1 , R(z)PA(id− z) = 1
∣∣
D(P(id))
,
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per cui PA(id) coincide necessariamente con A.
− • −
La formula (3.101) ci fornisce la seguente formulazione del dominio:
D(A) =
{
ψ ∈ H ;
∫
R
λ2 dµψ(λ) <∞
}
. (3.102)
Possiamo dare una caratterizzazione dello spettro di A in termini degli associati
proiettori.
Lem. 3.10 Lo spettro di A e` dato da:
σ(A) =
{
λ ∈ R ; PA((λ− , λ+ )) 6= 0 per tutti  > 0
}
. (3.103)
Osservazione. Sostanzialmente lo spettro dell’operatore σ(A) viene a coincidere con il
supporto della misura a valori di proiezione associata σ(PA).
Dim. 3.10 Sia:
Ωn =
(
λ0 − 1
n
, λ0 +
1
n
)
.
Supponiamo che PA(Ωn) 6= 0. Allora esiste:
ψn ∈ PA(Ωn)H , ‖ψn‖ = 1 .
e abbiamo:
‖(A− λ0)ψn‖2 = ‖(A− λ0)PA(Ωn)ψn‖2
=
∫
R
(λ− λ0)2 χΩn(λ) dµψn(λ)
=
∫
Ωn
(λ− λ0)2 dµψn(λ) ≤
1
n2
,
quindi ψn costituisce una sequenza di Weyl e λ0 ∈ σ(A).
Viceversa, se esiste  > 0 tale che:
PA((λ0 − , λ0 + )) = 0 ,
poniamo:
f(λ) =
1
λ− λ0 χR\(λ0−,λ0+)(λ) .
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Allora f e` limitata e:
(A− λ0)PA(f) = PA((λ− λ0) f(λ))
= PA(R \ (λ0 − , λ0 + )) = 1 .
e, analogamente:
PA(f) (A− λ0) = 1|D(A) ,
e quindi λ0 ∈ ρ(A).
− • −
In particolare abbiamo:
PA((λ1, λ2)) = 0 ⇐⇒ (λ1, λ2) ⊆ ρ(A) . (3.104)
Cor. 3.11 Se A e` un operatore autoaggiunto, abbiamo:
PA(σ(A)) = 1 , PA(R ∩ ρ(A)) = 0 . (3.105)
Dim. 3.11 Per ogni λ ∈ R∩ρ(A) possiamo trovare un intervallo aperto Iλ con PA(Iλ) = 0.
Questi intervalli formano un ricoprimento aperto di di R ∩ ρ(A). Come nella discussione
dello spettro di una misura (3.75), abbiamo quindi che:
PA(R ∩ ρ(A)) = 0 ,
per cui, essendo σ(A) disgiunto da ρ(A):
PA(σ(A)) = PA(R)− PA(R ∩ ρ(A)) = 1 .
− • −
Come conseguenza,
PA(f) = PA(σ(A))PA(f) = PA(χσ(A) f) . (3.106)
In altre parole PA(f) non e` influenzato dai valori di f su R \ σ(A).
Osservazione. Risulta ora chiaramente piu` intuitivo che possiamo identificare PA(f)
come la “funzione”, a valori operatoriali, f(A), e scrivere:
f(A) = PA(f) =
∫
R
f(λ) dP (λ) =
∫
σ(A)
f(λ) dP (λ) . (3.107)
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Vediamo ora di capire qualche particolarita` sui punti dello spettro. Abbiamo visto che
per ogni punto dello spettro possiamo costruire una sequenza di Weyl. Supponiamo ora
che λ0 sia un autovalore (reale) dell’operatore autoaggiunto A, cioe` λ0 ∈ σp(A), e sia ψ
un corrispondente autovettore, cioe` ψ ∈ N(A − λ0), con ψ 6= 0. Possiamo assumere ψ
normalizzato:
Aψ = λ0 ψ , ‖ψ‖ = 1 .
Vediamo come calcolare la misura associata µψ considerandol’azione dell’operatore risol-
vente R(z) su ψ. Sappiamo che se z ∈ ρ(A) il range di (A− z) e` tutto H e φ = R(z)ψ e`
la soluzione dell’equazione:
(A− z)φ = ψ , φ ∈ D(A) .
e la soluzione (unica per l’invertibilia` di (A− z)) e` data da:
φ =
1
λ0 − z ψ .
Pertanto:
Fψ(z) = 〈ψ, R(z)ψ〉 = 1
λ0 − z ,
=mF (z) = =m z|λ0 − z|2 ,
=mF (x+ i ) = 
(x− λ0)2 + 2 ,
1
pi
∫ λ
−∞
=mF (x+ i ) dx = 1
pi
∫ λ
−∞

(x− λ0)2 + 2 dx
=
1
pi
[
pi
2
+ arctan
(
λ− λ0

)]
−−→
→0
h(λ) ,
con:
h(λ) =

1, λ > λ0 ,
1
2
, λ = λ0 ,
0, λ < λ0 ,
Ora, se η > 0, e λ > λ0:
h(λ+ η) = 1 −−→
η→0
1 ,
se λ = λ0, allora λ+ η > λ0:
h(λ+ η) = 1 −−→
η→0
1 .
Se λ < λ0, allora per 0 < η < λ0 − λ:
h(λ+ η) = 0 −−→
η→0
0 .
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Pertanto la funzione di distribuzione che definisce la misura µψ risulta:
µψ(λ) = θ(λ− λ0) =
{
1, λ ≥ λ0 ,
0, λ < λ0 ,
e, quindi:
µψ(Ω) = 〈ψ, PA(Ω)ψ〉 = χΩ(λ0) =
{
1, λ0 ∈ Ω ,
0, λ0 6∈ Ω ,
e, in particolare il singolo punto {λ0} ha misura non nulla:
µψ({λ0}) = 〈ψ, PA({λ0})ψ〉 = 1 , PA({λ0}) 6= 0 .
Questo comporta anche (ricordando che ‖ψ‖ = 1), che:
PA({λ0})ψ = ψ ∈ R(PA({λ0})) .
Viceversa, supponiamo che PA({λ0}) 6= 0 e sia ψ ∈ R(P ({λ0}), normalizzato:
P ({λ0})ψ = ψ , ‖ψ‖ = 1 , =⇒
PA(Ω \ {λ0})ψ = 0 , per ogni Ω ⊆ R , =⇒
Aψ =
∫
R
λ dPA(λ)ψ =
∫
{λ0}
λ dPA(λ)ψ
= P ({λ0})ψ = ψ .
Lem. 3.12 Se A e` un operatore autoaggiunto e PA la corrispondente misura a valori
di proiezione, allora λ0 e` un autovalore di A se e solo se PA({λ}) 6= 0.
In questo caso l’autospazio di λ0 e` costituito dal sottospazio R(P ({λ0})).
Notiamo che la continuita` destra per la risoluzione dell’identita` P(λ) (la funzione di
distribuzione associata alla PVM PA(Ω)), comporta che:
lim
↘0
PA(λ0 + ) = PA(λ0) ,
mentre se consideriamo il limite sinistro, abbiamo, con  > 0:
PA(λ0)− PA(λ0 − ) = PA
(
(−∞, λ0]
)− PA((−∞, λ0 − ]) = PA(λ0 − , λ0]) .
Abbiamo:
lim
↘0
(λ0 − , λ0] = {λ0} ,
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per cui:
lim
↘0
(
PA(λ0)− PA(λ0 − )
)
= PA({λ0}) .
Possiamo cos`ı affermare che gli autovalori sono identificabili con i punti di discontinuita`
della funzione PA(λ), mentre lo spettro continuo di A coincide con i punti di continuita`
per P (λ) per i quali si abbia contemporaneamente una crescita in senso stretto, cioe` il
punto λ0 deve essere un “punto di crescita” per PA(λ):
PA(λ0 + )− PA(λ0 − ) > 0 , ∀  > 0 .
Gli intervalli (aperti) in cui P (λ) si mantiene costante appartengono all’insieme risolvente
ρ(A).
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Appendice A.
Spiccioli di teoria della misura
A.1 Misure di Borel
Il primo passo per definire l’integrale di Lebesgue e` quello di estendere il concetto di
“ampiezza” di un intervallo all’“ampiezza” di un qualsiasi insieme. Sfortunatamente,
questa e` una richiesta troppo esosa, per il paradosso di Banach e Tarski, per cui qualsiasi
nozione di ampiezza (che sia invariante per rotazioni e traslazioni) non puo` essere definita
per tutti gli insiemi. Sono stati quindi individuate delle caratteristiche generali (e astratte)
affinche` si possa definire una “ampiezza”.
Def. A.1 Una collezione A di sottoinsiemi di un dato insieme X tale che:
i) X stesso fa parte della collezione
X ∈ A , (A.1)
ii) la collezione A e` chiusa rispetto alle unioni finite:
A1A2 . . . An ∈ A =⇒ A = A1 ∪ A2 ∪ · · · ∪ An ∈ A , (A.2)
iii) la collezione A e` chiusa rispetto al complementare:
A ∈ A =⇒ X \ A ∈ A , (A.3)
viene detta un’algebra di sottoinsiemi di X.
Se l’algebra A e` chiusa anche rispetto a unioni numerabili:
Aj ∈ A , j = 1, 2, . . . , =⇒
∞⋃
j=1
Aj ∈ A , (A.4)
allora viene detta σ–algebra.
Notiamo che, in conseguenza delle definizioni e delle leggi di dualita` sui complementari,
l’insieme vuoto ∅ ∈ A, e un’algebra e` chiusa anche rispetto alle intersezioni finite (una
σ–algebra e` chiusa rispetto alle intersezioni numerabili).
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Notiamo inoltre che l’intersezione di una qualsiasi famiglia di (σ–)algebre {Aα} e` anco-
ra una (σ–)algebra e, per ogni collezione S di sottoinsiemi (che non forma necessariamente
una (σ–)algebra, esiste una unica e minimale (σ–)algebra Σ(S) contenente S (costruita
come intesezione di tutte le (σ–)algebre contenenti S). Essa viene detta (σ–)algebra
generata da S.
Se X e` uno spazio topologico, la σ–algebra di Borel di X e` definita come la σ–algebra
generata dai sottoinsiemi aperti di X (si possono usare anche i chiusi). I sottoinsiemi che
formano la σ–algebra di Borel sono detti insiemi di Borel o Boreliani.
Nel caso specifico in cui X = Rn la σ–algebra di Borel viene indicata spesso con Bn,
con la convenzione B = B1.
Veniamo ora alla definizione di misura.
Def. A.2 Un insieme X assieme ad una σ–algebra Σ di suoi sottoinsiemi e` detto uno
spazio misurabile.
Una misura e` una applicazione:
µ : Σ −→ [0,∞) , (A.5)
definita sulla σ–algebra Σ (non negativa) tale che:
i) il vuoto ha misura nulla:
µ(∅) = 0 , (A.6)
ii) µ e` σ–additiva:
µ(
∞⋃
j=1
Aj) =
∞∑
j=1
µ(Aj) se Aj ∩ Ak = ∅ ∀j 6= k . (A.7)
Una misura viene detta σ–finita se esiste un ricoprimento numerabile {Xj}∞j=1 di
X con µ(Xj) <∞ per tutti i j. Una misura µ viene detta finita se µ(X) <∞.
Gli insiemi di Σ sono detti insiemi misurabili e la terna (X, Σ, µ) viene detta
uno spazio di misura.
Se la σ–algebra e` sostituita da una algebra sempice A, allora µ viene detta una pre-
misura. In questo caso la σ–additivia` deve valere solo per insiemi disgiunti An per i quali⋃
n An ∈ A.
Useremo le notazioni An ↗ A se An ⊆ An+1 (e quindi A =
⋃
n An), e An ↘ A se
An+1 ⊆ An (e A =
⋂
nAn).
Teo. A.1 Ogni misura µ verifica:
(i) A ⊆ B implica che µ(A) ≤ µ(B) (monotonicita`).
(ii) µ(An) −→ µ(A) se An ↗ A (continuita` dal basso).
A.1 Misure di Borel 93
(iii) µ(An) −→ µ(A) se An ↘ A e µ(A1) <∞ (continuita´ dall’alto).
Dim. A.1 La prima affermazione e` ovvia. La seconda deriva dalla σ–additivita` consi-
derando gli insiemi disgiunti A˜n = A \ An−1. L’ultima affermazione dalla seconda con-
siderando gli insiemi A˜n = A1 \ An e µ(A˜n) = µ(A1) − µ(An) (da cui la necessita` che
µ(A1) <∞).
− • −
Esempio A.1 Sia Σ l’insieme di tutti i possibili sottoinsiemi di X. Definiamo µ(A) come
il numero di elementi di A (compreso ∞ se A ha cardinalita` infinita). Questa misura e`
detta misura contatore.
Notiamo che se X = N e An = {j ∈ N ; j ≥ n}, allora µ(An) = ∞, ma µ(
⋂
n An) =
µ(∅) = 0, che mostra la necessita` di avere µ(A1) <∞ nel teorema precedente.
− ◦ −
Possiamo dare alcune specifiche ulteriori alle misure, e i particolare siamo interessati
alle misure di Borel.
Def. A.3 Una misura µ definita su una σ-algebra di Borel e` detta una misura di
Borel se µ(C) <∞ per ogni insieme compatto C.
Una misura di Borel e` detta regolare esterna se:
µ(A) = inf {µ(O) ; A ⊆ O , O aperto} , (A.8)
e viene detta regolare interna se
µ(A) = sup {µ(C) ; C ⊆ A , C compatto} . (A.9)
Una misura viene detta regolare se e` sia regolare esterna che regolare interna.
La domanda che uno si puo` porre e` la seguente: “come otteniamo delle misure di Borel
interessanti?”. Consideriamo il caso di X = R per semplicita`. La strategia da seguire
e` la seguente: si considera dapprima l’algebra (semplice) delle unioni finite di intervalli
disgiunti e si definisce µ per questi insiemi (come somma finita sugli intervalli). Questo
fornisce una premisura. Si estende poi questa premisura ad una misura (regolare) esterna
definita per tutti i sottoinsiemi di R e si mostra che, una volta ristretta ai sottoinsiemi di
Borel di R, si ottiene una misura vera e propria e regolare.
Vediamo come possiamo costruire una misura µ per intervalli della retta reale. Ad
ogni misura definita su B possiamo associare una funzione di distribuzione (usiamo
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lo stesso simbolo µ, sia per la funzione che per la misura):
µ(x) =

−µ((x, 0]) , x < 0 ,
0 , x = 0 ,
µ
(
(0, x]
)
, x > 0 ,
(A.10)
che risulta continua da destra e non-decrescente. La monotonia e` ovvia per il teorema
A.1. La continuita` da destra, per x > 0, puo` essere vista nel modo seguente: se b > a > 0,
abbiamo:
µ((0, b]) = µ((0, a] ∪ (a, b]) = µ((0, a]) + µ((a, b]) ,
e abbiamo:
(a, b] −−→
b→a
∅ =⇒ µ((a, b]) −−→
b→a
0 ,
(a, b] −−→
a→b
{b} =⇒ µ((a, b]) −−→
a→b
µ({b}) .
Pertanto,
µ(x+) = lim
↘0
µ(x+ ) = µ(x) , x > 0, , (A.11)
e una dimostrazione analoga vale per x = 0 e x < 0. La continuita` sinistra si ha per i
punti x per cui si ha µ({x}) = 0.
L’imposizione µ(0) = 0 e` completamente arbitraria e non necessaria. Possiamo ag-
giungere una qualsiasi costante ottenendo una funzione di distribuzione altrettanto valida.
Nel caso di una misura finita, µ(R) <∞, si preferisce porre:
µ(x) = µ((−∞, x]) , ∀ x ∈ R.
Viceversa, data una funzione continua da destra e non decrescente µ : R −→ R,
possiamo definire la misura di un intervallo I:
µ(I) =

µ(b)− µ(a) , I = (a, b] ,
µ(b)− µ(a−) , I = [a, b] ,
µ(b−)− µ(a) , I = (a, b) ,
µ(b−)− µ(a−) , I = [a, b) ,
(A.12)
dove:
µ(x−) = lim
↘0
µ(x− ) . (A.13)
In particolare, questa definizione fornisce una premisura sull’algebra delle unioni finite
che puo` essere estesa a tutti i Boreliani della retta reale in base al successivo teorema
fondamentale.
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Teo. A.2 Per ogni funzione continua da destra e non decrescente µ : R −→ R esiste
un’unica misura regolare di Borel µ che estende la definizione (A.12). Due funzioni
differenti danno luogo ad una stessa misura se e solo se differiscono per una costante.
La dimostrazione e` piuttosto involuta e rimandiamo il lettore ai testi fondamentali di
teoria della misura.
Osservazione. Notiamo che non e` strettamente necessario avere la continuita` da destra,
possiamo ripetere ogni ragionamento assumendo la continuita` da sinistra, ma una volta
fatta la scelta occorre essere coerenti. Lasciamo al lettore come modificare le definizioni
(A.10), (A.1), (A.12), per una scelta di continuita` da sinistra.
Esempio A.2 Sia θ(x) la funzione:
θ(x) =
{
0 , x < 0 ,
1 , x ≥ 0 .
(A.14)
Otteniamo la misura di Dirac, e si ha:
θ(A) =
{
1 , 0 ∈ A ,
0 , 0 6∈ A .
(A.15)
In particolare si ha che il singolo punto {0} ha misura unitaria:
θ({0}) = 1 . (A.16)
− ◦ −
Esempio A.3 Si assuma:
λ(x) = x . (A.17)
Allora la corrispondente misura (continua sia da destra che da sinistra) e` l’ordinaria
misura di Lebesgue. Per un intervallo I di estremi a, b, si ha sempre:
λ(I) = |b− a| , (A.18)
indipendentemente dalle proprieta` di chiusura o apertura agli estremi. In particolare si
ha che un singolo punto {x} ha sempre misura nulla.
− ◦ −
Un insieme A ∈ Σ e` detto un supporto di una misura µ se µ(X \ A) = 0. Una
proprieta` e` detta valere µ–quasi ovunque (q.d), o quasi dappertuto rispetto alla misura
µ, se vale su un supporto non nullo di µ. In altre parole, se non vale su un insieme a
misura nulla.
96 Capitolo A Spiccioli di teoria della misura
A.2 Funzioni misurabili
L’integrazione secondo Riemann di una funzione f(x) e` basata sulla suddivisione della
coordinata x in piccoli intervalli e sull’approssimazione della funzione f(x) in ogni inter-
vallo mediante i suoi valori minimo e massimo nell’intervallo. Il problema e` costituito dal
fatto che la differenza tra il massimo e il minimo tende a zero (al diminuire dell’intervallo)
solo se f(x) e` sufficientemente “buona”. Per evitare questo problema, possiamo forzare
che la differenza tenda a zero considerando, invece di un intervallo, l’insieme degli x per
i quali f(x) sia compresa tra due estremi: a < f(x) < b. Dobbiamo pero` poter definire
l’ampiezza di questo insieme, cioe` la retroimmagine f−1((a, b)) di un intervallo deve essere
misurabile.
Def. A.4 Sia X uno spazio misurabile e Σ una sua σ–algebra. Una funzione:
f : X −→ Rn ,
e` misurabile se f−1(A) ∈ Σ per ogni A ∈ Bn.
Una funzione a valori complessi e` misurabile se sono misurabili la sua parte reale e la
sua parte immaginaria.
Val la pena notare che a volte e` necessario includere ±∞ tra i possibili valori di f(x),
cioe` funzioni a valori nei reali estesi, f : X −→ R = R ∪ {∞,+∞}. In questo caso
diremo che A ⊆ R e` un Boreliano se lo e` A ∩ R.
In pratica f e` misurabile se ogni sua componente e` misurabile. Inoltre possiamo restrin-
gere la verifica a una collezione di insiemi A che generino l’algebra Bn, anzi possiammo
dire che:
f : X −→ R ,
e` misurabile se l’insieme:
f−1((a,∞)) = {x ∈ X ; f(x) > a} ∈ Σ .
Chiaramente gli intervalli (a,∞) possono essere rimpiazzati da intervalli del tipo
[a,∞), (−∞, a), oppure (−∞, a].
Notiamo che il concetto di misurabilita` di una funzione, non dipende da una misura
specifica, ma dalla σ–algebra Σ di sottonisiemi del dominio di definizione della funzione.
Se X e` uno spazio topologico e Σ e` la sua σ–algebra di Borel diremo che una funzione
misurabile e` una funzione di Borel. Notiamo in particolare che ogni funzione continua
f : X −→ Rn risulta anche di Borel, e la somma, il prodotto o la composizione di due
funzioni di Borel e` ancora di Borel. Analogamente l’insieme delle funzioni misurabili e`
chiuso anche rispetto alle piu` importanti operazioni di limite. Cioe` se:
fn : X −→ R ,
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e` una successione di funzioni misurabili allora:
inf
n
fn , sup
n
fn , lim inf
n→∞
fn , lim sup
n→∞
fn
sono anch’essi misurabili, assieme al limite puntuale (quando esiste) di una successione di
funzioni misurabili.
Vale la pena notare anche che se f e g sono funzioni misurabili, allora lo sono anche
le funzioni:
min(f, g) , max(f, g) , |f | = max(f,−f) , f± = max(±f, 0) .
A.3 Integrale di Lebesgue
Possiamo ora definire l’integrale di funzioni misurabii come segue.
Una funzione misurabile s : X −→ R e` detta semplice se il suo range e` finito. Cio`
significa che la funzione e` esprimibile come:
s(x) =
p∑
j=1
αj χΩj(x) , Ωj = s
−1({αj}) ∈ Σ , (A.19)
con χΩ funzione caratteristica dell’insieme Ω:
χΩ(x) =
{
1 se x ∈ Ω ,
0 se x 6∈ Ω .
(A.20)
Assumiamo implicitamente che una funzione semplice sia definita per ogni x ∈ X.
Per una funzione semplice e nonnegativa si definisce l’integrale su un sottoinsieme
misurabile Ω come: ∫
Ω
s(x) dµ =
p∑
j=1
αj µ(Ωj ∩ Ω) . (A.21)
dove assumiamo la convenzione (ai fini dell’integrazione) 0 · ∞ = 0 (“vince” l’annul-
larsi della funzione rispetto all’infinito della misura, oppure lo zero della misura ripetto
all’infinito della funzione). Si noti che accettiamo anche +∞ come valore dell’integrale.
Lasciamo al lettore la verifica del seguente lemma.
Lem. A.3 L’integrale di funzioni semplici ha le seguenti proprieta`:∫
Ω
s(x) dµ =
∫
X
χΩ(x) s(x) dµ . (A.22)∫
∪∞j=1Ωj
s(x) dµ =
∞∑
j=1
∫
ΩJ
s(x) dµ , Ωj ∩ Ωk = ∅ per j 6= k . (A.23)
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∫
Ω
α s(x) dµ = α
∫
Ω
s(x) dµ , α ≥ 0 . (A.24)∫
Ω
(s(x) + t(x)) dµ =
∫
Ω
s(x) dµ+
∫
Ω
t(x) dµ . (A.25)
A ⊆ B =⇒
∫
A
s(x) dµ ≤
∫
B
s(x) dµ . (A.26)
s(x) ≤ t(x) ∀ x =⇒
∫
Ω
s(x) dµ ≤
∫
Ω
t(x) dµ . (A.27)
Lo step successivo e` quello di estendere la definizione di integrale per funzioni arbitrarie
positive: ∫
Ω
f(x) dµ = sup
s≤f
∫
Ω
s(x) dµ , (A.28)
dove l’estremo superiore e` preso su tutte le funzioni semplici con s ≤ f . Il lettore puo`
verificare facilmente che le proprieta` (A.22), (A.24), (A.26), (A.27), sono verificate da tale
estensione. Per le rimanenti proprieta` (A.23), (A.25) occorre una certa cautela, per cui
premettiamo alcuni risultati importanti.
Teo. A.4 (Monotona convergenza) Sia fn una successione monotona non decre-
scente di funzioni misurabili non negative:
fn ↗ f .
Allora: ∫
Ω
fn(x) dµ −−−→
n→∞
∫
Ω
f(x) dµ . (A.29)
Dim. A.4 Per la proprieta` (A.27), la succesione∫
Ω
fn(x) dµ
e` monotona in R, pertanto converge a qualche numero α (eventualmente +∞), e sempre
per la (A.27) abbiamo:
α ≤
∫
Ω
f(x) dµ .
Per vedere che vale l’uguaglianza, sia s una funzione semplice con s ≤ f , e θ ∈ (0, 1).
Poniamo:
Ωn = {x ∈ Ω ; fn(x) ≥ θ s(x)} ,
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(abbassiamo un poco s(x) per lasciare un margine in cui possa incunearsi fn(x) per n
grande). Si vede facilmente che Ωn ↗ Ω, quindi:∫
Ω
fn(x) dµ ≥
∫
Ωn
fn(x) dµ ≥ θ
∫
Ωn
s(x) dµ .
Mandando n→∞, abbiamo:
α ≥ θ
∫
Ω
s(x) dµ .
Poiche` questa e` valida per ogni θ < 1, vale anche per θ = 1. Infine, per l’arbitrarieta` di
s ≤ f , otteniamo:
α ≥
∫
Ω
f(x) dµ ,
e la validita` dell’affermazione.
− • −
In particolare otteniamo anche:∫
Ω
f(x) dµ = lim
n→∞
∫
Ω
sn(x) dµ , (A.30)
per ogni sequenza monotona sn ↗ f di funzioni semplici. Data una funzione non negativa
f , possiamo sempre trovare una tale successione, ad esempio:
sn(x) =
n 2n∑
k=0
k
2n
χf−1(Ak)(x) ,
Ak =
[ k
2n
,
k + 1
2n
)
, k = 0, 1, . . . , n 2n − 1 , An 2n = [n,∞) .
(A.31)
Per costruzione abbiamo quindi che sn converge monotonicamente a f :
f(x) = +∞ , =⇒ sn(x) = n ,
f(x) < n , =⇒ f(x)− sn(x) ≤ 1
2n
.
Se f e` limitata la convergenza e` uniforme.
Questo risultato permette di estendere alle funzioni non negative le proprieta` (A.23)
e (A.25) del lemma A.3. Esse si ottengono considerando al posto dell’estremo superiore
il limite di una successione monotona.
Definita una prima misura dµ, possiamo “costruire” nuove misure a piacere.
Lem. A.5 Se f ≥ 0 e` una funzione misurabile, allora dν = f(x) dµ definita da:
ν(Ω) =
∫
Ω
f(x) dµ , (A.32)
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e` una misura tale che: ∫
Ω
g(x) dν =
∫
Ω
g(x) f(x) dµ . (A.33)
Dim. A.5 L’additivita` della misura µ e` equivalente alla linearita` dell’integrale e la
σ–additivita` segue dal teorema di monotona convergenza:
Ω =
∞⋃
n=1
Ωn ,
ν(Ω) =
∫
X
χΩ(x) f(x) dµ =
∫
X
( ∞∑
n=1
χΩn(x)
)
f(x) dµ
=
∞∑
n=1
∫
X
χΩn(x) f(x) dµ =
∞∑
n=1
∫
Ωn
f(x) dµ =
∞∑
n=1
ν(Ωn) .
− • −
Se fn non e` una successione monotona, e quindi si puo` porre anche il problema della
sua convergenza, vale almeno il seguente lemma di Fatou1.
Lem. A.6 (Lemma di Fatou) Se fn e` una successione di funzioni misurabili non
negative, allora: ∫
Ω
lim inf
n→∞
fn(x) dµ ≤ lim inf
n→∞
∫
Ω
fn(x) dµ . (A.34)
Dim. A.6 Sia:
gn(x) = inf
k≥n
fk(x) , allora gn(x) ≤ fn(x) ,
e quindi: ∫
Ω
gn(x) dµ ≤
∫
Ω
fn(x) dµ .
1 Pierre Joseph Louis Fatou (Lorient, 28 febbraio 1878 – Pornichet, 10
agosto 1929) e` stato un matematico francese. Col suo lavoro di dottorato ha
fornito importanti contributi alla teoria dell’integrazione. In seguito ha lavorato
principalmente nel campo delle mappe iterative. Possiamo affermare che fu il
primo a definire l’insieme di Mandelbrot.
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Prendendo il limite inf di entrambi i lati della disuguaglianza, e notando che per il teorema
di monotona convergenza (gn e` monotona non decrescente):
lim inf
n→∞
∫
Ω
gn(x) dµ = lim
n→∞
∫
Ω
gn(x) dµ
=
∫
Ω
lim
n→∞
gn(x) dµ =
∫
Ω
lim inf
n→∞
fn dµ
risulta verificato il lemma.
− • −
A.4 Funzioni sommabili
Se abbiamo una funzione misurabile f , a valori reali ma non necessariamente positiva,
possiamo decomporla nelle sue parti positiva e negativa, f+ e f−:
f±(x) = max{±f(x), 0} , f(x) = f+(x)− f−(x) . (A.35)
Diremo allora che f e` sommabile se sono finiti gli integrali di entrambe le parti positiva
e negativa: ∫
Ω
f±(x) dµ <∞ , (A.36)
e poniamo: ∫
Ω
f(x) dµ =
∫
Ω
f+(x) dµ−
∫
Ω
f−(x) dµ . (A.37)
Risulta immediato verificare che il lemma A.3 vale anche per funzioni sommabili s e t.
Possiamo trattare in maniera simile il caso di una funzione f a valori complessi dicendo
che f e` sommabile se lo sono sia la parte reale che la parte immaginaria di f , e poniamo
ovviamente: ∫
Ω
f(x) dµ =
∫
Ω
<e (f(x)) dµ+ i
∫
Ω
=m (f(x)) dµ . (A.38)
Chiaramente f e` sommabile se e solo se e` sommabile il suo valore assoluto |f |. Notiamo
che per una funzione a valori reali:
|f(x)| = f+(x) + f−(x) ,
∫
Ω
|f(x)| dµ =
∫
Ω
f+(x) dµ+
∫
Ω
f−(x) dµ .
L’insieme di tutte le funzioni sommabili viene indicato con L1(X, dµ).
Lem. A.7 Siano f e g funzioni sommabili. Allora:∣∣∣∫
Ω
f(x) dµ
∣∣∣ ≤ ∫
Ω
|f(x)| dµ , (A.39)
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∫
Ω
|f(x) + g(x)| dµ ≤
∫
Ω
|f(x)| dµ+
∫
Ω
|g(x)| dµ . (A.40)
Dim. A.7 Poniamo:
z =
∫
Ω
f(x) dµ , α =
z∗
|z| , |α| = 1 ,
(possiamo assumere z 6= 0, altrimenti e´ banale). Allora (α z = |z|):∣∣∣∫
Ω
f(x) dµ
∣∣∣ = α ∫
Ω
f(x) dµ =
∫
Ω
α f(x) dµ
=
∫
Ω
<e (α f(x)) dµ ≤
∫
Ω
|α f(x)| dµ =
∫
Ω
|f(x)| dµ ,
verificando la prima affermazione. La seconda deriva immediatamente da:
|f(x) + g(x)| ≤ |f(x)|+ |g(x)| .
− • −
L’integrazione di funzioni sommabili si comporta bene rispetto all’operazione di limite.
Teo. A.8 (Convergenza dominata) Sia fn una successione convergente di funzioni
sommabili e si ponga:
f(x) = lim
n→∞
fn(x) .
Si assuma che esista una funzione sommabile g tale che:
|fn(x)| ≤ g(x) ∀n . (A.41)
Allora f e` sommabile e:
lim
n→∞
∫
Ω
fn(x) dµ =
∫
Ω
f(x) dµ =
∫
Ω
lim
n→∞
fn(x) dµ . (A.42)
Dim. A.8 Le parti reale e immaginaria di una funzione complessa soddisfano le medesime
assunzioni, cos`ı pure le parti positiva e negativa di una funzione reale, per cui possiamo
limitarci a considerare il caso di funzioni fn e f reali e non negative (le ipotesi fatte
comportano implicitamente che g e` reale non negativa).
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Per il lemma di Fatou:
lim inf
n→∞
∫
Ω
fn(x) dµ ≥
∫
Ω
f(x) dµ ,
lim inf
n→∞
∫
Ω
(g(x)− fn(x)) dµ ≥
∫
Ω
(g(x)− f(x)) dµ .
Sottraendo l’integrale di g dall’ultima disuguaglianza abbiamo:
lim inf
n→∞
∫
Ω
(−fn(x)) dµ ≥ −
∫
Ω
f(x) dµ ,
− lim sup
n→∞
∫
Ω
fn(x) dµ ≥ −
∫
Ω
f(x) dµ ,
lim sup
n→∞
∫
Ω
fn(x) dx ≤
∫
Ω
f(x) dµ .
Quindi abbiamo la catena di disuguaglianze:∫
Ω
f(x) dµ ≤ lim inf
n→∞
∫
Ω
fn(x) dµ ≤ lim sup
n→∞
∫
Ω
fn(x) dµ ≤
∫
Ω
f(x) dµ ,
che diventa una catena di uguaglianze, provando il risultato.
− • −
Questo teorema, dovuto a Lebesgue, e` molto potente e costituisce lo strumento prin-
cipale per lavorare con integrali.
A.5 Prodotto di misure
Siano µ1 e µ2 due misure definite sulle σ–algebre Σ1 e Σ2, rispettivamente, per gli spazi
misurabili X1, X2. Sia quindi Σ1 ⊗ Σ2 la σ–algebra in X1 ×X2 generata dai rettangoli
della forma A1 × A2.
Esempio A.4 Sia B la σ–algebra dei Boreliani di R. Allora B2 = B ⊗ B fornisce
la collezione di insiemi Boreliani in R2, in quanto i rettangoli generano la topologia del
prodotto cartesiano R2.
− ◦ −
Ogni insieme di Σ1 ⊗ Σ2 gode della proprieta` di sezionamento.
Lem. A.9 Sia A ∈ Σ1 ⊗ Σ2. Allora le sezioni:
A1(x2) = {x1 : (x1, x2) ∈ A} , A2(x1) = {x2 : (x1, x2) ∈ A} , (A.43)
sono misurabili.
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Dim. A.9 Sia S la collezione di tutti gli insiemi A ∈ Σ1 ⊗ Σ2 con la proprieta` che
A1(x2) ∈ Σ1. Chiaramente S contiene tutti i rettangoli A1 × A2 e quindi e` sufficiente
mostrare che S e` una σ–algebra, in quanto in tal caso contiene la σ–algebra generata
Σ1 ⊗ Σ2 (minimale) generata dai rettangoli.
Ora, se A ∈ S, allora per il suo complementare A′ abbiamo:
(A′)1(x2) = (A1(x2))′ ∈ Σ1 ,
per cui S e` chiuso rispetto all’operazione di complemento. Analogamente, se An ∈ S
allora: (⋃
n
An
)
1
(x2) =
⋃
n
(An)1(x2) ,
e si ottiene la σ-additivita` di S rispetto all’unione.
Quindi la “minima” σ-algebra contenente i rettangoli e` contenuta in S: Σ1 ⊗Σ2 ⊆ S,
e l’affermazione e` vera.
− • −
Questo comporta che se f e` una funzione misurabile su X1 ×X2, allora, a fissato x2
la funzione x1 7−→ f(x1, x2) e` misurabile su X1 per ogni x2, e analogamente, a fissato x1
x2 7−→ f(x1, x2) e` misurabile su X2, per ogni x1. In effetti, se B e` un Boreliano, posto:
A = {(x1, x2) : f(x1, x2) ∈ B} ,
abbiamo:
A1(x2) = {x1 : f(x1, x2) ∈ B} .
Possiamo ora costruire la misura prodotto µ1 ⊗ µ2 su Σ2 ⊗ Σ2 come l’unica misura
tale che
µ1 ⊗ µ2 (A1 × A2) = µ1(A1)µ2(A2) , A1 ∈ Σ1 , A2 ∈ Σ2 . (A.44)
La costruzione e` basata sul seguente risultato, abbastanza intuitivo, di cui omettiamo
pero` la dimostrazione, abbastanza tecnica.
Teo. A.10 Siano µ1 e µ2 due misure σ-finite su Σ1 e Σ2 rispettivamente. Sia A ∈
Σ1 ⊗ Σ2, allora le funzioni µ2(A2(x1)) e µ1(A1(x2)) sono misurabili e si ha:∫
X1
µ2(A2(x1)) dµ1(x1) =
∫
X2
µ1(A1(x2)) dµ2(x2) . (A.45)
Se A ⊆ Σ1 ⊗ Σ2, definiamo:
µ1 ⊗ µ2 (A) =
∫
X1
µ2(A2(x1)) dµ1(x1) =
∫
X2
µ1(A1(x2)) dµ2(x2) , (A.46)
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oppure, notando che:
χA(x1, x2) = χA1(x2)(x1) = χA2(x1)(x2) ,
possiamo esprimere la misura come:
µ1 ⊗ µ2 (A) =
∫
X1
(∫
X2
χA(x1, x2) dµ2(x2)
)
dµ1(x1)
=
∫
X2
(∫
X1
χA(x1, x2) dµ1(x1)
)
dµ2(x2) .
(A.47)
Questo ci permette di definire la sommabilita` di funzioni definite su X1×X2, e il loro
integrale: ∫
X1×X2
f(x1, x2) dµ1 ⊗ µ2(x1, x2) .
Per l’integrazione con misure prodotto, assume una importanza fondamentale il se-
guente teorema di Fubini.
Teo. A.11 (Fubini) Sia f una funzione misurabile (a valori complessi in generale)
su X1 ×X2, e µ1, µ2 misure σ–finite su X1, X2, rispettivamente. Allora:∫
X1
|f(x1, x2)| dµ1(x1) ∈ L1(X2, dµ2) ,∫
X2
|f(x1, x2)| dµ2(x2) ∈ L1(X1, dµ1) ,
(A.48)
se e solo se f ∈ L1(X1 ×X2, dµ1 ⊗ µ2).
In questo caso vale:∫
X1×X2
f(x1, x2) dµ1 ⊗ µ2(x1, x2) =
∫
X1
(∫
X2
f(x1, x2) dµ2(x2)
)
dµ1(x1)
=
∫
X2
(∫
X1
f(x1, x2) dµ1(x1)
)
dµ2(x1) .
(A.49)
Dim. A.11 Notiamo che per funzioni semplici l’affermazione e` chiaramente vera. Assu-
miamo dapprima che f sia una funzione reale positiva. Sia quindi sn una successione di
funzioni semplici con sn ↗ f , il teorema di convergenza monotona ci assicura (applicato
due volte per gli integrali doppi) che tutti gli integrali sono definiti (al massimo sono
infiniti) e vale in ogni caso l’equazione (A.49).
L’affermazione per funzioni complesse vale se vale per la parte reale e la larte imma-
ginaria della funzione. Inoltre, se f e` reale, decomponendola come:
f = f+ − f− ,
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si ottiene la validita` dell’affermazione.
− • −
Appendice B.
Somme dirette
B.1 Composizione di proiettori
Consideriamo le operazioni algebriche elementari che possiamo eseguire con gli operatori
di proiezione.
Teo. B.1 (Somma di proiettori) Siano H1, H2 due sottospazi (chiusi) di uno spazio
di Hilbert H e siano P1, P2 i corrispondenti proiettori ortogonali. Allora le seguenti
affermazioni sono equivalenti:
i) P1 + P2 e` un proiettore ortogonale.
ii) H1 ⊥ H2.
iii) P1 P2 = 0.
Sotto tali condizioni P1 + P2 proietta su H1 ⊕H2.
Dim. B.1 Iniziamo con i) ⇒ ii). Sia x ∈ H1, y = P2 x:
(P1 + P2)
2 x = (P1 + P2)x =⇒ P1 P2 x+ P2 P1 x = 0
=⇒ P1 y + y = 0 =⇒ 2P1 y = 0 =⇒ y = −P1 y = 0 ,
cioe` x ⊥ H2.
L’implicazione ii) ⇒ iii) e` ovvia.
Vediamo di chiudere le equivalenze con iii) ⇒ i). L’autoaggiunzione dei singoli opera-
tori comporta che anche
P2 P1 = (P1 P2)
† = 0
e la verifica che la somma e` un proiettore diventa banale.
− • −
Teo. B.2 (Prodotto di proiettori) Siano H1, H2 due sottospazi (chiusi) di uno
spazio di Hilbert H e siano P1, P2 i corrispondenti proiettori ortogonali. Allora, posto
H0 = H1 ∩H2, le seguenti affermazioni sono equivalenti:
i) P1 P2 e` un proiettore ortogonale.
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ii) P1 commuta con P2: P1 P2 = P2 P1.
iii) Posto H(1) = H1 	H0, H(2) = H2 	H0, abbiamo H(1) ⊥ H(2) (le parti “non in
comune”, complementari dell’intersezione in H1 e H2, sono ortogonali tra loro).
Sotto queste condizioni P1 P2 = P0, proiettore ortogonale su H0.
Con H1 	H0 indichiamo il complemento ortogonale di H0 rispetto a H1:
H1 	H0 ≡
{
x ∈ H1 ; 〈x, y〉 = 0 , ∀ y ∈ H0
}
, (B.1)
e diventa ovviamente significativo quando H0 ⊆ H1.
Dim. B.2 L’implicazione i) ⇒ ii) deriva direttamente da:
P1 P2 = (P1 P2)
† = P2 P1 .
Vediamo ora che ii) ⇒ iii). Sia x ∈ H(1), y ∈ H(2). Allora:
〈x , y 〉 = 〈P1 x , P2 y 〉 = 〈x , P1 P2 y 〉 = 〈x , P2 P1y 〉 = 0 ,
in quanto P1 P2 y = P2 P1 y ∈ H1 ∩H2 = H0 ⊥ H(1).
Chiudiamo con iii) ⇒ i). Siano P (1), P (2) i proiettori su H(1) e H(2). Allora P1 =
P0 + P
(1), P2 = P0 + P
(2) e quindi:
P (1) P0 = P0 P
(2) = P (1) P2 = 0 , =⇒ P1 P2 = P0 ,
e P0 e` un proiettore ortogonale, provando anche l’ultima affermazione.
− • −
Teo. B.3 (Differenza di proiettori) Siano H1, H2 due sottospazi (chiusi) di uno
spazio di Hilbert H e siano P1, P2 i corrispondenti proiettori ortogonali. Allora le
seguenti affermazioni sono equivalenti:
i) P1 − P2 e` un proiettore ortogonale.
ii) P1 ≥ P2, cioe` P1 − P2 e` un operatore definito positivo.
iii) H1 ⊇ H2.
Sotto tali condizioni P1 − P2 proietta su H1 	H2 (il complemento ortogonale di H2
rispetto a H1).
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Dim. B.3 Questo teorema e` forse il meno intuitivo, ma anche il piu` interessante.
L’implicazione i) ⇒ ii) risulta ovvia inquanto un operatore di proiezione e` sempre
definito positivo:
〈x , P x 〉 = 〈P x , P x 〉 ≥ 0 .
Anche l’implicazione ii) ⇒ iii) e` semplice da vedere. Se x ∈ H2 abbiamo:
‖x‖2 = 〈x , x 〉 = 〈x , P2 x 〉 ≤ 〈x , P1 x 〉 = ‖P1 x‖2 ≤ ‖x2‖ ,
per cui vale l’uguaglianza e x ∈ H1.
Per chiudere le equivalenze vdiamo infine iii)⇒ i). SiaH0 = H1	H2, e P0 il proiettore
su H0. Allora, per il teorema B.1 la somma P0 + P2 proietta su H1 = H0 ⊕H2. cioe`
P1 = P0 + P2 , P1 − P2 = P0 ,
e P0 e` un proiettore ortogonale.
− • −
Supponiamo ora di avere due sottopazi (chiusi) H1, H2, di uno spazio di Hilbert H, e
siano P1, P2 i corrispondenti proiettori. Allora dalla identita`:
P2 − P1 = P2 (1− P1)− (1− P2)P1 , (B.2)
abbiamo, per ogni x ∈ H:
(P2 − P1)x = P2 (1− P1)x− (1− P2)P1 x .
I vettori P2 (1− P1)x ∈ H2 e (1− P2)P1 x ∈ H⊥2 sono ortogonali, per cui:
‖(P2 − P1)x‖2 = ‖P2 (1− P1)x‖2 + ‖(1− P2)P1 x‖2
≤ ‖(1− P1)x‖2 + ‖P2 x‖2 = ‖x‖2 ,
pertanto:
‖P2 − P1‖ = ‖P1 − P2‖ ≤ 1 .
E possiamo dire che la norma vale 1 se uno dei due sottospazi contiene un vettore non
nullo x ortogonale all’altro sottospazio, infatti in questo caso:
(P2 − P1)x = ±x , ‖(P2 − P1)x‖ = ‖x‖ .
Questo fatto ci permette un criterio per confrontare le dimensioni di due sottospazi.
Lem. B.4 Se i proiettori ortogonali P1, P2 su due sottospazi H1, H2 verificano la
disuguaglianza (stretta) ‖P2−P1‖ < 1 allora i due sottospazi hanno le stesse dimensioni:
‖P2 − P1‖ < 1 =⇒ dimH1 = dimH2 . (B.3)
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Dim. B.4 Supponiamo per assurdo che dimH1 < dimH2 e proiettiamo H1 su H2
ottenendo il sottospazio P2H1 ⊂ H2. Chiaramente l’operazione di proiezione al piu`
riduce le dimensioni:
dimP2H1 ≤ dimH1 < dimH2 ,
per cui in H2 possiamo trovare un complemento ortogonale non nullo H2 	 P2H1, cioe`
un vettore non nullo x2 ∈ H2 ortogonale a P2H1:
0 = 〈P2 x1 , x2 〉 = 〈x1 , P2 x2 〉 = 〈x1 , x2 〉 , ∀x1 ∈ H1 .
Pertanto x2 ⊥ H1, x2 ∈ H2, e la sua esistenza comporta ‖P2 − P1‖ = 1, contraddicendo
l’ipotesi ‖P2 − P1‖ < 1.
− • −
Osservazione. Notiamo che la condizione e` solo sufficiente, possiamo avere dimH1 =
dimH2 e contemporaneamente ‖P2 − P1‖ = 1.
Consideriamo ora alcune proprieta` di convergenza di operatori di proiezione.
Teo. B.5 Sia Pk una successione monotona di proiettori ortogonali, cioe`:
P1 ≤ P2 ≤ · · · ≤ Pk ≤ Pk+1 ≤ · · · (B.4)
oppure:
P1 ≥ P2 ≥ · · · ≥ Pk ≥ Pk+1 ≥ · · · (B.5)
Allora esiste il limite (forte):
P = s–lim
k→∞
Pk , (B.6)
e risulta un operatore di proiezione ortogonale.
Dim. B.5 Consideriamo il caso non decresente.
Per n > m la differenza Pn − Pm ≥ 0 e` un proiettore e, per ogni x ∈ H:
‖Pn x− Pm x‖2 = 〈 (Pn − Pm)x , (Pn − Pm)x 〉 = 〈x , (Pn − Pm)x 〉
= 〈x , Pn x 〉 − 〈 x , Pm x 〉 = ‖Pn x‖2 − ‖Pm x‖2 ≥ 0 .
Pertanto, la successione ‖Pk x‖2 e` monotona (non decrescente) e limitata da ‖x‖2, quindi
convergente e di Cauchy. La relazione sopra ci dice quindi che anche Pk x e` una successione
di Cauchy in H, per cui eiste il limite:
x∗ = lim
k→∞
Pk x
che definisce un operatore (chiaramente lineare) P :
x∗ = P x .
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Inoltre:
〈Pk x , Pk y 〉 = 〈x , Pk y 〉 = 〈Pk x , y 〉 ,
da cui, passando al limite (il prodotto scalare e` una funzione continua dei suoi argomenti):
〈P x , P y 〉 = 〈x , P y 〉 = 〈P x , y 〉 ,
e P risulta un proiettore:
P 2 = P = P † .
Se la successione Pk e` non crescente, allora la successione (1 − Pk) risulta non decre-
scente e converge (fortemente) ad un operatore di proiezione P0 = 1− P .
− • −
Osservazione. Notiamo che Pk ≤ Pk+1 si riflette in Hk ⊆ Hk+1, con Hk sottospazio su
cui proietta Pk, per cui il limite di una successione di proiettori non decrescenti proietta su
L(
⋃
kHk)
−, mentre il limite di una successione non crescente (che comporta Hk ⊇ Hk+1)
proietta sul sottospazio intersezione
⋂
kHk.
Come conseguenza immediata abbiamo la seguente riformulazione equivalente utiliz-
zando una serie di operatori di proiezione ortogonale.
Cor. B.6 Sia Hk, k = 1, 2, . . ., una sequenza di sottospazi ortogonali tra loro, allora
la serie dei corrispondenti proiettori ortogonali Pk su Hk:∑
k
Pk (B.7)
converge al proiettore ortogonale sulla somma diretta dei sottospazi Hk.
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B.2 Somme dirette di operatori
Siano H1, H2 due spazi di Hilbert e Aj : D(Aj) −→ Hj due operatori. Ponendo
H = H1 ⊕H2, possiamo definire un operatore:
A = A1 ⊕ A2 , D(A) = D(A1)⊕D(A2) , (B.8)
A (ψ1 + ψ2) = A1 ψ1 + A2 ψ2 , ψj ∈ D(Aj) . (B.9)
Chiaramente A e` chiuso, (essenzialmente) autoaggiunto, ecc., se e solo se lo sono entrambi
gli operatori A1 e A2. Le stesse considerazioni si applicano ad una somma diretta di una
famiglia numerabile di spazi di Hilbert e relativi operatori. Ponendo:
H =
⊕
j
Hj ,
definiamo:
A =
⊕
j
Aj , D(A) =
{
ψ ∈
⊕
j
D(Aj) : Aψ ∈ H
}
. (B.10)
Il dominio di A puo` essere caratterizzato anche nel seguente modo:
D(A) =
{
ψ =
∑
j
ψj ∈∈
⊕
j
D(Aj) :
∑
j
‖Aj ψj‖2 <∞
}
. (B.11)
Abbiamo il seguente risultato per operatori autoaggiunti.
Teo. B.7 Assumiamo Aj operatori autoaggiunti su Hj. Allora A =
⊕
j Aj e` essen-
zialmente autoaggiunto e:
RA(z) =
⊕
j
RAj(z) , z ∈ ρ(A) = C \ σ(A) , (B.12)
con:
σ(A) =
(⋃
j
σ(Aj)
)−
(B.13)
(la chiusura puo` essere omessa quando il numero dei termini e` finito).
Dim. B.7 Sia z 6∈
(⋃
j σ(Aj)
)−
e sia  = =m z 6= 0. Allora si ha:
‖RAj(z)‖ ≤ −1 ,
e quindi l’operatore risolvente di A:
RA(z) =
⊕
j
RAj(z) ,
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e` limitato con:
‖RA(z)‖ = sup
j
‖RAj(z)‖ ≤ −1 ,
e σ(A) ⊆ R. Per vedere che σ(A) ⊆
(⋃
j σ(Aj)
)−
e` sufficiente ripetere il ragionamento
con  = d(z,∪j σ(Aj)) > 0, che segue dal teorema spettrale. Viceversa, se z ∈ σ(Aj),
possiamo trovare una sequenza di Weyl ψn ∈ D(Aj) ⊆ D(A) e quindi z ∈ σ(A),
− • −
Abbiamo costruito un operatore A “sommando” le sue restrizioni agli spazi Hj. E`
interessante sapere quando un operatore A e` decomponibile come somma diretta di ope-
ratori agenti su sottospazi (chiusi) ortogonali di H. Supponiamo di decomporre H nella
somma diretta di due suoi sottospazi chiusi (ortogonali) H1, H2 = H
⊥
1 . Questo significa
che possiamo decomporre ogni vettore di H e quindi in particolare ψ ∈ D(A) in due
vettori ψ1 e ψ2, unici e appartenenti a H1, H2 rispettivamente. Ma per dire che:
Aψ = Aψ1 + Aψ2 ,
occorre che ψ1 e ψ2 appartengano al dominio dell’operatore A. Dobbiamo allora richiedere
che, detti P1, P2 i proiettori sui due sottospazi, si abbia:
ψ1 = P1 ψ ∈ D(A) , ψ2 = P2 ψ ∈ D(A) , ∀ψ ∈ D(A) .
E` sufficiente richiedere una sola delle due condizioni, in quanto l’altra e` automaticamente
verificata essendo D(A) un sottospazio lineare:
ψ1 = P1 ψ ∈ D(A) =⇒ ψ2 = ψ − ψ1 ∈ D(A) .
Chiaramente si ha in questo caso che ψ1 ∈ D(A) ∩ H1, e, se ϕ ∈ D(A) ∩ H1, allora
ϕ = P1 ϕ ∈ P1D(A), per cui:
P1D(A) ⊆ D(A) =⇒ P1D(A) = D(A) ∩H1 = D(A) ∩ P1H .
Per poter parlare di decomposizione di A e` ora necessario che le due azioni Aψ1, Aψ2,
definiscano due operatori agenti negli spazi H1, H2, cioe` dobbiamo avere:
Aψ1 ∈ H1 ∀ψ1 ∈ D(A) ∩H1 ,
Aψ2 ∈ H2 ∀ψ2 ∈ D(A) ∩H2 ,
cioe`:
Aψ = Aψ1 + Aψ2 ,
definisca proprio la decomposizione di Aψ nei due sottospazi H1, H2:
P1Aψ = Aψ1 = AP1 ψ , P2Aψ = Aψ2 = AP2 ψ , ∀ψ ∈ D(A) .
Di nuovo e` sufficiente una sola delle due condizioni. Possiamo riassumere tutto questo
nella seguente definizione.
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Def. B.1 Sia H1 ⊆ H un sottospazio chiuso e sia P1 il corrispondente proiettore.
Diremo che H1 riduce l’operatore A se:
P1A ⊆ AP1 . (B.14)
Osservazione. L’inclusione della definizione equivale a dire che:
D(P1A) = D(A) ⊆ D(AP1) =
{
ϕ ∈ H ; P1 ϕ ∈ D(A)
}
,
P1Aψ = AP1 ψ ∀ψ ∈ D(A) .
Notiamo che questo e` equivalente a dire che:
P1D(A) ⊆ D(A) , e P1Aψ = AP1 ψ , ∀ψ ∈ D(A) . (B.15)
Ponendo H2 = H
⊥
1 , abbiamo che P2 = 1−P1 riduce anch’esso A. Se H1 e H2 riducono
A, siamo allora “autorizzati” a dire che:
A = A1 ⊕ A2 ,
con:
A1 = A
∣∣∣
D(A)∩H1
: H1 −→ H1 ,
A2 = A
∣∣∣
D(A)∩H2
: H2 −→ H2 .
Lem. B.8 Sia A un operatore e:
H =
⊕
j
Hj , Pj A ⊆ APj , (B.16)
cioe` i singoli sottospazi, ortogonali tra loro, riducono A. Allora:
A =
⊕
j
Aj , (B.17)
con i vari Aj definiti da:
Aj ψ = Aψ , D(Aj) = D(A) ∩ Hj = PjD(A) ⊆ D(A) . (B.18)
Se A e` chiudibile allora Hj riduce anche la chiusura A
− e:
A− =
⊕
j
A−j . (B.19)
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Dim. B.8 Poiche` PjD(A) ⊆ D(A), ogni ψ ∈ D(A) puo` decomporsi come:
ψ =
∑
j
Pj ψ , Pj ψ ∈ Pj D(A) ⊆ D(A) ,
cioe`:
D(A) =
⊕
j
D(Aj) ,
inoltre, se ψ ∈ D(Aj), allora:
Aψ = APj ψ = Pj Aψ ∈ Hj ,
e quindi Aj : D(Aj) −→ Hj, provando la prima affermazione.
Riguardo alla seconda, sia ψ ∈ D(A−). Allora esiste una successione ψn ∈ D(A)
convergente a ψ e tale che Aψn converge a A
− ψ. Ma allora abbiamo anche:
Pj ψn −−−→
n→∞
Pj ψ , APj ψn = Pj Aψn −−−→
n→∞
Pj A
− ψ ,
quindi, per la chiusura di A−, Pjψ ∈ D(A−) e:
Pj A
−ψ = A− Pj ψ ,
cioe` Hj riduce A
−. Inoltre, il ragionamento fatto mostra anche che PjD(A−) ⊆ D(A−),
e quindi abbiamo la decomposizione di A−.
− • −
Se A e` autoaggiunto, possiamo semplicemente dire che H1 riduce A se:
P1D(A) ⊆ D(A) e AP1 ψ ∈ H1 ∀ψ ∈ D(A) .
Infatti se ψ ∈ D(A), posiiamo scrivere ψ = ψ1 + ψ2, con:
ψ1 = P1 ψ ∈ D(A) , ψ2 = (1− P1)ψ ∈ D(A) .
Abbiamo:
AP1 ψ = Aψ1 ,
P1Aψ = P1Aψ1 + P1Aψ2 = Aψ1 + P1Aψ2 ,
e` sufficiente mostrare che P1Aψ2 = 0. Ma questo deriva da:
〈ϕ, P1Aψ2〉 = 〈AP1 ϕ, ψ2〉 = 0 ,
per ogni ϕ ∈ D(A) (AP1 ϕ ∈ H1) .
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