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INTRODUCCIO´N
Los modelos poblacionales, desde los unidimensionales que son los ma´s simples, hasta los ma´s
complejos, ayudan a clarificar las descripciones observables en la naturaleza representados en
sus para´metros, y contribuyen a identificar las caracter´ısticas particulares de la poblacio´n. De-
bido a que los modelos son herramientas cient´ıficas que permiten validar y modificar teor´ıas,
hacen que ningu´no de ellos sean enteramente reales y por lo tanto histo´ricamente sus modifi-
caciones y evolucio´n son muy notables.
La motivacio´n a este proyecto tiene su origen en los trabajos realizados por el doctor Mauro
Montealegre y su grupo de investigacio´n DINUSCO de la universidad surcolombiana y la re-
visio´n en detalle del art´ıculo “Some recent results on diffusive predator–prey models in spatially
heterogeneous environment” [8] de Yihong Du and Junping Shi, en los cuales se presenta el
problema a estudiar, Bifurcaciones del modelo Lotka-Volterra difusivo, las dema´s referencias
aportan a su solucio´n, destacando en especial las de E. N. Dancer [4] y [5]
El modelo poblacional Lotka-Volterra ha sido ampliamente estudiado con ecuaciones diferencia-
les ordinarias que pueden incluir diferentes funciones de densidad convirtiendolo en el modelo de
Holling. Todos estos modelos se caracterizan porque su estudio se centra principalmente en las
interacciones entre las especies para un tiempo determinado. Cuando involucramos condiciones
del medio, este modelo requiere para su modelacio´n de las ecuaciones diferenciales parciales, en
este sentido el modelo ha sido estudiado un poco menos y sobre todo teniendo en cuenta que
pueden ser en ambientes homoge´neos y heteroge´neos. El estudio del proyecto se centra en el
ana´lisis de las bifurcaciones.
El estudio realizado para el desarrollo del proyecto conduce a una organizacio´n en cuatro
cap´ıtulos que se describen a continuacio´n:
En el primer cap´ıtulo se tratan todas las bases teo´ricas que permite el estudio del problema, se
inicia con una breve resen˜a histo´rica de los modelos poblacionales, se reafirman unos conceptos
ba´sicos de los espacios de Banach, el cual representa el medio donde sobreviven las especies,
de igual manera se hace un estudio detallado del espectro de los operadores diferenciales para
posteriormente tratar lo relacionado con el radio espectral, la teor´ıa de ı´ndice y finalizar con la
explicacio´n de la teor´ıa de las bifurcaciones.
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En el segundo cap´ıtulo se presenta el problema y se aborda el procedimiento apropiado para su
solucio´n no trivial. Se inicia con el me´todo de linealizacio´n, posteriormente el ana´lisis funcional
nos permite reescribir el problema y con la aplicacio´n del radio espectral encontrar la curva de
bifurcacio´n en donde sobreviven, en este caso, las dos especies. Por u´ltimo se determina con
especial atencio´n el intervalo de para´metros que dependen del valor propio de control.
Es importante resaltar la importancia del modelo log´ıstico generalizado que aparece durante
todo el estudio del proyecto, este ana´lisis ba´sicamente se realiza para ambientes inicialmente
homoge´neos y posteriormente heteroge´neos, en ambos casos para estados estacionarios.
En el tercer cap´ıtulo se presenta el estudio de los atractores globales inicialmente para modelo
log´ıstico, porque siempre resulta en el estudio y ana´lisis del modelo Lotka – Volterra, posteri-
ormente se generaliza y se justifica su existencia. Con lo anterior se examinan las soluciones
espacio-temporales que determinan el flujo para que todas ellas converjan hacia el atractor
global, con e´l se determina la solucio´n de estado estacionario.
Para finalizar en el cap´ıtulo cuatro se presentan las conclusiones del proyecto en donde quedan
abiertas las posibilidades para estudios futuros como complemento a lo realizado.
El autor
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Cap´ıtulo 1
PRELIMINARES
1.1 Historia evolucio´n de Modelos Poblacionales
A continuacio´n se muestra la evolucio´n de los modelos poblacionales descritos en [8] centrando-
nos en diferentes variaciones del modelo Lotka Volterra, el modelo Holling y finalizando con los
modelos difusivos. La primera ecuacio´n diferencial depredador-presa, se remonta a los estudios
del Qu´ımico y Bio´logo estadounidense, Alfred James Lotka en 1920 y el matema´tico Italiano
Vito Volterra en 1926

du
dt
= λu− buv,
dv
dt
= µv − cuv,
(1.1)
con λ, µ, b, c, constantes reales se aplico´ para el estudio de poblaciones de varias especies de
peces. Posteriormente este modelo fue´ generalizado por el bio´logo Italiano Humberto d’Ancona

du
dt
= λu− au2 − buv,
dv
dt
= µv − dv2 + cuv,
(1.2)
λ, a, b, c > 0, µ ∈ R.
Los bio´logos observaron que si bien algunas interacciones depredador-presa conduc´ıan a un
sistema con equilibrios estables, algunas otros no lo hacian y por lo tanto debia existir un proceso
ecolo´gico que lo desestabilizaba, esto corresponde a la capacidad limitada de un depredador para
consumir su presa. Se representa mediante la funcio´n Φ(u) y se denomina respuesta funcional
general del depredador, concepto introducido por Salomon y Holling, entonces el modelo Lotka-
Volterra cla´sico es modificado a
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
du
dt
= λu− au2 − bΦ(u)v,
dv
dt
= µv − dv2 + cΦ(u)v,
, (1.3)
con Φ(u) funcio´n positiva y no decreciente (densidad de presa) Φ(u), respuesta funcional tipo
Holling II se utiliza en ecolog´ıa como:
Φ(u) =
u
1 +mu
, (1.4)
donde m en una constante positiva, m = bTh y Th tiempo de manipulacio´n para un depredador
gene´rico matar y consumir su presa gene´rica.
Luego el modelo realista Holling tipo II depredador-presa toma la forma:

du
dt
= λu− au2 − bu
2v
1 +mu2
,
dv
dt
= µv − dv2 + cu
2v
1 +mu2
.
(1.5)
El comportamiento dina´mico de los modelos depredador-presa es muy sensible a los cambios
de las funciones de reaccio´n y la modificacio´n de Φ(u) ha dado origen a multiples estudios.
Los modelos anteriores se caracterizan por centrarcen en las interacciones entre las especies en
el tiempo; pero existe evidencia biolo´gica considerable que el espacio o medio en donde conviven
las especies efecta la dina´mica de las poblaciones, es as´ı como en 1937 Fisher y Kolmogoroff,
utilizan una ecuacio´n de reaccio´n-difusio´n para estudiar la propagacio´n de un solo gen en una
poblacio´n de individuos diploides.
En 1950 Kierstead y Slobodkin estudiaron los modelos de difusio´n en poblaciones cuando la
dispersio´n espacial esta involucrada. Turing estudia modelos de reaccio´n-difusio´n en patrones
de morfoge´nesis y en 1970 los correspondientes modelos de poblacio´n de depredador presa de
la forma 
du
dt
= f(u, v),
dv
dt
= g(u, v),
Pasan a reescribirse como modelos de reaccio´n-difusio´n de la forma
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
du
dt
− d1 M u = f(u, v),
dv
dt
− d2 M v = g(u, v),
,
junto con condiciones iniciales, condiciones de frontera adecuadas y los l´ımites del dominio
espacial se estudia el comportamiento dina´mico de las especies en todo el dominio espacial
Ω ∈ Rn, o Cn con el fin de encontrar espec´ıficamente soluciones de estados estacionarios con
sus patrones espaciales.
1.2 Conceptos ba´sicos y espacios de Banach
1.2.1 Espacios normados
En un espacio vectorial X, es de gran importancia las me´tricas, ya que permiten determinar
completamente mediante la norma distancia entre dos elementos.
Definicio´n 1 Un espacio normado es un par (X, ‖ · ‖) formado por un espacio vectorial X y
una aplicacio´n ‖ · ‖ : X → R, llamada norma, con las siguientes propiedades
i) ‖ x ‖≥ 0
ii) ‖ x ‖= 0⇐⇒ x = 0
iii) ‖ αx ‖= |α|· ‖ x ‖
iv) ‖ x+ y ‖≤‖ x ‖ + ‖ y ‖ (desigualdad triangular)
Si no se exige la propiedad (II), la aplicacio´n ‖ · ‖ se denomina seminorma
Definicio´n 2 Sea X un espacio vectorial normado en el que se define la me´trica
d(x, y) = ‖x− y‖. Si (X; d) es completo, X se dice espacio de Banach
Algunos ejemplos de Espacios normados que podemos encontrar
1. X = R o´ C con la norma del valor absoluto son espacios de Banach.
2. X = Rn o´ Cn con la norma ‖ x ‖= (∑ni=1 xpi )1/p(p ≥ 1) es de Banach.
3. Sea lp = {x = (xn)n∈N : xn ∈ C,
∑∞
n=1 |xn|p < ∞}(p ≤ 1) y definimos ‖ x ‖p=
(
∑∞
n=1 x
p
n)
1/p
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4. X = C[a, b] (funciones continuas en [a, b]), con la norma ‖f‖ = maxx∈[a,b] |f(x)| es de
Banach
5. EL mismo espacio anterior C[a, b] con la norma ‖f‖ = (∫ b
a
|f(x)|2dx)1/2 no es completo,
sin embargo, este espacio puede completarse como veremos despues y su compleccio´n es
precisamente el espacio L2[a, b]
6. Si X = B(A) el espacio de las funciones acotadas en A, la norma ‖f‖ = supx∈A |f(x)|
tambien da lugar a un espacio de Banach.
7. Sea V A[a, b] la clase de funciones de variacio´n acotada en [a, b]. En un espacio vectorial
con las operaciones usuales se define la norma ‖f‖ = |f(a)|+V (f) donde V (f) representa
la variacio´n total f que convierte al espacio V A[a, b], en un espacio de Banach.
Los siguientes teoremas no demostrados ilustran algunas propiedades de los espacios normados.
Teorema 1 Sea X un espacio vectorial normado, entonces:
i) X es de Banach
ii) Si {an}n∈N ⊂ X y
∑
n∈N ‖an‖ <∞ =⇒
∑
n∈N an converge en X
Teorema 2 En un espacio vectorial normado X donde B(x0, r) = {X : ‖X‖ < r} . Son
equivalentes:
a) | ‖ x ‖ − ‖ y ‖ | ≤‖ x− y ‖ ∀x, y ∈ X
b) B(x0, r) = x0 +B(0, r),∀x0 ∈ X, r > 0
Como consecuencia de este teorema resultan las equivalencias de las siguientes proposiciones
Proposicio´n 1 Sea X un espacio vectorial normado sobre el cuerpo E. Si definimos en X×X
o´ E × X la me´trica producto ‖(u, v)‖ = ‖u‖ + ‖v‖, entonces los mapeos (x, y) → x + y, y,
(α, x)→ αx, definidas en X ×X y E ×X, respectivamente, son continuas. Adema´s la norma
‖ · ‖ : X → R es uniformemente continua.
Proposicio´n 2 Un subespacio Y de un espacio de Banach X es completo si y solo si Y es
cerrado en X.
Teorema 3 (complecio´n) Sea (X, ‖ · ‖) un espacio normado. Existe un espacio de Banach
X∗ y una isometr´ıa A : X −→ W donde W es un sunbespacio denso de X∗. Dicho espacio X∗
es u´nico salvo isometr´ıas.
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1.2.2 Espacios Lp
Los espacios Lp corresponden a los ejemplos ma´s utiles de los espacios normados y dieron el
desarrollo de la teoria de espacios de Hilber.
X es un espacio de medida y µ una medida positiva. En el espcio representado por:
L1(µ) = {f : X → C : medible y
∫
X
|f |dµ <∞}
Si ahora hacemos 1 ≤ p < ∞, definimos ana´logamente el espacio de funciones de potencia
p-e´sima integrable, como
Lp(µ) = {f : X → C : medible y
∫
X
|f |pdµ <∞}
Si definimos la aplicacio´n ‖ · ‖p : Lp(µ) → R por ‖f‖p = (
∫
X
|f |pdµ)1/p, es evidente que
Lp(µ) = {f : X → C : medible y ‖f‖p <∞}
En el caso de p =∞ procedemos de una forma diferente:
Si g : X → C es una funcio´n medible, tambie´n es medible |g|; sabemos que ∀α ∈ R, |g|−1(α,∞]
es medible y podemos definir el conjunto
S = {α ∈ R : µ(|g|−1(α,∞]) = 0}
Observacio´n 1 Si el espacio normado es de dimensio´n finita da lugar a algunas caracteristi-
cas especiales, entre ellas el teorema de Bolzano-Weirestrss demuestra que, en un espacio de
dimensio´n finita, cualquier bola cerrada B(z, r) es compacta. Se menciona el siguiente teorema
Teorema 4 (F. Riesz) En un esapcio normado X, las siguientes condiciones son equivalen-
tes:
i) La bola unidad B(0, 1) es compacta
ii) X tiene dimensio´n finita
Aqu´ı son importantes los siguientes resultados.
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Lema 1 Dados un espacio normado X (de cualquier dimensio´n) y una familia {x1, ..., xn}
linealmente independiente, existe c > 0 : ∀α1, ..., αn ∈ E : ‖α1x1+...+αnxn|| ≥ c(|α1|+...+|αn|)
Teorema 5 (Completitud) Todo subespacio Y de dimensio´n finita de un espacio normado
X es completo. En particular , todo espacio normado de dimensio´n finita es completo.
1.2.3 Producto interior y espacios de Hilbert
A fin de dotar a los espacios normados de una geometr´ıa, debemos definir un producto interior o
escalar. Es importante conocer sus propiedades, aprovecharlas para aplicarlas tanto al estudio
de las series de Fourier, los polinomios ortogonales y la teor´ıa ba´sica de operadores.
Definicio´n 3 Un espacio con producto interno o pre Hilbert es un espacio vectorial X en el
que se define una aplicacio´n 〈·, ·〉 : X ×X −→ E con las siguientes propiedades.
1. (Aditiva) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉
2. (Homoge´nea) 〈αx, y〉 = α〈x, y〉;
3. (Hermı´tica) 〈x, y〉 = 〈y, x〉
4. (definida positiva) 〈x, x〉 ≥ 0 y 〈x, x〉 = 0⇐⇒ x = 0
Definicio´n 4 Decimos que X es espacio de Hilbert si es un espacio vectorial con producto
interno completo. Es decir, si d es la me´trica inducida por la norma en X, ella es a su vez por
el producto interno, entonces (X, d) es completo.
1.2.4 Espacio de Sovolev Wm,p(Ω) con 1 ≤ p ≤ +∞
Definicio´n 5 Sean Ω ∈ Rn un conjunto abierto y 1 ≤ p ≤ ∞. Si m es un nu´mero entero no
negativo, u ∈ Lp y existe la derivada distribucional Dαu para cualquier α, con |α| ≤ m tal que
Dαu ∈ Lp(Ω);∀|α| ≤ m
Entonces se dice u ∈ Wm,p(Ω).
Wm,p(Ω) es llamado espacio de Sovolev sobre Ω
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Este subespacioWm,p(Ω) esta´ dotado de la norma: ‖µm,p‖ = (
∑
0≤α≤m ‖Dαu‖pp)1p , si 1 ≤ p ≤ ∞.
El caso p = 2 juega un papel muy importante, estos espacios denotados por Hm(Ω) as´ı
Hm(Ω) := Wm,2(Ω)
y para u ∈ Hm(Ω), nosotros denotamos por ‖u‖m,p = ‖u‖m,2. El espacio Hm(Ω) tiene un
producto interno natural definido por
〈u, v〉Hm(Ω) =
∑
|α|≤m
〈Dαu,Dαv〉L2(Ω)
Observacio´n 2 El espacio Hm(Ω) es un espacio de Hilbert debido a que L2(Ω) tambie´n lo es.
1.3 Radio espectral
Sea X un espacio de Banach (completo, espacio vectorial normal) y A : D(A) −→ X un ope-
rador lineal con dominio D(A) ⊆ X para cualquier nu´mero complejo δ, formamos el operador
Aδ = A− δI donde I es el operador identidad en X (1.6)
Si Aδ tiene inversa, la denotamos por:
Rδ(A) = A
−1
δ , (1.7)
calculamos el det (Aδ), δ ∈ C tales que det (Aδ) 6= 0. Ahora δ es un punto regular para Aδ si:
(i) Rδ(A) existe
(ii) Rδ(A) es acotada (Limitado)
(iii) Rδ(A) esta´ definida en un subconjunto denso de X.
Los puntos del espectro incluye valores de δ para los cuales Rδ(A) no existen, encontramos la
siguiente clasificacio´n
i) El espectro continuo es el conjunto de valores de δ para los cuales Rδ(A) existe pero no
acotado (ilimitado)
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ii) El espectro residual es el conjunto de valores de δ para los cuales Rδ(A) existe, es acotado
pero no esta´ definido en subconjunto denso de X.
iii) δ ∈ C denotamos σ(A) el espectro de A (todos los puntos no regulares), decimos que el
espectro esencial de A es cualquier punto en σ(A) que no es un valor propio aislado de
multiplicidad finita (tales valores propios son redondeados por una vecindad de puntos
regulares tales que la dimensio´n de espacio nulo Aδ es finita).
Definicio´n 6 Una funcio´n h es ana´litica (holomorfa) en el punto δ0 ∈ C si h es homomorfa si
h esta definida y es diferenciables en δ0 y en alguna vecindad de radio ε de δ0, o simplemete h
es analitico en G si solo si para cada δ0 ∈ G se define una serie de potencias representada por
h(δ) = Σ∞j=0Cj(δ − δ0)j
y con radio de convergencia no cero.
Por un vector evaluado en funciones o un operador funcional se entiende como un mapeo
S : ∧ −→ B(X,X),
δ −→ Sδ,
(1.8)
donde ∧ es cualquier subconjunto del δ - plano complejo. Sδ en lugar de S(λ), notacio´n similar
a Rδ y Ω = ρ(A). Podemos solucionar cualquier x ∈ X y S dado, definimos el mapeo
∧ −→ X,
δ −→ SδX,
(1.9)
De igual forma podemos solucionar x ∈ X y cualquier funcional f ∈ X ′ para tomar un mapeo
de ∧ en el plano complejo, definido
∧ −→ C,
δ −→ f(Sδx),
(1.10)
es holomorfa para cada δ0 ∈ ∧.
El conjunto resolvente ρ(Aδ) de un operador lineal A es abierto de C pero no siempre es su
dominio, en general es la unio´n de dominios disyuntos (disyuntos conexos por conjuntos abier-
tos). El resolvente es holomorfo en cada punto de ρ(A).
Definimos dos clases correspondientes de derivadas S ′δ de Sδ con respecto a δ por las formulas.
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‖ 1M δ [Sδ+Mδ − Sδ]− S
′
δx ‖ −→ 0 (x ∈ X)),
| 1M δ [f(Sδ+Mδ − Sδ)]− f(S
′
δx)| −→ 0 (x ∈ X, f ∈ X ′),
La existencia de la primera derivada implica la existencia de la otra derivada.
Teorema 6 (espectral) Si X 6= {0} es un espacio complejo de Banach y A ∈ B(X,X),
entonces σ(A) 6= φ
Demostracio´n. Suponemos X 6= {0}. Si A = 0, entonces σ(A) = {0} 6= φ tomamos A 6= 0,
entonces para ‖A‖ 6= 0,
la serie
Rδ = −1δΣ∞j=0
(
1
δ
A
)i
(|δ| > ‖A‖)
converge para
1
δ
<
1
‖A‖ . La convergencia es absoluta para
1
δ
<
1
2
‖A‖, esto es |δ| > 2‖A‖,
porque la serie geometrica
‖Rδ‖ = −1
δ
Σ∞j=0‖
1
δ
A‖j = 1|δ| − ‖A‖ ≤
1
‖A‖ , |δ| ≥ 2‖A‖ (1.11)
la serie de potencia puede representar de la siguiente forma,
h(δ) = Σ∞j=0Cj(δ − δ0)i Cj = f(Rδ0(A)j+1x),
la cual es absolutamente convergente en el disco (1,11)

Teorema 7 El resolvente Rδ(A) del operador lineal encerrado T : X −→ X en el espacio
complejo de Banach X es holomorfa para cada punto δ0 del conjunto resolvente ρ(A) de A es
decir localmente homomorfa en ρ(A)
Teorema 8 Si A ∈ B(X,X), donde X es un espacio complejo de Banach y δ ∈ ρ(A) entonces
|Rδ(A)| > 1
ω(δ)
donde ω(δ) = lim
S∈σ(A)
|δ − S| (1.12)
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Figura 1.1: Disco de radio r = 1‖Rδn‖ en δ- plano complejo.
es la distancia de δ al espectro σ(A)
1
r
= lim
n→∞
n
√
|Cn| (1.13)
haciendo k = 1
δ
(1.13) se puede escribir como
Rδ = −k
∞∑
n=0
Ankn
entonces, escribimos |Cn| = ‖An‖, obtenemos
‖
∞∑
n=0
Ankn‖ ≤
∞∑
n=0
‖An‖|kn|n =
∞∑
n=0
|Cn||kn|n
la fo´rmula muestra que se converge absolutamente para |k| < r, por lo tanto
|δ| = 1|k| >
1
r
= limn→∞ n
√‖An‖
Observemos que la serie de potencias tiene centro de convergencia en k = 0, por lo tanto se
define es un radio pequen˜o con circulo alrededor de δ = 0 en el δ-plano cuyo exterior enteramente
en ρ(A). Significa que
1
r
es el radio espectral de A, luego
rσ(A) =
1
r
= limn→∞ n
√‖An‖.
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Teorema 9 (radio espectral) Si A es un operador lineal limitada en un espacio complejo de
Banach, entonces el radio espectral r(A) de A esta´ dado por la siguiente expresio´n,
rσ(A) = lim
n−→∞
n
√
‖An‖ (1.14)
Tenemos σ(An) = [σ(A)]n implica rσ(A
n) = [σ(A)]n, aplicamos para An en lugar de A y
obtenemos
rσ(A
n) ≤ ‖An‖ (1.15)
luego
rσ(A
n) = n
√
rσ(An) ≤ n
√‖An‖
para todo n, entonces
rσ(A
n) ≤ lim
n→∞
n
√
‖An‖ ≤ lim
n→∞
n
√
‖An‖ (1.16)
Una serie potencias ΣCnk
n converge absolutamente para |k| < r.
A continuacio´n ofrecemos otra foma de expresar a Rδ(A) es un operador con A ∈ B(X,X), X
espacio de Banach, se puede representar mediante la serie de potencias
Rδ(A) = Σ
∞
j=0Rδ0(A)
j+1(δ − δ0)i, (1.17)
la cual converge absolutamente para cada δ en el entorno
|δ − δ0| < 1‖Rδ0‖
, (1.18)
luego para cualquier x ∈ X y f ∈ X ′ definimos h por
h(δ) = f(Rδ(A)x),
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con ‖Rδ(A)‖ −→ ∞ cuando ω(δ) −→ 0
Demostracio´n. para cada δ0 ∈ ρ(A) el disco (1.12) es un subgrupo de ρ(A), luego asumimos
σ(A) 6= φ, y vemos que la distancia δ0 al espectro debe al menos ser igual al radio del disco,
que es ω(δ0) ≥ 1‖Rδ0‖
y esto implica (1.13)
Asumimos que σ(A) = φ conducimos a una contradiccio´n. σ(A) = φ implica ρ(A) = C, por
lo tanto Rδ es holomorfa para todo δ. En consecuencia para x ∈ X fijo y f ∈ X ′ la funcio´n h
definida por
h(δ) = f(Rδx)
es holomorfa en C, tal que h es una funcio´n entera, ya que la holomorfidad implica continui-
dad, h es continua y limitada en el disco compacto |δ| ≤ 2‖A‖, pero h es tambie´n limitada por
|δ| ≥ 2‖‖ ya que ‖Rδ‖ < 1‖A‖
De (1.17) tenemos
|h(δ)| = |f(Rδx) ≤ ‖f‖ ‖Rδx‖ ≤ ‖f‖ ‖Rδ‖ ‖x‖ ≤ ‖f‖ ‖x‖‖A‖
luego h es acotado en C y constante, por el teorema de Liouville, los estados de una funcio´n
entera estan limitadas en el plano complejo y es constante. 
Luego x ∈ X y f ∈ X ′ en h donde arbitrariamente, h constante implica que Rδ es independiente
de δ y as´ı R−1δ = A− δI pero esto no es posible, y el teorema queda probado.
1.4 Teoria de existencia de soluciones locales para ecua-
ciones difusivas
Esta seccio´n es un resumen de [9, Cap. III]. La existencia de soluciones locales en Lα(Ω),
significa la existencia de soluciones de problemas de valores iniciales l´ımites para pequen˜os
intervalos de tiempo, el te´rmino de existencia global hace referencia a problemas donde existen
soluciones para todo tiempo despue´s de las condiciones iniciales.
El punto fundamental es cuando los sistemas de reaccio´n-difusio´n son vistas como una ecuacio´n
de evolucio´n en algunas funciones espaciales (Por cada tiempo t fijo, u(t) es una funcio´n espacial
dada), la ecuacio´n puede ser pensaba como una ecuacio´n diferencial ordinaria.
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Como se relaciono en el espectro de operadores diferenciales, definimos nuestro operador dife-
rencial en el espacio funcional de tal manera que incorpore condiciones de contorno.
Consideremos:
ut = ∆u+ f(x, u,∇u), x ∈ Ω ⊆ Rn, t > 0, (1.19)
si Ω 6= Rn, entonces imponemos algunas condiciones de contorno de la forma:
α(x)u+ β(x)∇u·~n = 0, x ∈ ∂Ω, t > 0, (1.20)
donde α(x) y β(x) son funciones definidas y ~n vector normal exterior a Ω.
Completamos el problema especificando condiciones iniciales
u(x, 0) = u0(x), x ∈ Ω, (1.21)
vamos a desarrollar una teor´ıa de existencia de soluciones para (1.19), (1.20) y (1.21) en L2(Ω),
necesariamente implica algu´n decaimiento si |x| −→ ∞ en Ω ⊆ Rn
Ahora para funciones suaves en L2(Ω) que sastisface las condiciones de frontera (1.21), defini-
mos:
Au = −∆u
y extendemos A para lograr un operador cerrado, y definido densamente en L2(Ω).
Reescribimos (1.20), (1.21) y (1.22)
{
Ut + Au = f, t > 0
U = u0, t = 0,
(1.22)
notamos que cualquier condiciones de frontera se encuentra dentro del dominio de A, D(A).
Asumimos que A es operador densamente cerrado en un espacio de Banach X, y las constantes
a ∈ R, φ ∈ (0, pi
2
)
, M ≥ 0 tal que el sector
Cpi(a) = {λ : φ ≤ | arg (λ− a)| ≤ pi, λ 6= a}
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Figura 1.2: Representacio´n de Cpi(a)
no contiene el espectro de A, y por ello calculamos,
‖ (λI − A)−1 ‖ ≤ M| λ− a | . (1.23)
En este sector, para obtener un operador sectorial de A se obtiene A1 = A+ aI, para α ≥ 0 y
definimos el siguiente operador fraccional
A−α1 =
1
Γ(α)
∫ α
0
tα−1
(
1
2pii
∫
c
(λ+ A1)
−1eλtdλ
)
dt (1.24)
El siguiente teorema refiere al sector C repreentado en la gra´fica (1.2)
Teorema 10 sea f una funcio´n en
{
ut + Au = f, t > 0
u = u0, t = 0
(1.25)
denominada funcio´n Lipschitz continua de U = Xα en X, para algun α ∈ [0, 1]. Entonces
cumple que para cualquier u0 ∈ U existe T = T (u0) talque el problema inicial tiene una solucio´n
u´nica en (0, T ).
donde C es un contorno a la derecha de σ(−A1) con argλ −→ ± θ cuando |λ| −→ ∞ para
algun θ ∈ (pi
2
, pi
)
.
20
Demostracio´n. Se puede mostrar que para α > 0, A−α1 es un operador acotado uno a uno en
X; establecemos
Aα1 = inversa de A
−α
1 , α > 0
A01 = identidad X = L
2(Ω)
Ahora para α > 0, cada Aα1 densamente definido en X y establecemos
Xα = D(A
α
1 ).
Para α ≥ β ≥ 0, se puede demostrar que Xα ⊆ Xβ
Notamos que X0 ≡ X y X1 ≡ D(A1) ≡ D(A), donde Aα1 es llamado operador fraccional de
A1.
Una solucio´n de el problema (1.20) y (1.21) en el intervalo (0, T ) es una funcio´n continua
u : [0, T ) −→ X(= L2(Ω)) que satisface
ut + Au = f(u), para t ∈ (0, T ) (1.26)
Como u(t) −→ u0 cuando t −→ 0 en X, u(t) ∈ D(A) para t ∈ (0, T ) para t > 0 
1.5 Teor´ıa de grado e ı´ndice de campos vectorial
En esta seccio´n aplicamos la teor´ıa del grado de acuerdo a [9] para observar cuantas vueltas
da una aplicacio´n f : Sn −→ Sn. Para definir el ı´ndice de un punto singular de una ecuacio´n
diferencial (o equivalentemente de un campo vectorial) y el de un camino cerrado en Variable
Compleja. tambien estudiamos los ceros de un campo vectorial definido en una variedad.
Definicio´n 7 Sean M y N dos variedades diferenciables,con M ⊂ Rk, y sean f, g : M −→ N
dos aplicaciones diferenciables. Se dice que f y g son diferenciablemente homo´topas si existe
una homotop´ıa entre ambas, es decir, una aplicacio´n diferenciable
F : M × [0, 1] −→ N, (1.27)
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de modo que
{
F (p, 0) = f(p)
F (p, 1) = g(p)
, p ∈M (1.28)
Se dice tambie´n que F es una homotop´ıa diferenciable entre f y g. Si en las condiciones ante-
riores adema´s son f y g difeomorfismos y tambie´n lo son, para todo t ∈ [0, 1] las aplicaciones
Ft : M −→ N dadas por Ft(p) = F (p, t), entonces se dice que f y g son diferenciablemente
iso´topas y que F es una isotop´ıa diferenciable.
Proposicio´n 3 (Lema de homotop´ıa) Sean M y N dos variedades diferenciables de igual
dimensio´n, con M compacta, sean f, g : M −→ N dos aplicaciones diferenciablemente homo´topas
y q ∈ N un valor regular para f y g. Entonces
f−1(q) = g−1(q) mod 2
Teorema 11 Si f : M −→ N es una aplicacio´n diferenciable entre una variedad compacta M
y una variedad conexa N , con dim(M) =dim(N), entonces los puntos regulares tienen el mismo
cardinal mo´dulo 2. A ese cardinal se le llama grado mo´dulo 2 de f .
1.5.1 Grado de Brouwer
El grado de Brouwer se define para variedades orientables. Una variedad diferenciable se llama
orientable si todos los cambios son de determinante positivo, luego es menos general que la del
grado mo´dulo 2.
Se hacen las siguientes observaciones
1. Si V y W son dos espacios vectoriales de igual dimensio´n y si ϕ : V −→ W es un
isomorfismo entonces la matriz tiene determinante no nulo. Si M y N son dos varie-
dades orientadas y de igual dimensio´n y si f : M −→ N es un difeomorfismo, entonces
(f∗)p : TpM −→ Tf(p)N tiene determinante positivo si f preserva la orientacio´n y negativo
se la invierte.
2. Aunque f : M −→ N no sea difeomorfismo, si M y N son dos variedades orientadas y de
igual dimensio´n, entonces para todo valor regular q ∈ N y todo punto x ∈ f−1(q), punto
regular, resulta que (f∗)p : TpM −→ Tf(p)N es isomorfismo lineal con lo que (f∗)p tiene
determinante positivo si preserva la orientacio´n y negativo si la invierte.
Luego,
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(a) Signo (f∗)p = +1, si det(f∗)p > 0
(b) Signo (f∗)p = −1, si det(f∗)p < 0
Si M y N son dos variedades diferenciables orientadas y de igual dimensio´n, con M
compacta y N conexa, si f : M −→ N es una aplicacio´n diferenciable y si q ∈ N es
un valor regular, se llama grado de Brouwer de f en q a
deg(f, g) = Σp∈f−1(q) signo(f∗)p (1.29)
(c) El entero deg(f, g) no depende de la eleccio´n del valor regular q, lo que permite
definir el grado de Brouwer de f como deg(f) = deg(f,g) cualquiera que sea el valor
regular q ∈ N
(d) Si f y g son aplicaciones diferenciablemente homo´topas, entonces deg(f) = deg(g)
1.5.2 Grado de mapeo de S1 en s´ı mismo.
Si consideramos las aplicaciones de la circunferencia de unidad en s´ı misma f : S1 −→ S1
podemos dar una interpretacio´n geome´trica del grado de Brouwer como el nu´mero de vueltas
(con sentido) que da la imagen de f sobre la circunferencia. En efecto, considerando S1 ⊂ C
como el conjunto de puntos complejos de mo´dulo 1, y se tienen las siguientes propiedades
a) Si f(z) = z, entonces deg(f) = 1.
b) Si f(z) = −z, entonces deg(f) = 1. La aplicacio´n antipodal tiene grado +1.
c) Si f es constante o no suprayectiva, entonces deg(f) = 0.
• Si f(z) = zn, entonces deg(f) = n.
• Si f(z) = z entonces deg(f) = −1. La conjugacio´n, que es la reflexio´n respecto del eje
real, tiene grado 1 (como vimos ocurre para toda reflexio´n respecto de un hiperplano).
d) Si f(z) = zn entonces deg(f) = −n, ya que a la composicio´n de aplicaciones corresponde el
producto de los grados.
La nocio´n de grado de Brouwer coincide con la de ı´ndice de un camino cerrado estudiada en
Variable Compleja, Tambie´n coincide con la de ı´ndice de un cero de un campo vectorial (o
punto singular de una ecuacio´n diferencial) sobre una superficie
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1.5.3 I´ndice de un campo vectorial: Teorema de Hopf – Poincare´
Para U ⊂ Rn un abierto, podemos considerar un campo vectorial en U como una aplicacio´n
v : U −→ Rn (diferenciable de clase C∞). Supongamos que z ∈ U es un cero aislado del campo
v. Entonces podemos definir la funcio´n
V : Sn−1(z) −→ Sn−1
X 7→ v(x)‖v(x)‖
(1.30)
en la que Sn−1(z) es una esfera de dimensio´n (n–1) centrada en z y de radio suficientemente
pequen˜o para que v(x) 6= 0, ∀x ∈ Sn−1(z) mientras que Sn−1 denota la esfera unidad de Rn
centrada en el origen de coordenadas. Con toda la notacio´n precedente se tiene:
a) Se llama ı´ndice del campo v en el punto z al grado de la aplicacio´n V .
b) En el caso de dimensio´n n = 2, el grado de V : S1(z) −→ S1 indica las veces que el campo
gira alrededor del cero aislado z. Visualmente se puede obtener en casos sencillos.
c) Tambie´n se generaliza a variedades sin dificultad, porque la nocio´n de ı´ndice es local.
Existe una fuerte relacio´n entre la teor´ıa del grado de Brouwer con las ecuaciones diferenciales
y campos vectoriales.
Teorema 12 (Hopf-Poincare´) Sea M una variedad diferenciable compacta y X un campo
vectorial sobre M con ceros aislados. Entonces la caracter´ıstica de Euler de M es igual a la
suma de los ı´ndices en los ceros de X, es decir
k(M) =
∑
p/Xp=0
ı´ndice(p) (1.31)
donde ı´ndice p denota el ı´ndice de p respecto del campo X.
Se observan distintas nociones del sistema que representa el modelo difusivo de Lotka – Volterra
bajo las condiciones de frontera de Dirichlet en estados estacionarios, representada mediante el
ı´ndice de una ecuacio´n log´ıstica difusiva (corresponde a un camino cerrado y de un cero aislado
de una ecuacio´n diferencial), se sujeta a la nocio´n de grado topolo´gico de una aplicacio´n entre
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esferas. I´ndice es un punto cr´ıtico no degenerado de una funcio´n de Morse. Si M una variedad
compacta y M −→ R. Entonces
k(M) =
k∑
k=0
(−1)kvk (1.32)
Siendo n =dim(M) y vk el nu´mero de puntos de ı´ndice k y k(M) la caracter´ıstica de Euler de
la superficie y es igual a la suma de los ı´ndices en los ceros. Para establecer el resultado se ha
necesitado tomar una me´trica auxiliar. Eso no es ninguna restriccio´n, porque toda variedad
diferenciable paracompacta admite me´tricas riemannianas, y porque el resultado establecido
no depende de le me´trica escogida.
1.6 Teoria de Bifurcacio´n con enfoque Liapunov-Schmidt
para espacios de Banach.
Con los conceptos anteriores construimos un modelo para conocer bifurcaciones para este tipo
de problema. El resultado es una ecuacio´n escalar de la forma
g(α, λ) = 0
donde las soluciones α ∈ R son uno a uno correspondientes con las solucio´n u del problema
original λ, es usualmente el parametro de bifurcacio´n,
por ejemplo
g(α, λ) = α(λ− α2)
representa una forma estandar de bifurcacio´n Pitchfork, teniendo tres soluciones cuando λ > 0,
sin embargo la funcio´n g es obtenida so´lamente de manera implicita cerca a las puntos de
bifurcacio´n
(α, λ) = (0, 0).
En general, sean los espacios de Banach X → Y
φ : X × C −→ Y
Siendo una funcio´n suave talque φ(0, 0) = 0 se quiere solucio´n
25
φ(u, λ) = 0 (1.33)
para u ∈ X como una funcio´n de λ; definimos (0, 0) siendo L el diferencial, o lenealizacio´n de
φ con respecto a u
Lu = lim
h→0
φ(hu, 0)− φ(0, 0)
h
(1.34)
φ(u, λ) es un problema el´ıptico no lineal (problema de estados de estacionamiento para algunas
sistemas de reaccio´n difusio´n).
Luego X → Y son subespacios de L2(Ω) para algu´n dominio Ω en Rn. L2(Ω) es un espacio de
Hilbert (un espacio de Banach con norma generada por un producto interno)
〈u, v〉 =
∫
Ω
uv∗dx (1.35)
donde v∗ denota el complejo conjunto de v (a pesar que nos interesa funciones de valor real, es
convencional realizar el analisis espectral en la complejizacio´n de los espacios, por ejemplo las
matr´ıces reales pueden tener valores propios complejos).
Un operador A : X −→ Y es Fredholm, si el espacio es nulo, Ker A, es un subespacio dimensi-
onal finito de X, y el rango de A es un subespacio cerrado de Y que tiene co-dimensio´n finita.
Para el operador Fredholm, existe subespacios cerrados M y N de x y y, respectivamente tal
que:
{
X = kerA⊕M
Y = N ⊕ rango A (1.36)
Esto significa que para u ∈ X, existe un u´nico elemento v ∈ kerA y w ∈ M talque u = v + w
(y similarmente una u´nica descomposicio´n de Y en N y rango A).
Por definicio´n tenemos la siguiente indice L de Fredholm:
L = dim ker A− dim N
Asumimos de ahora en adelante que el operador L, es un operador Fredholm de ı´ndice cero
y en general la descomposicio´n de Y en (1.37), requiere poco esfuerzo, sin embargo, L es un
operador diferencial el´ıptico, donde
26
(range L)⊥ = ker L∗, (1.37)
donde L∗ denota el operador adjunto de L se define por
L∗ x∗ = y∗,
x∗ satisface 〈Lx, x∗〉 = 〈x, y∗〉 para todo x ∈ X, para alguna susticio´n y∗
Tambie´n usamos (range L)⊥ para denotar el complemento ortogonal del rango L, definido por
{y ∈ Y : 〈y, v〉 = 0 para todo v ∈ rango L}
La caracterizacio´n de (range L)⊥ es conocida como Fredholm alternativa, hacemos los cambios
N = ker L∗
Se requiere que el indice de L sea cero.Y chequear que
dim ker L = dim kerL∗
esto es trivial si L es auto-adjunto. se asume que dim ker L = 1, siendo en caso general, sin
embargo la teoria de Liapunov-Schmidt hace una buena estimacio´n de dim ker L > 1.
Asumimos E : Y −→ rango L Asociado con la desposicio´n (1.37) y reescribimos Phi(u, λ) = 0
{
E φ(u, λ) = 0
(I − E)φ = 0 (1.38)
usamos la descomposicio´n u = v + w donde v ∈ ker L y w ∈ M y solucionamos (1.39) para w
como una funcio´n de v y λ tenemos
Eφ(v + w;λ) = 0 (1.39)
De la composicio´n
F (v, w, λ) = Eφ(v + w, λ), (1.40)
tomamos ker L×M×R esta en el rango L; adema´s la diferencial con respecto a w de f original
es EL = L
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Sin embargo cuando el dominio es restringado a M tenemos L : M −→ rango L, lo cual es
invertible
Ahora podemos aplicar el teorema la funcio´n implicita para concluir que (1.39) se soluciona
para w cerca a (v, λ) = (0, 0), esto es
w = W (v, λ) (1.41)
Sustituimos en (1.41) y obtenemos
(I − E)φ(v + w(v, λ), λ) = 0 (1.42)
denominada ecuacio´n de bifurcacio´n valida para (v, λ) en el dominio w
Reducimos el problema inicial (1.33), en un espacio de dimensio´n infinito, a la solucio´n (1.41)
para v ∈ ker L, el cual es de dimensio´n finita.
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Cap´ıtulo 2
BIFURCACIONES DEL MODELO DIFUSIVO DE LOTKA-VOLTERRA
En este cap´ıtulo se estudia el modelo poblacional Lotka Volterra difusivo, el cual involucra el
medio x ∈ Ω. Se presentan dos casos: el homoge´neo con condiciones no cambiantes o estables,
los coeficientes son para´metros o constantes. Un segundo caso el no homoge´neo, donde las
condiciones del medio son cambiantes, y los para´metros de estas ecuaciones son variables, luego
lo homoge´neo es un caso particular del no homoge´neo. El estudio se centra de manera ma´s
detallada en caso homoge´neo para estados estacionarios, al final se estudia el caso no homoge´neo.
para ese estudio se analizo´ en detalle las referencias [3], [4] y [8]
Partimos del modelo poblacional elemental de la forma:

du
dt
= f(u, v),
dv
dt
= g(u, v), u(0) = u0 y v(0) = v0,
(2.1)
se observa que el comportamiento poblacional de las especies u y v dependen de las interacci-
ones para un tiempo determinado t.
Si el comportamiento poblacional de las especies depende adema´s del medio x ∈ Ω, conjunto
donde coinciden las especies, con Ω ⊆ Rn se obtiene un modelo de reaccio´n difusio´n

du
dt
− d1M u = f(u, v),
dv
dt
− d2M v = g(u, v),
(2.2)
donde 4u = ∂
2u
∂x2
y 4v = ∂
2v
∂x2
, d1, d2 > 0, condiciones iniciales u(x, 0) = u0(x) ≥ 0,
v(x, 0) = v0(x) ≥ 0, x ∈ Ω y condiciones de frontera B1u = B2v = 0; x ∈ ∂Ω, t > 0
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2.1 Formulacio´n del problema central
El planteamiento de los siguientes problemas se ilustran pero no se solucionan en [8].
Dado el modelo depredador-presa de difusio´n-reaccio´n Lotka–Volterra para el caso homoge´neo,

ut − d14 u = λu− u2 − buv ; x ∈ Ω, t > 0
vt − d24 v = µu− v2 − cuv, x ∈ Ω, t > 0
B1u = B2v = 0; x ∈ ∂Ω, t > 0
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω,
(2.3)
donde d1, d2, λ, µ, b, c son constantes positivas definidas en la regio´n Ω ⊂ Rn, y B1, B2 son ope-
radores de frontera de la forma
{
B1u(x, t) = α1∂vu(x, t) + β1u(x, t)
B2v(x, t) = α2∂vv(x, t) + β2v(x, t)
, (2.4)
donde ∂vu(x, t) y ∂vv(x, t) denota componentes normales de ∂Ω y las constantes no nega-
tivas con α2i + β
2
i > 0, i = 1, 2, por lo tanto B1 y B2 operadores de frontera de Neumann si
(αi, βi) = (1, 0) y de Dirichlet si (αi, βi) = (1, 0).
Considerando las condiciones de frontera de Dirichlet y restrigiendo el problema (2.3) a estados
estacionarios tenemos

− M u = λu− u2 − buv; x ∈ Ω,
− M v = µv − v2 − cuv; x ∈ Ω,
u = v = 0,
(2.5)
El sistema (2.3) puede ser explicado mediante la ecuacio´n log´ıstica funcional difusiva de la
siguiente forma
−4W = λW −W 2, x ∈ Ω,W = 0, x ∈ ∂Ω, (2.6)
y para el caso heteregogeneo el sistema

ut − div(d1(x)∆u) = λa1(x)u− a(x)u2 − b(x) x ∈ ∂Ω, t > 0,
vt − div(d2(x)∆v) = µa2(x)u− d(x)v2 + c(x) x ∈ ∂Ω, t > 0,
u = v = 0
(x, 0) = u0(x) ≥ 0; v(x, 0) = v0(x) ≥ 0,
(2.7)
donde λ, µ son para´metros y a diferencia del modelo homoge´neo d1(x), d2(x), a1(x), a2(x), a(x),
b(x), c(x) y d(x) son funciones continuas no negativas en Ω¯
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Para el sistema (2.7) suponemos que todas las funciones coeficientes son constantes y la u´nica
variable es a(x), lo cual nos conduce en estados estacionarios del sistema

−∆u = λu− a(x)u2 − buv; x ∈ Ω,
−∆v = µv − v2 + cuv; x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(2.8)
Donde este sistema puede ser expresado de la forma log´ıstica degenerada.
−δW = λW − a(x)W 2, x ∈ Ω, x ∈ ∂Ω y W = 0 ⊆ Ω,, (2.9)
Los sistemas (2.5) y (2.8) pueden ser expresados mediante operadores funcionales de la forma
−∆ + φ, (2.10)
definidos entre los espacios de Hilbert H10 sobre una regio´n Ω0 ⊆ Ω, con λD1 (φ,Ω0) y λN2 (φ,Ω0),
los primeros valores propios de (2.10) con condiciones de frontera de Dirichlet y Neuman. En
[1] se puede observar el procedimiento como se calculan estos valores.
Centrandonos en las condiciones de frontera de Dirichlet se debe demostrar la existencia del
para´metro λ con las siguientes propiedades.
i.) No tiene solucio´n positiva cuando el parametro λ ≤ λD1 ≡ λD1 (Ω)
ii.) Tiene u´nica solucio´n positiva cuando el parametro λ > λD1
Con las siguientes consideraciones
a) Si el parametro λ > λD1 entonces (2.5) y (2.8) tiene soluciones semitriviales de la forma (u, 0)
denominada (θλ, 0)
b) Si el parametro µ > λD1 (2.5) y (2.8) tienen soluciones de la forma (0, v) denominada (0, θµ).
c) (0, 0) siempre es solucio´n trivial
Por el principio de ma´ximo fuerte se mostrara que cualquier otra solucio´n (u, v) de (2.5) y (2.8)
debe ser positiva (u > 0, v > 0) en Ω si solo si
λ > λD1 (cθµ) y λ > λ
D
1 (−dθλ) (2.11)
fijando c, d > 0 y λ > λD1 y tomando µ como un parametro de bifurcacio´n se tiene por monoti-
cidad de λD1 (cθµ) en µ, que existe un u´nico µ
0 > λD1 tal que
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λ = λD1 (cθµ
0),
y si denotamos µ0 = λ
D
1 (−dθλ) de (2.11) se obtiene la siguiente equivalencia
µ0 < µ < µ
0,
empleando argumentos se mostrara´ que la rama de soluciones positivas Γ = {µ, u, v} bifurca a
la rama solucio´n semitrivial
Γu := {(µ, θλ, 0) : −∞ < µ <∞} en µ = µ0
y luego Γ se une a la otra rama solucio´n semitrivial
Γv := {(µ, 0, θµ) : µ > λD1 } que bifurca en µ = µ0
La explicacio´n del procedimiento se analizara´ de manera detallada tomando como referencia
[5], ver figura (2.1)
Figura 2.1: Diagramas de bifurcacio´n delmodelo Lotka-Volterra difusivo para estados estacionarios
Existen diferentes me´todos para solucionar este problema, la mayor´ıa de ellos con te´cnicas
de integracio´n o los llamados me´todos fuertes como las transformadas de Fourier, aproxi-
macio´n de Galerkin, ondas viajeras entre otros y los me´todos de aproximacio´n o me´todos
nume´ricos.Recientemente se han realizado simulaciones nume´ricas al modelo Lotka-Volterra
difusivo que han sido estudiadas en [13].
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2.2 Linealizacio´n del modelo difusio´n de Lotka-Volterra
La primera aproximacio´n a la solucio´n del sistema (2.3) se realiza mediante el me´todo de
linealizacio´n, en donde se establece una relacio´n entre los parametros y diversos ajustes que
permiten mediante representaciones graficas de las isoclinas.
del sistema (2.3),se escribe de la siguiente manera{
ut = d1∆u+ u(λ− u− bv),
vt = d2∆v + v(µ+ cu− v),
asumiendo los siguientes valores particulares A1 = λ ; B1 = 1; C1 = B, A2 = µ ;
B2 = −1; C2 = 1. Se obtiene,
{
ut = d1∆u+ u(A1 −B1u− c1v)
vt = d2∆v + v(A2 −B2u+ c2v) ,
con Ai, Bi y Ci constantes positivas, aunque los coeficientes de difusio´n di y d2 sean no negativos,
dependiendo de la seleccio´n de Ai, Bi y Ci se pueden obtener tener tres o cuatro puntos de
equilibrio.
B = {(u, v) : 0 ≤ u ≤ A1
B1
+ ε, 0 ≤ v ≤ A2
C2
+ ε},
se estima {
ut ≥ d1∆u− k1u
vt ≥ d2∆v − k2v,
con Ki = maxB(−Ai +Biu+ Civ)
Finalmente el sistema (2.3) se resume a:
wt = di∆w − kiw (2.12)
Lo cual se ilustra en la siguiene figura 2.2.
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Figura 2.2: Isoclinas para las soluciones segu´n distintas condiciones de los parametros, de wt =
di∆w − kiw
2.3 Soluciones no triviales al problema en estado estaci-
onario
Inicialmente debemos garantizar que el sistema (2.5) adema´s de las soluciones triviales y semi-
triaviales tiene soluciones estrictamente positivas, para esto utilizaremos los conceptos previos
vistos en los preliminares como el radio espectral de un campo vectorial con los que se deter-
mina la regio´n solucio´n. Finalmente la teor´ıa del ı´ndice de un campo vectorial con el cual se
determina la convergencia de la serie {un, vn} que se construye para determinar la solucio´n, este
procedimiento se obtuvo de [4] y [5] para el respectivo ana´lisis que se realiza a continuacio´n
Sea el sistema {−4 u = u(a− bu− cv)
−4 v = v(e− fu+ gv)
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En un dominio cerrado suave Ω con condiciones de frontera de Dirichlet donde a, b, c, e, f, g > 0
Se requiere obtener condiciones necesarias y suficientes para la existencia de soluciones estric-
tamente positivas, entonces si (u, v) son soluciones se tiene que u(x) > 0 y v(x) > 0 en Ω.
Sea u¯ la ma´xima solucio´n no negativa de la primera ecuacio´n cuando v ≡ 0, u ≡ 0 si a > λ1
en Ω, λ1 es el primer valor propio de − M +φ en Ω, analogamente v¯ es la ma´xima solucio´n no
negativa de segunda ecuacio´n.
Denotamos r(− M−1 (a − cv¯)I) > 1 el radio espectral de (− M +KI)−1(a − cv¯ + k)I para
determinado K positivo ta´l que a − cv¯(x) + k ≥ 0 en Ω, (− M +kI)−1 significa el inverso
bajo las condiciones de frontera de Dirichlet independiente de K. Lo relacionado con el radio
espectral se encuentra aclarado en la seccion (1.4) de los preliminares
Si λ1 ≥ a, y definimos ua = 0, se tiene para este caso r(LA) = 0
A continuacio´n se presentan algunos resultados sobre el radio esprectal relacionado en [5] y
explicados en la seccio´n 1.3, se demuestran y analizan, porque garantizan la existencia de
soluciones no triviales al sistema (2.5)
2.3.1 Teorema sobre estimacio´n del radio funcional espetral
i) Si r(La) ≤ 1, las u´nicas soluciones no negativas (u, v) de (2.5) se tienen para v(x) = 0 en
Ω.
ii) Si r(Aλ) > 1 hay soluciones estrictamente positivas (u
∗, v∗) de (2.5) .
r(Aλ) se puede calcular en el subespacio C0(Ω¯) = {u ∈ c(Ω¯) tal que u |∂Ω= 0} ya que la
evalua C(Ω¯) dentro C0(Ω¯). El conjunto k de funciones no negativos en C0(Ω¯) es un cono
cerrado en C0(Ω¯) y siendo Aλ positivo, en terminologia Aλ(k) ⊆ k, por el principio del
ma´ximo, Aλ evalua elementos no negativos de k de C0(Ω¯) los cuales son positivos en Ω.
Entonces un elemento x en un cono C del espacio de Banach E se dice semiinterior de C
si A(x) > 0 para cada a ∈ C∗ \ {0} donde C∗ = {A ∈ E∗ : A(x) ≥ 0, en C}.
Si (u, v) es solucio´n de (2.5) estrictamente positivo entonces, de la primera ecuacio´n (2.5) resulta
− M u < u(a− bu)
como u¯ es la ma´xima solucio´n se justifica u¯ > u y v(x) > 0 en Ω la segunda ecuacio´n implica
el ana´lisis de los siguientes resultados
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2.3.2 Teorema condiciones necesarias para existencia de soluciones
i) Asumimos que v¯ ≡ 0 entonces (2.5) tiene solucio´n estrictamente positiva si y solo si
a) u¯ 6= 0 (esto es a > λ1) y
b) r(− M−1 (e+ fu¯)I) > 1.
ii) Asumimos que v¯ 6= 0 entonces (2.5) tiene solucio´n estrictamente positiva si solo si
a) u¯ 6= 0 y
b) r(− M−1 (a− cv¯)I) > 1.
Para el problema tratado en este estudio definimos el operador compacto en C(Ω¯),
La,t = (− M +(mrd−1 + t)I)−1(d−1mua + t)I para todo t > 0. (2.13)
Luego
La = (− M +mrd−1I)−1d−1muaI
Luego escribimos (− M +αI)−1, asumiendo condiciones de frontera de Dirichlet y usamos
r((− M +αI)−1) para denotar el radio espectral.
De manera similar de la segunda ecuacio´n de (2.5) tenemos
− M v < v(e+ fu˜) con u˜ 6= 0,
y ahora se debe argumentar que r(M−1 (e+ fu˜)) > 1 es condicio´n necesaria
Un radio espectral mayor a 1 garantiza soluciones no negativas.
Asumimos que v˜ 6= 0 para la segunda ecuacio´n de (2.5) y tenemos
− M v > v(e− gv), (2.14)
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Figura 2.3: Interpretacio´n gra´fica de radio espectral mayor a 1, el cual garantiza soluciones no
triviales
Se tiene que v es una supersolucio´n cuando u ≡ 0, se deduce que v ≥ v˜. Para la secuencia Vn
obtenemos
− M vn + kvn = vn−1(e− gvn−1 + k) (2.15)
k grande conduce a una solucio´n no negativa v˜ con u ≡ 0, bajo la condicio´n e > λ1 se puede
asegurar que V˜ 6= 0. Aplicando el producto escalar tenemos
vn−1(e− gvn−1 + k)− (k + λ1)vn ≥ vn(e− gvn−1 + k)− (k + λ1)vn > 0
en Ω para n grande y v˜ = 0, por singularidad v˜ = v¯. Por lo tanto ya que v ≥ v˜, para la
desigualdad (2.14) se tiene que v 6= v¯ y por lo tanto v > v¯, de manera similar se tiene para la
primera ecuacio´n
− M u < u(a− cv¯).
entonces se deduce que para r(− M−1 (a− cv˜)I) > 1 es necesario v˜ 6= 0 entonces,
2.3.3 Condiciones de suficiencia para la existencia de soluciones
La suficiencia esta´ relacionado con los resultados de la teoria de grado con respecto al conjunto
C de funciones no negativas en E = C0(Ω¯) ⊕ C0(Ω¯). Considerando la primera ecuacio´n de
(2.5) que u tiene un ma´ximo, u(x) ≤ ab−1 en Ω. Y de forma similar en la segunda ecuacio´n se
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encontra que v(x) ≤ g−1(e+ fab−1) en Ω Se puede determinar que la suma de los ı´ndices de la
solucio´n en C es 1
Como r(− M−1 (e+ fu˜)I) > 1, se observa que (u˜, 0) es una solucio´n aislado con ı´ndice cero.
Notemos que (− M−1)(e+ fu˜)I) ≥ (− M−1)eI en sentido del operador positivo y por lo tanto
r((− M−1)(e+ fu˜)I) ≥ r((− M−1)eI) > 1 si e > λ1
Similarmente si v¯ 6= 0, muestra condicio´n que
r(− M−1)(a+ cv˜)I) > 1 asegura que (0, v˜) tiene ı´ndice cero.
Con la suposicio´n que a < λ1 se asegura que r(A
′(0, 0)) > 1; por lo tanto siempre que la
ecuacio´n X = A′(0, 0)x no tiene solucio´n en C, (0, 0) es una solucio´n aislada en C con ı´ndice
0. Finalmente si todas estas soluciones, (0, 0), (u¯, 0) y (0, v¯) existen cuando e 6= λ1. Como la
suma de los ı´ndices de las soluciones es 1 en C, entonces debe existir otra solucio´n.
Si removemos la condicio´n que e 6= λ1 y asumimos que e = λ1, entonces v¯ ≡ 0, y remplazamos
e por e− 1
n
las condiciones necesarias para la existencia se mantienen, teniendo en cuenta que v
es todavia cero y que el radio espectral de un operador lineal compacto cambia continuamente
bajo pequen˜os perturbaciones, entonces se tiene una solucio´n estrictamente positivo (un, vn), lu-
ego el l´ımite de {(un, vn)}∞n=1 es acotado en C0(Ω¯)⊕(C0Ω¯) y debe converger a una solucio´n (u˜, v˜).
2.3.4 Existencia de soluciones aproximadas, (un, vn).
Si (un, vn) −→ (0, 0) en E (ma´s estrictamente una subsucesio´n) entonces la primera ecuacio´n
del sistema implica que r(− M−1 (a−buu−cvn)I) = 1 (porque un) es una eigen-funcio´n positiva
de (− M +kI)−1(a− bun− cvn + k)I) Al tomar el l´ımite cuando n −→∞ y mediante el uso de
la continuidad del radio espectral vemos que r(− M−1 a) = 1 y esto no es posible.
Si (un, vn) −→ (u¯, 0) aplicamos un argumento similar se deduce que r(− M−1 (e+ fu¯)) = 1
Supongamos que remplazamos 0− bu− cv por M(u, v) y e+ fu− gv por N(u, v) y asumimos
que M,N son c−1, M
′
1(u, v) < 0, M
′
2(u, v) < 0, N
′
2(u, v) < 0 y N
′
1(u, v) < 0 para u, v > 0,
entonces M(u, v) < 0 si u ≥ u0, v > 0 y N(u, v) < 0 si 0 < u ≤ u0 y v grande.
La condicio´n que r(− M−1 (e + fu¯)I) > 1 se remplaza por r(− M−1 N(u¯, 0)I) > 1 y las otras
condiciones son modificados similarmente.
Podemos sustituir el supuesto M ′g(u, v) < 0 por M(u, v) < M(0, v) y eliminamos la suposicio´n
que M ′1(u, v) < 0 siempre que u¯ sea la ma´xima solucio´n no negativa de la primera ecuacio´n
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cuando v ≡ 0 (u¯ se obtiene una iteracio´n adecuada a partir de u˜(x) = u0 en Ω).
Veamos como se obtiene por la sucesio´n (un, vn) cuyo
limn−→∞(un, vn) = (u¯, v¯),
converge a la solucio´n estrictamente positiva del sistema
Asumimos que (u¯, v¯) son soluciones estrictamente positiva del sistema,
de la primera ecuacio´n del sistema (2.5) se tiene
− M u˜ < u˜(a− bu˜),
seguimos que u˜ < u¯. similarmente u˜ < v¯ donde u¯ y v¯ son las ma´ximas soluciones no negativas
Nuevamente por la primera ecuacio´n
− M u˜ > u˜(a− bu˜− cv˜),
y como u˜ es una supersolucio´n para la ecuacio´n, entonces se tiene que
− M u = u(a− bu− cv),
esto con las condiciones de frontera de Dirichlet. Debido a que r(− M−1 (a − cv¯)I) > 1 tiene
una u´nica solucio´n no negativa y no trivial u1 < u˜. (u˜ supersolucio´n) como v˜(x) > 0 en Ω y
u˜ > 1, la segunda ecuacio´n del sistema implica que
− M v˜ < v˜(e− fu1),
sigue que r(− M−1 (e− fu1)I) > 1 lo cual justifica una solucio´n estrictamente positiva ya que
u˜ > u1. La segunda ecuacio´n implica
− M v˜ < v˜(e− fu1 − gv˜),
como v˜ es una subsolucio´n de la ecuacio´n, obtenemos
− M v < v(e− fu1 − gv).
Luego v˜ < v1 donde v1 es u´nica solucio´n no trivial no negativa. Por argumento similares v1 < v¯,
tenemos
(− M +kI)−1(a+ k − cv1)I ≥ (− M +kI)−1(a+ k − cv˜)I.
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Para k grande resulta el siguiente operador r lineal compacto,
r((− M +kI)−1(a+ k − cv1)I ≥ (− M +kI)−1(a+ k − cv˜)I) > 1.
En resumen obtenemos que,
− M u = u(a− bu− cv1),
tiene una u´nica solucio´n no negativa y no trivial u1
− M u1 = u1(a− bu1 − cv¯) < (a− bu1 − cv1)
Lo que es valido para u2 con u1 < u2. Similarmente, u˜ es supersolucio´n y por lo tanto u2 < u˜.
luego
− M v˜ < v˜(e− fu2),
como r(− M−1 (e− fu2)I) > 1, condicio´n para solucio´n estrictamente positiva.
Definimos v2 como u´nica solucio´n no negativo no trivial de
− M v = v(e− fu2 − gv),
Ya que v˜ es una subsolucio´n y v˜1 una supersolucio´n, entonces v2 satisface la solucio´n v˜ < v2 < v1.
Continuamos la induccio´n hasta obtener la solucio´n un como u´nica solucio´n no negativa no
trivial de
− M u = u(a− bu− cvn−1),
con un−1 ≤ un ≤ u˜ y satisface la siguiente desigualdad,
r(− M−1 (e− fun)I) > 1.
Ahora definimos vn como u´nica solucio´n no negativa no trivial de
− M v = v(e− fun − gv)
encontramos que v˜ ≤ vn < vn−1
Continuando con el proceso encontramos la secuencia u1 < u2 < u3... < un... < u˜ y v1 > v2... >
un > ... > v˜ tal que r(− M−1 (e− fun)I) > 1 para todo n es una condicio´n necesaria para que
la sucesio´n tenga solucio´n estrictamente positiva.
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Ahora la construccio´n de la sucesio´n (un, vn) es independiente de la existencia de (u˜, v˜).
La sucesio´n (un, vn) se construye de tal forma que 0 < un < un+1 < u¯ y v¯ > vn > vn+1 > 0 para
todo n por lo tanto {(un, vn)}∞n=1 es cerrado en C(Ω¯)⊕ C(Ω¯) y en general la sucesio´n (un, vn)
es cerrada en W 2,p(Ω) para todo P ( espacios de Sobolev, clase 2 funciones deribables de orden
2 y norma elevada a la P para integrarse)
Encontramos que un −→ u¯ y vn −→ v¯ en C(Ω¯) de manera fuerte y en W 2,p(Ω) de manera debil,
entonces limn−→∞(un, vn) = (u˜, v˜)
2.4 Estudio de las bifurcaciones del problema
Consideremos el siguiente sistema sobre el estado de reposo,{−∆u = u(a− bu− cv),
−∆v = d−1v(e− fu− gv), (2.16)
donde d > 0 y Ω, a, b, c, e, f, g y las condiciones de frontera son como el sistema inicial, es decir
e, f, g son remplazadas por d−1e, d−1f , d−1g respectivamente. Estudiamos el comportamiento
del l´ımite cuando d −→ 0. Con iguales argumentos, u˜(x) ≤ d−1a y v˜(x) ≤ d−1e para cualquier
solucio´n no negativa (u˜, v˜) de (2.5) .
Consideremos en el l´ımite de la siguiente ecuacio´n
− M u = uk(u), (2.17)
con las condiciones de frontera de Dirichlet, la cual se obtiene mediante las siguientes sustitu-
ciones:
i)
− M v = 0 =⇒ d−1v(e− fu− gv) = 0
ii) Luego
e− fu− gv = 0,
e− fu = gv,
(e− fu)g−1 = v,
iii) Sustituimos en la primera ecuacio´n del sistema entendiendo que
− M u = u(a− bu− cg−1(e− fu)),
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de lo cual se deduce que
k(y) = a− by − cg−1(e− fy)+ =
{
(a− cg−1e)− (b− cg−1f)y si y ≤ ef−1
a− by si y ≥ ef−1, (2.18)
lo que conduce a
h(y) = yk(y). (2.19)
Observemos que (un, vn) son soluciones estrictamente positivos de (2.16) para d = dn, si dn −→
0 cuando n −→ ∞, y si p <∞, entonces {(un, vn)}∞n=1 es precompacto en C0(Ω¯)⊕ LP (Ω) y el
conjunto de puntos l´ımites, cuando n −→∞ estan contenidos en
{(w, g−1(e− fw)+: w es solucio´n no negativa de (2.16) }.
Si a − ceg−1 6= λ1 para cualquuier punto l´ımite se tiene que w 6= 0, observamos que si
(un, vn) −→ (0, g−1e) en c0(Ω¯)⊕ LP (Ω), entonces por la primera ecuacio´n de (2.16) , r(− M−1
(a − bun − cvn)I) = 1, por lo tanto por la continuidad del radio espectral, entonces el l´ımite
de r(− M−1 (a − cg−1)I) = 1 y esto contradice la supesicio´n que a − cg−1e 6= λ1 vn solamente
converge a g−1e en LP (Ω) para todo O < ∞. − M−1 es un mapeo continuo de LP (Ω) en c(Ω¯)
si P > 1
2
n, esto prueba que w 6= 0 si a− cg−1e 6= λ1.
Observemos que vn = 0 en ∂Ω muestra que g
−1(e− fw) = g−1e > 0 en ∂Ω
A partir de estas soluciones se obtiene la convergencia uniforme en subconjuntos compactos en
Ω, especificamente una convergencia uniforme superior, esto es vn ≤ g−1 · (e− fW )+ + ε para
n grande.
Es importante el estudio de soluciones estrictamente positivos para d pequen˜a, teniendo en cu-
enta que k(y) < 0 si y > b−1a y por lo tanto cualquier solucio´n no negativo u de (2.5) satisface
que u(x) ≤ b−1a en Ω y no presenta solucio´n no trivial y no negativa si k(0) ≤ λ1 y presenta
u´nica solucio´n no trivial no negativa si k(0) > λ1.
Multiplicamos cada uno de los coeficientes a, b, c, e, f, g por τ , en (2.17) nos permite obtener,
− M u = τh(u) (2.20)
en Ω, con condiciones de frontera de Dirichlet; resultando los dos casos siguientes:
a) Primero suponemos que k(0) > 0, por el teorema estandar de bifurcaciones, una rama τ de
soluciones positivos de (2.16) se ramifican en (0, τ ∗) donde τ ∗ = λ1(k(0))−1 y c˜ es limitada
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en C0(Ω)× [0, x), C˜ debe ser ilimitada por τ . Como k es mayor para Y pequen˜o, esta rama
se mueve hacia la izquierda (τ disminuye en un primer momento) por lo tanto τ1 ≡ inf
{τ > 0 : − M u = τh(u) tiene solucio´n no negativa no trivial }, entonces τ1 < τ ∗, lo que
prueba que τ1 > 0. Por superposicio´n probamos que (2.16) tiene al menos 2 soluciones no
negativas no triviales para τ ∈ (τ1, τ ∗) y al menos una de las soluciones para τ ≥ τ ∗.
La existencia de la segunda soluciones se prueba utilizando la teoria de grado en el cono. Este
me´todo tiene la ventaja de aplicarse si M es remplazado por un operador no autoadjunto o si
Ω no tiene un l´ımite suave. Si n = 1 se puede obtener un resultado mayor, existe exactamente
una solucio´n no negativa y no trivial si τ = τ1 o τ ≥ τ∗ mientras hay exactamente 2 para
τ < τ < τ ∗. Lo cual se ilustra en la figura (2,4)
Figura 2.4: Si τ > τ ∗ o τ = τ1 existen soluciones y si τ1 < τ < τ ∗ existen soluciones
Adema´s, todas estas soluciones no trivial, son no degeneradas (es decir la forma de lineali-
zacio´n es invertible) para τ1 < τ .
b) Consideramos el caso k(0) ≤ 0 (n ma´s general). Si k(y) ≤ 0 para todo y > 0, esto es,
a ≤ bef−1, existen soluciones no triviales y no negativas para cualquier τ > 0.
Si a > bef−1,
∫ ab−1
0
h(y)dy ≤ 0 y Ω es forma ramificada, por la identidad de Pokozhaev’s im-
plica que existe una solucio´n no trivial no negativa.
De otro lado si a > bef−1 y
∫ ab−1
0
h(y)dy > 0, es posible aplicar el teorema de Hess para deducir
que existe soluciones no triviales no negativas para τ suficientemente grande.
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En pa´rticular, si Ω se ramifica implica que existe τ1 > 0, luego resulta uno de los siguientes tres
casos
i) No hay soluciones no negativas y no trivial para τ < τ1
ii) Al menos una solucio´n si τ = τ1, y
iii) Al menos dos soluciones para τ > τ1
Las soluciones de (2.16) se esbozan en la siguiente figura 2.5
Figura 2.5: Si τ = τ1, existe solucio´n y si si τ > τ1 existe solucio´n
Observemos que si − M u = uk(u) no tiene soluciones no trivial no negativas y si a−cg−1e 6= λ1,
entonces el sistema inicial (2.16) no tiene soluciones estrictamente positiva para d pequen˜a y
positiva.
2.5 Modelo Lotka-Volterra caso no homoge´neo
Las relaciones espaciales del modelo homoge´neo, (2.3) con condiciones de contorno de Dirichlet,
pueden ser modificados de manera que se aproximen ma´s a la realidad y as´ı obtener el siguiente
modelo,
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
ut − div(d1(x)5 u) = λa1(x)u− a(x)u2 − b(x)uv, x ∈ Ω, t > 0,
vt − div(d2(x)5 v) = µa2(x)v − d(x)v2 + c(x)uv, x ∈ Ω, t > 0,
u = v = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω,
(2.21)
donde λ, µ son para´metros y d1(x), d2(x), a1(x), a2)(x), a(x), b(x), c(x), d(x), son funciones con-
tinuas no negativas en Ω¯
Si todas las funciones coeficientes son estrictamente positivas en Ω el modelo (2.21) se denomina
modelo clasico de Depredador-Presa y se comporta de forma similar al caso homoge´neo (2.3) .
Para determinar la influencia de la heterogeneidad del medio ambiente consideramos el caso
l´ımite donde algunas funciones coeficientes de (2.21) se anulan parcialmente en Ω o lo que se
denominara´ una degeneracio´n que produce cambios dra´sticos en el modelo cla´sico.
Examinamos los efectos del ambiente espacial heteroge´neo en el conjunto de soluciones de
estado estacionario de (2.21) de manera espec´ıfica la desaparicio´n parcial de a(x) implica que
en ausencia de v, el crecimiento de u se rige por una ley log´ıstica degenerada o ma´s precisamente
una mezcla de log´ıstica y malthusiana sobre Ω.
En el siguiente sistema suponemos que todas las funciones coeficiente son constantes y la u´nica
variable es a(x) que actua sobre u2 implicando que el ambiente afecta directamente en la
confrontacio´n entre la misma especie.

−4u = λu− a(x)u2 − buv, x ∈ Ω,
−4v = µv − v2 + cuv, x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(2.22)
donde b, c son constantes positivas. Suponemos que a(x) ≡ 0 en algu´n dominio cerrado Ω¯0
satisface que Ω¯0 ⊂ Ω y a(x) > 0 sobre Ω¯\Ω¯0.
Se debe mostrar la existencia de un valor cr´ıtico λ∗ > 0 tal que (2.22) se comporta como un
caso homoge´neo a(x) ≡ 1 cuando λ < λ∗. Los cambios fundamentales ocurren a partir de
λ ≥ λ∗. Ahora fijamos b, c y consideramos λ y µ como para´metros variables.
Si v ≡ 0 para el caso de u satisface la denominada ecuacio´n log´ıstica degenerada
−∆u = λu− a(x)u2, x ∈ Ω, u = 0, x ∈ ∂Ω (2.23)
de igual forma se satisface para la ecuacio´n (2) de 2.22
Si a(x) es ide´nticamente cero (2.23) se reduce al modelo mathusiano, cuando a(x) es estric-
tamente positiva, es un modelo log´ıstico para la simple especie u y si a(x) desaparece en un
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subdominio no trivial Ω0 de Ω y es positivo en otro subdominio de Ω, el comportamiento esta´
dado por un modelo mixto de log´ıstico y mathusiano que se denomina log´ıstica degenerada. Las
recientes investigaciones en especial Yihong Du, muestran que la dina´mica de (2.23) presenta
cambios significativos. En particular si λ1 es un valor propio del sistema
−∆u = λu, u|∂Ω = 0,
Se tiene que:
• Si λ ≤ λ1 entonces para cualquier valor inicial no trivial u(·, 0), la solucio´n u(t, x) de
(2.23) converge a 0 cuando t→∞.
• Si λ ≥ λ1 entonces cualquier solucio´n converge a un u´nico estado estacionario.
En particular la poblacio´n de u tiene un l´ımite superior en Ω/Ω0 pero puede tender a infinito
en Ω0 cuando el tiempo t → ∞, adema´s el atractor global de (2.23) es determinado por dos
clases de soluciones para estados estacionarios; infinitas funciones sobre Ω0 y finitas funciones
sobre el resto de Ω, dicho comportamiento lo rige el problema l´ımite de blow-up.
La explicacio´n biolo´gica a (2.21) pueden ser descritas por una situacio´n hipote´tica con un
ambiente Ω en donde existe una especie u cuya crecimiento lo rige una ecuacio´n log´ıstica
degenerada que podr´ıa estar fuera del control en te´rminos de una poblacio´n blow-up en la
regio´n Ω0 debido a la degenerancia y la ausencia del depredador o competidor v.
{
ut(x, t)− d1∆u(x, t) = λu− [a(x) + ε]u2 − buv
vt(x, t)− d2δv(x, t) = µv − v2 − cuv (2.24)
Es una perturbacio´n del modelo degenerado (2.22) . Para cualquier nu´mero finito de sub-
dominios cerrados disjuntos del dominio Ω, en especial Ω0, se puede probar que si a(x) es
identicamente cero en Ω0 y positiva en el resto de Ω, para cualquier λ, µ y ε > 0, el problema
perturbado tiene una solucio´n positiva estable (uε, vε) con patron de la razo´n (uε/vε) sobre Ω0
que es mucho ma´s grane que en el resto de Ω
como en el caso homogeneo se probo que tiene la solucio´n trivial no negativa u ≡ 0 cuando
λ /∈ (λD1 (Ω), λD1 (Ω0)) y tiene uλ u´nica solucio´n positiva cuando λ pertenece a este intervalo
abierto. Se observa que uλ −→ 0 en L∞(Ω) cuando λ −→ (λD1 (Ω))+. Por otra parte, cuando
λ −→ (λD1 (Ω))−
uλ −→∞ uniformemente en Ω¯0
uλ −→ UλD1 (Ω0) Localmente uniforme en Ω¯\Ω¯0.
donde Uλ denota la solucio´n positiva mı´nima para los l´ımites del problema de blow-up siguiente
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−∆U = λU − a(x)U2, x ∈ Ω¯\Ω¯0; U |∂Ω = 0, U |∂Ω0 =∞ (2.25)
Aqu´ı U |∂Ω0 = ∞ significa limd(x,∂Ω0)−→0 U(x) = ∞. (2.22) tiene una mı´nima y una ma´xima
solucio´n positiva para cada x ∈ (−∞,∞).
En resumen para cada λ ∈ (λD1 (Ω), λD1 (Ω0)) tiene una u´nica solucio´n semitrivial de la forma
(u, 0) con u > 0, a saber, (uλ, 0); no hay tal solucio´n semitrivial para otros valores λ. Simi-
larmente al caso homoge´neo de la seccio´n (2.3) tiene una u´nica solucio´n semitrivial (0, θu) de
la forma (0, v) si µ > λD1 (Ω) y sin otra solucio´n semitrivial para otros valores µ. Desde luego
existe la solucio´n obvia, triviales (u, v) = (0, 0).
Para continuar con el ana´lisis es importante tener en cuenta estos resultados, en [7] se realiza su
prueba detallada, y es importante porque permite vincular las dos especies, despues de analizar
por separado aplicando el principio de comparacio´n.
Teorema 13 Dada una constante M positiva arbitraria podemos encontrar otro constante C
positiva, dependiendo so´lo de M y a(x), b, c,Ω en (2.22), de modo que si (u, v) es una solucio´n
positiva con |λ|+ |µ| ≤M , entonces
‖ u ‖∞ + ‖ v ‖∞ ≤ C
Aqu´ı ‖ · ‖∞=‖ · ‖L∞(Ω)
Lema 2 Supongamos {un} ⊂ C2(Ω¯) safisface
−∆un ≤ λun, un|∂Ω = 0, un ≥ 0, ‖ un ‖∞= 1,
donde λ es una constante positiva. Entonces existe u∞ ∈ L∞(Ω)∩H10 (Ω) talque la subsecuencia
un −→ u∞, de´bilmente en H10 (Ω), fuertemente en Lp(Ω), ∀p ≥ 1 y ‖ u∞ ‖∞= 1.
Para el estudio de soluciones positivas de (2.22), hacemos uso de los principios de comparacio´n
y adaptamos el enfoque utilizado por la bifurcacio´n Blat y Brown [1] fijando λ y utilizando µ
como para´metro de bifurcacio´n. consideramos los casos siguientes:
(i) λD1 (Ω) < λ < λ
D
1 (Ω0)
(ii) λ ≥ λD1 (Ω0)
Prueba de i) se puede analizar como el modelo (2.3), se tiene una solucio´n semitrivial de la forma
(u, 0). Si (u, v) es una solucio´n positiva de (2.22) , suponemos que u¯ satisface u¯ : ΩXΩ→ Lα(Ω)
y
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−∆u¯ ≤ λu¯− a(x)u¯2, u¯|∂Ω = 0.
Decimos que u es una super solucio´n. Si u satisface u : ΩXΩ→ Lα(Ω) y
−∆u ≤ λu− a(x)u2, u|∂Ω = 0.
Por principio de comparacio´n se comprueba que
0 < u ≤ uλ, ∀x ∈ Ω. (2.26)
Similarmente v se procede de forma similar y se obtiene que
−∆v > uv − v2, v|∂Ω = 0,
lo cual implica que
v ≥ θλ, ∀x ∈ Ω, (2.27)
donde se ha utilizado la convencio´n de que θµ ≡ 0 cuando µ ≤ λD1 (Ω) siguiendo con el principio
decomparacio´n para v se obtiene
µ = λD1 (v − cu) ≡ λD1 (v − cu,Ω).
Por lo tanto, de (2.25) y la propiedad de monotonicidad de λD1 (φ), se deduce que
µ > λD1 (−cuλ), (2.28)
Por la ecuacio´n para u (2.24) , deducimos que
λ = λD1 (au+ bv) > λ
D
1 (bv) ≥ λD1 (bθµ),
y de esta forma se obtiene el resultado
λ > λD1 (bθµ). (2.29)
En resumen se tiene, el siguiente teorema ilustrado y aplicado de manera similar en la seccio´n
(2.3)
Teorema 14 En el caso de que λD1 (Ω) < λ < λ
D
1 (Ω0) sea una condicio´n necesaria para que
(2.22) posea una solucio´n positiva es va´lida tambie´n para que (2.27) y (2.28) tambie´n la man-
tenga.
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En el (µ, u, v) espacio X := R× C1(Ω¯)× C1(Ω¯), Tenemos dos curvas solucio´n semitrivial{
Γu := {(µ, uλ, 0)} : µ ∈ (−∞,∞)}
Γv := {(µ, 0, θ0) : λD1 < µ <∞}.
Un ana´lisis de bifurcacio´n local a lo largo Γu muestra que a partir de (λ
D
1 (−cuλ), uλ, 0) bifurca
una curva suave de soluciones positivas Γ′ = {(µ, u, v)}. Una bifurcacio´n global, junto con
una aplicacio´n del principio del ma´ximo, muestra que Γ′ esta´ contenida en una rama global (es
decir, conjunto conectado) de soluciones positivas Γ = {(µ, u, v)} que son o no acotados o se
une la curva de semitrivial Γv exactamente en (µ0, 0, θµ0), donde µ1 > λ
D
1 (Ω) se determina de
forma u´nica por
λ = λD1 (bθµ0) (2.30)
Se sigue de (2.28) que µ < µ0 siempre que (µ, u, v) ∈ Γ. Por lo tanto, nos encontramos con que
(µ, u, v) ∈ Γ implica
λD1 (−cuλ) < µ < µ0 (2.31)
A partir de este resultado, y aplicando el teorema 13, concluimos que Γ esta´ delimitada en
el espacio R × L∞(Ω) × L∞(Ω). Por la teor´ıa de Lp esta´ndar para los operadores el´ıpticas,
concluimos que Γ es tambie´n delimitada en X, por lo tanto Γ se deben unir a Γv. Un ana´lisis
de bifurcacio´n local cerca (µ0, 0, θµ0) muestra que cerca de este punto, Γ consiste en una curva
suave.( Ver figura 2.6)
Hemos demostrado el siguiente resultado.
Teorema 15 Cuando λD1 (Ω) < λ < λ
D
1 (Ω0) hay un conjunto limitado de soluciones positivas
conectadas Γ = {(µ, u, v)} en el espacio X que une las soluciones semitrivial ramas Γu y Γv
al λD1 (−cuλ), uλ, 0) y (µ0, 0, θµ0), respectivamente; Por otra parte, cerca de estos dos puntos, Γ
consta de curvas suaves. (Ver Figura 2.6)
Γu = {(θλ, 0) : µ ∈ R}; Γv = {(0, θµ) : µ ≥ 0}. La rama Γ conecta Γu y Γv consiste en estados
de convivencia. (Izquierda): λD1 (Ω) < λ < λ
D
1 (Ω0); (A la derecha): λ ≥ λD1 (Ω0).
Claramente, (2.30) es equivalente a (2.27) y (2.28) en combinacio´n.
Corolario 1 Cuando λD1 (Ω) < λ < λ
D
1 (Ω0), (2.22) tiene una solucio´n positiva si y so´lo si
(2.30) se cumple.
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Figura 2.6: diagramas de bifurcacio´n de las soluciones de estado estacionario positivos de (2.20) .
ii) Consideremos ahora el segundo caso, donde λ ≥ λD1 (Ω0). Una diferencia fundamental con
el primer caso es que ahora ya no tenemos una solucio´n semitrivial de la forma (u, 0). Sin
embargo, la curva semitrivial solucio´n Γv no presenta cambios. De nuevo, un ana´lisis de bi-
furcacio´n local muestra que una curva suave de soluciones positivas Γ′ = {(µ, u, v)} se bifurca
a partir de (µ0, 0, θµ0) donde µ0 es determinado por (2.29) .Un ana´lisis de bifurcacio´n global,
junto con una aplicacio´n del principio del ma´ximo, muestra que Γ′ esta´ contenido en una rama
global de soluciones positivas Γ sin l´ımites en X o se une a una solucio´n semitrivial de la forma
(u, 0). Ya sabemos que no hay una solucio´n semitrivial de la forma (u, 0). Por lo tanto, Γ debe
ser limitado.
Los argumentos que conducen a (2.28) todav´ıa se aplica para nuestra situacio´n actual. Por lo
tanto (µ < µ0) siempre que (2.22) tenga solucio´n positiva. Ahora aplicamos el Teorema 13
para concluir que
projµΓ = (−∞, µ0). (2.32)
Resumiendo la discusio´n anterior, obtenemos el siguiente resultado
Teorema 16 Cuando λ ≥ λD1 (Ω0), (2.22) tiene una solucio´n positiva si y so´lo si µ < µ. Por
otra parte, hay un conjunto de soluciones conectadas sin l´ımites positivos Γ = {(µ, u, v)} en X,
que se une a la rama solucio´n semitrivial Γv al (µ0, 0, θµ0) y satisface (2.31). (Ve´ase la figura
2.6)
El hecho de que (2.22) tenga una solucio´n positiva para µ arbitrariamente grande y negativa es
notablemente diferente al caso cla´sico. Biolo´gicamente, esto implica que las especies de presa
pueden contribuir a que la especie depredadora tenga tasa negativa arbitraria. Esto es debido
al hecho de que la poblacio´n de la presa,crecerian en la regio´n Ω0 en ausencia del depredador
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y por lo tanto se podr´ıa pensar Ω0 como una regio´n donde la comida es abundante para el de-
predador. Por otro lado, nuestro resultado anterior indica que el blow-up de la poblacio´n presa
puede evitarse mediante la introduccio´n de un depredador con la tasa de crecimiento arbitrario.
Ahora consideramos el comportamiento asinto´tico de las soluciones positivas de (2.22) como
µ −→ −∞. Con este fin, consideramos una secuencia decreciente para µn que converge cuando
µ → −∞, y (un, vn) es una solucio´n positiva arbitraria de (2.22) con µ = µn. Finalmente se
ilustran a manera de conclusio´n los resultados en el siguiente teorema
Teorema 17 Sea (µn, un, vn), las siguientes conclusiones son va´lidas:
(i) limn−→∞
‖un‖∞
|µn| =
1
d
, limn−→∞
‖vn‖∞
|µn| = 0;
(ii)
un
µn
−→ 0 y vn −→ 0 uniformemente en cualquier subconjunto compacto de Ω¯\Ω¯0;
(iii) limn−→∞
‖un‖L1(Ω)
|µn| > 0, limn−→∞‖vn‖L1(Ω) <∞, y cuando λ > λ
D
1 (Ω0), limn−→∞‖vn‖L1(Ω) >
0;
(iv)
un
‖un‖∞
−→ uˆ de´bilmente en H10 (Ω), vn de´bil ∗ converge en C(Ω)∗ para (
λ
c
)χ{uˆ=1}. donde
uˆ = 0 en Ω
Ω0
y uˆ|Ω0 es la u´nica solucio´n positiva
−∆u = λχ{u<1}u, u|∂Ω0 = 0, ‖u‖∞ = 1. (2.33)
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Cap´ıtulo 3
ATRACTORES GLOBALES
En este capitulo se tendra´ en cuenta la evolucio´n espacio-temporal en la soluciones, para el cual
estudiamos el atractor global del sistea (2.3) - (2.4).
Definicio´n 8 (semigrupo de operadores) Sea Ω un espacio de Banach y L2(Ω) una co-
leccio´n de operadores lineales acotados es Ω, T (t) se dice semigrupo de operadores si T (t) ∈
L2(Ω), ∀t ∈ R+ y
i) T (0) = I (operador identidad)
ii) T (t+ s) = T (t)T (s); s, t ∈ R+
Definicio´n 9 (semigrupo analitico) Un semigrupo T (t) : Sa,ϕ ∪{0} −→ L(Ω) se dice semi-
grupo analitico si:
i) T (t)w −→ w cuando t −→ 0, ∀w ∈ Ω
ii) t −→ T (t)w es analitica, ∀w ∈ Ω
Teorema 18 (operador sectorial) Si A es un operador sectorial entonces −A genera un
semigrupo anal´ıtica {e−tA}t≥0
Definicio´n 10 Si A es sectorial, definida en la seccio´n 1.3 de este trabajo, en un espacio de
Banach Ω, se define para cada ∞ ≥ 0
Ωα = D(Aα)
‖ Ω ‖α=‖ AαΩ ‖α, x ∈ Ωα y (Ωα, ‖ ‖α) es un espacio de Banach
52
3.1 Atractor global en una ecuacio´n log´ıstica
Dado que las secciones (2.7) y (2.14) corresponden a modelos log´ısticos estudiamos su atractor
global
Partimos de la ecuacio´n Lotka-Volterra defusiva homo´genea{
ut − d1 M u = λu = u2 − buv x ∈ Ω, t > 0
vt − d2 M v = µv = v2 − cuv x ∈ Ω, t > 0
y se considera los efectos del ambiente espacial heteroge´neo tenemos
{
ut − d1 M u = λa1(x)u− u2
vt − d2 M v = µa2(x)v − v2 (3.1)
x ∈ Ω ⊆ Rn, u(t, x) = u0; v(t, x) = v0 u(0, x) = u0; v(0, x) = v0 B1u = B2v = 0
x ∈ ∂Ω, t > 0
donde (u, v) son las densidades poblacionales d1, d2 positivos corresponden a las tasas de di-
fusio´n poblacionales, los terminos .u2 y −v2 en cada ecuaciones corresponde al hecho de que la
poblacio´n se autolimita y las funciones a1(x) y a2(x) son las tasas de natalidad. No considera-
mos la interacciones entre las dos especies.
Se considera la primera ecuacio´n del sistema y sean A = d1 M u, L2(Ω) el espacio fase y
g ∈ L∞(Ω).
A : L2(ω) −→ L2(ω) es un operador sectorial, entonces −A = d1 M u genera un semigrupo
anal´ıtico en L2(Ω), entonces podemos definir las potencias fraccionarias Xα con 0 < α < 1,
donde X0 = L2 y X1 = D(A). Xα = D(Aα) es un espacio de Hilbert con norma ‖ u ‖α=‖
Aαu ‖x.
La ecuacio´n de evaluacio´n asociada a la primera ecuacio´n del sistema (3.1) es:
{
u′ + Au = F (u)
u(0) = u0
(3.2)
donde F : Xα −→ X es dada por F (u)(x) = g(x)u(x)− u2(x)
La ecuacio´n uno del sistema (3.1) define un sistema dina´mico en X
1
2 = H10 (Ω). Siendo H
1
0 (Ω)
subgrupo de Sobolev que es un subespacio de L2(Ω).
1) Si x ∈ [1
2
, 1
)
F es Lipschitz continua en subconjuntos limitados de Xα pues
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‖F (u)− F (v)‖2 = ‖g(x)u− u2 − g(x)v − v2‖2 ≤ c(‖g‖∞ + ‖u+ v‖2)‖u− v‖α
Los siguientes resultados se deben a Cholewa y Dlotko
2) Sea α ∈ [1
2
, 1
)
y T (t) el semiflujo local generado por Aα, donde A tiene resolvente compacto.
Existe un atractor global restricto para T (t) en X∞ si tenemos
∃c > 0 ∀u0 ∈ V, ∀t ∈ (0, tmax(u0)) ‖T (t)‖ ≤ c (3.3)
y
∃θ ∈ [0, 1) ∀u0 ∈ V, ∀t ∈ (0, tmax(u0))
‖F (T (t)u0)‖ ≤ g(‖T (t)u0‖v)(1+‖ ≤ g(‖T (t)u0‖θXα)
(3.4)
donde V ⊆ Xα es cerrado, no vacio y positivamente envariante, g : [0,∞) −→ [0,∞) es no
decreciente.
Finalmente relacionamos el concepto de atractor global para el modelo difusivo en general
3.2 Existencia de atractor global
De (3.2) tenemos que
‖F (u)‖2 = ‖g(x)u− u2‖2 ≤ c1‖g‖∞‖u‖2 + c2 ‖u‖22 ≤ c1‖g‖∞‖u‖1/2 + c2 ‖u‖3/21/2‖u‖1/21/2,
(3.5)
con θ = 1
2
, Y = X1/2 y D(A) ⊆ Y
Ahora necesitamos una estimacio´n en X
1
2 , norma del semiflujo aplicado a u0 T (t)u0 esto es:
‖T (t)u0‖ ≤ R u0 ∈ BX1/2 (0, η).
Por la forma de variacio´n de parametros, se obtiene la solucio´n mild de (3.4)
u(t) = e−Atu0 +
∫ t
0
e−(t−s)AF (u(s))ds, (3.6)
donde T (t) es semigrupo de λ1 el primer autovalor de − M u, entonces aplicando la X 12 norma
a (3.6) y usando el teorema 18 de Dan Henry tenemos
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‖u(t)‖1/2 ≤ ‖e−Atu0‖1/2 +
∫ t
0
‖e−(t−s)AF (u(s))‖ ds,
≤ e−δλ1t‖u0‖1/2 + c
∫
(t− s)1/2e−δλ1(t−s) ‖F (u(s))‖2 ds.
(3.7)
Ahora, usando la desigualdad de Young tenemos:
‖F (u)‖ ≤ M2
2ε
‖g‖∞ + m(2ε+M) ‖u‖21/2
Asi, de (3.6),
‖u‖21/2‖u0‖1/2 + c
M2
2ε
‖g‖∞ + cm(2ε+M) ‖u‖21/2
∫ t
0
w−1/2e−δλ1wds ≤
‖u‖1/2 + cM
2
2ε
‖g‖∞ + cm(2ε+M) ‖u‖21/2(δλ1)−1/2Γ(
1
2
),
llamando r = ‖u(t)‖1/2 tenemos:
r ≤ Ar2 + ‖u0‖1/2 +B. (3.8)
El descriminante de esta ecuacio´n cuadra´tica debe ser positiva, as´ı
‖u0‖1/2 < (δλ1)
1/2
4cm(2ε+M)Γ(1/2)
− −cM
2‖g‖∞
2ε
Esta cantidad es positiva si la norma de g cumple la siguiente condicio´n
‖g‖∞ < ε(δλ1)
1/2
2c2mM2(2ε+M)Γ(1/2)
entonces, el radio η es dado por
η =
(δλ1)
1/2
4cm(2ε+M)Γ(1/2)
− −cM
2‖g‖∞
2ε
Por lo tanto, si u0 es tomado en la bola BX1/2(0, η) y por la continuidad de T (t)u0 en X
1/2 la
norma ‖T (t)u0‖1/2 nunca es mayor que la menor ra´ız de la ecuacio´n dada es (3.7). As´ı
‖T (t)u0‖1/2 ≤
1−√1− 4A(‖u0‖1/2 +B)
2A
≤ (δλ1)
1/2
2cm(2ε+M)Γ(1/2)
= R
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As´ı, por el resultado de Cholewa y Dlotko, existe un atractor global restricto A en X1/2.
Figura 3.1: El operador A + Φ ∈ L2(Ω) contractivo hace que el flujo de funciones convergan a la
solucio´n, es decir el atractor
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Cap´ıtulo 4
CONCLUSIONES
Se consideran como resultados importantes de este trabajo la identificacio´n del problema “en-
contrar la curva de bifurcacio´n para la supervivencia de las dos especies en el modelo Lotka -
Volterra difusivo”, con los siguientes aspectos relevantes:
A) El sistema (2.5) que representa el modelo difusivo de Lotka – Volterra, caso homoge´neo,
bajo las condiciones de frontera de Dirichlet en estados estacionarios puede ser representado
mediante la ecuacio´n log´ıstica difusiva (2.6)
−∆w = λw − w2, x ∈ Ω, x ∈ ∂Ω y w = 0 ⊆ Ω,
Y el sistema (2.8) que representa el modelo caso no homoge´neo, legalmente con condiciones
de frontera de Dirichlet en estados estacionarios, queda representada mediante la ecuacio´n
log´ıstica difusiva degenerada (2,9)
−∆w = λw − a(x)w2, x ∈ Ω, x ∈ ∂Ω y w = 0 ⊆ Ω,
cuyo ana´lisis asociado con los valores propios del funcional del sistema de estado estaciona-
rio representado en la ecuacio´n (2.10) determinan las condiciones bajo las cuales se obtiene
el intervalo para la existencia de soluciones no triviales dependientes del para´metro de con-
trol simulta´neamente para las dos especies
B) Con respecto al problema central, modelo difusivo de Lotka–Volterra tanto para ambientes
homoge´neos y no homoge´neos, se probo´ la existencia de soluciones semitriviales que bifuran
a la curva de soluciones no triviales lo cual se analiza en la seccio´n 2.4. El me´todo para
obtener este resultado se soporta en la estimacio´n de el radio espectral del operador que
describe la evolucio´n del sistema
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C) Finalmente el sistema representado en las ecuaciones (2.3) y (2.4) se reduce a la ecuacio´n
(2.14) que corresponde a un modelo log´ıstico funcional en H10 (Ω) espacio de Banach con
norma generada por un producto interno, donde la regio´n Ω ⊆ Rn y que se expresa mediante
la ecuacio´n,
−∆u = uk(u),
que depende de para´metros singulares, se estudia la convergencia hacia un atractor global
de este sistema Lotka-Volterra difusivo, con condiciones de frontera de Dirichlech. En el
cap´ıtulo tercero estudiamos el atractor global asociado a (2.14)
D) En futuros estudios me propongo realizar un estudio al modelo log´ıstico difusivo tanto
para ambientes homoge´neos y no homoge´neos considerando las condiciones de frontera de
Newman, este estudio es muy similar a lo realizado en este trabajo el cual se realizo´ para
condiciones de frontera de Dirichlet.
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