Abstract. We establish an inequality among the Ricci curvature, the squared mean curvature, and the normal curvature for real hypersurfaces in complex space forms. We classify real hypersurfaces in two-dimensional non-flat complex space forms which admit a unit vector field satisfying identically the equality case of the inequality.
Introduction
LetM n (4c) denote an n-dimensional complex space form of constant holomorphic sectional curvature 4c ( = 0), that is, the complex projective n-space CP n (4c) or the complex hyperbolic space CH n (4c), according as c > 0 or c < 0. We denote by J the almost complex structure onM n (4c). Let M be a real hypersurface ofM n (4c). For a unit normal vector field N of M inM n (4c), the characteristic vector field on M is defined by ξ = −JN . If ξ is a principal curvature vector at p ∈ M , then M is said to be Hopf at p. If M is Hopf at every point, then M is called a Hopf hypersurface.
Let H be the holomorphic distribution defined by H p = {X ∈ T p M | X, ξ = 0} for p ∈ M . If H is integrable and each leaf of its maximal integral manifolds is locally congruent to a totally geodesic complex hypersurfaceM n−1 (4c) inM n (4c), then M is called a ruled real hypersurface.
We denote by D p the smallest subspace of T p M that contains ξ and is invariant under the shape operator. A hypersurface inM n (4c) is said to be 2-Hopf if the distribution defined by D p for p ∈ M is integrable and of constant rank 2.
For a unit vector X ∈ T p M , we define the normal curvature in the direction of X by κ X = AX, X . We establish in Section 2 an inequality among the Ricci curvature, the squared mean curvature, and the normal curvature (Lemma 2.2). By applying this inequality, in case n = 2, we have Here, Ric(X) is the Ricci curvature in the direction X and H the mean curvature vector. The purpose of this paper is to investigate real hypersurfaces which satisfy (1.1) or admit a unit vector field U ∈ H satisfying (1.2) identically. We prove the following. 
In the non-Hopf case, under the assumption that a vector field U ∈ H satisfying identically (1.2) is a geodesic vector field on M , that is, the integral curves of U are geodesics on M , we have the following. 
with respect to an orthonormal frame field {ξ, X, JX}, where d is some constant and JX = ∂/∂s, (iii) one of the equidistant hypersurfaces to a Lohnherr hypersurface in CH 2 (4c). Remark 1.1. There exist infinity many hypersurfaces which satisfy the conditions of Theorem 1.3. In fact, such hypersurfaces can be constructed by solutions of the system (4.1) of ODE's in Section 4 such that α is constant. If α and γ in the system are constant, then the corresponding hypersurfaces are the ones described in Theorem 1.4. For any vector field X tangent to M , we denote the tangential component of JX by φX. Then it follows from∇J = 0 and the Gauss and Weingarten formulas that (2.1)
We denote by R the Riemannian curvature tensor of M . Then, the equations of Gauss and Codazzi are respectively given by
2. An inequality concerning the Ricci curvature. We recall the following algebraic lemma.
Then we have the following inequality:
The equality sign holds if and only if
Applying Lemma 2.1, we have the following lemma.
Lemma 2.2. Let M be a real hypersurface inM n (4c). Then, for any point p ∈ M and any unit vector X ∈ T p M , we have
The equality sign of (2.4) holds at p ∈ M if and only if there exists an orthonormal basis {e 1 , e 2 , . . . , e 2n−1 } in T p M such that e 2n−1 = X and the shape operator of M inM n (4c) at p is represented by a matrix
Proof. Let M be a real hypersurface in a complex space formM n (4c). Let X be any unit tangent vector at p ∈ M . We choose an orthonormal basis {e 1 , . . . , e 2n−1 } in T p M such that e 2n−1 = X. We put x j = Ae j , e j . Then by using the equation (2.2) of Gauss and Lemma 2.1 we obtain
Ae j , e 2n−1
This proves inequality (2.4). The equality sign of (2.4) holds if and only if two inequalities in (2.7) become equalities. The application of Lemma 2.1 implies that the shape operator can be represented by (2.5) with (2.6). By putting n = 2, X = ξ and X = U ∈ H in (2.4), we can immediately obtain (1.1) and (1.2), respectively.
Proof of Theorems 1.1 and 1.2
In order to prove Theorems 1.1 and 1.2, we first state several well-known results concerning Hopf hypersurfaces. We denote by δ the principal curvature corresponding to ξ. The following facts are fundamental (see Corollary 2.3 of [10] ).
By results of [8] and [11] , for n = 2 and c > 0 we have the following.
Theorem 3.2. Let M be a Hopf hypersurface with constant principal curvatures in CP 2 (4c). Then M is locally congruent to one of the following:
(A 1 ) a geodesic sphere with radius r, where 0 < r < π/(2 √ c),
(B) a tube of radius r over a totally real totally geodesic RP 2 , where 0 < r < π/(4 √ c).
By a result of [2] , for n = 2 and c < 0 we have the following. 
which has a unique solution given by r = π/(6 √ c) over (0, π/(2 √ c)). If c < 0, then M is a hypersurface of type B in CH 2 (4c) satisfying 6 tanh(2 |c|r) = tanh( |c|r) + coth( |c|r), which has a unique positive solution given by r = ln(2 + √ 3)/(4 |c|). Conversely, it is easy to verify that these hypersurfaces satisfy identically (1.1) by considering the components of their shape operators.
Proof of Theorem 1.2. Let M be a Hopf hypersurface inM 2 (4c). Assume that M admits a unit vector filed U ∈ H satisfying the equality in (1.2) identically. It follows from Lemma 2.2 that there exists an orthonormal frame field {e 1 , e 2 , e 3 } such that e 1 = ξ, φe 2 = e 3 = U , and the shape operator is given by which has a unique solution given by r = π/(6 √ c) over (0, π/(4 |c|)). In this case, the principal curvature vector field corresponding to λ 2 = c/3 satisfy (1.2) identically. If c < 0, then M is a horosphere in CH 2 (4c). In this case, the principal curvature vector field corresponding to λ = |c| satisfy (1.2) identically.
Proof of Theorems 1.3 and 1.4
Proof of Theorem 1.3. Let M be a 2-Hopf hypersurface inM 2 (4c). We choose an orthonormal frame field {ξ, X, φX} such that the distribution D spanned by {ξ, X} is the smallest A-invariant distribution. Then the shape operator A is written by Aξ = αξ + βX, AX = γX + βξ, AφX = µφX for some functions α, β, γ and µ, where β is non-zero at each point. Therefore, the shape operator takes the form of (2.5). According to Proposition 7 in [7] and its proof, if α = Aξ, ξ is constant along D-leaves, then ∇ φX φX = 0 and all the other components of A are also constant along D-leaves, and satisfy
where d/ds stands for the derivative with respect to φX. If Aξ, ξ is constant on M , then by the first equation in (4.1) we have α+γ −3µ = 0, which yields (2.6). Therefore, by applying Lemma 2.2, we see that φX satisfies (1.2) identically.
Conversely, suppose that M is a real hypersurface inM 2 (4c) which is non-Hopf at every point, and admits a unit geodesic vector field U ∈ H satisfying the equality in (1.2) identically. Then it follows from Lemma 2.2 that there exists an orthonormal frame field {e 1 , e 2 , e 3 } such that e 1 = ξ, φe 2 = e 3 = U and the shape operator is given by Aξ = (3µ − γ)ξ + βe 2 , Ae 2 = γe 2 + βξ, Ae 3 = µe 3 (4.2) for some functions β, γ and µ. We denote by V the distribution spanned by {ξ, e 2 }. Since ξ is not a principal vector everywhere, we have β = 0 on M , and therefore, D is invariant under the shape operator and of rank 2. We shall prove that V is integrable and Aξ, ξ (= 3µ − γ) is constant.
By using (2.1) and (4.2), we have
Since e 3 is a unit geodesic vector field, we have ∇ e 3 e 3 = 0. This, together with (4.3), yields ∇ e 2 e 2 = χ 1 e 3 , ∇ e 3 e 2 = µξ, ∇ ξ e 2 = χ 2 e 3 , ∇ e 2 e 3 = −χ 1 e 2 − γξ, ∇ ξ e 3 = −χ 2 e 2 − βξ. 
By the equation (2.2) of Gauss for R(e 2 , e 3 )e 3 , e 2 and R(ξ, e 2 )e 3 , e 2 , we obtain
It follows from (4.3), (4.4), (4.5) and (4.11) that
Thus, we have γ = χ 2 or e 3 µ = 0. Case A: γ = χ 2 . In this case, since ∇ e 2 ξ − ∇ ξ e 2 = 0 holds, V is integrable, and therefore, M is a 2-Hopf hypersurface.
Equations (4.10), (4.12) and (4.13) are reduced to 
By combining (4.9) and (4.14), we have (4.20)
By using (4.3), (4.4), (4.6), (4.8), (4.11), (4.19) and (4.20) we obtain the following:
= 3β(ξβ) + (3γ − 4µ)ξγ, (4.21) e 3 (ξγ) = (∇ e 3 ξ − ∇ ξ e 3 )γ + ξ(e 3 γ) 
where the components of the square matrix are given by
We divide Case A into two subcases. Case A.1: a 11 a 22 − a 21 a 12 = 0. Eliminating χ 1 from this equation and (4.16) shows
Differentiating (4.26) with respect to e 3 and using (4.6), (4.17) and (4.19), we get
(4.27) Eliminating χ 1 from (4.27) and (4.16), we have
Eliminating β from (4.28) and (4.26) gives
where f (γ, µ) is a polynomial given by
If 4γ − 3µ = 0, then by (4.17) we get e 3 µ = 0. If c − 2γ 2 + 3γµ = 0, then differentiating it with respect to e 3 implies (µ−γ)e 3 µ = 0, and hence, (µ 2 +c)e 3 µ = 0, which shows e 3 µ = 0. If f (γ, µ) = 0, then by differentiating f (γ, µ) = 0 with respect to e 3 and using (4.17), we obtain g(γ, µ)e 3 µ = 0, where g(γ, µ) is a nontrivial polynomial in γ and µ which is different from f (γ, µ). Eliminating γ from f (γ, µ) = 0 and g(γ, µ)e 3 µ = 0, we get p(u)e 3 µ = 0 for a non-trivial polynomial p(µ) in µ. We do not list g(γ, µ) and p(µ) explicitly, however, these polynomials can be recovered quickly by using a computer algebra program.
Consequently, in any case we have e 3 µ = 0, which together with (4.5) and (4.11) proves that µ is constant. Since γ satisfies a polynomial equation with constant coefficients, γ must be constant. Therefore we conclude that Aξ, ξ is constant.
Case A.2: a 11 a 22 − a 21 a 12 = 0. From (4.25) we obtain (4.29) ξβ = ξγ = 0.
It follows from (4.9) and (4.29) that e 2 γ = 0. Using (4.5), (4.11), (4.17) and (4.29) yields that Aξ, ξ is constant. Case B: e 3 µ = 0. In this case, by (4.5) and (4.11) we see that µ is constant. Combining (4.6) and (4.12) yields
Solving (4.10) and (4.30) for χ 1 and χ 2 , we get
(4.31) Substituting (4.31) into (4.13) and using (4.6) and (4.7), we obtain
where h(β, γ) is given by the following function:
We divide Case B into two subcases. Case B.1: γ − µ = 0. In this case, γ is constant. By (4.6), we get γ + 2µ = 0, which shows that γ = µ = 0. From (4.12) we have χ 2 = 0. Consequently, M is a minimal 2-Hopf hypersurface with Aξ, ξ = 0.
Case B.2: h(β, γ) = 0. We find that the differentiation of this equation with respect to e 3 gives us no information. Thus, we differentiate h(β, γ) = 0 with respect to ξ and e 2 . Then, using (4.8) and (4.9), we get
where h β and h γ denote partial derivatives of h with respect to β and γ, respectively. If h 2 β +h 2 γ = 0, then we obtain c = 0. Hence this case cannot occur. Thus, we deduce from (4.33), (4.8) and (4.9) that (4.34) ξβ = ξγ = e 2 β = e 2 γ = 0.
By (4.3), (4.4) and (4.34), we have 0 = e 2 (ξγ) − ξ(e 2 γ) = (∇ e 2 ξ − ∇ ξ e 2 )γ = (γ − χ 2 )e 3 γ.
Combining this and (4.12), we obtain γ − χ 2 = e 3 γ = 0, which together with (4.34) yields that V is integrable and γ is constant. As a consequence, M is a 2-Hopf hypersurfaces such that Aξ, ξ is constant.
Remark 4.1. We solve the system (4.1) of ODE's under the condition that α, β and γ are constant. Then c < 0 and the shape operator can be expressed as
with respect to an orthonormal frame field {ξ, X, φX}, where u is a constant in the range −1 < u < 1. If u = 0, then M is a ruled minimal homogeneous hypersurface W 3 in CH 2 (4c) which was introduced by Lohnherr (see [9] ), otherwise, M is one of the equidistant hypersurfaces to W 3 (see [3] and Section 6.4 in [6] ). Proof of Theorem 1.4. The hypersurfaces described in Theorem 1.4 have constant mean curvature. Since their shape operators are expressed as (2.5) and satisfy (2.6), by the "if" part of Lemma 2.2 we see that these hypersurfaces admit a unit vector field U ∈ H satisfying the equality in (1.2) identically.
Conversely, suppose that M be a real hypersurface with constant mean curvature inM 2 (4c) which is non-Hopf at every point, and admits a unit vector field U ∈ H satisfying the equality in (1.2) identically. Similarly to the proof of Theorem 1.3, we can choose an orthonormal frame field {e 1 , e 2 , e 3 } such that that e 1 = ξ, φe 2 = e 3 = U and the shape operator takes the form (4.2). Then (4.3) holds. However, since we do not assume that U is a geodesic vector field, we have ∇ e 3 e 3 = χ 3 e 2 for some function χ 3 . Therefore, the equation ∇ e 3 e 2 = µξ in (4.4) is replaced by ∇ e 3 e 2 = −χ 3 e 3 + µξ.
From the equation (2.3) of Codazzi for X = e 3 and Y = ξ, comparing the coefficient of e 3 , we obtain ξµ = −βχ 3 instead of (4.11). By (4.2), the constancy of the mean curvature yields that µ is constant. Hence, we get χ 3 = 0, that is, e 3 is a geodesic vector field. By Theorem 1.3, M is a 2-Hopf hypersurface such that Aξ, ξ (= 3µ − γ) is constant. Since µ is constant, γ is also constant. Hence, the third equation in (4.1) can be reduced to (4.35) (γ − µ)(2γ 2 − 3γµ − c) + β 2 (2γ + µ) = 0.
If 2γ + µ = 0, then γ = µ = 0 or µ = −2γ = ± c/2 (c > 0). In the former case, it follows from Remark 4.2 that M is a minimal ruled real hypersurface. In the latter case, by the second equation in (4.1) with α = 3µ − γ, we obtain β(s) = 27c/8 tan( 27c/8s + d) for some constant d. Therefore, M is a hypersurface described in Case (ii) of Theorem 1.4. If 2γ + µ = 0, then β must be constant, and therefore, it follows from Remark 4.1 that M is one of the equidistant hypersurfaces to Lohnherr hypersurface in CH 2 (4c).
