New lower bounds for partial $k$-parallelisms by Zhang, Tao & Zhou, Yue
ar
X
iv
:1
91
0.
09
17
8v
1 
 [m
ath
.C
O]
  2
1 O
ct 
20
19
New lower bounds for partial k-parallelisms
Tao Zhanga and Yue Zhoub,∗
a School of Mathematics and Information Science, Guangzhou University, Guangzhou 510006, China.
b Department of Mathematics, National University of Defense Technology, Changsha 410073, China.
Abstract
Due to the applications in network coding, subspace codes and designs have received many attentions.
Suppose that k | n and V (n, q) is an n-dimensional space over the finite field Fq. A k-spread is a
qn−1
qk−1
-set
of k-dimensional subspaces of V (n, q) such that each nonzero vector is covered exactly once. A partial k-
parallelism in V (n, q) is a set of pairwise disjoint k-spreads. As the number of k-dimensional subspaces in
V (n, q) is
[
n
k
]
q
, there are at most
[
n−1
k−1
]
q
spreads in a partial k-parallelism.
By studying the independence numbers of Cayley graphs associated to a special type of partial k-
parallelisms in V (n, q), we obtain new lower bounds for partial k-parallelisms. In particular, we show
that there exist at least q
k
−1
qn−1
[
n−1
k−1
]
q
pairwise disjoint k-spreads in V (n, q).
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1 Introduction
In 2008, Ko¨tter and Kschischang [16] found an important application of subspace codes in random network
coding. After their work, the theory of subspace codes and designs (q-analogs of codes and designs) has
developed rapidly, see [3, 11, 14, 19, 20, 21, 22, 23] and the references therein. There are a lot of q-analogs of
combinatorial structures been studied in recent years. For example, constant dimension codes [11], q-Steiner
systems [8], t-designs over finite fields [15], large sets of subspace designs [9]. For a survey on subspace codes
and designs, we refer the reader to [12].
Let n and k be positive integers with k < n, and let q be a prime power. Let V (n, q) denote an n-dimensional
space over the finite field Fq and Gq(n, k) denote the set of all k-dimensional subspaces of V (n, q). It is well
known that
|Gq(n, k)| =
[
n
k
]
q
:=
(qn − 1)(qn−1 − 1) · · · (qn−k+1 − 1)
(qk − 1)(qk−1 − 1) · · · (q − 1)
,
where
[
n
k
]
q
is the q-ary Gaussian coefficient.
A partial k-spread S of V (n, q) is a collection of k-dimensional subspaces of V (n, q) such that nonzero vectors
are covered at most once. It is easy to see that a partial k-spread of V (n, q) is a constant dimension code in
Gq(n, k) with minimum distance k. Given positive integers n and k with k < n, it is natural to ask the problem
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of finding the maximum size of a partial k-spread of V (n, q). This problem has been extensively studied, for a
recent results on partial k-spread, see [17]. If S contains all the nonzero vectors of V (n, q), then it is called a
k-spread. In 1954, Andre´ [2] proved that a k-spread of V (n, q) exists if and only if k divides n. The size of a
k-spread in V (n, q) is q
n−1
qk−1
.
Assume that k divides n. A partial k-parallelism P of V (n, q) is a collection of k-spreads of V (n, q) that
are pairwise disjoint. If P contains all the k-dimensional subspaces of V (n, q), then it is called a k-parallelism.
Let P (n, k, q) denote the maximum size of a partial k-parallelism of V (n, q). Note that the size of a k-spread in
V (n, q) is q
n−1
qk−1 and the number of k-dimensional subspaces in V (n, q) is
[
n
k
]
q
. Hence P (n, k, q) ≤
[
n−1
k−1
]
q
, and
P (n, k, q) =
[
n−1
k−1
]
q
if and only if there exists a k-parallelism in V (n, q).
Some 2-parallelisms of V (n, q) are known for many years. For n even, a 2-parallelism in V (n, 2) was found in
the context of Preparata codes [4, 5]. In [6] Beutelspacher showed that there exists a 2-parallelism in V (2i, q) for
i ≥ 2 and q prime power. Recently, two more sporadic examples of k-parallelisms were found: one 2-parallelism
in V (6, 3) [13] and one 3-parallelism in V (6, 2) [18].
As there are only a few constructions of k-parallelisms, it is naturally to state the following problem.
Problem 1. Given positive integers n, k with k|n and a prime power q, find the largest possible size P (n, k, q)
of partial k-parallelism of V (n, q).
In [7], Beutelspacher proved that P (n, 2, q) ≥ q2⌊log(n−1)⌋ + · · · + q + 1 for n even and q a prime power.
Recently, Etzion [10] showed that P (n, k, 2) ≥ 2k − 1 for k|n and n > k, and P (n, k, q) ≥ 2 for k|n, n > k and q
a prime power. In the same paper it was proven that P ((m + 1)k, k, q) ≥ P (mk, k, q) for m ≥ 2 by a recursive
construction. Below we improve the previous results by showing that P (n, k, q) ≥ q
k−1
qn−1
[
n−1
k−1
]
q
.
The rest of the paper are organized as follows. In Section 2, we introduce some basics of graphs and general
linear groups. In Section 3, we give a new lower bound for P (n, k, q). As a consequence, we can show that there
exist at least q
k−1
qn−1
[
n−1
k−1
]
q
pairwise disjoint k-spreads in V (n, q).
2 Preliminaries
2.1 Graph theory
A graph G consists of a set of vertices V (G) and a set of edges E(G). Two vertices u and v are called adjacent
if {u, v} ∈ E(G).
Let H be a group and S be a subset of H such that S−1 = S and e 6∈ S. Here S−1 = {s−1 : s ∈ S}. The
Cayley graph Γ(H,S) is a graph with vertex set H in which two distinct vertices g, h are adjacent if and only
if g−1h ∈ S. Here S is called the generating set.
An independent set of a graph G is a subset of V (G) such that every pair of vertices are not adjacent. The
independence number α(G) of a graph G is the cardinality of the largest independent set. Formally,
α(G) = max{|U | : U ⊆ V (G), U is an independent set}.
The independence number is an important parameter in graph theory and has been studied for a long time.
It is also related to some other parameters such as chromatic number, clique number, and so on. We will use
the following result on the independence number proved by Caro and Wei [1]:
Let dv denote the degree of a vertex v.
Lemma 2.1. [1] α(G) ≥
∑
v∈V
1
dv+1
.
By Lemma 2.1, for a Cayley graph Γ with vertex set H and generating set S, we have α(Γ) ≥ |H||S|+1 .
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2.2 General linear group
The general linear group GL(n, q) is the group of non-singular linear transformations of V (n, q). It is isomorphic
to the multiplicative group of n× n non-singular matrices whose entries come from Fq. It is well known that
|GL(n, q)| = (qn − 1)(qn − q) . . . (qn − qn−1).
Lemma 2.2. For any M ∈ GL(n, q) and any k-dimensional subspace U of V (n, q), dim(M(U)) = k.
Lemma 2.3. Let k, n be integers such that k|n, and M ∈ GL(n, q). If S is a k-spread of V (n, q), then
{M(U) : U ∈ S} is also a k-spread of V (n, q).
Proof. Suppose v ∈ M(U) ∩M(V ), where U, V ∈ S. Since M is non-singular, then M−1(v) ∈ U ∩ V . Hence
M−1(v) = 0, and then v = 0. Therefore {M(U) : U ∈ S} is a k-spread of V (n, q).
Lemma 2.4. For any M ∈ GL(n, q) and any two k-dimensional subspaces U, V of V (n, q),
|{M :M ∈ GL(n, q),M(U) = V }| = qk(n−k)|GL(k, q)||GL(n− k, q)|.
Proof. Let S0 = {M : M ∈ GL(n, q),M(U) = U} and S1 = {M : M ∈ GL(n, q),M(U) = V }. Fix a matrix
M0 ∈ S1. Then for anyM ∈ S1, we haveM
−1
0 M ∈ S0. On the other hand, for any N ∈ S0, we haveM0N ∈ S1.
Hence |S0| = |S1|.
Any basis u1, u2, . . . , uk of U can be extended to a basis over Fq. Let u1, u2, · · · , uk, v1, · · · , vn−k be a basis
of V (n, q) over Fq. For any M ∈ GL(n, q), M(U) = U if and only if
M


a1
...
ak
0
...
0


=


b1
...
bk
0
...
0


for some ai, bi ∈ Fq, i = 1, · · · , k. Thus M must be of the form
(
A C
0 B
)
,
where A ∈ GL(k, q), B ∈ GL(n − k, q) and C is any k × (n − k) matrix. Hence |{M : M ∈ GL(n, q),M(U) =
V }| = |S0| = q
k(n−k)|GL(k, q)||GL(n− k, q)|.
3 A lower bound for partial k-parallelisms
In this section, we give a new lower bound for partial k-parallelisms. Let k, n be positive integers such that k|n.
Let q be a prime power, N = q
n−1
qk−1
and let ω be a primitive element of Fqn . Let Vi = ω
i
Fqk , i = 0, 1, . . . , N − 1.
Then {Vi : i = 0, 1, · · · , N − 1} forms a k-spread.
Let
Sij = {M ∈ GL(n, q) :M(Vi) = Vj}. (1)
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Theorem 3.1. Let q be a prime power and k, n be positive integers such that k|n. Then
P (n, k, q) ≥
|GL(n, q)|
| ∪N−1i,j=0 Sij |
,
where Sij is defined by Equation (1).
Proof. Note that {Vi : i = 0, 1, · · · , N − 1} forms a k-spread. By Lemma 2.3, for any M ∈ GL(n, q), {M(Vi) :
i = 0, 1, · · · , N − 1} also forms a k-spread.
Now we define a graph G with vertex set V (G) = GL(n, q) in which two vertices M1,M2 ∈ GL(n, q) are
adjacent if and only if M−11 M2 ∈ S, where
S = {M :M ∈ GL(n, q),M 6= I,M(Vi) = Vj for some 0 ≤ i, j ≤ N − 1}.
Note that if M(Vi) = Vj for some 0 ≤ i, j ≤ N − 1, then M
−1(Vj) = Vi and so M
−1 ∈ S. Hence S = S−1.
Thus the graph G is a Cayley graph. The degree of graph G is |S|.
If I is an independent set of the graph G, we claim that {M(Vi) : i = 0, 1, · · · , N − 1}, M ∈ I form a partial
k-parallelism. Otherwise, there exist M1 6= M2 ∈ I and 0 ≤ i, j ≤ N − 1 such that M1(Vi) = M2(Vj). Then
M−12 M1(Vi) = Vj , so M
−1
2 M1 ∈ S. Hence M1 and M2 are adjacent, which contradicts the fact that I is an
independent set of graph G. Therefore {M(Vi) : i = 0, 1, · · · , N − 1}, M ∈ I form a partial k-parallelism. So
we have P (n, k, q) ≥ α(G).
As |S| = | ∪N−1i,j=0 Si,j | − 1 we deduce from Lemma 2.1 that
P (n, k, q) ≥ α(G) ≥
|V (G)|
|S|+ 1
≥
|GL(n, q)|
| ∪N−1i,j=0 Sij |
.
To get the precise lower bound in Theorem 3.1, one needs to compute the size of ∪Ni,j=1Sij . Next let us look
at the case n = 2k.
Theorem 3.2. Let q be a prime power and k be a positive integer, then
P (2k, k, q) ≥
|GL(2k, q)|
L
,
where L = N2qk
2
|GL(k, q)|2− 12 (N(N−1))
2|GL(k, q)|2+ 13! (N(N−1)(N−2))
2|GL(k, q)|+
∑N
i=4(−1)
i+1 1
i! (N(N−
1)(N − 2))2
∑
l|k
(∣∣GL(k
l
, ql)
∣∣− ∣∣∣⋃l|m,l 6=mGL( km , qm)⋊Gal(Fqm/Fq)
∣∣∣) l[ql − 2]i−3 and [n]j = n(n− 1) · · · (n−
j + 1).
Proof. By Theorem 3.1, we only need to compute the size of ∪N−1i,j=0Sij . In the following, we determine the size
of ∪N−1i,j=0Sij by the inclusion-exclusion principle
| ∪N−1i,j=0 Sij | =
N−1∑
i,j=0
|Sij | −
1
2!
∑
i0 6=i1
j0 6=j1
|Si0j0 ∩ Si1j1 |+
1
3!
∑
i0,i1,i2 are pairwise distinct
j0,j1,j2 are pairwise distinct
|Si0j0 ∩ Si1j1 ∩ Si2j2 | − · · · . (2)
First, by Lemma 2.4, we have
∑N−1
i,j=0 |Sij | = N
2qk
2
|GL(k, q)|2.
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Next we consider Si0j0 ∩ Si1j1 , where i0 6= i1, j0 6= j1. By change of basis, we may assume that i0 = j0 = 0
and i1 = j1 = 1. If M ∈ Si0j0 ∩ Si1j1 , then it must be of the form
(
A 0
0 B
)
, where A,B ∈ GL(k, q). Hence
|Si0j0 ∩ Si1j1 | = |GL(k, q)|
2. Therefore
−
1
2!
∑
i0 6=i1
j0 6=j1
|Si0j0 ∩ Si1j1 | = −
1
2
(N(N − 1))2|GL(k, q)|2.
Now we consider Si0j0 ∩ Si1j1 ∩Si2j2 , where i0, i1, i2 are pairwise distinct and j0, j1, j2 are pairwise distinct.
By change of basis, we may assume that i0 = j0 = 0 and i1 = j1 = 1. Moreover, there exists ai, bi ∈ F
∗
qk
with
i = 0, 1 such that
ωi2 = a0 + a1ω,
ωj2 = b0 + b1ω.
For any ϕ ∈ S00 ∩ S11 ∩ Si2j2 ⊆ GL(2k, q) (here we consider the elements of GL(2k, q) as the linear maps
from Fq2k to Fq2k), we define ϕi : Fqk → Fqk by
ϕ(ωix) = ωiϕi(x), x ∈ Fqk , i = 0, 1.
As ϕ maps Vi = {ω
ix : x ∈ Fqk} to itself for i = 0, 1, ϕ0 and ϕ1 must be in GL(k, q). By calculation,
ϕ(ωi2x) = ϕ((a0 + a1ω)x) = ϕ0(a0x) + ωϕ1(a1x), (3)
for each x ∈ Fqk . As ϕ(ω
i2x) ∈ Vj2 ,
ϕ(ωi2x) = ωj2x′ = (b0 + b1ω)x
′ = b0x
′ + ωb1x
′, (4)
for some x′ ∈ Fqk .
Note that ai, bi ∈ F
∗
qk
, by Equations (3) and (4), ϕ1(x) =
b1
b0
ϕ0(
a0
a1
x), which means that ϕ0 completely
determines ϕ1. Conversely, all ϕi’s defined in this way give rise to a map ϕ from Vi2 to Vj2 . Thus
1
3!
∑
i0,i1,i2 are pairwise distinct
j0,j1,j2 are pairwise distinct
|Si0j0 ∩ Si1j1 ∩ Si2j2 | =
1
3!
(N(N − 1)(N − 2))2|GL(k, q)|.
For the fourth term of Equation (2), that is Si0j0 ∩Si1j1 ∩Si2j2 ∩Si3j3 , where i0, i1, i2, i3 are pairwise distinct
and j0, j1, j2, j3 are pairwise distinct. Without loss of generality, we may assume that i0 = j0 = 0, i1 = j1 = 1
and ωi2 = ωj2 = 1 + ω. Moreover, there exists ai, bi ∈ F
∗
qk
with i = 0, 1 such that
ωi3 = a0 + a1ω, (5)
ωj3 = b0 + b1ω, (6)
and a1
a0
, b1
b0
6= 1.
Let ϕ ∈ Si0j0 ∩ Si1j1 ∩ Si2j2 ∩ Si3j3 . By a similar discussion as for Equations (3) and (4) , we have
ϕ1(x) = ϕ0(x), (7)
ϕ1(x) = u
−1ϕ0(vx), (8)
5
where u = b0
b1
, v = a0
a1
. Then we have
uϕ0(x) = ϕ0(vx) for all x ∈ Fqk . (9)
This condition gives a strong restriction on u and v. Suppose that l is a divisor of k. By looking at the
q-polynomial associated with ϕ0, it is not difficult to see that if ϕ0 ∈ GL(
k
l
, ql) ⋊ Gal(Fql/Fq), then we may
choose v ∈ Fql \ {0, 1} and u = v
qr , which means ϕ0(x) = x
qr ◦ ψ0(x) for some ψ0 ∈ GL(
k
l
, ql). Hence
−
1
4!
∑
i0,i1,i2,i3 are pairwise distinct
j0,j1,j2,j3 are pairwise distinct
|Si0j0 ∩ Si1j1 ∩ Si2j2 ∩ Si3j3 |
=−
1
4!
(N(N − 1)(N − 2))2
∑
l|k

∣∣GL(k/l, ql)∣∣ −
∣∣∣∣∣∣
⋃
l|m,l 6=m
GL(k/m, qm)⋊Gal(Fqm/Fq)
∣∣∣∣∣∣

 l(ql − 2).
To extend the previous calculation to the rest terms of Equation (2), we have
| ∪Ni,j=1 Sij | =N
2qk
2
|GL(k, q)|2 −
1
2
(N(N − 1))2|GL(k, q)|2 +
1
3!
(N(N − 1)(N − 2))2|GL(k, q)|+
N∑
i=4
(−1)i+1
i!
(N(N − 1)(N − 2))2
∑
l|k

∣∣GL(k/l, ql)∣∣ −
∣∣∣∣∣∣
⋃
l|m,l 6=m
GL(k/m, qm)⋊Gal(Fqm/Fq)
∣∣∣∣∣∣

 l[ql − 2]i−3,
where [n]j = n(n− 1) · · · (n− j + 1).
For n ≥ 3k, it appears more difficult to give an exact formula for | ∪Ni,j=1 Sij |. Hence we give the following
lower bound for the general case.
Theorem 3.3. Let q be a prime power and assume that k|n. Then,
P (n, k, q) ≥
|GL(n, q)|
( q
n−1
qk−1
)2qk(n−k)|GL(k, q)||GL(n− k, q)| − (q
n−1)2
qk−1
+ (qn − 1)
.
Proof. By Lemma 2.4, we have
| ∪N−1i,j=0 Sij | ≤ ∪
N−1
i,j=0|Sij | = (
qn − 1
qk − 1
)2qk(n−k)|GL(k, q)||GL(n− k, q)|. (10)
Let Mi ∈ GL(n, q) such that Mi(x) = ω
ix for i = 0, 1, . . . , qn − 2. Then Mi(Vj) = V(i+j) (mod qn−1
qk−1
) for
0 ≤ i ≤ qn − 2 and 0 ≤ j ≤ q
n−1
qk−1
− 1. Hence Mi has been counted
qn−1
qk−1
times in Equation (10). Consequently
| ∪N−1i,j=0 Sij | ≤ (
qn − 1
qk − 1
)2qk(n−k)|GL(k, q)||GL(n− k, q)| −
(qn − 1)2
qk − 1
+ (qn − 1).
By Theorem 3.1, we have
P (n, k, q) ≥
|V (G)|
| ∪N−1i,j=0 Sij |
≥
|GL(n, q)|
( q
n−1
qk−1 )
2qk(n−k)|GL(k, q)||GL(n− k, q)| − (q
n−1)2
qk−1 + (q
n − 1)
.
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Since the formulas in both Theorem 3.2 and Theorem 3.3 are complicated, we give the following corollary.
Corollary 3.4. Let q be a prime power and assume that k|n. Then
P (n, k, q) >
qk − 1
qn − 1
[
n− 1
k − 1
]
q
.
Proof. As |GL(n, q)| = (qn − 1)(qn − q) · · · (qn − qn−1), we get from Theorem 3.3 that
P (n, k, q) ≥
|GL(n, q)|
( q
n−1
qk−1
)2qk(n−k)|GL(k, q)||GL(n− k, q)| − (q
n−1)2
qk−1
+ (qn − 1)
>
|GL(n, q)|
( q
n−1
qk−1 )
2qk(n−k)|GL(k, q)||GL(n− k, q)|
=
qk − 1
qn − 1
[
n− 1
k − 1
]
q
.
Remark 3.5. The only difference between the lower bound in Corollary 3.4 and the upper bound for partial
k-parallelisms is the factor q
k−1
qn−1 . It is clear that, our lower bounds are much larger than those given in [7] and
[10].
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