Abstract: In this paper, we optimize the connectivity structure for connected cruise control (CCC) using linear quadratic regulation (LQR) while taking into account driver reaction time delay. We consider that a CCC-equipped vehicle receives position and velocity signals through wireless vehicle-to-vehicle (V2V) communication from multiple vehicles ahead and minimize a cost function defined by headway and velocity errors and the acceleration of the CCC vehicle over an infinite horizon. The resulting optimal feedback contains distributed delay. We show that the feedback gains and the distribution kernels can be obtained recursively as signals from vehicles farther ahead become available. Moreover, the gains exhibit exponential decay as the number of cars between the source and the CCC vehicle increases. The performance of the developed CCC controller is verified by numerical simulations.
INTRODUCTION
Connected cruise control (CCC) can be used to maintain smooth traffic flow by exploiting wireless vehicle-to-vehicle (V2V) communication; see Ge and Orosz (2014a) , Zhang and Orosz (2015) , Orosz (2014) , Qin et al. (2014) . The CCC controller receives information about the motion of multiple vehicles ahead and assists the human driver or actuates the vehicle based on these signals. Including every available signal in the feedback loop requires one to tune a large number of gains. Thus, it is necessary to optimize the connectivity structure, that is, to weigh the available motion information in order to determine feedback gains systematically. Ploeg et al. (2014) and Wang et al. (2014) discussed optimization of vehicle platoons with small numbers of cars. Ge and Orosz (2014b) discussed optimization of connectivity structure in a general scenario where a CCC vehicle receives V2V signals from n preceding vehicles that are driven by human drivers. However, in these works driver reaction time delay was omitted, which may significantly influence the dynamics of vehicle strings; see Orosz et al. (2010) , Ge and Orosz (2014a) , Zhang and Orosz (2015) .
In this paper we assume that non-CCC vehicles are human driven, and their driver reaction time is modeled as a discrete time delay in the range of 0.4 − 1 [s] . We assume drivers with identical parameters, but the proposed control design can also be implemented for non-identical parameters. We assume that the CCC vehicle receives position and velocity signals from n non-CCC vehicles ahead ( Fig. 1(a) ), and formulate the optimization problem using linear quadratic regulation (LQR), where the headway and velocity fluctuations and the acceleration of the CCC vehicle are penalized. The obtained control law is both necessary and sufficient for optimality. We show that the gains of the optimized controller follow the spatial causality of traffic systems: information from vehicles farther downstream has less influence on the CCC vehicle and including motion information from vehicles farther ahead does not change the feedback laws concerning the signals from closer vehicles. The optimal gains are determined in terms of the weighting factors used in the optimization and the driver parameters of the non-CCC vehicles.
CONNECTED CRUISE CONTROL
We consider a string of n + 1 vehicles traveling on a single lane as shown in Fig. 1(a) where the vehicle at the tail implements a connected cruise control algorithm using position and velocity signals of n preceding vehicles. The longitudinal dynamics of the CCC vehicle is given bẏ h 1 (t) = v 2 (t) − v 1 (t) , v 1 (t) = u(t) ,
where the dot stands for differentiation with respect to time t, h 1 is the headway (i.e., the bumper-to-bumper distance between the CCC vehicle and the vehicle immediately ahead), and v 1 is the velocity of the CCC vehicle; see Fig. 1(a) . Finally, u(t) is the control input that will be designed using LQR based on the position and velocity of other vehicles.
For the dynamics of non-CCC vehicles, we ignore the driveline and engine dynamics, and use the car-following modelḣ
for i = 2, . . . , n, where h i and v i denote the headway and velocity of the i-th vehicle; see Fig. 1(a) . The gain α is for the difference between the desired velocity and the actual velocity of the vehicle, while the gain β is for the
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for i = 2, . . . , n, where h i and v i denote the headway and velocity of the i-th vehicle; see Fig. 1(a) . The gain α is for the difference between the desired velocity and the actual velocity of the vehicle, while the gain β is for the velocity difference between the vehicle and its immediate predecessor. Model (2) considers identical vehicles, but the method proposed here is applicable when considering nonidentical gains α i , β i and delays τ i , i = 2, . . . , n.
The desired velocity is determined by the headway using the range policy
shown in Fig. 1 (b) . That is, the desired velocity is zero for small headways (h ≤ h st ) and equal to the maximum speed v max for large headways (h ≥ h go ). Between these, the desired velocity increases with the headway linearly. Here, we consider
[m] that corresponds to realistic traffic data. Many other range policies may be chosen, but the qualitative dynamics remain similar if the above characteristics are considered; see Orosz et al. (2010) .
CCC DESIGN USING LQR
In this section, we formulate the CCC design as a linear quadratic regulator (LQR) with delay. Since the CCC vehicle tries to maintain constant velocity and headway without using large acceleration/deceleration, we minimize a cost function containing its headway and velocity fluctuations and its acceleration. The solution gives the gains for the CCC vehicle with respect to the current and delayed headways and velocities of the vehicles ahead.
The dynamics of the connected vehicle system (1,2) is assumed to be in the vicinity of equilibrium where all vehicles travel with the same constant velocity and maintain constant headway, that is,
for i = 1, . . . , n + 1. Here the equilibrium velocity v * is determined by the head vehicle, while the equilibrium headway h * can be calculated from the range policy (3).
We define the headway perturbationsh i (t) = h i (t) − h * and velocity perturbationsṽ i (t) = v i (t)−v * , i = 1, . . . , n+ 1, and linearize (1,2) about the equilibrium (4), yielding the delay differential equation (DDE)ḣ T , where
T , and rewrite the system (5) aṡ
where
T denotes the disturbance and the coefficient matrices are given by
with block matrices
Note that A, B are upper-triangular because vehicles only react to the motion of vehicles ahead (except in emergency situations that are not considered here). We assume the non-CCC vehicles are plant stable, i.e., they are able to maintain the uniform flow (4) when the vehicles ahead travel with constant speed v * ; see Orosz (2014) . Then (6,7) is stabilizable, and we define cost function
where the first term corresponds to the magnitude of the CCC vehicle's acceleration with weighting factor set to 1. The second term corresponds to the fluctuation of vehicles' headway and velocity around the uniform traffic flow X(t) ≡ 0 with weighting factor
where γ 2k−1 and γ 2k are the weights for the headway and velocity errors of the k th vehicle. Since only the CCC vehicle is controlled, the choice of γ 2k−1 and γ 2k , k = 2, . . . , n does not influence the optimal control input, so we set these coefficients to zero.
We define the augmented state Y (t) = [X T (t) 1]
T to place the disturbance term φ(t) in (6) into a time-variant coefficient matrix. We also rescale the time using the driver reaction time τ , i.e.,t = t/τ ,t f = t f /τ . By abuse of notation, we drop the hat immediately and obtaiṅ
Y (t) =Ã(t)Y (t) +BY (t − 1) +Du(t) ,
where the dot denotes the derivative with respect to the rescaled time and
The cost function (9) can be rewritten accordingly
The optimal control input of (11,13) is given by
see Kolmanovskii and Myshkis (1992) , where the matrices P(t) and Q(t, θ) are obtained by solving the partial differential equation (PDE)
with boundary conditions P(t f ) = 0 ,
where P(t) is symmetric and R T (t, ξ, θ) = R(t, θ, ξ). Given the structure of coefficient matrices (12), the matrices P(t), Q(t, θ) and R(t, ξ, θ) can be constructed as
, and P 4 , Q 4 , R 4 are scalars. Recall that P(t) is symmetric, and thus, P 1 (t) = P T 1 (t),
Thus, the optimal controller (14) becomes
In Appendix A we substitute (17) into (15,16) and discuss the solution in detail; see (A.1,A.3,A.5,A.7) . While (18) gives a general solution to the finite-horizon delayed optimization problem with disturbance, it cannot be implemented in real time since the disturbance φ(t) is unknown a priori. Here we ignore the disturbance φ(t) (that is, ignoreṽ n+1 (t)) by considering
This simplification does not influence the stability of the multi-vehicle system, and we will discuss the effects of disturbance briefly in Section 3.3.
Since P 1 (t), Q 1 (t, θ), R 1 (t, ξ, θ) are given by (A.1), which is an initial value problem backwards in time, we consider the steady-state solution in t:
which is equivalent to setting time horizon t f → ∞ in the cost function (9).
Thus (19) and (20) lead to the simplified controller
cf. (18), where the matrices P 1 , Q 1 (θ) are given by
with boundary conditions
which can be attained by setting t f → ∞ in (A.1,A.2).
Decomposition of the solution
The numerical solution of (22,23) with general A, B, D matrices is given in Ross and Flugge-Lotz (1969) . Here we take advantage of the upper-triangular block structure of A, B in order to obtain an analytical solution. Since only the second row in D is non-zero, cf. (7,8), only the second rows of P 1 , Q 1 (θ) appear in the controller (21). We introduce the notation
where P ji , Q ji (θ) ∈ R 2×2 , i, j = 1, . . . , n, and rewrite (21) as
T . This shows that we only need to derive P 1i , Q 1i (θ), i = 1, . . . , n to construct the controller. Substituting (24) into (22,23), we obtain equations for each block P ij , Q ij (θ), R ij (ξ, θ), i, j = 1, . . . , n, which can be solved recursively. Specifically, P 11 and Q 11 (θ) are given by
The solution of (26,27) is given by
Then, to obtain P 12 , Q 12 (θ), Q 21 (θ) we need to solve
Then (30, 31) give the solution
while the equations for Q 12 (θ) simplify to
Finally, the equation for P 12 simplifies tô
where vec(·) gives a column vector by stacking the columns of the matrix on the top of each other and
For , n, (22,23,24) yield
Following the steps above, (37, 38) yield
and
for i = 3, . . . , n, while P 1i is given by vec(
and L is given in (36).
Note that we can rewrite (29, 33, 40) in the compact form
Constructing the CCC controller
and λ 1 , λ 2 are the eigenvalues ofÂ 0 . The expressions for
With the optimized controller (25, 45, 46) , the dynamics of the vehicle string (in rescaled time) is given by the DDĖ Note that Q 1i (θ) contains the same distribution matrix eÂ 0 (θ+1) for all i (cf. (43)), whereÂ 0 (cf. (28)) depends on the driver reaction time τ and weighting factors γ 1 and γ 2 through P 11 (cf. (29)). The distribution functions f i (θ), g i (θ) are linear combinations of the elements of eÂ 0 (θ+1) (cf. (B.3) in Appendix B). We plot f i (θ) and g i (θ) for i = 2, . . . , 5 in Fig. 3 using the same parameters as in Fig. 2 . Note that f 1 (θ) ≡ 0 and g 1 (θ) ≡ 0, i.e., the Since the relation between LQR and pole assignment can be extended to the delayed cases, the controller derived from LQR places the eigenvalues of the system in the left half of the complex plane, i.e., guarantees stability of the equilibrium.
Simulations
In this section, we test the performance of the proposed CCC controller using numerical simulations. We consider a vehicle string with 5 + 1 vehicles with initial condition X(t) ≡ 0, t ∈ [−1, 0] and a triangular velocity disturbance signalṽ
see the dashed curve in Fig. 4(b) . In Fig. 4 , we plot the corresponding headway and velocity perturbations for the system (47) with the same parameter as in Fig. 2 . The velocity and headway of the CCC vehicle (red thick curves) converge to the equilibrium. We also show the case when the CCC vehicle loses connectivity with vehicles 3, 4, 5 (black thick curves), i.e., a i = 0, b i = 0, f i (θ) ≡ vehicle string with the same parameters as in Fig. 2 . The thick red curves correspond to the CCC vehicle using information from vehicles 2 − 5, while the thick black curves are when the CCC vehicle only uses information from vehicle 2. The thin curves correspond to the non-CCC vehicles. The black dashed curve is the disturbance profile (48).
0, g i (θ) ≡ 0, for i = 3, 4, 5 in (47). In this case, the CCC vehicle only relies on the link from vehicle 2. Although its headway and velocity perturbations still converge to zero, demonstrating the robustness of the proposed controller, the black curves have larger amplitude than the red curves. This shows the potential benefits of having feedback terms from multiple vehicles ahead.
Notice that the amplitude of CCC vehicle's velocity response is smaller than the disturbance inputṽ n+1 (t), i.e., the velocity perturbation is attenuated as it reaches the tail vehicle. This property is called string stability, and is highly desirable to avoid amplification of congestion waves; see Seiler et al. (2004) , Orosz et al. (2010) . Although string stability is not considered in this paper, this property can be achieved by choosing appropriate weighting factors γ 1 , γ 2 .
CONCLUSION
In this paper, we proposed a connected cruise control design where the connectivity structure was optimized using linear quadratic regulation while considering driver reaction time delay. We found that the feedback gains on signals from nearby vehicles were not influenced by dynamics of vehicles farther downstream, and the gains decreased exponentially with the number of cars between the CCC vehicle and the signaling vehicle. The performance of the CCC controller was tested using numerical simulation. The proposed control algorithm can be extended to vehicle systems with heterogeneous driver parameters, and multiple CCC vehicles. When considering non-zero time delay in the wireless communication, the closed-loop system also contains an actuator delay; see Kristic (2009) . A detailed discussion on the choice of the design parameters γ 1 , γ 2 to ensure plant and string stability will be considered in the future. Also, nonlinear CCC algorithms and partial knowledge about the motion of non-CCC vehicles will be investigated.
