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Abstract
In this thesis, the stability, transition and turbulence of thermal plumes
were investigated by numerical simulation. Experiments were also
conducted, but only for the validation of the simulation code being
used. The effect of variable transport properties on a large eddy
simulation of a turbulent axisymmetric plume was examined, and
it was shown that an in-house incompressible Navier-Stokes solver,
which is based on a standard Smagorinsky LES model, with the ef-
fects of variable properties incorporated using a modified Sutherlands
law, predicts the correct statistical behaviours of the turbulent plume.
The near-field puffing instability in thermal planar plumes, which had
received little attention in the literature, was investigated by direct
numerical simulation. The associated lapping flow instability, forming
bulge structures over a heated floor section, was studied using a chan-
nel flow model, which allows the lapping flow velocity to be varied.
The parametric dependencies were found for the bulge formation and
the oscillation frequencies in the lapping flow. Further, the Prandtl
number dependent transitional behaviours in the near-field were in-
vestigated, and direct stability analysis was conducted to study the
lapping flow and stem instabilities. Experiments using a shadowgraph
technique and an in-house, two-dimensional, two-component particle
image velocimetry, with water as the working fluid, provided vali-
dations for the near-field unsteady behaviours of thermal plumes. A
ventilated filling box flow with a transitional planar plume was also in-
vestigated by direct numerical simulation. A mapping of transitional
flow behaviours was obtained, and the parametric dependencies of
turbulence statistics and mean flow characteristics were investigated.
The three-dimensionality was shown to have only minor effects on the
transitional ventilated filling box flows being considered.
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Chapter 1
Introduction
1.1 Background and Objectives
Plumes arise when buoyancy is supplied steadily and continuously [Turner, 1969].
Buoyancy-driven plumes play important roles in many environmental and indus-
trial flows. Examples of buoyant plumes, that are visible to the naked eye, are
rising contaminant from an industrial smoke stack, a cigarette smoke, ash clouds
from volcanic eruptions and mantle plumes in the volcanoes. Although often in-
visible to the naked eye, in our daily life buoyant plumes are rising from almost
every source of heat, e.g. human, computers and other electronics.
Despite wide variations in the types of buoyancy source and in the scales of
the resulting flows, the ascending motion of all the buoyant plumes is due to the
density of the plume fluid being lower with respect to that of the surrounding
fluid. The causes of the density difference could be differences in temperature,
in fluid types or combinations of both. Depending on the types of, and distance
from a buoyancy source, the resulting plume flows are categorised as laminar
or turbulent, or transitional between these two states, and pure, lazy or forced.
Forced plumes are also referred to as buoyant jets since the buoyancy source
supplies momentum as well. Plumes rising from infinitesimal sources of buoyancy
flux only are referred to as pure, idealised source plumes, while plumes from finite
area sources of buoyancy flux only are referred to as infinitely lazy plumes. In
this thesis, the term ‘thermal plumes’ refers to infinitely lazy plumes from finite
area heat sources, which are the focus of this thesis. The turbulence level is
dependent on the Reynolds, Rayleigh and Grashof numbers, and the importance
of buoyancy with respect to momentum in forced plumes is dependent on the
Richardson number.
The important process involved in buoyant plumes is the entrainment of the
surrounding fluid. Mechanisms dominating the entrainment depend on the level
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of turbulence in the plume; the effect of molecular diffusion is dominant in laminar
plumes, while turbulent mixing due to eddies has a predominant effect in fully
turbulent plumes, and in transitional plumes both effects are important.
In many practical applications, far-field, fully developed, turbulent plumes
play major roles. Therefore, most plume studies have been on turbulent plumes.
In early times, researchers were dedicated to establish theoretical models (e.g.
Batchelor, 1954; Morton et al., 1956) for far-field, turbulent plumes with ide-
alised source conditions, and to obtain closure constants for the theoretical mod-
els through experiments (e.g. George et al., 1977; Papanicolaou and List, 1988;
Rouse et al., 1952). Later, the idea of virtual origin correction was developed
(e.g. Hunt and Kaye, 2001; Morton, 1959a) to incorporate the effect of non-ideal
source conditions into the theoretical models, which were developed assuming
an idealised, point (infinitesimal) source. Recent technological advances, which
gave rise to the development of supercomputers and parallel computing, have
even allowed the smallest scale in a fully turbulent plume to be resolved using a
direct numerical simulation (DNS) [Plourde et al., 2008]. DNS is, however, still
substantially time consuming, and large eddy simulation (LES) has been a more
feasible and attractive choice in many studies. One of the objectives of the thesis
was to use LES to simulate a turbulent, axisymmetric, thermal plume from a fi-
nite area, circular source, the case studied in Plourde et al. [2008], incorporating
the effect of variable properties (Chapter 3). Review articles are widely available
for turbulent plumes [Hunt and van den Bremer, 2011; Kaye, 2008; List, 1982;
Turner, 1969; Woods, 2010].
Laminar plumes have also been extensively investigated. Gebhart and co-
workers contributed greatly to this field. For example, they developed similarity
solutions [Gebhart et al., 1970] and also obtained the stability characteristics of
laminar plumes [Pera and Gebhart, 1971]. Their work is summarised in Gebhart
[1988], together with other natural convection flows. A review article is also
available [Gebhart, 1973]. It is noted that similarity solutions are only applicable
to a plume with an infinitesimal source but not to a finite area source plume in
the near field.
In comparison to the widely available studies on far-field, turbulent plumes
and laminar plumes, studies on near-field, transitional plumes, with a finite area
source, are very limited. The near-field unsteady behaviour is, however, of great
interest since the near-field region is where the largest entrainment of ambient
fluid occurs [Pham et al., 2005] and the near-field flow behaviour is strongly in-
fluenced by a source condition. Most published studies on near-field, transitional
plumes have been for forced plume configurations [Cetegen, 1997; Cetegen and
Kasper, 1996; Cetegen et al., 1998; Ghoniem et al., 1996; Jiang and Luo, 2000;
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Soteriou et al., 2002], while only Plourde et al. [2008] discussed the near-field
unsteady behaviour for a thermal plume from a finite area heat source. In or-
der to fill the gap of the past studies and to provide further understanding of
instability mechanisms of near-field thermal plumes, we investigated the stability
and unsteady behaviours of thermal plumes from a finite width, horizontal heat
source (Chapter 4). We use the term ‘planar plume’ to refer to such plumes, in
contrast to ‘axisymmetric plume’ which refers to plumes from a circular source,
throughout the thesis.
Plumes in fully- or semi-confined environments have also attracted atten-
tion (e.g. Abdalla et al., 2007; Baines and Turner, 1969; Bastiaans et al., 2000;
Linden et al., 1990). Such configurations are applicable to natural ventilation,
and the release and stratification of chemical pollutants in closed environment.
Natural ventilation, in the form of displacement cooling, has been reported to re-
duce the energy consumption due to air-conditioning by 20 percent [Ghali et al.,
2007], which would greatly alleviate the environmental impact associated with
greenhouse gas emissions. Further, it was shown that as a measure of flushing
pollutants from a residential space, a great improvement in the efficiency is pos-
sible using displacement ventilation, instead of mixed type ventilation [Kaye and
Hunt, 2007]. In studies on natural ventilation, the size of a heat source is nor-
mally considered to be substantially small, compared to the height of a ventilated
space, and the source strength is considered to be sufficiently strong, such that
the laminar-to-turbulent transition takes place over a small distance above the
heat source, and so a plume is fully turbulent over most of the vertical height (e.g.
Abdalla et al., 2007; Cook and Lomas, 1998; Linden et al., 1990). In fully turbu-
lent plumes, the entrainment process is predominantly carried out by turbulent
mixing, with the effect of molecular diffusion being negligible, hence turbulent
plumes are almost independent of fluid properties [Gostintsev et al., 1983]. In
such cases, the effects of the near-field, laminar-to-turbulent transition and fluid
properties on the performance characteristics of displacement ventilation, such as
the rate of ventilation, the height of interface formed between the upper, buoyant
and lower, ambient fluids and the buoyancy in the upper layer, are negligible. In
fact, the height of interface formed between the upper and lower layers was found
to only depend on the geometry of a ventilated space and the plume entrainment
constant [Linden et al., 1990].
The natural ventilation flow can be viewed as a semi-confined plume flow, i.e.
a plume rising in a cavity with inlet and outlet vents. Despite the simplicity of
the geometry, the flow contains interesting fluid mechanics with two main fluid
motions being established; an ascending plume motion and a recirculating fluid
motion in the upper buoyant layer. A number of fundamental phenomena are
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then involved, such as plume entrainment, mixing at the interface, thermal strat-
ification, mixing in the upper layer and plume impingement on the upper layer.
With a transitional plume, the flow behaviours would strongly depend on the
source strength and fluid properties, different from the case for turbulent plumes
in the above, and so it would be interesting to study their effects. The investiga-
tion was carried out for a wide range of dimensionless parameters which control
the source strength and fluid properties, and their effects on the flow phenomena
and the performance characteristics of displacement ventilation were analysed for
a transitional plume (Chapter 5). In the following subsections, related studies
are discussed in detail. It is noted, throughout the thesis, the superscript, ∗, is
used to denote dimensional quantities, unless specifically stated.
1.2 Turbulent Plumes
1.2.1 Turbulent Plume Theory
The most dominant plume theory is probably that of Morton et al. [1956], which
is often referred to as ‘MTT’ in the literature, standing for the names of the
great fluid mechanicians, Morton, Taylor and Turner. The MTT model was de-
veloped on the basis of three crucial assumptions; an incompressible fluid with
the Boussinesq approximation for buoyancy, the similarity of time-averaged ve-
locity and buoyancy profiles over height and the ‘entrainment assumption’. The
similarity of the ascending velocity and buoyancy is formulated as [Batchelor,
1954]:
〈v∗〉 = Pv
(
B∗
y∗
)1/3
exp
(−Rvx∗2
y∗2
)
, (1.1)
〈g′∗〉 = Pg′
(
B∗2
y∗5
)1/3
exp
(−Rg′x∗2
y∗2
)
, (1.2)
where x∗ and y∗ are the coordinates in the radial and vertical directions, 〈〉
indicates the time averaging operator, v∗ the vertical velocity, B∗ the source
buoyancy flux and g
′∗ the reduced gravity given as g
′∗ = g∗ (ρ∗∞ − ρ∗) /ρ∗∞, with
g∗ the gravitational acceleration, ρ∗ the local density and ρ∗∞ the reference density.
The empirical constants are denoted by Pv, Pg′, Rv and Rg′, with the subscripts
v and g′ being used to indicate the constants for the velocity and buoyancy,
respectively.
The entrainment assumption, which is considered to be the most important
physical assumption [Baines and Turner, 1969], was first introduced by Sir Ge-
offrey Taylor in a wartime report on the dynamics of hot gases rising in the air
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[Taylor, 1945], and he spoke about it at the Pacific Science Association meeting
in 1949. The entrainment assumption later received a wider exposure by Batch-
elor [1954], who pointed out that the linear spread of plume radius with height
implies that the mean inflow velocity across the edge of the plume is proportional
to the local upward velocity. This gives rise to the definition of the entrainment
constant, αp, such that the mean entrainment velocity, 〈u∗e〉, is some fraction, αp,
of the mean vertical velocity, 〈v∗〉, such that:
〈u∗e〉 = αp〈v∗〉. (1.3)
Based on these assumptions, and further assuming the ‘top-hat’ profiles for
velocity and buoyancy across the plume width, the MTT model was derived by
simplifying the conservation equations for mass, momentum and buoyancy flux
for an idealised point source plume as [Morton et al., 1956]:
d
(
〈bˆ∗〉2〈vˆ∗〉
)
dy∗
= 2αˆp〈bˆ∗〉〈vˆ∗〉, (1.4)
d
(
〈bˆ∗〉2〈vˆ∗〉2
)
dy∗
= 〈bˆ∗〉2〈gˆ′∗〉, (1.5)
d
(
〈bˆ∗〉2〈vˆ∗〉〈gˆ′∗〉
)
dy∗
= 〈bˆ∗〉2〈vˆ∗〉
(−g∗
ρ∗∞
)(
dρ∗env
dy∗
)
, (1.6)
respectively, whereˆ indicates a ‘top-hat’ value of a given quantity, b∗ the plume
radius and ρ∗env the density of the surrounding fluid. In equation (1.6), (dρ
∗
env/dy
∗)
is zero in a uniform environment, thus buoyancy flux is conserved over height.
Further applying the boundary conditions that the mass and momentum fluxes
are zero at the source and that the buoyancy flux at the source is B∗, the ‘top-hat’
solutions for the plume radius, vertical velocity and reduced gravity are obtained
as:
〈bˆ∗〉 = 6
5
αˆpy
∗, (1.7)
〈vˆ∗〉 =
(
5
6αˆp
)2/3(
3
4pi
)1/3
B∗1/3y∗−1/3, (1.8)
〈gˆ′∗〉 =
(
5
6αˆp
)4/3(
4
3pi2
)1/3
B∗2/3y∗−5/3. (1.9)
Therefore, the volume flux, 〈Q∗p〉 = pi〈bˆ∗〉2〈vˆ∗〉, and reduced gravity at a given
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height are given in the following simple forms:
〈Q∗p〉 = Cˆ(B∗y∗5)1/3, (1.10)
〈gˆ′∗〉 = (B
∗2y∗−5)1/3
Cˆ
, (1.11)
where Cˆ is a constant depending on the ‘top-hat’ entrainment constant, αˆp, given
as:
Cˆ =
6αˆp
5
(
9αˆp
10
)1/3
pi2/3. (1.12)
Further, the buoyancy flux is conserved over height as:
B∗ = 〈Q∗p〉〈gˆ′∗〉 = constant. (1.13)
For a two-dimensional line plume, equivalent formulations to equations (1.10)
and (1.11) are given as [Linden et al., 1990]:
〈Q∗pL〉 = (2αˆp)2/3B∗1/3L y∗, (1.14)
〈gˆ′∗〉 = B
∗ 2
3
L
(2αˆp)
2/3 y∗
, (1.15)
withQ∗pL and B
∗
L being given per unit length and αˆp in this case is slightly different
from the value for point source plumes. It is noted [Turner, 1969] that for the
Gaussian profiles, with b∗ the distance to the point where the vertical velocity
reduces to exp(−1) of the axial velocity, the entrainment constant, αp, is related
to the ‘top-hat’ value as αp = αˆp/2
1/2. Further, the axial velocity, axial buoyancy
and plume width for the Gaussian profiles are related to the corresponding ‘top-
hat’ values as [Cook and Lomas, 1998]:
v∗c = 2vˆ
∗, (1.16)
g
′∗
c = 2gˆ
′∗, (1.17)
b∗ =
bˆ∗
21/2
, (1.18)
where the subscript c denotes the axial value. The schematic illustrating the
correlations for the velocity and plume width is provided in figure 1.1.
In the real world, a plume source is normally of a finite area and often has
non-zero source volume and momentum fluxes. A mathematical correction to the
position of a plume source can be made such that the far-field behaviour of a
plume with non-zero source volume and momentum fluxes closely resembles that
of an idealised, pure point source plume rising from a corrected source position,
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Figure 1.1: Schematic for comparison of the Gaussian and ‘top-hat’ profiles.
modelled by the MTT solutions in the above. Such a correction method is called
a virtual origin correction. A thorough review on various correction methods is
provided in Hunt and Kaye [2001]. In what follows, these methods are described,
based on the review of Hunt and Kaye [2001].
The method used in George et al. [1977] uses the similarity relations given in
equations (1.1) and (1.2):
〈v∗c〉 ∝ (y∗ − y∗v)−1/3 , (1.19)
〈g′∗c 〉 ∝ (y∗ − y∗v)−5/3 , (1.20)
where y∗v is the location of the virtual origin above the actual source (so it normally
takes a negative value). The above equations may be written as:
〈v∗c 〉3y∗ = K1 + 〈v∗c 〉3y∗v , (1.21)
〈g′∗c 〉3/5y∗ = K2 + 〈g
′∗
c 〉3/5y∗v , (1.22)
where K1 and K2 are constants. Hence, y
∗
v is the gradient of a plot of 〈v∗c 〉3y∗
versus 〈v∗c 〉3, or 〈g′∗c 〉3/5y∗ versus 〈g′∗c 〉3/5. It is suggested [George et al., 1977] that
equation (1.22) yields more reliable results since errors are reduced by the radical,
while for equation (1.21) errors are magnified threefold.
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The method introduced in Morton et al. [1956] is based on a geometrical
observation, where a turbulent plume is typically confined within a conical region.
The location of the virtual origin, y∗v , is then given as:
y∗v
D∗
=
5
12αp (− ln c)1/2
, (1.23)
where c is the ratio of the vertical velocity (or buoyancy) at an effective radius to
the axial value (so that specifying the value of c defines the spread of a plume)
and D∗ is the source diameter.
Morton [1959a] showed that a point, forced plume, with zero source volume
flux and non-zero source momentum flux (M∗0 ), resembles a pure plume, with
buoyancy flux only, from a virtual origin located at y∗avs = −1.057L∗m, for y∗ ≥
5L∗m, with an accuracy within 1 percent, where L
∗
m is the momentum jet length,
also called ‘the Morton length scale’ [Dai et al., 1995], given as:
L∗m = 2
−3/2α−1/2p
M
∗3/4
0
B∗1/2
. (1.24)
For y∗ < L∗m, the flow is predominantly driven by M
∗
0 , while for y
∗ > L∗m the
M∗0 effect reduces sufficiently and the buoyancy dominates the flow. The above
correction method is referred to as an ‘asymptotic virtual source’ and is denoted
by avs [Hunt and Kaye, 2001] since the corrected flow field resembles a pure plume
only at a large distance from the source.
It was further shown [Morton, 1959a] that a plume from a finite area source,
with non-zero source volume and momentum fluxes (Q∗0 and M
∗
0 , respectively),
is identical, above the actual source, to a point, forced plume, with zero source
volume flux and the source momentum flux of γM∗0 , from a virtual origin located
at:
y∗v = L
∗
m
{
−101/2 sgn (B∗)
∫ 1
γ
|σ5 − γ5|−1/2σ3dσ
}
, (1.25)
where γ5 = 1− Γ0 with Γ0 given as:
Γ0 =
5B∗Q∗20
27/2αppi1/2M
∗5/2
0
. (1.26)
Γ0 is equivalent to a source Richardson number, or the inverse square of a source
Froude number, and depending on its value a plume is categorised as:
Γ0 = 1⇒ pure plume, (1.27)
0 < Γ0 < 1⇒ forced plume, (1.28)
Γ0 > 1⇒ lazy plume. (1.29)
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The above two methods of Morton [1959a] can be combined to give a two-
step procedure for relating a plume from a general, finite area source to a pure
plume from an asymptotic virtual point source [Morton and Middleton, 1973].
Depending on source conditions, Γ0 varies, and accordingly the formulation for a
virtual origin is different for pure, forced and lazy plumes, categorised as above.
For pure plumes (Γ0 = 1) from finite area sources, only a single step is required
and in this case the plume is identical to a point source plume from a virtual
origin, located at:
y∗v = −2.108L∗m, (1.30)
above the actual source, and so the correction is exact. For forced plumes
(0 < Γ0 < 1), a general source at y
∗ = 0 with non-zero source Q∗0 and M
∗
0 is
firstly replaced with a point source with zero volume flux and non-zero source
momentum, γM∗0 , at y
∗ = y∗v , which is then replaced with a pure, point source
at y∗ = y∗v + y
∗
avs [Hunt and Kaye, 2001]:
y∗v+y
∗
avs = L
∗
m
{
−101/2
∫ 1
γ
(
σ5 − γ5)−1/2 σ3dσ − 10−1/2γ3/2(2
3
+ δfp
)}
, (1.31)
where
δfp = Σ
∞
n=1
(
1
2n−1n! (3− 10n)Π
n
j=1 (1 + 2 [j − 1])
)
= −0.3324. (1.32)
The second term in the curly bracket on the right hand side of equation (1.31)
then reduces to [Hunt and Kaye, 2001]:
y∗avs = −1.057γ3/2L∗m, (1.33)
which is accurate within 1 percent for y∗ > 6γ3/2L∗m. Lazy plumes (Γ0 > 1)
also require a two-step correction. In this case, however, the modified source
has a negative momentum flux since γ = − (Γ0 − 1)1/5 < 0, which is physically
unrealistic. The two-step correction to obtain an asymptotic virtual point source
for lazy plumes is given as [Hunt and Kaye, 2001]:
y∗v + y
∗
avs = L
∗
m
{
−101/2
∫ 1
−|γ|
(
σ5 + |γ|5)−1/2 σ3dσ − 3.253|γ|3/2} . (1.34)
Hunt and Kaye [2001] proposed a single step correction method for plumes
with Γ0 > 1/2 as:
y∗v =
(
5D∗
6αp
)(pi
4
)1/2
Γ
−1/5
0 (1− δ) , (1.35)
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where
δ =
3
5
Σ∞n=1
(
φn
5n−1n! (10n− 3)Π
n
j=1 (1 + 5 [j − 1])
)
, (1.36)
with φ = (Γ0 − 1) /Γ0. This formulation provides a physically realistic solution
at a virtual source, avoiding negative source momentum as in the case of Morton
[1959a].
van den Bremer and Hunt [2010] extended the former theoretical studies [Hunt
and Kaye, 2001; Morton, 1959a] and showed the variation of Γ with height for
different source conditions with different Γ0. Γ for forced plumes with 0 < Γ0 < 1
monotonically increases and converges to Γ = 1 as the plume rises, while Γ for
lazy plumes with Γ0 > 1 monotonically reduces and converges to Γ = 1. It was
shown for a lazy plume, the convergence to the pure plume condition of Γ = 1
occurs at a smaller distance from the source for a larger value of Γ0, i.e. the lazier
a lazy plume is, the greater the rate of convergence is. Further, comparing forced
and lazy plumes, the convergence to Γ = 1 was shown to occur at a substantially
smaller distance from the source for lazy plumes. van den Bremer and Hunt
also showed that for lazy plumes the minimum radius height, i.e. necking height,
corresponds to Γ = 5/2, which implies that the necking behaviour only occurs for
Γ0 > 5/2. Above the necking height, the vertical velocity reaches its maximum
value, at a height corresponding to Γ = 5/4 [Caulfield, 1991]. The locations of
necking and the maximum velocity do not coincide since volume is not conserved
due to entrainment [Caulfield, 1991].
The near-field of highly lazy plumes was also studied experimentally in Colomer
et al. [1999]; Epstein and Burelbach [2001]; Friedl et al. [1999]; Kaye and Hunt
[2009], especially focusing on the necking. Colomer et al. [1999] and Kaye and
Hunt [2009] used a saline solution injected into fresh water from the top, while
Epstein and Burelbach [2001] and Friedl et al. [1999] used a fresh water plume
injected into a saline solution from the bottom. The results of these studies agree
in that the neck height is approximately equal to one source radius and the neck
diameter is approximately half the source diameter, and that this trend does not
vary with the laziness of a plume, i.e. the value of Γ0, for sufficiently large value
of Γ0. It was noted [Kaye and Hunt, 2009] that for intermediate values of Γ0 the
neck is thicker and closer to the source. The main conclusion in Kaye and Hunt
[2009] was that the volume flux in a highly lazy plume increases linearly with
height from the source to the neck height, which also implies that the reduced
gravity is inversely proportional to the height in this region, since buoyancy flux
is conserved as shown in equation (1.13), therefore the MTT solutions are not
applicable in the near-field, necking region. Further, they calculated the virtual
origin of highly lazy plumes using the method of Hunt and Kaye [2001] as if
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the actual source was at the neck height, assuming that the MTT solutions are
applicable to the region above the neck, and reported that for sufficiently large
value of Γ0, the location of the virtual origin is a constant multiple of the source
diameter, as y∗avs = −1.1D∗. Epstein and Burelbach [2001] developed theoretical
models separately for the horizontal boundary layer flow on the bottom boundary
towards the plume axis (in Epstein and Burelbach [2001], it is called mixing layer)
and the vertical plume, with the two flows joined at the neck, and showed a rea-
sonable agreement of the models with experiments. The model for the boundary
layer flow was developed, based on the assumptions that the effective diffusion
coefficient is related to the characteristic mixing length and the local concentra-
tion gradient in the vertical direction and that the mixing length is proportional
to the boundary layer thickness.
The Boussinesq approximation is reasonable only when the fluid density of a
plume is close to that of the ambient fluid. Rooney and Linden [1996] extended
the MTT solutions with the point source assumption to include non-Boussinesq
effects:
〈bˆ∗〉 = 6
5
αˆpy
∗
〈
ρ∗
ρ∗∞
〉−1/2
, (1.37)
〈gˆ′∗〉 =
(
5
6αˆp
)4/3(
4
3pi2
)1/3
B∗2/3y∗−5/3
〈
ρ∗
ρ∗∞
〉
, (1.38)
where the only changes to the original MTT solutions are the density ratio terms,
and the solution for velocity (equation (1.8)) is not altered. This leads to the
following expression for the entrainment velocity:
〈u∗e〉 = αp〈v∗〉
〈
ρ∗
ρ∗∞
〉1/2
. (1.39)
In the above, the only change from the original formulation given in equation
(1.3) is the density ratio term. Fannelop and Webber [2003] and Carlotti and
Hunt [2005] extended the work of Rooney and Linden [1996] for plumes from finite
area sources. Fannelop and Webber [2003] developed a theoretical model for non-
Boussinesq plumes from a finite area source, noting that the finding of Rooney
and Linden [1996] is based on the existence of power-law solutions, although
power-law solutions only exist in specific conditions. Admitting non-power-law
solutions, they successfully developed a model which correctly predicts the neck-
ing behaviour near a finite area source. Carlotti and Hunt [2005] obtained the
locations of the asymptotic virtual origin for non-Boussinesq plumes from finite
area sources (thus, this is also an extension of the Boussinesq case in Hunt and
Kaye [2001]), from which the power-law solutions of Rooney and Linden [1996]
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may be directly applied, and showed that the distance between the actual and vir-
tual sources scales on the length scale that characterises the height below which
non-Boussinesq effects are dominant (equivalent to L∗NB−B later introduced in
equations (1.40) and (1.41)).
As a non-Boussinesq plume rises, it is diluted with ambient fluid and eventu-
ally becomes Boussinesq, together with approaching to Γ = 1 as discussed above.
Woods [1997] showed that a length scale for the height of transition from a non-
Boussinesq to Boussinesq plume for pure plumes from a point source is given as:
L∗NB−B =
(
B∗2
g∗3α4p
)1/5
. (1.40)
This was extended for forced and lazy plumes from finite area sources by van den
Bremer and Hunt [2010], where the transition length scale, measured from the
asymptotic virtual source, was obtained as:
L∗NB−B =
D∗ (ρ∗0/ρ
∗
∞)
1/2
8αp
(
1− ρ∗0/ρ∗∞
ρ∗0/ρ
∗
∞
)3/5
Γ
−1/5
0 , (1.41)
with ρ∗0 the density at the source. It was noted [van den Bremer and Hunt, 2010]
that this transition length scale is not valid for highly forced plumes with very
small Γ0 since the convergence to the pure plume limit of Γ = 1 is slower than
the transition to the Boussinesq plume, thus asymptotic solutions are not valid
at the height of the Boussinesq transition.
1.2.2 Experimental and Numerical Studies on Entrain-
ment Mechanisms and Turbulence
In order to obtain the empirical constants in the similarity equations (1.1) and
(1.2), Pv, Pg′, Rv and Rg′ , a number of experiments have been conducted in the
past. Rouse et al. [1952] reported the constant values, Pv = 4.7, Rv = 96 for
velocity and Pg′ = 11.0, Rg′ = 71 for buoyancy, using a gas burner for a heat
source, and vane anemometers and thermocouples for velocity and temperature
measurements. Papanicolaou and List [1988] used laser-Doppler anemometry and
laser-induced fluorescence measurement techniques and obtained the constant
values, Pv = 3.85, Rv = 90, Pg′ = 14.28 and Rg′ = 80. While Papanicolaou
and List [1988] and Rouse et al. [1952] observed the buoyancy profile was wider
than the velocity profile, George et al. [1977] found the reverse, with the velocity
profile being wider than the buoyancy profile, in their experiments using a heated
air jet as the source and a hot wire anemometry measurement technique, with
the reported constant values, Pv = 3.4, Rv = 55 for velocity and Pg′ = 9.1,
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Rg′ = 65 for buoyancy. Later experimental work [Shabbir and George, 1994]
also observed a wider velocity profile than buoyancy profile, with the reported
constant values, Pv = 3.4, Rv = 58, Pg′ = 9.4 and Rg′ = 68, consistent with
those obtained in George et al. [1977]. The constant values reported in George
et al. [1977] and Shabbir and George [1994] are both in an excellent agreement
with the values recommended in Chen and Rodi [1980]. It is noted in George
et al. [1977] that the trend of the velocity profile being wider than buoyancy
profile is consistent with the arguments made in Lumley [1971] and Townsend
[1980]. More recent experimental study on solutal convection of a buoyant plume
using a planar laser-induced fluorescence (PLIF) technique and Laser Doppler
velocimetry [Auban et al., 2001] also showed the velocity profile was wider than
the concentration profile.
The entrainment constant is typically larger for a buoyancy-driven plume,
compared to a momentum-driven jet [Fischer et al., 1979]. Papantoniou and List
[1989] experimentally investigated large scale structures of a buoyant plume in
comparison to those of a momentum jet. They showed that the intermittency of a
plume is more significant than a momentum jet, with more ambient fluid present
in the plume interior, suggesting a higher entrainment rate in a plume, consistent
with Fischer et al. [1979], and argued that this results from the entrainment mech-
anism in a plume being dominated by large scale, buoyant vortices. However, as
Basu and Narasimha [1999] observed numerically, buoyancy has an opposite effect
on entrainment when a jet is subjected to off-source volumetric heating, creating
a stable stratification, since in such a case entrainment is reduced, with the eddy
turn-over time increased and large coherent structures disrupted. These trends
may seem contradictory, however Sreenivas and Prasad [2000] argued that they
are consistent. According to Sreenivas and Prasad [2000], a stable stratification
due to off-source volumetric heating causes the baroclinic torque that opposes
the torque imposed by eddy vorticity, which reduces entrainment, while in the
case of a plume an unstable stratification, associated with the decay of buoyancy
with height, causes the baroclinic torque that aids the torque imposed by eddy
vorticity, which increases entrainment.
A comprehensive measurement of the terms in the balance equations for mean
and turbulent fields, conducted by Shabbir and George [1994], showed that the
primary effect of buoyancy on turbulence is indirect, and enters through the mean
velocity field by increasing velocity gradient, leading to an increase in shear pro-
duction. Pham et al. [2005] used particle image velocimetry (PIV) to study a
thermal plume from a finite area, constant temperature source at 673K. They
confirmed the theoretical mean plume behaviour of Morton et al. [1956]. Consis-
tent with Shabbir and George [1994], the budget analysis of the mean momentum
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equation revealed the dominance of vertical advection, radial turbulent transport
and buoyancy. They successfully captured the instantaneous contraction and ex-
pulsion phenomena and demonstrated a three times higher entrained mass flux
during the contraction phase than during the expulsion phase. Their work is also
particularly noteworthy in that they applied the ‘direct method’, which directly
measures an entrainment mass flux, instead of using a conventional method, where
mass fluxes at different axial locations inside a plume are compared to obtain an
entrainment mass flux, and for the first time obtained entrainment constant over
height. The entrainment constant was found to be very high close to the source
(ranging from 0.2 to 0.6), corresponding to the necking height, and to reduce to
a constant level at a sufficiently large distance from the source.
Due to a wide range of scales present in turbulent plumes (smallest scales
associated with the turbulent mixing and largest scales associated with the tran-
sitional behaviour, ‘puffing’, which is discussed in Section 1.3), a substantial
computational cost is required for DNS. Therefore many studies in the past em-
ployed turbulence models, such as RANS (Reynolds Averaged Navier Stokes) and
LES models. Recent advancement in computational processes, however, enabled
Plourde et al. [2008] to conduct DNS, as discussed in the following.
The low Mach number weakly compressible Navier-Stokes equations are com-
monly used in numerical studies of buoyant plumes with a large temperature
variation, e.g. Pham et al. [2007], Plourde et al. [2008], Yan [2007] and Zhou
et al. [2001]. One of the first papers on the application of LES to a buoyant free
rising plume is Zhou et al. [2001]. They used the standard Smagorinsky model
[Lilly, 1967] and simulated a forced plume with the same inflow conditions as in
the experiments of Shabbir and George [1994], who set inflow conditions similar
to George et al. [1977] using the same plume generator as that used in George
et al. [1977]. Their results on the far-field plume behaviour were shown to be in
good agreement with the experimental results of George et al. [1977] and found
that the velocity field spread faster than the temperature field, again consistent
with George et al. [1977] and Shabbir and George [1994].
Plourde et al. [2008] conducted DNS using 622 million grid points for a turbu-
lent thermal plume rising from a finite-sized circular constant temperature source,
with the source conditions being identical to those used in the experiments [Pham
et al., 2005], and observed a puffing phenomenon, that is a periodic formation
of large scale vortical structures that characterises the laminar-to-turbulent tran-
sition in the vicinity of the heat source. Further, they demonstrated the in-
stantaneous entrainment mechanisms associated with contraction and expulsion
behaviours, as experimentally studied [Pham et al., 2005], but in more detail.
Pham et al. [2007] conducted LES for the plume flow with the same conditions
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for the source and the boundaries, and with the same domain, as those in Plourde
et al. [2008], and compared the accuracies of several LES models, based on the
results of DNS and the experiments [Pham et al., 2005].
Yan [2007] conducted LES for a turbulent forced plume with a square inlet
using the standard Smagorinsky model [Lilly, 1967] and examined the effect of
including a buoyancy correction in the calculation of eddy viscosity and varying
the values of the turbulent Prandtl number and the Smagorinsky constant. It
was found that the buoyancy correction and the turbulent Prandtl number have
little influence, while the Smagorinsky constant has a significant effect on the
prediction of plume spreading rate.
1.3 Stability and Transition of Near-Field Plumes
1.3.1 Puffing Behaviour
In the near-field region of unsteady plumes from area sources, the initial unsteadi-
ness amplifies to form large scale, coherent structures, which later break down to
smaller scales in the process of transition to the fully-turbulent regime. The near-
field region is where the largest entrainment takes place, as experimentally shown
in Pham et al. [2005]. The periodically formed, large scale vortical structures in
this region are called ‘puffs’ and the unsteady behaviour, characterised by the
formation of puffs and their convection along the plume stem, is called ‘puffing’.
In contrast to the case of turbulent plumes, the entrainment mechanism in this
regime is also dependent on the molecular diffusion process and hence on fluid
properties. Further, the flow in this region is considered to be largely dependent
on the source conditions.
In the literature, the puffing behaviour has been investigated mostly for forced
plumes, as mentioned previously. Experimental studies on forced axisymmetric
plumes of helium and helium-air mixtures were conducted by Cetegen and Kasper
[1996] and Cetegen [1997]. Ghoniem et al. [1996] and Jiang and Luo [2000] nu-
merically investigated the puffing behaviour for fire plumes and forced thermal
plumes with axisymmetric configurations, respectively. Cetegen et al. [1998] also
used helium and helium-air mixtures to experimentally investigate the near-field
unsteady behaviour of forced planar plumes, which was later substantially ex-
tended using numerical simulations [Soteriou et al., 2002]. As far as we are
aware, the numerical work of Plourde et al. [2008] is the only study in the liter-
ature where the near-field unsteady behaviour is discussed for a thermal plume
from a finite area heat source (an axisymmetric configuration was considered in
this case).
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For forced plumes, the near-field oscillation frequency was shown to be con-
trolled by a Strouhal-Richardson number correlation both for axisymmetric [Cete-
gen and Kasper, 1996] and for planar [Cetegen et al., 1998] configurations. Cete-
gen and Kasper [1996] argued that the instability mechanism leading to the puff-
ing behaviour is connected to the Rayleigh-Taylor density stratification above
the nozzle exit, perturbed by the downstream vortex-induced feedback. Cetegen
[1997] observed the formation of small-scale, mushroom-shaped structures near
the nozzle exit with increasing perturbation frequency and argued that this is
believed to be a result of the reducing wavelength of the perturbation on the
Rayleigh-Taylor unstable fluid layers. Soteriou et al. [2002] showed that the
oscillation frequency is predominantly dependent on the nozzle width (L∗) the
gravitational acceleration (g∗) and the density ratio so that the Strouhal num-
ber, StB = f
∗L∗/
√
g∗L∗, with f ∗ the dimensional frequency, is proportional to a
square root of the density ratio. They argued that this is a consequence of the
cause of the instability which is the mechanism of vorticity generation by buoy-
ancy, which is affected mainly by these three quantities. They also conducted
simulations for a ‘free plume’ configuration in which the buoyant fluid is not
pushed into the domain by a prescribed velocity but only by its buoyancy, and
showed that the effect of the nozzle inlet velocity on the oscillation frequency is
small. It is noted that the Soteriou et al. ‘free plume’ configuration is however
still critically different from the one considered here and in Plourde et al. [2008],
since in the Soteriou et al. case all the bottom boundaries are open. It is further
noted that in the above studies on forced plumes [Cetegen, 1997; Cetegen and
Kasper, 1996; Cetegen et al., 1998; Soteriou et al., 2002] the initial density ratio
of the ambient fluid to the fluid inside the plume was substantially larger than
the cases considered in this thesis.
For a thermal axisymmetric plume, Plourde et al. [2008] described the convec-
tive growth of unsteadiness along the lapping flow, which develops on the heated
source region away from the plume axis. Their results are shown in figure 1.2,
where the lapping flow is shown to the left of the vertical column of heated fluid.
Figure 1.2 also shows the formation of a large scale vortical structure (puff) being
associated with the lapping flow instability; a thermal plumelet (bulge) along the
lapping flow merges with and surrounds the central ascending column, forming a
vortex ring (puff). However, the bulge forming instability in the lapping flow has
not been observed for forced plumes, and so the puff formations in forced and
thermal plumes are considered to be driven by different mechanisms.
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Figure 1.2: Lapping flow instability reported in Plourde et al. [2008]. The flow
development with time is shown from (a) to (f).
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1.3.2 Linear Stability Theory
The stability and transition of laminar, pure thermal plumes above infinitesimal
sources of heat, as shown in figure 1.3, were extensively studied by Gebhart and
co-workers, based on similarity solutions, and summarised in Gebhart [1988].
The hydrodynamic stability analysis based on the Tollmien-Schlichting theory of
small disturbances, conducted for a line plume [Pera and Gebhart, 1971], showed
that the Grashof number, Gr, is the key parameter for the stability characteristics
and that there is only a small Prandtl number dependence in the neutral stability
curve, as shown in figure 1.4. More recent study of Lakkaraju and Alam [2007],
however, revealed the existence of a new instability loop at very high Prandtl
numbers (Pr > 100). Experimental studies on a line plume above a thin heated
wire were conducted by Forstrom and Sparrow [1967], Schorr and Gebhart [1970]
and Bill and Gebhart [1975]. Forstrom and Sparrow [1967] concluded that the
onset of transition occurs at the Grashof number, Gr, of 5×108 and full turbulence
at Gr = 5 × 109, while Bill and Gebhart [1975] reported the onset of transition
at Gr = 11.2× 108 and full turbulence at Gr = 7.9× 109. Further, it was noted
[Bill and Gebhart, 1975] that naturally occurring disturbances are selectively
amplified, as predicted by linear stability theory [Pera and Gebhart, 1971].
Figure 1.3: Plume with an infinitesimal source of heat, assumed in similarity
solutions [Gebhart, 1988].
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Figure 1.4: Neutral stability curve [Pera and Gebhart, 1971] where α is wave
number and G the parameter dependent on Gr.
1.4 Natural Ventilation Flows
Natural ventilation flows, in the form of displacement cooling, have been widely
investigated theoretically and experimentally by Linden et al. [1990], Mundt
[1995], Linden and Cooper [1996], Hunt and Linden [1999], Linden [1999], Hunt
and Linden [2001], Auban et al. [2001], Xing and Awbi [2002] and Bouzinaoui
et al. [2005] and numerically by Cook and Lomas [1998], Cook et al. [2003],
Abdalla et al. [2007], Kaye et al. [2009] and Xaman et al. [2009]. The displace-
ment ventilation of an enclosure establishes a two-layered stratification inside the
enclosure with a warmer fluid sitting on the top of a cooler fluid, separated by a
horizontal interface of a finite thickness, as illustrated in the schematic in figure
1.5. Although a sharp interface with negligible thickness is assumed in theoretical
studies, e.g. Linden et al. [1990], it has been shown that in real situations the
interface is rather smeared out over a finite thickness [Kaye et al., 2010], which is
partly due to the mixing caused by inflow from the lower vents [Hunt and Coffey,
2010]. The ventilation flow is driven by the density difference between the upper
warm fluid and the ambient fluid outside the enclosure, leading to a smaller ver-
tical gradient of the hydrostatic pressure inside the enclosure than outside. It is
noted that the velocity of the ventilation flow through the openings is sufficiently
small such that the associated mixing at the interface is small, thus the thickness
of the interface may be assumed to be small. If heat sources in the ventilated
enclosure supply constant heat over a sufficiently long time, plumes generated
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from the heat sources continuously feed the upper buoyant layer at a constant
rate, while the buoyant fluid in that layer is constantly exhausted from the top
openings, therefore the flow inside the enclosure eventually develops to a steady
state.
As discussed previously, plumes are normally considered to be fully turbulent
for this application, and the MTT turbulent plume models (see Section 1.2.1)
were used in the development of theoretical models for steady state characteristics
of the flow [Hunt and Linden, 2001, 1999; Linden et al., 1990]. Transient flow
behaviours were later investigated [Bower et al., 2008; Hunt and Kaye, 2006; Kaye
and Hunt, 2004, 2007; Kaye et al., 2009]. The natural ventilation in two inter-
connected rooms was also studied [Thomas et al., 2008; Tovar et al., 2009]. Most
numerical studies in the literature [Cook and Lomas, 1998; Cook et al., 2003;
Kaye et al., 2009; Xaman et al., 2009] are based on simulations using the k − ε
models [Launder and Spalding, 1974; Yakhot et al., 1992], while Abdalla et al.
[2007] conducted LES using the standard Smagorinsky model [Lilly, 1967]. In
this section, the theoretical models developed for the steady state and transient
natural ventilation flows are discussed, and experimental and numerical studies
available in the literature are also reviewed.
Figure 1.5: Displacement cooling flow.
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1.4.1 Steady State Solutions for Emptying Filling Box
Flows
Consider a configuration as shown in figure 1.5. The areas of top and bottom
openings are denoted by a∗t and a
∗
b , respectively, the enclosure height by H
∗ and
the interface height by h∗. Linden et al. [1990] defined the neutral level as the
vertical location where the hydrostatic pressures inside and outside the ventilated
enclosure are equal, while Xing and Awbi [2002] provides a definition that is based
on temperature. Assuming the MTT solutions in equations (1.10)–(1.13) and
applying Bernoulli’s theorem, Linden et al. [1990] developed theoretical models
to predict steady state, mean characteristics of the flow such as the interface
height, 〈h∗〉, the buoyancy in the upper layer, 〈g′∗u 〉, and ventilation rate, 〈Q∗〉,
given respectively as:
A∗o
H∗2
= Cˆ3/2
( 〈h〉5
1− 〈h〉
)1/2
, (1.42)
〈g′∗u 〉 =
(B∗2〈h∗〉−5)1/3
Cˆ
, (1.43)
〈Q∗〉 = A∗o
{
〈g′∗u 〉 (H∗ − 〈h∗〉)
}1/2
= Cˆ(B∗〈h∗〉5)1/3, (1.44)
with 〈h〉 = 〈h∗〉/H∗, the interface height normalised by the enclosure height,
and A∗o = CDa
∗
ta
∗
b/ {1/2 ((C2D/Ce) a∗2t + a∗2b )}1/2, the effective opening area, with
CD and Ce being the coefficients of discharge and expansion, respectively, repre-
senting the energy losses associated with the fluid flowing through the inlet and
outlet vents [Hunt and Linden, 2001], and Cˆ as given in equation (1.12). One of
the important conclusions in Linden et al. [1990] was that the interface height
only depends on the opening area, the height of enclosure and the entrainment
constant, and is independent of the source strength, B∗, as shown by equation
(1.42). It is worth noting that the interface height should be measured from the
virtual origin for a non-ideal (finite area) source as that shown in figure 1.5. The
effect of a virtual origin correction is shown in Hunt and Linden [2001].
Linden et al. [1990] also obtained the displacement ventilation models for a
two-dimensional line heat source. In this case, the turbulent plume models given
in equations (1.14) and (1.15) were used. Similarly to the case with a point
source plume, the models for the interface height and the upper layer buoyancy
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were obtained as:
A∗oL
H∗
= (2αˆp)
( 〈h〉3
1− 〈h〉
)1/2
, (1.45)
〈g′∗u 〉 =
B
∗2/3
L
(2αˆp)
2/3 〈h∗〉
, (1.46)
with AoL and B
∗
L being given per unit length. Therefore, for the case with a two-
dimensional turbulent plume, the upper layer buoyancy is inversely proportional
to the interface height.
The models were successfully validated against small scale experiments where
a plume of negatively buoyant saline solution was established in a semi-confined
box, containing fresh water, from the top to bottom side. It is noted [Kaye and
Hunt, 2004] that if the area of outlet openings, a∗t , is substantially larger than the
area of inlet openings, a∗b , an exchange flow establishes at the outlet openings,
thus the models above assume a∗b ≥ a∗t . The occurrence of the exchange flow
was observed in the experiments [Linden et al., 1990] when the outlet openings
were made substantially larger than the inlet openings. The condition of the
occurrence of the exchange flow has been further investigated in Hunt and Coffey
[2010] and it was shown that the exchange flow occurs when the Froude number
defined at the outlet is below 0.2.
Two-dimensional numerical simulations for the case with a line heat source,
based on RANS turbulence models, were compared to the work of Linden et al.
[1990] in Cook and Lomas [1998], and it was found that the use of the RNG
(renormalisation group) k− ε model [Yakhot et al., 1992] gives improved predic-
tions for plume entrainment and therefore for the interface height, compared to
the standard k − ε model [Launder and Spalding, 1974]. The same conclusion
was drawn in Cook et al. [2003]. LES using the standard Smagorinsky model
[Lilly, 1967] was conducted for the case with an axisymmetric plume by Abdalla
et al. [2007], and the mean results showed reasonable agreement with Linden
et al. [1990], however, a linear variation of the entrainment constant with height,
instead of a constant value, was observed. They also investigated transient flow
behaviours during the flow development and the variation in the scales of motions
at the developed state. The flow development is studied in more detail in Kaye
and Hunt [2004], which will be discussed in the next section.
1.4.2 Transient Emptying Filling Box Flows
Kaye and Hunt [2004] investigated the transient natural ventilation flows and de-
veloped theoretical models for the temporal variations in the interface height and
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upper layer buoyancy, which were validated against experiments. The experimen-
tal technique was similar to Linden et al. [1990], using a descending turbulent
saline plume to feed the lower buoyant layer. The two characteristic timescales
were defined; the filling time, t∗f , and the draining time, t
∗
d. For a point source
plume,
t∗f =
S∗
CˆB∗1/3H∗2/3
, (1.47)
t∗d =
Cˆ1/2S∗H∗4/3
A∗oB
∗1/3
, (1.48)
with S∗ the floor area. For a line source plume,
t∗f =
S∗
(2αˆp)
2/3B∗1/3L
∗2/3
z
, (1.49)
t∗d =
(2αˆp)
1/3 L
∗1/3
z S∗H∗
A∗oB
∗1/3
, (1.50)
with L∗z the length of a line plume in the spanwise direction. It is noted that
B∗ and A∗o in equations (1.49) and (1.50) are the buoyancy flux and the effective
opening area over the length of the line source. The ratio of the two timescales,
ψ, is now given for a point plume as:
ψ =
t∗d
t∗f
=
Cˆ3/2H∗2
A∗o
, (1.51)
and for a line plume,
ψ =
t∗d
t∗f
=
(2αˆp)L
∗
zH
∗
A∗o
. (1.52)
Further, the characteristic timescale, combining the filling and draining times,
was defined for a point plume as:
(
t∗dt
∗
f
)1/2
=
(
S∗2H∗2/3
Cˆ1/2A∗oB
∗2/3
)1/2
, (1.53)
and for a line plume,
(
t∗dt
∗
f
)1/2
=
(
S∗2H∗
(2αˆp)
1/3A∗oB
∗2/3L
∗1/3
z
)1/2
. (1.54)
Hence, the non-dimensional time is:
τ = t∗/
(
t∗dt
∗
f
)1/2
. (1.55)
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ψ was used as the main parameter for studying the flow characteristics at both the
transient and steady states, such as the interface height, upper layer buoyancy and
non-dimensional times taken for the interface to reach the peak depth (overshoot)
and to reach the steady state level. The models of Kaye and Hunt [2004] for the
steady state and those of Linden et al. [1990] were shown to be identical, with
ψ being equal to the constants used in equations (1.42) and (1.45) for a point
and line source plume, respectively. Further, it was found [Kaye and Hunt, 2004]
that with ψ larger than a critical value, ψcrit, the interface height overshoots
the steady state level before the flow reaches the steady state, with the upper
layer buoyancy at the instant of the overshoot being lower than the steady state
buoyancy. On the other hand, with the condition, ψ < ψcrit, the overshoot does
not occur, and in this case the upper layer buoyancy remains constant. ψcrit for a
point and line source plume was found to be 0.27 and 0.35, respectively. Since ψ is
independent of B∗, the interface heights at the steady state and at the overshoot
only depend on the geometry and entrainment constant, and B∗ only affects the
times taken to reach each height. For ψ > ψcrit, both the times taken to reach
the overshoot (peak) height and to return to the steady state level were shown
to reduce with increasing ψ. The later numerical simulations [Kaye et al., 2009]
showed close agreement with the theoretical models of Kaye and Hunt [2004].
However, there was a discrepancy in the nature of stratification. The numerical
simulations showed a diffuse interface between the upper and lower layers, with a
smooth transition from the ambient to buoyant fluid layer, while a sharp interface
was assumed in Kaye and Hunt [2004].
While the primary interest of the previous study [Kaye and Hunt, 2004] was
on the flow development, Bower et al. [2008] investigated the transient dynamics
of the flow, following a sudden change in the source strength, after the flow has
once reached the steady state for a original source strength. They identified the
‘filling’ and ‘intruding’ regimes of the flow following an increase and a decrease in
the source strength, respectively. In the case where the source strength undergoes
a sudden increase, the more buoyant plume entrains the original, upper buoyant
layer, and fills the layer with more buoyant fluid, which leads to the establishment
of a new buoyant layer with increased buoyancy. On the other hand, when the
source strength undergoes a sudden decrease, the less buoyant plume becomes a
dense fountain as it intrudes into the original buoyant layer and then collapses
back to form the intermediate layer between the original buoyant layer and the
lower ambient fluid layer. In this case the original layer becomes depleted by both
the drainage from the outlets and penetrative entrainment by the fountain, which
causes mixing in the region near the interface between the intermediate layer and
the original layer. It was concluded that the effect of penetrative entrainment on
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the rate of the depletion of the original layer is important.
As previously mentioned, one of the important applications of displacement
ventilation is as a measure of flushing pollutants from a residential space. It
was shown theoretically and experimentally [Hunt and Kaye, 2006] that using
displacement ventilation, the pollutant concentration in the lower occupied space
decays exponentially with time, with the decay rate dependent on ψ and τ in
equations (1.51)–(1.55). This was followed by Kaye and Hunt [2007] to compare
the efficiency of flushing pollutants, ‘natural ventilation efficiency’, for the cases
with a localised source of heat (i.e. small heating areas) and with a uniformly
distributed source (e.g. floor heating for the entire area). The critical difference
in the buoyancy distribution in the space containing the two different sources
is that the former results in a thermal stratification (i.e. displacement mode),
while the latter leads to a well-mixed interior environment. It was demonstrated
that with a small ψ, that is with a large opening area, the case with a uniformly
distributed source provides the fastest flushing, while with a large ψ, that is with
a small opening area, the localised sources produce the fastest flushing for the
lower occupied space.
1.4.3 Emptying Filling Box Flows Assisted by Wind
The natural ventilation may be assisted by wind (or conditioned airflow from a
mechanical unit) if the floor level openings are facing windward and the ceiling
level openings are facing leeward, as shown in figure 1.6. This provides additional
driving force for the ventilation airflow by introducing the dynamic pressure drop
(∆∗) between the openings. This configuration is quite common in real situations.
The wind-assisted, natural ventilation flow is discussed in this section, for the sake
of completeness, although this configuration was beyond the scope of the study
presented in this thesis.
Hunt and Linden [2001] investigated the case with a continuous, point source
of buoyancy, as shown in figure 1.6, while Hunt and Linden [1999] studied the
emptying box flow assisted by wind, without any buoyancy source. Both papers
were based on theoretical and experimental studies. Hunt and Linden [1999]
showed that the total ventilation rate is given by combining the velocities induced
by wind and buoyancy effects as:
〈Q∗〉 = A∗o
(
U∗2b + U
∗2
w
)1/2
, (1.56)
where U∗b =
{〈g′∗u 〉 (H∗ − 〈h∗〉 − d∗c)}1/2 and U∗w = (∆∗/ρ∗∞)1/2, with d∗c the ver-
tical distance between the centre of the upper opening and the ceiling. The
theoretical model for the steady state height of the interface was obtained as
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Figure 1.6: Displacement cooling flow assisted by wind.
[Hunt and Linden, 2001]:
A∗o
H∗2
=
Cˆ3/2〈h〉5/3{
(1− 〈h〉 − d∗c/H∗) /〈h〉5/3 + Cˆ Fr2
}1/2 , (1.57)
where Froude number, Fr, was defined as:
Fr =
{
∆∗/ρ∗∞
(B∗/H∗)2/3
}1/2
. (1.58)
The effects of the parameters, A∗o/H
∗2 and Fr, on the flow characteristics were
examined. In contrast to the conclusion in Linden et al. [1990], discussed previ-
ously, an increase in B∗ was shown to lower the interface height. It was observed
for a wide range of wind speeds, a two-layer stratification is maintained without
a vigorous mixing at the interface.
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Chapter 2
Governing Equations and
Numerical Method
In the study, different types of thermal plumes were investigated; plumes from
a finite width, horizontal heat source (referred to as planar plumes) and those
from a finite area, circular heat source (referred to as axisymmetric plumes). For
planar plumes, flows in a laminar-to-turbulent transition regime were studied.
The flows in this regime are characterised by large scale motions, therefore di-
rect numerical simulations (two- and three-dimensional) were conducted without
huge computational costs. With direct numerical simulation, all the flow scales
are resolved, thus the required computational cost increases with the turbulence
level of the flow. For axisymmetric plumes, a flow in a fully-turbulent regime
was studied, for which direct numerical simulation was not feasible on available
computer facilities. Therefore, large eddy simulation was conducted to accurately
resolve the large scale coherent motions while circumventing the computational
cost associated with resolving small scales by modelling only small scale motions.
This chapter provides the governing equations for direct numerical simulation
and large eddy simulation, and the details of the numerical method used, includ-
ing discretisation schemes, velocity-pressure coupling method and linear solvers.
Further, the accuracy and stability of various outflow boundary conditions are
compared for the simulation of an axisymmetric turbulent plume. Other simula-
tion details are provided in the following chapters.
2.1 Governing Equations
2.1.1 Direct Numerical Simulation
For the two- and three-dimensional direct numerical simulations of transitional
planar plumes, the non-dimensional, incompressible Navier-Stokes equations with
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the Boussinesq approximation for buoyancy were solved:
∂ui
∂t
+
∂ (ujui)
∂xj
= − dp
dxi
+
∂
∂xj
(
1
Re
∂ui
∂xj
)
+ Tδi2, (2.1)
∂T
∂t
+
∂ (uiT )
∂xi
=
∂
∂xi
(
1
RePr
∂T
∂xi
)
, (2.2)
∂ui
∂xi
= 0, (2.3)
where i = 1, 2 and j = 1, 2 for two-dimensional simulations, and i = 1, 2, 3
and j = 1, 2, 3 for three-dimensional simulations. The spatial coordinates are
denoted by x1 = x, x2 = y and x3 = z, t is time, and δi2 is the Kronecker
delta. The velocity components in the x, y and z directions are denoted by
u1 = u, u2 = v and u3 = w, respectively, p is the pressure perturbation, and
T is the temperature perturbation given as T = (T ∗ − T ∗∞) /∆T ∗, where T ∗
is the dimensional local temperature, T ∗∞ the dimensional ambient temperature
and ∆T ∗ the characteristic temperature difference. The characteristic velocity
scale is given as U∗ =
√
g∗β∗∆T ∗l∗, with l∗ the characteristic length scale, g∗
the gravitational acceleration and β∗ the thermal expansion coefficient, and the
characteristic pressure scale is given as ρ∗U∗2, with ρ∗ the fluid density.
Control parameters are the Reynolds and Prandtl numbers. The Reynolds
number is defined as:
Re =
U∗l∗
ν∗
, (2.4)
with ν∗ the kinematic viscosity. Prandtl number is defined as:
Pr =
ν∗
κ∗
, (2.5)
with κ∗ the thermal diffusivity.
2.1.2 Large Eddy Simulation
For the large eddy simulation of axisymmetric turbulent plumes, the non-dimensional,
filtered, incompressible Navier-Stokes equations with the Boussinesq approxima-
tion for buoyancy were solved:
∂u¯i
∂t
+
∂ (u¯ju¯i)
∂xj
= − dp¯
dxi
+
∂
∂xj
(
2
Re
S¯ij
)
− ∂τij
∂xj
+ T¯ δi2, (2.6)
∂T¯
∂t
+
∂
(
u¯iT¯
)
∂xi
=
∂
∂xi
(
1
RePr
∂T¯
∂xi
)
− ∂γi
∂xi
, (2.7)
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∂u¯i
∂xi
= 0, (2.8)
where i = 1, 2, 3 and j = 1, 2, 3, and¯is the filtering operation. S¯ij is the strain
tensor given as:
S¯ij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
. (2.9)
τij and γi are the sub-grid scale (SGS) stress tensor and the SGS thermal flux,
respectively.
Using the eddy viscosity model, τij is given as:
τij − 1
3
δijτkk = −2νSGSS¯ij , (2.10)
where νSGS is the eddy viscosity. With the standard Smagorinsky model, νSGS is
modelled as:
νSGS = C
2
s ∆¯
2 |S|CB, (2.11)
where Cs is the Smagorinsky constant, ∆¯ = (∆x×∆y ×∆z)1/3 the characteristic
filter width (∆xi is grid spacing in each direction), |S| =
(
2S¯ijS¯ij
)1/2
and CB the
buoyancy correction term. CB is unity for no correction, or otherwise:
CB =
(
1− ∂T¯ /∂y|S|2 Prt
)1/2
, (2.12)
where Prt is the SGS turbulent Prandtl number. The SGS thermal flux, γi, is
further given as:
γi = −νSGS
Prt
∂T¯
∂xi
. (2.13)
2.2 Numerical Method
The governing equations given in Sections 2.1.1 and 2.1.2 were solved using a
non-staggered, Cartesian mesh, finite volume code [Armfield and Street, 2002],
written in the fortran 90 language. The code is based on a fractional step
method [Armfield, 1994] (detailed in Section 2.2.4), with the Adams-Bashforth
and Crank-Nicolson time discretisation schemes (Section 2.2.3) being used for
the advection and diffusion terms respectively. The spatial discretisations for
the diffusion terms in the momentum and energy equations and for the advection
terms in the momentum equations used second-order central differencing (Section
2.2.2.2). The spatial discretisations for the advection terms in the energy equa-
tion used fourth-order central differencing with the ultra (Universal Limiter for
Tight Resolution and Accuracy) flux limiter [Leonard and Mokhtari, 1990] (Sec-
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tion 2.2.2.5) for large Pr flows (Pr ≥ 4.0) to avoid instability due to large grid
Peclet number, which is given as Pe = ui∆xiRePr, while second-order central
differencing was used for the flows with Pr < 4.0. The cell face value of velocity,
required for the advection velocities in the transport equations, and for the diver-
gence of velocity in the Poisson pressure correction equation, was calculated using
the Rhie-Chow interpolation method [Rhie and Chow, 1983] (Section 2.2.5). A
Jacobi solver (Section 2.2.6.1) or the Strongly Implicit Procedure (sip) [Stone,
1968] (Section 2.2.6.3) was used for the inversion of the discrete momentum and
energy equations. For the Poisson pressure correction equation, the Bi-Conjugate
Gradient Stabilised method (bicgstab) [van der Vorst, 1981] (Section 2.2.6.5)
with either a Jacobi preconditioner or a sip preconditioner was used. The solver
is computationally efficient, with each of the momentum and energy equations
and the Poisson pressure correction equation, being solved only once per time
step.
2.2.1 Finite Volume Method
Consider a one-dimensional, incompressible transport equation for a scalar, φ,
without a source term:
∂φ
∂t
+
∂ (uφ)
∂x
=
∂
∂x
(
χ
∂φ
∂x
)
, (2.14)
where φ can be any scalar, u the advection velocity and χ the diffusion coefficient
for the scalar, φ. The finite volume method [Ferziger and Peric, 1999] involves
integrations of a transport equation over a finite time step, ∆t, and over a small
volume surrounding the node, P , as shown in figure 2.1 (i.e. cell volume). The
adjacent nodes and cell faces are denoted by E, W , e and w, respectively, with
the red arrows showing fluxes.
Integrations of equation (2.14) with respect to time and space give:
1
∆t
∫ t+∆t
t
∫ e
w
∂φ
∂t
dxdt+
1
∆t
∫ t+∆t
t
∫ e
w
∂ (uφ)
∂x
dxdt =
1
∆t
∫ t+∆t
t
∫ e
w
∂
∂x
(
χ
∂φ
∂x
)
dxdt,
(2.15)
therefore,
1
∆t
∫ t+∆t
t
∂φ
∂t
∆xPdt+
1
∆t
∫ t+∆t
t
{(uφ)e − (uφ)w} dt =
1
∆t
∫ t+∆t
t
{(
χ
∂φ
∂x
)
e
−
(
χ
∂φ
∂x
)
w
}
dt,
(2.16)
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Figure 2.1: Small volume surrounding the node, P . (Red arrows show fluxes.)
which then follows:
∆xP
∆t
(
φn+1P − φnP
)
+
1
∆t
∫ t+∆t
t
{(uφ)e − (uφ)w} dt =
1
∆t
∫ t+∆t
t
(
χe
φE − φP
δxe
− χwφP − φW
δxw
)
dt,
(2.17)
by applying central differencing to the diffusion term. The previous time step is
denoted by the superscript, n, and the new time step by n+1. The equation is
solved for φn+1.
2.2.2 Spatial Discretisation Schemes for Advection Terms
The advection term in equation (2.17), (uφ)e − (uφ)w, may be discretised using
different schemes. Different schemes have different levels of accuracy and stability
requirements. In the following, some of the major schemes are discussed, including
the ones used in the study.
2.2.2.1 First Order Upwind Scheme
With the first order upwind scheme, the cell face value is approximated by the
upstream nodal value such that:
φe ≈ φP : ue > 0
φe ≈ φE : ue < 0.
(2.18)
Hence, the advection term is written as:
(uφ)e − (uφ)w =
max (ue, 0)φP +min (ue, 0)φE −max (uw, 0)φW −min (uw, 0)φP ,
(2.19)
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where max() and min() are the fortran intrinsic functions which respectively
select the maximum and minimum value inside the bracket. This scheme is stable,
but is over-diffusive.
2.2.2.2 Second Order Central Differencing Scheme
With the second order central differencing scheme, the cell face value is approxi-
mated by the linear interpolation of the adjacent nodal values:
φe =
φE + φP
2
. (2.20)
Hence, the advection term is written as:
(uφ)e − (uφ)w = ue
φE + φP
2
− uwφP + φW
2
. (2.21)
This scheme is simple and accurate, while its use is limited by its stability require-
ment, i.e. the cell Peclet number, Pe, must be less than or equal to 2 [Ferziger
and Peric, 1999].
2.2.2.3 Third Order Upwind Scheme (QUICK)
With the third order upwind scheme, quick (Quadratic Upwind Interpolation
for Convective Kinematics) [Leonard, 1979], the cell face value is approximated
by:
φe =
φE + φP
2
− 1
8
(φW − 2φP + φE) : ue > 0
φe =
φE + φP
2
− 1
8
(φEE − 2φE + φP ) : ue < 0.
(2.22)
Hence, the advection term is written as:
(uφ)e − (uφ)w = ue
φE + φP
2
− uwφP + φW
2
+
1
8
max (ue, 0) (φW − 2φP + φE) + 1
8
min (ue, 0) (φEE − 2φE + φP )
− 1
8
max (uw, 0) (φWW − 2φW + φP )− 1
8
min (uw, 0) (φE − 2φP + φW ) .
(2.23)
With the third-order upwinding correction term (the second term in the right
hand side of equation (2.22)), introduced to the central differencing scheme (the
first term in the right hand side of equation (2.22)), the quick scheme no longer
suffers from the stability requirement, discussed above in Section 2.2.2.2.
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2.2.2.4 Fourth Order Central Differencing Scheme
The cell face value approximated using the fourth order Lagrangian interpolation,
on a uniformly distributed grid, is given as:
φe =
9
16
φP +
9
16
φE − 1
16
φEE − 1
16
φW . (2.24)
Hence, the advection term is written as:
(uφ)e − (uφ)w = ue
(
9
16
φE +
9
16
φP − 1
16
φEE − 1
16
φW
)
− uw
(
9
16
φP +
9
16
φW − 1
16
φE − 1
16
φWW
)
.
(2.25)
2.2.2.5 Flux Limited ULTRA Scheme
The ultra (Universal Limiter for Tight Resolution and Accuracy) flux limiter
[Leonard and Mokhtari, 1990] can be applied to any differencing scheme, higher
than the first order, to place thresholds on the cell face value, interpolated using
the given scheme, and to obtain monotonic solutions by removing outliers. Let
φ´e denote the cell face value obtained with the original scheme. The ultra flux
limiter is applied to φ´e as:
φe = [φP , φ´e, [φP , φE, φW + 10 (φP − φW )]] : ue > 0
φe = [φE, φ´e, [φE, φP , φEE + 10 (φE − φEE)]] : ue < 0,
(2.26)
where [] is the median operator such that:
[a, b, c] = max (min (a, b) ,min (b, c) ,min (c, a)) . (2.27)
The advection term then becomes:
(uφ)e − (uφ)w
= max (ue, 0) [φP , φ´e, [φP , φE, φW + 10 (φP − φW )]]
+min (ue, 0) [φE , φ´e, [φE, φP , φEE + 10 (φE − φEE)]]
−max (uw, 0) [φW , φ´w, [φW , φP , φWW + 10 (φW − φWW )]]
−min (uw, 0) [φP , φ´w, [φP , φW , φE + 10 (φP − φE)]].
(2.28)
2.2.3 Temporal Discretisation Schemes
Equation (2.17) may be discretised in time by explicit or implicit schemes. In the
following, implicit and explicit schemes, both with a second order accuracy, are
discussed. Here, only the case of a constant ∆t is considered.
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2.2.3.1 Crank-Nicolson Scheme
With the implicit Crank-Nicolson scheme, the advection and diffusion terms are
integrated over time using the average of the values at the n and n+1 time steps,
hence equation (2.17) becomes:
∆xP
∆t
(
φn+1P − φnP
)
+
(un+1e + u
n
e )
2
(φn+1e + φ
n
e )
2
− (u
n+1
w + u
n
w)
2
(φn+1w + φ
n
w)
2
=
1
2
(
χe
φn+1E − φn+1P
δxe
− χwφ
n+1
P − φn+1W
δxw
)
+
1
2
(
χe
φnE − φnP
δxe
− χwφ
n
P − φnW
δxw
)
.
(2.29)
With this scheme, the advection velocities at the n + 1 time step must be itera-
tively obtained.
2.2.3.2 Adams-Bashforth Scheme
With the explicit Adams-Bashforth scheme applied to the advection term, the
time integral of the advection term is approximated by the extrapolation from
the values at the n and n−1 time steps. With this scheme, the iteration to obtain
the advection velocities at the n + 1 time step is no longer required, and so the
equations are solved only once per time step. The diffusion term is still obtained
using the Crank-Nicolson scheme as above, hence the equation (2.17) becomes:
∆xP
∆t
(
φn+1P − φnP
)
+
3
2
(uneφ
n
e − unwφnw)−
1
2
(
un−1e φ
n−1
e − un−1w φn−1w
)
=
1
2
(
χe
φn+1E − φn+1P
δxe
− χwφ
n+1
P − φn+1W
δxw
)
+
1
2
(
χe
φnE − φnP
δxe
− χwφ
n
P − φnW
δxw
)
.
(2.30)
2.2.4 Fractional Step Method
The velocity-pressure coupling is the critical part of Navier-Stokes solvers. The
fractional step method [Armfield, 1994; Armfield and Street, 1999, 2002] is based
on the SIMPLE algorithm. The P2 pressure correction method [Armfield and
Street, 2002] is discussed in this section.
A one-dimensional, incompressible momentum equation with a body force,
Sx, discretised based on the finite volume method, similarly to equation (2.30),
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and a central differencing for the pressure term, is given as:
∆xP
∆t
(u∗P − unP ) +
3
2
(uneu
n
e − unwunw)−
1
2
(
un−1e u
n−1
e − un−1w un−1w
)
=
1
2
(
νe
u∗E − u∗P
δxe
− νwu
∗
P − u∗W
δxw
)
+
1
2
(
νe
unE − unP
δxe
− νwu
n
P − unW
δxw
)
− p
n
E − pnW
2
+ ∆xPSs,
(2.31)
where the initial estimate for the velocity is denoted by u∗. A correction to the
u∗ field is made to obtain a divergence-free velocity field, un+1 (in a code, the
solver convergence criteria are set such that the divergence of un+1 is maintained
within a specified tolerance). The correction is made as:
un+1 = u∗ −∆td(pc)
dx
, (2.32)
where pc is the pressure correction such that:
pn+1 = pn + pc. (2.33)
Then equation (2.3) is written as:
∂ (u∗ −∆td(pc)/dx)
∂x
= 0, (2.34)
thus,
∆t
∂
∂x
(
d(pc)
dx
)
=
∂u∗
∂x
. (2.35)
Integrating over a cell volume gives:
∆t
{(
d(pc)
dx
)
e
−
(
d(pc)
dx
)
w
}
= u∗e − u∗w. (2.36)
With a central differencing being applied to the first derivative of pc,
∆t
(
pcE − pcP
δxe
− pcP − pcW
δxw
)
= u∗e − u∗w. (2.37)
The algorithm of this method is as follows:
1. Equation (2.30) is solved for φn+1.
2. Equation (2.31) is then solved to obtain the initial estimate for velocity, u∗.
3. Cell face velocity (e.g. u∗e) is obtained by an interpolation from the nodal
values, using the Rhie-Chow interpolation method, discussed in the next
section.
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4. Equation (2.37) is solved for pc.
5. Velocity and pressure are corrected by equations (2.32) and (2.33) to obtain
un+1 and pn+1.
6. Proceed to the next time step.
This method requires only one iteration per time step, hence it saves a sub-
stantial computational cost, compared to the original SIMPLE scheme. Further,
the method was shown to be second order accurate in time [Armfield and Street,
2002]. Therefore this efficient and accurate method was employed throughout the
study presented in this thesis. The extensions to the two- and three-dimensions
are straight forward. The two- and three-dimensional formulations are provided
in Appendix A.
2.2.5 Rhie-Chow Interpolation Method
On a non-staggered mesh used in the study, a simple linear interpolation to
obtain a cell face velocity can lead to a checkerboarding pressure field, where
the pressures on odd and even cells are uncoupled from each other. In order
to avoid this problem, the cell face velocities (e.g. u∗e) in equation (2.37) and
the advection velocities in equations (2.30) and (2.31) are obtained using the
Rhie-Chow interpolation method [Rhie and Chow, 1983], discussed below.
A discretised x−momentum equation, integrated over a cell volume (∆ΩP ),
can be written in the form:
aPuP + Ax
pE − pW
2
=
(∑
nb
anbunb + Sx
)
P
, (2.38)
where aP and anb are respectively the coefficients of uP and unb (the subscript nb
represents the value at a neighbouring node), Ax the area of the cell face normal
to the x direction and Sx the source term. This follows:
uP + Ax
pE − pW
2aP
=
(
∑
nb anbunb + Sx)P
aP
. (2.39)
Similarly for uE and ue:
uE + Ax
pEE − pP
2aE
=
(
∑
nb anbunb + Sx)E
aE
, (2.40)
and
ue + Ax
pE − pP
ae
=
(
∑
nb anbunb + Sx)e
ae
. (2.41)
36
Performing a linear interpolation for the left hand side of equation (2.41) gives:
ue + Ax
pE − pP
ae
=
1
2
(
uP + Ax
pE − pW
2aP
+ uE + Ax
pEE − pP
2aE
)
. (2.42)
Assuming 1/ae = 1/2 (1/aP + 1/aE), this follows:
ue = −1
2
(
1
aP
+
1
aE
)
Ax (pE − pP )
+
1
2
(
uP + uE + Ax
pE − pW
2aP
+ Ax
pEE − pP
2aE
)
.
(2.43)
The coefficient, aP , may be approximated as:
aP ≈ ∆ΩP
∆t
, (2.44)
since the contribution of the terms of the form, Axν/δx, is typically small, com-
pared to ∆ΩP/∆t. Therefore equation (2.43) is written as:
ue = −1
2
(
∆t
∆ΩP
+
∆t
∆ΩE
)
Ax (pE − pP )
+
1
2
(
uP + uE +
∆t
∆ΩP
Ax (pE − pW )
2
+
∆t
∆ΩE
Ax (pEE − pP )
2
)
.
(2.45)
2.2.6 Linear Solvers
The discretised equation in the form of equation (2.38) can be written as a linear
system. For a two-dimensional transport equation:
∑
m=P,E,W,N,S
ai,jm x
i,j
m = b
i,j, (2.46)
or
Ax = b, (2.47)
where A is the coefficient matrix with only five non-zero diagonals (seven for
three-dimensional and three for one-dimensional equations), x the solution vector
and b the source vector. For a two-dimensional computational domain with
Nx × Ny grid points, A is an NxNy × NxNy matrix, and x and b are NxNy × 1
vectors.
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Therefore,
A =


a1,1P a
1,1
E 0 · · · a1,1N 0 · · · · · · · · · · · · · · ·
a2,1W a
2,1
P a
2,1
E 0 · · · a2,1N · · · · · · · · · · · · · · ·
0 a3,1W a
3,1
P a
3,1
E 0 · · · a3,1N · · · · · · · · · · · ·
...
. . .
. . .
. . .
. . .
a1,2S · · · · · · a1,2W a1,2P a1,2E · · · · · · a1,2N · · · · · ·
...
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .


, (2.48)
x =


x1,1
x2,1
...
xNx,1
x1,2
...
xNx,2
...
...
xNx,Ny


, (2.49)
and
b =


b1,1
b2,1
...
bNx,1
b1,2
...
bNx,2
...
...
bNx,Ny


. (2.50)
The residual vector at the q − 1th iteration, rq−1, is obtained as:
rq−1 = b−Axq−1, (2.51)
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with each component calculated as:
ri,j,q−1 = bi,j−(ai,jP xi,j,q−1 + ai,jE xi+1,j,q−1 + ai,jWxi−1,j,q−1 + ai,jN xi,j+1,q−1 + ai,jS xi,j−1,q−1) .
(2.52)
Substituting z = xq − xq−1 into the linear system, Axq = b, gives:
A
(
xq−1 + z
)
= b. (2.53)
Hence combining equations (2.51) and (2.53) gives:
Az = rq−1. (2.54)
In this section, some of the major iterative linear solvers are discussed, including
the ones used in the study.
2.2.6.1 Jacobi Solver
With the simple Jacobi’s method, the residual vector is used to update the solu-
tion as:
xq = xq−1 + drq−1, (2.55)
or at each node,
xi,j,q = xi,j,q−1 + di,jri,j,q−1, (2.56)
where di,j = w/ai,jP with w a constant (≈ 0.7).
2.2.6.2 IC Solver
Incomplete factorisation methods involve an approximate decomposition of A.
The Incomplete Cholesky (ic) method discussed in this section is the simplest
incomplete factorisation scheme. The incomplete factorisation of A, M, is given
as:
M = (D+ L)
(
D+ LT
)
, (2.57)
where L is the lower triangular matrix of A and D the diagonal matrix with each
component obtained as:
di,j =
1√
ai,jP −
(
di−1,jai,jW
)2 − (di,j−1ai,jS )2 . (2.58)
Following equation (2.54), the approximated linear system is given as:
(D+ L)
(
D+ LT
)
z = rq−1, (2.59)
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which is solved by first solving:
(D+ L)y = rq−1, (2.60)
for y, and then solving: (
D+ LT
)
z = y, (2.61)
for z. The solution is updated as xq = xq−1 + z. Equations (2.60) and (2.61) are
solved at each node as:
yi,j = di,j
(
ri,j,q−1 − di−1,jai,jW yi−1,j − di,j−1ai,jS yi,j−1
)
, (2.62)
and
zi,j = di,j
{
yi,j − di,j (ai,jE zi+1,j − ai,jN zi,j+1)} . (2.63)
2.2.6.3 SIP Solver
The Strongly Implicit Procedure (sip) [Stone, 1968] is also a scheme using an
incomplete factorisation of A. It is much faster than the ic solver though it is
more complicated. Equation (2.54) is solved similarly to the ic method, however
in this case M is:
M = LU = A+N, (2.64)
where L and U are the lower and upper triangular matrices of A, and the error
matrix, N, is set such that Nx ≈ 0. The approximated linear system:
LUz = rq−1, (2.65)
is solved for z by firstly solving:
Ly = rq−1, (2.66)
for y, and then solving:
Uz = y, (2.67)
for z.
40
At each node, the incomplete factorisation is carried out by calculating di,jP ,
di,jW , d
i,j
E , d
i,j
S and d
i,j
N as:
di,jW =
ai,jW
1 + αdi−1,jN
di,jS =
ai,jS
1 + αdi,j−1E
di,jP =
1
ai,jP + αd
i,j
S d
i,j−1
E + αd
i,j
Wd
i−1,j
N − di,jWdi−1,jE − di,jS di,j−1N
di,jE = d
i,j
P
(
ai,jE − αdi,jS di,j−1E
)
di,jN = d
i,j
P
(
ai,jN − αdi,jWdi−1,jN
)
,
(2.68)
where α is a constant (≈ 0.9). Equations (2.66) and (2.67) are then solved as:
yi,j = di,jP
(
ri,j,q−1 − di,jW yi−1,j − di,jS yi,j−1
)
, (2.69)
and
zi,j = yi,j − di,jE zi+1,j − di,jN zi,j+1. (2.70)
2.2.6.4 CG Solver
In Krylov Space Methods, the solution of the system of equations is viewed as
an optimisation problem, with the goal being the minimisation of the residual of
the system [Norris, 2000]. The Conjugate Gradient (cg) method works only for
symmetric positive definite systems, thus it cannot be used to solve the transport
equations, while it can be used to solve the pressure correction equation (equation
(2.37)). Further, the cg solver can be sped up by the use of a preconditioner. In
the following, the use of the sip preconditioner is considered.
Similarly to the solvers described in the previous sections, the linear system,
equation (2.54), is considered. At the start of the solver, before entering the
iteration loop, equation (2.51) is solved to obtain the residual vector for the initial
iteration. After entering the loop, with the sip preconditioner, equations (2.66)
and (2.67) are solved for zq−1 (with the Jacobi preconditioner, zq−1 = drq−1 in
equation (2.55)). A multiplication factor, β, is obtained as:
β = 0 : q = 1
β =
rq−1
T · zq−1
rq−2T · zq−2 : q > 1,
(2.71)
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which is then used to update the search direction vector, p, as:
pq = zq−1 + βpq−1. (2.72)
A multiplication factor, γ, is now obtained as:
γ =
rq−1
T · zq−1
pqT · (Apq) , (2.73)
which is used to update the solution and residual vectors as follows:
xq = xq−1 + γpq, (2.74)
and
rq = rq−1 − γApq. (2.75)
This is the end of the loop. Calculation proceeds to the next iteration and the
preconditioner is solved for z, based on the updated residual vector.
2.2.6.5 BiCGSTAB Solver
The more robust and efficient Krylov space solver, the Bi-Conjugate Gradient
Stabilised method (bicgstab), developed by van der Vorst [1981], is discussed
in this section. This method is slightly more complex than the cg solver, with
the preconditioning linear system solved twice per loop, but the basic structure
is the same.
Similarly to the cg solver, before entering the iteration loop, equation (2.51)
is solved to obtain the residual vector, r0. A multiplication factor, β, is obtained
as:
β = 0 : q = 1
β =
(
r0
T · rq−1
)
αq−1(
r0T · rq−2)ωq−1 : q > 1,
(2.76)
which is then used to update the vector, w, as:
wq = rq−1 + β
(
wq−1 − ωq−1vq−1) , (2.77)
where v is obtained by solving the preconditioner system:
Mc = wq, (2.78)
for c and multiplying this by A, i.e. vq = Ac. A multiplication factor, αq, is
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obtained as:
αq =
r0
T · rq−1
r0T · vq , (2.79)
which is then used to obtain the vector, f , as:
f = rq−1 − αqvq. (2.80)
The vector, f , is the source vector of the second preconditioner system:
Mg = f , (2.81)
which is solved for g. A multiplication factor, ωq, is now obtained as:
ωq =
(Ag)T · f
(Ag)T · (Ag) . (2.82)
The solution and residual vectors are updated as:
xq = xq−1 + αqc+ ωqg, (2.83)
and
rq = f − ωqAg. (2.84)
This is the end of the loop. Calculation proceeds to the next iteration with new
values of α and ω, and the updated vectors, r, w and v.
2.3 Comparison of Non-Reflective Boundary Con-
ditions
In numerical simulations of fluid flows, the presence of an outflow boundary often
imposes difficulties in accurately simulating the flow near the boundary, especially
for turbulent flows. For free-rising, laminar and transitional plume flows studied
in Chapter 4, the most commonly used, standard Neumann condition with zero
normal derivative for velocity and temperature at the outflow boundary works
well. However, for free-rising turbulent plumes, as that studied in Chapter 3,
effect of spurious wave reflection at the boundary on the interior solution is sig-
nificant, so care must be taken in selecting the outflow boundary conditions.
A thorough, and comprehensive review on this topic has been written by
Givoli [1991], who also detailed fundamental issues and goals in devising a bound-
ary condition for open boundaries. Various non-reflective boundary conditions
have been developed [Givoli, 1991] and tested their accuracy and stability on
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numerical simulations of, in many cases, idealised cases for geophysical or mete-
orological applications. Past numerical studies of free-rising, turbulent buoyant
plume flows, such as Jiang and Luo [2000], Pham et al. [2007] and Plourde et al.
[2008], employed non-reflective boundary conditions at an outflow boundary to
allow the flow to propagate out without spurious reflection. However, there are
no papers available for such flows that provide a detailed description and com-
parison of non-reflective boundary conditions, despite their significant effects on
computational stability and accuracy.
Miller and Thorpe [1981] conducted accuracy analysis using a Taylor expan-
sion for different open boundary conditions and compared leading terms in the
truncation error. As noted in Miller and Thorpe [1981], however, the accuracy
and stability of boundary conditions should be assessed on the complete numer-
ical model involving the interior and boundary schemes together, rather than
for boundary schemes in isolation, while such a complete analysis is too compli-
cated due to the non-linearity of the governing equations. This suggests that it
is essential to conduct separate numerical tests for different physical problems to
ensure the accuracy and stability of a boundary scheme for a particular problem.
In order to provide a clear verification for the use of a non-reflective bound-
ary condition in the simulation of a free-rising turbulent plume in Chapter 3,
the accuracy and stability of four non-reflective boundary conditions (Miller and
Thorpe, 1981, Raymond and Kuo, 1984 and Stevens Stevens, 1990), as well as of
the most commonly used, standard Neumann condition with zero normal deriva-
tive for velocity and temperature, are compared for the simulation of a turbulent
axisymmetric plume, the case considered in Chapter 3 and in Pham et al. [2007]
and Plourde et al. [2008].
The flow considered in this investigation is that of a free-rising plume gen-
erated by a heated patch located at the centre of the impermeable floor of the
domain. Figure 3.1 provides a schematic of the domain and boundary conditions.
The side walls are specified to be open boundaries, while the top is an out-
let boundary. The governing equations are the non-dimensional, incompressible
Navier-Stokes equations with the Boussinesq approximation for buoyancy (equa-
tions (2.1)–(2.3)). The Reynolds number, Re, given in equation (2.4), is based
on the diameter of the thermal source, D∗, as the characteristic length scale, and
the characteristic temperature difference, ∆T ∗, given as ∆T ∗ = T ∗s − T ∗∞, with
T ∗s the source temperature. The Reynolds number, Re, and the Prandtl number,
Pr, are 7700 and 0.71, respectively, to match the study in Chapter 3.
The boundary conditions imposed at the bottom wall, and side open bound-
aries are the same as those used in Chapter 3 (refer to Section 3.2.1). At the top,
outflow boundary, the velocities and temperature were all set to one of the four
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non-reflective boundary conditions detailed in the next section, or to the stan-
dard, Neumann condition with zero normal derivative (denoted by standard).
It is noted all methods tested had approximately equal run times. In all cases the
velocity on the outflow boundary was constrained to be outflow only, with inflow
not allowed. All cases had the same pressure and pressure correction boundary
conditions, with a Neumann condition with zero normal derivative for the pres-
sure correction and the pressure obtained by a second order extrapolation from
the interior.
The standard computational domain was dimensioned 5D∗ × 8D∗ × 5D∗ as
shown in figure 3.1. To further investigate the effect of the outflow boundary
conditions, solutions were also obtained on an extended domain, dimensioned
5D∗ × 10D∗ × 5D∗. With the addition of a 5 percent white noise disturbance to
the vertical velocity component at the second internal node above the heat source,
the equations were integrated from non-dimensional time, t = 0 to t = 100, and
mean statistics were calculated over 60 non-dimensional time units after initial
integration to non-dimensional time, t = 40, as in Chapter 3. The flow was found
to develop over t = 0 to t ≈ 40, and after t = 40 the flow was found to be
statistically stable.
The non-dimensionalisation scheme uses the transformations used in Chap-
ter 3; the length scale, D∗; the temperature scale, ∆T ∗; the velocity scale,√
g∗β∗∆T ∗D∗; and the time scale, D∗/
√
g∗β∗∆T ∗D∗. Both domains were nor-
malised byD∗ and discretised with uniform grid spacings of ∆x = ∆z = 4.2×10−2
and ∆y = 4.0× 10−2 (Nx ×Ny ×Nz = 120× 200× 120 for the standard domain
and Nx×Ny ×Nz = 120× 250× 120 for the extended domain). A constant time
step of ∆t = 1.5× 10−2 was used, with the maximum Courant number typically
kept in the range 0.3 − 0.4 for fully-developed flows. The spatial and temporal
resolutions used are under-resolved, and the grid spacings and time step above
are the same as those for the standard grid used in Chapter 3 and those used
in Pham et al. [2007] for large eddy simulations of the same flow. In order to
fully resolve the flow, a 720 × 1200 × 720 grid (622 million grid points) with
∆x = ∆z = 6.9 × 10−3 and ∆y = 6.7 × 10−3 must be used [Plourde et al.,
2008], which requires substantial computational time. It is further noted that
our preliminary tests showed larger variations in numerical solutions obtained
with different boundary conditions on coarser grids than on finer grids, hence
it is expected that a more obvious comparison can be made on under-resolved
grid. In the next section, detailed descriptions of the non-reflective boundary
conditions, both in continuous and discretised forms, are provided, followed by
the comparison of simulation results.
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2.3.1 Non-Reflective Boundary Conditions
The following formulations assume that the outflow boundary is normal to the y
direction. Orlanski [1976] proposed the use of the Sommerfeld radiation condition
[Sommerfeld, 1949] for open boundaries. The radiation condition is given as:
∂φ
∂t
= −c∂φ
∂y
, (2.85)
where φ can be any variable, and c is the phase velocity. This formulation uses
the leap-frog time differencing scheme and upwind space differencing as follows:
φn+1b =
(
1− r
1 + r
)
φn−1b +
(
2r
1 + r
)
φnb−1, (2.86)
where the superscript n+1 represents the value at a new time step and the subscript
b the boundary value, with r = c∆t/∆y, equivalent to a phase velocity Courant
number, obtained as:
r =
φn−2b−1 − φnb−1
φnb−1 + φ
n−2
b−1 − 2φn−1b−2
, (2.87)
with clipping applied to enforce 0.0 ≤ r ≤ 1.0. Orlanski [1976] tested the bound-
ary condition given by equation (2.86) on simulations of collapsing bubble and
Kelvin-Helmholtz instability in unbounded shear flow and compared its accuracy
to a simple boundary condition of the form φn+1b = φ
n
b−1 for the former case. It
was concluded from the bubble simulation that the simple boundary condition
above and that given by equation (2.86) perform equally good for permanent out-
flow conditions, however the latter is far superior for more general cases where
inflows also occur at times. Further, the boundary condition given by equation
(2.86) was shown to perform very well in the simulation of the Kelvin-Helmholtz
instability in unbounded shear flow.
Miller and Thorpe [1981] considered the same radiation condition, equation
(2.85), while they used forward time differencing with upwind space differencing:
φn+1b = φ
n
b − r
(
φnb − φnb−1
)
, (2.88)
where
r =
φnb−1 − φn−1b−1
φn−1b−2 − φn−1b−1
. (2.89)
Again, clipping is applied to r to enforce 0.0 ≤ r ≤ 1.0. This condition was
tested on a propagating density current and was shown to be stable and able
to transmit large amplitude disturbances. Miller and Thorpe [1981] compared
leading terms in the truncation error for different boundary conditions, based on
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a Taylor expansion, and found that equations (2.86) and (2.88) are both second-
order accurate, while the magnitude of the truncation error is smaller for equation
(2.88). The standard, Neumann condition with zero normal derivative is first-
order accurate. As discussed previously, Miller and Thorpe [1981] however points
out that the accuracy and stability of boundary conditions should be assessed on
the complete numerical model involving the interior and boundary schemes to-
gether, while such a complete analysis is too complicated due to the non-linearity
of the governing equations. So, the accuracy analysis of boundary conditions in
isolation, as above, does not provide a complete guideline for the total error. This
point was also illustrated by the results of numerical tests by Raymond and Kuo
[1984]; applying analytical exact solution on all boundaries did not reduce the
total error due to inaccuracies in the interior domain.
Further, Miller and Thorpe [1981] proposed a third-order-accurate radiation
condition, with the same equation (equation (2.88)) but with r calculated as:
r = r1 + r2 + r3
=
φn+1b−1 − φnb−1
φnb−2 − φnb−1
+
φnb − φn−1b
φn−1b−1 − φn−1b
− φ
n
b−1 − φn−1b−1
φn−1b−2 − φn−1b−1
.
(2.90)
As above, clipping is applied to r and ri (with i = 1, 2, 3) to enforce 0.0 ≤ r ≤ 1.0
and 0.0 ≤ ri ≤ 1.0, respectively.
Raymond and Kuo [1984] extended the radiation condition to multi-dimensions.
The three-dimensional extension of the radiation condition is given as:
∂φ
∂t
= −cx∂φ
∂x
− cy ∂φ
∂y
− cz ∂φ
∂z
, (2.91)
where
cx =
−∂φ
∂t
∂φ
∂x(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2 , (2.92)
cy =
−∂φ
∂t
∂φ
∂y(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2 , (2.93)
and
cz =
−∂φ
∂t
∂φ
∂z(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
+
(
∂φ
∂z
)2 . (2.94)
In discretised form, using an upstream scheme (in Raymond and Kuo [1984], a
leap-frog scheme was used), for the boundary value at ith (x direction) and kth
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(z direction) node,
φn+1i,b,k = φ
n
i,b,k − rx
(
φni+1,b−1,k − φni−1,b−1,k
)
2
− ry
(
φni,b,k − φni,b−1,k
)− rz
(
φni,b−1,k+1 − φni,b−1,k−1
)
2
,
(2.95)
where rx = cx∆t/∆x, ry = cy∆t/∆y and rz = cz∆t/∆z. In discretised form,
rx =
(
φni,b−1,k − φn−1i,b−1,k
) (
φn−1i−1,b−2,k − φn−1i+1,b−2,k
)
2∆x2G
, (2.96)
ry =
(
φni,b−1,k − φn−1i,b−1,k
) (
φn−1i,b−2,k − φn−1i,b−1,k
)
∆y2G
, (2.97)
and
rz =
(
φni,b−1,k − φn−1i,b−1,k
) (
φn−1i,b−2,k−1 − φn−1i,b−2,k+1
)
2∆z2G
, (2.98)
where G is given as:
G =
(
φn−1i+1,b−2,k − φn−1i−1,b−2,k
2∆x
)2
+
(
φn−1i,b−1,k − φn−1i,b−2,k
∆y
)2
+
(
φn−1i,b−2,k+1 − φn−1i,b−2,k−1
2∆z
)2
,
(2.99)
with clipping again applied to enforce−1.0 ≤ rx ≤ 1.0, 0.0 ≤ ry ≤ 1.0 and−1.0 ≤
rz ≤ 1.0. Numerical tests were conducted on three, two-dimensional problems,
and it was shown that as the flow becomes increasingly multi-dimensional, the
one-dimensional radiation condition incurs greater errors.
In Stevens [1990], both the advection and diffusion terms were included in the
one-dimensional radiation condition:
∂φ
∂t
= − (c+ v) ∂φ
∂y
+
∂
∂y
(
χ
∂φ
∂y
)
, (2.100)
where v is the vertical advection velocity, and χ is a diffusion coefficient, which
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Table 2.1: Non-reflective boundary conditions
Notation miller2 miller3 raymond stevens
Equations (2.88), (2.89) (2.88), (2.90) (2.95) - (2.99) (2.101), (2.89)
can be either 1/Re for velocity or 1/ (RePr) for temperature. In discretised form,
φn+1b = φ
n
b −
(
r +
vnb + v
n
b−1
2
∆t
∆y
)(
φnb − φnb−1
)
+
∆t
∆y2
{(
χnb + χ
n
b−1
2
)(
φnb − φnb−1
)− (χnb−1 + χnb−2
2
)(
φnb−1 − φnb−2
)}
≈ φnb −
(
r +
vnb + v
n
b−1
2
∆t
∆y
)(
φnb − φnb−1
)
+
χnb−1∆t
∆y2
(
φnb − 2φnb−1 + φnb−2
)
,
(2.101)
where r is calculated using equation (2.89), with clipping applied to enforce
0.0 ≤
(
r +
vn
b
+vn
b−1
2
∆t
∆y
)
≤ 1.0. Stevens [1990] conducted numerical tests on ocean
circulation model and demonstrated the importance of the phase velocity, c; so-
lutions obtained without the inclusion of term, c, in equation (2.100) exhibited
distortions near open boundaries.
The different non-reflective boundary conditions above are summarised in ta-
ble 2.1, providing the notations used in the following sections. The same condition
is used for the outflow boundary conditions for the three velocity components, ui
with i = 1, 2, 3, and temperature, T .
2.3.2 Results of Comparison
Simulations using raymond were found to be unstable and failed at t ∼ 45, and
so this case is omitted from the analysis below. The stability of this scheme has
also been questioned by others [Barnier et al., 1998; Marchesiello et al., 2001].
In Barnier et al. [1998], setting the tangential phase speed to zero was found to
improve the stability. In addition, simulations using miller2 and miller3 on the
extended domain failed at t ∼ 60, while these schemes on the standard domain
remain stable until t = 100. The instability of simulations calculated on the
extended domain, when compared to those calculated on the standard domain,
may be due to the increase in the plume width and the increase in turbulence
levels with increasing height. For these cases with the extended domain, statistical
results were not obtained. For the rest of the cases, the mean centreline vertical
velocity, 〈vc〉, and the mean centreline temperature, 〈Tc〉, are plotted over height
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Figure 2.2: Mean centreline vertical velocity, 〈vc〉 (a), and mean centreline tem-
perature, 〈Tc〉 (b), over height for different outflow boundary conditions.
in figure 2.2. It is observed that the variations of both 〈vc〉 and 〈Tc〉, due to
different outflow boundary conditions and also due to the variation in domain
size, are small. It was further found that the variations of root-mean-square
(RMS) velocity and temperature for different boundary conditions and domain
sizes are also small. Table 2.2 shows the RMS differences between the results for
mean vertical velocity, 〈v〉, square of the standard deviation of vertical velocity,
〈v′2〉, and turbulence kinetic energy, tke, obtained with different schemes on the
standard domain, calculated over the whole domain. Tables 2.3 and 2.4 show
the RMS differences between the results obtained on the standard domain with
each scheme and those obtained on the extended domain with standard and
stevens, calculated over the region y ≤ 8.0, respectively. It is found that the
RMS differences calculated for different cases in tables 2.2–2.4 show relatively
small variations and are typically ∼ 5 − 6 × 10−3 for 〈v〉, ∼ 4 × 10−4 for 〈v′2〉
and ∼ 5 − 6 × 10−4 for tke. The above results suggest that the effect of the
outflow boundary on the statistics calculations is relatively small provided that
the scheme is stable.
In order to further investigate the performance of different boundary schemes,
variations in transient solutions were investigated. Results obtained at t = 50
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are presented in the below and the accuracy of simulating the developed flow
behaviour is compared for different boundary schemes (the flow develops over
t = 0 to t ≈ 40 as mentioned above and by t = 50 is fully developed and
quasi-steady). Instantaneous results are shown in figures 2.3 and 2.4, where
considerably larger variations are observed, for some of the schemes, than for
the statistical results shown above. Figures 2.3 and 2.4 respectively contain the
instantaneous centreline vertical velocity, vc, and the instantaneous centreline
temperature, Tc, at t = 50, plotted over height for the different schemes both
for the standard and extended domains. With the extended domain, the results
obtained using different boundary conditions show negligible variation in the
region y ≤ 8.0, for both vc and Tc. The results for the standard domain obtained
using miller2 and stevens are both in close agreement with those obtained for
the extended domain, while the results obtained for standard andmiller3 show
considerable variation in the region, y & 4.0, for both vc and Tc.
In figure 2.5, the contours of instantaneous vertical velocity, v, at t = 50 ob-
tained with different schemes, standard, miller2, miller3 and stevens, on the
extended domain, clipped at y = 8.0, are overlaid; the results are almost identical
and hence indistinguishable, which is consistent with the observation made from
figures 2.3 and 2.4 above. In figures 2.6–2.9, the contours of v at t = 50 are
plotted for the different outflow boundary conditions. In each figure, the results
obtained for the standard and extended domains are overlaid for comparison and
are shown by the continuous and broken lines, respectively. The results for the
extended domain are clipped at y = 8.0 for comparison with the standard domain
results. Comparing the result for the standard domain to that for the extended
domain in each of figures 2.6–2.9, it is seen that the standard domain result ob-
tained using stevens shows excellent agreement with the extended domain result,
with negligible grid scale fluctuations near the outflow boundary. The standard
domain result with miller2 also shows excellent agreement with the extended
domain result, except for that grid scale fluctuations near the outflow boundary
are evident. The grid scale fluctuations are seen to be larger in the standard
domain result with miller3 and the deviation from the extended domain result
is larger. The standard domain result with standard shows even larger variation
with respect to the extended domain result in the region adjacent to the outflow
boundary, although with negligible grid scale fluctuations.
Table 2.5 shows the RMS differences between the results for v and T at t = 50
obtained with different schemes on the extended domain, calculated over the
region y ≤ 8.0, and table 2.6 shows the RMS differences between the results
obtained on the standard and extended domains for each scheme, again calculated
over the region y ≤ 8.0. The RMS differences in table 2.5 are all much smaller
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than those in table 2.6, which is consistent with the results in figures 2.3–2.5
showing negligible variation for different schemes on the extended domain. In
table 2.6, the RMS differences between the standard and extended domain results
for miller2 and stevens are shown to be similar and these are substantially
smaller than those for standard and miller3, and the results for standard
show the largest RMS differences. This is again consistent with the results in
figures 2.3, 2.4 and 2.6–2.9, showing close agreement of the standard and extended
domain results formiller2 and stevens, while a large deviation for standard. It
should be noted however that grid scale fluctuations were observed in the region
adjacent to the outflow boundary for miller2 and miller3, and this is further
investigated in the following.
Figure 2.10(a) shows the Fourier transform of v at t = 50 in the y direction,
spatially averaged over the x − z plane, plotted against the non-dimensional
frequency, f = k/Ny∆y, where k is wave number and Ny the number of grid
nodes, for different outflow boundary conditions, obtained with the standard
domain. At the Nyquist frequency f = 12.5, i.e. at the grid scale, the results
formiller2 andmiller3 show unphysical peaks with suddenly increased spectral
amplitudes, while for standard and stevens the spectral amplitudes undergo
a smooth decrease over the full range of f . To investigate this behaviour the
same Fourier transform has been obtained but only for the region y = 0.0− 6.0,
shown in figure 2.10(b). The spectra for the different schemes now show excellent
agreement. The peaks at the Nyquist frequency found for miller2 and miller3
in figure 2.10(a) are no longer present, and this suggests that these peaks are
associated with the grid scale fluctuations adjacent to the outflow boundary,
observed only for these schemes in figures 2.7 and 2.8.
2.3.3 Remarks
The non-reflective boundary conditions available in the literature (Miller and
Thorpe, 1981, Raymond and Kuo, 1984 and Stevens, 1990), and the standard
zero normal gradient boundary condition, were compared in the numerical sim-
ulations of a turbulent axisymmetric plume with Reynolds number of 7700 and
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Figure 2.3: Instantaneous centreline vertical velocity, vc, at t = 50 over height
for different outflow boundary conditions.
Figure 2.4: Instantaneous centreline temperature, Tc, at t = 50 over height for
different outflow boundary conditions.
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Figure 2.5: Contours of instantaneous vertical velocity, v, at t = 50, for the
different outflow boundary conditions on the extended domain. (The results are
clipped at y = 8.0.)
Table 2.2: Root-mean-square differences of 〈v〉, 〈v′2〉 and tke = 1/2 〈u2i 〉 obtained
with different schemes on the standard domain, calculated over the whole domain
standard/ standard/ standard/
miller2 miller3 stevens
〈v〉 6.32× 10−3 6.03× 10−3 5.86× 10−3
〈v′2〉 4.45× 10−4 3.94× 10−4 3.73× 10−4
tke 5.92× 10−4 5.48× 10−4 5.20× 10−4
miller2/ miller2/ miller3/
miller3 stevens stevens
〈v〉 5.66× 10−3 5.81× 10−3 5.59× 10−3
〈v′2〉 4.28× 10−4 4.23× 10−4 3.78× 10−4
tke 5.83× 10−4 5.65× 10−4 5.34× 10−4
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Figure 2.6: Contours of instantaneous vertical velocity, v, at t = 50, for standard
on both the standard and extended domains. (For the extended domain the
result is clipped at y = 8.0 for comparison with the standard domain result, the
continuous lines show the standard domain result and the broken lines show the
extended domain result.)
Table 2.3: Root-mean-square differences of 〈v〉, 〈v′2〉 and tke = 1/2 〈u2i 〉 obtained
on the standard domain with each scheme and on the extended domain with
standard, calculated over the region y ≤ 8.0
standard miller2 miller3 stevens
〈v〉 5.73× 10−3 4.97× 10−3 6.11× 10−3 5.60× 10−3
〈v′2〉 3.83× 10−4 3.60× 10−4 3.94× 10−4 3.70× 10−4
tke 5.20× 10−4 5.16× 10−4 5.59× 10−4 5.06× 10−4
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Figure 2.7: Contours of instantaneous vertical velocity, v, at t = 50, for miller2
on both the standard and extended domains. (For the extended domain the
result is clipped at y = 8.0 for comparison with the standard domain result, the
continuous lines show the standard domain result and the broken lines show the
extended domain result.)
Table 2.4: Root-mean-square differences of 〈v〉, 〈v′2〉 and tke = 1/2 〈u2i 〉 obtained
on the standard domain with each scheme and on the extended domain with
stevens, calculated over the region y ≤ 8.0
standard miller2 miller3 stevens
〈v〉 6.00× 10−3 5.11× 10−3 6.16× 10−3 6.03× 10−3
〈v′2〉 3.90× 10−4 3.68× 10−4 3.87× 10−4 3.74× 10−4
tke 5.49× 10−4 5.34× 10−4 5.68× 10−4 5.36× 10−4
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Figure 2.8: Contours of instantaneous vertical velocity, v, at t = 50, for miller3
on both the standard and extended domains. (For the extended domain the
result is clipped at y = 8.0 for comparison with the standard domain result, the
continuous lines show the standard domain result and the broken lines show the
extended domain result.)
Table 2.5: Root-mean-square differences of v and T at t = 50 obtained with
different schemes on the extended domain, calculated over the region y ≤ 8.0
standard/ standard/ standard/
miller2 miller3 stevens
v 1.23× 10−3 1.82× 10−3 9.97× 10−4
T 1.02× 10−4 1.53× 10−4 8.68× 10−5
miller2/ miller2/ miller3/
miller3 stevens stevens
v 6.60× 10−4 4.13× 10−4 9.82× 10−4
T 5.57× 10−5 3.03× 10−5 7.78× 10−5
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Figure 2.9: Contours of instantaneous vertical velocity, v, at t = 50, for stevens
on both the standard and extended domains. (For the extended domain the
result is clipped at y = 8.0 for comparison with the standard domain result, the
continuous lines show the standard domain result and the broken lines show the
extended domain result.)
Table 2.6: Root-mean-square differences of v and T at t = 50 obtained on the
standard and extended domains for each scheme, calculated over the region y ≤
8.0
standard miller2 miller3 stevens
v 1.22× 10−2 5.72× 10−3 9.15× 10−3 6.01× 10−3
T 1.17× 10−3 3.24× 10−4 7.99× 10−4 4.20× 10−4
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Figure 2.10: Fourier transform of v at t = 50 in the y direction for the whole
domain height, y = 0.0 − 8.0 (a) and for the region y = 0.0 − 6.0 (b), spatially
averaged over the x − z plane, plotted over non-dimensional frequency, f , for
different outflow boundary conditions obtained with the standard domain.
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Prandtl number of 0.71. Simulations using the non-reflective boundary condition
of Raymond and Kuo [1984] were found to be unstable and fails hence this case
was omitted from the analysis. The stability of this multi-dimensional scheme
has also been questioned by others [Barnier et al., 1998; Marchesiello et al., 2001].
The analyses were conducted on both the statistical and transient solutions. It
was shown, however, that the effect of the outflow boundary is small on the sta-
tistical solutions, with the different scheme results showing little variations, and
more obvious comparison was made on the transient results. It was found that the
Stevens [1990] scheme and the second order scheme of Miller and Thorpe [1981]
are both accurate, with the different domain results showing close agreement, as
evidenced by small RMS differences between the different domain results. Larger
deviations from the extended domain results were found for the standard zero
normal gradient boundary condition and the third order scheme of Miller and
Thorpe [1981]. With the second order scheme of Miller and Thorpe [1981], how-
ever, grid scale fluctuations are evident in the standard domain result near the
outflow boundary. Such grid scale fluctuations are more apparent in the stan-
dard domain result with the third order scheme of Miller and Thorpe [1981]. The
spatial spectra of velocity fluctuations showed that the grid scale fluctuations in
the Miller and Thorpe [1981] cases are only limited in the region near the outflow
boundary.
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Chapter 3
Turbulent Axisymmetric
Thermal Plume
3.1 Problem Definition
A turbulent axisymmetric thermal plume from a finite area source of constant
temperature is considered in this chapter. The configuration of the flow is shown
in figure 3.1; the source temperature is fixed at 673K and the ambient temperature
at 293K, with air as the working fluid. This is the case previously studied both
numerically (DNS and LES) and experimentally by Pham et al. [2005], Pham
et al. [2007] and Plourde et al. [2008]. We numerically investigated the flow by
solving the filtered, incompressible Navier-Stokes equations with the Boussinesq
approximation for buoyancy (equations (2.6)–(2.8)). The computational method
used accounts for large temperature variations by the use of variable transport
properties, instead of assuming constant values at a reference temperature. A
similar approach was successfully employed in a number of previous studies, e.g.
Carey and Mollendorf [1980], Jin and Herwig [2011], Liburdy and Faeth [1975],
Pantokratoras [2001], Pozzi and Lupo [1990] and Spalding and Cruddace [1961].
Our simple approach is based on the assumption that at a sufficient distance
from the source, the compressibility and density variation play minor roles in
the transport of momentum and energy, except through the buoyancy due to
the density variation, whereas the variations in molecular kinematic viscosity, ν∗,
and molecular thermal diffusivity, κ∗, due to temperature, have more important
effects. The mathematical formulation, obtained by modifying the Sutherlands
law, is given in the following. The standard Sutherland law is given as:
µ∗
µ∗∞
=
(
T ∗∞ + C
∗
suther
T
∗3/2
∞
)(
T ∗3/2
T ∗ + C∗suther
)
, (3.1)
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where T ∗ is the local temperature in K(Kelvin), T ∗∞ the reference temperature
(293K), C∗suther the Sutherland law constant (= 120K for air), and the subscript
∞ indicates a property value obtained at T
∗
∞. Rewriting this in terms of ν
∗ and
ρ∗ gives:
ν∗ρ∗
ν∗∞ρ
∗
∞
=
(
T ∗∞ + C
∗
suther
T
∗3/2
∞
)(
T ∗3/2
T ∗ + C∗suther
)
. (3.2)
Assuming that ρ∗∞/ρ
∗ = T ∗/T ∗∞, ν
∗ is made a function of temperature as:
ν∗
ν∗∞
=
(
T ∗∞ + C
∗
suther
T
∗5/2
∞
)(
T ∗5/2
T ∗ + C∗suther
)
. (3.3)
Now κ∗ = ν∗/Pr, where Pr is the molecular Prandtl number. It is noted that the
variation of Pr due to temperature is small, i.e. Pr varies by less then 5 percent
in the temperature range considered in the study, 293 − 673K, while ν∗ varies
by fourfold, thus Pr is assumed to be a constant with the value obtained at the
reference temperature of 293K. This formulation is in the form of the property
ratio method, briefly discussed in Jin and Herwig [2011] and Pozzi and Lupo
[1990].
The effect of compressibility was examined by solving the weakly-compressible
equations. For this test, the standard incompressible solver was modified to a
weakly-compressible solver, according to the formulations provided in Ferziger
and Peric [1999] using the fractional step method. The cell face velocity was
obtained using the Rhie-Chow interpolation method as for the incompressible
solver. Compressible effects were found to be negligible and solutions obtained
in our simulations using the two formulations were found to be almost identical
(refer to figure B.1). This was expected since the Mach number for this flow is in
the order of 10−3. The modified fractional step method for a weakly-compressible
solver is explained, and results of the comparison are shown in Appendix B.
The LES model used in the study is the standard Smagorinsky model (SM)
(equations (2.10)–(2.13)). A Smagorinsky constant of Cs = 0.12 and a SGS
turbulent Prandtl number of Prt = 0.5 are used throughout. These are approxi-
mately equal to the values obtained by Pham et al. [2007] by applying dynamic
filtering [Germano et al., 1991] to their DNS results (refer to figure 5 in Pham
et al. [2007]) in the region y & 4.0. The LES using a Smagorinsky model con-
ducted by Pham et al. [2007] used height dependent values of Cs and Prt, which
show large variation close to the source.
To highlight the effect of the LES modelling and the variable properties method
defined above, results have been obtained for the three cases; variable ν∗ and κ∗
with SM, variable ν∗ and κ∗ without an LES model (no model) and constant
ν∗ (= ν∗∞) and κ
∗ (= ν∗∞/Pr) with SM. In the case of no model, τij and γi in
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equations (2.6) and (2.7) are both zero. All methods tested had approximately
equal run times. Results are compared to the DNS results in Pham et al. [2007]
and Plourde et al. [2008] and the experimental results in George et al. [1977],
Papanicolaou and List [1988], Pham et al. [2005] and Rouse et al. [1952].
The control parameter, Re, given in equation (2.4), is based on the diameter of
the thermal source, D∗, as the characteristic length scale, and the characteristic
temperature difference, ∆T ∗, given as ∆T ∗ = T ∗s − T ∗∞, with T ∗s the source
temperature (673K). The global Re, based on ν∗∞, is 7700 and Pr is 0.71, the
same as in Pham et al. [2007] and Plourde et al. [2008]. It is noted that in Pham
et al. [2007] and Plourde et al. [2008], the Froude number, which is defined as
Fr =
√
U∗2/D∗g∗, is 1.1, while in this study using the incompressible formulation
and assuming an ideal gas, as in Liburdy and Faeth [1975] and Pozzi and Lupo
[1990], the buoyancy term is Tδi2 in equation (2.6) and is independent of Fr, and
so Fr is unity. The difference in Fr is small and it is considered that a direct
comparison of our results to those in Pham et al. [2007] and Plourde et al. [2008]
is valid.
3.2 Numerical Method
3.2.1 Boundary Conditions
The following boundary conditions were imposed:
• The bottom boundary was a rigid, no-slip wall, with the velocity set to
zero. At the centre of the bottom boundary, the thermal source of a unit
diameter was maintained at T = 1. The rest of the bottom boundary was
adiabatic (∂T/∂y = 0). For the pressure correction, a Neumann condition
with zero normal derivative was applied. Pressure on the external node,
was obtained by a second order extrapolation from the interior.
• At the four side boundaries, a Neumann condition with zero normal deriva-
tive was applied for the normal velocity component, and the tangential
velocities were set to zero. On these boundaries both inflow and outflow
were allowed and the temperature boundary condition was dependent on
the flow direction. For inflow the temperature was set to zero, while for
outflow the normal derivative of the temperature was set to zero. Both the
pressure and the pressure correction were set to zero.
• At the top, outflow boundary, care must be taken in selecting the boundary
conditions for the solution stability and accuracy. Different non-reflective
boundary conditions were compared in Section 2.3 and it was shown that the
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Figure 3.1: Computational domain used for the turbulent axisymmetric thermal
plume simulation. (The same domain size as used in Pham et al. [2007] and
Plourde et al. [2008].)
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non-reflective boundary condition of Stevens [1990] is the optimum bound-
ary scheme. Results in this chapter were therefore obtained with this type of
non-reflective boundary condition imposed at the outflow boundary. Addi-
tionally, the velocity on the outflow boundary was constrained to be outflow
only, with inflow not allowed.
3.2.2 Flow Development and Statistics Calculation
As in Pham et al. [2007] and Plourde et al. [2008], a 5 percent white noise distur-
bance was added to the vertical velocity component at the second internal node
above the heat source to promote turbulence transition. As in Pham et al. [2007]
and Plourde et al. [2008], the equations were integrated from non-dimensional
time, t = 0 to 100, and mean statistics were calculated over 60 non-dimensional
time units after initial integration to non-dimensional time, t = 40, so that the
simulation results are directly comparable to Pham et al. [2007] and Plourde et al.
[2008]. As also noted in Pham et al. [2007] and Plourde et al. [2008], the time
t = 40 was found to be adequate to allow the flow to reach the fully developed
state.
3.2.3 Spatial and Temporal Resolutions
A Cartesian mesh was used as in Pham et al. [2007] and Plourde et al. [2008].
The stepped edge effects associated with the circular source being modelled using
rectangular grids were considered to be negligible in the self-similar region [Yan,
2007].
In the study, a uniform mesh of Nx × Ny × Nz = 120× 200× 120 with grid
spacings of ∆x = ∆z = 4.2× 10−2 and ∆y = 4.0× 10−2 was used (Grid 1-L) as
the standard mesh, unless specifically stated. This is the same mesh resolution
as that used in Pham et al. [2007] for their large eddy simulations. Although
the grid dependency was already examined in Pham et al. [2007] using the above
mesh and a 90×150×90 mesh, since a different computational method has been
employed, grid dependency tests were performed both for the original domain,
shown in figure 3.1, and for a smaller domain of 3.75D∗ × 6D∗ × 3.75D∗. These
are summarised in table 3.1, where the time step ∆t for each case is also provided.
With the time steps shown, the maximum Courant number was typically kept in
the range 0.3 − 0.4 for fully-developed flows. The test cases were all conducted
using variable ν∗ and κ∗, and with the standard Smagorinsky model (SM) without
the buoyancy correction. The results are shown in figure 3.2 for mean axial
velocity and mean axial temperature over height. For velocity, the results show
similar behaviour for the different grids and domain sizes, with the variations
65
Table 3.1: Conditions for grid dependency tests (top: smaller domain - S, bottom:
larger domain - L)
Case Grid 1-S Grid 2-S
Domain 3.75D∗ × 6D∗ × 3.75D∗ 3.75D∗ × 6D∗ × 3.75D∗
Nx × Ny × Nz 90× 150× 90 180× 300× 180
∆x × ∆y × ∆z (4.2× 4.0× 4.2)× 10−2 (2.1× 2.0× 2.1)× 10−2
∆t 1.5× 10−2 6.0× 10−3
Case Grid 1-L Grid 1.5-L
Domain 5D∗ × 8D∗ × 5D∗ 5D∗ × 8D∗ × 5D∗
Nx × Ny × Nz 120× 200× 120 180× 300× 180
∆x × ∆y × ∆z (4.2× 4.0× 4.2)× 10−2 (2.8× 2.7× 2.8)× 10−2
∆t 1.5× 10−2 8.0× 10−3
below 15 percent everywhere. Such variations are considered small, given the
large variations in grid spacing and domain size. For temperature, the variations
are negligible for y & 2.0 while there is a small variation in the vicinity of the
source. Hence it may be concluded that for these grids and domain sizes the grid
and domain size dependencies are sufficiently small so as not to adversely affect
the accuracy of the solution.
3.3 Results and Discussions
In order to benchmark the current computational method, statistical results are
compared to those reported in George et al. [1977], Papanicolaou and List [1988],
Pham et al. [2005], Pham et al. [2007], Plourde et al. [2008] and Rouse et al.
[1952] in Sections 3.3.1 and 3.3.2. Further, the near-field transient behaviours are
presented in Section 3.3.3 to illustrate transition mechanisms. For this case, the
results are shown for the fine grid resolution, Grid 2-S in table 3.1. However
unless stated, the results shown in the following sections have been obtained for
the standard domain and grid (Grid 1-L).
3.3.1 Similarity Solutions and Spreading Rate
In figure 3.3, mean axial velocity and temperature are plotted over height for the
different cases and compared to the DNS results reported in Pham et al. [2007].
The cases using the variable properties method are denoted SnS*, while the case
using constant properties (ν∗ = ν∗∞ and κ
∗ = ν∗∞/Pr) is denoted SnS. SM
denotes the use of the standard Smagorinsky model while no model is the case
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Figure 3.2: Mean centreline vertical velocity (a) and mean centreline temperature
(b) over height for different grids shown in table 3.1.
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without any LES model. buoy corr represents the use of the buoyancy correction
(equation (2.12)). We have also conducted a simulation with no LES model and
using the variable properties method for a smaller domain (3.75D∗×2D∗×3.75D∗),
using the same grid size in the y direction as that used for DNS in Pham et al.
[2007], and using the three times larger grid size than that used for DNS in Pham
et al. [2007] in the x and z directions, and the results are shown by the lines with
∗ in figure 3.3.
As expected, the theoretical −1/3 and −5/3 power law decays (equations
(1.1)–(1.2)) are observed in the results for velocity and temperature, respectively,
away from the source. The increase in the velocity, prior to the region of the −1/3
power law decay, is the laminar buoyancy acceleration region, with the subsequent
decay being due to turbulent mixing with the surrounding fluid [Zhou et al., 2001].
The temperature above the source undergoes a steep reduction, and for the region,
y & 3.0, temperature is limited to . 0.08, which corresponds to a temperature
difference of . 30K with respect to the reference temperature. According to Gray
and Giorgini [1976], the Boussinesq approximation, with constant properties,
is applicable for the temperature difference of ≤ 28.6K. For both velocity and
temperature, the variations in the results for SnS* (SM) and SnS* (SM, buoy
corr) are negligible, hence the buoyancy correction has little influence, which is
consistent with Yan [2007].
From the results for velocity, obtained with the standard grid, the largest
variations with respect to the DNS result [Pham et al., 2007] are found in the
near-field region (y . 2.0) in all the cases, although these variations are seen
to be substantially reduced using both the variable properties method and the
LES model. For the results for temperature (with the standard grid), obtained
using both the variable properties method and the LES model, the variations with
respect to the DNS result of Pham et al. [2007] are smaller than those found for
velocity in this region. In the cases, SnS (SM) and SnS* (no model), however,
large variations with respect to the DNS result [Pham et al., 2007] are again found
in this region.
For velocity in the region 1.0 . y . 2.0 and for temperature in the region
y . 2.0, the results with the refined grid (the lines with ∗) are in close agreement
with the results with the standard grid for SnS* (SM) and SnS* (SM, buoy
corr). These observations suggest that the SGS fluxes are properly modelled by
the standard Smagorinsky model and also that the variations in the near-field
region between our results for SnS* (SM) and SnS* (SM, buoy corr) (which
both take into account the temperature variations of ν∗ and κ∗ as well as of
the effect of the SGS fluxes) and those of Pham et al. [2007] are not due to the
difference in grid resolution. Pham et al. [2007] also observed large variations
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Figure 3.3: Evolutions of mean centreline vertical velocity (a) and mean centreline
temperature (b) over height for the different schemes, compared with the DNS
results [Pham et al., 2007] where the broken lines show the theoretical −1/3 and
−5/3 power law decays of centreline velocity and temperature, respectively.
between results for different LES models and those for DNS in this region, and
they have noted that this region corresponds to the transition from laminar to
turbulent flow and there are difficulties in accurately predicting such a region.
For velocity at the far-field locations (y & 4.0), the results for SnS* (SM)
and SnS* (SM, buoy corr) converge to that of Pham et al. [2007], while those
for SnS (SM) and SnS* (no model) under-predict the results of Pham et al.
[2007]. For temperature at the far-field locations, in all the cases variations are
small and all of our results converge to that of Pham et al. [2007]. From the
results above, it is concluded that using both the variable properties method and
the LES model, the evolution of both the mean axial velocity and temperature
in the near-field are better predicted, and in the far-field the velocity is better
predicted with little change in the temperature, compared to the other cases,
with all showing close agreement with the DNS result [Pham et al., 2007].
In figures 3.4 and 3.5, the velocity and temperature widths of the plume are
plotted over height for y ≤ 6.0 for the SnS* (SM), SnS* (no model) and
SnS (SM) calculations. For both velocity and temperature, the plume width
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is defined as the distance from the plume axis to the location where the vertical
velocity or temperature reduces to exp(−1) of their axial values [Turner, 1969].
For y & 1.0, it is seen that the plume grows linearly with height as expected, and
hence a linear fit to the data is shown for each case and its slope is a measure of
plume spreading rate. In figure 3.4, the DNS result [Plourde et al., 2008] is also
presented for comparison, while this is not available in Plourde et al. [2008] for
the temperature width shown in figure 3.5.
From figure 3.4, it is observed that the variation in the results for SnS*
(SM) and SnS (SM) is small, with both results clearly showing the converging-
diverging necking behaviour [Fannelop and Webber, 2003], and both results are
in excellent agreement with the result of Plourde et al. [2008] even in the vicinity
of the source. However, for SnS* (no model) the necking behaviour is not
exhibited in the vicinity of the source. From figure 3.5 for temperature, in all the
cases the necking behaviour is exhibited in the vicinity of the source.
From equations (1.1)–(1.2), the slope of the linear fit, dbv/dy and dbT/dy, can
be used to estimate the values ofQv and QT , respectively, as Qv = (dbv/dy)
−2 and
QT = (dbT /dy)
−2. For SnS* (SM), Qv = 86.7 and QT = 97.9. For SnS* (no
model), Qv = 108.5 and QT = 109.7. For SnS (SM), Qv = 86.5 and QT = 80.2.
Comparing to the experimental values [George et al., 1977; Papanicolaou and
List, 1988; Rouse et al., 1952] discussed in Section 1.2, Qv found for SnS* (SM)
agrees well with the result of Papanicolaou and List [1988], while the value of
QT over-estimates these experimental values. For SnS* (no model), the values
obtained for both Qv and QT over-estimate these experimental values. For SnS
(SM), the values obtained for Qv and QT are both in good agreement with those
reported in Papanicolaou and List [1988].
Comparing the spreading rates for velocity, dbv/dy, and temperature, dbT/dy,
for each case, for SnS* (SM) and SnS* (no model) a faster spreading rate
is found for velocity than for temperature, consistent with George et al. [1977]
and Shabbir and George [1994], while for SnS (SM) the opposite trend is ob-
served, which agrees with Papanicolaou and List [1988] and Rouse et al. [1952].
It should be noted that in George et al. [1977] and Shabbir and George [1994],
measurements were taken in the range, 8− 25 diameters above the source, while
in Papanicolaou and List [1988] measurements were taken in the range, 22− 62
diameters above the source, and in Rouse et al. [1952] measurements were taken
at 0.91 − 1.92m above a gas burner, used as the heat source. (In this case the
dimension of a gas burner is not provided in Rouse et al. [1952], hence assuming
a typical scientific gas burner, its diameter may be assumed to be . 2cm. Then
we can assume that the measurements were taken in the range ∼ 46− 96 diam-
eters.) Hence it is shown that a plume with constant properties modelled using
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SnS (SM) provides a consistent agreement with real plumes at far-field locations
where temperature variation is sufficiently small, as expected. The variations in
the relative spreading rate of velocity and temperature, observed in the litera-
ture, may be associated with the degree of the temperature dependence of the
property values, that reduces with increasing distance from the source; a faster
spreading for velocity than temperature when the dependence is large in the near-
field, and a faster spreading for temperature than velocity when this is small in
the far-field. This is supported by our results showing a faster spreading for ve-
locity than for temperature for the cases with variable ν∗ and κ∗, while showing
the opposite trend for the case with constant properties. In Auban et al. [2001],
measurements were taken at only several diameters above the source and a faster
spreading for velocity than concentration was observed, which also supports our
argument above.
The entrainment constant, αp, can be calculated from equation (1.7), using
dbv/dy = 6αp/5. For SnS* (SM) αp = 0.0895, for SnS* (no model) αp = 0.080
and for SnS (SM) αp = 0.0896. Hence, in all the cases the predicted entrainment
constant is in reasonable agreement with the values available in the literature,
αp = 0.083 [Fischer et al., 1979], αp = 0.093 [Morton et al., 1956], αp = 0.082
[Morton, 1959b] and αp = 0.085 [Rouse et al., 1952]. A higher value, αp = 0.11,
reported in Pham et al. [2005] and Plourde et al. [2008] may be because a different
length scale was used for the calculation of αp.
In figures 3.6 and 3.7, normalised radial profiles of mean vertical velocity and
temperature at y = 4.0, 5.0 and 6.0 are plotted against normalised distance from
the plume axis, x/(y − yv) (where yv is the location of the virtual origin as dis-
cussed in Section 1.2), for SnS* (SM), SnS* (no model) and SnS (SM), com-
pared to the experimental results reported in George et al. [1977], Papanicolaou
and List [1988] and Rouse et al. [1952], together with the corresponding Gaus-
sian functions. Velocity and temperature were normalised by B1/3/ (y − yv)1/3
and B2/3/ (y − yv)5/3, respectively, hence the axial values are equal to Pv and
PT in equations (1.1)–(1.2), respectively. The source buoyancy flux, B, has been
calculated from the mean flow field as in Shabbir and George [1994] and
Zhou et al. [2001] using:
B = 2pi
∫ ∞
0
(〈v〉〈T 〉+ 〈v′T ′〉) rdr
≈
∫ x=2.5D
x=−2.5D
∫ z=2.5D
z=−2.5D
(〈v〉〈T 〉+ 〈v′T ′〉) dzdx.
(3.4)
It was found that the value of B remains approximately constant over height
for y & 0.3, consistent with the theoretical background [Morton et al., 1956]. It
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Figure 3.4: Velocity width over height, compared with the DNS result [Plourde
et al., 2008].
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Figure 3.5: Temperature width over height.
should also be noted that the turbulence contribution 〈v′T ′〉 towards the total
buoyancy flux is significant, with the proportional contribution found to be typ-
ically in the range 16 − 20 percent, consistent with the values reported in the
literature [George et al., 1977; Papanicolaou and List, 1988; Shabbir and George,
1994]. The virtual origin was obtained using equation (1.22) as yv = −0.44 for
both SnS* (SM) and SnS (SM), while a larger value of yv = −0.765 was found
for SnS* (no model), which is consistent with the slightly lower dbv/dy and
dbT/dy found for this case than those for SnS* (SM) and SnS (SM), as seen
in figures 3.4 and 3.5.
From figure 3.6, it is observed that for SnS* (SM) and SnS* (no model),
the results at the different locations approximately fall onto a single curve, which
shows the self-similarity of the plume, while for SnS (SM) there is an approxi-
mately 11 percent variation in the axial values obtained at the different locations.
It is also observed that the variation in the axial values obtained for SnS* (SM)
and SnS* (no model) are negligibly small, while there is a small variation in
width, i.e. the width of SnS* (no model) is narrower than that of SnS* (SM),
consistent with the larger Qv found for SnS* (no model) from the slope of figure
3.4. Despite some variations in the results, all the results show close agreement
with the result of Papanicolaou and List [1988].
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Figure 3.6: Normalised radial profiles of mean vertical velocity at y = 4.0, 5.0
and 6.0 with virtual origin correction, compared with experimental results of
George et al. [1977], Papanicolaou and List [1988] and Rouse et al. [1952] and the
corresponding Gaussian functions.
Similar observations can be made for figure 3.7. It is seen that for SnS* (SM),
the results at the different locations approximately fall onto a single curve. In the
case of SnS* (no model), the results at the different locations approximately
fall onto a single curve in the region close to the plume axis, x/(y − yv) . 0.1,
while the results at the different locations show small variations in the region
away from the plume axis, x/(y − yv) & 0.1. In the case of SnS (SM), there is
an approximately 14 percent variation in the axial values obtained at the different
locations. It is again observed that the variation in the axial values obtained for
SnS* (SM) and SnS* (no model) is negligibly small, while the width of SnS*
(no model) is narrower than that of SnS* (SM), consistent with the larger QT
found for SnS* (no model) from the slope of figure 3.5.
3.3.2 Turbulence Statistics
In figure 3.8, normalised fluctuations of vertical velocity and normalised ther-
mal intensity are plotted over height for SnS* (SM), SnS* (no model) and
SnS (SM), and are compared to the DNS results [Pham et al., 2007]. Velocity
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Figure 3.7: Normalised radial profiles of mean temperature at y = 4.0, 5.0 and 6.0
with virtual origin correction, compared with experimental results of George et al.
[1977], Papanicolaou and List [1988] and Rouse et al. [1952] and the corresponding
Gaussian functions.
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fluctuations and thermal intensity are normalised by the axial mean values.
From figure 3.8a, it is observed that in the vicinity of the source, the result for
SnS* (SM) shows the best agreement with the DNS result [Pham et al., 2007].
In the far-field from the source, the results for both SnS* (SM) and SnS* (no
model) show close agreement with that of Pham et al. [2007], while for SnS
(SM) the magnitude undergoes a sudden increase at y ≈ 6.0, and hence the
magnitude is larger than that of Pham et al. [2007] in the region y & 6.0. This
sudden increase in this case seems to be an unphysical behaviour.
As previously discussed in Section 3.2.3, the grid dependency test has only
been conducted using variable ν∗ and κ∗, and not with constant ν∗ and κ∗, and
a cell Reynolds number (= ui∆xi/ν
∗) would be reduced when variable properties
are used, compared to the case of constant properties, since for air ν∗ increases
with temperature. In Pham et al. [2007], where the same grid was used as in the
current study, the weakly-compressible formulation with variable properties was
employed. Hence, it may be anticipated that it is the large cell Reynolds number,
associated with using constant properties, that leads to the unphysical behaviour
in the case of SnS (SM). The spurious wave effect at the top outflow boundary,
that could also be enhanced by the reduced ν∗ in the case of SnS (SM), may
also be a cause of this unphysical behaviour. Thus, the results with an extended
domain of y = 10D∗ and those with a refined grid of ∆y = 2.0× 10−2, with both
cases using SnS (SM), have also been obtained and are shown in figure 3.8b by
the lines with ◦ and with ∗, respectively. Compared to the result obtained for
SnS (SM), also shown in figure 3.8a, the result for the extended domain shows
only a small variation, especially in the region y . 3.5 the variation is negligible.
Further, in this case the result shows the same trend near the top boundary, i.e.
the sudden increase in the magnitude, that is however smaller than the case of
the standard domain. In the case of the refined grid, the far-field solution is seen
to converge to those of the DNS [Pham et al., 2007], SnS* (SM) and SnS*
(no model), without showing the sudden increase. Hence, it is concluded that
the unphysical increase shown only in the case of SnS (SM) in figure 3.8a is
predominantly caused by large cell Reynolds number as expected and there is
also seen to be a minor effect due to the outflow boundary.
In all the results including that of SnS (SM), the magnitudes of normalised
velocity fluctuations approximately lie within the range 0.2−0.34 after the initial
trough (y & 1.5), consistent with the values reported in the literature, i.e. 0.28
[George et al., 1977], 0.25 [Papanicolaou and List, 1988] and 0.32 [Shabbir and
George, 1994].
From figure 3.8c, all the results show a similar behaviour to that shown in the
DNS result [Pham et al., 2007], however, their magnitudes over-estimate that of
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Figure 3.8: Normalised fluctuations of vertical velocity (a)(b) and normalised
thermal intensity (c) over height for the different schemes, compared with the
DNS results [Pham et al., 2007].
Pham et al. [2007]. Compared to velocity fluctuations in figure 3.8a, the results
for thermal intensity show larger variations over height. After the initial trough
(y & 1.5), the magnitudes fluctuate in the region 1.5 . y . 5.0. Then in the
region y & 5.0, they become stable approximately in the range 0.4 − 0.48 in all
the cases, which is again consistent with the values reported in the literature, i.e.
0.4 [George et al., 1977; Shabbir and George, 1994], 0.44 [Kotsovinos, 1985] and
0.42 [Papanicolaou and List, 1988]. Again, the result for SnS* (SM) shows the
best agreement with that of Pham et al. [2007], in particular, in the vicinity of
the source.
In figure 3.9, axial distribution of turbulence intensity, normalised by the
mean axial velocity, is plotted for SnS* (SM), SnS* (no model), SnS (SM)
and also for the cases with the extended domain and the refined grid using SnS
(SM), i.e. the cases shown in figure 3.8b. The experimental result [Pham et al.,
2005] and the DNS result [Pham et al., 2007] are also shown for comparison.
Comparing SnS* (SM), SnS* (no model) and SnS (SM) with the standard
domain and grid, the result for SnS* (SM) again shows the best agreement with
the DNS result [Pham et al., 2007] in the vicinity of the source. In the far-field
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from the source, the results for both SnS* (SM) and SnS* (no model) show
close agreement with those of Pham et al. [2005, 2007]. However, the result for
SnS (SM), with the standard domain and grid, shows a sudden increase in the
magnitude at y ≈ 6.0, similar to the previous result for velocity fluctuations in
figure 3.8a. Hence comparing the SnS (SM) cases with the extended domain
(the line with ◦) and with the refined grid (the line with ∗) to the standard SnS
(SM), it is seen that the result for the extended domain shows only a small
variation, showing also a sudden increase near the top boundary (but smaller),
while for the refined grid the far-field solution converges to those of SnS* (SM)
and SnS* (no model), without showing the sudden increase. These observations
are consistent with those made in figure 3.8b, supporting our argument that this
unphysical increase in this region is predominantly caused by large cell Reynolds
number and the outflow boundary condition has a minor effect.
It was reported in Pham et al. [2005, 2007] that transition to the fully-
turbulent regime occurs at y ∼ 3.5. The results for SnS* (SM) in figures 3.8
and 3.9 all show the maximum magnitudes at y ≈ 3.5, suggesting that transition
occurs near this location, consistent with Pham et al. [2005, 2007], while the re-
sults for SnS (SM), with the standard domain and grid, all show the maximum
magnitudes at y ≈ 2.5−3.0 showing that transition occurs earlier than for SnS*
(SM). The locations of the maximum magnitudes in figures 3.8 and 3.9 are not
consistent for SnS* (no model).
Similarly, in figure 3.10, radial distribution of the normalised turbulence inten-
sity is plotted at y = 2.0 and 6.0. At y = 2.0, figure 3.10a, the results obtained
are all similar, showing excellent agreement with both the experimental result
[Pham et al., 2005] and the DNS result [Pham et al., 2007] for the peak magni-
tude, and also showing close agreement with the DNS result [Pham et al., 2007]
for the profile close to the plume axis (x . 0.5). However, a larger variation with
respect to the DNS result [Pham et al., 2007] is found for the region x & 0.5,
with the turbulence intensity being distributed over a narrower width, compared
to the experimental and DNS results [Pham et al., 2005, 2007]. At y = 6.0, figure
3.10b, the results for SnS* (SM) and SnS* (no model) show excellent agree-
ment with the experimental result [Pham et al., 2005] and the DNS result [Pham
et al., 2007], while the result for SnS (SM), with the standard domain and grid,
significantly over-estimates the axial peak value. This is again considered to be
caused predominantly by the cell Reynolds number effect, as discussed previously,
thus the results for the extended domain and the refined grid are also shown here
by the lines with ◦ and ∗, respectively. Comparing these results to the standard
SnS (SM), the result for the extended domain shows a small variation, having
a large axial value, while the result for the refined grid has a smaller axial value,
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Figure 3.9: Axial distribution of normalised turbulence intensity for the different
schemes, compared with the experimental results [Pham et al., 2005] and the
DNS results [Pham et al., 2007].
showing close agreement with SnS* (SM) and SnS* (no model). These obser-
vations are again consistent with those made in figures 3.8b and 3.9, supporting
our argument.
Consistent with Pham et al. [2005, 2007], the results exhibit an off-axis peak.
Zhou et al. [2001] also reported an off-axis peak of the vertical velocity fluctua-
tions, and George et al. [1977] and Shabbir and George [1994] reported an off-axis
peak of thermal intensity, while Papanicolaou and List [1988] reported an off-axis
peak of concentration fluctuations for a jet, but not for a plume.
In figure 3.11, axial distribution of the velocity-temperature correlation coef-
ficient is plotted for SnS* (SM), SnS* (no model) and SnS (SM), compared
to the DNS result [Pham et al., 2007]. In all the cases, the results show a similar
behaviour to that shown in the result of Pham et al. [2007], i.e. initial sudden
increase to the peak of about 0.95, followed by a gradual decrease towards the
plateau in the region y & 4.0 where the magnitudes typically lie in the range
0.6− 0.8.
In figure 3.12, radial distributions of the velocity-temperature correlation co-
efficient at the axial locations of y = 4.0, 5.0 and 6.0 are plotted over the dimen-
sionless radial distance with virtual origin correction, x/(y − yv), compared with
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Figure 3.10: Radial distribution of normalised turbulence intensity at y = 2.0
(a) and at y = 6.0 (b) for the different schemes, compared with the experimental
results [Pham et al., 2005] and the DNS results [Pham et al., 2007].
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Figure 3.11: Axial distribution of the velocity-temperature correlation coefficient,
compared with the DNS result [Pham et al., 2007].
the experimental results of George et al. [1977]. All the results are in reasonable
agreement with the result of George et al. [1977], with the magnitudes typically
lying in the range 0.6− 0.7. As noted by George et al. [1977], a high correlation
coefficient is expected for a plume, in which substantial velocity fluctuations are
caused by temperature fluctuations due to buoyancy. The magnitudes obtained
here are substantially larger than those usually found for jets [Papanicolaou and
List, 1988], and hence suggests the important role of buoyancy in turbulence
[George et al., 1977].
In figure 3.13, the temporal spectra of temperature fluctuations at the two
different locations, at a point on the plume axis, (x, y, z) = (0.0, 4.0, 0.0), and at
a point off-axis, (x, y, z) = (0.5, 4.0, 0.0), are plotted against the non-dimensional
frequency, St = f ∗D∗/U∗, where f ∗ is the dimensional frequency, for SnS* (SM).
It is reported by Pham et al. [2007] that for the current spatial and temporal
resolutions the LES cutoff frequency is 3.0. This is indicated in the plot. At the
axial location, the spectra follows the −5/3 power law in the inertial-convective
subrange, while at the off-axis location the inertial-convective subrange, shown by
the slope of −5/3 power, is followed by the −3 power law in the inertial-diffusive
subrange. Kotsovinos [1991] explains that this is because of increased energy
feeding due to large eddies driven by buoyancy. Similar observations were made
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Figure 3.12: Radial distribution of the velocity-temperature correlation coeffi-
cient, compared with the experimental results [George et al., 1977].
experimentally by Dai et al. [1994] and numerically by Pham et al. [2007] and
Zhou et al. [2001].
The radial distributions of mean y-momentum balance equation terms at the
axial locations, y = 2.0 and y = 6.0, are shown in figure 3.14. The results are
shown for SnS* (SM) with virtual origin correction. The mean y-momentum
balance equation is as follows:
〈v〉∂〈v〉
∂y
+ 〈u〉∂〈v〉
∂x
≈ −∂〈v
′v′〉
∂y
− ∂〈u
′v′〉
∂x
+ 〈T 〉, (3.5)
where 〈v〉∂〈v〉/∂y represents the vertical advection of y-momentum, 〈u〉∂〈v〉/∂x
the radial advection of y-momentum, ∂〈v′v′〉/∂y the vertical turbulent transport,
∂〈u′v′〉/∂x the radial turbulent transport and 〈T 〉 the buoyancy. It is shown
that similar trends are observed at the different locations although the results at
the higher location show increased fluctuations. In the regions close to the plume
axis, x/(y−yv) . 0.05 and x/(y−yv) . 0.03 for y = 2.0 and y = 6.0, respectively,
combinations of the vertical advection and buoyancy are predominantly balanced
by radial transport, with the proportional contributions of the radial advection
and the vertical transport being small. At y = 2.0, the vertical advection and the
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Figure 3.13: Temporal power spectra of temperature fluctuations on the plume
axis (x, y, z) = (0.0, 4.0, 0.0) (a) and off-axis (x, y, z) = (0.5, 4.0, 0.0).
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Figure 3.14: Mean y-momentum balance equation terms, plotted over normalised
radial distance, x/(y − yv), at y = 2.0 (a) and y = 6.0 (b).
radial transport change their signs at x/(y − yv) ≈ 0.05 and x/(y − yv) ≈ 0.07,
respectively. At y = 6.0, the vertical advection and the radial transport change
their signs at x/(y − yv) ≈ 0.03 and x/(y − yv) ≈ 0.06, respectively. In the
outer regions, x/(y − yv) & 0.07 and x/(y − yv) & 0.1 for y = 2.0 and y = 6.0,
respectively, combinations of the radial transport and the buoyancy are balanced
by combinations of the vertical and radial advections and the vertical transport.
These observations are consistent with those reported in Shabbir and George
[1994].
The radial distributions of mean buoyancy balance equation terms at y = 2.0
and y = 6.0 are shown in figure 3.15. The results are again presented for SnS*
(SM) with virtual origin correction. The mean buoyancy balance equation is as
follows:
〈v〉∂〈T 〉
∂y
+ 〈u〉∂〈T 〉
∂x
≈ −∂〈v
′T ′〉
∂y
− ∂〈u
′T ′〉
∂x
, (3.6)
where 〈v〉∂〈T 〉/∂y is the vertical advection, 〈u〉∂〈T 〉/∂x the radial advection,
∂〈v′T ′〉/∂y the vertical turbulent transport and ∂〈u′T ′〉/∂x the radial turbulent
transport. In the regions close to the plume axis, x/(y − yv) . 0.06 and x/(y −
yv) . 0.04 for y = 2.0 and y = 6.0, respectively, similar to the observations
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Figure 3.15: Mean buoyancy balance equation terms, plotted over normalised
radial distance, x/(y − yv), at y = 2.0 (a) and y = 6.0 (b).
made in figure 3.14 for the y-momentum balance, the proportional contributions
of the vertical advection and the radial transport are predominant and those of
the radial advection and the vertical transport are small. Again, similar results
are reported in Shabbir and George [1994].
3.3.3 Transition Mechanisms
In order to illustrate the mechanisms of transition that take place over the region
close to the source, instantaneous temperature distribution and contours of the
z-vorticity component on the z = 0.0 plane are plotted in figure 3.16 for one non-
dimensional time unit intervals in the time range t = 95 ∼ 98. Velocity vectors
are overlaid on the temperature plot to show the formation of vortex rings. The
results have been obtained for SnS* (SM) with Grid 2-S shown in table 3.1. It
is clearly seen that as the plume rises, the flow structure, which initially maintains
a column of hot fluid close to the source, breaks down into smaller structures, in
the process of transition. As explained by Plourde et al. [2008], the formation of
the column of hot fluid close to the source is due to rapid acceleration of fluid in
this region due to buoyancy.
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At t = 95, the column of hot fluid maintains its basic structure up to about
y ≈ 1.3, below which a newly formed vortex ring is found at y ≈ 0.3 (marked
A). At t = 96, the column of hot fluid maintains its basic structure up to about
y ≈ 1.9. The vortex ring A observed at the previous time is now convected
to y ≈ 0.7 (marked). The narrow column seen in the region 1.2 . y . 1.9
undergoes destabilisation due to the increased shear, leading to the formation of
complex structures in this region, as seen in figure 3.16d. Also, at this time the
vortex roll-up is observed close to the source (marked B). A similar observation
is reported by Plourde et al. [2008]. This appears to be initially caused by the
lapping flow instability in the Rayleigh-Taylor fluid layer, which results in the
formation of bulges (plumelets) away from the plume axis, with its growth being
further enhanced by the intense shear generated, as the column of hot fluid rapidly
ascends immediately above the source due to buoyancy. At t = 97, the vortex
ring B is convected to y ≈ 0.4, and the vortex ring A is also convected to y ≈ 1.0
(marked). At this time, the main column maintains its basic structure up to
y ≈ 1.3. At t = 98, the main column maintains its basic structure up to y ≈ 1.2,
and the vortex ring B is now convected to y ≈ 0.6 (marked). At this time again,
similar to the phenomenon observed at t = 96, the vortex roll-up is observed close
to the source (marked C).
It is clear from the contours of the z-vorticity that there is a further breakdown
of large structures into smaller structures, following the breakdown of the column
of hot fluid. At the height of y ≈ 3.0, the flow is dominated by small structures
which interact with each other as well as with the surrounding fluid, leading
to increased mixing. This behaviour characterises the flow in the fully-turbulent
regime. Hence this is consistent with the estimate previously made for the location
of transition to the fully-turbulent regime, from figures. 3.8 and 3.9, that is at
y ≈ 3.5. Similar observations were reported in Pham et al. [2007] and Plourde
et al. [2008].
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(a) t = 95 (b) t = 95
Figure 3.16: Instantaneous temperature (left) and z-vorticity component (right) in the vicinity of the source.
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(c) t = 96 (d) t = 96
Figure 3.16: Instantaneous temperature (left) and z-vorticity component (right) in the vicinity of the source.
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(e) t = 97 (f) t = 97
Figure 3.16: Instantaneous temperature (left) and z-vorticity component (right) in the vicinity of the source.
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(g) t = 98 (h) t = 98
Figure 3.16: Instantaneous temperature (left) and z-vorticity component (right) in the vicinity of the source.
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3.4 Remarks
A variable properties method is utilised in the simulation of a turbulent plume
with the global Re of 7700 and Pr of 0.71, that was previously investigated nu-
merically by Pham et al. [2007] and Plourde et al. [2008] and experimentally by
Pham et al. [2005]. To validate the computational method and the simulation
code, the results were compared to DNS and experimental results available in the
literature [George et al., 1977; Papanicolaou and List, 1988; Pham et al., 2005,
2007; Plourde et al., 2008; Rouse et al., 1952]. It has been shown that by using
variable properties with a standard Smagorinsky LES model, with constant Cs
and Prt approximating that given in Pham et al. [2007], the statistical behaviour
of a thermal plume rising from a finite area source, with a large temperature dif-
ference to the ambient, can be accurately reproduced; turbulence characteristics,
such as the turbulence intensity, the height of transition, the velocity-temperature
correlation coefficient, temporal spectra and the mean momentum and buoyancy
balance equation terms, were shown to be in close agreement with the literature
results. Weakly compressible results have also been obtained using a modified
version of the solver, and were found to have negligible variation with respect
to the incompressible results, as expected on the basis of the very small Mach
number of this flow.
Interesting results were obtained for the relative spreading rate of velocity and
temperature; in the cases where variable properties were used, faster spreading
rate of velocity than for temperature was found, which is consistent with the ex-
perimental results in the literature obtained in the near-field [George et al., 1977;
Shabbir and George, 1994], while for the case of constant properties the opposite
trend was observed with faster spreading of temperature than velocity, which is
consistent with the experimental results obtained in the far-field [Papanicolaou
and List, 1988; Rouse et al., 1952]. Therefore it is assumed that the variations
in the relative spreading rate of velocity and temperature, observed in the liter-
ature, may be associated with the degree of the temperature dependence of the
property values, that reduces with increasing distance from the source.
The results for the velocity fluctuations and turbulence intensity for the case
of constant properties exhibit unphysical increase at y ≈ 6.0. Close investigations
into this behaviour led us to assume that this is predominantly caused by large
cell Reynolds number and the outflow boundary also has a minor effect. A cell
Reynolds number would be reduced with the use of variable properties as the
air kinematic viscosity increases with temperature, which would also reduce the
spurious wave effect at the outflow boundary.
The transition mechanisms were also investigated, based on the instantaneous
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temperature and z-vorticity component, obtained using both variable properties
and a standard Smagorinsky LES model on the fine grid (Grid 2-S). The transi-
tion processes were clearly illustrated by the formation of the column of hot fluid
near the source, the following breakdown of the column into smaller structures
and a further breakdown and mixing of small structures. Similar behaviours were
observed in Plourde et al. [2008].
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Chapter 4
Stability and Transition in the
Near-Field of Planar Plumes
4.1 Problem Definition
The near-field flow instability of a thermal planar plume from a finite width, hori-
zontal source is investigated numerically, with experimental validation also being
conducted. As discussed in Section 1.3, in Plourde et al. [2008] the near-field
puffing behaviour appeared to be associated with the bulge forming instability in
the lapping flow, which develops above the heated region away from the plume
centreline and flows towards the centreline due to the entrainment by the central
column of heated fluid (refer to figure 1.2). The computational domain shown
in figure 4.1 was used for numerical simulations of near-field thermal plumes.
Three-dimensional direct numerical simulations were conducted, however it was
found that three-dimensional effects are small, with the spanwise velocity compo-
nent, w, typically being at least two orders of magnitudes smaller than the other
velocity components in all the cases considered. Experiments used a shadow-
graph technique and two-dimensional, two-component particle image velocime-
try (2D2C-PIV). The experimental setup and the measurement techniques are
explained in Section 4.3 and experimental results are presented and compared to
numerical simulations in Section 4.4.2.
A control parameter, Re, given in equation (2.4), is based on the width of
the thermal source, L∗, as the characteristic length scale, and the characteristic
temperature difference, ∆T ∗, given as ∆T ∗ = T ∗s − T ∗∞, where T ∗s is the source
temperature and T ∗∞ the reference temperature.
It is well known for the classical Rayleigh-Benard flow that a throughflow has
stabilising effect on the thermal instability such that increasing the throughflow
velocity leads to increased stability of the flow [Gage and Reid, 1968]. An unstable
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thermal stratification exists over the lapping flow region, and the flow velocity
there is expected to affect the bulge forming instability in this region, analogous
to the classical Rayleigh-Benard flow (although the bulge forming instability is
considered to be the Rayleigh-Taylor type rather than the Rayleigh-Benard type).
In order to investigate the bulge formation in the lapping flow and its dependence
on the lapping flow velocity, the boundary layer flow in the vicinity of the plume
source was modelled by a channel flow with a heated floor section, providing
an additional control parameter, the channel inlet velocity. The computational
domain for the channel flow with a heated floor section is shown in figure 4.2. A
channel height of 0.5L∗ was used.
Fr is defined as:
Fr =
∫ δ∗
T
0
〈u∗〉dy∗/δ∗T
U∗
, (4.1)
where the numerator is the average horizontal velocity in the thermal boundary
layer, of thickness δ∗T . Hence a large value of Fr means a large lapping flow
velocity. In terms of non-dimensional quantities, this reduces to:
Fr =
∫ δT
0
〈u〉dy
δT
. (4.2)
The thickness of the thermal boundary layer, δT , is defined as the vertical distance
measured from the bottom boundary to the location where the mean temperature,
averaged in the z direction, 〈T 〉, reduces to 0.01, at the location 0.1 downstream
of the beginning of the heated region, i.e. x = ±0.4 for plumes and x = 3.1 for
channel flows. For plumes, the vertical profiles of 〈T 〉 and 〈u〉 at x = ±0.4 were
averaged. For the channel flow simulations, the channel inlet velocity was con-
trolled to vary the Froude number, Fr, while for the plume flows Fr is essentially
determined by the entrainment velocity which depends on the source conditions.
In Sections 4.4.3 and 4.4.4, results are shown and discussed for the plume and
channel flows with different inlet velocities, with a fixed Pr of 7.0 and Re in the
range 200 ≤ Re ≤ 1000.
In Section 4.4.5, results for plume simulations with Pr = 0.7 and 7.0 are
shown to study the near-field transitional behaviours for the different Pr and the
correlation between the lapping flow instability and the instability in the plume
stem (see figure 4.1). Direct stability analysis is conducted to investigate the
stability characteristics of the lapping flow and the plume stem in Section 4.4.6,
where the flow responses to symmetric and asymmetric artificial disturbances are
investigated for Pr = 0.7 and 7.0. For the comparison of the different Pr flows, the
non-dimensional parameters, the Grashof and Rayleigh numbers, are introduced.
The Grashof number, Gr = g∗β∗ (T ∗0 − T ∗∞) y∗3/ν∗2, used in Pera and Gebhart
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[1971], may be written in terms of Re as Gr = Re2 T0y
3, where T0 is the non-
dimensional centreline temperature at the non-dimensional height y. While Re
determines the strength at the source, Gr is a measure of the local strength in the
plume, which varies with height, and it will be investigated to determine its effects
on the plume stem instability. The Rayleigh number, Ra = g∗β∗(T ∗s −T ∗∞)L∗3/νκ,
which is considered to be a key parameter for the lapping flow instability, where
the Rayleigh-Taylor instability is believed to be a dominant mechanism, is written
in terms of Re and Pr as Ra = Re2 Pr.
Figure 4.1: Computational domain for the near-field thermal planar plume. (The
z direction is out of the page. The domain size in the z direction is 0.5L∗.)
Figure 4.2: Computational domain for the channel flow with a heated floor sec-
tion. (The z direction is out of the page. The domain size in the z direction is
0.5L∗.)
4.2 Numerical Method
4.2.1 Boundary Conditions
For the plume flow simulations, the following boundary conditions were imposed:
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• The bottom boundary is a rigid, no-slip wall, where all the velocity compo-
nents were set to zero. The thermal source in the region −0.5 ≤ x ≤ 0.5 was
maintained at T = 1, and the rest of the bottom boundary was maintained
at T = 0. For the pressure correction, a Neumann condition with zero nor-
mal derivative was applied. The pressure perturbation, p, on the external
node was obtained by a second order extrapolation from the interior.
• At the x boundaries, a Neumann condition with zero normal derivative was
applied for the normal velocity component, u, and the tangential velocities,
v and w, were set to zero. The temperature perturbation, T , was set to
zero for inflows, while a Neumann condition with zero normal derivative
was applied for outflow temperatures. Both p and the pressure correction
were set to zero.
• At the top boundary, a Neumann condition with zero normal derivative
was applied for all the velocity components and T , with the normal velocity
component, v, only taking a positive value, i.e. no inflow was allowed. Both
p and the pressure correction were set to zero.
• The periodic condition was employed for the z boundaries.
For simulations of the channel flow with a heated floor section, the following
boundary conditions were imposed:
• The bottom boundary is a rigid, no-slip wall, where all the velocity com-
ponents were set to zero. The heated floor section 3.0 ≤ x ≤ 3.5 was
maintained at T = 1, and the rest of the bottom boundary was maintained
at T = 0. For the pressure correction, a Neumann condition with zero nor-
mal derivative was applied, and p on the external node was obtained by a
second order extrapolation.
• The top boundary is a slip plane where a Neumann condition with zero
normal derivative was applied for the tangential velocities, u and w, and T ,
while the normal velocity component, v, was set to zero. For the pressure
correction, a Neumann condition with zero normal derivative was applied,
and p on the external node was obtained by a second order extrapolation.
• At the left inlet boundary, the normal velocity component, u, was set to a
constant velocity, uin, while the tangential velocities, v and w, were set to
zero. T was set to zero. For the pressure correction, a Neumann condition
with zero normal derivative was applied, and p on the external node was
obtained by a second order extrapolation.
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• At the right outlet boundary, a Neumann condition with zero normal deriva-
tive was applied for all the velocity components and T , with the normal ve-
locity component, u, only taking a positive value, i.e. no inflow was allowed.
Both p and the pressure correction were set to zero.
• The periodic condition was employed for the z boundaries.
4.2.2 Flow Development and Statistics Calculation
Mean statistics were calculated for the Pr = 7.0 unsteady flows only, in Sections
4.4.2 and 4.4.3. For the Pr = 7.0 cases, for both the plume and channel flow
configurations, the initial integration to t = 40 was found to be sufficient for the
flows to develop, for all Re in the range considered, and statistics were obtained
over 60 non-dimensional time units after this initial integration. For the Pr =
0.7 unsteady plumes studied in Section 4.4.5, substantially longer initial time
integrations (150 . t . 200) were required for their flow development. This
appeared to be associated with the Pr = 0.7 plumes undergoing a transition
from symmetric to asymmetric oscillations, with respect to the plume centreline,
while in the Pr = 7.0 cases the oscillations remain symmetric all the time. The
transition from symmetric to asymmetric oscillations for the Pr = 0.7 unsteady
plumes is discussed in Section 4.4.5.
4.2.3 Spatial and Temporal Resolutions
For the plume flow, a uniform grid was used both in the y and z directions, while
for the discretisation in the x direction a uniform grid was used in the region
−1.0 ≤ x ≤ 1.0 and a nonuniform grid with one percent linear stretching was
used in the regions x < −1.0 and x > 1.0. Preliminary tests were conducted to
examine the effects of the domain and grid sizes, and it was found that solutions
obtained with the domain size, 4.0L∗ × 1.5L∗ × 0.5L∗, and the 338 × 240 × 50
(= Nx×Ny×Nz) mesh, with the spacings of ∆x×∆y×∆z = 0.01×0.0063×0.01
in the uniform grid region, show sufficiently small dependencies on the domain
and grid sizes for the Re = 1000 flows with Pr = 0.7 and 7.0.
For the channel flow with a heated floor section, a uniform grid was used in
all directions. Tests were conducted to examine the effects of the domain and
grid sizes for the flow with Pr = 7.0, Re = 1000 and uin = 0.1. It was found
that solutions obtained with the domain size, 5.0L∗ × 0.5L∗ × 0.5L∗, and the
250× 60× 20 mesh, with the spacings of ∆x×∆y×∆z = 0.02× 0.0083× 0.025,
show sufficiently small dependencies on the domain and grid sizes.
For the direct stability analysis conducted in Section 4.4.6, the domain size
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with an increased height, 4.0L∗× 3.0L∗× 0.2L∗, was used to monitor the growth
of oscillation along the plume centreline, and the domain depth was reduced since
the w velocity was found to be negligible (∼ 10−5) in all the cases studied. The
338× 300× 10 mesh, with the spacings of ∆x×∆y×∆z = 0.01× 0.01× 0.02 in
the uniform grid region, was found to be sufficiently fine for the Pr = 0.7 and 7.0
perturbed stem flows with Re = 200 and the Pr = 0.7 and 7.0 perturbed lapping
flows with Ra = 2.8×105. More details of conditions used for the direct stability
analysis and preliminary tests conducted are provided in Section 4.4.6.1.
For the Pr = 0.7 flows, the time step (∆t) used was typically in the range
1.5×10−3−2.5×10−3, and for the Pr = 7.0 flows in the range 2.5×10−3−4.0×10−3.
With the time steps used, the Courant number was maintained within the range
0.15− 0.3.
4.3 Experimental Techniques
4.3.1 Experimental Setup
The heating source is made up of a 50× 920× 10mm copper plate, fitted in the
upper slot (10mm height) of a 50mm thick Perspex plate of the same length,
as shown in figure 4.3. In the lower slot (30mm height), a 930mm long, 15mm
diameter ceramic rod, around which an approximately 4m long, 1mm diameter
nichrome wire (7.0Ω) has been coiled, was fitted, mounted on end caps at both
ends. This unit, shown in figure 4.3a, was set in a 1000× 1000× 1000mm3 tank,
filled with water to a depth of 250mm. The copper plate and water in the lower
slot are heated by the nichrome coil heater. Each end of the nichrome wire is
connected to an insulated lead wire which draws 3.5A from a 24V DC power sup-
ply. The temperature of the copper plate was maintained within ∼ 0.2K of the
target temperature, using a temperature controller (OMRON E5CN-Q2MT-500)
and a solid state relay (SSR, OMRON G3NA-D210B DC5-24). The tempera-
ture controller measures the temperature of the copper plate by a thermocouple
(OMEGA HSTC-TT-K) attached to the surface of the copper plate and sends
control signals to the SSR, which acts as a switch in the circuit, so that the tar-
get temperature set on the controller can be maintained. The circuit diagram for
the whole system is provided in figure 4.4. The Biot number, which is the ratio
of the resistance to conduction within the solid to the resistance to convection
across the fluid boundary layer [Incropera et al., 2007], is approximated to be
10−3 − 10−2 for the copper plate, therefore a uniform temperature distribution
within the copper plate was expected. Our preliminary test, where we simulta-
neously measured temperatures at different locations of the copper plate, showed
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(a) Isometric view
(b) Side view (c) Enlarged side view
Figure 4.3: Heating source unit. (Dimensions are in mm.)
negligible temperature variation over the copper plate. Using this large-scale test
rig, a large Re can be achieved with a small temperature difference, minimising
the effect of the variation of properties due to temperature and the error due
to refractive index change for PIV measurements. The experimental results were
obtained with T ∗s −T ∗∞ = 2.0K, which corresponds to Re = 710, and are compared
to the numerical results obtained with Re = 700 and Pr = 7.0 in Section 4.4.2.
This variation in Re is considered to be small enough not to adversely affect the
validity of the comparison.
4.3.2 Shadowgraph Technique
For visualisation of the temperature distribution, a shadowgraph technique was
used. This simple technique has successfully been used in many studies on ther-
mal plumes, e.g. Moses et al. [1993], Maxworthy [1999] and Xi et al. [2004]. The
two-dimensional nature of the planar thermal plume suits the use of this tech-
nique. Figure 4.5 shows the setup used in the study. The light source used was a
Mirabella 72W Halogen light bulb covered with a black card board box with an
8mm hole on one side. A 200mm concave mirror with a focal length of 2400mm
(which sets the distance between the mirror and the point light source) was used.
The collimated light is passed through the test section and shone on a translucent
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Figure 4.4: Circuit diagram.
screen, as shown in figure 4.5. The parallel light rays passing through the variable
density fluid are refracted and bent out of their original paths, causing variation
in the light intensity on the screen, creating a shadowgraph image. It is shown
from the following equation, the shadowgraph light intensity is determined by the
second derivative of the refractive index [Tropea et al., 2007]:
∆I∗
I∗
= l∗
∫ z∗
2
z∗
1
(
∂2
∂x∗2
+
∂2
∂y∗2
)
(lnn) dz∗, (4.3)
where I∗ is the light intensity, l∗ the distance from a plane in the test section
to the screen, z∗1 and z
∗
2 both ends of the test section, z
∗ the direction of the
light propagation, x∗ and y∗ the axes normal to the light propagation, and n
the refractive index. For recording of the shadowgraph pattern on the screen, a
Canon PowerShot Pro1 digital camera, fitted with a Canon ultrasonic zoom lens
7.2− 50.8mm, was used, focused on the translucent screen placed outside of the
tank. The focal length, f-number and exposure time were set to 7.2mm, 2.4 and
0.1 seconds, respectively. The continuous shooting function of the camera was
used to capture one image (1024× 768 pixels) per second over approximately 2
minutes. With the setup described above, a shadowgraph image was captured
as shown in figure 4.6a. In order to obtain a clearer shadowgraph pattern, the
background image shown in figure 4.6b, captured before the heater was turned
on, was subtracted from the shadowgraph images.
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Figure 4.5: Shadowgraphy setup.
(a) Shadowgraph image. (The dashed
line indicates the region shown in figure
4.16 in Section 4.4.2.)
(b) Background image
Figure 4.6: Shadowgraph image and background image.
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4.3.3 Particle Image Velocimetry (2D2C-PIV)
For the measurement of the velocity field, an in-house, low-cost, two-dimensional,
two-component particle image velocimetry (2D2C-PIV) system was used. A
2D2C-PIV is considered to be suitable for the planar thermal plume being in-
vestigated since out-of-plane motions are expected to be much smaller, compared
to the case of an axisymmetric configuration. Both 2D2C- and 2D3C-PIV tech-
niques were used in Pham et al. [2005] for a turbulent axisymmetric plume. Figure
4.7 shows the setup used in the study.
A high speed Basler pilot camera (piA640-210gc) with a progressive scan
CCD Kodak KAI-0340CM chip with 646 × 486 pixels, with a lens with a focal
length of 50mm and a minimum f-number of 1.8 fitted, was used for capturing
images. Each pixel is 7.4× 7.4µm2. The camera was positioned 600mm from the
object plane, i.e. the laser light sheet, and the minimum possible f-number of
1.8 was used. With this camera setting, the depth of field is 1mm and the field
of view (FOV) is 50 × 40mm2, and so the FOV covers the whole width of the
copper-plate heat source. The fluid was seeded with 10µm hollow glass particles,
which have a specific gravity of 1.1, manufactured by Potters Industries. The
glass/air interface inside the particle provides strong scattering due to a large
refractive index mismatch [Prasad, 2000]. In the study, a sufficient number of
particle images per interrogation area was achieved with approximately 1g of the
particles for 250L of water.
To illuminate the flow field, a Q-switched, frequency-doubled Nd:YAG (Neodymi-
umdoped: Yttrium Aluminium Garnet) laser, New Wave Research MiniLase2,
was used. The MiniLase2 is a diode-pumped laser with dual-cavities (lasers 1 and
2) that fire independently of each other, and each cavity delivers a 25mJ pulse of
532nm light over 5 − 7ns. The laser beam was passed through a plano-concave
cylindrical lens (CVI Melles Griot LCN-25.0-7.0-3.3-C) with a focal length of
−6.4mm and a 145mm spherical lens (CVI Melles Griot LPX-145.0-233.4-C) with
a focal length of 450mm, as shown in figure 4.7. The distance between the laser
head and the cylindrical lens was 50mm and the distance between the two lenses
was 300mm. The spherical lens was set as close to the tank as possible to locate
the waist of the laser sheet inside the FOV in order to illuminate this region
with a thin laser light sheet. A thin laser light sheet would allow an accurate
two-dimensional flow field to be obtained by minimising out-of-plane motions,
and also to maximise light intensity. The laser light sheet produced as such has a
height of approximately 190mm and a thickness of approximately 0.1mm in the
middle of the FOV.
The system employs double-frame/single-pulse recording, where the even frame
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of an image pair admits the first laser pulse and the odd frame admits the sec-
ond pulse. For the synchronisation of the laser and the camera, a digital in-
put/output (DIO) device manufactured by National Instruments, the NI9401
module mounted on the cDAQ-9172 chassis, was used to send digital waveform
signals to each of the hardware components. The DIO device was controlled by
the in-house program, FLuD PIV. In FLuD PIV, the waveform signal can be
designed for each of the hardware components, the camera and lasers 1 and 2, to
ensure that the laser 1 fires during the even frame exposure and the laser 2 fires
during the odd frame exposure. FLuD PIV was developed using National In-
struments LabView. When FLuD PIV is executed, it calls another application,
pilot-HT, a c++ program that controls the Basler camera connected to the
host computer with image acquisition and image saving on the host computer.
To reduce memory requirements, 8-bit gray-scale images were used. Image data
from the camera is firstly transported to the memory buffers created in the RAM
of the host computer. After the acquisition of a specified number of image pairs,
the images are saved in the indexed bitmap format on the hard disk of the host
computer. Further details are given in Bartos [2012].
In order to configure an accurate PIV system, one must consider the sources
of error [Prasad, 2000]. Bias error due to pixel-locking, and random error due
to noise in images, are largely dependent on the particle image size. Increasing
the particle image size reduces the bias error but increases the random error
due to noise. A compromise of 2 pixels per particle image was recommended by
Westerweel [1997]. Tracking error associated with the slip of a particle following
the flow may be assessed by considering the settling velocity:
u∗∞ =
g∗d∗2p
(
ρ∗p − ρ∗f
)
18µ∗f
, (4.4)
where d∗p is the diameter of the particle, ρ
∗
p the density of the particle, ρ
∗
f the
fluid density and µ∗f the dynamic viscosity of the fluid. For the study, the flow
velocity is in the order of 100mm/s, and the settling velocity is approximately
6 × 10−3mm/s and so is negligible compared to the flow velocity. Therefore the
tracking error is assumed to be small. Acceleration error associated with approx-
imating local Eulerian velocity from the Lagrangian displacement can be reduced
by reducing time difference of an image pair, i.e. the time difference between laser
pulses (∆t∗l ), however, this increases fractional random error, and so optimisation
for ∆t∗l is necessary. More importantly, ∆t
∗
l determines the maximum velocity
that can be measured, and ∆t∗l needs to be small enough with respect to the
smallest time scale of the flow. The selection procedure for ∆t∗l is described in
the following paragraph. With the settings described above, the dominant error is
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the bias error associated with a small particle image size. In order to achieve the
optimum particle image size of 2 pixels, f-number must be increased to 11, and
at this f-number, images are entirely black. Hence, we employed the f-number of
1.8, accepting the bias error.
The ‘one-quarter rule’ [Adrian, 1986] may be used to estimate ∆t∗l as:
∆t∗l ≤
0.25cId
∗
r
MU∗max
, (4.5)
where cI is the number of pixels over one side of the interrogation window (cI =
16 pixels, as discussed later), d∗r the size of one pixel (d
∗
r = 7.4µm), M the
magnification (M = 0.091) and U∗max the maximum flow velocity. The ‘one-
quarter rule’ ensures that a particle displacement is kept to be less than or equal
to a quarter of the interrogation window size. The numerical result obtained
for the mean, non-dimensional vertical velocity component, 〈v〉, along the plume
centreline (x = 0.0) for Re = 700, calculated over 30 non-dimensional time units,
is shown in figure 4.8, denoted by ‘Numerical’. The mean obtained over 50 non-
dimensional time units using numerical simulation was found to show a negligible
variation from that obtained over 30 non-dimensional time units. From figure 4.8,
the largest 〈v〉 over 1 non-dimensional height is approximated to be 0.3, which
corresponds to U∗max of approximately 4.3mm/s, and so the maximum allowable
∆t∗l is estimated using equation (4.5) as ∆t
∗
l . 75ms. To choose an appropriate
value for ∆t∗l , we therefore examined solution accuracies for ∆t
∗
l of 25ms, 50ms
and 75ms. The recording rate of image pair was 20Hz for ∆t∗l = 25ms and
10Hz for ∆t∗l = 50ms and 75ms. As discussed above, reducing ∆t
∗
l increases
the maximum measurable velocity and reduces acceleration error but increases
fractional random error. In figure 4.8, the results for 〈v〉 obtained using PIV
with ∆t∗l = 25ms, 50ms and 75ms for Re = 710 are also shown. The mean was
again obtained over 30 non-dimensional time units. It is shown that the PIV
results obtained with ∆t∗l = 25ms and 50ms are in close agreement, while that
with ∆t∗l = 75ms has a substantially lower velocity. This suggests that ∆t
∗
l of
50ms is small enough to capture the largest fluid velocity of the flow. In Section
4.4.2, results obtained with ∆t∗l = 50ms only are presented since comparison
of results for ∆t∗l = 25ms and 50ms showed small variations. A small decrease
in velocity shown near y = 0.68 (which corresponds to the top boundary of a
captured image) is considered to be due to particles with large velocities exiting
the captured region, and so correlations are lost for these particles. Further, the
PIV results obtained with ∆t∗l = 25ms and 50ms show a good agreement with
the result obtained with numerical simulation.
The processing of PIV images was performed using a freely available Matlab
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Figure 4.7: 2D2C-PIV setup.
toolbox, MatPIV 1.6.1 [Sveen, 2004]. For the transformation of pixel to world
coordinates, the calibration image of a checkerboard pattern with 5mm grid, as
shown in figure 4.9, was used. The ‘multin’ method [Sveen, 2004] was employed,
where iterations are carried out for each image pair with decreasing interrogation
window size, 64×64, 32×32 and 16×16. An image pair contains 79×59 vectors.
A series of filters were applied after each iteration to remove spurious vectors and
replace them with values interpolated from the neighbour. The signal-to-noise
ratio filter removes vectors with low signal-to-noise ratio. A threshold value of 1.2
was used, close to the recommended value in Keane and Adrian [1992]. Similarly,
a peak filter removes vectors whose correlation peaks are lower than 0.3. The
global filter was used to remove vectors which lie above or below 2.3 standard
deviations of the global mean. The local filter was also used to remove vectors
which lie above or below 1.5 standard deviation of the median of 8 neighbouring
vectors. A preliminary test showed that the global and local filters with the
suggested threshold values of 3 and 1.7 [Sveen, 2004] do not completely filter out
outliers, hence the conditions were tightened by reducing the threshold values to
2.3 and 1.5, respectively. This may be at least partly due to an error caused by
refractive index being affected by temperature variation.
4.4 Results and Discussions
4.4.1 Correlation between Puffing and Bulge Forming
In this section, the correlation between the formations of puffs and the lapping
flow bulges is investigated for plumes with Pr = 7.0 and Re = 400, 700 and 1000,
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Figure 4.8: Plot of the mean, non-dimensional vertical velocity component, 〈v〉,
along the plume centreline, obtained using PIV with ∆t∗l = 25ms, 50ms and 75ms
for Re = 710, and by numerical simulation for Re = 700.
Figure 4.9: Calibration image for the transformation of pixel to world coordinates
(5mm grid).
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using numerical simulations. The results provide further understanding on the
interactions of the near-field unsteady flow structures observed in Plourde et al.
[2008].
The temperature and vector fields on the z = 0.0 plane for the complete cycle
are shown for Re = 400, 700 and 1000 in figures 4.10, 4.11 and 4.12, respectively,
hence figures 4.10a and 4.10n, figures 4.11a and 4.11k, and figures 4.12a and 4.12j
each show a similar flow state. Similar to the near-field behaviour observed in
Plourde et al. [2008], the figures show that the bulge forms along the lapping
flow and that the bulge gradually grows towards the central ascending column
and eventually merges with and surrounds the central column, forming a pair of
vortical structures, the puff, along the centreline. It is further shown that the
near-field flow is quasi-periodic, with two distinct vortex pairs forming during a
single complete cycle. The primary vortex pair is shown in figures 4.10a–4.10c
and 4.10n for Re = 400, in figures 4.11a, 4.11b and 4.11i–4.11k for Re = 700, and
in figures 4.12b–4.12e for Re = 1000, while the secondary vortex pair is shown
in figures 4.10h and 4.10i for Re = 400, in figures 4.11c–4.11e for Re = 700,
and in figures 4.12d–4.12f for Re = 1000. The primary pair contains larger
vortical structures than those in the secondary pair. The difference between
the primary and secondary pairs is more clearly shown for Re = 700 and 1000
than for Re = 400. It seems that the formation of the primary vortex pair
and the associated entrainment of the surrounding fluid due to its large vortices
are affecting the growth of the bulges towards the central column and hence the
formation of the secondary vortex pair. Due to the substantial entrainment by the
primary large vortices previously formed, the bulges, which are later forming into
the secondary vortex pair, are seen to be strongly pushed towards the central
column and quickly merge with it. On the other hand, in the process of the
formation of the primary vortex pair, it is observed that the growth of the bulges
is less affected by the previously formed secondary vortex pair, and hence the
bulge vortices grow substantially before they merge with the central column,
resulting in the large vortex on either side of the central column. This is thought
to be due to the secondary vortex pair travelling faster than the primary pair,
affecting the velocity field near the source for a shorter duration, compared to
the case of the primary pair. It is seen in figure 4.12f that the secondary pair
impinges the primary pair. Further, the lower convection velocity of the primary
vortex pair than the secondary vortex pair may be associated with the augmented
entrainment of ambient fluid due to larger vortical structures.
In figures 4.13, 4.14 and 4.15, the time series of T at the locations along the
lapping flow, (x, y, z) = (−0.25, 0.05, 0.0), (−0.225, 0.05, 0.0), (−0.2, 0.05, 0.0),
(−0.175, 0.05, 0.0) and (−0.15, 0.05, 0.0), and along the plume centreline, (x, y, z) =
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(0.0, 0.1, 0.0) and (0.0, 0.2, 0.0), are plotted for Re = 400, 700 and 1000, respec-
tively. The figures all show the quasi-periodic signals, as observed from figures
4.10, 4.11 and 4.12, and in each figure the passage of high temperature fluid over
time is shown along the lapping flow and along the plume centreline. Further, a
single complete cycle for Re = 400 is found approximately during t ≈ 46.0−58.5,
for Re = 700 it is approximately during t ≈ 46.0− 56.0, and for Re = 1000 it is
approximately during t ≈ 46.0− 54.5. Hence, the non-dimensional frequency, St,
which is defined as St = f ∗L∗/U∗, with f ∗ the dimensional frequency, for a single
complete cycle is St ≈ 0.08 for Re = 400, St ≈ 0.1 for Re = 700 and St ≈ 0.118
for Re = 1000.
4.4.2 Experimental Validation
In this section, numerical and experimental results are compared to validate the
numerical simulation. As mentioned in Section 4.3.1, the experimental results
were obtained with T ∗s − T ∗∞ = 2.0K, which corresponds to Re = 710, and are
compared to the numerical results obtained with Re = 700 and Pr = 7.0.
The numerical results for the transient flow behaviour of the Re = 700 plume
were shown previously in figure 4.11 at one non-dimensional time unit intervals,
which clearly illustrated the formations of bulges along the lapping flow and
resulting puffs along the straight, vertical ascending column. It is shown that two
puffs are formed over 10 non-dimensional time units, hence the non-dimensional
puffing frequency is St ≈ 0.2.
Figure 4.16 contains shadowgraphs of the near-field flow, obtained over t =
t0 ∼ t0 + 5.95, at 0.85 non-dimensional time intervals (which corresponds to a
dimensional time interval of 3 seconds). The bulge and puff structures are also
observed in the shadowgraphs, as marked. These structures are more easily recog-
nised by examination of the flow animations. Further, the plume stem is shown
to be approximately straight with no large sideway swaying motion, consistent
with the numerical results.
Figure 4.17 contains results for the velocity fields of the near-field flow, ob-
tained using PIV, over t = t0 ∼ t0+7.65, at 0.85 non-dimensional time intervals,
where velocity vectors are shown by arrows and contours show velocity magni-
tudes. At t = t0, bulge structures are observed at the locations marked A. At
t = t0+0.85, these structures are found closer to the plume stem, and they merge
with the plume stem over t = t0 + 1.7 to t = t0 + 2.55. As the bulge structures
merge with the plume stem, the convection velocity increases, as shown in figures
4.17b–4.17d. A similar increase in the convection velocity is also observed in
the numerical simulation shown in figure 4.11, from figure 4.11c to figure 4.11e
108
(a) t = 46.0 (b) t = 47.0 (c) t = 48.0
(d) t = 49.0 (e) t = 50.0 (f) t = 51.0
(g) t = 52.0 (h) t = 53.0 (i) t = 54.0
(j) t = 55.0 (k) t = 56.0 (l) t = 57.0
(m) t = 58.0 (n) t = 58.5
Figure 4.10: Temperature and vector fields over t = 46.0 ∼ 58.5 for the plume
flow with Re = 400.
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(a) t = 46.0 (b) t = 47.0 (c) t = 48.0
(d) t = 49.0 (e) t = 50.0 (f) t = 51.0
(g) t = 52.0 (h) t = 53.0 (i) t = 54.0
(j) t = 55.0 (k) t = 56.0
Figure 4.11: Temperature and vector fields over t = 46.0 ∼ 56.0 for the plume
flow with Re = 700. The crosses shown in (a) indicate the monitor locations used
for the results in figure 4.19.
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(a) t = 46.0 (b) t = 47.0 (c) t = 48.0
(d) t = 49.0 (e) t = 50.0 (f) t = 51.0
(g) t = 52.0 (h) t = 53.0 (i) t = 54.0
(j) t = 54.5
Figure 4.12: Temperature and vector fields over t = 46.0 ∼ 54.5 for the plume
flow with Re = 1000.
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Figure 4.13: Time series of T at the different locations for the plume flow with
Re = 400.
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Figure 4.14: Time series of T at the different locations for the plume flow with
Re = 700.
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Figure 4.15: Time series of T at the different locations for the plume flow with
Re = 1000.
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and from figure 4.11h to figure 4.11k. At t = t0 + 2.55 in figure 4.17d, newly-
formed bulge structures are found at the locations marked B. Over t = t0 + 3.4
to t = t0 + 4.25 the newly-formed bulges approach the plume stem, and over
t = t0 + 5.1 to t = t0 + 5.95 they merge with the plume stem. There is again
an increase in the convection velocity over this time. At t = t0 + 5.95, new
bulge structures at the locations marked C are found, and over t = t0 + 6.8 to
t = t0+7.65 these bulge structures approach the plume stem, as observed for the
former structures A and B. The increase in the convection velocity is considered
to be associated with the formation and convection of a puff, and it is seen to oc-
cur approximately at the interval of 3.4 non-dimensional time units (figures 4.17d
and 4.17h show similar velocity fields). Therefore, the non-dimensional puffing
frequency is estimated to be St ≈ 0.29.
Figures 4.18a and 4.18b show the mean field of non-dimensional vertical ve-
locity component, 〈v〉, obtained by numerical simulation and experimental PIV,
respectively. The results show good agreement in both the flow profiles and the
velocity magnitudes.
Figure 4.19 shows numerical results for the temporal spectra of T at (x, y, z) =
(0.0, 0.1, 0.0) and (0.0, 0.2, 0.0), obtained over 50 non-dimensional time units.
The spectra are plotted against non-dimensional frequency, St. The dominant
frequency is found approximately at St = 0.2, which agrees with the puffing
frequency estimated from figure 4.11. Additionally, a sub-harmonic is found at
St = 0.1. Figure 4.20 shows the temporal spectra of the gray value of a sin-
gle pixel, taken from the shadowgraphs, obtained over 34 non-dimensional time
units at non-dimensional heights of y = 0.1 and 0.2 along the plume centreline
(x = 0.0), plotted against St. The dominant frequency is found approximately
at St = 0.25 at y = 0.1 and St = 0.23 at y = 0.2. Figure 4.21 shows the
temporal spectra of vertical velocity component, v∗, obtained using PIV over 30
non-dimensional time units at non-dimensional heights of y = 0.1 and 0.2 along
the plume centreline (x = 0.0), plotted against St. The dominant frequency is
found approximately at St = 0.25, which is in reasonable agreement with the
puffing frequency estimated from figure 4.17. Further, the dominant frequency
obtained using PIV for the velocity fluctuation closely agrees with that obtained
from the shadowgraph results. This implies close agreement of the oscillation
frequencies of velocity and temperature. The slightly higher frequencies found
in the experimental results, compared to the numerical results, are considered
to be due to the variation of properties with temperature, since with increasing
temperature β∗ increases and ν∗ reduces, which leads to an increase in local Re,
while constant fluid properties are assumed in the numerical simulations.
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(a) t = t0 (b) t = t0 + 0.85
(c) t = t0 + 1.7 (d) t = t0 + 2.55
(e) t = t0 + 3.4 (f) t = t0 + 4.25
(g) t = t0 + 5.1 (h) t = t0 + 5.95
Figure 4.16: Shadowgraphs of the near-field plume over t = t0 ∼ t0 + 5.95. The
white lines show the edges of the plume source. The height of the plume images
is approximately y = 0.85 (non-dimensional). The crosses shown in (d) indicate
the monitor locations used for the results in figure 4.20.
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(a) t = t0 (b) t = t0 + 0.85
(c) t = t0 + 1.7 (d) t = t0 + 2.55
(e) t = t0 + 3.4 (f) t = t0 + 4.25
(g) t = t0 + 5.1 (h) t = t0 + 5.95
(i) t = t0 + 6.8 (j) t = t0 + 7.65
Figure 4.17: PIV results for the velocity fields of the near-field plume over t =
t0 ∼ t0 + 7.65, where velocity vectors are shown by arrows and contours show
velocity magnitudes. The crosses shown in (g) indicate the monitor locations
used for the results in figure 4.21.
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(a) Numerical (b) PIV
Figure 4.18: Numerical (a) and PIV (b) results for the mean field of the non-
dimensional vertical velocity component, 〈v〉.
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Figure 4.19: Numerical results for the temporal spectra of T at locations along
the plume centreline, (x, y, z) = (0.0, 0.1, 0.0) and (x, y, z) = (0.0, 0.2, 0.0), plot-
ted over non-dimensional frequency, St. The monitor locations are indicated by
crosses in figure 4.11a.
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Figure 4.20: Shadowgraphy results for the temporal spectra of the gray value
of a single pixel, at locations along the plume centreline, (x, y) = (0.0, 0.1) and
(x, y) = (0.0, 0.2), plotted over non-dimensional frequency, St. The monitor
locations are indicated by crosses in figure 4.16d.
Figure 4.21: PIV results for the temporal spectra of vertical velocity com-
ponent, v∗, at locations along the plume centreline, (x, y) = (0.0, 0.1) and
(x, y) = (0.0, 0.2), plotted over non-dimensional frequency, St. The monitor
locations are indicated by crosses in figure 4.17g.
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4.4.3 Dependence of Bulge Forming on Re and Fr
In this section, the dependencies of the bulge formation on Re and Fr are in-
vestigated for the plume and channel flows with Pr of 7.0 and Re in the range
200 ≤ Re ≤ 1000. The Froude number, Fr, is calculated to study the effects of the
lapping flow velocity. Further, the scaling relation for the thickness of the lapping
flow thermal boundary layer is obtained. The Fr calculated using equation (4.2)
is shown in tables 4.1 and 4.2 for the plume and channel flows, respectively.
The instantaneous temperature fields are shown for cases with and without
the bulge formation for the plume and channel flows in figures 4.22 and 4.23,
respectively. It is observed in both flows that the thermal boundary layer is
thinner for the higher Re, therefore it is considered that at a higher Re the
Rayleigh-Taylor fluid layer is more sensitive to a small perturbation and hence is
more likely to form the instability bulges.
In order to obtain a scaling relation for the mean thickness of the lapping flow
thermal boundary layer, the transport equation for temperature is considered.
For the mean lapping flow, adjacent to the bottom heated section, the horizon-
tal advection term dominates, and the vertical and spanwise advection terms
are considered to be small. Further, the vertical diffusion term dominates, and
the horizontal and spanwise diffusion terms are considered to be small. Hence,
equation (2.2) reduces to:
∂〈uT 〉
∂x
≈ 1
RePr
∂2〈T 〉
∂2y
. (4.6)
Further,
〈u〉〈T 〉
x
∼ 1
RePr
〈T 〉
y2
. (4.7)
Therefore, at a fixed horizontal location, the thickness of the thermal boundary
layer scales as:
δT ∼ 1〈uadv〉1/2Re1/2 Pr1/2
, (4.8)
where 〈uadv〉 is the mean horizontal advection velocity, which may be assumed
to be the average horizontal velocity in the lapping flow thermal boundary layer,
that is Fr =
∫ δT
0
〈u〉dy/δT , hence:
δT ∼ 1
Re1/2 Pr1/2 Fr1/2
. (4.9)
This is consistent with the correlation given in Fujii [1963], i.e. δT ∼ 1/Pr1/2, and
also with figures 4.22 and 4.23 both showing a reduction in δT with an increase
in Re. From equation (4.9), for a fixed Pr, δT ∼ 1/
(
Re1/2 Fr1/2
)
. The average
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of 〈T 〉 at x = ±0.4 is plotted over the normalised height, yRe1/2 Fr1/2, for the
plume flow with different Re in figure 4.24, and 〈T 〉 at x = 3.1 for the channel
flow with different Re and uin in figure 4.25. It is shown that 〈T 〉 falls onto a
single curve in both cases, which validates the scaling relation obtained above.
Figure 4.26 contains a mapping of bulge formation against Re and Fr for the
results shown in tables 4.1 and 4.2. The formations of the bulges for both the
plume and channel flows, and the puffs for the plume flow, have been examined
by studying the flow animations for each case. For the channel flow, the bulge
formation is shown to depend on Re and Fr. For the plume flow, the formation
of puffs along the plume centreline has been observed to be associated with the
formation of bulges in the lapping flow, and the formation of bulges and puffs is
shown to depend on Re. For the channel flow, the critical Re lies in the range
400 < Re < 500 and the critical Fr lies in the range 0.045 < Fr < 0.05, with
the bulge observed above the critical Re and below the critical Fr. Further, it
has been observed that at Re ≥ 500, the bulge forms for low enough Fr, while
with increasing Fr (by increasing uin) the bulge formation reduces and the flow
eventually becomes steady. For the plume flow, the critical Re lies in the range
300 < Re < 400, with the bulge and puff observed above the critical Re. The
results obtained for the plume and channel flows shown in figure 4.26 are approx-
imately consistent, indicating that the use of the channel flow model to study the
lapping flow instability in the vicinity of the plume source is appropriate. The
results above clearly show that the bulge formation along the lapping flow is de-
pendent on both Re and Fr. It is further considered that one mechanism causing
the Re dependence of the bulge formation is the Re dependence of the thermal
boundary layer thickness, as shown by equation (4.9) and the results in figures
4.24 and 4.25. In the cases considered in this section where Pr is constant and
the Fr variation is much smaller, compared to the Re variation, the Re variation
is the dominant factor determining δT .
In order to examine the correlation between the location of the bulge formation
and Fr, it is considered to be reasonable to use the location of the peak in the
horizontal distribution of the mean buoyancy fluctuation, 〈v′T ′〉, in the thermal
boundary layer as a measure of the mean location of the bulge formation. Hence,
for the cases where the bulge was found to form, the horizontal location of the
peak in 〈v′T ′〉 at yRe1/2 Fr1/2 = 0.2, measured from the beginning of the heated
section, is plotted against Fr in figure 4.27. Again, 〈v′T ′〉 has been averaged in
the z direction for both the plume and channel flows, and for the plume flow the
〈v′T ′〉 profiles on either side of the line of symmetry, x = 0.0, have been averaged
to obtain a single peak location for each case. As can be seen, the location of the
peak in 〈v′T ′〉 has a positive correlation with Fr, demonstrating that the bulge
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forms further downstream with increasing Fr. From this, it may be assumed that
an increase in Fr reduces the spatial growth rate of the Rayleigh-Taylor instability,
hence shifting the location of the bulge formation further downstream.
(a) Re = 300 (b) Re = 1000
Figure 4.22: Temperature fields for the plume flow.
(a) Re = 400, Fr = 0.05508 (b) Re = 1000, Fr = 0.04523
Figure 4.23: Temperature fields for the channel flow.
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Figure 4.24: Mean temperature, 〈T 〉, at x = ±0.4 over normalised height for the
plume flow with various Re.
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Figure 4.25: Mean temperature, 〈T 〉, at x = 3.1 over normalised height for the
channel flow with a heated floor section with various Re and uin.
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Figure 4.26: Mapping for the formations of the bulges in the lapping flow for
both the plume and channel flows, and the puffs for the plume flow.
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Figure 4.27: The correlation between the location of the bulge formation and Fr.
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Table 4.1: Fr calculated for the plume flow with various Re.
Re Fr
200 0.04673
300 0.04077
400 0.03982
500 0.03956
600 0.03907
700 0.03796
800 0.03790
900 0.03750
1000 0.03714
4.4.4 Dependence of Oscillation Frequencies on Re and Fr
For the cases where the bulge was found to form, the oscillation frequencies were
determined by obtaining the temperature, T , as a function of time at particular
locations and then performing a discrete Fourier transform on the signal. For
the plume flow, T was obtained over 50 non-dimensional time units after the ini-
tial integration to t = 100 at the locations along the lapping flow, (x, y, z) =
(−0.25, 0.05, 0.0), (−0.225, 0.05, 0.0), (−0.2, 0.05, 0.0), (−0.175, 0.05, 0.0) and
(−0.15, 0.05, 0.0), and along the plume centreline, (x, y, z) = (0.0, 0.1, 0.0) and
(0.0, 0.2, 0.0). For the channel flow, T was obtained over 50 non-dimensional
time units after the initial integration to t = 50 at the location in the lapping
flow, (x, y, z) = (3.25, 0.05, 0.0). The temporal spectra obtained at the different
locations are plotted against the non-dimensional frequency, St, in figures 4.28–
4.30 for the plume flows with Re = 400, 700 and 1000, while for the channel
flow the temporal spectra obtained at the single location in the lapping flow are
plotted over St in figures 4.31 and 4.32 for Re = 500− 1000 with different Fr.
From the results in figures 4.28–4.30, it is found that the dominant frequencies
at the different locations in the lapping flow are in excellent agreement for each
Re and that the dominant frequency in the lapping flow, and its super- and
sub-harmonics, also dominate the oscillations at the locations along the plume
centreline, which suggests the existence of a convective-type instability of the
near-field plume flow. Further, the lowest harmonic of the oscillation matches
the frequency estimated for each Re in Section 4.4.1 as expected.
It is also observed for each Re that in the lapping flow, the spectral amplitude
at the dominant frequency varies with the horizontal location. This is considered
to be associated with the bulge forming location since the spectral amplitude at
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Table 4.2: Fr calculated for the channel flow with various Re and uin
Re uin Fr
200 0.02 0.04446
200 0.05 0.04524
200 0.1 0.06068
300 0.02 0.04319
300 0.05 0.04375
300 0.1 0.05038
300 0.12 0.05396
300 0.15 0.05938
400 0.05 0.04400
400 0.1 0.04703
400 0.15 0.05508
500 0.05 0.04214
500 0.1 0.04484
500 0.15 0.05215
500 0.2 0.06019
600 0.05 0.04082
600 0.1 0.04328
600 0.15 0.04985
600 0.2 0.05816
750 0.05 0.03933
750 0.1 0.04160
750 0.12 0.04384
750 0.15 0.04774
750 0.17 0.05049
750 0.2 0.05553
900 0.05 0.03833
900 0.1 0.04033
900 0.15 0.04619
900 0.2 0.05300
1000 0.05 0.03785
1000 0.1 0.03999
1000 0.15 0.04523
1000 0.17 0.04763
1000 0.2 0.05247
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the dominant frequency is found to be larger, approximately at locations closer to
the bulge forming location, plotted in figure 4.27. At Re = 400, the location of the
bulge formation read from the figure is x = −0.145, and the spectral amplitude
at the dominant frequency at x = −0.15 (figure 4.28e) is larger than those at
the other locations in the lapping flow. At Re = 700, the location of the bulge
formation is x = −0.175, and the spectral amplitudes at the dominant frequency
at both x = −0.2 and −0.175 (figures 4.29c and 4.29d) are approximately equal
and are larger than those at the other locations in the lapping flow. At Re = 1000,
the location of the bulge formation is x = −0.235, and the spectral amplitudes
at the dominant frequency at both x = −0.25 and −0.225 (figures 4.30a and
4.30b) are approximately equal and are larger than those at the other locations
in the lapping flow. Further, the results in figures 4.28–4.30 show that with
moving from upstream and downstream, the proportional contributions of higher
frequency motions increase, with the spectra distributed over a wider range of
frequencies. Comparing the results for different Re, it is seen that the largest
spectral amplitude in the lapping flow is seen to increase with increasing Re.
Consistent results have been obtained for Re = 500, 600, 800 and 900.
From the results in figures 4.31 and 4.32 for the channel flow, the dominant fre-
quency in the lapping flow is found for different Re and Fr. At a constant Re, with
increasing Fr the dominant frequency is shown to increase. Also with increasing
Fr at a constant Re, there are shown to be a transition from a quasi-periodic to al-
most periodic mode, and a reduction in the amplitude at the dominant frequency
in most cases. This is consistent with the assumption made previously that an
increase in Fr reduces the spatial growth rate of the Rayleigh-Taylor instability.
Also, the increase in the largest spectral amplitude in the lapping flow with in-
creasing Re, observed for the plume flow, is considered to be at least partly due
to the reduction in Fr with increasing Re, as shown in table 4.1. As shown above,
both the plume and channel flow results exhibit a typical, laminar-to-turbulent
transitional behaviour, where the dominant frequencies are doubled/halved to
form super- and sub-harmonics, with moving from upstream to downstream in
the plume results, and with reducing Fr in the channel flow results.
For the plume flow, from the results in figures 4.28–4.30 the dominant fre-
quency in the lapping flow is seen to vary with Re, and for the channel flow the
results in figures 4.31 and 4.32 show that the dominant frequency varies with
both Re and Fr. Hence, in figure 4.33, the dominant frequency, Std, normalised
by Re1/2, is plotted against Fr, shown in tables 4.1 and 4.2, for both the plume
and channel flows. It is found that for all the plume flows and for the chan-
nel flows with Fr . 0.042, Std /Re
1/2 approximately follows the relationship,
Std /Re
1/2 = 0.3044 Fr−0.00396, while for the channel flows with Fr & 0.043,
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Std /Re
1/2 approximately follows Std /Re
1/2 = 0.4285 Fr−0.00970. This transi-
tion in the Fr dependence of the dominant oscillation frequency, with increasing
Fr above Fr ≈ 0.043, may be associated with the transition from a quasi-periodic
to periodic mode, although a clear mechanism is not known yet.
Figure 4.28: Temporal spectra of T at different locations for the plume flow with
Re = 400; abscissa shows the amplitude and ordinate shows the St.
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Figure 4.29: Temporal spectra of T at different locations for the plume flow with
Re = 700; abscissa shows the amplitude and ordinate shows the St.
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Figure 4.30: Temporal spectra of T at different locations for the plume flow with
Re = 1000; abscissa shows the amplitude and ordinate shows the St.
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Figure 4.31: Temporal spectra of T at (x, y, z) = (3.25, 0.05, 0.0) for the channel
flow with Re = 500 − 750 and different Fr; abscissa shows the amplitude and
ordinate shows the St.
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Figure 4.32: Temporal spectra of T at (x, y, z) = (3.25, 0.05, 0.0) for the channel
flow with Re = 900 − 1000 and different Fr; abscissa shows the amplitude and
ordinate shows the St.
4.4.5 Pr Dependent Near-Field Transitional Behaviour
As shown in Plourde et al. [2008] and in Sections 4.4.1 and 4.4.2, the unsteady
behaviour in the near-field of a finite width thermal source, characterised by
the formation of puffs, is associated with the lapping flow instability along the
Rayleigh-Taylor fluid layer, which leads to the formation of bulges. In Sections
4.4.1 and 4.4.2, for the Pr = 7.0 flows, the bulge and puff formations were shown
to be approximately symmetric about the plume centreline. In this section, for the
Pr = 0.7 flows, additionally the occurrence of the asymmetric, stem instability,
characterised by sideway swaying motion of the central column, has been observed
after the initial, symmetric oscillatory state of the flow.
Figures 4.34a–4.34c, 4.34d–4.34f and 4.34g–4.34i show sequences of fully de-
veloped temperature fields, at times shown, for the unsteady Pr = 7.0 flows with
Ra = 6 × 105 (Re = 300), 1 × 106 (Re = 400) and 7 × 106 (Re = 1000), respec-
tively. The flows are symmetric about the plume centreline and bulge forming is
clearly seen at higher Ra.
Figures 4.35a–4.35f and 4.35g–4.35l show sequences of temperature fields dur-
ing the initial symmetric oscillatory state and after the onset of the asymmetric
mode, with times shown, for the unsteady Pr = 0.7 flows with Ra = 6 × 105
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Figure 4.33: The dominant Std in the lapping flow, normalised by Re
1/2, plotted
against Fr for both the plume and channel flows.
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(Re = 900) and 1 × 106 (Re = 1300), respectively. For both Ra, the flow be-
haviours during the initial symmetric oscillatory state shown in figures 4.35a–
4.35c and 4.35g–4.35i are similar to those of the same Ra flows at the higher Pr
shown in figures 4.34a–4.34c and 4.34d–4.34f. Further, the critical Ra for bulge
and puff formations was found to be approximately equal for both Pr and is
Racr,bulge ≈ 1× 106. In the Pr = 0.7 flows, the initial symmetric oscillatory mode
decays over time and transitions to the asymmetric mode, which amplifies. Af-
ter the transition, the flow behaviours are characterised by the sideway swaying
motion as shown in figures 4.35d–4.35f and 4.35j–4.35l.
In figure 4.36, time series of u and v at locations in the lapping flows, sym-
metric about the centreline, (x, y, z) = (±0.25, 0.05, 0.0), and at a location in the
stem, (x, y, z) = (0.0, 0.2, 0.0), for Ra = 6×105 with both Pr are plotted. Figures
4.36a and 4.36b show the results for Pr = 0.7, and figures 4.36c and 4.36d show
the results for Pr = 7.0. In figure 4.36a, |u| and v in the lapping flows on both
sides of the plume centreline are in phase until t ≈ 90 and there is a transition to
the asymmetric mode, after which |u| and v on both sides become out of phase.
In figure 4.36b, the oscillation amplitude of v decays to almost zero near t ≈ 90,
while that of u, which is initially zero, amplifies after t ≈ 90. Therefore, it is
assumed that the lapping flow instability and the stem instability are correlated.
In the unsteady Pr = 0.7 flows, similar transitions were observed at Ra in the
range 3.4×105 ≤ Ra ≤ 7×105 (700 ≤ Re ≤ 1000). At Ra = 1×106 (Re = 1300),
however, after the transition from a periodic, symmetric oscillation to asymmetric
mode, oscillations were found to be multi modal, and the oscillation amplitudes
of both u and v in the stem were equally substantial. For Pr = 7.0, in figure
4.36c, |u| and v in the lapping flows on both sides of the plume centreline remain
in phase all the time, and in figure 4.36d the oscillation amplitude of v varies
only slightly over time after t & 40 and is approximately constant for t ≥ 100,
and that of u remains zero all the time. From the results above, the following
hypotheses may be established:
• Oscillations starting in the lapping flows are symmetric while the stem in-
stability is asymmetric, which is characterised by a sideway swaying motion
as observed in experiments by Pera and Gebhart [1971].
• In the lower Pr flows, the lapping flow instability, initiated by the Rayleigh-
Taylor instability, sets up more quickly than the stem instability, which is
believed to be caused by the Kelvin-Helmholtz instability near the stem
boundary. Thus, there is a transition from a symmetric to asymmetric
mode.
• At a constant Ra, the lower Pr flow is more sensitive to the Kelvin-Helmholtz
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instability near the stem boundary. This is considered to be at least partly
due to larger Gr for the lower Pr as Ra = Re2 Pr. (Gr is a key parameter
for the stem instability from Pera and Gebhart [1971].) Further, even at
a constant Re, the lower Pr flow is considered to have higher shear at the
stem boundary as thermal diffusion is inversely proportional to Pr. This
is believed to be the reason for that the sideway swaying motion was not
observed for the higher Pr flows in the range of Ra considered.
• In the lower Pr flows, the out-of-phase oscillations in the lapping flows on
both sides of the plume centreline may be caused by the feedback from the
sideway swaying motion of the stem.
The mapping of near-field transitional behaviours at fully developed flow state
is shown in figure 4.37. As discussed previously, the critical Ra for bulge and
puff formations is independent of Pr and is Racr,bulge ≈ 1 × 106. The stability
limit, the critical Ra for the transition from steady to unsteady flow regime, is
however shown to be lower for the lower Pr, and Racr,st ≈ 3.4× 105 for Pr = 0.7
and Racr,st ≈ 6 × 105 for Pr = 7.0. This variation is considered to be due to
the different mechanisms causing the flow unsteadiness. It is believed that in
the Pr = 7.0 flows the lapping flow instability, caused by the Rayleigh-Taylor
mechanism, is convected downstream and causes the oscillation of v in the stem.
In the Pr = 0.7 flows, the sideway swaying of the stem is believed to be caused
by the Kelvin-Helmholtz instability, and this is believed to affect the oscillations
in the lapping flows through a feedback mechanism.
4.4.6 Direct Stability Analysis
To further investigate the symmetric and asymmetric oscillatory behaviours ob-
served for the different Pr flows in Section 4.4.5, direct stability analysis has been
conducted. This technique was successfully used to study the stability character-
istics of natural convection flows in a cavity [Armfield and Janssen, 1996] and in
a shallow wedge [Lei and Patterson, 2003].
In Section 4.4.6.1, the details of the cases studied and preliminary tests con-
ducted are discussed. In Section 4.4.6.2, the stability characteristics of the plume
stem with Re ≤ 200 and Pr = 0.7 and 7.0 are obtained by analysing the flow
response to the two different forms of perturbation, transverse and longitudi-
nal waves, and are compared to the neutral stability curves obtained by Pera and
Gebhart [1971]. In Section 4.4.6.3, the stability characteristics of the lapping flow
with Ra ≤ 2.8 × 105 and Pr = 0.7 and 7.0 in response to symmetric and asym-
metric disturbances are obtained and compared. In Section 4.4.6.4, correlations
between oscillations in the plume stem and lapping flow are investigated.
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(a) Ra = 6× 105, t = 56 (b) Ra = 6× 105, t = 58 (c) Ra = 6× 105, t = 60
(d) Ra = 1× 106, t = 56 (e) Ra = 1× 106, t = 58 (f) Ra = 1× 106, t = 60
(g) Ra = 7× 106, t = 60 (h) Ra = 7× 106, t = 62 (i) Ra = 7× 106, t = 64
Figure 4.34: Fully developed temperature fields for the Pr = 7.0 flows with
Ra = 6× 105, 1× 106 and 7× 106.
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(a) Ra = 6× 105, t = 50 (b) Ra = 6× 105, t = 52 (c) Ra = 6× 105, t = 54
(d) Ra = 6× 105, t = 170 (e) Ra = 6× 105, t = 172 (f) Ra = 6× 105, t = 174
(g) Ra = 1× 106, t = 38 (h) Ra = 1× 106, t = 40 (i) Ra = 1× 106, t = 42
(j) Ra = 1× 106, t = 70 (k) Ra = 1× 106, t = 72 (l) Ra = 1× 106, t = 74
Figure 4.35: Temperature fields for the Pr = 0.7 flows with Ra = 6 × 105 and
1 × 106 during the initial symmetric oscillatory state ((a)–(c) and (g)–(i)) and
after the onset of the asymmetric mode ((d)–(f) and (j)–(l)).
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Figure 4.36: Time series of u and v at (x, y, z) = (±0.25, 0.05, 0.0) and (x, y, z) = (0.0, 0.2, 0.0) for the Ra = 6× 105 flows with Pr = 0.7
(a)(b) and 7.0 (c)(d).
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Figure 4.37: Mapping of near-field transitional behaviours against Pr and Ra.
4.4.6.1 Preliminary Tests
Direct stability analysis was conducted by introducing a small, single-mode arti-
ficial disturbance in a small region (δx× δy ∼ 0.01×0.01) of steady base flows at
a location in the plume stem, (x, y) = (0.0, 0.015), or at a location upstream of
the lapping flows on both sides, (x, y) = (±0.505, 0.02), for all z. Figure 4.38 con-
tains a schematic showing the location(s) of disturbance for each case. The small
disturbance was introduced to velocity fields in the form, ui = ui + Asin (2pift),
where A is the amplitude (= 0.0125) and f the frequency. To study the response
of the flow to perturbations introduced in the stem in the forms of transverse
and longitudinal waves separately, the cases with i = 1 (transverse) and i = 2
(longitudinal) were tested. A perturbation in the form of transverse wave (i = 2)
was introduced in the upstream of the lapping flows. In this case, however it was
found that the resulting oscillations in the lapping flow have both the transverse
and longitudinal modes. Further, for the lapping flow perturbation, symmetric
and asymmetric cases were considered. In the symmetric case, disturbances in-
troduced at the locations, (x, y) = (±0.505, 0.02), were in phase, while in the
asymmetric case disturbances introduced at these locations were out of phase,
i.e. v = v + Asin (2pift) at (x, y) = (0.505, 0.02) and v = v + Asin (2pift− pi)
at (x, y) = (−0.505, 0.02). The stem instability was studied using the steady
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Figure 4.38: The location(s) of disturbance for the stem perturbation (S) and for
the lapping flow perturbation (L).
base flows with Re ≤ 200 while the lapping flow instability was studied using the
steady base flows with Ra ≤ 2.8×105. The domain size with an increased height,
X × Y × Z = 4.0L∗ × 3.0L∗ × 0.2L∗, was discretised using the 338 × 300 × 10
mesh, with ∆x×∆y ×∆z = 0.01× 0.01× 0.02 in the uniform grid region.
Prior to the selection of the amplitude of disturbance and the grid resolution,
preliminary tests were carried out to examine the dependence of responses to the
disturbance on the amplitude and the grid resolution. At each monitor location,
the amplitude of the response was obtained by taking a discrete Fourier trans-
form of time series of a given variable at that location. Figure 4.39a shows the
amplitude of response of u to the stem perturbation in the form of a transverse
wave with different amplitudes and a fixed frequency of f = 0.1 in the steady
base flow with Re = 200 and Pr = 7.0, calculated using the 338× 300× 10 grid,
plotted over height (y). A was increased from 0.00625 to 0.1 by a factor of 2 at
each step. Figure 4.39b shows the ratios of the amplitudes plotted in figure 4.39a.
It is observed from figure 4.39a that the critical height for the onset of instability
is approximately constant (≈ 0.2) over the range of A. In the exponential-growth
region, the amplitude of response is shown to increase exponentially, which is rep-
resented by Ares ∼ exp(cy), where c is the growth rate. There was found to be a
variation in c of 3 percent from A = 0.00625 to 0.025, 7 percent from A = 0.025
to 0.05 and 17 percent from A = 0.05 to 0.1. The increase in the variation in c
with increasing A is also illustrated in figure 4.39b; the linear relation between
the response and A no longer holds at large A. Tests were also carried out for
the stem flow with Re = 200 and Pr = 0.7 with the addition of a perturbation
in the form of a transverse wave with f = 0.1, and it was found that there is a
variation in c of 5 percent from A = 0.0125 to 0.025 and that the critical height
is again independent of A for this range of A. Similar tests were conducted for
the Ra = 2.8× 105 lapping flows with Pr = 0.7 and 7.0 with the addition of the
lapping flow perturbation (symmetric) with f = 0.1 and the different amplitudes,
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A = 0.0125 and 0.025, and it was shown that the dependence of the perturbation
growth of both u and v over the lapping flow on the amplitude is sufficiently
small for both Pr with the variation being less than 3 percent in all the cases.
From the above results, it is shown that A of less than 0.025 does not affect the
stability properties, and hence A = 0.0125 was used throughout.
Figures 4.40a and 4.40b show the amplitude of response of u to the stem
perturbation with A of 0.0125 and f of 0.1, obtained on the 338× 300× 10 and
410×375×10 grids, for Re = 200 and Pr = 7.0 and 0.7, respectively. The critical
height was found to be approximately constant for both grid resolutions. The
variation in the growth rate (c) due to different grid resolutions was also found
to be within a few percent for both Pr.
The grid dependence of the perturbation growth rate in the lapping flow was
also investigated for the Ra = 2.8× 105 base flows with Pr = 0.7 and 7.0. Along
the lapping flow, there is no apparent, definitive vertical location appropriate for
monitoring the perturbation growth, as for the heated vertical plate [Aberra et al.,
2012]. Aberra et al. [2012] used the normalisation by boundary layer thickness,
while we obtained time series of each variable averaged over thermal boundary
layer, i.e.
∫ δT
0
φdy/δT , with φ is a given variable and δT the thermal boundary
layer thickness, at the range of horizontal locations. Figure 4.41 contains the
results for the responses of u and v to a symmetric disturbance with A of 0.0125
and f of 0.1, obtained on the 338 × 300 × 10 and 410× 375 × 10 grids, plotted
over x in the range, 0.25 ≤ x ≤ 0.45. It is noted that the flow direction in
this region is towards negative x, thus the most downstream monitor location is
x = 0.25. It is shown that the grid dependence of the growth rate is sufficiently
small for x ≤ 0.4 in all the cases shown. Before this region, the flow is considered
to be undergoing the receptivity process. Consistent results were obtained with
asymmetric disturbance (not shown here for brevity). From the results above,
it is concluded that the stability properties in both the plume stem and lapping
flow can be accurately predicted using the 338× 300× 10 grid, and so the direct
stability analysis was conducted on this grid for all the base flows considered.
4.4.6.2 Stability Characteristics of the Plume Stem
In this section, the stability characteristics of the plume stem are obtained for
Pr = 0.7 and 7.0 and Re = 100 and 200, and are compared to the literature
[Pera and Gebhart, 1971]. Single-mode perturbations with frequency in the range
0.05 ≤ f ≤ 0.4 were applied at a location in the plume stem, (x, y) = (0.0, 0.015).
Amplitude of the response to perturbation was obtained at a series of centreline
locations, and the growth rate (c) was obtained in the exponential-growth region,
using the same procedures discussed in Section 4.4.6.1. It is noted that c is a
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Figure 4.39: Amplitude of the response of u to the stem perturbation with f = 0.1
and different A for Pr = 7.0 and Re = 200 on the 338× 300× 10 grid.
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Figure 4.40: Amplitude of the response of u to the stem perturbation with f = 0.1
and A = 0.0125 for Re = 200 and Pr = 7.0 (a) and Pr = 0.7 (b) on different
grids.
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Figure 4.41: Amplitude of the responses of u and v to the lapping flow perturba-
tion (symmetric) with f = 0.1 and A = 0.0125 for Ra = 2.8× 105 and Pr = 7.0
(a) and Pr = 0.7 (b) on different grids.
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negative value in the stable regime and is close to zero in the neutrally-stable
regime. The growth rate of the response of u to perturbation in the form of
transverse wave is denoted by cu, and that of v in response to perturbation in
the form of longitudinal wave is denoted by cv. The oscillation amplitudes of v
in response to transverse perturbations and those of u in response to longitudinal
perturbations were found to be much smaller than those of u and v, respectively.
In figure 4.42, growth rate is plotted against perturbation frequency for the
different Pr and Re. It is shown that with a constant Pr, the higher Re flow has a
higher growth rate at a given f for both the transverse (cu) and longitudinal (cv)
cases. For each Pr, the increase in cu with increasing Re is approximately constant
over the range of f , thus the two curves with different Re at a constant Pr are
approximately parallel. For Pr = 7.0, cu is higher at lower f , while for Pr = 0.7 cu
is highest at f = 0.1. At a constant Re, the lower Pr flow has a higher cu at a given
f except for f = 0.05. For the unsteady Pr = 0.7 flows, the natural oscillation
frequency of the sideway swaying motion was found to be f & 0.1, therefore the
higher cu found for the lower Pr for f ≥ 0.1 is consistent with the hypothesis that
the lower Pr stem is more sensitive to the Kelvin-Helmholtz instability. cv has
relatively small variation with f except for the case with Pr = 0.7 and Re = 100
for f > 0.2. At a constant Re, cv is larger for the higher Pr, except for f = 0.2,
where the Pr variations are small for both Re.
From the results for the amplitude variation over height obtained for each case,
the critical height for the onset of instability (if any) was found. The critical Gr
was calculated at this location. To compare with the neutral stability curves of
Pera and Gebhart [1971], the non-dimensional perturbation frequency used in
the study, f , was converted to the non-dimensional spatial wave number, that is
based on the characteristic scales used in Pera and Gebhart [1971], α, using:
α =
23/2pify1/4
Re1/2 T
1/4
0 C
, (4.10)
where C is the non-dimensional phase velocity. Further, the modified Grashof
number, G, was defined as G = 23/2Gr1/4 [Pera and Gebhart, 1971]. The critical
G and corresponding α were calculated for the different cases and compared to
the neutral stability curves of Pera and Gebhart [1971] in figure 4.43. Our direct
stability analysis with a perturbation in the form of transverse wave is equivalent
to the Pera and Gebhart’s analysis (1971) with asymmetric disturbance, and our
analysis with a perturbation in the form of longitudinal wave is equivalent to
their analysis with symmetric disturbance. For symmetric disturbance, however,
only the asymptote for neutral curve for Pr = 0.7 was obtained in Pera and
Gebhart [1971]. From figure 4.43, our results show good agreement with the
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Figure 4.42: Growth rate (cu and cv) over f for different Pr and Re.
neutral stability curves and the asymptote obtained by Pera and Gebhart [1971],
with the Pr variation relatively small as noted in Gebhart [1973]. It is noted in
Pera and Gebhart [1971] that the relevance of the result with the coupled mode
(the velocity-temperature disturbance coupling) in the very low G region, which
does not reveal the existence of a lower branch of the neutral curve nor ‘critical’
Grashof number, is not clear as their boundary layer simplification based on the
quasi-parallel flow approximation is no longer applicable at very low G, i.e. low
y.
The non-parallel flow effects on the linear stability of a line plume with
Pr = 0.7 were investigated in Wakitani [1985], and it was shown that with non-
parallel effects taken into account, neutral curves are different for different flow
quantities and a lower branch of the neutral curve and the ‘critical’ Grashof num-
ber exist for the temperature disturbance and thermal energy. The variations of
the neutral curves for the velocity disturbance and kinetic energy from the quasi-
parallel theory were, however, shown to be relatively small. It was pointed out
by Wakitani [1985] that it is the streamwise variation of a base flow quantity
that gives rise to the shifts in the neutral curve with respect to the quasi-parallel
theory. Thus, the smaller variations of the neutral curves for the velocity dis-
turbance and kinetic energy from the quasi-parallel theory, compared to those
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Figure 4.43: Comparison between the results obtained with direct stability anal-
ysis and the neutral stability curves of Pera and Gebhart [1971]. (The neutral
stability curves are for asymmetric disturbance except for the asymptote shown
by the dotted line.)
for the temperature disturbance and thermal energy, may be associated with the
smaller streamwise variation of velocity (∼ y1/5 [Gebhart et al., 1970]) than that
of temperature (∼ y−3/5 [Gebhart et al., 1970]).
4.4.6.3 Stability Characteristics of the Lapping Flow
In this section, the stability characteristics of the lapping flow with Ra ≤ 2.8×105
and Pr = 0.7 and 7.0 are investigated by studying the flow response to symmet-
ric and asymmetric disturbances. Single-mode perturbations with frequency in
the range 0.05 ≤ f ≤ 0.4 were applied in the upstream of the lapping flows,
(x, y) = (±0.505, 0.02). The perturbations at these locations were made in-phase
(symmetric) or out-of-phase (asymmetric). As discussed in Section 4.4.6.1, os-
cillation amplitudes of u and v, averaged over thermal boundary layer thickness,
were obtained at horizontal locations in the range 0.25 ≤ |x| ≤ 0.45. The os-
cillation amplitudes found at locations, x = {−0.25,−0.3,−0.35,−0.4,−0.45},
were found to be the same as those at locations, x = {0.25, 0.3, 0.35, 0.4, 0.45},
respectively, hence only the results at the positive x locations are shown in the
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following.
In figures 4.44 and 4.45, oscillation amplitudes of u and v in the lapping
flow in response to symmetric and asymmetric disturbances are plotted against
x for Pr = 7.0 and 0.7 with the different Ra, respectively. It is found for the
Pr = 7.0 flows with Ra = 7 × 104 (Re = 100) and Ra = 2.8 × 105 (Re = 200)
that the variations in the v oscillations in response to symmetric and asymmetric
disturbances are small for all f , while the u oscillations in response to symmetric
and asymmetric disturbances show larger variations at f = 0.1 and 0.2 than the
other f . For Pr = 0.7, at Ra = 7 × 104 (Re = 320), the variations in the v
oscillations in response to symmetric and asymmetric disturbances are small for
all f , while the u oscillations in response to the different perturbations show larger
variations at f = 0.1 − 0.3 than the other f . For Pr = 0.7, at Ra = 2.8 × 105
(Re = 630), the variations in the v oscillations in response to symmetric and
asymmetric disturbances are found to be larger at f = 0.2 and 0.3 than the other
f , and the u oscillations also show larger variations at f = 0.2 and 0.3. Symmetric
and asymmetric disturbances in the lapping flows result in different oscillation
modes in the stem, as previously observed in Section 4.4.5 (this will be further
discussed in Section 4.4.6.4), and so it is considered that it is the difference in the
stem oscillation that gives rise to the variation in the stability characteristics of
the lapping flow, i.e. the stem oscillation can affect the stability properties of the
lapping flow. The Pr = 7.0 flows seem to be most unstable at f = 0.1, whereas
the Pr = 0.7 flows seem to be most unstable at f = 0.2.
In figures 4.46 and 4.47, amplitudes of the u and v oscillations, obtained at
locations in the lapping flow in the range 0.0 ≤ x ≤ 0.45 at a constant height of
y = 0.05, in response to symmetric and asymmetric disturbances, are shown for
the Ra = 2.8× 105 flows with Pr = 7.0 and 0.7, respectively. It is shown for both
Pr that with a symmetric disturbance, the amplitude of u undergoes a sudden,
large decrease near the plume centreline for x ≤ 0.05, while with an asymmetric
disturbance there is no large change in the u amplitude in this region. Further,
it is shown for both Pr that with an asymmetric disturbance the amplitude of
v undergoes a sudden, large decrease in the region x ≤ 0.05 while there is no
large change in the v amplitude in this region with a symmetric disturbance.
These observations are consistent with the results shown in figure 4.36 that when
the oscillations in the lapping flows on both sides are in phase (symmetric), the
oscillation amplitude of u in the stem is negligible and that when the oscillations
in the lapping flows on both sides are out of phase (asymmetric), the oscillation
amplitude of v in the stem is negligible. It is assumed that it is the interaction
of the two waves travelling in opposite directions at the plume centreline that
causes the sudden reduction of the amplitude of a particular velocity component.
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Figure 4.44: Amplitude of the response of u and v to symmetric and asymmetric
disturbances in the Pr = 7.0 lapping flows with Ra = 7×104 (a)(c) and 2.8×105
(b)(d).
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Figure 4.45: Amplitude of the response of u and v to symmetric and asymmetric
disturbances in the Pr = 0.7 lapping flows with Ra = 7×104 (a)(c) and 2.8×105
(b)(d) (the same legend as that used in figure 4.44).
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Figure 4.46: Amplitude of the response of u and v to symmetric and asymmetric
disturbances in the Pr = 7.0 lapping flow with Ra = 2.8 × 105, obtained at
locations in the range 0.0 ≤ x ≤ 0.45 at y = 0.05.
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Figure 4.47: Amplitude of the response of u and v to symmetric and asymmetric
disturbances in the Pr = 0.7 lapping flow with Ra = 2.8 × 105, obtained at
locations in the range 0.0 ≤ x ≤ 0.45 at y = 0.05.
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4.4.6.4 Correlation between the Stem and Lapping Flow Instabilities
In Section 4.4.5, the coupling of the stem oscillation and the lapping flow oscil-
lation was observed for the transitional plumes where the unsteadiness is caused
by naturally occurring disturbance. For the Pr = 0.7 flows, there was found to
be the transition from symmetric to asymmetric mode of oscillation, while for
the Pr = 7.0 flows oscillation was seen to remain symmetric about the plume
centreline. In this section, the correlations between the oscillations in the stem
and lapping flow are further investigated based on the results obtained with the
direct stability analysis.
With a symmetric (in phase) disturbance introduced in the upstream of the
lapping flows on both sides, the oscillation amplitude of u in the stem was found
to be negligible while v was found to oscillate at perturbation frequency and
the oscillation amplitude of v grows with height at the same rate as that found
in the case where the perturbation of the same frequency is introduced to the
v component in the stem. Further, when a perturbation is introduced to the
v component in the stem, the oscillations in the lapping flows on both sides
were found to be in phase for both u and v. Figures 4.48a–4.48d show the
time series of u and v obtained at locations in the lapping flows on both sides,
x = ±0.25 (averaged over thermal boundary layer thickness), and at a location
in the stem, (x, y, z) = (0.0, 0.2, 0.0), for the case with a symmetric disturbance
with f = 0.1 introduced in the upstream of the lapping flows with Pr = 0.7 and
Re = 200, and figures 4.48e–4.48h show the same set of results for the case where
the perturbation is introduced to the v component in the stem.
With an asymmetric (out of phase) disturbance introduced in the upstream
of the lapping flows on both sides, the oscillation amplitude of v in the stem was
found to be negligible while u was found to oscillate at perturbation frequency
and the oscillation amplitude of u grows with height at the same rate as that
found in the case where the perturbation of the same frequency is introduced
to the u component in the stem. Further, when a perturbation is introduced to
the u component in the stem, the oscillations in the lapping flows on both sides
were found to be out of phase for both u and v. Figures 4.49a–4.49d show the
time series of u and v obtained at locations in the lapping flows on both sides,
x = ±0.25 (averaged over thermal boundary layer thickness), and at a location in
the stem, (x, y, z) = (0.0, 0.2, 0.0), for the case with an asymmetric disturbance
with f = 0.1 introduced in the upstream of the lapping flows with Pr = 7.0 and
Re = 200, and figures 4.49e–4.49h show the same set of results for the case where
the perturbation is introduced to the u component in the stem.
The above results clearly show the coupling of the stem oscillation and the
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Figure 4.48: Time series of u and v in the lapping flow at x = ±0.25 and in the
stem at (x, y, z) = (0.0, 0.2, 0.0) for the flow with Pr = 0.7 and Re = 200 with a
symmetric perturbation introduced in the upstream of the lapping flows (a)–(d)
and with perturbation introduced to v in the stem (e)–(h).
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Figure 4.49: Time series of u and v in the lapping flow at x = ±0.25 and in the
stem at (x, y, z) = (0.0, 0.2, 0.0) for the flow with Pr = 7.0 and Re = 200 with an
asymmetric perturbation introduced in the upstream of the lapping flows (a)–(d)
and with perturbation introduced to u in the stem (e)–(h).
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lapping flow oscillation as observed for the unperturbed, transitional plumes and
that the oscillation in the stem provides a feedback to the lapping flow. These
observations support the hypotheses discussed in Section 4.4.5. As previously
discussed based on the results shown in figures 4.46 and 4.47, it is considered to
be the interaction of the two waves travelling in opposite directions at the plume
centreline that causes a particular oscillation pattern in the stem. It is considered
that there is coupling between the longitudinal waves in the stem and the lapping
flow, and there is coupling between the transverse waves in the stem and the
lapping flow. The control volume analysis may be used to explain the coupling
of the longitudinal waves as shown in figures 4.50a and 4.50b for symmetric and
asymmetric cases, respectively. In the symmetric case, the longitudinal velocity
component in the lapping flow (u) entering the control volume from both sides is
of the same magnitude, and so the longitudinal velocity component in the stem
(v) exiting the control volume oscillates at the same frequency. In the asymmetric
case, the u velocity entering the control volume from the lapping flows on both
sides is out of phase, hence the total inflow into the control volume is constant
with time. Therefore, the v velocity in the stem exiting the control volume is
constant over time and there is no oscillation in the longitudinal direction.
The coupling of the transverse waves in the lapping flow and the stem is con-
sidered to be associated with the change in the flow direction from the horizontal
lapping flow to the vertical stem. This is illustrated in figure 4.51. The flow direc-
tion changes by 90° from the lapping flow on the left side of the plume centreline
to the stem, while it changes by −90° from the lapping flow on the right side to
the stem. Directions of the transverse waves in the lapping flows on both sides
are also considered to be changed according to the change in the flow direction.
In the symmetric case, the transverse waves in the lapping flows on both sides
are in phase, however as they reach the centreline they become out of phase as
the flow direction changes, and so the waves cancel out and the oscillation am-
plitude of u becomes zero. In the asymmetric case, the transverse waves in the
lapping flows on both sides are out of phase, while as they reach the centreline
they become in phase, and so the u velocity component in the stem oscillates at
the same frequency.
4.5 Remarks
The near-field instability of planar plumes was investigated using direct numerical
simulations. The puffing behaviour was shown to be associated with the lapping
flow instability, forming a bulge away from the plume centreline, as observed by
Plourde et al. [2008]. Further, experiments using shadowgraph and 2D2C-PIV
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(a) Symmetric case (b) Asymmetric case
Figure 4.50: Schematic for the control volume in the region where the lapping
flow and the stem interact. (The coupling of the longitudinal waves in the lapping
flow and the stem is shown. It is noted that the increase of v with height in the
base flow is not taken into account in these schematics.)
techniques were conducted to validate the numerical simulations for Pr = 7.0 and
Re = 700, and there was shown to be good agreement between the experimental
and numerical results.
The puffing behaviour was shown to be quasi-periodic, and two distinct vor-
tex pairs form from bulge structures during a single complete cycle, with one
containing larger vortices than the other. The formation of the bulge and its
dependence on the lapping flow velocity were further investigated by modelling
the boundary layer flow adjacent to the plume source by a channel flow with a
heated floor section, providing an additional control parameter, uin, which varies
Fr. With a fixed Pr of 7.0, the bulge was found to form above a critical Re
and below a critical Fr. For the plume flow, the critical Re was found in the
range 300 < Re < 400. For the channel flow, the critical Re was found in the
range 400 < Re < 500 and the critical Fr in the range 0.045 < Fr < 0.05. The
Re dependence of the bulge formation is considered to be at least partly due to
the Re dependence of the thermal boundary layer thickness. The location of the
bulge formation shows a positive correlation with Fr, hence a bulge forms further
downstream with increasing Fr. It is therefore assumed that an increase in Fr
reduces the spatial growth rate of the Rayleigh-Taylor instability.
The oscillation frequencies on the plume centreline were found to be closely
related to those in the lapping flow, which suggests the existence of a convective-
type instability of the near-field plume flow. With increasing Fr for the channel
flow at constant Re and Pr, the flow undergoes a transition from a quasi-periodic
to almost periodic mode, with a reduction in the amplitude at the dominant
frequency. This also supports the assumption that an increase in Fr reduces the
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Figure 4.51: Schematic showing the change in the flow direction on both sides of
the plume centreline and the associated changes in the directions of transverse
waves for symmetric and asymmetric cases. (A pair of disturbances on both sides
of the centreline are indicated by continuous and broken lines.)
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spatial growth rate of the Rayleigh-Taylor instability. Further, the dominant
frequency in the lapping flow was found to scale with Re1/2 and Fr for both the
plume and channel flows with a constant Pr of 7.0.
The Pr dependent transitional flow behaviours in the near-field and the corre-
lations between the lapping flow instability and the plume stem instability were
also investigated. The bulge and puff formations, observed for the Pr = 7.0
plumes, were also observed for the Pr = 0.7 transitional plume, and it was found
that the critical Ra for this behaviour is independent of Pr and was shown to
be Racr,bulge ≈ 1 × 106. For the Pr = 0.7 transitional plumes, additionally the
sideway swaying motion (transverse oscillation) of the plume stem was shown to
appear after the symmetric oscillation in the longitudinal direction observed at
early time, while in the Pr = 7.0 flows oscillations remain symmetric all the time.
It was observed that there is a coupling between the oscillations in the lapping
flow and the stem; when the oscillations in the lapping flows on both sides are
in phase, the longitudinal oscillation dominates in the stem and the transverse
oscillation is negligible, while when the oscillations in the lapping flows on both
sides are out of phase, the transverse oscillation dominates in the stem and the
longitudinal oscillation is negligible.
Direct stability analysis was conducted to study the stability characteristics
of the plume stem and the lapping flow in response to symmetric and asymmetric
disturbances for Pr = 0.7 and 7.0. The rate of growth of a longitudinal distur-
bance in the stem was found to show relatively small dependence on disturbance
frequency (f), while that of a transverse disturbance shows strong dependence on
f . Further, the rate of growth of a transverse disturbance in the stem was found
to be larger for the lower Pr for f ≥ 0.1, while that of a longitudinal disturbance
was found to be larger for the higher Pr except at f = 0.2 where the Pr variations
were shown to be small. Our direct stability analysis shows good agreement with
the neutral curves of Pera and Gebhart [1971] and the Pr variation in the criti-
cal Gr was found to be relatively small, as discussed in Gebhart [1973]. With a
symmetric disturbance introduced in the lapping flows, there was shown to be a
sudden, large reduction in the oscillation amplitude of the u velocity component
near the plume centreline, while with an asymmetric disturbance introduced in
the lapping flows there was shown to be a sudden reduction in the oscillation
amplitude of the v velocity component near the plume centreline. It is consid-
ered that it is the interaction of the two waves travelling in opposite directions at
the plume centreline that causes this sudden reduction. The results of the direct
stability analysis also showed the coupling between the oscillations in the lapping
flow and the stem, discussed above, and further showed that the longitudinal
oscillation in the stem causes symmetric (in-phase) oscillations in the lapping
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flows and the transverse oscillation in the stem causes asymmetric (out-of-phase)
oscillations in the lapping flows. From the above results, it is considered that the
lapping flow instability is characterised by a symmetric oscillation, caused by the
Rayleigh-Taylor instability mechanism, while the stem instability is characterised
by an asymmetric oscillation, caused by the Kelvin-Helmholtz instability. The
lapping flow instability develops more quickly than the stem instability in the
Pr = 0.7 flows and it is considered to be the stem instability that causes the
out-of-phase oscillations in the lapping flow through a feedback mechanism.
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Chapter 5
Transitional Ventilated Filling
Box Flow with a Planar Heat
Source
5.1 Problem Definition
In ventilation flows, it is often the case that internal heat soures within a building
will generate thermal plumes that act to transfer the heat from the heat source
to a mixed layer in the upper region of the internal space. In natural ventilation
this heated air vents externally, generating a draft that draws in cooler ambient
air at floor level. This is an important application of thermal plumes from a finite
area source, with the structure and behaviour of the plume having a dominant
influence on the overall ventilation flow. In this chapter the behaviour of plumes
in the context of natural ventilation flows are investigated, together with the
overall characteristics and performance of the ventilation flow. As discussed in
Section 1.4, most of the studies in the literature focused on ventilation flows driven
by turbulent plumes, which are directly applicable to room ventilations. The
ventilation flows driven by transitional plumes, considered in this chapter, show
various flow behaviours and parametric dependencies, as will be shown later; these
are rather considered to be of interest in fundamental fluid mechanics, and the
following analysis is not meant to be directly applicable to real-sized applications.
In what follows, the parametric dependencies of ventilated filling box flows,
driven by thermal plumes in the laminar-to-turbulent transitional regime, were
investigated for the configuration shown in figure 5.1; a semi-confined, thermal
plume is generated from a finite width, horizontal source, where the heat flux per
unit length, q∗, is set. While isothermal sources were considered in Chapters 3
and 4, a heat flux source is considered in this chapter as it more closely represents
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real sources of buoyancy in the natural ventilation applications. The geometry
was chosen to model a typical laboratory scale experiment. The bottom openings
are made larger than the top openings to prevent the exchange flow as discussed
in Section 1.4.1. The majority of the results were obtained with two-dimensional
simulations, however a limited number of three-dimensional simulations were also
conducted, primarily for the basic validation of two-dimensional simulation results
(three-dimensional effects are shown to be small in the later section). For three-
dimensional simulations, the domain size in the spanwise (z) direction was chosen
to be 0.4, which was found to be sufficiently large, compared to the size of x and
y vorticity components.
A control parameter, Re, given in equation (2.4), is based on the domain
height, H∗, as the characteristic length scale, and the characteristic temperature
difference, ∆T ∗, given as:
∆T ∗ =
q∗H∗
k∗L∗
, (5.1)
where k∗ is the thermal conductivity and L∗ the width of the heat source. From
equations (2.4), (2.5) and (5.1), and with the constant fluid properties and in-
compressibility assumed, q∗ ∼ Re2 /Pr. Results were obtained for flows with
Re ≤ 1.58 × 106 and 0.7 ≤ Pr ≤ 70.0. In particular, constant q∗ flows with
9× 107 ≤ Re2 /Pr ≤ 3.6× 1011 shown in table 5.1 were studied in detail.
Figure 5.1: Geometry considered for ventilated filling box flows. (The z direction
is into the page. The domain size in the z direction is 0.4.)
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Table 5.1: Pr and Re corresponding to constant Re2 /Pr flows.
Re2 /Pr  Pr 0.7 7.0 70.0
9× 107 − Re = 2.5× 104 Re = 8.0× 104
1.4× 109 − Re = 1.0× 105 Re = 3.16× 105
3.6× 109 Re = 5.0× 104 − Re = 5.0× 105
1.4× 1010 Re = 1.0× 105 − Re = 1.0× 106
3.6× 1010 − Re = 5.0× 105 Re = 1.58× 106
3.6× 1011 Re = 5.0× 105 Re = 1.58× 106 −
5.2 Numerical Method
5.2.1 Boundary Conditions
The following boundary conditions were imposed:
• On the closed boundaries, the no-slip Dirichlet condition was applied for
velocity and a Neumann condition with zero normal derivative for the pres-
sure correction. The pressure on the external node was obtained by a second
order extrapolation from the interior.
• On the open boundaries, the tangential velocity components and the pres-
sure correction were set to zero. On the top openings, a Neumann condition
with zero normal derivative was applied for the normal velocity component,
v, and the pressure was set to zero on the external node. On the bot-
tom openings, the normal velocity component was calculated such that the
rate of inflow through the bottom openings is equal to the rate of outflow
through the top openings, with the pressure on the external node obtained
by a second order extrapolation from the interior.
• Away from the heat source and the inlets the boundaries were all adiabatic.
At the heat flux source, ∂T/∂y was set to −1.0, and at the inlets the inflow
temperature was set to T = 0.
• For three-dimensional simulations, the periodic condition was used at the
z boundaries.
5.2.2 Flow Development and Statistics Calculation
Results were obtained for fully-developed flows. Non-dimensional time ranging
between 5000− 30000 (approximately 3 million time steps) was required for the
flow to reach the fully developed state, depending on the parameter values. Mean
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statistics were then calculated over 5000− 30000 non-dimensional time for differ-
ent cases.
5.2.3 Spatial and Temporal Resolutions
A nonuniform mesh was used to provide the greatest resolution near the heat
source and the openings, as shown in figure 5.2. The mesh resolutions used to
obtain the results are shown in figure 5.3. The 373× 325 mesh had smallest grid
size of ∆x = 0.002 and ∆y = 0.0015, the 453× 325 mesh ∆x = ∆y = 0.0015 and
the 603× 425 mesh ∆x = ∆y = 0.001, at the source and the openings. The grids
had 8 percent linear stretching in the x direction and 2 percent in the y direction.
The Kolmogorov length scale, ην , is shown in table 5.2 for each of the cases shown.
It is seen that the Kolmogorov length scale is approximately equal to or larger
than the size of smallest grid in each case, and it was observed that the smallest
eddy was always in the vicinity of the plume where the uniform, fine grid was used.
Thus, using the grids shown in figure 5.3, eddies would be sufficiently resolved.
For Pr > 1, the thermal diffusion scale, ηκ, is smaller than the viscous scale, ην ,
and becomes smaller with increasing Pr as shown by ηκ = ην Pr
−1/2 [Batchelor,
1959]. Hence, grid dependency was examined for Pr = 7.0 and Re = 5.0 × 105,
and Pr = 70.0 and Re = 1.58 × 106. In figure 5.4, mean temperature averaged
over the x direction is plotted for different grid resolutions for each of the test
cases. It is seen that for the both cases, solutions obtained with the current grids
have minimal grid dependency. For three-dimensional simulations, a uniform
mesh with grid size of ∆z = 0.004 was used in the spanwise (z) direction. Time
steps (∆t) were determined so that the Courant number is typically in the range
0.015− 0.03; for Pr = 0.7 ∆t = 1.5× 10−3 ∼ 2.0× 10−3, for 3.0 ≤ Pr ≤ 7.0 ∆t =
3.0× 10−3 ∼ 5.0× 10−3 and for 20.0 ≤ Pr ≤ 70.0 ∆t = 1.0× 10−2 ∼ 2.0× 10−2.
Figure 5.2: Non-uniform mesh. (The region that appears to be black contains
the finest mesh resolution.)
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Figure 5.3: Grid used for the flows with various Pr and Re where Nx is the
number of grid points in the x direction and Ny in the y direction.
Table 5.2: Kolmogorov length scale, ην , for different Pr and Re.
Re  Pr 0.7 7.0 70.0
5× 104 0.01 − −
5× 105 0.0017 0.0027 0.0037
1.58× 106 0.001 0.0013 0.0021
Figure 5.4: Mean temperature, averaged over the x direction, against height
for the cases with Pr = 7.0 and Re = 5.0 × 105 (a) and with Pr = 70.0 and
Re = 1.58× 106 (b), obtained using different mesh resolutions.
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5.3 Results and Discussions
5.3.1 Two-Dimensional Simulation
5.3.1.1 Transient Behaviours
It has been observed that for different Pr and Re, the fully-developed flow shows
different transient behaviours, depending on the parametric values. The transient
behaviours of flows with Re ≤ 1.58 × 106 and 0.7 ≤ Pr ≤ 70.0 may be divided
into six distinct regimes: steady, single periodic laminar flapping, quasi-periodic
laminar flapping, random laminar flapping, sinuous vortex generation and puffing.
The mapping of these behaviours against Pr and Re2 /Pr is shown in figure 5.5,
and the instantaneous temperature field showing each of the behaviours is shown
in figure 5.6.
1e+06 1e+07 1e+08 1e+09 1e+10 1e+11 1e+12 1e+13
Re2/Pr
0.01
0.1
1
10
100
Pr
Steady
Laminar flapping (single periodic)
Laminar flapping (quasi-periodic)
Laminar flapping (random)
Sinuous vortex generation
Puffing
Figure 5.5: Mapping of transient behaviours on Pr and Re2 /Pr.
At low Re2 /Pr, i.e. with low q∗, the flow is steady, with the flow symmetry
maintained as shown in figure 5.6a. At higher Re2 /Pr, the flow shows laminar
sinuous flapping as shown in figures 5.6b–5.6e. It is seen from figure 5.5 that
with increasing Re2 /Pr at all Pr except for Pr = 0.7, there is a transition from
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(a) Pr = 20.0, Re = 1.0× 104 (Steady) (b) Pr = 7.0, Re = 2.5×104 (Single periodic)
(c) Pr = 70.0, Re = 3.0 × 104 (Quasi-
periodic)
(d) Pr = 20.0, Re = 7.0× 104 (Random)
(e) Pr = 70.0, Re = 5.0× 105 (Random) (f) Pr = 70.0, Re = 5.0× 105 (Vortex)
Figure 5.6: Instantaneous temperature fields after the full development of the
flow.
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(g) Pr = 7.0, Re = 3.0× 105 (Vortex) (h) Pr = 0.7, Re = 5.0× 105 (Vortex)
(i) Pr = 70.0, Re = 5.0× 105 (Puffing) (j) Pr = 70.0, Re = 1.58× 106 (Puffing)
(k) Pr = 7.0, Re = 5.0× 105 (Puffing) (l) Pr = 4.0, Re = 1.0× 106 (Puffing)
Figure 5.6: Instantaneous temperature fields after the full development of the
flow.
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single periodic to quasi-periodic, then to random flapping. At Pr = 0.7, there
is only a transition from single periodic to quasi-periodic flapping. In figure
5.7, temporal spectra of the vertical velocity, v, at y = 0.5 along the plume
centreline are plotted against non-dimensional frequency, St = f ∗H∗/U∗, with
f ∗ the dimensional frequency, for the single periodic, quasi-periodic and random
flapping behaviours of figures 5.6b–5.6d. In figure 5.7a, the spectra show a single
peak at St = 0.0044. In figure 5.7b, the spectra show the dominant frequency
at St = 0.0013 and the frequencies of the harmonics at St = 0.0007, 0.0027 and
0.0041. In figure 5.7c, the spectra show the dominant frequency at St = 0.0027
and also show non-harmonic motions.
Figure 5.7: Temporal spectra of v at y = 0.5 along the plume centreline over
non-dimensional frequency, St for Pr = 7.0 and Re = 2.5 × 104 (a), Pr = 70.0
and Re = 3.0× 104 (b), and Pr = 20.0 and Re = 7.0× 104 (c).
With a further increase in Re2 /Pr, that is increasing q∗, sinuous vortex gen-
eration (figures 5.6f–5.6h) and puffing (figures 5.6i–5.6l) behaviours are observed.
The sinuous vortex generation is characterised by the formation of vortical struc-
tures along the stem of the rising plume and the puffing by the formation of
regular discontinuities due to vortex shedding in the plume immediately above
the source, which is, from a close examination of animations of the flow fields,
seen to be associated with the formation of bulges in the thermal boundary layer
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formed above the heated region, as shown in Chapter 4. The bulge formation can
be seen in figure 5.6k. Despite the inflow from the openings and the circulating
flow in the upper layer substantially affecting the bulge and puff formations, the
basic flow structures of bulges and puffs are seen to be the same as those ob-
served in the free-rising thermal plume with an isothermal source investigated in
Chapter 4. Thus, it is considered that the difference in the source conditions, i.e.
isothermal or isoflux, does not change the nature of the unsteady behaviour. For
the range of Re2 /Pr studied, the puffing behaviour is observed for Pr ≥ 4.0, and
at Pr = 0.7 the flow only shows the sinuous vortex generation even at the highest
Re2 /Pr. However, it is expected that with a further increase in Re2 /Pr, the
Pr = 0.7 flow would eventually exhibit the puffing behaviour, as observed for the
free-rising plume in Chapter 4. At Pr = 70.0, the puffing occurs at lower Re2 /Pr
than the sinuous vortex generation. In comparison, at Pr = 7.0, the sinuous
vortex generation occurs at lower Re2 /Pr than the puffing. For several cases
shown in figure 5.5, the flow shows different behaviours at different times, e.g. at
Pr = 70.0 and Re = 5.0× 105, the flow shows random laminar flapping, sinuous
vortex generation and puffing (figures 5.6e, 5.6f and 5.6i) at different times.
It is observed that the stability limit, i.e. Re2 /Pr at which the transition from
steady flow to laminar flapping occurs, has strong Pr dependency and is lower at
higher Pr, showing that a higher Pr flow is less stable, with the symmetric flow
breaking down at lower Re2 /Pr. The transitions from single periodic to quasi-
periodic, and from quasi-periodic to random flapping are also strongly dependent
on Pr and occur at lower Re2 /Pr at higher Pr.
These trends are considered to be at least partly due to the stratification of
the fluid, a result of the plume being semi-confined in this study. In figure 5.8,
velocity vectors and temperature contours are shown for laminar, steady flows
at Pr = 0.7 and 70.0. It is seen that the Pr = 70.0 flow has a sharper interface
between the lower, ambient fluid and the upper, buoyant fluid, particularly in
the near plume region, compared to the Pr = 0.7 flow. Above the interface, the
Pr = 0.7 fluid has an approximately constant temperature, while the Pr = 70.0
fluid is seen to continue to increase in temperature above the interface, with a
region of significantly higher temperature fluid located in the region between the
outlets at the top of the plume. This variation in behaviour is believed to be a
result of the proportionally higher thermal diffusivity in the lower Pr flow, which
more rapidly diffuses the thermal structure of the plume as it passes through the
interface, resulting in the temperature in the upper region being more uniformly
distributed. In the higher Pr flow, the plume maintains its thermal structure as
it passes through the interface, with intermediate temperature fluid discharged
into the upper layer and high temperature fluid carried to the upper boundary.
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This effect is also seen in the tighter recirculation zones adjacent to the higher
Pr plume in the upper region, where intermediate temperature fluid transported
to the top of the upper region immediately falls back down when it is discharged
into the stratified upper layer. This effect results in a higher shear on the higher
Pr plume in the upper layer, and it is believed that it is this higher shear that
enhances the instability and is responsible for the trend observed above, that the
higher Pr flow is less stable. The size of the recirculation zones for the lower
Pr shown in figures 5.8a and 5.8c are set by the horizontal distance between the
vents, since it has been found that increasing the distance between the vents leads
to the size of the recirculation zones proportionally increasing, while in the case
of the higher Pr it has been observed that the size of the recirculation zones is
not affected by an increase in the vent distance.
(a) Pr = 0.7, Re = 3.0× 104 (b) Pr = 70.0, Re = 1.5× 104
(c) Pr = 0.7, Re = 3.0× 104 (d) Pr = 70.0, Re = 1.5× 104
Figure 5.8: Velocity vectors (top row) and temperature contours (bottom row)
for steady flows at Pr = 0.7 and 70.0.
Laminar flapping motions are observed to occur over a wider range of Re2 /Pr
at higher Pr. For all Pr, there is a transition from laminar flapping to sinuous
vortex generation with increase in Re2 /Pr, with the critical Re2 /Pr for tran-
sition from flapping to sinuous vortex generation having a considerably smaller
Pr dependency than that for transition from steady to flapping flow. As ob-
served above, the flow structure in the upper layer is strongly Pr dependent for
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low Re2 /Pr, leading to the large variation in critical Re2 /Pr for transition from
steady to flapping flow. As Re2 /Pr is increased, the unsteadiness and mixing
in the upper region increase and the flow structure in that region is then less
dependent on Pr.
The transition Re2 /Pr, to the puffing behaviour, is observed to have even
stronger Pr dependency. As mentioned above, the puffing is only observed in the
flows with Pr ≥ 4.0 for the given range of Re2 /Pr. In Chapter 4, the puffing
behaviour was found to occur at an approximately constant Rayleigh number,
Ra = Re2 Pr, for the Pr = 0.7 and 7.0 plumes with isothermal source conditions,
therefore it is expected that the flows with Pr < 4.0 would also exhibit the puffing
with a further increase in Re2 /Pr, by increasing q∗.
5.3.1.2 Flow Turbulence
In figure 5.9, temporal spectra of the square of the vertical velocity fluctuation,
v′v′, at y = 0.95 on the plume centreline are plotted against St for Pr = 0.7,
7.0 and 70.0 with Re = 5.0 × 105, 1.0 × 106 and 1.58 × 106. As expected for
two-dimensional turbulence, the spectra follow the −3 power law in the inertial
subrange [Kraichnan, 1967; Kraichnan and Montgomery, 1980]. Further, at con-
stant Re the spectral amplitudes are seen to increase with reducing Pr. The
Pr = 0.7 and 7.0 results show that for these cases the Re variation in the spec-
tral amplitude is small. Since the dimensional vertical velocity, v∗, is given as
v∗ ∼ v × Re, and the dimensional frequency, f ∗, as f ∗ ∼ St×Re, the small
variation in the v′v′ spectra suggests that in the dimensional field, for constant
Pr spectral amplitudes increase with increasing Re and in higher Re flows, large
amplitude motions occur at higher frequencies. These trends are considered to
be mainly due to the increase in q∗ associated with reducing Pr and increasing
Re since q∗ ∼ Re2 /Pr. At Pr = 70.0, however, the Re = 5.0 × 105 spectral
amplitudes at low frequencies are about 10 times larger than those at the higher
Re. This seems to be associated with the plume undergoing a large scale, laminar
flapping motion adjacent to the ceiling, as shown in figure 5.6e, since the spectra
have been obtained at y = 0.95. From the results above, the non-dimensional
number, Re2 /Pr, is considered to be an important control parameter for this
flow. Further investigations were undertaken, varying Re and Pr, while keeping
Re2 /Pr constant to separately identify the Pr dependence of the flow.
The effect of Pr on the flow turbulence at constant q∗, i.e. constant Re2 /Pr,
for the cases shown in table 5.1, is investigated as follows. The effect of Pr is well
illustrated by examining terms in the governing equation for turbulence kinetic
energy, which may also be used to analyse the instability mechanisms associated
with the different transient behaviours shown in Section 5.3.1.1. The turbulence
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Figure 5.9: Temporal spectra of v′v′ at y = 0.95 along the plume centreline over
non-dimensional frequency, St for Pr = 0.7 (a), Pr = 7.0 (b) and Pr = 70.0 (c)
with Re = 5.0× 105 − 1.58× 106.
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kinetic energy equation is given as:
0 =− 〈u′iu′j〉 ∂ 〈ui〉∂xj︸ ︷︷ ︸
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(5.2)
The shear production, dissipation, convection, turbulent transport, pressure trans-
port and buoyancy production terms are labelled EP , ED, EC , ETT , EPT and EB,
respectively, where 〈〉 indicates time averaging operation. It has been observed
in the study that viscous diffusion is negligibly small and is omitted.
In figure 5.10, the horizontal average of each of these terms, across the region
surrounding the plume, 0.8 ≤ x ≤ 1.2, is plotted against height for each of the
cases shown in table 5.1. It is seen that in all the Pr = 70.0 results and the
Re2 /Pr = 3.6×1010 and 3.6×1011 results (figures 5.10b, 5.10d, 5.10f and 5.10h–
5.10l), EB dominates, balanced predominantly by ED. In figure 5.10k only, the
magnitudes of EC and ETT are comparable to ED, and EP makes a significant
contribution to the total production. In figures 5.10a, 5.10c, 5.10e and 5.10g,
the terms, EB, EP , ED, EC and EPT are comparable to each other, with small
ETT at most locations. For Pr = 0.7 (figures 5.10e and 5.10g), EP is larger
than EB, while for Pr = 7.0 (figures 5.10a and 5.10c), EB is larger than EP at
most locations. From the results above, it is suggested that the contribution of
the shear production towards the total kinetic energy production decreases and
the buoyancy production dominance increases with increasing Pr from Pr = 0.7
to Pr = 7.0 and 70.0. A similar observation was made in Lakkaraju and Alam
[2007] for a free-rising planar plume with a constant temperature source. It is
also seen that ETT typically becomes more significant with increasing Re
2 /Pr.
This is considered to be due to the increase in turbulence intensity associated
with increasing q∗.
There is a large variation in the distribution of the dominant terms over
height with the parametric values. In figures 5.10a and 5.10c, the magnitudes of
the dominant terms remain approximately zero below the heights, y ≈ 0.3 and
y ≈ 0.4, respectively, and peak in the upper region of the plume. In figures 5.10e
and 5.10g, the magnitudes of the dominant terms gradually increase from y = 0.0
and peak inside the upper buoyant layer. In figures 5.10b, 5.10d and 5.10f, the
magnitudes of the dominant terms, EB and ED, peak immediately above the
heat source (y ≈ 0.0) and gradually decrease over the domain height. Substantial
production in the upper buoyant layer, shown in figures 5.10a–5.10g, seems to be
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associated with the plume penetrating into the upper buoyant layer as shown in
figures 5.6b–5.6g and 5.6i. In comparison, in figures 5.10h–5.10l, the magnitudes
of the dominant terms undergo a large decay in the upper buoyant layer, following
the peak in the lower region of the plume. This seems to be associated with the
plume mixing and dissipating at the interface, with little penetration, as shown in
figures 5.6h and 5.6j–5.6l. Comparing figures 5.10h–5.10l, it is seen that in figures
5.10h–5.10j and 5.10l, EB undergoes a sudden, large increase immediately above
the heat source, while in figure 5.10k, EB gradually increases towards the peak
at y ≈ 0.15. The sudden, large increase in EB immediately above the heat source
that has been observed for the Pr = 70.0 and Pr = 7.0 flows in figures 5.10b,
5.10d, 5.10f, 5.10h–5.10j and 5.10l may be associated with a strong instability
close to the source, originating from the Rayleigh-Taylor fluid layer, that, with
high enough q∗, leads to the puffing behaviour discussed in Section 5.3.1.1.
In the dimensional field, E∗i ∼ Ei × Re3 where E∗i is the dimensional energy.
From the results in figure 5.10, the peak magnitudes of the dimensional produc-
tion terms, E∗B and E
∗
P , are compared for the different Pr at each of the Re
2 /Pr
values and are shown in table 5.3. It is seen that E∗B increases with increasing
Pr at constant Re2 /Pr. At both Re2 /Pr = 9.0× 107 and 3.6× 109 the lower Pr
flow exhibits single periodic flapping behaviour and the higher Pr flow exhibits
random behaviour, and in both cases this transition is associated with increase
in E∗B and E
∗
P . At Re
2 /Pr = 1.4 × 109, 1.4 × 1010 and 3.6 × 1011 both low
and high Pr flows exhibit random behaviour. In the higher Pr flows at these
Re2 /Pr, puffing has also been observed in addition to other random behaviour.
In these cases E∗P is seen to decrease with increasing Pr. This trend may be
related to the occurrence of puffing in the higher Pr flows since the occurrence
of puffing and the reduction in E∗P were observed to be coupled in all the cases,
although the mechanism is not clear. At Re2 /Pr = 3.6 × 1010, both Pr flows
exhibit similar random, vortex generation and puffing behaviour, and in this case
E∗P is found to be negligible for both Pr. Regarding the trends observed above,
consistent results were observed for Pr = 7.0 at Re2 /Pr = 3.6× 109, Pr = 7.0 at
Re2 /Pr = 1.4×1010 and Pr = 0.7 at Re2 /Pr = 3.6×1010. The Pr = 0.7 flows at
Re2 /Pr = 9.0×107 and 1.4×109 and the Pr = 70.0 flow at Re2 /Pr = 3.6×1011
were omitted from the analysis since in the former cases the flow is steady, and
in the latter case Re exceeds the upper Re limit considered in the study.
In figure 5.11, the buoyancy production, EB, averaged across the ‘off plume’
regions, x ≤ 0.6 and x ≥ 1.4, is plotted against height for y ≤ 0.6 for the
cases shown in table 5.1. It is seen that for all the cases shown, EB is initially
approximately zero and then drops to a trough where the value of EB is negative.
The negative buoyancy production represents the transformation of turbulence
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Figure 5.10: Distribution of kinetic energy equation terms, averaged across the
region, 0.8 ≤ x ≤ 1.2, over non-dimensional height, y, for Re2 /Pr = 9.0 × 107
(a)(b), 1.4 × 109 (c)(d), 3.6 × 109 (e)(f), 1.4 × 1010 (g)(h), 3.6 × 1010 (i)(j) and
3.6×1011 (k)(l) where EP is shown by −−, ED by −· ·−, EC by −, ETT by −·−,
EPT by · · · and EB by − ◦ −.
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Table 5.3: The Pr dependent variations of the peak magnitudes of E∗B and E
∗
P at
different Re2 /Pr, obtained from the results shown in figure 5.10.
Re2 /Pr
9.0× 107 E∗B: ∼ 30 times larger for Pr = 70.0 than for Pr = 7.0
E∗P : ∼ 6 times larger for Pr = 70.0 than for Pr = 7.0
1.4× 109 E∗B: ∼ 4 times larger for Pr = 70.0 than for Pr = 7.0
E∗P : ∼ 2 times larger for Pr = 7.0 than for Pr = 70.0
3.6× 109 E∗B: ∼ 35 times larger for Pr = 70.0 than for Pr = 0.7
E∗P : ∼ 1.4 times larger for Pr = 70.0 than for Pr = 0.7
1.4× 1010 E∗B: ∼ 8 times larger for Pr = 70.0 than for Pr = 0.7
E∗P : ∼ 2 times larger for Pr = 0.7 than for Pr = 70.0
3.6× 1010 E∗B: slightly higher for Pr = 70.0 than for Pr = 7.0
E∗P : negligibly small for the both Pr
3.6× 1011 E∗B: ∼ 1.8 times larger for Pr = 7.0 than for Pr = 0.7
E∗P : ∼ 1.4 times larger for Pr = 0.7 than for Pr = 7.0
kinetic energy to potential energy through turbulent mixing as mentioned in
Pohlmann [1996] and Li et al. [2008]. Thus, the location of the minimum in the
trough is assumed to be the location where the degree of the turbulent mixing,
that occurs between the upper buoyant and lower ambient fluids, is highest, hence
it is considered to be reasonable to define the interface height as the location of
the minimum in the trough. The interface height obtained in this way will be
discussed in Section 5.3.1.3.
In figure 5.12, turbulence intensity, K = 1/2〈u′iu′i〉, averaged across the ‘off
plume’ regions, x ≤ 0.6 and x ≥ 1.4, is plotted against height for the cases shown
in table 5.1. As can be seen, K is initially approximately zero for y . 0.1, and
undergoes a large increase in the region 0.1 . y . 0.4. This is considered to be the
region where the interface separates the lower ambient and upper buoyant fluids.
In the dimensional field, K∗ ∼ K ×Re2 where K∗ is the dimensional turbulence
intensity. Hence it is observed that the Pr variation of K∗ becomes smaller
with increasing Re2 /Pr, thus it may be suggested that with high enough q∗, the
turbulence intensity of the flow in the upper buoyant layer becomes independent
of Pr. Further, K∗ is substantially higher for the higher Pr than for the lower
Pr for Re2 /Pr ≤ 1.4 × 1010. This is considered to be associated with the large
variation in the total kinetic energy production for Re2 /Pr ≤ 1.4×1010 as shown
in figure 5.10.
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Figure 5.11: Distribution of the buoyancy production, averaged across the regions,
x ≤ 0.6 and x ≥ 1.4, over non-dimensional height, y (≤ 0.6), for Re2 /Pr =
9.0 × 107 (a)(b), 1.4 × 109 (c)(d), 3.6 × 109 (e)(f), 1.4 × 1010 (g)(h), 3.6 × 1010
(i)(j) and 3.6× 1011 (k)(l).
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Figure 5.12: Distribution of turbulence intensity, K, averaged across the regions,
x ≤ 0.6 and x ≥ 1.4, over non-dimensional height, y, for Re2 /Pr = 9.0× 107 (a),
1.4× 109 (b), 3.6× 109 (c), 1.4× 1010 (d), 3.6× 1010 (e) and 3.6× 1011 (f).
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5.3.1.3 Mean Flow Characteristics
In a ventilated filling box flow, the mean flow characteristics, such as the height
of the interface that forms between the upper buoyant and lower ambient fluids,
the ventilation rate, i.e. total volumetric flow rate through the domain, and
the upper layer temperature, are important performance quantities. Hence these
quantities are investigated for the four largest Re2 /Pr in table 5.1, in which a
single distinct interface is formed, with an approximately uniform temperature
in the upper layer.
In figure 5.13, the mean temperature is plotted against height for the four
largest Re2 /Pr in table 5.1. The mean temperature refers to temporal mean,
averaged across the regions, x ≤ 0.4 and x ≥ 1.6. These regions were selected
since, as shown in figure 5.14, in the regions near the plume and above the inlets,
the location and the thickness of the interface are greatly affected by the plume
entrainment, the plume impingement and the associated mixing as well as the
impingement of the inflow jet. (Note that the centres of the inlets are located at
x = 0.5 and 1.5. See figure 5.1.) The regions of the impingement of the inflow jet
are indicated by the slight indentation of the interface, denoted A in figures 5.14a
and 5.14b. The regions of the jet impingement are not directly above the inlets,
but are shifted slightly towards the centre of the domain. This is considered to be
due to the entrainment of the inflow jet fluid into the plume, as can be observed
in figures 5.15a and 5.15b that show the velocity vectors for the cases in figures
5.14a and 5.14b, respectively.
The interface formed between lower ambient and upper buoyant fluids is lo-
cated in the region of the sudden increase in mean temperature. Unlike the past
experimental work that showed a sharp interface with its thickness being negli-
gibly small [Linden et al., 1990], in figure 5.13, the interface is rather smeared
out, with the temperature changing over a finite thickness. A similar observation
was made in Kaye et al. [2009], where the interface height was obtained as the
location at which the gradient of the mean temperature peaks. In this study,
however, the location of the minimum in the trough of the buoyancy production
term, EB, shown in figure 5.11, is used to define the interface height, 〈h〉, as
previously discussed. 〈h〉 obtained in this way is shown by the dotted lines in
figure 5.13.
It is observed that the distribution of the upper layer temperature is less uni-
form at higher Pr for the cases shown in figures 5.13a, 5.13b and 5.13c. It is
also observed that the degree of non-uniformity reduces with increasing Re2 /Pr,
with the highest Re2 /Pr result, in figure 5.13d, having uniform upper layer tem-
perature for both Pr shown. The non-uniformity at high Pr and low Re2 /Pr is
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believed to be due to the reduction in thermal diffusivity with increasing Pr. For
low Pr, the high thermal diffusivity rapidly diffuses the temperature field within
the plume when it enters the upper region, well below the upper boundary, as can
be seen in figure 5.8c. The reduced diffusivity at high Pr means that the plume
retains its temperature structure up to the upper boundary, forming a pool of
higher temperature fluid there, in the region of the exits, again as can be seen
in figure 5.8d. As Re2 /Pr is increased, the flow becomes increasingly unsteady
and turbulent, as shown by the increasing turbulence intensity in figure 5.12.
The associated increased mixing ensures that the plume temperature structure is
rapidly mixed within the upper region, well below the upper boundary.
Further, figure 5.13 shows that the interface is thinner for higher Pr at constant
Re2 /Pr. This observation is consistent with that reported by Kaye et al. [2010].
Kaye et al. explain that the thickness of the interface is determined by the
balance between the rate of diffusion process and that of the plume entrainment.
Thus, increased Pr and the associated reduced diffusivity leads to a reduction in
the interface thickness. It is also observed from figure 5.13 that at constant Pr,
the interface is thinner for higher Re2 /Pr, i.e. higher source buoyancy flux, B∗,
again consistent with the results reported in Kaye et al. [2010]. This is again, as
explained by Kaye et al., because a plume with increased B∗ has higher rate of
entrainment, and that leads to a thinner interface.
In table 5.4, the non-dimensional total volumetric flow rate through the do-
main per unit length, 〈Q〉, and the non-dimensional upper layer temperature,
〈Tu〉, the temperature at the location of minimum temperature gradient in the
upper region, obtained from figure 5.13, are shown for the above cases. These
results may be used to examine scaling relation that can be derived from the
assumption of buoyancy flux conservation, as stated in Linden et al. [1990] and
Morton et al. [1956]. The conservation law states that the buoyancy flux at the
source, B∗, is conserved for the plume, up to the interface height, and that it
is equal to the buoyancy flux out through the top vents, which suggests that
B∗ = 〈Q∗〉〈g′∗u 〉 where 〈Q∗〉 is the dimensional flow rate through the domain
given as 〈Q∗〉 ∼ 〈Q〉 × Re and 〈g′∗u 〉 the dimensional upper layer reduced gravity
given as 〈g′∗u 〉 = g∗β∗〈T ∗u 〉. 〈T ∗u 〉 is the dimensional upper layer temperature and
is given as 〈T ∗u 〉 ∼ 〈Tu〉 × Re2. Since B∗ is proportional to q∗ and is given as
B∗ = g∗β∗q∗/ρ∗C∗p , where β
∗, ρ∗ and C∗p are the thermal expansion coefficient,
density and specific heat, respectively, and constant fluid properties and fluid in-
compressibility have been assumed, it is suggested that B∗ ∼ Re2 /Pr. Therefore,
at constant Re2 /Pr the following relationship should be satisfied, provided that
buoyancy flux is conserved:
〈Q∗〉 ∼ 1/〈T ∗u〉. (5.3)
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Figure 5.13: Mean temperature against non-dimensional height, y, for Re2 /Pr =
3.6 × 109 (a), 1.4 × 1010 (b), 3.6 × 1010 (c) and 3.6 × 1011 (d) where the dotted
lines show the interface height.
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(a) Pr = 0.7, Re = 5.0× 105
(b) Pr = 70.0, Re = 1.58× 106
Figure 5.14: Instantaneous temperature contours for fully-developed flows at Pr =
0.7 and Re = 5.0× 105(a) and at Pr = 70.0 and Re = 1.58× 106 (b).
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(a) Pr = 0.7, Re = 5.0× 105
(b) Pr = 70.0, Re = 1.58× 106
Figure 5.15: Instantaneous velocity vectors for fully-developed flows at Pr = 0.7
and Re = 5.0 × 105(a) and at Pr = 70.0 and Re = 1.58 × 106 (b) at the same
instants of time as figures 5.14a and 5.14b, respectively. (The increased number
of vectors near the openings and the plume source, compared to the rest of the
domain, is simply due to the increased grid resolution in these regions.)
184
From the non-dimensional results in table 5.4, at Re2 /Pr = 3.6 × 109, 〈Q∗〉 at
Pr = 70.0 is 1.21 times, and 〈T ∗u 〉 is 0.73 times, the values at Pr = 0.7. At
Re2 /Pr = 1.4× 1010, 〈Q∗〉 at Pr = 70.0 is 1.34 times, and 〈T ∗u 〉 is 0.78 times, the
values at Pr = 0.7. At Re2 /Pr = 3.6 × 1010, 〈Q∗〉 at Pr = 70.0 is 0.75 times,
and 〈T ∗u 〉 is 1.30 times, the values at Pr = 7.0. At Re2 /Pr = 3.6× 1011, 〈Q∗〉 at
Pr = 7.0 is 1.79 times, and 〈T ∗u 〉 is 0.55 times, the values at Pr = 0.7. In figure
5.16, the dimensional quantity, 〈Q∗〉〈T ∗u 〉, is plotted against Re2 /Pr for each case
in table 5.4. It is seen that 〈Q∗〉〈T ∗u 〉 and Re2 /Pr have a linear relation and at
each Re2 /Pr, the magnitudes of 〈Q∗〉〈T ∗u 〉 are approximately equal for different
Pr. Thus, it is shown that the results are approximately consistent with equation
(5.3).
Table 5.4: 〈Q〉 and 〈Tu〉 obtained for the flows with the given Re2 /Pr.
Re2 /Pr  Pr 0.7 7.0 70.0
〈Q〉 = 8.6× 10−4 〈Q〉 = 1.04× 10−4
3.6× 109 〈Tu〉 = 6.4× 10−4 − 〈Tu〉 = 4.7× 10−6
(Re = 5.0× 104) (Re = 5.0× 105)
〈Q〉 = 6.4× 10−4 〈Q〉 = 8.6× 10−5
1.4× 1010 〈Tu〉 = 4.0× 10−4 − 〈Tu〉 = 3.1× 10−6
(Re = 1.0× 105) (Re = 1.0× 106)
〈Q〉 = 2.7× 10−4 〈Q〉 = 6.4× 10−5
3.6× 1010 − 〈Tu〉 = 2.0× 10−5 〈Tu〉 = 2.6× 10−6
(Re = 5.0× 105) (Re = 1.58× 106)
〈Q〉 = 3.0× 10−4 〈Q〉 = 1.7× 10−4
3.6× 1011 〈Tu〉 = 1.8× 10−4 〈Tu〉 = 1.0× 10−5 −
(Re = 5.0× 105) (Re = 1.58× 106)
In figures 5.13a, 5.13b and 5.13d, it is observed that 〈h〉 is substantially lower
for Pr = 0.7 than for the higher Pr. This is considered to be at least in part
due to 〈Q∗〉 being lower for Pr = 0.7 as observed above. At the interface height,
the plume volume flux, that up to that point, increases with height, is equal to
〈Q∗〉. Thus, at constant Re2 /Pr, lower 〈Q∗〉 is balanced by the plume volume
flux at lower height, leading to lower 〈h〉, if the plume volume flux is constant
for different Pr. To investigate the assumption that lower 〈Q∗〉 will lead to lower
〈h〉, results were obtained in which 〈Q〉 is set to a specific value, varied from that
given above, where 〈Q〉 is obtained as part of the solution process.
Figure 5.17a contains results obtained with 〈Q〉 set to 1.04×10−3 for Pr = 0.7,
and to 1.04× 10−4 for Pr = 70.0, with Re2 /Pr = 3.6× 109. This corresponds to
the case shown in figure 5.13a, with the 〈Q〉 for Pr = 0.7 increased, while that for
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Figure 5.16: Plot of 〈Q∗〉〈T ∗u〉 versus Re2 /Pr for the results shown in table 5.4.
Pr = 70.0 is set to the value already obtained. Since 〈Q∗〉 ∼ 〈Q〉 ×Re, this gives
the same 〈Q∗〉 for both Pr. The results show that 〈h〉 for Pr = 0.7 has increased
from 0.17 to 0.23, while that for Pr = 70.0 remains approximately the same.
Increasing 〈Q∗〉 for Pr = 0.7 has therefore increased 〈h〉, as expected, but not
sufficiently to equal that of the Pr = 70.0 case, demonstrating that the variation
in 〈Q∗〉 accounts for at least a substantial part, but not all, of the variation in
〈h〉 at this Re2 /Pr.
Figure 5.17b contains the equivalent results for Re2 /Pr = 1.4 × 1010, corre-
sponding to the case shown in figure 5.13b. In this case 〈Q〉 for Pr = 0.7 has
been increased to 8.6 × 10−4, while that for Pr = 70.0 is set to 8.6 × 10−5, the
value obtained previously, again giving constant 〈Q∗〉. Once again the increase
in 〈Q∗〉 for the lower Pr flow results in an increase in 〈h〉, from 0.14 to 0.23, with
the Pr = 70.0 result remaining the same. It is clear that the variation in 〈Q∗〉
accounts for most of the variation in 〈h〉 for this case.
Figure 5.17c contains the equivalent results for Re2 /Pr = 3.6 × 1011, corre-
sponding to the case shown in figure 5.13d, with 〈Q〉 for Pr = 0.7 increased to
5.4× 10−4, while that for Pr = 7.0 is set to 1.7× 10−4, the value obtained previ-
ously, giving constant 〈Q∗〉. In this case the increase in 〈Q∗〉 has increased 〈h〉 for
the lower Pr sufficiently so that the two Pr flows have approximately equal 〈h〉,
and the variation in 〈Q∗〉 accounts fully for the variation in 〈h〉 at this Re2 /Pr.
The results presented indicate that with increasing Re2 /Pr the Pr dependent
variation in 〈h〉, observed in figure 5.13, can be accounted for fully by the variation
in 〈Q∗〉, as seen above for Re2 /Pr = 3.6× 1011, the largest Re2 /Pr result. For
the smaller Re2 /Pr, the variation of 〈Q∗〉 with Pr only accounts for part of the
variation in 〈h〉. As previously discussed, the plume volume flux at the interface
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Figure 5.17: Mean temperature against non-dimensional height, y, obtained for
constant 〈Q∗〉 at Re2 /Pr = 3.6× 109 (a), 1.4× 1010 (b) 3.6× 1011 (c) where the
dotted lines show the interface height.
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height is balanced by 〈Q∗〉, and hence the interface height is dependent on both
the plume volume flux and 〈Q∗〉. It has been observed that in laminar, steady
plumes the plume volume flux increases more rapidly with height for lower Pr.
This is a result of molecular diffusive effects leading to a more rapid growth in
plume width with a larger entrainment rate, at lower Pr. For brevity, these results
are not shown, but similar results can be seen in Gebhart et al. [1970]. Hence,
the Pr dependence of the plume volume flux is larger in less turbulent, lower
Re2 /Pr flows where molecular effects are more important. This results in the Pr
dependent variation in 〈h〉 in lower Re2 /Pr flows being accounted for only partly
by the variation in 〈Q∗〉 since the Pr dependent variation in the plume volume
flux also contributes to the variation in 〈h〉. With increasing Re2 /Pr, and the
associated transition to unsteady and turbulent flow, molecular effects become
less important and hence the Pr dependences of the entrainment rate and the
plume volume flux reduce, thus the Pr dependent variation in 〈h〉 is accounted
for more predominantly by the variation in 〈Q∗〉. These arguments are consistent
with the results in figure 5.17.
The small Pr dependence of the plume volume flux at Re2 /Pr = 3.6 × 1011
can also be shown by referring to equation (1.46). In figure 5.13d, 〈h〉 at Pr = 7.0
is 1.6 times the value at Pr = 0.7. This is not perfect, but close to the inverse
of the Pr variation found for 〈T ∗u 〉, i.e. 〈h〉 ∼ 1/〈T ∗u 〉. This correlation may be
obtained from equation (1.46), with 〈g′∗u 〉 ∼ 〈T ∗u 〉, for constant B∗ (∼ Re2 /Pr)
and H∗, only when αp is constant. Therefore, for the Re
2 /Pr = 3.6× 1011 flows,
αp, the average rate of the plume entrainment over height under the interface, is
considered to be roughly equal for both Pr, and so is the plume volume flux.
Constant 〈Q∗〉 results have not been obtained for the case shown in figure
5.13c. In this case the 〈h〉 values for Pr = 7.0 and Pr = 70.0 are approximately
the same, but 〈Q∗〉 for Pr = 7.0 is larger than that at Pr = 70.0, showing that
at this value of Re2 /Pr the smaller Pr plume also has a more rapid increase
of volume flux with height than the larger Pr plume, so that the larger 〈Q∗〉 is
balanced by a larger plume volume flux at the interface height, consistent with
the discussions above.
5.3.2 Three-Dimensional Simulation
Finally, three-dimensional simulations were conducted to examine the effect of the
flow three-dimensionality. Simulations were conducted for the flows exhibiting
laminar flapping behaviour at Pr = 7.0 and Re2 /Pr = 3.6×108 and at Pr = 70.0
and Re2 /Pr = 3.6×107, the flow exhibiting only the sinuous vortex generation at
Pr = 0.7 and Re2 /Pr = 3.6× 1011 and the flow exhibiting the puffing behaviour
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at Pr = 70.0 and Re2 /Pr = 3.6× 1010.
Only instantaneous flows were investigated here because substantial computa-
tional costs are associated with three-dimensional simulations, compared to two-
dimensional simulations, and also because instantaneous flow results provide suffi-
cient information for the level of the flow three-dimensionality and its effect on the
basic flow structure. In order to save computational time, the three-dimensional
projection of the corresponding two-dimensional, fully-developed flow was used
as the initial flow conditions. Further, a 10 percent white noise disturbance
was added to the temperature field at t = 0.0. After non-dimensional time of
t = 2000 ∼ 3000, the three-dimensional flows were seen to be fully developed.
In the first two flows showing laminar flapping behaviour, the flow three-
dimensionality was found to be negligible with the magnitude of the spanwise, z,
velocity component, w, being less than 10−6 of the maximum flow velocity. The
flapping flows are therefore essentially two-dimensional and are omitted from the
following discussion; only the latter two cases will be discussed.
In figure 5.18, w contours and instantaneous temperature fields are shown for
the Pr = 0.7 and 70.0 flows at Re2 /Pr = 3.6 × 1011 and Re2 /Pr = 3.6 × 1010,
respectively after the flow development. Figures 5.18a and 5.18b show the flows
at the same instant of time as figures 5.18c and 5.18d, respectively. The maximum
magnitude of w velocity was found to be about 30 − 40 percent of that of the
vertical (y) velocity component, v, and 50−60 percent of that of the horizontal (x)
velocity component, u, for both cases. From figure 5.18a, it is seen that the three-
dimensional flow occurs only in the upper layer, and is seen to be associated with
the large scale recirculation as well as the plume mixing, associated with vortex
formation just above the interface height, with the plume flow below the interface
essentially being two-dimensional, while figure 5.18b shows substantial w velocity
in the plume exhibiting the puffing behaviour below the interface, with the largest
magnitude found in the region of mixing just above the interface. Thus, vortex
generation and puffing are both three-dimensional behaviours, while the sinuous
motion below the interface shown in figure 5.18c is a two-dimensional behaviour,
that is similar to the cases of laminar flapping behaviours.
Figures 5.18c and 5.18d show similar vortex generation and puffing behaviours
to figures 5.6h and 5.6j, respectively. The height of the interface between the
upper and lower fluids is also seen to be approximately equal for both two- and
three-dimensional results for each case. In the upper layer, however, smaller
structures are evident in the three-dimensional flows than in the two-dimensional
flows, in agreement with the three-dimensional flow dynamics [Bastiaans et al.,
2000], hence the mixing in the upper layer is expected to be different in the two-
and three-dimensional flows. The increased mixing in the three-dimensional flows
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should act to improve the temperature uniformity in the upper layer, discussed in
Section 5.3.1.3, however this does not affect the conclusions made in that section
that the uniformity increases with increasing Re2 /Pr for purely two-dimensional
flow. Overall, it is concluded that the basic flow structures are similar in the
two- and three-dimensional flows, with the plume transient behaviours and the
interface height both shown to be insensitive to the three-dimensionality, for the
highest Re2 /Pr flows, and with the three-dimensionality shown to be negligible
in laminar flapping flows. Therefore it is considered that the major conclusions
and trends obtained from the two-dimensional simulations may also be applicable
to the three-dimensional flows.
(a) Pr = 0.7, Re = 5.0× 105
(b) Pr = 70.0, Re = 1.58× 106
(c) Pr = 0.7, Re = 5.0× 105 (d) Pr = 70.0, Re = 1.58× 106
Figure 5.18: w velocity contours (a)(b) and instantaneous temperature fields
(c)(d) on the z = 0.2 plane (0.0 ≤ z ≤ 0.4) after full development of the flow.
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5.4 Remarks
In the study, a ventilated filling box flow in the transitional regime, with a planar
heat source, was studied. The non-dimensional number, Re2 /Pr, was found to be
an important parameter since this is a measure of the strength of the buoyancy
source. Hence, the Pr and Re2 /Pr dependencies of the flow were extensively
studied.
The mapping of behaviour regimes for the laminar to transitional flow range
(0.7 ≤ Pr ≤ 70.0 and Re ≤ 1.58 × 106) shows strong Pr dependencies in the
stability limit, transitions within the laminar flapping regimes and the occurrence
of puffing behaviour, in particular puffing is only observed in the flows with
Pr ≥ 4.0 for the given range of Re2 /Pr, while sinuous vortex generation is seen to
be substantially less Pr dependent. The instability mechanism was qualitatively
analysed by comparing the high and low Pr results for temperature contours and
vector fields for laminar, steady semi-confined plumes.
Turbulence spectra were found to be strongly Re2 /Pr dependent at Pr = 0.7,
7.0 and 70.0 and Re = 5.0× 105, 1.0× 106 and 1.58× 106, and the −3 power law
is followed in the inertial subrange. Transient behaviours are also illustrated by
the kinetic energy equation terms. Their distributions over height were shown to
be consistent with the flow structures observed for different behaviours. Buoy-
ancy production was found to be higher for higher Pr. The occurrence of puffing
was seen to be associated with a reduction in shear production when flows ex-
hibit random behaviours. Both production terms were found to be lower for flows
showing single periodic flapping, compared to ones exhibiting random behaviours.
Further, it was observed that the contribution of the shear production towards
the total kinetic energy production decreases and the buoyancy production dom-
inance increases with increasing Pr of the fluid from Pr = 0.7 to Pr = 7.0 and
70.0. Turbulence intensity was found to become increasingly Pr dependent at
reduced Re2 /Pr, which is considered to be associated with the large variation in
the total production at low Re2 /Pr.
Mean flow characteristics such as the interface height, the ventilation rate
and the upper layer temperature were investigated for different Pr and Re2 /Pr.
The vertical buoyancy flux was shown to be conserved within the domain, as
expected. The uniformity of the upper layer temperature was found to increase
with increasing Re2 /Pr and reducing Pr. The interface thickness was shown to
reduce with increasing either Re2 /Pr or Pr, consistent with Kaye et al. [2010].
The interface height is dependent on both the ventilation rate and the plume
volume flux. Higher plume volume flux observed for lower Pr at low Re2 /Pr is
assumed to be due to the plume growth dominated by the molecular diffusivities
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with small effect due to turbulent Prandtl number. Consistent with this, the Pr
variation in the plume volume flux was seen to decrease with increasing Re2 /Pr,
with the interface height becoming more predominantly dependent on ventilation
rate.
Three-dimensional simulations were also obtained. Results show that for lam-
inar flapping flows the flow three-dimensionality is negligible with almost zero w
velocity component. The vortex generation and puffing were both shown to be
three-dimensional behaviours, however the basic flow structures and the location
of the interface were found not to be affected by the three-dimensionality.
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Chapter 6
Conclusions
6.1 Conclusions
The stability, transition and turbulence of thermal plumes were investigated in
this thesis. A substantial portion of the study was conducted by numerical sim-
ulation, and experiments were conducted primarily to provide validations for the
numerical simulation code that has been used.
The effect of variable transport properties was investigated for a large eddy
simulation (LES) of a turbulent axisymmetric plume with Re of 7700 and Pr of
0.71, with air as the working fluid, the case previously studied numerically and
experimentally by Pham et al. [2005, 2007] and Plourde et al. [2008], in Chapter
3. The incompressible Navier-Stokes code, based on a standard Smagorinsky LES
model, with variable properties effects incorporated using a modified Sutherlands
law, was shown to correctly predict statistical behaviours of the turbulent plume.
The code also uses the non-reflective boundary condition of Stevens [1990] to
minimise the spurious wave effect at the top outflow boundary. The comparison
of different boundary schemes was conducted in Section 2.3.
Direct numerical simulations (DNS) of transitional planar plumes in the near-
field were conducted to study the puffing instability, associated with the bulge
forming instability in the lapping flow over the bottom boundary, and results
were reported in Chapter 4. Initially, the Pr = 7.0 flows were investigated. The
transient flow simulations revealed the correlations between the bulge and puff
formations. The effect of the lapping flow velocity on the bulge forming was
investigated by modelling the lapping flow by a channel flow with a heated floor
section, providing an additional control parameter, the channel inlet velocity,
which varies the lapping flow velocity. The Froude number was defined as a
measure of the lapping flow velocity. Bulge structures were observed to form
above a critical Re and below a critical Fr. With increasing Fr, the bulge forming
occurs further downstream. The lapping flow oscillation frequency was shown
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to scale with Re and Fr, with Pr fixed at 7.0. From the results obtained, it is
considered that an increase in Fr, or the lapping flow velocity, leads to a reduction
in the spatial growth rate of the Rayleigh-Taylor instability. Experiments using
a shadowgraph technique and in-house, two-dimensional, two-component particle
image velocimetry, with water as the working fluid, provided validations for the
near-field unsteady behaviours of thermal plumes being characterised by the bulge
and puff formations, which had been studied numerically only.
The Pr dependent transitional flow behaviours in the near-field and the cor-
relations between the lapping flow instability and the plume stem instability
were also investigated numerically. While it was found for the Pr = 0.7 and
7.0 transitional plumes that the critical Ra for the bulge and puff formations is
independent of Pr, only the Pr = 0.7 transitional plumes additionally exhibit
the sideway swaying motion (transverse oscillation) in the plume stem after the
symmetric oscillation in the longitudinal direction observed at early time. It was
observed that there is a coupling between the oscillations in the lapping flow and
the stem; when the oscillations in the lapping flows on both sides are in phase,
the longitudinal oscillation dominates in the stem and the transverse oscillation
is negligible, while when the oscillations in the lapping flows on both sides are out
of phase, the transverse oscillation dominates in the stem and the longitudinal
oscillation is negligible.
Direct stability analysis was conducted to obtain the stability characteristics
of the plume stem and the lapping flow in response to symmetric and asymmetric
disturbances for Pr = 0.7 and 7.0. The results of the direct stability analysis also
showed the coupling between the oscillations in the lapping flow and the stem
and further showed that the longitudinal oscillation in the stem causes symmetric
(in-phase) oscillations in the lapping flows and the transverse oscillation in the
stem causes asymmetric (out-of-phase) oscillations in the lapping flows. From
the results, it is considered that the lapping flow instability is characterised by
a symmetric oscillation, caused by the Rayleigh-Taylor instability mechanism,
while the stem instability is characterised by an asymmetric oscillation, caused
by the Kelvin-Helmholtz instability. The lapping flow instability develops more
quickly than the stem instability in the Pr = 0.7 flows and it is considered to be
the stem instability that causes the out-of-phase oscillations in the lapping flow
through a feedback mechanism.
The parametric dependencies of a ventilated filling box flow with a transi-
tional planar plume were investigated using DNS in Chapter 5. The parameter,
Re2 /Pr, was shown to be an important parameter as expected, since it is a
measure of the source strength. A mapping of transitional flow behaviours was
obtained against Pr and Re2 /Pr. Turbulence statistics were compared for the
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different flow regimes. The Pr dependence of the turbulence intensity in the up-
per buoyant layer was found to reduce with increasing Re2 /Pr. Further, the
Pr dependence of the plume volume flux was also found to reduce with increas-
ing Re2 /Pr. Associated with this, the interface height, which is dependent on
both the ventilation rate and the plume volume flux, was shown to become more
predominantly dependent on the ventilation rate, with increasing Re2 /Pr. The
three-dimensionality was shown to have only minor effects on the basic flow char-
acteristics.
6.2 Future Study
Since the near-field puffing instability for thermal plumes from finite area sources
of buoyancy flux only (i.e. infinitely lazy plumes) has received little attention
in the literature, although this thesis has provided some understanding, there
are still various uncertainties. Topics of further investigations into the near-field
instability for such plumes may include (but not limited to):
• the parametric dependencies of the lapping flow instability for axisymmetric
plumes, which may be compared to those found in this thesis for the planar
configuration,
• the near-field unsteady behaviours of higher Re plumes (e.g. Re > 2000),
and the effects of variable transport properties on the near-field instability
in these flows, and
• experimental validations for the above cases, which can be conducted by
only slightly modifying the current experimental setup.
195
Appendix A
Two- and Three-Dimensional
Navier-Stokes Solvers
A.1 Two-Dimensional Solver
Figure A.1 shows the geometry of a two-dimensional cell at the node, P , and its
surrounding cells.
Figure A.1: Small volume (2D) surrounding the node, P (Arrows show fluxes.)
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The two-dimensional, scalar transport equation is discretised as:
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The x−momentum equation is discretised as:
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and the y−momentum equation as:
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Velocity estimates and pressure are corrected as:
un+1 = u∗ −∆td(pc)
dx
vn+1 = v∗ −∆td(pc)
dy
pn+1 = pn + pc.
(A.4)
The continuity equation is therefore given as:
∂ (u∗ −∆td(pc)/dx)
∂x
+
∂ (v∗ −∆td(pc)/dy)
∂y
= 0. (A.5)
Integration over a cell volume gives:
∆t∆yP
(
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δxe
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δxw
)
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(
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δys
)
= ∆yP (u
∗
e − u∗w) + ∆xP (v∗n − v∗s) .
(A.6)
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A.2 Three-Dimensional Solver
Figure A.2 shows the geometry of a three-dimensional cell at the node, P , and
its surrounding cells.
Figure A.2: Small volume (3D) surrounding the node, P (Arrows show fluxes.)
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The three-dimensional scalar transport equation is discretised as:
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The x−momentum equation is discretised as:
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the y−momentum equation as:
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and the z−momentum as:
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Velocity estimates and pressure are corrected as:
un+1 = u∗ −∆td(pc)
dx
vn+1 = v∗ −∆td(pc)
dy
wn+1 = w∗ −∆td(pc)
dz
pn+1 = pn + pc.
(A.11)
The continuity equation is therefore given as:
∂ (u∗ −∆td(pc)/dx)
∂x
+
∂ (v∗ −∆td(pc)/dy)
∂y
+
∂ (w∗ −∆td(pc)/dz)
∂z
= 0. (A.12)
Integration over a cell volume gives:
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(A.13)
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Appendix B
The Fractional Step Method for
Weakly-Compressible
Navier-Stokes Solver
For LES of a turbulent plume in Chapter 3, the effect of compressibility was ex-
amined. The fractional step method for a weakly-compressible solver is discussed
here. The continuity equation:
∂ρ
∂t
+
∂ (ρui)
∂xi
= 0, (B.1)
is discretised in time as:
ρn+1 − ρn
∆t
+
∂
(
ρn+1un+1i
)
xi
= 0. (B.2)
The solutions at the n + 1 time step are obtained as:
ρn+1 = ρn + ρc, (B.3)
pn+1 = pn + pc, (B.4)
un+1i = u
∗
i −∆t
∂pc
∂xi
, (B.5)
203
0 1 2 3 4 5 6 7 8
y
0
0.2
0.4
0.6
0.8
<
v c
>
SnS* (SM, incompressible)
SnS* (SM, weak comp)
-2 -1 0 1 2
x
0
0.1
0.2
0.3
0.4
0.5
<
v>
 a
t y
=3
.0
SnS* (SM, incompressible)
SnS* (SM, weak comp)
Figure B.1: Mean centreline vertical velocity over height (a) and the radial dis-
tribution of mean vertical velocity at y = 3.0 (b) obtained for SnS* (SM) with
the incompressible and weakly-compressible solvers
where u∗i is the solution of the momentum equations, and ρc is the density cor-
rection term, which is related to the pressure correction, pc, as:
ρc =
(
U∗2
R∗T ∗
)
pc, (B.6)
with R∗ the specific gas constant, U∗ the characteristic velocity scale and T ∗
the local dimensional temperature. Substituting equations (B.3) and (B.5) into
equation (B.2) and assuming that ρn+1un+1i ≈ ρnu∗i + ρcu∗i − ρn∆t (∂pc/∂xi), we
obtain:
∂2pc
∂x2i
=
ρc
∆t2ρn
+
∂ (ρnu∗i )
∆tρn∂xi
+
∂ (ρcu∗i )
∆tρn∂xi
− ∂ρ
n
ρn∂xi
∂pc
∂xi
. (B.7)
The above equation is solved iteratively as follows. A linear system of the equation
is solved for pc, and ρc is updated using equation (B.6). An updated value for the
source term, the right hand side of equation (B.7), is then calculated for the next
iteration. This process is repeated until the solution satisfies specified stopping
criteria.
Figure B.1 shows the comparison of the mean vertical velocity, obtained for
SnS* (SM) with the incompressible and weakly-compressible solvers. The re-
sults illustrate that the effect of compressibility is negligible.
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