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The Future of NSF Advanced Computing Infrastructure Revisited I am in Sunriver, Oregon, having just enjoyed three days at the annual Blue Waters Symposium for Petascale Science and Beyond. It was a perfect opportunity to catch up on all the wonderful science being done on Blue Waters, the National Science Foundation's flagship supercomputer, located at the University of Illinois's National Center for Supercomputing Applications (NCSA). To be honest, you can't really catch up on all the science: most of the presentations are in parallel sessions with four simultaneous talks. There were also very interesting tutorials to help attendees make the best use of Blue Waters.
But what I'm most interested in discussing here isn't the petascale science, but the "beyond" issue. CiSE readers might recall that in the March/April 2015 issue, I used this space for a column entitled "Whither the Future of NSF Advanced Computing Infrastructure?" (vol. 17, no. 2, 2015, pp. 4-6) . One focus of that piece was the interim report of the Committee on Future Directions for NSF Advanced Computing Infrastructure to Support US Science in 2017-2020. This committee was appointed through the Computer Science and Telecommunications Board of the National Research Council (NRC) and was expected to issue a final report in mid-2015 (in fact, it was announced nearly a year later, in a 4 May 2016 NSF press release). I had a chance to sit down with Bill Gropp (University of Illinois Urbana-Champaign), who cochaired the committee with Robert Harrison (Stony Brook) and gave a very well-received afterdinner talk at the symposium about the report.
Over the years, there has been a growing gap between requests for computer time through NSF's XSEDE (Extreme Science and Engineering Discovery Environment) program and the availability of such time. Making matters worse, Blue Waters is scheduled to shut down in 2018. At the symposium, William Kramer announced that the NCSA had requested a zero-cost extension to continue operations of Blue Waters until sometime in 2019. Extension of Blue Waters operations would be a very positive development. Unfortunately, the NSF hasn't announced a plan to replace Blue Waters with a more powerful computer, even in light of the NSF's role in the National Strategic Computer Initiative announced by President Obama on 29 July 2015. There could be a very serious shortage of computer time in the next few years that would broadly impact science and engineering research in the US.
My previous article mentioned that the Division of Advanced Cyberinfrastructure (ACI) is now part of the NSF's Directorate of Computer & Information Science & Engineering (CISE). Previously, the Office of Cyberinfrastructure reported directly to the NSF director. The NSF has asked for comments on the impact of this change, but the deadline is 30 June, well before you'll see this column. The NSF's request for comments was a major topic of conversation in an open meeting at the symposium held by NCSA Director Ed Seidel. I plan to let the NSF know that I think it's essential to go back to the previous arrangement: scientific computing isn't part of computer science, and it's very important that the people at the NSF planning for supercomputing be at the same level as the science directorates in order to get direct input on each directorate's computing needs.
The committee report I mentioned earlier has seven recommendations, most of which contain subpoints (see the "Committee Recommendations" sidebar for more information). The recommendations are organized into four main issues: maintaining US leadership in science and engineering, ensuring that resources meet community needs, helping computational scientists deal with the rapid changes in high-end computers, and sustaining the 
A: Position US for continued leadership in science and engineering
Recommendation 1. NSF should sustain and seek to grow its investments in advanced computing-to include hardware and services, software and algorithms, and expertise-to ensure that the nation's researchers can continue to work at frontiers of science and engineering. Recommendation 1.1. NSF should ensure that adequate advanced computing resources are focused on systems and services that support scientific research. In the future, these requirements will be captured in its road maps. Recommendation 1.2. Within today's limited budget envelope, this will mean, first and foremost, ensuring that a predominant share of advanced computing investments be focused on production capabilities and that this focus not be diluted by undertaking too many experimental or research activities as part of NSF's advanced computing program. Recommendation 1.3. NSF should explore partnerships, both strategic and financial, with federal agencies that also provide advanced computing capabilities as well as federal agencies that rely on NSF facilities to provide computing support for their grantees.
Recommendation 2. As it supports the full range of science requirements for advanced computing in the 2017-2020 timeframe, NSF should pay particular attention to providing support for the revolution in data driven science along with simulation. It should ensure that it can provide unique capabilities to support large-scale simulations and/or data analytics that would otherwise be unavailable to researchers and continue to monitor the cost-effectiveness of commercial cloud services.
Recommendation 2.1. NSF should integrate support for the revolution in data-driven science into NSF's strategy for advanced computing by (a) requiring most future systems and services and all those that are intended to be general purpose to be more datacapable in both hardware and software and (b) expanding the portfolio of facilities and services optimized for data-intensive as well as numerically-intensive computing, and (c) carefully evaluating inclusion of facilities and services optimized for data-intensive computing in its portfolio of advanced computing services.
Recommendation 2.2. NSF should (a) provide one or more systems for applications that require a single, large, tightly coupled parallel computer and (b) broaden the accessibility and utility of these large-scale platforms by allocating high-throughput as well as high-performance work flows to them. Recommendation 2.3. NSF should (a) eliminate barriers to cost-effective academic use of the commercial cloud and (b) carefully evaluate the full cost and other attributes (e.g., productivity and match to science work flows) of all services and infrastructure models to determine whether such services can supply resources that meet the science needs of segments of the community in the most effective ways.
B. Ensure resources meet community needs
Recommendation 3. To inform decisions about capabilities planned for 2020 and beyond, NSF should collect community requirements and construct and publish roadmaps to allow NSF to set priorities better and make more strategic decisions about advanced computing.
Recommendation 3.1. NSF should inform its strategy and decisions about investment trade-offs using a requirements analysis that draws on community input, information on requirements contained in research proposals, allocation requests, and foundationwide information gathering.
Recommendation 3.2. NSF should construct and periodically update roadmaps for advanced computing that reflect these requirements and anticipated technology trends to help NSF set priorities and make more strategic decisions about science and engineering and to enable the researchers that use advanced computing to make plans and set priorities. Recommendation 4. NSF should adopt approaches that allow investments in advanced computing hardware acquisition, computing services, data services, expertise, algorithms, and software to be considered in an integrated manner.
Recommendation 4.1. NSF should consider requiring that all proposals contain an estimate of the advanced computing resources required to carry out the proposed work and creating a standardized template for collection of the information as one step From the editors infrastructure for advanced computing. When I asked Gropp about the report's main message, he told me that "the community needs to get involved for the NSF to implement the recommendations." That's because we'll need to do a better job of describing our needs and our scientific plans. Gropp emphasized that it's important to distinguish between our wants and our needs. For example, Recommendation 3 calls on the NSF to collect information on the needs of the scientific community for advanced computing-one possibility is that all grant applications will need to supply information about their computing needs in a standard form (see recommendation 4.1).
The report also emphasizes that data-driven science needs to be supported along with simulation. The latter has often driven machine design, but there are many interesting scientific problems for which access to large amounts of data is the bottleneck, and there are also now many simulations that produce large volumes of data that must be read, stored, and visualized. It will be best to purchase computers that can support both requirements well.
"For many years, we have been blessed with rapid growth in computing power," Gropp stated, but in referring to stagnant clock speeds, he noted, "that period is over." New supercomputers are going to employ new technologies that will require new programming techniques to deal with the massive parallelism and deep memory hierarchies. Gropp quoted Ken Kennedy as saying that software transformations can take of potentially many toward more efficient individual and collective use of these finite, expensive, shared resources. (This information would also inform the requirements process.) Recommendation 4.2. NSF should inform users and program managers of the cost of advanced computing allocation requests in dollars to illuminate the total cost and value of proposed research activities.
C. Aid the scientific community in keeping up with the revolution in computing
Recommendation 5. NSF should support the development and maintenance of expertise, scientific software, and software tools that are needed to make efficient use of its advanced computing resources.
Recommendation 5.1. NSF should continue to develop, sustain, and leverage expertise in all programs that supply or use advanced computing to help researchers use today's advanced computing more effectively and prepare for future machine architectures.
Recommendation 5.2. NSF should explore ways to provision expertise in more effective and scalable ways to enable researchers to make their software more efficient; for instance, by making more pervasive the XSEDE (Extreme Science and Engineering Discovery Environment) practice that permits researchers to request an allocation of staff time along with computer time.
Recommendation 5.3. NSF should continue to invest in and support scientific software and update the software to support new systems and incorporate new algorithms, recognizing that this work is not primarily a research activity but rather is support of software infrastructure.
Recommendation 6. NSF should also invest modestly to explore next-generation hardware and software technologies to explore new ideas for delivering capabilities that can be used effectively for scientific research, tested, and transitioned into production where successful. Not all communities will be ready to adopt radically new technologies quickly, and NSF should provision advanced computing resources accordingly.
D. Sustain the infrastructure for advanced computing
Recommendation 7. NSF should manage advanced computing investments in a more predictable and sustainable way. 10 years to reach maturity. I note that my own community is eight years into GPU code development and three to four years into development for Intel Xeon Phi. Th e effort is continuing in anticipation of the next generation of supercomputers. Th e report strongly emphasizes that the NSF must help users to adapt their codes (Recommendation 5 and its subpoints).
B
efore my conversation with Gropp ended, I asked him about the delay from the original mid-2015 target date for the report's release. He mentioned the "grueling review process" and the need to respond to every comment. However, he said there were many thoughtful, useful comments and that responding to them made the report much better. Finally, Gropp left me with the thought that "Writing the report is not the end, it is the beginning." I certainly hope that my fellow CiSE readers will take that to heart and get involved with helping the NSF plan for our needs for advanced computing. You can fi nd the entire report at http://tinyurl.com/advcomp17-20.
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