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Abstract
La fluidodinamica computazionale (CFD) riveste un ruolo chiave nella descrizione del
moto di flussi turbolenti. Delle tre principali tipologie di simulazioni associate in CFD
alla turbolenza, Direct Numerical Simulation (DNS), Large Eddy Simulation (LES) e
Reynolds Averaged Navier Stokes Equations (RANS), simulazioni altamente affidabili di
tipo DNS e LES sono sempre pi richieste, in particolare nell’ambito della sicurezza indus-
triale e nucleare. Nonostante questo, a causa delle fitte mesh necessarie alla descrizione
del dominio di calcolo DNS e LES, l’uso di questi metodi risulta particolarmente oneroso
in termini di tempo, potenza e costi computazionali. Le grandi risorse richieste da DNS
e LES rendono cruciale una corretta generazione della mesh, per la quale, al presente
stato dell’arte, non esiste un vero e proprio processo formale. Il presente lavoro di tesi,
svolto in Olanda presso l’azienda NRG dell’ambito dei servizi nucleari, mira a proporre
un criterio per la generazione della mesh di DNS e LES, al fine di ottimizzare la potenza
di calcolo impiegata. Il metodo proposto si incentra sull’analisi delle scale di lunghezza
della turbolenza, computate utilizzando pi economiche simulazioni di tipo RANS. Il cri-
terio dapprima testato su una configurazione Channel Flow, attraverso l’utilizzo di due
diversi modelli di simulazioni RANS, ciascuno applicato a fluidi aventi tre diversi numeri
di Reynolds. Infine, il metodo valutato a posteriori su una configurazione pi complessa,
ossia Backward-Facing Step (BFS) flow. Su questa si sono sviluppate una simulazione
di tipo RANS e una di tipo LES. La mesh della LES stata concepita secondo i metodi
convenzionali e, anche attraverso il confronto con dati sperimentali reperiti in letter-
atura, si paragonano i risultati ottenuti con quelli raggiungibili applicando il procedi-
mento proposto. In particolare, si considerata l’abilit del metodo di individuare i punti
critici della griglia LES nonch di prevedere adeguati valori delle dimensioni di griglia.
Computational Fluid Dynamics (CFD) plays a key role in the description of turbulent
flows, through three main models: Direct Numerical Simulation (DNS), Large Eddy
Simulation (LES) e Reynolds Averaged Navier Stokes Equations (RANS). In the indus-
trial and nuclear safety field, DNS and LES are the most requested models, since they
are the most reliable and accurate of the three. However, because of the fine mesh they
require to describe the domain, DNS and LES are extremely time consuming and costly
in terms of computational power. At the present state-of-art, no formal method exists
for generating correct mesh for DNS and LES. The present thesis work was developed
during an internship at NRG, a Dutch nuclear services provider. This paper proposes
a criterion for generating DNS and LES mesh to optimize the computational power
requested. The proposed method is based on the turbulence length scales evaluation,
through the more lightweight RANS simulations. Firstly, the criterion is tested in the
Channel Flow configuration, where two different RANS models are applied to three flu-
ids with different Reynolds Number each. Then, an a-posteriori evaluation is conducted
in a more complex configuration, the Backward-Facing Step (BFS) flow. A RANS sim-
ulation and a LES, with an empirically set mesh, are computed and their results are
compared with each other and with experimental data found in the literature. The
mesh suggested by the method is compared both with the actual mesh used in LES and
with the match between LES and experimental data. Lastly, the method’s capability in
predicting both the correct grid sizes modifications and the location of the discrepancies
between LES and experimental data is discussed.
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Chapter 1
Introduction
In the field of nuclear power generation, safety plays a key role. Many of the safety
challenges involve thermal-hydraulics aspects, such as the degradation mechanism of
thermal fatigue. It occurs when materials are cyclically subjected to temperature fluc-
tuations, as cyclical heating and cooling. The temperature fluctuations that arise cause
stress fluctuations in the solid structures, which may induce fatigue cracking. This situ-
ation typically occurs outside the core region, in the pipes of the Residual Heat Removal
(RHR) system in Boiling Water Reactors (BWR) and in Pressurized Water Reactors
(PWR). Some incidents are known for failures due to thermal stress, e.g. the incident
happened in the Civaux PWR in 1998 [28] or the incidents occurred in the Japanese
Tsuruga-2 PWR in 1999 and the Japanese Tomari-2 PWR in 2003 [29].
Due to the high frequencies involved, such phenomena are difficult to be detected and
analysed by common plants monitoring equipments. In this context, Computational
Fluid Dynamics (CFD) is necessary for providing a better understanding of such tur-
bulent flow. Of the three numerical methods for predicting turbulence, i.e. Direct
Numerical Simulation (DNS), Large Eddy Simulation (LES) and Reynolds Averaged
Navier Stokes (RANS), RANS methods are most commonly used in the industrial field.
By definition, the RANS approach has an inherent disadvantage in that it only resolves
the mean flow, averaging out the turbulent fluctuations. Due to this simplified approach,
RANS computations are the lightest ones in terms of computational time. Nevertheless,
in many cases, in order to achieve a more comprehensive understanding, additional in-
formation about the instantaneous nature of such turbulent flows are required. For this
reason, high fidelity simulations, as LES and DNS, are necessary. In the past, the use of
these techniques was limited by the available computational power. In fact, the required
computation time depends on the machine, the numerical model used, and the number
of grid points selected to represent the computational domain under consideration. The
increasing computational power has made the use of these techniques more and more
attractive and practicable. Nevertheless, the number of grid points, i.e. a correct mesh-
ing, remains a fundamental parameter determining the required computational costs.
In the current applications, the DNS, which is the numerical method requiring a finer
space discretisation, is applied to simplified geometries characterized by low values of
the Reynolds number, which means relatively low turbulence levels. In fact, as it will
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explained later on in this thesis work, the number of grid points for DNS is proportional
to Re9/4 [30].
In terms of computational requirements and time, LES occupies an intermediate position
between DNS and RANS. For this reason, in the last years, LES has been considered
more and more interesting for predicting turbulent flows. As it will be explained later
in this paper, using LES, a correct meshing is extremely important. In fact, the grid
size in LES is also linked to the filter that divides the solved scale from the modelled
scales. Various meshing guidelines are available in literature, based on both experience
and theory. Such guidelines are aimed at reducing the computational effort, while keep-
ing an acceptable level of accuracy of involved phenomena. However, because Nuclear
Reactor Safety (NRS) applications require higher levels of confidence, such guidelines
have to be tested and adjusted for NRS specific problems and accuracy requirements.
The aim of this work is to assess and improve meshing guidelines for LES based on the
evaluation of turbulent length scales, indicated in the works of Addad and Gaitonde
(2008) [9] and Kuczaj, de Jager, and Komen (2008) [3]. In particular, the Taylor Micro
Length Scales will be discussed and tested as basis for defining a correct grid size for
LES. The analysis of the required mesh resolution from the evaluation of length scales,
and in particular from the Taylor micro length scale, can be done in two ways:
• A-posteriori analysis
• A-priori analysis
The a-posteriori analysis consists in the manipulation of experimental results or DNS
results and evaluates the length scales using the auto-correlation functions. The a-priori
analysis examines the cell resolution requirements for LES using complementary RANS
simulations. The benefit of the latter method would be to obtain a detailed evaluation
of the correct mesh size for LES saving computational time and space, as RANS require
a smaller amount of computational power in comparison with LES and DNS.
Finally, the objectives of this thesis can be summarized as follows:
• Assessment of a-priori methods, via RANS analyses, for the estimation of turbulent
length scales to be used as input in LES.
• Application of pre-cursor RANS computation for more detailed LES simulations
of turbulent flows in turbulent channel and backward-facing step configurations.
• Study of the effects of the new method for enhancing flow prediction by LES in
backward-facing step configurations.
The a-priori technique will be investigated and discussed, as well as the main methods to
obtain the turbulent length scales from simulations and experimental data. Particular
attention will be reserved to the two-point correlation method and the HIT formula,
that will be explained exhaustively. In the first part of the thesis, RANS pre-cursor
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computations performed for a fully-developed turbulent channel flow case (at several
Reynolds numbers) will be analysed and the turbulent scales will be calculated. The
results will be compared with DNS data to validate the a-priori method. In the second
part of the thesis, the method will be applied to perform an LES no-model simulation
for a Backward Facing Step geometry.
The main contents of the thesis can be summarized as follows:
Chapter Two: Turbulence
Introduction to the turbulence theory, scaling of the turbulent flow, description of the
shear flow and wall-bounded turbulent flows.
Chapter Three: Modelling of turbulence
Description of the governing equations and most important models used in Direct Nu-
merical Simulations (DNS), Large Eddy Simulations (LES), and Reynolds Averaged
Navier Stokes Equations (RANS).
Chapter Four: A-priori prediction of turbulent scales
The a-priori method, based on the calculation of turbulent length scale from (U)RANS
precursors simulations will be discussed and the most important mathematical relations
for evaluating turbulent length scales are analysed.
Chapter Five: Application to channel flow
In this chapter the methods discussed are tested on a turbulent channel flow case for
several flow configurations and simulation models. Successively, the methods will be
validated comparing the results with DNS data.
Chapter Six: Application to a BFS LES
In the first part of the chapter the BFS configuration will be introduced and fully
discussed. In the second part the analysis of the length scales will be shown and the
a-priori method applied to a backward-facing step turbulent flow. Finally, in the third
part, results of the LES simulation performed will be discussed and compared with
experimental data.
Chapter Seven: Conclusions and recommendations for future works
This chapter is dedicated to the final considerations on the work carried out.

Chapter 2
Turbulence
2.1 Introduction to Turbulence
The understanding of turbulent behaviour in flowing fluids is one of the most difficult and
important problems of classical physics. Turbulence is governed by known dynamical
laws. In principle, the continuity equation, the Navier-Stokes equations and the energy
equation contain the solutions of such state of motion [31]. The complexity of these
hypothetical solutions as well as the difficulties of quantifying and making such solu-
tions available to engineering and physical purposes, represent the turbulence problem.
Despite the deep efforts made and the progresses obtained, nowadays the turbulence
problem is still from be completely solved and understood.
It is a fact that most fluid flows are turbulent: the water in a waterfall, the smoke
produced by a cigarette as well as by a chimney, the steam of the fog, are examples of
turbulent flows [38]. Observing these phenomena, it is clear that their motion is chaotic
and that it is difficult to describe it for each turbulent eddy.
Figure 2.1: Example of a turbulent free jet
5
Turbulence 6
Turbulent flows have some characteristic features that can be summarized as follows
[11]:
• Chaoticity: observing the structure of a turbulent flow, as well as measuring
its velocity at different times, it can be noticed that any particular pattern never
repeat itself. This randomness leads to use a statistical approach for studying
turbulence. Even though turbulence is chaotic, it is deterministic and is described
by the Navier-Stokes equations. Turbulent flows are always chaotic, but not all
chaotic flows are turbulent.
• Vorticity: turbulent flows are rotational. The stretching of the three-dimensional
vortex and the intensity of vorticity fluctuations play a key role in turbulence.
• Diffusivity: it causes the rapid mixing and increases the rates of momentum,
heat, and mass transfer. The diffusivity is a specific feature of turbulent flows: if
a flow is chaotic but not diffusive, it is not a turbulent flow.
• Dissipation: turbulent flows are dissipative. Kinetic energy gets converted into
heat due to viscous shear stresses. When no energy is supplied to the eddies, the
turbulent flow ends soon.
• Continuum: an important hypothesis is to consider the turbulence as a contin-
uum phenomenon. In fact, the length scales of the smallest turbulent motions can
be considered larger than the molecular length scales. Due to this, as in continuum
mechanics, the properties in turbulence are assumed to vary continuously from one
point to another.
The randomness of turbulent flows leads to the application of a statistical approach. In
this study, all the fluids are considered as statistically steady; this yields to split any
instantaneous quantity φ into averaged and fluctuating components:
φ(r, t) = φ(r, t) + φ′(r, t) (2.1)
where the mean component of φ is defined as:
φ(r, t) =
1
∆t
∫ t+∆t/2
t−∆t/2
φ(r, t)dt (2.2)
while the fluctuating component φ′ is such that it’s average in time is equal to zero:∫ t+∆t/2
t−∆t/2
φ′(r, t)dt = 0 (2.3)
Due to this, for investigating fluctuations’ intensity it is it is usual to consider the root
mean square quantities (RMS) defined as:
φrms(r) =
√
φ′(r, t)2 (2.4)
RMSs are usually some of the parameters used to directly compare results from different
simulations. Velocity is the most classical variable described in this way. In fact, the
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instantaneous velocity u(r, t) for a turbulent flow presents significant values of fluctu-
ations. Under these assumptions the instantaneous and the mean velocity are defined
as:
u(r, t) = (u+ u′)i + (v + v′)j + (w + w′)k (2.5)
u(r, t) = ui + vj + wk (2.6)
Where u′, v′, w′ are the fluctuating components of velocity.
The turbulent intensity is then defined from the root-mean-square of the velocity fluc-
tuations:
I =
√
u′2 + v′2 + w′2 =
[m
s
]
(2.7)
From the turbulent intensity, the turbulent kinetic energy k, can be figured out as:
k =
1
2
(u′2 + v′2 + w′2) =
[
m2
s2
]
(2.8)
2.2 Non-dimensional Parameters
One of the most important quantities in describing turbulence is the Reynolds number.
This is a non-dimensional number defined as the ratio between inertial forces and viscous
forces:
Re =
UL
ν
= [−] (2.9)
where ν =
[
m2
s
]
is the kinematic viscosity, U is the velocity, and L is the characteristic
length of the domain.
For high values of the Reynolds number inertial forces prevail and the flow assumes
a turbulent behaviour, while for low values the viscous forces prevail and the flow is
laminar. In pipe flow experiments, if Re is less than about 2300 the flow is laminar,
from Re equal to 2300 to Re equal to 4000 the flow is in a transition zone, then, if Re
exceeds about 4000, the flow is turbulent. As can be seen in figure 2.2, at high Re the
mixing capability, i.e. the diffusivity of the flow, increases.
Others important parameters appear when the heat transfer is considered and analysed.
In this case, the Prandtl number describes the ratio between kinematic and thermal
diffusivity. This non-dimensional quantity is defined as:
Pr =
µcp
λ
=
ν
α
= [−] (2.10)
where µ =
[
kg
ms
]
is the dynamic viscosity, cp =
[
J
kgK
]
is the specific heat at constant
pressure, λ =
[
W
mK
]
represents the thermal conductivity, ν =
[
m2
s
]
is the kinematic
viscosity, and α =
[
m2
s
]
is the diffusion coefficient.
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Figure 2.2: Mixing concentration in a turbulent jet: (a) Re=5000, (b) Re=20000.
From Dahm and Dimotrakis (1990) [43]
As the Prandtl number grows, the momentum diffusion is predominant compared to the
thermal diffusion. Conversely, at low Prandtl numbers the thermal diffusion becomes
stronger. The Prandtl number also quantifies the ratio between the boundary layers of
velocity and temperature, resulting essential in the meshing of turbulent flows with heat
transfer cases.
The others parameters of interest, particularly in the conjugate heat transfer cases, are
the Effusivity Ratio K and the Diffusivity Ratio G defined as follows:
K =
√
ρfcpfλf
ρfcpsλs
= [−] (2.11)
G =
αf
αs
= [−] (2.12)
where ρ =
[
kg
m3
]
is the density, while the f and s subscripts stand for fluid and solid,
respectively.
The thermal effusivity ratio controls the interface temperatures between different ma-
terials. As shown in the paper of Monod et Al. [40], this parameter has the greatest
influence on the mean temperature profile inside the solid. It represents the thermal
inertia of the fluid with regard to the thermal inertia of the solid. If K is high, the
temperature at the fluid-solid interface is more shifted to the initial temperature of the
solid, while the opposite is observed at low K values. This feature influences the tem-
perature fluctuation profiles: for a high K value, the temperature fluctuations level at
the fluid-solid interface, and so through the solid, is higher in comparison with lower K
values.
The thermal diffusivity ratio G impacts several phenomena inside the wall, in particular
it influences the transfer and absorption of thermal fluctuations.
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2.3 Scales in Turbulent Flows
At high Reynolds numbers, the dynamics of the flow is characterized by the existence of
a wide range of length scales. The turbulent motions range in size from the characteristic
length of the flow δ = [m] to much smaller scales, which become progressively smaller
as the Reynolds number increases.
The most important statements for describing the turbulent scales are the “Energy
cascad” and the “Kolmogorov hypothesis”.
The energy cascade idea proposed by Richardson (1922) is that kinetic energy enters the
turbulence only at its largest scales of motion by the production mechanism and then
is transferred to smaller and smaller scales by inviscid actions. Essentially, in turbulent
flows there is an energy cascade representing the transfer of the kinetic energy from large
eddies to smaller eddies. While the large eddies receive energy from the mean flow, the
small eddies are liable for the energy dissipation.
We can assume that small eddies are in an equilibrium state where they take as much
energy as they dissipate, and their scale motion depends only on the rate at which this
energy is supplied from the mean flow and on the kinematic viscosity. This fact is known
as Kolmogorov’s universal equilibrium theory of small scale turbulence.
Kolmogorov’s hypothesis of local isotropy states that “at sufficiently high Reynolds
number, the small scale turbulent motions are statistically isotropi” [31].
Calling l0 the size of the largest eddies (comparable to the overall flow dimension L)
and introducing an intermediate length lEI such that l << l0 and l < lEI , the Kol-
mogorov’s first similarity hypothesis states that in every turbulent flows at sufficiently
high Reynolds number, the statistics of the small scales motions (l < lEI) have an uni-
versal form that is uniquely determined by the viscosity ν and rate of energy dissipation
 dimensionally defined as:
 = −dk
dt
=
[
m2
s3
]
(2.13)
Combining the variables it is possible to obtain the Kolmogorov scales for length, time
and velocity:
ηk = (
ν3

)1/4 = [m] (2.14)
τk = (
ν

)1/2 = [s] (2.15)
vk = (ν)
1/4 =
[m
s
]
(2.16)
From dimensional analysis and experimental results, it is possible to establish a relation
between , k and ν at sufficiently high Reynolds numbers:
 ≈ k
3/2
l0
−→ l0
η
≈ Re3/4l0 (2.17)
Turbulence 10
where Rel0 =
k1/2l0
ν
is called as “turbulence Reynolds number”. It can be noticed that
as the Reynolds number increases, the smallest scales become even smaller. Regarding
the distribution of the energy cascade, this can be shown using a spectral distribution,
where the wave number κ is related to the wave length λ by κ = 2pi/λ
Figure 2.3: Energy cascade, double logarithmic scale. E (k) dk = turbulent kinetic
energy between [k; k + dk]. (a) Energy containing eddies. (b) Inertial subrange. (c)
Viscous subrange.
Figure 2.3 represents the energy distribution in a bi-logarithmic scale through the wave
number and the turbulent kinetic energy. In this figure three different areas can be
noticed: the energy containing eddies (a), where the the turbulence takes energy from
the kinetic energy of the flow, the inertial subrange (b), where the energy is transferred
from large to smaller eddies and the energy spectrum obeys to −5/3 Kolmogorov law,
and finally the viscous sublayer (c), where the viscous dissipation takes place.
2.4 Scaling of Results
To compare the results obtained from different simulations, it is very useful and com-
monly used to transform the variables in non-dimensional quantities. The usual applied
scaling for the velocity is done utilising the so called friction velocity (or shear velocity).
The friction velocity is a re-writing of the shear stress in terms of velocity, and it is
the characteristic velocity scale of the wall region in wall-bounded turbulent flows. The
shear velocity uτ is defined as:
uτ =
√
τw
ρ
=
[m
s
]
(2.18)
τw = µ
(
∂u
∂y
)
y=0
= [Pa] (2.19)
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where τw is the shear stress at the wall. From the friction velocity, it is possible to write
several non dimensional length quantities, those of interest are:
L+ =
uτL
ν
= [−] (2.20)
U+ =
u
uτ
= [−] (2.21)
k+ =
k
u2τ
= [−] (2.22)
+ =
ν
u4τ
= [−] (2.23)
The equations above are valid only for one dimensional turbulent flows, i.e. the flows in
which the mean components of the variables are depending only on one spatial coordi-
nate, usually (for simplified geometries such channels and pipes) by the distance to the
wall y = [m].
y+ =
uτL
ν
= [−] (2.24)
Working with conjugate heat transfer configurations, another non-dimensional quantity
of interest is the non-dimensional temperature. In literature [20], it is usually obtained
from the frictional temperature Tτ = [K] at the interface temperature Tw = [K]:
Tτ =
αf
uτ
dT
dy
∣∣∣∣
y=0
=
qw
ρfcPfuτ
= [K] (2.25)
Where qw =
[
J
m2s
]
is the heat exchange through the fluid-solid interface. The non-
dimensional temperature is then equal to:
T+ =
T − Tw
Tτ
= [−] (2.26)
In conjugate heat transfer cases, it is also useful to provide a non-dimensional length for
the solid, this is defined as:
y++ = y+
√
G =
uτy
ν
√
G = [−] (2.27)
Finally, the time is scaled using:
t+ =
u2τ t
ν
(2.28)
2.5 Wall-bounded Turbulent Flows
In this thesis, the focus is on turbulent flows bounded by walls with different geome-
tries. Unlike free shear turbulence, in the analysis of wall-bounded turbulent flows, it is
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necessary to consider the viscous forces that are dominant in a certain region close to
the wall.
For simple geometries, such as channels or pipes, and in case of gently favourable pressure
gradients, it is possible to provide well-known mean velocity profiles, described by the
law of the wall (see figure 2.4). In the near-wall regions there are two key structures,
streamwise vortices and streaks of low and high velocity that interact with each other.
Once the streaks become unstable under the interference of the vortices, the unstable
streaks and the vortices start to generate each other sequentially, sustaining the near-
wall turbulence ( Kawahara er al. 1998 [8]). Such self-sustaining turbulence allows
to describe the turbulent flow as fully developed after an appropriate time interval:
turbulent pipe and channel flows will remain turbulent once turbulent, as long as the
Reynolds number is high enough.
In these conditions, the turbulent motion near the solid surface is rotational and the
viscous forces can not be neglected. This region is the so-called boundary layer.
Outside the boundary layer, the flow can be considered irrotational, and the viscous
forces are negligible in comparison with the inertial forces.
Near the solid surface, the shear stress velocity is defined as stated in the previous
section. As mentioned in section 2.4, the shear stress velocity (or friction velocity) is
the characteristic velocity scale of the wall region. Moreover, it is derived from the total
shear stress obtained by the axial-momentum equation, and it is figured out as the sum
of the viscous shear stress and the Reynolds stress:
τ = ρν
dU
dy
− ρu′v′ = [Pa] (2.29)
where the first term of the equation represents the viscous shear stress, while the second
term represents the Reynolds stress.
At the wall, the boundary condition has to be fixed as Uw = 0 (no-slip condition), so it
is clear that the Reynolds stress at the wall is equal to zero and the shear stress is due
only to the viscous stress contribution. From these considerations, the most important
parameters influencing the wall-bounded motion in the boundary layer are the density
ρ, the kinematic viscosity ν and the shear stress τ . Combining these three terms the
friction velocity uτ is obtained as in equation 2.16, as well as the non-dimensional length
L+ (2.17) and the non-dimensional velocity U+ (2.18).
As showed in figure 2.4, analysing the mean velocity profile in the boundary layer, three
different regions can be distinguished:
• Viscous Sublayer: Here the mean velocity profile obeys the relation
U+ = y+ (2.30)
The non-dimensional velocity in this region is linear with the wall units distance;
this feature is valid up to y+ = 5
• Buffer Sublayer: This is the transition region between the viscous layer and the
turbulent-predominant region, and it is extended from y+ = 5 up to y+ = 30
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• Turbulent Sublayer: In this region, the inertial forces become stronger, while
the viscous forces decrease. The mean velocity has a logarithmic profile:
U+ = a ln(y+) + b (2.31)
This relation is valid from y+ > 30, and ends in the external region of the boundary
layer (defect layer) where the law of the wall is replaced to other formulations.
Figure 2.4: Velocity profile for a wall-bounded fully developed turbulent flow.
2.6 Turbulent Flows in a Backward-facing Step Geometry
The main feature of the turbulent motion in a Backward-Facing Step (BFS) geometry is
that the flow experience an adverse pressure gradient. In fact, next to the step the cross
section suddenly increases causing a negative pressure gradient in the flow direction.
This particular configuration inhibits the use of the law of the wall: the velocity profile
changes in the boundary layer due to the adverse pressure gradient (see figure 2.5), and
it becomes opposite to the main flow velocity generating the so-called separation region.
Figure 2.5: Velocity profile for different pressure gradients: (a) zero gradient; (b)
favourable gradient;(c) unfavourable gradient; (d) strongly unfavourable gradient
(separated flow) [8].
Due to the separation taking place after the step, the turbulent flow detaches from the
solid surface giving rise to vortices and waves. The turbulent motion in that area is
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comparable to free shear turbulence. The shear layer then curves in the direction of the
wall in the reattachment zone forming a recirculation vortex. The sharp change of flow
direction can also cause a secondary recirculation region, but its length rapidly decreases
for disappearing completely as the Reynolds number grows, due to the improved energy
of the flow [33].
Downstream the reattachment region the velocity profile starts to become more similar
to the profiles that obey the law of the wall. In figure 2.6 a turbulent BFS flow is shown,
and the recirculation region as well as the reattachment point are indicated.
Figure 2.6: Velocity magnitude in a BFS turbulent flow: RANS k − 
Launder-Sharma simulation performed at Reτ = 290
Chapter 3
Modelling Turbulence
In the present chapter the main methods used for solving turbulence problems are shown.
Furthermore the program utilised in this thesis, i.e. OpenFoam version 2.1, is presented.
In section 3.1 the non-linear governing equations for turbulent flows are shown and the
hypothesis adopted are discussed.
Sections 3.2, 3.3 and 3.4 are dedicated to the most widespread methods for predicting
turbulence, that are Direct Numerical Simulations (DNS), Reynolds-Averaged Navier-
Stokes Simulations (RANS) and Large Eddy Simulations (LES) respectively.
Finally, in section 3.5, OpenFoam 2.1 is presented and the numerical features utilized
in this thesis work, such as the discretization method and the pressure-velocity coupling
method are discussed.
As mentioned in the introductory chapter, in this thesis several simulations have been
performed utilising RANS and LES methods for two bounded turbulent flows configu-
rations, i.e. channel turbulent flows and Backward-Facing Step (BFS) turbulent flows,
at several Reynolds numbers. The results obtained have been compared with DNS and
experimental results available in literature [24]. Despite no DNS simulations have been
performed, in order to gain a better understanding of turbulence, in 3.2 an overview of
this method is provided. In section 3.3, considering the high number of RANS models
available in literature, after an introduction over the main aspects of RANS, only the
models actually used for performing the simulations have been analysed. These are:
• RANS k −  Launder-Sharma model
• RANS Reynold Stress Transport (RST) Launder-Reece-Rodi (LRR) model
Regarding LES, considering the importance of this method for reaching the goals of this
thesis, it has been chosen to deal with all three main methods of this kind of simulations,
that are:
• LES Smagorinsky model
• LES Dynamic Smagorinsky model
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• LES No-model
Among these three methods, as will be discussed and motivated in section 3.5 only the
LES No-model has been used in the simulations performed.
3.1 Governing Equations
The physical laws involved in describing the turbulence are the continuity equation, the
momentum equations (also called “Navier-Stokes Equations”) and the energy equation.
Throughout all this study these equations are simplified thanks to several assumptions:
• Incompressible flow (constant density, i.e. ρ = cost.)
• Newtonian fluid: as the most part of fluids, the kinematic viscosity ν is considered
not changing with the velocity (ν = cost), thus the mathematical relation that
binds the stress tensor τij to the the strain rate tensor Sij is linear.
• No gravity: buoyancy forces are neglected due to the high velocity of turbulent
flows [38]
• Constant thermal diffusivity (α = cost.): the thermal diffusivity is considered as
a feature of the fluid or solid involved, i.e. it is invariant with the temperature.
Considering such conditions the equations can be written as follows:
Continuity equation (conservation of mass)
∂ui
∂xi
= 0 (3.1)
Navier-Stokes equation (conservation of momentum)
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
(3.2)
Energy equation for the fluid
∂T
∂t
+ uj
∂T
∂xj
= αf
∂2T
∂xj∂xj
(3.3)
Energy equation for the solid
∂T
∂t
= αs
∂2T
∂xj∂xj
(3.4)
Some considerations are now useful to understand the turbulent problem:
• The non-linear terms in the momentum equation are at the root of the chaotic
behaviour and the amplification of perturbations of the turbulent motions. By
dimensional analysis, the Reynolds Number can also be defined as the ratio of the
non-linear terms to the viscous terms [12].
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• Under the assumption of constant thermal diffusivity and kinematic viscosity, the
energy equation can be considered as decoupled from the continuity equation and
the momentum equation. This fact allows to say that the thermal field has no
influence on the velocity field, and the temperature is processed as a “passive
scalar”: it is linked uniquely to the velocity field, the initial conditions and the
boundary conditions [31]. An important consequence of this assumption is that it
is possible to compute several thermal fields at the same time with a single velocity
field.
The most used methods in predicting turbulence, Direct Numerical Simulation (DNS),
Large Eddy Simulation (LES) and Reynolds Averaged Navier Stokes Simulation (RANS),
are characterized by the way in which they numerically solve the momentum equations.
In the following chapters an overview of these methods will be provided.
3.2 Direct Numerical Simulation
The Direct Numerical Simulation (DNS) is the most accurate method to simulate tur-
bulent flows. DNS is considered so comprehensive that in some cases, when reliable
experimental data are not available, it is used as a reference in order to evaluate results
obtained with other methods. The fundamental statement in DNS is that Navier-Stokes
equations already provide sufficient information to predict the turbulent flows behaviour:
the equations may be numerically solved without using any additional model. However,
it is of primary importance to properly calibrate the following aspects:
• the Spatial Resolution
• the Time Advancements
• the Numerical Method
The range of turbulent scales that need to be accurately represented in a computation
is dictated by the physics of the specific problem. Grid and the time advancements
determine the scales that are represented, while the accuracy with which these scales
are represented is determined by the numerical method. The resolution requirements
are of course influenced by the adopted numerical method. Differencing schemes with
larger numerical errors would require higher resolution to achieve the same degree of
accuracy [33].
The only way to obtain correct results using DNS, is to solve directly the equations
in a range of scales that includes the smallest scales (i.e. the Kolmogorov Scales) and
the largest scales of the turbulent flow (i.e. the Integral Scales). To avoid excessive
numerical errors for small scales, the time step has to be dictated by the Kolmogorov
Time Scale. To achieve these goals, high order differencing schemes are necessary.
DNS is then the most accurate but also the most expensive technique of simulation in
terms of computational power, because the number of grid points is the largest, the time
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step is the smallest, and the differencing scheme is the finest in comparison with LES
and RANS methods.
Moreover, as the Reynolds number increases, the range in size between small and large
turbulent scales raises. This leads to increase the Spatial Resolution to cover all the
turbulent scales of the flow. In fact, the number of grid points N is considered propor-
tional to Re9/4 [33]. For example, for turbulent planar channel flow cases at different
Reynolds numbers carried out by Kasagi et Al. [24], the number of grid ponts rises from
1.6 million points for Reτ = 150 to 28 million points for Reτ = 650.
Because of these reasons, DNS can be applied only to simple geometries and at relatively
low Reynolds numbers.
3.3 Reynolds Averaged Navier-Stokes Modelling
RANS methods are commonly used in industrial contexts. The widespread use of RANS
methods is due to economical advantages in terms of computational power, to their
accuracy in predicting the mean turbulent flow and to the great amount of data available
in literature for comparisons.
The central point of RANS is to split the physical quantities in time-averaged and
fluctuating components [31]. The turbulent flows’ equations change as follows:
∂ui
∂xi
= 0 (3.5)
∂ui
∂t
+ ui
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
(
∂ui
∂xj
+
∂uj
∂xi
)
− ∂u
′
iu
′
j
∂xi
(3.6)
The fluctuating components are grouped into the so called “Reynolds Stresses” and they
have to be modelled directly:
u′iu
′
j = τ
t
ij (3.7)
where τ tij is the Reynolds stress tensor, also written as Rij and defined as:
τ tij = Rij =
u′u′ u′v′ u′w′v′u′ v′v′ v′w′
w′u′ w′v′ w′w′
 (3.8)
The existence of the non-linear Reynolds stress terms involves the inclusion of closure
equations for solving the Navier-Stokes equations [12].
There are two main strategies to deal with the closure problem of the averaged Navier-
Stokes equations. In the first one the closure process employs the so called eddy-viscosity:
the components of the Reynolds stress tensor are expressed in terms of gradients of the
mean velocity field assuming a “turbulence constitutive law” [34]. Such models are called
“eddy-viscosity models”.
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The second strategy uses the so called “Second-Moment Closure” models (SMC mod-
els) or “Reynolds Stress-Transport” models (RST models). In RST models the Reynolds
stress components are obtained solving modelled versions of the Reynolds stress-transport
equations, that will be shown later in this chapter.
In the following sections the RANS methods used in this thesis work, k− Lauder-Sharma
eddy-viscosity model and Launder-Reece-Rodi Reynolds Stress Transport model, are
explained.
3.3.1 RANS k −  Launder-Sharma model
The RANS k −  models stand in the group of the so-called “eddy viscosity models”.
In eddy viscosity models, Reynold stress components are written in terms of turbulent
kinematic viscosity (or eddy viscosity) νt = [
m2
s ] through the Boussinesq approximation:
τ tModelij = −νtSij +
2
3
kδij = −νModelt
(
∂ui
∂xj
+
∂uj
∂xi
)
+
2
3
kδij (3.9)
where Sij is the mean strain rate tensor and k is the turbulent kinetic energy. The
Reynolds stress tensor is then assumed to be linearly dependent with the mean strain
rate via the eddy viscosity. Eddy viscosity is, formally, the constant of proportionality
between turbulent (Reynolds) stresses and mean (large-scale) strain rate, in analogy
with the physical viscosity in Newton’s law of viscosity.
Although the Boussinesq approximation works quite well for many flow configurations
(i.e. two-dimensional flows), it is too simplistic. More specifically, it assumes that
turbulent diffusion is isotropic [27]. It simplifies the calculations but leads to errors
in the evaluation of turbulence, especially near the walls. The different techniques for
modelling νt distinguish the RANS eddy-viscosity models.
The four commonest forms of models are as follows:
• Eddy viscosity specified directly
• Mixing-length models
• One-equation models
• Two-equation models
RANS k −  models belong to the two-equation models, that are the most complex but
also the less arbitrary among the four mentioned above. In the two equation models,
the first closure equation is typically the transport equation for the turbulent kinetic
energy k, while the second one can be chosen among different variables: in RANS k− 
models this is the transport equation of the turbulent energy dissipation .
In solving such model’s equations the turbulent viscosity can be computed by:
ντ = Cµfµ
k2

(3.10)
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where Cµ is a model constant and fµ is a model function. The transport equations for
the turbulent kinetic energy and the energy dissipation in a generic k −  model are as
follows:
∂k
∂t
+ uj
∂k
∂xj
= Pk − −D + ∂
∂xj
[(
ντ
σk
+ ν
)
∂k
∂xj
]
(3.11)
∂
∂t
+ uj
∂
∂xj
=
(
C1f1Pk

k
− C2f2 
2
k
)
+
∂
∂xj
[(
ντ
σ
+ ν
)
∂
∂xj
]
+ E (3.12)
In the equations above C1 and C2 are model constants, whereas f1, and f2 are model
functions. Pk represents the production rate of turbulent kinetic energy and it is calcu-
lated as:
Pk =
1
ρ
τ tModelij
∂ui
∂xj
(3.13)
The model constants in standard k −  and in Launder-Sharma k −  are the same and
their values are given in the next table [35]:
Table 3.1: RANS k −  model constants
Cµ C1 C2 σk σ
0.09 1.44 1.92 1 1.3
Regarding the model functions, they become important in the near-wall region as well
as reducing the eddy viscosity, i.e. at low Reynolds numbers. While in standard k − 
model f1 = f2 = fµ = 1 and D = E = 0, the Launder-Sharma k −  model takes
into account these parameters, then is particularly suitable for flows at low Reynolds
numbers.
The values of these parameters are reported in table 3.2 and table 3.3.
Table 3.2: RANS k −  Launder-Sharma model functions
fµ f1 f2
exp
(
−3.4
(1+Ret)2
)
1 1− exp(−Ret)
Table 3.3: RANS k −  Launder-Sharma D and E functions
D E
2ν
(
∂
√
k
∂xj
)2
2νντ
(
∂2uj
∂2xj
)
RANS k −  Launder-Sharma model has been chosen as representative of RANS eddy-
viscosity models for its proved reliability in predicting turbulence in simple domains
at relatively low Reynolds numbers [35] [16]. As it will be exhaustively discussed and
explained in chapter 5, the Launder-Sharma model has been tested throughout this thesis
work for several turbulent flows configurations and the results have confirmed merits and
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defects of this method. In figure 3.1 the results obtained for a turbulent channel flow
at Reτ equal to 650 are shown. A detailed description of the simulation will be shown
in chapter 5. The simulation has been performed using the RANS Launder-Sharma
k−  model and the mean velocity profile obtained has been compared with DNS results
of Kawamura [24]. The mean velocity u and the distance from the wall y have been
normalized by the frictional velocity uτ as u
+ and y+. The results have been plotted in
MATLAB 2011 and represent the trend of the mean velocity from the wall to the middle
of the channel.
Figure 3.1: Turbulent Channel Flow: Reτ = 650, comparison between DNS model
and RANS Launder-Sharma k −  model
It can be noticed that the mean velocity profile is well described using the RANS k − 
Launder-Sharma model, as it differs from DNS results only for a slight overestimation
in the middle of the channel.
3.3.2 RANS RST Launder-Reece-Rodi model
The Reynolds stress transport models (RST) discard the eddy viscosity approach and
compute the Reynolds stress components directly.
Due to this feature, these kind of methods are considered as taking part of an higher level
of turbulence models compared to “classical” RANS methods. As the Reynolds stress
components are computed, RST leads to consider the non anisotropicity of turbulence,
taking into account the directional effects of the Reynolds fields.
The closure process is usually called “second order closure”: it consist in computing
each Reynold stress component u′iu
′
j using transport equations. The Reynolds stress
transport equation and the turbulent kinetic dissipation transport equation are then
used to obtain the closure of the averaged momentum equation. The transport equation
for the turbulent dissipation term  is the same used in k−  model, while the Reynolds
stress transport equations are as follows:
∂Rij
∂t
+ uj
∂Rij
∂xj
= Pij +Dij − ij + Πij + Ωij (3.14)
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Equation 3.14 describes six partial differential equations, corresponding to the indepen-
dent components of the Reynolds stress tensor. To obtain the closure of the problem,
some of the terms of the equation have to be modelled. The quantities above can be
described as:
• Pij : Production term, retained in its exact form: Pij = −
(
Rim
∂uj
∂xm
+Rjm
∂ui
∂xm
)
• Dij : Diffusive transport, that in its exact form is:
∂
(
u′iu
′
ju
′
k+p
′(δjku′i+δiku′j)
)
∂xk
and is
modelled as: Dij =
∂
∂xm
(
ντ
σk
∂Rij
∂xm
)
• ij : Dissipation, related to , it is obtained from its transport equation as in the
standard k −  model. Its exact form is: ν ∂u′ixk
∂u′j
xk
• Πij : Pressure strain, modelled with several techniques that distinguish the RST
models. This is an important term, taking into account the pressure fluctuations
due to the interactions between different eddies and between eddies and regions
of the flow with a different mean velocity. The main effect is to make the normal
stresses more isotropic and to decrease the shear stresses. It has no effects on the
total turbulent kinetic energy.
The exact form of this term is: Πij = −p′
(
∂u′i
∂xj
∂u′j
∂xi
)
. The pressure strain Πij is
usually decomposed in three different terms [4]:
1. The rapid pressure Πrij : it is linked directly with the changes in the mean
velocity gradient and is linear in the turbulent fluctuations.
2. The slow pressure Πsij : it does not respond directly to changes in the mean
flow, but through the turbulent cascade process.
3. Wall effects term: it becomes only significant close to the wall, and it consists
in constant correctors added to the first two equations.
• Ωij : Transport due to the rotation, retained in its exact form:
Ωij = −2ωk(Rjmeikm + Rimejkm) where eijk = −1, 0, 1 depending on the indices
and ωk is the rotation vector.
In the Launder-Reece-Rodi model the pressure strain is modelled as follows:
Πsij = −C1aij (3.15)
Πfij = −C2
(
Pij − 2
3
δikPk
)
− C2
(
Dij − 2
3
δikPk
)
− 2C4kSij (3.16)
In the equations above the new terms can be described as follows:
• δik is the Kronecker delta
• Sij is the mean strain rate tensor: Sij = 12
(
∂ui
∂xj
+
∂uj
∂xi
)
• aij is the deviatoric part of the Reynolds stress: aij = uiujk − 23δij
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In Launder-Reece-Rodi model the viscous diffusion term is neglected and an isotropic
dissipation rate tensor is assumed, due to that this model is suitable for high Re numbers
turbulent flows [4].
Notwithstanding this restriction, this method has been tested in OpenFoam 2.1 and it
proved to be the best non-isotropic RANS model available: it rapidly reaches the accu-
racy of k−  Launer-Sharma model in evaluating the mean flow as the Reynolds number
increases and adds important information on the non-isotropic turbulence quantities, for
example the RMS velocity components, poorly calculated in eddy-viscosity (isotropic)
RANS models. In figure 3.2 the results obtained for a turbulent channel flow at Reτ
equal to 650 are shown. As for for the Launder-Sharma model, a detailed description of
the simulation is available in chapter 5. The mean velocity u and the distance from the
wall y have been normalized by the frictional velocity uτ as u
+ and y+
Figure 3.2: Turbulent Channel Flow, Reτ = 650: comparison between DNS model,
RANS Launder-Sharma k −  model and RANS RST model
3.4 Large Eddy Simulation
3.4.1 Formulation of LES
Large Eddy Simulation (LES) stands in an intermediate position between DNS and
RANS. As discussed in Chapter 2, in turbulence the small eddies can be considered
nearly isotropic while the large eddies are more anisotropic and more influenced by
the geometry of the considered domain as well as by boundary conditions. The LES
approach is to compute exactly the large energy-carrying eddies, while the effects of the
small scales of turbulence are modelled. The separation between exactly-computed and
modelled eddies is done by defining a spatial filtering function.
The filter width is then of particular interest in this kind of simulations: as the width
decreases, LES becomes closer to DNS as it improves its accuracy as well as its compu-
tational costs; the opposite occurs with a “larger” filter width. In most finite volume
implementations the filter width is identical to the grid width (implicit filter width), then
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a correct meshing for LES is essential for obtaining high fidelity results in describing
turbulence with an acceptable computational cost [38].
The general filtered function, integrated in space and not in time, can be written as
follows:
φ(x, t) =
∫ ∫ ∫ ∞
−∞
G(x,x′,∆)φ(x′, t)dx′1, dx
′
2, dx
′
3 (3.17)
where:
• G(x,x′,∆) is the filter function
• φ(x, t) is the filtered function
• φ(x, t) is the original function
• ∆ is the filter width i.e. the wavelength of the smallest scale retained by the
filtering operation [36].
In the finite volume implementations of LES the filter function is usually the so called
“box filter”; this is defined as:
G(x, x′,∆) =
1
∆3
(3.18)
for x− ∆
2
≤ x′ ≤ x+ ∆
2
.
Applying the filtering operation to the Navier-Stokes equations, the filtered continuity
equation and the filtered momentum equation are as follows:
∂ui
∂xi
= 0 (3.19)
∂ui
∂t
+
∂
∂xj
(ujui) = −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(3.20)
These equations, describing the motion of large eddies, are computed directly, while
the motion of smaller eddies are modelled through a subgrid-scale stress term (SGS) or
residual stress tensor τ rij equal to:
τ rij = uiuj − ujui (3.21)
The LES models approach is to take information from the smallest resolved scale and
then to use them as boundary conditions for the modelled scales. The different LES
methods are characterized by the modelling procedures of the residual stress tensor,
that links exactly-computed with modelled eddies. This relation can be written as
follows:
τ rij −
δij
3
τ rkk = −2ντSij (3.22)
where Sij is the filtered (or large-scale) rate of strain tensor defined as:
Sij = 2(SijSij)
1/2 (3.23)
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3.4.2 Subgrid-Scale Modelling
LES models are usually called subgrid-scale (SGS) models to emphasize the key role of
the residual stress tensor in this kind of modelled turbulence. In this section the main
SGS models, i.e. LES no-model, Smagorinsky model (1963) and Dynamic Smagorinsky
model by Lilly (1992) [38], will be illustrated. In this thesis only the LES no-model has
been applied. Nevertheless, an overview of the others main methods is given.
LES Smagorinsky Model
The Smagorinsky model (1963) was the first LES model implemented and nowadays
continues to be one of the most used. The Smagorinsky model assumes that, because
the smallest eddies are almost isotropic, the Boussinesq hypothesis is able to provide a
good description of the effects of unresolved eddies on the resolved flow. This consider-
ation allows to state that the local SGS stresses τ rij are proportional to the local rate of
strain of the resolved (filtered) eddies Sij .
Thus, the relation between filtered and modelled quantities can be written as follows:
τ rij = −2νSGSSij +
1
3
τ riiδij = −νSGS
(
∂ui
∂xj
+
∂uj
∂xi
)
+
1
3
τ riiδij (3.24)
where νSGS is the subgrid kinematic viscosity. that can be expressed in terms of a length
scale and a velocity scale. Since the size of the SGS eddies is determined by the details
of the filtering function, the obvious choice for the length scale is the filter cutoff ∆. The
velocity scale is expressed as the product of the length scale ∆ and the average strain
rate of the resolved flow width ∆× | S |.
Thus, the kinematic SGS viscosity νSGS is as follows:
νSGS = (CS∆)
2 | S |= (CS∆)2
√
SijSij (3.25)
Where CS is the so called Smagorinsky constant.
In several studies (Lilly (1966, 1967), Rogallo and Moin (1984), Deardorff (1970)) CSGS
was shown not to be a constant, depending on the Reynolds number and the case
geometry. For strongly not isotropic geometries (such as channel flows), the assumption
of proportionality decays and the constant has to be adapted. The difference in CS
values is attributable to the effect of the mean flow strain or shear. This gives an early
indication that the behaviour of the small eddies is not as universal as was surmised at
first and that successful LES turbulence modelling might require case-by-case adjustment
of CS or a more sophisticated approach.
LES Dynamic Smagorinsky Model
In the section above the variability in Smagorinsky constant has been discussed. To
have a more universal approach for SGS models, Germano et al. (1991) and Lilly (1992)
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proposed a dynamic Smagorinsky model which utilizes two different filters [26]: a grid
filter, discussed next, and a test filter, defined as ∆̂ = 2∆. These two filters provide
two different resolved flow fields. From the differences between the two fields, as they
represent the contribution of the small scales in a range that has extremes the two sizes
of the filters, it is possible to compute the model constant. The Germano identity is
defined as:
Lij = T
r
ij − τ̂ rij (3.26)
where T rij is the residual stress tensor for the test filtered scale, defined as:
T rij = ûiuj − ̂¯ui ̂¯uj (3.27)
while τˆ rij represents the residual stress tensor for the filtered grid. This it is defined as:
τˆ rij = ûiuj − ̂¯uiu¯j (3.28)
Lij is the resolved turbulent stress tensor, that represents the contribution of the small
scales mentioned above.
Rearranging the equations it is possible to obtain a new statement for CS :
C2S =
LijMij
MijMij
(3.29)
The averaging operation is usually done to have a more stable CS , while Mij is equal
to:
Mij = 2∆
2
Sij |S| − 2∆̂
2
Ŝij |Ŝ| (3.30)
It is important to notice that in this case CS is not constant but varies in space and
time.
LES No-model
In LES no-model the modelling of the small scales is avoided: no subgrid-scale stress
tensor is used. Because of this feature, LES no-model is also called “quasi-DNS” [7].
Two are the main differences between LES no-model and DNS:
• the grid density: the grid density is setted as a “coarse” DNS. The cell dimensions
are comparable but not strictly smaller than Kolmogorov scales [7].
• the numerical method: the numerical method is less fine than in DNS and it is
usually a finite difference method (FDM) second order accurate in space and time,
while in DNS spectral method and fourth order discretization methods are usually
utilized [24].
Regarding the grid density, it has been tested the “coarse” DNS grid size cited in Komen
et al. (2014)[7] and presented in the THTlab database [24]. The detailed calculations
and features of the Kolmogorov scales are explained in chapters 4 and 5. Nevertheless
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it has been considered important to highlight the connection between the grid size of
the “coarse DNS” and the Kolmogorov length scales. In table 3.4 and in figure 3.3 the
normalized cells dimensions taken from [7] and the non dimensional Kolmogorov scales
extracted from [24] for a turbulent channel flow at Reτ = 395 are shown.
Table 3.4: Grid sizes adopted in [7]
∆x+ ∆y+ ∆z+
9 0.8-4.5 4.5
Figure 3.3: Turbulent Channel Flow: Reτ = 395, non dimensional Kolmogorov
turbulent length scale extracted from [24].
As can be noticed, the corse DNS mesh size is set on the maximum value of the Kol-
mogorov scales, located in the center of the channel.
The main advantage in using LES no-model lies in its applicability to more complicate
geometries and at higher Reynolds number turbulent flows. On the other hand, it is
important to bear in mind that LES no-model is not a DNS: some information regarding
the small scales of turbulence could be lost.
In this thesis, LES no-model has been chosen among the LES models. Looking for a
correct grid size for LES, LES no-model is particularly suitable for comparisons with
DNS and experimental results, avoiding the possible influences of SGS models.
3.5 OpenFoam 2.1.1 and Numerical Schemes
This chapter presents an overview of the CFD package used, i.e. OpenFoam 2.1.1, as
well as the numerical schemes used to carry out RANS and LES and how the system of
the governing equations is solved.
Among all CFD packages available, OpenFOAM version 2.1.1 has been used in this study.
OpenFOAM is a free, open source CFD software developed primarily by OpenCFD Ltd
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since 2004, distributed by OpenCFD Ltd and the OpenFOAM Foundation. It has a
large user base across most areas of engineering and science, from both commercial and
academic organisations. OpenFOAM has an extensive range of features to solve anything
from complex fluid flows involving chemical reactions, turbulence and heat transfer, to
acoustics, solid mechanics and electromagnetics [1].
In solving the Navier-Stokes continuity and momentum equation, there are two main
challenges::
• The dicretization of differential equations
• The velocity-pressure coupling
In the following section an overview on the numerical schemes utilised in OpenFoam and
adopted in this study is shown.
3.5.1 Discretization and Stability
Regardless of the adopted method, for solving the differential equations describing the
flow motion it is necessary to apply numerical methods that involve a certain order of
approximation. In fact, it is necessary to use a method of approximation of the differ-
ential equations with a system of algebraic equations. OpenFoam always applies the
finite volume FV method as numerical approach for RANS, LES and DNS. The scheme
used has been the linear central differencing scheme second order accurate in space.
The temporal discretization has been made with an implicit scheme (Backward Euler)
second order accurate in time (the standard scheme given by OpenFoam). The choice of
an implicit scheme is justified for its improved stability especially near the solid surface
in the wall-normal direction that, using an explicit method, would require a very fine
mesh for the method to be stable [31].
Stability is a fundamental property of a numerical method: a method is stable if the
initial and the truncation errors are not propagated during the calculation. An impor-
tant parameter to assess the stability of a numerical scheme is the so-called Courant-
Friedrichs-Lewy number defined as:
CFL =
uf ·∆t
d
(3.31)
where uf is the velocity at the cell face, d is the vector connecting the cell center on
either side of the faces, and ∆t is the time step. For a simulation to be stable the
Courant-Friedrichs-Lewy number should be less than 1.
This is true for explicit schemes while, applying an implicit scheme, stability is achived
regardless of the Courant-Friedrichs-Lewy number [13]. Notwithstanding, for a transient
problem, the solution is changing from one to next time step. As will be discussed in
section 3.5.3, in the successive substitution approach, the coupled velocity and pressure
terms will be evaluated from the currently available solution and lagged. If the solu-
tion changes abruptly in time, successive substitution does not guarantee convergence.
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This fact is not related to the explicit/implicit feature of the numerical scheme. Thus, a
small Courant number would helps to stabilize the numerical solution [22]. When a wide
range of length and time scales are necessary to be resolved (as in LES and especially
in DNS) and as the Reynolds number increases, the cell dimensions (i.e. the vector d)
have to be reduced [38]. Thus, to have a Courant-Friedrichs-Lewy number less than 1,
also the time step has to be decreased. To ensure stability, in the simulations performed
the Courant-Friedrichs-Lewy number has been set equal to 0.45 and 0.55 for LES and
RANS simulations respectively.
3.5.2 Solvers and Preconditioners
For all of the cases, the system of algebraic equations is solved using two different
kind of solvers with preconditioners. For the momentum equation a Preconditioned
Bi-Conjugate Gradient solver (PBiCG), applicable to asymmetric matrices, is used;
Diagonal-incomplete LU (DILU) method are the preconditioners of the matrices in it.
To solve the pressure equation, the geometric-algebraic multi-grid (GAMG) solver was
selected. Solving the pressure equation is considered as the most computational de-
manding and it was used because, according to OpenCFD [1], the GAMG is faster than
standard methods. In fact, it uses the principle of generating a quick solution on a
coarse mesh and mapping this first solution into a finer mesh. Then it is used as an
initial guess to obtain an accurate solution on the fine mesh.
3.5.3 Velocity-Pressure Coupling
Using an implicit numerical scheme, it is important to adopt a technique that, starting
from “guessed” values of velocity and pressure, ensures the convergence to a solution
that satisfies the continuity equation. This is done coupling velocity and pressure .
To couple velocity and pressure, a pressure equation is used. The pressure equation is
derived from the Navier-Stokes momentum equation discetizing the differential equation
and then isolating the pressure term:
anun =
∑
nb
(anb u) + b+
∑
f
(pf − pn)Af (3.32)
The equation above is applied to the volume centred in the node n and the various terms
can be described as follows:
• nb: contributions from the neighbour nodes
• f : face of the volume considered
• anb: convection and diffusion contributions from the neighbour nodes
• b: source terms except for pressure contribution
• ∑f (pp − pn)Af : net value of the pressure forces
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• ∑f Af : total surface of the volume interested by the pressure forces
It can be noticed the linear dependence between velocity and pressure.
To compute the values of velocity and pressure, an algorithm is necessary. In OpenFoam
2.1.1 the pressure-implicit split-operator (PISO) algorithm is the standard method used
for incompressible unsteady flow simulations. PISO-algorithm, first proposed by Issa
(1986), can be described step by step as follows [44]
• Predictor step: discretised momentum equation is solved with a guessed pressure
field p∗ (obtained from the known pressure field at tn−1) to give the velocity field
u∗. Usually this velocity field does not satisfy the continuity equation.
• First corrector step: in this step the pressure equation is solved using the
velocity field obtained in the predictor step. A pressure field estimation is obtained
and this is used to solve the momentum equation and then to generate a new
velocity field that satisfies the continuity equation.
• Second corrector step: The second step is repeated to obtain a new correction
for the pressure field and a new velocity field solving the momentum equation.
The number of correctors can be increased to improve the accuracy of the scheme, but
usually is not greater than 4. Although this method implies a considerable increase in
computational effort it has been found to be efficient and fast in several applications
(Issa et al. 1986).
Chapter 4
A Priori Prediction of Turbulent
Length Scales
4.1 The Importance of Turbulent Length Scales in Mesh-
ing Operations
This chapter presents and discusses the methods for evaluating turbulent length scales
used in this thesis. The aim of this thesis work is the assessment of an a-priori method
for the estimation of turbulent length scales to be used as input in LES through RANS
pre-cursor simulations. Such scales would be useful for finding a correct grid size for LES
simulation. But how grid size and turbulent scales relate to each other? To answer this
question, it is useful to think about the main features of the methods involved in the
prediction of turbulence.
In the previous chapters, an overview on RANS simulations, LES and DNS has been
provided. The three methods differ basically in the way they calculate the turbulent
kinematic viscosity (or eddy viscosity) as well as the Reynolds stresses in the momentum
equation.
In RANS the flow field is time averaged and split up into fluctuating and averaged com-
ponents. The averaged components are calculated, while the fluctuating components are
modelled. In RANS eddy-viscosity models, the turbulent kinematic viscosity is modelled
in all the computational domain, while in RST models the components of the Reynolds
stress tensor are modelled and the turbulence is considered non isotropic. The modelling
operation involves all the computational domain, i.e. from the smallest eddies of turbu-
lent motion, on the Kolmogorov scale, to the largest eddies, whose length is comparable
to the characteristic length of the domain L, and is scaled by the so called “Integral
length scale” as shown in section 4.3.
DNS involve the direct solution of the flow field from the Navier Stokes equations without
averaging or modelling techniques. Consequently it is, by definition, the most accurate
method to numerically study turbulent flows. The main factors which affect the accuracy
of the solution are grid density and the numerical method employed, but the major
drawback is the necessary computational power to achieve such accuracy. To ensure the
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correct prediction of all the features of turbulence, a large computational domain and a
very dense grid are imperative. The extent of the domain depends on the integral length
scale, while the number of grid points is connected to the flow Reynolds number. With
increasing Re, the ratio of the integral length scale to the smallest length scale of the
turbulent flow increases too. To provide a good description of the flow using DNS, the
grid must be able to capture such small scales of motion, i.e. the Kolmogorov length,
time and velocity scales.
LES stands between these two methods: it computes directly the Navier stokes equa-
tion for the largeer eddies, while it applies a model to evaluate the smaller eddies. The
separation between directly-computed and modelled eddies is set by the filter width,
linked directly to the mesh resolution. In general, LES results are in better agreement
with experimental evidence compared to the results of RANS, if a sufficiently fine grid is
employed [9]. However, without a priori knowledge of flow characteristics, it is difficult
to ascertain the “sufficient” resolution. As claimed by Celik [18], “a good LES is almost
a DNS”. Also Speziale [42] points out that, as the grid resolution moves to the smallest
scales, i.e. the Kolmogorov scales, a good LES tends to DNS. As a consequence, sys-
tematic grid-convergence studies would offer no greater benefit, as a grid-independent
LES is close to a DNS and therefore loses its economical advantage on DNS, on account
of resolving only the most energetic eddies [6].
Thus, in dealing with the meshing operation for a turbulent flow simulation, the grid
density depends on the selected method:
• In DNS the grid size is dictated by the Kolmogorov length scale in all the compu-
tational domain.
• In RANS simulations all the scales of turbulence are modelled in a time averaged
approach, thus the grid size can be larger except for the near wall region in the
wall normal direction, where the description of the viscous sub-layer requires a fine
grid to be applied.
• In LES the larger eddies are solved directly while the smaller eddies are modelled,
thus the grid size for a LES should capture an intermediate turbulent scale that
stands between Kolmogorov and Integral scales.
Surprisingly, no clear length scale criterion distinguishing the small-scale turbulence and
the large scale motions could be found in literature. Such a demarcation is of utmost
importance in LES with the underlying principle of correctly resolving all large scale
motion and modelling only the small scale turbulence. During the study of this thesis
work, one of the main goals of the study was to determine a length scale criterion that
would also enable an a-priori determination of the required grid width. The most impor-
tant mathematical relations encountered in the study are presented and the turbulent
length scales are discussed in the following sections.
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4.2 Possible Routes of Prediction of Scales
The possible routes of prediction of scales taken into account during this thesis work
can be summarized as follows:
• Method 1 : Two-point correlation, applied to DNS and experimental data
• Method 2 : Homogeneous Isotropic Turbulence (HIT) formulas, with DNS and
experimental data as input (here also called “perfect HIT formulas”)
• Method 3 : HIT formulas, with RANS simulations data as input
The two-point correlation method requires the knowledge of the fluctuating velocity
components at different locations, so it is suitable only for high fidelity simulations,
as DNS and LES, or experimental data. Indeed, RANS computations solve the mean
field uniquely, while the fluctuating components are modelled. The main limitation
lies in RANS eddy-viscosity models, where the turbulence is supposed to be isotropic
and therefore no directional informations can be obtained. In RANS RST models the
Reynolds stress components are modelled and the fluctuating velocity components could
be extracted. Despite this, the high sensitivity inherent in the calculation of the two-
point correlation does not recommend the use of the technique outside high fidelity
simulations or experimental data.
Accordingly, the two-point correlation method has been used as the basis for comparison
in the calculations conducted for this thesis. As later discussed in section 4.3, based on
the two-point correlations of the velocity fluctuations, a large number of turbulent length
scales can be computed.
Methods 2 and 3 utilize the HIT formulas which basically evaluate the turbulent length
scales from the turbulent kinetic energy and the turbulent kinetic energy dissipation.
These two quantities are directly calculated in DNS simulations and in experimental data
(i.e. in the second method) while they are derived from models in RANS simulations
(i.e. in method 3). Comparing methods 2 and 3, it is possible to asses the capability of
RANS in predicting the turbulent length scales. Conversely, comparing methods 1 and
2, it is possible to investigate about the capability of HIT formulas in predicting the
turbulent length scales.
4.2.1 The Two-point Correlation
The energy transfer from large to smaller eddies is a phenomenon of primary importance
in describing turbulent flows. However, this energy cascade is not directly linked to the
Navier-Stokes equation, thus it seems to be not identifiable nor quantifiable with ordinary
CFD simulations [38].
In order to compute the different scales of turbulent motions and to extract useful infor-
mation about the energy cascade from the Navier-Stokes equations, Taylor (1935) and
von Karman and Howart (1938) proposed the use of the two-point correlation method.
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Their approach takes into account the irregularity and randomness of turbulence: it is
noted that the values of variables in turbulent flows are unpredictable, but the variables
themselves can be statistically characterized using their probability density function
(PDF). Subsequently the mutual influence of the different variables on each other can
be investigated. As an example, this chapter shows a statistical characterization of the
random velocity field u(x, t), scalar components u, v, w, in a certain position x and at
a certain time t in a turbulent flow. The random denomination usually associated to
turbulent flows fields means that, the evaluations of the velocity component u, at the
same location and time instant, for N repetitions of the experiment and under the same
conditions, a generic event A, for example A ≡ (u < u∗), may or may not occur. In such
cases u is a random variable and therefore a statistical approach is necessary.
In order to discuss its properties, it is also useful to introduce an independent velocity
variable u∗(x, t), with components u∗i, v∗j, w∗k, which is defined as the sample-space
variable corresponding to u(x, t) [38].
The probability of the event A is calculated through the Cumulative Distribution Func-
tion (CDF), defined as:
F (u∗) ≡ P (u < u∗) (4.1)
where P is the probability. As u∗ −→∞ then F (u∗) −→ 1.
The joint cumulative distribution function (JCDF) is the probability that the compo-
nents of velocity are smaller than u∗(x, t) in the same position and at the same time for
an “N” number of measurements.
The “joint” in JCDF means that this condition has to be true for all the components
concurrently. For the two components u and v the condition is expressed by:
F (u∗, v∗) ≡ P (u < u∗, v < v∗) (4.2)
The corresponding joint probability density function JPDF represents the probability
that the velocity components are equal to the sampled values. This is stated as:
f(u∗, v∗) ≡ ∂
2
∂u∗∂v∗
F (u∗, v∗) (4.3)
The main property is:
P (u∗a < u < u
∗
b , v
∗
a < v < v
∗
b ) =
∫ u∗b
u∗a
∫ v∗b
v∗a
f(u∗, v∗)du∗dv∗ (4.4)
where u∗a, u∗b , v
∗
a, v
∗
b are the limit values of u and v. If Q(u, v) is a generic function of
the random variables, its mean is identified by:
Q(u, v) ≡
∫ ∞
−∞
∫ ∞
−∞
Q(u∗, v∗)f(u∗, v∗)du∗dv∗ (4.5)
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From this equation it is possible to calculate the mean of u and v:
u ≡
∫ ∞
−∞
Q(u∗)f(u∗)du∗ (4.6)
v ≡
∫ ∞
−∞
Q(v∗)f(v∗)dv∗ (4.7)
It is important to define three statistical measures of random fields:
• Standard deviation: the standard deviation of a random variable is a measurement
of how much the data are far from the expected value (identified with the average).
In literature it is described also as an index of data dispersion and it’s indicated
with σu =
[
m
s
]
.
• Variance: the Variance is defined as the square of the standard deviation var(u) =
σ2u =
[
m2
s2
]
.
• Covariance: in statistic, the covariance cov(u, v) =
[
m2
s2
]
of two or more random
variables is a measurement of how much the variables are correlated.
Keeping in mind that u−u = u′, the variance, the standard deviation and the covariance
of u are defined respectively as:
var(u) =
∫ ∞
−∞
(u∗ − u)2f(u∗)du∗ = u′2 (4.8)
σu =
√
var(u) =
√
u′2 = u′RMS (4.9)
cov(u, v) =
∫ ∞
−∞
∫ ∞
−∞
(u∗ − u)(v∗ − v)f(u∗, v∗)du∗dv∗ = u′v′ (4.10)
The correlation factor, also called “Pearson product-moment correlation coefficient”, is
obtained by dividing the covariance by the product of the standard deviations of the
single random variables, i.e. normalizing cov(u, v):
ρuv =
cov(u, v)
σuσv
=
cov(u, v)√
V ar(u)V ar(v)
=
u′v′√
u′2v′2
= [−] (4.11)
Applying the definition of Pearson, ρ12 can be either negative or positive. If positive
excursion from the mean value of u are preferentially associated to positive excursions
from the mean value of v the correlation coefficient is positive, vice versa the coefficient is
negative. In general, the Cauchy-Swartz inequality is true, thus ρ12 is included between
1 and -1.
If ρ12 is equal to 0 the random variables are uncorrelated.
If ρ12 is equal to 1 the random variables are perfectly correlated.
If ρ12 is equal to -1 the random variables are perfectly negatively correlated.
In case of a finite data set, as it is usual dealing with experiments and simulations,
it is necessary to redefine the statistics described. If the components of the velocity
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field u and v, extracted from an N sample data set( u1, u2, ..., uN and v1, v2, ..., vN ), are
considered, the three statistical quantities are calculated as:
σu =
√√√√ 1
N
N∑
l=1
(ul − u)2 =
√√√√ 1
N
N∑
l=1
u′2l (4.12)
var(u) =
1
N
N∑
l=1
(ul − u)2 = 1
N
N∑
l=1
u′2l (4.13)
cov(u, v) =
1
N
N∑
l=1
(ul − u)(vl − v) = 1
N
N∑
l=1
u′lv
′
l = Ruv (4.14)
where Ruv is how the covariance of a sample data is usually indicated.
Finally, the Pearson product-moment correlation coefficient is defined as:
ρuv =
N∑
l=1
(ul − u)(vl − v)√
N∑
l=1
(ul − u)2
√
N∑
l=1
(vl − v)2
=
N∑
l=1
u′lv
′
l√
N∑
l=1
u′2l
√
N∑
l=1
v′2l
(4.15)
Using standard notation, u1,u2 and u3 are the components of the instantaneous velocity
u, v, and w.
Ruiuj and ρuiuj , for i = 1, 2, 3 and j = 1, 2, 3, are obviously two second order tensors.
Ruiui , and the ρuiui are called auotcorrelation (or autocovariance) and autocorrelation
coefficient respectively. As the instantaneous velocity u(x, t) is a vector depending on
space and time, the correlation and the correlation coefficient are calculated from the
covariance of a velocity component with itself, evaluated from a time or space sample
database.
One-point, N-time Statistics
In the previous section the probability and the joint probability density function of an
event for “N” repetitions of the same experiment have been discussed. If the random
velocity u(x, t) at a particular location x is extracted for several times, then the un(x, tn),
for n = 1, 2...N , are the samples of the experiment.
If the temporal evolution of the velocity component u(t) in x is considered, the N-time
JCDF of the process u(x, t) is:
FN (u
∗
1, t1;u
∗
2, t2; ...;u
∗
N , tN ) ≡ P (u(t1) < u∗1;u(t2) < u∗2; ...;u(tN ) < u∗N ) (4.16)
In such conditions, to have a complete characterization of the random process, it would
be necessary to know the joint PDF for all the time instants.
Simplification occurs if the process is statistically stationary, thus the variables vary
in time but the statistics are independent of time [38]. In this case, the joint PDF of
the process is:
f(u∗1, t1 + T ;u
∗
2, t2 + T ; ...;u
∗
N , tN + T ) = f(u
∗
1, t1;u
∗
2, t2; ...;u
∗
N , tN ) (4.17)
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where T = [s] is a generic positive time interval. For a statistically stationary process,
the multi-time statistics covariance and correlation function are, respectively:
Ruiuj (s) = u
′
i(x, t)u
′
j(t+ s) (4.18)
ρuiuj (s) =
u′i(x, t)u
′
j(x, t+ s)
u′i(x, t)u
′
j(x, t)
(4.19)
where s = [s] is the lag time. Note that u, u′2, Ruiuj (s) and ρuiuj (s) are independent
upon t. In processes arising in turbulent flows, usually the correlation diminishes as the
lag time s is increased.
From the N-time statistics it is possible to obtain several turbulent time scales.
One-point, One-time Statistics
The one point, one time PDF fully characterizes the random velocity vector but, obvi-
ously, no joint information at two or more times or positions can be extracted.
The mean and covariance statistics are, respectively:
u(x, t) =
∫∫∫ +∞
−∞
u∗f(u∗; x, t)du∗dv∗dw∗ (4.20)
cov(uiuj) = u′i(x, t)u
′
j(x, t) = τ
t
ij (4.21)
Equation 4.21 shows the equivalence between the one point, one time covariance and
the Reynolds stresses. The Reynolds stresses contain second moments associated with
correlations between different velocity components. As stated earlier, if two fluctuating
velocity components, e.g. u′ and v′, are independent random fluctuations, the time
average is zero. However, due to the structure of the eddies, the correlation between
pairs of different velocity components ensures that the turbulent shear stresses are also
non-zero and usually very large compared with the viscous stresses in a turbulent flow
[23].
Two-point, One-time Statistics
The two-point, one time covariance, also called two-point correlation, and the corre-
lation factor are defined as:
Ruiuj (r,x, t) = u
′
i(x, t)u
′
j(x + r, t) (4.22)
ρuiuj (r,x, t) =
u′i(x, t)u
′
j(x + r, t)√
u′i(x, t)2u
′
j(x, t)
2
(4.23)
where r is the so called separation vector [31]. The Pearson product-moment correlation
coefficient ρ it’s the normalized version of the covariance, obtained dividing R by the
square root of the product of the variances calculated at the initial point.
As it can be noticed in equations 4.22 and 4.23, the two-point correlation connects the
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fluctuating velocity components in two different points, calculated at a certain time
instant. This suggests the possibility to use the two-point correlation as a tool for
predicting turbulent length scales. Intuitively speaking, a “strong” correlation means
that the fluctuating components of the velocity in one point are reflected far away in the
domain, then the length scales should be larger than in case of a “weak” correlation.
If the turbulent flow can be considered as statistically stationary, the time depen-
dence is neglected. It is also important to notice that the correlation above changes with
the initial point: the correlation depends from the covariance of the velocity fluctuation
in x (i.e. the initial point) and in x + r. If the initial point is different, the correlation
will be different.
Then, another important simplification occurs if the turbulent flow is statistically
homogeneous, i.e. all the statistics are invariant if there is a shift in position. In this
case, the correlation function is only dependent on the separation vector r:
N∑
i=1
N∑
j=1
u′i(x, t)u
′
j(x + r, t) = Rij(r, t) (4.24)
In statistically homogeneous turbulent flows the correlation gains universal form: for
each point considered, the correlations are the same for each initial point at any time
instant. Just as for a stationary random process, correlations between spatially varying,
but statistically homogeneous, random quantities ultimately tend to zero, i.e. they
become uncorrelated as their locations become widely separated. Because position (or
relative position) is a vector quantity, however, the correlation may die off at different
rates in different directions [10]. Thus direction must be an important part of the
definitions of the integral scales and microscales.
To proceed without incurring into ambiguity of reading, it is useful to specify some
notations:
• Position vector: x = x1 + x2 + x3 = x1i + x2j + x3k with i, j,k unit vectors of the
Cartesian axes
• Separation vector: r = r1 + r2 + r3 = r1i + r2j + r3k
• Velocity vector: u = ui + vj + wk = u1 + u2 + u3
• Fluctuating velocity vector: u′ = u′i + v′j + w′k = u′1 + u′2 + u′3
• ul: it is the lth value of the velocity vector in the sample database with compo-
nents equal to ul, vl, wl respectively. In this thesis work, every sample database is
composed by a set of variables at different locations
Supposing that the turbulent flow can be considered statistically stationary, it is possible
to obtain the third order correlation tensor ρrkuiuj (i = 1, 2, 3; j = 1, 2, 3; k = 1, 2, 3), that
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is dependent upon the velocity fluctuation components and the separation vector r. For
each component of r this is:
ρr1uiuj (r1 · i) =
ρr1uu ρr1uv ρr1uwρr1vu ρr1vv ρr1vw
ρr1wu ρ
r1
wv ρ
r1
ww
 (4.25)
ρr2uiuj (r2 · j) =
ρr2uu ρr2uv ρr2uwρr2vu ρr2vv ρr2vw
ρr2wu ρ
r2
wv ρ
r2
ww
 (4.26)
ρr3uiuj (r3 · k) =
ρr3uu ρr3uv ρr3uwρr3vu ρr3vv ρr3vw
ρr3wu ρ
r3
wv ρ
r3
ww
 (4.27)
Clearly, in homogeneous turbulence, the tensor ρrkuiuj is symmetric. Bearing in mind that
the data sets refer to instant, fluctuating and averaged velocity components respectively,
and that such quantities are evaluated at different locations and at one time instant,
each member of the matrices 4.25, 4.26 and 4.27 can be evaluated from equations 4.23
and 4.15. Each element of the ρrkuiuj is a function of the separation vector r and each
point considered is located at a relative distance equal to a multiple of r, i.e. l · r.
The N different points are usually located among one direction, conveniently corre-
sponding to one of the main axis x, y, and z (unit vectors i, j,k), and they are placed
at a constant distance l from each other. For each point of the set it is possible to
evaluate the two-point correlation, that varies with the couple of points considered, i.e.
it is depending upon l · r for l = 0, 1, 2, ..., N − 1. From the set of two-point correlations
the two-point correlation function is evaluated.
For example, considering a data set of points located along the x direction, such that
| r |= r and r = ri, the ρr1uiuj elements are:
ρr1uu(l) =
N−l∑
t=1
(u′t u′t+l)√
N∑
l=1
u
′2
t
√
N∑
l=1
u2t
ρr1uv(l) =
N−l∑
t=1
(u′t v′t+l)√
N∑
l=1
u
′2
t
√
N∑
l=1
v
′2
t
∀l = 0, 1, 2, .., N − 1
ρr1uw(l) =
N−l∑
t=1
(u′t w′t+l)√
N∑
l=1
u
′2
t
√
N∑
l=1
w
′2
t
ρr1vv(l) =
N−l∑
t=1
(v′t v′t+l)√
N∑
l=1
v
′2
t
√
N∑
l=1
v
′2
t
∀l = 0, 1, 2, .., N − 1
ρr1vw(l) =
N−l∑
t=1
(v′t w′t+l)√
N∑
l=1
v
′2
t
√
N∑
l=1
w
′2
t
ρr1ww(l) =
N−l∑
t=1
(w′t w′t+l)√
N∑
l=1
w
′2
t
√
N∑
l=1
w
′2
t
∀l = 0, 1, 2, ..N − 1
(4.28)
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Observing equation 4.28, it can be noticed that the simplification u(x, t) − u(x, t) =
u′(x, t) has been used. This is possible thanks to the statistical homogeneity assumption.
In fact, only under this condition the mean value of the instant velocity vector in the
data set used corresponds to the time averaged velocity.
However, bearing in mind this feature, it is possible to extract the two-point correlation
also without the statistical homogeneity assumption. In this case, it is necessary to
consider the instant velocity vector and its mean along the data set available. Moreover,
the correlation factor would not necessarily go to zero with the increasing separation
vector [38].
Since position is a vector quantity it is also possible to have only partial statistical
homogeneity. For example, a field can be homogeneous in the x and z directions, but
not in the y direction so that the statistics, thus u(x, t), is u(x2) only. In fact, it appears
to be dynamically impossible to have flows which are homogeneous in all variables and
stationary as well, but the concept is useful, nonetheless.
Considering the two flow configurations analysed in this thesis, i.e. Channel Flow and
Backward-facing Step geometries, some assumptions can be made:
• As it will be explained in chapter 5, all the simulations have been performed
until the turbulence becomes fully developed, thus the flow can be assumed as
statistically stationary.
• In channel flow cases, turbulence is partially homogeneous: it is homogeneous
in x and z directions, while it is not homogeneous in y, i.e. the distance to the wall.
To link the directions with the physical evidence, these directions are also named
as “streamwise” (corresponding to the main flow motion direction), “spanwise”
(transversal direction without bounds) and “wall normal” (normal to the bounds)
directions respectively.
• In backward-facing step cases, as it will be discussed in chapter 6, the only ho-
mogeneous direction is the z or spanwise: the presence of the step generates a
discontinuity in the streamwise direction, while the y (i.e. wall normal) direction
is bounded as in channel flow cases.
As it will be discussed in section 4.3, from the velocity two-point correlations factor
functions it is possible to obtain several length scales.
4.2.2 The HIT Hypothesis
As stated in 4.2, HIT stands for Homogeneous Isotropic Turbulence. A turbulent flow is
statistically homogeneous if the field is invariant under translations. It is statistically
isotropic if its statistics are invariant also under rotation and reflection of the coordinate
system. To go trough the key aspects of HIT, it is useful to provide more precise
statements of the Kolmogorov hypotheses.
First the following quantities are stated:
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• Ω: domain within the turbulent flow
• x(0),x(1), ...,x(N): specified set of points within Ω
• y ≡ x− x(0): new coordinates vectors
• r ≡ x(1) − x(0): separation vector
• v(y) ≡ u(x, t)− u(x(0), t): velocity differences
• fN : joint PDF of v at the N points y(1),y(2), ...,y(N)
These quantities are shown in figure 4.1.
Figure 4.1: Points x and x + r in terms of x(N) and y(N). All points are within the
domain Ω
From the velocity differences it is possible to make the following definitions and assump-
tions [38]:
• Definitions of local homogeneity and isotropy : the turbulence is locally homoge-
neous in the domain Ω if for every fixed N and y(n), (n = 1, 2, ..., N) the N-point
PDF fN is independent of x
(0) and u(x(0), t). the turbulence is locally isotropic in
the domain Ω if it is locally homogeneous and if in addition fv is invariant also to
rotations and reflections of the coordinate axis.
• The hypothesis of local isotropy : in turbulent flows at sufficient high Reynolds
number, the turbulence is, to a good approximation, locally isotropic if the domain
Ω is sufficiently small, i.e. | y(n) |<< L ∀n, and is not near the boundary of the
flow or its other singularities.
• The first similarity hypotheses: for locally isotropic turbulence, the N-point PDF
fN is uniquely determined by the viscosity ν and the dissipation rate .
• The second similarity hypothesis: if the module of the vectors y(m) and of their
difference y(m)−y(n), with m 6= n, are large compared with the Kolmovorov length
scale η, then the N-point PDF fN is uniquely determined by  and does not depend
on ν
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To follow the work of Kolmogorov himself, the second-order velocity structure funtions
are considered [25]. They are defined as the covariance of the velocity differences between
two points x + r and x, and then they are re-expressed in terms of the position and
velocity difference y and v:
Dij(r,x, t) ≡ [ui(x + r, t)− ui(x, t)] [uj(x + r, t)− uj(x, t)] (4.29)
Dij
(
y(2) − y(1),y(0) + y(1), t
)
=
[
vi
(
y(2)
)− vi (y(1))] [vj (y(2))− vj (y(1))] (4.30)
Supposing that the condition of a sufficiently large Reynolds number is satisfied, a
consequence of the hypothesis of local isotropy is that, for r ≡| r |<< L, Dij(r,x, t) is
independent of x. Dij(r, t) is then an isotropic function of r. Consequently, Dij(r, t)
can be written as:
Dij(r, t) = DNN (r, t)δij + [DLL(r, t)−DNN (r, t)] rirj
r2
(4.31)
where DLL and DNN are scalar functions named longitudinal and transverse structure
functions, respectively.
If the x direction is considered, i.e. r = ri:
D11 = DLL; D22 = D33 = DNN ; Dij = 0 for i 6= j (4.32)
Under the condition of local homogeneity it can be assumed, with good approximation,
δ
δri
Dij(r, t) = 0, then DNN (r, t) is uniquely determined by DLL(r, t) according to:
DNN (r, t) = DLL(r, t) +
1
2
r
δ
δr
DLL(r, t) (4.33)
The two-point, one time covariance Rij(r,x, t) = u′i(x, t)u
′
j(x + r, t) has similar prop-
erties of the functions Dij(r,x, t). As mentioned before, a consequence of statistical
homogeneity is that Rij(r,x, t) = Rij(r, t), i.e. it is independent of x. If the turbulence
can be considered statistically isotropic the Reynolds stress tensor is a diagonal matrix
composed by:
τ tij(x, t) =
u′(x, t)u′(x, t) 0 00 v′(x, t)v′(x, t) 0
0 0 w′(x, t)w′(x, t)
 (4.34)
where u′u′ = v′v′ = w′w′. This implies that Rij(0, t) = u′iu
′
j = u
′2.
As for Dij , if the field is statistically isotropic, Rij(r, t) can be expressed in terms of two
scalar functions f(r, t) and g(r, t):
Ruiuj (r,x, t) =
√
u′2
(
g(r, t)δij + [f(r, t)− g(r, t)]rirj
r2
)
(4.35)
Considering the x direction, i.e. r = ri:
Rr1u1u1
u′2
= ρr1uu = f(r, t) =
u′1(x + r, t)u′1(x, t)
u′2
(4.36)
Rr1u2u2
u′2
= ρr1vv = g(r, t) =
u′2(x + r, t)u′2(x, t)
u′2
(4.37)
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Ru2u2 = Ru3u3 , Ruiuj = 0 for i 6= j. f(r, t) and g(r, t) are the longitudinal and transversal
autocorrelation functions respectively. As with Dij , the continuity equation implies that
δ
δri
Dij(r, t) = 0. Considering this, and in combination with equation 4.35, the transverse
and longitudinal autocorrelations functions are related as:
g(r, t) = f(r, t) +
1
2
r
∂
∂r
f(r, t) (4.38)
Then the two-point correlation Ruiuj (r, t) is completely determined by the longitudinal
autocorrelation function f(r, t).
4.3 Evaluation of the Turbulent Length Scales
In sections 2.3 and 4.2.2 the energy cascade mechanism and the Kolmogorov hypotheses
have been discussed. In this section the most important turbulent scales are introduced
and the numerical procedure for their evaluation analysed.
In figure 4.2, the main scales of turbulence are located in the energy cascade of the
turbulent domain. As in section 2.3, the energy cascade is divided into dissipation
range, inertial subrange and energy containing range respectively.
Figure 4.2: The energy cascade
The bulk of the energy is contained in the larger eddies in the size range lEI = l0/6 <
l < 6l0, which is therefore called the energy-containing range [15]. The suffixes EI and
DI indicate that lEI is the demarcation line between energy (E) and inertial (I) ranges,
as lDI is that between the dissipation (D) and inertial (I) ranges. In figure 4.2 the
turbulent length scales associated to the ranges are also shown, these are:
• Integral turbulent length scale
• Taylor micro length scale
• Kolmogorov length scale
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Integral Length Scale
The integral length scale describes the largest scale of the turbulent motion. It is com-
parable with the geometrical dimensions of the flow domain and it can be considered as
a measurement of how long the particles of the fluid in motion are related to each other
[38].
Defining a length or time period that is characteristic of the largest scales in a turbulent
flow is important in defining the domain for experimental and numerical investigations
and for a more comprehensive understanding about energy production and dissipation
in the turbulent flow. In some cases a suitable scale can be defined by the physical
constraints of the flow domain. For example, in pipe flow the diameter of the pipe is
of the order of the largest eddies in the flow, and the ratio between the pipe diameter
and the mean velocity along the pipe is a good estimate of the time period required to
describe the flow. In channel flow cases, the half width of the channel δ = [m] and the
ratio δ/u are representative of the integral lenght and time scales respectively. When
the largest scale is not obvious from the flow geometry, an integral scale can be defined
as a measure of the longest connection or correlation distance between two points in the
flow that are separated either by distance or time [37].
From the two-point, one time correlations, the integral length scale is defined by:
Lrkuiuj (t) =
∫ ∞
0
ρrkuiuj (rk, t)drk = [m] (4.39)
For each main direction, the integral length scale correlations are:
Lr1uiuj (t) =
Lr1uu Lr1uv Lr1uwLr1vu Lr1vv Lr1vw
Lr1wu L
r1
wv L
r1
ww
 (4.40)
Lr2uiuj (t) =
Lr2uu Lr2uv Lr2uwLr2vu Lr2vv Lr2vw
Lr2wu L
r2
wv L
r2
ww
 (4.41)
Lr3uiuj (t) =
Lr3uu Lr3uv Lr3uwLr3vu Lr3vv Lr3vw
Lr3wu L
r3
wv L
r3
ww
 (4.42)
Evaluating the integral scale from a finite data set, it is important to identify the correct
limit of the integral. It is necessary to compute the integration until the distance r where
the autocorrelation becomes “negligible” [31].
Several criteria are possible: the simplest one is to compute the integration over the
entire available domain. If the autocorrelation function has a negative region, another
alternative is to integrate only up to the value where the autocorrelation function reaches
a minimum. Other possible choices are to integrate only up to the first zero-crossing or
to integrate only up to the value where the autocorrelation function falls to 1/e [9]. In
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this work, the last option has been selected, as it seems useful to avoid spurious effects
of the periodicity [9].
The integration of the two-point correlations functions, dealing with finite data sets,
have been carried out applying the trapezoidal rule defined as:∫ b
a
f(x)dx ≈ (b− a)
[
f(a) + f(b)
2
]
(4.43)
In homogeneous isotropic turbulence (HIT), longitudinal and transversal integral
length scales Lriuiui(t) = Lf (t) and L
ri
ujuj (t) = Lg(t), where i 6= j, can be defined from
f(r, t) as:
Lriuiui(t) = Lf (t) =
∫ ∞
0
f(r, t)dri (4.44)
Lriujuj (t) = Lg(t) =
∫ ∞
0
g(r, t)dri (4.45)
It can be proven that Lg(t) =
1
2Lf (t)(t) [38].
As stated in 4.2, the two-point correlation, and consequently the f(r, t) and g(r, t)
functions, are not evaluated from RANS simulations. Despite this, based on RANS
results, from the predicted turbulent kinetic energy and its dissipation it is possible to
obtain, by dimensional analysis, the energy carrying eddies scale, also called as turbulent
energy length scale. The length scale characterises the size of the energy-carrying large
eddies and, for homogeneous isotropic turbulence, it gives an indication of the true
integral scale [9].
LHIT (t) =
u′2
3/2

(4.46)
Considering that the turbulent kinetic energy k in homogeneous isotropic turbulence is
defined as:
k =
1
2
(u′2 + v′2 + w′2) =
3
2
u′2 (4.47)
equation 4.46 can be easly modified in the HIT version, that is suitable for RANS
computation:
LHIT (t) =
(
2
3
)3/2 k3/2

(4.48)
This formula is then applicable both to RANS RST Launder-Reece-Rodi and RANS k−
Launder Sharma models. In the context of this thesis work, LHITDNS (t), LHITRST (t)
and LHITLS (t) indicate the scales calculated under HIT assumptions with DNS, RANS
RSTM Launder-Reece-Rodi and RANS k− Launder Sharma data as input, respectively.
The table 4.1 shows the formulas applied in the evaluations and the corresponding
methods.
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Table 4.1: Formulas used in the evaluation of Integral length scales
Lrkuiuj (t) LfHIT (t) LgHIT (t)∫∞
0 ρ
rk
uiuj (rk, t)drk
(
2
3
)3/2 k3/2

1
2
(
2
3
)3/2 k3/2

Taylor Micro Length Scale
The second turbulent length scale deriving from the two-point correlation is the so
called “Taylor micro length scale” λrkuiuj (t). The Taylor micro length scale, named in
honour of G. I. Taylor, is associated with the curvature of the velocity correlations. More
precisely, it is derived from a geometric construction: the osculating parabola with vertex
in ρrkuiuj (0, t) intersects the x axis at a distance rk defined as equal to λ
rk
uiuj (t) (see figure
4.3). It can be noticed that the second derivative of the correlation factor funtions in
Figure 4.3: Geometrical definition of the Taylor micro length scale
the origin is strictily negative [38]. Thus, the Taylor micro scale is real, positive and has
dimensions of length. From analytical manipulations, the Taylor micro length scale is
defined as:
λrkuiuj (t) =
[
−1
2
ρ′′rkuiuj (0, t)
]− 1
2
= [m] (4.49)
Then the Taylor micro length scale is a measure of how rapidly the correlation functions
tend to zero in the origin point. For each main direction, the Taylor micro length scale
correlations are:
λr1uiuj (t) =
λr1uu λr1uv λr1uwλr1vu λr1vv λr1vw
λr1wu λ
r1
wv λ
r1
ww
 (4.50)
λr2uiuj (t) =
λr2uu λr2uv λr2uwλr2vu λr2vv λr2vw
λr2wu λ
r2
wv λ
r2
ww
 (4.51)
λr3uiuj (t) =
λr3uu λr3uv λr3uwλr3vu λr3vv λr3vw
λr3wu λ
r3
wv λ
r3
ww
 (4.52)
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To evaluate the Taylor micro length scales in MATLAB, the cubic spline interpolation
has been applied to the sample data.
The Taylor micro scale does not have a physical interpretation, but however it is a well-
defined quantity that is often used. Its approximate position in the energy cascade (see
figure 4.2) seems to indicate that it lies at the dissipation region end of the inertial sub-
range [9]. At large Reynolds number, λ is intermediate in size between µ (Kolmogorov
length scale) and L. Its position in the energy cascade, thus the inertial subrange,
being intermediate in size between the viscous sublayer and the energy containing range,
suggests the possibility to utilize the Taylor scale as the reference for the grid size in
LES. Thus in this thesis, as already studied by Ulka Gaitonde [9], the Taylor micro
length scales are the reference for the meshing operations in LES.
In homogeneous isotropic turbulence, the Taylor micro scale can be expressed in terms
of the scalar functions f(t) and g(t) as:
λf (t) = [−1
2
f
′′
(0, t)]−
1
2 (4.53)
λg(t) = [−1
2
g
′′
(0, t)]−
1
2 (4.54)
where λg(t) = λf (t)/
√
2.
The following manipulation shows the relation between f ′′(0, t) and the velocity deriva-
tives:
−u′2f ′′(0, t) =
= −u′2 lim
r→0
δ2
δr2
f(r, t) = − lim
r→0
δ2
δr2
u′1(x + ri, t)u′1(x, t)
= − lim
r→0
(
δ2u′1
δx21
)
x+ri
u′1(x, t) = −
(
δ2u′1
δx21
)
u′1
= − δ
δx1
(
u′1
δu′1
δx1
)
−
(
δu′1
δx1
)2
=
(
δu′1
δx1
)2
(4.55)
Finally, the relation can be illustrated as:(
δu′1
δ1x
)2
= 2
u′2
λ2f
(4.56)
It can be also demonstrated that the velocity derivative and the turbulent kinetic energy
dissipation are related by:
 = 15ν
(
δu′1
δx1
)2
(4.57)
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Then, in HIT, the longitudinal and transverse Taylor micro length scales are evaluated
through the equation:
λfHIT (t) =
√
30
u′2ν

=
√
20
kν

(4.58)
λgHIT (t) =
√
15
u′2ν

=
√
10
kν

(4.59)
In analogy with the integral length scales notations, λHITDNS (t), λHITRST (t) and λHITLS (t)
indicate the scales calculated under HIT assumptions with DNS, RANS RSTM Launder-
Reece-Rodi and RANS k −  Launder Sharma data as input, respectively. In table 4.2
the formulas used in the two-point correlations and HIT are shown.
Table 4.2: Formulas used in the evaluation of Taylor micro length scales
λrkuiuj (t) λfHIT (t) λgHIT (t)[
−12ρ′′rkuiuj (0, t)
]− 1
2
√
20kν
√
10kν
Kolmogorov Length Scale
The Kolmogorov length scale is derived directly from the Kolmogorov’s universal equi-
librium theory for small scale turbulence [38] and from its assumption of local isotropy
at sufficiently large Reynolds numbers. This turbulent scale describes the behaviour of
turbulence in the dissipation region, where the turbulent kinetic energy is dissipated in
heat.
Thus, the Kolmogorov hypotheses allow to consider the turbulence statistical isotropic
at the smallest scales as discussed in chapter 2.
Due to these considerations, there is only one relation describing the Kolmogorov length
scale both for DNS, LES and RANS simulations, that is:
µ =
(
ν3

)3/4
(4.60)
where ν is the kinetic viscosity and  is the turbulent energy dissipation.
Chapter 5
Application to Channel Flow
The goals of this chapter are the following:
1. To compare RANS simulations results with results from DNS and experimental
data
2. To assess the capability of HIT formulas in predicting the turbulent length scales
3. To investigate the feasibility of the a-priori prediction of turbulent legth scales via
pre-cursors RANS simulations
The procedure adopted in this section of the work is illustrated in figure 5.1. As it
will be discussed in 5.1.1, the RANS simulations data have been obtained for a fully
developed turbulent channel flow at three different Reynolds numbers.
Figure 5.1: Schematic view of the procedure in predicting turbulent length scales. 1:
comparison between RANS models and DNS 2: comparison between HIT and
two-point correlations. 3: discussion on the a-priori method
Two different RANS models have been used:
• RANS Launder-Sharma model
• RANS Reynolds Stress Transport (RST) Launder-Reece-Rodi model
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As shown later, the Launder-Sharma model is particularly suitable for small Reynolds
number turbulent flows, and it is proved to be one of the most accurate RANS models for
channel flow geometries and in general for simple configurations. On the other hand, the
Launder-Sharma model hypothesizes the turbulent flow as homogeneous and isotropic:
the RMS fluctuating velocity components are derived from the modelled turbulent ki-
netic energy, thus no directional information regarding the fluctuating quantities are
available.
In chapter 3 it has been stated that the RST Launder-Reece-Rodi model is not suitable
for small Reynolds number turbulent flows, but it gives information over the fluctuating
velocity components deriving them from the modelled Reynolds stress tensor. The offset
of this model is the lower accuracy in comparison with the Launder-Sharma model,
particularly at low Reynols numbers. The performances of the RST model improve at
higher Reynolds numbers.
The DNS data set used belongs to the “THTlab” database [24].
The first part of this chapter is devoted to the channel flow simulation set-up. In the
first place, the main features of the channel flow configuration are discussed. Then, the
main parameters characterizing the performed simulations will be listed and analysed.
In the second part of the chapter, the results are discussed. Despite the focus of this
thesis is on the Taylor micro length scales, the integral and Kolmogorov scales evaluated
are shown and compared. This is done to achieve a more exhaustive understanding
about the different simulations and methods, in order to investigate on their capabilities.
Finally, the comparisons described at the beginning of the chapter will be shown and
discussed, as well as the a-priori method.
5.1 The Fully Developed Turbulent Channel Flow
Fully developed turbulent channel flow simulations have been widely studied in the last
decade. The existing symmetries in this geometry allow to focus the study on the wall-
normal direction of the channel. Fully developed channel flows have been studied in
particular to investigate the behaviour of the bounded turbulent flows near the walls.
Thanks to the simplicity of the channel geometry, at the present state of art it is possible
to apply the DNS methods for statistically significant values of the Reynolds number.
Therefore, a large number of DNS, LES calculations and experiments have been per-
formed in the last years and a wide number of databases are available in literature.
5.1.1 Description of the Flow
A representation of the channel is shown in figure 5.2. The dimensions and the config-
uration of the channel flow for this thesis work are the same used in the THTlab DNS
database used as a basis for comparisons. The top and the bottom walls are located
at y = 0 and y = 2δ respectively, where δ is half the channel width. The edge of the
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channel in the z direction is large compared with δ, thus it is possible to consider the
flow as statistically independent of z. Near the entry of the duct (x=0) there is a flow
development region. Despite this fact, thanks to periodic boundary conditions (see sec-
tion 5.1.1), it is possible to consider large values of x, and then to confine the attention
on the fully developed region. In the fully developed region the statistics of the flow
no longer vary with x. Then, the turbulent flow can be considered, due to the fully
development and to the geometric configuration, as statistically one-directional, with
velocity statistics changing only in y direction. In this context, as it is usual with such
kind of simulations, the computations are performed in order to deal with statistically
stationary conditions (see section 5.1.2).
Figure 5.2: Channel Flow geometry
The region 0 < y+ < 10 is characterized by elongated structures called low speed
streaks. Streaks are regions of slowly moving fluid elongated in the direction of the
mean flow. Streaks are observed in all developed near-wall turbulent flows. The physi-
cal mechanism of streak formation consists in the combined action of advection of the
mean profile by wall-normal motions (the lift-up), mean shear and viscous diffusion.
It is the structure-forming properties of this mechanism, rather than the structure of
the wall-normal motions, that is responsible for streaks. It is important to note their
periodical breakdown into smaller scale motion. The streaks slowly move away from the
wall and at a certain point they rapidly move up leading to their final break up. This
process is called streak ejection. A part of high-speed fluid remains close to the wall;
these structures are called sweeps. In the region y+ < 100, the dominant structures are
counter-rotating streamwise vortices or rolls [31].
The Reynolds number generally used in channel flows is the so called frictional Reynolds
number Reτ . It is derived from the channel half width δ, the kinematic viscosity ν and
the friction velocity uτ stated in 2.4. The Reynolds number is then:
Reτ =
uτδ
ν
(5.1)
Both RANS k−  Launder-Sharma and RANS RST Launder-Reece-Rodi have been ap-
plied to three different fully developed channel flows having frictional Reynolds numbers
equal 150, 300 and 650.
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5.1.2 Boundary and Initial Conditions
The channel flow has, theoretically, infinite dimensions in z and x axis, i.e. it is con-
figured as two infinite parallel plans. In practice, the domain is finite, and periodic
boundary conditions are applied at the inlet/outlet and at the front/back surfaces re-
spectively. The periodic boundary condition stands for a “mapping” of the velocity
components and statistics computed at the outlet surface to the inlet surface for the
next iteration. No-slip boundary conditions are applied at the top and bottom walls.
The flow in the channel has a main motion direction, i.e. the x or axial direction, and
it is driven by the pressure difference between the inlet and the outlet. The periodic
boundary conditions are not applicable to the pressure, since it would decrease till zero
stopping the flow motion. To overcome this problem, the pressure is split into a periodic
and a non periodic component as p = pˆ+ ∆pLx x, where ∆p is the pressure drop over the
channel. In channel flow the pressure drop is constant an then the pressure gradient ∆p∆x
can be introduced. The pressure gradient can be derived from the balance of the mean
forces in the axial direction and the friction velocity:
uτ =
√
−
(
δ
ρ
dp
dx
)
(5.2)
To consider turbulence as statistically steady, it is important that the turbulent flow is
fully developed. OpenFoam provides utilities that generate a turbulent initial field for
LES and DNS to ensure this. In the RANS Launder-Sharma model the development is
done adding initial values for k and , while in RANS RST Launder-Reece-Rodi model
the initial values of the Reynolds stress tensor Rij are necessary. These initial quantities,
from which the calculation starts, are not crucial in determining the results since, after
a transition period, the calculation results tend to be dictated only by the friction
Reynolds number Reτ , the geometry of the domain and the boundary conditions. The
initial conditions are important in order to generate a self sustainable turbulent field.
CFD websites provide the standard relations necessary to calculate these quantities in
OpenFoam [2]:
• The initial turbulent kinetic energy k is calculated as k = 32(UI)2.
• The initial turbulent energy dissipation  is calculated as  = Cµ k3/2δ .
• The initial Rij is calculated as Rij = 23kδij .
where U is the initial mean velocity calculated from Rel0 , Cµ is a constant equal to 0.09,
δij is the Kronecker delta and I is the turbulent level (equal to 0.1 in the cases of our
interest).
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5.1.3 Grids
For the simple geometry of the channel, a 3D block-structured orthogonal grid with
hexahedral cell-type has been used. As mentioned before, the existing symmetries in
x and z directions, together within the periodic boundary conditions for the surfaces
orthogonal to x and z axis, lead to apply homogeneous cells dimensions in the streamwise
and spanwise directions. At the wall, the no-slip boundary condition is applied and the
turbulence tends to develop the streaks. To take into account and to compute the
streaks, a fine grid resolution is required. For this reason, the y dimension of the meshes
is generated using a prism layer. This means that the cells are stretched in the wall-
normal direction with a certain stretching ratio (SR). Usually, the size of the cell closest
to the wall is not greater than ∆y+ = 1 to ensure that the first cell center is well within
the linear sublayer. The prism law is applied until a certain distance from the wall, then
the cells dimensions are uniform. This region is called bulk region. To compare results
from different simulations, it is useful to define the grid dimensions in wall units. The
table below shows the computational grid for all the simulations considered.
Figure 5.3: Cells numbers and dimensions for DNS THTlab simulations and RANS
simulations computed at NRG.
Nx, Ny, Nz : number of cells in the each directions
5.2 Channel Flow Results
In this section the results obtained from the channel flow simulations are shown and
discussed. The length scales evaluated are the Integral scales, the Taylor micro scales
and the Kolmogorov scales respectively. These scales are computed following different
methodologies:
• Scales computed using the velocity two-point correlations functions: the correla-
tion functions have been plotted from the DNS simulations data available in the
THTlab database [24]. The correlations computed in the database are evaluated
along the x (streamwise) and z (spanwise) directions for all the available domain.
Conversely, the distance to the wall is fixed: four different y coordinates are con-
sidered, from the viscous sublayer region up to the half channel width. The fixed
wall normal positions are summarized in table 5.2 and graphically shown in figure
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5.4. Note that in figure 5.4 the relative x distances between the different correla-
tions is fictitious and it is motivated due to visualization needs. The integral and
Taylor micro scales computed with the two-point correlation functions as input
are indicated as Lrkuiuj (t) and λ
rk
uiuj (t) respectively
• Scales computed using the HIT assumption, with DNS data from the THTlab
database as input (“perfect HIT”): in this case, the longitudinal and transver-
sal integral length scales are indicated as LfDNS(t) and LgDNS(t) respectively,
while the longitudinal and transversal Taylor micro length scales are indicated
as λfDNS(t) and λgDNS(t) respectively. Finally, the Kolmogorov length scale is
written as µDNS
• Scales computed using the HIT assumption, with RANS k −  Launder-Sharma
model (LS) simulations results as input: the longitudinal and transverse integral
length scales are written as LfLS(t) and LgLS(t) respectively, while λfDNS(t) and
λgDNS(t) are the longitudinal and transverse Taylor micro scales. The Kolmogorov
scales evaluated using this method are indicated as µLS
• Scales computed using the HIT assumption, with RANS RST Launder-Reece-Rodi
model (RST) simulations results as input: the integral, Taylor micro and Kol-
mogorov length scales are indicated with LfRST (t), LgRST (t), λfRST (t), λgRST (t)
and µRST respectively.
In table 5.1 the notations mentioned above are summarized. It can be noticed that,
as discussed in section 4.3, the two-point correlation method is applied for DNS data
only. Moreover, considering the Kolmogorov hypotheses, the Kolmogorov length scale
is computed in statistically homogeneous and isotropic conditions, thus only the HIT
formulas are used.
Table 5.1: Turbulent length scales notations
DNS RANS LS RANS RST
Integral Lrkuiuj (t)
Two-point correlations
Taylor λrkuiuj (t)
Integral longitudinal LfDNS(t) LfLS(t) LfRST (t)
Integral transverse LgDNS(t) LgLS(t) LgRST (t)
HIT formulas Taylor longitudinal λfDNS(t) λfLS(t) λfRST (t)
Taylor transverse λgDNS(t) λgLS(t) λgRST (t)
Kolmogorov µDNS(t) µLS(t) µRST (t)
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Table 5.2: Wall distance locations of the two-point correlation functions from [24]
Reτ = 150 Reτ = 300 Reτ = 650
y+1 5.12744 5.25836 5.4972
y+2 15.4185 15.0355 15.6124
y+3 75.2393 148.950 321.270
y+4 150.479 297.899 642.540
Figure 5.4: Wall distance locations of the two-point correlation functions from [24]
5.2.1 Two-point Correlations
Figures from 5.5 to 5.10 are dedicated to the two-point correlations extracted from [24].
The THTlab database for DNS turbulent channel flow simulations does not provide the
two-point correlations in the wall normal direction, due to the non statistical homo-
geneity of the turbulent flow. Moreover, neither the vw and uw correlations have been
evaluated, due to their small values.
Thus, the two-point correlations taken into consideration in this work are as follows:
ρr1uiuj (r1 · i) =
ρr1uu ρr1uvρr1vu ρr1vv
ρr1ww
 (5.3)
ρr3uiuj (r3 · k) =
ρr3uu ρr3uvρr3vu ρr3vv
ρr3ww
 (5.4)
The two-point correlations expressed in the equations 5.3 and 5.4 have been evaluated
for each friction Reynolds number considered, i.e. Reτ = 150, Reτ = 300 and Reτ = 650.
In this section only the two-point correlations useful to the discussion are shown, while
the full version, for each Reynolds number, is reported in appendix A.
In figure 5.5, as expected, the two-point correlations ρrkuiui start from a value of unity
thanks to the normalization stated in section 4.2.1. This simply means that, if the
separation vector r has modulus equal to zero, the correlation function is calculated at
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the same point of origin. Intuitively speaking, the fluctuating velocity of the point totally
influences itself. Moreover it can be observed that the ρrkuiui correlations are generally
positive for small values of r ( ρr1uu is strictly positive for each r and each Reynolds
number).
(a) (b) (c)
Figure 5.5: Two-point correlation functions; a: ρr1uu. b: ρ
r1
vv. c: ρ
r3
ww. Reτ = 150
These characteristics are not valid for the ρrkuv (cross) correlations (see figure 5.6): as
expected, different fluctuating velocity components can be strongly negatively correlated
both in the x and z directions [9].
(a) (b)
Figure 5.6: Two-point correlation functions; a: ρr1uu. b: ρ
r1
uv. Reτ = 150
In the streamwise direction, for each Reynolds number, the strongest correlation is ρr1uu
(see figure 5.7): this feature is also suggested by the equation valid in HIT conditions
and already discussed in section 4.2.2
g(r, t) = f(r, t) +
1
2
r
∂
∂r
f(r, t) (5.5)
being ∂∂rf(r, t) generally negative. Coherently, in the spanwise direction, as it can be
observed in figure 5.8, the strongest correlation is ρr3ww.
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(a) (b) (c)
Figure 5.7: Two-point correlation functions; a: ρr1uu. b: ρ
r1
vv. c: ρ
r1
ww. Reτ = 300
(a) (b) (c)
Figure 5.8: Two-point correlation functions; a: ρr3uu. b: ρ
r3
vv. c: ρ
r3
ww. Reτ = 300
The extent of the correlation coefficients appears very large in the streamwise (x) di-
rection in the viscous sublayer and in the buffer layer (for the first and the second y+
considered). This behaviour is probably the result of the streaks originating on the wall
and creating elongated structures in the streamwise (x) direction that are effectively
captured by the DNS (see figure 5.9). It can also be noticed that not every correlations
decays to zero by the end of the computational domain as it would be needed or expected
if the DNS solution were to be completely independent of the size of the computational
box. Thus, as argued in the paper of ONeill et al. [32], the computational domain
required is proportional to the Reynolds number. This is clear for the ρr1uu streamwise
correlation at Reτ = 650. As later discussed, this fact will affect the integral length
scale.
Application to Channel Flow 58
(a) (b) (c)
Figure 5.9: Two-point correlation functions; a: ρr1uu, Reτ = 150. c: ρ
r1
uu, Reτ = 300.
c: ρr1uu, Reτ = 650.
Conversely in the spanwise direction, as can be noticed in figure 5.10, the velocity
components seem to be more strongly correlated in the bulk region. This is due to the
absence of streaks in this direction, thus the turbulent behaviour of the flow is free to
be developed in the center of the channel.
(a) (b) (c)
Figure 5.10: Two-point correlation functions; a: ρr3uu. b: ρ
r3
vv. c: ρ
r3
ww. Reτ = 300
From an overall analysis of the evaluated two-point velocity correlations, it can be stated
that the largest correlation is the ρr1uu in the streamwise direction, that is the main
direction of the flow. This characteristic is valid for each Reynolds number considered
(see A).
5.2.2 Integral Length Scales
Figure 5.11 provides the Integral length scale evaluated by the different methods dis-
cussed and for each Reynolds number taken into consideration. Moreover, the Integral
scales have been plotted for the two statistically homogeneous directions of the turbulent
flow, i.e. the x and z direction, varying the distance from the wall y+.
The scales evaluated from the two-point correlation functions, which in turn have been
extracted from DNS simulation results of the THTlab database, are the basis for com-
parison in this study. The reasons are both the accuracy of DNS methods discussed in
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section 3.2 and the characteristics of the two-point correlations, from which the turbulent
length scales are analytically defined.
(a) (b)
(c) (d)
(e) (f)
Figure 5.11: Integral length scales
For each kind of scale computed, a first observation can be made about the Reynolds
numbers. Three different Reynolds number have been considered, i.e. Reτ = 150,
Reτ = 300 and Reτ = 650, corresponding to values of the turbulence Reynolds number
Rel0 =
k1/2l0
ν
approximately equal to 4586, 10039 and 24272 respectively. For larger
Reynolds numbers, in the bulk region, i.e. in the range of the half channel width, the
turbulence tends to approach a statistically homogeneous state also in the wall normal
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direction. This condition is favourable to the HIT formula method, that assumes the
statistical homogeneity and isotropy. Thus, generally speaking, in the bulk region and
as the Reynolds number increases, the Integral scales from HIT formulas are in better
agreement with the Integral scales evaluated from two-point correlations.
Some considerations can be made observing the region close to the wall: concerning the
two-point correlations, the scales calculated do not start from the zero value, especially
in the streamwise direction. This feature seems to disagree with the no-slip boundary
condition. Actually, bearing in mind that the first point from which the correlations are
extracted is located at y+ ' 5 (see table 5.2), the distance from the wall is too large for
the no-slip condition to be effective (at least for the fluctuating velocity components).
Conversely, being the streamwise correlations relatively strong for the first two y+ con-
sidered (due to the streaks originating on the wall as discussed in section 5.1.1), the
length scales evaluated from the two-point correlations show a peak at these distances
from the wall, especially at low Reynolds numbers (see figure 5.11 a. As the Reynolds
number increases, the inertial effects tend to prevail over the streaks. Thus, as can be
seen in figure 5.11 e, increasing the Reynolds number, the scales tend to gain a more
monotonic behaviour. However, a value of Reτ = 650 is still too low for the turbulence
to completely prevail. In HIT, the initial peak is slightly predicted only by the LfDNS
scales, i.e. with DNS data as input. Conversely both RANS model used, are not able
to capture the effect of the streaks.
Concerning the integral length scales in the z direction, that are shown in figures 5.11 b,
d and f, two-point correlations and HIT results are in better agreement in comparison
with the stramwise (x) direction: the absence of the streaks leads to achieve a condition
more comparable to the statistical homogeneity, especially at large Reynolds numbers.
Along the spanwise direction RANS show a limit: in the bulk region both Lr3uiuj , LfDNS
and LfDNS tend to diminish, while LfLS , LgLS , LfRST and LfRDT , i.e. the length scales
computed from RANS simulations, are strictly monotonic. A slight over prediction of
the values of the kinetic energy in the bulk region is typical of RANS k −  models (see
appendix A). The error tends to be amplified with increasing Reynolds numbers.
Finally, as mentioned in section 5.2.1, the streamwise two-point correlations do not
reach the zero at large Reynolds numbers. This fact suggests that the computational
domain used to analyse the correlations could be too small, thus the Integral length
scales evaluated from the two-point correlation Lr1uiuj could be under predicted.
5.2.3 Taylor Micro Length Scales
Figures 5.12, 5.13 and 5.14 report the Taylor micro scales evaluated. In analogy with
the Integral length scales, as illustrated in figure 5.12 a, the Taylor micro scale λr1uu is by
far the largest scale computed, conversely all the scales are in better agreement with the
scales computed from the two-point correlations in the bulk region. This characteristic
is confirmed for all the scales computed in the streamwise (x) direction for each Reynolds
number considered (see figures 5.12 a, 5.13 a and 5.14 a). Again, observing the figures
5.12 a, 5.13 a and 5.14 a it can be noticed the reduction of the initial peak of λr1uu
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for increasing Reynolds number, as well as the more monotonic behaviour of λr1uiui .
Conversely, the HIT formulas are ineffective in the prediction of the initial peak, while
they tend to overestimate the Taylor micro length scales in the bulk region.
Concerning the z direction (see figures 5.12 b, 5.13 b and 5.14 b), the results of the
HIT formulas are generally in better agreement with the scales computed from the two-
point correlations. The more homogeneous turbulent behaviour among this direction is
evidently favourable for the convergence of the HIT formulas and two-point correlations
results. Moreover, it is important to notice that the agreement is independent from
the Reynolds number considered, as it can be noticed comparing the values of λr3ww and
λgLS . Thus, it can be stated that in the spanwise direction the transverse Taylor micro
scales λgDNS , λgLS and λgRST are in good agreement with the λ
r3
uiui scales.
(a) (b)
Figure 5.12: Taylor micro length scales, Reτ = 150
(a) (b)
Figure 5.13: Taylor micro length scales, Reτ = 300
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(a) (b)
Figure 5.14: Taylor micro length scales, Reτ = 650
5.2.4 Kolmogorov Length Scales
The Kolmogorov length scales (figure 5.15) from DNS are in good agreement with the
ones evaluated from RANS k −  Launder-Sharma model. The RANS RST Launder-
Reece-Rodi model under predicts the Kolmogorov scale, especially due to the over pre-
diction of k. This is a serious problem encountered in the RST model. The relatively
little experience in the implementation of RANS RST models in OpenFoam suggests the
existence of calibration problems, thus further investigations are recommended. Never-
theless, the good results obtained concerning the RMS velocity components are encour-
aging, as well as its general good agreement with the k −  Launder-Sharma model in
the evaluation of the turbulence length scales.
Concerning RANS k −  Launder-Sharma model, it is possible to notice the behaviour
of the Kolmogorov scales at low y+: this is probably due to the poor estimation of the
k peak (see A), that it is in turn probably due to the choice of applying the prism layer
mesh (discussed in section 5.1.3) rather than the so called “wall functions” in order
to model the near wall turbulence. The wall functions are functions used to evaluate
the turbulent kinetic energy and the turbulent kinetic energy dissipation near the wall.
These are effective and necessary when the grid is “coarse”, no information is available
in the wall region, especially at low Reynolds numbers. Being the Launder-Sharma par-
ticularly suitable for low Reynolds numbers turbulent flows, the prism layer technique
has been chosen. Despite this choice seemed to be reasonable, the results suggest that
the wall function may have been used. However, the results are consequently in better
agreement with the DNS at high Reynolds numbers.
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(a) (b)
(c)
Figure 5.15: Kolmogorov length scales
5.2.5 About RANS Capability: RANS vs. DNS HIT Formulas Pre-
dictions
Figures 5.16, 5.17 and 5.18 show the comparison between “perfect” HIT formulas, i.e.
the HIT formulas applied to DNS simulations results, and the HIT formulas predictions.
In this section, the scales computed with the HIT assumption having DNS data as
input are the basis for comparisons. Concerning the integral length scales (see figures
5.16 a, 5.17 a and 5.17 a), both RANS k −  Launder-Sharma model and RANS RST
Launder-Reece-Rodi model evaluate length scales that are under predicted at low y+ and
over predicted at high y+ in comparison with the DNS HIT results. At high Reynolds
numbers, the RANS integral scales are in good agreement with the DNS HIT scales in
the region close to the wall, while the overestimation is larger in the bulk region. The
initial peak due to the streaks is completely ignored by both RANS model utilized, while
is reported by the LfDNS scales.
The Taylor micro length scales, reported in figures 5.16 b, 5.17 b and 5.18 c, are generally
in better agreement with the DNS results than the Integral length scales: the Taylor
micro length scales evaluated with the Launder-Sharma model have a good agreement
with DNS scales in the region close to the wall, while in the bulk region the RST model
achieves the best agreement with the λDNS .
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(a) (b)
Figure 5.16: RANS vs. DNS Reτ = 150.
(a) (b)
Figure 5.17: RANS vs. DNS Reτ = 300.
(a) (b)
Figure 5.18: RANS vs. DNS Reτ = 650.
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5.2.6 About the HIT Formulas Capability: Two-point Correlation vs.
DNS HIT
In figures 5.19, 5.20, and 5.21 it is possible to observe the comparison between the
Taylor micro length scales computed applying the HIT formulas to DNS simulations
results and the Taylor micro scales evaluated from two-point correlations. Thus, in this
section, the Taylor micro length scales from two-point correlations λrkuiui are the basis
for comparisons.
The scales λfDNS and λgDNS are in good agreement with λ
r3
uiui , i.e. in the spanwise
direction. Moreover, it is particularly important that in streamwise direction the results
for λfDNS and λgDNS tend to match λ
r1
uiui as the Reynolds number increases. At Reτ =
650 the results are promising and suggest better agreements for larger Reynolds numbers.
(a) (b)
Figure 5.19: Taylor micro scales: Two-point correlation vs. DNS HIT formulas,
Reτ = 150
(a) (b)
Figure 5.20: Taylor micro scales: Two-point correlation vs. DNS HIT formulas,
Reτ = 300
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(a) (b)
Figure 5.21: Taylor micro scales: Two-point correlation vs. DNS HIT formulas,
Reτ = 650
5.2.7 Channel Flow Grid Size from Precursor RANS Simulations
Based on the results’ analysis an discussion carried out in the previous sections, the
following conclusions can be drawn:
• RANS models have obvious inherent disadvantages in comparison with DNS, that
are reflected in the scales predictions
• the k −  Launder-Sharma model achieves the best agreement with DNS at low
Reynolds numbers, while RST Launder-Reece-Rodi model gives the best results
at large values of Reτ , but a more comprehensive study on the application of this
method in OpenFoam is recommended;
• the HIT formulas are in a quite good agreement with the two-point correlations
method in the spanwise direction;
• in the streamwise direction the performances of the HIT formulas in the predictions
of the turbulent scales are poor at low Reynolds numbers, while they are promising
as the Reynolds number increases.
The suggested grid size has been evaluated for each method and Reynolds number
considered, as reported in table 5.3
Table 5.3: Evaluation of the suggested grid size for LES simulations
∆x ∆z
DNS-Two point correlation min(λr1uu, λ
r1
vv, λ
r1
ww) min(λ
r3
uu, λ
r3
vv, λ
r3
ww)
DNS-HIT min(λfDNS , λgDNS) min(λfDNS , λgDNS)
RANS LS-HIT min(λfLS , λgLS) min(λfLS , λgLS)
RANS RST-HIT min(λfRST , λgRST ) min(λfRST , λgRST )
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In figures 5.22 and 5.23, the suggested cell sizes of the grid for LES simulations are
shown. The two-point correlations suggest different recommended values for ∆x+ and
∆z+, depending on the minimum correlation for each direction. Conversely, the cell
sizes suggested by the HIT formulas are obviously identical for the x and z direction,
i.e. equal to the transverse Taylor micro length scales. Figure 5.22 shows the results
for the streamwise (x) direction. It can be noticed that, in addition to the grid sizes
listed in table 5.3, another term of comparison has been added. The term represents a
multiple of the Kolmogorov length scale (i.e. 10µ) and it is indicated in the literature
as representative of the Taylor micro length scales [9]. As it can be seen, Kolmogorov
and Taylor micro scales, despite being quite similar, are not exactly proportional, but
they vary differently as the Reynolds number increases. Thus this kind of analysis of
the Taylor micro scales is not generalizable.
(a) (b) (c)
Figure 5.22: Suggested ∆x+
Figure 5.23 shows the predictions of ∆z+ for each method and Reynolds number con-
sidered. In this case, it can be noticed the better agreement between HIT formulas and
two-point correlations in comparison with the x direction, as already discussed.
(a) (b) (c)
Figure 5.23: Suggested ∆z+
Figure 5.23 also shows that, considering the two-point correlations, in the spanwise
direction the cell dimensions should be smaller than in the streamwise direction, as
confirmed by the practical evidence. The cell dimension difference is not evaluated by
the HIT formulas, due to the assumed statistical isotropy. Therefore, it seems to be
reasonable to consider a cell dimension in the spanwise direction equal to
Lg√
2
for DNS,
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RANS LS and RANS RST HIT evaluations. Figure 5.24 shows the results obtained with
such assumption.
(a) (b) (c)
Figure 5.24: Suggested ∆z+ with a correction factor of 1/
√
2
As discussed in section 5.2.1, no information on the ∆y+ grid size is available from
this analysis. In fact, the two-point correlations functions are not provided for the non
statistically homogeneous y direction. Nevertheless, general criteria can be applied. The
∆y+min can be provided in the literature, and it depends on the resolution requirements
of the boundary layer [31]. Generally, a finer resolution is required when wall-bounded
effects are of high priority as in the cases of adverse pressure gradients, aerodynamic
drag, pressure drop and heat transfer. As mentioned in section 5.1.3, in high fidelity
simulations the first cell close to the wall must have a ∆y+ size smaller than 1.
Conversely, the ∆y+max can be defined through some considerations. As discussed in
section 5.2.2, in the bulk region the turbulent flow tends to reach a statistically homo-
geneous state. Moreover, as it can be observed in figures 5.12, 5.13 and 5.14, except for
the λr1uu length scale, all the λ
rk
uiui tend to reach the same maximum values, depending
only on the Reynolds number. Thus, it can be assumed that this behaviour could be
observed also in the wall normal direction (y). Considering also that the wall normal
direction, as the spanwise (z) direction, is not the main direction of the flow, it seems
legitimate to set the ∆y+max equal to the ∆z
+
max.
Lastly, regarding the minimum cell sizes in the x and z directions, it is clearly impossible
to follow the HIT formulas predictions, indicating a starting value equal to zero. Thus,
the indications described in section 3.4.2 regarding the LES no-model have been consid-
ered, i.e. ∆x+min and ∆z
+
min are set as equal to the maximum values of the Kolmogorov
legth scales (see figure 5.15).
The suggested dimensions are reported, for each method used, in table 5.4.
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Table 5.4: Grid size suggested for LES turbulent channel flow simulations
correlations HIT DNS HIT RANS LS HIT RANS RST
Reτ = 150 36-36 3.5-33 3.7-41 3.2-40
∆x+ Reτ = 300 48-48 4.1-46 4.4-59 3.7-56
Reτ = 650 63-63 5-67 5.2-86 4.1-74
Reτ = 150 <1-30 < 1-23 < 1-29 <1-28
∆y+ Reτ = 300 <1-42 < 1-32 < 1-41 <1-40
Reτ = 650 <1-61 <1-47 < 1-60 <1-52
Reτ = 150 3.5-30 3.5-23 3.7-29 3.2-28
∆z+ Reτ = 300 4.1-42 4.1-32 4.4-41 3.7-40
Reτ = 650 5-61 5-47 5.2-60 4.1-52
As mentioned in section 5.1.3, a stretching ratio (Sr) can be applied to the grid both in
x, y, and z directions. In the literature, Sr is usually between 1.05 and 1.2 [13]. It can
be suggested also to use two different Sr in each direction, to better follow the shape of
the scales shown in figures 5.24 and 5.24.
The mesh guideline for DNS from precursor RANS simulation is reported in table 5.5.
As already discussed in chapter 4, the grid dimensions suggested have maximum val-
ues dictated by the Kolmogorov scale for each Reynolds number. Regarding the mini-
mum value of ∆y+, several criteria can be considered, but in the literature a value of
∆y+min < 0.1, i.e. ∆y
+
minDNS =
y+minLES
10
is usually applied [33]. Moreover, considering
the Kolmogorov hypotheses of local isotropy, the suggested cells have a cubic geometry
in the bulk region, i.e. where the effects of the wall are negligible.
Table 5.5: Suggested grid size for DNS turbulent channel flow simulations
HIT DNS HIT RANS LS HIT RANS RST
Reτ = 150 3.5 3.7 3.2
∆x+ Reτ = 300 4.1 4.4 3.7
Reτ = 650 5 5.2 4.1
Reτ = 150 < 0.1− 3.5 < 0.1− 3.7 < 0.1− 3.2
∆y+ Reτ = 300 < 0.1− 4.1 < 0.1− 4.4 < 0.1− 3.7
Reτ = 650 < 0.1− 5 < 0.1− 5.2 < 0.1− 4.1
Reτ = 150 3.5 3.7 3.2
∆z+ Reτ = 300 4.1 4.4 3.7
Reτ = 650 5 5.2 4.1
Lastly, it is important to notice that, despite the non dimensional cell dimensions increase
with the Reynolds number, the actual dimensional values become smaller as the Reynolds
number increases.As an example, figure 5.25 shows the dimensional Taylor micro scales
λgLS for a fictitious half channel height dimension δ = 1[m].
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Figure 5.25: Dimensional Taylor micro scales
Chapter 6
Application to Backward-facing
Step Flow
In the present chapter the a-priori method is tested in a more complex turbulent flow
domain: the backward-facing step geometry (BFS). After discussing the main features
of BFS flows, this chapter presents how the simulations were performed from the set-
up phase to the evaluation of the turbulent length scales. Lastly the main results are
analysed and discussed.
For the BFS configuration, two different kind of simulations were performed:
• RANS k −  Launder-Sharma (LS)
• LES no-model
The k −  LS model was selected among the RANS for its reliability in computing
turbulent flows at low Reynolds numbers. Moreover, the other RANS model used in
chapter 5, i.e. the RST Launder-Reece-Rodi, is not fully operational yet in OpenFoam.
The LES no-model, being independent from any model and strongly connected to grid
sizes (see section 3.4) was deemed suitable for the aim of the present thesis work. In
addition to this, during previous simulations conducted at NRG, the LES no-model
results proved to be in good agreement with SGS models [41].
Then the results of both simulations were compared with the experimental data from
Kasagi and Matsunaga (1995), available in the THTlab database [24]. The RANS
simulation was able to provide the turbulent length scales via HIT formulas 4.3, while
the two-point correlation method was applied to extract turbulent length scales from the
LES no-model simulation. The THTlab database does not provide the necessary data
for two-point correlation for the BFS case, but the HIT formulas could be applied to
such data. Figure 6.1 shows the different simulations performed and the scale evaluation
methods associated.
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Figure 6.1: Simulations and methods of prediction of turbulent length scales
In addition to the simulations conducted for the length scales evaluation, a conjugate
heat transfer (CHT) simulation was applied to the BFS configuration, as an exploration
study. This kind of simulation has no references in literature, since the CHT is usually
applied to simpler geometries as channel flows. Thus, it was considered particularly
interesting in order to provide a first set of data. Nevertheless, since the analysis is out
of the scope of this thesis work and still awaiting validation, this paper reports only the
preliminary study in appendix C.
6.1 Description of the Flow
In Computational Fluid Dyanamics, the BFS is the most frequently selected geometry
used in studies of separated flows. Separation occurs when one or more solid boundaries
of the flow widen sharply, causing an adverse pressure gradient in the flow field. The
adverse pressure gradient induces the separation of the boundary layer from the solid
surface. The flow subsequently reattaches downstream forming a so called recirculation
bubble. This phenomenon occurs in several practical engineering applications, in both
internal flows such as system turbines and compressor blades and diffusers channels with
sudden expansions, and external flows like those around airfoils and buildings [39]. The
main features of a BFS flow are shown in figure 6.2.
Figure 6.2: Main features of a BFS turbulent flow
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Once the turbulent flow moves past the corner of the step, it creates a thin free shear
layer. The turbulent structures in the shear layer interact with the irrotational fluid from
the non turbulent region located below the step: this interaction causes the formation
of the low velocity recirculation region. A primary vortex (or separation bubble) can
be located in the center of the recirculation region, while secondary vortices are created
adjacent to the corner of the step. Due to the favourable pressure gradient created by the
dragged flow, the free shear layer curves down until it impacts the wall at the so-called
reattachment point. The horizontal distance between the step and the reattachment
point is defined as the reattachment length. However, the location of the reattachment
point is unsteady on account of a vertical oscillatory motion known as flapping [14],
which affects the shear layer. The roll-up of the shear layer, formes a large-scale coherent
structure, i.e. a connected turbulent fluid mass with instantaneously phase-correlated
vorticity over its spatial extent [17]. As this large-scale structure grows, the reattachment
point travels downstream with constant speed. The detection of a sudden decrease of
the reattachment length, signals the detachment of the large-scale structure from the
step. The cycle of development and detachment of the coherent structure from the
step generates the periodic movement of the reattachment location. Lastly, as studied
by Bradshaw and Wong [5], after the reattachment the shear layer continues to spread
downstream into a new shear layer with a sub-boundary layer underneath.
Figure 6.3: Backward facing step configuration: instantaneous velocity field from
the LES no-model simulation
As shown in figure 6.3, the flow field can be described through five different characteristic
dimensions, summarized in table 6.1.
Table 6.1: BFS dimensions
Li 8.4h
D 2h
Lx 20h
Lz 3.2h
h 1
In table 6.2, Li represents the length of the upstream region, where the turbulent flow
is initialized (see section 6.2). In this region the z and y dimensions are the same
of the channel flow domain discussed in chapter 5: 6.4δ in the streamwise direction,
3.2δ in the spanwise direction and 2δ in the wall normal direction respectively, where δ
represents the half channel width. To avoid potential effects of the downstream region
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on the initialization channel, an additional length of 2h was added to the channel length
upstream the step.
Lx represents the length of the second region, which starts at the step and goes up to
the outlet section and has an x dimension equal to 20h. Lz is constant throughout the
domain and it is equal to 3.2h. In BFS flows there are different ways of calculating
Reynolds Number. One of the main methods uses the friction Reynolds number, in
analogy with the channel flow case, and it is defined as Reτ =
uτδ
ν
= 290, where uτ is
the friction velocity in the initialization channel. An alternative method calculates the
Reynolds number from the centerline velocity at the inlet Uc and the step height h as
Rec =
Uc2h
ν
= 11010. The values and dimensions used are consistent with the ones of
the THTlab database, in order to facilitate comparisons.
6.2 Boundary and Initial Conditions
The boundary conditions setting of BFS simulation must take into account the dimen-
sional changes between the inlet and the outlet surfaces due to the presence of the step.
Thus, no periodic boundary conditions for the velocity can be applied. To overcome the
issue, a fully developed channel flow simulation was performed for Reτ = 290, in order
to map its results in the initialization channel of the BFS. Then, to generate the inflow
turbulence, periodic boundary conditions were applied at both the inlet and the outlet
of the channel.
No-slip boundary conditions were set for the bottom wall, the upper wall and the step,
while a convective condition was assigned to the outlet surface. This surface is located
far in the domain (Lx = 20h) to prevent any possible influences on the inlet profile by
the flow moving after the step .
Lastly, periodic boundary conditions were applied on the front and back of the domain,
i.e. in the z direction.
The initial conditions setting process for the RANS simulation is based on the initializing
channel flow parameters(see section 5.1.2). Thus, k and  have initial values dictated by
the friction Reynolds number Reτ = 290. The initial conditions for the LES no-model
computation are dependent on the inflow turbulence generated by the initialization
channel. Clearly, a constant pressure gradient could not be set, due to the presence of
the step.
6.3 Grids
Two 3D block-structured orthogonal grid with hexahedral cells were generated for the
LES and RANS computations in the BFS geometry.
The grid generated for the LES computation was a refined version of several previous
grids utilized in the context of NRG (internationally-operating nuclear service provider)
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In the spanwise direction uniform grid spacing was selected, while non-uniform mesh
distributions were used in the wall normal and in the streamwise directions to take into
account the presence of the solid walls.
In analogy with the channel flow case, in the initializing channel a prism layer was used
to compute the near wall turbulence in the wall normal direction (y). Moreover, the
channel bottom wall surface was virtually extended downstream the step up to the outlet
surface, thus the prism layer was extended to this region. To ensure the continuity of
the cells dimension, in the region below the the step the prism layer is symmetrically
replicated. Lastly, a stretching ratio was applied also to the bottom wall downstream
after the step.
In the streamwise direction(x), the wall effects must take into account the effects of the
step. Thus, a non-uniform mesh distribution was generated. Again, as with the wall
normal direction, the step surface was virtually extended up to the top wall, and the
stretching of the cells in the x direction was symmetrically replicated for continuity. The
resulting grid applied in BFS geometry is represented in figure 6.4 and table 6.2. The
grid sizes are normalized as L+ = uτLν in analogy with the channel flow simulations and
are referred to the friction Reynolds number of the initializing channel, i.e. Reτ = 290.
Figure 6.4: BFS mesh generated for the LES no-model simulation
Table 6.2: BFS grids size
RANS k −  Launder-Sharma model LES no-model
∆x+ 5− 90 5− 30
∆y+ 0.8− 30 0.2− 8
∆z+ 30 10
Stretching ratio 1.2 1.07
Number of cells 845277 8853600
6.4 Validation of LES and RANS Simulations
Before proceeding with the length scales evaluation, the results of the LES and RANS
simulations were tested against the experimental results of Kasagi and Matsunaga
(1995). In particular, the following variables were compared: the axial mean veloc-
ity u (figure 6.5), the RMS velocity fluctuations u′RMS , v
′
RMS w
′
RMS (figures from 6.7
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to 6.9), the turbulent kinetic energy k (figures 6.11 and 6.12) and the turbulent kinetic
energy dissipation  (figures from 6.13 to 6.15). The RMS velocity fluctuations hat to be
in agreement with the experimental results in order to correctly compute the two-point
correlations from LES, while k and  were evaluated from the RANS simulation and
compared with the experimental results as a pre-test on the performances of the HIT
formulas with RANS data as input. Lastly, the evaluation and comparison of the axial
mean velocity was used to validate both LES and RANS simulations.
Since the BFS flow field is not statistically homogeneous in the streamwise direction,
different locations downstream the step were considered. The axes dimensions were
normalized by the step height h. For all the results shown the y axis is calibrated on
the step corner: negative coordinates, from y/h = −1 up to y/h = 0, refer to the region
of the fluid below the step, while positive y coordinates, from y/h = 0 up to y/h = 2,
refer to the fluid region from the step up to the top wall. The x axis indicates the
distance from the step, except for the turbulent kinetic energy and the turbulent energy
dissipation results.
In the following figures, u/Uc, u′RMS/Uc, v
′
RMS/Uc and w
′
RMS/Uc are stretched of a
factor equal to 5 for a better visualization.
In figure 6.5 the axial mean velocity evaluated from the LES no-model and the RANS LS
simulation are compared with the experimental results of Kasagi and Matsunaga (1995).
The LES no-model is in good agreement with the experiment of Kasagi and Matsunaga,
except for the virtually extended step surface (y/h=0) and the region close to the step,
where the mean velocity is over predicted. A slight under prediction can be noticed in
the region close to the upper wall too, for x/h equal to 8 and 9 respectively. Regarding
the RANS LS, the results are surprisingly good for such a complex geometry. In analogy
with the channel flow case discussed in chapter 5 the mean flow is over predicted, but
it follows the trends of the experimental results throughout all the domain. This result
is promising for the subsequent considerations on the turbulent length scales.
Figure 6.5: Mean velocity profile. Black line: Kasagi and Matsunaga experiment;
blue line: LES no-model; green line: RANS k −  LS
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In figure 6.5 it can also be noticed that the velocity at the bottom wall goes from negative
to positive values between the locations 6 x/h and 7 x/h. Evidently, this range is where
the reattachment point is located. The localization of the reattachment point is one
of the main validation tools in BFS simulations. Nevertheless, such analysis is beyond
the scope of this thesis. Therefore, the reattachment point value is assumed as equal
to 6.51h, which is the reference value by Kasagi and Matsunaga. The reattachment
point location divides the flow field into four main different regions. The first two x/h
locations considered, i.e. x/h = 0.2 and x/h = 1, are referred to as the step region.
The region from x/h = 2 to x/h = 5 is indicated as the upstream reattachment region.
The reattachment region extends from x/h = 6 up to x/h = 7. Lastly, the locations
with x/h > 7 belong to the downstream reattachment region. Figure 6.6 shows the
reattachment point, the mentioned partitions and the ten x/h coordinates where the
values are extracted.
Figure 6.6: Reattachment point, main region and extraction lines of the BFS
In figures 6.7, 6.8 and 6.9 the RMS of the fluctuating velocity components u′RMS , v
′
RMS
and w′RMS are plotted for the LES no-model simulation and the Kasagi and Matsunaga
(2005) respectively. The RANS simulation was not included in the comparisons, since the
k− Launder-Sharma is an eddy viscosity model and does not provide useful information
about the RMS fluctuating velocity components. It can be noticed that all three RMS
velocities are in good agreement with the experimental results, except for a general
under prediction of u′RMS in the region downstream the step. Moreover, except for
the w′RMS (see figure 6.9) the RMS velocity components are in good agreement with
the experimental data in the first location after the step considered. Thus, the grid
refinement at the step in the (x) direction seems to be effective in this case.
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Figure 6.7: Streamwise velocity fluctuation uRMS . Black line: Kasagi and
Matsunaga experiment; blue line: LES no-model
Figure 6.8: Wall normal velocity fluctuation vRMS . Black line: Kasagi and
Matsunaga experiment; blue line: LES no-model
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Figure 6.9: Spanwise velocity fluctuation wRMS . Black line: Kasagi and Matsunaga
experiment; blue line: LES no-model
Concerning the validation of the RANS simulation carried out, the turbulent kinetic
energy and the turbulent kinetic energy dissipation were considered, as these quantities
were used in the subsequent evaluation of the turbulent length scales through the HIT
formulas. The RANS results were compared with the experimental data of Kasagi and
Matsunaga in the same ten x/h coordinates they used. To simplify the visualization
and the comparisons of the results, only four out of ten coordinates are illustrated in
the following figures from 6.11 to 6.14. The selected locations are representative of the
four main regions of the BFS turbulent flow field, i.e. right after the step, upstream the
reattachment, in the reattachment region and downstream the reattachment (see figure
6.10).
Figure 6.10: x/h coordinates representative of the regions
In figures from 6.11 to 6.14 the values of k and  were normalized as k
u2τ
and ν
u4τ
, where
uτ is the friction velocity for the initializing channel flow.
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The results for the turbulent kinetic energy are shown in figure 6.11 and 6.12. Looking
at both the RMS velocity and the turbulent kinetic energy from the experimental data,
strong oscillations can be observed especially in the region below the step (from y/h = −1
up to y/h = 0) and in the first x/h locations after the step. These oscillations are
probably due to the high non homogeneity of the turbulent flow typical of the BFS
configuration. In figure 6.11 a a sharp peak in the experimental result can be noticed:
this trend is coherently reported also in figures 6.7, 6.8 and 6.9 in the first location after
the step, especially for the uRMS profile. At the corner of the step, the detachment
of the turbulent flow and the formation of the free shear layer generate high values of
turbulence as discussed in section 6.1. As expected the RANS simulation does not report
the turbulent kinetic peak described, however it shows k values that follow quite well the
experimental trend in the region above the step. In the region upstream the reattachment
point (figure 6.11 b), excluding the mentioned oscillations, the RANS results follow the
trend of experimental result, but with an underestimation, which becomes more evident
at the maximum values, corresponding to the step height. Thus, the effects of the step
are reflected downstream the step and poorly predicted by RANS.
(a) (b)
Figure 6.11: Turbulent kinetic energy. a: at the step; b: upstream the reattachment
zone
In correspondence of and downstream the reattachment point (see figures 6.12 a and 6.12
b) the effects of the step expire. The comparison of k values between the RANS simula-
tion and the experimental data shows strengths and weaknesses similar to the channel
flow case (see B): the experimental trends are generally followed, but the maximum
values are over predicted.
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(a) (b)
Figure 6.12: Turbulent kinetic energy. a: in the reattachment zone; b: downstream
the reattachment zone
The turbulent energy dissipation from the RANS simulation are reported for each main
region in figures 6.13 and 6.14, and compared with the experimental data. The results
denote some critical issues that have later emerged in the evaluation of the turbulent
length scales. It can be observed that large oscillations in the experimental results affect
the turbulent energy dissipation trends for all the x/h distances considered. As the
other budget terms of the turbulent kinetic energy, the dissipation is very sensitive to
instrumental measurements, so that the oscillations reported, for the k values as well,
are amplified. The effects of the oscillations are clearly shown in figures 6.15 a and b.
In figure 6.15 a the minimum peaks are at y/h ' −0.5 and y/h ' 1 and their height
spans from values in the order 10−4 to 10−7. In figure 6.15 b the minimum peaks are
at y/h ' 0.5 and involve smaller scales. These oscillations have been reflected into
the maximum peaks in the turbulent length scales later evaluated. However, the good
agreement between RANS and experimental data in the average values allows to consider
the RANS simulation results as quite successful. Moreover the need for minimization of
the scales for LES and DNS simulations (see section 5.2) leads to state that these values
were not decisive for the purposes of this thesis.
(a) (b)
Figure 6.13: Turbulent kinetic energy dissipation. a: at the step; b: upstream the
reattachment zone
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(a) (b)
Figure 6.14: Turbulent kinetic energy dissipation. a: in the reattachment zone; b:
downstream the reattachment zone
(a) (b)
Figure 6.15: Logaritmic turbulent kinetic energy dissipation. a: at the step; b:
downstream the reattachment zone
6.5 Length Scales Results
In this section the length scales evaluated are shown and discussed. In particular, the
focus is on the results concerning the Taylor micro scales and the Kolmogorov length
scales. The Integral length scales were not included in the evaluations, as they are
not suited to predict of the grid sizes for LES and DNS simulations, as discussed in
chapter 4.1. For both RANS and LES simulations, the length scales were evaluated
among the wall normal direction for 10 different x/h coordinates, as those reported in
the THTlab database. The scales from the experiment of Kasagi and Matsunaga were
evaluated applying the HIT assumption, due to the lack of data concerning the two-point
correlations. The Taylor micro length scales and the Kolmogorov length scales evaluated
from the experimental data are represented as λfKasagi, λgKasagi, µfKasagi and µgKasagi
for the longitudinal and transverse components, respectively. The two-point correlation
functions, evaluated from the LES computation results, are computed along the only
statistically homogeneous direction of the turbulent flow field, i.e. the spanwise direction
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(z). The locations considered in the extraction of the two-point correlations functions are
reported in figure 6.16 and in table 6.3. The x/h coordinates selected are representative
of the main regions of the BFS turbulent flow and are the same used in section 6.4. All
of the scales are non dimensional, in analogy to the channel flow case (see chapter 5),
thus L+ = uτLν , where uτ is the friction velocity of the initializing channel flow upstream
the step.
Figure 6.16: BFS domain: locations of the spanwise two-point correlations and x/h
coordinates considered
Table 6.3: y/h location of the two-point correlations evaluated
y1/h -0.95 y5/h 0 y9/h 1
y2/h -0.75 y6/h 0.25 y10/h 1.5
y3/h -0.5 y7/h 0.5 y11/h 1.95
y4/h -0.25 y8/h 0.75
Regarding the Taylor micro length scale extracted from RANS shown in figure 6.17,
some of the considerations inferred are in analogy with those related to the turbulent
kinetic energy and the turbulent kinetic energy dissipation, already discussed in section
6.4. In fact, λfLS and λgLS show very low values at the step, as RANS simulation
show some difficulties in predicting the flow features in this region. With the exception
of the step region, the RANS results are in good agreement with LES, with only an
over prediction in the maximum values observable in figure 6.17 d. At these values,
the turbulent BFS flow starts to behave as a turbulent channel flow, where the over
prediction of the RANS LS method has been already discussed. Conversely, in 6.17 b
the effects of the step affect λfLS and λgLS , which are under predicted in comparison
with λr3uiui .
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(a) (b)
(c) (d)
Figure 6.17: Taylor micro length scale at different locations. a: near the step; b:
upstream the reattachment zone; c: in the reattachment zone; d: downstream the
reattachment zone
In figure 6.18 the blue solid line indicates the Taylor micro scales computed from the
experimental data applying the statistically homogeneous isotropic turbulence (HIT)
assumption. As previously discussed in section 6.4, the strong oscillations are connected
to the sudden variations in the turbulent kinetic dissipation values. Despite these dis-
crepancies, a good agreement in the average values among the three variables λr3uiui , λfLS
and λgLS can be observed. In addition to this, as shown in figure 6.18 a and b, the λ
r3
uiui
values are generally able to predict the peaks of λfKasagi and λgKasagi, i.e. the Taylor
micro scales evaluated from the experimental data. These results are reassuring in the
evaluation of the effectiveness of the method.
Application to Backward-facing Step Flow 85
(a) (b)
(c) (d)
Figure 6.18: Taylor micro length scale at different locations: a: near the step; b:
upstream the reattachment zone; c: in the reattachment zone; d: downstream the
reattachment zone
The Kolmogorov length scales extracted from the RANS simulation and the experimental
data are compared in figure 6.19. Despite the peaks in the experimental results, already
mentioned in section 6.4, the RANS results are in a very good agreement with the trends
of µfKasagi and µgKasagi. Again, the difficulties of prediction were mostly encountered
near the step, as it can be inferred from figure 6.19 a.
Thus, it can be stated that both the length scales evaluated from RANS simulations are
not reliable in the step region. Finally, some difficulties of prediction of µfLS and µgLS
can be detected close to the bottom and upper walls, in analogy with the considerations
about LS and kLS in the BFS configuration, and coherently with the channel flow
results.
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(a) (b)
(c) (d)
Figure 6.19: Kolmogorov length scale at different locations: a: near the step; b:
upstream the reattachment zone; c: in the reattachment zone; d: downstream the
reattachment zone
6.6 BFS Flow Grid Size from Precursor RANS Simula-
tions
The grid size suggested by the RANS simulations for LES and DNS computations are
shown in figures 6.20, 6.21 and 6.22 respectively. The RANS simulations results for the
LES grid size are compared with the scales evaluated from the LES simulation. The grid
sizes for LES simulations is dictated, as discussed in section 4.3, by the Taylor micro
length scales. It is necessary to keep in mind that the evaluations performed concern
the spanwise (z) direction, i.e. the statistically homogeneous direction of the turbulent
flow in BFS. Thus, the z grid size indicated from the two-point correlation function is
equal to min(λr3uu, λ
r3
vv, λ
r3
ww). Conversely, the spanwise grid size suggested by the RANS
k −  Launder-Sharma simulation is simply equal to λgLS .
The grid size suggested for DNS simulations correspond to the Kolmogorov scales shown
in figure 6.19.
The evaluations were elaborated for each x/h coordinates considered (see figure 6.16),
but, in analogy with sections 6.4 and 6.5, for an easier view of the chart, only the most
representative x/h were illustrated.
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The grid size suggested for LES by the precursor RANS simulation is shown in figure
6.20 in comparison with the two-point correlations results. As the x/h position increases,
the min(λr3uu, λ
r3
vv, λ
r3
ww) values tends to a monotonic positive trend from the wall up to
the center of the domain. Thus, for large values of x/h, the minima of the Taylor micro
scales elaborated from LES two-point correlation functions become similar to the scales
of the channel flow configuration (see figure 5.23).
Concerning the grid sizes suggested from the RANS simulation, i.e. the λgLS values,
in figure 6.20 a it can be noticed that the region below the step is (coherently) poorly
computed, while the region above the step is in good agreement with the two-point cor-
relation functions results. In comparison with the LES results, a general over prediction
of the maximum grids values suggested by RANS simulations can be detected for each
x/h considered. It is interesting to notice that, after the step influence expires (figure
6.20 b) the maximum values of λgLS are roughly constant, while the second main trend
of λgLS , located in the region below the step, tends to increase downstream the step
until it becomes over predicted in comparison with the LES results.
(a) (b)
(c) (d)
Figure 6.20: Grid suggested for LES at different locations: a: near the step; b:
upstream the reattachment zone; c: in the reattachment zone; d: downstream the
reattachment zone
The analysis suggests the generation of a mesh where ∆x+, ∆y+ and ∆z+ need to be
stretched along their directions. Moreover, the suggested interval of variation would
be different for each x/h considered. In practical applications such variability could
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cause numerical issues and would be hardly applicable. Thus, a more homogeneous grid
size, from which to generate the mesh, was elaborated by minimizing the results on
the different locations considered. In doing this, the x/h coordinate close to the step,
i.e. x/h = 0.02, was left out of the evaluation since it is poorly predicted by RANS
simulation. Moreover, at the step the min(λr3uu, λ
r3
vv, λ
r3
ww) shows large values (see figure
6.5). Thus, the exclusion had no influence on the LES results.
The results in figure 6.21 show a partial agreement between RANS HIT and LES two-
point correlations grid size predicted. The most important result is the general agree-
ment in the region under the step, where the grid size suggested has its minimum values.
If the same criteria of the channel flow are adopted, the results are definitely positive.
In fact, considering the assumed isotropy in the HIT formulas, it seems legitimate to
consider, for the spanwise direction, a reduction factor equal to 1√
2
. In this case, the
peak in the center of the region above the step is well predicted too, while the grid size in
the region below the step is slightly under predicted, resulting in more cautious values.
(a) (b)
Figure 6.21: Minimum of the grid size suggested for LES: a not corrected b
corrected applying a factor equal to 1√
2
Lastly, the grid size suggested for DNS (see figure 6.22) suggests the application of a
very fine mesh, where ∆z+ is comprised between 2 and 4.5. The RANS results are
in general agreement with the experimental data, except for the peaks that were not
evaluated by the RANS simulation. Thus, considering also the larger domain of BFS
flows in comparison with channel flows, such results confirm the difficult application of
the DNS to complex domains, even for low Reyonolds numbers turbulent flows.
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Figure 6.22: Minimum of the grid size suggested for DNS
Qualitatively speaking, the RANS grid size suggested is in good agreement with both
LES and experimental results. Thus, a numerical investigation was also carried out,
focused on the comparison between the numerical values of the grid size suggested by
the RANS simulation and the grid size actually adopted in the LES computation. More-
over, also the numerical values of the suggested grid size for DNS simulations in BFS
configuration were evaluated.
As discussed, the reference for the grid dimension in the spanwise direction suggested
by the RANS simulation is the trend of λgLS shown in figure 6.21 b. The trend of λgLS
with no reduction factor was considered in the streamwise direction, in analogy with the
channel flow case (figure 6.21 a).
Since λgLS shows two main trends, as observable in figures 6.21 a and b, in the spanwise
and streamwise directions seems to be recommended the use of a prism layer to take
into account the peak of the Taylor micro length scale in the region above the step.
Conversely, in the region below the step it is suggested the generation of an homogeneous
grid size both for the spanwise and the stramwise direction.
In the wall normal direction, the minimum ∆y+ adopted should consider the effects
of the wall and the correspondent formation of strings. Thus, a value of ∆y+min < 1,
already discussed in section 5.2.7, was selected. The maximum values of ∆y+ were set
as ∆y+max = ∆z
+
max, since in the center of the domain the turbulence statistics in the
spanwise direction can be assumed as similar to those in the wall normal direction.
The numerical values are reported in table 6.4. The domain is divided into the two main
y/h regions: under the step, for y/h < 0, and above the step, for y/h > 0.
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Table 6.4: Grid size suggested for DNS turbulent channel flow simulations
LES grid size LES grid size DNS grid size suggested
suggested adopted suggested
∆x+ < 1− 19 5− 30 < 0.1− 2
y/h < 0 ∆y+ < 1− 15 0.2− 8 < 0.1− 2
∆z+ 15 10 < 0.1− 2
∆x+ < 1− 19− 60 5− 30 2− 4.5
y/h > 0 ∆y+ 15− 40 0.2− 8 2− 4.5
∆z+ 15− 40 10 2− 4.5
In table 6.4, the three different values of the suggested ∆x+ indicate the use of two
different prism layers: the first one is located at x/h = 0, at the step for all the wall
normal domain (−1 < y/h < 2), and it was already applied in the grid used. The second
one is located along y/h = 0 and concerns the region above the step (y/h > 0).
The following comparison between the adopted and suggested grid size is evaluated
separately for each direction.
In the streamwise (x) direction, the RANS suggests the use of a finer homogeneous grid
in the region below the step, while a prism layer is recommended along y/h = 0 in the
region of y/h > 0. Conversely, the RANS analysis indicates the possibility to apply a
coarser grid in the center of the region above the step, as shown in figure 6.23.
Figure 6.23: Modification suggested by RANS to the adopted grid: ∆x+
In the spanwise direction, the RANS evaluation suggests that the ∆z+ values actually
used could have been slightly increased, especially in the center of the region above
y/h = 0. Moreover, it is recommended to stretch the cells in the ∆z+ direction in order
to reach the maximum values indicated by RANS (see figure 6.24).
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Figure 6.24: Modification suggested by RANS to the adopted grid: ∆z+
No refinements seem to be necessary in the wall normal direction. Conversely, it would
be possible to enlarge the grid in such direction, especially in the region above the step
y/h > 0 (figure 6.24).
Figure 6.25: Modification suggested by RANS to the adopted grid: ∆y+
A final test of the effectiveness of the method was the comparison between the critical
locations suggested by the RANS computation, and the match discrepancies between
LES computations and experimental data.
In particular, observing the trends of u (figure 6.5), u′RMS (figure 6.7), v
′
RMS (figure 6.8)
and w′RMS (figure 6.9), the refinement requested for the ∆x
+ along y/h = 0 seems to
be legitimate, as well as the refinement suggested along the top wall and in the region
below the step.
Conversely, the coarser grid suggested for ∆x+, ∆y+ and ∆z+ at the center of the region
upon the step seems to be excessive, since the results obtained with the actual grid do
not totally match the experimental data. Lastly, the sightly larger dimensions suggested
for the ∆y+ and ∆z+ directions in the region below the step are not significant.
Thus, the modifications proposed are in agreement with the LES results in the regions
of the flow field where the application of a finer grid seems to be necessary. Conversely,
the suggested grid enlargements seem to be too optimistic, and they should be tested.

Chapter 7
Conclusions and
Recommendations For Future
Works
The present study has investigated a possible a-priori method for evaluating a mesh
guideline for DNS and LES simulations via precursor RANS simulations. The goal of
the method is to use the more lightweight RANS simulations to effectively calibrate the
grid sizes for DNS and LES computations, in order to save computational power.
The proposed criterion is based on the correspondence between length scales and grid
sizes. In particular, it has been discussed that the Taylor micro length scales are a good
reference for mesh operations in LES computations, while the Kolmogorov length scales
dictate the grid size for DNS.
Thus, different methods for evaluating the turbulent scales have been discussed and
compared. In particular, the two-point correlation method was selected as the basis for
comparison, since the length scales are exactly defined from the two-point correlation
functions. The turbulent length scales were also evaluated through the HIT formulas,
that assume the statistical homogeneity and isotropy of turbulence and are derived from
the two-point correlation method. Despite the limitations of the HIT assumptions, this
method has been found to be suitable for RANS simulations, from which two-point
correlation functions cannot be extracted.
A first test on the capability of RANS simulations to predict the turbulent length scales
was performed on a fully developed turbulent channel flow for three different friction
Reynolds numbers: Reτ = 150, Reτ = 300 and Reτ = 650. Two different RANS models
were tested: the k −  Launder-Sharma eddy viscosity model and the Launder-Reece-
Rodi Reynolds-Stress-Model (RST). The results were compared with DNS data available
in the THTlab database [24], from which both two-point correlations and HIT formula
methods can be extracted and used to evaluate the length scales.
The capability to predict the length scales of the RANS models was tested comparing
the results of the HIT formulas both from RANS simulations and DNS data. Then,
to test the consequences of the HIT assumptions, HIT formulas results and two-point
correlations results were compared on the same DNS data input. The comparisons
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has shown that the inherent disadvantages of RANS models in respect to high fidelity
simulations are reflected in the scales prediction, especially in describing the near wall
effects and in matching the correct values at the center of the channel. Concerning the
RANS models, the analysis has revealed that the Launder-Sharma model achieves the
best agreement with DNS at low Reynolds numbers, while the RST Launder-Reece-Rodi
model gives the best results at high values of Reτ . Despite this, the uncertain results
of the RST model in the evaluations of the turbulent kinetic energy and the turbulent
kinetic energy dissipation suggest a more comprehensive study on the application of this
method in the CFD package utilized, i.e. OpenFOAM version 2.1.1. Concerning the
HIT formulas comparisons, the results obtained are in good agreement with the two-
point correlations method in the spanwise direction, while in the streamwise direction
the performances of the HIT formulas are poor at low Reynolds numbers and promising
as the Reynolds number increases.
Lastly, the a-priori method has been tested in a more complicated turbulent flow con-
figuration, i.e. a backward facing-step (BFS) flow at Reτ = 290. An LES no-model
and a RANS k −  Launder-Sharma model were performed: the grid generated for the
LES computation was a refined version of several previous grids utilized in the context
of NRG (internationally-operating nuclear service provider), where this thesis work was
carried out.
The results were compared with the experimental data of Kasagi and Matsunaga avail-
able in the THTlab database [24]. The subsequent analysis showed a general good
agreement between the length scales evaluated from the HIT formulas by RANS simu-
lations and those evaluated from LES two-point correlations data in the region under
the step, which has emerged as one of the most sensitive areas. On the other hand,
the results showed a general over prediction of the peaks in the bulk region above the
step. The comparison of RANS results with the experimental results of Kasagi and
Matsunaga indicated the inability of the RANS simulation to predict the peaks and
oscillations observable in the evaluations of the experimental data. However, such peaks
and oscillations were only partially predicted even from the more accurate two-point
correlations method applied to the LES simulation. Despite this, the good agreement
found among the three methods in the average values of the scales, has lead to consider
the RANS results as promising. Most importantly, the minimum values of the scales
from RANS and LES simulation were quite convergent. Qualitatively speaking, the
good agreement found between the scales computed suggests good possibilities in the
applications of the a-priori method. Numerically speaking, the grid size suggested by
the RANS simulation and the actual grid size generated for the LES computation were
found to be in good, even if not complete, agreement with each other. Moreover, the
BFS regions where a grid refinement was suggested by the RANS simulation, matched
the regions where the main discrepancies between LES and experimental data occurred.
Thus, in this case, the a priori method seems to provide values of the grid sizes close
to the ones needed for an accurate LES simulation. However, the prediction capability
has not been consistent throughout the BFS domain, since in the bulk region above the
step the method suggested an excessive grid enlargement that would affect the accuracy
of the LES computation.
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Regarding the DNS grid size suggested by the a-priori method, the results were in
agreement with the very strict and small sizes recommended in the literature, confirming
the difficult application of the DNS to complex domains.
The main potential benefits emerged from the present work can be summarized as fol-
lows:
• The possibility to predict the areas of the domain where a finer grid is likely to be
needed as well as an estimation of the grid size to be used
• The possibility to widen the grid size where the RANS precursor simulations in-
dicate larger turbulent length scales, saving computational power
Obviously, the a-priori method needs to be tested in actual cases, where the grid of the
high fidelity simulation is generated following the precursor RANS indications. Then,
the simulations results should be validated through comparisons with the usual grids
configurations and with highly reliable simulations results or experimental data. The
challenge would probably lie in the mesh operation, since the grid sizes would be highly
variable along each main direction of the flow field.

Appendix A
Channel Flow Two-point
Correlations Functions
(a) (b)
(c) (d)
Figure A.1: Two point correlation in streamwise direction: Reτ = 150. Solid Line:
y+1 = 5.12744, Broken Line: y
+
2 = 15.5185, Dot Line: y
+
3 = 75.2393, Star Line:
y+4 = 150.479.
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(a) (b)
(c) (d)
Figure A.2: Two point correlation in spanwise direction: Reτ = 150. Solid Line:
y+1 = 5.12744, Broken Line: y
+
2 = 15.5185, Dot Line: y
+
3 = 75.2393, Star Line:
y+4 = 150.479.
(a) (b)
(c) (d)
Figure A.3: Two point correlation in streamwise direction: Reτ = 300. Solid Line:
y+1 = 5.12744, Broken Line: y
+
2 = 15.5185, Dot Line: y
+
3 = 75.2393, Star Line:
y+4 = 150.479.
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(a) (b)
(c) (d)
Figure A.4: Two point correlation in spanwise direction: Reτ = 300. Solid Line:
y+1 = 5.12744, Broken Line: y
+
2 = 15.5185, Dot Line: y
+
3 = 75.2393, Star Line:
y+4 = 150.479.
(a) (b)
(c) (d)
Figure A.5: Two point correlation in streamwise direction: Reτ = 650. Solid Line:
y+1 = 5.12744, Broken Line: y
+
2 = 15.5185, Dot Line: y
+
3 = 75.2393, Star Line:
y+4 = 150.479.
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(a) (b)
(c) (d)
Figure A.6: Two point correlation in spanwise direction: Reτ = 650. Solid Line:
y+1 = 5.12744, Broken Line: y
+
2 = 15.5185, Dot Line: y
+
3 = 75.2393, Star Line:
y+4 = 150.479.
Appendix B
Channel Flow Results
In this section the results for channel flows not showed in the thesis are included to
be thorough. The following figures include the profiles obtained for the mean velocity,
the RMS fluctuating velocity quantities, the turbulent kinetic energy and the turbulent
energy dissipation respectively. Three frictional Reynolds number are considered: Reτ =
150, Reτ = 300, and Reτ = 650.
Figure B.1: Channel flow results for Reτ = 150
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Figure B.2: Channel flow results for Reτ = 300
Figure B.3: Channel flow results for Reτ = 650
Appendix C
Conjugate Heat Transfer in BFS
This section is dedicated to the preliminar resluts of a conjugate heat transfer (CHT) in
a BFS configuration. The CHT consistis in the addition of a solid volume in contact with
the bottom wall of the BFS. A LES no-model computation, and a preliminary RANS
k −  Launder-Sharma model were been performed. The preliminary RANS study is
reported below, while the LES results are not available as they have to be validated
and discussed. The geometry of the flow is shown in figure C.1 while the grid size is
summarized in table C.1.
Figure C.1: CHT case geometry. Blue: solid, Red: fluid
Table C.1: BFS grids size
∆x+ 5− 60
∆y+ 0.8− 30
∆z+ 30
Stretching ratio 1.2
103
Appendix C: Conjugate Heat Transfer in BFS 104
The main parameter of the experiment are as follows:
• Reτ = 290
• Prandtl number: Pr = 7
• Effusivity ratio: G = 1
• Diffusivity ratio: K = 0.01, 0.1, 1, 10, 100
• Fluid temperature at the inlet: Tf = 290[K]
• Fluid temperature at the bottom wall of the solid: Ts = 288[K]
• Heat source term: qw = 0
[
J
sm3
]
In figure C.2 the mean temperature profiles of the CHT configurations are shown at
several distances from the step.
Figure C.2: Mean temperature profiles for several diffusivity ratio
Reference simulations for CHT in BFS flows were not available, thus qualitative compar-
isons with CHT channel flow simulations were performed, considering an x/h location
largely downstream the reattachment point in order to limit the not homogeneities. The
comparison were made with the trends reported in Tiselj et al. (2001) [19] and Tiselj et
al. (2012) [21]. The comparisons evaluated in figure C.3 concern the quasi isothermal
condition, i.e. K=0.01, while in figure C.4 the fluctuating RMS temperature profiles
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are compared varying several parameters. Finally, in figure C.5 the RMS temperature
fluctuations on the fluid-wall interface is evaluated as function of K.
Figure C.3: Qualitative comparison of the isoflux conditions
Figure C.4: Qualitative comparison of the fluctuating RMS temperatures
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Figure C.5: Qualitative comparison of the normalized RMS temperature
fluctuations on the fluid-wall interface as a funtion of K
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