In this study, we would like to present brain tumor detection methods, based on the conventional K-means technique, Expectation Maximization (EM) algorithm and a new Spatial Fuzzy-technique analysis of brain MR images. Though, the Kmeans and EM algorithm were already used in Brain MR image segmentation, as well as image segmentation in general, it fails to utilize the strong spatial correlation between neighboring pixels. A spatial Fuzzy C-means (SFCM's) technique, which is utilize the spatial information properly and produce high quality segmentation of brain tumor images. Five ground truth images are taken to test the segmentation performance of K-means, EM algorithms and Spatial Fuzzy C-means technique. The segmentation results, which are proved more accurate segmentation by the SFCM's compared to that of K-means and EM algorithm, are presented statistically and graphically.
INTRODUCTION
To locate specific object and boundaries in image, generally Image segmentation is used. A set of regions that collectively cover the entire image, or a set of contours extracted from the image will be the result of image segmentation. An important process of Segmentation is to extract specific and minute information from complex images. It has wide application in the field of medical science. With the application of image segmentation, we can split an image into mutually exclusive and exhausted regions such that each region of interest is spatially contiguous and the pixels within the region are homogeneous according to a predefined criterion. Generally, Brain images are complex and its nature is inhomogeneous, converting that inhomogeneous into homogeneous is very difficult. Without image segmentation, it is very difficult to visualize the structure of the image for neurologists or radiologists. Hence, there is requirement of automatic segmentation techniques for brain MR images. This study deals with the concept of automatic brain tumor segmentation. Normally the anatomy of the Brain can be viewed by the MRI scan or CT scan. In this study the MRI scanned image is taken for the entire process. The MRI scan is more comfortable than CT scan for diagnosis. It will not affect the human body and there will be no radiation, because it is based on the magnetic field and radio waves.
Actually, tumor forms due to the uncontrolled growth of the tissues in any part of the body. We find two kinds of tumors like Primary or secondary. Secondary tumor means spreading of existing tumor to another part of the body and grown as its own. Generally, Cerebral Spinal Fluid (CSF) is affected by the brain tumor and it causes Strokes. The treatment is given for the strokes rather than the tumor. For that treatment, the detection of tumor is essential. Naturally, tumors are malignant and mass. Mass tumor detection is easy, where as it is a little bit difficult to locate the malignant tumor .There are different types of algorithms used for brain tumor detection.
In this study, we have analyzed different types of algorithms for the detection of brain tumor. These algorithms are developed by using Mat Lab. It is easy for the development and execution. Finally, we have found out the methods for tumor detection and exact location of the tumor with accurate boundaries.
Literature Survey
The Magnetic Resonance Imaging (MRI) is a highly acceptable means than Computed Tomography (CT) to acquire highresolution images of the brain of live subjects. Due to accuracy and soft tissues of brain contrast allows the discrimination of the nerve connection from the congregations of neurons and Cerebrospinal Fluid (CSF) (Ahmed and Iftekharuddin, 2011 
MATERIALS AND METHODS

K-Means Algorithm
K-means is a heuristic method and conventional, which gives better output in data clustering. "K-means clustering is an interactive procedure". The K-means clustering technique group the information by repeatedly finding the statistical mean value for each group after segmenting the image through classifying each pixel in the group with nearest mean. The steps concerned in the K-means algorithm are given below:
2. The K th recursive step, take the samples between k clusters given below xC j (k) if ||x-z j (k)||<||x-z i (k)|| For i = 1,2,………..,k, i≠j, where, C j (k) denotes the deposit of samples whose cluster center is z j (k) 3. Obtain the new cluster centers z j (K+1), j = 1,2,………….,k, such that the Euclidean distance from points in C j (K).Therefore, the innovative cluster is given by:
  If z j (k+1), j = 1,2,..,k, the computation will be converged at the end else go to step 2 After segmentation of brain MR image, we can find out boundaries of the image using canny edge detection. After that, we find out labeling of the image and finally exact location of the tumor in the image. 
Method of Expectation and Maximization (EM)
Data Modeling
Generally, the image data is used to represent by statistical models, which consider the image as a random process in particular or a mixture of random processes. The most suitable example for the random processes is a Gaussian distribution function, which is assumed to be represented by independent identically distributed functions (iid's). The representation of the model is (Boccignone G,et. al, 2005) :
Here, the representation of K is the number of processes or classes that need to be extracted from the image, k ∀ k = 1, 2, 3,…, K. The form of the parameter vector of class k is [µk, σk] such that µk is the mean and σk is the standard deviation of the distribution K, pk is the mixing proportion of class k (0<pk<1, ∀ k=1,….., K and kpk = 1, the intensity of pixel i is xi and Ф={p1,…., pk, µ1,…., µk, σ1,..., σk} is called the parameters vector of the mixture (Ambroise and Govaert, 1996).
The missing data that defines the mixture is represented by the parameter vector Ф. The maximum log-likelihood estimator is utilized by the EM algorithm to estimate the value of Ф (Hsu, 1997) Consider:
If Ф is the true value of the parameter, the joint probability distribution, L(Ф) represents the likelihood that the values x1,x2,…., xn will be observed. The maximum value of L(Ф) which is defined in ФML, as:
Here, ФML denotes the maximum log-likelihood estimator of Ф.
The Algorithm of Expectation and Maximization
Each pixel of the class in the image can be easily determined after the values of the parameters are found by computing the probability of this pixel to be belonging to each class in the image. The unknown parameters of a mixture model are found by using the EM algorithm that maximizes the log-likelihood of the sample.
The Steps of the EM Algorithm
EM algorithm which is attained by performing two steps iteratively.
The Expectation (E) Step
By using the current estimate of the parameter vector Ф, we find the expected value of Zik:
The posteriori probability that given xi is Zik, xi comes from the class k. The matrix NxK is Z = [Zik] of the posteriori probability satisfies the constraints, (0≤ Zik≤1, ∑kZik = 1, ∑iZik>0, 1≤ i ≤N, 1≤ k ≤K). xi is the value of the pixel i. G(xi | Өk(t) ) is the probability of pixel i given it is a member of class k. 
The Maximization (M) step
In this step, actually measured data by using the data from the expectation step as shown below:
The criterion is alternatively optimized by the each iteration of the EM algorithm, with the parameters Ф fixed, according to the parameters of the mixture with a fixed pixel class probabilities and then according to the pixel class probabilities Z = [Zik] . The starting of the EM is initial estimation of the parameters of the distributions and the proportions of the distributions in the image Ф (0).
The EM algorithm producing the missing parameters, that is Ф, which is always followed by a classification step and then those parameters are used by a classifier which we define it as:
It assigns a class membership to a pixel i depending on its intensity, xi, to the class which its parameter vector maximize the Gaussian density function.
The EM Algorithm steps
The steps of EM algorithm for image segmentation are as follows:
 The system consisting of the number of classes K and the image I. 

Iteratively performing the E-step and M-step until convergence, the E-step compute the class probability of each pixel at each iteration based on the current estimation of Ф (t) . The new expectation of Ф (t+1) is determined in Mstep, based on values of E-step. The maximum estimator of Ф is produced after convergence
To generate the classification matrix C, use ФML in a classifier  Based on the classification matrix C assigns color or label to each class then the segmented image is generated.
After segmentation of brain MR image, we can find out boundaries of the image using canny edge detection. After that, we find out labeling of the image and finally exact location of the tumor in the image.
Advantages of EM algorithm: 
Here, uij indicates Membership function of pixel xj within the ith cluster, vi indicates ith cluster center and m is the uncertainty value which is taken as 2.
The cost function is decreased when pixel is near to centroid, which have high values of membership function and minimum values of membership function are allocate to far pixel from the centroid. Thus, the membership function gives probability of pixel belongs to particular cluster. The algorithm dependants on the measure of distance between pixel and individual cluster having the centriod in the feature domain of the image.
The degree of membership function and cluster centers are generated every time with new values by using equation: 
Here uij Є [0, 1]. At the initial stage every cluster center of FCM converges to a certain vi, which give saddle point of cost function. The point of convergence is indentified by detecting the changes in membership function on cluster centroid at 2 iteration stages. A significant feature of MR image is that adjacent pixels have alike feature values and the probability that
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17 the same cluster is enormous though, this spatial relationship is significant in clustering, it is not applied in a classical FCM algorithm.
Spatial FCM
The arrangement of pixels in spatial domain is given to develop spatial domain information as:
where, NB(xj) denotes the square kernel centered on pixel xj in the image. A 33 kernel is implemented in this procedure. Here, the function hij represents the chance of getting the pixel xj belongs to ith cluster. The hij of a pixel for a cluster is large when the majority of its neighborhood having the similar cluster. The hij is introduced into membership degree as follows:
p and q are relative parameters. These parameters organize the relative importance of both variety functions. In the area of homogeneity, the hij fortify the real membership and the clustering results remain constant. However, in the case of a pixel with noise, this equation reduces the value of a noisy cluster by the labels of its mask pixels. Thus, mismatching classified pixels from noisy regions or false blobs can be rejected. The clustering is a two sided process. In the first iteration, the membership function in the frequency domain is calculated. In the second iteration, degree of the membership function of each pixel is mapped to the pixel domain and the hij is then evaluated. The FCM iteration continues with a fresh membership function until the solution converges. The iteration halts when the difference between two cluster going maximum for two successive repeation process is less than a threshold (Є = 0,02). Finally, the solution is converged, defuzzification is implemented to assign pixel to a particular cluster for which the degree function is maximal.
Advantages of FCM technique:
 It provides more detailed information than classical "hard" classification  The classes number can be defined in conventional process can be less than unsupervised classification

Limitations of FCM technique:
 The selection of parameters p and q for each brain MR image is difficult  The handling of outliers is difficult
EXPERIMENTAL RESULTS
In MATLAB simulation, two brain MR images are considered for validating the proposed algorithm. These images are generated using Fuzzy C-means algorithm. The performance of the algorithm is compared with K-means and Expectation and Maximization methods in terms of noise, quality metrics and time complexity of each brain MR images.
Signal to Noise Ratio (SNR) is defined as: Fig. 1(a) Error rates Fig. 2(a) .
Error rates Table 2 The segmentation performance is evaluated by using objective segmentation evaluation criteria based on Jaccard Index (JC), Volumetric similarity (VC), Global Consistency Error (GCE), Variation Of Index (VOI) and Probability Random Index (PRI) formulas are given below:
Consider X and Y as given ground truth tumor and output tumor images:
Where:
Where: Table 1 . By applying K-means algorithm on these brain MR images, the results thus obtained are shown respectively in Figures (f) , (g) and (h) and the corresponding numerical values are given in Table 1 .
It is observed that the performance of the algorithm gradually deteriorates with increase in noise strength. Similar observations are also made in the case of Expectation and Maximization (EM) Method. The results obtained by EM Method are shown respectively in Figures (i) , (j) and (k) and the corresponding numerical values are given in Table 1 . Here also, the performance of the algorithm gradually deteriorates with the increase in noise strength. The results obtained by applying Fuzzy C-means method on these brain MR images are plotted respectively in Figures (l) , (m) and (n) and the corresponding numerical values are given in Table 1 . In this method also, the performance of the algorithm gradually deteriorates with the increase in noise strength, however, the segmentation results are more accurate and acceptable as compared to those obtained by the K-Means and Expectation Maximization.
The Table 3 and corresponding Fig. 10 through 14 shows that K-means method gives 70 to 72% of accuracy in all the cases of five brain MR images while the Expectation and Maximization method gives 72 to 79% of accuracy and Fuzzy C-means gives 81 to 91% of accuracy in all the cases of five brain MR images respectively. From the above segmentation quality metrics, it can be clearly seen that the model developed by using Fuzzy C-means algorithm gives better results than Kmeans and Expectation Maximization methods and percentage improvement in segmentation quality is from 4 to 10.
The time complexity of each of these methods is also determined. It is observed that the time complexity decreases in the case of Fuzzy C-means algorithm as compared to that of Kmeans method and Expectation and Maximization method. The corresponding values are respectively 0.6207, 0.81620 and 0.92000 sec. 
CONCLUSION
The application of different methods on brain MR image segmentation is presented in this study. The proposed Fuzzy C-means algorithm yield relatively accurate results in all the cases of brain MR image segmentation. Further, the proposed algorithm converges faster than K-means and Expectation and Maximization methods.
