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This paper introduces a new technique for the localization of discontinuity points from
spectral data. Through this work, we will be able to detect discontinuity points of a 2π-
periodic piecewise smooth function from its Fourier coefficients. This could be useful in
detecting edges and reducing the effects of the Gibbs phenomenon which appears near
discontinuities and affects signal restitution. Our approach consists in moving from a
discontinuity point detection problem to a pole detection problem, then adapting the
quotient-difference (qd) algorithm in order to detect those discontinuity points.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let f be a 2π-periodic piecewise smooth function. By a singularity of f , we mean a point where derivatives of different
orders of f have a jump discontinuity. The problem of singularity detection of a function from its Fourier coefficients has
been treated with different approaches in recent literature (see [1–4]).
Singularity detection is a problem of fundamental importance; it arises in several areas of application such as image
processing, numerical simulation by partial differential equations, and reduction of the Gibbs phenomenon.
In image processing, object identification depends on the success of edge characterization. Henceforth, edges are
modeled by discontinuity points; a set of connected discontinuity points indicates a boundary. Then, detecting singularity
points improves object identification. Moreover, as reconstruction algorithms can only approximate functions in smooth
regions, image reconstruction methods can use singularity detection techniques for superior quality reconstruction. Object
identification and image reconstruction could be used for image analysis, medical examination, computer vision, and image
compression.
Another important application of singularity detection is in numerical simulation by partial differential equations.
Actually, domain decomposition and numerical hybrid methods have become increasingly popular ways to solve partial
differential equations. Hence, knowledge of jump and derivative jump discontinuities can be exploited to adapt domains
and use suitable algorithms.
Furthermore, representing a function by its truncated Fourier series expansion causes oscillatory behavior near the
discontinuity points, which makes information unattainable in those areas. Indeed, we have no problem in the areas where
a function is continuous; the Fourier series converges uniformly. But in the neighborhood of discontinuity points, the
oscillation frequency increases as the number of Fourier coefficients gets higher, whereas the amplitude of oscillations
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remains almost constant. This is known as the Gibbs phenomenon [5]. Several algorithms have been developed in order to
reduce this phenomenon (we can cite [6–9]); in addition, knowing the locations of discontinuity points can help reduce it.
Our approach for singularity point localization is as follows.
In Section 2, we will begin with a Fourier series in the interval [−π, π], to which we will associate the Laurent series on
the unit circle of the complex plane. Then we will show the link between poles of this power series and discontinuity points
of Fourier series.
In the third section, we will summarize the classical results on the quotient-difference (qd) algorithm.
In the fourth section, we will describe our new approach.
Finally, the fifth and the sixth sections will be devoted to numerical and edge detection illustrations.
2. From discontinuity points to poles
Let f : R → R be a 2π-periodic piecewise R-smooth function, i.e., there exist points γ1, γ2, . . . , γm such that the
restriction of f to (γi, γi+1] is R continuously differentiable, and f (r)(γ+i ) and f (r)(γ−i ) exist as finite numbers for 0 ≤ r ≤ R.
For any given integer N > 0, we associate the Nth-order truncated Fourier series
PN f (x) =
N
k=−N
fˆkeikx, (1)
where
fk = 12π
 2π
0
f (t)e−iktdt, k = 0,∓1,∓2, . . . .
The error involved when we approximate f (x) by the truncated Fourier series expansion (1) is known to be strongly
dependent on the smoothness of the function f (x); this approximation is not good around discontinuity points γj (j =
1, . . . ,m). This is due to the Gibbs phenomenon, which is considered to be the main cause of problems connected with the
application of Fourier methods.
Let V0 be the saw-tooth function defined on (−π, π] by
V0 =

π − x
2π
if 0 < x ≤ π,
−π − x
2π
if − π < x < 0,
and extended to R as a 2π-periodic function.
We observe that V0 is continuous on (−π, π] \ {0}, having one jump of absolute value 1 at point x = 0, and that all its
derivatives are continuous.
Let Vr be the sequence defined by
Vr(x) =

Vr−1 dx r = 1, 2, . . . ,
which is 2π-periodic and p-smooth for p = 0, . . . , r − 1. However, for p = r , we have V (r)r = V0, which is discontinuous at
points kπ . Moreover, for any p ≥ r + 1, V (p)r is continuous on R.
It is easy to verify that the function Vr(x), r = 0, 1, . . ., can be rewritten as
Vr(x) = − (2π)
r
(n+ 1)!Br+1
 x
2π

, when 0 < x < 2π,
where Br(x), r = 1, 2, . . ., are the Bernoulli polynomials.
The function f can be expressed as follows:
f (x) =
R−1
r=0
m
j=1
µ
(r)
j Vr(x− γj)+ FR(x), (2)
with
µ
(r)
j = f (r)(γ+j )− f (r)(γ−j ), j = 1, . . . ,m,
and FR is an R-continuously differentiable 2π-periodic function on R.
The representation (2)is due to Lanczos [5]. It is a generalization of the representation appearing in [10] obtained by
takingm = 1 and γ1 = 0.
The Fourier coefficients associated with the function Vr(x), 0 ≤ r ≤ R, are given by(Vr)0 = 0, (Vr)k = 12π(ik)r+1 , k = ∓1,∓2, . . . .
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From representation (1), the Fourier coefficients for f will be written as
fk = R−1
r=0
1
2π(ik)r+1
m
j=1
µ
(r)
j e
−ikγj +(FR)k, k = ∓1,∓2, . . . , (3)
andf0 = (FR)0.
The Fourier coefficient given by expression (3) could be seen as a ‘‘gene’’ containing all the information about the
discontinuity points γj. Our goal through this work is to extract these points.
From [5], and given that FR(x) is R-smooth, we have(FR)k = O(|k|−R−1), as k →+∞,
and, since f (x) is discontinuous, we also havefk = O(|k|−1), as k →+∞.
By taking
c0 =f0, ck = 2iπkfk, k = ∓1,∓2, . . . ,
expression (3) becomes
ck =
R−1
r=0
1
(ik)r
m
j=1
µ
(r)
j e
−ikγj + O(|k|−R), k = ∓1,∓2, . . . , (4)
which can be written as
ck =
R−1
r=0
c(r)k + O(|k|−R), with c(r)k =
1
(ik)r
m
j=1
µ
(r)
j e
−ikγj . (5)
We associate to the Fourier series whose Nth-order truncated series is (1) the following power series:
G(f )(z) =
∞
k=0
ckzk = G0(f )(z)+ · · · + GR−1(f )(z)+ SR(f )(z), (6)
where Gr(f )(z) is a power series whose Fourier coefficients are c
(r)
k , k = 1, 2, . . ., c(0)0 = c0, and SR(f )(z) is the residual
series whose coefficients are of order O(k(−R)).
When |z| < 1, we have
G0(f )(z) =
∞
k=0

m
j=1
µ
(0)
j e
−ikγj

zk =
m
j=1
µ
(0)
j
 ∞
k=0
(e−iγjz)k

.
G0(f ) is the series expansion of the rational function
G0(f )(z) =
m
j=1
µ
(0)
j
1− ujz , with uj = e
−iγj . (7)
Moreover, G1(f ) can be written as
G1(f )(z) =
∞
k=1

1
ik
m
j=1
µ
(1)
j e
−ikγj

zk =
m
j=1
µ
(1)
j
 ∞
k=1
1
ik
(e−iγjz)k

,
and, when |z| < 1, we have
G1(f )(z) = −i
m
j=1
µ
(1)
j log(1− ujz). (8)
For r ≥ 2, we have
Gr(f )(z) = 1ir
m
j=1
µ
(r)
j Lir(ujz),
where Lir(z) =∞k=1 zkkr is the polylogarithm.
In order to determine discontinuity point γi of the piecewise smooth function f , we will use representation (4) obtained
from representation (3).
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3. The quotient-difference (qd) algorithm
The results which we will recall in this paragraph and which are the basis of our work are extracted from [11,12].
Let the function f (z) be known by its formal power series (FPS) expansion
f (z) =
∞
i=0
ciz i. (9)
The series expansion is taken around the origin only to simplify the notation. We set ci = 0 for i < 0. For arbitrary integers
n and for integersm ≥ 0, we define the Hankel determinants
H(n)m =

cn cn+1 · · · cn+m−1
cn+1 cn+2 · · · cn+m
...
...
cn+m−1 cn+m · · · cn+2m−2
 , H
(n)
0 = 1, (10)
and we define the Hadamard polynomials
P (n)m (z) =
H(n)m (z)
H(n)m
, m ≥ 0, n ≥ 0, (11)
with
H(n)m (z) =

cn · · · cn+m−1 1
cn+1 · · · cn+m z
... · · · ... ...
cn+m · · · cn+2m−1 zm
 , H
(n)
0 (z) = 1. (12)
The series (9) is termed k-normal if H(n)m ≠ 0 for m = 0, 1, . . . , k and n ≥ 0. It is called ultimately k-normal if for every
0 ≤ m ≤ k there exists an n(m) such that H(n)m ≠ 0 for n > n(m). With (9) as input, we can also define the qd-scheme [13]:
(a) the two initial columns are given by
e(n)0 = 0, n = 1, 2, . . . ,
q(n)1 =
cn+1
cn
, n = 1, 2, . . . ,
(b) the rhombus rules for continuation of the scheme are given by
e(n)m = q(n+1)m − q(n)m + e(n+1)m−1 , m = 1, 2 . . . , n = 1, 2, . . . ,
q(n)m+1 =
e(n+1)m
e(n)m
q(n+1)m , m = 1, 2 . . . , n = 1, 2, . . . .
Usually the values q(n)m and e
(n)
m are arranged in a table in which subscripts indicate columns, superscripts downward sloping
diagonals and the continuation rules link elements in a rhombus:
q(1)1
e(1)1
q(2)1 q
(1)
2
e(2)1 e
(1)
2
q(3)1 q
(2)
2
. . .
e(3)1 e
(2)
2
q(4)1 q
(3)
2
. . .
... e(4)1
... e(3)2
...
...
The expressions for q(n)m and e
(n)
m are given by the following lemma.
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Lemma 1. Let (9) be the FPS at z = 0 of a function f which is k-normal for some integer k > 0. Then the values q(n)m and e(n)m
exist for m = 1, . . . , k and
q(n)m =
H(n+1)m H(n)m−1
H(n)m H
(n+1)
m−1
, e(n)m =
H(n)m+1H
(n+1)
m−1
H(n)m H
(n+1)
m
. (13)
The proof of the following theorem can be found in [12, pp. 612–613].
Theorem 1. Let (9) be the FPS at z = 0 of a function f meromorphic in the disk B(0, R) = {z : |z| < R}, and let the poles zi of f
in B(0, R) be numbered such that
z0 = 0 < |z1| ≤ |z2| ≤ · · · < R,
with each pole occurring as many times in the sequence {zi}i∈N as indicated by its order. If f is ultimately k-normal for some
integer k > 0, then the qd-scheme associated with f has the following properties.
(a) For each m with 0 < m ≤ k and |zm−1| < |zm| < |zm+1|
(where z0 := 0 and, if f has only k poles, zk+1 := ∞),
lim
n→∞ q
(n)
m = z−1m .
(b) For each m with 0 < m ≤ k and |zm| < |zm+1|,
lim
n→∞ e
(n)
m = 0.
Any indexm such that the strict inequality
|zm| < |zm+1|
holds is called a critical index. It is clear that the critical indices of a function do not depend on the order in which the poles
of equal modulus are numbered. The theorem above states that, ifm is a critical index and f is ultimatelym-normal, then
lim
n→∞ e
(n)
m = 0.
Thus the qd-table of a meromorphic function is divided into subtables by those e-columns that tend to zero. Any q-column
corresponding to a simple pole of isolated modulus is flanked by such e-columns and converges to the reciprocal of the
corresponding pole.
Theorem 2. Let the function f of the previous theorem be a rational function having a pole of order k at infinity, and let the sum
of orders of all its finite poles be m. Then, if the series f is m-normal,
e(n)m = 0, for all n > k.
If a subtable contains j > 1 columns of q-values, the presence of j poles of equal modulus is indicated. In [12, p. 642] it is
also explained how to determine these poles if j > 1.
Theorem 3. Let j and j + m with m > 1 be two consecutive critical indices, and let f be (j + m)-normal. Let the polynomials
p(n)k (z) be defined by
p(n)0 (z) = 1,
p(n)k+1(z) = zp(n+1)k (z)− q(n)j+k+1p(n)k (z), n ≥ 0 k = 0, 1, . . . ,m− 1.
Then there exists a subsequence {n(ℓ)}ℓ∈N such that
lim
ℓ→∞ p
(n(ℓ))
m (z) = (z − z−1j+1) . . . (z − z−1j+m),
uniformly on compact subsets of C.
According to the above two theorems, the qd-scheme seems to be an ingenious tool with which to determine, under certain
conditions, the poles of ameromorphic function f directly from its Taylor series at the origin. If f is rational, the last e-column
is even identically equal to zero [12, pp. 610–613].
If j = 0 in Theorem 3. Then the polynomials p(n)k (z) coincide with the Hadamard polynomials P (n)k (z) for k = 0, . . . ,m.
The Hadamard polynomials are usually computed as follows.
Lemma 2. For all Hadamard polynomials that are well defined,
P (n)m (z) = zP (n+1)m−1 (z)− q(n)m P (n)m−1.
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The entire sequence converges, as we can see from the next theorem [12, pp. 626]. Moreover, when starting from j = 0, the
critical indexm of Theorem 3 does not have to be the one that is encountered first.
Theorem 4. Let (9) be the FPS at z = 0 of a function f meromorphic in the disk B(0, R) = {z : |z| < R}, and let the poles zi of f
in B(0, R) be numbered such that
z0 = 0 < |z1| ≤ |z2| ≤ · · · < R,
with each pole occurring as many times in the sequence {zi}i∈N as indicated by its order. If f is ultimately m-normal, and if
|zm| < |zm+1|, then
lim
n→∞ P
(n)
m = (z − z−11 )(z − z−12 ) . . . (z − z−1m ),
uniformly on compact subsets of C.
Theorems 2–4 summarize what is known about the extraction of pole information from the Taylor series coefficients cn of
a meromorphic function.
Theorem 5. Let f be a rational function as in the previous theorem, and let its Taylor series at 0 be m-normal. The associated
Hadamard polynomials P (n)m are then identical for all n:
P (n)m = (z − z−11 )(z − z−12 ) . . . (z − z−1m ), n = 0, 1, . . . .
4. The main results
As required in Theorems 2–4, the qd-algorithm is able to detect poles of ameromorphic function. However, this condition
is not satisfied in our case. Indeed, the expression (8) of G1(f ) states that the function G(f ) associated with the function f to
be reconstructed and for which wewant to determine the discontinuity points is not meromorphic. Hence, we cannot apply
these theorems directly on our function.
In this section, we will demonstrate some properties of the qd-table adapted to this new situation. That will allow us to
detect the poles of G(f ), which means the detection of the discontinuity points of the function f .
Theorem 6. Let f : R → R be a 2π-periodic piecewise R-smooth function with m jump discontinuities at points γ1, . . . , γm in
[−π, π]. Letfn denote the complex Fourier coefficients associated with f , and set cn = 2iπnfn, n = 0, 1, . . . .
The qd-scheme associated with the series
G(f )(z) =
∞
n=0
cnzn
has the following properties: columns (e(n)k )n, for k = 1, . . . ,m− 1, do not converge to 0 and
lim
n→+∞ e
(n)
m = 0.
Proof. Let us restrict expression (5) to
cn = c(0)n + c(1)n , while indicating by c(1)n = O

1
n

.
The Hankel determinants associated with G(f ) are given by
H(n)k =

cn · · · cn+k−1
...
...
cn+k−1 · · · cn+2k−2
 =

c(0)n + c(1)n · · · c(0)n+k−1 + c(1)n+k−1
...
...
c(0)n+k−1 + c(1)n+k−1 · · · c(0)n+2k−2 + c(1)n+2k−2

=

(j1,...,jk)∈{0,1}

c(j1)n · · · c(jk)n+k−1
...
...
c(j1)n+k−1 · · · c(jk)n+2k−2
 =

σ∈Sk

c(σ (1))n · · · c(σ (k))n+k−1
...
...
c(σ (1))n+k−1 · · · c(σ (k))n+2k−2
 ,
where Sk is a set of surjections from {1, . . . , k} in {0, 1}.
Finally, one may write H(n)k as
H(n)k = H(n,0)k +

σ∈Sk\{σ0}
H(n,σ )k ,
2412 H. Allouche et al. / Journal of Computational and Applied Mathematics 236 (2012) 2406–2424
with σ0 = 0 and
H(n,0)k =

c(0)n · · · c(0)n+k−1
...
...
c(0)n+k−1 · · · c(0)n+2k−2
 , H(n,σ )k =

c(σ (1))n · · · c(σ (k))n+k−1
...
...
c(σ (1))n+k−1 · · · c(σ (k))n+2k−2
 .
Obviously, the determinant H(n,0)k is simply the Hankel determinant associated with G0(f )(z), whose expression is given by
(7).
On the other hand, since the determinant H(n,σ )k (with σ ≠ σ0) contains at least one column j (1 ≤ j ≤ k) of the form
 c
(1)
n+j−1
...
c(1)n+j+k−2
 =

O

1
n+ j− 1

...
O

1
n+ k+ j− 2

 , (14)
one can show easily that
∀σ ∈ Sk \ {σ0}, H(n,σ )k = O

1
n

, and so

σ∈Sk\{σ0}
H(n,σ )k = O

1
n

,
which immediately leads to
H(n)k = H(n,0)k + O

1
n

.
Moreover, we have
∀n, k e(n)k =
H(n)k+1H
(n+1)
k−1
H(n)k H
(n+1)
k
= H
(n,0)
k+1 H
(n+1,0)
k−1 + O
 1
n

H(n,0)k H
(n+1,0)
k + O
 1
n
 , (15)
whereH(n,0)k is theHankel determinant associatedwith the functionG0 which hasm simple distinct poles: e
iγ1 , eiγ2 , . . . , eiγm .
Let us analyze the determinant H(n,0)k .
H(n,0)k =

m
j=1
µ
(0)
j u
n
j · · ·
m
j=1
µ
(0)
j u
(n+k−1)
j
m
j=1
µ
(0)
j u
(n+1)
j · · ·
m
j=1
µ
(0)
j u
(n+k)
j
...
...
m
j=1
µ
(0)
j u
(n+k−1)
j · · ·
m
j=1
µ
(0)
j u
(n+2k−2)
j

=

(j1,...,jk)∈{1,...,m}

µ
(0)
j1
unj1 · · · µ(0)jk u(n+k−1)jk
µ
(0)
j1
u(n+1)j1 · · · µ(0)jk u(n+k)jk
...
...
µ
(0)
j1
u(n+k−1)j1 · · · µ(0)jk u(n+2k−2)jk

=

(j1,...,jk)∈{1,...,m}
(µ
(0)
j1
· · ·µ(0)jk )(uj1 · · · ujk)n(uj2u2j3 · · · uk−1jk )

1 · · · 1
uj1 · · · ujk
...
...
u(k−1)j1 · · · u(k−1)jk
 .
Notice that, in this sum, the terms containing n are (uj1 · · · ujk)n = e−in(γj1+···+γjk ). The other terms include the Vandermonde
determinants; they do not vanish. Moreover, when k ≤ m, the uj are distinct. One then concludes that the sequences (e(n)k )n
for k = 1, . . . ,m− 1 do not converge to 0, but they oscillate.
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Let us see what is happening for column (e(n)m )n. The coefficients in H
(n,0)
m have the form
cpq =
m
j=1
µ
(0)
j u
(n+p+q−2)
j =
m
j=1
µ
(0)
j u
(n+p−1)
j u
(q−1)
j =
m
j=1
apjbjq, p, q = 1, . . . ,m,
where apj = µ(0)j u(n+p−1)j and bjq = u(q−1)j , which shows that the matrix (cij) is a product of the two matrices A = (aij) and
B = (bij):
H(n,0)m =

µ
(0)
1 u
(n)
1 · · · µ(0)m u(n)m
µ
(0)
1 u
(n+1)
1 · · · µ(0)m u(n+2)m
...
...
µ
(0)
1 u
(n+m−1)
1 · · · µ(0)m u(n+m−1)m


1 u1 · · · u(m−1)1
1 u2 · · · u(m−1)2
...
...
...
1 um · · · u(m−1)m
 ≠ 0.
For k = m+ 1, the expression for H(n,0)k contains the Vandermonde determinants:
1 · · · 1
uj1 · · · ujm+1
...
...
umj1 · · · umjm+1
 , with (j1, . . . , jm+1) ∈ {1, . . . ,m}.
Hence, H(n,0)m+1 = 0. Consequently, applying (15) gives
lim
n→+∞ e
(n)
m = 0. 
Note that, in the hypotheses of Theorem 6, we have not imposed that series G(f )(z) be ultimately m-normal. In spite of
this, progression of the qd-algorithm does not stop. Indeed, while G(f )(z) is not ultimatelym-normal, we will not have the
following situation:
For 0 ≤ k < m, ∃N ∈ N, such that e(n)k = 0, ∀n > N.
Moreover, as was shown in Theorem 6, sequence (e(n)k )n does not converge to 0. Hence, if there exists an integer n0 such
that e(n0)k = 0, all we have to do is to skip it by applying singular rules of the qd-algorithm like those established in [14,15].
Therefore, the condition for the series G(f )(z) to be ultimatelym-normal is not necessary for the hypotheses of Theorem 6.
Theorem 7. Let f : R → R be a 2π-periodic piecewise R-smooth function with m finitely jump discontinuities at points
γ1, . . . , γm in [−π, π]. Letfn denote the complex Fourier coefficients associated with f , and set cn = 2iπnfn, n = 0, 1, . . .;
then the sequence (P (n)m ) of Hadamard polynomials of degree m, associated with series
G(f )(z) =
∞
n=0
cnzn,
has the following property:
lim
n→∞ P
(n)
m = (z − e−iγ1)(z − e−iγ2) . . . (z − e−iγm),
uniformly on compact subsets of C.
Proof. The Hadamard polynomial P (n)m of degreem associated with series G(f )(z) =∞n=0 cnzn is
P (n)m (z) =
H(n)m (z)
H(n)m
,
where
H(n)m (z) =

cn · · · cn+m−1 1
...
. . .
...
...
cn+m · · · cn+2m−1 zm
 =

c(0)n + c(1)n · · · c(0)n+m−1 + c(1)n+m−1 1
...
. . .
...
...
c(0)n+m + c(1)n+m · · · c(0)n+2m−1 + c(1)n+2m−1 zm

= H(n,0)m (z)+

σ∈Sm\{σ0}
H(n,σ )m (z),
Sm is a set of surjections from {1, . . . , k} in {0, 1}, and σ0 = 0.
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We remark that H
(n,0)
m (z)
H(n,0)m
is the Hadamard polynomial of degree m associated with series G0(f ). Then, according to
Theorem 5 and expression (7), we have
H(n,0)m (z)
H(n,0)m
= (z − e−iγ1)(z − e−iγ2) . . . (z − e−iγm), ∀n ≥ 0.
For σ ≠ σ0, the determinant H(n,σ )m (z) contains at least one column in the form of (14). Then, on every compact of C, we
have
H(n,σ )m (z) = O

1
n

, so

σ∈Sm\{σ0}
H(n,σ )m (z) = O

1
n

, ∀z ∈ B compact of C,
which yields
H(n)m (z) = H(n,0)m (z)+ O

1
n

, and P (n)m (z) =
H(n,0)m (z)+ O
 1
n

H(n,0)m + O
 1
n
 , ∀z ∈ B compact of C.
On the other hand, for every compact B of C and every z in B, we have
P (n)m (z)− m
j=1
(z − uj)
 =
H
(n,0)
m (z)+ O
 1
n

H(n,0)m + O
 1
n
 − H(n,0)m (z)
H(n,0)m
 = O

1
n
 
1−
m
j=1
(z − uj)
H(n,0)m + O
 1
n

 ,
≤ O

1
n

MH(n,0)m + O  1n  ,
whereM = maxz∈B
1−mj=1(z − uj).
Since H(n,0)m does not converge to 0 as n tends to infinity, and according to the previous theorem, one concludes that
lim
n→∞maxz∈B
P (n)m (z)− m
j=1
(z − uj)
 = 0. 
As shown in Fig. 1, in practice, Theorems 6 and 7 will be exploited as follows.
First, we show the e-columns of the qd-table. The index m corresponding to the first e-column which converges to 0
provides the number of discontinuities.
Next, we compose the sequence of Hadamard polynomials P (n)m of degreemwith columns q
(n)
1 , . . . , q
(n)
m .
Applying the results of the previous theorem, we obtain an approximation of the polynomial whose roots give the
discontinuity points.
Remark 1. If u(n)j is a root of polynomial P
(n)
m , for n large enough, then z
(n)
j = i log(u(n)j ) is an approximation of the
discontinuity point (γj ≃ z(n)j , with γj ∈ [−π, π]).
We know that limn→∞ z(n)j = γj and γj ∈ R. Then limn→∞ Imaginary(z(n)j ) = 0. Consequently, we can take the real part
of z(n)j as an approximation of γj (γj ≃ Re(z(n)j )).
Remark 2. Both the convergence of column e(n)m (to 0) and the convergence of sequences of Hadamard polynomials P
(n)
m are
of order O
 1
n

. This affects the accuracy of the localization of discontinuity points via this method.
Taking into account the fact that poles of the series G(f )(z) do not depend on the first coefficients (for every polynomial
p(z)), we can remedy this by starting the calculation of the qd-table elements with coefficients cn for n large enough. In
signal-processing terminology, this procedure corresponds to a high-pass filter.
If in addition we have the spectrum of f ′ (derivative of f ), the qd-algorithmwill be able to provide the exact locations of the
discontinuity points.
Theorem 8. Let f : R → R be a 2π-periodic piecewise R-smooth function with m finitely jump discontinuities at points
γ1, . . . , γm in [−π, π]. Letfn denote the complex Fourier coefficients associated with f .
If in addition we know the Fourier coefficients f ′n, n = 0,±1,±2 · · · of the derivative of f , then the qd-scheme associated
with the series
G(f )(z) =
∞
n=0
cnzn, with cn = 2π(infn −f ′n), n = 0, 1, . . . ,
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Fig. 1. Summarized algorithm.
has the following properties:
e(n)m = 0, ∀n ≥ 0,
and
P (n)m (z) = (z − e−iγ1) · · · (z − e−iγm), ∀n ≥ 0.
Proof. We have
f ′n = 12π
m
j=0
 γj+1
γj
f ′(x)e−inx dx = 1
2π
m
j=0

f (γ−j+1)e
−inγj+1 − f (γ+j )e−inγj
+ (in)fn
= infn + 12π
m+1
j=1
(f (γ−j )− f (γ+j ))e−inγj .
Hence
2π(f ′n − infn) = m+1
j=1
(f (γ+j )− f (γ−j ))e−inγj .
If we set cn = 2π(f ′n − infn), then series G(z) =∞n=0 cnzn is the rational function
m+1
j=1
f (γ+j )− f (γ−j )
z − eiγj ,
which possesses (m+ 1) simple distinct poles.
Finally, we apply Theorems 2 and 5. 
Using the spectrum of f ′ allows us to extract the singular (discontinuous) part from coefficientsfn. The qd-algorithm can
exploit them to provide discontinuity points with a higher order of accuracy.
Nevertheless, the results of this theorem have a theoretical aspect, because, in practice, only information about spectral
data of f may be provided. If an approximationmethod for f ′, from spectral data of f , is ever established, these results would
be of great importance.
Theorem 9. Let f : R → R be a 2π-periodic piecewise R-smooth function with m finitely jump discontinuities at points
γ1, . . . , γm in [−π, π]. Furthermore, restriction of f to each interval [γj, γj+1] is a polynomial of degree nj. Letfn denote the
complex Fourier coefficients associated with f , and set cn = 2iπnfn, n = 0, 1, . . . and l = max0≤j≤m−1 nj.
2416 H. Allouche et al. / Journal of Computational and Applied Mathematics 236 (2012) 2406–2424
Moreover, if the series
G(f )(z) =
∞
n=0
cnzn
is ultimately m(l+ 1)-normal, then the qd-table associated with this series has the following properties:
e(n)(l+1)m = 0, ∀n ≥ l+ 1,
and
P (n)(l+1)m(z) = (z − e−iγ1)l+1 · · · (z − e−iγm)l+1, ∀n ≥ 0.
Proof. On the interval [γj, γj+1], function f is a polynomial of degree nj. Set l = max0≤j≤m−1 nj. Then function f (l+1) vanishes,
and the Fourier coefficients of f will be rewritten as
fk = l
r=0
1
2π(ik)r+1
m
j=1
µ
(r)
j e
−ikγj , k = ∓1,∓2, . . . .
We next associate with the Fourier series of f the following power series:
G(z) =
∞
k=0
ckzk with ck = 2π(ik)l+1fk.
It follows that
G(z) =
∞
k=0
ckzk =
∞
k=0

2π(ik)l+1
l
r=0
1
2π(ik)r+1
m
j=1
µ
(r)
j e
−ikγj

zk
=
m
j=1
∞
k=0
l
r=0
µ
(r)
j (ik)
l−r(e−iγjz)k
=
m
j=1
Gj(z), where Gj(z) =
∞
k=0
l
r=0
µ
(l−r)
j e
−ikγj(ik)rzk.
Setting z(t) = ρeit , series Gj, j = 1, . . . ,mwill be in the form
Gj(z) =
∞
k=0
l
r=0
µ
(l−r)
j e
−ikγj d
r
dt r
(z(t)k).
Furthermore, for every r = 0, . . . , l, we have
dr
dt r

1
1− zj(t)

= Qr(z(t))
(eiγj − z(t))r+1 , zj(t) = ρe
i(t−γj),
where Qr is a polynomial of degree r .
Hence, with |ρ| < 1, we can write series Gj(z) as
Gj(z) =
l
r=0
µ
(l−r)
j
Qr(z(t))
(eiγj − z(t))r+1 ,
which means that G is a rational function which possessesm poles of the same multiplicity l+ 1.
It follows from Theorem 2 that
e(n)m(l+1) = 0, ∀n ≥ l+ 1.
Finally, from Theorem 5, we can conclude that
P (n)m(l+1)(z) = (z − e−iγ1)l+1 · · · (z − e−iγm)l+1, ∀n ≥ 0. 
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This result may be written in the following way. The determinant
nl · · · (n+m− 1)l (n+m)l−1 · · · (n+ 2m− 1)l−1 · · · 1 · · · 1 1
(n+ 1)lu1 · · · (n+m)lum (n+m+ 1)l−1u1 · · · (n+ 2m)l−1um · · · u1 · · · um z
...
. . .
...
...
. . .
... · · · ... . . . ... ...
(n+ k)luk1 · · · (n+ k+m− 1)lukm (n+ k+m)l−1uk1 · · · (n+ k+ 2m− 1)l−1ukm · · · uk1 · · · ukm zk

is equal to H(n)k (z − u1)l+1 · · · (z − um)l+1, where k = m(l+ 1) and uj = e−iγj . 
As we know, polynomial interpolation of a polynomial function may exactly determine this function. Furthermore, in a
Hilbert space (E, ∥.∥), when we approximate f by an element of a subspace V of E with respect to the norm ∥.∥, we will
exactly find f in the case where f is in V . Analogically, the qd-algorithm is able to determine the exact discontinuity points
of a piecewise polynomial function from its Fourier coefficients.
This opens the perspective of this work: we think that the qd-algorithm combined with polynomial interpolation may
find all piecewise polynomial functions.
The question that arises is this: if the function (to be reconstructed) is a piecewise polynomial function, how can we
recognize it? The answer comes from the correct interpretation of the qd-table. In fact, we should not compose Hadamard
polynomials from the first column e tending to zero; we must progress by reading the qd-table and seeing if there is an
e-column that is null, and then from this column ewe compose our Hadamard polynomials.
4.1. Chebyshev expansion
In this section, we discuss an extension of results shown previously; the purpose of this is to detect discontinuity points
of a Chebyshev series via the qd-algorithm. A Chebyshev series could be seen as a Fourier series, so all results shown before
remain worthwhile. This section is provided for informational purposes only, and is not part of our approach to detect
discontinuity points used in the numerical and graphical illustration sections.
Corollary 1. Let f : R → [−1, 1] be a piecewise R-smooth function with m finitely jump discontinuities at points γ1, . . . , γm
in [−1, 1]. Letfn denote the coefficients associated with Chebyshev expansion of f , and set cn = 2iπnfn, n = 0, 1, . . .. Then the
qd-scheme associated with the series
G(f )(z) =
∞
n=0
cnzn
has the following properties: columns (e(n)k )n, for k = 1, . . . ,m− 1, do not converge to 0 and
lim
n→+∞ e
(n)
m = 0.
Moreover,
lim
n→∞ P
(n)
m = (z − e−i arccos(γ1))(z − e−i arccos(γ2)) . . . (z − e−i arccos(γm)),
uniformly on compact subsets of C.
Proof. The Chebyshev series associated with f is given by
f (x) = 1
2
f0 + ∞
n=1
fnTn(x), with Tn(x) = cos(n arccos(x)),
and
fn = 2
π
 1
−1
f (x)Tn(x)√
1− x2 dx =
2
π
 π
0
f (cos(θ)) cos(nθ)dθ. (16)
We set g(θ) = f (cos(θ)). It is easy to see that g is a 2π-periodic piecewise R-smooth function on [0, π]. The corresponding
Fourier series is
g(θ) = 1
2
f0 + ∞
n=1
fn cos(nθ).
The discontinuity points of g are θj = arccos(γj), j = 1, . . . ,m, which are in interval [0, π].
Hence, applying Theorems 6 and 7 yields Corollary 1.
If u(n)j is a root of the polynomial P
(n)
m , for n large enough, in the interval [0, π], then z(n)j = cos(i log(u(n)j )) is an
approximation of the discontinuity point γj, and hence, by taking into account Remark 1, we finally have γj ≃ Re(z(n)j ). 
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Table 5.1
The qd-table (Part I) associated with (17) with coefficients cn = 2iπnfn .
n e(n)0 q
(n)
1 e
(n)
1 q
(n)
2
1 0 −0.25998− 1.30973i 0.45462− 0.03364i 1.38216+ 1.33189i
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
10 0 −0.01366− 0.84046i −0.41726+ 0.39199i 0.26741− 0.11624i
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
50 0 −0.92978− 1.14835i 0.05153+ 0.03061i −20.3562− 4.60464i
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
81 0 −0.45781− 0.57044i −0.97485− 0.76612i 1.93380+ 0.56268i
82 0 −1.43267− 1.33656i 1.24944+ 0.25135i −0.06689+ 0.12708i
83 0 −0.18322− 1.08521i −0.10972− 0.12497i 0.03003+ 3.90844i
84 0 −0.29294− 1.21018i 0.24600+ 0.46044i 0.44816+ 0.19028i
85 0 −0.04694− 0.74974i −0.33823+ 0.00902i −0.77788+ 0.45163i
86 0 −0.38517− 0.74072i 0.02665+ 0.36355i 2.10370+ 0.21954i
87 0 −0.35852− 0.37717i −1.04194− 1.05340i 1.25707+ 0.50974i
88 0 −1.40046− 1.43057i 0.93230+ 0.37245i −0.50345− 0.05545i
89 0 −0.46816− 1.05812i 0.34597− 0.27099i 1.38637+ 1.02678i
90 0 −0.12220− 1.32911i −0.03672+ 0.56685i 0.09924+ 0.15001i
Table 5.2
The qd-table (Part II) associated with (17) with coefficients cn = 2iπnfn .
n e(n)2 q
(n)
3 e
(n)
3
1 −1.66484− 0.64362i 0.28380− 0.25272i (1.67167+ 1.41281i)10−1
.
.
.
.
.
.
.
.
.
.
.
.
10 −3.31698− 1.41392i 3.89619+ 1.18970i −(0.22946+ 1.12749i)10−3
.
.
.
.
.
.
.
.
.
.
.
.
50 21.6737+ 4.94058i −0.03085− 0.00999i −(5.60523+ 8.58820i)10−5
.
.
.
.
.
.
.
.
.
.
.
.
81 −0.75125− 0.18425i 0.65816+ 0.16630i −(1.80272+ 1.15740i)10−5
82 −0.01280+ 3.65639i 0.67094− 3.49009i −(7.35837+ 0.58509i)10−6
83 0.66413− 3.25772i 0.00680− 0.23237i −(2.17342− 0.17137i)10−5
84 −1.56427+ 0.27037i 1.57105− 0.50274i (0.37278+ 1.18071i)10−5
85 2.90823+ 0.13146i −1.33718− 0.63419i −(0.52389− 4.78633i)10−6
86 −1.88857− 0.76320i 0.55140+ 0.12901i (1.12877− 0.96588i)10−5
87 −0.82822− 0.19274i 1.37963+ 0.32175i −(1.01845+ 0.17231i)10−5
88 2.23580+ 0.81123i −0.85617− 0.48949i −(0.60923+ 1.20422i)10−5
89 −1.32385− 0.30991i 0.46767− 0.17959i −(1.78235− 0.77775i)10−5
90 −1.63952+ 3.41349i 2.10717− 3.59307i −(1.69329− 4.14990i)10−6
5. Numerical illustration
Example 1. This example was treated in [3]. Let f be a 2π-periodic function defined by
f (x) =

0 if 0 ≤ x < 1,
exp(x) if 1 ≤ x < 2,
cos
 x
2

if 2 ≤ x < 5,
0 if 5 ≤ x < 2π.
(17)
As shown in Tables 5.1 and 5.2, given limn→∞ e(n)1 ≠ 0, limn→∞ e(n)2 ≠ 0, and limn→∞ e(n)3 = 0, we compose a sequence
of Hadamard polynomials P (n)3 (z) of degree 3 with columns q
(n)
1 , q
(n)
2 , and q
(n)
3 . The results of the calculation are shown in
Table 5.3.
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Table 5.3
Sequence of Hadamard polynomials.
n P (n)3 (x)
1 (0.151892+ 0.962058i)+ (0.641022− 0.447039i)x− (0.195765− 0.907801i)x2 + x3
.
.
.
.
.
.
10 (0.129373+ 0.990038i)+ (0.728670− 0.521051i)x− (0.415700− 0.788929i)x2 + x3
.
.
.
.
.
.
50 (0.144565+ 0.989561i)+ (0.724431− 0.518592i)x− (0.408402− 0.791789i)x2 + x3
.
.
.
.
.
.
81 (0.145137+ 0.989421i)+ (0.724207− 0.518657i)x− (0.408048− 0.791822i)x2 + x3
82 (0.145143+ 0.989422i)+ (0.724200− 0.518637i)x− (0.408030− 0.791834i)x2 + x3
83 (0.145175+ 0.989419i)+ (0.724204− 0.518657i)x− (0.408022− 0.791835i)x2 + x3
84 (0.145176+ 0.989406i)+ (0.724196− 0.518644i)x− (0.408001− 0.791833i)x2 + x3
85 (0.145181+ 0.989399i)+ (0.724195− 0.518659i)x− (0.408004− 0.791821i)x2 + x3
86 (0.145173+ 0.989402i)+ (0.724195− 0.518650i)x− (0.408004− 0.791816i)x2 + x3
87 (0.145182+ 0.989407i)+ (0.724184− 0.518659i)x− (0.408015− 0.791826i)x2 + x3
88 (0.145187+ 0.989416i)+ (0.724192− 0.518646i)x− (0.408005− 0.791828i)x2 + x3
89 (0.145213+ 0.989409i)+ (0.724181− 0.518660i)x− (0.407999− 0.791840i)x2 + x3
90 (0.145215+ 0.989405i)+ (0.724187− 0.518649i)x− (0.407981− 0.791832i)x2 + x3
Table 5.4
The qd-table (Part I) associated with (17) with coefficients cn = 2π(infn −f ′n).
n e(n)0 q
(n)
1 e
(n)
1 q
(n)
2
1 0 −0.50980− 1.05997i 0.40763− 0.27020i 1.23747+ 0.91450i
2 0 −0.10218− 1.33017i −0.07185+ 0.55946i 0.05987+ 0.16007i
3 0 −0.17403− 0.77070i −0.00099− 0.12200i −0.66527+ 4.30555i
4 0 −0.17502− 0.89271i −0.19420+ 0.55108i 0.79945− 0.16058i
5 0 −0.36922− 0.34162i −0.53951− 0.77851i 0.00897+ 0.00025i
6 0 −0.90873− 1.12014i 0.00586+ 0.00061i −175.136− 133.740i
7 0 −0.90287− 1.11952i 0.89428− 0.12235i 0.41953+ 0.44966i
8 0 −0.00859− 1.24187i −0.28485+ 0.34444i −0.38297+ 0.42606i
9 0 −0.29344− 0.89743i 0.26736+ 0.04546i 1.50937+ 0.96508i
10 0 −0.02608− 0.85198i −0.39594+ 0.41004i 0.28507− 0.12031i
The roots of P (90)3 are u1 = −0.416029−0.909358i, u2 = 0.283617+0.958938i, and u3 = 0.540393−0.841411i. Then,
the discontinuity points are given by
z1 = i log(u1) = 1.999867+ (6.010858× 10−6)i, γ1 = 1.999867,
z2 = i log(u2) = −1.283232− (2.364688× 10−7)i, γ2 = −1.283232,
z3 = i log(u3) = 0.999891− (9.492881× 10−7)i, γ3 = 0.999891.
As we can see, the error is less than 10−3.
Note that the point γ2 = −1.283232 is an approximation of 5 − 2π , which corresponds to the discontinuity between
−π and π .
Example 2. The second example illustrates the results of Theorem 8; i.e., if we know the spectral data of f ′ we can then find
the discontinuity points by applying the qd-algorithm with coefficients cn = 2π(f ′n − infn).
Let f be the 2π-periodic function defined in the previous example by (17).
Calculations were made with double precision, but displayed results are rounded to only five decimal places.
The qd-table associated with (17) with coefficients cn = 2π(infn −f ′n) is given as Tables 5.4 and 5.5.
Given the fact that limn→∞ e(n)1 ≠ 0, limn→∞ e(n)2 ≠ 0, and limn→∞ e(n)3 = 0, the sequences of Hadamard polynomials
P (n)3 (z) for different values of nwere found to be
P (n)3 (z) = 0.1455000338086135+ 0.9893582466233817i+ (0.7240800443932252− 0.5186911085797304i)z
+ (−0.407817654784223+ 0.7918441369704397i)z2 + z3.
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Table 5.5
The qd-table (Part II) associated with (17) with coefficients cn = 2π(infn −f ′n).
n e(n)2 q
(n)
3 e
(n)
3
1 −1.24946− 0.19496i 0.52198− 0.18121i 0.0+ 0.0i
2 −0.72612+ 4.02348i 1.24810− 4.20469i 0.0+ 0.0i
3 1.27052− 3.91505i −0.02242− 0.28964i (0.0− 1.11022i)10−16
4 −1.32999− 0.61768i 1.30758+ 0.32804i (2.842171+ 0.0i)10−14
5 −175.139− 133.739i 176.447+ 134.068i (0.0− 2.842171i)10−14
6 176.450+ 134.067i −0.00312+ 0.00037i 0.0+ 0.0i
7 −1.08736+ 0.32084i 1.08423− 0.32047i 0.0+ 0.0i
8 2.15970+ 0.58447i −1.07547− 0.90494i (0.0− 1.11022i)10−16
9 −1.62024− 0.67534i 0.54477− 0.22960i (−4.44089+ 0.0i)10−16
10 −3.09503− 1.29175i 3.63980+ 1.06215i (8.88178+ 2.22045i)10−16
The roots of the last polynomial (which corresponds to n = 10) are
u1 = −0.4161468365471426− 0.9092974268256819i,
u2 = 0.28366218546322614+ 0.9589242746631385i,
u3 = 0.5403023058681394− 0.8414709848078962i.
So the discontinuity points were found to be
z1 = i log(u1) = 2.0+ (2.2204460492503128× 10−16)i, γ1 = 2,
z2 = i log(u2) = −1.2831853071795867+ 0.0i, γ2 = −1.2831853071795867,
z3 = i log(u3) = 1.0− (3.33066907387547× 10−16)i, γ3 = 1.
If we apply the qd-algorithm with coefficients cn = 2π(infn −f ′n), we will be able to extract the discontinuity points with
a higher order of precision (exactly, in theory).
Example 3. This example illustrates that one can find the discontinuity points of the class of the piecewise polynomials
functions exactly.
Let f (x) be the function defined by
f (x) =

0 if x < 1,
2− 3x if 1 ≤ x ≤ 7
2
,
1− 2x+ x2 if 7
2
≤ x ≤ 5,
0 if x > 5.
(18)
We have calculated the qd-table with coefficients cn = 2iπn3fn (this table is too large to be displayed here). From these
calculationswe have found that limn→∞ e(n)2 = 0 and limn→∞ e(n)4 = 0, but this convergence is very slow. On the other hand,
the sixth columns e(n)6 = 0, ∀n. We next composed the Hadamard polynomial of degree 6 using columns q(n)1 , . . . , q(n)6 , and
thus we found
P (n)6 (z) = (0.5949206633098920− 0.803784426551620i)− (0.4761802503063846
+ 1.8310290247217115i)z − (3.8204952035190047+ 1.7280698073739701i)z2
− (3.6029982397473803− 1.8157855375651056i)z3 − (0.8838959414885306
− 4.0989189823524611i)z4 + (1.1884631442679698+ 1.4720632713548299i)z5 + z6.
The discontinuity points on [−π, π] are found to be γ1 = 72 − 2π = −2.783185307179586 and γ2 = 1, which correspond
to u1 = e−iγ1 = −0.9364566872907963+ 0.350783227689620i and u2 = e−i.
One can verify that
P (n)6 (u1) = 5.551115123125783× 10−16 + 1.887379141862766× 10−15i
P (n)6 (u2) = −5.551115123125783× 10−16 + 1.77635683940025× 10−15i
and that
P (n)6 (z) = (z − u1)3(z − u2)3, ∀n.
Note that discontinuity point detection of piecewise polynomial functions was treated also in [16]. There, three methods
were proposed andwere tested on three piecewise polynomial functions f 1, f 2 and f 4. The best one gives exact discontinuity
points of f 1 and f 2, but introduces an error for f 4. In contrast, our method is more accurate and gives exact results for the
three functions.
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Table 5.6
The qd-table associated with (19).
n e(n)0 q
(n)
1 e
(n)
1 q
(n)
2 e
(n)
2
1 0 −0.49701 4.23356 −3.32510 −0.20175
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
10 0 8.73034× 106 −8.73034× 106 1.14178× 10−7 −1.13× 10−7
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
31 0 2.42544× 10−16 −4.12233× 1016 4.12233× 1016 −6.2787× 10−16
32 0 −4.12233× 1016 4.12233× 1016 −2.4255× 10−16 −1.07402× 10−16
33 0 1.44612× 10−15 −6.91417× 1014 6.91417× 1014 −2.95081× 10−16
34 0 −6.91417× 1014 6.91417× 1014 −1.44615× 10−15 −2.67539× 10−16
35 0 2.76058× 10−15 −3.62203× 1014 3.62203× 1014 −4.50046× 10−16
36 0 −3.62203× 1014 3.62203× 1014 −2.76063× 10−15 −4.6095× 10−15
37 0 3.80748× 10−15 −2.62617× 1014 2.62617× 1014 −5.01927× 10−16
38 0 −2.62617× 1014 2.62617× 1014 −3.80753× 10−15 7.04908× 10−15
39 0 2.44828× 10−16 −4.08418× 1015 4.08418× 1015 −2.63815× 10−16
40 0 −4.08418× 1015 4.08418× 1015 −2.4483× 10−16 −4.4223× 10−15
Table 5.7
Sequence of Hadamard polynomials.
n P (n)3 (x)
1 1.652620− 4.11449× 10−1z + z2
.
.
.
.
.
.
10 0.996816− 1.13588× 10−7z + z2
.
.
.
.
.
.
30 0.999845− 5.99808× 10−16z + z2
31 0.999845− 1.42187× 10−15z + z2
32 0.999871− 1.42187× 10−15z + z2
33 0.999871− 1.31446× 10−15z + z2
34 0.999892− 1.31443× 10−15z + z2
35 0.999892− 1.04691× 10−15z + z2
36 0.999908− 1.04685× 10−15z + z2
37 0.999908+ 3.56265× 10−15z + z2
38 0.999921+ 3.56271× 10−15z + z2
39 0.999921− 3.48638× 10−15z + z2
40 0.999932− 3.48638× 10−15z + z2
Example 4. Finally, this example was treated in [1]. It illustrates numerically the theoretical results concerning the
Chebyshev series in Corollary 1 of Section 4.1.
f (x) = −sgn(x) cos
 x
2
(2+ sgn(x))

, x ∈ [−π, π]. (19)
The discontinuity point is γ = 0.
The coefficients of the Chebyshev series expansion of f (16) would be numerically calculated in double precision.
The qd-table composed of coefficients cn = πnfn is given as Table 5.6.
One sees that limn→∞ e(n)1 ≠ 0 and limn→∞ e(n)2 = 0. We then composed the sequence of Hadamard polynomials P (n)2 (z)
of degree 2 with columns q(n)1 and q
(n)
2 . The numerical results are given in Table 5.7.
The roots of P (40)2 are found to be
u1 = u2 = −1.1292342726600116× 10−14 − 0.9999932854048798i,
which gives
z1 = z2 = cos(i log(u1)) = −1.126304453373938× 10−14 + (6.714617663294815× 10−6)i,
and then an approximation of the discontinuity point is found to be γ = −1.126304453373938 × 10−14. The error is less
than 10−13, which is comparable with the results obtained by [1].
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(a) Original image. (b) Spectrum. (c) Edge.
Fig. 2. Edge detection for an image with colored geometric shapes.
6. Edge detection illustration
Edges are sudden changes in an image: they correspond to discontinuities or derivative discontinuities of the image
intensity function. In this section, we will give some examples of edge detection using our discontinuity point detection
method. Since the theorems given in previous sections are for the one-dimensional case, we will be proceeding dimension
by dimension, rows then columns, in order to detect the edges of an image. The input data to our algorithm is the spectrum
of the image, which is calculated using the two-dimensional discrete Fourier transform (DFT), the fft2 Matlab function. This
computes the one-dimensional DFT of each column, and then of each row of the image. The mathematical formula for the
one-dimensional DFT is given by
fj = 1N
N
k=1
f (k)w−(j−1)(k−1)N ,
wherewN = e (−2π i)N .
Example 1.
The first example is to show how accurate our discontinuity point detection method is. The original image in Fig. 2(a)
has three geometric shapes, with different colors. The edge will correspond to the color discontinuity. Each row and each
column of Fig. 2(a) corresponds to a piecewise polynomial function as we pass from one constant intensity color value to
another.
The input to our algorithm is the spectrum of Fig. 2(a), which is given in Fig. 2(b). As seen previously, our algorithm gives
exact results in the case of piecewise polynomial functions, which explains the quality of edge detection in Fig. 2(c).
Example 2.
This example was treated in [17]. Let f be the modified two-dimensional Harten function given by
f (r) =

−r sin

πr2
2

, if r ≤ −1
3
| sin(2πr)|, if − 1
3
≤ r < 1
3
2r − 1− 1
6
sin(3πr), if r ≥ 1
3
,
where r = 4x2+4y2−16 . This function has an edge along the circle x2 + y2 = 34 and a discontinuity in the derivative along
x2 + y2 = 14 .
In this example, the spectrum data given in Fig. 3(b) was computed directly from the Harten function, and not from the
function plot in Fig. 3(a). Our edge detection method gives the edge in Fig. 3(c).
Example 3.
This example was treated in [18]. The edge of the original image in Fig. 4(a) is in the form of embedded circles. The input
to our algorithm is the spectrum given in Fig. 4(b), and the edge computed using our algorithm is given in Fig. 4(c).
Example 4.
In this example, the original image in Fig. 5(a) is for a natural maple leaf. Its spectrum, given in Fig. 5(b), corresponds to
the input to our algorithm, and the resulting edge is given in Fig. 5(c).
H. Allouche et al. / Journal of Computational and Applied Mathematics 236 (2012) 2406–2424 2423
(a) Original image. (b) Spectrum. (c) Edge.
Fig. 3. Edge detection for the two-dimensional Harten function.
(a) Original image. (b) Spectrum. (c) Edge.
Fig. 4. Edge detection for a test image.
(a) Original image. (b) Spectrum. (c) Edge.
Fig. 5. Edge detection for a maple leaf.
7. Conclusion
Through this work, we have contributed to solving a problem of great importance: singularity detection from spectral
data. This was done by exploiting the qd-algorithm, which is easy to implement and does not require many arithmetic
operations. Although the process described in this paper provides a slow convergence to the discontinuity points, the
convergence speed remains comparable to those provided by other existing methods in the literature [1,3]. Moreover,
our contribution has a great advantage in comparison to the methods in the cited references, namely, detecting the exact
discontinuity points of piecewise polynomial functions. This is confirmed by numerical results and edge detection examples.
We have demonstrated also that, with additional data on the spectrum of the derivative, we can detect exact discontinuity
points.
In this paper, we have treated only the discontinuity localization problem, without considering the problem of the
estimation of jump amplitudes, which has been treated in several works such as [1,4]. Our plans are to continue with the
estimation of jump amplitudes and to exploit new ideas to enhance the convergence speed.
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