Abstract
Introduction
It's well known that deployment [1, 2] is the first problem to be solved among many researches on sensor networks. Recently, with the rapid development of mobile robotics [3, 4] industry, and cost reduction of sensor network nodes, the combition of the two facts has made mobile sensor networks more and more popular. Compared with the previous static sensor network, mobile sensor networks have a more flexible choice in deployment. For this reason, its deployment is becoming a new problem to be studied. Nowadays, deployment of mobile sensor networks has become a hot sport in researches, especially in three-dimension circumstances. 3D deployment of mobile sensor networks is so important that we are going to discuss it in this paper.
There have been some researches related to deployment issues of mobile sensor networks in three-dimensional space, while most of them are realized underwater and underground. In the literatures, the authors put forward their deployment approaches in a variety of environments, e.g., D Pompili and IF Akyildiz studied the deployment issue of sensor networks under water in [7, 8] . In their paper, deployment strategies for two-dimensional and three-dimensional communication architectures for underwater acoustic sensor networks are proposed, and a mathematical deployment analysis for both architectures is provided. The objective is to determine the minimum number of sensors to be deployed to achieve optimal sensing and communication coverage, which are dictated by application requirements. In another paper [9] , the authors proposed a distributed node deployment scheme, which can help to increase the initial network coverage on an iterative basis. Assuming that the nodes are initially deployed at the bottom of the water and can only move in vertical direction in a 3D space, the approach is to relocate the nodes at different depths based on a local agreement in order to reduce the sensing overlaps among the neighboring nodes. The nodes continue to adjust their depths until there is no room to improve the coverage.
In this paper, the deployment approach of fluid dynamics used is quite different from the previous ones. Thus, there are not so many relevant literatures involved. A fluid dynamics approach for multi-robot chemical plume tracing is addressed in [10] , where flow variables of a 'real' fluid are measured by a computational sensor grid and the flow direction is estimated for backward tracing. Another work [11] proposes two gas models, one of which uses a virtual force approach and the other uses akinetic approach. But the most relevant paper [12, 13] was provided by MR Pac and AM Erkmen, in which they made a fluid dynamics model for mobile sensor networks, while networks are viewed as fluid body, and nodes as particles in fluid. The deployment issues of nodes are turned into solving equations of fluid dynamics. Owing to the characteristics of self-diffusion of fluid, nodes being viewed as particles in fluid can spread to the whole deployment area automatically, which were called 'Self-Deployment' process by the author.
In the literatures mentioned above, studies on deployment have contributed to mobile sensor networks a lot in three-dimensional space. However, further studies are still necessary. Three-dimensional deployment approaches provided in paper [7] [8] [9] were explained only in theory, and they were so complex that they would be inappropriate in practice. We need a simple and practicable deployment approach with good adaptability, no matter underwater, underground or in the air. Literature [12, 13] give us some enlightenment on research, and they merely study two-dimensional deployment of mobile sensor networks. However, the power of fluid dynamics lies in three-dimensional applications, so we extend deployment approach to three-dimensional space, hoping to provide some inspiration for threedimensional deployment in mobile sensor networks.
The rest part of this paper is organized as follows: in Section 2, we construct the fluid dynamics model of three-dimensional deployment for mobile sensor networks. In Section 3, we solve the model mentioned in Section 2 and establish the fluid dynamics algorithm of deployment. In Section 4, we simulate the fluid dynamics algorithm of deployment by using computer software and evaluate its performance. Finally, in Section 5, we reach the main conclusions.
Fluid Dynamics Model
CFD (Computational Fluid Dynamics), in one form or another, is based on the fundamental governing equations of fluid dynamics -continuity, momentum, and energy equations. For the details of fluid dynamics concepts discussed in this paper and derivations of governing equations, please refer to [14] . These equations are established based on three fundamental physical principles: conservation of mass, Newton's second law and conservation of energy. We regard the whole sensor network as a fluid body, and the mobile node as infinitesimal fluid element. What we should do is to control the movement of these infinitesimal fluid elements with fluid dynamics methods, so as to realize the deployment. In the equations mentioned above, momentum equation is the most suitable one to establish fluid dynamics model of mobile sensor networks, and it is based on Newton's second law of physics. In CFD, the control equation is also divided into two forms -conservation and nonconservation. Since infinitesimal fluid element (node) is movable, the non-conservative form would be adopted. Considering that, fluid itself is also comprised by viscous fluid and inviscid fluid, friction and other affects will also influence our deployment process. Thus, we consider applying viscous fluid. In summary, the control equation we adopted is viscous nonconservative Neville-Stokes equation, as is shown in Eq. (1).
(1) Equation (1) is called the Navier-Stokes equations in which ρ is fluid density, D/Dt is the substantial derivative, p is fluid pressure, f x , f y and f z are bodyforce components per unit mass in x, y and z directions, and finally u, v and w are the velocity components of an infinitesimal fluid element in the respective directions. The convention will be used here that τ ij denotes a stress in the j direction exerted on a plane perpendicular to the i axis.
It can be seen from Equation (1) that, this is a complicated equation set. Moreover, it is control equation related to fluid, and we are to simplify it, so as to make it more suitable for mobile sensor network deployment. The stress is divided into two parts: one is related to friction, while the other one is related to coefficient of viscosity. As for this, the problem is simplified and is more conform to practice. Friction is only connected with positive pressure. Assuming that the positive pressure along Direction X is F x and friction coefficient as μ x . As for this, the friction of the node along Direction x shall be μ x F x . Viscous resistance is in direct proportion to node speed, i.e. higher speed leads to larger viscous resistance. Assuming that the viscous coefficient is λ, and the coefficients along difference directions are the same, so that the viscous resistance along Direction x may be described as λu. Similarly, the frictions and viscous resistances along Direction y and Direction z may as well be described as μ y F y , λv and μ z F z , λw. As for this, Equation (1) may be transformed into Equation (2): (2) In the following, we are to analyze the physical meaning conveyed by Equation (2), as well as its connection with mobile sensor networks. The left side of the equation represents the changing rate of fluid particle's speed along with Time t in the direction, i.e. the acceleration, which is corresponding to the node's acceleration in the direction in the mobile sensor network. According to the definition in Literature [12] , ρ is regarded as the Local Density, and its expression is (3):
Note that ρ i denotes the Local density at node i, and R s is the sensing radius (0<R s <R c ) of a deployment neighborhood N i for node i, defined as the set of neighboring nodes j that fall within this range. n i is the number of elements in this set and r ij is the Euclidean distance between node i and node j. Here, R c is the communication radius of node i. This definition provides a density value that is proportional to the number of deployment neighbors and inversely proportional to the average distance between node i and its neighbors. Therefore, given the same number of elements in set N i , local density would be higher when nodes are closely located. On the other hand, if set N i is empty, density takes the value of 1 to account for node i itself.
In Eq. (2), P denotes the fluid pressure which is absence in mobile sensor networks for the nodes. It is difficult to get the actual pressure, especially when the deployment environment is changeable and hostile. What we can get in practical deployment is the distance or location information of nodes which can be obtained by communication signal strength and GPS devices respectively. It is more practical to deploy with obtained information that to discuss theoretically. Nodes may be considered as charged particles, and its pressure comes from the field stress imposed from other nodes. As for this, we may acquired Equation (4): (4) It's very familiar to us that Eq. (4) is called Coulomb's law in which f ije denotes the electric force node i subject to node j, k is Coulomb's constant, r ij is the Euclidean distance between node i and node j, and finally Q i and Q j are the electric charges carried by node i and node j respectively.
Let's look back on Eq. (2), consider the x momentum and there is only f x left which is called body forces in fluid dynamics. Body forces, which act directly on the volumetric mass of the fluid element. These forces "act at a distance"; examples are gravitational, electric, and magnetic forces. Hence, we can combine the forces f ije and f x together for they both are electric forces in our mobile sensor networks. So finally we obtain the equation like this:
Focusing on x momentum in Eq. (5), note that Du/Dt is the time rate of change of velocity of the given fluid element as it moves through space along x direction, μ x N x is the Friction force and λu is the viscous resistance, and f x is the net force of gravitational and electric forces. Eq. (5) is also called Governing Equations,then we discuss the Limitations, Static Equilibrium, Initial and Boundary Conditions needed in order to solve the Eq. (5).
The solutions obtained from Eq. (5) for the velocity components may exceed the locomotion capabilities of sensor nodes. Not only velocity, but also its time derivative, i.e., acceleration, may exhibit a similar behavior. Therefore, we put hard-limiters to the magnitudes of both velocity and acceleration of sensor nodes in case they exceed respective thresholds V th and a th .
Nodes are in motion within the region of deployment due to the Coulomb's force, but the process will not carry on forever. When all the nodes are spreading all over the region, the Coulomb's force between them decreases as the time proceeds. When the resultant force on a node is 0, it will lose its acceleration and tend to stop moving. Therefore, static equilibrium is reached. The major factors that influence time and energy consumption for nodes to reach equilibrium are initial positions and status of node, which are also in correlation with the damping coefficient.
The above argument rests on the assumption that the environment is static. When the environment of deployment is changing, nodes that had already reached equilibrium may need to re-deploy themselves in order to reach new equilibrium. This shows the self-adaption of this algorithm. However, if the deployment environment is changeable, nodes may only reach temporary equilibrium. The equilibrium will break with the environment changes. As for this, furthering order to achieve re-balance, energy will be consumed.
Normally, region of deployment has a certain size. Nodes should be deployed within the boundaries of the region, instead of exceeding them. The boundaries can be physical (e.g., mountains, rivers), or be hypothetical (e.g., latitude and longitude lines). When nodes are moving towards the boundaries, a corresponding approach is required to ensure the nodes won't go over the boundaries, which is known as boundary conditions, as is shown in Figure  3 . When the distance d between nodes and the boundary is less than the sensing radius of Node R s , the node will change the direction of the resultant force due to Coulomb's force exerted by the boundary, resulting in a change in velocity due to superposition of the original velocity V i and vertical boundary velocity V i , creating a new velocity V t . The change in direction of V t will eventually drive the node away from the boundary. Therefore there will always be a safe distance between nodes and boundaries.
Deployment Algorithm based on Fluid Dynamics Model
Supposing that there is a three-dimensional region Ω that needs to be deployed with sensor nodes in order to monitor the region, how to deploy a certain number of sensor nodes to meet the expected deployment results? We hereby present a concept, known as Coverage Ratio. According to the definition in article [15] , the formula for Coverage Ratio is shown in Eq. A larger Coverage Ratio is capable of providing the network with better connectivity and higher service quality. If the expected value of C is given, we can easily calculate the minimum number of nodes needed, denoted as N above, provided that the volume of the region is already known. When actually deploying sensors with this algorithm, it is unnecessary to know an exact volume of the region Ω. Instead, we only need an approximation of the volume Ω, so as to compute an approximate number of nodes needed.
When deploying nodes, the initial position of nodes might be randomly or artificially set. In both cases, the process of deployment will not be affected. Starting from initial time t 0 , nodes are moving under the influence of fluid. The forces exerted on nodes may derive from other nodes, obstacles, or boundaries, and may also be affected by friction resistance F and viscous resistance F d . These forces will form a resultant force and exert on the node. For this reason, the node will move along the direction of the resultant force, and reaches equilibrium eventually. When all the nodes reach equilibrium, the deployment process is hereby completed.
In practical applications, there might be some cases that a certain number of nodes are disabled due to horrible weather conditions, battery depletion, or other various reasons. Disabled nodes may lead to the loss of monitoring coverage in certain regions. When this situation occurs, equilibrium reached based on the deployment algorithm of fluid dynamics may break, so that in turn, all nodes will be forced to relocate themselves to cover these "exposed" areas, reaching new equilibrium.
The entire Deployment Algorithm of Fluid Dynamics is shown in Figure 2 . 
Figure 2. Deployment Algorithm of Fluid Dynamics
With a 3D plot, the principle of the algorithm in this paper can be clearly demonstrated, as is shown in Figure 3 . This is a 3D plot simulated with software, and the deployment area Ω is a space with the dimension of 10x10x10. The initial deployment position of node is a corner in the area, as is shown in the left plot. The small black dots are exactly the mobile nodes to be deployed. The right plot shows the spatial distribution of nodes after deployment. It can be seen from the plot that, nodes have been expanded from the initial positions to the whole space. 
Simulation Results
Numerous simulations have been carried out in various environments to investigate the performance of our approach. Parameter settings of our simulations are indicated in Table 1 with reference to the related figure number. 
Coverage and Uniformity
Generally, coverage can be considered as the service quality of a sensor network. Gage invented the concept of coverage in the research of multi-robot systems [16] . This paper defines it as the ratio between the sum of the coverage volume of all nodes and the volume of the entire target region, as is shown in Equation 7 . The definition of the sum of the coverage volume is taken from the concept of union in the Set Theory, thus the coverage is usually no larger than 1.
(7)
The uniformity of coverage is a well-defined standard to measure the service life of a network. Article [15] describes the concept as the standard deviation of distance between nodes. Smaller standard deviation means better coverage uniformity of the network. However, this approach for measuring uniformity is under perfection. We take the grid approach to calculate uniformity in this paper, i.e., dividing the whole region into N small cubes with the same volume, and then figuring out the standard deviation of the nodes contained in these small cubes, as is shown in Equation 8 . (8) In the equation, n i is the total number of nodes in the i th small cube and n is the mean of nodes number in each cube. So far, we have discussed the relation between communication and coverage. Article [17] has proved that when the communication range of node is twice or larger than the sensing range, coverage will contain pure connections. In practical deployment, we only have to consider the coverage so as to ensure the connection. At the moment, coverage contains connection problems.
Please refer to Table 1 for simulation parameters in Figure 4 . The circumstance after deployment is shown in the left plot. In the plot, the cube represents the volume of the region (area Ω). Tiny black dots represent the positions of nodes; blue spheres are used to indicate the sensing radius. In order to watch them clearly, only the sensing radius of partial nodes are displayed. Nodes can probe the environment and collect information in its sensing radius R s . Similarly, it may be influenced by the Coulomb's force from its adjacent nodes, and repulsive force from the obstacles as well. The communication radius of Node R c is greater than the sensing radius R s . Nodes are able to exchange information mutually within the communication radius. The initial positions of the nodes are in the center of Region Ω (being close to the coordinates [5, 5, 5] ). Imaginably, node density at the beginning is practically very large. When deployment is started, all the nodes are forced by un-balanced Coulomb's force, starting to move to fill the entire region, and eventually reaching equilibrium, as is shown in Figure 4 . The right plot shows the change in Coverage and Uniformity versus time during the deployment process described in the left plot. The x-coordinate is the simulation time T; the y-coordinate on the left is the uniformity; the y-coordinate on the right represents the coverage. We can see from the right plot that, at the initial moment of deployment, the nodes only cover a small part of the region because they are all initially positioned in the center of Ω. Therefore the coverage is practically low (<20%). With time elapsed and all nodes are in motion, the coverage tends to grow, and reaches equilibrium after a certain moment (about Time=9). This begins when the coverage reaches maximum (about 100%), and lasts until the simulation is over. The value of uniformity is initially around 1.8 when the simulation begins. Then it decreases rapidly shortly after the deployment begins, eventually, tends to be around 0.3. Because uniformity represents standard deviations, so the smaller it is, the more uniform the network is.
Figure 4. Normal Deployment
In the left plot in Figure 5 , the solid spheres represent obstacles. In the previous sections we mentioned that obstacle can be considered stationary charge with same sign. But the charge it carries is proportional to its size, which means the larger it is, the more charge it carries. There is only one obstacle in the left plot. We can adjust the distance from nodes to the obstacles by configuring the amount of charges that the obstacle carries. It is shown in the left plot that, due to the repulsive force from the obstacles, nodes will be deployed at a distance with the obstacle to avoid them. This is highly meaningful in applications. To keep the nodes away from hazard or unreachable region can minimize node damage, indicating the algorithm's self-adaption. The right plot shows the change in coverage and uniformity versus time during the deployment process. We can see that because of the obstacles, the region is not completely covered by nodes. The maximum coverage is less than 1. In the meantime, compared with Figured 4, the value of uniformity is higher after nodes have reached equilibrium, due to reduction of uniformity because of obstacles. 
Virtual Deployment on Digital Map
According to the application scope of sensor networks, there are plenty of them applied in fields like environment monitoring, wild animal tracking, military target detection, etc. Normally, these application circumstances are located in the open air. Nowadays, the development of digital satellite map has provided us with a new chance, i.e., taking advantage of these high definition maps to simulate before practical deployment, so as to provide reference for real deployment.
Many government and commercial organizations, such as NASA, ESA, USGS, NOAA, ESRI, and Microsoft, adhere to the WMS protocol for rendering, reprojecting, and serving georeferenced data sets over the Internet. That enables we to access elevation, oceanography, weather, satellite imagery, and many other raster data sets conveniently. Here we use the Google Earth to complish our work.
Figure 6. Deployment Area in Google Earth
We selected an island nearby Midway Islands in the Pacific Ocean as the deployment area, as is shown in the left plot of Figure 6 . The latitude and longitude of the island is (27°51'42"N, 175°52'21"W). We take the southern beach of the island as the precision deployment area, as is shown in the right plot of Figure 6 . The left plot in Figure 7 is the satellite map of this deployment obtained via Google Map. The right plot is the 3D map of this sea area. It is shown in the figure that, the length of the deployment area is 8km, and width is 5km. It is a slope from seal level to 3km below the seal level. We deploy 100 mobile sensor nodes in this area, and these nodes will be automatically deployed according to the algorithm presented previously, so as to monitor the environment of this area. The detailed deployment parameters are shown in Table 1 . In order to better understand the landform of the area, we listed the contour map of the area (Left Plot in Figure 8 ) and the three-dimensional map (Right Plot in Figure 8 ) simulated with software. The plots may be analyzed by referring to Figure 7 . After having obtained the geographic information of the sea area, we are going to utilize the information to realize the deployment algorithm, as is shown in the left plot of Figure 9 . Considering the practical deployment situation, we set the initial position of mobile nodes in the area along the beach, for the convenience of implementation. At the very beginning, the density of nodes is high. According to our algorithm, these nodes will "flow" to other areas, and finally fill the deployment area, as is shown in the right plot of Figure 9 . In order to better demonstrate the deployment of nodes, we select some nodes, and draw their sensing radiusthe white spheres in the figure. The left plot in Figure 10 is the real scene of after deployment. In the figure, the white dots represent nodes. It is shown in the figure that, these nodes fill the entire sea area, avoiding obstacles at the bottom. The right plot shows the changing curves of coverage and uniformity during the whole deployment process. It is shown by the figure that, the coverage increases from the initial 0.05 to the final approximately 0.3. The volume of the entire sea area is length×width×depth. The uniformity decreases approximately from the initial 0.9 to the final 0.3. Lower uniformity value means better uniformity performance. It can be seen that, at the beginning, the uniformity of nodes decreases quickly. Dense nodes spread in all directions, reducing the uniformity. With nodes move slowly, the uniformity tends to be stable.
Conclusion
Most previous researches on sensor networks are limited to 2d planes, neglecting the vertical fall of the deployment area, while taking the area as a flat plane. With people's continual exploration on space, underwater, underground and other regions, 3D sensor networks are gradually becoming a research hot spot. Yet, 2D algorithms are no longer applicable to 3D deployment. As for this, deployment algorithms under 3D environment have to be researched. Up to now, fluid mechanics has become quite mature. In this paper, mobile sensor networks are considered as the fluid, while nodes are regarded as charged particles in the fluid. Particles move along with the fluid. In the meanwhile, a mutual interaction forces between particles, between particle and obstacle, between particle and boundary is created. The result of resultant force is to drive nodes to complete the deployment. The algorithm presented in this paper no longer needs to conduct advance exploration on the deployment area, with features like self-adaption, robustness, and simple-ness. Thus, the algorithm is applicable to deployment in unexplored area. In the simulation part of the paper, the indexes of coverage and uniformity are selected to assess the performance of the algorithm. Previous deployment algorithms basically take advantage of simulation software to realize the simulation process, and they seldom utilize material object to test the deployment on the spot. Thus, these algorithms have considerable limit, and are different from practical deployment. By contrast, the paper makes use of high precision digital satellite map to realize virtual reality deployment of nodes. On this basis, the paper proposes a new research ideology. In the simulation part, deployment is realized in the sea area of Midway Island. According to the simulation result, the deployment result of the algorithm coincides with the prediction, providing reference for field deployment of mobile sensor network.
