An efficient numerical algorithm for the computation of linking number is presented. The algorithm keep tracks or rounding error so that it can ensure the correctness of the results.
Writhe number has a similar definition [4, 2, 7] and is connected with linking number as W (p) = L(p, p), where the integral (1) for W (p) becomes singular and in this case the principal value must be considered.
In practical numerical computation we restrict curves to polygonal closed curves defined as:
for t ∈ [i, i + 1], i = 1, 2 . . . , N q(s) = q j + (s − j)(q j+1 − q j ) for s ∈ [j, j + 1], j = 1, 2, . . . , M (2) where N and M are the number of segments of the first and second curves, respectively. Curves p(t) and q(t) are closed so that points p k and q k must satisfy p N +1 = p 1 and q M+1 = q 1 . If the approximation of continuous curve with polygons does not add additional crossing the Linking number does not change while the Writhe number does not change too much if the approximating curves are close to the original one, see [6] .
Integral (1) with polygonal curves (2) can be broken as the sum of N M integrals:
The summation of all the ∆Θ ij is an integer multiple of 2π, this number is the Linking Number. The angle T (p, p ′ , q, q ′ ) has the properties 1. T (p, p ′ , q, q ′ ) = T (q, q ′ , p, p ′ ); 2. T (p, p ′ , q, q ′ ) = −T (p ′ , p, q, q ′ ); 3. T (p, p ′ , p, q ′ ) = 0; 4. T (p, p, q, q ′ ) = 0;
property 2 means that if one curve is reversed the linking number change the sign. While properties 3 and 4 means that if two point touch the angle is 0. Properties 3 and 4 are important for Writhe number and means that this number is stable for small deformation of the curve. Property 5 is useful in numerical computation because the value can be scaled be
Angle triples
In the next section will be showed that the angles ∆Θ ij can be computed as N M differences of two evaluation of the four quadrant function atan2(y, x).
Definition 1
The value of the function atan2(y, x) defined for (x, y) ∈ Ê 2 \ {(0, 0)} is the angle θ obtained as the unique solution of the problem θ = atan2(y, x), θ solution of:
The computation of atan2(·, ·) can be completely removed in the computation of Linking number while is reduced to only one computation for the computation of Writhe number. Consider the vector (x, y) T then atan2(y, x) is the angle of this vector respect to the x−axis. Thus, instead of the computation of atan2(y, x) + atan2(y ′ , x ′ ) we can consider the vector (x ′′ , y ′′ ) T obtained by turning (x ′ , y ′ ) T by the angle θ = atan2(y, x), i.e.
With this relation we have the identity atan2(y, x) + atan2(y ′ , x ′ ) = atan2(y ′′ , x ′′ ) unless atan2(y, x) + atan2(y ′ , x ′ ) is greater than π or less than −π. In this latter case 2π must be added or subtracted. Notice that by set R = x 2 + y 2 equation (4) can be written as
and thus observing that atan2(y, x) = atan2(αy, αx) for all α > 0 we have that any angle θ can be represented by a triple [x, y, σ] where (x, y) T ∈ Ê 2 \ {(0, 0)} and σ ∈ as θ = atan2(y, x) + 2πσ and summation can be represented as matrix vector multiplication (5) . This suggest the following definition:
i.e. when the triples correspond to the same angle. Equivalently when x ′ = αx, y ′ = αy and σ ′ = σ for α > 0.
Angle triples summation and properties
To compute efficiently angle summation in (3) an operative definition of triples summation is necessary. For this definition the sign of a point in the plane with the origin removed Ê 2 \ {(0, 0)} will be used forward to detect crossing with the positive x−axes. moreover the region Q + and Figure 1 .
Definition 3 (Point sign) For a point
(x, y) in Ê 2 \ {(0, 0)} the sign s(x, y) is the function s(x, y) = +1 if (x, y) ∈ Q + , −1 if (x, y) ∈ Q − , where Q + = (x, y) | (y > 0) or ((y = 0) and (x < 0)) , Q − = (x, y) | (y < 0) or ((y = 0) and (x > 0)) .(6)Q + Q − x y p i p i+1 q j q j+1 α γ β ω x y (x, y) α αQ − satisfy Q + ∪ Q − = Ê 2 \ {(0, 0)} and Q + ∩ Q − = ∅ see
Definition 4 (Cross detection)
Given the points (x, y), (x ′ , y ′ ) and (x ′′ , y ′′ ) in Ê 2 \ {(0, 0)} the cross detection function for the x-axes on the left half plane is defined as
where s ′ = s(x ′ , y ′ ) and s ′′ = s(x ′′ , y ′′ ). The values of the function are in the set {0, 1, −1} where 0 mean no cross 1 crossing counter-clockwise and −1 crossing clockwise. This function will be used in the next Lemma with sign function (6) to detect a turn around the origin of a 2D polygon.
then the following identity is true
Proof The classical identity [1] about inverse tangent taking care on quadrant changes is:
using the definition of atan2 the equality simplify to arctan u + arctan v = atan2(u+ v, 1 − uv) (see [5] ) so that by set u = y/x and v = y ′ /x ′ arctan y x + arctan
0 and y < 0 +π if x < 0 and y ≥ 0 (10) using (9) and (10)
and σ ∈ {−2, −1, 0, 1, 2}. The change of values of σ is done when (x, y) and (x ′ , y ′ ) change between Q + and Q − so that we have 4 cases:
and the resulting σ:
thus, equation (8) is true with σ ∈ {0, −1, 1}. If the points (x, y) ∈ Q + and (x ′ , y ′ ) ∈ Q − or (x ′ , y ′ ) ∈ Q + and (x, y) ∈ Q − summation cant be larger than π and thus σ = 0. If both (x, y) ∈ Q + and (x ′ , y ′ ) ∈ Q + there is a crossing if (x ′′ , y ′′ ) ∈ Q − and thus σ = +1. If both (x, y) ∈ Q − and (x ′ , y ′ ) ∈ Q − there is a crossing if (x ′′ , y ′′ ) ∈ Q + and thus σ = −1. This changes are resumed in function (7) .
⊓ ⊔
Lemma 1 suggest the following definition for the addition of two triple:
with α any positive real number and C(s(x, y), s(x ′ , y ′ ), s(x ′′ , y ′′ )) defined in equation (7) .
For the triple introduced in definition 2 with addition of definition 5 is trivial to prove the identities
which suggest the definition of the subtraction
and the following identity
easily follow. Finally multiplication by a scalar w ∈ can be defines as
Linking number as summation of triples
With the following lemma the contribution
and
it follows that T (p, p ′ , q, q ′ ) take the form
Finally the points (x, y), (x ′ , y ′ ) and (x ′′ , y ′′ ) are all different from (0, 0).
Proof If p, p ′ , q and q ′ are pairwise distinct then all the formulae are well defined and a simple rewrite of the formulae in [3] and [11] permits to write
notice that from atan2 y, x) = atan2 y/t, x/t) for any t > 0 it follows
Using (12) and definition 5 with (15)
). Hence, from (13) it follows yy ′ < 0 and s(x, −y) = −s(x ′ , y ′ ) so that σ ′′ is given by (14). The point (x, y) must satify (x, y) = (0, 0), on the contraty let be x = y = 0 then
from the second equation we have two cases:
1) α × γ = 0 and thus γ = t α for some t and from the first equation
, thus must be t = −1, so that γ + α = 0 and from (12)
2) α× γ = 0 and thus β is a linear combination of γ and α, i.e. β = t(s γ + (1 − s) α) for some t and s. From the first equation 1 + γ · α + t(1 + α· γ) = 0. So that or t = −1 or α· γ = −1. But α· γ = −1 imply that q j = q j+1 or p i = p i+1 qith the segments that intersect, thus must be t = −1 and β = s( α − γ) − α. But β = 1 and the norm s( α − γ) − α is a quadratic function in s equal to 1 for s = 0 and s = 1. It follows or β = − α or β = − γ. From (12) it follows that in both cases the segments Table 2 which compute the angle ∆Θ ij as a triple [x, y, σ] using the points p i , p i+1 , q j and q j+1 . Lemma 2 is also the core for an efficient algorithm for the computation of L resumed in the following theorem:
Proof It follows trivially from Lemma 1:
where the last summation is done using formula (11) . At the end of computation
L must be an integer so that atan2(Y, X) must be a multiple of π and thus must be atan2(Y, X) = 0. This imply Y = 0 and σ = L.
⊓ ⊔
Theorem 1 suggest a simple algorithm for the computation of linking number which is sketched in Table 1 while Table 2 contain the pseudocode of the complete algorithm. In conclusion from Theorem 1 in the computation of linking number no atan2(y, x) are necessary. In practice, starting from (X, Y ) = (1, 0) the application of formula (11) for each couple of vector permits to obtain a final vector which angle is the sum of all the angles. There is the need to take track of rotation that cross negative x-axis, i.e. y = 0 and x < 0. At the end of the computation using exact arithmetic (X, Y ) = (1, 0) and, thus, atan2(0, 1) = 0. The linking number is given by counting (with sign) the number of times the rotations cross the negative x-axis. N and j = 1, 2 Table 2 Detailed procedure for the computation of the linking number in exact arithmetics. Procedure buildAngle compute the angle between two segment as a triple [x, y, σ] ad a sign of (x, y). Procedure link compute linking number by accumulating angles stored as a triple [X, Y, ℓ]. Using floating point arithmetics at the end of summation (X, Y ) = (d, ǫ). If accumulation error is limited d > 0 and the ratio ǫ/d is expected small. In any case there is no trivial way to guarantee that the accumulated error angle be less than π/2. The important question when using floating point arithmetics is how many segments can be used for the computation of linking number before accumulation error invalidate the result.
Angle triples summation and subtraction with floating point noise
Here computation of linking number in the presence of rounding error is considered. For estimation the following model is assumed for floating point arithmetics.
Assumption 1 Floating-point numbers are assumed stored in the form (sign) · µ · 2 ν , where ν is called the exponent, and µ, with the value between 1 and 2, is called the mantissa. For each input quantity x, fl (x) denotes its floating-point approximation. In general fl (·) is the floating-point approximation for an operation. The approximations by input quantization and rounding and are modeled as the following [8, 9] :
where • = {+, −, ·, /} and u is the unit roundoff or machine epsilon. Typically u is less than 10 −7 for single precision computation and 10 −15 for double precision computation. In the following extimate u ≤ 10 −7 is assumed.
Due to rounding error the angles ∆Θ
which correspond to an approximated angle ∆Θ ij = ∆Θ ij + δΘ ij . Analogously, the summation of triples satisfy
where δθ ′′ is the term due to floating point computation. The floating point summation of the triples is thus equivalent to the following angles summation:
if the error in triple formation δΘ ij can be bounded for example δΘ ij ≤ c 1 and the errors in triple summation δθ ij can also be bounded for example by δθ ij ≤ c 2 then the difference of exact and approximated linking number satisfy:
Thus, if c 1 and c 2 are known the condition N M < π/(c 1 +c 2 ) imply L − L < 1/2
and is a sufficient condition for exact computation of linking number with floating point arithmetics.
An estimation of constants c 1 ≤ 117.861u is given by Lemma 11 when p i , p i+1 , q j and q j+1 satisfy
while constant c 2 ≤ 2.829u by Lemma 5. Condition (17) is not too restrictive because can be obtained by splitting the segments. However is more practical to use a posteriori error given by Lemma 10:
where (x, y) and (x ′ , y ′ ) are the intermediate values of formula (13). Combining estimate (18) with estimate by Lemma 5 permits to compute an upper bound of the uncertainty of the linking number after its numerical computation. The algorithm of Table 3 which compute the linking number with a rigorous upper bound of the error is build using Lemma 10 and Lemma 11. If the upper bound is less than 1/2 then the computation of linking number is exact.
Remark 1
The constants C ij of equation (17) can be bounded as
where d is the minimum distance between the polygons. If ℓ, the maximum segment length
satisfy ℓ ≤ d, the conditions of Lemma 11 are satisfied for all i and j then the total error due to angle approximation and summation from Lemma 5 becomes Err ≤ N M 117.861u + (NM − 1)2.829u ≤ N M 120.690u.
To ensure that computation produce a correct linking number upper bound of the error must be less than π/2. Setting Procedure buildAngle(p, p ′ , q, q ′ ) x ′ = m · 2 e y ′ = n · 2 f with |m| ≤ 1 |n| ≤ 1 and set h ← min{e, f }; 9 X ← m · 2 e−h ; Y ← n · 2 f −h ; E ← E + e + 2.829; 10 end 11 end 12 return [2(ℓ + atan2(Y, X)), 2Eu]
Extend the computation of linking number for chains
Given points {p k } N k=1 , a segment is a pair e ij = [p i , p j ] and a chain is a formal summation
The operator D is a linear operator such that
The linking number of two generalized closed loops
ij e ij and L 2 = (k,l)∈E2 w (2) kl e kl is defined as
as for the simple linking number
this formula permits to extend the numerical computation of linking number for a couple of general closed chain with integer weights. The extension of the upper bound for error is trivial and not discussed further.
A proofs of lemmata
For the floating point arithmetics the following lemma's are true. Lemma 3 Given 2n floating point numbers a i and b i with i = 1, 2, . . . , n and nu < 1, then, the following estimates are true 1. fl (a 1 + a 2 + · · · + an) = (a 1 + a 2 + · · · + an)(1 + δ),
where |δ| ≤ nu(|a 1 | |b 2 | + |a 2 | |b 2 | + · · · + |anbn|); 4. fl a 2 1 + a 2 2 + · · · + a 2 n = (a 2 1 + a 2 2 + · · · + a 2 n )(1 + δ), with |δ| ≤ nu.
Proof See reference [8] for point 2 and [9] Theorem 4.2 for point 3. Point 4 follows directly from point 3.
Corollary 1
Given n floating point numbers a i with i = 1, 2, . . . , n and nu < 1, then, the following estimate is true fl a 2 1 + a 2 2 + · · · + a 2 n = (a 2 1 + a 2 2 + · · · + a 2 n )(1 + δ), |δ| ≤ nu fl a 2 1 + a 2 2 + · · · + a 2 n = a 2 1 + a 2 2 + · · · + a 2 n (1 + δ), |δ| ≤ √ 2 + n + 1 2 u
Proof The first equation is trivial. The second derive from the Taylor expansion of f (u) = (1 + u) 
and thus solving for α with R = x 2 + y 2 and using Taylor expansion
and inequality follows trivially.
⊓ ⊔
Giving the triples [x, y, σ] and [x ′ , y ′ , σ ′ ] using floating point arithmetics the approximate triple [ x ′′ , y ′′ , σ ′′ ] satisfy
where d ∈ is chosen in such a way
Multiplication and division by power of 2 is done without error in floating point arithmetics (unless in case of overflow or underflow). The scaling by 2 d is necessary to maintain all the triples [x, y, σ]
in the summation which satisfy 1/2 < x 2 + y 2 ≤ 1. 
Proof From (20) using Lemma 3 point 3 inequality 2ab ≤ a 2 + b 2 with x 2 + y 2 ≤ 1 and (x ′ ) 2 + (y ′ ) 2 ≤ 1
where
and thus 
The conclusion follows trivially from u ≤ 10 −7 by assumption 1. 
where |δ A |, |δ B | and |δ C | are less than 3.415u.
Proof From corollary 1 it follows d = √ a 2 + b 2 + c 2 (1 + δ) with |δ| ≤ (2 + √ 2)u and
moreover by Assumption 1 
then if t 4 is defined as from Lemma 3 with a, b, c, d such that |a|, |b|, |c|, |d| less or equal that 1:
fl (ab − cd) = (ab − cd)(1 + ǫ 1 ),
and, thus, 
