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Nunca consideres el estudio como un deber, sino como una
oportunidad para penetrar en el maravilloso mundo del saber.
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Capı´tulo1
Notación
1.1. Vectores, matrices, puntos e intervalos
Las magnitudes escalares se denotarán usando letras regulares (por ejemplo x o X), mientras
que para los vectores x y las matricesX se utilizarán letras resaltadas en negrita. Las componentes
de un vector n-dimensional se denotarán con corchetes en la forma x = [x1, ..., xn]. En ocasiones,
resulta conveniente interpretar x, como un punto del espacio, por lo que, cuando sea necesario,
se enfatizará esta representación con la notación alternativa x = (x1, ..., xn).
Se usa una notación similar para los intervalos en tiempo real. De forma específica, para dos
valores frontera a ≤ b, se denotará [a, b] = {x ∈ R : a ≤ x ≤ b} para un intervalo cerrado,
mientras que
(a, b] = {x ∈ R : a < x ≤ b}, [a, b) = {x ∈ R : a ≤ x < b},
representan intervalos semiabiertos, y finalmente (a, b) = {x ∈ R : a < x < b} denota un
intervalo abierto.
1.2. Variables aleatorias, distribuciones y densidades
Se indicarán las variables aleatorias (v.a.) con letras mayúsculas (X, X), mientras que se
utilizarán letras minúsculas para denotar las correspondientes realizaciones (x, x). Nótese que
cuando las letras están en negrita puede confundirse la notación con la utilizada para matrices
y vectores, y es por eso, que será el propio texto el que indique si es una v.a o no. A menudo,
cuando se muestrea una colección de variables aleatorias, se utilizará la notación de superíndices
x(i), x(i), donde i hace referencia a la muestra i-ésima.
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Se usarán letras minúsculas, por ejemplo q(·), para denotar la función densidad de probabi-
lidad de una variable aleatoria. Así, la densidad de probabilidad de Y se expresará como q(y), y
la densidad de probabilidad de X dado Y = y se escribirá p(x|y). La función de distribución de
una v.a. se indicará como FX(·) y la probabilidad de que se de un evento, por ejemplo X ≤ x,
se denotará como Prob{X ≤ x}. Así que podemos escribir FX(a) = Prob{X ≤ a}.
La función densidad objetivo de la que se desea generar muestras se denota como po(x)
mientras que p(x) es una función proporcional a po(x), y se podrá indicar como p(x) ∝ po(x).
Con pi(x) se denotará la densidad tentativa a partir de la cual se generarán nuevos puntos
candidatos. Es más sencillo generar muestras de la densidad pi(x) que de la función densidad
objetivo po(x), y suele servir de apoyo para muestrear esta segunda.
Se indicará indistintamente una densidad o una distribución uniforme en un intervalo [a, b]
como U([a, b]). De igual forma, la densidad o distribución Gaussiana con media µ y varianza σ2
se denotará como N (µ, σ2). Será el propio texto el que diferencie si se está trabajando con una
densidad o con una distribución. Con el símbolo ∼ se indicará que una v.a. X o una muestra
aleatoria x′ posee la densidad indicada, por ejemplo, X ∼ U([a, b]) ó x′ ∼ N (µ, σ2). La expresión
X
d
= Z denota que dos variables aleatorias X y Z son iguales en distribución, es decir, tienen
la misma función de distribución de probabilidad.
1.3. Conjuntos
Los conjuntos se denotarán mediante letras mayúsculas caligráficas, por ejemplo, R. El so-
porte de la V.A. de interés X se denotará como S ⊆ R (por ejemplo, S es el dominio de la
densidad objetivo po(x)). En algunos casos, sin perdida de la generalidad se puede considerar
D = R por conveniencia.
La función indicadora del conjunto S se escribe como IS(x). Dicha función toma el valor 1 si
x ∈ S y 0 en caso contrario.
IS(x) =

1 if x ∈ S
0 if x /∈ S
. (1.1)
1.4. Notación y funciones más utilizadas
pi(x): densidad tentativa (proposal density) utilizada para generar puntos candidatos.
po(x): densidad objetivo (target density) que se desea muestrear. Es decir, aquella densi-
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dad de la que se desea generar muestras aleatorias.
p(x): función proporcional a la densidad objetivo, es decir, p(x) ∝ po(x).
f(x): función de coste que se quiere optimizar (en concreto, minimizar).
S ⊆ Rm: conjunto de definición de la variable x de interés.
U([a, b]): densidad o distribución uniforme en el intervalo cerrado de límites a y b.
N (µ, σ2): densidad o distribución gaussiana de media µ y varianza σ2.
δ(x− µ): delta de Dirac definida como
δ(x− µ) =

+∞ if x = µ
0 if x 6= µ
. (1.2)
H(xc, r): se trata de un conjunto particular, una hiperesfera (que también llamaremos
vecindario) según la norma generica || · || centrada en xc y de radio r, es decir
H(xc, r) = {x ∈ Rm : ||x− xc|| ≤ r}.
1.5. Abreviaciones
v.a.: Variable Aleatoria.
PRS: Pure Random Search.
PAS: Pure Adaptive Search.
HAS: Hesitant Adaptive Search.
ARS: Acelerated Random Search.
ML: Maximum Likelihood.
TSP: Travelling SalesMan Problem.
SA: Simulated Annealing.
MPSA: Multiple Particle Simulated Annealing.
TA: Threshold Accepting.
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PSO: Particle Swarm Optimization.
ACO: Ant Colony Optimization.
ST: Simulated Tempering.
MH: Metropolis Hastings.
22
Capı´tulo2
Objetivos del proyecto
Este proyecto se propone investigar las potencialidades de los métodos de optimización esto-
cástica, y su estrecha relación con los métodos de muestreo aleatorio (también conocidos como
métodos de Monte Carlo).
Las principales fases del proyecto han sido cuatro:
Una primera fase de estudio bibliográfico profundo y exhaustivo, en la que se buscó y exami-
nó una cantidad considerable de información sobre algoritmos de optimización estocástica,
con el fin de asimilar el mayor conocimiento posible. Una vez hecho esto, se clasificaron
los algoritmos más interesantes en cuanto a facilidad de implementación, flexibilidad y
robustez. Se han buscado métodos potentes que no necesiten de excesiva información del
problema para ser aplicados. Fáciles tanto en implementación como en concepto, y por
último, flexibles o generales, ya que son capaces de resolver un abanico de problemas muy
amplio.
La segunda fase del proyecto se concentró en investigar la relación existente entre los
métodos estocásticos de optimización y los métodos de muestreo de variables aleatorias.
En mucho casos, los métodos de optimización hallan la explicación teórica de su óptimo
funcionamiento en los métodos de muestreo. Fue nuestra misión en esta fase del trabajo
encontrar bases teóricas consistentes, que evidenciaran la relación entre estos dos tipos de
técnicas, y explicarán como se llega a estos resultados satisfactorios analíticamente.
En el transcurso de la tercera fase se ha intentado identificar los pasos claves que unen
todos los algoritmos de optimización estudiados, de modo que se pudieran establecer las
semejanzas entre los mismos, así como los rasgos distintivos. Esta fase tenía como objetivo,
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el poder diseñar nuevos algoritmos; intentando fusionar las características positivas de
distintas filosofías de optimización, con el fin de mejorar las técnicas ya existentes.
En la cuarta y última fase se implementaron algunos de los algoritmos seleccionados como
más interesantes y se comprobó su funcionamiento para un problema real. Esta implemen-
tación sirvió para ver de forma práctica los conceptos estudiados y sacar las conclusiones
pertinentes. Es importante resaltar que aunque las pruebas se realizaron para resolver un
problema especifico (y teórico), el código puede usarse en cualquier tipo de problema dis-
tinto.
El proyecto está estructurado de modo que en el Capítulo 3 se introducirá el problema de
optimización a resolver y se analizarán los diferentes algoritmos de muestreo existentes. Además,
se evidenciarán las importantes relaciones entre optimización y muestreo. En el Capítulo 4 se
explicará el funcionamiento de las cadenas de Markov y se tratará en profundidad el algoritmo
Metropolis-Hastings. Esta técnica de muestreo es la más útil en el sentido de que ha sido el método
que ha llevado a los investigadores a desarrollar mayor cantidad de técnicas de optimización y de
mayor éxito. El Capítulo 5 está dedicado a los métodos estocásticos de optimización, intentando
focalizar la atención en las técnicas, a nuestro juicio, más interesantes. A su vez, dada la jungla
de métodos que se pueden considerar estocásticos, se realizará una clasificación de los mismos
lo más clara y sencilla posible. En el Capítulo 6 se implementarán los algoritmos Simulated
Annealing y Acelerated Random Search para la optimización de una función de coste complicada.
Se realizarán pruebas con todos los parámetros que intervienen en los mismos con el fin de analizar
el comportamiento de estas técnicas. Por último, en el Capítulo 7 se mostrarán las conclusiones
obtenidas en este proyecto y se darán ideas sobre las posibles lineas futuras de investigación.
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Capı´tulo3
Introducción a la optimización y el muestreo
3.1. Problema de optimización
Este proyecto se centrará en resolver problemas de optimización del tipo
xˆ = arg mı´n
x
[f(x)] con x ∈ S ⊆ Rm (3.1)
donde f(x) representa una función objetivo genérica (a la que nos referiremos también como
función de coste, en el resto del trabajo) y S representa el conjunto de valores que puede asumir
la variable x = [x1, ..., xm]. En este trabajo, se estudiará y analizará la utilización de técnicas de
optimización estocástica.
Con xˆ se indica la posición del mínimo global óptimo. Además, es importante notar que en
general puede haber más de un punto donde se logre el valor del mínimo global así que una
escritura más adecuada sería
Xˆ =
{
x ∈ S ⊆ Rm : x = arg mı´n
x
[f(x)]
}
, (3.2)
donde el conjunto Xˆ = {xˆ1, xˆ2, ..., xˆq} puede contener más de un elemento.
Para asegurar la existencia de un mínimo global óptimo xˆ, se necesita asumir algunas condi-
ciones de regularidad. Si el espacio de búsqueda S es no vacío y compacto, entonces el teorema de
Weierstrass del análisis clásico nos garantiza la existencia de una solución global para el problema
expresado en la Ecuación (3.1).
3.1.1. Métodos deterministas
Los métodos más utilizados para la resolución de problemas de optimización son tradicio-
nalmente deterministas, basados sobre todo en técnicas y resultados del análisis numérico. Se
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trata de métodos iterativos, que en ciertas circunstancias, convergen a los puntos estacionarios
(gradiente nulo) de la función f(x).
El principal defecto de este enfoque es la necesidad de conocer información analítica sobre la
función de coste f(x). Por esto, en muchos casos, estas técnicas asumen ciertas condiciones de
regularidad sobre f(x).
Además, la posible aplicación de un método determinista depende mucho de la dimensión m,
la complejidad del espacio de búsqueda S y del número de parámetros en juego.
Pero quizás el mayor inconveniente es la dificultad en garantizar la convergencia al mínimo
global. La casi totalidad de los algoritmos suelen quedar atrapados en mínimos locales depen-
diendo de la complejidad de la función de coste o de las condiciones iniciales. Así que, en muchos
casos, no se puede asegurar que la solución obtenida con algoritmos deterministas sea la correc-
ta, y además, los recursos computacionales necesarios para lograr una solución válida suelen ser
demasiado altos.
3.1.2. Optimización estocástica
Por estas múltiples razones se han estudiado otros tipos de enfoques. Por ejemplo, en 1991,
Dyer y Frieze [Dyer et al., 1991] demostraron que la estimación del volumen de un cuerpo con-
vexo conlleva evaluar una función en un número exponencial de ocasiones. Sin embargo, si se
acepta una solución menos precisa, pero con alta probabilidad de encontrarse cerca de la solución
correcta, entonces un algoritmo estocástico puede proporcionar resultados en tiempo polinómico.
En este proyecto se estudiarán unos algoritmos de optimización que contienen un cierto
grado de aleatoriedad en su pasos. Por eso, se hablará de algoritmos de optimización estocástica.
Además, se analizará y comentará la estrecha relación entre métodos de generación de números
aleatorios y métodos de optimización estocástica (vease, por ejemplo, la sección (3.3)).
Utilizando la clasificación realizada por Geyer en [Geyer, 1996], y que aparece recogida tam-
bién en [Robert y Casella, 1999], es útil distinguir ahora entre dos clases de algoritmos:
1. aproximación estocástica,
2. y exploración estocástica.
Este proyecto se centrará en técnicas que pertenecen a esta última clase.
Las técnicas de aproximación estocástica construyen aproximaciones locales de la función
objetivo f(x) para luego optimizar. Dos ejemplos de métodos de aproximación estocástica son
el algoritmo EM y el algoritmo de Robbins-Monroe [Robert y Casella, 1999].
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Por otro lado, los algoritmos de exploración estocástica intentan buscar el mínimo global en
sub-regiones del espacio completo de búsqueda S, donde con mayor probabilidad se encuentra
la solución. Estas técnicas suelen ser denominadas algoritmos de búsqueda aleatoria (random
search algorithms).
A continuación, se enumerarán las razones de porqué estas técnicas han despertado tanto
interés en la literatura y, además, se indicarán unas importantes limitaciones.
3.1.3. Ventajas de la exploración estocástica
Se trata de algoritmos muy potentes, porque necesitan sólo saber evaluar la función de
coste f(x), en cualquier punto.
Así que pueden tratar problemas con función objetivo f(x) no convexa, no diferenciable y
posiblemente no continua; cuyo dominio puede ser continuo, discreto, o incluso una mezcla
de ambos. Obviamente, esto significa que la variable x puede ser tanto continua como
discreta, o una mezcla de variables continuas y discretas. Además, el espacio de búsqueda
S puede ser arbitrariamente complicado.
Incluso, estas técnicas pueden ser utilizadas en problemas donde la misma función de coste
f(x) y la región S estén afectadas por un cierto grado de aleatoriedad. Por ejemplo, cuando
f(x) y S pueden cambiar con el tiempo, o cuando son conocidos con un cierto grado de
incertidumbre.
La convergencia al mínimo global está garantizada (por lo menos, para los algoritmos
más importantes), aunque se trate de una convergencia en probabilidad. Esto significa
que nuestro algoritmo llegará seguramente al mínimo global, pero en general no se sabe
cuando. Es decir, no se conoce cuanto tiempo necesitará nuestro algoritmo para hallar la
solución óptima.
La principal virtud es la de ser capaces de encontrar soluciones razonablemente buenas
de forma muy rápida. Aunque la solución proporcionada puede que no sea la óptima (de-
pendiendo de la condición de parada del algoritmo), ésta ha sido conseguida con esfuerzo
computacional relativamente bajo y en poco tiempo.
Otra ventaja de los algoritmos de exploración estocástica es la fácil implementación (pro-
gramables en una FPGA, por ejemplo) para diferentes aplicaciones.
El hecho de que estos métodos tan solo necesiten de la evaluación de la función objetivo
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f(x), los convierte en métodos sumamente flexibles que pueden funcionar bien, para
muchos problemas distintos. A efectos prácticos esto se traduce en que estas técnicas puede
ser implementadas/programadas una sola vez y pueden estar ya disponibles para resolver
una amplia gama de problemas de optimización.
3.1.4. Carencias de la exploración estocástica
Un defecto de estas técnicas es que las prestaciones dependen mucho de la elección de los
parámetros que rigen el algoritmo. Estos parámetros se suelen ajustar para la resolución
del problema específico, y no existen actualmente reglas establecidas sobre como elegirlos.
Por ello, la forma más corriente de ajuste consiste en experimentos previos de prueba/error.
Otra importante limitación, ya citada anteriormente, es que, aunque la convergencia está
garantizada (en probabilidad), no se sabe en que iteración el algoritmo convergerá. Por esto,
no es fácil diseñar condiciones adecuadas de finalización del algoritmo. En general, se suelen
fijar un número máximo de iteraciones admitidas, o bien un número máximo de iteraciones
de espera sin que el algoritmo haya mejorado la solución anteriormente proporcionada.
Ciertos métodos, o incluso ciertas clases de estas técnicas de exploración estocástica, no se
basan directamente en un desarrollo teórico robusto, sino más bien se rigen en similitudes
con otros fenómenos físicos y en resultados de simulaciones/experimentaciones.
De todas formas, se puede afirmar con rotundidad, que a pesar de las desventajas comentadas,
los métodos de búsqueda aleatoria son métodos muy populares, capaces de generar soluciones
razonablemente buenas de forma rápida y sencilla, por lo que son frecuentemente utilizados en
la práctica.
3.2. Clasificación
Como hemos evidenciado anteriormente, no siempre se ha desarrollado una teoría profunda
y robusta que certifique el buen funcionamiento de un algoritmo de exploración estocástica. Esto
se debe a que la atención de los científicos se ha concentrado en encontrar algoritmos lo más
rápidos y más precisos posibles, con un método, en general, de prueba y error.
Esto ha generado una jungla de técnicas algunas más lejanas, otras más parecidas, pero, en
muchos casos, difíciles de relacionar entre sí. De hecho, muchísimas clasificaciones y de distinta
naturaleza han sido sugeridas. Es por ello que una primera fase de este proyecto ha sido dedicada
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a un largo trabajo de búsqueda bibliográfica y de comparación de metodología. Parte de este
trabajo, se ve reflejado en el Capítulo 5.
Además, es importante recordar que en la sección previa, ya se hizo una primera distinción
entre técnicas de aproximación estocástica y de exploración estocástica.
A esta última clase (exploración estocástica) se suele asociar comúnmente el término me-
taheurístico. En ocasiones, el término metaheurístico también se utiliza para designar a aquellos
algoritmos que simulan comportamientos físicos reales existentes en la naturaleza, como por
ejemplo la evolución de las especies o la organización de ciertos animales (abejas u hormigas
principalmente).
Entre las muchas observaciones y distinciones encontradas en la literatura sobre estos méto-
dos, nos han parecido particularmente relevantes las dos siguientes:
Schoen [Schoen, 2002] divide los métodos de búsqueda aleatoria en dos fases:
1. búsqueda local,
2. búsqueda global.
La búsqueda local cumple una búsqueda especifica (por ejemplo en la cuenca de atracción
de un solo mínimo) y precisa del mínimo, mientras la segunda fase se refiere a una búsqueda
más amplia pero menos exhaustiva del mínimo (se busca en espacio más amplio, pero con
alta probabilidad de albergar un mínimo).
Esta división permite clasificar las distintas técnicas según el tipo de búsqueda en local o
global.
Zlochin [Zlochin et al., 2004] siguieren distinguir los algoritmos de exploración estocástica
en dos clases:
1. model based methods, e
2. instance based methods.
Los primeros consideran un modelo probabilístico conocido explícitamente y asociado al
problema de optimización, desde donde generar números aleatorios (puntos en la búsque-
da aleatoria). Algoritmos de este tipo son Ant colony optimization y el Cross-entropy
method.
Al contrario, los segundos no asumen ningún modelo específico, y la generación de nuevos
puntos candidatos depende del estado anterior en el cual se encuentra el algoritmo. Ejemplos
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de estos últimos son Simulated annealing o los algoritmos genéticos.
Además, nos parece importante la distinción entre
algoritmos de un solo punto,
algoritmos basados con un conjunto de puntos a la vez, es decir con poblaciones.
Claramente, los segundos garantizan mejores prestaciones pero con coste computacional mayor.
Además, aumenta también el coste de diseño dado que hay que establecer como los distintos
puntos interactúan entre si, garantizando una rápida convergencia.
En este proyecto analizaremos sobre todo aquellos algoritmos de más amplia aplicación, que
pueden ser utilizados con la misma facilidad en problemas discretos como continuos (o mezcla
de los dos). También, se han tratado algunos que sólo pueden trabajar en dominios discretos,
debido a su especial relevancia.
3.3. Relación entre optimización y muestreo
Todos los algoritmos de búsqueda aleatoria utilizan internamente generadores de números
aleatorios. Además, las prestaciones son fuertemente dependientes de la elección de este genera-
dor.
En general, se suelen llamar métodos de muestreo a aquellas técnicas que generan muestras
(números aleatorios) que se distribuyen como una determinada densidad objetivo po(x). No todas
las densidades de probabilidad son fácilmente muestreables, así que existen diferentes enfoques
y técnicas de muestreo.
La optimización y el muestreo son dos problemas íntimamente relacionados. Se puede decir
que el muestreo es un problema más fácil respecto a la optimización; se puede considerar una
primera fase [Liang et al., 2010]. Esta frase es cierta, aunque se puede afirmar también que un
problema de optimización se puede reducir, casi por completo, a un problema de generación de
números aleatorios con una adecuada densidad de probabilidad (por lo menos conceptualmente).
Esta sección está dedicada a explicar y aclarar esta estricta relación.
Dado un dominio S finito y acotado, si se supone que somos capaces de muestrear una variable
uniforme definida en S, un método trivial de exploración estocástica podría ser:
1. Muestrear N puntos x(i), i = 1, ...., N , x(i) ∈ Rm, distribuidos uniformemente en S.
2. La salida del algoritmo será x˜ = arg ma´x qT (x(i)) = arg mı´n f(x(i)), siendo f(x) nuestra
función de coste a minimizar.
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Es decir, se evalúa N veces la función objetivo f(x) en los puntos elegidos uniformemente
en S. Seguramente si N → ∞, se conseguirá exactamente el mínimo global óptimo xˆ , pero el
esfuerzo computacional también tenderá a infinito.
Este algoritmo también se puede escribir de forma iterativa en la forma:
1. Se elige x(0) uniformemente en S, y se inicializa i = 0.
2. Se genera una nueva muestra x′ uniformemente en S.
3. Si f(x(i)) ≤ f(x′)→ x(i+1) = x(i).
4. Si f(x(i)) > f(x′)→ x(i+1) = x′.
5. Actualizar i = i+ 1. Si i 6= N volver al paso 2.
6. En caso contrario el algoritmo termina con salida x˜ = x(N).
Es evidente que se debe esperar un tiempo infinito para asegurarse la convergencia exacta al
mínimo global óptimo.
Sin embargo, es muy interesante notar que a cualquier función de coste f(x) se puede asociar
a una densidad de probabilidad de la forma
qT (x) ∝ H ◦ f(x)/T = H(f(x)/T ), (3.3)
Donde H(ϑ) : R → R es una función positiva decreciente y T es un parámetro de escala.
Claramente se tiene que cumplir ∫
x∈S
H(f(x)/T )dx ≤ +∞. (3.4)
En caso de que H(ϑ) = exp(−ϑ), tenemos qT (x) = exp(−f(x)/T ), que se corresponde con la
distribución de Boltzmann que veremos con detalle en el Capítulo 5.
Se deben realizar 3 observaciones de suma importancia:
Los valores xˆ que minimizan la función objetivo f(x) son los mismos que maximizan la
función qT (x), es decir, sus modas. Por lo tanto se puede escribir que
xˆ = arg mı´n
x
f(x) = arg ma´x
x
qT (x). (3.5)
Muestrear desde una densidad qT (x) significa generar números aleatorios con una frecuencia
de aparición proporcional al área por debajo de qT (x). Es decir, si somos capaz de muestrear
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qT (x), se obtendrá muestras x′ cercanas a las modas de qT (x) con probabilidad alta, o lo
que es lo mismo, cercanas al mínimo global de la función objetivo f(x). De esta forma se
puede proponer un método más refinado que el trivial visto anteriormente:
1. Muestrear N puntos x(i) ∼ qT (x), i = 1, ..., N .
2. La salida del algoritmo será x˜ = arg mı´n f(x(i)).
Seguramente la convergencia será más rápida que la vista en el método trivial, porque se
seleccionan puntos x(i) cerca del mínimo global de f(x). Es decir, se están explorando zonas
del espacio de búsqueda S donde con mayor probabilidad se encuentran los mínimos de la
función de coste f(x); mientras anteriormente, dado que se trabajaba con una distribución
uniforme, no se hacia ninguna diferenciación entre unas regiones del espacio S y otras.
El parámetro de escala T actúa a modo de varianza. La densidad qT (x) al variar dicho
parámetro T mantiene la posición de las modas pero varía la dispersión de qT (x). Cuanto
más pequeño es el valor de T , más estrecha se hará la función qT (x) en torno a su máximo
global (mínimo global para f(x)). De este modo, si se sabe muestrear desde qT (x) cuando
T es pequeño (T → 0), la convergencia del método de optimización sería más rápida. Para
el caso límite de T = 0, la función qT (x) se convierte en una delta de Dirac (o un tren
de deltas) y la convergencia del método de optimización sería prácticamente instantánea.
En este caso, se necesitaría muestrear sólo un punto que coincidiría con el mínimo global
de f(x) (máximo global de qT (x)). En este sentido, se puede afirmar que un problema de
optimización se reduce a un problema de muestreo de una densidad.
A continuación, se presentará, en forma muy sintética, las principales estrategias utiliza-
das para la generación de números aleatorios distribuidos con una densidad de probabilidad no
uniforme genérica.
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3.4. Métodos de muestreo
Los métodos de muestreo proporcionan números aleatorios de acuerdo a una densidad objetivo
po(x) con x ∈ Rm. Estos métodos se diferencian de los métodos de generación de números pseudo-
aleatorios porque asumen a su disposición una fuente aleatoria con densidad conocida. Es decir,
mientras que los métodos de generación de números pseudo-aleatorios son realmente algoritmos
deterministas (típicamente caóticos) que simulan la aleatoriedad de la secuencia generada, los
algoritmos de muestreo elaboran las muestras proporcionadas por otra fuente, logrando nuevas
muestras distribuidas como la densidad objetivo po(x).
Introduciremos las distintas clases de métodos de muestreo existentes, proporcionando algún
ejemplo significativo en cada clase. Los métodos de muestreo se pueden dividir de la siguiente
forma:
1. Métodos basados en la Transformación de una variable aleatoria.
2. Métodos basados en un test de aceptación-rechazo.
3. Métodos que utilizan cadenas de Markov (Markov Chain Monte Carlo, MCMC).
4. Métodos que asignan pesos a las muestras (Importance Sampling).
Es importante evidenciar que esta última categoría no puede realmente considerarse como una
clase de generadores de números aleatorios. De hecho, mientras los tres primeros grupos pue-
den considerarse generadores de números aleatorios, el Importance Sampling, y sus variantes,
aproximan la medida de probabilidad definida por la densidad objetivo po(x), asignando pesos
a las muestras generadas por la fuente aleatoria. Se suele utilizar sobre todo para el cálculo de
momentos, o de forma más general para calcular integrales.
La primera clase está compuesta por los métodos más eficaces dado que todas las muestras
generadas resultan ser independientes entra ellas, y se logran tan solo aplicando una transforma-
ción adecuada. El único inconveniente de este método es que en muy pocas ocasiones puede ser
utilizado, dado que no es fácil encontrar la transformación apropiada.
Los métodos de Aceptación-Rechazo también son universales (en teoría, aplicables a cualquier
densidad) y generan muestras independientes. Sin embargo, no todas las muestras generadas son
aceptadas. Además, en ocasiones la probabilidad de rechazo puede ser muy elevada, haciendo el
método inviable desde el punto de vista computacional. Otro inconveniente es que se necesita el
cálculo analítico de cotas superiores, que no siempre es posible.
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El tercer grupo está compuesto por generadores aleatorios basados en cadenas de Markov.
Estos métodos tienen la gran ventaja que pueden ser aplicados fácilmente en cualquier ocasión.
Como desventaja se tiene el hecho de que las muestras generadas están correlacionadas entre si,
y que se necesita de un periodo transitorio de convergencia de la cadena a la densidad objetivo
po(x) ("burn in period").
3.4.1. Métodos basados en transformación
Para facilitar la comprensión, en esta sección vamos a considerar el caso unidimensional. Se
consideran dos variables aleatorias Y ∼ q(y), Z ∼ h(z) tales que Z = g(Y ) donde g(y) : R→ R
es una función monótona, Y ∈ R y Z ∈ R. Es bien conocido que las dos densidades están
relacionadas entre sí, por la siguiente expresión
h(z) = q(g−1(z))
∣∣∣∣dg−1dz
∣∣∣∣ . (3.6)
Si sabemos generar muestras y′ desde q(y) podemos lograr muestras z′ con densidad h(z), utili-
zando la relación z′ = g(y′).
Recordamos que por simplicidad hemos tratado el caso escalar Y ∈ R y Z ∈ R, pero las
mismas consideraciones pueden ser extendidas al caso multidimensional. El método de inversión
que se tratará a continuación nos proporciona una transformación una variable uniforme con
otra variable aleatoria (v.a.) de interés.
Método de Inversión
Dada una v.a. uniforme U ∼ U([0, 1]), luego otra v.a. X ∼ po(x) y su función de distribución
acumulativa
FX(x) =
∫ x
−∞
po(y)dy, (3.7)
es fácil demostrar que la siguiente relación entre variables aleatorias
U = FX(X), (3.8)
se verifica. Además, si se indica con F−1X la inversa de la función acumulativa FX , podemos
escribir
X = F−1X (U). (3.9)
La ecuación nos sugiere un algoritmo para generar muestras de po(x) [Robert y Casella, 1999].
De hecho, asumiendo que se sabe muestrear una densidad uniforme en [0, 1], los siguientes dos
pasos
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1. generar u′ ∼ U [0, 1],
2. transformar u′ utilizando F−1X , es decir, x
′ = F−1X (u
′),
producen muestras x′ distribuidas como po(x).
Este método genera muestras independientes y con el mínimo esfuerzo computacional posible:
tan sólo una transformación.
El problema es que, en general:
1. es un método valido sólo para variables escalares,
2. no siempre es posible calcular analíticamente la función acumulativa FX(x),
3. y, en muchos casos, aunque es posible conseguir FX , la función acumulativa no puede ser
invertida analíticamente para hallar F−1X .
Así, que en la practica, su aplicación es muy limitada. Por esta razón, otras técnicas han sido
desarrolladas.
3.4.2. Método de aceptación-rechazo
El método de aceptación-rechazo fue sugerido por John Von Neumann a mediados del año
1951 [Von Neumann, 1951]. Se trata de una técnica de muestreo universal, dado que puede ser
utilizada para muestrear cualquier densidad objetivo po(x) ∝ p(x) (x ∈ S ⊂ Rm). Su aplicación
está limitada sólo por la habilidad de encontrar una pareja adecuada pi(x) y M , donde pi(x) es
una densidad fácil de muestrear (densidad tentativa) y M es una constante tal que
M ≥ p(x)
pi(x)
. (3.10)
El algoritmo consiste en generar muestras desde pi(x), y aceptarla con probabilidad
pA =
p(x)
Mpi(x)
, (3.11)
donde se recuerda que p(x) ∝ po(x). Es decir, el algoritmo aplica un test a cada muestra que
puede ser aceptada o rechazada. Claramente, es posible demostrar que las muestras aceptadas
se distribuyen de acuerdo a la densidad objetivo po(x).
Más especificamente, los pasos del algoritmo son los siguientes:
1. Considerar i = 0. Se genera una muestra x′ ∼ pi(x) y u′ ∼ U([0, 1]).
2. Si u′ ≤ p(x′)Mpi(x′) → x(i) = x′. Actualizar i = i+ 1.
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3. Si u′ > p(x
′)
Mpi(x′) , descartar x
′.
4. Si i < N volver al paso 1. En caso contrario, se finaliza el algoritmo.
Es importante notar que el método de aceptación-rechazo realmente produce puntos aleatorios
distribuidos uniformemente en el área por debajo de la función p(x) ∝ po(x).
Para facilitar la comprensión, vamos a considerar el caso escalar x ∈ R. Como se muestra en
la Figura 3.1, el algoritmo genera la pareja (x′, v′) donde x′ ∼ pi(x) y v′ es una muestra uniforme
en el intervalo [0,Mpi(x′)], es decir, v′ ∼ U([0,Mpi(x′)]). La Figura 3.1 muestra como lo puntos
(x′, v′) pertenecientes al área por debajo de p(x) ∝ po(x) son aceptados (puntos en verde).
Figura 3.1. Funcionamento del método de aceptación-rechazo. Dado una pa-
reja (x′, v′) con x′ ∼ pi(x) y v′ ∼ U([0,Mpi(x′)]), el punto (x′, v′) es aceptado
si cae dentro del área en azul por debajo de la función objetivo p(x) ∝ po(x).
En este caso, la muestra x′ es aceptada. Los puntos aceptados están repre-
sentados con el color verde mientras que los rechazados en color negro.
Si la condición M ≥ p(x)pi(x) en la Ecuación (3.10) no está garantizada ∀x ∈ S, las muestras
generadas por el algoritmo de aceptación-rechazo se distribuyen de acuerdo a la densidad
q(x) ∝ mı´n [p(x),Mpi(x)].
De hecho, es fácil ver que las muestras generadas x′ ∼ pi(x) en las regiones dondeMpi(x′) < p(x′)
serán aceptadas con probabilidad uno, y claramente se distribuirán como la densidad tentativa
pi(x). Al contrario, si para las muestras generadas x′ ∼ pi(x) se cumple que Mpi(x′) ≤ p(x′)
en la Ecuación (3.10), entonces el algoritmo de aceptación-rechazo funcionará correctamente
aceptando solo las muestras que se distribuyen de acuerdo a po(x) ∝ p(x).
Hallar una buena cota superior M es fundamental para limitar la tasa de rechazo. La cota
óptima es obviamente
M∗ = sup p(x)/pi(x),
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que es el valor mínimo que garantiza la desigualdad (3.10).
Pero, aunque sea posible hallar M∗, las prestaciones del algoritmo pueden no ser buenas, es
decir, la probabilidad pA en (3.11) puede ser lejana de 1. Esto, que constituye una limitación
estructural del método de aceptación-rechazo, ocurre porque, en general, la forma de la densidad
tentativa pi(x) difiere de la forma densidad objetivo po(x) ∝ p(x). Así que para mejorar la tasa
de aceptación es necesario utilizar una densidad pi(x) lo más parecida posible a p(x).
Se puede afirmar de este modo que la eficiencia del algoritmo depende de la elección de la
pareja M y pi(x).
Como hemos dicho el algoritmo de aceptación-rechazo es un método universal que produce
muestras independientes, pero el precio a pagar por esto, es que muchas muestras generadas por
la densidad tentativa serán descartadas. Para generar N muestras desde po(x) vamos a necesitar
N + R muestras desde pi(x) (R es el numero de muestras rechazadas), así que en general el
algoritmo puede resultar muy lento. Otro defecto es la necesidad de hallar analíticamente una
cota superior M lo más fina posible.
3.4.3. Métodos MCMC
Los métodos Markov Chain Monte Carlo (MCMC) se basan en la utilización de una cadena
de Markov. Las cadenas de Markov, bajo ciertas condiciones, suelen converger a una densidad
estacionaria, invariante con el tiempo, que nosotros denotaremos pe(x).
Así que la idea de fondo de los métodos MCMC es diseñar una cadena de Markov cuya
densidad estacionaria pe(x) coincida con la densidad objetivo po(x). En esta caso, la función
tentativa pi(xt|xt−1) será una probabilidad condicional dependiente del instante anterior y la
muestra generada en el paso t− 1.
La principal ventaja de los métodos MCMC es que pueden ser aplicados a la casi totalidad
de densidades que se encuentran en la práctica con extrema facilidad. Esta característica los
hace particularmente interesantes desde el punto de vista de la optimización. De hecho, muchos
algoritmos de búsqueda aleatoria son variantes de métodos MCMC.
Por otro lado, los principales inconvenientes son los siguientes:
1. Las muestras producidas son correlacionadas, dado que provienen de una cadena de Markov.
Esto a parte de producir una perdida en términos de información, en ciertos casos, llega a
limitar la aplicación de métodos MCMC. Por ejemplo, si la densidad objetivo tiene mucha
masa de probabilidad concentrada en una moda, es posible que la cadena se quede atrapada
en la misma, ralentizando mucho la convergencia a la densidad estacionaria.
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2. Existe un transitorio, es decir, un periodo de convergencia a la densidad estacionaria (que
coincide la densidad objetivo po(x)), denominado burn in period. Por tanto, suponiendo
periodo de convergencia de M muestras, para generar N muestras válidas de la densidad
objetivo po(x), se necesitará generar N +M muestras.
El Capítulo 4 se dedica a esta metodología. Se concentrará sobre todo en el estudio del
algoritmo MCMC más conocido y utilizado: el algoritmo Metropolis-Hasting.
3.4.4. Importance Sampling
Dada una fuente aleatoria con densidad pi(x) (x ∈ S ⊂ Rm), hasta ahora se ha visto como
modificar las muestras producidas por pi(x) a través
ó de una adecuada transformación,
ó de un test apropiado,
ó de la creación de una cadena de Markov,
logrando otras muestras distribuidas de acuerdo a po(x).
Otro enfoque, conocido como importance sampling, consiste en asociar pesos a las muestras
producidas por la densidad tentativa pi(x). El peso de una muestra representa la importancia
de la misma. Es decir, pesos más altos serán asociados a muestras de mayor valor, en términos
de muestreo.
Esto significa que, importance sampling no es un generador de números aleatorios. Real-
mente es un método que aproxima la medida de probabilidad definida por la densidad objetivo
po(x). Es decir, importance sampling proporciona una densidad con soporte aleatorio (discreto)
h(x) que aproxima po(x).
El método de importance sampling está compuesto por los siguientes pasos:
1. Generar N muestras x(i), i = 1, ..., N , desde la densidad tentativa pi(x).
2. A cada muestra x(i), i = 1, ..., N , se asocia un peso
ωi =
po(x(i))
pi(x(i))
. (3.12)
3. Finamente se normalizan los pesos
ω¯i =
ωi∑N
i=1 ωi
, (3.13)
de manera que
∑N
i=1 ω¯i = 1.
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La densidad h(x) está compuesta por un tren de deltas, es decir,
hN (x) =
N∑
i=1
ω¯iδ(x− x(i)), (3.14)
donde con δ(x − x(i)) se indica la función delta de Dirac (δ(x − x(i)) = +∞ si x = x(i) ó
δ(x− x(i)) = 0 si x 6= x(i)).
Claramente, hN (x) está definida para todo Rm así que su dominio es en efecto continuo.
Pero, dado que toma valores no nulos solo en un conjunto discreto de puntos x(i), se suele hablar
de soporte discreto. También hay que evidenciar que este soporte es aleatorio, formado por las
partículas (muestras) x(i) generadas por la densidad tentativa pi(x).
Es necesario notar que, dado que se utilizan deltas como funciones base, no es del todo correcto
afirmar que hN (x) → po(x) cuando N → +∞. Esta convergencia no puede ser garantizada en
este caso. Sin embargo, se puede utilizar hN (x) para aproximar momentos de po(x), o más en
general, para el cálculo de integrales que suponen la utilización de po(x). Por ejemplo, dada una
variable aleatoria X = [X1, ..., Xm] ∈ Rm con densidad po(x), se considera en el cálculo de la
esperanza E[g(X)] (se trata de una integral múltiple sobre S ⊂ Rm),
E[g(X)] =
∫
S
g(x)po(x)dx. (3.15)
que esta esperanza puede aproximarse como
E[g(X)] ≈
N∑
i
ω¯ig(x
(i)), (3.16)
donde x(i) ∼ pi(x), i = 1, ..., N , y los pesos ω¯i están hallados como en las ecuaciones (3.12 ) y
(3.13).
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La Figura 3.2 muestra el funcionamiento del algoritmo Importance Sampling.
Figura 3.2. Funcionamiento de importance sampling. Se observa como cada
muestra x(i) tomada tiene asignado un peso en función de la Ecuación vista
en 3.13.
Es importante evidenciar que el peso asociado a la muestra x(i) es proporcional al valor
po(x(i)) e inversamente inversamente proporcional a pi(x(i)). Es decir, claramente una muestra x′
suele tener una mayor importancia si la probabilidad po(x(i)) es alta, y también si la probabili-
dad que la densidad tentativa pi(x(i)) es baja (las muestras proporcionadas poco frecuentemente
tienen mayor importancia porque conllevan mayor información).
3.4.5. Resampling
El resampling (remuestreo) es una tecnica (necesaria) utilizada sobre todo el en muestreo
secuencial de variables aleatorias con importance sampling. Aquí nos interesa introducirlo para
su conexión con los metodos de exploración estocásticas que utilizan varios puntos (varias par-
tículas). Hay diferentes tipos de remuestreo. Nosotros nos concentraremos solo en el remuestreo
multinomial.
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Multinomial Resampling
Sustancialmente, se trata de muestrear (suele ser N veces) la variable aleatoria discreta W
con masa de probabilidad los pesos
Prob{W = i} = ω¯i,
o también se puede ver también como muestrear (N veces) una variable continua X con densidad
un tren de deltas,
hN (x) =
N∑
i=1
ω¯iδ(x− x(i)).
Claramente, las partículas con menor peso ω¯i tiene poca probabilidad de sobrevivir al resam-
pling, mientras las partículas con mayor peso ω¯i serán replicadas/duplicadas con alta probabi-
lidad después de un paso de resampling.
Como ejemplo consideremos N = 3 partículas, x(1) = 0,2, x(2) = −2 y x(3) = 7,6 con pesos
ω¯1 = 0,3, ω¯1 = 0,5, ω¯1 = 0,2. Si muestreamos 3 veces la variable W logramos, por ejemplo, la
secuencia
2, 2, 1...
es decir, las partículas después del resampling serán las siguientes
x(1)r ≡ x(2) = −2, x(2)r ≡ x(2) = −2, x(3)r ≡ x(1) = 0,2.
La partícula x(3) = 7,6 ha desaparecido mientras x(2) aparece 2 veces.
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Capı´tulo4
Algoritmo Metropolis-Hastings (MH)
4.1. Historia de las técnicas de Monte Carlo y algoritmos MCMC
Muchos investigadores consideran el algoritmo Metropolis-Hastings como uno de los 10 algo-
ritmos más influyentes en el desarrollo de la ciencia del siglo XX [Beichl y Sullivan, 2000]. Este
algoritmo forma parte de una amplia clase de algoritmos conocidos como Markov Chain Monte
Carlo (MCMC). Esta clase de técnicas son métodos de Monte Carlo que utilizan cadenas de
Markov, que como se sabe, han jugado y juegan un papel muy relevante en estadística, física e
ingeniería durante los tres últimas décadas. Existen problemas en dimensiones muy altas, como
por ejemplo, el cálculo del volumen de un cuerpo convexo, para los cuales la resolución mediante
métodos MCMC es una de las mejores opciones para obtener una solución en un tiempo razo-
nable (polinómico en función de la dimensión d). Los métodos MCMC nos permiten muestrear
cualquier tipo de densidad por compleja que ésta sea, sin mas que saber evaluar la densidad obje-
tivo po(x) en un determinado punto. Por otro lado, se tiene el inconveniente de que las muestras
generadas no son totalmente independientes entre ellas, sino que están correlacionadas.
Los métodos de Monte Carlo tuvieron su origen durante la II Guerra Mundial, a principios
de los años 50 [Robert y Casella, 2008]. A pesar de que los métodos de Monte Carlo se utilizaban
a menudo, no fue hasta 1970 con Hastings cuando se empezaron a usar de forma corriente en
la práctica. El primer algoritmo MCMC más conocido es sin duda el algoritmo Metropolis,
publicado por Metropolis en 1953. El descubrimiento de este algoritmo fue fruto del trabajo del
mismo grupo de científicos que habían definido los métodos de Monte Carlo. La mayoría de ellos
eran físicos que trabajaban en la bomba atómica.1
1La construcción de la bomba atómica no conllevo el uso de técnicas de simulación. Estas técnicas por el
contrario si fueron utilizadas abundantemente para desarrollar la bomba de hidrogeno.
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La historia cuenta que Stan Ulam, en 1946, se encontraba recuperándose de una larga en-
fermedad, cuando decidió explorar las posibilidades que ofrecía el juego del solitario (52 cartas),
en cuanto a probabilidad de aparición de unas cartas u otras. Después de abordar el tema de
las combinaciones de cartas de forma exhaustiva, decidió adoptar una postura más práctica, rea-
lizando simultáneamente varios solitarios, y anotando el número de solitarios que finalizaban
satisfactoriamente. Esta simple idea de seleccionar muestras estadística para resolver un proble-
ma combinacional duro, representa el punto de partida de los métodos de simulación de Monte
Carlo actuales.
Stan Ulam pronto se dio cuenta de la potencia que podría llegar a tener este método usando
ordenadores. Se podrían usar este tipo de métodos para resolver preguntas procedentes de la
física, como por ejemplo, el problema de la difusión de los neutrones, o el cálculo de las confi-
guraciones de menor energía para diversos compuestos químicos. Stan se puso en contacto con
John Von Neumann (que también se dio cuenta rápidamente del potencial de la idea), y durante
los años siguientes desarrollaron muchos métodos de Monte Carlo. A principios de los años 50,
Enrico Fermi utilizó los algoritmos de Monte Carlo en el cálculo de la difusión de los neutrones,
y más tarde diseño el FERMIAC, que era un dispositivo electrónico para realizar los cálculos
rápidamente [Anderson, 1986].
Durante mucho tiempo, matemáticos y físicos acudieron a Stan Ulam con diferentes problemas
en busca de solución (Fermi, Von Neumann, Ulam, Teller, Richtmyer, Bethe, Feynman, Gamow).
En 1949, Nick Metropolis junto con Stan Ulam publicaron el primer documento accesible a todos
sobre simulación, donde se usaban los métodos de Monte Carlo [Metropolis y Ulam, 1949].
A partir del año 1953, aparecieron muchos documentos sobre simulación por Monte Carlo.
Desde el punto de vista de la inferencia estadística, la contribución más significativa fue la
generalización del algoritmo Metropolis realizada por Hastings en 1970. Hastings y su estudiante
Peskun demostraron que el algoritmo Metropolis, y de forma más general el algoritmo Metropolis-
Hastings (MH), son instancias particulares de una gran familia de algoritmos (MCMC). En los
años 80, dos documentos importantes sobre MCMC aparecieron en el campo de la computación
y la inteligencia artificial [Geman y Geman, 1984] y [Pearl, 1984].
Este capítulo se centrará en describir en el algoritmo MH. Para ello, se introducirán primero
las ideas básicas sobre cadenas de Markov. Además, es importante subrayar que aunque todas las
técnicas que se tratarán a continuación puede ser utilizadas en un espacio de dimensión genérica
Rm, se ha preferido considerar el caso escalar x ∈ R para simplificar la notación y las gráficas.
Esto sin perdida de generalidad, porque la extensión al caso multidimensional es inmediata.
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4.2. Cadenas de Markov
Una cadena de Markov {Xt}+∞t=0 , t ∈ N, es un proceso estocástico discreto {X0, X1, ...}, con
la propiedad de que la densidad de la variable aleatoria Xt ∈ R, dados todos los valores previos
{X1, X2, ..., Xt−1}, depende solamente de la variable aleatoria Xt−1 en el paso anterior. Así que
se puede escribir
Prob[Xt ∈ A|X0, X1, ..., Xt−1] = Prob[Xt ∈ A|Xt−1] (4.1)
para cualquier conjunto A ⊆ R, y donde Prob(·|·) denota una probabilidad condicional.
En esta sección, se introducirán brevemente los conceptos básicos sobre cadenas de Markov
necesarios para la comprensión de los algoritmos MCMC (y más en concreto del algoritmo MH).
Para ello, primero se tratará el caso de las cadenas de Markov con un número finito de estados
(cadenas discretas), y a continuación, se estudiará el caso de número infinito de estados con
valores continuos (cadenas continuas). En ambos casos, la transición temporal la consideraremos
discreta t ∈ N. Esto es, los tiempos evaluados serán el tiempo t = 1, 2, 3..., y no de forma
continua.
4.2.1. Cadenas discretas
Dada una variable aleatoria Xt que puede tomar valores en un conjunto de estados finito,
por ejemplo S = {1, 2, ...,m}, se llama cadena de Markov al proceso estocástico Xt tal que
p(xt|xt−1, ..., x1) = p(xt|xt−1), (4.2)
es decir el valor que puede tomar Xt depende solo de la variable aleatoria Xt−1 al paso t − 1.
Dado que la cadena de Markov está perfectamente identificada por la probabilidad condicional
p(xt|xt−1), a continuación se definirá el kernel de una cadena de Markov como
K(xt|xt−1) , p(xt|xt−1).
Claramente se verifica que
∑m
i=1K(xt = i|xt−1) = 1 para cualquier t. Una cadena se define
homogenea si la K(xt|xt−1) permanece invariante para todo t.
En el caso que el numero de estado es finito, el kernel K(xt|xt−1) realmente define una
matriz de de transición. Como ejemplo, se considera una cadena de Markov con tres estados con
un gráfico asociado mostrado en Figura 4.1. Se considera la siguiente matriz de transición
K =

0 1 0
0 0,1 0,9
0,6 0,4 0
 . (4.3)
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Cada valor indica una probabilidad de transición. Por ejemplo dada la posición (i, j), el valor
correspondiente es la probabailidad de pasar de estado i al estado j (i → j). Notese que todas
las lineas suman 1.
Esta matriz puede visualizarse a través del grafo mostrado en Figura 4.1, donde cada rama
representa las posibles transiciones que puede ocurrir dado que la variable aleatoria Xt−1 = i
con i = 1, ....,m.
Figura 4.1. Cadenas de Markov. Ejemplo sobre el uso de cadenas de Markov
usando un el grafo de transiciones.
Si por ejemplo, el vector de probabilidades para el estado inicial es p0 = [0.5, 0.2, 0.3], se
puede escribir el vector de probabilidades en t = 1 como
p1 = p0K obteniendo p1 = [0.2,0.6,0.2]. (4.4)
Siguiendo el mismo mecanismo para un instante de tiempo genérico t se obtiene
pt = pt−1K = (pt−2K)K = ... = p0Kt. (4.5)
Cuando t→∞, se obtiene que en ciertos casos, pt → pe. Es decir,
l´ım
t→∞pt = pe. (4.6)
Este vector pe, denominado distribución invariante o estacionaria juega un papel fundamental
en los algoritmos MCMC. Para cualquier punto (estado) de comienzo, la cadena convergerá a la
distribución invariante pe, siempre y cuando la matriz de transición K sea ergódica
Es decir, que cumpla las siguientes propiedades:
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1. Irreductibilidad. Para cualquier estado de la cadena de Markov, existe una probabilidad
positiva de visitar todos los demás estados. Esto se traduce en que la matriz de transición
K no puede ser separada en matrices más pequeñas, que es lo mismo que afirmar que el
grafo de transiciónes es conexo.
2. Aperiodicidad. La cadena no debe quedar atrapada en ciclos.
Además si consideramos el problema de autovalores y autovectores
x = λxK, (4.7)
Es notorio que existen N (dimensión de la matriz K) valores en el campo complejo λi ∈ C,
i = 1, ..., N , que verifican la Ecuación (4.7). Desde el punto de vista espectral se puede notar que
pe es un autovector de la matriz K asociado al autovalor unitario (λj = 1 con j ∈ {1, ..., N}). De
hecho, el teorema de Perron-Frobenius [Brualdi, 1991] de álgebra lineal básica dice que el resto
de autovalores tienen un valor absoluto menor que uno. El segundo autovalor con mayor valor
absoluto determinará la velocidad de convergencia de la cadena. Específicamente, a menor valor
absoluto de este segundo autovalor, mayor será la velocidad de convergencia.
4.2.2. Cadenas a valores continuos
Las variables aleatorias {Xt, t = 0, 1...,+∞} que componen la cadena de Markov pueden
tomar valores continuos (es decir, Xt ∈ R). Al igual que en el caso discreto, se deben cumplir
las condiciones de irreductibilidad y aperiodicidad para que la cadena converja a una densidad
invariante pe(x). En este caso, la densidad invariante se define como
pe(xt) =
∫
S
K(xt|xt−1)pe(xt−1)dxt−1 (4.8)
donde K(xt|xt−1) es el kernel de la cadena y representa siempre la densidad condicional de xt
dado xt−1.
Una condición necesaria pero no suficiente para asegurar que una determinada pe(x) es la
función de distribución invariante, se denomina condición de reversibilidad o de balance y se
expresa como
K(xt|xt−1)pe(xt−1) = K(xt−1|xt)pe(xt). (4.9)
De hecho si integramos ambos lados por xt−1∫
S
K(xt|xt−1)pe(xt−1)dxt−1 =
∫
S
K(xt−1|xt)pe(xt)dxt−1, (4.10)
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podemos sacar pe(xt) a segundo miembro porque no depende de xt−1∫
S
K(xt|xt−1)pe(xt−1)dxt−1 = pe(xt)
∫
S
K(xt−1|xt)dxt−1, (4.11)
y dado que
∫
S K(xt−1|xt)dxt−1 = 1 llegamos∫
S
K(xt|xt−1)pe(xt−1)dxt−1 = pe(xt). (4.12)
Las Ecuaciones (4.8) y (4.12) son identicas.
4.3. Algoritmos MCMC
Se considere ahora una densidad objetivo po(x) que no se puede muestrear directamente con
otros métodos (como el método de inversión descrito en el Capitulo 3).
Los métodos MCMC son métodos de generación de números aleatorios que producen una
cadena de Markov con densidad invariante pe(x) igual a la densidad objetivo po(x). En otras
palabras, MCMC genera una secuencia de muestras {xt}Nt=0, correlacionadas entre ellas, cuya
distribución converje a la densidad deseada po(x).
Los métodos MCMC tienen una estructura común que podría resumirse en dos pasos:
1. Generación: se propone un punto candidato x′ como posible nuevo paso xt. En general,
este paso depende de la muestra generada en el instante anterior xt−1.
2. Decisión: se acepta el punto candidato x′ con una determinada probabilidad. Dicha pro-
babilidad de aceptación A(xt−1, x′) puede ser siempre uno, como en los algoritmos Gibbs
Sampling y Slice sampling, o distinta de uno. Si el punto es aceptado xt = x′ sino, con
probabilidad 1−A(xt−1, x′), se considera xt = xt−1.
Un esquema de lo expuesto se muestra en la Figura 4.2.
El resto de este capitulo se tratará el método MCMC sin duda más relevante: el algoritmo
Metropolis-Hastings.
4.4. El algoritmo Metropolis-Hastings
El algoritmo Metropolis-Hastings (MH) es el algoritmo MCMC más popular [Hastings, 1970]
y [Metropolis et al., 1953]. Una razón es que otros algoritmos MCMC pueden ser interpretados
como casos especiales de esta técnica.
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Figura 4.2. Esquema de un algoritmo MCMC. Dada una muestra xt−1, se
propone un punto candidato x′ ∼ pi(xt|xt−1). A continuación, el movimiento
xt−1 → xt = x′ se acepta con una probabilidad dada A(xt−1, x′). En caso
contrario se considera xt = xt−1.
Se asume que se sabe muestrear fácilmente la densidad tentativa pi(xt|xt−1) (que en este
caso es una densidad condicional dependiente del estado anterior), que va a proporcionar los
puntos candidatos y se recuerda que la probabilidad de aceptación de un punto candidato vendrá
indicada como A(xt−1, x′).
El algoritmo Metropolis-Hastings está formado por los siguientes pasos:
1. A partir de la densidad tentativa pi(xt|xt−1), se genera un candidato x′ ∼ pi(xt|xt−1) de
acuerdo a dicha densidad.
2. Se calcula
A(xt−1, x′) = mı´n
[
1,
pi(xt−1|x′)p(x′)
pi(x′|xt−1)p(xt−1)
]
, (4.13)
donde p(x) ∝ po(x) (recordamos que po(x) es nuestra densidad objetivo).
3. Se genera una muestra uniformemente en el intervalo [0, 1], es decir u′ ∼ U([0, 1]).
4. El estado siguiente se define como
xt =
 x′ si u′ ≤ A(xt−1, x′)xt−1 si u′ > A(xt−1, x′) . (4.14)
La estructura en pseudo-código para generar N muestras de la cadena se encuentra en el Cuadro
4.1.
Es importante añadir que el algoritmo necesita de un periodo transitorio o "burn in period"
para converger. Es decir, se necesitan de una serie de pasos temporales para obtener muestras
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Algoritmo Metropolis-Hastings
1: Se elige de forma aleatoria el punto de comienzo x0, y se inicializa i = 1.
Sea N el número total de muestras deseadas y p(x) ∝ po(x).
2: Se muestrea u′ ∼ U [0, 1] y se genera un punto candidato x′ ∼ pi(xt|xt−1).
3: Se calcula A(xt−1, x′) = mı´n
[
1, pi(xt−1|x
′)p(x′)
pi(x′|xt−1)p(xt−1)
]
.
4: Si u′ ≤ A(xt−1, x′), se considera xt = x′ y x(i) = xt, i = i+ 1.
5: Si u′ > A(xt−1, x′), se considera xt = xt−1 y x(i) = xt, i = i+ 1.
6: Si i = N , finalizar. En caso contrario volver al paso 2.
Cuadro 4.1
válidas (cuya densidad coincida con la densidad estacionaria pe(x)), por lo cual habrá que descar-
tar varias muestras al comienzo del algoritmo. Suponiendo un "burn-in period" de M muestras,
para conseguir N muestras realmente válidas se deberán generar N + M muestras y desechar
las M primeras. No es una tarea fácil decidir cuanta muestras hay que descartar, para ello hay
muchos estudios en la literatura ([Liu, 2004] y [Fan et al., 2009]).
En la Figura 4.3 se observa el funcionamiento del algoritmo Metropolis-Hastings en diferentes
instantes de tiempo. En cada paso hay dos posibilidades: quedarse en el mismo estado o aceptar
el nuevo movimiento.
Claramente el algoritmo MH produce una cadena de Markov. La probabilidad de transición
que define esta cadena, es decir su kernel, es
K(xt|xt−1) = pi(xt|xt−1)A(xt−1, xt) + δ(xt − xt−1)(1− r(xt−1)). (4.15)
El primer termino a la derecha del signo igual pi(xt|xt−1)A(xt−1, xt), se refiere a la probabilidad
de seleccionar xt = x′ ∼ pi(xt|xt−1) y aceptar el movimiento propuesto (de xt−1 a xt) con
probabilidad A(xt−1, xt).
El segundo termino δ(xt−xt−1)r(xt−1), se refiere a la probabilidad de descartar el movimiento
seleccionado y quedarse en el estado xt−1, es decir, que xt = xt−1. La función δ(xt − xt−1)
representa una delta de Dirac en xt−1 (es 1 si xt = xt−1 y 0 si xt 6= xt−1) y (1 − r(xt−1)) es
la probabilidad de rechazo de un candidato genérico x′ (indicamos con r(xt−1) la probabilidad
de aceptación de un candidato genérico x′), seleccionado cuando el estado anterior es xt−1. Es
decir, dado x′ ∼ pi(x′|xt−1), la probabilidad de aceptar esta muestra candidata será A(xt−1, x′),
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Figura 4.3. Funcionamiento del algoritmo MH. Hay que notar que en ca-
da instante se muestrea de una densidad tentativa pi(xt|xt−1) diferente que
depende del estado anterior xt−1. Luego se decide si se acepta o rechaza la
muestra x′ con una probabilidad A(xt−1, x′). Si el movimiento a x′ es descar-
tado la cadena se queda en el mismo estado xt = xt−1.
y r(xt−1) será definido como
r(xt−1) =
∫
S
pi(x′|xt−1)A(xt−1, x′)dx′. (4.16)
Dicho de otra forma, r(xt−1) es el valor medio de la probabilidad de aceptación cuando la cadena
se encuentra en el estado xt−1. Un ejemplo sobre lo expuesto puede verse en la Figura 4.4.
Se puede demostrar que las muestras generadas por MH convergen (después del transitorio)
a las que se generarían con la densidad objetivo po(x). De hecho, el kernel del MH visto en la
Ecuación de reversibilidad (4.9), se reescribe por comodidad abajo
K(xt|xt−1)po(xt−1) = K(xt−1|xt)po(xt).
Y se puede notar que
δ(xt − xt−1)(1− r(xt−1)) = δ(xt−1 − xt)(1− r(xt)), (4.17)
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Figura 4.4. Transición entre estados. Dado xt−1, la probabilidad de aceptar
un punto candidato viene dada por r(xt−1), mientras que la probabilidad
media de mantenerse en el mismo estado es la complementaria 1− r(xt−1).
dado que las dos deltas de Dirac son no nulas solo si xt−1 = xt. Así, considerando las Ecuaciones
(4.15) y (4.17) sólo tiene que verificarse la ecuación de balance parcial
pi(xt|xt−1)A(xt−1, xt)po(xt−1) = pi(xt−1|xt)A(xt, xt−1)po(xt), (4.18)
donde se considera sólo el primer termino del kernel K(xt|xt−1) del MH. En este caso (si se
cumple la Ecuación (4.18)), el kernel K(xt|xt−1) es irreducible y aperiódico, así que po(x) es la
unica densidad invariante para K(xt|xt−1). Para ello, se debe demostrar el siguiente resultado.
Teorema: La ecuación de balance parcial
pi(xt|xt−1)A(xt−1, xt)po(xt−1) = pi(xt−1|xt)A(xt, xt−1)po(xt),
es verificada cuando la función A(xt−1, xt) es la del algoritmo MH.
Demostración: A continuación, vamos a considerar p(x) = po(x) por mayor claridad. Se re-
cuerda que las expresiones de A(xt−1, xt) y A(xt, xt−1) se definen como
A(xt−1, xt) = mı´n
[
1, pi(xt−1|xt)po(xt)pi(xt|xt−1)po(xt−1)
]
,
A(xt, xt−1) = mı´n
[
1, pi(xt|xt−1)po(xt−1)pi(xt−1|xt)po(xt)
]
.
Para realizar la demostración completa es necesario distinguir ente los siguientes casos:
1. cuando pi(xt−1|xt)po(xt) < pi(xt|xt−1)po(xt−1),
2. y cuando pi(xt−1|xt)po(xt) ≥ pi(xt|xt−1)po(xt−1).
En el primer caso (pi(xt−1|xt)po(xt) < pi(xt|xt−1)po(xt−1)) las funciones de aceptación quedan
como
A(xt−1, xt) = mı´n
[
1, pi(xt−1|xt)po(xt)pi(xt|xt−1)po(xt−1)
]
= pi(xt−1|xt)po(xt)pi(xt|xt−1)po(xt−1) ,
A(xt, xt−1) = mı´n
[
1, pi(xt|xt−1)po(xt−1)pi(xt−1|xt)po(xt)
]
= 1.
4.5. OTRAS FUNCIONES DE ACEPTACIÓN 53
Si se sustituyen estas funciones de aceptación en la Ecuación (4.18), se obtiene
pi(xt|xt−1) pi(xt−1|xt)po(xt)
pi(xt|xt−1)po(xt−1)
po(xt−1) = pi(xt−1|xt) · 1 · po(xt), (4.19)
y con cálculos triviales se llega a
pi(xt−1|xt)po(xt) = pi(xt−1|xt)po(xt). (4.20)
Esto significa que el kernel del algoritmo MH cumple la ecuación de balance cuando se verifica
que pi(xt−1|xt)po(xt) < pi(xt|xt−1)po(xt−1). Resta comprobar el caso en el que se verifica que
pi(xt−1|xt)po(xt) ≥ pi(xt|xt−1)po(xt−1). En este segundo caso, las funciones de aceptación quedan
como
A(xt−1, xt) = mı´n
[
1, pi(xt−1|xt)po(xt)pi(xt|xt−1)po(xt−1)
]
= 1 (4.21)
A(xt, xt−1) = mı´n
[
1, pi(xt|xt−1)po(xt−1)pi(xt−1|xt)po(xt)
]
= pi(xt|xt−1)po(xt−1)pi(xt−1|xt)po(xt) (4.22)
Se sustituyen estas funciones de aceptación en la Ecuación (4.18) obteniéndose
pi(xt|xt−1) · 1 · po(xt−1) = pi(xt−1|xt)pi(xt|xt−1)po(xt−1)pi(xt−1|xt)po(xt) po(xt), (4.23)
pi(xt|xt−1)po(xt−1) = pi(xt|xt−1)1po(xt−1). (4.24)
Es decir, también en este segundo caso (cuando pi(xt−1|xt)po(xt) ≥ pi(xt|xt−1)po(xt−1)), se cum-
ple la ecuación de balance. 
Dado que la densidad po(x) satisface la ecuación de balance respecto al kernel K(xt|xt−1)
definido en la Ecuación (4.15), se puede afirmar que la densidad po(x) es estacionaria. Es decir,
pe(x) = po(x), estando las muestras xt generadas con el algoritmo MH (después de un periodo
transitorio o "burn in period") distribuidas de acuerdo a la densidad objetivo po(x).
Llegados a este punto, es importante resaltar que algunos autores utilizan probabilidades de
aceptación distintas a la que se utiliza en el MH.
4.5. Otras funciones de aceptación
La función de aceptación dada por el algoritmo Metropolis-Hastings no es la única posible. De
hecho, diversos autores han diseñado funciones de aceptación A(x, y) = {(x, y) ∈ S ×S → [0, 1]}
que cumplen la condición de balance de la Ecuación (4.9). A continuación, vamos a considerar
p(x) = po(x) sin perdida de generalidad.
Se recuerda que la probabilidad de aceptación de Metropolis-Hastings es de la forma
A1(x, y) = mı´n
[
1,
pi(x|y)po(y)
pi(y|x)po(x)
]
,
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donde se utiliza en subíndice 1 para diferenciarla de las siguientes funciones. Primero se observa
que, en el caso de que la función tentativa pi(y|x) sea simétrica, es decir pi(y|x) = pi(x|y), la
función de aceptación queda como
A1s(x, y) = mı´n
[
1,
po(y)
po(x)
]
. (4.25)
Por otro lado, otra función de aceptación que respeta la ecuación de balance es, por ejemplo,
A2(x, y) = po(y)pi(x|y)
po(x)pi(y|x) + po(y)pi(x|y) . (4.26)
Esta función fue propuesta por Barker [Barker, 1965] en el 1965. Si la función tentativa es simé-
trica, pi(y|x) = pi(x|y), la función de aceptación de Barker queda como
A2s(x, y) = po(y)
po(x) + po(y)
. (4.27)
Es importante remarcar otra vez que, tratándose de una probabilidad (de aceptación), siempre
se tiene 0 ≤ A(x, y) ≤ 1, para todas las parejas {(x, y) ∈ S × S}.
Hastings logró una fórmula que engloba ambas probabilidades de aceptación descritas ante-
riormente,
A3(x, y) = c(x, y)
1 + po(x)pi(y|x)po(y)pi(x|y)
(4.28)
donde la función c(x, y) tiene que ser
1. simétrica c(x, y) = c(y, x),
2. no negativa, c(x, y) ≥ 0,
3. y c(x, y) ≤ 1 + po(x)pi(y|x)po(y)pi(x|y) , de manera que 0 ≤ A(x, y) ≤ 1.
Si, por ejemplo, c(x, y) = 1
A3(x, y) = 1
1 + po(x)pi(y|x)po(y)pi(x|y)
=
po(y)pi(x|y)
po(y)pi(x|y) + po(x)pi(y|x) , (4.29)
que es la función de aceptación de Barker en la Ecuación (4.26), es decir A3(x, y) ≡ A2(x, y).
Además, si
c(x, y) = mı´n
[
1 +
po(x)pi(y|x)
po(y)pi(x|y) , 1 +
po(y)pi(x|y)
po(x)pi(y|x)
]
, (4.30)
se obtiene la función de aceptación de Metropolis-Hastings vista en la Ecuación (4.13), es decir
A3(x, y) ≡ A1(x, y). De hecho, si por ejemplo po(x)pi(y|x) < po(y)pi(x|y) se tiene que
c(x, y) = mı´n
[
1 +
po(x)pi(y|x)
po(y)pi(x|y) , 1 +
po(y)pi(x|y)
po(x)pi(y|x)
]
= 1 +
po(x)pi(y|x)
po(y)pi(x|y) ,
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y la función de aceptación queda
A3(x, y) =
1 + po(x)pi(y|x)po(y)pi(x|y)
1 + po(x)pi(y|x)po(y)pi(x|y)
= 1.
Si, por otro lado, po(x)pi(y|x) ≥ po(y)pi(x|y),
c(x, y) = mı´n
[
1 +
po(x)pi(y|x)
po(y)pi(x|y) , 1 +
po(y)pi(x|y)
po(x)pi(y|x)
]
= 1 +
po(y)pi(x|y)
po(x)pi(y|x) ,
y la función de aceptación puede expresarse como
A3(x, y) =
1 + po(y)pi(x|y)po(x)pi(y|x)
1 + po(x)pi(y|x)po(y)pi(x|y)
=
po(y)pi(x|y)
po(x)pi(y|x) ·
po(x)pi(y|x) + po(y)pi(x|y)
po(y)pi(x|y) + po(x)pi(y|x)︸ ︷︷ ︸
1
,
A3(x, y) = po(y)pi(x|y)
po(x)pi(y|x) .
De modo que finalmente si c(x, y) tiene la forma de la Ecuación (4.30) la función A3(x, y) se
puede escribir como
A3(x, y) ≡ A1(x, y) = mı´n
[
1,
po(y)pi(x|y)
po(x)pi(y|x)
]
. (4.31)
Otra opción fue dada por Charles Stein (en una comunicación privada)
A4(x, y) = c(x, y)
po(x)pi(y|x) , (4.32)
donde c(x, y) es una la función simétrica con las características descritas anteriormente. Además,
otra opción sería también
A5(x, y) = po(y)c(x, y)
pi(y|x) . (4.33)
Finalmente, es interesante conocer como se pueden hallar otras funciones que cumplan la condi-
ción de reversibilidad. Para ello, se considera la función
R(x, y) , po(y)pi(x|y)
po(x)pi(y|x) , (4.34)
y una transformación genérica F (z) : [0,+∞)→ [0, 1] que verifica la condición
F (z) = zF (1/z). (4.35)
Una posible (genérica) función de aceptación Ag(x, y) es definida como
Ag(x, y) , (F ◦R)(x, y) = F (R(x, y)). (4.36)
Se puede demostrar que Ag(x, y) cumple la ecuación de balance. La Ecuación (4.36) define una
clase de funciones de aceptación, es decir, no todas las posibles funciones A(x, y) tienen que
poderse expresar como en la Ecuación (4.36).
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Nombre Función Notas
Metropolis A1s(x, y) = mı´n
[
1, po(y)po(x)
]
Función tentativa simétrica
Metropolis-Hastings A1(x, y) = mı´n
[
1, pi(x|y)po(y)pi(y|x)po(x)
]
Barker A2(x, y) = po(y)pi(x|y)po(x)pi(y|x)+po(y)pi(x|y)
Hastings Extendida A3(x, y) = c(x,y)
1+
po(x)pi(y|x)
po(y)pi(x|y)
c(x, y) simétrica
Stein (1) A4(x, y) = c(x,y)po(x)pi(y|x) c(x, y) simétrica
Stein (2) A5(x, y) = po(y)c(x,y)pi(y|x) c(x, y) simétrica
Una clase genérica Ag(x, y) , F (R(x, y)) R(x, y) , po(y)pi(x|y)po(x)pi(y|x) , F (z) = zF (1/z)
Cuadro 4.2. Tabla resumen. Funciones de aceptación estudiadas.
Podemos hallar la función de Barker A2(x, y) eligiendo F (z) = z1+z mientras que utilizando
F (z) = mı´n[1, z], volvemos a la probabilidad de aceptación A1(x, y) del algoritmo MH estándar.
Por ultimo, es interesante observar, que para el caso de estados discretos, ha sido demostrado
en [Peskun, 1973] que la función de aceptación original del MH A1(x, y) resulta ser la elección
óptima en términos de eficiencia estadística.
En el Cuadro 4.2 se hace un resumen de las funciones de aceptación vistas hasta el momento.
4.6. Elección de la función tentativa
Las prestaciones del algoritmo MH dependen considerablemente de la función tentativa
pi(xt|xt−1). Existen un número infinito de posibilidades para elegir la densidad tentativa. Una
elección muy común es utilizar una distribución Gaussiana centrada en el valor anterior, o bien
una distribución de Cauchy, la cual tiene colas más pesadas, que facilita saltos muy largos oca-
sionalmente. Ambas distribuciones son simétricas, de manera que calcular la probabilidad de
aceptación, como se verá, es menos costoso.
La Figura 4.5 muestra como varían las prestaciones de MH cambiando la densidad pi(xt|xt−1).
En el ejemplo mostrado en figura se considera una densidad tentativa Gaussiana de la forma
pi(xt|xt−1) ∝ exp{−(xt − xt−1)2/(2σ2)}. Modificando tan solo la varianza, la probabilidad de
rechazo puede hacerse muy elevada dando lugar a correlaciones muy altas.
Se puede ver que cuando la varianza toma el valor σ2 = 100 el porcentaje de rechazo es muy
elevado (la cadena repite muchas muestras). Por otro lado, con un valor de la desviación típica
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Figura 4.5. MH utilizando diferentes varianzas. Aproximación mediante MH
con densidad tentativa gaussiana. Se muestran los resultados para 3 gaussia-
nas de varianzas 1, 10 y 100.
muy bajo (σ = 1) la cadena se queda enganchada en una moda de la densidad objetivo po(x)
debida la excesiva correlación entre las muestras. Esto claramente ralentiza la convergencia a la
densidad estacionaria (es decir, el transitorio es más largo). Sin embargo, con un valor intermedio
de la desviación típica (σ = 10), el histograma formado por las muestras producidas por el MH
consigue una estimación relativamente buena de la densidad objetivo po(x).
A continuación, se considerarán unos casos particulares interesantes.
4.6.1. Función tentativa independiente
Un caso particular del algoritmo MH muy interesante, es cuando la densidad tentativa es
independiente del estado anterior, es decir,
pi(xt|xt−1) = pi(xt). (4.37)
La probabilidad de aceptación, en este caso, tiene la forma
A(xt−1, xt) = mı´n
[
1,
p(xt)pi(xt−1)
p(xt−1)pi(xt)
]
= mı´n
[
1,
w(xt)
w(xt−1)
]
, (4.38)
donde hemos definido los pesos
w(x) , p(x)
pi(x)
, (4.39)
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con p(x) ∝ po(x). Esta situación es particularmente interesante porque puede compararse con
el método aceptación-rechazo visto en la sección (3.4.2), y con el importance sampling que se
introdujeron en el Capítulo 3. Notese, de hecho, que los pesos en la Ecuación (4.39) son los
mismos que en el importance sampling. La diferencia radica en que aquí se añade un paso de test
(aceptación o rechazo del movimiento) dependiente del peso actual y del anterior, pero finalmente
las muestras de la cadena producida por el MH tendrán todas un mismo peso. Es decir, aparte
del transitorio, todas las muestras se distribuyen como po(x) y son igual de "buenas".
Comparando con el método de aceptación-rechazo hay que decir que éste puede ser aplica-
do sólo cuando conocemos (analíticamente) una constante M tal que se cumpla la condición
Mpi(x) ≥ p(x) (p(x) ∝ po(x)), mientras el MH puede utilizarse siempre. La Figura 4.6 muestra
los diferentes escenarios donde pueden ser utilizados los dos métodos. Además, con la técnica
de aceptación-rechazo en general muchas muestras serán descartadas, cosa que no ocurre con el
MH (aparte de las muestras del transitorio, ó burn in period). El precio a pagar es que con
el algoritmo MH las muestras producidas están correlacionadas (y a veces incluso repetidas),
mientras el método de aceptación-rechazo genera muestras independientes. Se puede afirmar que
evitamos el rechazo de las muestras, pagándolo con correlación entre ellas.
Figura 4.6. Metropolis-Hastings vs aceptación rechazo. (a) El método de
aceptación-rechazo puede aplicarse solo cuando una constante M , tal que
Mpi(x) ≥ p(x), es conocida. (b) El algoritmo MH no necesita que se cumplan
desigualdades entre pi(x) y p(x) ∝ po(x).
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4.6.2. Función tentativa simétrica
Otro posible caso especial del algoritmo MH asume una densidad tentativa simétrica de
manera que
pi(xt|xt−1) = pi(xt−1|xt), (4.40)
obteniendo una probabilidad de aceptación de la forma
A(xt−1, xt) = mı´n
[
1,
p(xt)
p(xt−1)
]
, (4.41)
con p(x) ∝ po(x). Además es importante notar que
si po(x′) ≥ po(xt−1), entonces A(xt−1, xt) = 1,
mientras si po(x′) < po(xt−1), se tiene A(xt−1, xt) = p(xt)p(xt−1) < 1.
Es decir, cuando el punto candidato x′ presenta un valor de p(x) mayor que el anterior aceptamos
el movimiento siempre, mientras que si el movimiento se realiza hacia un punto con valor de la
función objetivo p(x) ∝ po(x) menor, la probabilidad de aceptar es p(xt)p(xt−1) . Claramente, esta
propiedad es muy interesante desde el punto de vista de la optimización (maximización en este
caso). Observamos este funcionamiento en la Figura 4.7.
Figura 4.7. Funcionamiento con función tentativa simétrica. Los movimien-
tos hacia arriba se aceptan siempre, mientras hacia abajo se aceptan con
probabilidad p(x
′)
p(xt−1)
.
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4.6.3. Función tentativa como camino aleatorio
Se considera una variable aleatoria Xt del proceso estocástico (la cadena de Markov) asociado
al algoritmo MH al tiempo t. En ocasiones la expresión
Xt ∼ pi(xt|xt−1), (4.42)
se puede expresar de forma equivalente con la siguiente Ecuación entre variables aleatorias:
Xt = Xt−1 + E, (4.43)
donde E es una variable aleatoria con densidad genérica q(). Por ejemplo, E podría ser una
variable aleatoria Gaussiana E ∼ q() ∝ exp{−( − µ)2/(2σ2)}. La Ecuación (4.43) define un
camino aleatorio (random walk).
Cuando esto ocurre (es decir, la Ecuación (4.42) es equivalente a la (4.43)), la densidad
tentativa se suele denotar también como
pi(xt|xt−1) = pi(xt − xt−1), (4.44)
aunque esta notación no sea la más apropiada (se pierde la noción de probabilidad condicional).
En la Figura 4.8 se puede ver el funcionamiento del algoritmo MH utilizando una función
tentativa como "random walk".
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Figura 4.8. Funcionamiento del MH con una función tentativa como camino
aleatorio. Se puede apreciar que la media de la densidad tentativa pi(xt|xt−1)
coincide con la muestra aceptada anteriormente.
Se aprecia claramente en la Figura 4.8 como la media de la densidad tentativa pi(xt|xt−1) se
desplaza en función de las muestras aceptadas anteriormente.
4.7. Conclusiones y consideraciones finales
El algoritmo MH es sin duda el más importante dentro de la categoría de los MCMC. La
característica más positiva es sin duda que puede ser aplicado prácticamente en cualquier circuns-
tancia, para muestrear cualquier tipo de densidad objetivo. Esto lo hace muy atractivo también
desde el punto de vista de la optimización. Por otro lado, el principal defecto es que las muestras
generadas no son independientes sino correlacionadas, e incluso a veces repetidas. Esto ralentiza
la convergencia de la cadena a la densidad invariante.
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Capı´tulo5
Métodos estocásticos para la optimización
5.1. Introducción
Por comodidad, vamos a reescribir el problema de optimización planteado al principio de este
proyecto, es decir la Ecuación (3.1), que tenía la forma:
xˆ = arg mı´n
x
[f(x)] con x ∈ S
Bajo ciertas condiciones de regularidad y considerando el espacio de búsqueda S no vacío y
compacto, el teorema de Weierstrass del análisis clásico garantiza la existencia de una solución
global óptima.
Los métodos de optimización estocástica son esencialmente computacionales, y por ello, se han
introducido de forma progresiva en el mundo de la optimización a medida que ordenadores más
y más potentes han sido diseñados. Las primeras contribuciones de estos métodos se remontan
al año 1958 con Bock y Croes, que desarrollaron diferentes métodos para resolver el problema
del viaje del hombre de negocios, más conocido como travelling salesman problem: dada una
serie de ciudades y de distancias entre ellas, el problema consiste en diseñar el camino más corto
que pase por todas las ciudades, desde una de comienzo. Se puede representar con un conjunto
de nodos (ciudades) y de aristas con pesos asignados (distancias entre ciudades) formando un
grafo.
Es difícil clasificar los algoritmos de optimización estocástica. En este capítulo se dividirán
estas técnicas en dos macro-categorias. Por un lado la correspondiente a los métodos de aproxi-
mación estocástica y por otra los algoritmos metaheurísticos, que tal y como se definen en este
trabajo, se corresponden con las técnicas de exploración estocástica.
Generalmente, cuando se utiliza el término metaheurístico en un algoritmo, suele referirse
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a métodos que imitan algún comportamiento que se da en la naturaleza, como por ejemplo, el
principio de evolución mediante selección natural (algoritmos genéticos), el proceso de recocido
de metales como el hierro ("Simulated Annealing"), o la autoorganización de las colonias de
hormigas ("Ant Colony Optimization").
Sin embargo, este proyecto tratará el termino metaheurístico, con una definición más general,
basada en las propiedades de los algoritmos tal y como se hace en [Winker y Maringer, 2007].
Las características comunes a todas las técnicas que trataremos a continuación son las siguientes:
1. que contengan un cierto grado de aleatoriedad,
2. que sean capaces de proporcionar buenas aproximaciones del mínimo global óptimo xˆ, y
que dicha aproximación vaya mejorando a medida que los recursos computacionales atri-
buidos o el tiempo empleado aumente,
3. que sean robustos frente a cambios en las características del problema. Es decir, que ten-
gan buenas prestaciones no para un problema específico, sino para diferentes clases de
problemas,
4. que puedan ser implementados de forma sencilla,
5. y que puedan ser utilizados por aplicaciones en el campo continuo o discreto (casi) sin
diferencias.
Se recuerda que se puede demostrar que la mayoría de estas técnicas presentan una convergencia
en probabilidad al mínimo global óptimo. Otra ventaja importante de estos algoritmos es que no
imponen restricciones sobre la función de coste f(x). De hecho, para la mayoría de los algoritmos
que se discutirán en este Capítulo, es suficiente con saber evaluar la función de coste f(x) para
un valor dado del espacio de búsqueda S. No es necesario asumir propiedades globales de la
función de coste, y no es necesario poder calcular derivadas (que en ocasiones es imposible).
Existen innumerables funciones de coste que no cumplen las condiciones necesarias de con-
vergencia para poder aplicar los algoritmos deterministas de optimización tradicionales. Es por
ello, que no se podrá asegurar en una cantidad considerable de casos, si la solución obtenida con
dichos métodos es válida. O bien, los recursos necesarios para llegar a una solución valida son
demasiado altos (tiempo, dinero, etc).
Un problema clásico en el que es posible aplicar métodos metaheurísticos es el de maximizar
la función de verosimilitud. Cuando la función de verosimilitud es globalmente convexa, existen
numerosos métodos deterministas que obtienen resultados satisfactorios. Sin embargo, cuando
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esta función presenta dificultades (multitud de mínimos locales, discontinuidades, etc), puede ser
útil utilizar una técnica estocástica en lugar de una determinista.
Se tratarán a continuación los métodos de aproximación estocástica y las técnicas de ex-
ploración estocástica. Éstas últimas se dividen en algoritmos de trayectoria (5.3) y basadas en
población (5.7).
5.2. Clasificación de los métodos estocásticos
El objetivo de está sección es presentar una muestra bastante amplia, pero a la vez concisa,
de los métodos estocásticos más importantes desarrollados en las dos últimas décadas. Se debe
notar que no existe una forma única de clasificar estos algoritmos, sino que la clasificación
de este proyecto se ha basado en otras ya confeccionadas intentando agrupar las técnicas con
características parecidas en la misma clase. De este modo, será más fácil estudiar los puntos
fuertes y débiles de cada método (o grupo de métodos) por separado.
Como ya se comentó anteriormente la optimización estocástica se divide en dos grandes clases.
Estas dos grandes clases:
métodos de aproximación estocástica,
y métodos de exploración estocástica.
Este ultimo grupo suele también llamarse o, más precisamente, tiene un solape considerable
con otras clases como los algoritmos metaheurísticos, los algoritmos de búsqueda local1 y los
algoritmos de búsqueda aleatoria (random search). Estas definiciones, que se encuentran con
frecuencia en literatura, definen en gran parte la misma categoría de técnicas. Por esta razón,
en este proyecto utilizaremos estos términos (exploración estocástica - métodos metaheurísticos
- métodos de búsqueda local - métodos de búsqueda aleatoria) casi como sinónimos.
Respecto a las otras clasificaciones, por ejemplo las de [Zlochin et al., 2004] y [Schoen, 2002]
expuestas en el Capitulo 3, se debe entender que no son en ningún caso clasificaciones contra-
puestas entre sí, sino que todas se podrían fusionar y complementarse.
En la Figura 5.1 se puede ver un posible esquema de clasificación junto con las técnicas más
características de cada clase y subclase.
1No se refiere a búsqueda de mínimos locales, como podría parecer a la vista del nombre, sino que adquiere el
calificativo local debido la búsqueda en vecindarios locales a un punto considerado.
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Figura 5.1. Clasificación de los distintos métodos de optimización estocásti-
cas.
Metodos de aproximación estocástica
Están basados en la creación de aproximaciones locales de la función de coste en el punto
considerado [Robert y Casella, 1999]. Los pasos seguidos por un algoritmo de aproximación son
esencialmente dos:
Se genera una aproximación fˆ(x) de la función de coste f(x) en xt−1.
Se minimiza la aproximación fˆ(x) encontrando un punto x∗. Al siguiente paso se considera
xt = x∗.
Se podría afirmar y demostrar que también las técnicas aproximativas explotan las propiedades
probabilísticas de la función de coste, que en ocasiones pueden ser difíciles de interpretar. Suelen
relacionarse con problemas de estimación de modelos donde no se suelen conocer todos los datos.
La técnica de aproximación estocástica más conocida es el algoritmo EM (Expectation Maxi-
mization Algorithm), propuesta en [Dempster et al., 1977], y otras como el método de Robbins-
Monro descrito en 1951 [Robbins y Monro, 1951]. Este algoritmo se utiliza habitualmente en
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problemas de agrupamiento o aprendizaje máquina [Mackay, 2003], en reconstrucción de imáge-
nes médicas tomográficas [Mostafa et al., 2001], así como en problemas de redes neuronales como
los expuestos por [Neal, 1999], [Ripley, 1994] y [Ripley, 1996].
Algoritmos de exploración estocástica
Estos métodos, dada la salida anterior xt−1 ∈ Rm, seleccionan en el paso siguiente otro punto
(uniformemente, por ejemplo) en un vecindario H(xt−1, η) definido como
H(xt−1, η) , {x ∈ Rm : ‖x− xt−1‖ ≤ η}, (5.1)
donde ‖·‖ es una norma en dimensiónm y η una constante arbitraria. En este caso la probabilidad
de seleccionar un punto fuera de H(xt−1, η) es nula.
En general, se puede considerar una versión más blanda donde la probabilidad de transición
es
xt ∼ pi(xt|xt−1) ∝ H(‖x− xt−1‖), (5.2)
donde H(ϑ) es una función tal que ∫
R
H(ϑ)dϑ ≤ +∞,
como por ejemplo H(ϑ) = exp(−ϑ2) (en este caso pi(xt|xt−1) ∝ exp
(
−‖x− xt−1‖2
)
). En
este caso, puntos fuera del vecindario H(xt−1, η) pueden ser seleccionados aunque con baja
probabilidad.
Además, las técnicas de exploración estocástica se dividen en:
métodos de un solo punto xt ∈ Rm (denominados también métodos de trayectoria), y
algoritmos que utilizan varios puntos, es decir donde se trabaja con un conjunto de M
puntos, que denominaremos población
Xt = [x1,t,x2,t, ...,xM,t].
La matriz Xt tiene dimensión m×M .
Entre los del primer tipo figuran Simulated Annealing o los algoritmos de búsqueda aleatoria
(Random Search) , mientras que entre los segundos se podrían nombrar los algoritmos genéticos
o los métodos de optimización por colonia de hormigas.
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5.3. Métodos de un solo punto (de trayectoria)
Los métodos de un solo punto son algoritmos de búsqueda local que trabajan sobre un sola
trayectoria {xt}Tt=0 siguiendo el esquema mostrado en la Figura 5.2.
Figura 5.2. Diagrama de una técnica de trayectoria. Se inicializa un punto
x0 y se propone un punto candidato x
′, que se aceptará con una probabilidad
A(xt−1,x′). Si se acepta el punto se actualiza xt = x′, y en caso contrario
xt = xt−1.
El punto de inicialización x0, suele ser generado de forma uniforme en S. Para ello, S debe ser
finito (o se tiene conocimiento de la zona donde se sitúa el mínimo global). El punto candidato x′
es generado usando (en la mayoría de los casos) una función tentativa pi(xt|xt−1), que depende
del punto en la iteración anterior xt−1 del algoritmo. Un método muy común para generar un
punto candidato xt, es definir un paso de una desviación tipica rt−1 en una determinada muestra
aleatoria et−1. Un algoritmo que utilice esta técnica generaría el punto candidato x′ en la forma
xt = xt−1 + rt−1et−1. (5.3)
En el Cuadro 5.1 se muestra el clásico algoritmo de búsqueda local para minimizar una función
de coste f(x). Por simplicidad se explica la técnica para una sola partícula xt−1 ∈ Rm, pero se
opera de la misma forma si en lugar de un solo punto se tuviera una población con varios puntos
Xt.
La salida de nuestro algoritmo de optimización será un xt que cumple el criterio de parada.
Con probabilidad 1 se puede demostrar que xt converge al mínimo global xˆ de f(x), xt → xˆ
cuando t→∞.
Se aprecia claramente el parecido entre el bucle interno del algoritmo y el método Metropolis-
Hastings visto en el Capítulo 4, en cuanto a la generación de un punto candidato x′ a través
de una función tentativa pi(·) y su posterior aceptación con una probabilidad A(·). Sin embargo,
los objetivos de los métodos de exploración estocásticas y la técnica Metropolis-Hastings son
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Método de exploración estocástica genérico
1. Inicialización: Generar la solución inicial x0, t = 0.
2. Perturbación: Generar x′ ∼ pi(xt|xt−1).
3. Aceptación:
3.1 Generar u′ ∼ U([0, 1]).
Siendo A(xt−1,x′) es una función de aceptación del punto candidato.
3.2 si u′ < A(xt−1,x′)→ xt = x′, ó
3.3 si u′ ≥ A(xt−1,x′)→ xt = xt−1.
6. Finalización: Actualizar t = t+ 1. Finalizar si se cumple el criterio de parada,
sino repetir desde el paso 2.
Cuadro 5.1
distintos. Mientras que en el algoritmo Metropolis-Hastings el objetivo era muestrear puntos de
una densidad objetivo po(x), mediante la generación de una cadena de Markov (cuya densidad
estacionaria pe(x) era igual a la densidad objetivo po(x)); en esta sección los puntos de la cadena
de Markov generados se utilizan para calcular el mínimo global óptimo xˆ de la función de coste
objetivo f(x).
Claramente, los algoritmos de un solo punto difieren en la elección de las funciones pi(xt|xt−1)
y A(xt−1,x′).
5.3.1. Pure Random Search (PRS)
El algoritmo Pure Random Search, también denominado Blind Random Search, fue des-
crito por primera vez en [Brooks, 1958], y es la técnica de búsqueda aleatoria más sencilla. Este
método genera una secuencia de puntos independientes xt−1 uniformemente distribuidos en la
región de búsqueda S hasta satisfacer el criterio de parada (que suele ser un número fijo de
iteraciones N). Se recuerda que esta generación uniforme es sólo posible si S es acotado. El
funcionamiento de la técnica se resume en el Cuadro 5.2.
La función tentativa utilizada en la definición del método es una distribución uniforme en
S. Es decir, el método así como descrito en el Cuadro 5.2 puede ser utilizado solo cuando S
es acotado. Es por ello, que una versión más general del algoritmo debería utilizar una función
tentativa genérica pi(xt|xt−1) con colas infinitas.
En 1981, Rubinstein probó que para una función de coste objetivo f(x) continua, el algorit-
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Pure Random Search
1. Inicialización: Elegir x0 ∼ U(S) y fijar el número de iteraciones t = 0.
2. Perturbación: Generar x′ ∼ U(S).
3. Aceptación:
4. Si f(x′) < f(xt−1)→ xt = x′.
5. Mientras si f(x′) < f(xt−1)→ xt = xt−1.
6. Finalización: Parar si se cumple la condición de parada. En caso
contrario t = t+ 1 y volver a 2.
Cuadro 5.2
mo converge al mínimo global óptimo xˆ con probabilidad uno. El problema radica en que para
converger a esta solución, puede que el algoritmo necesite una cantidad de tiempo (iteraciones)
no asumible. En 1992, Zabinsky y Smith probaron que el algoritmo era ineficiente, ya que sim-
plemente restringiendo la técnica a valores monotónicos, se conseguía una mejora exponencial
en el número de iteraciones requeridas [Zabinsky y Smith, 1992]. De este modo, el algoritmo no
trabaja bien cuando la dimensión m del problema tratado es muy alta. El proceso de aceptación
de nuevos puntos candidatos se muestra en la Figura 5.3 (para el caso unidimensional).
Figura 5.3. Funcionamiento Pure Random Search. Se elige un punto can-
didato x′ aleatoriamente en todo el espacio de definición de la función de
coste. En caso de que x′ cumpla que f(x′) < f(xt−1), se acepta el punto con
probabilidad uno, rechazandose en caso contrario.
Se observa que sólo los movimientos hacia puntos con menor valor de la función de coste son
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aceptados. La función de aceptación A(xt−1,x′) según el Cuadro genérico 5.1 es en este caso
A(xt−1,x′) =

1 si f(x′) < f(xt−1),
0 si f(x′) ≥ f(xt−1).
(5.4)
Además repetimos que una versión más general del algoritmo consiste en utilizar una función
tentativa genérica pi(xt|xt−1) con colas infinitas, en lugar de una uniforme U(S).
5.3.2. Pure Adaptive Search (PAS)
Pure adaptive search [Patel et al., 1988, Zabinsky y Smith, 1992] es una variante del pure
random search (PRS) que realmente es de difícil aplicación dado que requiere un conocimiento
analítico de la función de coste más profundo (no sólo la evaluación como para el PRS).
De hecho, el PAS genera una secuencia de puntos uniformemente distribuidos en el subespacio
de búsqueda mejorado Si, definido como Si = {x ∈ S : f(x) < yt−1}. Notar que para generar
esta secuencia el subepacio Si, al igual que en el caso anterior, dicho espacio debe estar acotado.
Si esto no es así, habrá que utilizar una densidad tentativa pi(xt|xt−1) no uniforme sobre este
subespacio. El algoritmo funciona del modo mostrado en el Cuadro 5.3.
Pure Adaptive Search
1. Inicialización: Fijar el número de iteraciones t = 0, inicializar x0 ∼ U([S])
y fijar y0 = f(x0).
2. Perturbación: Generar x′, de acuerdo con una distribución uniforme en el
subconjunto mejorado dado por {Si = x ∈ S : f(x) < yt−1}.
3. Aceptación: Fijar xt = x′ e yt = f(xt).
4. Finalización: Parar si se cumple la condición de parada. En caso
contrario t = t+ 1 y volver a 2.
Cuadro 5.3
Hay que hacer tres consideraciones importantes:
1. respecto al PRS, el PAS utiliza una densidad para proponer candidatos (tentativa) más
eficiente, dado que propone puntos solo en subespacio Si de interés.
2. Por esto realmente tenemos que la función de aceptación es
A(x′, xt−1) = 1,
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siempre.
3. Por otro lado, el gran problema de esta técnica radica en que en general el subespacio
mejorado Si, es muy difícil de hallar analíticamente. Esto hace prácticamente imposible la
aplicación de este método a problemas reales.
Figura 5.4. Funcionamiento Pure Adaptive Search. Se propone un punto
candidato x′, muestreando en el subespacio mejorado Si, que se acepta con
probabilidad uno.
5.3.3. Accelerated Random Search (ARS)
Este algoritmo apareció por primera vez en [Appel y Radulovic, 2000]. Al ser la notación un
poco diferente a la que se viene utilizando hasta ahora se empezará definiendo las variables más
importantes que aparecen. Siendo el espacio de definición de la función de coste S y siendo éste
acotado; se denotará la norma en S como ‖·‖. Se utilizará como función tentativa una densidad
uniforme sobre una hiperesfera (vencidario) de radio r centrada en x y se denotará como H(x, r).
Por último, se definen un factor de contracción c > 1 (ó constante de reducción) y un umbral de
precisión ρ > 0. El método opera tal y como se muestra en el Cuadro 5.4.
En la versión básica del algoritmo, se genera la solución inicial x0 de forma uniforme en S,
y se inicializa el valor del radio de la hiperesfera r0 = a; siendo a un número entero positivo
que se podrá modificar para mejorar el comportamiento del algoritmo. Se utiliza como función
tentativa una densidad uniforme en una hiperesfera centrada en xt−1 y de radio rt−1 ∈ (0, a] a
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Accelerated Random Search
1. Inicialización: Inicializar x0 ∼ U([S]). Fijo el número de iteraciones t = 0 y
r0 = a.
2. Perturbación: Dado xt−1 ∈ S y rt−1, se genera x′ uniformemente en la
hiperesfera H(xt−1, rt−1).
3. Aceptación: Si :
4. f(x′) > f(xt−1)→ xt = xt−1 y rt = a.
5. f(x′) ≤ f(xt−1)→ xt = x′ y rt = rt−1/c.
Cuando rt < ρ entonces vamos rt = a.
6. Finalización: Parar si se cumple la condición de parada. En caso
contrario t = t+ 1 y volver a 2.
Cuadro 5.4
partir de la cual se generarán nuevos puntos candidatos x′.
En la versión extendida la generación de puntos candidatos se realiza a partir de una función
tentativa genérica pi(xt|xt−1). Por ejemplo, se podría utilizar una densidad gaussiana centrada
en xt−1 con una varianza σt−1 (que tiene relación directa con el radio rt−1).
La parte más importante de Accelerated Random Search está en el paso de aceptación dado
que también se modifica un parametro (la varianza) de la densidad tentativa. La función de
aceptación es exactamente igual al PRS, es decir
A(xt−1,x′) =

1 si f(x′) < f(xt−1),
0 si f(x′) ≥ f(xt−1).
(5.5)
Pero en este caso de que la función de coste en el punto candidato sea menor o igual que la
función de coste en la solución anterior (f(x′) ≤ f(xt−1)), también se disminuye la varianza
de la función tentativa en un factor c (σt → σtc ). Es decir, al encontrar un punto mejor que
el anterior, se disminuye la varianza de la función tentativa. Esto es, porque asumiendo que se
está cerca del mínimo global, se intenta mejorar la precisión de la solución proporcionada. La
constante c es un número entero positivo, modificable por el implementador para mejorar las
prestaciones del algoritmo. Un ejemplo de lo expuesto puede verse en la Figura 5.5.
Dado x0, se muestrea la función tentativa obteniendo x1. Al ser f(x1) < f(x0), se acepta el
punto candidato y se disminuye la varianza de la función tentativa en un factor c (σ0 → σ1).
Por otro lado, si la función de coste en el punto candidato es mayor que la función de coste en
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Figura 5.5. Funcionamiento Accelerated Random Search (Caso 1). Se realiza
un movimiento descendente y se disminuye el valor de la varianza de la función
tentativa en un factor c. Se debe notar que σ0/c > ρ.
la solución anterior (f(x′) > f(xt−1)), se hace todo lo contrario. Es decir, se aumenta la varianza
de la función tentativa a un valor σt = a (máximo valor de la varianza permitido). Se puede
observar el funcionamiento de esta técnica en la Figura 5.6.
Figura 5.6. Funcionamiento Accelerated Random Search (Caso 2). Se realiza
un movimiento ascendente y se aumenta el valor de la varianza de la función
tentativa (σ2 = a).
Se muestrea un nuevo punto x2, que cumple que f(x2) > f(x1), de manera que se rechaza el
punto y se aumenta la varianza de la función tentativa (σ2 = a).
Esta técnica de aumento y disminución del radio intenta, que cuando el algoritmo se acerque
al mínimo global óptimo, no escape de su cuenca de atracción. Esto lo hace disminuyendo la
varianza de la función tentativa, de manera que se generen muchos puntos candidatos en el
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entorno de la solución óptima. Por el contrario, cuando el punto muestreado es peor que el
anterior, lo más probable es que todavía se esté lejos de la solución óptima y el algoritmo se deba
concentrar en otras regiones del espacio. Es por ello, que se aumenta la varianza de la función
tentativa, posibilitando el movimiento a puntos lejanos de xt.
Existe un comportamiento adicional a los ya expuestos para combatir que el método no
quede estancado en mínimos locales xlocal. Se basa en hacr uso de un entero ρ > 0, que recibe el
nombre de umbral de precisión. El funcionamiento consiste en aumentar la varianza de la función
tentativa cuando dicha varianza tenga un valor por debajo de este umbral (σt < ρ). Es decir, se
aumenta la varianza de la función tentativa cuando se han aceptado sucesivamente una serie de
puntos candidatos. Este reinicio permite al algoritmo escapar de los mínimos locales, ya que si
el método se encuentra en la cuenca de atracción de la solución global óptima, la convergencia
seguirá estando asegurada. Cuando la varianza es muy pequeña seguramente se habrá logrado una
muy buena precisión, pero también es posible que no sea la solución global y debamos aumentar
la varianza para encontrar dicho mínimo global. El funcionamiento del umbral de precisión se
muestra en la Figura 5.7.
Figura 5.7. Funcionamiento del umbral de precisión en ARS. Tras la acep-
tación de sucesivos puntos se tiene que σ2c < ρ, por lo que se aumenta la
varianza haciendo σ3 = a.
Se observa como al aceptar consecutivamente dos puntos (x1 y x2), el radio de la función
tentativa se sitúa por debajo del umbral de precisión, provocando que se aumente la varianza de
la función tentativa (a un valor a) en la siguiente iteración.
76 Métodos estocásticos para la optimización (C. 5)
5.3.4. Simulated Annealing (SA)
El algoritmo Simulated Annealing recibe su nombre de la analogía con el fenómeno físico de
recocido ("annealing") del metal. Mientras que a muy altas temperaturas las moléculas del metal
en estado líquido se mueven libremente, si la temperatura va disminuyendo progresivamente, la
movilidad de estas moléculas se va perdiendo; formándose un cristal puro que se corresponde con
el estado de mínima energía posible del metal. Si la temperatura baja demasiado rápido el cristal
generado no es un cristal puro sino policristalino, el cual posee un estado amorfo y un nivel de
energía mayor que el del cristal puro. La función de energía E(x) correspondiente al fenómeno
físico representa el papel de la función de coste f(x) en los problemas de optimización, y el estado
de cristal puro se corresponde con el mínimo global óptimo xˆ. La temperatura en los problemas
de optimización, aunque sigue referenciándose con el mismo nombre, ya no es una temperatura
real, sino simplemente un parámetro del algoritmo (temperatura ficticia) y se denotará como Tt.
Esta temperatura Tt tiende a cero a medida que aumentan las iteraciones t→ +∞.
El algoritmo Simulated Annealing funciona tal y como se muestra en el Cuadro 5.5.
Simulated Annealing
1. Inicialización: Inicializar x0 ∈ S, t = 0, y inicializar también la temperatura inicial T0.
2. Perturbación: Generar un punto candidato x′ ∼ pi(xt|xt−1).
3. Aceptación: Generar u′ ∼ U([0, 1]).
4. Si u′ > A(xt−1,x′, Tt)→ xt = xt−1.
5. Si u′ ≤ A(xt−1,x′, Tt)→ xt = x′.
6. Actualizar t = t+ 1. Si t 6= N volver a 2.
8. Actualizar la temperatura Tt+1 = φ(Tt) (φ función decreciente → 0 cuando t→ +∞).
9. Finalización: Parar si se cumple la condición de parada. En caso
contrario volver a 2.
Cuadro 5.5
La forma más típica de la probabilidad de aceptación es
A(xt−1,x′, Tk) =

1 si f(x′) < f(xt−1),
h(xt−1,x′, Tt) si f(x′) ≥ f(xt−1),
(5.6)
donde claramente 0 ≤ h(xt−1,x′, Tt) ≤ 1.
La probabilidad de transición A(xt−1,x′, Tt) depende del parametro temperatura Tt. Además,
podemos afirmar que en el SA la probabilidad A(xt−1,x′, Tt) (h(xt−1,x′, Tt)) es directamente
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proporcional al valor de la temperatura Tt (mayor temperatura mayor probabilidad de aceptar
el movimiento).
En este sección veremos como elegir la función tentativa pi(xt|xt−1), la función de aceptación
A(xt−1,x′, Tt), la función de enfriado ("cooling schedule") o de actualización de la temperatura
φ(Tt) (donde φ es una transformación adecuadamente escogida que → 0 cuando t → +∞) y el
criterio de parada. Todos estos parámetros deben ser elegidos apropiadamente para conseguir un
algoritmo Simulated Annealing eficiente. En las siguientes secciones se estudiará como afectan
estos parámetros al funcionamiento del algoritmo.
La función de aceptación
Existen varias funciones de aceptación utilizadas en la literatura para algoritmos Simulated
Annealing de optimización en espacio continuo. Sin duda, la más referenciada es
A(xt−1,x′, Tt) = mı´n
[
1, exp
(
−f(x
′)− f(xt−1)
Tt
)]
(5.7)
Esta función de aceptación, que algunos textos denominan de Boltzmann, puede expresarse como
A(xt−1,x′, Tk) =

1 si f(x′) < f(xt−1),
exp
(
−f(x
′)− f(xt−1)
Tt
)
si f(x′) ≥ f(xt−1),
(5.8)
es decir, tenemos
h(xt−1,x′, Tt) , exp
(
−f(x
′)− f(xt−1)
Tt
)
con f(x′) ≥ f(xt−1).
Entonces, siempre se aceptan movimientos descendentes hacia un punto con función de coste
objetivo menor (f(x′) < f(xt−1)). Sin embargo, para que el algoritmo no quede atrapado en
mínimos locales, también se aceptan movimientos ascendentes hacia puntos con función de coste
objetivo f(x) mayor (f(x′) > f(xt−1)) con probabilidad A(xt−1,x′, Tt) como puede verse en la
Figura 5.8.
De la Ecuación (5.7) se deriva que a medida que la temperatura Tt converge a cero, la
probabilidad de aceptar movimientos ascendentes también se hace más pequeña, haciendo más
difícil que el algoritmo escape de los mínimos locales.
Relación entre Simulated Annealing y el algoritmo Metropolis-Hastings
Se vio en el Capítulo 3, que a la función de coste f(x) se le podía asociar una densidad
q(x) ∝ H(f(x)).
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Figura 5.8. Aceptación en Simulated Annealing. Los movimientos ascenden-
tes son aceptados con probabilidad A(xt−1,x′, Tt) < 1, mientras que en los
descendentes se aceptan con probabilidad 1.
Si ahora se elige H(θ) = exp(−θ) se puede escribir
q(x) = exp(−f(x)). (5.9)
Tal y como se comentó en el Capítulo 3 los valores xˆ que minimizan la función objetivo f(x)
son los mismos que maximizan la función q(x), es decir, sus modas. Por otro lado, muestrear
desde una densidad q(x) significa generar números aleatorios con una frecuencia de aparición
proporcional al área por debajo de q(x). Es decir, si somos capaz de muestrear q(x), se obtendrá
muestras x′ cercanas a las modas de q(x) con probabilidad alta, o lo que es lo mismo, cercanas
al mínimo global de la función objetivo f(x).
La idea que maneja Simulated Anneling visto como variación de Metropolis-Hastings hace
referencia a la simulación de una cadena de Markov no homogenea (generación de muestras por
Metropolis-Hastings), cuya distribución invariante pe(x) en la iteración k-ésima coincida no con
q(x), sino que
pe(x) ∝ q(1/Tt)(x), (5.10)
donde Tt es la temperatura en la iteración t-ésima y cumple que l´ımt→∞(Tt) = 0. Utilizando la
notación del algoritmo Metropolis-Hastings, se podría reescribir el algoritmo Simulated Annealing
de la siguiente forma:
1. Inicializar x0 uniformemente en S y fijar la temperatura inicial T0. Inicializar t = 0.
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2. Muestrear x′ ∼ pi(xt|xt−1) y u′ ∼ U([0, 1]).
3. Se reescribe la función de aceptación vista en la Ecuación (5.7) con la notación del algoritmo
Metropolis-Hastings como
A(xt−1,x′) = mı´n
[
1,
q
1
Tt (x′)pi(xt−1|x′)
q
1
Tt (xt−1)pi(x′|xt−1)
]
. (5.11)
4. Si u′ ≤ A(xt−1,x′) −→ xt = x′.
5. En caso contrario, si u′ > A(xt−1,x′) tenemos −→ xt = xt−1.
6. Actualizar la temperatura Tk+1 = φ(Tt) de acuerdo a la ley de enfriamiento o "cooling
schedule".
La técnica de Simulated Annealing puede verse como un "random walk" generado a partir de
una cadena de Markov no homogenea controlada por la temperatura.
Si se considera una función tentativa pi(xt|xt−1) simétrica [Dekkers y Aarts, 1996], es decir,
que cumpla que
pi(xt|xt−1) = pi(xt−1|xt) ∀xt−1,xt ∈ S, (5.12)
entonces la Ecuación (5.11) queda
A(xt−1,x′) = mı´n
[
1,
q
1
Tt (x′)
q
1
Tt (xt−1)
]
. (5.13)
Como consecuencia podemos afirmar que, si la densidad tentativa pi(xt|xt−1) es simétrica, la
función de aceptación Metropolis vista en la Ecuación (5.7) trabaja sobre una densidad objetivo
(po(x) = pe(x) = q
1
Tt (x)) del tipo
po(x) ∝ exp
(
−f(x)− f(xt−1)
Tt
)
, (5.14)
que es denominada distribución de Boltzmann asociada a la función de coste f(x). De hecho,
sustituyendo q(x) ∝ exp{−(f(x)−f(xt−1))} en la Ecuación (5.13) se logra la Ecuación (5.7). Es
importante notar que la distribución de Boltzmann tiende a concentrarse en la región del mínimo
global óptimo xˆ a medida que Tt → 0.
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Otras funciones de aceptación
Considerando siempre una función tentativa simétrica pi(xt|xt−1) = pi(xt−1|xt), otra posible
función de aceptación (utilizada en la literatura) es la dada por Barker que se define como
A(xt−1,x′, Tt) =
exp
(
f(xt−1)
Tt
)
exp
(
f(xt−1)
Tt
)
+ exp
(
f(x′)
Tt
) ,
A(xt−1,x′, Tt) = 1
1 + exp
(
f(x′)−f(xt−1)
Tt
) . (5.15)
Usando la función de aceptación de Barker también los movimientos descendentes pueden
ser rechazados. En particular, aquellos que no mejoran significativamente el valor de la función
de coste f(x). Sin embargo, a medida que la temperatura Tt se decrementa, estos movimien-
tos descendentes tienen una mayor probabilidad de aceptación. Por otro lado, los movimientos
ascendentes son aceptados con una probabilidad menor (mayor rechazo), que cuando se usa la
función de aceptación vista en la Ecuación (5.7).
Esta función A(xt−1,x′, Tt) en (5.15) tiene cierta relación con el estadístico de Bose-Einstein
utilizados en procesos físicos de partículas. Otra función de aceptación diferente a la proporcionan
Tsallis y Cole [Cole, 2009, Klos y Kobe, 2001] (basada en el estadístico de Tsallis) que se define
como
A(xt−1,x′, Tt) = mı´n
1,(1 + (1− w(Tt))f(xt−1)
1 + (1− w(Tt))f(x′)
) w(Tt)
1−w(Tt)
 , (5.16)
y l´ımt→+∞w(Tt) = 1 (se recuerda que l´ımt→+∞ Tt = 0).
Expuestas varias de las funciones de aceptación más referenciadas en la bibliografía, en la
siguiente sección se estudiará en profundidad el comportamiento de los algoritmos Simulated
Annealing con diferentes leyes de enfriado φ(Tt) y con diferentes funciones tentativas pi(xt|xt−1).
Elección de la función de enfriado
La elección de la función o ley de enfriado φ(Tt) (junto con la elección de la función tentativa
pi(xt|xt−1)) son los puntos más críticos en la definición de un algoritmo de Simulated Annealing.
En esta sección, se verán las elecciones que se han considerado más relevantes o innovadoras y
se explicará el porqué de estas elecciones.
La más sencilla cooling schedule es
Tt+1 = αTt, (5.17)
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donde α es una constante positiva entre menor que 1. Otra ley de enfriado muy típica es
Tt = T0 exp(−(1− c)t), (5.18)
con c ∈ [0, 1) en la cual la temperatura decae de forma exponencial, o la que utiliza logaritmos
como
Tt =
T0
log t
. (5.19)
En [Bohachevsky y Johnson, 1986] la función de enfriado tiene la forma
Tt+1 = β[f(xt)− µˆ]c, (5.20)
donde β, c > 0 son constantes. Donde, µˆ suele ser una estimación del mínimo global (puede
ser hallada por el mismo algoritmo). Cuando el valor estimado de µˆ es demasiado alto (se
consigue fácilmente llegar a un punto que cumple que f(xt−1) < µˆ), este valor se debe actualzar.
Bohachevsky recomienda utilizar valores de c ≈ 1, pero advierte que la mejor forma de calcular el
valor de β es mediante un procedimiento de ensayo-error aplicado al problema en consideración.
En [Marinari y Parisi, 1992] se propone una técnica llamada Simulated Tempering donde en
lugar de utilizar una función determinista φ para actualizar la temperatura Tt, se utiliza una
cadena de Markov con densidad invariante una delta en 0 (en manera que Tt → 0 cuando
t→ +∞). Es decir, la temperatura al paso t se actualiza muestreando una densidad
Tt ∼ g(Tt|Tt−1),
donde con g(Tt|Tt−1) indicamos una adecuada densidad condicional.
5.3.5. Threshold accepting (TA)
Este método es la analogía determinista de SA, donde la secuencia de temperaturas
T1, T2, ..., Tt...,
es reemplazada por una secuencia de umbrales τ1, τ2, ..., τt..... Estos umbrales, al igual que la
temperatura, decrecen a medida que aumenta el número de iteraciones. El funcionamiento del
algoritmo se explica en el Cuadro 5.6.
En este caso, aceptar un movimiento ascendente no depende de una probabilidad (métodos
estocásticos), sino de un umbral dado (métodos deterministas). Si el punto está por debajo del
umbral será aceptado, siendo rechazado en caso contrario; tal y como se muestra en la Figura
5.9. Todos las figuras sobre aceptación de puntos candidatos x′ se han realizado por simplicidad
para el caso unidimensional, es decir, para x′ = x ∈ R escalar.
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Threshold accepting
1. Inicialización: Generar la solución inicial x0 uniformemente en S. Inicializar
i = 0 como el número de iteraciones y el umbral inicial τ0.
2. Perturbación: Calcular x′ ∼ pi(xt|xt−1).
3. Aceptación: Si:
4. ∆ = f(xt−1)− f(x′) < τt−1 → xt = x′.
5. En caso contrario → xt = xt−1.
Actualizar τt = φ(τt−1), donde φ es una función de actualización del umbral.
Actualizar t = t+ 1.
6. Finalización: Parar si se cumple la condición de parada. En caso
contrario volver a 2.
Cuadro 5.6
Figura 5.9. Funcionamiento de Threshold Accepting. La probabilidad de
aceptar puntos candidatos por debajo de un umbral establecido es 1, mientras
que la probabilidad de aceptar puntos candidatos x′ por encima de dicho
umbral es 0. Se observa claramente la naturaleza determinista del algoritmo.
5.4. Condición de parada
En esta sección se abordará el problema de cuando parar la ejecución de un algoritmo. Dadas
la complicadas características de algunas funciones de coste, es difícil definir un criterio de parada
que garantice que el método parará justamente cuando el mínimo global óptimo xˆ sea detectado.
De este modo, las condiciones de parada propuestas en la literatura son en su totalidad de
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naturaleza probabilística.
En [Bohachevsky y Johnson, 1986] y [Brooks y Verdini, 1988] la técnica de Simulated An-
nealing se para cuando no se produce aceptación de puntos candidatos x′ durante un número fijo
de iteraciones (entre 20-50 en [Bohachevsky y Johnson, 1986] y 50 en [Brooks y Verdini, 1988]).
En [Vanderbilt y Louie, 1984] la condición de parada viene determinada por
f¯ − µˆ ≤ ηf¯ (5.21)
donde f¯ es la media de las últimas M salidas del algoritmo estocástico, µˆ es el valor de la
función de coste más bajo encontrado hasta la iteración actual y η se refiere a la precisión
(accuracy) y toma valores del orden de 10−3 tanto en [Vanderbilt y Louie, 1984] como en los
estudios aportados por [Bohachevsky y Johnson, 1986].
Otras condiciones de parada como la propuesta en [Jones y Forbes, 1995], sugieren detener el
algoritmo cuando la medida de la varianza σ2f caiga por debajo de un valor dado (a determinar
en función del problema considerado). Esta varianza viene fijada por los puntos visitados por el
algoritmo y se actualiza de la forma
σ2f = c
′′[f(xt−1)− f¯ ] + (1− c′′)σ2f . (5.22)
De esta manera el impacto de las primeras iteraciones se decrementa iteración a iteración, y
σ2f sobre todo representa la varianza de la función en las últimas iteraciones.
5.5. ARS y SA: dos filosofías de optimización distintas
Una vez hemos se han expuesto los métodos de trayectoria más significativos es importante
parar un momento y reflexionar sobre las filosofías de optimización analizadas. Más en concreto,
las técnicas que nos han parecido más relevantes son las utilizadas por Accelerated Random
Search y por Simulated Annealing.
Cuando se utiliza Accelerated Random Search el parámetro que cambia a lo largo de la
ejecución del método es la varianza de la función tentativa. Esta varianza se reducía o ampliaba
en función de los puntos candidatos muestreados. Si los puntos candidatos no mejoraban la
solución encontrada en la iteración anterior, la varianza se aumentaba; mientras que si los puntos
propuestos mejoraban al punto anterior, la varianza se reducía en un factor c ajustable.
Sin embargo, la técnica propuesta por Simulated Annealing es conceptualmente distinta. En
Simulated Annealing la densidad tentativa permanecía constante durante todo el proceso. Es el
parámetro temperatura el que cambia durante el proceso de optimización. De forma genérica,
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esta temperatura tiende a cero a medida que aumenta el número de iteraciones, salvo que se de
un reinicio. Pues bien, este cambio en la temperatura se relaciona con un cambio en la densidad
objetivo po(x) asociada a la función de coste f(x). Es decir, en Simulated Annealing no es la
función tentativa la que se ve modificada, sino la varianza de densidad objetivo po(x).
Este es el punto principal de diferenciación de las dos filosofías. Sin embargo, estas formas de
optimizar no son independientes una de otra y podrían fusionarse entre sí. Se podría sugerir, por
ejemplo, implementar un algoritmo Simulated Annealing en el que la temperatura controlara de
alguna manera la varianza de la función tentativa utilizada para generar puntos candidatos.
5.6. Exploración exhaustiva y precisión: Exigencias contrapues-
tas
En el análisis de toda técnica de optimización se plantea la resolución de dos objetivos
opuestos entre sí. Por un lado, se desea que el método explore todo el espacio S donde se
define la función de coste, y consiga encontrar la zona del espacio donde se encuentra el mínimo
global óptimo. Y por otro lado, se quiere generar muchas muestras en la zona del mínimo global,
de manera que la solución hallada al final sea una solución exacta, es decir, que sea una solución
tan cercana al mínimo global óptimo como sea posible.
Lamentablemente estas dos condiciones no se combinan fácilmente, dado que una exploración
exhaustiva del espacio S suele retardar la búsqueda de la precisión, dado que aunque estemos
cerca del mínimo global, proponemos puntos lejanos para asegurarnos de explorar todo el espacio
S. Es por ello, que debe encontrarse un compromiso (trade-off ) entre estas dos exigencias, que
dependerá del problema (aplicación) que se esté resolviendo. Por ejemplo, si se desea simplemente
conocer la región del espacio donde se encuentra el mínimo global óptimo sin importarnos la
precisión, dedicaremos la mayoría de los recursos a analizar el espacio completo S. Esta necesidad
de compromiso entre exhaustividad y precisión se ve de forma muy clara por ejemplo en el
algoritmo Accelerated Random Search. Dicho método comienza la búsqueda utilizando varianzas
de la función tentativa muy altas (para de este modo explorar todo S), y una vez ha llegado a
la región del espacio que contiene el mínimo global óptimo (se aceptan sucesivamente todos los
puntos candidatos), comienza a disminuir la varianza de la función tentativa. Esto disminución
produce que se generen muchos puntos en la región interesante, de forma que se mejore la
precisión de la técnica. Pero dado que no se tiene la seguridad de que la solución encontrada sea
el mínimo global, después de un cierto número de iteraciones se aumenta otra vez la varianza al
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valor original.
5.7. Métodos basados en poblaciones
En contraste con los métodos basados en un solo punto, se trabaja ahora de forma simultánea
con un conjunto de puntos (partículas) denominado población de M elementos x ∈ Rm (al paso
t).
Xt = [x1,t,x2,t, ...,xM,t].
Entonces, la matriz Xt tiene dimensión m×M .
Claramente, estos métodos basados en población suelen ser más eficientes que los métodos que
trabajan con un solo punto con respecto a la exploración global de todo el espacio de búsqueda
S, pero con una mayor carga computacional. El esquema genérico de funcionamiento de estas
técnicas se muestra en la Figura 5.10.
Figura 5.10. Esquema de un método basado en poblaciones. Se inicializa un
conjunto de puntos o población X0. Se proponen un conjunto de soluciones
candidatas x′ ∈ X′, que interactúan entre ellos para generar unos nuevos
puntos x′′ ∈ X′′. Seguidamente estos puntos se aceptan o rechazan con una
probabilidad dada A(x′,x′′), realimentando al bloque de perturbación.
Como podemos notar, en este caso hay un bloque nuevo, que da más variabilidad (y ca-
pacidad interpretativa) a estas técnicas: se trata de la fase de iteracción entre las diferentes
partículas. En realidad, para los algoritmos poblaciones, los bloques de perturbación, interacción
entre partículas y aceptación se pueden encontrar fusionados entre sí. Es decir, distintas tareas se
pueden hacer conjuntamente. Por ejemplo, un algoritmo puede realizar la perturbación de cada
individuo, teniendo ya en cuenta las posiciones de los demás individuos que forman la población,
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aglutinando de este modo los bloques de interacción entre partículas y perturbación. Entonces,
las diferencia más significativa entre los métodos de una sola partícula y los basados en poblacio-
nes está en la fase de interacción. En los métodos poblacionales, la partículas cooperan entre si,
intercambiándose información, mientras que en los métodos de un sólo punto este intercambio
no existe.
Desde el punto de vista del muestreo de variable aleatoria, un ejemplo entre interacción
(intercambio de información) entre partículas es el resampling (ver la Sección 3.4.5).
Los algoritmos metaheurísticos basados en poblaciones usan colecciones de puntos para gene-
rar otra colección de puntos distinta. Muchos de estos algoritmos están motivados por procesos
biológicos e incluyen desde los algoritmos genéticos o la programación evolucionaria, hasta la
optimización por colonia de hormigas. El concepto subyacente en la programación evolucionaria
es el de producir descendencia ("off-spring") a partir de una población Xt. Esta descendencia,
a su vez, será el resultado de la interacción entre las distintas partículas xi,t ∈ Xt, i = 1, ...,M .
La forma de la interacción vendrá fijada por el algoritmo en particular que se esté utilizando.
Por ejemplo, en algoritmos genéticos, la interacción viene fijada a través de dos procesos. Uno
de combinación o "crossover" y otro de mutación.
En algunos de los algoritmos poblaciones, como por ejemplo los algoritmos genéticos, el pro-
ceso de aceptación recibe el nombre de "criterio de selección" o "supervivencia". Anteriormente
se vio que algunos métodos de trayectoria solo aceptaban movimientos descendentes, es decir,
aquellos que cumplieran que f(x′) < f(xi,t). Esto tendría su traducción para algoritmos pobla-
cionales, en un algoritmo que realizara un ranking de la población en cada iteración, basándose
en el valor de función de coste f(x) (denominada de idoneidad o "fitness") evaluada para cada
individuo xi,t de la población. Sin embargo, en cuanto a algoritmos de poblaciones se refiere, la
experiencia ha demostrado que la realización de estos rankings no produce buenos resultados. Se
ha verificado que cierto grado de diversidad en la población Xt debe ser mantenido ("variety")
para que el algoritmo no converja prematuramente a un mínimo local.
Especialmente interesantes en cuanto a la función de supervivencia o aceptación se refiere son
las técnicas basados en la élite poblacional como las estudiadas en [Rardin, 1998], que subdividen
la población en tres categorías. Se tendrá por un lado la élite (los mejores puntos), por otro lado
los inmigrantes (puntos añadidos para mantener la diversidad), y por último las soluciones de
combinación o cruce entre los dos primeros grupos. Claramente, en [Rardin, 1998] se afirma que
el tamaño de la población M influye en las prestaciones del algoritmo. Si tenemos poblaciones
muy pequeñas, el algoritmo presentará problemas para encontrar el mínimo global óptimo xˆ; y
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sin embargo, si la población es muy grande entonces el algoritmo será muy ineficiente en cuanto
a recursos consumidos. Generalmente, el tamaño de la población M se suele fijar de forma
experimental para cada problema.
Si se considera ahora que se trabaja con varios puntos iniciales {x0,0,x1,0, ...,xM,0 ∈ X0},
iterando un mismo algoritmo en paralelo para cada uno de ellos; es posible que, a partir de
distintos puntos de comienzo y tras varias iteraciones, se llegue a la misma solución por separado.
En este caso, cobra sentido el concepto de agrupamiento o clustering, mediante el cual se podría
formar un grupo con todos los puntos que han obtenido el mismo resultado; y asignar unos pesos
a las soluciones obtenidas, tal como se hacía en la técnica de Importance Sampling vista en
3.4.4. De este modo, cuantos más puntos se acumulen en un mismo grupo o cluster , mayor
será la probabilidad de que el mínimo global óptimo xˆ se encuentre cerca. Se podrían establecer
así una serie de puntos prometedores o "Promising Points", en los que resultaría interesante
iniciar una búsqueda local tal y como se realiza en los estudios Schoen [Schoen, 2002] o Torn
[Torn y Zilinskas, 1989]).
Los ejemplos más importantes de esta clase de técnicas son sin duda los 3 siguientes: algorit-
mos genéticos, algoritmos de colonia de hormigas (Ant Colony Optimization, ACO) y algoritmos
particle swarm (se observe la Figura 5.1). En literatura, se puede encontrar una variedad enorme
de metodos metaheurísticos, pero mucho de poco interés teórico y practico. Sin embargo, después
de una atento estudio, nos ha parecido también interesante una variante del SA que se presenta
a continuación.
5.7.1. Simulated Annealing para varías partículas (MPSA)
Una primera y trivial posibilidad que siempre puede ser explotada en los algoritmos SA
(simulated annealing) es la de adoptar una estrategia de comienzo múltiple, es decir varios SA
en paralelo independientes entre sí. Estas técnicas de comienzo múltiple son una manera de
solventar los problemas de convergencia demasiado lenta o de exploración poco exhaustiva de S.
Una técnica más sofisticada está descrita en [Molvalioglu et al., 2007], donde se define el
algoritmo "Multiple Particle Simulated Annealing" que implementaM algoritmos SA trabajando
en paralelo pero con comunicación entre ellos. Se comienza con M puntos iniciales diferentes
X0 = {x1,0,x2,0, ...,xM,0},
elegidos aleatoriamente en S. Se denotará Xt = {x0,t,x1,t, ...,xM,t} al conjunto de puntos de
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búsqueda en la iteración t-ésima, En cada iteración se usará un conjunto de funciones tentativas
pi1(x1,t+1|x1,t), pi2(x2,t+1|x2,t), ..., piM (xM,t+1|xM,t), (5.23)
para generar un conjunto de soluciones candidatas X′ = {x′1,x′2, ...,x′M} y confeccionar el nuevo
conjunto de puntos Xt+1. También vamos a considerarM funciones de aceptación, con diferentes
parámetros temperatura T1,t, ..., TM,t,
A1(x1,t+1,x1,t, T1,t),A2(x2,t+1,x2,t, T2,t), ...,AM (xM,t+1,xM,t, TM,t). (5.24)
El algoritmo funciona del siguiente modo:
1. Fijar i = 0 y generar uniformemente M puntos en S. Definir X0 = {x1,0,x2,0, ...,xM,0}.
Por ultima fijar la temperaturas iniciales T1, ..., TM .
2. Generar M puntos candidatos de acuerdo a las funciones tentativas
x′1 ∼ pi1(x1,t+1|x1,t),
x′2 ∼ pi2(x2,t+1|x2,t),
...
x′M ∼ piM (xM,t+1|xM,t).
3. Un punto x′i, i = 1, ...,M es aceptado xi,t+1 = x
′
i con probabilidad Ai(xi,t+1,xi,t, Ti).
4. Si x′i es rechazado, se definen unos pesos con j ∈ {1, ...,M} y j 6= i
wj =
Aj(xj,t+1,xj,t, Tj,t)∑M
i=1Ai(xi,t+1,xi,t, Ti,t)
. (5.25)
entonces con probabilidad wj elegimos xi,t+1 = x′j .
5. La salida de nuestro algoritmo será µˆ = mı´n[x1,t+1, ...,xM,t+1] y si se cumple el criterio de
parada se termina.
6. Si no se cumple el criterio de parada, se incrementa t = t+1 se actualizan las temperaturas
Ti,t+1 = φi(Ti,t), i = 1, ...,M y se repete desde el paso 2.
La elección del punto candidato puede resumirse como sigue
xi,t+1 =

x′i con probabilidad Ai(xi,t+1,xi,t, Ti),
x′j con probabilidad (1−Ai(xi,t+1,xi,t, Ti))wj ,
(5.26)
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para todos los j ∈ {1, ...M} 6= i, y con x′k ∼ pi2(xk,t+1|xk,t), k = 1, ...,M . Se puede escribir más
explícitamente de esta forma (si i 6= 1 y i 6= M)
xi,t+1 =

x′i con probabilidad Ai(xi,t+1,xi,t, Ti),
x′1 con probabilidad (1−Ai(xi,t+1,xi,t, Ti))w1,
...
x′i−1 con probabilidad (1−Ai(xi,t+1,xi,t, Ti))wi−1,
x′i+1 con probabilidad (1−Ai(xi,t+1,xi,t, Ti))wi+1,
...
x′M con probabilidad (1−Ai(xi,t+1,xi,t, Ti))wM ,
(5.27)
El modo más sencillo de elegir la función de aceptación A es haciendo uso de la función de
aceptación de Boltzmann vista en la Ecuación 5.7. Obviamente, hay un intercambio de informa-
ción entre las posiciones xi,t. Concretamente, la probabilidad que las trayectorias se intercambien
puntos es (1−Ai(xi,t+1,xi,t, Ti))wj , con i = 1, ...,M y j ∈ {1, ...M} 6= i.
5.7.2. Paralelización
Los algoritmos estocásticos han sabido progresar con el avance de la tecnología, y la parale-
lización del trabajo utilizando varios procesadores también ha influido en el desarrollo de nuevas
técnicas. En [Hamma et al., 1993] se utilizan diferentes procesadores para la generación de pun-
tos candidatos; implementando funciones tentativas pi(xt|xt−1) distintas en cada procesador. En
particular, se implementa la misma función tentativa pi(xt|xt−1) con diferentes varianzas de ma-
nera que aquellas funciones tentativas con varianza pequeña exploren en entorno local alrededor
del punto actual, y las funciones tentativas con varianza grande realicen una exploración global
en el entorno del punto anterior xt−1.
5.8. Esquemas de posible hibridación
Por hibridación se entiende la combinación de dos o más algoritmos para la consecución de
un fin común, que en este caso es la consecución del mínimo global óptimo. Pueden darse rela-
ciones de muchos tipos entre las que podemos destacar mecanismos de cooperación, sustitución
o secuenciación.
En esta sección se reproduce la clasificación expuesta por Talbi en [Talbi, 2002]. Esta cla-
sificación es una combinación de agrupación jerárquica y plana. Esquema jerárquico en cuanto
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que se distingue entre nivel bajo de hibridación y nivel alto, y esquema plano o al mismo nivel
en cuanto que se puede distinguir entre hibridación de "relay" (relevo en equipo) e hibridación
co-evolucionaria.
Para obtener hibridación de bajo nivel se reemplaza una parte de un método metaheurístico
por la misma parte de otro método metaheurístico distinto (por ejemplo, se cambia la fase de
perturbación de un método por la de otro). Una hibridación de alto nivel se caracteriza sin
embargo, porque los distintos métodos metaheurísticos de optimización son auto-contenidos.
En cuanto a hibridación al mismo nivel existe hibridación de relevo, en la que los diferentes
métodos son aplicados secuencialmente, e hibridación co-evolucionaria, en la que los distintos
algoritmos cooperan para la consecución del resultado final.
Es importante también distinguir las hibridaciones no ya en cuanto a interacción entre los
distintos métodos sino a la morfología de los mismos. Esta clasificación podría establecerse de la
siguiente manera:
Hibridación homogénea y heterogénea. Los métodos híbridos homogéneos combinan
algoritmos poblacionales o de trayectoria entre ellos mismos; mientras que en los hetero-
géneos se combinan algoritmos de trayectoria (basados en un solo punto) con algoritmos
poblacionales.
Hibridación global y parcial En los algoritmos globales todos los algoritmos exploran
la misma solución mientras que en los parciales el espacio de exploración se encuentra
particionado, ocupándose diferentes algoritmos de diferentes particiones.
Especializados y generales. Los algoritmos especializados combinan métodos que per-
miten solucionar diferentes subproblemas del problema principal, mientras que las técnicas
híbridas intentan solucionar el problema principal directamente. Por ejemplo, una técnica
que intente optimizar los parámetros de otro método (que resuelva el problema principal)
representa un algoritmo especializado.
La siguiente Figura 5.11 ilustra las relaciones posibles entre algoritmos híbridos.
5.9. Aplicaciones
Los métodos metaheurísticos son utilizados para resolver problemas en multitud de discipli-
nas. Algunos de los entornos de trabajo más característicos son los siguientes:
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Figura 5.11. Combinaciones posibles entre algoritmos.
Diseño de circuitos Los algoritmos estocásticos se utilizan en el diseño de circuitería compleja
de múltiples capas. Cuando el número de dispositivos a integrar en un microchip asciende a
decenas de cientos de componentes, la colocación de cada componente y las conexiones necesarias
supone un problema de optimización del espacio, para que este sea lo menor posible.
Matemáticas El diseño de árboles de decisión y clasificación eficientes constituye un problema
NP-completo para el que suelen utilizarse técnicas metaheurísticas. Otro tipo de problemas en
este ámbito son los relacionados con la diagonalización de matrices de elevadas dimensiones.
Procesado de imágenes La reconstrucción de imágenes y el reconocimiento de formas son
problemas en los que habitualmente se utilizan técnicas de búsqueda local. En la reconstrucción
de imágenes se necesita del diseño de filtros, que vienen definidos a través de un conjunto de
parámetros que será necesario optimizar, para que se ajusten a los datos dados en la imagen. De
esta manera, el filtro será capaz de reconstruir la imagen correctamente.
Biología Casi todos los problemas en los que se utiliza algoritmos metaheurísticos se encua-
dran en el campo de la biología molecular. Un problema complicado para el que estos métodos
resultan muy eficientes es el de definir la estructuras de las cadenas de proteínas (por ejemplo,
la conformación de los péptidos). Las técnicas de búsqueda local también se utilizan para deter-
minar los alineamientos existentes en cadenas largas de ADN (ácido desoxirribonucleico) y ARN
(ácido ribonucleico).
Geo-física Los algoritmos estocásticos se ha probado que son útiles para modelar formas de
onda sísmicas. Se hace notar que la naturaleza estocástica de Simulated Annealing, es de hecho
la ventaja principal de este tipo de técnicas, ya que la naturaleza imprevisible de los terremotos
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es una de sus características más relevantes.
Aplicaciones militares El despliegue óptimo de recursos es un problema importante que
se convierte en crucial cuando se habla de seguridad nacional o política de defensa. Se han
desarrollado aplicaciones militares basadas en métodos de búsqueda local sobre como deben
desplegarse las defensas anti-misiles a lo largo de una ciudad o territorio, así como aplicaciones
de rastreo de enemigos en mar y aire.
Finanzas Existen aplicaciones financieras de cálculo de intereses entre mercados, cambio de
divisas o de estimación de la productividad de un determinado producto en la que se busca
optimizar una serie de parámetros, de manera que el beneficio obtenido o la rentabilidad (a
corto, medio o largo plazo) sea máxima.
5.10. Conclusiones
A lo largo de este capítulo se ha intentado realizar una clasificación de los métodos estocásticos
existentes en la actualidad que más nos han interesado. Se dividieron estas técnicas en algoritmos
exploratorios y de aproximación estocástica. Entre los denominados métodos exploratorios o de
búsqueda local podemos distinguir los algoritmos de trayectoria y los basados en poblaciones.
Destacan entre los del primer grupo Simulated Annealing, Accelerated Random Search; y en el
segundo los algoritmos genéticos o el algoritmo Simulated Annealing para varias partículas.
Se ha hecho especial énfasis en la relación entre Simulated Annealing y el algoritmo Metropolis-
Hastings visto en el Capítulo 4. Éste último proporciona la base teórica que explica el porqué
del buen funcionamiento de Simulated Annealing.
También se ha hablado largo y tendido durante este capítulo sobre las filosofías de optimiza-
ción que plantean Simulated Annealing y Accelerated Random Search. La filosofía del primero
se basa en la modificación de la densidad objetivo po(x), mientras que el segundo trabaja modi-
ficando la varianza de la función tentativa pi(xt|xt−1).
Se ha visto como diferentes modos de encarar la optimización pueden dar buenos resultados,
siempre y cuando se alcance un compromiso aceptable entre exploración rigurosa del espacio S
y precisión (accuracy) de los resultados.
Capı´tulo6
Implementando Simulated Annealing y
Acelerated Random Search
En este capítulo se implementarán en Matlab los algoritmos Simulated Annealing y Acelerated
Random Search para optimizar la función de coste
f(x, y) = (x sin(20y) + y sin(20x))2 cosh(sin(10x)x) + (x cos(10y) + y sin(10x))2 cosh(cos(20y)y).
(6.1)
que tiene la forma mostrada en la Figura 6.1.
Figura 6.1. Función de coste.
Se observa que dicha función de coste presenta numerosos mínimos locales, situándose el míni-
mo global óptimo en el punto (x, y) = (0, 0). Para poder distinguir mejor el valor de los distintos
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mínimos locales en ocasiones se trabajará con log(f(x, y)). La representación de log(f(x, y)) se
muestra en la Figura 6.2. A lo largo de este capítulo también se utilizará la representación de las
Figura 6.2. Logaritmo de la función de coste. Se representa la función
logf(x, y), donde se distingue mejor entre dos mínimos locales distintos.
curvas de nivel de log(f(x, y)) mostradas en la Figura 6.3. Estas curvas de nivel se utilizarán so-
Figura 6.3. Curvas de nivel de log(f(x)). Se puede apreciar la existencia
de numerosos mínimos locales alrededor del mínimo global óptimo situado en
(x, y) = (0, 0).
bre todo para mostrar la evolución de los algoritmos Simulated Annealing y Acelerated Random
Search a medida que aumenta el número de iteraciones.
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Se empezará implementando el algoritmo Simulated Annealing, realizando variaciones en sus
parámetros y analizando su funcionamiento. Seguidamente, se implementarán Acelerated Ran-
dom Search y Simulated Annealing para varias partículas operando de forma similar. Por último,
se compararán y discutirán los resultados obtenidos, comentando las ventajas e inconvenientes
de usar un algoritmo u otro.
6.1. Implementación de Simulated Annealing
Tal y como se expuso en el Capítulo 5 Simulated Annealing opera de la siguiente forma:
1. Inicializar x0 ∈ S, el número de iteraciones t = 0 y la temperatura inicial T0.
2. Generar un punto candidato x′ ∼ pi(xt|xt−1).
3. Generar u′ ∼ U([0, 1]).
4. Si u′ > A(xt−1,x′)→ xt = xt−1.
5. Si u′ ≤ A(xt−1,x′)→ xt = x′.
6. Actualizar la tempera Tt = φ(Tt−1). Actualizar t = t+ 1.
7. En caso de cumplirse el criterio de parada terminar. En caso contrario volver a 2.
Se observa que los parámetros temperatura inicial T0, función tentativa pi(xt|xt−1), función
de enfriamiento (Tt = φ(Tt−1)) y condición de parada no están definidos explícitamente. En
función de estos parámetros el algoritmo se comportará de manera distinta. Nuestro cometido en
las siguientes secciones será evaluar el comportamiento del algoritmo para distintos valores de los
parámetros, y diferenciar que valores nos interesan. Es decir, calcular cuales son los parámetros
óptimos.
6.1.1. Primera Prueba
En esta primera prueba se verá como cambian las prestaciones del algoritmo en función de
la temperatura inicial T0 escogida. Para ello, se elegirá una temperatura inicial T0 variante y se
dejarán fijos los siguientes parámetros:
El punto de comienzo x0 se restringirá a sólo 4 valores situados a distancia 4 del mínimo
global, elegiendose aleatoriamente en el conjunto {(4, 4); (−4,−4); (4,−4); (−4, 4)}.
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Como condición de parada se impuso un número de iteraciones fijas NMax = 60000.
Como ley de enfriamiento se va a utilizar la expresión Tt = αTt−1, donde la constante α se
fijó al valor de 0.99.
Como función tentativa pi(xt|xt−1) se utilizó una distribución normal centrada en el punto
anterior de búsqueda xt−1 con matriz de covarianzas dada por:
Σ(x,y) =
 1 0
0 1
 (6.2)
donde se observa claramente que la varianza de las v.a. X,Y es 1, estando incorreladas
entre sí.
En caso de que el algoritmo quedará estancado durante 12 iteraciones en un punto cuyo
valor de la función de coste sea mayor que el mejor valor xbest encontrado hasta el momento
se efectuará un reinicio. El reinicio consistirá en fijar xt−1 = xbest y T = T0.
La temperatura inicial T0 se hará variar entre los valores T0 = 0.5 y T0 = 100, repitiendo
10000 veces la medida para cada valor, de manera que se puedan establecer unos estadísticos de
media y varianza de los resultados.
En la Figura 6.4 se puede ver el valor medio de la función de coste f(x, y) conseguido para
cada valor de la temperatura inicial T0 simulado.
Para valores de la temperatura inicial T0 < 10 el algoritmo parece que queda enganchado en
mínimos locales de la función de coste. Esto es provocado porque un valor demasiado bajo de
la temperatura repercute en una probabilidad de aceptación de puntos candidatos x′ demasiado
baja. Se aprecia que la variabilidad de los resultados en el intervalo [0, 10] es elevada (aproxi-
madamente 6e− 4) debido a que el algoritmo converge cada vez en un mínimo local distinto (y
por lo tanto, con distinto valor de la función de coste). Por otro lado, para valores de T0 > 80 la
convergencia del algoritmo se hace demasiado lenta, haciendo que se llegue a valores medios de la
función de coste f(x, y) más altos. Una temperatura alta provoca probabilidades de aceptación
demasiado altas, que hacen que el algoritmo tarde más en converger. Las temperaturas iniciales
con las que se llega a mejores resultados se encuentran en el intervalo T0 ∈ [10, 80]. Por ejemplo,
para T0 = 40, el valor medio de la función de coste medio obtenido es 2.2e-7.
A continuación, en lugar de medir el valor medio de la función de coste obtenido para cada
valor de la temperatura inicial T0, se medirá la distancia al mínimo global óptimo situado en
6.1. IMPLEMENTACIÓN DE SIMULATED ANNEALING 97
Figura 6.4. f(x, y) vs T0. Se representa el valor medio de la función de coste
f(x, y) en función de la temperatura inicial T0 utilizada.
Figura 6.5. Distancia en función de T0. Se representa la distancia media al
mínimo global óptimo en función de la temperatura inicial T0.
el punto (0, 0). La distancia al mínimo se calculó, a partir de las coordenadas del punto, como√
x2 + y2, y los resultados obtenidos se muestran en la Figura 6.5.
Se verifica que para valores de la temperatura bajos el algoritmo queda anclado en mínimos
locales lejanos al mínimo global óptimo. Sin embargo, para T0 ∈ [10, 80] el algoritmo conver-
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ge adecuadamente, obteniendo valores muy cercanos al mínimo global óptimo (a distancia 0.2
aproximadamente) en todas las ocasiones. De ahí que la variabilidad en este intervalo sea la más
reducida.
Una vez analizada la distancia al mínimo global óptimo se decidió realizar una prueba para
analizar la velocidad de convergencia del algoritmo. Para ello, en lugar de dejar fijo el número
de iteraciones del método, se fijó como objetivo para la finalización del algoritmo la consecución
de un valor de la función de coste menor que 1e− 6. Cuando el algoritmo llegará a este valor la
técnica finalizaría, guardando el número de iteraciones necesarias. La evolución en el número de
iteraciones necesarias en función de la temperatura inicial T0 se muestra en la Figura 6.6.
Figura 6.6. Velocidad de convergencia en función de T0. Se representan las
iteraciones medias necesarias para conseguir el objetivo fijado en función de
la temperatura inicial T0.
Para valores de la temperatura inicial muy bajos la variabilidad es muy alta. En ocasiones,
el algoritmo convergía muy rápido y en otras ocasiones se necesitaban muchas iteraciones para
obtener la convergencia. Los valores óptimos de la temperatura inicial se encuentran en el inter-
valo T0 ∈ [20, 40], donde tan solo se necesitan una media 17000 iteraciones para converger. Es
por ello que para las siguientes pruebas (en las que se variarán otros parámetros) se utilizará un
valor de la temperatura inicial de T0 = 40.
También se calculó la probabilidad de aceptación media de puntos candidatos en función de
la temperatura inicial T0. Los resultados se muestran en la Figura 6.7.
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Figura 6.7. Evolución de la probabilidad de aceptación. Se representa el
valor de la probabilidad de aceptación con respecto a la temperatura inicial
T0 utilizada.
Como es lógico, a medida que aumenta la temperatura inicial, la probabilidad de aceptación
se va haciendo mayor. Se recuerda que la probabilidad de aceptación de un punto candidato x′
es 1 si f(x′) < f(xt−1) y menor que uno en caso contrario. En concreto, esta probabilidad de
aceptar un punto peor es de la forma exp(−(f(x′)−f(xt−1)T )), siendo la probabilidad de aceptar
mayor, cuanto mayor es la temperatura. La probabilidad de aceptación mostrada es la proba-
bilidad de aceptación media durante todo el proceso. Lógicamente para las primeras iteraciones
(temperatura alta) la probabilidad de aceptación es alta, reduciéndose a medida que el algoritmo
se encamina hacia el mínimo. Para el caso concreto de T0 = 40, la probabilidad de aceptación
media es de aproximadamente el 1 %. Sin embargo, no es constante durante todo el proceso, sino
que para las primeras iteraciones la probabilidad de aceptación es casi del 45 %, siendo de tan
solo el 0,2 % para las últimas iteraciones.
Para finalizar esta primera prueba se muestra un ejemplo de la evolución (sobre las curvas
de nivel de logf(x)) del algoritmo para un valor de la temperatura inicial T0 = 40 en la Figura
6.8.
Se observa como el algoritmo explora todo el espacio de búsqueda hasta aproximarse a la
cuenca de atracción del mínimo global óptimo. A partir de ese momento, se concentra en esa
región del espacio.
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Figura 6.8. Se representa la evolución del algoritmo a medida que aumentan
las iteraciones.
6.1.2. Segunda prueba
A continuación, se variará el número de iteraciones N y se calculará el valor medio de la
función de coste f(x, y) conseguido. Por supuesto, cuanto mayor sea el número de iteraciones
mejores serán los resultados obtenidos. Sin embargo, se deberá encontrar un compromiso entre
número de iteraciones y valor del mínimo encontrado, para que de este modo las simulaciones
consuman un tiempo razonable. La temperatura inicial utilizada será T0 = 40, con un valor de
la constante de enfriamiento α = 0,99. Se modificará el número de iteraciones desde N = 2000
hasta N = 200000. Se muestran los valores medios de la función de coste conseguidos en la
Figura 6.9.
Se observa como el valor medio de f(x, y) es menor a medida que aumenta el número de
iteraciones, tal y como era previsible. Para N < 5000, el algoritmo no converge adecuadamente
por lo que la variabilidad en los resultados es elevada. En la Figura 6.10 se muestra la distancia
media al mínimo global óptimo de las soluciones encontradas en función del número de iteraciones.
Se aprecia como a medida que se aumentan el número de iteraciones la distancia media al
mínimo global disminuye. Para N < 10000, el número de iteraciones es insuficiente e influye
bastante en los resultados, mientras que para N > 20000, los cambios en los resultados son
mínimos. Para guardar cierto compromiso entre calidad de los resultados y tiempo de simulación
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Figura 6.9. f(x, y) vs N . Se representan los valores de la función de coste
f(x, y) en función del número de iteraciones N , así como la varianza de los
resultados obtenidos.
Figura 6.10. Distancia al mínimo en función de N . Se representa como varía
la distancia al mínimo global óptimo a medida que el número de iteraciones
crece.
a partir de esta prueba se utilizará un valor de máximo de N = 30000.
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6.1.3. Tercera prueba
En esta prueba se probará el comportamiento del algoritmo para distintos valores de la
constante de enfriamiento α (se recuerda que Tt = αTt−1). En concreto, se simulará con valores
comprendidos entre α = 0.2 y α = 1, para un número de iteraciones fija N = 30000, y con
valor de la temperatura inicial T0 = 40. El valor medio de la función de coste para los mínimos
encontrados puede verse en la Figura 6.11, junto con la variabilidad de los resultados.
Figura 6.11. Valor de la función de coste f(x, y) para distintos valores de la
constante de enfriamiento α.
Para valores de α por debajo de 0.8, el algoritmo converge muy rápido pero no al mínimo
deseado, por lo que los valores de la función de coste conseguidos no son muy buenos. Por otro
lado, para valores de α > 0.96, la convergencia es muy lenta. En la Figura 6.12 se muestra como
de lejos se encuentran en media los mínimos encontrados respecto del óptimo, en función de la
constante de enfriamiento.
Parece claro que intervalo para el cual el algoritmo no queda enganchado en mínimos locales
es el correspondiente a α ∈ [0.8, 0.96]. Seguidamente se intento obtener datos sobre la velocidad
de convergencia para estos valores óptimos de α, obteniendo los resultados que se muestran en
la Figura 6.13 (como condición de parada se impuso la consecución de un mínimo con valor de
f(x, y) ≤ 1e− 6).
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Figura 6.12. Distancia al mínimo global óptimo en función de α.
Figura 6.13. Velocidad de convergencia en función de α. Se representa el
número de iteraciones hasta la obtención del criterio de parada del método
en función de α
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Para el intervalo α ∈ [0.92, 0.96] la técnica de Simulated Annealing converge muy rápido y
con poca variabilidad en los resultados. Es por ello, que para las siguientes pruebas se tomará
un valor de α = 0.94.
6.1.4. Cuarta prueba
Se modificará ahora la función tentativa pi(xt|xt−1) para generar nuevos puntos candidatos
x′. Se decidió seguir utilizando una normal bidimensional para generar nuevos puntos pero se
impuso como parámetro variable la varianza tanto en el eje x como en el eje y. Para un número
fijo de N = 30000 iteraciones, α = 0.94 y T0 = 40 se calculó el valor medio de la función de coste
para distintas varianzas. Los resultados obtenidos se muestran en la Figura 6.14.
Figura 6.14. Variando la función tentativa. Valor medio de la función de
coste para distintos valores de la varianza de la función tentativa pi(xt|xt−1).
Se observa como el mejor funcionamiento del algoritmo se da para el intervalo de la varianza
[0.5, 2]. Para valores de la varianza por debajo de 0.5, los movimientos a puntos muy lejanos son
muy improbables, lo que hace que el algoritmo converja despacio y obtenga peores resultados
que para varianzas mayores. Por el contrario, para valores de la varianza mayores de 2, los saltos
a puntos muy lejanos tienen mayor probabilidad de producirse, haciendo que el algoritmo se
comporte de forma casi aleatoria y no converja adecuadamente. De ahí, la gran variabilidad de
los resultados para varianzas elevadas.
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A continuación se calculó la distancia media al mínimo global óptimo para distintos valores
de la varianza, obteniendo los resultados que se muestran en la Figura 6.15.
Figura 6.15. Distancia media al mínimo global óptimo en función de la
varianza de la función tentativa.
Para valores de la varianza demasiado reducidos, el algoritmo converge lentamente, quedando
alejado del mínimo global óptimo. Sin embargo para valores de la varianza demasiado altos, el
algoritmo no converge adecuadamente y los resultados obtenidos presentan una variabilidad muy
alta. De la Figura 6.15 se concluye que el intervalo óptimo de valores para la varianza es el [0.5, 2].
Llegados a este punto puede resultar interesante mostrar la evolución del método (sobre las
curvas de nivel de log(f(x))) para un valor de la varianza alto y para uno bajo. En concreto se
muestra la evolución de la técnica para unos valores de σ2 = 0.4 y σ2 = 5 en las Figuras 6.16 y
6.17 respectivamente.
Se puede apreciar fácilmente como para valore de σ2 pequeños la longitud media de los mo-
vimientos es muy pequeña, desembocando en una convergencia lenta del algoritmo. Sin embargo
para valores de la varianza muy altos el comportamiento de la técnica casi podría calificarse de
aleatorio, eligiendo puntos muy distantes entre sí (de una iteración a otra).
A continuación, se realizaron pruebas para analizar la velocidad de convergencia en función
de la varianza. Para ello se puso como condición de parada la consecución de un mínimo cuya
función de coste fuera menor o igual que 1e−6. En ese momento se pararía la ejecución del método
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Figura 6.16. Evolución del algoritmo para un valor de σ2 = 0.4.
Figura 6.17. Evolución del algoritmo para un valor de σ2 = 5.
y se tomaría nota de las iteraciones realizadas hasta el momento. Los resultados obtenidos se
muestran en la Figura 6.18.
Los mejores resultados parecen obtenerse para un valor de σ2 = 1.2. Es por ello que a partir
de esta prueba, se utilizó este valor óptimo para la varianza.
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Figura 6.18. Evaluación de la velocidad del algoritmo para distintos valores
de σ2.
6.1.5. Quinta Prueba
En esta prueba se verá como se comporta el método ante la exploración anisótropa del espacio.
Ese decir, ante aquella exploración que beneficia unas direcciones en detrimento de otras. Para
implementar este hecho se utilizará como función tentativa una gaussiana bidimensional con
cierto grado de dependencia entre las variables aleatorias X e Y . Las matriz de covarianzas
genérica utilizada será:
Σ =
 1 b
b 1
 (6.3)
donde b = E[(X − µx)(Y − µy)] tomará los valores [0, 0.35, -0.35, 0.75, -0.75]. Las curvas de nivel
de la función tentativa para b = 0 se muestran en la Figura 6.19.
Por otro lado, las curvas de nivel de la función tentativa para b = 0.35 y b = -0.35 se muestran
en la Figura 6.20.
Por último, las curvas de nivel de la función tentativa para b = 0.85 y b = -0.85 se muestran
en la Figura 6.21.
Para un número fijo de N = 30000 iteraciones y con un valor de la temperatura inicial de
T0 = 40 se simuló la técnica con el fin de calcular el valor medio de la función de coste para las
distintas funciones tentativas vistas (en función de b). Los resultados se muestran en la Figura
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Figura 6.19. Curvas de nivel de la función tentativa para X,Y incorreladas.
Figura 6.20. Curvas de nivel de la función tentativa para b = ±0.35. A la
izquierda para b = 0.35 y a la derecha para b = -0.35.
6.22.
Los mejores resultados se obtienen cuando la función tentativa es simétrica respecto a los ejes
x, y, sin favorecer la exploración en una dirección determinada. En la Figura 6.23 se muestra la
distancia al mínimo global óptimo obtenida para cada uno de los valores de b simulados.
En esta Figura se certifica que la técnica da sus mejores prestaciones para una exploración
isótropa del espacio. Para valores de b muy altos, el algoritmo no optimizaba correctamente
porque la exploración del espacio no era la adecuada, provocando una alta variabilidad en los
resultados.
6.1. IMPLEMENTACIÓN DE SIMULATED ANNEALING 109
Figura 6.21. Curvas de nivel de la función tentativa para b = ±0.85. A la
izquierda para b = 0.85 y a la derecha para b = -0.85
Figura 6.22. Valor medio de la función de coste f(x, y) en función del valor
de b.
6.1.6. Sexta Prueba
En esta sexta prueba se analizará el comportamiento del método con una ley de enfriamiento
("cooling schedule") distinta a la que se viene utilizando hasta ahora. En concreto se cambiará
la ley (Tt = αTt−1) por (Tt = T0 exp(−(1− c)t)) con constante c ∈ [0, 1]. La ley de enfriamiento
presenta la forma mostrada en la Figura 6.24 para un valor de T0 = 40.
Claramente, cuanto mayor sea el valor de c, la temperatura descenderá más lentamente.
El valor de c es de especial importancia en el algoritmo porque determinará la velocidad de
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Figura 6.23. Distancia media al mínimo global óptimos en función del valor
de b en la función tentativa.
Figura 6.24. Evolución de la temperatura. Se muestra la evolución de la
temperatura para distintos valores del parámetro c.
convergencia del mismo y si esa convergencia es al mínimo global óptimo xˆ, o por el contrario,
el algoritmo queda anclado en la cuenca de atracción de mínimos locales.
Fijando un valor de T0 = 40, se simulará el algoritmo para distintos valores de la constante c.
Como función tentativa pi(xt|xt−1) se seguirá utilizando una normal bidimensional, y se tomarán
30000 iteraciones del algoritmo. Al finalizar el algoritmo se analizará el mínimo al que ha conver-
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gido el algoritmo en cuanto a posición y profundidad. Llegados a este punto se tuvo un problema,
ya que la temperatura inicial T0 escogida funcionaba bien con la ley de enfriamiento anterior,
pero no con la actual. Se presenta aquí el mayor problema del algoritmo Simulated Annealing,
que se basa en la dificultad de establecer los parámetros de optimización, ya que generalmente
todos son dependientes entre sí y de la función de coste a optimizar.
Se sospechaba que el algoritmo funcionaba mal porque la ley de enfriamiento era demasiado
abrupta en sus primeras iteraciones. Fue por ello que se probó aumentando dicha temperatura
inicial. Con un valor de T0 = 250, el algoritmo funcionaba bien para intervalo muy amplio de
valores de la constante c. La prueba de lo expuesto se muestra en la Figura 6.25.
Figura 6.25. Análisis del algoritmo. Valor medio de la función de coste en
función del valor de c.
Se observa que el intervalo que mejores prestaciones presenta es [0.45, 0.65]. Si se compara,
en esta ocasión, el valor medio de la función de coste en los con los valores obtenidos en la
Figura 6.4 (mismo número de iteraciones N , pero distinta ley de enfriamiento) se ve claramente
que utilizando esta nueva ley de enfriamiento la profundidad media de los mínimos es un orden
de magnitud menor. Esto parece indicar, que esta nueva "cooling schedule" es más apropiada
que la utilizada anteriormente. A continuación, se hará una prueba referente a la velocidad de
convergencia con esta nueva ley de enfriamiento. El requisito impuesto para parar el algoritmo
es que se consiguiera un valor de la función de coste menor que 1e − 6. Los resultados pueden
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verse en la Figura 6.26.
Figura 6.26. Se muestra la velocidad de convergencia en iteraciones en fun-
ción del valor de la constante de enfriamiento c.
Se aprecia claramente que con esta nueva ley de enfriamiento para un valor de c = 0.5
se necesitan menos iteraciones que las que se necesitaban con la ley de enfriamiento anterior.
Alrededor de un 25 % menos. Utilizaremos pues la implementación de Simulated Annealing para
una ley de enfriamiento (Tt = T0 exp(−(1− c)t)), c = 0.5 y T0 = 250 como modelo de referencia
para comparar esta técnica con Acelerated Random Search, implementada en la siguiente sección.
6.2. Implementación de Acelerated Random Search
En esta sección se implementará el algoritmo Acelerated Random Search en su versión más
general, vista en el Capítulo 5. Se recuerda que los pasos seguidos por esta técnica son los
siguientes:
1. Inicializar x0 ∈ S, el número de iteraciones t = 0 y la varianza inicial σ20. Definir un valor
máximo a para la varianza, un umbral de precisión ρ y una constante de contracción de la
varianza c.
2. Generar un punto candidato x′ ∼ pi(xt|xt−1).
3. Si f(x′) ≤ f(xt−1)→ xt = xt−1. Reducir σ2t → σ2t−1/c.
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Si σ2i < ρ→ σ2t = a. Ir al paso 5.
4. Si f(x′) > f(xt−1)→ xt = xt−1.
Aumentar σ2t = a.
5. Actualizar t = t+ 1.
6. En caso de cumplirse el criterio de parada terminar. En caso contrario volver a 2.
Se procederá de forma similar a la utilizada cuando se estudió Simulated Annealing. La
condición de parada será un número fijo de 30000 iteraciones tal y como se hizo anteriormente
de manera que la comparación de resultados sea lo más consistente posible. Los parámetros
modificables del algoritmo son la forma de la función tentativa (uniforme, gaussiana, etc), la
varianza inicial σ20 de dicha función tentativa, la constante c de reducción de la varianza y la
constante de precisión ρ. A continuación se muestran las pruebas derivadas de la variación de
estos parámetros con sus respectivos resultados.
6.2.1. Primera prueba sobre Acelerated Random Search
En esta primera prueba se estudiará el comportamiento de Acelerated Random Search para
distintos anchuras de la función tentativa. Como función tentativa pi(xt|xt−1) se utilizará una
distribución uniforme en el intervalo x ∈ [xt−1− σ02 ,xt−1+ σ02 ]. Se seguirá utilizando σ (que antes
se utilizaba como desviación típica de la densidad tentativa gaussiana) para hacer referencia a
la anchura de la densidad uniforme. Se utilizarán también unos valores de las constantes c = 1.3
(constante de reducción de la varianza) y ρ = 0.5 (umbral o constante de precisión). Se tomaron
valores de la distancia al mínimo global óptimo en función de la anchura inicial σ0 obteniendo
los resultados mostrados en la Figura 6.27.
Se puede apreciar como el algoritmo funciona peor para valores de la anchura de la función
tentativa muy pequeños o muy altos. Cuando σ0 es pequeño (menor que 3) la exploración del
espacio está muy restringida y la probabilidad de saltos largos es muy pequeña. Además, cuando
el algoritmo encuentra un punto peor que el anterior, y abre de nuevo la anchura, esta apertura
no es muy grande, lo cual en ocasiones no permite al método salir de la cuenca de atracción
del mínimo local, obteniendo resultados insatisfactorios. Por otro lado, cuando σ0 es muy alta
(mayor que 30), se explora adecuadamente todo el espacio pero al ser la apertura de la anchura
tan elevada, la técnica se hace más lenta y se obtienen peores medidas. Se puede ver un zoom
del intervalo óptimo (respecto a σ0) en la Figura 6.28.
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Figura 6.27. Distancia media al mínimo global en función de la anchura
inicial σ0 de la función tentativa.
Figura 6.28. Distancia media al mínimo global en función de σ0 en el inter-
valo óptimo.
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Se tomará a partir de este momento un valor de σ0 = 6. Se observa que utilizando este valor
la distancia media al mínimo global óptimo se sitúa por debajo de 0.5 con una variabilidad en
los resultados también muy baja.
6.2.2. Segunda prueba sobre Acelerated Random Search
Para esta segunda prueba se eligió un valor de la anchura inicial σ0 = 6 y ρ = 0,5 (constante
de precisión). Se hizo variar c (constante de reducción de la varianza) entre los valores de c = 1.5
y c = 3, calculando para cada caso la distancia media al mínimo global óptimo. Los resultados
obtenidos se muestran en la Figura 6.29.
Figura 6.29. Distancia al mínimo global en función del valor de la constante
c de reducción de la anchura.
Se observa un intervalo óptimo muy amplio para los valores de c situado en [1.3, 2.5]. En
concreto, para c = 2.2 se obtiene una distancia media al mínimo global de 0.25 con un dispersión
en la medida de 0.276.
Para valores de la constante c pequeños, la anchura de la función tentativa disminuye muy
lentamente. Esto contribuye a una exploración espacial más exhaustiva pero repercute en la
velocidad del algoritmo. Es por ello que para valores de c < 1.2 la distancia media de la solución
encontrada al mínimo global es elevada. De este modo, se podría pensar que aumentando mucho el
valor de esta constante, la contracción de la anchura se haría muy abrupta y la técnica convergería
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de forma muy rápida y muy precisa al mínimo global. Sin embargo, se puede ver en la Figura
6.29 que para valores de c > 2.3 los resultados son peores que en el intervalo óptimo. Esto es
porque el algoritmo llega a un mínimo local de la función de coste, y reduce mucho su varianza
hasta el valor límite ρ. Llegado a este punto, vuelve a aumentar la varianza, pudiéndose dar dos
opciones en este momento:
que el método muestree un punto cercano al mínimo global y se de cuenta de que está en
un mínimo local.
que vuelva a cerrar la varianza concentrándose de nuevo en el mínimo local (desperdicián-
dose tiempo e iteraciones).
Es por eso que se necesita guardar un compromiso entre exploración completa (cuanto más
exhaustiva es la exploración más iteraciones necesita) y precisión. Diseñada esta prueba se eligió
un valor óptimo de c = 2.2.
6.2.3. Tercera prueba sobre Acelerated Random Search
En esta prueba se fijaron los valores de σ0 = 6 y c = 2.2 y se variará el valor de ρ (umbral
de precisión). La constante de precisión indica cuando aumentar la varianza (una vez ésta se ha
reducido hasta un valor muy bajo). En concreto, se probó con valores de ρ en el intervalo [0, 6],
y se calculó la distancia media al mínimo global óptimo obteniendo los resultados mostrados en
la Figura 6.30.
El valor que tome la constante de precisión ρ es vital en el funcionamiento del algoritmo. Se
podría pensar que lo más lógico sería elegir un valor de ρ muy cercano a 0. Sin embargo vemos en
la Figura 6.30 que los valores más pequeños no son los más adecuados. Si el método se encuentra
en la cuenca de atracción del mínimo global, lo mejor sería tener un valor de ρ lo más pequeño
posible, pero si estamos en la cuenca de otro mínimo, las iteraciones que se malgastan hasta llegar
a un valor muy pequeño de σ, se traducirán en tiempo perdido por la técnica. Esto es así, porque
al abrir la anchura seguramente encontremos otro mínimo mejor (porque estamos analizando un
mínimo local). Dicho esto, tampoco será productivo tener un valor de ρ muy alto. Un valor muy
alto de ρ valdrá para no malgastar iteraciones en los mínimo locales, pero cuando realmente se
llegue cerca del mínimo global óptimo, al disminuir la anchura de la función tentativa, se llegará
muy rápido al límite fijado por el umbral de precisión, produciéndose muchos reinicios en la
anchura de la función tentativa, lo que también es contraproducente. En la Figura 6.30 se hace
un zoom sobre los mejores valores de ρ obtenidos.
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Figura 6.30. Distancia al mínimo global en función del valor del umbral de
precisión ρ.
Figura 6.31. Distancia al mínimo global en función del valor de la constante
de precisión ρ (ampliación del intervalo óptimo).
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Se puede observar que las mejores prestaciones del método se dan para un valor del umbral
de precisión ρ ∈ [0.2, 0.6]. En particular, para un valor de ρ = 0,3, se consigue una distancia
media al mínimo global óptimo de 0.22.
Para poder comparar la velocidad de convergencia de Acelerated Random Search con la de
Simulated Annealing se realizará una prueba más. En concreto, se pondrá como condición de
parada la consecución de un mínimo cuyo valor de la función de coste sea menor o igual que
1e− 6 (tal y como ya se hizo en la Sección 6.1). Los resultados de esta prueba se muestran en la
Figura 6.32.
Figura 6.32. Iteraciones necesarias en función del umbral de precisión.
El algoritmo necesita de aproximadamente de media 14630 iteraciones para conseguir el
objetivo fijado. Si comparamos este número de iteraciones con el de Simulated Annealing vemos
que los resultados son ligeramente peores. Simulated Annealing necesitaba 13000 iteraciones para
lograr un valor de la función objetivo menor que 1e − 6, lo que supone un incremento del 12 %
en el número de iteraciones para Acelerated Random Search.
6.2.4. Cuarta prueba sobre Acelerated Random Search
En esta sección manteniendo constantes c = 2.2 y ρ = 0.3 para un número de iteraciones fijas
N = 30000, cambiaremos la forma de la función tentativa pi(xt|xt−1). En particular, utilizaremos
6.3. IMPLEMENTACIÓN DE MULTIPLE PARTICLE SIMULATED
ANNEALING (MPSA) 119
una normal N (xt−1, σ2) centrada en xt−1 con varianza σ2. Los resultados obtenidos se muestran
en la Figura 6.33.
Figura 6.33. Distancia al mínimo global en función del valor de la varianza
σ2 de la función tentativa.
Se puede observar que los valores de la varianza que mejores resultados obtienen son los
pertenecientes al intervalo σ2 ∈ [0.5, 6]. Estos resultados empeoran ligeramente respecto a los
conseguidos en la sección anterior ya que los valores de la constante c y el umbral de precisión
están optimizados para una forma de la función tentativa distinta. Aun así, para un valor de de
σ2 = 2 la distancia al mínimo global óptimo sigue siendo muy pequeña. En concreto de 0.32.
6.3. Implementación de Multiple Particle Simulated Annealing
(MPSA)
En esta prueba se implementará una técnica de Simulated Annealing que maneja varias
partículas. En concreto, el método Multiple Particle Simulated Annealing visto en la Sección
5.7.1 perteneciente al Capítulo 5 de este proyecto. Se tomó como temperatura inicial T0 = 250
y la ley de enfriamiento vista en la Sección 6.1.6 (Tt = T0 exp(−(1 − c)t)), con un valor de la
constante c = 0.5 y una función tentativa gaussiana de varianza 1.2. Se realizarán N = 30000
iteraciones para 1, 2, 3, 5, 7 y 10 partículas. En la Figura 6.34 se muestra la distancia media al
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mínimo global óptimo en función del número de partículas utilizadas.
Figura 6.34. Se muestra la distancia al mínimo global en función del número
de partículas utilizadas.
La distancia media al mínimo global óptimo no varía mucho respecto a la utilización de una o
varías partículas. Esto es así, ya que para el número de iteraciones propuesta, utilizando tan solo
una partícula el algoritmo tiene iteraciones (tiempo) para converger adecuadamente. Será más
interesante analizar el número de iteraciones que necesita el algoritmo para converger en función
del número de partículas. Este resultado se muestra en la Figura 6.35. Como condición de parada
se impuso la consecución de un mínimo con valor de la función de coste f(x, y) ≤ 1e− 6.
Se observa que a medida que aumenta el número de partículas utilizadas disminuyen las
iteraciones necesarias para cumplir el requisito de parada. Sin embargo, resulta interesante ver
que la disminución en las iteraciones no es lineal con respecto al número de partículas, sino mas
bien exponencial. Es evidente que al aumentar el número de partículas en paralelo del algoritmo,
aumentan el número de recursos utilizados por la técnica, y es por ello, que se debe establecer
un compromiso entre número de partículas y recursos utilizados.
Para mostrar la potencia del método se muestra la evolución (sobre las curvas de nivel del
logaritmo de la función de coste) del algoritmoMultiple Particle Simulated Annealing en la Figura
6.36 (para tres partículas). En esta ocasión se fijaron como puntos iniciales de comienzo de cada
una de las partículas puntos bastante alejados al mínimo global óptimo. También se muestra la
evolución para cuatro partículas en la Figura 6.37.
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Figura 6.35. Se muestra la distancia media al mínimo global en función del
número de partículas utilizadas.
Figura 6.36. Evolución de MPSA para tres partículas.
Se aprecia claramente como el algoritmo explora todo el espacio S, para iteración a iteración,
ir encaminandose hacia el mínimo global óptimo. Una vez encontrado, concentra la búsqueda en
una región del espacio más pequeña.
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Figura 6.37. Evolución de MPSA para cuatro partículas.
6.4. Comparación de resultados
En este Capítulo se ha probado como dos filosofías de optimización distintas, como son
Simulated Annealing y Acelerated Random Search, trabajan en un problema de optimización
real de una función de coste compleja.
Con Simulated Annealing se ha visto la importancia de elegir los parámetros cuidadosamen-
te. Todos los parámetros se encuentran en mayor o menor medida interrelacionados entre sí, y
ligeros cambios en la función tentativa o la ley de enfriamiento pueden estropear los resultados.
Y dada la naturaleza estocástica de los métodos fue de vital importancia la repetición de los
experimentos un número elevado de veces, de manera que se obtuvieran resultados consistentes
sobre el funcionamiento del algoritmo. Un número insuficiente de experimentos conduce a resul-
tados fantasma que enmascaran el funcionamiento real de la técnica y aportan una variabilidad
exagerada.
Es muy importante resaltar también la importancia de establecer unas condiciones de parada
y de reinicio eficientes. En cuanto a la condición de parada tuvimos que estudiar con detenimiento
cuando el algoritmo ha convergido a un resultado aceptable y debemos pararlo. No era nuestra
intención ni parar el algoritmo demasiado pronto (malos resultados), ni dejarlo iterar eternamente
(desperdicion de recursos computacionales). Fue también muy interesante abordar el problema de
los reinicios. Los reinicios debían aplicarse para que el algoritmo no quedará anclado en mínimos
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locales, y debían ejecutarse de forma inteligente de forma que no se malgastaran recursos.
El proceso de optimización seguido con Acelerated Random Search fue muy similar al reali-
zado con Simulated Annealing. También se vio con este método la importancia de elegir bien los
parámetros. Una vez optimizados sus parámetros se pudo ver que los resultados obtenidos con una
técnica y otra son muy similares. Ambos métodos funcionan satisfactoriamente para optimizar
funciones de coste complejas en un tiempo asumible y con un grado de precisión elevado.
Por último se dio un paso más y se implementó el algoritmo Simulated Annealing para
varias partículas ó Multiple Particle Simulated Annealing. Este método nos permitió fusionar
las técnicas de una partículas con las basadas en poblaciones. La existencia de varias partícu-
las trabajando en paralelo nos permite explorar exhaustivamente el espacio de búsqueda, y el
intercambio de información nos permite incrementar la velocidad de convergencia. Sin embar-
go, debemos ser conscientes de que trabajar con muchas partículas en paralelo intercambiando
información consume muchos recursos y tiempo. No se puede incrementar desmesuradamente
el número de partículas y debemos guardar un cierto compromiso entre recursos utilizados y
velocidad de convergencia.
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Capı´tulo7
Conclusiones y líneas futuras de investigación
Una primera conclusión que se ha intentado mostrar en este estudio es que los conceptos
de muestreo y optimización se encuentran estrechamente relacionados. De hecho, se puede decir
que el muestreo es un problema más fácil que la optimización, se puede considerar una primera
fase [Liang et al., 2010]. De forma general, un problema de optimización se puede reducir, casi
por completo a un problema de generación de números aleatorios con una adecuada densidad de
probabilidad (por lo menos conceptualmente).
De hecho, se puede observar que cualquier función de coste f(x) se puede asociar a una
densidad de probabilidad sin más que realizar una transformación del tipo qT (x) = H(f(x)/T ).
En concreto, los valores xˆ que minimizan la función objetivo f(x) son los mismos que maximizan
la función qT (x), es decir, sus modas. De este modo, muestrear una densidad qT (x) significa
generar valores aleatorios con una frecuencia de aparición proporcional al área por debajo de
qT (x). Si somos capaces de muestrear qT (x), se obtendrán muestras cercanas a las modas de
dicha función sobre todo cercanas al máximo global, o lo que es lo mismo, cercanas al mínimo
global de la función de coste f(x). El parámetro de escala T actúa a modo de varianza, de
modo que al variarlo la densidad qT (x) mantiene sus modas pero varía su dispersión. Cuanto
más pequeño se haga el valor de T , más estrecha se hará la función qT (x) en torno a su máximo
global (mínimo global de la función de coste). Se concluye pues, que en el caso límite para T = 0
la función qT (x) se convierte en un tren de deltas y la convergencia del método de optimización
será prácticamente instantánea. En este caso, se necesitaría muestrear sólo un numero finito de
puntos para lograr el mínimo global de f(x) (máximo global de qT (x)). En este sentido, un
problema de optimización se reduce a un problema de muestreo de una densidad.
Otra conclusión importante que se puede sacar de este proyecto es que los algoritmos metaheu-
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rísticos de optimización son métodos potentes que pueden ser utilizados cuando otras técnicas
no obtienen resultados satisfactorios. Su potencia reside en que no imponen prácticamente casi
ninguna restricciones sobre la función de coste y no necesitan conocer sus propiedades analíticas.
Además, se trata de algoritmos relativamente fáciles de programar, que una vez implementados
(por ejemplo en un FPGA) pueden ser aplicados a la resolución de problemas de todo tipo.
Es decir, no se trata de algoritmos específicos que trabajan bien para una clase determinada
de problemas, sino que son algoritmos generales, que se pueden ser modificados para atender a
problemas específicos.
Sin embargo, el gran problema de los métodos estocásticos de optimización radica en la
definición de los parámetros que intervienen. Esto en muchos casos tienen que ser elegidos caso
por caso, optimizados para la aplicación especifica.
Las técnicas estocásticas que nos han parecidos más interesantes, desde el punto de vista
teórico y practico, son Accelerated Random Search y Simulated Annealing. El trabajo con estos
dos métodos es el trabajo con dos filosofías de optimización distintas. Representan dos maneras de
entender la convergencia al mínimo global óptimo. Utilizando el lenguaje del muestreo aleatorio
podríamos decir la filosofía de Acelerated Random Search consiste en variar de forma inteligente
la varianza de la función tentativa. A medida que nos vamos acercando al posible mínimo global
optimo dicha varianza de la función tentativa se va haciendo más pequeña, posibilitando que se
generen muchos puntos en una región pequeña del espacio S cercana al posible mínimo global.
Por otro lado, el Simulated Annealing modifica una densidad objetivo po(x) asociada a la función
de coste f(x), lo cual repercute en la función de coste f(x) que queremos optimizar y nos guía
hacia el mínimo global.
Una posible línea de investigación muy interesante sería tratar de combinar estas dos filosofías
(del ARS y del SA), es decir, estudiar como cambiar simultáneamente (y adecuadamente) la
densidad tentativa y la densidad objetivo manteniendo la convergencia al mínimo global. En
este caso, añadiríamos otra componente variable al algoritmo (otro bloque): por ejemplo, como
variar conjuntamente la varianza de la densidad tentativa y la densidad objetivo (el parámetro
temperatura T del SA). Además, se podrían idear estrategias con múltiples partículas (como
el caso de Multiple Particle Simulated Annealing) con distintas funciones tentativa y objetivo.
En caso de fusionar las dos filosofías de optimización para una técnica de varias partículas, sería
inevitable investigar sobre las formas de comunicación óptimas de las partículas o la forma de
finalizar el método. Otra vertiente interesante del problema sería intentar establecer una serie
de reglas generales que ayudaran a futuros implementadores en la definición de los parámetros
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iniciales, ya que hoy en día, la técnica más utilizada para fijar estos valores es el métodos de
ensayo/error.
Por último, creemos importante evidenciar que una aplicación interesante de estos algoritmos
de exploración estocástica (donde se puede notar la versatilidad y la potencia de estos últimos)
es su utilización en problemas de clustering (agrupamiento).
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Capı´tulo8
Planificación y Presupuesto
En este Capítulo se presentan justificados los costes globales de la realización de este Proyecto
Fin de Carrera, así como la planificación en el tiempo del mismo. Las horas totales ocupadas por
cada parte del proyecto se muestran en el Cuadro 8.1, mientras que su distribución en el tiempo
se puede ver en el diagrama de la Figura 8.1.
Del Cuadro 8.1 se desprende que el número total de horas asignadas al proyecto ha sido
de 956, de las cuales, aproximadamente el 5% han sido compartidas con el tutor del proyecto.
Debido a circunstancias variadas, no todos los días se trabajó el mismo número de horas en el
proyecto, por lo que el diagrama de gantt no debe ser evaluado de forma exhaustiva.
En el Cuadro 8.2 se recoge el coste total del proyecto desglosado en gastos de material y
de personal. Los materiales utilizados han sido escasos por lo que el 75.21% del presupuesto
total del proyecto es ocasionado por los gastos de personal. El sueldo utilizado para calcular los
gastos de personal es un gasto aproximado, calculado a partir de las retribuciones de un becario
estandard en la universidad Carlos III de Madrid que es de aproximadamente cuatro euros y
medio por hora. En la Figura 8.2 se muestra la factura del proyecto fin de carrera presentada.
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Fase Descripción Núm. de horas
1 Documentación 300 horas
2 Desarrollo del software 250 horas
2.1 Ejemplos 50 horas
2.2 Simulated Annealing 75 horas
2.3 Acelerated Random Search 60 horas
2.4 Multiple part Simulated Annealing 60 horas
3 Redacción del proyecto 380 horas
3.1 Redacción capítulo 3 70 horas
3.2 Redacción capítulo 4 100 horas
3.3 Redacción capítulo 5 90 horas
3.4 Redacción capítulo 6 75 horas
3.5 Resto de capítulos 50 horas
4 Revisión del proyecto 20 horas
5 Redacción de la presentación 6 horas
TOTAL 956 horas
Cuadro 8.1. Horas asignadas al proyecto. Distintas fases del proyecto des-
glosadas en sus respectivas subfases junto con el número de horas dedicadas
a cada una.
Descripción Coste
Gastos materiales 1500 ¿
Ordenador de gama media 1300 ¿
Material de oficina 200 ¿
Gastos de personal 4552 ¿
Salario 4302 ¿
Desplazamientos 250 ¿
Gasto Total 6052 ¿
Cuadro 8.2. Costes imputables del proyecto. Se dividen los costes del pro-
yecto en costes de personal y costes materiales.
Figura 8.1. Diagrama de Gantt del PFC. Se muestra el proyecto fin de
carrera dividido en tareas y la planificación en el tiempo de cada una de ellas.
Figura 8.2. Factura del PFC. Se muestra la factura del proyecto presentada,
donde se desglosan tanto los costes de material como de personal.
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