The phase behavior of an aqueous suspension of rodlike tobacco mosaic viruses is investigated theoretically as a function of the virus density and the concentration of added salt. The total free energy involves ''volume terms'' from the microscopic counter-and co-ions and an effective pair interaction between the colloidal rods described by a Yukawa-segment model according to linear screening theory. Within a thermodynamic perturbation approach, the short-range repulsion between the rods is mapped onto a reference system of effective hard spherocylinders. The free energy of the spherocylinder system is gained from combining a cell model with scaled particle theory, which yields a reasonable phase diagram. The remaining long-range interaction is treated within a mean-field approximation. As a result we find stable fluid, nematic, and smectic phases as well as AAA-and ABC-stacked crystals. For increasing salt concentration at fixed rod concentration, there is a nematic reentrant transition. We finally discuss our results in view of experimental data.
I. INTRODUCTION
In the 1930s the existence of colloidal liquid crystalline phases was detected in aqueous suspensions of the tobacco mosaic virus ͑TMV͒: A phase separation into a ͑thinner͒ optical isotropic and a ͑thicker͒ birefringent phase was observed when the virus concentration exceeded 2% ͓1͔. Subsequently, higher ordered liquid-crystalline phases were discovered for samples under different conditions: Layered structures ͓2-4͔ were proved to be either a colloidal crystal ͓5͔ or a smectic phase ͓6͔, depending on the ionic strength. For highly deionized samples the structure is still controversial; here some evidence for a columnar phase has been reported ͓7͔. Still the full phase diagram of an aqueous TMV suspension as a function of its density and the ionic strength is not known.
Over other rodlike colloidal samples, e.g., the fd virus ͓8-10͔ or Boehmite rods ͓11,12͔, the TMV has the important advantage that it is practically rigid and monodisperse, which facilitates a theoretical description with an effective orientation-dependent pair interaction. The simplest model system of a lyotropic colloidal liquid crystal is that of hard spherocylinders ͑HSCs͒ with a pure excluded volume interaction. Within this model, Onsager ͓13͔ explained the isotropic-nematic transition for large aspect ratios p of the HSC. Although the model is quite simple and governed by only two parameters, namely, the particle density and p, it is only recently that the full phase diagram was explored by computer simulation; see Ref. ͓14͔ . As the TMV is charged stabilized, the interaction between two rods will be long ranged ͑at least for strongly deionized samples͒. The simplest approach to include these long-ranged interactions is to describe them approximately in an effective diameter as already done by Onsager. This method had been expanded by Stroobants et al. ͓15͔ , who included the twisting effect, i.e., nearly touching charged rods tend to orient perpendicular to minimize their potential energy.
In this paper we start from the primitive model of strongly asymmetric electrolytes ͑charged colloidal rods, counterions, and co-ions͒. Linear screening theory results in an effective Yukawa-segment model describing the interaction between two rods plus additional ''volume terms'' comprising the free energy of the counter-and co-ions as obtained for spherical macro-ions recently by van Roij and Hansen ͓16͔; see also ͓17͔. These terms are particularly important for low salt concentrations. The Yukawa-segment interaction is split into a short-ranged and a long-ranged part according to standard thermodynamic perturbation theory. Using the system of hard spherocylinders as a reference system for the shortranged part and describing the long-ranged part on a meanfield level, we obtain the free energies in the various liquidcrystalline phases and the overall phase diagram. We finally remark that Han and Herzfeld ͓18͔ recently proposed a similar strategy, deriving the effective shape of a HSC reference system from a self-consistent interplay between the reference system and a mean-field description. In this work, however, only low ordered phases were under consideration and the ''volume terms'' have been neglected. The paper is organized as follows. Free energies of the different phases in the hard spherocylinder model are considered in Sec. II. We combine a cell model with a scaled particle theory and find that the resulting phase diagram compares reasonably well with the computer simulation data. In Sec. III we introduce a perturbation scheme for charged rodlike colloidal suspensions and show how to apply it to various liquid-crystalline phases. Results for the phase diagram are presented in Sec. IV. We present in Sec. V a brief comparison of our theoretical results with available experimental data. We conclude in Sec. VI.
by a total length L and a width D. The anisotropy of the particle is measured by the aspect ratio pϭL/D. In general, its center-of-mass position is denoted r ជ and its orientation is described by a unit vector ជ pointing along the cylindrical axis. A system of N HSCs is one of the simplest models for rodlike particles since k B T simply sets the energy scale. Hence there are only two independent parameters, namely, the aspect ratio p and the cylinder number density ϭN/V, where V is the system volume. This density can conveniently be expressed in terms of the close-packed density
Two limiting cases are of special interest. First, for pϭ0, the hard sphere model is recovered. In the opposite so-called Onsager limit of infinitely long rods p→ϱ one can asymptotically calculate the isotropic-nematic phase transition analytically. The phase diagram of HSCs for all aspect ratios has only very recently been explored by Monte Carlo simulations ͓14͔. Previously, simulation results had been available only for very few values of p ͓19-21͔, whereas analytic calculations, mainly based on density-functional methods, had been restricted to low-order phases ͓22-25͔. In the rest of this section we present a simple theory, which accounts for the phase behavior of HSCs semiquantitatively, though with less numerical effort. A comparison with available Monte Carlo data ͓14͔ shows quite good agreement. Parts of this work were already published elsewhere ͓17͔.
B. Fundamental concepts of the theory
The basic ingredient to obtain the phase behavior is the reduced free energy per particle f ϭ␤F/N in the different phases from which the pressure and the chemical potential can be derived. Here 1/␤ϭk B T is the thermal energy. The phase coexistence is then achieved by a usual common tangent construction to the free energies of the two coexisting phases. In order to access f, we shall either take known expressions or use a variational cell theory for the one-particle density (1) (r ជ , ជ ) of the HSC. The fundamental approximation for our treatment of the anisotropic particles is the factorization of translational ͑spa-tial͒ and orientational degrees of freedom. The orientational free energy f rot describes ideal ͑i.e., noninteracting͒ rotators obeying a fixed orientational distribution g( ជ ), which is given explicitly below. Except for the fluid phase, where we use a scaled particle theory ͓26͔, we obtain the free energy of the translational degrees of freedom f spat by mapping the system onto a substitute system of completely aligned particles with an effective shape. Thus we have f ϭ f rot ϩ f spat . Let us outline the different steps in more detail.
C. Handling the orientational degrees of freedom
The orientation distribution function g( ជ ) is assumed to be spatially invariant, being thus proportional to the spatial averaged one-particle density
(
The quantity g( ជ ) measures the probability of the rods pointing in direction ជ . We shall use g( ជ ) as a trial function, where the single variational parameter ␣ describes the width of the orientation distribution around a given director ជ 0 . In particular, we use a MeierSaupe form for g( ជ ), i.e.,
where P 2 (x)ϭ(3x 2 Ϫ1)/2 is the second Legendre polynomial and N is to guarantee correct normalization
The integration with respect to the orientations is performed on the unit sphere S 2 :
The rotational free energy thus reads
D. Mapping onto an effective oriented system
In the different phases, we map orientable particles onto effective oriented ones. Their effective shape is constructed as follows. First, let the center-of-mass position of a HSC be fixed and let ជ 0 be the direction of the nematic director. We start from the convex envelope of all planes touching a spherocylinder pointing in direction ជ . The shortest distance R Ќ from the center-of-mass position to a plane in direction ជ MD touching the HSC ͑see Fig. 1͒ will be now averaged with respect to the orientation distribution function g( ជ ), which yields the mean distance
FIG. 1. Construction of the mean distance. The configuration parameters of the particle are given by the center-of-mass vector r ជ and the unit vector ជ pointing in the direction of the particle. The nematic director is pointing along ជ 0 . The normal of the touching plane points in direction ជ MD . Note that the mean distance R Ќ is rotational invariant around the nematic director.
The effective shape now is the Legendre transform of R with respect to MD , defined by cos MD ϭ ជ 0 • ជ MD . This construction embodies approximately orientational fluctuations in an average sense into the effective shape of a substitute hard body. It is instructive to consider two limiting cases. First, for fully aligned spherocylinders we have g( ជ ) ϭ␦( ជ Ϫ ជ 0 ) and the effective shape coincides with the original HSC shape. Second, for an isotropic distribution g( ជ ) ϭ1/4, the effective shape is a sphere with the mean radius of curvature R mean ϭD/2ϩL/4 ͓27,26͔.
Except for the crystalline phases, we approximate the effective shape further as effective aligned hard spherocylinders with an effective diameter D*ϭ2R ( MD ϭ/2;͓g͔) and an effective length L*ϭ2R ( MD ϭ0;͓g͔)ϪD*. In this substitute system we split the free energy stemming from the center-of-mass coordinates into a part describing the fluidlike dimensions and another one describing the solidlike dimensions. We treat the fluidlike dimensions with a scaled particle description, whereas for the solidlike dimension we use a cell model. For strictly aligned spherocylinders Taylor et al. ͓28͔ applied such a strategy to calculate the phase diagram. The scaled particle theory combines the probability of particle insertion with the pressure at a plane wall scaling between both expressions to derive an expression for the equation of state ͓26͔. The basic idea for a free volume theory is to divide the space into equal compartments, each containing a single particle that moves there independent of the neighbor particles. The partition function factorizes by this assumption. Recall the case of hard spheres ͓29,30͔, where the configurational integral Q N factorizes as
Here v free is the free volume one particle can access within a single cell. For hard spheres the free energy obtained by the cell theory provides a strict upper bound to the real free energy. In our approach, however, this property is lost since we already did approximations. Variational parameters, i.e., the width of the orientation distribution, distinguish the one-particle density fields in the various phases. To optimize the mapping, we therefore finally minimize the free energy with respect to these parameters. In the following, the whole strategy will be illustrated for the different liquid-crystalline phases.
E. Different phases in systems of hard spherocylinders

ABC crystal
Hard spheres are known to freeze in a face-centered-cubic crystal ͓31,32͔. One obtains the corresponding structure of HSCs by stretching the fcc crystal along the 111 direction. The hexagonal layers of HSCs perpendicular to the director are then stacked as an ABC sequence. This structure is also the close-packed structure for HSCs. The free energy of the system is obtained by a modified cell model: The basic assumption is that the free volume cell for the HSC with the effective shape has the same form as the one of hard spheres, being a rhombic dodecahedron. Its free volume v free ABC is given in Appendix A. Hence we obtain for the reduced free energy per particle in the ABC crystal
where ␣ is the variational parameter for the orientational distribution and ⌳ is the thermal de Broglie wavelength. Our proposed cell model reduces for pϭ0 to the familiar hardsphere cell model. In order to obtain the correct coexistence densities for the hard-sphere fluid-solid transition one therefore reduces the free energy by an empirical fit parameter C s ϭϪ1.8 ͓33͔ to obtain
The constant C s is now used consistently for all aspect ratios in all solidlike phases, but not in the isotropic and nematic phases. We finally have to minimize the free energy with respect to the orientation distribution to optimize the mapping on the effective parallel particles.
Plastic crystal phase
In the plastic crystal phase, the center-of-mass coordinates are perfectly ordered on an fcc lattice while the orientation distribution is constant. By our construction of the effective size R for such a rotator solid, we obtain an effective hard sphere with radius R mean ϭD/2ϩL/4. The free volume for this hard sphere cell model reads v free pl ϭ͓(ͱ2/)
Ϫ2R mean ͔ 3 /ͱ2 and we obtain for the free energy in the plastic crystal phase
Again, we have corrected our theory by the same constant C s .
AAA crystal
We describe the AAA structure by stacking twodimensional triangular hard-sphere crystals on top of each other and stretching them in the stacking direction while fixing the ratio of the lattice constants to be pϩ1. The free volume cell for this structure is a hexagonal prism with the free volume v free AAA , which is given in Appendix A. The free energy finally reads
Again, a final minimization with respect to the width of the orientation distribution is required and consistently the constant C s is added.
bcc crystal
Contrary to the previously mentioned crystalline structures the bcc solid is built up by layers, where the oriented particles are located on a squared lattice perpendicular to the director. This structure is known only to be metastable for hard spheres; however, as we are also interested in the HSC system as a basis for a perturbation theory for long-range potentials, we also consider this structure.
By a suitable stretching with a factor pϩ1 of the corresponding bcc hard-sphere crystal we obtain the anisotropic structure for HSCs. The free volume cell of the stretched bcc crystal is assumed to be the same as the one in the case of hard spheres, namely, a truncated octahedron with the free volume v free bcc ; see Appendix A. The free energy from our cell theory including the constant C s is
Columnar phase
The present approach is readily generalized to a columnar phase where aligned particles are fluidlike along tubes, which form a two-dimensional hexagonal lattice in the plane perpendicular to the director. However, in contrast to the computer simulation, the columnar phase will win always against the AAA crystal since a one-dimensional hard-rod system will never freeze ͓34͔. This deficiency was recovered also in the theory for oriented cylinders ͓28͔. For this reason our theory overestimates the stability of the columnar phase. In order to circumvent this problem we have discarded the columnar phase altogether.
Smectic-A phase
In the smectic phase the particles are oriented and arranged in layers perpendicular to the director. Within these layers the particles behave in fluidlike fashion. For the twodimensional fluid of effective particles with diameter D* we use a scaled particle description ͓35͔ to obtain the free energy
where 2D * ϭdD* 2 /4 is the two-dimensional packing fraction of the effective hard disks and d the spacing between the smectic layers. In the remaining dimension we calculate the free energy from a one-dimensional cell model
with the free volume v free sm ϭdϪ(D*ϩL*). The total free energy then reads
Consistent with the treatment of the crystalline structures, we add a third of the constant C s to the free energy in the smectic phase as the system is solidlike in only one dimension. For d→D*ϩL* the free energy f 1D spat diverges. On the other hand, when d→4/D* 2 the term f 2D spat goes to infinity. Consequently there is a minimum of the free energy f sm (␣,d) for intermediate layer spacings. We finally minimize the free energy numerically with respect to the orientation distribution and the layer spacing.
Nematic phase
In the nematic phase all the particles are pointing by preference along the nematic director ជ 0 while the center-ofmass coordinate shows no order. We approximate the free energy of this phase by considering a fluid of parallel hard spherocylinders with an effective diameter D* and an effective length L*. The scaled particle expression for the excess free energy of parallel hard spherocylinders reads ͓36͔
with BϭL*D* 2 /4. The packing fraction of the effective parallel hard spherocylinders was denoted by *ϭv 0 * , with v 0 *ϭ(D* 3 /6ϩD* 2 L*/4) being the volume of the effective spherocylinder. To optimize the mapping we finally minimize
with respect to the width of the orientation distribution ͑2͒.
In order to compensate for the lack of configurations due to this crude mapping description we add a second empirical fitting parameter C n ϭϪ2.25 to the free energy per particle. The value of this constant settles the isotropic-nematicsmectic as well as the isotropic-nematic-solid triple point and was chosen in comparison with computer simulations ͓14͔.
Hence the free energy of the nematic phase reads finally f nem ϭ f nem ϩC n .
Isotropic phase
In the isotropic ͑fluid͒ phase the excess free energy per particle is given within the scaled particle theory ͓26͔ as
In the hard-sphere limit this expression corresponds to the Percus-Yevick approximation ͓37͔. Here ϭv 0 is the volume fraction of the HSC with v 0 ϭ(D 3 /6ϩLD 2 /4) the volume of one HSC.
The remaining parts of the free energy are the contribution from the ideal rotators f rot ϭ1/4 and the ideal gas contribution f id ϭln(⌳ 3 )Ϫ1. Thus the total free energy in the isotropic phase becomes
F. Results
The result of our theoretical description is shown in Fig.  2 , where the phase behavior is shown as a function of the length-to-width ratio p and the reduced density *. The shaded areas correspond to the coexistence regions. Short rods freeze with increasing density first into a plastic crys-talline structure ( P). For higher densities this plastic crystal then transforms into an orientationally ordered ABC crystal. Note that our theory respects the close-packed limit, i.e., the free energy diverges when approaching this structure. For length-to-width ratios larger than pϭ0.522 the plastic crystal becomes metastable and the isotropic fluid ͑I͒ directly freezes into the ordered solid. Beyond an aspect ratio of p ϭ3.4 a smectic-A phase ͑SmA͒ becomes stable. For a slightly larger length-to-width ratio the isotropic fluid transforms first with increasing density into a nematic phase (N), then into a smectic-A phase, and finally into an ABC solid. Long HSCs with pу5.19 first freeze into an AAA structure. The stretched bcc crystalline phase was never stable within our theory.
Comparison with the computer simulations of Bolhuis and Frenkel ͓14͔ shows good overall agreement. These data are included in Fig. 2 as dots. All stable phases and the topology of the phase diagram are remarkably well reproduced by our simple theory. Additionally, the theory reveals the correct slopes of all coexistence lines. However, one observes when comparing the results to simulational data that the theory shows some deviations for longer rods, e.g., the stability of the AAA structure is overestimated. Also, the isotropic-nematic transition in our theory does not respect the Onsager limit and density jumps are overestimated.
III. PERTURBATION THEORY FOR SOFT INTERACTIONS
A. Model for the interaction
In this section we illustrate how to treat the soft interactions between the TMVs by a thermodynamic perturbation theory. We describe the TMV as a stiff cylinder with a ͑physical͒ length l TMV ϭ300 nm and diameter d TMV ϭ18 nm ͓8͔. Furthermore, since we are interested only in mesoscopic length scales we ignore the detailed molecular structure. In an aqueous solution protons dissociate from the surface proteins leading, at a pH of 7, to a line charge of 10Ϫ20 e/nm in titration experiments. However, some of these charges recondense at the surface. As only the boundary value of the counterion charge density at the WignerSeitz cell is responsible for the pair interaction, the total charge has to be renormalized to a lower value when considering the pair interaction ͓38-40͔. A total charge number of roughly Zϭ300Ϫ500 was able to reproduce the static structure factor of light scattering experiments ͓41,42͔. Here we thus take a fixed value of Zϭ390 for the total effective rod charge.
By density functional perturbation theory it was recently demonstrated how to obtain the effective Derjaguin-LandauVerwey-Overbeek pair interaction within the primitive model ͓43,16,44͔. By this derivation, additional ''volume terms'' show up, which shift the phase boundaries particularly for salt-free suspensions. Although these studies are done for spherical macro-ions, a similar derivation is possible for rodlike macro-ions ͓45͔ where the charge is distributed on segmentlike beads along the rods.
Still the rods retain a ͑physical͒ spherocylindric hard core. The total pair interaction between rods possessing orientations ជ 1 and ជ 2 and a center-of-mass difference vector r ជ 2 Ϫr ជ 1 reads Here the sum runs over N s beads labeled ␣ and ␤, which have a distance ͉r ជ ␣␤ ͉ ͑see Fig. 3͒ . Each of these beads carries a charge Z/N s ; ⑀ is the dielectric constant of the solvent-.The segments are arranged in such a spacing d seg that the quadrupole moments of the uniformly charged rod and the segment rod are identical, which leads to
͑19͒
Two contributions enter into the inverse Debye screening length
namely, the density of the counterions stemming from the macroparticles Z, and the salt concentration n s . In Eq. ͑20͒ k B T is the thermal energy and ϭN/V the rod density.
B. Splitting the potential and treatment of the reference system
The key idea of perturbation theory is to separate the dominant behavior of the pair interaction and to treat the remaining part as a perturbation. The free energy splits into a reference part F 0 and a term describing the perturbation F 
͑21͒
As a reference system we take hard spherocylinders with an effective size, namely, an effective diameter d eff and an effective length l eff . These effective sizes for the hard body instead of the physical ones take into account the slow decay of the potential in the case of low added salt.
To obtain these effective sizes we make use of a simple generalization of the scheme proposed by Kang et al. ͓46͔ . First we define a typical in-plane distance r 0 between parallel oriented rods by putting all particles on a distorted fcc lattice. At this splitting range
we then split the two-dimensional potential of two parallel in-plane rods into a short-range part u 0 2D (r) and a long-range part w
where the linear function
guarantees continuity of u 2D (r) and w
2D
(r) and their derivatives at rϭr 0 . We now use the short-range potential to construct an effective ͑two-dimensional͒ diameter by applying the Barker-Henderson formula ͓47͔
while the effective length for the HSC reference system is given by l eff ϭ(N s Ϫ1)d seg .
C. Treatment of the long-range perturbation
The remaining perturbation is treated in a mean-field fashion. In particular, we split the full pair potential as u(x 1 ,x 2 )ϭu 0 (x 1 ,x 2 )ϩw(x 1 ,x 2 ), where xϵ(r ជ , ជ ). The potential u ϭu 0 ϩw interpolates, by the parameter ͓0,1͔, between the reference potential u 0 and the full potential by adding the perturbation w.
By thermodynamic integration one obtains the exact relation ͓37͔ for the total free energy F,
͑27͒
F 0 denotes the HSC reference free energy, which is approximately known in the different liquid-crystalline phases from Sec. III B.
(2) (x 1 ,x 2 ) is the two-particle density for the potential u (x 1 ,x 2 ) in the different phases.
To evaluate the perturbative part of the free energy F pert the pair interaction is split on the level of the single beads by using the same ͑scaled͒ support function G(r) from the twodimensional case. We thus approximate the short-and longrange potentials for the rods with an orientational degree of freedom by 
͑29͒
D. Treatment of the different phases
As already explained, the free energy of the reference system is described within our cell theory from Sec. II. The reference system also fixes any variational parameters such as the width ␣* of the orientation distribution and, for the smectic phase, the layer spacing d*. In the spirit of firstorder perturbation theory, these parameters will be kept unchanged to evaluate the perturbative part.
Isotropic phase
Here the particle density is uniform iso (x)ϭ iso ϭ/4. We use a high-temperature approximation to the pair distribution function, obtaining
Doing the final integration over one gets
where we again made a high-temperature approximation.
It is convenient to expand the expression h(r ជ , ជ 1 , ជ 2 ) ϵe
Due to the symmetric properties, the summation runs only over the multidimensional index ⌳ϭ(l,l 1 ,l 2 ), involving only even l,l 1 ,l 2 . The derivation of the expansion coefficients ĥ ⌳ can be found in Appendix B. This simplifies the expression ͑31͒ further to
Nematic phase
For the perturbative part we start with the one-particle density nem (x)ϭ,g( ជ ;␣*), where the width of the orientation distribution ␣* was already fixed by the reference system of the effective HSC. Approximating again the pair distribution function by a low-density expression ͑30͒, the perturbation contribution is similar to the isotropic case ͑31͒. Expanded into spherical harmonics, this yields
where P l (x) is the lth Legendre polynomial.
Smectic phase
We approximate the one-particle density by
describing a homogeneous fluid of particles exactly confined in layers a distance d* apart. In Eq. ͑35͒ the spatial coordinate perpendicular to the layers is denoted by r z and 2D ϭd* is the effective two-dimensional density. The two-particle density is further approximated by
Here g 0 (r ជ 1 ,r ជ 2 ) is the pair distribution function of the centerof-mass coordinates of two hard spherocylinders in the reference system. The perturbative part of the free energy ͑27͒ thus splits as
By using Eqs. ͑27͒, ͑36͒, and ͑37͒ the two-dimensional fluidlike expression reads
where we introduced the ͑two-dimensional͒ hard-disk pair distribution function g 2D (r), which is obtained from g 0 (r ជ 2 Ϫr ជ 1 ) via
Here r ជ ϭ(r x ,r y ,r z ). In the calculations we use an approximate density expansion for g 2D (r), which is valid for area fractions up to ϷO(0.4) ͓48͔. Furthermore, in Eq. ͑38͒ we defined, starting from the orientationally averaged longrange potential
a two-dimensional equivalent by
with rϭͱr x 2 ϩr y 2 . The mean-field part in the remaining solidlike dimension is a lattice sum
with the in-layer averaged potential w lay (r z ;␣*) ϭ 2D ͐dr x ͐dr y w (r ជ ;␣*). The summation in Eq. ͑42͒ accounts for the distinct layers.
ABC solid
As for the distinct layers in the smectic phase, we assume the particles in the perturbative part of the solid free energy to be exactly localized at their lattice positions R ជ i :
͑43͒
Most of the structural information is contained in the oneparticle densities. The two-particle density is thus given by
The mean-field contribution ͑27͒ then reads
summing over the lattice points of the distorted fcc lattice.
AAA solid
As for the ABC solid one has
where the summation runs now over the lattice positions of an AAA structure.
E. Inclusion of the volume terms
The volume terms depend on the thermodynamic parameters, but are assumed to be independent of the phase. In detail, they read as ͓16,17͔
with
where N ϩ ( ϩ ) and N Ϫ ( Ϫ ) are the total number ͑den-sity͒ of positive and negative micro-ions in the solution, i.e., ϩ ϵn s ϩ͉Z͉ and Ϫ ϵn s . ⌳ ϩ and ⌳ Ϫ denote the de Broglie wavelength of the positive and negative ions, respectively. A finite size correction ͓16͔ due to the physical core of the rods is included by considering it as a string of N s ϭ17 spheres. To obtain phase equilibria we equate the total pressure and the chemical potential of the tobacco mosaic virus particles as well as the chemical potential of the negatively charged salt ions in coexistence.
For high salt concentrations the volume terms can be neglected ͓17͔. In order to speed up the phase coexistence calculations, we have included them only in the case Z Ͼ2n s , i.e., when the number of ions stemming from the macro-ions is larger than the number of salt ions.
IV. RESULTS FOR THE PHASE DIAGRAM
The sample parameters we used are the usual ones for aqueous solutions ͑dielectric constant ⑀ϭ81 at room temperature Tϭ298 K). For the number of sites, N s ϭ17 was chosen. The resulting phase diagram is shown in Fig. 4 . At high salt concentrations the typical sequence in the phase behavior of long hard rods is obtained: With increasing density the fluid transforms into a nematic, a smectic, and finally an AAA crystal. The close-packed structure, the ABC crystal, will become stable at very high densities out of the range considered here. Below a salt concentration of n s ϭ3.1mM the AAA structure is replaced by an ABC crystal. This is due to the reduction of the effective length-to-width ratio for decreasing salt concentration. Finally, below n s ϭ2.25mM the smectic phase becomes unstable.
Another interesting feature of the phase diagram is a reentrant behavior of the nematic phase for fixed density and increasing salt concentration (l TMV 3 Ϸ100). The nematic phase is stable for strongly deionized samples. By increasing the salt concentration the system freezes into an ABC crys- tal, which then transforms into a smectic phase. For even higher salt concentration, the system again gets into a nematic phase. This theoretical prediction can be verified in experiments. Still, we do not know at present whether the counterintuitive reentrant nematic phase is an artifact of our approximations.
We make three remarks about other possible phases. First, as our theory for the reference system overestimates the stability of a columnar phase, we do not consider this structure here. Second, the aspect ratio of our effective particles is always of order one and larger. Thus a plastic crystal will not be stable. Third, by explicit calculations, the stability of the cubic bcc structure was ruled out.
There is one special coexistence point of the I-N transition where computer simulation data are available ͓49͔, namely, for a salt concentration of 1mM . The simulation was done for the same Yukawa-segment model and the same parameters we used in our theoretical calculations. The comparison with our theory is fair ͑see again Fig. 4͒ , proving that our approximations for the isotropic and nematic phases are reasonable.
V. COMPARISON OF THEORY AND EXPERIMENT
The full phase behavior of pure monodisperse TMV samples is experimentally still unknown. A major difficulty is due to polydispersity of the particles: The TMV has a tendency to aggregate top on top and experimental samples can be spoiled by broken rods. An important caveat for the comparison with our theory is that coexistence data for the TMV are reported for various experimental conditions. Samples are suspended in different buffers at different values of the pH. There is no obvious reason why the bare charge of the macroparticles should remain unaffected, which was one of our basic assumptions for the effective interactions. Additionally, the ions in these buffers are not necessarily monovalent as we assumed in our calculations.
Let us now briefly summarize the experimental data available. As experiments on the I-N transition ͓1͔ had been performed on probably polydisperse systems, coexistence densities as a function of the ionic strength had been reexamined in detail by Fraden and co-workers ͓50,51,8,52͔, who explored the transition densities for many different salt concentrations. A crystalline structure in the absence of added salt had been explored. Oster ͓3͔ observed at low ionic strength a phase structured perpendicular to the director, i.e., either a smectic or a crystalline phase. Kreibig and Wetter ͓4͔ measured the layer spacing for these samples by light scattering. However, they observed a large variety of values stemming from different droplets within one sample. Fraden et al. ͓5͔ examined by x-ray scattering the structure within these layers and observed a crystalline structure, proving that for lowest ionic strengths a colloidal crystal is the stable structure. However, for extremely deionized samples evidence for a columnar phase has been claimed ͓7͔. The structure of the samples with added salt was considered in various experiments. One observation was due to Kreibig and Wetter ͓4͔, who noted that the addition of salt destroys the liquid crystal in pure water irreversibly. Definite results for smectic phases had been reported by Meyer and co-workers ͓6,53͔. The full range of virus particle concentrations for one fixed buffer concentration (10 mM sodium phosphate͒ was examined by Hirai et al. ͓54͔ . They reported the known sequence for long hard spherocylinders: isotropic, nematic, smectic-A, and precrystal phases. Even at the highest measured virus concentration, the structure within the layers remains only weakly ordered, implying that the full crystalline phase is not already obtained.
The experimental results are often given in terms of a calculated ionic strength, assuming a specific value of the virus particle charge. Thus we identify approximately equal ionic strengths of experimental samples with corresponding additional salt concentrations in our model and include in this way known experimental results to our phase diagram in Fig. 4 . In particular, we reduced the experimental given ionic strength by the salt-free value and then assumed monovalent ions. Due to these caveats this data plot should only be understood as an attempt to make trends visible.
The increase of the coexistence densities of the isotropicnematic transition with growing salt concentration is reproduced within our theory. Additionally, we observe a fully crystalline structure at vanishing salt concentration. Under these conditions a smectic phase is experimentally not observed, as within our theory. From the phase diagram it could also be explained that the colloidal crystal at vanishing additional salt concentrations could be transformed to more disordered structures by adding salt. Hence general trends are in good agreement with our theory, but a full quantitative comparison is not possible at the moment.
VI. CONCLUSION
In conclusion, we have presented a theory for the different liquid-crystalline phases for suspensions of TMV particles. The resulting phase diagram is quite rich, showing the stability of different phases including a reentrant nematic transition. It would be interesting to perform further computer simulations of our model in order to check quantitatively our theory for the phase diagram.
We finish with two remarks. First, experimental studies on the isotropic-nematic transition of rodlike colloidal particles in an external alternating electric field show a critical point ͓9͔. This is a general feature between phases of the same spatial symmetry but with a different degree of orientational order. Thus, by external fields a critical point between the plastic solid and the ABC-stacked crystal might exist. It would be interesting to generalize our approach to such external fields coupling to the orientational degree of freedom. Second, a more microscopic theory is provided by the density functional approach of anisotropic particles. These theories, however, require a large numerical effort. Until now there had been no functional available, which generates the full phase behavior of HSCs. Still, some kind of weighted-density approximations ͓24͔ should be tested for the stability of the crystalline phases in order to get the full phase diagram. Our future work lies along these directions.
