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Abstract 
Numerical simulations have been here carried out for turbulent flows in geometries rele- 
vant to electronic systems. These include plane and ribbed channels and a central pro- 
cessor unit (CPU). Turbulent flows are random, three-dimensional and time-dependent. 
Their physics covers a wide range of time and space scales. When separation and reat- 
tachrnent occur, together with streamline curvature, modelling of these complex flows is 
further complicated. 
It is well known that, when simulating unsteady flows, the traditional, steady, linear 
Reynolds-averaged Navier-Stokes (RANS) models often do not give sýitisfactorv predic- 
tions. By contrast, unsteady, non-linear RANS models may perform better. Hence the 
application of these models is considered here. The non-linear models studied involve 
explicit algebraic stress and cubic models. The Reynolds Stress Model (RSM) has been 
also evaluated. 
Modelling strategies more advanced than RANS, i. e. Large Eddy Simulation (LES) 
and zonal LES (ZLES), have also been tested. 
V; ilidation results from URANS, LES and ZLES indicate that the level of agreement 
of predictions with benchmark data is generally consistent with that gained by the work 
of others. For the CPU case, flow field and heat transfer predictions from URANS, LES 
; 1ncl ZLES are compared with nieýlsurements. Overall, for the flow field, ZLES and LES 
are more accurate than URANS. Zonal low Reynolds number URANS models (using a 
hear wall k; -l model) perform better than high Reynolds number models. However, for 
heat transfer prediction, none of the low Reynolds number models investigated performed 
well. 
xiii 
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AE, AI,, Co, Cµo Model constants in the k-l model 
cis Specific heat capacity at constant pressure 
(-'1 ' C71 Cl r C5 Model constants 
C, 1) Cb2, CwI Model constants in the S-A model in Eq. (3-17) 
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Chapter 1 
Introduction 
1.1 Background 
1.1.1 Electronics cooling systems 
In 1965, Gordon Moore postulated what has come to be known as Moore's law, shown in 
Fig. 1.1. This states that the transistor density on integrated circuits doubles with every 
t w() years. This exponential growth with ever-shrinking transistor sizes has resulted 
in increased performance at a decreased cost. In 26 years the number of transistors 
on one chip has increased more than 3200 times, from 2300 on the 4004 in 1971 to 
7.5 million on the Pentium II computer processor by 1997. By 2002, the number had 
further increased to 55 million. By the year 2012, it computer such as Intel should have 
time ability to integrate 1 billion transistors onto it production die, operating at 10GHz 
(ýý wýý . 
digitalplays. com). Fig. 1.2 shows a typical history of car engine control modules 
(l\Ivers, 2003). As can be seen, over time the size and cost of the typical module has 
(lecreas('(l, while the required functionality has significantly increased. A similar trend 
can be observed in ()ther electronics applications. 
This trend has led to an increase in both the raw power on silicon, as well as in the 
power density. Fig. 1.3 shows the evolution of CPU power in the performance desktop 
imiarket Over the past decade (Viswaiiath ct al., 2000). It can be seen from this graph 
that as t 1w frequency scales rise over time, the power 
dissipation of the microprocessors 
1 
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3 
increases as well. A similar trend can be observed in the average heat flux (power 
dissipated per unit die area) within the processor, indicating a linear increase over time. 
The above examples illustrate that on the one hand, with rapid development of 
microchip and packaging technology, electronic system size and cost decrease, as system 
functionality increases. On the other hand, high power dissipation makes thermal control 
or management even more important. 
According to statistics, the major factor causing electronic system failure is temper- 
ature (Bailey, 2003). Working at 10-15°C over the operating temperature can lead to 
a 50% reduction in the life of devices (Viswanath et al., 2000). In addition, overheated 
components may malfunction. Therefore, for safe and reliable operation of an electronic 
system, a more stable operating temperature has to be maintained, removing heat gen- 
erated by components, by using heat sinks, convection whether natural or forced. 
There are two ways of assessing thermal reliability of electronics systems, namely 
physical testing and numerical simulation. Compared with physical testing, numerical 
simulation is financially less expensive by far. 
1.1.2 Numerical modelling 
Computational fluid dynamics (CFD), as a design and analysis tool, has been extended 
to electronics systems for a number of years, being transfered from such traditional areas 
as aircraft, car, turbomachinery and so on. CFD allows design engineers to build and 
optimize a virtual prototype of a system, and further to simulate flow conditions and 
1.1.2 Numerical modelling 4 
heat ti ansfer within the enclosure by solving the equations governing fluid flow and heat 
t, ransfer. 
With increasing power densities and diminishing physical sizes, reliable prediction of 
fluid flow and heat transfer in electronic systems is becoming ever more essential. Flow 
inside arg electronic enclosure is usually at a low Reynolds number, typically Re in a 
range of 100 < Re < 5000. Protruding electronic components cause flow separation, re- 
attachment and recirculation. Thermal boundary conditions are generally non-uniform 
as a result of irregular power dissipation. Flow therefore becomes very complex and can 
be unsteady (time-dependent) because of upstream or Rayleigh-Benard instability etc.. 
Such complex geometry flow is difficult to simulate accurately. 
Garimella et al. (2002) summarize the requirements, the present status acid the future 
of CFD for electronics cooling systems according to studies carried out by a number of 
panels. In reality, CFD is currently more suitable for the initial or early design phase, 
but not for the final stage, where more detail is necessary. This is because of the lack 
of computational techniques that can simulate electronics cooling systems with high 
predictive accuracy. In addition, there is a matter of problem definition, and also solution 
uniqueness issues (for example, treatment of surface roughness of components, boundary 
conditions and so on). Most of the simulations presented in the literature deal with steady 
flows. However, flows inside electronics systems are generally unsteady or oscillatory (in 
the sense that they have large-scale coherent structures). Therefore, as Baelmans (2002) 
points out,, to ol>t Alin reliable predictions for complex flows in electronics systems, highly 
; curate modelling approaches are needed to capture flow phenomena detail, such as 
unsteadiness and vortex shedding. Such methods include advanced Unsteady Reynolds 
\vveralged Navier-Stokes (URANS) models, Large Eddy Simulation (LES) and hybrid 
RANS/LES and so on. 
Because of relatively low computational costs compared with LES, URANS (in which 
all eddies are modelled by nie; ns of statistical methods) prediction is still commonly pref- 
ered for engineering applications. It is widely recognized that linear models based on the 
isotropic Boussiiiesq hypothesis (this relates mean flow velocity gradients to turbulence- 
induced stresses via a coefficient called the eddy viscosity) cannot predict flows having ei- 
1.1.2 Numerical modelling 5 
ther rotation or curvature effects. For complex turbulent flows (where turbulence stresses 
are different in different directions), advanced turbulence models such as non-linear mod- 
els or Reynolds Stress Model (RSM) may give an improved performance. However, in 
general, URANS does not accurately capture unsteady flow features. 
In LES, only large, unsteady, geometry-dependent eddies (called the Lagrangian 
scales) are fully resolved in space and time, while the effects of small eddies are modelled. 
Hence, LES is capable of capturing the dynamics of turbulence, but its application to 
complex industrial flows is still costly and thus limited to relatively low Reynolds number 
and simple geometry flows. 
More recently, the intermediate approach between RANS and LES, termed zonal LES 
(ZLES) or hybrid RANS/LES, has received much attention from researchers. In ZLES, 
URANS or RANS modelling is used in the near-wall regions and LES in the remaining 
part of the flow. Hence the advantage of ZLES is that it can capture the unsteady 
behaviour of turbulent flow and reduce costs of LES for wall-bounded flows. 
This present work focuses on an idealized electronic system which is representative 
of an electronic central processor unit (CPU) as shown in Fig. 1.4. Within the system, 
printed circuit boards have been removed. However, a heater is mounted on a baffle 
plate (see Chapter 5). For this fan-cooled system, Gr/Re2 (<0.01, where Gr and Re are 
respectively Grashof sind Reynolds numbers based on the height of Region 1) is small. 
Therefore, buoyancy effects are negligible and cooling is due to forced convection. 
This study is a continuation of the work of Tucker and Pan (2000). In previous 
studies, Tucker cat al. (2000,2001,2003a) made URANS computations without heat 
transfer, using linear models (e. g. mixing length, Wolfshtein (1969) k-1, Launder and 
Spalding (197-1) A- -c models; Chen and Patel (1998) k- Ilk -E zonal model, and 
Speziale's (1987) non-linear k-l model. Their results show that, although some linear 
and Speziale's lion-linear models gave reasonable predictions for velocities and turbulent 
intensities, average errors were still large. It was also found that the Speziale's non-linear 
model was extremely expensive to converge and did not give a better predictive accuracy 
tlmii a linear zonal k-l / k-e model, while the standard two-equation k-E model gave the 
worst predictions. 
1.2 Objectives of the study 
Region 1 
Baffle 
plate 
Fan 2 
Regioi 
Flow i 
outlet 
t-out 
Grill 2 
Grill 3 
Grill 4 
Flow inlet/outlet 
Figure 1.4: Schematic of an idealized system studied 
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In order to improve fluid flow and heat transfer predictions (with both accuracy and 
computational economy in mind) in electronic systems, and in particular for the CPU 
case, the following objectives have been pursued: 
(1) To assess the performance of some RANS models and other approaches 
involving: 
" the Spalart-Allmaras (1994) one-equation model (S-A); 
" low Reynolds number versions of the standard k-E model, namely Launder- 
Sharma (1974) (LS) and Chien (1982) (CH) models; 
" the Gatski and Speziale (1993) explicit algebraic stress model (EASM): 
(a) a high Reynolds number version, i. e. the original form, EASM; 
(b) two low Reynolds number versions with damping functions of Abid et 
al. (1995) and Abe et al. (1994); 
9 the Craft et al. (1993) cubic model; 
" two zonal non-linear models, namely k- l/EASM and k- 1/HCubic (within 
1.3 Thesis outline 
zonal models, the k-I model is used for the near-wall regions, while away 
from the walls, either the EASM or the high Reynolds number form of the 
cubic model (HCubic) is employed); 
" the full Reynolds Stress Model (RSM) or second moment closure; 
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" zonal LES (ZLES) including Spalart et al. 's (1997) S-A based DES and k-1 
based zonal LES; 
9 pure LES; 
" use of the eddy diffusivity model for heat flux. 
(2) To carry out heat transfer experiments to obtain temperature and 
Nusselt number. 
To validate the turbulence models incorporated into the in-house NEAT code 
(Tucker, 2000), the following flow test cases have been selected: 
"a two-dimensional (2D) plain channel flow for RANS, and a three-dimensional 
(3D) channel flow for ZLES and pure LES; 
"a 2D backward-facing-step flow; 
"a 2D ribbed-duct flow; 
"a 3D square-duct flow. 
1.3 Thesis outline 
Chapter 2 reviews numerical simulations for some flow geometries related to electronic 
systems. Properties of turbulence and its modelling using DNS, RANS, ZLES and LES 
are described in Chapter 3. The numerical procedures employed in this study are in- 
troduced in Chapter 4. Chapter 5 describes the heat transfer experimental setup and 
procedure for the CPU case. Chapter 6 presents validation cases, followed by presenation 
of the computed flow field and heat transfer obtained from URANS, ZLES and pure LES 
for the CPU case. 
Final conclusions are drawn in Chapter 8. Further suggestions for future work are 
given in the same chapter. 
Chapter 2 
Literature Review 
2.1 Introduction 
By avoiding time-consuming and expensive experiments, electronics cooling simulation 
c; >>º reduce both product design cycle times and development costs. Fig. 2.1 depicts the 
bridging role of CFD between product development and markets (Bailey, 2003), where 
virtual prototyping is based on CFD. Using CFD, it is possible to select components 
that ; ire well suited for the application from a thermal standpoint. It could take months 
and miicli greater expense to achieve the same goal using physical testing. 
Nuiiierical simulation of electronic equipment is often conducted at the following 
three 1evvels: chip/component, package/board and system (Maudgal and Joshi, 1995). In 
geiieral. ; it the chip or component level, the details of the system are neglected; while at 
the svs teii1 level, the details of the component and board are modelled in some robust 
ec uuoinical sind idealized way. 
:A tvpieal electronic svstein is the computer shown on the left of Fig. 2.2. Chips and 
boards are aisseiºihled in <i cabinet. The right-hand figure shows an idealized physical 
model, used for a system level simulation. Chips are treated as flat blocks with no 
roimghiies'es (this can be aie(oiinted for by altering the wall modelling of the turbulence 
model). As for heat-producing components, t liese are treated als flat plates with uniform 
heat-generation rates. A fan mounted on the edge of the cabinet is treated as a planar 
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Figure 2.1: Impact of CFD on product development and market. 
momentum source. 
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Flow inside an enclosure is either laminar or turbulent. However, the vast majority 
of electronic system flows are, as with other engineering flows, turbulent. To shed light 
on electronic system flows, researchers have studied a number of idealized fundamental 
models to mimic elements of real-life systems. These include square cavities, ribbed 
ducts and grooved channel flows and so on. Both experimental and numerical studies 
have been made. As observed by Tucker (1997), numerical studies mostly use Reynolds- 
averaged Navier-Stokes Equation modelling (RANS). To a much lesser extent, Large- 
eddy Simulation (LES) (see Chapter 3 for detail) is employed. The following sections 
will review some of this work. 
2.2 Cavity flows 
Heindel et al. (1995) numerically and experimentally investigate 3D steady laminar 
natural convection in a cavity with a3x3 array of discrete heat sources flush-mounted 
to one vertical wall. The results show that with increasing Rayleigh number, the flow 
and heat transfer becomes more uniform across each heater face. Good agreement is 
found between prediction and measurement. 
2.3 Ribbed-channel flows 
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Figure 2.2: Computer system and Its physical modelled configuration 
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Maudgal and Joshi (1995) perform a numerical study for 3D steady laminar natural 
convection in an enclosure idealising a desktop computer. The enclosure contains three 
boards with uniform heat-generation rates. The results reveal that the heat dissipation 
rate of the boards significantly influences the temperature rise in the system. Also the 
enclosure wall material properties affect temperature distribution in the enclosure. 
Heindel et al. (1996) also perform a 2D steady conjugate natural convection study for 
protruding heat sources mounted on the vertical wall of a rectangular cavity. The heat 
sources simulate an array of computer chips mounted on a substrate, showing also the 
relative importance of substrate conduction and natural convection in a fluid is shown. 
jalic (1994) makes steady turbulent predictions in 2D cavities with various heating Hall 
configurations. 1-1aiijalic demonstrates some deficiencies in the two-equation k-e model 
compared with an algebraic model. He concludes that Reynolds stress models should 
he used in industry for high accuracy. However, as noted by Spalart (2000), even this 
model has limitations. 
2.3 Ribbed-channel flows 
Gliaddax et at. (1986a) numerically investigate the isothermal flow in a two-dimensional 
periodically grooved channel. It is found that a critical Reynolds number, Rey, for the 
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onset of unsteadiness is a strong function of geometric parameters. When Reynolds 
number, Re, is less than Re,, the flow is found to be steady. For Re > Re,, the flow 
becomes cyclic and oscillatory. The work demonstrates that grooved-channel instability- 
is a complex interaction between the cavity shear layer and the channel interior. Heat 
transfer is found to be considerably enhanced by the unsteady oscillatory flow behaviour 
(Ghaddar et al., 1986b). The pumping loss increase was minimal. Hence the work 
illustrates the value of using coherent unsteadiness to dramatically enhance heat transfer. 
Amon (1992) performs numerical simulations for a grooved-channel flow comparing 
three techniques of heat transfer enhancement by destabilization. The three methods 
involve: active flow modulation by imposing an external oscillatory flow (Ghaddar et al., 
1986b); passive flow modulation by tripping (Ratts et al., 1988) and supercritical flow 
pattern (Re > Re, ). Overall, passive heat transfer enhancement is found to be most 
effective when pumping losses are considered. Nigen and Amon (1993) demonstrate heat 
transfer enhancement due to self-sustained oscillations in 2D grooved-channel flows. The 
geometries investigated include a real electronic package. 
All the above works are concerned with laminar flows. In practice, as noted earlier, 
most engineering flows are turbulent. Next, attention will be paid to turbulent flows. 
Such flows are the focus of the present study. 
Tropea and Gackstatter (1985) experimentally investigate the effect of varying Reynolds 
dumber, block ratio (i. e. the ratio of block height to channel height, e/H, see Fig. 2.3) 
and length-to-height ratio (l/e, see Fig. 2.3) on the flow over a 2D fence and a 2D block 
rising LDA (Laser Doppler Anemometer) (in general, when the height of the block e>l 
-- the length of the block, the block is called a fence). The results indicate that the 
reattachment length is a function of Re, c/H and l/e. In a certain range of e/H, the 
secondary recirculation zone appears on the wall opposite the block in addition to the 
flair recirculation region. 
Durst et al. (1988) experimentally and numerically study the fully developed flow 
over two fences in tandem in a channel. The standard k-e model with a wall function 
is employed. The numerical results from a third-order accurate scheme are in better 
agreement with experimental data than those obtained from a first-order accurate scheme 
2.3 Ribbed-channel flows 
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Figure 2.3: Schematic of a channel with a block. 
12 
in terms of the reattachment length and separation location. The earlier work of Durst 
and Rastogi (1980) compares the results obtained from the k-E model, with and without 
currvature correction (i. e. incorporating streamline-curvature effects in the linear k-E 
model), and with measurements for flow past a single fence . 
It is found that the model 
with curvature correction improves the predicted reattachment length. 
Wietrzak and Polikakos (1990) make flow and heat transfer predictions for a 2D 
block-roughened channel flow. The block mounted on one channel wall models a sensor 
chip. The effects of various configurations, compositions and locations of the chip on 
flow and heat transfer are investigated. The Jones and Launder (1972) low Reynolds 
number k-E model is used. Numerical results show that, as would be expected, varying 
the block height, location and Reynolds number influences flow and heat transfer. In 
addition, solid materials properties and heater physical size also affect heat transfer. 
Acharya et al. (1994) compare the standard k-E and Speziale's (1987) nonlinear k-E 
model predictions for three 2D-ribbed-channel cases with measurements. Measured inlet 
boundary conditions are used. Comparisons are made in terms of mean velocities, cross- 
stream velocities, turbulence intensities and shear stresses. The results show that the 
nonlinear model generally improves the streamwise turbulence intensities. Apart from 
this, the two models perform similarly, both predicting quite well the core flow region and 
the region close to reattachment. Both models perform poorly in the separation regions. 
Later, Acharya et al. (1998) make heat transfer predictions for the same geometry as 
also in Acharya et al. (1994). For the flow field, they examine the performances of 
the standard k-E model with three different wall functions (involving Launder and 
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Spalding (1974), Chieng and Launder (1980) and Johnson and Launder (1982)) and 
Speziale's nonlinear model with the wall functions of Launder and Spalding (1974). For 
the thermal field, the wall functions of Launder and Spalding (1974) are employed. Both 
linear and nonlinear models underpredict the local Nusselt number. No benefit is found 
from the nonlinear model for heat transfer prediction. As discussed in the paper, this is 
because the nonlinear model does not show any significant improvement in turbulence 
intensities close to the heated wall (it is well known that there is close connection between 
heat transfer and turbulence level). In addition, Acharya et al. (1993) assess the flow 
and heat transfer predictions made from the linear and nonlinear k-E models for a 
periodically fully developed ribbed duct flow. The findings are similar to those reported 
in Acharya et al. (1998). 
Iacovides and Raisee (1999) present the flow and heat transfer results obtained from 
three low-Re models and make comparisons between the predictions and measurements 
for both 2D sind 3D ribbed-square flows. Models used range from linear to nonlinear, 
involving the Launder-Sharma (1974) with both old Yap (1987) (LSY) and new Yap cor- 
rections (LSNY), Chen and Patel (1988) zonal or two-layer k- l/k -E model, Reynolds 
stress models (R, SMs) (lacovides and Toumpanakis, 1993) with old and new Yap cor- 
rections, and the zonal RSM model. The modified or new Yap correction avoids the 
use of the wall distance. Overall, for both 2D and 3D flows, the performances of the 
models are consistent. The zonal models underpredict wall heat transfer, but the zonal 
RSMs improve the linear zonal model predictions. The LSNY performs better than the 
LS\'. The lo«w-Re RSMs with the old Yap term produce a Nu distribution for the most 
part, closer to the measurements than the RSMs with the new Yap term. Therefore, 
the courlude that the use of low-Reynolds-number turbulence models appears to be 
essential when heat transfer is coiic"ernecl, and that the low-Re RSMs yield heat transfer 
predictions are superior to those of the linear models. Similar results can be found in 
larovides and Raises (2000) for air flow in it 2D ribbed channel. 
Bredberg and Davidson (1999) also make flow and heat transfer predictions for two 
ribbed 2D ducts using three linear, and one nonlinear, low-Reynolds-number models. 
The linear models include the Abid c°t al. (1995) and Peng et al. (1997) k-w models, 
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and the Chen and Patel zonal model. The nonlinear model is the Gatski and Speziale 
(1993) explicit algebraic stress model (EASM) coupled with Abid et al. (1995) damping 
functions. The heat transfer is predicted by an effective diffusivity approximation with 
constant Prandtl number. Overall, the predicted flow fields for all the models tested 
agree well with experimental data. However, for thermal fields, the predicted local 
Nusselt numbers do not show a good match with measurements. The zonal model 
greatly underpredicts Nu for the two cases. Notably, the complex EASM overpredicts 
reattachment length and also does not improve the heat transfer predictions compared 
with the two k-w models. 
Bredberg et al (2000) further investigate near-wall behaviour and its effect on heat 
transfer using several low-Reynolds-number models for two ribbed-2D-channel flows. 
The models studied involve LSY, Abid et al. (1995) k-w and Chen and Patel zonal 
models. In their study, they illustrate that the turbulence models evaluated have a strong 
Reynolds-number dependency on the flow and thus on Nusselt number. On the whole, 
the k-w and k-E with Yap correction models predict reasonable heat transfer results, 
while the zonal model largely underpredicts these values. They argue that this is caused 
by the different near-wall behaviour of the models, and especially by turbulence level. 
Ooi et al. (2002) employ Spalart-Allmaras (1994) one-equation (S-A), two-layer k- 
l/k -E (Chen and Patel, 1988) and Durbin and Pettersson-Reif (2001) v2 -f models to 
simulate the flow and heat transfer in 3D ribbed ducts. The computations are carried 
out using the commercial software, Fluent 5.5. Several configurations with different 
rib spacing are investigated. Ribs are mounted either on one wall or on two opposite 
walls. For the case with ribs on one wall, it is found that the predicted Nusselt number 
distribution on the wall with ribs obtained from the V2 -f model agrees well with the 
measurements of Rau et al. (1998). The S-A model performs better than the zonal one, 
but still underpredicts Nu. However, for the case with ribs on two opposite walls, the 
Nu predictions from all the models used on a smooth side-wall do not agree well with 
the measurements of Liou et al (1993). This is because all the models cannot correctly 
capture the secondary flow. 
2.4 Flows over wall-mounted cubes 
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Figure 2.4: Oil-film visualizations of a single cube in a developing laminar (left) and 
turbulent (right) channel flow (13cjl = 5000) from Mcinders and Hanjalic (1998). 
2.4 Flows over wall-mounted cubes 
Over the past years, flows over isolated, wall-mounted cubes have been the subject of 
marry investigations. Larousse et al. (1991), Martinuzzi and Tropea (1993) experimen- 
tally study the flow around a single wall-mounted cube in a fully developed turbulent 
channel flow. Winders et al. (1999) present the convective heat transfer characteristics 
of a single wall-mounted cube in a developing turbulent channel flow. Fig. 2.4 illustrates 
the top-view of flow patterns from oil-film visulization experiments in laminar and tur- 
bulent developing channel flows (Meinders and Hanjalic, 1998). As can be seen, this flow 
is more complex than a 2D ribbed-channel flow: a horseshoe vortex appears in front of 
the cube, an arc-shaped vortex in the wake of the cube and flow recirculations at the top 
and side faces of the cube. Comparing these two figures, it is found that in the turbulent 
case, the recirculation regions are generally smaller. 
Winders and Hanjalic (1999) report experimental flow and heat transfer results for a 
wall-inounted matrix of cubes in a channel. The measurements provide reliable validation 
inforlnation for numerical simulations. Mathey et al. (1999) perform LES for this case 
using SIIlagoriusky and 
dynamic subgrad models (in the dynamic subgrid model, a model 
coefficient is computed dynamically instead of being a constant as in the Smagorinsky 
Imodel). The flow field predictions show good agreement with measurements. The heat 
transfer simulations generally match experimental data. Similarly computed results are 
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obtained by N iceno et al. (2002) using the Smagorinsky model on unstructured meshes. 
Moreover, Niceno et al. (2002) point out that LES on unstructured meshes, combined 
with simultaneous computation of conduction in solids, offers a practical approach to 
predict flow and heat transfer details in real electronic cooling systems. However, un- 
structured meshes are not LES suitable due to the quality of grids (Malan, 1999). 
Schmidt and Thiele (2002) compare the flow-field predictions obtained from LES, 
DES and URANS for the same case. For URANS, the high-Reynolds-number version 
of EASM is used. Both the DES and URANS use the same relatively coarse grid. The 
rriean velocity predictions from the EASM and DES are in reasonable agreement with 
measurements, while the LES gives better predictions than the former two methods 
particularly in the recirculation regions. However, for Reynolds stresses like the EASM, 
DES does not perform well. As argued by Schmidt and Thiele, the coarse RANS mesh 
leads to poor DES performance for Reynolds stresses. 
Zhong et al. (2003) also visit the same cube case, but using the k-l based zonal 
LES (ZLES) and the Smagorinsky LES. For the LES computation, a much finer grid is 
used compared with the ZLES. The ZLES flow and heat transfer results are encouraging, 
being comparable in accuracy to those from the LES. 
2.5 Other geometry flows 
Chung et al. (2003) study unsteady laminar flow and heat transfer around a sharp 180° 
bend. This geometry flow is a simplification of flow round the baffle plate (which can 
bc, regarded as an idealized circuit board) positioned in the CPU geometry shown in 
Fig. 1.1. Results show when Re < 600, the flow remains steady, and when Re > 600, 
the flow becomes unsteady. As the flow becomes oscillatory, heat transfer is increased 
dralllatleally and the reattachment length decreases compared with steady flow. Chung 
and Tucker (2004) further extend this work exploring active and passive flow contrast. 
Both approaches are found to give significant heat transfer increase. 
Djilali and Bouhadji (2001) simulate the t«wo-dimensional unsteady separated-reatta- 
ching flow over a bluff rectangular plate (for electronic systems, numerous circuit boards 
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can be idealized by this configuration). An oscillatory flow is imposed at the inlet. The 
flow is laminar. The results demonstrate that small-amplitude oscillations at the inlet 
have a dramatic influence on the mean and unsteady character of the flow. Heat transfer 
is significantly enhanced due to vortex shedding and advection along the surface. 
Eveloy et al. (2000) investigate both natural and forced convection heat transfer in 
enclosures with single and multicomponent printed-circuit boards (PCB). Computations 
obtained from a commercial code, Flotherm, are compared with measurements in terms 
of component Junction temperature and flow patterns. Laminar and turbulent flows are 
studied. For turbulent flows, the standard k-E model is employed. Results demonstrate 
that an overall good level of predictive accuracy is obtained for a single-component PCB. 
However, for a rnulticomponent PCB, the computed temperature results are not in a good 
agreement with measurements. 
2.6 Summary 
Numerical simulation procedures for flow and heat transfer in electronics systems have 
been outlined. Experimental and numerical investigation of the idealized geometries 
related to electronics cooling systems have also been reviewed, including cavity flows, 
2D- and 3D-ribbed-channel flows, flows around wall-mounted cubes, a sharp 180° bend, 
and flows over rectangular plates and PCBs. The numerical approaches involved range 
from (U)R. ANS, ZLES to LES. The review shows there has been little application of 
soli-linear models, I. ES- and ZES-related approaches to realistic electronics systems. 
From the simulation results reviewed, it has been found that RANS model performances 
tend to be problem dependent. Due to the strong relationship between heat transfer 
and near-wall turbulence level, it is clearly important to accurately predict near-wall 
flow behaviour. «'lien a flow becomes unsteady or oscillatory, heat transfer is usefully 
increased. 
The literature suggests that to accurately predict separated flows over complex ge- 
oiiictries, numerical methods of high accuracy (i. e. three-dimensional and tiine-dependent) 
stieb as 1,1, ', S, ZES and advanced unsteaicly RANS modelling, at a proper cost. are superior 
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for capturing physical flow details. 
Chapter 3 
Turbulence and its modelling 
3.1 Introduction 
3.1.1 Turbulence 
The two basic states of Newtonian fluid flow, laminar and turbulent, are generally distin- 
guished by means of the Reynolds number (Re), or by other similar numbers, measuring 
the ratio of the destabilizing and stabilizing forces such as inertia and viscous friction. In 
most cases, there is a critical Reynolds number Re,. \Vlien Re is less than Re,, the flow 
is said to be laminar. Laminar flows are smooth and steady, or periodic, or at least easily 
repeatable. When Pic is greater than Ree(., the flow becomes turbulent. Turbulence is an 
unsteady (or time-dependent) three-dimensional phenomenon. Most flows of interest in 
practical engineering are turbulent. Typical examples are flows over car and aeroplane 
surfaces. Flows in most electronic systenis are also turbulent. The main properties of 
turbulence (Tennekes and LIIIIIley, 1972) are as follows: 
" Irregularity. Turbulent fluid motion is irregular, random and chaotic. Therefore, 
turbulent flows are unsteai<1VV or unstable. 
. Diffusivity. Owing to t he randomness of t urbulent flows, turbulence is diffusive. 
This feature greatly enhances the transfer of momentum. of heat and also mass 
transfer. 
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" Dissipation. Turbulent flows are dissipative, typically with an energy cascade. 
Kinetic energy is continuously being transferred from the main flow to the largest 
eddies. The energy from large eddies is dissipated successively by smaller eddies 
(note that reverse energy cascades, i. e. transfer energy from smaller to larger 
scales, can also occur in complex turbulent flows). Eventually, the smallest eddies 
convert kinetic energy into heat or internal energy by viscous dissipation. The 
whole process is known as the "energy cascade". 
3.1.2 Turbulent scales 
Turbulent flow is composed of a wide range of scales (eddy sizes). Small eddies have 
short time scales, which tend to make them statistically independent of mean flow. The 
smallest eddies present in flows are determined by the viscosity of the fluid. The largest 
(or integral length scale) are limited by the dimensions of the flow geometry. A complete 
spectrum of sizes lies in between. The range of scales is a strong function of Re. The ratio 
of the largest length scale to smallest is proportional to Rea/4 (see Tennekes and Lumley, 
1972) (where Re is the Reynolds number based on an integral scale of the flow). It is 
plausibly assumed that the rate of energy supply is equal to the rate of dissipation (E) for 
small eddies. Therefore, small eddies tend to be universal, isotropic and in equilibrium. 
For the smallest scales, the Kolmogorov length scales are determined by (see Davidson, 
2001) 
va Eb 
Lý 
[L]2/[T] [L]2/[T]3 
(3.1) 
where v is the kinematic viscosity, L and T represent the dimensions of length and time, 
respectively. Using dimensional analysis, the following two equations are obtained: 
2a + 2b =1 (3.2) 
-a-3b=0 
Solving these equations, we can find that a= 3/4, b= -1/4, thus: 
1U3 1/4 
77 (3.3) E 
3.1.3 Turbulent flow prediction methods 21 
In the same way, we can obtain the Kolmogorov time and velocity scales, which are 
expressed respectively as: 
1/2 
Iv 7=-, VI = (vf)1/4 
E 
3.1.3 Turbulent flow prediction methods 
A number of approaches for dealing with turbulence are available. They are: 
" Direct Numerical Simulation (DNS) 
(3.4) 
DNS is the most straightforward method for the solution of turbulent flows. In 
DNS, to get approximate solutions, the governing equations are discretized directly, and 
solved numerically together with suitable initial and boundary conditions. A detailed 
representation of a turbulent flow field can be obtained. Accurate solutions depend on 
the numerical scheme used, and on the quality of grid generated. This method is com- 
pletely free of modelling assumptions. The only error source is numerical approximation. 
Although DNS has been a very useful tool for the study of physics of transition and tur- 
bulence over the past years, it has two shortcomings (Piomelli, 1999). Firstly, numerical 
schemes with high accuracy applied have little flexibility in dealing with complex geom- 
etry flows. Secondly, DNS is still too expensive, especially for high-Reynolds-number 
flows, owing to the need for a very fine grid to resolve all scales of motion present in 
turbulent flow. To resolve the smallest eddies, the smallest size of grid cell should be of 
the order of the Komogorov length scales mentioned above. In one dimension, the grid 
points required are proportional to Re31 i. For three-dimensional flows, the total number 
of' grid points is proportional to Re91' . 
Obviously, if Re is large, the mesh demanded is 
very fine. For these reasons, the application of DNS is limited to simple geometry flows 
at, low-flevnolds-numbers. 
For current computing power, Baelnlans (2002) estimates the computational time 
required to resolve typical component, PCB and systeiii level problems at electronics 
stems using DNS to be as shown in Table 3.1. This table illustrates that the application ,, N,, 
of DNS for routine 
design in electronic industry is many years away. 
3.1.3 Turbulent flow prediction methods 
Table 3.1: Estimated computational time for DNS based simulations. 
Dimensions 300000 mm 3 30x500x500 mm 3 2x2x2 m3 
Number of cells 2x106 2.3x108 2.5x10 
II 
Workstation 7 days 4 years 5000 years 
Top 10 compute 2 mins 6h 8 months 
9 Reynolds-averaged Navier-Stokes Equations (RANS) modelling 
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When time- or ensemble-averaging the Navier-Stokes equations, one obtains the well- 
known Reynolds-averaged Navier-Stokes equations. As a consequence of time-averaging, 
the mean quantities present a fairly smooth function of time and space, while for the 
original Navier-Stokes equations, the solutions depend randomly on space and time. 
It should be mentioned that the averaging time must be much longer than all the time 
scales of the turbulent flow, but much smaller than any coherent unsteadiness component. 
The effect of turbulent fluctuations on the flow appears in an unknown term called the 
"Reynolds stress". This term needs to be modelled to close the system. 
Half a century of research into turbulence modelling has developed numerous models 
for Reynolds stresses, ranging from simple models, such as the mixing length, to two- 
equation models, algebraic and full Reynolds stress models. To date, RANS modelling 
has been widely used in engineering applications. When RANS modelling is applied to 
an unsteady turbulent flow, it is usually termed URANS (Unsteady Reynolds-Averaged 
Navier-Stokes) prediction or sometimes VLES (Very Large Eddy Simulation). 
However, RANS modelling suffers from several drawbacks. First of all, no universal 
model is available. Any model is calibrated for limited cases or for limited boundary 
conditions. Therefore, empirical constants and correlations between variables are not 
universal. The reason for this is that large eddies are affected strongly by boundary 
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Table 3.2: Comparison of RANS and LES. 
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RANS LES 
Methodology Modelling the effect Resolving large eddies and 
of all eddies modelling small eddies (SGS) 
Empiricism Strong Weak 
Grid requirement Not fine Very fine 
For wall-bounded flows: For wall-bounded flows: 
y+ <1 (low Re), y+ < 1, 
or y+ > 30 (high Re) Ax+ 50 - 150 
Az+ 15 - 40 
Accuracy for complex flows Low High 
Computational cost Economic Expensive 
conditions. This means that various geometries or boundary conditions can generate 
different turbulence structures. Thus, it is impossible to model the effect of all large ed- 
dies in different flows in the same way. Secondly the RANS cannot, in general, accurately 
capture unsteady phenomena. 
" Large Eddy Simulation (LES) 
LES is a technique intermediate between the DNS and RANS approaches. In LES, 
only large energy-carrying scales are numerically resolved, and the effects of the small 
scales or unresolved scales on the resolved fields are modelled. Since the small scales tend 
to be more isotropic and universal in nature, and less affected by boundary conditions 
than the large ones, it is reasonably assumed that simple models for small scales or 
so-called sub-grid scale (SGS) models can perform well. 
Compared with DNS, LES is computationally economical since there is no need to 
resolve all scales of motion. It can be used at much higher Reynolds numbers than DNS. 
The differences between LES and RANS approach are summarised in Table 3.2. LES 
has undisputed advantages over RANS. Firstly, LES is able to capture the dynamics of 
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turbulence, associated with the large-scale turbulent eddies and their mutual interaction 
involving the mixing of momentum, heat and scalar transport (Leschziner, 2002). Sec- 
ondly, owing to its methodology, LES has the capacity to predict complex flows with 
separation more accurately than RANS. However, LES also has drawbacks such as high 
cost and grid quality demand, especially for wall-bounded flows. Near a wall, the flow 
structure is very anisotropic. The important coherent structures are the streaks. These 
structures are relatively finely spaced in the spanwise direction. They are approximately 
1000 viscous units long, 100 viscous units wide and 30,50 viscous units high in the 
streamwise, spanwise and normal directions respectively (Ferziger, 1996). Therefore, to 
resolve the fine structure, a very fine grid is required, not only in the wall-normal (y) 
direction, but also in the spanwise (z) and streamwise (x) directions (see Table 3.2). 
Hence, the number of grid points required in the viscous sublayer increases with Re 1.8 
(Chapman, 1979) in comparison with Re°"4 away from the wall. This high demand for 
grid restricts the applications of LES to low and moderate Re flows. Pure LES of high 
Re flows is beyond the capability of current computers. 
9 Zonal LES (ZLES) 
Owing to the limits of current computer power and to computational expense, pure 
LES is unlikely to see use in industries such as aerospace for several decades (Spalart, 
2000). Therefore, Spalart et al (1997) proposes a hybrid RANS/LES strategy termed 
Detached Eddy Simulation (DES). The motivation for DES is to combine advantages 
from RANS and LES, i. e. to reduce the costs of pure LES for wall-bounded flows, and 
to improve the accuracy of pure RANS predictions for separate flows. In this sense, DES 
is an intermediate approach between RANS and LES. In DES, RANS modelling is used 
in the boundary layers, and LES in the remaining part of the flow. The rationale for 
this method is that full LES behaviour at the near-wall resembles quasi-steady RANS 
and hence the use of RANS in this region will not 
damage accuracy, i. e. the turbulence 
time scale is much less than that resolved in the near-wall regions. In DES, the Spalart- 
Allmaras (S-A) (1994) one-equation model is applied to the whole domain. The only 
difference between R. ANS model and sub-grid scale model for LES regions is the choice 
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of length scale in the S-A destruction term 
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The interface location is decided by this 
length scale, which relates the grid parameters. 
Following Spalart et al. 's strategy, a number of variations have been developed. Dif- 
ferent RANS models and sub-grid scale models have been tested (see Section 3.4 for 
detail). In general, this strategy is called zonal LES (ZLES) or hybrid RANS/LES 
including DES and subsequently developed variations. 
3.2 Turbulence models (RANS) 
3.2.1 Reynolds stress and turbulent heat flux tensors 
For a turbulent flow as illustrated on the left in Fig. 3.1, in general, the instantaneous 
variables, such as velocity components, pressure and temperature, decompose into mean 
and fluctuating elements as follows: 
ui = Ui + ui 
P= P+ p' (3.5) 
t=T+t' 
By first substituting Eq. (3.5) into the continuity, Navier-Stokes and energy equations 
for incompressible flows, and then taking an ensemble or time (only for statistically 
steady turbulent flows) mean, the mean continuity, Reynolds-averaged Navier-Stokes 
and energy equations can be obtained in the following tensor forms: 
aU; 
-o (3.6) ax, 
pau + Pa 
(Uzv, ) 
__ 19P +a µauu + 
aT__ (3.7) at axe axi axe äxß axe 
OT 0 (U3 T) 
_aµ 
aT a(- pa' tý) J (3-8) 
cat 
+POj0. 
rß Pr 0. rß 
+ 
O. i.? 
«'leere Tij = -ply, 1l,, is the Reynolds stress tensor and -put' is the turbulent heat flux 
tensor. 
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For periodic flows, such as a vortex-shedding flow behind a cylinder shown on the 
right in Fig. 3.1 (where TT and Tt represent the cyclic unsteadiness period and turbu- 
lence fluctuating time, respectively), an instantaneous variable following Johansson et 
al. (1993) and Bosch and Rodi (1998) can be broken down into three parts given by 
U= U+ü+u' = (u) +u' (3.9) 
where (u) is the phase or ensemble-averaged part, resolved in the numerical calculation 
corresponding to the mean values in Eqs. (3.6-8) ,U being the time mean, ü the periodic 
component (amplitude) and u' the turbulent fluctuating component. A turbulence model 
U 
r 
U 
r 
Figure 3.1: Typical velocity time trace at a point in turbulent flows. Left: a typical 
turbulent flow; right: a periodic turbulent flow. 
is a mathematical model which is used to approximate the Reynolds stresses and heat 
fluxes to close the system of Eqs. (3.6-8). The available turbulence models can be 
roughly divided into the following two main categories: 
" Eddy Viscosity Models (EVMs) 
- Linear Eddy Viscosity Models 
(LEVMs) 
* Zero-equation or algebraic models 
Tr 
174 
<u> 
uU 
------------ 
* One-equation models 
3.2.2 Linear Eddy Viscosity Models (LEVMs) 
* Two-equation models 
- Non-linear Eddy Viscosity Models (NLE' Ms) 
" Reynolds stress or second moment closure model 
- Full Reynolds Stress Model (FRSM) 
- Algebraic Reynolds Stress Model (ARSM) 
- Explicit Algebraic Stress Model (EASM) 
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In the following sections, a brief discussion of turbulence models is given ranging from 
the simplest to the most advanced (i. e. state of the art). 
3.2.2 Linear Eddy Viscosity Models (LEVMs) 
In LEVMs, Reynolds stresses are related to the averaged velocity gradients (i. e. the 
rriean strain rate) through the turbulent viscosity it. This relation is the Boussinesq 
(1877) hypothesis. It is expressed as 
pu uj= 2µt SZj = pt avz + avl ax; axi 
(3.10) 
Boussinesq postulated this isotropic assumption on analogy with the classical interpre- 
tation of viscous stresses in laminar flow using the fluid viscosity µ, i. e. replacing i. c by 
/L, to obtain the Reynolds stresses. If µt is known, the Reynolds stresses can then be 
calculated. In this sense, the task of the turbulence model is to determine µt. 
In order to make Eq. (3.10) valid upon contraction (i. e. setting indices i=A, 
2/3pS2jkk should be added to the right hand side of Eq. (3.10) to ensure -p(U'2 + v'2 + 
rn'2) = -2k. Hence, Eq. (3.10) becomes 
aUi 3U; 2 
- -pk6ij -Fýrrl rrý _ /rr Oxj + Oxi 
)3 
(3.11) 
wliýre SS is the hroliecker delta (S = 1, if i=j and 6=0, if iý j). It should be pointed 
out that Eq. (3.11) produces isotropic turbulence fields, because turbulence energy is 
assumed to distribute equally in all directions (i. e. 11,2 = V'2 _ zjý'2 = 3k). Like the 
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molecular dynamic viscosity (µ = pv), µt can be expressed as pct = pvt. The dimension 
of vt is the same as v, i. e. [L]2/[T]. By dimension analysis, vt can be given by 
Vt a Vt 1 (3.12) 
where Vt is a turbulent velocity scale and l is a turbulent length scale. Unlike their 
viscous counterparts, the turbulent viscosity is not a fluid property, but is a function 
of the state of turbulence. Therefore, both the turbulent velocity and length scales are 
determined by the state of turbulence. Over the years, numerous prescriptions for Vt 
and l have been proposed. 
(1) Zero-equation or algebraic models 
For a boundary-layer type of flow, the Prandtl (1925) mixing-length hypothesis gives 
/1t = P1 ijx 
I aU 
OY (3.13) 
where 1mix is the mixing length (lmix = 'y, where y is the wall-normal distance and ' 
is von Karman's constant). lmix must be modified near walls and in the outer part of 
the boundary layer. Modifications have been made since Prandtl's mixing-length model 
was first proposed. The most important developments for this type of model involve van 
Driest's (1956) damping function, the Cebeci-Smith (1974) and Baldwin-Lomax (1978) 
models. The latter two models have been used frequently in the aerospace field. 
Algebraic models have the advantage of simplicity and are widely used with consid- 
erable success for flows for which they have been fine tuned, such as attached boundary 
layers, jets and wakes. However, because the turbulence viscosity is determined locally 
in this model, it cannot be expected that this type of model can work well for flows where 
the state of turbulence is not locally determined, but is instead related to the upstream 
history of the flow such as separated flows. Wilcox (1998) gives a thorough discussion of 
algebraic models. 
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(2) One-equation models 
One-equation models attempt to improve on the zero-equation models by accounting at 
least in part for non-local effects on the turbulent eddy viscosity. In this type of model, 
only one transport equation is solved. Among the existing one-equation models, the 
Wolfshtein (1969) k-1 and Spalart-Allmaras (1994) (S-A) models are widely used. The 
two models are outlined below. 
For the k-l model (Wolfshtein, 1969), a transport equation for the turbulent kinetic 
energy (k) is solved to obtain the turbulent velocity scale (V = k2). A turbulent length 
scale which depends on geometrical conditions is prescribed by an algebraic expression. 
The equation for k reads 
Pak +P0(U3k) =a µ+ 
At ak + at ax; ax; ak ax; 
Diffusion term 
auz TZG ax -P (3.14) 7 
% Dissipation term 
Production term 
where the dissipation rate is defined by 
3 
k2 
E 
(3.15) 
and the length scale of dissipation is decided by If = cE0 y 
(1 
- e- A, y kc 
i4) 
, where y* _ 
ypk 1/2C1j /µ. The turbulent viscosity is calculated from 
µt = pcµlN, k1/2 (3.16) 
where lµ = C'40 Y 
(1 
- e-Aµyý 
ýýµ/4 ) is the viscosity length scale. The values of the 
constants present in the above expressions are: 0k = 1, AE = 0.263, All = 0.016, 
c fo = cµ0 = 2.4, cµ = 
0.09. 
The Wolfshtein k-I model is a low-Reynolds-number model. As can be seen in the 
expressions of 1( and 1,,,, near-wall damping functions are used for both length scales. 
As for near-wall treatments, discussion will be provided later. The empirical constants 
existing in this model cause it to lack general application. 
The S-A model determines a modified kinematic turbulent viscosity directly from a 
transport equation, which takes the following form: 
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D1 
_1ä 
äv äv 2 
P Dt 
Gr + 
Q[, 
Laxj Cµ + PO axj + 
Cb2P 
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Y, 
Production term I Destruction term 
Diffusion term 
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(3-171) 
where 
G = Cbi Psv, 
and 
()2 
Yv=C. 
Ipfw 
v 
d 
S+ 
ý2d2 
fv21 fv2 
-1 l+X fUi 
.ý= 2Q2jQZj Qiý =2 
(aui 
I 
1/6 
1+c fw =9 
g6 
The vt is then given by 
where 
g=r+Cw2(r6-r), 
Vt = Vvi 
x3 
_v fvl=X3+C3 1X 1/ 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
It should be mentioned that the transition terms are omitted from the original form 
in Eq. (3.17) for simplicity. The constants can be found in Spalart and Allmaras (1994). 
This model was designed specifically for aerospace applications. It is now gaining 
popularity for external flows. However, for internal flows, this model has not seen exten- 
tiive use. Both the k-I and S-A models will be tested in this project. 
(3) Two-equation models 
To address the deficiency of prescribing empirically the length stelle for the k-based one- 
equation models, an additional transport equation for ai second turbulent quantity is used 
to ýichic'Ve a turbulent length scale. This gives rise to the name: two-equation model. 
Over the years, a number of two-equation models have been proposed, such as those 
of Rottal (1951) or Spalding's (1967) k-I model, Rodi and Spalding's (1970) k- kl 
r= k2d2 
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(l = CDk312/E), Spalding's (1969) k-W (W = (E)2/(CDk)2), Speziale et al's (1992) 
k-r (r = k/E) and Wilcox's (1998) k-w (w = Elk) model. It can be easily found 
that any turbulent quantity introduced above, i. e. 1, W, 'r or w, is a function of k and C. 
However, the direct use of the turbulent energy dissipation rate c as the second variable 
has had the widest application for obtaining the length scale. Therefore, in this study, 
the emphasis is placed on the k-f model group. For the k-e models, the length scale 
is obtained from 
k 3/2 
(3.22) 
E 
the turbulent viscosity then being computed from 
2 
Vt = c. k1/21 = CA 
k 
(3.23) 
E 
" The standard k-E model 
Perhaps the most significant k-E model version is proposed by Jones and Launder 
(1972). Later, Launder and Spalding (1974) address wall functions. This version is 
called the standard k-E model or high-Reynolds-number model (HR). It can only be 
applied to fully turbulent regions free of viscous effects on the turbulence. The modelled 
c equation is given by 
aE a (U7¬) a pt aE E auz E2 
Pat +P axe axe 
[a, 
axe +Cfjk Ti j ax j- 
PCc2 k (3.24) 
Diffusion term Production term Destruction term 
where the coefficients crl, cf2, o are given in Table 3.3. 
When a wall is present, the turbulent quantities (k, c and lit) are calculated explicitly 
in the near-wall region using wall functions (see Section 3.2.6), instead of solving the 
differential equations (3.14) and (3.24). 
The standard k-E model is the one most widely used in industrial applications 
because of its robustness and computational economy. It is included in almost every 
commercial and in-house code. However, this high-Reynolds-number model still suffers 
from weaknesses. One of them is that wall functions do not work well for non-equilibrium 
flows such as those with separation owing to the assumption made of local equilibrium. 
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In such cases, integrating transport equations for k and c all the way to the wall might 
be a good choice. These models involved are known as low-Reynolds-number models. 
9 Low-Reynolds-number k-E models 
Following the original work of Jones and Launder (1972) introducing viscous diffu- 
sion terms and damping functions modifying the constants appearing in Eq. (3.24), a 
variety of modifications have been proposed. Patel et al. (1985) gives a review of seven 
variants of low-Reynolds-number k-E models and compares their performances for dif- 
ferent boundary-layer flows. Although none of them gives overwhelmingly satisfactory 
performance for all the cases tested, to some extent the Launder-Sharma (1974) model 
(LS), Chien (1982) model (CH) and Lam-Bremhorst (1981) model (LB) perform better 
than others. 
Owing to the difficult convergence of the LB model, it is abandoned in the present 
study. Both CH and LS models are considered. The k equation is the same as Eq. 
(3.14). The equation for c can be written in the general form (Patel et al, 1985) below: 
aE a(u" F) Pat +P axi ýt axe µ+ at 
aE E aUi 
aý 
j+ 
C¬1 f1rj 
axj 
E 
PCE`zf`z k -+E 
(3.25) 
where 
E=E-D 
k2 
µt = Ctt 
(3.26) 
(3.27) 
The constants and damping functions appearing in the above equations are summarised 
in Table 3.3. Table 3.3 also shows boundary conditions for k and E. It is well known 
that the LS model over-predicts the turbulent kinetic energy, and thus the length scale 
in regions of flow impingement or separation (Yap, 1987). To address this problem, Yap 
(1987) proposes an ad hoc modification term, called the Yap correction. This increases 
the dissipation rate e and thus reduce the kinetic energy k. The term is incorporated 
into the c equation as a source term. It takes the following form: 
11k' 5/f -I 
1/Yap 
= 0.83 m2.55y 1 2.55y 
0 (3.28) 
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Table 3.3: Constants and damping functions for the k-E group of models. 
Model D Eu, -B. C. CA cE1 Cc2 ck 0E 
Standard (HR) 0 Wall functions 0.09 1.44 1.92 1.0 1.3 
LS 2v as 0 0.09 1.44 1.92 1.0 1.3 
CH 2v -L 0 0.09 1.35 1.8 1.0 1.3 
AKN 0 ? Lk 0.09 1.5 1.9 1.4 1.4 
fµ fl f2 E 
LS e (1+Rt/50) 1.0 1-0.3e-R2 2µm a2 2 p ay 
CH 1- e-0.0115y+ 1.0 1-0.22e-(Rt/6)2 -2py2e-0.5y+ 
AKN 1- e- 4) 1.0 (1 - e-3.1 ) 0 
The Yap term is usually most active just beyond the viscous sub-layer. In a high- 
Reynolds-number computation this is covered with wall functions. As shown in Eq. 
(3.28), the Yap correction contains the wall-normal distance and is known to perform 
poorly on surfaces of complex shape. Accordingly, a new version of the Yap term taking 
the differential form has been proposed by Iacovides and Raisee (1997). Here, the original 
Yap correction is used for the sake of simplicity. 
In order to reproduce the correct near-wall asymptotic behaviours of turbulence (i. e. 
ka y2, ca y°, Vt oc y3 and -u'v' oc y3 for y -+ 0) and further to improve the near-wall 
predictions in the context of the k-E model, various attempts have been made. One of 
them is that proposed by Abe et al. (1994) (AKN), who modify the damping functions 
fµ and f2 given in Table 3.3. The results shown for a backward-facing-step flow are in 
very good agreement with experiments. Rokni and Sunden (1999) apply the Speziale's 
(1987) non-linear model coupled with the AKN model to duct flows with success. 
It should be mentioned that the above noted low-Reynolds-number extensions of the 
standard k-E model demand that y+ at first off-wall nodes should be much less than 
unity. Moreover the empirical damping functions are not universal. 
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3.2.3 Non-linear Eddy Viscosity Models (NLEVMs) 
The above described zero-, one- and two-equation models are based on the linear isotropic 
Boussinesq (1877) hypothesis (in reality, turbulence is non-isotropic). Obviously, this 
postulation cannot produce any difference between normal stresses such as those that 
drive secondary flows in non-circular ducts. Also, it cannot be expected to predict 
accurately flows with separation, streamline curvature and swirl. For such complex 
flows, more advanced turbulence models should be used. The non-linear eddy viscosity 
models are among this group. 
Over the years, a number of extended Boussinesq constitutive relations have been 
proposed. Essentially these are achieved by adding new empirical terms into the linear 
Boussinesq constitution to account for either compressibility, or streamline curvature, 
or anisotropy of the Reynolds stresses (see Spalart, 2000). The additional terms consist 
either of quadratic, or of cubic combinations of strain and vorticity. Yoshizawa (1984), 
Nisizima and Yoshizawa (1987), Speziale (1987) and Shih et al. (1993) have all developed 
similar quadratic extensions of the linear Reynolds stress expression adopting different 
strategies. The coefficients present in these non-linear terms are very different from 
each other. This is because each model is calibrated to suit particular cases. Although 
the inclusion of quadratic products of strain and vorticity can improve predictions of 
anisotropy of turbulence, the quadratic level is not able adequately to account for the 
various effects of streamline curvature or swirl on the turbulent stresses. Craft et al. 
(1993,1996) demonstrate that a cubic stress-strain relation is essential for capturing 
characteristics of flows with streamline curvature and swirl. Therefore, Craft et al. 
(1993,1996) propose a cubic stress-strain construction. The important feature for the 
cubic relation is the inclusion of the strain-dependent eddy viscosity coefficent, which 
makes the model sensitive to curvature. Suga 
(1995) discusses the development and 
calibration of the model in detail. The cubic expression of the Reynolds stress teiisor is 
given by 
Itt/ = Tij! + Tijnl (3.29) 
Linear part Non-linear part 
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where 
TZj1 
2 
pl 6ij + 2µtSij (3.30) 3 
Tijnl = -4c1ILt 
(SikSkj 
-1 SklSkl5ij) - 4C2µt (ý2ikskj + 
cjkSki) (3.31) 
E3E 
2 1k 
-4C3I-tt 
(QikQjk 
- 3QlkIlksij) - 8C41it z 
(SkiQlj + Skjclli)Skl 
2 
-805µt 
= 
(1ilcllmSmj + Silcllmlmj -2 
Slmclmn1nl6ij) 
E2 3 
k2 k2 
-8C614 z 
SijSk1Skl 
- 8C7/Lt -- 
Sijlkl1kl 
E2 (2 
The turbulent viscosity is calculated by 
2 
µc = c0f, 
k 
(3.32) 
where 
0.3 
1.5 -0.36e°. 
75n 
/ 
1- e- Cµ 1+0.35 
( 
ö 
)1/2_4 )z 
rý=max(S, Q) 
S=E2 SZjSZj 
, 
SZ =2 SZij S2Zj 
The transport equations for k and e used in this cubic model are the LS model with Yap 
correction and the modified source term E. The near-wall E term is modelled as follows: 
0.0022 84 (oX8Xka2u 
2), 
Rt < 250 
E_ 
0, Rt > 250 
(3.33) 
The empirical coefficients cl ' c7 are -0.1,0.1,0.26, -10c2,0, -5cµ and 5c2 respec- 
tively. This version is usually called a two-equation low-Reynolds-number cubic model 
as distinct from the three-equation one (see Craft et al. (1996) or Suga (1995)). The 
three-equation version (k -E- A2) is more complex than the two-equation. This is due 
to the inclusion of an extra transport equation for the stress-anisotropy invariant (A2). 
However, use of the three-equation version broadens the range of applicability of the 
model, especially for flows far from equilibrium including transition. Chen et al. (1998a, 
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b) apply the two- and three-equation cubic models to transitional boundary layers perti- 
nent to turbomachinery aerodynamics, and the flow around a highly loaded compressor 
cascade. Apsley and Leschziner (1998) also investigate a separated diffuser flow us- 
ing these models. Barakos and Drikakis (2000) employ the same models for transonic 
flows. The studies for all of these applications show that, compared with linear models, 
the cubic models improve predictions. However, in relation to electronic systems, the 
geometries considered above are relatively simple. 
It has been recognized that the Speziale's (1987) quadratic model is not strongly 
realizable (i. e. negative normal stresses can arise). Mompean et al. (1996) demonstrate 
that near walls U'2 becomes excessively high. Consequently v'2 and w'2 become negative 
(ensuring the sum of the three components is equal to k). 
This study will focus on the application of the Craft et al. two-equation cubic model 
rather than the Speziale model (in view of the fact that Tucker and Pan (2000) have 
investigated the latter model for the CPU case, and Tucker et al. (2003a) find it very 
unstable needing to resort to strong Reynolds stress clipping to secure convergence). 
3.2.4 Reynolds Stress or Second Moment Closure Model (RSM) 
" Full Reynolds Stress Model (FRSM) 
In FRSM, the Boussinesq assumption is abandoned. Instead the exact transport equa- 
tions for the Reynolds stresses are used. They are derived from the Navier-Stokes equa- 
tions and written as follows: 
a 
(PU/U/) +a (PUkuäu'3. ) = Dzj + P. -+ (Dzý - Eis (3.34) 
Diffusion Stress production Pressure-strain Dissipation 
where P2, = -p 
(+ (which transfers energy from the mean flow) is 8Xk 
exact and does not require any modelling. The other terms, Dtv, (ij (which redistributes 
energy amongst the Reynolds stress components) and e23 
(which converts mechanical 
energy into heat in the small-scale turbulence) on the right 
hand side of Eq. (3.34), need 
to be modelled. To save coding effort, the FLUENT commercial package is used here for 
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the FRSM. Therefore, only the modelled terms required to close the equations employed 
in FLUENT (see Fluent 5 User's Guide) are described below. 
For the diffusion term Did, the generalised gradient-diffusion model of Lien and 
Leschziner (1994) is used, given by 
pt 19uiuj 
aý 
(3.35) DZ' 
aý 
(+Y' 
k Qk k 
where 0k = 0.82 (for the standard k-E model, crk=1.0). 
The pressure-strain correlation term 13 and E are two terms of importance and are 
also the most problematic. Various models for these have been proposed in the literature. 
FLUENT provides several models for 1 j3 involving Gibson and Launder (1978) linear 
and Speziale et al. (1991) (SSG) quadratic high-Reynolds-number forms. The latter is 
chosen for the present study, in which ýDij takes the following form 
ýiý = ýij, l + 41)ij, 2 + cF (3.36) 
where (Dial, 1 iß, 2 and ( are the slow, rapid and wall-reflection parts respectively. They 
are modelled respectively as 
4ýZj, I = -(C1p¬ + Cl P) bij + C2pE bikbki - 3bmnbmnSij (3.37) 
'ij, 2 = (C3 
C3 bijbzj)pk'Sij + C4pk(bikSjk + bjkSik - 3bmm mn6ij) (3.38) 
+C5pk(bikQjk + bjkcik) 
=0 (3.39) 
where the Reynolds stress anisotropy tensor b13 is defined as 
_ulu'j 
1 
b2 
2k 3 
i`i (3.40) 
P=2 Pkk, and the constants are Cl = 3.4, Ci = 1.8, C2 = 4.2, C3 = 0.8, C3 = 1.3, 
C4 = 1.25, C5 = 0.4. By assuming isotropy of the small dissipative eddies, the dissipation 
tensor Eij is modelled as Eij = 3b{jPE. 
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When k is needed, FLUENT solves a transport equation for k in order to obtain 
boundary conditions for the Reynolds stresses, and computes k from k=2 UiUi for re- 
gions away from walls or bulk flow regions. The transport equation for k is identical to 
Eq. (3.14), except that Qk = 0.82. f is also obtained by solving a transport equation 
identical to Eq. (3.24) for core regions, while for near-wall regions E is computed from 
wall functions (see Section 3.2.6). The Reynolds stresses at the wall-adjacent cells are 
calculated from the following equations which are based on the log-law and the assump- 
tion of equilibrium: 
U'2 =1.098k, V'2 = 0.247k, w'2 = 0.655k, -u'v' = 0.255k (3.41) 
Since the FRSM solves the exact transport equations for stress components where history 
and non-local effects are accounted for, this type of model can in principle deal with any 
complex strain field and provide the most advanced turbulence models to date (i. e. the 
state of the art). Whenever non-isotropic effects are important, the FRSM should be 
considered. However, the FRSM is complex and difficult to implement. Also it is not 
without modelling assumption. To simplify the FRSM, an alternative form known as 
algebraic Reynolds stress model (ARSM) has been developed (see Rodi, 1976). 
" Algebraic Reynolds Stress Model (ARSM) and Explicit Algebraic Stress 
Model (EASM) 
ARSM is an economical way of accounting for anisotropy of Reynolds stresses without 
the need to solve a full set of transport equations for the Reynolds stresses. Rodi (1976) 
proposes the idea of algebraic stress closure by means of an equilibrium hypothesis, in 
which the Reynolds stress convection and diffusion terms are neglected. For a general 
ARSM form, two assumptions are made. These are that the sum of the convection and 
diffusion terms of the Reynolds stresses is proportional to the sum of the convection and 
diffusion terms of the turbulent kinetic energy (k); and that the anisotropic Reynolds 
stress bij given in Eq. (3.40) is constant along a streamline. 
After introducing these 
assumptions into Eq. (3.34) and some rearrangement, an 
implicit algebraic equation for 
Reynolds stress is obtained (see Gatski and Speziale, 1993; Abid et al., 1995). 
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Owing to the presence of the Reynolds stresses on both sides of the algebraic equa- 
tions, this type of model is difficult to implement in complex flows. It also suffers from 
some numerical problems due to the need for successive matrix inversions at each itera- 
tion. Therefore, many researchers have attempted to solve the algebraic stress equations 
explicitly. Gatski and Speziale (1993) (GS) adopt Pope's (1975) methodology for obtain- 
ing explicit equations. This is refered to as Explicit Algebraic Stress Model (EASM). 
For GS's EASM, the Reynolds stresses are expressed as an explicit function of the mean 
strain rate and the vorticity tensor, given by 
- pu u=-2 pk6ij + 2{ßi 
[(Sij 
-31 
Skkýij) + 03 
Ek 3 
(Sik2kj 
1 
+Sjk2ki) - a4 E (Sikskj - 3SkiSkc6ij)] (3.42) 
with 
3(1 + r)2)al k2 
14 P712+6712ý2 2 
(3.43) 
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(3.44 % 2a2(`Szj 
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9, 
a2 = (2 - C3) 
9 (3.45) 
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a3 = (2 - C4) 
9, 
a4 = 2a2,9 (3.46) 2 C1+C5-1 
When the SSG (Speziale et al., 1991) pressure-strain correlation model is used, the values 
of constants C1 - C5 are 3.4,0.36,1.25,0.4,1.88 respectively. 
It should be mentioned that the above GS's EASM is a high-Reynolds-number model 
that is coupled with the standard k-E model. When applied to low-Reynolds-number 
flows, this model needs to be modified by introducing damping functions. In this study, 
the Abid et al. (1995) low-Reynolds-number form is employed. The damping functions 
and source terms used by Abid et al. in Eqs. (3.25-27) are as follows: 
12 
_Y± f2.1-e 6.4 (3.47) D-0, E=0, f2=1-e-12.5 or 
In addition, the Abe et al. (AKN) (1994) damping functions are also tested. 
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3.2.5 Turbulence models for heat fluxes 
On analogy with the Boussinesq hypothesis, turbulent heat fluxes can be modelled as 
I ti At 
aT 
-pui Prt äxß 
(3.48) 
where Prt is the prescribed turbulent Prandtl number which is normally assumed to be 
a constant (for air, Prt = 0.9 for wall-bounded flows). This model is usually called the 
"eddy diffusivity" model. 
However, the assumption of constant Prt in turbulent flows is not accurate. The ex- 
periments from Hishida et al (1986) show that Prt varies across the wall region. There- 
fore, to improve heat transfer predictability, models without the use of Prt might be 
considered, such as the second-moment differential-equation models for the heat fluxes 
like the Reynolds stresses in FRSM. Nevertheless, such models are complex and some 
terms also need to be modelled. To simplify this type of model, Daly and Harlow (1970) 
introduces the Generalized Gradient Diffusion Hypothesis (GGDH) which takes the fol- 
lowing form: 
-k OT 
-put' = ctUýu, - E ax, 
(3.49) 
where ct = 0.3. Launder (1988) reviews some strategies for computing heat fluxes 
showing results from the GGDH approach that are in better agreement with experiments 
than those using the eddy-diffusivity model. 
Obviously, when the Reynolds stresses are computed with sufficient accuracy, the 
heat fluxes will be consequently predicted accurately from the GGDH model. Hence, 
non-linear EVMs or EASM with the GGDH method might be an economic combination 
when predicting both the flow field and heat transfer. 
3.2.6 Near-wall modelling 
As a wall is approached, turbulent fluctuations are suppressed. Close to the wall, viscous 
damping reduces tangential velocity fluctuations while kinematic blocking decreases nor- 
mal fluctuations. Accurate representation of the flow in the near-wall region, therefore, 
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play an important part in successful prediction of wall-bounded turbulent flows, espe- 
cially for heat transfer. There are two basic near-wall treatment approaches which are 
briefly described below. Fig. 3.2 schematically depicts these two approaches. 
turbulent 
region 
buffer & sublayer 
(1) Wall function approach (2) Near-wall model approach 
Figure 3.2: Nelr-wall treatments. 
(1) Wall functions 
In the near-wall region, the inner region (viscous subLlver, buffer layer and log-law re- 
gioü) is not resolved. Instead, it is bridged with semi-empirical formulae called "wall 
functions" 
. In the 
log-law region, the mean velocity is given by 
U+ =U=I In(E"y+) U'r H, 
(3.50) 
where t,: = 0.12, E=9.8 (for smooth walls), uT = Tw/p and y+ = ou, y/µ. Here, the 
widely used wall functions proposed by Launder and Spalding (1974) are used, which 
read 
1 C3/4 k3/2 
(T* - -lýc(Ey*), Eý -Ap (3.51) 
«, II(, rc, 
U* _ 
(P(ýýý I 1p /2 PC 
1/4 1/2 
yp 3.52 y 
%. /P µ 
The above formulae are valid for yp > 30 - 60, naincýlý- the log-law laver; but in 
pract icc, heil ; r/,, > 11.5. t lese equat ions are usually employed. 
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It should be noted that in Eq. (3.52) y* is used rather than y+. In equilibrium 
turbulent boundary layers, y+ ti y*. The k equation is solved in the whole domain 
including the wall-adjacent cells (the boundary condition for k at the wall is älß/äy = 0), 
while e is not solved at the wall-adjacent cells, but obtained from Eq. (3.51). 
For the thermal boundary layer, the mean temperature is obtained in the same way 
as the velocity: 
T+ = 
Tz -T=1 ln(Ey+) 
TT NT 
(3.53) 
where TT = q,,, /pcpur, T,,, is the wall temperature and k modelling constant. From Eq. 
(3.50), we can obtain 
lny+ = iU+ - lnE (3.54) 
Substituting Eq. (3.54) into Eq. (3.53), the following equation can be obtained 
T+ =K U+ + 
ln(E/E) 
= Prt (U+ + Ch) (3.55) KT K 
where Ch= ln(E/E)/k is a function of Pr and Prt given by Jayatillaka (1969) as 
3 
4 
-0.007 
Pr 
Ch = 9.24 
P'ý 
-1 
f1 
+ 0.28e Prtl (3.56) 
J pr t c 
(2) Near-wall model approach 
There are two types of treatment: one-layer, and two-layer approaches. For the one-layer 
method, low-Reynolds-number models are used to resolve the flow through to the wall. 
In the two-layer zonal model, in the near-wall region low-Reynolds-number models are 
employed, e. g. the Wolfshtein k-l model; in the fully turbulent region high-Reynolds- 
number models are applied such as the standard k-E, FRSM and EASM. In this study, 
several combinations will be investigated involving k- l/k - E, k- 1/EASM and so on. 
In this approach, the near-wall grid should be fine (see Fig. 3.2 (2)). As mentioned 
before, y+ at the first off-wall nodes should be less than unity for most of low-Reynolds- 
number models. 
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LES has been widely studied and increasingly employed in engineering since Deardorff 
(1970) first applied LES to a fully developed turbulent channel flow. For problems such 
as massively separated flows, combustion and noise studies, LES has advantages over 
URANS method (see section 3.1.3). 
LES consists of three key aspects, namely a filtering operation, a subgrid scale stress 
approximation and numerical solution. This is discussed in detail in the following sec- 
tions. 
3.3.1 Filtered governing equations 
In LES, a spatial scale separation between large and small scales is considered. Large- 
scale eddies are then resolved and small-scale eddies are modelled. Scale separation is 
defined by means of filtering to determine the size of small scales (Piomelli, 1999). 
(1) Filtering and energy spectrum 
A filtered or resolved flow variable, denoted by an overbar, is defined by the filtering 
operation 
f (x) = 
ff(x')G(xx'; 
)dx' (3.57) 
where D is the whole flow domain, G is the filter function and 0 the filter width. Eddies 
of size greater than 0 are large or resolved eddies. Those smaller than 0 are small, 
unresolved or subgrid scales (SGS) eddies. Generally speaking, 0 would be a length scale 
characterizing the smallest structures of interest in the flow. There are three commonly 
used filter functions, namely the spectral or sharp Fourier cutoff filter, Gaussian, and 
box or top-hat filters. With the cutoff filter, only the eddies with wavenumber k> 7r/L 
contribute to the subgrid scale field. For the Gaussian filter, a wide range of scales 
contributes to the subgrid scale field. With the top-hat filter, the situation is intermediate 
between the former two filters. Therefore, the structure of the subgrid scales depends 
strongly on the type of filter used (Piomelli, 1988). 
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E(x) 
Recnlved Unresolved 
44 
Figure 3.3: Energy spectrum: Region I: the large scale region; II: the inertial range and 
III: the dissipation range. 
The scale separation is illustrated in Fig. 3.3 in spectral space. The cutoff wave num- 
ber ', = 7r/0 is generally located in the inertial region (Region II where the Kolmogorov 
spectrum law or -5/3 law holds). Eddies with wave number greater than r,, are resolved; 
those with wave number smaller than i, are modelled statistically. 
(2) Filtered governing equations 
By applying a filtering operation, Eq. (3.57), to the governing equations for incompress- 
ible flow, the following filtered equations can be obtained 
aüj 
äxß 
(3.58) 
a-ui a (u1u) app +a au--i 3.59 P at +p ax; = -axt axe µ axe 
aT a(ust) a µ aT 
at +p ax; _ ax; 
[Pr 
ax; 
(3.60) 
KC K 
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Decomposing velocities into filtered and fluctuating parts, i. e. ui = iiZ + ui, the non-linear 
term uiuj appearing in Eq. (3.59) can then be expressed as (Leonard, 1974) 
uiUj = (ui + ui) (; uj + uj) 
= iii iii + 2.6iüj + ii u+ uZuj 
(u uj - ui 1j) +U i 1j +- u3 +- ZGj i+ 2Giüj 
3.61 ý 
Lia ci., 
where LZB is the Leonard stress tensor, representing interactions among the large scales; 
CZj is the cross-stress tensor, representing interactions between large and small scales; 
and the last term R23 is the subgrid-scale Reynolds stress tensor. This reflects interactions 
between subgrid scales. Substituting Eq. (3.61) into Eq. (3.59), the resulting equation 
is 
a-ui 
p at 
a dui +p ax 
aP 
ax 
a + ax 
au [it 
ax _ 
aTz; 3.62 pax ; i ; ; ; 
where -rid is the subgrid-scale stresses, taking the following form 
TZj = LZj + CZj + 
IR 
j=u uj - ii uj (3.63) 
On analogy with the above procedure, the governing equation for temperature can 
be obtained as 
OT 
+ pa 
aµ OTT 
_ pah; (3.64) P at äx; äx; Pr äx; äx; 
where hj is the subgrid-scale heat fluxes given by 
hj =uzt-ýi; T (3.65) 
It is rij and hi that need to be modelled. Because the SGS energy generally accounts 
for a much smaller part of the total flow energy than the RANS turbulent energy, the 
model accuracy may be less crucial in LES than in RANS computations. 
As can be seen, the structures of the governing equations (Eqs. (3.58), (3.62) and 
(3.64)) in LES are very similar to those (Eqs. (3.6-8)) in RANS. However, the underlying 
physics is different. 
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The main task of a subgrid-scale model is to simulate energy transfer between the re- 
solved large eddies and the unresolved subgrid-scale eddies. Ideally a turbulent energy 
cascade process requires a SGS model to be capable of reflecting both the forward- 
and backward-cascade processes. Owing to the forward-cascade process being domi- 
nant and the backward-cascade process being weak in the flow, the latter is neglected 
in most SGS models proposed in the literature. There are various ways of modelling 
subgrid-scale terms. No matter what strategy is used, the SGS Reynolds stresses -r3 are 
eventually linked to the resolved variables, with or without some adjustable parameters. 
rI'lie following will briefly discuss several basic or popular SGS models. 
(1) Eddy viscosity models 
For models based on the eddy viscosity concept, the SGS stresses Tip are related to the 
large-scale strain rate tensor Sid by the SGS kinematic eddy viscosity, vsgs or vt, i. e. 
Tkk 
TZG -3 
613, -- -2vtSig (3.66) 
where Sij = 2 
(`- 
Oa: j + 
`jam öx; 
). By dimensional analysis similar to Eq. (3.12) in RANS 
method, the SGS kinematic eddy viscosity (for simplicity called the SGS eddy viscosity 
below) can be expressed as 
Vt aI sgslsgs (3.67) 
where I ;, q, 5 and 
1sgs are the SGS velocity and length scales, respectively. The task of this 
type of model is to define these two scales. In general, the length scale is related to the 
filter width A (for real space, the cubic root of a cell volume is usually employed), while 
the SGS velocity scale can be defined in different ways. 
9 Smagorinsky model 
This model is the oldest, simplest and hest known, subgrid-scale model proposed by 
Snlagorintiky (1963). The model forms the basis of the majority of SGS models. In this 
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model, the length scale 1393 is proportional to 0, defined as 1393 = C8O, and the SGS 
velocity scale, V399, is computed by 
vs93 = 1393l5l (3.68) 
Thus the eddy viscosity can be written as 
vt = 1s93Vsgs = (C8L)2I51 (3.69) 
where Cs is the Smagorinsky constant and IS I= 252 SZý . The 
filter width 0 is usually 
taken to be 0= (Ax Ay Az)'/'. The values of the constant C3 are flow dependent. 
The commonly used values of C3 are between 0.065 ' 0.2 (Ferziger, 1996) (the former 
corresponding to channel flow, and the latter to isotropic flow). As can be seen, the 
structure of the model is similar to Prandtl's mixing-length RANS model. 
The Smagorinsky model is easy to implement. However, the model suffers from 
the drawback that it dissipates too much energy from the resolved scales (Piomelli, 
1988; Rodi et al., 1997). Also, the Smagorinsky constant C. must be optimized for an 
individual flow. Near-wall treatment is needed to damp the length scale, and thus Vt. 
Various types of ad hoc corrections that are difficult to justify and hard to apply in 
complex geometries (Rodi et al., 1997) are frequently used. A traditional method is to 
introduce damping functions such as the van Driest (1965), which is expressed as 
f=1_ ey+/25 (3.70) 
The eddy viscosity thus becoming 
Vt = (f CS0)2131 (3.71) 
" Yoshizawa one-equation SGS model 
Proposed by Lilly (1992), the SGS characteristic velocity scale is defined by 
111 
sg (3.72) V_ks=_T 2kk _2 (iii - (U=))2 sgs - 
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where lcs93 denotes the SGS turbulent kinetic energy and (ii) represents time-averaged 
velocities. Thus 
i 
Vt = Vs9s = CelsgsVsys = CkAk gs (3.73) 
where Ck is a constant. The transport equation for k893 in the Yoshizawa (1993) model, 
which is similar to Eq. (3.14) in RANS, is expressed as 
1.5 
pa sgs +p: (ujksgs) _a ({ý + µsgs) 
a sps + Pk993 - (iP sgs (3.74) at ýý axe ýxý 0 
where 
Pk998 =2 pq, SZjSZj and µs93 =p Ck O ks1s 
Using analytical theory of turbulence, Yoshizawa (1993) proposes CE = 1.05 and 
Ck = 0.07. 
Since this model contains more information relating to the subgrid scales, it is theo- 
retically better capable of dealing with large-scale intermittency than the Smagorinsky 
model (Sagaut, 2000). However, it is computationally more expensive requiring solution 
of an additional transport equation for k 93. 
(2) Dynamic SGS models 
To address the drawbacks of a constant Cs value, several models have been proposed. 
The most successful is the dynamic model of Germano et al. (1991). In reality, it is 
not a model, but is instead a procedure by which the model coefficient, C, is computed 
dynamically as the calculation progresses, rather than being a prescribed value. Now the 
constant, C, becomes time- and space-dependent. Consequently, the SGS eddy viscosity 
is computed by 
vt = CA2IS1 (3.75) 
With this procedure, two filters are employed: a grid filter, A, and a test filter, 0 with 
width greater than 0 (typically 0= 20). Applying the test filter, 0, into the filtered 
Navier-Stokes equations using 0, the resulting stress tensor on the test level is 
TO = uiuj - Uiuj (3.76) 
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where Tip is the subtest-scale stresses. Tip are related to the SGS stresses TZG via the 
Germano identity (Germano et al., 1991) 
Y] =Tip - Ti7 = Uz uj - Uz U. 7 (3.77) 
which represents the contribution from the region between test-filter and grid-filter scales 
as shown in Fig. 3.4. The stress, YZj, can be calculated explicitly from the resolved large- 
scale variables. 
E(x) 
R ecnlved IJnrPCnlvPd 
Figure 3. -1: Energy spectrum: Grid- and test-filter for the dynamic model. 
On the original LES level, the Smagorinsky model gives 
Tij -1 3Tkk6ij = -2CO2 JSJSij (3.78) 
On the test filter level, the Smagorinsky model gives 
1 ^^ 
TLS - 3Tý. ý. ýZj _ -2 CA 
2 IS1SZj (3.79) 
Substituting Eqs. (3.77-79) into Eq. (3.76) to yield 
with 
I 
ýý - 3) kk8i.; _ -2C. MItj (3.80) 
lltj = ý2ISIStý - ., 
2I SI 
=j 
(3.81) 
A K Kc K 
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Owing to six independent equations being available for one unknown C (Eq. (3.80), 
the constant C is overdetermined. Lilly (1992) improves this computation in the least- 
square sense based on the error eil = Yj - TZG + FiG. This leads to 
1 Yj M3 C=-- 
2 Mme. Mmn 
(3.82) 
This dynamic procedure to determine the model coefficient C has several advantages over 
the standard Smagorinsky model such as avoiding special treatment near walls. However, 
the dynamic SGS model still has significant problems, for example, large fluctuations in 
C result in unstable computations, excessive energy back-scattering (due to introduction 
of the scale-invariance assumption) and so on. Many remedies to these drawbacks have 
been developed in the literature (see Piomelli, 1999). Many of these involves averaging 
in homogeneous flow direction. For the CPU unit studied here, this is not possible. 
In addition to the above-reviewed SGS models, there is another reasonably popular 
one called the "scale similarity" model proposed by Bardina et al. (1980). This assumes 
that the interaction between resolved and SGS eddies takes place between the smallest 
resolved scales immediately above the cutoff, and the largest SGS eddies close to the 
cutoff. The largest SGS component can be obtained by filtering the SGS velocities, i. e. 
twice filtering the velocities (ui = UUi - Ui). Thus the terms, CZj and Rj in Eq. (3.61) 
can be modelled. Consequently, the SGS stresses can then be computed. The Bardina 
et al. (1980) scale similarity model underestimates energy dissipation. To improve the 
behaviour, this model is always used in conjunction with the dissipative Smagorinsky 
model. This leads to the so-called mixed model (Bardina et al, 1980). 
In this work, both the Smagorinsky and Yoshizawa models are employed. 
(3) SGS heat fluxes modelling 
Similar to the turbulent heat fluxes in RANS, the eddy diffusivity concept is employed in 
LES. The SGS heat fluxes are modelled using the local resolved temperature gradients, 
giving by 
_ 
ff vt OT (3.83) hý at 8x Prt ax j j 
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where at is the SGS eddy diffusivity, and Prt the SGS turbulent Prandtl number. A 
wide range of values for Prt have been proposed in the literature ranging from 0.25 to 
0.85. Here, the value of 0.4 (see Tucker and Davidson, 2003b) is assumed. 
3.3.3 Wall models 
Resolving the wall layer requires a fine grid to capture near-wall streaks and it is thus 
computationally costly. In order to reduce costs, approximate boundary conditions or 
wall models may be used. If near-wall streaks are not resolved and modelled instead, 
a much coarser grid could be used in the streamwise and spanwise directions saying 
0x+ ý-_, 100 - 600 and Az+ ti 100 - 300 (if resolving near-wall regions, . 
A: z+ ý 50 - 150 
and Az+ . -d 15 - 40) (see Piomelli and Balaras (2002)). The cell spacing in the wall- 
normal direction depends on the near-wall treatment used. 
Piomelli and Balaras (2002) and Cabot and Moin (1999) review wall-layer mod- 
els. Following Piomelli et al. (2003), wall-layer models can be classified into two types: 
equilibrium laws and zonal models. Equilibrium laws assume that the dynamics of the 
wall-layer are universal and that some generalized law-of-the-wall holds. The wall shear 
stress is then calculated using this law and the velocity in the outer layer. This approach 
is quite identical to wall functions in RANS simulations and allows the first grid point 
to be located in the inner part of the logarithmic layer ( y+ ti 30 50). 
Zonal approaches are hybrid RANS/LES methods. In the near-wall region, the RANS 
(or URANS) is employed, and LES in the core region. To date two methodologies have 
been proposed. One is the Balaras et al. (1996) two-layer model (see the left figure 
in Fig. 3.5). With this approach, in the outer flow the filtered governing equations 
are solved using the wall shear stress as the boundary condition. In the inner layer 
«vliere the grid is refined and embedded under the outer coarser LES mesh, RANS-type 
boundary-laver equations for the mean velocity are resolved, and the wall shear stress 
is then obtained. This iurt hod permits the first LES grid point to be positioned in a 
region of 20< y+ <100. 
The other is zonal LES method mentioned in Section 3.1. This technique will be 
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Figure 3.5: Zonal approaches of near-wall treatment: left - two-layer model; right - 
RANS/LES. 
discussed in the next section in more detail. Fig. 3.5 schematically shows the above two 
hybrid RANS/LES methods near the wall. 
In this study, neither the law-of-the-wall method nor the two-layer model is employed. 
For simplicity, near-wall treatment is achieved by means of applying different length 
scales. For the Smagorinsky model, the length scale is defined by 
lsgs = min(Cs\, iymin) (3.84) 
where K=0.42 is von Karman's constant (Moin et al., 1987) and ymin is the distance from 
the nearest wall. For Yoshizawa's one-equation model, the filter width is defined by 
lsgs, 
µ = min(0,11 , 
RANS), 
lsys, 
E = I111I1(! 
1, l 
, 
RANS) (3.85) 
where l1t, R. ANS and 1 , RANS are 
the same as those in Wolfshtein's k-1 model (see Section 
: x. 2.2) 
3.4 Zonal LES 
An approach which combines LES in the core region with BANS (which more accurately 
should be called URANS) in the near-wall region is generally called Hybrid RANS/LES or 
zonal LES. This methodology is introduced 
1>v Spalart et al. (199-1). In their paper, they 
term this method Detached Eddy Simulation (DES). DES has been verified for various 
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cases by researchers and successfully applied to a number of engineering flows. Nikitin 
et al. (2000) employ DES for plain channel flow with LES grid. They perform several 
calculations with a wide range of Reynolds numbers (180 < Re, < 80,000) and obtain 
acceptable results. Travin et al. (1999) investigate performance of DES for the flow past 
a circular cylinder. The numerical results show good agreement with experimental data. 
Shur et al. (1999) apply DES to flow over a high-incidence aerofoil and gain promising 
results. 
In addition to the S-A based DES, various combinations of RANS and SGS models 
have been developed in the literature. Hence, in this study, DES refers to the S-A 
based hybrid RANS/LES, while other RANS/LES combinations are still called hybrid 
RANS/LES or zonal LES (ZLES). 
Davidson and Peng (2001) couple a two-equation k-w model (Peng et al., 1997) 
for RANS region with the Yoshizawa (1993) one-equation k-I SGS model for the LES 
region. They apply this approach to a fully developed channel flow and 2D hill flow. 
Temmerman et al. (2002,2003) combine the Wolfshtein (1969) one-equation k -1 RANS 
model with both the Smagorinsky (1963) and Yoshizawa SGS model in their studies. 
Tucker and Davidson (2003b) test another combination, namely the Wolfshtein k-1 
HANS model and Yoshizawa k-I SGS model for a plain channel flow and 3D ribbed 
channel flow. Hamba (2001) also carries out a hybrid simulation for a channel flow using 
a two-equation k-F RANS model and the Yoshizawa k-l SGS model. 
Although the hybrid method has had notable success in terms of accuracy and cost, 
there is a common problem that no matter which model is used in the two regions 
(RANS 
and LES regions), there is a mismatch of the mean velocity 
between the RANS and LES 
regions. This means that a shift exists in the mean velocity profile. 
Another incorrect 
phenomenon is that non-physical wall streaks can 
be formed in the RANS region for a 
channel flow. From Nikitin et al. 
's study (2000) on a channel flow, DES results show 
that the position of shift in the mean velocity profile depends more on the grid resolution 
than the modelling approach. 
In DES, the mode switching between RANS and LES takes place when the length 
scale changes from a 
HANS oiie (the distance to the nearest wall) to an LES one (the 
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maximum cell dimension). No special boundary condition is required at the interface of 
RANS and LES regions. However, for other combinations of RANS and SGS models, 
physical boundary conditions for some variables must be imposed at the RANS/LES 
interface to keep consistency between the two different regions. This depends on the 
model used. In this study, the k-1 based RANS/LES of Tucker and Davidson (2003b) 
is employed. The turbulence length scale is smoothed to avoid a steep drop in it at the 
interface. In the following, the S-A based DES will be first reviewed. An outline of the 
k-1 based zonal LES will follow. 
3.4.1 Detached-eddy Simulation (DES) 
From the methodology of hybrid RANS/LES, the time- or ensemble-averaged continuity 
and Navier-Stokes equations are used in the RANS region. For the LES region, the 
filtered equations are employed. Here, general governing equations for both RANS and 
LES modes are written as 
aU; 
=o (3.86) äxß 
ai aM -9i) ap a a-ui P at +P axe = PbiýQ - axi + axe [01 + AT) axe (3.87 
where the parameter ,Q is the constant pressure gradient 
in the periodic direction (see 
Patankar et al., 1977). If boundary conditions are not periodic, 0=0. In RANS mode, 
variables with overbar represent the time-averaged ones and AT = At. In LES mode, 
variables with overbar denote the filtered ones and AT = /1sgs. 
In the DES approach, a single equation for a turbulence quantity is used. For the 
S-A RANS model, d appearing in the destruction term in Eq. (3.17) is the distance to 
the nearest wall and is called the RANS length scale. d is replaced with dLES = CDESO, 
termed the LES length scale for the LES region. Hence, DES uses two length scales, 
defined above. The transport equation for the working variable, v, is rewritten as 
1 Dv 
= G,, + 
8 öv 
(µ + Pj) ax 
} v +cb2P(ý21 
aý 
v2 
(3 - 
Cw1Pfw 
. 
88ý 
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where d=min(dRANS, dLES)=min(d, CDESA) in which A= max(Ax, Ay, Oz) and the 
coefficient CDES = 0.65 (Shur et al., 1999). Except for the destruction term, the other 
terms and coefficients are the same as those in the original transport equation given in 
Eq. (3.17). At walls, v=0. 
For a given level of accuracy, the mesh is denser in the near-wall region than in the 
core region. Generally, the first grid point is always located at y+ < 1. Where d=d is 
called RANS region in which the original transport equation holds. A region away from 
the wall in which d= CDESO is termed LES region where the Smagorinsky-like model 
takes effect. When the length scale is switched from d to CDESO, the destruction term 
in Eq. (3.88) is increased, and consequently the the eddy viscosity becomes smaller than 
its equivalent in RANS. 
3.4.2 Hybrid k-l based RANS/LES 
(1) Governing equations 
The transport equation for the modelled turbulent kinetic energy, k, for both RANS and 
LES modes is expressed as 
Pay +p 5x--4 (pik) = -a 
[(A 
+ Pk (3.89) at ax; ax; ax; 
where the turbulent production term Pk = 2AT3Zj3Zj. 
Except for different physical meanings for variables in RANS and LES regions, the 
other differences between the RANS and SGS models lie in the definitions for the dis- 
sipation, E, and the turbulent viscosity, AT. In the present study, Wolfshtein's (1969) 
one-equation k-1 model is used in the RANS region. Within this model, the formulae 
for variables are rewritten below for comparison with the SGS model, 
k2 
3 
clk (3.90) ý E_E7 µT=Pµµ 1ý2 
lE = c¬o y1- e-Ay*/Cµß°1 ' 
lµ = cµ0 y 
(1 
- e-A``y*/c"ý4) (3.91) 
C/ 
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For the other constants see Section 3.2.2. The Yoshizawa SGS ksgs -I model (1993) 
is employed in the LES region, wherein 
1.5 
E= CEP Ö3' µT =P 
Ck 1 ks93 (3.92) 
where 0= (Oxz yLz)1/3 is the filter width, CE = 1.05 and Ck = 0.07. 
(2) Smoothing of length scale 
As mentioned before, without very careful grid design, there is discontinuity at the 
interface between the k-l RANS and LES regions for variables in ZLES with yt 
specified. The underlying reason for this is the drastic change of turbulent viscosity 
at the interface (see Chapter 6). To smooth this steep change or make variables at two 
sides of the interface compatible, a specific technique is required. In this work, the simple 
smoothing method of Tucker and Davidson (2003b) for length scales is followed, rather 
than damping the turbulent viscosity as pursued J)v Temmerman et al. (2002,2003). 
Using a weighted averaging function, a smoothed length scale for one-dimensional flow 
is computed by 
new - 
lý-ý1dyj-1 + lýld(d yj+l +d yj-1) + lýldldyj+l 
(3.93) 
i 2(dyj+1 + dyj-1) 
where dy denotes grid spacing in the y direction between two nodes among nodes j-1, 
j and j+1; and the `new' and `old' superscripts represent the current and previous 
iterations respectively. For three-dimensional flows, the values of length scales at 27 
nodes are involved. 
Unlike DES, determination of the RANS/LES interface for this type of model should 
be prescribed. In general, the dimensionless wall 
distance, y+, is used. How much the 
optimal value of y+ at the interface should 
be set is debatable. Defining the interface 
within the logarithmic region is reasonable. 
This approach is tested in a plain channel flow first and then applied to a complex 
geOIlIetry flcý«v, CPU case. 
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In RANS regions, Eq. (3.48) is used. Eq. (3.83) is employed in LES regions. Because 
of the use of different values of Prt in these two regions, the harmonic mean for Prt is 
used in the discretization of temperature equation at the interfaces between RANS and 
LES regions. 
3.5 Summary 
This chapter has described the main properties of turbulence and its modelling tech- 
niques, including DNS, LES, zonal LES and RANS. Comparisons between these ap- 
proaches have also been given. The numerical accuracies and complexities of the four 
methods decrease successively. However, the computational costs for them also decline 
in succession. The turbulence models used in the present study in RANS have been 
reviewed together with the subgrid models employed in LES. In addition, near-wall 
treatments for RANS and LES have been addressed. Two types of hybrid RANS/LES 
have been discussed, namely the S-A based DES and k-I based zonal LES. In addition, 
this chapter has briefly introduced heat flux modelling in HANS and LES. 
Chapter 4 
Numerical methods 
4.1 Introduction 
The momentum, energy and transport equations for turbulent quantities are differential 
and non-linear. As a result, except for very simple idealized cases, it is impossible to 
obtain analytical solutions for these equations. Instead, numerical solution techniques 
treed to be employed such as finite difference, finite volume and spectral methods. Among 
these numerical methods, the finite volume method is the most well-established and 
verified general-purpose CFD technique. The most attractive feature of this method is 
the underlying physical conservation of quantities such as mass, momentum and energy. 
The conservation of a general variable 0 within a finite volume can be expressed as a 
balance between the various processes. 
In this study, the finite volume method is used. The following sections outline this 
method. 
4.2 Finite Volume method (FVM) 
The finite volume iiiet hod consists of three steps, viz. the control volume integration, 
formation of ai syst enl of algebraic equations b means of discretizat ion, and solution of 
the algebraic equations by ; in iterative niethod. 
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When FVM is applied to discretise differential equations, the computational domain 
is subdivided into a number of non-overlapping control volumes. In the framework of 
the structured control volume or cell, there are two possible grid-point arrangements. 
One is the cell-vertex scheme, in which control volume faces are located midway be- 
tween the grid points as shown in Fig. 4.1. In this method, fluxes across faces are well 
approximated. However, the grid point is not at the geometric centre of the control vol- 
ume for a non-uniform grid. This means that the variable value at a grid point cannot 
represent adequately the value for the whole control volume. The other arrangement 
is the cell-centred approach where grid points lie at the centres of the control volumes. 
The stored value at a grid point can represent the value for the complete cell well, but 
control-volume-face flux values are not modelled well. If a uniform grid is used, both 
methods are the same. 
There are two types of grids or meshes in terms of variable deployment or placement, 
namely staggered and collocated grids. For a staggered grid, scalar variables such as 
pressure (P), temperature (T) and turbulent kinetic energy (k) etc. are defined at the 
nodes of a control volume, whereas velocity components or variables relevant to velocities 
are arranged at the scalar cell faces in between the nodes (see Fig. 4.1). With a collocated 
grid, scalar variables and velocities are defined at the same nodes. Here, in this study, 
all of the grids used are structured and staggered. Staggered grids are superior for LES, 
having better conservation properties. 
After generating the grid, integration and discretization of differential equations fol- 
low. To discuss the discretization methods applied in this study, a transport equation for 
a general property 0 is considered, which is written in the Cartesian coordinate system 
as 
(PO) 
+a 
(PU=S) 
=a 
(ro `0 
+ S-0 (4.1) 
Source term 
Temporal term Convection term Diffusion term 
where ISO and So are the diffusion coefficient and the source term respectively. The 
temporal term represents the rate of change at a local point and is zero for steady flows. 
The integration of Eq. (4.1) over a three-dimensional control volume CV and a finite 
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time step At yields 
t+oc D (Pý) 
dt dV 
t+oc 
c 
(PUi 
dl dt 
cv t at tv oxi 
t+ot aaý t+oc 
ýx 
I'ý 
ýx 
dV dt + Sodl "dt (4.2) -)) 
t 
(fcv 
itfl 
In general, for simplicity the source term is treated as constant. Therefore, there is no 
need to approximate this term. If the source term is a function of the variable 0. it inav 
be approximated in the following linear form 
fc 
v 
SpdV = Su + Spop (4.3) 
For spatial and temporal terms, there are several discretization schemes available. 
Firstly, the numerical schemes used for spatial terms are reviewed, and secondly the 
temporal schemes. To illustrate the discretisation procedure, a two-dimensional coordi- 
nate system is considered. The staggered grid for this is shown in Fig. 4.1. The uppercase 
letters E, W, N and S denote respectively the East, West, North and South nodes of the 
central node P (used to store scalar variables). The lowercase letters represent the scalar 
control volume faces, or the vector variable grid nodes. 
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Figure -1.1: Schematic 
diagram of a staggered grid: circle symbol for scalar variable; x 
for u velocity; square for v velocity. 
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4.2.1 Numerical treatment of spatial terms 
The common way of calculating gradients for the diffusion terms is the second-order cen- 
tral differencing scheme. Using this, the diffusion term in Eq. (4.2) for two-dimensional 
problems is discretised as 
,v( 
rý a0 dV =a rdydzdx +ar axx S ay ay 
OE 
- 
OP 
- 
(FOA)w 
OP 
- OW 
+ (F A)II 
ON - OP 
S 
OP - (res 
dxe dxw dyn dys 
= deOE + dwq w+ dncN + d, Os - (de - dw + dn - ds)cp (4.4) 
where de = 
(0 A), 
7 
dw = 
(r 
dxw , 
do = 
(rOA)n 
and ds =( "s)9 are called diffusion 
coefficients. 
As for treatment of the convective terms, a number of approximation methods can 
be used, ranging from low- to high-order accuracy schemes. To a large extent, discreti- 
sation of these terms determines the accuracy, stability and boundedness of solution. 
Integrating the x direction convective term over a control volume yields 
a (pUO) 
dV =a 
(PU') 
dydzdx + 
71 0 (P\ T O) 
dydzdx 
Iv 
Ox 
je 
Ox 
s 
äy 
_ (PUOA)e - 
(pUcA)w + (p . (A)n - 
(PV OA)s 
= ('(, Oe - Lwow + CnOn - Cs 
Os (4.5) 
where c, = (pUA)e, r',,, _ (pUA)w , c', t = 
(pV-ß)7z and cs = (pVA)5 are called convective 
coefficients. 
A brief review of the schemes considered in this study is given below. 
" First-order Upwind Differencing Scheme 
(UDS) 
Upwind schemes of any order can be generated. Values of o at control-volume faces are 
determined by upstream-biased values that 
depend on the flow direction. If the flow goes 
from the west, to east (see Fig. 4.1). then for the first-order upwinding 0u, = ccii., ()r = OP, 
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On = OP, 0, = Os. This scheme is based on the first-order backward-differencing formula. 
Hence accuracy is only of the first order. Consequently solutions suffer from extreme 
false diffusion. This damps flow unsteadiness and thus causes excessive smoothing of 
variable profiles. Therefore, this scheme is not suitable for RANS or LES. 
9 Second-order Central Differencing Scheme (CDS) 
Schemes of any order can be generated. For the second-order scheme, the cell-face values 
of 0 are determined as 
Oe = 
cP+OE, 
Ow = 
qP+cbw, 
On= 
cbP+ON 
Os = 
qP+Y'S 
(4.6) 
2222 
This approximation is the spatial equivalent of the Crank-Nicholson temporal scheme 
(see Section 4.2.2). However, the use of this scheme is subject to one condition: the 
absolute value of cell or grid Peclet number Pe (=c/d, i. e. convection coefficient/diffusion 
coefficient) should be less than 2 to ensure that all coefficients are positive, and thus the 
solution is stable and accurate. Otherwise, the CDS leads to over- and under-shoots and 
is unstable. 
" The Hybrid Differencing Scheme (HDS) 
This approach is a combination of the central and upwind differencing schemes. When 
the absolute value of Peclet number, Pe, at a face is smaller than 2, the centre-difference 
scheme is employed. Otherwise, the upwind differencing scheme is used. 
Therefore, 
the HDS possesses the advantage of second-order accuracy of the CDS, and inherits the 
shortcoming of high numerical diffusion for large values of grid 
Peclet number. In reality 
for practical flows Pe >2 at most grid points. Hence, use of this scheme should generally 
i)( avoided. Here its use was restricted to the turbulence transport equations. 
" The COntrolled Numerical Diffusion with 
Internal Feedback (CONDIF) 
Scheme 
This scheine is proposed by Runchal 
(1987). It is a modification of CDS, introducing it 
controlled amount of 
numerical diffusion (R,,, 
_, 
) based on the ratio (R) of the gradients 
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of the variable at adjacent cell faces. If the absolute value of grid Peclet number, Pe, is 
less than or equal to 2, the original CDS is used. For the case where the absolute value 
of Pe exceeds 2, the modified CDS is applied if R is positive; otherwise the first-order 
UDS is used. The parameter R in the x direction is expressed as 
R= 
OE 
- 
OP 
(4.7) 
oP 
- OW 
In the same way, we can calculate the values of R in other directions. 
With modification of the CDS, for the west face of a cell (see Fig. 4.1) the coefficient 
c,  is replaced by 
abs(c )+ Cw 
4 +R* 
abs (Ce) + Ce 
4 
For the east face of a cell the coefficient ce is computed from 
abs(Ce) - Ce 
4 
+ abs(cu, ) - cu, 
4*R 
(4.8) 
(4.9) 
Similarly for the south and north faces of a cell cs and c,, are modified, becoming respec- 
tively (abs(cs) + cs)/4 +R* (abs(c, z) + c,, )/4 and 
(abs(c,,, ) - cn/4 + (abs(cs) - c3)/(4 * R). 
Consequently, all these coefficients are positive. In the case where R becomes zero or 
infinity, when 0 is locally constant such as Op = Ow or k, a limit on the R is imposed, 
i. e. 
1/R,,, <! C Rmax (4.10) 
For practical applications, a reasonable value of Rma, t lies between 4 and 10. In this 
study, R=5 is chosen. 
From the foregoing discussed methodology, it can be seen that this numerical method 
is essentially a hybrid scheme. But it is more accurate than the 
HDS because the 
proportion of CDS used in the whole computational domain 
is much larger than that in 
the HDS. If R is large, 90% of solution will be CDS. However, the rate of convergence is 
generally lower than that for the HDS. 
For steady problems, there is no temporal term in Eq. 
(4.1). Only spatial terms exist. 
Thus in the steady cases, using any of the schemes mentioned above, after rearrangement, 
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the discretised equation of Eq. (4.1) can be written as 
apgp =E anbOnb + Su (4.11) 
where nb denotes the neighbouring nodes around the central point P and anb are the 
neighbouring coefficients which are combinations of convection and diffusion coefficients. 
anb represent 
aw, aE for 1D 
anb = aw, aE, as, aN for 2D 
aw, aE, as, aN, aF, aB for 3D 
4.2.2 Numerical schemes for temporal discretisation 
For unsteady flows, the temporal term appearing in Eq. (4.1) must be retained in the 
discretisation process. For time integration, assumptions need to be made about how 
variables will change with time. The commonly used assumption is expressed mathe- 
matically as 
1 t+ot 
At 
t 
Odt -- WO new + (1 - jV)oold (4.12) 
where W is the weighting parameter, new. and O°ld denote the values at new time level 
(t + At) and old time level (t) respectively. Depending on the value of W, there are three 
widely used schemes viz. 
0 Explicit Scheme 
W=0.5 Crank-Nicholson Scheme 
1 Implicit Scheme 
When substituting Eq. (4.12) into Eq. (4.2) and applying any of the differencing methods 
for spatial terms, we can obtain a discretized equation. Although schemes with 0.5 < 
W<1 are unconditionally stable for all values of the time step (At), including the Crank- 
Nicholson and implicit schemes, it is more important to ensure that all coefficients are 
positive for physically realistic and bounded results. To do this, a time-step 
limitation is 
necessary for the Crank-Nicholson scheme, as for the explicit scheme. 
Otherwise, stable 
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solutions cannot be obtained. For the implicit scheme, there is no limitation on the 
time step because all coefficients are positive and thus the solution is stable. However 
to ensure the accuracy of results, small time steps are required. 
The Crank-Nicholson scheme is second-order accurate in time, whereas the implicit 
and explicit schemes are both first-order. In this study, only the Crank-Nicholson and 
implicit schemes are used. 
For unsteady flows, by integrating the Eq. (4.1) over a control volume and At, and 
by employing the numerical methods for spatial and temporal terms discussed above, the 
Eq. (4.1) can now be discretised to become a system of linear algebraic equations. The 
resulting algebraic equation can be written in the same form as Eq. (4.11). The terms 
associated with time are incorporated into the coefficients and source term. Therefore, 
from now on, the Eq. (4.11) form can be considered applicable for both steady and 
unsteady flows. 
4.2.3 Pressure-correction algorithm 
The momentum equations couple velocities with pressure. In general, pressure fields 
are previously unknown in most flows. For incompressible flows, the pressure-velocity 
linkage can be resolved by adopting an iterative solution strategy. The method used 
here is the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm 
of Patankar and Spalding (see Versteeg and Malalasekera, 1995). The algorithm is 
essentially a guess-and-correct procedure. The method can be illustrated briefly by 
considering the u-momentum equation. 
The resulting discretised u-momentum equation, omitting the source term, can be 
written as 
apUp =E an6Unb + (Pw - PPA (4.13) 
Starting the iteration process with an estimated pressure field, P*, the estimated 
velocity component U* can be obtained from Eq. 
(4.13) as follows 
apUP = anbUnb + (Pw - P; )ý`ý 
(4.14) 
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Subtracting Eq. (4.14) from Eq. (4.13) gives the following velocity-correction equa- 
tion 
apU'P =i anbUn6 + AP'A (4.15) 
For the SIMPLE method, the term, E anbUl6, is neglected. Thus the velocity cor- 
rection, UP, is obtained as 
UP = dpLP' (4.16) 
where dp = A/ap. The correct U velocity is then given by 
Up = Up + 
Up = Up + dpOP' (4.17) 
Using the same procedure as above for v-velocity in 2D, as well as for v- and w- 
velocities in 3D, the correct V- and W velocities can be obtained. The obtained velocity 
field should satisfy the continuity equation (Eq. (3.6)). Substitution of Eq. (4.17) and 
equations for V and W into Eq. (3.6) yields 
aP, PPP = anb, PPnb +S (4.18) 
where S is the source term. By solving Eq. (4.18), the pressure correction field P can 
be obtained at all grid points. The new and improved pressure at the grid point P is 
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then computed as 
pnew = p* + app, (4.19) 
where ap (0 < ap < 1) is the pressure under-relaxation factor. The use of ap helps 
obtain stable computation. The velocity component is updated using Eq. (4.17). 
In practical computations, velocities are also under-relaxed, for example, for u veloc- 
ity, 
anew = auU(n) + (1 _ au)U(n-1) (4.20) 
where au (0 < a,,, < 1) is the u-velocity under-relaxation factor , U' is the nth corrected 
velocity without relaxation, and U(n-1) represents its value obtained in the previous 
iteration. 
Generally, two kinds of boundary conditions exist for the pressure-correction equation 
(Eq. (4.18)). Either the pressure at the boundary is given, or the velocity is specified. 
To avoid errors creeping in either with time (for unsteady cases) or with iteration, a 
number of sweeps are desirable with the same time step, or inside one iteration. The 
whole procedure needs to be repeated a sufficient number of iterations until a converged 
solution is obtained. It might be thought that for this unsteady-flow-based thesis the 
PISO or fractional-step schemes might be more applicable. However, as can be seen 
in Tucker and Davidson (2003b) and Chung et al. (2003), where a range of pressure 
schemes are applied to zonal LES and Tollmien-Schlichting wave propagation, SIMPLE 
is perfectly adequate. This is also noted in Tucker (2001). 
4.2.4 Solution of discretised equations 
Discretisation of the differential equations governing fluid flow and heat transfer results 
in a system of linear algebraic equations which have to be solved. 
Through the use 
of lagging coefficients, these non-linear equations can 
be linearized. The methods for 
solving linear systems can be classified broadly under two categories: 
direct and iterative 
methods. Partly, since variables must be lagged, the 
iterative method is preferable. 
Except for conventional iterative methods, the multigrid method of 
Brandt (1972,1977) 
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is another possible technique. With conventional methods, high-frequency errors are 
effectively damped, whereas low-frequency errors are poorly damped. With the multigrid 
method the errors are damped over the whole frequency range in every circle, by means 
of transferring residuals from the finest to the coarsest grid and back for corrections. 
Therefore the multigrid algorithm is a more effective method for enhancing convergence 
rate and for saving computing time. Following Hirsch (1988) and Tucker (2001), the 
method is briefly outlined below. 
9 The multigrid method 
The discretised equation sets can be written as 
[Am} [cbm] = [Sm] (4.21) 
where [gym], [A,,, ] and [Sm] denote the solution, equation coefficient and source term 
matrices respectively. The subscript m indicates the current grid level with m=1 referring 
to the finest grid. Setting [qm] _ [gym] + [g51z] and introducing the residual [Rm] _ 
[Sm] - [Am][gm], Eq. (4.21) can be re-written as 
[Am] [«m + qm] = [R] + [Am] [oa ] (4.22) 
where [0; ý] and 
[Q0' ] represent approximate and correction values to [0, ] respectively. 
For linear problems, Eq. (4.22) can be simplified as 
(4.23) 
On a coarser mesh denoted by m+1, the residual equation is given by 
[Am+i][O' +11 _ 
[R+1] (4.24) 
where the residual [R,,,, +1] on a coarser mesh is obtained 
from the residual [Rm] on a 
finer mesh by means of restriction. Since solutions start from the 
finest mesh, [RM+1] is 
then known. According to Eq. (4.24), the correction [0m+l] on the coarsest mesh can 
be obtained. The following procedure is to calculate the correction 
[«m] on a finer mesh 
by interpolating or prolongating. Consequently the improved values of the variable ¢ 
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on the finest mesh are [cbm] = [Oa] + [/ , 
]. A converged solution can be obtained after 
repeating the whole procedure for a number of iterations. 
A coarse mesh can be achieved by removing every second line in the different co- 
ordinate directions. For practical applications, three grid levels are appropriate. However 
as noted by Tucker (1990) and others, turbulence quantities such as k and E generally 
show poor multigrid convergence. Therefore for these, m=1 is used. Turbulence values 
required at m>1 are restricted. For three-dimensional simulations, a 27-point distance 
weighted averaging is used for scalar variables when transferring residuals from a fine 
to coarse grid. For staggered variables such as velocities, 18 points are used. When 
transferring the corrections from a coarse to fine grid, bilinear or linear interpolation can 
be used. 
" TDMA solver 
For general CFD problems, a popular solver is the Thomas algorithm or Tri-Diagonal 
Matrix Algorithm (TDMA). Whatever the dimensions of the flow considered, each 
discretised equation can be re-arranged in the following form 
awgi-i + apcb + aEOi+i = QZ (4.25) 
The left hand side of Eq. (4.25) contains only the variable 0 at its own node (i) and 
its immediate left (i-1) and right (i+1) neighbours or two other neighbours in other 
directions. Qi on the right hand side of Eq. (4.25) represents the sum of the temporarily 
known source term and the variable values on other nodes. Then the corresponding 
matrix A, consisting of the coefficients aw, ap and aE, has non-zero terms only on its 
main and first off-diagonal locations. Such a matrix is called tri-diagonal. This type of 
system can usually be solved by forward elimination and back-substitution. 
In two-dimensional computations, the TDMA method is applied line-by-line on a 
selected sweep direction (x or y direction). For three-dimensional situations, a 
line-by- 
line calculation procedure is applied on a selected plane, and then the calculation 
is 
moved to the next plane, until finally the whole domain is computed. 
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When periodic boundary conditions are employed, the aforementioned standard TDMA 
needs to be modified. The modified algorithm is called the Cyclic TDMA (CTDM1 A) 
(Patankar et al., 1977) which is a special case of Gaussian elimination. The method. 
along with the TDMA, is given in Appendix A. 
To obtain a converged solution, the procedure of iteration is needed. For numerical 
stability, the Courant-Friedrichs-Lewy or CFL condition needs to be satisfied, expressed 
by 
0<Ci=uZAt <1 
Axt (4.26) 
where the subscript i indicates the coordinate, Ax grid spacing, and C is called the 
Courant number. The restriction implies that a fluid particle should not convect more 
than one grid cell per time step. 
As for convergence criteria, predictions studied here use either normalized residual 
levels, absolute residual drops or root mean square (vms) changes of variables. The 
absolute residual is defined as 
R=EIE anbOnb + Su - apop) 
(4.27) 
all nodes 
If Eq. (4.27) is divided by a correct scaling value, a normalized residual can be 
obtained. For example, if Eq. (4.27) is divided by a total system inflow momentum, the 
normalized residual for velocities is achieved. 
The normalized root mean square change of the variable 0 is computed from 
(anew 
- 
oold)2 
rms LJ` (ýnewl2 
(4.28) 
where 01" and /°1d represent the values at current and previous iterations respectively. 
In this study, when rmso is less than 1x 10-5 and the normalised residuals are less 
than 1% for most cases (for the CPU case, the normalised residuals are limited to 2%), 
solutions are converged. 
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4.3 Calculation of normal wall distances 
Some of the turbulence models discussed in Chapter 3 require distances from the nearest 
walls, d. For simple-geometry flows such as plane-channel flows, it is easy to economically 
calculate wall-normal distances using search procedures. For complex geometries, this is 
not that easy. Therefore, Tucker (1998) develops Spalding's (1994) differential-equation 
method to calculate d. The procedure is as follows. First, a Poisson equation given in 
Eq. (4.29) is solved. Second, d is calculated using Eq. (4.30). 
p2L = -1 
2 
d=- 
3 
IaL +3 IaL +2L 
ý=1 j=1 j 
At solid walls L=O and äL/än=0 where n is the normal direction. 
(4.29) 
(4.30) 
Eq. (4.30) 
has negative and positive roots corresponding to the nearest (dm; n) and furthest 
(dm) 
normal-wall distances. The approximate distance between two surfaces is equal to dmin 
+ dmax" 
In addition, Tucker (2003c) explores two other differential-equation-based methods 
to achieve wall distances, namely Eikonal and Hamilton-Jacobi. The Eikonal is a direct 
exact wall-distance equation. It has the following form 
IpdI=1 (4.31) 
Solution of the Eikonal equation is described in Tucker (2003c). A Laplacian scaled 
by d can be added to the right-hand side of Eq. (4.31). This gives the following Hamilton- 
Jacobi equation 
I pdI =1+Cdp2d (4.32) 
where C is a constant. The Cd function ensures that near walls the Eikonal equation 
holds, and hence accurate wall distances are recovered. However, the Laplacian also en- 
sures that for sharp convex features d is overestimated, and for sharp concave 
features it 
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is underestimated. These treatments can lead to superior modeling (see Tucker, 2003c). 
For example, underestimating d around sharp concave features ensures the added tur- 
bulence damping effect of multiple walls is accounted for (see Mompean et al., 1996). 
Also around sharp convex features such as wires turbulence destruction terms can be 
excessively active. Overestimating d can alleviate this problem. The Poisson equation 
naturally provides wall distances that have similar traits to the Hamilton-Jacobi equa- 
tion. 
The above three approaches are tested and compared with each other in computations 
for a 3D square duct flow. This is intended to explore the sharp-concave-feature aspect 
noted above, i. e. the duct corners form concave surfaces. For all other cases presented 
in this thesis, the Poisson equation method is used. 
4.4 Summary 
This chapter has discussed the commonly used FVM. It has outlined basic discretisation 
algorithms for convective and diffusion terms and for temporal terms applied in this 
study. For diffusion terms, the CDS is always used without exception. The UDS, CDS, 
HDS and CONDIF schemes for convective terms have been discussed together with 
three algorithms for temporal discretizations including the explicit, Crank-Nicholson 
and implicit. For stability reasons, just the latter two are used here. To solve coupled 
velocity and pressure, the SIMPLE method has been chosen. This procedure has been 
outlined and explained. 
The multigrid algorithm has been introduced in addition to conventional iterative 
methods. An outline has been given of the solution method used here for systems of 
algebraic equations (standard TDMA or the CTDMA depending on boundary conditions 
considered). 
Three differential-equation-based wall-distance computation methods have been re- 
viewed. Solutions from the three equations differ from each other. The Eikonal equation 
gives exact wall distances. However, the Poisson and Hamilton-Jacobi equations are able 
to account for the damping effect of multiple walls and excessive turbulence destruction 
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caused by sharp convex features. 
Chapter 5 
Heat transfer experimental setup 
and procedure 
5.1 Introduction 
This chapter will describe the experimental apparatus used. In the study, two approaches 
to measure temperatures are applied. One is the use of surface thermocouples, which 
will be referred to as Experiment 1. The other method is the application of infrared 
therniography. This will be described as Experiment 2. When using the infrared imaging 
svsteiii, in order to enhance radiation the surface to be investigated is painted black. 
Importantly, as part of this chapter, the uncertainty in temperature and Nusselt number 
is addressed. 
A brief description of the experimental rig and the calculation of convective heat flux 
will be given in Section 5.2. Section 5.3 describes the procedures for Experiment 1 and 
presents the data and their uncertainty. The principle of the infrared thermography and 
procedures for Experiment 2 will be explained in Section 5.4. Also in Section Ä5.4. the 
experimental data and the factors that affect the accuracy of temperature measuremew 
are givell. 
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Heater 
Figure 5.1: Electronics system with a heater. 
5.2 Experimental rig and convective heat flux calcu- 
lation 
The idealized electronics system shown in Fig. 5.1 (Fig. 5.2 is a physical model for 
it) is investigated. In order to simulate the thermal condition generated by printed 
circuit boards, a stainless steel (Fe/Cr18/Ni10) foil heater is mounted on a horizontal 
surface (see Fig. 5.2). The heater element is 120 mm x 112 mm x 0.025 mm in width (b), 
length (1) and thickness (h, ), respectively. To obtain a uniform direct current distribution, 
and hence a constant heat flux boundary condition, two brass semi-cylinders of 12 mm 
diameter are used. The foil heater and the brass bars are clamped together by screws at 
two ends. Fig. 5.3 shows this setup. 
In order to accurately measure heat flux, two approaches are used: direct heat flux 
uieasureinent, and theoretical calculation. 
A ßdF Micro-Foil heat flux sensor is employed to directly measure the heat flux. This 
sensor is a differential thermocouple-type sensor. As shown in Fig. 5.4, it utilizes a thin- 
foil-type thermopile bonded to both sides of a known thermal barrier. The difference in 
temperature across the thermal barrier is proportional to heat flow through the sensor. 
The material of the barrier is Kapton polyirnide which has a nominal emissivity of 0.7. 
The sensor attached to the surface of the foil heater using Kapton tape is approximately 
20 mum long, 25 111111 wide and 0.3 mm thick. A millivoltmeter is used to read the signal 
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Figure 5.3: Heater assembly diagram. 
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The total local heat flux, gtotl, from the fluxmeter consists of the local convective and 
radiative heat fluxes. gtotl is determined by the following formula 
gt0ti = V/(µqC) (5.1) 
where V is the output voltage from the heat flux sensor, C=1.1065 µV/(W/m2) is a 
coefficient calibrated at 21°C and aq the temperature modification factor. The local 
convective heat flux, qconvi, is expressed as 
Qconvl = Qtotl - Qrad1 
(5.2) 
where gradl is the local radiative heat flux which is determined by 
Q(Ts -Tp qradl -1 
(5'3) 
+1 -1 Es Eup 
where a, Ts and T. p represent the 
Stefan-Boltzmann constant (5.67x 10-9), the sensor 
surface and top cover temperatures, respectively (see Fig. 5-5). 6s and E,, p are emissivities 
of the sensor and top cover (perspex) respectively. 
In theory, the electric heat flux generation, gtot2, of the heater element can 
be de- 
termined by means of its resistance and heating current 
(I). The local convective heat 
flux then can be arrived at by subtracting conduction of the 
baffle plate, qc(md2 , and the 
radiation, grad2, heat losses from gtot2, i. e. 
Qconv2 = Qtot2 - qcond2 - qrad2 
(5.4) 
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(5.5) 
in which R is the electrical resistivity of stainless steel, k and h are the conductivity and 
thickness of the baffle plate made from perspex respectively. The formulation for qra(J2 
is the salbe as Eq. (5.3) with Es being the emissivity of polished stainless steel. The 
positions for Ts, Tond, T,,, p and other variables are illustrated in Fig. 5.5. 
When calculating the radiative heat loss, the averaged surface temperature, Tup, ave, 
(wer the bottom wall of the upper perspex cover will be used. The convective heat flux, 
gronv2, will be used, with gcoiivi as a reference. 
5.3 Experiment 1- measurement using thermocou- 
pies 
5.3.1 Experimental procedure 
Eight ß. dF surface chromel-ailumel thermocouples are attached to the underside of the foil 
heater (since the foil is thin, hence the underside temperatures can accurately represent 
sipper-surface values) by meaiis of tape. Five thermocouples are put in the i cline tioýin 
at even intervals, libelled gis TX1, TX2. TX3, TX-1 and T\. ) as shown in 
Fig. : ý. (i. The 
5.3.1 Experimental procedure 
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Figure 5.6: Positions of thermocouples (not to scale). 
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remaining three thermocouples are in the z direction and are denoted by TZ2, TZ3 and 
TZ4 (see Fig. 5.6). The positions of these are given in Table 5.1. Each of the 12.7 µm 
thick foil sensors is embedded in a thin laminate of glass-reinforced polymer which is 
20 mm long and 10 mm wide. The foil sensors can eliminate the effect of the heating 
current on the sensors. 
At a reference point chosen in the upstream of the baffle plate, the temperature is 
measured by a stainless-steel thermocouple probe named Tre f (see Fig. 5.5). The position 
of the reference point is 0.07 m, 0.57 m and 0.12 min the x, y and z directions respectively. 
The thermocouple measuring Tond is adjacent to location TX3. The position of TC0d is 
also given in Table 5.1. 
The measurement system thus comprises a heater, thermocouples, a heat fluxmeter, 
a power supply, a millivoltmeter and data-acquisition system with eight input channels. 
Before the final experiment can be done, it is very important to check whether the 
electrical distribution in the stainless-steel heater is uniform. By observing readings 
from the data-acquisition system (before coating with black paint), and from thermal 
images obtained from JADE camera (after coating with black paint) (see section 5.4), 
at the commencement of heating, the temperature is almost the same over the whole 
surface of heater. As heating progresses, the temperature changes at the surface owing to 
natural convection and conduction of surrounding material. Thus the heating effect can 
be regarded as uniform. According to data provided by the manufacturer, the accuracy 
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Table 5.1: Thermocouple positions. 
Thermocouple x (m) y (m) z (m) 
Thermocouple in the x direction TX1 0.165 0.5 0.12 
TX2 0.185 0.5 0.12 
TX3 0.205 0.5 0.12 
TX4 0.225 0.5 0.12 
TX5 0.245 0.5 0.12 
Thermocouple in the z direction TZ1 =TX3 0.205 0.5 0.12 
TZ2 0.205 0.5 0.14 
TZ3 0.205 0.5 0.16 
TZ4 0.205 0.5 0.18 
Thermocouple at the reference point TTe f 0.07 0.57 0.12 
Thermocouple at the under side of the plate Tcond 0.205 0.492 0.12 
of the thermocouples is expected to be +0.5%. 
The experimental procedure is summarized below: 
(1) Switch on power for the heater and fans; set the supply current for the heater to 
I=12.6 A; 
(2) Leave the whole system running until the quasi-steady state is reached (this pro- 
cess takes around one hour). When the data displayed on the monitor have stabilized, the 
data from both the data logger and thermometer are regarded as the final experimental 
temperature data; 
(3) Record the data from T,, f, Tond and voltmeter connected to the heat fluxmeter. 
5.3.2 Experimental data and calculation of Nu 
(1) Calculation of the convective heat flux 
The physical properties of the perspex of the baffle plate and the stainless steel are 
presented in Table 5.2 together with the heat flux results. gtot2, gcond2 and qcon2 are 
obtained from Eq. (5.5) and Eq. (5.4) respectively. Temperature measurements are 
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Table 5.2: Physical properties of perspex and stainless steel and calculation results. 
Thermal conductivity of perspex k=0.1875 J/kg" k 
Emissivity of polished stainless steel e=0.17 
Emissivity of perspex 6=0.8 
Electrical resistivity of stainless steel R=71 µSl" cm 
Heating current for the foil heater I=12.6 A 
Total heat flux of the heater, gtot2 313 W/m2 
Conduction of the baffle plate, qcond2 84.4 W/m2 
Radiation of the heater, grad2 10.1 W/m2 
Convective heat flux , qconv2 218.5 
W/m2 
given in Table 5.3. 
The reference, convective heat flux, gconvl, obtained from the heat flux meter is cal- 
culated as follows. The output voltage of the meter is 0.28 mV. The temperature mod- 
ification factor, µq=0.983 is obtained from a modification chart provided by the manu- 
facturer. Substitution of V and µq into Eq. (5.1) gives q, o,,, 1=254.4 W/m2. 
According 
to Eq. (5.3), gradl=39.2 W/m2 (where the emissivity of the Kapton tape is 0.7). Thus 
Qconvl = gtotl - Qrad1 = 218 
W/m2 (5.6) 
Comparing gconvi and qconv2, it can be found that gconv2 calculated from electric heat 
generation and gconvi from the heat flux sensor are almost equal. The uncertainty of the 
heat flux sensor can almost be treated as the uncertainty of the convective heat flux, i. e. 
3 %. In the following calculations, the convective heat flux, gcon2, is used. 
(2) Calculation of Nusselt number 
The local Nusselt number based on the hydraulic diameter of the geometry is 
defined as 
Nu = Dh 
qconv 1 
Ts - TTefk 
(5.7) 
where Dh is the hydraulic diameter of the geometry shown 
in Fig. 5.1 and T3 is the surface 
temperature at a measured location. Dh is calculated from 
Dh = 4ymaxzmax/(2(ymaz + 
5.3.2 Experimental data and calculation of Nu 82 
Table 5.3: Temperature measurements and Nu results. 
Location Temperature(°C) Nuß 
Ambient temperature, Tomb 21.5 - 
TX1 33.7 248.2 
TX2 32.7 275.1 
TX3 31.9 301.3 
TX4 31.2 328.7 
TX5 30.8 346.8 
TZ1 31.9 301.3 
TZ2 32.2 291.0 
TZ3 33.6 250.6 
TZ4 34.4 232.2 
Tref 23.5 - 
Tcond 28.3 - 
Tup, ave 23.0 - 
Average surface temperature of the heater, Ts, ave 32.6 - 
Average Nuave - 284.2 
Zmax)) (Dig=0.3048 m). The conductivity of air at ambient temperature is k=0.02637 
W/m"K. The resulting local Nusselt numbers at the eight measured locations shown in 
Fig. 5.5 are summarized in Table 5.3. 
When using local coordinate values instead of D, 1, Nu., is expressed as 
Nu X gconv 
1 
TS - T', ,f 
(5.8) 
In Eq. (5.8), X=x- x0, which is a reference coordinate value, x representing the 
x-coordinate values of the measured points, and xo the x-coordinate value of the starting 
point of the heater. The resulting Nu., in the x direction is presented in Table 5.4 and 
shown in Fig. 5.7. 
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Table 5.4: Local Nusselt number results. 
Location TX1 TX2 TX3 TX4 TX5 
Nu 16.3 36.1 59.3 86.2 113.7 
Table 5.5: Accuracy of equipment 
System component Relative accuracy Absolute error 
Data acquisition and thermocouples ±1% ±0.2°C 
Heater flux sensor ±3% ± 6.54 W/m2 
(3) Uncertainty analysis 
Table 5.5 presents relative accuracy and absolute errors for the equipment used. Hence, 
uncertainty of temperature and heat flux measurement is 6T=±0.2°C and 6gconv= 
±6.54 W/m2. 
For Nu, uncertainty can be calculated as follows (Moffat, 1988): by differentiating 
Eq. (5.7), the following can be obtained 
(6Nu)2 - 
äNu 
JTS 
2+ aNu 
6Tref 
2+ äNu 
69conv 
2 
(5.9) 
aTS ÖTTe f aQconv 
where 
Mu DhQconv 1 (5.10) 
19TSk (Ts - Tre f 
)2 
tNu Dhg, onv 
1 (5.11) 
( Tref k (7's - Tref 
)2 
Mu Dh 1 (5.12) 
t gconv 1C Ts - Tre j 
Substituting the data for all variables into Eq. (5.9), 6Nu can be obtained, i. e. öNu=± 
13. Thus the relative accuracy is 
ÖNu/NuaVe = ±5% (5.13) 
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5.4 Experiment 2- measurement using the infrared 
imaging system 
Owing to the limited space and the dimensions of the thermocouple, it is impracticable 
to mount many thermocouples on the foil heater. Therefore, the full thermal field on the 
surface of the heater cannot be obtained. Even for a specific line, the points measured 
are sparse. In order to make up for these drawbacks, infrared thermography is applied. 
The principle of infrared thermography is based on the theory of heat radiation, 
i. e. the radiative energy emitted by a body is a function of the body's temperature. 
The radiation wavelengths at low temperatures up to 500-600°C lie deep in the infrared 
region (0.75N1000 µm). As the temperature of a body increases, the energy of infrared 
radiation at all wavelengths will also increase. By detecting this heat radiation, the 
temperature of the body will be known. 
Infrared non-intrusive measurements provide large contiguous sets of surface-tempera- 
ture data. These are useful for comparison with simulations. 
The infrared system used here is the JADE thermography system from the CEDIP 
company. The JADE infrared imaging system operates in midwave (MWIR 3N5 
µm). This means that the measurement of radiation is made in the wavelength band 
of 3N 5µm. The system uses focal plane array (FPA) technologies and uncooled 
microbolometers. It consists of an infrared lens, a detector, a beam splitter, an imaging 
lens, an imaging plane and processing unit as shown in Fig. 5.8. The lens material is 
sapphire. The focal length of the lens is 50 mm. The image frame is of 128 x 128 pixels. 
Because the heater is located in the flow, a special window that can transmit infrared 
radiation is required. The optical material of the window is calcium fluoride (CaF2). 
The window provided by Cystran Ltd is 70 mm in diameter and 3 mm in thickness. As 
can be seen from Fig. 5.9, a3 mm thick window has a transmissivity of approximate 
95% in the midwave range. 
A new upper cover with a hole cut is fitted with the CaF2 window. Fig. 5.10 shows 
the positions of the infrared camera and CaF2 window. Before making measurements, 
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the following preparations had to be made. 
(1) Adjust the position of the camera, focus the lens, to get a clear overall image of 
the heater on the monitor; 
(2) Specify the locations measured. In order not to damage the black surface, no 
mark is made on the surface. The positions that need to be measured are approximately 
defined by two rulers. The pixels for particular locations are then known on the monitor. 
Once the monitored positions are established, the camera position cannot be changed. 
Otherwise, the positions for the monitored points on the image will be changed; 
(3) Set an initial image using a black plate covering the lens. 
After preparations are complete, the test can begin. The procedure is as follows: 
(1) Repeat the procedures (1)N(2) in Section 5.3 for different positions of the infrared 
window; 
(2) Post-process images and temperature plots; 
(3) Calibrate the data using those obtained from thermocouples. 
The ambient temperature for this measurement is Tamb = 20.2°C. Table 5.6 summa- 
rizes the experimental data. 
ý. i 
It can be seen from Table 5.6 that the temperature measurements from the camera 
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Table 5.6: Temperature data. 
Location Temperature reading from 
thermocouple(°C) 
Temperature reading from 
IR camera(°C) 
TX1 30.9 28.7 
TX2 30.3 28.3 
TX3 29.8 27.6 
TX4 29.2 27.1 
TX5 28.8 27.1 
TZ1 29.8 27.9 
TZ2 29.5 27.7 
TZ3 30.5 28.7 
TZ4 32.5 30.7 
are lower than those obtained from the thermocouples. The factors which degrade the 
signal for the infrared camera and cause temperature difference are as follows: 
(a) During transmission of the radiation in atmosphere, two phenomena occur, which 
are: 
0 Thermal gradients and turbulence created inhomogeneities; 
0 Absorption of radiation by gas or by water molecules present in the air. 
(b) Surface emission, i. e. emissivity of the object, not being a perfect black body; 
(c) Image degradation caused by the optical system (for example, defocussing of the 
object measured); 
(d) Use of an optical window, which can drop the temperature of the transmitted 
light by around 1°C. 
By comparing the IR data with the thermocouple data, final results for the IR data 
should consider the average temperature difference of 1.8°C. It should be mentioned that 
owing to the black paint on the surface of the heater, radiation from it is increased, and 
convective heat flux is reduced, for the same heating current. Therefore, the temperature 
data from the thermocouples in Table 5.6 are lower than those in Table 5.3. 
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In this measurement, the CaF2 window used is small and cannot cover the whole 
heater. Therefore, the whole thermal field image over the heater cannot be obtained in 
one go. Also it is difficult to correctly measure Tup (temperature on the bottom side of 
the upper cover) owing to the CaF2 window being on the upper cover. Thus T.,, p is not 
measured. Hence qco,,  cannot then be calculated. However, the obtained temperature 
distribution on the surface of the heater is very useful to justify whether the temperature 
pattern obtained from the thermocouples is correct. By comparison, the temperature 
profiles obtained from the thermocouples (Experiment 1) are almost the same as those 
from the infrared camera at the locations studied. 
For comparison between simulations and measurements, the experimental data pre- 
sented in Table 5.3 will be used. The data in Table 5.6 are treated as a reference. 
5.5 Summary 
Two temperature-measurement approaches, namely thermocouple and infrared imaging 
systems have been discussed in this chapter. The experimental setup and procedures 
have been outlined. Convective heat flux calculated from theory is consistent with that 
from the heat flux meter. The temperature distributions over the surface of the heater 
obtained from the thermocouples are almost the same as those from the infrared camera 
after modification. The temperature and local Nu data obtained from the thermocouples 
for the heater without black paint have been presented and will be used, while the data 
from the infrared camera are treated as a reference. The uncertainty of Nu is around 
±5%. 
Chapter 6 
Turbulence model validation cases 
6.1 Introduction 
The kisic program used in this study is the in-house NEAT code (Tucker, 2000) code. 
Using this code as a basis, new turbulence models outlined in Chapter 3 have been 
added. These include the Spalart-Allmaras (1994) model (S-A), low-Reynolds-number 
versions of the two-equation k-e (CH, LS and LS + Yap (LSY) defined in Chapter 3), 
the Craft et al. (1993) nonlinear two-equation cubic model (Cubic), and the Gatski and 
Speziale (1993) explicit algebraic stress model (EASM). In addition, zonal or two-layer 
models are also investigated. For zonal models, the one-equation k-I model is used in 
the Bear-wall regions, and the high-Reynolds-number model EASM, or other model, is 
applied in the regions away from the wall. Out of interest, the high-Reynolds-number 
version of the original cubic model is tested, i. e. the standard k-E model, coupled with 
the cubic form of the Reynolds stresses. This combination is denoted by HClibic. To 
validate the modified program, and to assess performance of various turbulence models 
eniployecl here, benchmark test cases are required. For (U)RANS, four cases are selected. 
These are two-dimensional fully-developed channel, backward-facing step and ribhvd- 
duct flows. In addition, a square-duct flow is examined. For LES and ZLES predictions, 
a three-(limeiisional fully-developed channel flow is used. 
This chapter will describe details of the test cases and present the results obtained 
S9 
'A 
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Table 6.1: Flow parameters for plain channel flow. 
Re, 32000 
LxHxW 4x0.0635x1m3 
Uin 1/7 power law, i. e. U= ULa, x(y/h)1/7 
Tin, T. 300K , 310K 
kin lC = 1.5(UrefTi)2, Uref = Ub, Ti = 5% 
Ein C13/4k1 5/l, 1=0.07H 
from (U)RANS, LES and hybrid RANS/LES approaches. 
6.2 (U)RANS validation 
6.2.1 Fully-developed channel flow 
0 Case description 
The flow parameters are summarized in Table 6.1. The Reynolds number, Re,, is based 
on the channel half height, h, and centreline velocity, U,,, a, x. If based on the hydraulic 
diameter (D, L) and bulk mean velocity 
(Ub), the Reynolds number ReDh = 105000. The 
experimental data of Laufer (1954) are used. 
To ensure independence of inlet conditions, the channel is sufficiently long compared 
with its height (here L/H = 63). Inlet boundary conditions are also shown in Table 6.1. 
At the outlet, a zero-gradient, differential boundary condition is applied for all variables 
except for axial velocity. The outlet velocity is computed to conserve mass flow rate. 
For heat transfer predictions, a constant wall temperature is used. For this flow, only 
low-Reynolds-number models are tested. The grid used is 151 x 111 (x, y) with uniform 
distribution in the x direction and non-uniform in the y direction. Solutions are grid 
independent. 
The predicted friction coefficient, Cf, is defined as 
Tw 
Cf = 2PUv 
(G. 1) 
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The dimensionless temperature, T+, and Nu are defined respectively by 
T+ = 
pCp (T' - T) uT Nu = 
Dh äT 
Qw 
where UT is the friction velocity and qu, the wall heat flux. 
The chosen Nu correlation for comparison is the Dittus-Boelter (1930), given by 
Nu = 0.023ReD8 Pro'4 (6.3) 
The dimensionless temperature correlation is computed by the Kader (1981) expres- 
sion: 
1.5(2 - f) r T+ =Pry+e- + 
{2.121n (1 + y+) 1+2(l - h)2 
+ Q(Pr) e (6.4) 
h 
where 
r= 
10-2 (Pry +)4 
ß(ß, r) _ (3.85Pr1/3 - 1.3) 
2+2.121n Pr (6.5) 
1+ 5Pr3y+ 
0 Results and discussion 
Table 6.2 presents the predicted wall shear stress, T.,,, friction coefficient, C f, and the 
Nusselt number, Nu, together with the experimental data of Cf and correlation data of 
Nu (where errors in Cf and Nu are computed by (C f, exp - Cf, num) 
/C f, exp x 100% and 
(Nucorre - NUnum) /Nucorre x 100% respectively). For comparison, the k-l and zonal 
k- l/k -E models are included. In Table 6.2, EASM-1 and EASM-2 are low Reynolds 
number versions of the original high-Reynolds-number EASM form. In the EASM-1, 
Abid et al. 's (1995) damping function is used. Abe et al. 's (1994) (AKN) damping 
functions are employed in the EASM-2. For zonal models, the interface between the 
k-t and extended model is determined at y+ = 60. 
From the table, it can be observed that most of the models tested underpredict Cf 
and N, while the S-A model overpredicts Cf and Nu, . Both the 
EASM-1 and EASM-2 
give lower errors than other models for both Cf and Nu. The k-I model gives the 
lowest values of Cf and Nu. The k- 1/k -E model predicts the same values of Cf and 
Nu as the k- 1/HCubic model. The results from the LS with Yap correction 
(LSY) 
'A 
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Table 6.2: Wall shear stress, friction coefficient and Nusselt number results 
Model T. w Cf Error in Cf Nu Error in Nu 
Experimental data 0.5449 0.00491 - - - 
Correlation - - - 207.4 - 
CH 0.5031 0.00453 -7.7 195.5 -5.7 
k-1 0.4850 0.00437 -10.9 184.7 -10.9 
LS 0.4949 0.00446 -9.2 194.2 -6.4 
LSY 0.4950 0.00446 -9.2 194.6 -6.2 
S-A 0.5743 0.00517 5.3 226.5 9.2 
Cubic 0.5060 0.00456 -7.1 199.5 -3.8 
EASM-1 0.5224 0.00471 -4.1 202.8 -2.2 
EASM-2 0.5420 0.00488 -0.6 209.2 0.9 
k- l/HCubic 0.5050 0.00455 -7.3 196.9 -5.1 
k- l/EASM 0.4870 0.00439 -10.6 195.9 -5.5 
k- l/k -e 0.5048 0.00455 -7.3 196.9 -5.1 
92 
are almost the same as those from LS without correction (this result differs from that 
of Heyerichs and Pollard (1996), where Cf obtained from LSY is larger than that from 
LS). This verifies that Yap correction does not take effect for plain channel flow without 
separation. 
Fig. 6.1 compares velocity distributions near the wall for linear and nonlinear models. 
It can be seen clearly that the lc -1 profile deviates from the log law in the core region. 
Overall, the predicted velocity profiles from all models are in good agreement with the 
measurements of Laufer (1954). The dimensionless temperature profiles are shown in 
Fig. 6.2. Except that there is a little undershoot in the log law region for EASM-1 
and EASM-2 models, and same rise in the k-1 profile in the core region, the profiles 
generally match the correlation data well. The velocity and temperature profiles for the 
k- l/k -e model are virtually the same as the k- l/HCubic model and hence are not 
shown. 
Fig. 6.3 compares the normalized streamwise velocity fluctuations, u', for the linear 
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Figure 6.1: Velocity distributions for the linear (left) and nonlinear (right) models. 
and nonlinear models. Fluctuations in the spanwise (w') and wall-normal (v') directions 
are shown in Fig. 6.4. In Figs. 6.3-5, C= Umar. The three components are calculated 
from 
11/a l1/a 
u"=ý-pýi ' v1=ý-pýJ ' w1=l 
pzzý (6.6) 
where Txx = -pu'u', r, = -pv'v' and 7-z, z = -pw'w'. 
From the left figure in Fig. 6.3, the CH gives better predictions than the LS and 
k-1 models for u'. Compared with the LS and k-1, as demonstrated in Fig. 6.4 all 
nonlinear models improve u' predictions. As is well known, linear models based on k 
cannot distinguish between the three normal Reynolds stresses and hence u' = v' = w'. 
However nonlinear models are capable of predicting individual normal Reynolds stress. 
Fig. 6.5 compares the predicted v' and w' profiles from different nonlinear models with 
experimental data. It can be noted from the right-hand figure in Fig. 6.4 that the 
zonal k-1 models show kinks in the u' and v' profiles (ZLES also shows a similar kink 
as presented in Section 6.4.2). This is because of discontinuity in the variables caused 
by different models at the interface. Although the models investigated demonstrate a 
separation between the normal stress components, the difference is not as large as that 
found in the experimental data (see Fig. 6.4), particularly in the near-wall region. Also, 
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Figure 6.6: Normalized shear stress distributions for the linear (left) and nonlinear (right) 
models. 
the nonlinear models still overpredict v' and w'. Nevertheless, as argued by Craft et al. 
(1993), it is the shear stress that governs mean flow behaviour in the near-wall region. 
Therefore, the above deficiency is not a big problem. To illustrate the difference of 
performance between the LS and Cubic models, and between the k-l and zonal models, 
variations of u' and v' along the channel cross-section are shown separately in Fig. 6.4. 
As can be observed, the linear zonal k- l/k -E model improves u' prediction compared 
with the k-l model, but the nonlinear zonal k- l/HCubic and k- l/EASM models 
predict a higher peak value of u' than the k- l/k - E. 
Fig. 6.6 presents the shear stress results, where C= pUmax. As can be seen, the 
CH and LS models give similar predictions. The S-A model predicts the highest shear 
stress, and k-l the lowest. The nolinear models predict slightly higher values of u'v' 
than those from the LS and CH models except for the k- 1/EASM model. The zonal 
k- l/k -E gives a similar distribution of u'v' to the k- I/HCubic model. 
From the results presented above for channel flow, it appears, as expected, that the 
nonlinear models of cubic model, EASM-1, EASM-2, k- 1/HCubic and k- 1/EASM 
perform better than the linear models for the flow and thermal field in terms of Cf and 
Nu. 
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Figure 6.7: Schematic of backward-facing step flow. 
Table 6.3: Simulation data for the backward-facing step flow. 
Re 132000 
H2/Hl (expansion ratio) 3: 2 
h(step height) 0.0381 m 
L/L1 1.3025 m/0.3048 m 
Vin 1/8 power law for near wall region and 
uniform distribution for core region 
kill. k=1.5(UrefTi)2, Uref = Uc, 7'i = 10% 
Ein E= C3 
/4i i 't1 1=0.07h 
6.2.2 Backward-facing step flow 
0 Case description 
As discussed in the paper by Speziale and Ngo (1988), the flow over a backward-facing 
step is a primary benchmark for assessing the performance of turbulence models for 
prediction of separated flows. This case is therefore selected for the validation of the 
models used in this study. The geometry investigated, shown in Fig. 6.7. is the same 
as that used by Speziale and Ngo (1988). The simulation data are summarized in Table 
6.3. Pic is based on H, and inlet centreline velocity. U, 
6.2.2 Backward-facing step flow 
0 Results and discussion 
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A grid-independence study was conducted. For high-Reynolds-number models, three 
sets of coarse grids: 140 x 40,202 x 60 and 202 x 80 were tested. Owing to the use 
of the wall functions, y+ at first off-wall nodes have to be larger than 11.5 except in the 
recirculation region. Predictions of velocity profiles obtained from the standard k-E 
model at two locations are shown in Fig. 6.8. It can be seen that solutions from the 202 x 
60 grid are virtually grid-independent. For low-Reynolds-number models, computations 
are performed using three grids: 139 x 92,173 x 160 and 203 x 196. No big difference 
is found between the results from the last two grids in the case of all the models. It 
should be pointed out that the grids used are non-uniformly distributed in both the x 
and y directions. Results from both the 202 x 80 and 203 x 196 grids are used and 
presented below. 
Fig. 6.9 shows the flow pattern computed with the k-E model. All other mod- 
els produce a similar flow pattern. Separation occurs at the top corner of the step, 
a recirculation region then forms, followed by reattachment. LR represents reattach- 
ment length. Table 6.4 summarizes predicted dimensionless reattachment lengths for 
the models tested. 
It is clearly seen that the EASM overpredicts the reattachment length, LR/h (Speziale's 
nonlinear k-E model predicts LR/h = 6.4 and Celenligil and Mellor (1985) predict 
LR/h =7 using the Reynolds stress model) (see Speziale and Ngo, 1988). Like the k-E, 
the HCubic model underpredicts LR/h. This is not surprising. The empirical constants 
appearing in the Craft et al. 's (1993) cubic model, calibrated in a low-Reynolds-number 
form, are not well suited to wall-function methods. For linear low-Reynolds-number 
versions of the standard k-E model, the CH and LS underpredict the values of LR/h. 
However, the LSY improves the prediction of LR/h. This is owing to the introduction 
of the Yap term which reduces the turbulence length scale in the separated region (see 
Chapter 3). The linear one-equation S-A model predicts LR/h well when compared with 
experimental data. 
Fig. 6.10 gives comparison of velocity predictions with measurements for the k-E, 
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Figure 6.8: Grid independence studies for the k-E model: left: at (x - L1)IIi = 1.333; 
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HCubic and EASM models at five locations, where x' =x- L1 and Uo (i. e. UU) is 
the maximum inlet velocity. It can be seen that the results obtained from the EASM 
agree better with experimental data than do the other two models. Also a similar 
performance can be seen in the dimensionless turbulence intensity (u'u'i/2/Uo) and shear 
stress distributions shown in Fig. 6.11 and Fig. 6.12 respectively, where C= pUo. The 
IICubic improves the predictions of turbulence intensity compared with the k-E model. 
However, for shear-stress prediction, the results obtained from either the HCubic or k- 
are not in good agreement with measurements for the locations investigated. 
I LR 
Figure 6.9: Streamline for the k-E model. 
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Table 6.4: Predicted reattachment lengths for backward-facing step flow. 
Model LR/h 
High-Reynolds-number models k-E 5.6 
EASM 7.5 
HCubic 5.7 
Low-Reynolds-number models CH 5.4 
LS 6.1 
LSY 6.9 
S-A 6.6 
k- l/k -E - 
k- I/EASM - 
k- l/HCubic - 
Experimental data 7.0 
Comparisons are also made for the low-Reynolds-number models. Velocity distribu- 
tions obtained from the CH, LS, LSY and S-A models are shown in Fig. 6.13. As can 
be seen from Fig. 6.13, The LSY performs better than do other models especially in the 
near-wall region within the recirculation region. The S-A model performs well although 
it overpredicts the u velocity very near the wall just behind the step. Fig. 6.14 presents 
the dimensionless turbulence-intensity distributions. Compared with Fig. 6.11, the non- 
linear models, EASM and HCubic predict the turbulence intensity better than the linear 
low-Reynolds-number models as expected. The normalized shear stress predictions from 
the CH, LS, LSY and S-A models are shown in Fig. 6.15. The S-A model underpredicts 
u'v' in the recirculation region compared with the other models. 
The three zonal models, k- Ilk - E, k- l/EASM and k- l/HCubic, have been tried. 
However, they do not converge well. The same problem occurs for the cubic model. It 
might be due to high velocity gradient existing in the separation region. 
Overall, for this step flow the high-Reynolds-number EASM performs better than 
the k-f and HCubic models. As concluded by Heyerichs and Pollard (1996), for low- 
Reynolds-number versions of the standard k-E model, the LSY performs better than 
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the CH and LS models. The S-A model performs reasonably well. 
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0 Case description 
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For this case comparison is made with the measurements of Acharya et al. (1993). The 
case is chosen since it is a low-Reynolds-number flow relevant to electronic systems. 
Owing to the presence of a rib mounted on the bottom wall of the channel, separation 
occurs in the flow. This flow feature, as with the step case, is a challenge for turbulence 
models. A schematic of the configuration is shown in Fig. 6.16. 
Table 6.5: Flow parameters for the ribbed channel flow. 
Reh 14200 
LxHxW0.127 x 0.061 x 0.3 m3 
Ub 3.6 m/s2 
e 6.35 mm 
Dh 101.6 mm 
qti, 280 W/m2 
The Reynolds number, Reb, based on the channel height and mean (or bulk) velocity is 
14200. The other flow parameters are given in Table 6.5. Periodic boundary conditions 
are applied for both flow field and temperature in the streamwise 
direction. On the 
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LR 
Figure 6.17: Streamline of the ribbed channel flow 
surfaces of' the rib and top wall of the channel, an adiabatic boundary condition is 
applied for the temperature prediction. 
Regarding grid generation, attention should be paid to some areas such as the separa- 
tion regions. Here, in the streamwise direction, a two-parameter stretching tanh function 
is used to create stretched mesh at the inlet and outlet, while in the middle part arOtin(l 
the rib, an uniform grid is established. For high-Reynolds-number models, a coarse grid 
with 139 x 21 (x, y) nodes is used with a uniform distribution in the y direction. For 
low-Reynolds-number models, a fine grid with 199 x 142 (x, y) nodes is used in which 
all exponential function is applied to obtain non-uniform grid in the y direction. 
For constant heat flux, the local Nusselt number along the bottom wall is defined as 
Nu = 
ýw Dh 
k, (Tw(x) - Tb(x)) 
(6.7) 
«vlicre k= /IcJ, /Pr is thermal conductivity, T,,, (x) is the wall temperature at Lr and Tb(x) 
the bulk temperature of the y-z plane at x. 
" Results and discussion 
The Iiieall streamline computed with the S-A model is shown in 
Fig. 6.11. All other 
models studied generate a similar flow pattern. As is seen, the flow impinges on the front 
of the rile, creating a small recirculating region. When leaving the rib, the flow separates 
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Table 6.6: Predicted Darameters for ri hhP(l rh nnn Pl fl nw 
Model LR/h (ma) 
High Reynolds number models k-E 4.6 5.6 
EASM 5.5 5.1 
HCubic 4.7 5.6 
Low Reynolds number models CH 3.1 8.8 
LS 4.0 7.2 
LSY 6.2 5.6 
SA 5.7 5.4 
k- l/k -E 6.3 5.3 
k- l/EASM 8.1 4.8 
k- 1/HCubic 6.4 5.7 
Cubic 8.3 6.1 
Experimental data 6+0.7 - 
immediately on the top right corner of the rib, generating a low-pressure region and a 
primary bubble behind the rib. 
The predicted reattachment length and pressure gradient are summarised in Table 
6.6. The CH and LS models largely underpredict LR/h, as do the standard k-c and 
HCubic models, while the nonlinear k- 1/EASM and cubic models overpredict LR/h. 
The other models give prediction of LR/h within the experimental uncertainty of the 
measured data. 
(a) Mean velocity predictions 
Fig. 6.18 shows the normalized streamwise velocity profiles obtained from the stan- 
dard Ic - E, EASM and HCubic models at various locations 
(where Uo represents the 
averaged flow velocity). The distributions are very similar to those obtained by the 
linear and non-linear k-c models by Acharya et al. (1993). In the near-wall regions 
immediately above the rib and downstream of the rib, all three models underpredict the 
measured u-velocity with the nonlinear EASM model giving lower velocity predictions 
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Figure 6.18: Comparison of streamwise velocity predictions with measurements for high- 
Re models at seven locations. 
than the k-e and HCubic models. The lower u-velocity results in overprediction of 
reattachment length. The HCubic model gives similar results to the k-E model. 
Fig. 6.19 compares the v-velocity distributions. Like the results presented by Acharya 
et al. (1993), all three models give predictions almost identical to each other at all 
locations, except at x/h=13.6, where the EASM predicts lower v than the other two 
models in this study. 
The linear low-Reynolds-number model predictions from the CH, LS, LSY and S-A 
are shown in Figs. 6.20-21. For the u and v velocities, the predictions from the four 
models agree well with the measurements in the core region. Immediately above the 
rib, all models follow the measurements well except for the CH model. Near the wall 
around the reattachment point, all models underpredict the measured values. Compared 
with the predictions shown in Fig. 6.18 and Fig. 6.19, the low-Reynolds-number models 
generally perform better than the high-Reynolds-number models in the near-wall region. 
This is because of the use of the wall functions for the high Re models. 
The u and v results obtained from the zonal and cubic models are shown in Fig. 6.22 
and Fig. 6.23 respectively. The distributions are similar to those from the above low-Re 
models except for the cubic model. In the recirculation region, the cubic model predicts 
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much lower values than the zonal models and hence overpredicts reattachment length 
(see Table 6.6). 
(b) Turbulent stresses 
Fig. 6.24 and Fig. 6.25 show respectively the streamwise and wall-normal velocity 
fluctuations from the high Re models. The measurements show stress peaks above 
and behind the rib regions arising from shear-layer turbulence generation. As the flow 
redevelops, the peak decreases in value. However, the nonlinear models fail to predict the 
peaks similar to those of the k-E although the EASM slightly improves the predictions. 
The HCubic model slighly overpredicts the measured u' values except near the wall. The 
EASM predicts v' quite well in the core region when compared with the HCubic and k-E 
models. The HCubic model largely overpredicts v' in the core region. 
For the u' predictions shown in Fig. 6.26, the LSY results are slightly lower than 
those from the LS and CH models near the wall. The CH and LS models overpredict 
the v' especially for the CH except for the zone immediately above the rib as presented 
in Fig. 6.27. The LSY model predictions agree well with the measured v' values except 
in the near-wall region at x/h=11.1. 
Comparing Fig. 6.28 with Fig. 6.26, it is found that the performance of the zonal 
models is similar to the LSY model for the u' predictions. However, for the v' predictions 
shown in Fig. 6.29, the zonal models generally perform better than the low-Re versions 
of the k-E model. The cubic model does not perform as well as the zonal and LSY 
models at x/h=11.1 within the separation region for both the u' and v'. 
Like the u' and v' predictions, all models investigated fail to predict the peaks in the 
turbulent shear stress (u'v') shown in Fig. 6.30 except for the CH model at x/h = 11.1. In 
the core region, the results from all models are in good agreement with the measurements 
except at x/h=10.5. 
It should be pointed out that the cubic model gives unsteady Reynolds stresses near 
the wall within the recovery region. No oscillation has been found for the other models. 
However, for consistency, mean values have been used for the parameters discussed above. 
The low-Reynolds-number versions of EASM, namely the EASM-1 and EASM-2, 
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have also been tested. However, as with the zonal models for the step case, a similar 
convergence problem occurs for both the EASM-1 and EASM-2. 
(c) Heat transfer results 
Comparisons between the predicted and measured Nu for all models investigated 
are shown in Fig. 6.31. From Fig. 6.31(a), it can be seen that all the high-Re models 
underpredict Nu. Although the nonlinear EASM model improves the predictions of the 
u' and v', it does not improve Nu predictions. Except in the area behind the rib, the 
HCubic gives similar predictions to the k-E. Also, it should be noted that there is a very 
high peak at the reattachment point downstream of the rib for each profile. This results 
from the use of wall functions in which the wall shear stress is used (at the reattachment 
point the wall shear stress is zero). 
From Fig. 6.31(b), it can be seen clearly that the CH and LS models overpredict Nu. 
This is due to the high level of turbulence near the wall predicted by these models. The 
LSY greatly improves Nu compared with the LS. The Nu results from the S-A model 
agree surprisingly well with the measurements. 
As is shown in Fig. 6.31(c), all zonal models give better predictions than the high-Re 
models. However, the nonlinear zonal models do not, as in their high-Reynolds-number 
form, show improvement in Nu in comparison with the linear k- l/k -E model. The 
cubic model overpredicts Nu upstream and downstream of the rib. This may be caused 
by overprediction of velocity very near to the wall. 
As can be seen from Fig. 6.31, all profiles have two peaks, though the peak locations 
differ depending on the model. This is because of the impingement occuring in front of 
the rib and reattachment behind the rib. 
Overall, the above results from the nonlinear models including the EASM, HCubic 
and their zonal forms do not show improvement in predicted heat transfer. However, 
these models improve the u' and v' to some extent for the ribbed channel flow. 
This is 
similar to the performance of Speziale's nonlinear model shown in Acharya et al. 
(1993). 
The CH and LS do not perform well for either the flow field or heat transfer. 
Compared 
with the CH and LS models, the LSY improves prediction of velocities and 
Nu. This is 
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Figure 6.19: Comparison of cross-stream velocity predictions with measurements for 
high-Re models at seven locations. 
consistent with that shown in Bredberg et al. (2000). Performance of the zonal models is 
similar to the LSY for velocities. Like Ooi et al. 's (2002) work for 3D ribbed-duct flow, 
the S-A model gives reasonable predictions for both the flow field and heat transfer. 
However, the u' and v' are not well modeled for the S-A model. The cubic model does 
not perform well for the near-wall velocities and heat transfer. 
6.2.4 Square-duct flow 
" Problem description 
Turbulent flow in a square duct is characteristic of Prandtl motions of the second kind. It 
is well known that, unlike non-linear models, linear models fail to predict this turbulence- 
driven secondary flow. 
To examine how well some of the non-linear models used in the study predict the 
secondary motions, a straight square duct case used by Mompean et al. 
(1996) is chosen. 
Comparison is made with the measurements of Cheesewright et al. 
(1990). The Reynolds 
number is Reb=4800 based on the channel height and bulk velocity. Periodic 
boundary 
condition is employed in the streamwise x direction. A non-uniform grid with 
15 x 33 
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Figure 6.20: Comparison of streamwise velocity predictions with measurements for linear 
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Figure 6.21: Comparison of cross-stream velocity predictions with measurements for 
linear low-Re models at seven locations. 
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Figure 6.23: Cross-stream velocity fluctuations at seven locations for zonal and cubic 
models. 
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Figure 6.24: Streamwise velocity fluctuations for high-Re models at seven locations. 
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Figure 6.25: Cross-stream velocity fluctuations for high-Re models at seven locations. 
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Figure 6.29: Cross-stream velocity fluctuations at seven locations for zonal and cubic 
models. 
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Figure 6.32: Comparison of mean streamwise velocity predictions with measurements 
for three nonlinear models at two locations. 
x 33 (x, y, z) nodes is used. 
The investigated models comprise: the cubic model and low-Reynolds-number ver- 
sions of the EASM, i. e. Abid et al. (1995) (EASM-1) and the original high-Reynolds- 
number model coupled with Abe et al. 's (AKN) damping functions (1994) (EASM-2) (see 
Section 6.2.1). For the EASM-1 and EASM-2, three wall-distance computation methods 
are tested, namely the Poisson, Eikonal and Hamilton differential equations (see Chapter 
4 for details). For the cubic model, only the Poisson equation is used to achieve wall 
distances. 
" Results and discussion 
The mean streamwise velocity (U) predictions from the EASM-1, EASM-2 and cubic 
models along two vertical profiles are shown in Fig. 6.32. At z/H=0.15, the three 
models fail to predict the distortion on U as shown in the measurements. Near the 
centre line at z/H=0.35, the predicted U velocities are in a good agreement with the 
measurements for each of the models. The velocity distributions are similar to those 
presented by Mompean et al. (1996). 
Fig. 6.33 shows the spanwise velocity (W) distributions again for two vertical profiles. 
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Figure 6.33: Comparison of mean spanwise velocity predictions with measurements for 
three nonlinear models at two locations. 
Generally, the predicted positions of the zero crossings for the three models are similar 
to each other. This suggests that the computed postions of the secondary vortices within 
each octant are also similar (see Figs. 6.39-41). However, the agreement between the 
predictions and measurements at z/H=0.15 is not as good as that at z/H=0.35 (see Fig. 
6.33(b)). Also, it is found that the cubic model predicts lower W velocity distributions 
than both the EASM-1 and EASM-2. Nevertheless, all three models underpredict the 
magnitude of W velocity in comparison with the measurements. 
For the above results, wall distances are computed from the Poisson equation. 
Wall distances at a cross-section (y-z plane) computed from the Poisson, Eikonal and 
Hamilton-Jacobi equations are compared in Fig. 6.34. It is clearly seen that the Poisson 
method gives smoothing wall distances (Fig. 6.34(a)) at corners in comparison with 
the other two methods. The Eikonal method gives exact wall distances as discussed in 
Chapter 4. The Hamilton-Jacobi method gives a solution between the other two methods. 
These indicate that the turbulence damping influence of both walls is accounted for the 
best in the Poisson solution, followed by the Hamilton-Jacobi , and 
least by the Eikonal 
equation. 
Comparisons between different wall-distance computation methods for the U and W 
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Figure 6.36: Comparison of mean spanwise velocity predictions with measurements 
for 
the EASM-1, using three wall-distance methods. 
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Figure 6.37: Comparison of mean streamwise velocity predictions with measurements 
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0.5 
(a) z/H= 0.15 
l0 
0 Measurement 
0.4 Poisson %Eikonal 
--- Hamilton ". i' 'r 
0.3 0 
0 /i 
0.2 
0 
0.1 
0 
-z 0 
0-0.010 
-0.005 0.000 0.005 0.010 
WNo 
0.5 
(b) z/H= 0.35 
0 
0.4 
0.3 ov 
xo 
0.2 
0.1 ýý. 0 00 
p0 0 
0-0.010 
-0.005 0.000 0.005 
0.010 
W/Uo 
Figure 6.38: Comparison of mean spanwise velocity predictions with measurements 
for 
the EASM-2, using three wall-distance methods. 
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equation; right: using Eikonal equation). 
for the EASM-1 are presented in Fig. 6.35 and Fig. 6.36, respectively. Fig. 6.37 and Fig. 
6.38 correpond to the EASM-2. As can be seen from the U velocity distributions, the 
three wall-distance methods give simliar predictions for the two profiles. However, the 
Eikonal solution gives the best W velocity predictions for the two profiles. The Poisson 
solution predicts the weakest W velocity distributions. The Hamilton solution gives the 
predictions between those from the Eikonal and Poisson solutions. These W results are 
unexpected because the Poisson method is supposed to give the best predictions owing 
to more damping involvement at the corners than the other two methods as shown in 
Fig. 6.34. Although the Eikonal solution improves the W velocity predictions, it still 
underpredicts the measurements. 
For interest, the cubic model without the Yap correction term (see Chapter 3) has 
been tried. Comparing the two plots in Fig. 6.41, the predicted secondary velocity 
distributions from the cubic model with and without the Yap term are very similar. 
The U velocity profiles are also similar (not shown here). However, for U' velocity 
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Figure 6.40: Predicted secondary velocity vectors from the EASM-2 (left: using Poisson 
equation; right: using Eikonal equation). 
predictions, the error for the near-wall maximum W at the two profiles is around 30%, 
with the model without the Yap term giving better prediction. This is not surprising 
because the Yap term is calibrated for separated flows. There is no separation occuring 
in this 3D square-duct flow. Therefore, the constants in the Yap term are not well suited 
to this flow. The results shown in Fig. 6.32 and Fig. 6.33 are from the model without 
the Yap term. 
In addition to the above three nonlinear models, the Speziale nonlinear 
k-l model was 
tested. When coupled with the van Driest damping function and the 
Poisson method 
for wall distances, this model can capture the secondary 
flows. However, neither the 
Eikonal, nor the Hamilton-Jacobi method with a low value of the constant, 
C (see Eq. 
(4.32)), is capable of predicting these well. Fig. 6.42 compares 
the damping functions 
of Mompean et al. (1996) and van Driest (see Eq. 
(3.70) ), in which d= P2 
-+Z'. The 
former uses a search procedure to obtain wall distances, while 
the latter uses both the 
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Figure 6.41: Predicted secondary velocity vectors from the cubic model (left: without 
Yap correction; right: with Yap correction). 
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Poisson method and search procedure. As uan be seen, at the corner, the Mompean 0 
al. method (which attempts to match DNS data behaviour) damps more than the van 
Driest, as would be expected. The Poisson method (and also Hamilton-Jacobi with it 
large C) gives a wall-distance function that yields damping that is more consistent with 
the Mompean et al. 's. 
Fig. 6.43 shows the comparison of TV-velocity distributions for the four nonlinear 
Irrodels. As can be seen, the Speziale model with van Driest damping function predicts 
the near-wall IV-velocity best. 
( )v-erall, the four nonlinear models tested reasonably capture Prandtl's motions of 
t lie second kind. The EASM-1, EASM-2 and Speziale models give better 1i predictlolls 
than the cubic model. Also solutions are sensitive to wall distances and the turbulence 
damping modelling in the corner regions. 
6.3 LES validation 
Table 6.7: Flow Dara. mptprs 
ReT L x Ly x Lx p µ T (ß) 
(m) (kg/m3) (N. S/m2) (m/S) (Pa/m) 
180 21rh x 2h x 7rh 1 1/180 1 1 
h=1 
Table 6.8: Simulation na. ra. mPtPrc 
NNxNyxNx 0x Ax+ Az+ [1 
Grid : 65 x 67 x 65 0.01 17.4 8.7 Ay 
6.3 LES validation 
6.3.1 3D fully-developed channel flow 
0 Problem description 
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In the current work, a 3D fully developed channel flow with Re, = 180 based on the 
friction velocity and the channel half-height is selected. The benchmark DNS data of 
Kim et al. (1987) are used. The flow domain size is 27rh x 2h x 7rh (x, y, z), where h is 
the channel half-height. The other flow parameters are given in Table 6.7. 
For this channel flow, periodic boundary conditions are used in the streamwise (x) 
and spanwise (z) directions. No-slip conditions are applied at the walls. Uniform grid 
spacing is used in the x and z directions. The mesh in the wall-normal direction is 
stretched with an expansion factor of 1.15 to ensure that the first grid points are at 
y+ < 1. The simulation parameters are summarized in Table 6.8. 
" Results and discussion 
The SGS models tested are the Smagorinsky and Yoshizawa ones discussed in Chapter 3. 
Fig. 6.44 compares the resolved mean velocity profiles and the root-mean-square (rms) 
velocity fluctuations with benchmark data. The rms statistical velocity fluctuation is 
6.4 Zonal LES validation 131 
computed by 
26i = 
(< 
2z >-< iz>2)0.5 (6.8) 
where <"> donates the space- (in the homogeneous direction) and time-averaging 
operator. 
As can be seen from Fig. 6.44, the predicted law of the wall matches the benchmark 
data very well for both SGS models. The resolved velocity fluctuations are also in good 
agreement with the benchmark data except for the Yoshizawa predictions of the v' and 
w' with slightly lower values. 
The results presented above for the channel flow show that the Smagorinsky and 
Yoshizawa models have been coded correctly. 
6.4 Zonal LES validation 
The case used is still a 3D fully developed channel flow. The domain size is the same as 
that applied in LES validation, i. e. 27r x2x it, but a flow with Re, = 1050 instead. Again 
periodic boundary conditions and uniform grids are employed in the x and z directions. 
The benchmark LES data of Piomelli (1993) are used. 
The following presents results and discussions for the S-A based DES and k-1 based 
zonal LES (ZLES). 
6.4.1 S-A based DES validation 
Simulation parameters are summarized in Table 6.9, where the subscript, `int', represents 
the interface of RANS and LES. Grid 1 and Grid 2 have different grid spacing in the 
streamwise direction. Correponding to these two grids, simulations are denoted by DES-1 
and DES-2, respectively. 
Fig. 6.45 shows the length scales for full RANS and DES. As can be seen, the 
modelled LES scale is grid dependent. When defining dLES, the maximum among the 
grid spacings Ax, Ay and Oz is chosen. To compare performances of DES with RANS 
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Figure 6.44: Comparisons of resolved mean velocity and of root-mean-square velocity 
fluctuations with benchmark data. 
Table 6.9: Simulation parameters for DES. 
N., x Ny x Nz 0x 0x Az+ yin, Yt 
Grid 1: 33 x 65 x 33 0.2 200 100 0.13 138 
Grid 2: 65 x 65 x 33 0.1 102 100 0.07 75 
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Figure 6.45: Length scales for the S-A RANS and DES 
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S-A model on the same RANS grid, only DES results from Grid 1 is used in the following 
parts. 
The left frame in Fig. 6.46 shows the mean velocity profiles. The DES profile rises 
above the log law and displays a shift between modelled log layer and upper layer as 
reported by Nikitin et al. (2000) and Spalart (2000). The studies undertaken by Nikitin 
et al. (2000) and Spalart (2000) show that grid refinement does not sufficiently improve 
the shift. For Grid 1, Ax/h(h = 1) =0.2. Nikitin et al. (2000) point out that the 
resolved turbulence usually `dies' if Ox/h = 0.2. This leads to a steady one-dimensional 
solution as shown in the right figure in Fig. 6.46. Fig. 6.47 compares the eddy viscosity 
profiles for full S-A RANS and DES-1. It clearly shows that the eddy viscosity in LES 
region for DES is smaller than that in the same region for the full RANS. This is owing 
to the length scale becoming smaller. 
The reason for the mismatched mean velocity is due to the transition between the 
LES and RANS regions. The two regions in each side of the interface interact with each 
other. The eddy viscosity at the LES side of the interface is lower than if it were a 
HANS 
region. This change of the eddy viscosity causes a steep velocity gradient 
(see Hamba, 
DES-1 ', 
DES-2 
--- RANS 
-------------------------------------- 
2001) as shown in Fig. 6.46 (left figure). 
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Figure 6.46: Mean velocity profiles (left) and time histories of velocity (right). 
To circumvent the mismatching problem in the mean velocity profile, several ideas 
have been proposed. Piomelli et al. (2003) investigate four methods, namely lowering 
they t 
(by decreasing the values of CDES), using different filter widths A, blending the 
S-A inner-layer model and the Smagorinsky SGS model and introducing a backscatter 
model based on stochastic forcing. The former three measures do not effectively correct 
the mean velocity profile and the shift in the logarithmic layers still remains. However, 
the last method improves the mean velocity profile and has proved to be successful. 
It is not surprising that DES has some problems for a plain channel flow because this 
approach is not adjusted for this flow (Spalart, 2000). It is initially designed for external 
flows with separation. Despite this deficiency, fairly accurate results can be obtained for 
a plain channel flow, provided that a proper grid is used (see Nikitin et al. (2000) and 
Piomelli et al. (2003)). 
From the above results, it can be found that DES solutions can have grid sensitivity. 
To achieve reasonable results, in general, near-cubic grid cells in the core region and very 
flat cells in the near-wall region are required. 
6.4.2 k-1 based RANS/LES validation 
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Table 6.10: Simulation parameters for the ZLES. 
6.4.2 
Case N., x Ny x Nx 0x 0x+ Az' , dint Yint Y2nt 
Case 1 Grid 1: 33 x 65 x 33 0.2 200 100 14 0.06 63 
Case 2 Grid 1: 33 x 65 x 33 0.2 200 100 10 0.03 31 
k-1 based RANS/LES validation 
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Simulation parameters are summarized in Table 6.10. As can be seen, the interface 
setting is prescribed. The values of jint, Yint and y nt represent the starting position for 
LES in different ways. Hence, the number of cells in the RANS region is jint - I. Two 
interface settings are investigated, denoted Case 1 and Case2 respectively. 
Fig. 6.48 compares the smoothed length scale and turbulent viscosity with and with- 
out smoothing for Case 1. As can be seen, without smoothing, the viscosity discontinu- 
ously changes from the RANS one to much lower SGS viscosity. The effect of smoothing 
on the length scale occurs at the interface between RANS and LES regions. This reduces 
the steep change for the length scale and thus also for the turbulent viscosity. 
Fig. 6.49 shows the predicted mean velocity profiles together with the 
LES data of 
Poimelli (1993). As can be seen, the law of the wall for both Case 1 and 
Case 2 is in good 
agreement with the LES data. However, like DES prediction 
discussed in the previous 
,' 
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Figure 6.48: Length scales (left) and turbulent/SGS viscosities (right) for Case 1 (Solid 
line: smoothed variables; dashed line: non-smooth variables). 
section, there is a mismatching point near the location of the switching line for each case. 
This is attributed to the change of turbulence viscosity as shown in Fig. 6.48. From the 
theoretical point of view, as argued by Piomelli (2003), the eddy viscosity is lower in the 
LES region than if it were in a RANS region, but the Reynolds-stress-generating scales 
have not been formed. Therefore, the resolved motions cannot support their share of the 
shear stress, while the model has already switched to the LES. The only way to reach 
the equilibrium value of the shear stress is by a velocity gradient increase that balances 
the eddy-viscosity decrease. It can be seen from Fig. 6.50 that the turbulent viscosity 
obtained by the full k-I RANS is larger than that obtained either by the zonal LES or 
by pure LES using the same grid. In the pure LES computation using the same grid as 
Case 1, the Yoshizawa (1993) SGS k-l model is used. Also it is noted that the modeled 
viscosity in the RANS region for the hybrid method is larger than that the equivalent 
LES value (if using a fine grid for pure LES, the viscosity is lower than that shown 
in 
Fig. 6.50). This implies that the RANS predicts an excessive level of turbulence in the 
R. ANS region within the framework of the hybrid approach because there 
is near-wall 
resolved turbulence. This results in the contribution of Temmerman et al. 
(2002,2003) 
and Tucker and Davidson (2003b) (see Chapter 3). 
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Fig 6.51 presents the resolved, modelled and total turbulent kinetic energy obtained 
by the ZLES. Owing to the large viscosity provided by the RANS computaion, the 
resolved k is over-predicted and thus total k is much higher than benchmark LES data 
especially in the transition regions from the RANS to LES modes for both Cases 1 and 2. 
The root-mean-square velocity fluctuations are shown in Fig. 6.52. The predicted results 
are not in good agreement with LES data. As can be seen, the streamwise fluctuations, 
U', are too large, while the other two fluctuations, v' and w', are too small. 
From the results for Cases 1 and 2, it can be found that predictions depend on the 
position of the RANS/LES interface. In addition, the filter width also affects simulation 
results (see Tucker and Davidson (2003b), Davidson and Peng (2001)). Another method 
of defining the RANS/LES interface has been tested in the work of Tucker and Davidson 
(2003d), i. e. natural length scale change. The process is as follows. Comparing two 
length scales, i. e. lµ = min(, A, lµ, RANS) and 
lE = min(0, IE, RANS), when 
lµ = 111, RANS, 
RANS mode is switched on. Otherwise LES mode holds. It should be noted that the 
mode change is based on 1N,. From the results shown in their study for the channel flow, 
no big difference has been found between the results from this interface setting and those 
from other settings. 
To compare the ZLES results with pure LES predictions on coarse grids, the mean 
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velocity distribution from the Yoshizawa LES is also shown in Fig. 6.49. This demon- 
strates that pure LES does not perform well on coarse grids. However, the ZLES is able 
to give satisfactory results. 
Overall, the general results obtained from the hybrid RANS/LES method for a chan- 
nel flow in this study are very similar to those published in the literature mentioned 
before. 
6.5 Summary 
This chapter has presented and discussed the simulation results from (U)RANS, LES 
and zonal LES approaches for test cases. Comparisons have been made with either 
measurements, benchmark data or predictions of other works. For (U)RANS, the imple- 
mented turbulence models (namely the S-A, low-Reynolds-number versions of the k-( 
(CH, LS and LSY), EASM and its low-Reynolds-number versions, cubic and zonal mod- 
els) have been carefully tested for three cases. They are two-dimensional plain channel, 
backward-facing step and ribbed-duct flows. Generally, the level of agreement between 
predictions and measurements is consistent with that gained by other works. Surpris- 
ingly, the nonlinear cubic model did not perform well for the ribbed case. This needs 
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further exploration. 
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For the 3D square-duct flow, the non-linear models including the E AS\I-1, EASM1- 
2 and cubic models have demonstrated that they can predict Prandtl's motions of the 
second kind. However, the results are sensitive to wall distances and hence the turbulence 
damping modelling in the corner regions. 
The LES and k-1 based ZLES predictions for 3D fully developed channel flows agree 
well with benchmark data in terms of the mean velocity, turbulent kinetic energy and 
Reynolds stresses. Also, the ZLES results have demonstrated that the ZLES performs 
better than pure LES on coarse grids. However, the S-A based DES does not predict 
the mean velocity profile well. 
The results show that the models have been correctly coded and validated. 
Chapter 7 
Computation of unsteady complex 
geometry flow 
7.1 Introduction 
The composition and features of electronics cooling systems have beeil discussed in Chap- 
ter 2. Approaches to modelling turbulence have been introduced in Chapter 3. Also, 
in Chapter 3, the advantages and disadvantages of three techniques of turbulence niod- 
elling, i. e. URANS, ZLES and LES, have been discussed. The turbulence models have 
been validated in Chapter 6. This chapter deals with the complex flow in the idealized 
electronic system shown in Fig. 5.2. Simulation results obtained by using URANS, ZLIF: S 
and LES, are compared with measurements. 
7.2 Numerical description of the problem 
7.2.1 The configuration under study 
The geoiiiet ry shown in Fig. 5.2 is of an electronic central pr()(v or unit 
(CPU). It consists of three, main, hollow, block-like components, 
labelled 1.2 
and 3, from which printed circuit boards have been removed. 
Two fans are mounted ()1i 
the vertical walls of regions 1 and 2 respectively. These 
fans drive the air flow. Thei (ý 
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are also four grills in the geometry. The geometrical features bring about unsteady 
flow separation, recirculation and reattachment over a wide range of geometrical scales. 
Understandably it is a big challenge to model a flow having such complex flow physics. 
Addtionally, the geometrical complexity gives rise to problem definition issues such as 
the modelling of losses and turbulence structures introduced by grills. 
The maximum dimensions of the geometry are 0.75 mx0.64 mx0.2 m in the x, y 
and z directions respectively. 
7.2.2 Boundary conditions 
The boundary conditions applying to this case are now outlined. At inflow boundaries, 
the total pressure is fixed, the normal velocity set to conserve mass and the remaining 
velocity components made zero. At flow outlets, the pressure is again fixed, the normal 
velocity being set to conserve mass, with the gradients of all other variables set to zero. 
Prior to start-up it is not known which are inflow and outflow boundaries among the 
Grill 2, Grill 4 and the other two openings (i. e. flow inlet/outlet holes) shown in Fig. 
5.2. The above boundary conditions are therefore set automatically depending on the 
flow directions at each iteration. 
At solid walls, the no-slip boundary condition is employed for velocities. The settings 
of turbulence parameters at walls are dependent on the turbulence models used (see 
Chapter 3 for detail). It is found by Tucker (2000) that the results are insensitive to 
specified values for turbulence intensity, ranging from 0 to 10% at inlets. 
The slotted Grills 1 to 4 are modelled using specified loss coefficients. Energy loss 
for the grills is calculated from 
El =12K pug2 (7.1) 
where Ei is the loss of energy per unit volume of fluid with a local velocity uj passing 
through the grill. Acceptable K values found by Tucker (2000), which are 
K=2 for Grill 
1 and K=1 for others, are used here. 
Fans are considered to be infinitely thin and the discontinuous pressure-rise across 
them is specified as a function of the velocity through the 
fan. Here, as can be seen in 
7.2.3 Modelling techniques and grids employed 
Table 7.1: Fan constants. 
a (Jm-3) b (Jsm-4) C (Js2m-5) 
Fan 1 59.39 -11.869 0.4655 
Fan 2 58.94 -11.495 T 0.5379 
14 3 
Fig. 5.2, the fans are fixed in the y-z planes. Hence the pressure rise is a function of 
u. A quadratic relationship between pressure-rise and u is used and is given below 
EZ =a+ bu+cu 2 (7.2) 
where Ei is the energy input equivalent to the pressure-rise per unit volume and the 
constants, a, b and c, are given in Table 7.1. 
These constants are obtained by making least-square fits to the manufacturer's data. 
For Fan 1, measurements are made for an input voltage of 15 V. However, data are only 
available for inputs of 12 and 13.8 V. Hence, linear extrapolation is used. Fan 2 is 50 % 
obstructed. To account for this, based on tests carried out by the fan manufacturer, a 
loss coefficient of K=1 is used. 
For numerical methods of solving governing equations and transport equations for 
turbulent variables see Chapter 4. 
7.2.3 Modelling techniques and grids employed 
For URANS predictions, the following models are investigated: high-Reynolds-number 
models involving the RSM, EASM and HCubic (i. e. the high-Reynolds-number k-F 
model coupled with the cubic form of the Reynolds stresses) and zonal models of 
k- 
1/EASM and k- l/HCubic. Within the RSM, EASM and HCubic models, the two- 
equation k-E model is used as a base model. For the zonal RANS method, the 
interface 
between the linear k-I (avoiding taking models out of standard calibration ranges) and 
either the nonlinear EASM or HCubic model is set at yi, ýt =60. 
For interest, the popular 
aerospace-orientated S-A model is also tested. 
It should be mentioned that owing to the limitation of computing resources and 
high 
demands for near-wall meshes, the nonlinear low-Reynolds-number 
EASM-1. EAS\1-2 
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and cubic models were not tested for the CPU case. Instead the k-l based zonal models, 
which on computational economy grounds are of the most practical use, are considered. 
This is because incorporating the k-l model places less stringent demands on first 
off-wall grid node locations. 
ZLES computations are tested using four interface settings between RANS and LES. 
These include locally instantaneous values of y2nt set to 30,60 and a mean value of 
30, as well as using natural-length-scale compatibility discussed in Chapter 3. When 
y+ >y nt, LES with the Yoshizawa one-equation SGS model is applied. Otherwise, the 
one-equation k-l RANS model is used. 
Except for the RSM computation carried out in Fluent (using the second-order up- 
wind scheme for convective spatial terms and the fully implicit scheme for temporal 
terms), all the simulations are carried out using the in-house code. 
For spatial discretization, the second-order central differencing scheme (CDS) is used 
for zonal URANS, ZLES and LES computations. Owing to stability problems, the 
CONDIF (essentially it is a stabilised CDS scheme) is employed for the standard k-E, 
EASM and HCubic high-Reynolds-number models, and also for the S-A model (CDS 
was tried, but did not converge well). The Crank-Nicholson time scheme is used in the 
ZLES and LES, and the fully implicit scheme for URANS. 
Two grids are used in this study. One is a coarser grid, with 101 (x) x 89 (y) x 45 
(z) nodes for high-Reynolds-number models. The other is a relatively fine grid, with 105 
(x) x 99 (y) x 51 (z) nodes for low-Reynolds-number models. At first off -wall nodes ya e 
is around 2 and 15 for low- and high-Reynolds-number turbulence models, respectively. 
For low-Re-model heat-transfer predictions, y+ ,e at 
the first off-wall nodes above the 
heater are less than 1. 
7.2.4 Calculation of turbulence intensities and percentage er- 
rors 
The Fig. 5.2 geometry flow is unsteady and, surprisingly, to an extent cyclic, 
i. e. to an 
extent the flow has a coherent unsteadiness with superimposed stochastic components 
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(see section 7.3.2). Consequently, the instantaneous u-velocity can be expressed as u= 
U+ü+ u' (see Eq. (3.9)). Measurements of turbulence intensity to be compared have 
not been corrected to remove the coherent flow unsteadiness. These intensities can be 
expressed as 
T,, _ 
(u+u')2 
_ 
+2üu'+zß'2 
(7-u U 3) 
According to Nishimura et al. (2000), the cross term of coherent and turbulence 
fluctuations, üu' tiO. Therefore, in simulations, the following two forms of turbulence 
intensity are used, given by 
Uful 
Ti =U T' , l; 
2Gü + u'u' 
(7.4) 
U 
The latter, which includes both the coherent and stochastic unsteadiness, is refered 
to here as the total intensity. In TZ the periodic fluctuation (ü) is ignored/filtered out 
and only the turbulent fluctuation (u') is considered. For URANS, the contribution of 
the predicted unsteadiness component to the total intensity, T', is explored. 
For profiles where predictions and measurements are compared, percentage errors for 
u-velocity and intensity are given. The following experimental data point summations 
are made 
Eex I Uexp 
- 
Unum I Eexp I Ti, 
exp - 
Ti, 
num 
Erroru Error T, (7.5) U- Eexp I vexp II Tt Eexp I Ti, 
exp I 
where the subscripts, `exp' and `num', represent experimental data and numerical val- 
ues respectively. At points where numerical data points do not coincide exactly with 
measurements, a stiff quadratic spline interpolation is used. 
7.3 Results and discussion 
Comparisons between predictions and LDA measurements are made for the six pro- 
files/lines shown in Fig. 7.1. The exact locations of these 
lines, normalized by the 
maximum dimension in each direction for the system shown in 
Fig. 5.2, are given in 
7.3.1 Temporal velocity variations 
1, 
3 6 
Figure 7.1: Positions of velocity and turbulence intensity profiles. 
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Table 7.2. The LDA measurements have an estimated uncertainty of +5% (see Tucker 
and Pan, 2000). For temporal velocity variation comparisons, thermistor-based mea- 
surements with a ±10% error for six points on profiles 1-6 are used (see also Tucker and 
Pan, 2000). 
7.3.1 Temporal velocity variations 
Fig. 7.2 shows predicted u-velocity variations from two discretization schemes for the S- 
A model at two points. Frame (a) corresponds to the central point of Profile 1 and Frame 
(b) to the central point of Profile 5. As can be seen, the hybrid scheme (dashed line) 
gives a steady solution, while CONDIF (full line) predicts unsteadiness. As pointed out 
by Tucker et al. (2003a), the hybrid scheme has a strong damping effect on 
fluctuations. 
Fig. 7.3 compares u-velocity variations against time for the zonal non-linear models, 
ZLES and LES at the central point of Profile 5. It can be seen that, as expected, the 
4 
unsteadiness predicted by the k- l/EASM and k- l/HCubic models is much weaker 
5 3,4,6 
L-? º 
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Table 7.2: Locations of profiles investigated 
Position Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 Profile 6 
X/L 0.53 0.37 0.41 0.41 0.37 0.41 
Y/H 0.73 0.73 0-1 0.7-1.0 0.7-1.0 0-0.8 
Z/W 0-1.0 01-1.0 0.06 0.1 0.57 0.96 
than for both ZLES and LES. Also the fluctuation for LES (which has a lower URANS 
element) is stronger than that for ZLES. This feature can also be observed in Fig. 7.4. 
Fig. 7.4 shows the average predicted u-velocity amplitude against average turbulent 
viscosity for the different turbulence models. The amplitude averages are based on veloc- 
ity time traces at the centres of the profiles 1-6 shown in Fig. 7.1. The turbulent viscosity 
is computed from a volume average over the complete domain. The data represented 
by open and closed circle symbols are taken from Tucker et al. (2003a). Each symbol 
represents a separate model. As can be seen, linear model amplitudes vary significantly. 
As might be expected these decrease with increasing turbulent viscosity, µt. However, 
this clear trend does not hold for non-linear models including k- l/EASM, k- 1/HCubic, 
Speziale's non-linear model and RSM. This is understandable since a significant fraction 
of the modelled turbulence is not accounted for through diffusive modelling terms. These 
latter predict relatively low amplitudes compared with some linear models. The ZLES 
and Smagorinsky LES amplitudes have an error of around just 20%. However, the LES 
with the Yoshiziwa SGS model is in the closest agreement. 
7.3.2 Flow structure 
Fig. 7.5 shows mid x-y plane instantaneous streamlines obtained from ZLES (yam t, ave=30) 
at different times. The structure of the complex flow illustrates the occurrence of mas- 
sive separation, reattachment together with strong streamline curvature and numerous 
vortical structures. As can be seen from the plots, the flow pattern changes with time. 
The flow around the baffle plate where the heater is mounted is turned through 
180° and 
then separation occurs. 
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Figure 7.2: Comparison of two discretization schemes at Z-0.5 for the S-A model: (a) 
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Observation shows that the flow has a cyclic element. The vortex arising from sep- 
aration above the baffle plate is generated and then tends to collapse. This process is 
repeated in time. Tucker and Pan (2000) present this cyclic flow behaviour. In reality 
once vortices are generated, they should convect away with the mean flow as shown in a 
sharp 180° bend flow predictions of Chung et al. (2003). However, the ZLES results do 
not capture this physical phenomenon very well. This might be due to the use of URANS 
model in the near-wall regions which introduces a region where the modelled turbulent 
viscosity is high. Some of this convect into the LES region. Numerical dissipation is also 
likely to play a role in the rapid vortex destruction. 
Comparing Fig. 7.5 with Fig. 7.6 (b), the ZLES, as would be expected, shows more 
unsteadiness activity than the zonal k- 1/EASM URANS model. 
Fig. 7.6 (a) shows the flow pattern from the Yoshizawa-based LES (the Smagorinsky, 
SGS model gives a similar result). As expected the LES (with the lower overall modelled 
turbulence viscosity levels) predicts finer flow structures than the 
ZLES shown in Fig. 
7.5. 
7.3.2 Flow structure 
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(a) 
0 
(b) 
0 
(c) (d) 
Figure 7.5: Mid x-y plane instantaneous streamlines from ZLES at different times 
(time interval 0.5s). 
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Figure 7.6: Mid x-y plane instantaneous streamlines: (a): from Yoshizawa model; (b): 
from k- l/EASM. 
7.3.3 Velocity and intensity magnitude comparisons 
Fig. 7.7 plots the predicted U velocities against those measured for profiles 1-6. The 
left-hand figure gives the zonal linear k- Ilk - E, non-linear k- l/EASM and k- l/HCubic 
model results. The right-hand figure shows the results obtained from the ZLES and LES 
with the Smagorinsky and Yoshizawa models. Fig. 7.8 is the equivalent plot to Fig. 
7.7 but for turbulent intensities. The predictions from high-Reynolds-number models. 
i. e. k-e, EASM and RSM are shown in Fig. 7 . 9. 
Given perfect agreement, the points 
would fall on the 45° reference line. As can be seen, intensities, like velocities, are mostly 
underpredicted (most points falling beneath the reference line). 
The percentage errors in velocity and intensity for each profile and model are sum- 
marized in Tables 7.3-8, where the symbols, -' and `+', represent under- and over- 
predictions, respectively. Tables 7.3,7.1 and 7.5 present URA. S, zonal LES and LES 
velocity error results. respectively. It can be seen from Table 7.3 that for t lie k --- ( group. 
the 1j: ASM model performs better than both the standard k-E aind 1-10ihiC, Wile the 
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HCubic performs slightly better than the standard k-E. The RSM in its high-Reynolds- 
number form does not perform as well as might be expected (see later discussion). Zonal 
URANS models improve velocity predictions in comparison with high-Reynolds-number 
models. For the present complex flow, the k- 1/EASM performs better than the other 
two zonal models, i. e. k- 1/HCubic and k- l/k - E. Although the one-equation S-A 
model predictions are not as good as zonal models, the performance is better than the 
standard k-E model. However, the computational cost of the S-A is about twice that 
of the k-E. Because of instability, relative to the k-l model, the S-A requires around 
50% more computing time. 
According to Table 7.4, the four interface settings in the ZLES computations give 
similar results. For the LES predictions shown in Table 7.5, the Yoshizawa SGS model 
gives a slightly higher average error than Smagorinsky. The tables suggest that ZLES 
generally has slightly better accuracy (. -, l%) than LES. This is perhaps to be expected as 
the current grids are slightly coarse for LES (for example, at the top wall of the system, 
average Az+ - 40). 
Comparing ZLES with URANS results, the ZLES performs better than the other 
URANS predictions except for the k- 1/EASM. 
Intensity errors are given in Tables 7.6-8. The URANS results are summarized in 
Table 7.6. The data in parentheses represent average errors for Ti', and the others 
for Ti. When coherent unsteadiness is included, intensities are slightly improved (1%) 
for zonal URANS models. For high-Re models T' is virtually identical to Tt owing 
to small predicted unsteadiness. Generally, the zonal URANS models do not improve 
Ti predictions as much as for U. Table 7.6 suggests that the RSM gives the lowest 
URANS-model average error. As can be seen from Table 7.7, the natural-length-scale- 
based ZLES gives the most accurate intensities. The average ZLES error is the 
largest 
at y nt=60. 
This is due to the fact that the LES area diminishes and RANS extent rises 
with increasing Yin t. This leads to unsteadiness 
damping. 
Comparison of Tables 7.6 and 7.7 shows the ZLES method gives 
better intensity 
predictions than the zonal URANS. 
As with U, the Yoshizawa LES model (see Table 
7.8) gives a larger average error 
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Figure 7.7: Plots of measured against predicted U velocities for profiles 1-6. 
than the Smagorinsky. 
Velocity distributions for profiles 1-6 are shown in Figs. 7.10,7.11,7.12 and 7.13 
for high and low-Reynolds-number URANS, ZLES and LES, respectively. Velocities 
are normalized by the average axial velocities of the two fans (Uo 1 4.5rn/s). Spatial 
coordinates are normalized by the maximum dimension in each direction. Figs. 7.14, 
7.15,7.16 and 7.17 present turbulent intensity distributions again for the URANS, ZLES 
and LES (Note: in these plots, the LDA data are T. For URANS, T2 is used and T' 
for ZLES and LES). As can be seen from these plots, each model does not perform 
consistently for all locations investigated. Some models predict correct trends in one 
area, but not in others. This is especially true for Profiles 3 and 4. 
A possible reason for the RSM, EASM and HCubic models not performing particu- 
larly well for velocities with the present complex flow may be the use of wall function 
(see Chapter 3). The wall function is not suitable for the present nonequilibrium system. 
Also both the RSM and EASM models may not properly reproduce streamline-curvature 
effects (see Spalart, 2001). Furthermore, like other turbulence models, these advanced 
models still contain many empirical terms and their theoretical 
basis for unsteady flows 
is tenuous. 
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Table 7.3: Percentage errors in velocity for URA. NS models. 
Model Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 Profile 6 Average 
k-E -27 -19 -20 -16 -31 -34 -25 
HCubic -26 -18 -22 -17 -28 -33 -24 
EASM -25 -20 -17 -16 -30 -30 -22 
RSM (Fluent) -32 -22 -14 -14 +16 -37 -23 
S-A -24 -18 -19 -18 -13 -24 -19 
k- Ilk - -21 -16 -17 -21 -16 -13 -17 
k- l/HCubic -24 -24 -18 -22 -13 -11 -19 
k- 1/EASM -17 - 14 -13 -17 -11 -15 -15 
Table 7.4: Percentage errors in velocity for ZLES. 
Model Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 Profile 6 Average 
Yznt =30 -21 -16 -14 -16 -8 -15 -15 
yZnt=60 -19 -14 -17 -18 -8 -16 -15 
YZnt, ave=30 -22 -19 -14 -16 -8 -16 -16 
l= lmin -22 -18 -14 -16 -7 -16 -16 
Table 7.5: Percentage errors in velocity for LES. 
SGS model Profile 1 Profile 2 Profile 3 Profile 4 
Profile 5 Profile 6 Average 
Yoshizawa -27 -21 +14 +9 -12 -20 -17 
Smagorinsky -22 -17 -13 -13 -8 -18 -15 
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Table 7.6: Percentage errors in turbulent intensity for URANS models. 
Model Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 Profile 6 Average 
k-E -35 -24 +35 +24 +37 +43 +33 (+33) 
HCubic -39 -24 +50 +33 +41 +49 +40 (+40) 
EASM -37 -23 +28 +26 +30 +35 +30(+30) 
RSM -20 -15 -19 +26 -22 -38 -23(-22) 
k- 1/k - -32 -21 -25 -28 -29 -49 -31 (-30) 
k-l /HCubic -24 -14 -39 -26 -34 -57 -32 (-31) 
k- l/EASM -32 -22 -22 -24 -26 -49 -29 (-27) 
Table 7.7: Percentage errors in turbulence intensity (Ti') for ZLES. 
Model Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 Profile 6 Average 
y nt=30 -37 -24 -17 -14 -32 -27 -25 
yt=60 -38 -27 -18 -14 -35 -28 -27 
Yznt, ave=30 -34 -19 -17 -17 -30 -19 -23 
I= lmin -34 -16 -18 -17 -25 -20 -22 
Table 7.8: Percentage errors in turbulence intensity (Ti') for LES. 
SGS model Profile 1 Profile 2 Profile 3 Profile 4 Profile 5 
Profile 6 Average 
Yoshizawa -35 -15 +15 +29 
+40 +20 +26 
Smagorinsky -37 -21 -15 +14 -29 -26 -24 
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Figure 7.11: Comparison of U-velocity predictions with measurements for low-Reynolds- 
number URANS models. 
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Figure 7.12: Comparison of U-velocity predictions with measurements for ZLES. 
7.3.3 Velocity and intensity magnitude comparisons 
0.8 
0.6 
0.4 
0.2 
0 
0.0 
-0.2 
-0.4 
-0.6 
-n A 
OLDA 
Yoshizawa 
---- Smagodnsky 
OOOO 
_OO 0O 00- 0 
0.0 
0.8 
0.6 
0.4 
0.2 
0 
0.0 
-0.2 
-0.4 
-0.6 
_n n 
0.5 
z/W 
(3) 
Opppp 
O 
ýý- 
-p 
00 0 
0.8 
0.6 
0.4 
0.2 
0 
0.0 
-0.2 
-0.4 
-0.6 
n0 -v. v - 
1.0 0.0 
0.8 
0.6 
0.4 
0.2 
0 
0.0 
-0.2 
-0.4 
-0.6 
Aa 
160 
(4) 
ýý 
ý4 
__ `pO 
Z7 -0-ý- 
i 
ýO '' 
-v. v 
0.0 
0.8 
0.6 
0.4 
0.2 
0.0 
-0.2 
-0.4 
-0.6 
_n a 
-v. v 
0.5 1.0 0.7 0.8 0.9 1.0 
y/H y/H 
t> -o -o-o- an- 
, 
1 u. u 
0.6 
0.4 
0.2 
0 
0.0 
D 
-0.2 
-0.4 
-0.6 
_n a W. W 0.7 0.8 0.9 1.0 0.0 0.2 0.4 0.6 0.8 
yIH y/H 
Figure 7.13: Comparison of U-velocity predictions with measurements for LES. 
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The location of the heater and other details for experimental data of temperature and 
Nusselt number have been given in Chapter 5. 
The local Nusselt number, Nuß, is shown in Fig. 7.18. Nu., is determined by 
Nu = 
q"X 
k(T(x) - TTef ) (7.6) 
where q" is the heat flux, k the thermal conductivity, T. (x) the local surface temperature 
at X along the centreline of the heater (X(= x- xo) is a reference coordinate v-, llue, 
where X=0 corresponds to the edge (xo) of the heater). Also, Tre f is the temperature 
at the reference point just upstream of the heated surface (see Chapter 5). Frame 
(a) shows high-Reynolds-number EASM and HCubic model results; (b) low-Reynolds- 
number k- l/EASM, k- l/HCubic, k- l/k -E and S-A; (c) ZLES at the four yint settings 
and (d) LES results. As a reference, the Nu. results for turbulent flow over a flat plate, 
calculated by Eq. (7.7), is also shown in Frames (c) and (d) in Fig. 7.18. 
Nu., = 0.0308Reo. 8Pr113 (7.7) 
In Eq. (7.7), the inflow velocity is approximately determined by the bulk average velocity 
through Fan 1 (see Fig. 5.2). 
As can be seen from the plots, the models investigated perform differently. Nu is 
overpredicted by the low-Reynolds-number URANS models and underpredicted by both 
the ZLES and LES. 
Surprisingly the EASM and HCubic models using the wall function for temperature 
(see Chapter 3) appear to perform best. Thermistor-based measurements suggest the 
velocity profiles for these models over the heated-surface region have totally the wrong 
trends. 
As with velocities, the ZLES predicts similar Nu. results for each interface setting. 
Also the ZLES results seem in fairly close agreement with correlation data 
for at urbulent 
flat plate. It is important to note that the CPU Nu, measurements are much 
higher 
than those for a flat plate given by Eq. (7.7). This is to be expected. 
As the work 
of Chung et al. (2003) shows, large coherent convecting vortex structures should 
be 
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generated as a result of sharply turning the flow and these should dramatically increase 
heat transfer. The Fig. 7.5 ZLES streamline plots suggest that in the current predictions 
the vortex structures exhibit excessive dampimg. This excessive damping is consistent 
with the low ZLES Nux values. The hybrid MILES-RANS approach of Tucker (2004) 
might well increase the resolved ZLES activity and would be worth testing for future 
work. An encouraging feature of the ZLES and LES results is that they show a consistent 
behaviour, i. e. they all give similar Nu., levels and distributions. In a design context 
this behaviour is more manageable and in stark contrast to the URANS results. For the 
latter NuX appears to have much stronger model dependence. 
In a sharp-bend study, Chung et al. (2003) find the order-of-magnitude Nu changes 
for minor Re perturbations when modelling sharply turned flows intended to be a pro- 
totype of the study here. 
In addition to the substantial turbulence modelling errors, there are other factors 
causing the large Nu., discrepancy (see Fig. 7.18), which are: 
" The complex system has significant problem-definition uncertainties; 
" There is ±5% Nu., measurement error (see Chapter 5); 
9 Tucker and Pan (2000) suggest some grid-convergence error. 
7.4 Conclusions 
Predictions for the complex geometry, non-isothermal flow obtained from URANS, ZLES 
and LES have been presented. Normal-wall distances were evaluated using a Poisson 
differential-equation-based technique (see Chapter 4). Performances of the advanced 
URANS models, ZLES and LES were assessed in terms of unsteadiness amplitude, ve- 
locity, turbulence intensity and local Nusselt number accuracies. For velocities, the zonal 
k- 1/EASM model results were most accurate compared to the other 
URANS models. 
Although the k- 1/EASM model improved intensity predictions relative to the other 
two zonal models, the error was still large. Despite the 
RSM giving the lowest intensity 
error, overall the advanced high-Reynolds-number 
EASMI. HCubic and RS NI models did 
not perform as well as expected. This may be 
due to the use of the wall functions. Also. 
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Figure 7.18: Local Nu. distributions for various models. 
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many existing empirical terms may not be well suited to this unsteady complex flow. For 
example, in the RSM, the empirical terms in the pressure-strain and dissipation areas 
are controversial. 
The grids employed are not perhaps LES suitable. This is reflected by the ZLES, 
where introduction of the `BANS' model shows slightly improved accuracy relative to 
the Yoshizawa LES. However, unlike this unusual case with relatively high-Reynolds- 
numbers, most realistic electronics systems run at lower Reynolds numbers. Hence. 
LES might be applicable and perform well. For the present case, both the ZLES and 
LES gave better coherent unsteadiness component predictions than any of the URANS 
models. Even so, all models underpredicted turbulence intensity except for the k-E 
based high-Reynolds-number models. This is not surprising since this model is well 
known for its excessively dissipative behaviour. Overall, ZLES gave better predictions 
compared with the URANS in terms of velocity and intensity. 
For heat transfer, the high-Reynolds-number EASM and HCubic models show best 
agreement with measurements. However, since they gave velocity profiles with the wrong 
trend in the heat-transfer region, this is surprising. Although the ZLES, LES and the 
low-Reynolds-number URANS models have performed well for velocities, their predicted 
heat transfer results were relatively poor. The turbulence modelling errors, problem- 
definition uncertainties and grid-convergence errors are all attributed to the large A'ri 
discrepancies. 
However, it is encouraging that the LES and ZLES Nu results, although involving a 
range of modelling approaches, show a more consistent behaviour. This is to be expected. 
These approaches rely less heavily on modelling. The consistent behaviour is more 
manageable in a design context. The ZLES and LES results might be improved using 
less dissipative procedures such as a hybrid MILES-RANS approach or through use of 
fine grids and high-order discretization. 
The ZLES and LES are about five times more computationally expensive than the 
non-linear models. Although this difference in expense is not as 
high as might be expected 
(a key reason being that the non-linear models are expensive to converge), 
it is still 
problematic in a design context. 
Chapter 8 
Conclusion and future work 
This thesis has outlined predictions obtained from URANS, ZLES and LI: S cm-eriiig 
different electronic-system-related geometry flows, ranging from relatively simple to a 
highly complex CPU geometry. The performance of nonlinear models has beeil compared 
with that of linear models for all cases investigated. In the CPU case, assessinelit is 
given of the performance of URANS, ZLES and LES. The following siuni arizes the 
main conclusions drawn in the present study for the various cases. 
" 2D channel flow. The nonlinear low-Reynolds -number models, viz. I: AS\I-l, 
EASM-2 and cubic models have performed better than aiiiy lineair model (i. e. CH, LS, 
LSY and S-A) and zonal models (i. e. k- 1/k - E, k- I/EASM and k- l/H('libi(, -) in 
teams of C f, Nu and normal Reynolds stresses. 
9 2D step flow. Regarding velocity distribution and Reynolds stress J)I'Nlictimis, 
the high-Reynolds-number EASM performs better than the standard k-e and I-IC u bic" 
models. The k-E and HCubic models behave similarly. Reattc linierst length is over- 
predicted by the EASNI, while the other two models underpredict it. Iii t lie case of the 
low-Reynolds-number /,; -E models, the LSY improved prediction of the reattachtiient 
l(eiigth and near-wall velocity, compared with the LS and CH. This is c orisisteiit with 
reports in the literature. The S-A model performs well, but not as well as t 
lie I. -)Y. 
169 
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" 2D ribbed-duct flow. Compared with the k-E and HCubic, the EAS\I im- 
proves predicted reattachment length and Reynolds stresses. However, neither the near- 
wall velocity distribution nor Nu by the EASM are better than those from the other two 
models. The k-E and HCubic models again behave similarly. 
As in the case of the step flow, the LSY has improved velocity and reattachment 
length predictions, and thus too Nu, by comparison with the LS and CH. Again, this 
confirms the results from other researchers. 
The performance of the zonal models, k- l/k - E, k- l/EASM and k- l/HCubic, is 
similar to the LSY. However, the k- 1/EASM has overpredicted reattachment length. 
The nonlinear k- l/EASM and k- l/HCubic models do not demonstrate improvement 
in Nu compared with the linear k- l/k - E. All zonal models improve their respective 
high-Reynolds-number form predictions. 
For near-wall velocity and Nu predictions, most of the low-Reynolds-number models 
perform better than do the high-Reynolds-number models. However, the cubic model 
does not perform well for either near-wall velocities or heat transfer. This needs further 
exploration. 
" Square-duct flow. The nonlinear EASM-1, EASM-2 and cubic models are ca- 
pable of capturing secondary motion. However, predicted spanwise velocity distributions 
are sensitive to turbulence damping modelling in the corner regions. 
" 3D channel flow. For relatively coarse RANS grids, the k-1 based LES 
(ZLES) 
demonstrates that it performs better than the S-A based DES, and pure LES. 
9 The CPU case. For the flow field prediction, within URANS, the 
k- 1/EASM 
performs better than the k- l/k - E, k- l/HCubic, S-A and the 
high-Reynolds-number 
models. Generally, the ZLES gives better predictions than URANS. 
Given the coarse 
grids used, the LES predictions have not shown any advantage compared with 
the ZLES. 
However, the LES gives the best unsteadiness magnitude predictions, 
followed by the 
ZLES and then URANS. 
For heat transfer, none of the low-Reynolds-number models 
investigated performed 
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well. However, the EASM and HCubic models, coupled with the wall functions, showed 
best agreement with measurements. This is surprising since the velocity profiles in the 
heat transfer region have the wrong trend. The LES and ZLES predictions like the low- 
Reynolds-number URANS show considerable error in the predicted heat-transfer levels. 
However, the ZLES and LES models display a more consistent predictive behaviour 
relative to the URANS. This is useful in a design context. 
With regard to computing time, for the complex geometry generally all forms of the 
EASM and cubic were considerably more expensive than linear counterparts. However, 
the cubic models generally converged faster than the EASMI models. This is perhaps 
surprising considering its more non-linear nature. For all non-linear models, various 
terms must be introduced gradually and with care. This increases user effort and time 
input. Although generally the LES and ZLES showed robust convergence and required 
little external user input, they took around five times more computing time. 
" Recommendation for future work on the CPU case 
(a) It might be useful to apply the GGDH heat flux model (see Chaper 3) to 
improve heat transfer prediction; 
(b) If well-known stability problems can be overcome, the dynamic SGS model 
(see Chapter 3) could be usefully tested to improve LES predictions; 
(c) Non-linear LES models might also be explored; 
(d) Hybrid MILES-RANS modelling might be worth testing. This approach ac- 
knowledges the strong role that discretization errors can play in LES solu- 
tions. However, it is important not to ignore the impact of problem definition 
assumption on solution accuracy. This is an area of ongoing research. 
Appendix A 
The Tn-diagonal Matrix Algorithm 
A set of equations that has a tri-diagonal form can be expressed als 
-CCgi-i + Aici - Bibi+1 = Di (A. 1) 
where i=1,2, """, n denotes grid nodes, i=O and i= n+l indicate houn(larv nodes. 
A. 1 The standard TDMA 
Eck. (A. 1) can be rewritten as 
Oi = 
B102+ C, 
Oo-f- 
D1 (A. 2) 
A, Al Al 
B2 
q53+ 
C2 
01+ 
D2 (A. 3) ýz =22 
-42 
On = 
Bn 
On+l + 
Cn 
On-1 + 
Dn 
-472 
A, 
'472 
The forward elimination can be accomplished by removing cal from Eq. (A. 3) by 
substitution of Eq. (A. 2) into Eq. (A. 3), then removing chz frone thy' eeq{ualtion Of c 3. 
and so on unitil the equation for 0,, is obtained. The general form of O, after 
forward 
elimination is 
4ýr = ýi4ýi+t + 
Ci (. \. 4) 
1 7:? 
A. 2 The cyclic tri-diagonal matrix algorithm (CTDMA) 
where 
Ei = 
Bi 
Ai - (; iEi-1 
Gi = 
CiGi-i + Di 
Ai-CiEi-1 
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Generally, the value of 0 is known at the boundary location (n+1). The values for 0 
can then be obtained in reverse order (Q5, ß, On-l, """, 01) from Eq. (A. 4). The procedure 
is termed back-substitution. 
A. 2 The cyclic tri-diagonal matrix algorithm (CT- 
DMA) 
If a boundary condition is periodic, then 
for i=1, Oi_1 = On 
for i=n, ci+l = 01 
When i=1, Eq. (A. 2) can be rewritten as 
B1 Ci D1 
ý1 = ý2 +1 On + Al 
(A. 5) 
Substituting Eq. (A. 5) into Eq. (A. 2), then 
B2 
ý3 + 
c2GA 
ýj + 
D2 + c2D1 
02 (A. 6) 
A2 
- 
ý; 
2 
Ä A2 
-'2Ä 
A2 
- 
C2 
Al 
Repeating the above procedure until i=n, the following general form can be obtained 
from 
Oi = EiOi+l + F'iOn + Gi (A. 7) 
Bi 
- 
C; F; -i _ 
D: +C1C, -i For i=2,31 ... n, +, i = qi-C1E; _1' 
Fi = gi_C1E; _1' 
C'i 
- A; -C; Er-i 
For i=1, El =Ä, Fi =Ä and G1 =Ä. When i=n, then 
Anon = BnOni-1 + 
Cncn-1 + Dn 
=BnqS1+CnOn-1+Dn 
(A. 8) 
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After substituting Eq. (A. 5) for 01 into Eq. (A. 8), then successively for ©2.03 .""" ©_i 
until On is the only unknown left in the equation. The equation for q can be obtained 
from 
= 
(Qn-1 + Cn)Gn-1 + rn-1 
) 
Pn-1 
- 
(qn-1 + Cn) (En-1 + Fn-1 
where 
Pi = PZ-, - qz-, F'Z-l 
Qi = 9i-, Ei-1 (A. 11) 
ri = ri-i + qz-iGi-i 
(A. 12) 
Eqs. (A. 10-12) are for i=2,3, "" n-1. For i=1, Pl = An, ql = Bn and rl = 
Dn. 
Finally, by back substitution, the values of ýý_1, """ 01 can be calculated. 
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