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Abstract 
We define the class of undirected graphs associated with the feedback functions. Next, we construct 
a mapping which transforms a given feedback function into the circuit matrix of the corresponding 
graph. This mapping establishes some linear dependences between the nonlinear feedback functions, 
so it may be a useful tool for the study of such functions. 
1. Introduction 
In [4-61 some problems dealing with adjacencies between the cycles generated by 
a feedback function have been studied. One of the reasons for the interest in these 
problems is the connection they have with the problem of constructing de Bruijn 
sequences. (Cf. [3].) This has led to the notion of an adjacency graph. In this note we 
present an efficient technique for construction of a mapping U which transforms 
a given feedback function into the circuit matrix of the corresponding adjacency 
graph. We expect that a familiarity with this mapping will allow us to solve many 
problems dealing with shift-register sequences or cellular structures; examples of such 
problems are given below. It might also be worth while using U to design a family of 
group codes (Cf. [l, Section 12.61). 
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2. The main result 
J. &mnviecki 
Let k be a positive number. We consider the total functions cp : (0, l}"+{O, l} such 
that 
(P(xr,xz, ...5 xk)++%,h .-.,xk), (1) 
with XI =x1 + 1 in GF(2), called the feedback functions. Each feedback function 
cp corresponds to the partition of (0, l}k, denoted by (0, l}k/cp, composed of the sets 
A such that x=(x1, . . . . xk)EA iff (x2, . . . . &,(P(x))EA. For a given cp we define the 
undirected graph Q+,, called the adjacency graph of rp, with AE{O, l}k/rp as the vertices 
and with ec{O, l}k-l as the edges; an edge e=(eI,...,ek_r) is incident to A iff 
Acontains(O,e, ,..., ek_r)or(l,eI ,..., ek_r ). We shall construct a matrix the rows of 
which span the same linear space as those of the circuit matrix of Q,. 
Let f: (0, l}“-(0, l} be a function such that 
f(x 1,...,Xk)=f(X2r...,Xk,(P(X1,...,Xk)). (2) 
Iff(x1,...,xk)=fO(x1,...,xk-l)+fi(x1, *.., xk_ 1 ) + xk in GF(2), (the functions f. and fl 
are unique), then (2) has the form: 
.i&l, . . . . xk_l)+fO(xZ,...,xk)+fi(x1, **.,xk--1)‘xk 
+f1(x2, . . . . xk)‘(P(x1,x2,...,xk)=o, (3) 
and (3) may be considered as a system of 2k linear equations with the unknowns fo(u) 
and fi(u), for UE{O, ljk-‘. Applying linear transformations to system (3) we can obtain 
the following matrix equation 
0 ju, 
------- _c __ 
0 ... 0 0 ; 
1 1 t u; 
* I 
1 I 
11: 
I 
P 
c 
7 
I 
Mx...,o,o~ 
h(L.:.,l,o) 
ML ***,L 1) 
fi(O,...,O,O) 
fl(l..:.,1,0) 
fi(L . . . . 41) 
= (4) 
with a certain matrix UT, while V,,, is the matrix corresponding to the following 
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system of linear equations: 
r f1(O,x,, ..‘> Xk-z)+.f1(x1, .. ..%-290) 
+_fi(l,x,, . . ..xk-2)+fi(%. . . ..xk-Z. l)=o, 
for (x1, . . . . Xk-2)E{O, 1}k-2\{(1, . . . . l)}; 
cp(O,O )..., O)*f,(O )...) O)=O; 
< 
fi(xl, ~~~,~k-2,~)+%~_fi(~, ~~~,o)+x,‘fl(l, . . . . l) 
+S,o(x1 ,..., xk-2,o)+s& ,..., xk-2,0)+$(0, 
for (x1, . . . . Xk-2)E{O, 1}k-2\{(0, . . ..O)}. 
cp(O,l, . ..) l)*fr(l, . . . . l)=O; 
.,O)=O, 
where 
%(n 1, . . ..uk-I) 
k-3 
=i~~f~(t,...,t,ul,...,uk-i-2)[~(ft,...,t,ul,...,uk- i- 2)+“k-i-119 
for t~(0, l} and (ur, . ..) uk_l)E{O, l}k-‘. 
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(5) 
Theorem. The rows of the matrix U, span the same linear space as those of the circuit 
matrix of Q,,,. 
Proof. Let f A be the characteristic function of AE{O, l}k/cp, and let Fr be the matrix 
with the rows of the form [fF(O, . . . . 0), . . . . fIA(l, . . . . l)]. Each f A satisfies (2), so it 
follows from (4) that 
U,.(F,)T=O. (6) 
Then, because the family {f A : AE{O, l}k/cp} f orms a basis for the solutions of (4), we 
have 1 {0, 1 >“/cp I= 2k - (2k- ’ - 1 + rk U,), (where rk U, is the rank of U,), which implies 
2k-1-rkU,=I{0, l}k/cp\-l, 
with rkF, = 1 (0, l}k/cp I- 1. 
(7) 
On the other hand, an edge e=(el, . . . . ek_ I ) of Q, iS incident to A iff 
f”(O,e 1 )...) ek_l)=l or fA(l,eI )...) ek_ 1) = 1. But the incidence in Q, can also be 
characterized by fIA in the following way. Each f A satisfies (2), then, because of (1) and 
(3), we have 
fF(e l,...,ek-l)=fA(O,el,...,ek-l)+fA(l,el,...,ek-l); 
thereby: 
(a) e is not a loop of Qp, but e is incident to A iff f:(e)= 1, 
(b) e is a loop of Q, ifffF(e)=O for all AE{O, ljk/cp. 
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Now, it is easy to see that the zero columns of Pi correspond to the loops of Q+,, while 
all other columns of Fi establish the incidences of the other edges of Q,. 
Let Q; be the maximal subgraph of Q, without loops, and next, let U; and F; be 
the submatrices of U,+, and P1, respectively, obtained by deletion of the columns 
corresponding to the loops of Q,. Then F; is the incidence matrix of Q; and, as 
F; consists of the nonzero columns of F1, the equalities (6) and (7) imply: 
and 
U,. (F;)T=O 
where m is the number of the loops in Q,. This shows that U; is a matrix U of 
maximal rank such that U. (Fl-)T =O. It follows from [l, Theorems 7.4 and 7.51 that 
the rows of each of the matrices U span the same linear space as those of the circuit 
matrix of Q; ; the matrix U; is one of them. As rkU, = rkU; + m, there exist m among 
rkU, independent rows of U, that correspond to dependent rows of U,. These rows 
must describe the set of loops. So that, the rows of U, span the same linear space as 
those of the circuit matrix of Q,. 0 
We note that U, is explicitly stated as a function of the parameters: cp(O,O, . . ..O). 
Cp(0 ,..., 0,l) ,..., (p(O,l,..., 1); (Cp(l,X2 ,..., Xk)=1+(p(@X2 ,..., Xk), by (1)). In particu- 
lar, the column of U, corresponding to an unknownf, (u) depends on cp(Ou), only. This 
interpretation defines a mapping Utk] : cp+ U,; because of the theorem it will be called 
the universal circuit matrix for the class of the adjacency graphs. 
3. Conclusion and outlook 
The universal circuit matrix Utkl can be useful for the study of properties of the 
adjacency graphs such as: homomorphism, 2-isomorphism, and the like. For 
example, one can observe that all adjacency graphs of order k have a common 
set of 2k-2 edge-disjoint unions of circuits - defined by the equations 
fi (0~) +fi (1~) +fi (~0) +fr (~1) = 0 - and 2k-2 - 1 of them are linearly independent. 
This gives a tool which allows us to solve many problems dealing with nonlinear 
feedback functions. Let us consider some examples. 
Let Mk be the set of feedback functions p such that (0, l}k/p= { (0, l}“}. These 
functions generate the de Bruijn sequences ([3]). If 
$(x1,%., *..,Xk)=(p(Xl, *..,Xk)+xD(XZ, . . ..Xk). 
for a given feedback function cp and the characteristic function xD of a set D of edges 
which forms a spanning tree in Qp, then it follows from [3] that $E&“. Having the 
mapping Urkl one can construct elements of .&” applying an algorithm for generation 
of the spanning trees of a graph based on its circuit matrix. Probably, such algorithm 
will have the time complexity worse than, for instance, the algorithms presented in 
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[2,3], but it will be universal, that is, the same for each initial function q. Our theorem 
(condition (7) in the proof) can also be used for the recognition of the functions from 
A%‘~ in the following way. 
Corollary. Let cp be a feedback function. Then 
I(0,1}k/cpI=2k-1+1-rkU,. 
In particular: cpE.Mk iff U, is nonsingular. 
The first part of corollary suggests that the Golomb’s Conjecture: 
I{& l}“/cpI~I{0, ljklAI, for G1,..., xk)=xl, (proved for the first time in [7]) could 
also be proved with the help of u[kr. We leave this as an open problem. 
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