Abstract. In this paper, we consider the hidden subgroup problem (HSP) over the class of semi-direct product groups Z n ⋊Z q . The definition of the semi-direct product depending on the choice of an homomorphism, we first analyze the different possibilities for this homomorphism in function of n and q. Then, we present a polynomial-time quantum algorithm for the case Z p r ⋊ Z p when p is an odd prime.
Introduction
The Hidden Subgroup Problem (HSP) is the problem of finding a subgroup H hidden in a known group G using a function f : G → N, provided as an oracle, which is H-periodic, i. e. constant on all the elements of G in the same coset of H in G, and with a different value on each coset. A quantum algorithm of running time polynomial in log |G| is known when the group G is Abelian [7] but no solution is known for the general case of G non-Abelian. A solution of the HSP when G is the symmetric group would lead to an efficient algorithm solving the graph isomorphism problem and it is one of the main reason why the research community have actively worked on the non-Abelian HSP. Besides the symmetric group, it was found recently that a solution for the dihedral group using the standard Fourier sampling method would enable a quantum computer to solve in polynomial time the problem of finding the shortest vector in a lattice, at least for a class of lattices for which no efficient classical algorithm is known [10] .
The dihedral group was actually one of the first non-Abelian group for which the HSP was studied. After an early promising result [4] , few results was found until Kuperberg's first sub-exponential algorithm [8] . The dihedral group of order 2n can be defined as the semi-direct product D n = Z n ⋊ Z 2 . More generally a semi-direct product group Z n ⋊ φ Z q is defined when an homomorphism φ from Z q to the group of automorphisms of Z n is defined. Z n ⋊ φ Z q consists of the elements of Z n × Z q but the group operation is (a 1 , b 1 )(a 2 , b 2 ) = (a 1 + φ(b 1 )(a 2 ), b 1 + b 2 ). In the case of the dihedral group, the homomorphism is simply defined as φ(0)(x) = x and φ(1)(x) = −x and is often omitted in the notation Z n ⋊ Z 2 .
The main idea of the algorithm in [4] is to apply the Abelian Fourier method for Z n × Z 2 on the dihedral group Z n ⋊ Z 2 . This method, that disregards the fact that D n is not Abelian, is sufficient to obtain information about the hidden subgroup. However, extracting a set of generator of this subgroup from this information takes exponential-time post-processing and thus the global algorithm is not efficient. In the case where Z n ⋊ φ Z q is sufficiently Abelian, this method or other methods that failed to solve the dihedral case, especially the non-Abelian Fourier sampling method, may work and it is one of the motivation for considering this class of groups. Indeed, Moore et al. [9] found a polynomial-time quantum algorithm solving the HSP on q-hedral groups Z n ⋊ Z q when n and q satisfy very special conditions.
We think that these semi-direct product groups are good candidates of non-Abelian groups for which the HSP can be solved in polynomial time by a quantum algorithm and, in this paper, we aim at analyzing the different possibilities for Z n ⋊ φ Z q and the way of solving the HSP on them. In Section 2, we enumerate all the possibilities for the homomorphism φ in function of n and q. We show that defining φ for any semi-direct product group Z n ⋊ φ Z q reduces to defining φ over five classes of fundamental semi-direct product groups (theorem 4). In Section 3, we present a quantum algorithm for the HSP over one these classes of semi-direct product groups: the groups of the form Z p r ⋊ Z p when p is an odd prime and the group Z 2 r ⋊ φ Z 2 for a special definition of φ. This algorithm runs in polynomial time. To our knowledge, no other quantum algorithm can be used to solve efficiently the HSP over this class of groups. Especially, Gavinsky's algorithm [5] and Ivanyos et al.'s algorithm [6] cannot be used. The main point of our algorithm is that we do not use the Fourier sampling technique, i. e. we neither construct the uniform superposition over all the elements of the groups nor use the Fourier transform over the whole group. Instead, we create a superposition over selected elements of the groups.
We hope that these ideas will be fruitful for the understanding of the complexity of the HSP over semi-direct product groups and lead to new algorithms for other non-Abelian HSP instances.
2 Semi-direct product
Definitions and notations
We first define the class of semi-direct product groups.
Definition 1 For any positive integer n and q, and any group homomorphism φ from the group Z q into the group of automorphisms of Z n , the semi-direct product group
Because φ : Z q → Aut(Z n ) has to be a homomorphism and φ(a) must be an automorphism for every a ∈ Z q , φ is completely defined by setting φ(1)(1). The group Z n ⋊ φ Z q is obviously generated by the two elements x = (1, 0) and y = (0, 1). More precisely,
Using the fact that φ(b)(a) = aφ(1)(1) b , we obtain the relation
which will be used in almost all the group computations in this paper. Notice that all the results in this paper holds for other choices of generators x and y such that x n = e, y q = e and verifying relation (1). The dihedral group D n is actually the group Z n ⋊ φ Z 2 for φ(1)(1) = n−1. Then yx a = x a(n−1) y = x −a y. D n corresponds of the group of 2n permutations that let a regular n-polygon invariant: the n rotations associated with x a and the n symmetries associated with x a y. In general, it is difficult to give a simple geometrical interpretation of the group Z n ⋊ φ Z q The elements x a can be seen as rotations as well but the elements x a y b are much more complex to interpret than the symmetries of D n .
Number of possibilities for φ
For given n and q, how many possibilities are there for φ? We answer this question in this subsection. The automorphism hypothesis implies that φ(1)(1) is coprime with n and the homomorphism hypothesis implies that φ(1) (1) q ≡ 1 (mod n). These two conditions are actually necessary and sufficient to define completely φ. Notice that the case φ(1)(1) = 1 is a trivial possibility that leads to the direct product Z n × Z q . In the same way, if q 1 is a divisor of q and φ(1) (1) q1 ≡ 1 (mod n), then
Thus, we only consider the case of q being the smallest positive integer satisfying φ(1)(1) q ≡ 1 (mod n), i. e. the case of q being the multiplicative order of φ(1)(1) in Z n . By considering the usual decomposition Z n ∼ = Z p1 e 1 × · · · × Z p k e k , which can be found in quantum polynomial time [3] , the following map is an injective homomorphism.
We can thus determine the number of possibilities for Z n ⋊ φ Z q by determining the number of possible φ in the definition of the groups (Z p e i i ⋊ φ Z q ). Therefore, we see that it is sufficient to study only the case of n being a power of a prime number. Finding the number of acceptable definitions for φ thus reduces to finding elements of order q in Z n with n a prime power. Proof. We will prove the result by mathematical induction on r. In the following, α denote an element of multiplicative order q.
In the case r = 1, as Z * p is a cyclic group and thus q necessarily divides p − 1. Let γ be a generator of Z * p . The solutions α are elements of γ (p−1)/q . The group γ (p−1)/q is cyclic of order q and thus has exactly ϕ(q) elements of order q. Therefore the proposition holds when r = 1.
Assume the proposition holds for r = k − 1 with k > 1. Let consider the case r = k and assume p = 2. We can write any solution α as α = tp k−1 + s with t < p and s < p
By substituting, we obtain qts
). In the case q ≡ 0 (mod p), t is uniquely determined by s. Therefore, by regarding s as α in the case r = k − 1 and from the induction assumption, it is shown that a solution α exists only when p = ql + 1 and the number of solutions is thus ϕ(q). This is due to the fact that any s verifying s
and has to be rejected. In the case p | q and s = 1, if p = q it is inappropriate because α p ≡ 1 (mod p k ), but if p = q, all the values of t lead to a solution. q is the order of α because q is prime and has no strict divisors.
In the case p | q and for general s, by regarding s as α in the case r = k − 1 and from the induction assumption, if k = 2 there is no solution and if k > 2 then p = q and the s of the form t ′ p k−2 + 1 are the only candidates. In this case, by substituting in s q ≡ 1 (mod p k ) we get
Because p = 2, p | t ′ holds and thus s = 1. Therefore, if p = 2, the proposition holds when r = k.
Finally, let consider the case p = 2. When r = 2, 3, the case (iii) is easily proved using the same method than for p = 2. Assume the proposition holds for r = k − 1 with k > 3. We write α = t2 k−1 + s. Similarly to the case (ii), if s = 1 then necessarily q = 2 and α = 2 k−1 + 1 satisfies the condition. If s = 1, we have s q ≡ 1 (mod 2 k−1 ) and we get q = 2 and s is 2 k−2 ± 1, or 2 k−1 − 1 by induction. Among these s, only 2 k−1 − 1 satisfies s 2 ≡ 1 (mod 2 k ), and thus α = 2 k−1 − 1, 2 k − 1. Therefore the proposition holds when r = k.
As all the solutions of Proposition 2 are coprime with p r , they define (distinct) homomorphisms and thus (distinct) semi-direct product groups Z p r ⋊ φ Z q .
HSP over semi-direct product groups
We have determined the number of possibilities for Z p r ⋊ φ Z q in function of p and q. However, many of these solutions φ leads to isomorphic semi-direct groups as stated in the following claim.
Claim 3
The ϕ(q) semi-direct product groups that can be defined using the ϕ(q) solutions in case (i) are isomorphic. Similarly, in the case (ii), the p − 1 semi-direct product groups corresponding to φ(1)(1) = tp r−1 + 1 with 0 < t < p are isomorphic.
Proof.
In the case (i), denote by φ 1 one of the homomorphisms. The other ϕ(q) − 1 homomorphisms are actually defined by φ i (1)(1) = φ 1 (1)(1) i for 1 < i < q coprime with q. We define the map Ψ i from
. Ψ i is clearly a bijection and thus a group isomorphism.
In the case (ii), let call φ t the homomorphism corresponding to φ t (1)(1) = tp r−1 + 1. We define the one-one map
Thus, in case (i) and (ii), there is only, up to isomorphism, one semi-direct product group. Notice that, for r > 2, the three solutions of case (iii) indeed correspond to three non-isomorphic groups.
We are now ready to state the main result of this section.
Theorem 4 Any semi-direct product group Z n ⋊ Z q is isomorphic to a subgroup of a direct product 
Class 4. The quasi-dihedral groups
QD 2 r = x, y | x 2 r = y 2 = e, yx = x 2 r−1 −1 for r > 2. Class 5. The groups P p,r = x, y | x p r = y p = e, yx = x p r−1 +1 for prime p and r ≥ 2.
Moreover the five above classes are disjoint.
Proof. Direct consequence of (2), (3), Proposition 2 and Claim 3. Class 2 corresponds to case (i) in Proposition 2. Class 5 corresponds to case (ii) and to the solution φ(1)(1) = 2 r−1 + 1 of case (iii). Class 3 corresponds to φ(1)(1) = 2 n − 1 and class 4 to φ(1)(1) = 2
However, a subgroup of G 1 × · · · × G m is not necessary of the form H 1 × · · · × H m , with H i subgroup of G i . Thus, solving the HSP over groups of class 1 to 5 is not sufficient to solve the HSP over any semidirect product group Z n ⋊ Z q . But, groups of class 1 to 5 being fundamental blocks in the construction of semi-direct product groups, it is interesting to study the complexity of solving the HSP over groups of each class.
For groups of class 1, the HSP is solved by Shor algorithm. The semi-direct product groups Moore et al. studied in [9] correspond to the class 2 when r = 1 and q prime. These groups are groups of affine functions, where the semi-direct product of two elements corresponds to the composition of the associated functions. In [9] a polynomial-time quantum algorithm using the so-called strong Fourier sampling method was proposed that gives an information-theoretic characterization of any hidden subgroup of this class of group. Moreover, when q is sufficiently large, in the sense that there is a constant c such that q = Ω( p log c p ), their algorithm returns in polynomial time a set of generators of the hidden subgroup and solves thus completely the problem. However, no general solution for the HSP over groups of class 2 is known. The HSP over dihedral groups and quasi-dihedral groups (classes 3 and 4) is on open problem too. In Section 3 of this paper, we consider the semi-direct groups of the class 5 and present a polynomial-time quantum algorithm solving the HSP over them.
It is interesting to compare the commutator subgroups of all these groups. The commutator subgroup of a group G is
Therefore the commutator subgroup of Z n ⋊ φ Z q is x φ(1)(1)−1 , and its order is . This implies that the commutator subgroup of P p,r is p r−1 , of size p. By comparison, the commutator subgroup of D 2 r (and the commutator subgroup of the quasi-dihedral group QD 2 r ) is x 2 and has size 2 r−1 . For the groups of class 2, the commutator subgroup is x . Thus the groups P p,r are really the most Abelian groups among the groups of class 2 to 5. It is then not so surprising that an efficient quantum algorithm solving the HSP over P p,r exists, as shown in the following section.
Quantum Algorithm solving the HSP over P p,r
In this section we present an algorithm solving the hidden subgroup problem over the semi-direct groups of class 5, the groups P p,r for a prime p and an integer r ≥ 2.
Structure of P p,r
In this section, we analyse carefully the structure of P p,r . For clarity of presentation, we do not consider the case p = r = 2. First, using the relation y b x a = x a(bp r−1 +1) y b , it can be easily checked that
We thus obtain
and we see that (
Now we can state the following lemma.
Lemma 5 For any
gcd(a,p r ) = e and (x a y b ) j = e for any 0 ≤ j ≤ p r /gcd(a, p r ) − 1.
We are now ready to enumerate the different subgroups of P p,r .
Proposition 6
All the subgroups of P p,r are of the form x r − 1} such that x k y ∈ H. From (5) and (6), this implies that H = x t p i−1 y for a value 1 ≤ t ≤ p − 1.
P p,r have thus O(pr) subgroups. In the case p = poly(log p r+1 ), the HSP can be solved classically by checking all the subgroups. However, this method does not work for general p. By noticing that the size of the commutator subgroup of P p,r is p, we see that the quantum algorithm of Ivanyos et al. [6] solving the HSP for group with polynomial size commutator subgroup cannot be used to solve the HSP over P p,r for general p. In the same way, Gavinsky's algorithm [5] for near-Hamiltonian groups cannot be used too because P p,r is near-Hamiltonian if and only if p = poly(log p r+1 ).
Finally, notice that x tp j y is a subgroup of order p r−j . We have the following result, which will be useful later.
Claim 7
For any 0 ≤ j < r and 1 ≤ t < p the following holds
Proof. From (6)
Quantum algorithm
We now present an algorithm when the group P p,r is input by the two generators x and y. We will consider the general case of P p,r input as a set of unknown generators in Section 3.4. We now present our HSP algorithm. Denote by H the hidden subgroup of P p,r and by f the oracle function. We start by solving the HSP over x using the function f , which is trivial and takes log r (classical) steps by binary search. We obtain a subgroup
The following procedure efficiently determines, with high probability, whether H is x 2. Measure the third register. 3. Apply F p ⊗ F p to the first two registers, where F p is the Fourier transform over Z p , i. e. for each 0 ≤ l ≤ p − 1
4. Measure the first and the second register: we get two valuesã andb. Ifã = 0, then the procedure fails. Else computet = −ã p−2b mod p and outputt.
We repeat this procedure k = O(1) times. If every time we obtain the samet = 0, we conclude that
If we obtain at least two different values fort during the k repetitions, we conclude that H = H ′ .
Analysis of the algorithm
We now verify that we can determine H with sufficiently high probability by the above algorithm. Let first consider the case H = x p i , x tp i−1 y . Using Claim 5, we see that, after the second step, we obtain the state
for some a 0 . Applying the Fourier transform maps |ψ to the state
Because the measured valuesã andb satisfyãt +b ≡ 0 mod p, in the caseã = 0 we obtain t by computing −ã p−2b mod p. Thus, with probability 1 − 1/p we obtain the value of t.
Next, let consider the case H = x p i . The cosets of H being x α y β x p i for 0 ≤ α ≤ p i − 1 and 0 ≤ β ≤ p − 1, the state after the second step is
we see that the measurement of the first two registers gives valuesã andb uniformly distributed in {0, . . . , p − 1} × {0, . . . , p − 1}. Ifã = 0, we disregard the result and output an error message. The probability that this happens is 1/p. Otherwise we can computet = −ã p−2b mod p. In this case,t is uniformly distributed over {0, . . . , p − 1}.
We now consider the success probability of repeating the procedure k times and deciding whether H is x Thus taking k = O(1) is sufficient to obtain a success probability of Ω(1).
Lemma 8
In the case H = x p i , the probability that the algorithm succeeds and correctly decides that
after repeating the procedure k times is 1 − p(
Proof. The algorithm succeeds if we measureã = 0 at least once. The algorithm succeeds and correctly decides that H = x
if we obtain at least two different values fort during k repetitions. The probability this happens is 1 − p(
3.4 In the case of P p,r input as a set of unknown generators
We now present an algorithm for the case of P p,r input as a set of unknown generators. We consider P p,r as a black-box group [2] . A black-box group is a group which elements are represented by strings (of the same length) and an oracle is accessible that performs the group product: given the strings of two elements a and b, the oracle outputs the string representing a · b. We consider the most general case where the elements are not uniquely encoded. In this case an oracle is provided to check whether two strings represent the same element. In this context, even if we cannot find x and y, it is still possible to solve the HSP over P p,r .
Any element of P p,r of order p r is of the form x a y b where p ∤ a, 0 ≤ b < p, and any generating set of P p,r contains at least one element of order p r and an element which does not commute with that element.
Let the former be x a y b and the latter be x a ′ y b ′ . For these elements not to commute with each other, it is necessary and sufficient that ab ′ ≡ a ′ b mod p. We first consider the case p = 2. We find an integer l such that ((
′ mod p r−1 . This can be solved by Shor's algorithm for the discrete logarithm problem. By using l, we can obtain an element of the form x αp r−1 y β where β = 0. Actually, ( 
and a is coprime with p. Suppose we measure the coset {x c(aτ +a 
In the case H ∩ x = x p , we can determine H similarly to above. In the case H ∩ x = x , however, when we measure the third register, the resulting state is bk+b ′ k ′ =c |k |k ′ for some c. 
