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1序 論
1.1研 究 背 景
近年,制 御系か ら得 られる入出力データを用いて制御器を設計するというデータ駆動型制御器調
整法が注目を集めている.従 来の制御対象の数学モデルによるモデルベース ド制御に比べて,デ ー
タ駆動型制御 は制御器の設計における事前情報が少ない ことが利点である.ま た,設 計者が望む制
御仕様 に基いて制御器 を求めるので,制 御対象のモデ リングが困難である場合に有効である.一 方
で,制 御仕様 は制御対象の次数 よりも低次元化 された参照モデルで表現 されることが多く,制御器
によって実現可能な制御仕様であることを保証 していないので,求 められた制御羅が制御系を不安
定化 させた り,制御性能の劣化等を引き起こす可能性がある.
モデルベース ド制御器設計法の代替手法として,閉 ループ系が設計者の望む応答になるように制
御器を調整する手法が数多く考案 されている,データ駆動型制御器調整法の先駆けとして,制御器の
調整の毎に入出力データを繰 り返 し取得することで理想的な制御器を得るというlterativeFeedback
Ttining(IFT)[1]がある.この手法はモデルベース ドにおける制御器の評価関数をデータ駆動型の評
価関数で近似的に表現することで制御器の調整を可能としている,IFTにおける問題点として,制御
器の調整毎に入出力データを取得する必要がある.この問題点を解決するために,VirtualReference
FeedbackTuning(VRFT)[2]やFictitiousReferenceIterativerluning(FRIT)[3]が提案されて
いる.こ れらは一回の入出力データの取得で制御器 の調整が可能なので,制 御器設計におけるコス
トがIFTよ りも優れていると言える.こ れ らの手法に基いて,制 御対象が非最小位相である条件
に対応 したVRFT[4]も提案 されている.さ らに,多 入出力系において,雑 音を考慮 したFictitious
Correlation-b乱sedTuning(FCbT)[5]や出力にむだ時間を持つ制御対象を考慮 したFRIT[6]など
もある.上 記のような理論研究だけではな く,実際に産業界ではE-FRJT[7】として,モ デル不要な
PID調整法 として応用されている.
従来のVRFTやFRITでは入出力データを得る際に制御対象や閉ループ系に外部励振信号を印加
する必要があった,サ ーボ系は目標値変更に出力を追従させ るような制御が行われるので,目 標値
変更による外部励振信号が発生するが,プ ロセス制御では目標値を一定に保つような定値制御 が行
われることがある.し たがって,定 値制御 における入出力データを用いたデータ駆動型制御器調整
法の拡張が必要であった,ま た,定 値制御では制御対象の他に外乱モデルを考慮 しなければならな
い.定 値制御 における外乱 として確定外乱を想定 したもの としてFRITを拡張した外乱抑制FRIT
法(確 定外乱)[8」がある.確 定外乱 としてインパルス状やステップ状の外乱が想定される.こ の手
法では,確 定外乱の形状は既知であるが,そ の大きさが未知である とき,そ の大きさを最適化変数
としてデータ駆動型の評価関数に組み込んでいる,し たがって,外 乱の推定も含んだ制御器の調整
であると考えられる.
外乱が確率的な信号と想定する定値制御データでは,外 乱モデルが既知である条件下でFRITに
基づいた手法 として外乱抑制FRIT[9】が考案 された.こ こで,外 乱モデルは伝達関数で表され,外
乱信号は外乱モデルに白色雑音を印加 したものを想定する,こ の手法では,制 御対象が経年変化や
外部的要因によってノ ミナルモデル と大きく特性が異な り,本来の制御性能が発揮できない状況を
考慮 している,外 乱抑制FRITでは定値制御データを用いて変動後の制御対象の最小分散制御を達
成で きるような制御器に調整を行 う.そして,理想的な最小分散制御器が得られた場合,同 時に制御
対象の数学モデルも得 られることが分かっている.ま た,そ の他の定値制御 データを用いた手法 と
して,一 般化最小分散評価に基づいたデータ駆動型一一般化最小分散制御(Dat乱一drivenGeneralized
MinimurnVarianceContro1以下,D-GMVCと略す){10】も提案されている,D-GMVCはVRFT
やFRITと異な り,参照モデルを必要としない,ま た,制御目的が外乱抑制であるので,制御性能の
評価は入力と出力の分散で行 う,D-GMVCは制御対象 と外乱モデルの伝達関数を求めることにより,
1
最小分散制御器を獲得していることから,シ ステム同定 との関連も考察されている[11].D-GMVC
の拡張として,外乱モデルの多項式が既知である条件の下で,PIDゲイン調整[12]を提案 している.
1.2研 究 目的
本研究では主に定値制御データを用いたデータ駆動型制御器調整法に着目し,制 御不変量のi推定
を用いた外乱 モデルの同定 と制御器のパラメータに関する評価関数を導出する,制 御不変量 は制御
性能のベンチマークとして使われている[13].定値制御は制御 目的が一定であるような場合に用い
られ,プ ロセス制御で行われることが多い,ま た,プ ロセス制御では制御系にむだ時間が含 まれる
ことがあ り,制御不変量が存在する.制御不変量はフィードバ ック不変なので,フ ィー ドバ ック制御
器によって補償することができない.従 来法のD-GMVCは制御対象と外乱モデルの伝達関数の係
数を最適化変数 として制御器 を求めているので,そ れらの次数が既知であるという条件が重要であ
る.制御対象 と外乱モデルの次数はシステム同定においても重要であ り,次数のミスマッチに よっ
て制御性能 に影響 を与える可能性がある,本手法では制御対象の次数が未知である場合に設計者が
望む閉ループ応答 を形成する制御器を得る,さ らに,制 御不変量の推定から外乱モデルの伝達関数
を同定できる条件 を明らかにし,制御器に関す るデータ駆動型の評価関数に用いる.
定値制御データを用いたデータ駆動型制御滞調整 法は以下の条件 を考慮する必要がある,
① 外乱モデルの伝達関数 と次数構造.
(2)制御対象の伝達関数 と次数構造.
(3)制御対象のむだ時問.
(4)制御系の数学モデル.
(ユ)は定値制御においてどのような外乱を想定するかというものであり,通常その数学モデルが与
えられることはない,② はデータ駆動型制御器調整法のなかで伝達関数そのものが既知 とはしな
いが,次数構造が既知である条件下で提案 される手法もある.従 来の手法では外乱モデルが既知で
あることや,制 御対象と外乱モデルを同定す ることによって制御器の獲得を行っている,ま た,制
御対象の伝達関数そのものを既知とすることはないが,次 数構造が既知である条件 で提案される手
法もある.③ は定値制御データか らむだ時間 を推定することは困難であるため,既 知 とすること
もあるが,制 御不変量 とデータ駆動型の評価関数を最小化するパラメータが唯一である場合におい
てむだ時間の推定が可能である手法も提案 された[11].(4)は制御対象 と外乱モデルの伝達関数がど
の時系列モデルを取るかということである,モ デルの簡便性からARMA(Autor'egressive",toving
Average)モデルを用いたり,モデルの表現の幅 を広 げるために,BJ(Box-Jenkins)モデルが用い
れ られた りする.本研究では,BJモデルにおいて制御対象が不安定系のときに生じる問題について
考察を行った,こ れは,不 安定系において出力信号か ら制御不変量の推定を行うことはできないが,
制御不変量 と外乱モデルの関係か ら推定が可能 となることを提案する.
1.3本 論 文の構成
本論文は以下のような全6章 から構成 される.第1章 において,本 研究の背景や 目的について述
べた.第2章 では,デ ータ駆動型制御器調整法 として代表的な手法を簡潔に説明する,第3章 では,
閉ループ定値制御データを用いた制御藩設計法について詳細に述べる.初 めに,離 散時間系のシス
テムに対して定値制御を行う際に有効とされる最小分散制御 と一般化最小分散制御 について述べる,
続いて,定 値制御データを用いたデータ駆動型制御器調整法の先駆けとなった,デ ータ駆動型最小
2
分散制御を説明する.さ らに,制御系に存在する制御不変量に着目した手法を述べる.第4章 では,
データ駆動型制御器調整法と対比されるシステム同定について簡単に述べる,第5章 では,第3章
で提案 した各種法について数値シミュレーシ ョンを通 して有効性 を確認する.最後に,第6章 では
本研究のまとめと課題について述べる.
3
2デ ータ駆動型制御器調整法
本章では,初 めにモデルベース ド制御であるモデル参照制御問題について述べる.デ ータ駆動型
制御器調整法の評価関数はモデル参照制御聞題の評価関数を入出力データを用いて近似することが
特徴のひとつである,つ ぎに,デ ータ駆動型制御器調整法であるIFT,VRFT,FRITについて簡
潔に述べる,
2.1モ デル参照制御 問題
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シス テムが線形 離散 時間伝達 関数 を用 い てFig.2.1.1で表 され る とす る.rの は目標値 信号 であ
り,・t,の,:,/(t)はそれ ぞれ 入力信号 と出力信 号 を表 す.e(t>はir'(t)と1/(t)の偏 差信 号で あ り,v(t)
は外乱信号 を表す.ま た,制 御 対象をP(ガ1)で 表 し,K(ρ,2-1)は変数ベ ク トル ρに よって調整可
能な制御器 であ る,こ こで,引 数 であ るz-1は信 号 に単位 遅延 を与 え る演算子 であ り,適 宜省 略す
る.目 標値 追従制御 で は,設 計者が望 む閉ル ー プ特性M(ガ1)を 達成 する よ うな制御器 を求め るた
め に,制 御 対象 の数 学モ デルPが 与 え られな ければな らない.つ ま り,
P(Z-1).K(ρ',9一ユ)fi'f(ガ1)=(2ユ)
1十P(忌一1)K(ρ㌔z『1)
を満 たす制御器K(ρ非)を求め るこ とであ る.こ の とき,!1(t)と設計者 が望 む出力信 号Yd(t)が,
μ㈲=駒(の (22)
とな る,モ デル ベース ドの評価関数 を.Tniir(p)を次式 で定 義す る,
2PK(ρ)J
M1ヒ〔ρ)==A・1- 〔2.3)1+Pk"(
ρ)2
ここで,IHI2は7t2ノル ムを表 す.制 御 対 象が既 知 で ある とき,JM鼠 ρ)を最小 化 す る制御 器 は,
(2.1)式よ り,
M
κ(ρつ 一(2.4)(1-A・1)P
となる.こ こで,み 個(ρ)を最小化 する変数 ベ ク トル を ρ叩古とす る.デ ー タ駆動 型制御器 調整法で
は,」,1fR(ρ)をデー タを用 いて近似 的に表 す こ とによ り,デ ー タ駆動 型の評価 関数 を最適化 するパ
4
ラメー タの根拠 とな って いる.(2.1)式において,参 照 モデルMは 通常未知 であ る制御 対象Pを 含
ん でい るので,K(ρ')≠K(ρ。pt>となる.し か し,JM尺(ρ)の近似 され た評価関数 を最小 化す るこ
とに よ り,K(ρ。pt)はK(ρり をU2ノ ル ムの上で近似 して いる と考 え られ る.
2.21terativeFeedbackTUning
IterativeFeedbackTunirlg(工FT)[1】は,特 別な実験 を行 って得た入出力 デー タを用いて,入 出
力デー タの制御器 のパ ラメー タに関す る勾配ベ ク トル を入出力 データで表現 し,制 御 器 を調整す る
手法で ある.デ ー タ駆動型 の評価 関数 を導 出す るため に,以 下の信号 を定義す る.
y(p,t)-Tl;1/gyftp～ρ)・(t)+1+云耐 〔t)(2・5)
上式 は制御器 κ(ρ)を実装 した ときの出力であ る.そ の出力 と理想 的な出力 駒 との偏 差 を 訊ρ,のと
す ると,
雪(P,t)ニy(ρ,t)-IJd(t)(2・6)
となる,ま た,制 御器 κ(ρ,ガ1)による入力tt(p,t)は,
κ(ρ)κ(ρ)
v(亡)(2・7)r(t)-tt(ρ,t)=
1+PK(ρ〕1+PK(ρ)
となる,デ ー タ駆動 型の評価関数 を 」(ρ)とす る.
」(ρ)-E[{Ly(・-1)9(PT亡)}2+λ{L・a(ガ1)1`(P・t)}2](2.8)
こ こで,Ly(z-1),L,、(z-1)は設計者 が設定 するフ ィル ターで ある.ま た,λ は正数で あ り評価 関数
に対す る入 力のペ ナルテ ィとな ってい る.」(p)を最小化す るパ ラメー タ ρを求 めるため に,評 価関
数 を ρで偏微 分 し,ガ ウス ・ニ ュー トン法 を用いて,繰 り返 し最適 計算 を行 う.ガ ウス ・ニ ュー ト
ン方 は非線 形最適 化計算 の一つであ る.i回 目の更新で導 出 され るパ ラメー タを 角 とする と,i+1
回 目で は
角+1-　 ツ(∂2J(ρi)∂ρ
話∂ρ『)-1響(29)
とな る.IFTで は,(2.9)式を入 出力 デー タで表現す るので,繰 り返 し計算 を行 う毎 に入出力デー タ
を取 る必 要があ る.
2.3VirtualReferenceFeedbackTuning
VirtualReferenceFeedbackTuning(VRFT)[2]は,一回の実験 で得 た開ルー プにお ける入出力
データを用いて制御器 を調整す る手 法で ある.VRFTで は仮想参 照信 号 ア④ を参照 モデルの逆 シス
テムを用 いて,
戸(オ)==1し∫-1y(t)(2.10)
と定義す る.f(t)とy(t)との偏差 をe(t)とす ると,
e(t)=7(亡)-IJ(t) (2,11)
となり,これらを用いてデータ駆動型の評価関数をJ(ρ)とすると,
」(ρ〉-E[{L(ガ1)・t(亡)-K(ρ)L(ガ1)・ω}2] (2.12)
5
となる.こ こで,五(z-1>はプ レフィル タであ り,(2.3)式に 」(ρ)を近づ けるため に,
五(・-1>一(1-M畦(2ユ3)
が提案されている、ここで,Φuは入力u(t)のパワースペク トル密度である.(2.12)式の最適化にお
いて,制 御器の伝達関数の分子多項式のみをパ ラメータ化したものを用いると,線形最適化となる
ので最小二乗法で解 くことができる.
制御対象が非最小位相である場合,制 御対象の零点はフィー ドバ ック不変であるので,閉 ループ
系のステップ応答は逆応答 を持つ,こ のとき,参 照モデルも制御対象の零点を持つことが望 ましい.
この問題 に対 して,参 照モデルの分子多項式をパ ラメータ化することで,制 御対象 の零点の同定と
共に制御器の最適化も行う手法が提案されている[41.また,(2.ユ3)式以外のフィルタとして,入 カ
データに基づ くFIRフィルタ114]が提案されている,
2.4FictitiousReferenceIterativeTuning
FictitiousReferenceIterativeTuniilg(FRIT)[3]は,一回の実験 で得 た閉ルー ブス テ ップ応答
デー タを用 いて制御器 を調整 す る手法で ある,パ ラメー タ化 された制御器 と入出力デー タ を用 いて,
疑似参照信 号 釈ρ,のを定義す る.閉 ルー プス テ ップ応答 デー タは,
PK(ρo)
=ワ(り=7'(t)(2.14)ユ十P .κ(ρo)
κ(ρ。)r"(t)=7L(つ(2ユ5)
ユ十PI〈(ρo)
と表 され る.こ こで,ρ{〕は初期制御器 のパ ラメー タである,擬 似参 照信 号は次の よ うに定義 され る.
肝(ρ,のニK-1(1加の+y(t)
FRITの評価関数 は,擬 似参 照信号(2.16)式を用 い て,つ ぎの よ うに定義で きる.
」(ρ)-E[{蝋占)一ハ{f声(ρ,の}2]
(2ユ6)
(2,17>
(2.17)式の右 辺 は
y(t)-Mデ(P,t)=y(t)-A4(K-1(ρ)u(t)+IY(t))
=(1-M)[(t)-Mκ 一1(ρ)u(t)
=(1-M-MK-1(P)P-1)31(t)
-1一ξ響 餐≡1(ρ)y(の
と計算で きる.よ って、(2.17)式を最小化す るK(ρ)は 、
(2.ユ8)
1-K(P')K-1(ρ)=0
(2ユ9)K(
ρ)=K(ρつ
となる.し たがって,(2.17)式を最小化することで,所 望の制御性能を持つ制御器が得 られる.ま
た,評価関数の構成において,制御器の逆数が用いられるため,制御器の伝達関数は可逆であ り,そ
の零点は安定でなければならない.そ のような制約 の下で,(2.17)式の ρに関する最適化において,
PID制御器のような分子多項式にパ ラメータを持つような制御器を選ぶ と,非線形最適化問題 とな
る,こ れは評価関数がパラメータに関して線形ではないためである.こ の問題に対 して,制 御器調
整を最小二乗法に基づいて最適化するFRITの拡張 も提案されている[ユ5].
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3閉 ループ定値制御データを用いた制御器設計法
本章では,閉 ループ定値制御データを用いたデータ駆動型制御器調整法を詳細に述べる.定 値制
御データは外部励振信号を制御系に印加 しない状況下で得 られるので,従 来のデータ駆動型制御器
調整法とは異なるアプローチが必要 となる.これは,調 整に用いる入出力データの性質がデータ駆
動型の評価関数の構成に影響を与えるためである.本 章の構成として,モ デルベース ド制御の手法
である最小分散制御 と一般化最小分散制御 について述べる.こ れ らの手法は,出 力や入力の分散値
を最小化することを目的としているので,定 値制御で有効である,次 に,デ ータ駆動型の最小分散
制御について述べる.こ れは,定 値制御 データを用いたデータ駆動型制御器調整法の先駆 けとなっ
た研究[gjである.次に,制 御不変量に着 目した各手法について述べる.制御不変量は定値制御にお
ける出力信号の時系列解析によって推定することがで きる.制 御不変量の推定を用いて外乱モデル
を同定 し,そ の外乱モデルをデータ駆動型の評価関数に組み込む.
3.1シ ス テ ム の記 述
γ(オ)
十
e(t)
K(ガ1)
ω(古)
H(z-1)
碓)
P(ガ1)
"(オ)〃(孟)
Fig.3,1.11BlookDiagrarnef七hecontrolled8y唱tem
制御 目的 はFig.3.L1で表 現 される閉ル ー プシステ ムにおい て,入 力 や出力の分 散値 を抑制す る
ような制御器 κ(ガ1)を求め るこ とである.Single・・lnputSingle-OutPLIt(SISO)の線形離散時 間モ
デル であ るシステム を対象 とす る.制 御対象 をP(ガ1),外 乱 モデルをH(ガ1)で 表 し,入 力信 号 を
u(t),出力信 号 をy(t),白色 雑音 を ω㈲ とす る.こ こで,w(t)は平 均O,分 散 σ2である.こ れ ら
を用 いて,入 出力 の関係 は次 の ようになる.
y(t)ニP(ガ1)u(t)+H(z』1)w(t) (3.1)
A,を制御 対象 のむだ時間 として,(3,1>式をBox-Jenkinsモデルで表現す る と,以 下 の よ うにな る.
_s,B(専一1)c,(ガ1) 雌)
y(t)-xu(t)+D(ガ1)4(ゴ1)
こ こ で,A(ガ1),B(ゴ1),0(X-1)お よ びD(:-1)は 次 式 で 与 え ら れ る 多 項 式 で あ る.
A(ガ1)=1+al=-1+(t,2ゴ2+・ ・+α π評 →'q
B(ゴ1)=b。+bl=-1+う2ゴ2+…+b。hZ-'恥
C(=-1)=1+c1ガ1+c2ゴ2+…+Crl.rゴ"e
D(z-1)=1+で 」1;-1+``2堵一2+…+`1、 、,,:-nd
(32)
(3.3)
(3.4)
(3.5)
(3.6)
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ここで,?la,?Zb,nc,ndは整 数であ り,そ れ ぞれ多項 式A,B,C,Dの 次 数 を表 す.ま た,制 御
対象 と外乱 モデル の伝 達関数 は,
z一κBP(
ズ1)=(3.7)
H(ガ1)一 号(3・8)
となる.また,σ とDは 安定多項式であるとする.こ こで,安 定多項式とは,多項式の根全てが単
位円内に存在することである.
3,2最 小 分 散 制 御
Box-Jenkinsモデルにおける最小分散制御器を導出す る.最小分散制御は次の評価関数JMvcを
最小化する制御則を求めることである.
」Mvc-E[{y圃}2](3・9)
こ こ で,E[dは 数 学 的 期 待 値 を 表 す,制 御1則 を 求 め る に あ た り,(3・10)式で デ ィ オ フ ァ ン ト ス 方 程 式
を 定 義 す る.
0=DE十2-kF(3ユ0)
多 項 式E〔2-1),F(2-1)は そ れ ぞ れ
E(z-1)二1十 ε12一ユ+e2z-2+…+ek一 ユガ(L-1)(3・1i)
F(・-1)一∫。+ゐ ・一'+∫ ・・-2+…+ん ・一'～∫(3・12)
で あ る.こ こ で,多 項 式Fの 次 数 町 は,E,Fが(3.ユ0)式 の 一 意 解 と な る よ う に 決 定 す る ・
・・∫=IIlax{・・己一1,n。-k}
次 に,時 刻f+kに おけ る出力 を時 亥[lt以前の信 号 と時刻t+1以 後 の信 号 に分離 す る.
Bo
yi(t+k)-7工雌)+IZiW(t+k')
一 争(t)+(9-kFE十
D)w(t+k')
一争(t)+£iw(t)+Eω(t:+k)
=:lllu(t)+吾(書1ヴ(t)-2一器(t))+Ew(t+A')
BC_2-k'BFFstL(t)十Ew(t十k)=ZiiFly(亡)+
AC
BDEF
?t(t)十Ew(t十k)=万y(t)+Ae
(3.13)
(3.14)
w(t+紛 は未知 の白色雑音な ので,時 刻 εにおける出力 のkス ッテプ最 適予測値;el(t+klt)をv,(t),
眠 の を用 いて,
;9(t+κlt)一{!ノ(t)+翌ぎ 冠(の(3・15)
と表 す こ とがで きる.g(t+klt)は時刻t;までの入 出力 デー タで構成 され る,こ こで,(3.14)式を
9(t+klt)を用いて表す と,
望ノ(オ十1の==lij(t十メ官1オ)→-E}ω¢→-k)(3・16>
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とな る.(3.16)式を(3.9)式に代入す る と,
」・・vc-E[{曽(t十k・lt)十Ew(t十k)}2]
-E[{0(酬 の}2]+2E[9(酬 亡)Ew(t・+k)]+E[伽(亡+k)}2]
-E[{!?(亡+刷2]+11EIllσ2
(3.17)
と計算 で きる,こ こで,σ2は 白色雑 音 ω(t)の分散 で ある ことに注意す る.ま た,計 算 の過程 で以
下の 式を用い た.
E[g(t十klt)Ew(t十k)】ニ0(3.18)
(3.18)式は時 刻tま での入 出力デー タで構 成 され る信号 す(孟+碗)と,時 刻t+1か ら時 刻t+kま
での 白色 雑音 か ら構 成 され る有色雑`EsEu,(t+k)は無相関 であ る とい う意味 である.Jntvcを最小
化す る制御入 力 は,
曽(t十んi亡)=O(3ユ9)
を満 たす もの で ある.上 式 を 雄)に ついて解 くと,
AF
室ノ(t>(3・2〔 工)廿(亡〉一 一BDE
が得 られ る.よ って最小分散 制御eeKMvcは
A、F(3 .21)KMv(二・=-
BDE
とな る.最 小分散 制御器 を実装 した閉 ルー プシステ ムの相 補感度 関tWT、vvcと感度 関数 θMvcは,
T・vc-・ 一感(322)
S-一 誓(3・23)
となる.し たがって,最 小分散制御では相補感度関数と感度関数は制御対象のむだ時間 と外乱モデ
ルの伝達関数から構成されることがわかる.こ こで,JMvcの最小値をJnivc'とすると,
JMvσ一11Elllσ2 (3.24)
となる.
3.3一 般化最小 分散制 御
最小分散制御では,出 力の分散の最小化が目的であるが,入力の分散は考慮 していない.ま た,最
小分散制御では,制 御対象が最小位相系のみを対象 として,む だ時間が既知でない と制御を行 うこ
とがで きないとい う問題がある.本 節では,Box-Jenkinsモデルにおける一般化最小分散制御器を
導出する.一 般化出力 φ¢+κ)を
φ(オ十 た)=y(t十k)+Qu(t) (3,2D「)
と定義する.こ こで,多 項式Qは 設計者が決定するパラメー タである.通 常 は一般化出力は,¢(・t+K・)=
Q,y(t+K・)+Q2u(t)と表 され るが,簡 単 のためQ1ニ1,Q2ニQと し,議 論を行 う.一 般化最小 分
散制御 におけ る評価 関数 をtJICitivcを
JG・vc-E[{φ(t+k)}2] (3,26)
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と定義す る.制 御則 は(3.26>式を最小化す るもので ある・(3.16)式を用 いてdi(t+k:)を計算す る と・
φ(古十k)=す(舌一トたrlオ)十Qu(の十Euノ(オ十k)(3・27)
とな り,JGnivcは,
tJCMva=:E[{t(t+klt)+Q・・,(t)}2]+E[{E7w(t+k)}2](3・28)
と計算 で きる,よ って,JGMVCtを最小化 す る制御 入力 は,
ρ(t十斥1オ)十・(?u(孟)==0(3・29)
を満 た さなければな らない.(3.15)を用 いて,
BDEF9(
t+K'lt)+卿)一∂y(t)+κ 吻+Q姻
(3.30)
一 ぎy(t)+BD㌃孟σQ鴛(t)
と計算 で きる ことか ら,最 適な制御 入力 は,
AF
y(t)(3・31)u(の=-BDE+AC',[?
となる.し た がって,JGMvcを 最小化 す る制ap;9KG・A・tvcは,
AF(3
.32)κGAfVσ=BDE
+ACQ
と表 す ことが でき る,κG,vγ(・を閉 ルー プシステム に実装 した ときの相 補感 度関数71σMv`・と感 度
関数5σMv(・は,
F
矯Mvc=z-k(3.33>BO+且cQ
BDE+ACQ(3 .34)SGMVC=
BC+ACQ
ここで,JGMvcの 最小値JGMvoは,
ゐWc判1酬1σ2(3・35)
となる,
3.4デ ー タ駆 動 型 最 小 分 散 制 御
本節では,閉 ループ定値制御データから最小分散制御器のパラメータを調整する手法について述
べる.
3.4.1分散評価に基づく外乱抑制FRIT法 を用 いた制御器とモデルの同時更新
ここで,以 下の仮定を設ける,
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仮定3.1多 項 式0(ガ1),D(z-1)は次数構 造 と係数 は既知 であ る.
仮定3.2多 項 式 取g-1>,、B(z-i>の次数構 造 は既 知で あるが係数 は未知で あ る.
仮定3.3む だ時間kは 既知 であ る.
仮定3.4多 項式A(ガ1),B(ガ1),σ¢-1)及びD(z-i)は既約で あ る.
仮定3.5多 項式 五(z-1),C(z-1)及びD〔 ガ1)はモ ニ ックである.
仮定3.6多 項式B(ガ1)は 安定 多項 式であ る.
仮 定3.6は,多 項式Bは 制御対象 の分 子であ り,最 小分散 制御器 κMvcの 分母 に存 在す るので,
不安定極 と不安定零点 とのキ ャンセル を起 こ し,閉 ル ー プが内部不安定 となるの を防 ぐためで ある.
閉ルー プ定値 制御 データはFig,3.1.1において,r(t)=oとして得・られる もの とす る と,以 下の よ
うにな る,
w(t)(336)〃ω 一1十PK
KH
{⊥J〔t〕(3.37)冠(の一 一1
十PK
この入 出力 デー タを用いて制御 器 を調整す るため に,FRIT法 で用い られ る擬似 参照信 号 軒(p,t)[3]
を利用 する.擬 似参照信 号は制御器 をパ ラメー タ化 して,以 下の よ うに定義 され る.
F(ρ,t)二五㌔1(ρ)u(t)十IJ(t)(3.38)
ρ 一[ρ 岡T∈IRI・(・+・),ρN==[PN(1)・ ・-PN(,)]T∈RI・p,PD-[PD{・)…ρP(,)]T∈Rl… と
す る と,調 整可能 な制御 羅 は
ρN(1)+ρN②ガ1+…+ρNψ)ガP+1κ(
ρ,Z-1)=(3.39)1+ρ
D(・)ガ1+一・+ρD(,)z-q
となる.パ ラメー タ化 した制御器 をシステム に実 装 した と きの相補感 度関数 丁(ρ〉と感度関 数8(ρ〉
は,
PK(ρ)(3
.40)T(ρ〉=1
+PK(ρ)
1
(3.41)s(ρ)ニ1+PK〔
ρ)
とな る.こ れ らを用いて 蝋ρ,のを計 算す る と,
y(ρ,亡)=T(ρ)7"(ρ、の 十s(ρ>v(t)
-
1撫 ρ)〔K-1(ρ)繭(の)+s卿P
r+Pk'(ρ)IL(t}+T(ρ)IJ(t)+S(ρ)"〈t)(3,42)
=s(ρ)(y(の一IJ(の)十T(ρ)写(t)十s(P}v(の
=(T(ρ)十s(ρ))?y(t)
二 宮㈲
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となる.こ れは,任 意 の制御 器 ∫((ρ)を用 いて得 られ る擬 似参 照信 号 を利用 す るこ とで,初 期出力
を再現で きるとい うこ とである.し たが って,得 られ た出力デ ータy(t)と参照 モデルT(ρっ に擬似
参照信 号 を通 した信 号 が近 づ くようなパ ラメー タベ ク トル ρを求 め ること を可能 にす る.こ こで,
グ は最小分散制御 器 のパ ラメー タを表すも のとす る.次 に,y(t)とT(ρ)駁ρ,のの偏差 を 巴(ρ,t)と
す る と,
e(ρ,の=t1(の一ヱ■(ρ)声(ρ,の 〔3.43)
となる.上 式を用 いて,デ ータ駆動型 の評価 関数 をJD(ρ)とす る と,
」D(ρ)=E[{e(ρ,t)}2](3,44)
で定義する.外 乱 の伝達関数が既知であるこ とか ら,T(ρっ とS(グ)は 既知 となる.こ こで,T(ρっ=
7滋vc,5(ρっ=・SMVσである ことに沖意 す る、 よって,e(p,t)は,
e(p,t)一"(t)-2-k吾i(ρ,t)(3・45)
と表現 で きる.パ ラメータ化 され た制御器 は,制 御 対象の次数構 造が既知 であ るこ とか ら,
A(ρ)Fκ(
ρ)一(3.46)B(
ρ)DE
と表 現す るこ とがで きる.し た がって,制 御対 象 のパ ラメー タ化 と制御 器のパ ラメ ータ化が対応 し
て いる ことが分 かる.こ れ らを用 いてe(ρ,t)を計算 す る と,
・綱 一μ(オ)一ガ八吾(餐雑 嘲+Ψ(の)
-o÷F"ω 一ガ際 離 趾¢)
(3.47)
一%(t)一・一際1欝 嘲
一誓(ly(の一・一畷ll;姻)
が得 られ る.こ こで,JD(ρ)の最 小値 を考 え る(3.42)式よ り,c(グ,のは,
巴(ρx,t)=二5「(ρ')v(の
一{ぎ 号姻(3・48)
一 伽 ω
とな るので,,JD(p')は,
」p(〆HIEIIIσ2(3、49)
とな る,こ れ は,JMVσ の最 小値 である み∫vcと一致す る.つ ま り,デ ー タ駆動型 の評価 関数 で あ
るJD(ρ)を最小 化す るこ とに よ り,制 御器 の調整 を可能 とす る.
3.4.2外乱の動特性 が未知の場合 のデー タ駆動 型最 小分散制御
(3、46)式よ り,パ ラメータ化 され た制御器 κ(ρ)は,制 御対象 と外 乱モ デル の伝 達関数 の次数 構
造が既知 であ ることか ら,
11(ρ)F(ρ)(3
,5〔〕)κ(ρ)-B(
ρ)P(ρ)E(ρ)
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とお くことがで きる,K(p)の構造 が(3.50)式の よ うに,パ ラメー タ化 された多項 式の積 で記述 さ
れ ているので,(3.47)式のよ うな計算 を行 うことがで きる.し たが って,(3.47)式を利 用 して,e(ρ,t)
は,
・(P,t)=11(t)一ガ留(B〔ue)7$)fi)(ρ)u(t)+y(の)
(3.51)
-D(ρ)E(ρ
o(ρ)〕(・J(t)一専一た蚤 鍔)u(t))
と計算される.こ こで,制 御対象 と外乱モデルの伝 達関数をパラメータ化 したものをそれ ぞれ,P(ρ),
∬(ρ)とする と,
_kB(ρ)(3 .52)P(ρ)=:五(
ρ)
σ(ρ)(3 .53)ll(ρ)=
D(ρ)
とな り.こ れ らを用 いて,(3.51)式を整理 する と,
e(ρ,t)ニE(ρ)H-1(ρ)(y(t)-P(ρ))t`(t)) (3.54)
が得 られ る.ま た,(3.54)式は一段 予測誤差 ε(ρ,t)[19]にE(ρ)を作用 させ たもの とな る.ε(p,t)は,
システム 同定の予測誤差 法 において用 い られ,次 の 式で定義 する,
ε(ρ,の;月 「一1(ρ)(y(t)-P(ρ))tt㈹ (3,55)
また,予 測誤差法の評価関数は以下の式で定義される.
J。=E[{・(P.の}2] (3.56)
したが って,外 乱モデルの動特性 を未知とした場合のデータ駆動型の評価関数は予測誤差法の評価
関数に近いものが得 られることが分かる,こ れは,制 御対象と外乱モデルの伝達関数の次数構造が
既知であるという仮定か ら,予測誤差法と類似 した と考えられる,ま た,最 小分散制御器 は制御対
象 と外乱モデルから一意に決定されるので,制 御対象 と外乱モデルの動特性を同定するというシス
テム同定の目的と入出力データを用いて最小分散制御器を求める手法が結果的に近いもの となった
と推測 される,
3.5分散評価に基づく制御不変量の推定を用いたデータ駆動型制御器調整法
本節では,先 行研究[16]の内容 とその課題の解決 と理論的な拡張について述べる.3.4.1項では,
外乱モデルの動特性が完全に既知の条件の下で制御器の調整を行った.し か し,外乱モデルの動特性
が既知であるということは現実的ではない.し たがって,本 節では外乱モデルの動特性が未知の場合
の制御器調整法を提案する.そ の中で,制御不変量の推定を用いて外乱モデルの伝達関数を推定 し,
制御器に関する評価関数 を導出する.ま た,こ こでの制御目的は,VRFTやFRITと同様にして設
計者が与える参照モデルを達成する制御器の獲得であるとする,こ こで,以 下の仮定 を設ける.
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仮定3.7多 項 式.4(ガ1),B(ガ1)の次数構 造 と係 数 は未知 で ある.
仮 定3.8多 項 式0(ガ1)及 びD(2-1)の次数 構 造 は既 知で あるが係 数 は未知 で ある・
仮 定3.9む だ時間kは 既知 で ある.
仮 定3.10外 乱 モデル の多項 式の次数 はnc=71d=nと し,k≧2n+1を 満たす とす る.
仮定3.11多 項 式A(z-1),B(z-1),0(z-1)及びD(z-1)は既約 であ る・
仮定3.12多 項 式A(z-1),0(ガ1)及びD(g-1)はモニ ックであ る.
仮定3.13多 項式A(ガ1),、B(2-1),0(ガ1)及びD(z-1)は安 定多項 式であ る
3.5.1制御 不変量 の推 定方 法
出力信 号 Ψ(のを用 いて,制 御不変 量E(2-1)を推定 す る.定 値 制御 にお ける出力信号 は,
卿(の望ノ(孟)ニ
1十PK(3 .57)ACY
=
D(Ay+。-kBX)w(t)
とな る.こ こで,制 御器 ∫fを多項式X,yを 用 いて,
i〈-1(3・58)
と した.こ こで,伝 達 関数Gを
G=1十PK
(3,59)ACY
D(AY十2-kBX)
とする.そ して,
y(t)ニGw(の(3・60)
とな るような伝達 関数 を時系 列解析 に よって推定 す る.こ れ は,畷 の の 白色雑 音の性質 か ら推定す
る ことができ る.推 定 され た伝 達関数Gを 多項式N,Mを 用 いて,
∂ 一 嘉(3・6・)
と表 し,Gを ∂のk:-1次までのインパルス応答モデルrに 分解す ると,
痔 一F+・ 一倫(3・62)
と 計 算 す る こ と が で き る.こ こ で,rは
rニ1+oriZ-i+722-2+…+:・k_19-〔 鳶一1)(3.63)
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とな る,こ こで,伝 達 関数Gのk-1次 までのイ ンパル ス応答 は,
σ=1
十PK
-u(PK1-
1十PK)
PKH(
3、64)・=H-1
十PK
ガ 乱FPKH=E十 一
1十PKD
-E+ガ ・(FzhPKH
D1十PK)
とな り,多 項 式Eと 一致 す る,し たが って,Eは 制御器 κ に依 らない値 となるの で,制 御 不変量
と呼 ばれ る.ま た,G・Gな らば,PニEと なるので,出 力信 号iJ(t)から制御 不変量 を推定 す る
ことが で きる.
3.5.2制御不変Rの 推定を用いた外乱モデルの伝達関数の計算
(3.10)式を再掲す る.
0=DE十 竃一hF(3,65)
最小分散制御 では,デ ィオフ ァン トス方程式 を多項式C,Dが 既知 である条件 の下で多項 式E,Fを
求 めた.こ こで,多 項式Eが 既知であ る条件 の下 で多項 式C,Dを 求める ことを考 える,仮 定3.10
よ り,C,Dの 未知 の係数 の数 は2nと なる,し た がって,k≧2n+1の とき,係 数比較 法に よ り
多項 式Fに 無関係 な方程式 の数 が2n以 上 とな り,C,Dの 係数 を一意 に決め る ことが で きる.実
際 に制御 不 変量Eか ら外乱モ デル の多項式 を解 く.0,Dの 未知 パ ラメー タで ある係 数 を
c-【・、c、_c。]T∈R・1・1(3.66)
d-[d、d、_d。]T∈R・x1(3.67)
と表現す る,ま た,既 知で ある制御 不変 量Eの 係数 を　
Vl=[ele2...en】 ∈Rnx1(3,68)　
v2-le。+1(・n+、_・、。]ER"・x1(3.69)
と 表 現 す る.こ れ ら を 用 い て,(3,65)式を 係 数 比 較 法 を 用 い て 解 く と,
cニVl-1-II-2-1v2(3,70)
dニ_F葺1"2(3,71)
と な る.こ こ で,行 列r1,r2
1「ユ=
1'2ニ
?
?
?
?
en_1en_2
etletl_1
en十1e・n
e2・n_1己2n_2
?
?
?
?
ー
?
?
ー
?
?
?
?
en
∈Rti×n
dRiixn
(3.72)
(3.73)
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となる.次 に,行 列 丁2は正則 行列 であ ることを示す.
定理3.1既 約 な多項式 σ,Dか ら得 られ る制御不変量Eの 係 数 を(3.73)式の ように並べた行列T2
は正 則で ある.
証 明1次 の厳 密に プロパーな伝達 関数 正f1のマル コフパ ラメータを考 える.
σH
l=万 一 ユ(3 .74)
=ε、ガ1+e2・-2+…+e2。z-2"+…
上式 よ り,Hlの マル コフパ ラ メー タは多項式Eの 係 数で ある、 また,0,Dが 既約 な多項 式 であ
る ことか ら,Hlの 分子 多項式 の0-Dと 分母 多項式 はDは 既約で ある.よ って,H1に 対 す る最
小実現 の状 態方程式 の次数 は π とな る.ま た,∬ エのマル コフパ ラメータを用 いて作 られ るハ ンケル
行列Hv∈RTiXnの行列 式 は,
ele2'"erl
e2e3'"eTL-1
detHv= ,
(3.75)
ene71十1L"巴2n
=(-1)ade七r2
≠O
a-{il}i2,・'(it'nisodd,)(3.76
i(ifn,isevel・ ・))
とな る,こ こで,Hlの 次数 力㍉1であ るこ とか ら 私.は 正則行 列であ ることに注意す る.よ って,1「2
は正則行列 とな る.口
以 上よ り,制 御 不変量Eか ら外乱 モデル の伝 達関数 π が計算 可能で ある.
3.5,3分散評価 に基づ くデー タ駆動型制 御器調整 法
Gの 推定値Gか ら制御 不変量Eを 計算 し,Hの 推定値Hを 得 られた とす る.こ れ らを用いて入
出力信 号 に対す るフィル タL1,L2を 構 成す る.
五1=σ 一1-H一工(3.77)
.乙2=.R一一1(3、78)　
っ ぎに,制 御 器の翻 能なパ ラメー タ ρ・=[ρ岡 ∈RI・(・+Cl),pN-[PNCI)師)]T∈
　
RIXP,ρDニ[PD{1),..ρD{q)]∈Rlxq,とす る と,調 整 可 能 な 制 御 器 は
ρNω+ρN⑧ ガ1+…+ρN(p)Z"P+ユ(3 ,79)κ(ρ)ニ
1十ρD(1)z-1+…+PD〔q)z-q
となる.(3.79)式を用 いて定値 制御 デー タを用 いた デー タ駆 動型制御器 調整 に関す る評価関数J(ρ)
を(3.80)式で定義す る・
」(ρ)一毒 童 脚 聯)+T・L・u(t))・ 醐
t;1
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こ こで,Nは 入 出力信 号のデー タ数 を表 し,S',T*は 設計者 が所望す る感 度関数 と相補 感度関数
で あ り,理 想 的な制御器 κ(ρっ を用 いて,
1(3
.81)s'ニ
1十P」K(ρつ
PK(ρつ(3
.82)T㌔=1
十PK(P')
と表現で き る.こ こで,入 出力信号 にGニC,HニHの ときの フィル タを施 した と きの信号 はそ
れ ぞれ,
Lly(の=(G-i-H-1)y(の
PK(3.83)=
1+Pκ 雛)
五2u(t)ニH-1u(t)
κ(3・84)=　
1+Pκ 廻(t)
とな る.次 に,(3,80)式について,G=G,Hニffの とき,評 価関数 の誤差 ε(p,t)は,(3.81)式,
(3.82)式を用 いて
ε(ρ,の=s'K(ρ)Ll?」(t)十T'L2u(孟)
一
(、{辮1貢綴)w(t)(3'85)
と計算で きる.」(ρ)を最小化する ρはρ=グ となるが,制 御対象Pの 次数構造は未知であるの
で,与 えられた制御器構造K(p)の中にK〔ρっ が存在するとは限 らない.し たがって,〔3.80)式を
最小化する制御器 κ(ρ)は,K(ρ‡)の低次元化された制御器であると考えられる,
3.5.4制御不変量の推定を利用 したデータ駆動型PIDゲ イン調整法
(3.79)式は制御器を一般的な形で与えたが,実 際の現場ではP工D制御器が用いられることが多い.
本項では,速 度型PID制御器のゲイン調整について述べる,定値制御では以下のように定義される.
△u(e--Kp(会+△+舞 △2)y(t}(3・86〕
こ こで,△ ニ1-k:-1,Kpは比例 ゲイ ン,Tiは積 分時間.Tdは 微分 時間,Tsは サ ンプ リング時間
を表す.ま た,パ ラメー タベ ク トル ρニ[Pl,p2,p3】Tを用 いてパ ラメー タ化 された制御器 κ(ρ)を
〃エ+,'2ガ1+ρ3富一2κ(ρ)ニ
1_:-1
と す る.こ の と き,PIDゲ イ ン と パ ラ メ ー タ ベ ク トル ρ の 関 係 は,
Rl-K・(工 』Td1十一 十一鴇 牲)
P・一 一Kp(1+2舞)
ρ・一禮
となる.制 御器の調整ではpを 最適化変数 として求め,PIDゲインを計算する.
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(3.87)
(3.88)
(3,89}
〔3.90)
PIDゲインを求めるにあた り,参照モデルを決定する必要がある.PID制御器の設計法[17]は制
御対象の部分的な情報を用いて行うべきである.出力データに着目した手法として,Ziegler-Nichols
のステップ応答法や限界感度法が知 られているが,参 照モデルを指定する制御器設計の方が融通性
に優れ る,し かし,定値制御データを用いて参照モデルを決める場合,制 御 目的が最小分散制御で
あれば外乱モデルの多項式とむだ時間で参照モデルが決定 されるが,一 般化最小分散制御や入出力
信号の%2ノ ルムの最小化 を達成するときの相補感度関数や感度関数を予め決定することはで きな
い.し たがって,参 照モデルはステップ応答データなどによって時定数,む だ時間,逆 応答の有無
が明らかになってか ら指定することが望 ましい,ま た,制 御性能が劣化す る前 における制御刻象の
事前情報から参照モデルを決定することも可能であるので,定 値制御データを用いて参照モデルを
指定することは可能である,
3.5.5制御性能評価を考慮 したデータ駆動型制御器調整法
本稿では,制御性能評価 に基づいて参照モデルを調整する手法を提案する.従 来のデータ駆動型
制御器調整法は,調 整後の制御器 を実際のシステムに実装す るまで制御IP生能を評価 されていなかっ
た.こ のため,ひ とつの参照モデルに対して制御器を得るとい う構造 になっている.本 手法では複
数の参照モデルを用意 し,対応する制御器の制御性能を定値制御データを用いて推定することを考
える.
定値制御における制御器の制御性能指標 」1(ρ)を(3.91)式で定義する.
H2KH2(3 .91)み(ρ)=λ1
1+PK(ρ)、+λ21+Pκ(ρ)、
ここで,λ1,λ2は0以上の実数であるとする,(3.91)式は定値制御における入力と出力の分散値に
重みを付 けて和 を取 ったものである,(3.91)式は最適 レギュレータ問題のように,制御入力に制限
を設けて制御性能を評価するものである,例 えば,λ・2=0とすれば,最 小分散制御の評価関数と等
価にな り,λ2が大きい値 をとれば,制御入力 として大 きな値を取ることは許されない・
次に,目 標値7'(t)に対する制御器の制御性能指標 ゐ(ρ)を(3,92)式で定義する.
ゐ(舳 鎗@一 、舞 ～ρ)・(の2+福鎗(1+聖(ρ)・(舌)ア(392)
ここで,為,λ4は0以 上の実数 である とす る.(3.92)式は,目 標値 に対す る出力信 号 の偏 差の分散
と入力 の分散 に重 みを付 けて和 を取 ったものであ る.次 に全休の制御性 能指標 を 」(ρ)とし,(3.93)
式で定 義す る.
」(ρ)=ゐ(ρ)十」2(ρ)(3・93)
」(p)を最小化す るパ ラメー タpを 解析 的に解 くこ とは困難 であ り,制 御 性能評価 を行 うには制御器
を実装 し,入 出力デー タを得な けれ ばな らない.
こ こで,J(ρ)を参照 モデルTSと(3.80)式の最適化 によって得 られたK(ρり で近似 す る.こ こ
で,グ は(3.8e)式を最小化 するパ ラメータで ある.こ の最 適化に よって得 られた制御器 を実装 する
と,稲 補感度 関数 と感度 関数 は
T(Pつ=T*
s(ρ')=5申
(3.94)
(3.95)
とな るので,J1(グ)を
み(ρ)一λ・3酬:+λ ・1∬(グ剛: (3、96)
18
と近似 し,」2(ρっ を
J、(P')一λ、詑 ヶ(t)一岡)・+λ ・詑(s'K(P'〉 ・(e)・(3.97)
t=1t=1
と近似することができる.こ こで,グ は参照モデルT*に よって変化するので,任 意の参照モデル
にたいして,」(グ)を計葬することができる.
3.6不 安 定 なBox.Jenkinsモデ ル にお け る制 御 不 変 量 の推 定方 法
本節ではBox-JenkinEモデルにおいて制御対象が不安定極を持つものを対象 とする.制御対象の
不安定極の影響により,出力信号の時系列解析が真のモデルを推定できないことを示 し,新 しい推
定方法を提案する,次 に,本 節におけるモデルの仮定を設ける.
仮定3.14多 項式A(ガ1),B(ガ1)の次数構造 と係数 は未 知であ る.
仮定3.15多 項式0(ガ1)及 びD(g-1)の次数構 造 は既知 であ るが係 数 は未知で ある.
仮 定3.16む だ時 間kは 既知 であ る.
仮 定3.17外 乱 モデルの多項 式 の次数 はnc=nd=1'tとし,k≧2n+1を 満 たす とす る.
仮 定3.18多 項 式A(:-1),、B(ガ1),σ(ゴ1)及びD(:-1)は既約 で ある.
仮 定3.19多 項 式 、4(ガ1),σ(ガ1)及びD(ガ1}は モ ニ ックで ある.
仮 定3.20A(ガ1)は不安定多項 式 であ る.
仮 定3.21B(z-1),0(z-1)及びD(:-1)は安定多項 式で ある,
3.6.1出力信 号の時系 列解析 にお ける問題 点
定 値制御 にお ける白色雑 膏か ら出力信 号 まで の伝 達関数0は,
G=1
十PK(3 .98>沌σγ
D(AY+ゴ 乱BX)
とな り,Aが 不安定 多項 式であ るので,Gは 非最小 位相系 となる.こ こで,多 項 式Aを 安定 多項 式
Alと 不安 定多項式.42に分解す る と,
A=・AIA2(3.99)
と表現 で きる.こ こで,Aが モニ ックな多項式 であ り,Al,A2を モニ ックな多項式 とす ると,一 意
に オ は分解 される.
次 に多項 式Aの 相反 多項 式 を考 える.多 項 式Aの 相反 多項式ASは
A'一 ・。,,+・lna-1:-1+…+・、ゴ(T'・一')+・1ガ"・(3・100)
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とな り,相 反多 項式の性質 として,次 のよ うな ものが ある.
ここで,非 最小位相である伝達関数Gを 出力信号の時系列解析によって推定すると,推定される
伝達関数 σ は,
∂_AIASσy(3.101)D(Ay
十ガK「BX)
となる.Aiは不安定多項式A2の 相反多項式であるので,AEは安定多項式 とな り,Gは 最小位相
である伝達関数となる.し たがって,白 色雑音から出力信号までの伝達関数 を推定する場合,推 定
される伝達関数は最小位相 として推定される,
3.6.2外乱モデルの伝達関数の条件利用 した制御不変量の推定方法
Box-Jenkiiisモデルにおける外乱モデルの伝達関数が最小位相であることを利用 して,制 御不変
量の推定を行う.前項で述べた通 り,伝達関数 σの推定値Gは 最小位相 として推定 されるので,G
の非最小位相系に対す る制御不変量 を計算 し,制御不変量に基づく外乱モデルの伝達関数が最小位
相となる制御不変量が真の制御不変量となる.
Gの 推定において,推 定されるモデルの分子多項式 と分母多項式の次数をll.とする.こ のとき,
G'の次数がnの 非最小位相系の数 ノVは,
1V.=2n-1 (3ユ02)
となる.こ のN個 の巾のf番目の伝達関数をG,とすると,G,1=Gとなる{が存在する.したがっ
て,④ に対する制御不変量Etを用いて計算 される外乱モデルの伝達関数 昂 が最小位相系であれ
ば,劫 が真の外乱モデルの伝達関数Hの 候補 となる,し かし,最小位相 となるHiが複数存在する
可能性があるといった問題や σの推定されるモデルの次数の決め方といった問題がある.
3.7制 御対象 のむ だ時間 の推 定
閉ルー プ系 内のむだ時間 を推 定す る方法 として,入 出力 デー タのパ ワースペ ク トル密度関数 を評
価 し制御対 象 の次 数 とむだ時問 を獲 得す る方法 が提 案 されて い る 〔18].その他 にも,制 御不変 量の
推定 を利用 した ものが ある[11],本節で は,3.5.1節の多項 式Eの 推定 を利用 して,制 御 対象のむだ
時間 の推 定 を行 う,異 なる制御器 を二組用いて 出力 は,
Wi(t)(3・103)野1ω一1十PK
I
H
Iv2(t)(3ユ04)[t)12(t,)-1
十PK2
と表す こ とがで きる.こ の出力デ ー タか ら,
NIH
M11十PKi
N2H
M21+Pκ2
(3.105)
(3」06)
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とな るよ うな,多 項 式 、M,,1>1,M2及び,N2を 推 定す る,上 記 を用 いて,む だ時 間 よ り大 きな整
数 を1と す る と,
竺 一t+ガ ムL(3川)
MlA41
銑 一r+・一懸(3・1・8)
とな り,多 項式r,rは,
f≒==1-+一&i:-1+t,,2:-2+・・+tStt_1岩一(t-1)
r=1+fi1Z-1+弓2ガ2+・ ・+予4-IZ-(1-1)
(3ユ09}
(3、110)
と表 す ことが できる,こ こで,多 項式Eは 制御 不変量であ り,制 御器 によ らずに一意 に決 まるので,
(3.109)式と(3.11e)式の左辺 の 」=k-1次 までの項が 一致 す る・つ ま り,
{
A7i=5ti
,(i=1,2,一 ・,k-1)
㌔ ≠ 予t(fニk,k+1,,1-1)
(3ユ11)
となる.よ って,王の値 を制御対象のむだ時間よ りも大きい値にすれば,む だ時間を推定することが
できる,制 御eeKiとK2の周波数特性が近い場合,㍉ 駕㌦ となるので,制 御器 κ1とK2の 周波
数特性は異なるものが望 ましい,
3.8閉ループ定値制御データを用いた制御器設計法の課題
本章では,閉 ループ定値制御データを用いた設計法を提案 した.3.4節では,データ駆動型最小分
散制御を述べ,制 御目的が最小分散制御に限 られることや結果的にデー タ駆動型の評価関数が予測
誤差法の評価関数 と類似することが分かった.3.5節以降でほ,制御不変量に着目したデータ駆動型
制御器調整法や制御不変量の推定 における問題点について述べた.
データ駆動型制御器調整法 は部分的に制御対象や外乱モデルの情報を既知 として理論研究が行わ
れているが,実応用を考慮して実問題に即 して課題の解決を図るべ きである.本手法においては,外
乱モデルの多項式の次数 と制御対象のむだ時間に条件を設けることで,制 御不変量か ら外乱モデル
が同定で きるようになっている.実 際の外乱モデルは次数構造が未知であるので,次 数構造を含め
て手法が提案されるべ きである.
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4シ ステム同定
システム同定は制御対象の数学モデルを推定するものであ り,モデルベース ド制御における制御
機設計の最初のステップであるといえる.線 形 システムのシステム同定は数多 く研究 され整備され
ている[19].中でもシステム同定における式誤差規範 と出力誤差規範の相違[20]はパラメータ推定
法を行う上で重要である,本章では,制御器の次数 と制御対象のむだ時間の関係が可同定性とどのよ
うな関係があるかを明 らかにする,先行研究[21]ではサンプ リング時間の影響を含めて理論が展開
されているが,今 回は次数のみに着 目して考察を行 う.多項式A(2Mユ),B(ガ1),C(2-1),D(3-1)
をパ ラメータ化したものを以下で定義する.
且(2-1,㊧ 一1+θfガ1+…+鴫 ・-tteA(4・1)
B(・-1,θB)一曝 一1+…+θ 鈴 一nB(42)
σ(ガ1,θc)-1+θ 望・-1+…+θ 距 一7'c〔4・3)
D(ガ1,θD>-1+θP・-1+…+嶋 ガ 勘(4・4)
また,制 御対 象のむ だ時間 はkと す る.上 式 のnA,nB,n、c,nDは各多項式 の次数 と各パ ラメー
タの数で ある.ま た,む だ時間 に関 して,隔 を
Ttkニk-1 (4.5)
とする.パ ラメータの真値を θ:iのように表記する.さ らに,θはパラメータ金休の集合を表すもの
とする.
定値制御データを用いた閉ループ岡定について考察を行うので,制 御器による入出力関係 を
'tt"(り一 一}y(の(4・6)
とす る.こ こで,多 項 式X,Yの 次数 をtll,.x,πyとす る.予 測誤差 法の評価関数 」(θ)を予測 誤差
ε仏 θ)を用 いて,
」(θ)-E[・(t・θ)2](4・7>
と定義す る,入 出力デー タを用 いて(4.7)式を最 小化す るパ ラメー タが θ=び の とき,可 同定で あ
ると呼ぶ,さ らに,eAニ θ1か つeB=θbの と き,制 御対 象が可 同定 で ある.そ して,θc=θ き
か つepニ θあの とき,外 乱 が可 同定 であ る.以 降では簡略化 の ために,適 宜 ガ1を 省 略す る,
4.1ARXモ デルの可同定性
ARXモデルによる入出力関係は,
IY(t)-2一畷uω+去 鍛・ω (4,8)
となる.白色雑 音か ら出力までの関係は,
y
IY(t)ニAy+ガ招X鱒(t) (4.9)
となる.こ こで,予 測 誤差 は,
・岡 一姻 ㊥ 一・一kB(θ.)
A(θA)
A(OA)Y十ガs:B(OB)x
?
????
卿(の
(4.10)
AY十2-kBX
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となる,よ って,J(θ)を最小 化す る θは,
A(eA)Y+,-A:B(θB)xニAy+2-kBX
を満 たす必要 があ る.上 式の係数比 較 に よって得 られ る方程 式の数 πは,
n=max(nA十ny,71B十nx十nk)
となる.パ ラメー-Ptの数 はnA十nBで あるので,方 程 式 の数 とパ ラメー タの数 の差 は,
max(ny-nB,nx+nk-nA)
とな る,よ って,
皿ax@y-7LB,冗x+rtk→t,A)≧0
を満たす とき,可 同定 となる.
(4ユ1)
(4ユ2)
(4.13)
(4.14)
4.2ARMAXモ デルの可同 定性
ARMAXモデルによる入出力関係は,
!f(t)-z一畷 廿(亡)+fu・(t)(4ユ5)
となる.白 色雑音から出力までの関係 は,
y(t)-Ay撃 、BXωω(4・ ・6)
となる.ARMAXモ デルにおける予測誤差は,
・(ちθ)譲1会i(y(の一・一畷 紹u{亡))w(t)
(4,17)
-A(θ募 辛1≡1芸髪8)x。δ
ご)w(t)
とな る.し たが って,」(θ)を最小化 する θは,
(A(θA)y+z-kB(eB)X)C-(AY+・'"BX)0(θc){4ユ8)
を満たす必 要があ る.ARXモ ヂルの ときと同様 に して,(4,18)式を係数比較 法に よって立て られ る
方程式 の数 πは,
πニmax(nA十ny十n・(・,IZB十ine十rl・x十nk)(4ユ9)
となる.パ ラメー タの数 はittA+TZB+πcであ るので,方 程 式の数 とパ ラメー タの数 の差 は,
max(711._7tB,n.x-十nk_nA)〔4.20)
とな る,よ って,
max(7't}・-nB、?1,X十tZKt-tlA)≧0(421)
を満 たす とき,可 同定 となる,
ここで,制 御 不変量 の推定 を利用 した外乱 モデルの同定 を考 える,ARMAXモ デル において,制
御 対象1〕と外乱 モデルHは,
P-・ 一畷 〔4・22)
H==芸(4・23)
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とな る.ま た,デ ィオ ファ ン トス方程 式は,
σ=AE十2-kF(4.24)
とな る.こ こで,多 項式Eの 次数 はk-1次 で あ り,多 項式Fの 次数 は,
7ZF・=max(TIA-1,71C-々)(4.25)
とな る.(4.24)式についてEを 既知 とした ときに,A,Cを 一意 に解 くことがで き るためのEの 次
数 は,
7ZE≧TIA十n(二'(426)
とな り,こ の ときむだ時 間が満 たすべ き条件 は,
k≧rbA十na十1(4.27)
とな る.こ こで,k=TtA+in,σ+ユの とき,(4.21)式にkを 代入す る と,
max(ny-n、B,7L.Y十πσ)≧0(4.28)
とな り,nc≧0よ り,制 御 器 の次 数 によらず,可 同定 となる.ま た,制 御 不変量か ら外乱 モ デル を
同定 を行 うと,多 項式A,0が 得 られる.し た が って,(4,17)式において,B(θB)の最適 化 を行 え
ば よいの で,制 御器 の次数 に よらず多項 式Bを 得 るこ とがで きる.
4.3Box-Jenkinsモ デ ル の 可 同 定 性
Bex-Jeiエkirlsモデルに よる入 出力関係 は,
Ψ(の一・一畷 駕ω+号 ω(の
とな る.白 色雑 音か ら出力 までの関係 は,
ACY
"㈲= 雛)D(AY十:一亀BX)
とな る.Box-Jellkinsモデル にお ける予測誤差 は,
・(t,θ)一書器@)イ 《鷺1動 畷亡)
A(θA)Y+:mkB(θB)xAcD(θD)
礁)AY十ガkBXA(θA)c(θc)D
とな る.し た がって,(4.7)式を最 小化す る θは,
(A(eA)Y+・一々 B(θ8)x)ACD(ep)一(AY+z""Bx)A(e,t)αθc)D
(4.29)
(4.30)
(4.31)
を満た さな けれ ばな らな い.こ こで,(4.32)式は θに関 して非線 形方程 式 とな る.し た がって,ハ
ラメー タの数 と係数 比較法 に よる方程 式の数 を比較 す る ような議論 は困難 であ る.
次 に,制 御不変量 の推定 を利 用 した外 乱モ デルの 同定をBox-Jenkirisモデル の同定 に用 い る,こ
こで,(4.4)式の次数 について,71c,=Tt,D;7Zとして,議 論 を行 う.3.5.2項で述 べた よ うに,制 御
不変量 か ら外乱 モデル を同定 す ることがで きるため の条件 は,
k≧2n十1(4.33)
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であ った.こ の とき,制 御不変量か ら外乱モデルを同定 した と仮定する と,(4.32)式は,0(θき〕一=C,
D(θb)=Dと な る.そ こで,(4,32)式は,
(A(eA)Y+ガ勘B(eB)x)A=(AY+z-kBX)A(θA)
となる,(4.34)式において,AとAY+z-kBXが 互 いに素な 多項 式で あ ると仮定 す る と,
オ(θ沌)=五
A(θA)y+ガkB(θB)x=AY+2-kBX
(4.34)
(4.35)
(4.36)
を同時 に満た さなければならない.(4.35}式に より制御対象の分母多項 式Aが 同定で きるので,(4.36)
式 においてB(eB)=Bと なる、
以 上 よ り,Box-Jenkinsモデルにおいて,制 御不変墨か ら外乱 をモ デル を同定を行 った場合,制 御
対象 の可 同定 条件 は制御 器の次数 条件 に依存 しない,
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5数 値 例
本章では,3章で提案 した手法の有効性をMATLAB(2016a)の数値シミュレーシ ョンによって確
認する,
5.1定 値制御 デー タを用 いたデータ駆 動型制御器調 整法
5.1.1シ ミ ュ レ ー シ ョ ン設 定
システム がB。x-Jenkinsモデル で表現 され,モ デルが線形離 散時間伝達 関数 であ るとす る.(3.2)
式で表現 され るBox-Jenkinsモデル の各 多項 式を次 の ように表 す,
、4(9-1)=ユ+α12-1+α2Z-2+…+atZ-i
B(ガ1)=b。+bl2-1+b2z-2+…+bn"ガm
σ(ガ1)=1+cユ ガ1+c22-2+…+c。2'71
D(・-1)-1+dlx-/+d、 ・-2+・ ・+d。Z一 品
(5.1)
(52)
(5.3)
(5.4)
また,多 項式の係数をベク トルを用いて,
α 一[・1・ 、..・,]T∈R`xl
b→ 。bl_わ 。,]T∈R〔 ・・+1)x'
C-h・ 、_・ 司T∈R・xl
d-t・ オ1晦_cln]T∈R""X1
(5.5)
(5.6)
(5.7)
〔5,8)
とす る,
5.1.2制御不変量の推定を利用 したデータ駆動型最小分散制御
本項では,初 期制御器Koに よって安定化された閉ループから取得される定値制御データを用い
て,最 小分散制御器を獲得することを目的とする,制 御対象と外乱モデルの多項式の係数が以下の
ように与えられるとす る,
T
α=・[-3.1、4ユ,-2.9,1.1,-0ユ9]T
b=[0,73、-L32,0.72,-0.09]
c1ニ ー0.75
d1=-0、95
ま た,制 御 対 象 の む だ 時 間 がk=3と し,既 知 で あ る と す る.こ の と き,制 御 不 変 量Eは,
Eニ1→-0,2z-1十 〇,ユ92-2
(5.9)
(5.10)
であ る,初 期 制御器 κo=0.3に よって閉ル ー プが構 成 され,初 期入 出カ デ ータが得 られ る.サ ン
プ リング時 間T,,=LO[5],デー タ数N罵1.OxIOfi個とす る.ま た,白 色雑音 の分散 は σ2ニ1で
あ る.Fig.5⊥1はo…200[s]にお ける初期入 出力 デー タであ る.白 色雑 音 は平 均oの 信号 なので,
入出力デ ー タも平均0の 信 号 とな る.こ の初期 入出力 デー タを用いて 白色 雑音 か ら出力 までの伝達
関数Gを 分母 と分子が8次 のARMAモ デル と して,MATLAB(2016a)の関数'乙armax.m"を用 い
て推定す るFig.5、ユ2は真値 と推定値 の伝 達関数0の ボー ド線 図であ る.Fig.5,1.2より伝達 関数G
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の推 定値 は真値 の周 波数特性 を獲得で きた こ とが分か る.こ の推定値 を用 いて制御不 変量 を計算 す
る と,そ の推 定値Eは,
E=1十 〇202gz-1十〇.1915:-2(5、11)
となった,こ の 左の係数を用いて外乱モデルの多項式を計算すると,
δ1ニ ー0.7408 (5.12)
dユ=-G.9437 (5ユ3)
となった,こ の とき,真 値 と推 定 値 にお ける外乱 モデ ル の伝達 関数 ∬ の ボー ド線図 はFig.5⊥3
となる,こ こで,調 整可能 な制御器 を(3,79)式で表現 し,p=3,q=2と して,(3.8⑪)式を最小
化す る ρを求め る.こ こで,野,S*は 最小分散 制御 を達 成 す るときの相補感度 関数 と感度関数 な
ので,外 乱 モ デルの多 項式 とむだ時間 か ら決 定 される こ とに沖意 す る,ま た,Lcmcles.m"(http=
〃wwv,1ri.fr/-ha且呂en/cmae呂一i㎜atlab.htm1)を用 いて最適化計算 を行 う.最 適化 計算 に よって
得 られ た制御器 は,
02420-0.31292-1十〇.1713:-2(5ユ4)κ(
ρ)-1 -0.7728z-1-0.07077g-2
とな った.ま た,真 値 にお ける最小分散 制御器 はpニ6,q=6と な るの で,最 適 化計算 に よって低
次 元化 された 制御 器 を求める こととなる,真 値 と調整後の 制御器 のボー ド線図 はFig.5.1.4とな る.
次 に,制 御性 能 を入出力の分散値 で比較 す る.初 期 制御器,調 整後 の制御器,最 小 分散 制御器の
定値 制御 におけ る入 出力信 号の分散値 はTable5.1,1とな った.
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5.1.3制御不変量の推定を利用したデータ駆動型PIDゲ イン調整法
本項では,定値制御データを用いて速度型のP工Dのパラメータを調整することを考える.制御対
象と外乱モデルの多項式の係数が以下のように与えられるとする. T
α=・[-0ユOO8,-O、073].、0.5169,-O.0349]
T
bニ[O、5305、O,1617、O.2628-0,0807〕
T(5・15)
cニ[-0.6502,0.2612]
T
d=1-0,8563,0.5520]
ま た,む だ 時 間 はk=5と し,外 乱 モ デ ル の 次 数 と む だ 時 問 は 既 知 で あ る,こ の と き,制 御 不 変 量E
は
E=1十 〇.2061g　1-0,1143:-2-O,2117:-3-0.1181z-4(5.16)
で あ る,ま た,初 期 デ ー タ の デ ー タ 数 はN=LOx106と す る.初 期 制 御 器 の パ ラ メ ー タ は,　
ρoニ[0.4,-e,4,0](5.t7)
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とする,出力信号を用いて,伝達関数Gの 推定 を分母 と分子がともに10次のARMAモ デルとして
行った.推 定されたGを 用いて,制 御不変量を計算すると,
E=1十 〇.20742-i-0,11212-2-0,21242-3-O.11762-4
となった.Eの 係数を用いて外乱モデルの多項式を計算すると,
T
&=[-O、6440,0.27491
　 　
dニ[-O.8515,0.5636】
と な っ た.次 に,参 照 モ デ ルT*は む だ 時 間 を 持 つ2次 遅 れ 系 と し,次 の 式 で 与 え る.
0.01567十〇,06521z-1T'
=,ゼ5
1-O.6502z-1十〇.2612z-2
(3.80)式を 最 小 二 乗 法 を 用 い て 解 い た 結 果,
T
ρ=[0.OlO4,0.OO93,0.0338]
(5.18)
(5.19)
(520)
(521)
が得 られた,定値制御における初期制御器 と調整後 の制御器による入出力データはFig,5.1.5のよ
うにな り,その分散値はTable5.1.2となった.ま た,初 期制御器,参 照モデル,調 整後の制御器に
よるステップ応答データはFig,5.1.6となる.一 般的に定値制御において,入 力と出力の分散値は
トレー ドオフの関係にある,こ れは,制御器 の性能を高めることで制御入力の分散値が上昇するが,
出力信号の分散値が抑えられるとい うことである,一 方で,今 回の問題設定において制御対象が安
定系ならば,開 ループ制御を行 うことができるので,制 御器を κ=⑪ とした場合の出力信号の分散
値は外乱モデルだけで決定される.こ の とき,出力信号の分散の理論値は,
EMの}21-1bHlll
となる,ま た,出 力信号の理論的な最小値は,
(522)
E[{V・(t)}2]-1[Elll(5.23)
となる,こ のときの制御は最小分散制御 と呼ばれるが,制御対象や外乱モデルによって非常に大 き
な制御入力を必要 とすることがある,調整によって得 られた制御器の性能が望んだ結果にな らない
場合,参 照モデルを見直す必要がある,これは,(3.80)式の構成 において設計者が指定す る参照モ
デルT'の影響度が大 きいためである.また,入 出力信号のフィルタや外乱モデルの精度も影響を与
える.Table5.ユ2より,調整後の制御器による入出力データの分散値の改善がで きた.入 力の分散
値の改善が大きくなっていることか ら,経済的なコス トの改善も見込 まれる.ま た,Fig.5.ユ、6では
初期制御器によるステップ応答は理想的な応答に対 して定常偏差が残っている.
Table5.1.2:VarianceofregulatoryPIDcont,rolleddata
outputinput
111itial12257⑪.1961
Tun已d1,14070.0384
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5.1.4制御性能評価を考慮 したデータ駆動型制御器調整法
本項では,複数の参照モデルにたいして,(3.93)式を定値制御データを用いて評価する.
象 と外乱モデルの多項式の係数が以下の ように与えられるとする.
制御対
α1=-0,9538
T
b=IO.0281,0.0092】
T
cニ[-0,6502,0.26121
Td==[-0.8563,0,5520]
(5.24)
また,む だ時聞は ん=5と し,外 乱モデルの次数 とむだ時間は既知である,参 照モデルの候補 は
E-FRIT{7]で提案されている二項係数標準系にむだ時間を加えた伝達関数 して,離 散化を行ったも
のを用いる,こ こで,参 照モデルMは 連続蒔間系の伝達関数であ り,
1
erL.wsA4=(
τs+1)「'
(5.25)
と定義す る,Lntはむだ時間 であ り,Tは
Tg9(5
.26)τ=4
、4nO・6
と設定 され る.Tggは希 望 する整定 時間(99%応 答),η は参照 モデルの次数 で あ る.シ ミュ レー
シ ョンではTgg,を変化 させ た参照 モデルMを 離散化 したT'を 用い る,実 際 にTggを60か ら5刻
み で155まで変化 させ た20個 の参照モ デル 「r'につい て(3,93)式の推定 を行 う.定 値 制御デー タの
デー タ数 は2.0×io6個として制御 器 の最 適化 に用 い る.ま た,調 整 を行 う制御器 は速度型 のPID
制御器 とす る.(3.93)式の設計 パ ラメー タで ある重 み値 は,
[λ1,λ2,λ3,M=〔1,10,10,60] (・".27/
とした,目 標値 に対す る制御性能指標 では,目 標値 をス テップ状の信号 として,初 期値0か ら1SOま
でのデータ数で評価 を行 う.Fig.5.1.7は推定値 と真値の制御性能指標である.推 定値 では,Tg9・90
の とき,最 小値8.5307を取 るが,真 値 で は,Tgs)=95のとき最小値7.6251を取 った.制 御性能指標
を最小化 す るTggが推定値 と真値 とで異 なるが,全 体 的な傾 向 は一twしてい る.Fig.5.1.8は定値制
御 におけ る出力の分散値 であ り,Fig.5.1.9は定値 制御 におけ る入力の分散値 であ る.出 力 の分散値
も全休の傾 向が一致 し,入 力の分散値 で は正確 に推 定 がで きた.Fig.5.1,10は目標値 と目標値 に対
応 す る出力 の偏差 の分散値 であ る.目 標値 がステ ップ信 号な ので,出 力 はス テ ップ応答 とな る,こ
の分散値 が小 さけれ ば小 さいほ ど,目 標 値追従性 能が高 い と言 える.Fig.J".1.11は目標 値 に対応 す
る出力の分散値 で あ り,目 標値 追従制御 を行 うときの入力 のパ ワー とい える,目 標値 に対 す る制御
性 能指標 も推定値 は真値 の傾 向 を獲得 で きた,
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5.2外 乱 モデルの推定精度
本節では,MATLABの 関数で ある"bj.m"を用いた外乱モデルの推定 と制御 不変量 の推定 を用 いた
外乱モデルの計算の推定精度の違いを数値 シ ミュレーシ ョンによって検 証する.`'bj.m"はBox-Jenkins
モデル を同定 す るための関数で あ り,推 定す るモ デルの次数 とむだ時間 を指定 しな けれ ばな らない.
今回 は次数 が既知 とい う条件 下で比較 を行 う,数 値 例 は(5.9)式とし,デ ータ数 は2.OxIO6とす る.
50回シ ミュ レ 一ーシ ョンを繰 り返 し,推 定 され た外 乱モ デルの多項式 の係 数 の統 計量 は,Table5.2.3
となった.提 案法の 方がL`bj,m1'よりも推 定精度 が良」い ことがわか る.Box-Jenkinsモデルの システ
ム 同定は非線 形最適 化であ り,求 まったパ ラメー タが最 小値 を とる こ とを保 証 しない,つ ま り,局
所最適 に陥 る可能性 があ る.ま た,提 案 方の"arrnax.rn"を用 いて白色雑音か ら出力信号 までの伝達
関数 であるGを 推定 してい るが,こ の関数 も また非線形最適 化を行 ってい る,し か し,'`bj.m"は制
御対 象 と外 乱モ デルの伝達 関数 を同時 に求め るの に対 して,"armaxm一はARXモ デルの 同定 で あ
るので,あ る意味 で制御対象 だ けを求め る ことであ る と言 い換 え る ことが で きる.こ の観 点 か ら推
定精'度の違 いが表 れた と推測 で きる,
Table5.2.3:Thelrlea,Tipal'atTleteT・valhlefordifferelltmethod呂
Cl ?
?
bj.m-O.7129±O.0267-O.9160=ヒ0.0251
proposed-0.7485士O.0162-0.9553土O.0148
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6結 論
本研究では制御系がBox-Jenkinsモデルで与 えられるシステムから得 られる定値制御デ 一ー一Ptを用
いたデータ駆動型制御畢調整法を提案 した,出 力信 号に含まれる制御不変量と外乱モデルの伝達関
数との関係 を明らかにし,制御不変量の推定を用いて外乱モデルを計算できることを示 した.こ の
推定された外乱モデルをデータ駆動型の評価関数 に組み込み,そ の評価関数を最適化する制御器 を
実装することで制御性能の改善が期待できる,ま た,制 御対象が不安定系の場合,定 値制御データ
である出力信号の時系列解析によって制御不変量を求めることはできない.こ の問題に対 して,外
乱モデルの伝達関数が最小位相であるとい う性質から,時 系列解析によって得 られた伝達関数の非
最小位相系に対する制御不変量を計算 し,得 られた制御不変量か ら推定され る外乱モデルが最小位
相であるか どうかを検証することで真の制御不変量が得 られることを提案 した.
制御には制御理諭と実応用の二つからな り,制御埋論の根底には数学や物理 といった普遍性 があ
り,実用用には対象とするプロセス固有の問題の解決を行わなければならない[22].しばしば制御理
論は現実 との乖離がみられることがあ り,実応用における問題が存在する,デ ータ駆動型制御器調
整法はモデル予測制御 と同様に実応用における問題 を解決を図るもの として登場 した.白 色雑音に
よって駆動 される定値制御データを用いたデータ駆動型制御器調整法は理論研究と数値 シミュレー
ションによる有効性の確認にとどまっている,計 算機科学の進歩によって高度なシミュレーション
が可能になったが,実 機による実験は欠かせない,定 値制御データを用いたデータ駆動型制御器調
整法は主にプロセス制御で有効性が期待されるが,実 応用の障壁 となる課題をい くつか考えられる.
初めに,制 御器調整のためのデータ数がステップ応答 と比べ非常に多い という問題がある.
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