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HYPERBOLICITY OF MINIMIZERS AND REGULARITY OF
VISCOSITY SOLUTIONS FOR A RANDOM HAMILTON-JACOBI
EQUATION
KONSTANTIN KHANIN AND KE ZHANG
Abstract. We show that for a large class of randomly kicked Hamilton-Jacobi equa-
tions, the unique global minimizer is almost surely hyperbolic. Furthermore, we prove
that the unique forward and backward viscosity solutions, though in general only Lip-
shitz, are smooth in a neighborhood of the global minimizer. Related results in the
one-dimensional case were obtained by E, Khanin, Mazel and Sinai in [10]. However the
methods in the above paper is purely one-dimensional and cannot be extended to the
case of higher dimensions. Here we develop a completely different approach.
1. Introduction
In this paper we consider the periodic inviscid Burger’s equation
∂tu+ (u · ∇)u = fω(y, t), y ∈ Td, t ∈ R, (1)
where fω(y, t) = −∇F ω(y, t) is a random force given by the potential F ω. Burger’s equa-
tion plays an important role in a large variety of mathematical and physical problems. It
appears in description of a whole range of extended dissipative systems featuring nonequi-
librium turbulent processes, from microscales of condensed matter and statistical physics
to macroscale cosmological evolution (see [6] for related references). The inviscid equation
can be viewed as the limit of the viscous Burger’s equation
∂tu+ (u · ∇)u = ν∆u + fω(y, t), y ∈ Td, t ∈ R,
as the viscosity ν approaches zero. The solutions obtained in the vanishing viscosity limit
are called viscosity solutions. For more details on the viscosity limit we refer to [12] and
the references therein.
The theory of (1) is developed by E, Khanin, Mazel and Sinai in [10], for the one
dimensional configuration space (d = 1) and the “white noise” potentials
F ω(y, t) =
M∑
i=1
Fi(y, t) =
M∑
i=1
Fi(y)W˙i(t), (2)
where Fi : T
d → R are smooth functions, and W˙i are independent white noises.
In [14], Iturriaga and Khanin considered the both the “white noise” potential (1) and
the “kicked” potential
F ω(y, t) =
∑
j∈Z
F ωj (y)δ(t− j), (3)
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where F ωj are chosen independently from the same distribution, and δ(·) is the delta
function. The potential (3) can be considered as a discrete time version of (2). The
theory of (3) runs parallel to the theory of (2), and has the advantage of being technically
simpler.
We shall consider solutions of the type u = ∇φ, which converts (1) to the Hamilton-
Jacobi equation
∂tφ+
1
2
(∇φ)2 + F ω(y, t) = 0. (4)
Hence, for the solutions of interest, it is equivalent to study the viscosity solutions of (4).
Moreover, for each b ∈ Rd, we may consider solutions of (4) with ∫ ∇φ(y, t)dy = b, as the
vector b is invariant under the evolution.
The study of these solutions is closely related with the concept of minimizing orbits
in Lagrangian systems. More precisely, for each b ∈ R, s < t, x, x′ ∈ Td, we define the
minimal action function by
Aω,bs,t (x, x
′) = inf
∫ t
s
1
2
(ζ˙(τ))2 − ζ˙ · b− F ω(ζ(τ), τ)dτ, (5)
where the infimum is taken over all absolutely continuous curves ζ : [s, t] → Td with
ζ(s) = x and ζ(t) = x′. A curve γ : I → Td is called a minimizer if the infimum in
Aω,bs,t (γ(s), γ(t)) is achieved at γ|[s, t] for all [s, t] ⊂ I ⊂ R. For the cases I = [t0,∞),
I = (−∞, t0] or I = R, the curve γ is called a forward minimizer, a backward minimizer
or a global minimizer, respectively.
Deferring the precise definitions to the next section, we roughly reinterpret the main
results of [10] (using the point of view of [14]) as follows. For d = 1, b ∈ R, under some
nondegeneracy conditions, the following hold almost surely.
C1. (“One force, one solution principle”) There exists a unique global viscosity solution
ψ(x, t) on the set Td × (−∞,∞), up to a constant translation;
C2. For Lebesgue a.e. x ∈ Td, there exist unique forward and backward minimizers;
C3. There exists a unique global minimizer supporting a unique invariant measure for
the random Lagrangian flow.
C4. The invariant measure from C3 has no zero Lyapunov exponents (and hence is
hyperbolic).
C5. The unique viscosity solutions is smooth in a neighborhood of the global minimizer.
Furthermore, the graph of its gradient {(y,∇ψ)} is equal to the local unstable
manifold of the global minimizer.
In [14], conclusions C1-C3 were generalized to arbitrary dimensions. The approach in
[14] is variational, and it is the starting point of this paper. It is related to Aubry-Mather
theory and weak KAM theory (see for example, [15], [16], [11]).
We describe our main result roughly as follows (see Main Theorem 1, Main Theorem 2
for accurate statements):
Main result. For the “kicked” potential, conclusion C4 and C5 hold in arbitrary dimen-
sions. In other words, the unique global minimizer is hyperbolic, and the viscosity solutions
are smooth near the global minimizer.
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Hyperbolicity of the global minimizer is a property of crucial importance in the analysis
of dynamics defined by the Burgers equation. In our case, it enables the application of
general theory of non-uniform hyperbolicity to establish regularity.
Remark. As mentioned before, it is natural to expect that the methods applied to the
“kicked” case in this paper should apply to the “white noise” case. We choose to convey
the ideas of our method in the technically simpler “kicked” case, and treat the “white noise”
case in a later work.
The proofs of C4 and C5 in the one-dimensional case (in [10]) depends strongly on one-
dimensionality and cannot be extended to higher dimensions. To prove C4 for arbitrary
dimensions, we devise a completely different strategy. The main new ingredient is the use
of the Green bundles (see [13]). These bundles have been useful in proving uniform hyper-
bolicity for Hamiltonian flows, and have recently been used to study Lyapunov exponents,
due to the work of Arnaud ([2], [3]). It was known for some time that Green bundles are
related to the hyperbolic properties of the global minimizer. The main achievement in the
present paper is a quantitative analysis which can be carried out almost surely. In partic-
ular, we are proving a quantitative version of Alexandrov’s theorem which is interesting
on its own.
When the global minimizer is nonuniformly hyperbolic, there is no clear-cut relation
between the viscosity solutions and the stable/unstable manifolds. In general, the vis-
cosity solutions, as a product of the variational method, may bare no direct relations to
the stable/unstable manifolds. Our proof of C5 from C4 uses precise information of the
variational problem (more than what’s needed to prove C4), and requires a careful adapta-
tion of the nonuniform hyperbolic theory. We would like to mention that for nonrandom
systems, under the easier assumption that the global minimizer is uniformly hyperbolic,
an analogous result is known (see [7]).
The outline of the paper is as follows. In section 2, we introduce the notations, recall the
results of Iturriaga and Khanin in [14], and formulate the main technical statements. In
section 3, we describe the variational set up, and formulate some statements in variational
analysis. The proofs of these statements are deferred to the end of the paper. In section 4,
we define the Green bundles, and establish their connections to the variational problem. In
section 5, we show that the transversality of the Green bundles imply nonzero exponents,
proving Main Theorem 1. Sections 4 and 5 make use of the results of Arnaud in [2] and
[3]. In section 6 and 7, we prove Main Theorem 2 using variational arguments and Pesin’s
theory. In the last three sections, the technical statements from section 3 are proved.
2. Formulation of the main results
We restrict ourselves to the case of “kicked” potentials
F (y, t) =
∑
j∈Z
Fj(y)δ(t− j).
Here we assume that the potentials Fj are chosen independently from a distribution χ ∈
P (C2+α(Td)), 0 < α ≤ 1 (some of the results hold under weaker regularity assumptions).
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Since we will be considering the solutions φ of the type
∫ ∇φdy = b, we write φ(y, t) =
b · y + ψ(y, t), where ∫ ∇ψdy = 0. It’s easy to see that ψ is a viscosity solution of the
Hamilton-Jacobi equation
∂tψ(x, t) +H
b(∇ψ(x, t), t) = 0, (6)
with the Hamiltonian Hb(x, p, t) = 1
2
(p+ b)2+F ω(x, t). The corresponding Lagrangian is
given by L(x, v, t) = 1
2
v2− b ·v−F ω(x, t), which is the same Lagrangian in (5). According
to the Lax-Oleinik variational principle, given x, x′ ∈ Td and s < t, we have
ψ(x′, t) = inf
x∈Td
{
ψ(x, s) + Aω,bs,t (x, x
′)
}
.
Note that F ω(y, t) = 0 for all t /∈ Z. As a consequence, any curve ζ realizing the minimum
in the definition of Aω,bs,t must be linear between integer values of ζ . In this sense, the
viscosity solutions are completely determined by their values at t ∈ Z.
For b ∈ Rd, m,n ∈ Z, m < n, we define the discrete version of the action function by
Aω,bm.n(x, x
′) = inf
{
n−1∑
i=m
1
2
(x˜i+1 − x˜i)2 − b · (x˜n − x˜m)−
n−1∑
i=m
F ωi (x˜i)
}
, (7)
where the infimum is taken over all (x˜j)
n
j=m, x˜j ∈ Rd such that x˜n = x and x˜m = x′
(mod Zd). The sequence (x˜j)
n
j=m corresponds to the lift of the curve ζ in (5), and we call
it a configuration following the language of twist diffeomorphisms. Throughout the paper,
we may drop the supscript ω and b when there is no risk of confusion.
The solution ψ(x, n) is closely related to the family of maps Φωj : T
d × Rd → Td × Rd
Φωj :
[
xj
vj
]
7→
[
xj+1
vj+1
]
=
[
xj + vj −∇F ωj (xj)modZd.
vj −∇F ωj (xj)
]
, (8)
The maps belong to the so-called standard family, and are examples of symplectic, exact
and monotonically twist diffeomorphisms. For m,n ∈ Z, m < n, denote
Φωm,n(x, v) = Φ
ω
n−1 ◦ · · · ◦ Φωm(x, v).
For any n ∈ Z and (xn, vn) ∈ Td × Rd, we define (xj , vj) = Φn,j(xn, vn) if j > n and
(xj, vj) = (Φj,n)
−1(xn, vn) if j < n. We call (xj , vj)j≥n the forward orbit of (xn, vn),
(xj, vj)j≤n the backward orbit of (xn, vn), and (xj , vj)j∈Z the full orbit of (xn, vn).
It is easy to see that the orbit of the maps {Φωj } is a discretization of the Euler-Lagrange
flow. It follows that any minimizer of (7) corresponds to an orbit of (8). Indeed, if vj =
x˜j+1 − x˜j +∇F ωj (x˜j) and xj = x˜j modZd, then Φωj (xj , vj) = (xj+1, vj+1). Conversely, any
orbit {(xj, vj)n−1j=m defines a configuration {x˜j}nj=m which is unique up to integer translation.
The following assumptions on the probability space P (C2(Td)) were introduced in [14].
Assumption 1. For any y ∈ Td, there exists Gy ∈ suppP s.t. Gy has a maximum
at y and that there exists δ > 0 such that
Gy(y)−G(x) ≥ δ|y − x|2.
Assumption 2. 0 ∈ suppP .
Assumption 3. There exists G ∈ suppP such that G has a unique maximum.
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We define the backward Lax-Oleinik operator Kω,bm,n : C(T
d) → C(Td), for m < n,
m,n ∈ Z by the following expression:
Kω,bm,nϕ(x) = inf
xm∈Td
{ϕ(xm) + Aω,bm,n(xm, x)}. (9)
The family of functions Kω,bm,nϕ(x), n > m is precisely the solution of the Hamilton-Jacobi
equation (6) at integer times t = n, with initial value ϕ at t = m. The following theorem
establishes the existence and uniqueness of the solution on the time interval (−∞, n0].
Theorem 2.1. [14]
(1) Assume that assumption 1 or 2 holds. For each n0 ∈ Z, for a.e. ω ∈ Ω, we have
the following statements.
(a) There exists a Lipshitz function ψ−(x, n), n ≤ n0, such that for any m < n ≤
n0,
Kω,bm,nψ
−(x,m) = ψ−(x, n).
(b) For any ψ ∈ C(T) and n ≤ n0, we have
lim
m→−∞ infC∈R
‖Kω,bm,nψ(x)− ψ−(x, n)− C‖ = 0.
(c) For n ≤ n0 and Lebesgue a.e. x ∈ Td, the gradient ∇ψ−(x, n) exists. Denote
x−n = x and v
−
n = ∇ψ−(x−n , n) + b; then (x−j , v−j ) = (Φj,n)−1(x−n , v−n ), j ≤ n is
a backward minimizer.
(2) Assume that assumption 3 holds. Then the conclusions for the first case hold for
b = 0.
Item 1(b) of Theorem 2.1 implies that almost surely, ψ−(x, n) for −∞ < n ≤ n0
is unique up to an additive constant. Therefore solutions corresponding different time
intervals (−∞, n1] and (−∞, n2] coincide on their common domain. Then almost surely,
there is a unique invariant family defined on the interval (−∞,∞).
Similar theorems hold for the forward minimizers. For ϕ ∈ C(Td), m,n ∈ Z, m < n,
we define the forward Lax-Oleinik operator as follows:
K˜ω,bm.nϕ(x) = sup
xn∈Td
{ϕ(xn)− Aω,bm,n(x, xn)}. (10)
Under the same assumptions as in Theorem 2.1, there exists a Lipshitz function ψ+(x, n),
n ≥ n0, such that
K˜ω,bm,nψ
+(x, n) = ψ+(x,m).
For n ≥ n0 and Lebesgue a.e. x ∈ Td, v+n = −∇ψ+(x, n) + b exists. Write x+n = x; we
have that (x+j , v
+
j ) = Φ
ω
j,n(x
+
n , v
+
n ) is a forward minimizer.
We further reduce the choice of our potential to the one generated by a finite family
of smooth potentials, multiplied by i.i.d. random vectors. These potentials emulate the
behaviour of the “white noise” case.
Assumption 4. Assume that
F ωj (x) =
M∑
i=1
ξij(ω)Fi(x), (11)
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where Fi : T
d → R are smooth functions, and the vectors ξj(ω) = (ξij(ω))Mi=1 are
identically distributed vectors in RM with an absolutely continuous distribution.
We have the following theorem from [14].
Theorem 2.2. [14]
(1) Assume that assumption 4 and one of assumptions 1 and 2 hold. If
(F1, · · ·FM) : Td → RM (12)
is one-to-one, then for all b ∈ Rd and a.e. ω there exists a unique (xω0 , vω0 ) ∈
Td ×Rd, such that the full orbit of (xω0 , vω0 ) is a global minimizer.
(2) The same conclusion is valid if assumption 3 holds and b = 0.
Remark. • Assuming assumption 4, assumption 2 is satisfied if the distribution for
the random vector ξj(ω) contains 0 in its support. In particular, this would be the
case when ξj is Gaussian, which is the discrete counterpart to the white noise case.
• Assumption 1 can be satisfied if the functions Fi and the distribution is well chosen,
for example, if d = 1, M = 2, F1 = cos(2πx), F2 = sin(2πx), and ξj is fully
supported on R2.
• Assumption 3 holds if the family (F1, · · · , FM) is chosen in a generic way.
As the random potential is generated by a stationary random process, the time shift
θm is a metric isomorphism of the probability space Ω satisfying
F ω(y, n+m) = F θ
mω(y, n), m ∈ Z.
The family of maps Φωj then defines a non-random transformation Φˆ on the space T
d ×
Rd × Ω given by
Φˆ(x, v, ω) = (Φω0 (x, v), θω). (13)
Let (xωj , v
ω
j ) be the global minimizer in Theorem 2.2. We have that the probability
measure
ν(d(x, v), dω) = δxω0 ,vω0 (d(x, v))P (dω)
is invariant and ergodic under the transformation (13). The map DΦω0 : T
d×Rd → Sp(d)
defines a cocycle over the transformation (13), where Sp(d) is the group of all 2d × 2d
symplectic matrices. Under the first part of assumption 5 below, the Lyapunov exponents
for this cocycle are well defined. Denote them by χ1(ν), · · · , χ2d(ν). Due to the symplectic
nature of the cocycle we have
χ1(ν) ≤ · · · ≤ χd(ν) ≤ 0 ≤ χd+1(ν) ≤ · · · ≤ χ2d(ν).
Moreover, χi = −χ2d−i+1.
To show the Lyapunov exponents are nonzero, we require an additional assumption.
Let ρ be the probability density for the vectors ξj ∈ RM .
Assumption 5. Suppose assumption 4 holds, and in addition:
– E(|ξj|) =
∫
RM |c|ρ(c)dc <∞.
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– For every 1 ≤ i ≤ M , there exists non-negative functions ρi ∈ L∞(R) and
ρˆi ∈ L1(RM−1) such that
ρ(c) ≤ ρi(ci)ρˆi(cˆ),
where c = (c1, · · · , cM), cˆi = (c1, · · · , ci−1, ci+1, · · · , cM).
Remark. Assumption 5 is rather mild. For example, it is satisfied if ξ1j , · · · , ξMj are inde-
pendent random variables with bounded densities and finite mean. In fact, independence
is not essential, we only need to avoid the case when the density ρ is degenerate in certain
directions.
We shall replace the one-to-one condition from Theorem 2.2 with a stronger condition,
requiring the map (12) is an embedding.
Main Theorem 1. (1) Assume that assumption 5 and one of assumptions 1 or 2
holds. Assume in addition that the map (12) is an embedding. Then for all b ∈ Rd,
for a.e. ω, the Lyapunov exponents of ν satisfy
χd(ν) < 0 < χd+1(ν).
(2) For the case b = 0, assumption 1 or 2 can be replaced with the weaker assumption
3. The same conclusion holds.
A corollary of Main Theorem 1 is that for a.e. ω, the orbit (xωk , v
ω
k )k∈Z is non-uniformly
hyperbolic (see [5]). With a slightly stronger regularity assumption on the map (12), there
exists local unstable manifold W u(xk, vk) and stable manifold W
s(xk, vk).
Our next theorem states that, near (xk, vk), W
u and W s coincide with the sets W−k =
{(x,∇xψ−(x, k))} and W+k = {(x,∇xψ+(x, k)) + b}. The functions ψ±(·, k) are only
Lipshitz andW±k are only defined above a full (Lebesgue) measure of x. SinceW
u andW s
are smooth manifolds, our theorem states that ψ± are in fact smooth in a neighbourhood
of xk.
Main Theorem 2. (1) Assume that assumptions 4 and 5 hold, and one of assump-
tions 1 or 2 holds. Assume in addition that, for 0 < α ≤ 1, the map (12) is a C2+α
embedding. Then for all b ∈ Rd, for a.e.ω, there exists a neighbourhood V (ω) of
(x0, v0) such that ψ
±(x, 0) are C2 smooth in V (ω), and
W−0 ∩ V =W u(x0, v0) ∩ V, W+0 ∩ V =W s(x0, v0) ∩ V.
(2) For the case b = 0, assumption 1 or 2 can be replaced with the weaker assumption
3. The same conclusions hold.
3. Viscosity solutions and the minimizers
In this section we will first deduce some useful properties of the action functional, and
introduce a variational problem closely related to the global minimizer. The derivation of
the variational problem mostly follow [14].
We say that a function f : Td → R is C−semi-concave on Td if for any x ∈ Td, there
exists a linear form lx : R
d → R such that for any y ∈ Td,
f(y)− f(x) ≤ lx(y − x) + C
2
d(x, y)2.
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Here d(x, y) is understood as the distance on the torus, and the vector y−x is interpreted
as any vector from x to y on the torus. In what follows we often call the slope of lx a
subdifferential.
Lemma 3.1 ([11], Proposition 4.7.3). If f is continuous and C−semi-concave on Td,
then there exists a unique C ′ > 0 depending only on C such that f is C ′−Lipshitz.
Let Cωj = ‖Fj‖C2 . The action function Aω,bm,n has the following properties.
Lemma 3.2. For any b ∈ Rd, the action function Aω,bm,n satisfy the following properties:
• For any m < k < n, Aω,bm,n(x, x′) = minxk∈Td{Aω,bm,n(x, xk) + Aω,bm,n(xk, x′)}.
• If (xj , vj)nj=m is a minimizer, then Aω,bm,n(xm, xn) =
∑n−1
j=mA
ω,b
j,j+1(xj , xj+1).
• The function Aω,bm,n(x, x′) is 1−semi-concave in the second component, and is (Cωm+
1)−semi-concave in the first component.
• If (xj , vj)nj=m is a minimizer, then for any k such that m < k < n, the derivatives
∂2A
ω,b
m,k(xm, xk) and ∂1A
ω,b
k,n(xk, xn) exist. Furthermore,
∂2A
ω,b
m,k(xm, xk) = −∂1Aω,bk,n(xk, xn) = vk − b.
• If (xj , vj)nj=m is a minimizer, then −vm + b is a subdifferential of Aω,bm,n(·, xn) and
vn + b is a subdifferential of A
ω,b
m,n(xm, ·).
Proof. The first two conclusions follow directly from the definition. For the third state-
ment, note that a function of x,
Aω,bm,m+1(x, x
′) = inf
x˜′=x′modZd
{
1
2
(x˜′ − x)2 − b · (x˜′ − x)− F ωm(x)
}
.
For each different lift x˜′, 1
2
(x˜′−x)2−b ·(x˜′−x)−F ωm(x) is C2 with a C2 bound 1+Cωm, and
hence are 1 + Cωm semi-concave. It follows directly from the definition that minimum of
C−semi-concave functions are still C−semi-concave. Similarly, we conclude that Aω,bm,m+1
is 1−semi-concave in the second component.
To prove the semi-concavity in general, by the first statement,
Aω,bm,n(xm, xn) = min
xm+1∈Td
{Aω,bm,n(xm, xm+1) + Aω,bm+1,n(xm+1, xn)}, (14)
is (1 +Cωm)−semi-concave in the first component. Similarly, the semi-concavity of An−1,n
in the second component implies the same semi-concavity for Am,n.
Note that if (xm, vm), (xm+1, vm+1) is a minimizer of A
ω,b
m,m+1(xm, xm+1), we have ∂2A
ω,b
m,m+1 =
vm+1 − b and −∂1Aω,bm,m+1 = vm − b. This implies the fourth conclusion.
Assume that xm+1 achieves the minimum in (14). Using the definition of subdiffer-
ential, we have the subdifferential of Am,m+1(xm, xm+1) in the first component is also a
subdifferential of Am,n(xm, xn) in the first component. The fifth conclusion follows. 
In particular, we have the following corollary of the third conclusion of Lemma 3.2.
Corollary 3.3. For any ϕ ∈ C(Td), the function Kω,bm,nϕ(x) is 1−semi-concave; the func-
tion −K˜ω,bm,nϕ(x) is Cωm−semi-concave.
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By Theorem 2.1, we obtain the following.
Corollary 3.4. For n ≤ n0, ψ−(·, n) is 1−semi-concave; for m ≥ n0, −ψ+(·, m) is
Cωm−semi-concave.
Since the functions ψ± are semi-concave, by Lemma 3.1 they are Lipshitz. It follows
from the Radmacher theorem that they are Lebesgue almost everywhere differentiable.
The points of differentiability are tied to the minimizers. The following statement is
proved in [14].
Proposition 3.5 ([14]). The full orbit of (x0, v0), where v0 = ∇ψ−(x0, 0) + b, is a global
minimizer if and only if x0 is a point of minimum for the function ψ
−(x, 0)− ψ+(x, 0).
To prove the uniqueness of the global minimizer, we only need to show that the function
ψ−(x, 0)− ψ+(x, 0) has a unique minimum on Td. Let us consider potentials of the type
(11). Given a family of potentials F ωj =
∑
ξij(ω)Fi(x), let c = {ξ10 , · · · , ξM0 }. We treat
c as a parameter of the system. In the following lemma, we will show that the function
ψ−(x, 0) − ψ+(x, 0) decompose into a semi-concave part independent of c and a smooth
function depending on c and x.
Denote ρb(x, x
′) = infm∈Zd ‖x′ − x− b+m‖ and
ψ(x) = ψ−(x, 0) + inf
x1∈Td
{−ψ+(x1, 1) + 1
2
ρb(x, x1)},
we have:
Lemma 3.6. ψ is semi-concave and
ψ−(x, 0)− ψ+(x, 0) = ψ(x)−
M∑
i=1
ciFi(x).
Proof. The functions Am,0 form < 0 and the functions Ak,n for 1 ≤ k < n are independent
of c. As a consequence the functions ψ−(x,m) for m ≥ 0 and the functions ψ+(x, k) for
k ≥ 1 are all independent of c.
On the other hand, we have
ψ+(x, 0) = K+0,1ψ
+(x, 1) = sup
x1∈Td
{ψ+(x1, 1)− Aω,b0,1(x, x1)}
= sup
x1∈Td
{ψ+(x1, 1)− 1
2
ρb(x, x1) +
M∑
i=1
ciFi(x)},
we obtain the formula in our lemma. ψ is a semi-concave function since it’s the minimum
of a family of uniformly semi-concave functions. 
Proposition 3.5 and Lemma 3.6 reduces the uniqueness of the minimum for ψ−(x, 0)−
ψ+(x, 0) to the uniqueness of the minimum for ψ(x)+
∑M
i=1 ciFi(x). The following general
statement about the minimum of variational problem implies Theorem 2.2.
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Lemma 3.7. [14] Let V (x, c) be a C2 function and ψ(x) a continuous function. Assume
in addition that, for each c ∈ RM , ∂V (·,c)
∂c
: Td → RM is one-to-one. Then for Lebesgue
a.e. c ∈ RM , the function
H(x, c) = ψ(x) + V (x, c)
has a unique minimum as a function of x.
We will prove a series of progressively stronger statements about the variational problem
inf
x∈Td
H(x, c) = inf
x∈Td
{ψ(x) + V (x, c)},
in the form of Propositions 3.8, 3.9 and 3.10. These finer properties of the variational
problem lead to finer properties of the global minimizer. In particular, the proof of Main
Theorem 1 uses Propositions 3.8 and 3.9, and the proof of Main Theorem 2 follows from
Proposition 3.10. Note that below we are using the stronger assumption that ∂V (·,c)
∂c
is an
embedding.
The first statement says that the unique minimum of the variational problem is also a
nondegenerate minimum. To define nondegeneracy properly, we invoke some definitions
from non-smooth analysis. Assume that f : Td → R is a semi-concave function and that
f ′(x0) exists. We define the second subderivative of f (See [17] for more background) at
x0 to be a function d
2f(x0) : R
d → R ∪ {−∞} ∪ {∞} given by
d2f(x0)(w) = lim inf
τ→0+
f(x0 + τw)− f(x0)− f ′(x0)(w)
1
2
τ 2
. (15)
For semi-concave functions, the second subderivative is bounded from above, but −∞ is
possible. Throughout the paper, d2 always denotes the second subderivative as defined
above, while the notation D will be used for regular derivatives, and ∂ for regular partial
derivatives.
Proposition 3.8. Let V (x, c) be a C2 function and ψ(x) a semi-concave function. Assume
that ∂V (·,c)
∂c
: Td → RM is an embedding. Then for
H(x, c) = ψ(x) + V (x, c),
and Lebesgue a.e. c ∈ RM , the unique minimum x(c) of H(x, c) is nondegenerate in the
sense that, there exists a positive Borel measurable function a : RM → R with
d2xH(x(c), c)(v) ≥ a(c)|v|2, v ∈ Rd. (16)
While the second subderivative is only defined at points of differentiability, we will see
later that the function H(x, c) is differentiable in x at every point of its minimum.
We also need some quantitative estimates of the function a(c) in Proposition 3.8.
Proposition 3.9. Assume that V (x, c) = −∑Mi=1 ciFi(x) and that the map (12) is an
embedding. Then Proposition 3.8 applies. Furthermore, if ρ is a density satisfying as-
sumption 5, then there exists a constant A(F ) depending only on F1, · · · , FM such that
the function a(c) in (16) satisfies∫
a(c)−1ρ(c)dc ≤ A(F ).
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The next proposition proves a stronger sense of nondegeneracy. While (16) implies
that on a small neighbourhood of x(c), the function H(x, c) is bounded from below by a
quadratic function, Proposition 3.10 states that the size of this neighbourhood is uniform
in c. The only cost is a small loss to the power in the integrability condition.
Proposition 3.10. Assume that V (x, c) = −∑Mi=1 ciFi(x) and that the map (12) is an
embedding. There exists a constant A∗(F ) depending only on (F1, · · · , FM) and a positive
Borel measurable function a∗ : RM → R with∫
a∗(c)−
1
2ρ(c)dc < A∗(F ),
and a constant r(F ) > 0 depending only on (F1, · · · , FM), such that
H(x′, c)−H(x(c), c) ≥ a∗(c)|x′ − x(c)|2, |x− x(c)| ≤ r(F ).
Note that it is in fact possible to prove all our theorems using Proposition 3.10 alone.
We still state Propositions 3.8 and 3.9 to stress the fact that the stronger form of nonde-
generacy is only needed for the proof of Main Theorem 2.
Propositions 3.8, 3.9 and 3.10 are proved using variational analytic methods, and will
be deferred to the end of the paper (Sections 8, 9 and 10).
In Sections 4 and 5, we prove Main Theorem 1 assuming Propositions 3.8 and 3.9. In
sections 7 and 8, we prove Main Theorem 2 assuming Proposition 3.10.
4. The Green bundle and the nondegeneracy of the minimizer
The nondegeneracy of the minimum from Proposition 3.8 is connected with the Lya-
punov exponents, via the so-called Green bundles (see [13],[8],[4]). Roughly speaking,
Proposition 3.8 implies the transversality of the Green bundles, and the transversality of
the Green bundles implies nonzero Lyapunov exponents. We will prove the first implica-
tion in this section, and the second implication in Section 5.
Let (δx, δv) be the coordinates of the tangent space adapted to the coordinates (x, v).
At each (x, v), we define the vertical space V (x, v) = {(0, δv)} and the horizontal space
H(x, v) = {(δx, 0)}. An orbit (xj , vj)j∈I is called disconjugate if for any m,n ∈ Z,
[m,n] ( I, we have that DΦωm,n(xm, vm)V (xm, vm) ∩ V (xn, vn) = {0}. It is well known
that minimizing orbits have no conjugate points.
Lemma 4.1. (see [9], [3]) If (xj , vj)j∈I is a minimizer, then (xj , vj)j∈I is disconjugate.
For the rest of this section, we fix a global minimizer (xj , vj)j∈Z. For n ∈ Z and k ∈ N,
we define a subspace Uˇωk (xn, vn) of T(xn,vn)(T
d × Rd) by
Uˇωk (xn, vn) = DΦ
ω
n−k,nV (xn−k, vn−k).
Similarly, we may define a subspace Sˇωk (xn, vn) of T(xn,vn)(T
d × Rd) by
Sˇωk (xn, vn) = D(Φ
ω
n,n+k)
−1V (xn+k, vn+k).
When we don’t need to stress the dependence on the random realization ω, we will drop
the supscript ω for Sˇk and Uˇk. We shall use a standard ordering in the space of symmetric
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matrices. Namely, given two symmetric matrices A and B, we say that A ≥ B if A− B
is positive semi-definite. We say that A > B if A− B is positive definite.
The following statement for the case of a sequence of twist maps is due to Bialy and
MacKay ([8]).
Lemma 4.2. [8] Assume that (xj , vj)j∈Z is disconjugate. We have the following conclu-
sions.
(1) There exists d×d symmetric matrices Sk(xn, vn) and Uk(xn, vn) such that Sˇk(xn, vn) =
{δv = Sk(xn, vn)δx} and Uˇk(xn, vn) = {δv = Uk(xn, vn)δx}.
(2) We have
U1(xn, vn) > · · ·Uk(xn, vn) > · · · > Sk(xn, vn) > S1(xn, vn).
(3) There exists symmetric matrices S(xn, vn) and U(xn, vn) such that
lim
k→∞
Uk(xn, vn) = U(xn, vn), lim
k→∞
Sk(xn, vn) = S(xn, vn)
Let Sˇ(xn, vn) = {δv = S(xn, vn)δx} and Uˇ(xn, vn) = {δv = U(xn, vn)δx}. These
subspaces are traditionally called the negative and positive Green bundles. In this paper,
we will use the name stable and unstable Green bundles to avoid possible confusions with
the positive and negative viscosity solutions. It follows from Lemma 4.2 that the bundles
Sˇ(xn, vn) and Uˇ(sn, vn) are invariant in the sense that
DΦωm,nSˇ(xm, vm) = Sˇ(xn, vn), DΦ
ω
m,nUˇ(xm, vm) = Uˇ(xn, vn).
For a positive semi-definite matrix A, let m(A) denote its smallest eigenvalue. It’s easy
to see that m(A) = ‖A−1‖−1. It follows from Lemma 4.2 that U(xn, vn) ≥ S(xn, vn). The
subspaces Sˇ and Uˇ are transversal if and only if
m(U(xn, vn)− S(xn, vn)) > 0.
The transversality of the Green bundles at the global minimizer is related to the viscosity
solutions ψ±. We will assume that the parameters ω and b are chosen such that the
viscosity solutions ψ± exist and are unique. We now state the main conclusion of this
section.
Proposition 4.3. Assume that the function ψ−(·, 0)−ψ+(·, 0) has a unique minimum at
x0, and that there exists a > 0 such that
d2(ψ− − ψ+)(x0, 0)(v) ≥ a‖v‖2, v ∈ Rd, (17)
where d2 stands for the second subderivative in x, see (15). Let (xj , vj)j∈Z be the global
minimizer corresponding to the minimum x0. We have
m(U(x0, v0)− S(x0, v0)) ≥ a.
The proof of Proposition 4.3 is split into several lemmas. The proofs of Lemma 4.4
and formula (18) follows the ideas in section 4 of [2]. We provide complete proofs for the
convenience of the reader.
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Lemma 4.4. Let {xj , vj}j∈Z be a global minimizer. Then for any m < n in Z, the
function Am,n(x, x
′) is C2 in a neighbourhood of (xm, xn). Furthermore,
Un−m(xn, vn) = ∂222Am,n(xm, xn), Sn−m(xm, vm) = −∂211Am,n(xm, xn).
The subdifferential of a semi-concave function is upper semi-continuous as a set function.
In particular, if the subdifferential is unique at x0, then any subdifferential at xn → x0
must converge to the derivative at x0.
Lemma 4.5 ([17], Proposition 8.7). Let f(x) be a semi-concave function and x0 be such
that f ′(x0) exists. Then for any xn → x and lxn any subdifferential of f(x) at xn, we have
lxn → f ′(x0).
Proof of Lemma 4.4. We have that Φm,n is a C
1 map in a neighbourhood of (xm, vm) and
that Φm,n(xm, vm) = (xn, vn). Since (xj , vj) is a disconjugate orbit, DΦm,nV (xm, vm) ∩
V (xn, vn) = {0}. Denote
Φm,n(x, v) = (x
′, v′), DΦm,n(x, v) =
[
Am,n Bm,n
Cm,n Dm,n
]
(x, v).
We have det ∂x
′
∂v
(xm, vm) = detBm,n(xm, vm) 6= 0. By the implicit function theorem, there
exists unique C1 functions v = v(x, x′) and v′ = v′(x, x′) such that Φm,n(x, v(x, x′)) =
(x′, v′(x, x′)) in a neighbourhood of {(xm, vm)} × {(xn, vn)}.
Let (x, x′) be sufficiently close to (xm, xn). Let (yi, wi)nj=m be any minimizing orbit
for Am,n(x, x
′) and denote v = wm, v′ = wn. By Lemma 3.2, Am,n is differentiable at
(xm, xn), v
′ → vn and v → vm as (x, x′)→ (xm, xn). Assume that (x, v, x′, v′) is so close to
(xm, vm, xn, vn) that the implicit function theorem applies. Then we have that v = v(x, x
′)
and v′ = v′(x, x′) are well defined C1 functions of x and x′. Since v = −∂1Am,n(x, x′) + b
and v′ = ∂2Am,n(x, x′) + b, we conclude that Am,n(x, x′) is a C2 function.
Viewing x′, v′ as functions of (x, v), we have that
∂2Am,n(x, x
′(x, v)) = v′(x, v)− b.
Differentiating both sides with respect to v, we have
∂222Am,n(xm, xn) =
(
∂v′
∂v
)(
∂x′
∂v
)−1
(xm, vm) = (Dm,n)(Bm,n)−1(xm, vm).
Using the definition of Um−n, we have (Dm,n)(Bm,n)−1(xm, vm) = Un−m(xm, vm). The
conclusion about Sn−m(xm, vm)can be proved similarly using the map Φ−1m,n. 
Lemma 4.6. Let (xj , vj)j∈Z be a global minimizer. Then for m < n ∈ N and w ∈ Rd, we
have
〈∂222Am,n(xm, xn)w,w〉 ≥ d2ψ−(xn, n)(w),
and
〈∂211Am,n(xm, xn)w,w〉 ≥ d2(−ψ+(xm, m))(w).
14 KONSTANTIN KHANIN AND KE ZHANG
Proof. Since Km,nψ
−(x,m) = ψ−(x, n), we have
ψ−(xn, n) = inf
x′∈Td
{ψ−(x′, m) + Am,n(x′, xn)} = ψ−(xm, m) + Am,n(xm, xn).
For any other x ∈ Td, we have
ψ−(x, 0) = inf
x′∈Td
{ψ−(x′, m) + Am,n(x′, x)} ≤ ψ−(xm, m) + Am,n(xm, x).
Furthermore,
∇ψ−(xn, n) = ∂2Am,n(xm, x0) = v0 − b.
Combining the last three formulas, we have
ψ−(x, 0)− ψ−(x0, 0)− 〈∇ψ−(x0, 0), x− x0〉
≤ Am,n(xm, x)− A−k(xm, x0)− 〈∂2Am,n(xm, x0), x− x0〉. (18)
Take x− x0 = τw, divide by τ 2 and take lower limit as τ → 0+, we conclude
d2ψ−(x0, 0)(w) ≤ 〈∂222A(xk, x0)w,w〉.
The first inequality of the lemma follows.
Similar estimates with ϕ− replaced with −ϕ+ prove the second inequality. 
Proof of Proposition 4.3. Applying Lemma 4.4 and 4.6, we have
m(U−k(x0, v0)− S−k(x0, v0)) ≥ m
(
∂222A−k,0(x−k, x0) + ∂
2
11A−k,0(x−k, x0)
)
≥ inf
‖w‖=1
d2(ψ− − ψ+)(x0, 0)(w) ≥ a,
the proposition follows by taking k →∞. 
5. Nonzero Lyapunov exponents
Recall that the family of maps Φωj may be viewed as a single transformation Φˆ acting
on Td × Rd × Ω given by (13). Define S,U : Ω → M(d × d) by S(ω) = S(xω0 , vω0 , ω)
and U(ω) = U(xω0 , vω0 , ω), where (xωj , vωj )j∈Z is the unique global minimizer guaranteed by
Theorem 2.2. We have
S(xωn , vωn) = S(θnω), U(xωn , vωn) = U(θnω).
With the assumptions of Main Theorem 1, the assumptions of Propositions 3.8 and 3.9
are satisfied. By combining Proposition 3.8 and Proposition 4.3, we obtain that there
exists a positive measurable function a(ω) such that
m(U(ω)− S(ω)) ≥ a(ω). (19)
Moreover, using Proposition 3.9, we have∫
a(ω)−1dP (ω) ≤ A(F ) <∞. (20)
It suffices to show these estimates imply Main Theorem 1.
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Before discussing the Lyapunov exponents of the cocycle DΦω0 , we need to show that
they are well defined. We first describe some properties of the symplectic map DΦωj .We
have
DΦωj =
[Aωj Bωj
Cωj Dωj
]
,
where
Aωj = I + ∂2F ωj , Bωj = Dωj = I, Cωj = −∂2F ω. (21)
Although we have an explicit formula for the matrix, the discussions that follow only use
detBωj 6= 0 and some norm estimates.
Any symplectic matrix given in the block form [A,B; C,D] has the following properties.
• ATC = CTA, BTD = DTB, ATD − CTB = I.
• ABT = BAT , CDT = DCT , ADT − BCT = I.
• [
A B
C D
]−1
=
[
DT −BT
−CT AT
]
.
From the explicit formula (21) forDΦωj and its inverse, we have that ‖DΦωj ‖, ‖D(Φωj )−1‖ ≤
1 + Cωj , where C
ω
j = ‖∂2F ωj ‖.
Since E(1 + Cω0 ) <∞, we have E(log(1 + Cω0 )) <∞. It follows that
log+ ‖DΦωj ‖, log+ ‖D(Φωj )−1‖ ∈ L1(ν),
where log+(x) = max{log x, 0}. By Oseledets’ theorem for cocycles (see [5], Theorem
3.4.3), the Lyapunov exponents λi(ν) are well defined. We say that a positive function
g : Ω→ R is tempered if almost surely,
lim
n→±∞
1
n
log g(θnω) = 0.
We have the following lemma:
Lemma 5.1 ([5], Lemma 2.1.5). If log+ g(ω), log+(g(ω)−1) ∈ L1(dω), then g is tempered.
Our Main Theorem 1 follows immediately from Proposition 5.2 below. The proof mostly
follow [3] with the additional ingredient (20).
Proposition 5.2. Assume that the Green bundles defined along the global minimizer
(xj, vj) satisfies (19) and (20). Then we have
χd+1(ν) ≥ 1
2
∫
log
(
1 +
1
2 + Cω0
m(U(ω)− S(ω))
)
dP (ω) > 0.
Proof. To simplify the notations, we omit the supscript ω. The invariance of the bundles
S(xn, vn) and U(xn, vn) corresponds to the following statement: Given a vector h ∈ Rd,
if DΦj(h,S(xj , vj)) = (h′, w′), then w′ = S(xj+1, vj+1)h′. To further simplify notations,
let us write zj = (xj, vj), Sj = S(zj) and Uj = Uj(zj). Expressing the above invariance
relation in the matrix form, we have:
Sj+1(Aj + BjSj) = Cj +DjSj . (22)
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By the same reasoning, we have:
Uj+1(Aj + BjUj) = Cj +DjUj . (23)
We would like to understand the matrix product DΦm,n(xm) =
∏n−1
j=mDΦj(xj) by intro-
ducing a change of coordinates. Let
Q =
[
I I
S U
] [
(U − S)− 12 0
0 (U − S)− 12
]
.
By a direct calculation, we have that Q is a symplectic matrix, and
Q−1 =
[
(U − S)− 12 0
0 (U − S)− 12
] [
U −I
−S I
]
.
Note that[
Uj+1 −I
−Sj+1 I
] [
Aj Bj
Cj Dj
] [
I I
Sj Uj
]
=
[
−Sj+1(Aj + BjUj) + (Cj +DjUj) 0
0 Uj+1(Aj + BjSj) + (Cj +DjSj)
]
=
[
(Uj+1 − Sj+1)(Aj + BjUj) 0
0 (Uj+1 − Sj+1)(Aj + BjSj)
]
The last line of the above calculation is due to (22) and (23). We obtain
Q(zj+1)
−1DΦj(zj)Q(zj) :=
[
Mj 0
0 Nj
]
,
where
Mj = (Uj+1 − Sj+1) 12 (Aj + BjSj)(Uj − Sj)− 12 ,
Nj = (Uj+1 − Sj+1) 12 (Aj + BjUj)(Uj − Sj)− 12 .
Since the matrix is symplectic, we have (Nj)
TMj = I. We have the following computation:
NTj Nj =M
−1
j Nj
= (Uj − Sj) 12 (Aj + BjSj)−1(Aj + BjUj)(Uj − Sj)− 12
= I + (Uj − Sj) 12 (B−1j Aj + Sj)−1(Uj − Sj)(Uj − Sj)−
1
2
= I + (Uj − Sj) 12 (B−1j Aj + Sj)−1(Uj − Sj)
1
2
We claim that the matrix B−1j Aj + Sj is positive definite and that the conorm
m((B−1j Aj + Sj)−1) ≥
1
2 + Cωj
. (24)
To see this, recall that the matrix S1(zj) is defined by D(Φj)
−1V (zj+1). Take a vertical
vector (0, δv) ∈ V (zj), we have that
D(Φj)
−1
[
0
δv
]
=
[ DTj −BTj
−CTj ATj
] [
0
δv
]
=
[−BTj δv
ATj δv
]
. (25)
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It follows that S1(zj) = −(B−1j Aj)T = −B−1j Aj. Since Sj > S1(zj), we have that B−1j Aj +
Sj = Sj − S1(zj) > 0. Since U1(zj) > Uj > Sj , we have
m((B−1j Aj + Sj)−1) = ‖B−1j Aj + Sj‖−1 ≥ ‖U1(zj)− S1(zj)‖−1.
By a calculation similar to the one in (25), we have U1(zj) = Dj−1B−1j−1. From the explicit
formula (21) of DΦj , it is easy to see that ‖U1(zj)−S1(zj)‖ ≤ 2+Cωj . The estimate (24)
follows.
Using the estimates obtained, we have that
m(NTj Nj) ≥ 1 +
1
2 + Cωj
m((Uj − Sj)). (26)
We are now ready to estimate the Lyapunov exponent λd+1(ν). Since
DΦ0,n = Q(zn)
0∏
j=n−1
[
Mj 0
0 Nj
]
Q(z0)
−1,
we have(
Q(zn)
−1DΦ0,n
)T (
Q(zn)
−1DΦ0,n
)
= (Q(z0)
−1)T
[
MTn,0Mn,0 0
0 NTn,0Nn,0
]
Q(z0)
−1,
where Mn,0 =
∏0
j=n−1Mj and Nn,0 =
∏0
j=n−1Nj. We have the following estimates:
m(NTn,0Nn,0) = m((M
T
n,0Mn,0)
−1) ≥
n−1∏
j=0
(
1 +
1
2 + Cωj
m(Uj − Sj)
)
.
Consider a vector w ∈ R2d and let w˜ = (w˜1, w˜2) = Q(z0)−1w. If w˜2 6= 0, then
lim inf
n→∞
1
n
log ‖Q(zn)−1DΦ0,nw‖2
≥ lim inf
n→∞
1
n
log
n−1∏
j=0
(
1 +
1
2 + Cωj
m(Uj − Sj)
)
‖w˜1‖2
= lim inf
n→∞
1
n
n−1∑
j=0
log
(
1 +
1
2 + Cωj
m(Uj − Sj)
)
. (27)
If w˜2 = 0, then
lim sup
n→∞
1
n
log ‖Q(zn−1)−1DΦ0,nw‖2 ≤ − lim inf
n→∞
1
n
n−1∑
j=0
log
(
1 +
1
2 + Cωj
m(Uj − Sj)
)
.
The norm ‖Q(zn−1)‖ ≤ (2 + Cωn−1)m(Un−1 − Sn−1)−
1
2 .
We have log(1 + Cω0 ) ∈ L1(dP (ω)) by assumption. Furthermore, since
a(ω) ≤ U(ω)− S(ω) ≤ U1(zω0 )− S1(zω0 ) ≤ 1 + Cω0 ,
we know that log+(U(ω)− S(ω)), log+(U(ω)− S(ω))−1 ∈ L1(dP (ω)). Using Lemma 5.1,
we have
lim
n→∞
1
n
log(1 + Cωn−1) = 0, limn→∞
1
2n
∣∣∣logm(U(zωn−1)− S(zωn−1)∣∣∣ = 0. (28)
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We now finish the proof of the proposition. If w˜1 6= 0, using (27), (28) and the Birkhoff
ergodic theorem, we have
lim inf
n→∞
1
n
log ‖DΦ0,nw‖ ≥
∫
1
2
log
(
1 +
1
1 + Cω0
m((U − S)(zω0 ))
)
dP (ω)
− lim sup
n→∞
1
n
(
log(1 + Cωn−1)−
1
2
logm(U(zωn−1)− S(zωn−1))
)
=
∫ 1
2
log
(
1 +
1
1 + Cω0
m((U − S)(zω0 ))
)
dP (ω) > 0.
Note that for w˜1 = 0 we have
lim sup
n→∞
1
n
log ‖DΦ0,nw‖ ≤ −
∫ 1
2
log
(
1 +
1
1 + Cω0
m((U − S)(zω0 ))
)
dP (ω) < 0.

6. Dynamics near the global minimizer
We prove Main Theorem 2 in the following two sections. By assumption, the potentials
F ωj are C
2+α for some 0 < α ≤ 1. We shall abuse notation and denote
Cωj = ‖F ωj ‖2+α.
By Assumption 5, E(Cωj ) <∞.
As the global minimizer (xj , vj) is hyperbolic, we will apply the theory of nonuniform
hyperbolic systems (Pesin’s theory) to obtain the local stable manifolds W s(xj, vj) and
unstable manifoldsW u(xj , vj). We restate the unstable part of Main Theorem 2 as follows.
Theorem 6.1. There exists a neighbourhood V (ω) of (x0, v0) such that ψ
− is C2−smooth
on V , and
W−0 := {(x,∇xψ−(x, 0))} ∩ V = W u(x0, v0) ∩ V.
Remark. We can prove the corresponding statement for W+0 , namely
W+0 := {(x,−∇xψ+(x, 0))} ∩ V ⊂ W s(x0, v0) ∩ V
by reversing time. Main Theorem 2 follows.
In this section, we will focus on studying the dynamics of orbits close to the global
minimizer. This information will be used to prove Theorem 6.1 in the next section. The
main goal is to obtain precise estimates of the expansion/contraction for the random maps
Φωj . The methods used here are well known to experts in the field; we will provide proofs
for some and refer to [5] for others.
In the proof of Proposition 5.2, we obtained the following reduction of the cocycle
DΦm,n(xj , vj). Let zj denote (xj , vj) and
Q(zj) =
[
I I
S(zj) U(zj)
] [
(U − S)(zj)− 12 0
0 (U − S)(zj)− 12
]
,
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then L(zj) := Q(zj+1)−1DΦjQ(zj) = diag{Mj , Nj}. Here
Nj = (Uj+1 − Sj+1) 12 (Aj + BjUj)(Uj − Sj)− 12
and Mj = (N
T
j )
−1.
We will also use a standard construction in nonuniform hyperbolic theory known as the
tempering kernel.
Lemma 6.2 (See [5], Lemma 3.5.7.). Assume that g : Ω → R is a tempered positive
function, that is almost surely limn→±∞ 1n log g(θ
nω) = 0. Then for any ǫ > 0 there exists
positive functions K1, K2 : Ω→ R such that almost surely K1(ω) ≤ g(ω) ≤ K2(ω), and
e−ǫ ≤ K
i(θω)
Ki(ω)
≤ eǫ, i = 1, 2.
We define
λj(ω) = max
{
log
(
1 +
m(Uj(ω)− Sj(ω))
1 + Cωj
)
, 1
}
.
According to (26), we have
‖N−1j ‖−1 ≥ eλj , ‖Mj‖ ≤ e−λj .
We have λj(ω) = λ0(θ
jω), and 1 ≥ λ0 ≥ m(U0(ω) − S0(ω)) ≥ a(ω), hence λ0(ω) is
integrable. Denote λ = Eλ0(ω).
Lemma 6.3. For any ǫ > 0, there exists κ(ω), K0(ω) > 0, a0(ω) > 0 satisfying
e−ǫ ≤ K0(θω)
K0(ω)
,
a0(θω)
a0(ω)
,
κ0(θω)
κ0(ω)
≤ eǫ
such that 2 + C0(ω) ≤ K0(ω), a0(ω) ≤ m(U0(ω)− S0(ω)), and
exp
n−1∑
k=0
λ±k(ω) ≥ κ0(ω)en(λ−ǫ).
Proof. The existence of K0 and a0 follows from (28) and Lemma 6.2. For the existence of
κ0, we define
Γ±(ω) = sup
{
eλne−ǫn∏n−1
k=0(1 + λ0(θ
±kω))
, n ≥ 0
}
,
where the term corresponding to n = 0 is defined to be 1. Note that
eλ−ǫ
eλ0(ω)
≤ Γ±(θω)
Γ±(ω)
≤ e
λ0(ω)
eλ−ǫ
,
we have that log Γ±(θω)
Γ±(ω)
∈ L1(dP (ω)). Applying the Birkhoff ergodic theorem to log Γ±(θω)
Γ±(ω)
,
we obtain that Γ±(ω) is tempered.
Applying Lemma 6.2 to 1
Γ±(ω)
, we obtain positive functions κ±0 (ω) ≤ 1Γ±(ω) with
e−ǫ ≤ (κ±0 (θω))/(κ±0 (ω)) ≤ eǫ.
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Furthermore,
exp
n−1∑
k=0
λ±k ≥ 1
Γ±(ω)
eλne−ǫn ≥ κ±0 (ω)en(λ−ǫ).
The lemma follows by taking κ0 = min{κ+0 , κ−0 }. 
Going forward, we will choose the functions a0, K0, κ0 using Lemma 6.3. However, the
parameter ǫ with which we apply the lemma will be decided later. We will also denote
aj = a0 ◦ θj, Kj = K0 ◦ θj , κj = κ0 ◦ θj .
Let Pj be a map from R
d × Rd to a neighbourhood of (xj , vj) defined by
Pj(s, u) = Q(xj , vj)(s, u) + (xj, vj). (29)
For r > 0, we define the local diffeomorphisms Φ˜j : B(0, r) ∩ R2d → R2d by
Φ˜j = P
−1
j+1 ◦ Φj ◦ Pj |B(0, r).
The local diffeomorphisms satisfy the following properties:
• Φ˜j(0, 0) = (0, 0).
• DΦ˜j(0, 0) = diag{Mj, Nj}.
• Since ‖Φj‖1+α ≤ Kj and ‖Qj‖, ‖Q−1j ‖ ≤ Kja−
1
2
j , we have ‖Φ˜j‖1+α ≤ K3j a−1j .
This setting is the most general setting on which the Hadamard-Perron theorem can be
established.
Given ρj > 0 to be chosen later, we denote σj = ‖DΦ˜j(u, s) − DΦ˜j(0, 0)‖B(0,ρj). For
γ > 0, we define the unstable and stable cone field by
Cuγ = {(s, u) ∈ R2d; ‖s‖ ≤ γ‖u‖}, Csγ = {(s, u) ∈ R2d; ‖u‖ ≤ γ‖s‖}.
We say a set W ⊂ R2d is (u, γ, ρj, j)−admissible if there exists a γ−Lipshitz map ϕ :
Rd ∩ B(0, ρj) → Rd such that ϕ(0) = 0 and W = {(ϕ(u), u)}. A set W ⊂ R2d is
(s, γ, ρj, j)−admissible if there exists a γ−Lipshitz map ϕ : Rd ∩B(0, ρj)→ Rd such that
ϕ(0) = 0 and W = {(s, ϕ(s))}. Denote Dρ = {(s, u) ∈ R2d; ‖s‖ ≤ ρ, ‖u‖ ≤ ρ}.
Proposition 6.4. Assume that for j ≤ 0, the parameters ρj and σj satisfy the following
conditions:
• e−λj + 2σj < e−λj/2,
• eλj − 2σj > eλj/2,
• eλj/2ρj ≥ ρj+1.
Then the following hold:
(1) For any (s, u) ∈ Dγj ,ρj , we have DΦ˜j(s, u)Cu1 ⊂ Cuγj , where γj = e−λj/2.
(2) IfW is a (u, 1, ρj, j)−admissible set, then G(W ) := Φ˜j(W )∩Dρj+1 is a (γj, ρj+1, j+
1)−admissible set. Furthermore, for (sj, uj) ∈W , let (sj+1, uj+1) = Φ˜j(sj, uj), we
have
‖uj+1‖ ≥ eλj/2‖uj‖.
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(3) If W is a (s, 1, ρj, j)−admissible set, then G−1(W ) := Φ˜−1j−1(W ) ∩ Dρj−1 is a
(γj−1, ρj−1, j−1)−admissible set. Furthermore, for (sj , uj) ∈W , let (uj−1, sj−1) =
Φ˜−1j−1(sj, uj), we have
‖sj+1‖ ≥ eλj/2‖sj‖.
(4) Let (Wj)
0
j=−∞ be a sequence of (u, 1, ρj, j)−admissible sets, then the map Φ˜j in-
duces a map G(W )j+1 := G(Wj−1) on the set of such sequences. We have that
this sequence is a contraction in Lipshitz norm, and there exists a unique limit
sequence. Furthermore, this limit sequence is C1.
Proof. Let (δs, δu) ∈ R2d satisfy ‖δs‖ ≤ ‖δu‖, and let (δs′, δu′) = DΦj(s, u)(δs, δu). We
have
‖δs′‖ ≤ e−λj‖δs‖+ σj‖(δs, δu)‖, ‖δu′‖ ≥ eλj‖δu‖ − σj‖(δs, δu)‖. (30)
Using ‖δs‖ ≤ ‖δu‖, we obtain ‖δs′‖ ≤ γj‖δu′‖, where γj = e
−λj+2σ
eλj−2σ . This proves the first
statement of our proposition.
To show the image of a unstable admissible manifold is still admissible, the calculation
is similar and we refer to Proposition 7.3.5 of [5]. The expansion in u component is a
consequence of (30). This proves the second statement. The third statement follows from
a symmetric argument.
For the fourth statement, by Proposition 7.3.6 of [5], the map G(Wj) is a contraction
with factor e−λj−1/2 at the j−th component. By Lemma 6.3, we know that∏−1k=−n e−λj+k/2 ≤
κ−1j e
n(−λ+ǫ). For ǫ < λ, there exists n > 0 such that all
∏−1
k=−n e
−λj+k/2 < 1. This implies
that Gn is a uniform contraction. 
We can choose parameters such that the conditions of Proposition 6.4 is satisfied. First,
we have the following lemma:
Lemma 6.5. Given a positive function ρ0 : Ω→ R, we define ρj(ω) = ρ0∏−1k=j e−λj/4 for
all j ≤ −1. Then for any positive function R : Ω → R such that e−ǫ ≤ R ◦ θ/R ≤ eǫ,
there exists ρ0 such that
ρj ≤ R ◦ θj , j ≤ −1 and e−2ǫ ≤ ρ0 ◦ θ
ρ0
≤ e2ǫ.
Proof. By Lemma 6.3,
ρj = ρ0
−1∏
k=j
e−λj/4 ≤ ρ0κ
1
4
0 e
− (λ−ǫ)
4
|j|.
Take ρ0 = Rκ
− 1
4 , we have that for λ > 2ǫ,
ρj ≤ Re−(λ−ǫ)|j| ≤ Re−ǫ|j| ≤ R ◦ θj .

Proposition 6.6. There exists ρ0 = ρ0(ω) > 0 satisfying
e−ǫ ≤ ρ0(θω)
ρ0(θ)
≤ eǫ,
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such that for ρj(ω) = ρ0
∏−1
k=j e
−λj/4, the conditions of Proposition 6.4 are satisfied for all
j ≤ 0.
Proof. It’s easy to see that the first 2 conditions of Proposition 6.4 are satisfied if σj < λj/8.
Since σj ≤ ‖Φ˜j‖1+αραj = K3j a−1j ραj and aj/2Kj ≤ λj , it suffice to have
ραj ≤
1
20
a2j
K4j
, j ≤ 0.
Let R = 1
20
(
a20
K40
)1/α
, by re-choosing the functions a0, K0 using Lemma 6.3 and parameter
ǫ/(12α), we can guarantee e−ǫ/2 ≤ R ◦ θ/R ≤ eǫ/2. By Lemma 6.5, there exists ρ0 such
that ρj ≤ R ◦ θj and e−ǫ ≤ ρ0 ◦ θ/ρ0 ≤ eǫ. 
7. Local smoothness of the viscosity solutions
Roughly speaking, our proof of Theorem 6.1 is based on the following observation: near
a hyperbolic orbit, any orbits that does not deviate exponentially in the backward time
from the given hyperbolic orbit must be contained in the unstable manifold. For j ≤ 0,
we denote W−j = {(x,∇xψ−(x, j)} and W˜j = P−1j W−j . We will first show that the orbits
contained in W˜j does not “expand exponentially” in backward time, with a technical
assumption that, at the last iterate, the orbit’s unstable component is dominated by its
stable component.
Proposition 7.1. The manifolds W˜j has the following properties:
(1) W˜j is a family of invariant sets for the local diffeormorphisms Φ˜j, in that
W˜j+1 ⊂ Φ˜jW˜j .
(2) There exists C˜j > 0 and Rj > 0 satisfying
e−ǫ ≤ C˜j+1
C˜j
,
Rj+1
Rj
≤ eǫ,
such that the following hold. Given 0 < γ < 1 and k ≥ 0, let (sj, uj) ∈ W˜j be a
backward orbit satisfying
(a) ‖uj−i‖+ ‖sj−i‖ ≤ Rj−i for all 0 ≤ i ≤ k,
(b) ‖uj−k‖ ≤ γ‖sj−k‖,
then we have
‖sj−k‖ ≤ (1− γ)−1C˜jeǫk‖sj‖ (31)
for all k ≥ 0 such that ‖uj‖′ + ‖sj‖′ ≤ Rj.
The proof of Proposition 7.1 relies on the following properties of the viscosity solutions.
Denote, for the rest of this section,
ψ(x, j) = ψ−(x, j)− ψ+(x, j).
Lemma 7.2. For (y0, w0) ∈ W−0 (x0, v0), denote (yj, wj) = Φ−1j,0(y0, w0) for all j < 0.
Then
ψ(yj, j)− ψ(xj , j) ≤ ψ(y0, 0)− ψ(x0, 0).
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Proof. Since the orbits (xk, vk)k≤0 and (yk, wk)k≤0 are backward minimizers, we have
ψ−(x0, 0) = ψ−(xj , j) + Aj,0(xj , x0), ψ−(y0, 0) = ψ−(yj, j) + Aj,0(yj, y0).
Furthermore, since (xk, vk)k≥j is also a forward minimizer, we have
ψ+(xj , 0) = ψ
+(x0, 0)−Aj,0(xj , x0).
It follows from the definition of ψ+ that
ψ+(yj, 0) ≥ ψ+(y0, 0)− Aj,0(yj, y0).
Hence
ψ(y0, 0)− ψ(x0, 0) = ψ−(y0, 0)− ψ+(y0, 0)− ψ−(x0, 0) + ψ+(x0, 0)
= ψ−(yj, 0)− (ψ+(y0, 0)− Aj,0(yj, y0))− ψ−(xj, 0) + (ψ+(x0, 0)− Aj,0(xj, x0))
≥ ψ−(yj, 0)− ψ+(yj, 0)− ψ−(xj , 0) + ψ+(xj , 0).

Proposition 7.3. There exists b(ω) > 0 with∫
b(ω)−
1
2dP (ω) <∞
and a constant r(F ) > 0 depending only on (F1, · · · , FM), such that
b(ω)‖y − x0‖2 ≤ ψ(y, 0)− ψ(x0, 0) ≤ (1 + Cω0 )‖y − x0‖2, for ‖y − x0‖ ≤ r(F ).
Proof. The lower bound follows from Proposition 3.10, and the upper bound is a conse-
quence of the semi-concavity (Lemma 3.2). 
Applying Lemma 6.2 to b(ω), we obtain function 0 < b0(ω) ≤ b(ω) with e−ǫ ≤
b0(θω)/b0(ω) ≤ eǫ. Write bj(ω) = b0(θjω). Before we prove Proposition 7.1, we need
the following lemma, which links the variationally defined objects and those coming from
hyperbolicity.
Lemma 7.4. Assume 0 < γ < 1, let (s, u) ∈ Dρj ∩Csγ, and write (y, w) = Pj(s, u), where
Pj is from (29). Then
(1− γ)K−
1
2
j ‖s‖ ≤ ‖y − xj‖ ≤ 2a−
1
2
j ‖s‖.
Proof. We have [
y − xj
w − vj
]
=
[
I I
Sj Uj
] [
(Uj − Sj)− 12s
(Uj − Sj)− 12u
]
,
hence y − xj = (Uj − Sj)− 12 (s+ u). It follows that
‖y − xj‖ ≤ ‖(Uj − Sj)− 12‖‖s+ u‖ ≤ a−
1
2
j (1 + γ)‖s‖ ≤ 2a−
1
2
j ‖s‖,
‖y − xj‖ ≥ m((Uj − Sj)− 12 )‖s+ u‖ ≥ K−
1
2
j (1− γ)‖s‖.

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Proof of Proposition 7.1. Let Rj = K
−1
j a
1
2
j r(F ) ≤ ‖Pj‖−1r(F ). Let (sj, uj) ∈ W˜j be a
backward orbit satisfying the conditions (a) and (b) in Proposition 7.1 and let (yj, wj) =
Pj(sj , uj), we have ‖uj‖ + ‖sj‖ ≤ Rj implies ‖yj − xj‖ ≤ r(F ). By Lemma 7.2 and
Proposition 7.3, we have that for j ≤ 0 and k ≥ 0,
1
2
bj−k‖yj−k − xj−k‖2 ≤ ψ(yj−k, j − k)− ψ(xj−k, j − k)
≤ ψ(yj, j)− ψ(xj , j) ≤ Kj‖yj − xj‖2.
By Lemma 7.4, we have
‖yj − xj‖ ≤ 2a− 12‖sj‖, ‖sj−k‖ ≤ (1− γ)−1K
1
2
j ‖yj − xj‖.
Combine all three inequalities, we have
‖sj−k‖ ≤ 1
2
(1− γ)−1K
1
2
j b
−1
j−k‖yj−k − xj−k‖
≤ 1
2
(1− γ)−1K
3
2
j b
−1
j−k‖yj − xj‖ ≤ (1− γ)−1K
3
2
j b
−1
j−ka
− 1
2
j ‖sj‖.
Let C˜j = K
3
2
j b
−1
j a
− 1
2
j , we obtain ‖sj−k‖ ≤ (1−γ)−1C˜jeǫk‖sj‖. By re-choosing the functions
K0, b0, a0 again if necessary, we also have e
−ǫ ≤ C˜j+1/C˜j ≤ eǫ. 
We now prove Theorem 6.1 using Proposition 7.1.
Proof of Theorem 6.1. The proof proceeds in two steps. In the first step, we show that
any backward orbit satisfying the conditions of Proposition 7.1 must be contained in
the unstable cone, i.e. {(s, u) ∈ R2d; ‖s‖ ≤ ‖u‖}. In the second step, we show that any
backward orbit that are contained in the unstable cone for every iterate must be contained
in the unstable manifold.
Step one. By Lemma 6.5, we can choose ρ0 satisfying conditions of Proposition 6.3 and
ρj ≤ Rj/2. Define
r¯0 = C˜
−3
0 K
−9
0 a
6
0κ
2
0ρ
2
0,
we claim that any (s0, u0) ∈ W˜0 ∩Dr¯0 must satisfy
‖s0‖ ≤ ‖u0‖.
It suffices to show that ‖u0‖ ≤ ‖s0‖ and ‖s0‖ ≤ ρ0 implies ‖s0‖ ≥ r¯0. In this case, (s0, u0)
is contained in a (s, 1, ρ0, 0)−admissible set. Let
m = min{i ≥ 0 : (s−i, u−i) /∈ Dρ−i} − 1.
By Proposition 6.4, for all 0 ≤ i ≤ m, (s−i, u−i) is contained in a (s, γ−i, ρ−i,−i)−admissible
set, hence ‖u−i‖ ≤ γ−i‖s−i‖. By the definition of m and ‖Φ˜j‖ ≤ K3j a−1j , we have
K−3−ma−mρ−m ≤ ‖s−m‖ ≤ ρ−m.
Applying (31), we have
K−3−ma−mρ−m ≤ ‖s−m‖ ≤ (1− γ−m)−1C˜0eǫk‖s0‖.
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We have (1− γ−m)−1 = (1− e−λ−m/2)−1 ≤ λ−1−m ≤ a−1−m. It follows that
K−30 a
2
0 ≤ C˜0e5mǫ‖s0‖ρ−1−m. (32)
Furthermore, by Proposition 6.4, part (3), and ‖s−m‖ ≤ ρ−m, we have
−1∏
i=−m
eλi/2‖s0‖ ≤ ‖s−m‖ ≤ ρ−m = ρ0
−1∏
i=−m
e−λi/4.
It follows that ‖s0‖ρ20 ≤ ρ3k, hence
‖s0‖ 13 ≤ ρ−
2
3
0 ρ−m. (33)
On the other hand, by Lemma 6.3,
κ
1
2
0 e
(λ−ǫ)m/2‖s0‖ ≤ ρ−m ≤ 1.
We may choose ǫ sufficiently small such that 10ǫ
λ−ǫ <
1
3
. We have
e5ǫm ≤ κ−
5ǫ
λ−ǫ
0 ‖s0‖−
10ǫ
λ−ǫ ≤ κ−
2
3
0 ‖s0‖−
1
3 .
By (32) and (33), we have
K−30 a
2
0 ≤ C˜0e5mǫ‖s0‖ρ−1−m = C˜0κ−
2
3
0 ‖s0‖
1
3ρ
− 2
3
0 ‖s0‖
1
3 ,
hence
‖s0‖ ≥ C˜−30 K−90 a60κ20ρ20.
This concludes the first step.
Step two. For j ≤ 0, define r¯j(ω) = r¯0(θjω). We may apply step one to θjω instead of
ω, and obtain that for any (sj, uj) ∈ W˜j ∩Dr¯j , ‖sj‖ ≤ ‖uj‖. Define
r0 = r¯−1K−3−1a−1κ
1
2
0
and rj = r0
∏−1
k=j e
−λk/2 for all j ≤ −1. Similar to Lemma 6.5, by choosing a small ǫ, we
have
rj ≤ r¯j−1K−3j−1aj−1
for all j ≤ 0.
For any (s0, u0) ∈ Dr0∩W˜0, using ‖DΦ˜−1‖ ≤ K3−1a−1−1, we have (s−1, u−1) ∈ Dr¯−1∩W˜−1,
and by step one ‖s−1‖ ≤ ‖u−1‖. It follows that (s1 , u−1) is contained in a (u, 1, r¯−1,−1)−admissible
set, and by Proposition 6.4,
‖u−1‖ ≤ e−λ−1/2‖u0‖ ≤ e−λ−1/2r0 ≤ r¯−2K−3−2a−2.
This procedure can be continued indefinitely. It follows that, for all j ≤ 0, (sj, uj) is
contained in a (u, 1, r¯j, j)−admissible set. Take a family Wj of admissible manifolds that
contain (sj, uj). The fact that (sj, uj) is a backward orbit implies (sj , uj) ∈ (GnW )j for
all n ≥ 0. Let n → ∞, we conclude that (sj, uj) ∈ limn→∞ G(W )j = W uj , the unstable
manifolds.
The first part of Theorem 6.1 follows from taking U(ω) = P0Dr0 . To prove the second
statement, note that the subdifferential ∂xψ
−(x, 0) is upper semi-continuous as a set
function. Since ∇ψ−(x0, 0) exists, there exists a neighbourhood V (ω) of X0 such that
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for all y ∈ V (ω), ∂yψ−(y, 0) ∈ U(ω). Using the first part of the theorem, we have
(y,∇ψ−(y, 0)) ∈ W u0 for almost every y ∈ V (ω). Since W u is C1, we conclude that ∇ψ−
is also C1 and ψ− is C2. 
Remark. It is not difficult to deduce from Main Theorem 2 that the graph {(x,∇ψ−(x, 0))}
is contained in a smooth manifold. More precisely, there exists j < 0 such that {(x,∇ψ−(x, 0))}
is contained in the forward image of a smooth piece of {(x,∇ψ−(x, j))}. This leads to
interesting questions on the topology and regularity of the shock manifolds, however, we
will not discuss it in this paper.
8. Generic nondegeneracy of the minimum
In this section we prove Proposition 3.8. Recall that we have
H(x, c) = ψ(x) + V (x, c),
where ψ is a semi-concave function and V (x, c) is C2. We assume that for every c, the
map ∂cV (·, c) is an embedding from Td to RM . By compactness,
K = sup
x,c
‖∂222V (x, c)‖ <∞.
Recall that m(A) = ‖A−1‖−1 is the conorm of an n× n matrix A.
Using the definition of embedding, we immediately have the following statement.
Lemma 8.1. Assume that ∂cV (·, c) : Td → RM is an embedding. Then there exists
U1, · · · , Uk ⊂ Td such that Td = ⋃kj=1Uj, and for each Uj, there exists a projection
Πj : R
M → Rd given by Πj(c1, · · · , cM) = (ci1 , · · · , cid) for some indices {i1, · · · , id} ⊂
{1, · · · ,M}, and a continuous positive function µj : RM → R such that
m(∂x(Πj ◦ ∂cV )(x, c)) ≥ µj(c), ∀x ∈ Uj .
Write G(c) = infx∈Td H(x, c). We have the following results.
Lemma 8.2. G is a K−semi-concave function. For any c ∈ RM , if x(c) ∈ X(c) :=
argminx{ψ(x) + V (x, c)}, then ∂cV (x(c), c) is a superdifferential of G at c. Conversely,
if lc is a superdifferential of G at c, then lc ∈ convx∈X(c){∂cV (x, c)}. Here conv denote the
convex hull of a set.
Proof. For any c′, c ∈ RM , let x(c′) ∈ X(c′) and x(c) ∈ X(c), we have that
G(c′)−G(c) = H(x(c′), c′)−H(x(c), c) ≤ H(x(c), c′)−H(x(c), c)
= V (x(c), c′)− V (x(c), c) ≤ 〈∂cV (x(c), c), c′ − c〉+ 1
2
‖∂2ccV ‖|c− c′|2.
It follows that G(c) is semi-concave and ∂cV (x(c)) is a superdifferential of G(c) at c.
For the converse, we first show that X(c) as a set function is upper semi-continuous in
the sense that if cn → c, xn ∈ X(cn) and xn → x, then x ∈ X(c). Indeed,
G(c) = lim
n→∞G(cn) = limn→∞ψ(xn) + V (xn, cn) = ψ(x) + V (x, c),
hence x ∈ X(c).
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We now argue by contradiction. Assume that lc /∈ convx∈X(c){∂cV (x, c)}, then there
exists a vector v ∈ RM such that 〈lc, v〉 > 〈∂cV (x, c), v〉 for all x ∈ X(c). Then we have
G(c− tv) ≤ G(c)− 〈lc, tv〉+ 1
2
t2K|v|2,
G(c) ≤ G(c− tv) + 〈∂cV (xt, c− tv), tv〉+ 1
2
t2K|v|2,
where xt ∈ X(c− tv). Since the domain for x is compact, there exists tn → 0+ such that
xn := xtn → x ∈ X(c). Combine the two formulas, we have
G(c− tnv) ≤ G(c− tnv)− 〈lc, tnv〉+ 〈∂cV (xn, c− tnv), tnv〉+ t2nK|v|2.
Divide both sides by tn and take tn → 0+, we obtain a contradiction:
〈lc, v〉 ≤ 〈∂cV (x, c), v〉.

Corollary 8.3. (See Lemma 3.7) For almost every c ∈ RM , G(c) is differentiable, there
is a unique x(c) ∈ argminxH(x, c), and ∂cV (x(c), c) = dG(c).
Proof. Since a semi-concave function is almost everywhere differentiable, for almost every
c, the superdifferential of G(c) is unique. Since ∂cV (·, c) is one-to-one, there is at most
one x(c) such that ∂cV (x(c)) = dG(c). 
Lemma 8.4. Let ϕ : Td → R be a semi-concave function and x0 ∈ argminϕ(x), then ϕ
is differentiable at x0 and dϕ(x0) = 0.
Proof. Let l0 be a subdifferential of ϕ at x0, then for any x ∈ Tn,
0 ≤ ϕ(x)− ϕ(x0) ≤ l0(x− x0) + C|x− x0|2.
Take x − x0 = tv for t > 0, v ∈ Rn, we have 0 ≤ tl0(v) + Ct2|v|2. Divide by t and let
t→ 0+, we have that l0(v) ≥ 0 for any v ∈ Rn, and hence l = 0. It follows that ϕ has only
0 as a subdifferential at x0. As a consequence, ϕ is differentiable at x0 and the derivative
is 0. 
The following corollary is an immediate consequence of the last lemma.
Corollary 8.5. Any x(c) ∈ argminxH(x, c) satisfies ∂xH(x(c), c) = 0.
Given any function g : Tn → R differentiable at x, we define the second order difference
to be
∇2g(x)(∆x) = g(x+∆x)− g(x)− 〈dg(x),∆x〉.
We have
d2g(x)(v) = lim inf
τ→0+
2
τ 2
∇2g(x)(τv).
Given any x ∈ Td and c ∈ RM , we call (x, c) a conjugate pair if x is the unique point
of minimum of H(·, c). This implies ∂cV (x, c) = DG(c), ∂xH(x, c) = 0 and G(c) =
H(x, c) (in particular, all derivatives must exist). There is a duality between the second
subderivative of V in x and the second subderivative of G.
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Lemma 8.6 (Duality). For any ∆x ∈ Rd and ∆c ∈ RM ,
∇2xH(x, c)(∆x) ≥ ∇2G(c)(∆c)− 〈∂cV (x+∆x, c)− ∂cV (x, c),∆c〉 −K(∆c)2/2, (34)
where K = supx,c ‖∂222V (x, c)‖. As a result, for v ∈ Rd and w ∈ RM ,
1
2
d2xH(x, c)(v) ≥
1
2
d2G(c)(w)− 〈∂2cxV (x, c)v, w〉 −
K
2
|v|2.
Proof. Since (x, c) is a conjugate pair, G(c) = H(x, c), ∂xH(x, c) = 0 and ∂cV (x, c) =
DG(c).
∇2xH(x, c)(∆x) = H(x+∆x, c)−H(x, c)− 〈∂xH(x, c),∆x〉 = H(x+∆x, c)−H(x, c)
= H(x+∆x, c +∆c)−H(x, c)− ((H(x+∆x, c +∆c)−H(x+∆x), c))
≥ G(c+∆c)−G(c)− 〈∂cV (x+∆x, c),∆c〉 −K(∆c)2/2
= G(c+∆c)−G(c)− 〈∂cV (x, c),∆c〉 − 〈∂cV (x+∆x, c)− ∂cV (x, c),∆c〉 −K(∆c)2/2
= ∇2G(c)(∆c)− 〈∂cV (x+∆x, c)− ∂cV (x, c),∆c〉 −K(∆c)2/2.
The second formula follows from taking ∆x = τv, ∆c = τw, divide by τ 2, and take limit
as τ → 0+. 
To finally prove Proposition 3.8, we need the following result from convex analysis.
Theorem 8.7 (Alexandrov Theorem). [1] Let f : RM → R be a convex function, then
for almost every x ∈ RM , f is differentiable at x, and there exists an M ×M symmetric
matrix A such that
φ(x+ v) = f(x) + 〈∇f(x), v〉+ 1
2
〈Av, v〉+ o(|v|2)
as v → 0.
For any c0, a K-semi-concave function G(c) can always be made concave by subtracting
the quadratic function K|c − c0|2. It follows that a semi-concave function is also twice
differentiable almost everywhere.
Proof of Proposition 3.8. According to Corollaries 8.3 and 8.5, for almost every c ∈ Rm,
G is differentiable at c, there exists unique x(c) ∈ argminxH(x, c), ∂cV (x, c) = dG(c)
and ∂xH(x(c), c) = 0. In other words, (x(c), c) is a conjugate pair. Furthermore, by
Theorem 8.7, d2G(c) exists and is a symmetric bilinear form. Assume that d2G(c)(w) =
〈A(c)w,w〉, we have that
sup
‖w‖=1
|d2G(c)(w)| = ‖A(c)‖.
There exists 1 ≤ j ≤ k such that x(c) ∈ Uj. By Lemma 8.6, we have that for any
v ∈ Rd, w ∈ RM ,
d2xH(x(c), c)(v) ≥ d2G(c)(w)− 2〈∂2cxV (x(c), c)v, w〉 −K|v|2.
By Lemma 8.1, there is a coordinate projection Πj : R
M → Rd given by (c1, · · · , cM) 7→
(ci1, · · · , cid) for some indices {i1, · · · , id} ⊂ {1, · · · ,M}. Let Π′j : RM → RM−d be the
map to the complementary indices. We have that for any two vectors w1, w2 ∈ RM ,
〈w1, w2〉 = 〈Πjw1,Πjw2〉+ 〈Π′jw1,Π′jw2〉.
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Choose w such that Πjw = −tΠj∂2xcV (x(c), c)v and Π′jw = 0, where t > 0 is a param-
eter. We have
−〈∂2xcV (x(c), c)v, w〉 = t 〈Πj∂2xcV (x(c), c)v,Πj∂2xcV (x(c), c)v〉 = t |Πj∂2xcV (x(c), c)v|2.
Let ν(c) = supx∈Td ‖∂2xcV (x, c)‖, then µj(c)|v| ≤ |Πj∂2csV (x)v| ≤ ν(c)|v|. It follows that
d2xH(x(c), c)(v) ≥ −(‖A(c)‖+K)M(c)2|v|2t2 + 2µj(c)2|v|2t.
Choosing
t = tj(c) :=
µj(c)
2
(‖A(c)‖+K)ν2(c) ,
we have that
d2xH(x(c), c)(v) ≥ µ2j(c)tj(c)|v|2.
We now choose
a(c) =
(inf1≤j≤k µj(c))4
ν2(c)
(‖A(c)‖+K)−1 (35)
and the proposition follows. 
9. A quantitative Alexandrov theorem
In this section we prove Proposition 3.9.
For V (x, c) = −∑Mi=1 ciFi(x), ∂cV = (F1, · · · , FM) is independent of c. It follows that
we can choose µj(c) = µj and ν(c) = ν independent of c. Furthermore, the constant
K = 0 in (35). We have a(c) = α‖A(c)‖−1, where α = (inf1≤j≤k µj)4
ν2
.
By Lemma 8.2, any subdifferential of G(c) is contained in the set convx∈X(c){∂cV (x, c)},
a subset of B := convx∈Td{(F1, · · · , FM)(x)}. Since ⋃x∈Td(F1, · · · , FM)(x) is a compact
set, so is B.
To prove Proposition 3.9, it suffices to show that, for a density ρ satisfying assumption
5, there exists A1(F ) such that ∫
‖A(c)‖ρ(c)dc < A1(F ).
The above formula follows from the following “quantitative Alexandrov theorem”.
Theorem 9.1. Assume f : RM → R is a convex function such that there exists a bounded
set B satisfying the following condition: for any c ∈ Rn, we have ∂f(c) ⊂ B. Here ∂f(c)
denote the set of all subdifferential of f at c.
Let ρ : RM → R+ be a probability density satisfying assumption 5, and let A(c) denote
the hessian matrix of f at c, which exists almost everywhere by Theorem 8.7. We have∫
‖A(c)‖ρ(c)dc < A1(B).
We first prove a lemma for one-dimensional functions.
Lemma 9.2. Assume that g : R→ R is a convex function, ∂g(t) ⊂ (a, b), then∫
g′′(t)dt ≤ b− a.
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Proof. For a one dimensional convex function, g′(t) exists almost everywhere and is in-
creasing. Without loss of generality, we may assume that g′(t) is increasing. It follows
from well known properties of monotone functions that for any N > 0,
∫ N
−N
g′′(t)dx ≤ lim
N→∞
g′(N)− g′(−N) ≤ b− a.

Proof of Theorem 9.1. Given a positive semi-definite symmetric matrix A, let v be a unit
eigenvector of its largest eigenvalue. We have ‖A 12 v‖ = ‖A 12‖ = ‖A‖ 12 . Write v =
a1e1 + · · ·+ aMeM , we say that A is i-positive if |ai| = max1≤k≤M |ak|. There may exist
multiple i’s such that A is k-positive.
It follows from the maximality of |ai| that |ai| ≥ 1√M . Denote w = aiei, we have
|v − w|2 = 1− a2i , and
|A 12w| ≥ |A 12v| − |A 12 (v − w)| ≥ ‖A‖ 12
(
1−
√
1− a2i
)
.
It follows from Lemma 9.2 that
|A 12 ei| ≥
(
1−
√
1− a2i
)
a2i
‖A‖ 12 ≥ βM‖A‖ 12 ,
where βM > 0 is a constant depending only on M .
For each 1 ≤ i ≤ n, define a function ϕi : Rn → R by
ϕi(c) =

‖D
2f(c)‖, D2f(c) exists and is i-positive;
0, otherwise.
We have ‖D2f(c)‖ ≤ ∑Mi=1 ϕi(c) for almost every c (since D2f(c) exists for almost every
c by Alexandrov’s theorem).
Since f(c1, · · · , cM) considered as a function of ci (with cˆi as parameters) is convex, and
∂2c2
i
f(x) = 〈A(c)ei, ei〉, by Lemma 9.2,
∫
|A(c) 12ei|2dc =
∫
〈A(c)ei, ei〉dc ≤ diam(B).
We have ∫
ϕi(c)dci ≤
∫
‖A(c)‖dci ≤ 1
β2M
∫
〈A(c)ei, ei〉dc ≤ diam(B)/β2M .
Apply Fubini theorem, we have∫
ϕi(c)ρ(c)dx ≤
∫
ρˆ(cˆi)dcˆi
∫
ϕi(c)ρi(ci)dci ≤ ‖ρi‖L∞ diam(B)/β2M
∫
ρˆi(cˆi)dcˆi.
Define A(F ) =
∑
1≤i≤M ‖ρi‖L∞‖ρˆi‖L1 diam(B)/β2n and the theorem follows. 
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10. Uniform nondegeneracy of the minimum
We prove Proposition 3.10 in this section. Instead of looking at the limiting behaviour,
we attempt to get quantitative estimates of the second order difference ∇xH(x, c) instead
of the subderivative.
For V (x, c) =
∑M
i=1 ciFi(x), we have K = sup ‖∂222V ‖ = 0 and ∂cV = DF , where
F = (F1, · · · , FM). We obtain the simplified (34):
∇2xH(x, c)(∆x) ≥ ∇2G(c)(∆c)− 〈DF (x)∆x,∆c〉+ C(F )‖∆x‖2‖∆c‖, (36)
where C(F ) = ‖F‖C2.
We have the following counterpart of Theorem 9.1:
Lemma 10.1. Assume that f : RM → R is a convex function such that all subdifferentials
are contained in a bounded set B. Let ρ be a density satisfying Assumption 5. Then for
i = 1, · · · ,M , there exist positive measurable functions gi : RM → R+ and a constant C
depending only on ρ and B satisfying∫ √
gi(c)dρ(c) < C,
and for every c where Df(c) exists, we have
∇2f(c)(tei) ≤ gi(c)t2.
Before proving Lemma 10.1, let us prove a simple statement about non-decreasing
functions of one variable:
Lemma 10.2. Let h : R → R be a right continuous non-decreasing function satisfying
h(b)− h(a) ≤ B for all a < b. Let
g(t) := sup
r>0
{
1
2r
(h(t+ r)− h(t− r))
}
= sup
r>0
{
1
2r
∫ t+r
t−r
dh
}
,
where dh is the Stieltjes integral associated to h. Let | · | denote the one-dimensional
Lebesgue measure, there exists a constant C ′ such that
|{s : g(s) ≥ t}| ≤ C ′B/t.
Proof. The proof is similar to the standard proof of the weak (1, 1)−inequality for the
Hardy-Littlewood maximal principle. We have that for any s ∈ {g(s) ≥ t}, there exists
Is = (s−rs, s+rs) such that t|Is| ≤
∫
Is dh. Since
⋃
s Is ⊃ {g(s) ≥ t}, using the Besicovitch
covering lemma, there exists a subcover {Ii} with multiplicity at most C ′. We have
|{s : g(s) ≥ t}| ≤ 1
t
∑
i
∫
Ii
dh ≤ C
′
t
∫
R
dh ≤ C
′B
t
.

Proof of Lemma 10.1. Since f(c+ tei) is a single variable convex function, its first deriv-
ative hc,i(t) := 〈df(c+ tei), ei〉 is defined almost everywhere and is increasing. We extend
hc,i to be a right continuous function defined everywhere. By Rademacher’s theorem,
f(c+ bei)− f(c+ aei) =
∫ b
a hc,i(t)dt. Moreover, by our assumption,
hc,i(b)− hc,i(a) ≤ diam(B), for any a < b,
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where B is the compact set that contains all subdifferentials of f .
Define
g¯i(c) = sup
r>0
{
1
2r
(hc,i(r)− hc,i(−r))
}
.
By Lemma 10.2, there exists C ′ > 0 such that for all t > 0,
|{s : g¯i(c+ sei) > t}| ≤ C ′ diam(B)/t,
where | · | stands for the one-dimensional Lebesgue measure. We have
∫
{s:g¯i(c+sei)≥1}
√
g¯i(c+ sei) ds =
∫ ∞
1
|{t :
√
g¯i(c+ sei) > t}|dt
≤ C ′ diam(B)
∫ ∞
1
t−2dt ≤ C ′ diam(B).
Define gi(c) = max{gi(c), 1}, we have∫ √
gi(c)dρ(c) ≤ 1 +
∫
{g¯i≥1}
√
g¯i(c)dρ(c) ≤ 1 +
∫
RM−1
∫
{g¯i≥1}
√
g¯i(c)dρi(ci)dρˆi(cˆi)
≤ 1 + C ′ diamB‖ρi‖L∞‖ρˆi‖L1 := C.
Assume that Df(c) exists. We have
∇2f(c)(tei) = f(c+ tei)− f(c)− 〈Df(c), tei〉 =
∫ t
0
〈Df(c+ sei)−Df(c), ei〉 ds
=
∫ t
0
(hc,i(s)− hc,i(0))ds ≤
∫ t
0
2sgi(c)ds ≤ gi(c)t2.

Proof of Proposition 3.10. The proof is similar to that of Proposition 3.8. Let x ∈
argminH(x, c). Using Lemma 8.1, there exists a projection Πj such that m(ΠjDF (x)) ≥
µj > 0. Let h = −λΠj(DF (x)∆x), where λ is a parameter to be chosen later. We have
‖h‖ ≤ λν‖∆x‖, where ν = max ‖DF (x)‖, and
〈DF (x)∆x,−h〉 ≥ λ‖ΠjDF (x)∆x‖2.
We make a simple observation about inner products in RM . Let a, b ∈ RM satisfy 〈a, b〉 >
0. Assume that b =
∑
tkek, choose i such that ti〈ai, ei〉 = maxk{tk〈ak, ek〉}. Then
〈a, tiei〉 ≥ 1M 〈a, b〉.
Apply the above observation to DF (x)∆x and −h, we obtain that there exists 1 ≤ i ≤
M and a vector tei with ‖tei‖ ≤ ‖h‖ and
〈DF∆x, tei〉 ≥ λ
M
‖ΠjDF (x)∆x‖2 ≥
λµ2j
M
‖∆x‖2.
Denote ∆c = −tei. Since G(c) is concave, and DG(c) exists, we can apply Lemma 10.1
to −G at c. Then there exists functions gi(c) such that ∇G(c)(∆c) ≥ −gi(c)‖∆c‖2. By
MINIMIZERS AND VISCOSITY SOLUTIONS 33
(36), we have
∇2xH(x, c)(∆x) ≥ ∇2G(c)(∆c)− 〈DF (x)∆x,∆c〉 − C(F )‖∆x‖2‖∆c‖
≥ −gi(c)‖∆c‖2 +
λµ2j
M
‖∆x‖2 − C(F )‖∆x‖2‖∆c‖
≥
(
−gi(c)λ2ν2 +
λµ2j
M
− C(F )λν‖∆x‖
)
‖∆x‖2.
Let λ =
µ2
j
4Mgi(c)ν2
and assume ‖∆x‖ ≤ minj µ
2
j
4MC(F )ν
=: r(F ), we obtain that
∇2xH(x, c)(∆x) ≥
λµ2j
4M
=
µ4j
16M2gi(c)ν2
, ‖∆x‖ ≤ r(F ).
Define
a∗(c) =
minj µ
4
j
8M2maxi{gi(c)}ν2 ,
we have ∇xH(x, c)(∆x) ≥ 12a∗(c)‖∆x‖2.
It remains to prove the integrability property. Since a∗(c) = C ′′/maxi{gi(c)}, where
C ′′ = (minµ4j)/(8M
2ν), we have
∫
a∗(c)−
1
2dρ(c) ≤
√
C ′′
∫ M∑
i=1
gi(c)
1
2dρ(c) ≤MC
√
C ′′.

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