The exponential growth in the Internet as a means of communication has been emulated by an increase in far-right and extremist web sites and hate based activity in cyberspace. The anonymity and mobility afforded by the Internet has made harassment and expressions of hate effortless in a landscape that is abstract and beyond the realms of traditional law enforcement. This paper examines the complexities of regulating hate speech on the Internet through legal and technological frameworks. It explores the limitations of unilateral national content legislation and the difficulties inherent in multilateral efforts to regulate the Internet. The paper develops to consider how technological innovations can restrict the harm caused by hate speech whilst states seek to find common ground upon which to harmonise their approach to regulation. Further, it argues that a broad coalition of government, business and citizenry is likely to be most effective in reducing the harm caused by hate speech.
Introduction
As a globalised, decentralised and interactive computer network, the Internet was heralded by first generation Internet critics for its ability to cross borders, destroy distance and break down real world barriers. 1 Envisaged as an egalitarian communications medium, many commentators advocate a technological landscape unfettered by governmental regulation.
Such a libertarian ethos stresses the transnational and borderless nature of the Internet, questioning both the legitimacy and ability of states to govern cyberspace. Cyber-libertarians also support the fundamental right of freedom of expression, arguing against the regulation and censorship of Internet content which could obstruct the free flow of knowledge, ideas and
information.
Yet the anonymity, immediacy and global nature of the Internet has also made it an ideal tool for extremists and hatemongers to promote hate. Alongside the globalisation of technology, there has been an incremental rise in the number of online hate groups and hate related activities taking place in cyberspace. Unsurprisingly:
As computers become less expensive, simpler to use and consequently more common in ... homes (and workplaces), as the barriers to disseminating information through computers fall, bigots of all kinds are rushing to use the power of modern technology to spread their propaganda. 2 Whilst the itinerant nature of hate sites makes accurate quantification virtually impossible, the general consensus amongst monitoring organisations and scholars is that the number of sites has grown exponentially. The first extremist website, Stormfront.org, was launched by white nationalist and former Ku Klux Klan member Donald Black in April 1995. By the turn of the century, it was recorded that the number of bigoted websites had soared to around 400. 3 The most recent estimate, from the Simon Wiesenthal Center, suggests that there are currently around 8,000 hate sites in existence. 4 The growth in online hate groups has been mirrored by the rise in web-based hate speech, harassment, bullying and discrimination, targeted directly and indirectly through forums, blogs and emails. This rise in hate speech online is compounded by difficulties in policing such activities which sees the Internet remain largely unregulated. Criminal justice agencies are unlikely to proactively dedicate time and money to investigate offences that are not a significant public priority. Consequently, the police will rarely respond to online hate speech unless a specific crime is reported.
Yet despite such shortcomings, more and more nation states have sought to combat the publication of hate propaganda. This paper examines the complexities of regulating hate speech on the Internet through legal and technological frameworks. It explores the limitations of unilateral national content legislation and the difficulties inherent in multilateral efforts to regulate the Internet. The paper develops to consider how technological innovations can limit the harm caused by hate speech whilst states seek to find common ground upon which to harmonise their approach to regulation. Further, it argues that a broad coalition of government, business and citizenry is likely to be most effective in limiting the harm caused by hate speech.
Unilateral Regulation of Hate Speech
States' criminalisation of the publication of hate propaganda has been followed by more recent efforts to prosecute individuals for the dissemination of racist and xenophobic material humanity, as such behaviour is deemed to be a serious crime 'against the people, the state and public safety'. 9 It was alleged that Yahoo! had violated this law by displaying Nazi memorabilia on its auction website.
Although the content originated in the United States, the French court ruled that
Yahoo! was liable and should seek to eliminate French citizens' access to the sale of Nazi merchandise. Yahoo! argued that its actions lay beyond French territorial jurisdiction, as the material was uploaded in the US where such conduct is protected by the First Amendment.
Dismissing this claim, Judge Jean-Jacques Gomes applied an effects-based jurisdictional analysis and granted prescriptive jurisdiction, describing the sale of Nazi paraphernalia as an 'insult to the collective memory of a country profoundly wounded by the atrocities committed by the Nazi Enterprise'. 10 The court ruled that intentional transmission, in addition to the local impact of the visualisation of Nazi memorabilia, provided sufficient grounds for finding jurisdiction. Recognising that the application of geo-location technology, combined with a declaration of nationality from service users, would filter out 90 per cent of French citizens, the court ruled that Yahoo! apply such mechanisms in order to seek to reduce access to the sale of Nazi merchandise. Failure to comply with the court order within three months would result in Yahoo! becoming subject to a penalty of 100,000 francs per day. The judicial impasse of the Yahoo! case exemplifies the cultural tension inherent in attempts to regulate online speech extraterritorially. Whilst nation states are able to successfully prosecute hate crime that takes place within their own territorial boundaries, they have not been able to extend their reach beyond their borders. Consequently, online hate speech which originates in one jurisdiction, but whose effects are felt elsewhere, continues to go unregulated. As Kaplan, Moss, Lieberman and Wessler recognise, the protection afforded by the Internet means that 'a perpetrator of a threat or harassing speech need not be at the actual scene of the crime (or within 5,000 miles, for that matter) to prey on his or her victim.'
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With states unable to overcome the obstacles of the Internet's anonymity and multijurisdictionality, hate crime offenders are free to thwart the somewhat piecemeal and arbitrary assemblage of national laws. In light of such inadequacies, the Council of Europe introduced a protocol aimed at harmonising national legal system's computer related offences in order to reach a common minimum standard of relevant offences and enable cooperation in the prosecution of those committing hate crimes in cyberspace. Discussion now turns to assess the efficacy of this provision.
Multilateral Regulation of Hate Speech
With unilateral attempts to regulate hate speech originating in foreign territories falling foul to jurisdictional and cultural conflict, the application of national law to foreign entities has serious limitations. Consequently, an international system governed by compacts and supranational decision making would appear to offer an appropriate means through which to obviate regulatory conflict between nation states. However, such a collaborative enterprise has been seriously undermined by the US's commitment to free speech. So whilst the US approach to regulation has become a minority view, its indirect unilateralism detracts from European efforts to construct a truly international regulatory system.
The Council of Europe's Convention on Cybercrime is the first multilateral compact that seeks to tackle computer based crime by increasing the cooperation amongst nations, harmonising national laws and investigatory techniques. Although the United States is not a member of the Council of Europe they do have observer status. Non-European countries may also be invited to sign and ratify council treaties in order to broaden the scope and impact of agreements. The US has both signed and ratified the Convention on Cybercrime which provides a multilateral framework for tackling a variety of Internet crimes, including child pornography, copyright infringement and fraud. However, the US's signature was only obtained after an Internet hate speech protocol, which was initially included in the Convention on Cybercrime, was removed at their behest.
In response, the Council of Europe introduced a separate protocol to address hate speech online. Under the Additional Protocol to the Convention on Cybercrime, parties are required to criminalise acts of a racist and xenophobic nature committed through computer systems. By the start of 2010, the additional protocol had been signed by 32 member states and ratified by 15. The US has, however, informed the Council of Europe that it will not be party to the protocol as it is inconsistent with their constitutional guarantees. So whilst the European compact has undoubtedly increased coordination and cooperation in combating hate crime, the US's commitment to indirect unilateralism is extremely problematic. This is because most hate sites originate in the US and although many target an American audience, leakage is inevitable.
Alongside criminalisation, the protocol extends the scope of the Convention's extradition provision to include those sought for Internet hate speech crimes. Yet the US has no bilateral extradition treaties with European countries and therefore no commitment to deliver defendants to be charged with committing hate speech offences. Consequently, European countries are left in a double bind being both unable to enforce civil judgements in American courts and unable to extradite American offenders for criminal prosecution. This is likely to result in the US increasingly becoming a safe haven for propagators of hate speech:
Given that the US with our First Amendment essentially is a safe-haven for 
Technological Regulation of Hate Speech
With clear difficulties inherent in unilateral and multilateral legislative approaches to regulation, it is fair to question whether the law alone is the most appropriate means through which to counteract cyberhate. Recourse to technological regulation at both user and server ends may offer an effective avenue through which to minimise the transmission and reception of online hate speech. 
Conclusion
The 
