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ABSTRACT
Solar prominences are formed by partially ionized plasma with inter-particle collision frequencies generally warranting
magnetohydrodynamic treatment. In this work, we explore the dynamical impacts and observable signatures of two-
fluid effects in the parameter regimes when ion-neutral collisions do not fully couple the neutral and charged fluids. We
perform 2.5D two-fluid (charges - neutrals) simulations of the Rayleigh-Taylor instability (RTI) at a smoothly changing
interface between a solar prominence thread and the corona. The purpose of this study is to deepen our understanding
of the RTI and the effects of the partial ionization on the development of RTI using non-linear two-fluid numerical
simulations. Our two-fluid model takes into account viscosity, thermal conductivity, and collisional interaction between
neutrals and charges: ionization/recombination, energy and momentum transfer, and frictional heating. In this paper I,
the sensitivity of the RTI dynamics to the prominence equilibrium configuration, including the impact of the magnetic
field strength and shear supporting the prominence thread, and the amount of prominence mass-loading is explored.
We show that, at small scales, a realistically smooth prominence-corona interface leads to qualitatively different linear
RTI evolution than that expected for a discontinuous interface, while magnetic field shear has the stabilizing effect of
reducing the growth rate or eliminating the instability. In the non-linear phase, we observe that in the presence of field
shear the development of the instability leads to formation of coherent and interacting 2.5D magnetic structures, which,
in turn, can lead to substantial plasma flow across magnetic field lines and associated decoupling of the fluid velocities
of charges and neutrals.
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1. Introduction
The Rayleigh-Taylor Instability (RTI) is present in many
astrophysical systems, and it is frequently observed in solar
prominences (Berger et al. 2008; Berger et al. 2017). RTI
is also present in laboratory plasmas and can play an im-
portant role in inertial and magneto-inertial confinement
fusion experiments (see review of Zhou 2017a,b, and refer-
ences therein).
On the Sun, prominences are clouds of chromospheric
material sustained in the solar corona by magnetic forces.
They are colder and denser than the surrounding corona.
As a prominence sits above the lighter corona, a small per-
turbation at the interface between the prominence and the
corona may grow without bound giving rise to RTI. Small-
scale upflows, also called plumes, have been observed at the
top border of prominence bubbles by Berger et al. (2017).
The plumes are highly dynamic columns of plasma, that rise
from below the prominence and propagate upwards with
speeds of ≈ 15 km/s. It is believed that they appear due
? e-mail: beatriceannemone.popescubraileanu@kuleuven.be
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expressed in this material are those of the authors and do not
necessarily reflect the views of the National Science Foundation.
to the RTI (Berger et al. 2010; Orozco Suárez et al. 2014;
Berger et al. 2017).
The cold prominences contain a large fraction of neu-
tral particles that get ionized when they enter the hotter
corona during the development of the RTI. Some observa-
tional studies show hints for the decoupling in the velocity
of ions and neutrals in prominences (Gilbert et al. 2007;
Khomenko et al. 2016; Anan et al. 2017; Wiehr et al. 2019),
however these observations are at the edge of the observa-
tional capabilities of the Sun. In Earth’s ionosphere, plasma
is also partially ionized, and many phenomena related to the
uncoupled behaviour of ions and neutrals are similar in the
solar atmosphere and in the ionosphere (see e.g. review of
Leake et al. 2014). In this work, we apply a two-fluid model
to study the effect of the neutrals on the development of the
RTI at the interface between the corona and a solar promi-
nence thread, with a smooth transition between them, in
order to resolve the effects of charges-neutrals interaction.
One of the important parameters of the RTI, both in
partially and in fully ionized plasma, is its growth rate.
The growth of the RTI can be separated into two phases:
linear and non-linear. During the initial linear evolution dif-
ferent modes grow independently without interaction; how-
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ever, mode-coupling effects become important with growing
mode amplitudes, and the instability evolves into the non-
linear phase, when the bubbles (structures that rise) and
spikes (structures that fall) form.
Most of the analytical studies of the linear phase of
the RTI have been done assuming a discontinuous density
profile. In the absence of the magnetic field (the hydrody-
namic case), when a system composed of a heavier fluid
with mass density, ρ2, initially on top of a lighter fluid
with mass density, ρ1, is perturbed, an instability devel-
ops for all the wavelengths of the initial perturbation (see
Chandrasekhar 1961). With homogeneous densities, under
the incompressible and inviscid assumption, and when the
transition between the two fluids has negligible width (dis-
continuous density profile), the growth rate in the linear
approximation is a monotonically increasing function of the
wave number k:
−ω2 = Agk , (1)
where,
A = (ρ2 − ρ1)/(ρ2 + ρ1) , (2)
is the Atwood number (Chandrasekhar 1961).
Under the same assumptions, a component of the mag-
netic field in the perturbation direction, considered to be
the x direction (see Figure 1, which illustrates the setup
used in our simulations and uses the same conventions), sta-
bilizes small scale perturbations with wavelengths smaller
than the critical wavelength (Chandrasekhar 1961). Influ-
ence of magnetic field shear at the discontinuous density
interface was recently studied by Ruderman et al. (2014,
2018).
In order to capture the two-fluid effects, one has to re-
solve scales comparable to the collisional mean free path
between ions and neutrals. These very small scales are typ-
ically below the density gradient scale length for any solar
structure. Thus, the density profile cannot be approximated
as discontinuous in two-fluid calculations.
The general case of RTI with arbitrary non-uniform
equilibrium density profile with a continuous transition in
the vertical direction does not have a known analytical solu-
tion. However, in the absence of the magnetic field and un-
der the assumption of incompressibility, for an exponential
density profile ∝ exp(βz) with uniform β, Chandrasekhar
(1961) finds the following expression for the growth rate:
−ω2 = gβk
2d2
k2d2 + 14β
2d2 +m2pi2
, (3)
where it is assumed that the fluid is confined between the
heights z = 0 and z = d andm is the vertical mode number.
The stratification is unstable when β > 0, with the maxi-
mum growth rate for m = 1. We note that the growth rate
obtained in Eq. 3 is a monotonically increasing function of
k bounded by the value gβ. Thus, the linear growth rate
of the RTI when the transition region between the heavy
and light fluids has finite width has different k-dependence
from that calculated with a discontinuous profile discussed
above, when the growth rate increases linearly with the
wave number as shown in Eq. 1.
The non-linear effects which occur from interaction of
the modes cannot be accounted for analytically in the gen-
eral case. There are analytical approaches which give qual-
itative results about the nonlinear (and linear) phase of the
RTI in a 3D geometry (Hillier 2016), and statistical results
obtained in the late nonlinear (turbulent) phase using a self-
similar ansatz. However, the work of Hillier (2016) does not
consider partial ionization effects and the hypothesis used
in their analytical derivations are restrictive. In the general
case, only numerical solutions allow tracking evolution of
the RTI substantially into the non-linear regime.
Magnetic field strength in prominence threads can be
inferred from observations of density contrast of the RTI
bubbles in an approximate way. The shear flow at the bub-
ble boundary gives rise to subsequent plumes as a result of
the Kelvin-Helmholtz instability (KHI) (Berger et al. 2017).
The growth rate of the associated KHI depends on the den-
sity profile and flow velocities above and below the interface
and the magnetic field. By comparing the measured growth
rate of the instability to analytic expressions, the magnetic
field can be inferred. Berger et al. (2017) found a magnetic
flux density across the bubble boundary of ≈ 10 G at an
angle of ≈ 70◦ to the prominence plane. The review by
Hillier (2018) shows more examples of the determination of
the field strengths from the growth rates in several contexts
and the uncertainties associated with these methods.
The RTI can occur for a wide range of the Atwood
number A, defined in Eq. 2, from A ≈ 0 to A ≈ 1. The
role of the Atwood number in the growth of the RTI in
the nonlinear phase is unclear. Analytical studies of Cook
& Dimotakis (2001) based on self-similar solutions showed
that spikes and bubbles grow in the same way (see also
review of Sharp 1984). However, numerical simulations of
(Mikaelian 2014) showed that the bubbles and the spikes
grow at the same rate for low A, but for large A the spikes
grow faster than the bubbles. Carlyle & Hillier (2017) also
find asymmetry between upward growth of the bubbles and
the downward growth of the spikes calculated from the sim-
ulations. The spikes grow faster than the bubbles, and the
asymmetry is larger for stronger magnetic fields. Contrary
to the above results, observations show that in the limit
A→ 1 rising bubbles can be observed, with little or no ac-
companying spikes (Berger et al. 2010). We note that in the
early nonlinear phase RTI evolution depends on the initial
conditions and different perturbations might be the reason
for the different effects observed in different studies. Here
we will perform simulations in the high A limit, for two
different values of A.
The degree of collisional coupling between charges and
neutrals can influence the linear growth rate and the non-
linear course of the instability, as well as the appearance
of bubbles and spikes. However, these aspects have been
investigated only scarcely. Most of the analytical studies
reported in the literature neglect the partial ionization ef-
fects on the development of the RTI in solar prominences.
An analytical calculation of the linear growth rate of the
RTI in the two-fluid model has been done for the discontin-
uous density profile in a 3D geometry by Díaz et al. (2012).
In the regime studied in that work, the collisions between
neutrals and charges were found to decrease the growth rate
at all scales. Viscosity is also known to act in a similar way
(Chandrasekhar 1961; Livescu 2004). In a later work, Díaz
et al. (2014) introduced interaction between neutrals and
charges through the ambipolar term in the generalized in-
duction equation. The authors concluded that the neutrals
decouple from the charges at small scales, below the colli-
sion scale, eliminating the stabilizing effect of the magnetic
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field on the neutrals, which removes the cut-off imposed by
the magnetic field.
Most of the numerical simulations of RTI have been
done using the single-fluid MHD approach (Anuchina et al.
2004). Only few numerical studies include the partial ion-
ization effects through the ambipolar term (Arber et al.
2007; Khomenko et al. 2014). The latter studies were done
in the context of magnetic flux emergence in the chromo-
sphere and for the RTI developed at the Prominence Corona
Transition Region (PCTR).
Numerical studies of RTI using the two-fluid approach
with application to solar prominences are extremely scarce
(Leake et al. 2014). In the work of Leake et al. (2014) only
one case was studied, and only initial evolution of the in-
stability was considered, with no in depth analysis of the
results. Recently, Hillier (2019) studied Kelvin-Helmholtz
instability numerically in the two-fluid approach, but this
idealized study cannot be applied to the prominence con-
ditions and the type of the instability studied by Hillier
(2019) is different. Most of the studies, analytical and nu-
merical, omit the effects of viscosity, thermal conductivity,
and ionization-recombination.
The overarching purpose of this study is to explore the
influence of and possible observables associated with in-
complete collisional coupling between charges and neutrals
in the partially ionized prominence plasma during the lin-
ear and non-linear phases of the RTI. To do so, we em-
ploy a 2.5D two-fluid model of the plasma and, for the first
time, perform a systematic study of the RTI including elas-
tic collisions, ionization/recombination processes, viscosity
and thermal conductivity in the model. In order to cap-
ture the two-fluid effects which occur on small space scales,
we perform simulations at an adequate resolution, and con-
sider the equilibrium with a realistic transition between the
prominence and the coronal part of the structure, where the
properties of the plasma change in a continuous way. This
study starts with the same background model as in Leake
et al. (2014). We study how the development of RTI in the
two-fluid model depends on the parameters of the back-
ground atmosphere, such as the density contrast and the
magnetic field strength, because these parameters can be,
in principle, extracted from observations. We extract from
simulations the linear growth rates, study the development
of bubbles, spikes, and associated magnetic structures in
the non-linear phase, and the flow decoupling between the
neutral and charged fluids.
We describe the configuration and plasma parameters
of the simulations in Section 2, followed by an overview of
the simulation dynamics and evolution of different scales in
Section 3, and exploration of analytical solution limits un-
der the incompressible MHD approximation in Section 4.
We then study the linear behaviour of RTI using semi-
analytical calculations for the assumed background atmo-
sphere, and in the simulations, in Section 6 we study of the
decoupling in the velocity field, and in Section 7, the mag-
netic structure formation. We discuss results and conclude
in Section 8.
2. Description of the problem
We model Rayleigh-Taylor instability at the border of a
thin prominence thread. To approximate this situation, we
adopt a configuration similar to that described by Leake
et al. (2014), shown in Figure 1. We use 2.5D geometry
-L0
L0
-4L0
4L0
O
~B
yˆ
θ0
yˆ
θ0
~g
~kx-axis y-axis
z-axis
Fig. 1. Sketch of the initial configuration. The simulation do-
main (filled with blue color) is contained in the XOZ plane,
where x varies between −L0 and L0 and z varies between −4L0
and 4L0. The magnetic field, B (red lines) is contained in the
XOY plane (filled with gray color). At the height z = 0 the mag-
netic field has only the component, By and it is slowly rotated
above and below z = 0 by an angle which depends on height,
keeping its modulus constant. The value of the angle is anti-
symmetric with respect to z = 0. The maximum angle obtained
at the top and the bottom of the atmosphere is indicated by θ0.
When the field is perpendicular, the direction of B is along the
y-axis for all the heights, θ0 = 0◦. For the sheared magnetic field
configurations θ0 = 1◦. The gravity, g points in the negative z
direction and is indicated by a green line. The direction of the
perturbation, k is shown by a blue line.
where the prominence is contained in the XOZ plane (filled
with blue), above the height z = 0, and sheared magnetic
field, contained in the XOY plane (red lines). This configu-
ration is described below by Eqs. 13. The other configura-
tion used for the simulations presented in this paper is the
magnetic field which is unidirectional along the y-axis. For
this configuration, θ0 = 0◦ in the sketch in Figure 1.
2.1. Background atmosphere
The equilibrium atmosphere is uniform in the x-direction.
The equations which describe the number density of the
ions and neutrals, the background temperature, the magni-
tude of the magnetic field, and the pressures in equilibrium
configurations are (Leake et al. 2014),
ni0 = n0 exp
(
− z
Hc
)
, (4)
nn0 = nn00sech2
(
2
z
L0
− 1
)
+ nnb, (5)
T0 = Tbf(z), (6)
B0 = B00
{
1 + β
[
ni0
n0
(
1− f(z)
)
− 1
2
nn0
n0
f(z)
− 1
Hcn0
(
1
2
L0nn00tanh
(
2
z
L0
− 1
)
+ nnbz
)]}0.5
, (7)
pn0 = nn0kBT0 ,
pc0 = 2ni0kBT0 , (8)
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Fig. 2. Parameters of the initial model atmosphere as a function of vertical coordinate z. Top left: density of neutrals in the
models with the original (red) and enhanced (dashed green) density contrasts, and density of charges (blue). Top right: same
for the pressure of neutrals and charges. Bottom left: temperature of both charges and neutrals. Bottom right: modulus of the
magnetic field in the models with the original (red) and enhanced (green) density contrasts.
where the ion number density at z = 0, n0 = 1015 m−3,
the peak neutral number density, reached at z = L0/2,
is nn00 = 1016 m−3, the background temperature of the
corona, Tb = 2.02 × 105 K, the neutral number density cor-
responding to the corona temperature (Tb), nnb = 3.5 × 109
m−3, B00 = 10−3 T, the charges gravitational scale height,
Hc = 2kBTb/(mHg). The plasma β = 4n0kBTbµ0/B200 is
calculated at z = 0 using B00 as the value of the magnetic
field, and has the value β ≈ 1.4 × 10−2. The function f is
defined as follows,
f(z) =
cosh2
(
z
L0
− 0.5
)
(
z
L0
− 0.5
)2
+ Lt
. (9)
The temperature profile, described by Eq. 6, depends on the
definition of the function f . For this reason, the value of Lt
= 20 has been chosen, so that the temperature was closest
to the values observed in the Sun and the ionization fraction
ξi = ρc/(ρc + ρn) = 0.091, remained small (see Leake et al.
2014). Figure 2 shows the background profiles for the den-
sity, pressure, temperature and the module of the magnetic
field. The neutrals and charges have the same temperature
profile, and are assumed coupled enough by collisions, so
that the prominence, composed essentially by neutrals, is
supported by the gradient in the magnetic pressure. The
equilibrium for the density of neutrals represents a density
enhancement at z = L0/2, where it attains the maximum,
nn00, as from Eq. 5. The minimum of the temperature is
also attained at z = L0/2, and the maximum temperature
is considered to be the coronal temperature (Tb).
The equilibrium density of the charges is gravitationally
stratified. Using these density and temperature profiles, the
pressure profiles are obtained from the ideal gas law, Eq. 8.
The magnetic field profile is obtained by integrating the
magneto-hydrostatic equation where the total density and
pressure are used. The integration constants permits the
scaling of the magnetic field around some chosen value, B00
in Eq. 7 shown above.
2.2. Perturbation
To initiate the instability, we use a perturbation in the den-
sity of neutrals, located at height z = 0,
ρn1
ρn0
= δ × rx × exp
(
− 4
( z
L0
)2)
, (10)
where δ is the perturbation amplitude and rx is the form
of the a perturbation which depends on the x coordinate.
The equilibrium atmosphere is homogeneous in the x di-
rection, and the dependence of the perturbation on the x
coordinate gives rise to the choice of the ansatz of separable
solutions ∝ f(z)exp(iωt)exp(−ikxx). Thus, the perturba-
tion propagates in the x direction, indicated by the vector
k = (kx, 0, 0) in Figure 1.
While the initial perturbation should not have any in-
fluence on the linear growth rates of individual modes, the
evolution in the nonlinear phase may depend on it. In most
of the simulations reported in this paper, we use a white
noise perturbation defining rx in Eq. 10 as a random num-
ber in the interval [-1,1] for all the points. In addition, we
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compare the linear growth rate of modes with the white
noise ("WN") perturbation with a simulation where the
perturbation in the x-direction is generated as a multi-mode
perturbation ("MM") specified by:
rx =
1
5
mx∑
n=1
sin
(
2pinx
Lx
+ φn
)
, (11)
where mx is the number of points in the x direction and φn
is a random phase.
2.3. Two-fluid evolution equations
We solve the two-fluid set of equations, described in sec-
tion 2.1 of Popescu Braileanu et al. (2019), referred to in
this subsection as EqP. To do so we use the two-fluid ver-
sion of the Mancha3D code, Mancha3D-2F. The single-
fluid version of this code is described in Felipe et al. (2010);
González-Morales et al. (2018), and the two-fluid version
preserves several numerical features of Mancha3D, such
as hyper-diffusive algorithms, filtering, and PML layer, see
Popescu Braileanu et al. (2019).
The continuity equations of neutrals and charges (Eqs. 1
in EqP) are coupled by the inelastic collisional term (Eq. 2
in EqP) which models ionization/recombination processes.
The momentum (Eqs. 3 in EqP) and energy (Eqs. 9 in EqP)
equations are coupled by collisional terms (Eqs. 6 and 10
in EqP, respectively) which include all the elastic and in-
elastic contributions. The charge-exchange reactions are in-
troduced via elastic collisional parameter (Eq. A.8 in EqP).
We include the viscosities in the pressure tensor (Eq. 8 in
EqP). The thermal conductivity is considered only in the
neutral energy equation. The expressions for the viscosity
and thermal conductivity coefficients are given in Eqs. A.9
from Appendix A.2 in EqP. We use the ideal Ohm’s law
(right hand side of Eq. 14 in EqP is zero).
2.4. Parameters of the simulations
Table 1 describes all the simulations used in this work, and
includes the abbreviated names of the simulations, figures
where they appear, and the summary of their parameters.
There are four input parameters that are changed through-
out the simulations:
1. Magnetic field inclination. The background magnetic
field is contained in the XOY plane. We use two types
of configuration, the magnetic field perpendicular to the
plane defined by the direction of the perturbation and
the gravity XOZ, and a slightly sheared magnetic field,
i.e.,
– perpendicular magnetic field
By0 = B0 , Bx0 = 0 . (12)
These simulations are referred in the table with the
keyword “P”.
– sheared magnetic field
Bx0 = B0sin(θ) , By0 = B0cos(θ) (13)
θ(z) =
{ −θ0pi/180 , for z < 0
θ0pi/180 , for z ≥ 0, if Ls = 0,
θ(z) = tanh
(
z
Ls
)
θ0 × pi/180, otherwise.
We use a fixed value of θ0 = 1◦ and Ls = L0 in Eq. 13
throughout the simulations. These simulations are
marked in the table by “L1”.
2. Density contrast. The value of the peak density of neu-
trals is changed in some of the simulations by increas-
ing the value of nn00 in Eq. 5 by a factor of 10. These
simulations appear marked with the “NN” keyword in
their name. The Atwood number values calculated us-
ing the total density at the heights −L0/2 and L0/2,
i.e. ρ2 = ρ0(z = L0/2), and ρ1 = ρ0(z = −L0/2), are
A = 0.72 for the original density case and A = 0.85 for
the enhanced density case.
3. Magnetic field magnitude. The value of B00 in Eq. 7,
which describes the magnetic field configuration, is in-
creased by a factor of 3 (the “B” keyword).
4. The amplitude of the perturbation. The amplitude of the
perturbation is varied through the parameter δ in Eq. 10
above. We use the value δ = 10−2 in most of the simu-
lations. But for the study of the linear growth rate, we
use a smaller amplitude by a factor of 100, δ = 10−4, in
order to avoid the nonlinear effects. The names of these
simulations in the table have an additional suffix “-S”.
Figure 2 shows the background profiles for both the orig-
inal and enhanced value of the density contrast. Note that,
when the density peak is increased, larger magnetic pressure
gradient is needed to support the prominence. Therefore the
magnetic field profile also changes, as shown in Figure 2 in
the bottom right plot.
We define the characteristic length L0 = 1 Mm, and
we choose the domain size Lx = 2L0, Lz = 8L0. We use
a uniform grid for the two dimensions and a resolution of
512×2048 points, this gives the values of the grid cell sizes:
dx = dz = 3.9 km. We choose the point (0,0) in the middle
of the plane XOZ, so that x varies from −L0 to L0 , and z
varies from −4L0 to 4L0.
In all simulations we avoid using hyper-diffusion to sta-
bilize the simulations. In order to remove small scale noise,
we use the filtering method described in Parchevsky &
Kosovichev (2007). We use periodic boundary conditions in
the x direction, reflecting boundary conditions for the ver-
tical velocities of neutrals and charges (velocities are zero
at the boundaries), and open boundary conditions for the
rest of the variables (space derivatives in the vertical direc-
tion are zero at the boundaries) in the z direction. Similarly
to Terradas et al. (2015), the reflecting boundary condition
for the velocities at the bottom of the atmosphere has an
important role in supporting the prominence against grav-
ity.
2.5. Collisional dissipation coefficients and scales
Our simulations are set to have sufficient resolution to cap-
ture the scales impacted by diffusion due to neutral vis-
cosity and/or neutral-charge collisions. We have evaluated
these scales using the parameters of the background model
atmospheres by computing the coefficients of the viscosity
of charges (µvc ) and neutrals (µvn), and the neutral ther-
mal conductivity (µTn ), as well as the neutral-ion (νni) and
ion-neutral (νin) collision frequencies. The latter two are
also compared to the time-scales associated with the fast
magneto-acoustic wave (ωfast), the in-plane Alfvén wave
(ωxzA ), and the neutrals sound wave (ωcn) within the back-
ground atmospheres as characteristic of dynamical time-
scales in the system. These are calculated as follows,
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Table 1. List of the simulations used in the paper. The columns represent, from left to right: the abbreviated name of the
simulation used in the text, the figures where they are referenced, and the parameters of the simulation.
Name Figures Parameters
L1-WN 4, 5, 12, 13, 14 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
16 m−3 in Eq. 5 and B00 = 10−3 T in Eq. 7. White noise
perturbation with δ = 10−2 in Eq. 10.
L1-WN-NN 4, 5, 12, 13, 14 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
17 m−3 in Eq. 5, and B00 = 10−3 T in Eq. 7. White noise
perturbation with δ = 10−2 in Eq. 10.
L1-WN-NN-B 4, 5, 12, 13, 14 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
17 m−3 in Eq. 5, and of B00 = 3 × 10−3 T in Eq. 7. White
noise perturbation with δ = 10−2 in Eq. 10.
P-WN-NN 4, 5, 12, 13, 14 Perpendicular magnetic field described by Eq. 12. Values of nn00 = 1017
m−3 in Eq. 5, and B00 = 10−3 T in Eq. 7. White noise perturbation with
δ = 10−2 in Eq. 10.
P-MM-S 9 Perpendicular magnetic field described by Eq. 12. Values of nn00 = 1016
m−3 in Eq. 5, and B00 = 10−3 T in Eq. 7. Multimode perturbation with
δ = 10−4 in Eq. 10.
P-WN-S 9, 10 Perpendicular magnetic field described by Eq. 12. Values of nn00 = 1016
m−3 in Eq. 5, B00 = 10−3 T in Eq. 7. White noise perturbation with
δ = 10−4 in Eq. 10.
L1-MM-S 9 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
16 m−3 in Eq. 5, B00 = 10−3 T in Eq. 7. Multimode perturba-
tion with δ = 10−4 in Eq. 10.
L1-WN-S 9, 10 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
16 m−3 in Eq. 5, and B00 = 10−3 T in Eq. 7. White noise
perturbation with δ = 10−4 in Eq. 10.
L1-WN-NN-S 10 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
17 m−3 in Eq. 5, and B00 = 10−3 T in Eq. 7. White noise
perturbation with δ = 10−4 in Eq. 10.
L1-WN-NN-B-S 10 Sheared magnetic field described by Eq. 13 with Ls = L0. Values of
nn00 = 10
17 m−3 in Eq. 5, and B00 = 3× 10−3 T in Eq. 7. White noise
perturbation with δ = 10−4 in Eq. 10.
P-WN-NN-S 10 Perpendicular magnetic field described by Eq. 12. Values of nn00 = 1017
m−3 in Eq. 5, and B00 = 10−3 T in Eq. 7. White noise perturbation with
δ = 10−4 in Eq. 10.
µvn = ξn/ρn ; µ
v
c = ξc/ρc ;
µTn = KnmH(γ − 1)/(ρnkB) ;
νin = αρn ; νni = αρc ;
ωfast = vfast(2pi)/Lx ; ω
xz
A = v
xz
A (2pi)/Lx ;
vfast =
√
γ(pn + pc)/ρtot +B2/(µ0ρtot) ;
vxzA =
√
(B2x +B
2
z )/(µ0ρtot), (14)
where γ is the adiabatic index, and ρtot = ρn+ρc is the to-
tal density. The collisional parameter α has been defined in
Eq. A.8 and ξα and Kα in Eqs. A.9 in Popescu Braileanu
et al. (2019). The density of the neutrals is very low in
the corona, and the temperature is high, therefore the co-
efficients µvn and µTn are very high. To overcome the very
small time-step imposed by such large coefficients of neutral
viscosity and thermal conductivity, the values of these coef-
ficients have been limited to 109 m2/s in order to speed up
the computation. This limit does not significantly impact
the regions of the domain where the instability develops
and therefore does not make qualitative difference for the
outcome of the computations. Improved implementation of
the viscosity and thermal conductivity operators for low
collisionality systems will be considered in future work.
Left panel of Figure 3 shows the values of the neutral
viscosity and thermal conductivity coefficients, limited as
described above, and the viscosity coefficient of the charges
for the two background atmosphere neutral density profiles.
We observe that the neutral viscosity and thermal conduc-
tivity coefficients have almost the same profile, and that the
charge viscosity coefficient is an order of magnitude smaller
than the neutral viscosity coefficient.
Right panel of Figure 3 shows the ion-neutral, νin, and
the neutral-ion, νni, collision frequency profiles as func-
tions of height for the background atmospheres. To com-
pare these to ideal MHD timescales of interest, we also plot
the frequencies associated with the largest scale wavemodes
in the x-direction for the fast magneto-acoustic wave, ωfast,
the in-plane component of the Alfvén wave for “L1” mag-
netic field shear, ωxzA , and the neutrals sound wave, ωcn.
We observe that in the immediate neighborhood of the
prominence thread, between z ≈ −1 Mm and z ≈ 2 Mm,
collision frequencies between the charged and neutral fluids
are higher than the large-scale ideal MHD frequencies, and
thus large scale flows are expected to be well-coupled. How-
ever, it is also apparent that the frequency separation is not
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Fig. 3. Left: Coefficients of the viscosity of charges (µvc , blue line) and neutrals (µvn, orange lines), and the thermal conductivity of
neutrals (µTn , green lines), in units of m2/s, as from Eq. 14. The neutral viscosity and thermal conductivity coefficients are limited
to 109 m2/s. Right: Ion-neutral (νin, blue lines), neutral-ion (νni, orange line) collision frequencies, and frequencies associated with
waves: fast magneto-acoustic (ωfast, green lines), in-plane Alfvén for “L1” shear (ωxzA , red lines), acoustic in the neutral fluid (ωcn,
black line) as functions of height. Values for the model with the original density contrast model are shown with solid lines, and for
the enhanced density contrast with dotted lines.
so large within the thread, and disappears altogether out-
side the core of the thread, so that smaller scale and higher
frequency ideal MHD dynamics is likely to be strongly im-
pacted by two-fluid effects.
3. Global overview of simulation dynamics
Figure 4 shows time series of snapshots of the four sim-
ulations, L1-WN, L1-WN-NN, L1-WN-NN-B and P-WN-
NN. This figure illustrates the development of the instabil-
ity in cases with different density contrast, magnetic field
strength and orientation. The moments where the snap-
shots are shown correspond to times indicated in the fol-
lowing Figure 5, and are taken at approximately similar
evolution stages of the RTI in each case. The three simu-
lations with sheared magnetic field (L1-WN, L1-WN-NN,
L1-WN-NN-B) have been initialized with exactly the same
perturbation, so that it is easy to compare them. The ve-
locities of neutrals and charges are indicated by arrows in
the panels of the corresponding densities. For the simula-
tions with the sheared field, the bottom panels for each
simulation show the in-plane magnetic field lines plotted as
iso-contours of the absolute value of the y-component of the
magnetic potential. To obtain the magnetic field potential,
we have integrated numerically the equation,
−∇2Ay = yˆ · (∇×B) , (15)
where Ay is the y-component of the magnetic potential
and yˆ is the unit vector in the direction y. The iso-contour
lines span uniformly the range between 0.6Amaxy and Amaxy ,
where Amaxy is the maximum value of |Ay| and they are
darker for larger values.
By comparing the snapshots of L1-WN to the snapshots
of L1-WN-NN, one can observe that small-scale structures
are more abundant when the density contrast is increased.
Increasing the magnitude of the magnetic field has the op-
posite effect. As the density of the neutrals increases with
height across the interface, and that of charges decreases,
the spikes contain mostly neutral fluid and the bubbles con-
tain mainly charges. We observe this effect in the density
contrast between charges and neutrals in the snapshots for
all the simulations in Figure 4. The collisional coupling is
strong, and the neutrals drag the charges during the devel-
opment of the instability.
One can interpret the symmetry between the spikes and
bubbles using a parameter called "center of instability".
This parameter is defined using the height reached by spikes
and bubbles. The spikes and bubbles reach different heights
with respect to the height of the initial perturbation (that
was located at z = 0). The mean value of between the aver-
age height of spikes and the average height of bubbles is de-
fined as the center of RTI. We have measured the structures
in the snapshots of density. There is no principal difference
if, instead of density, other quantity, such as e.g., velocity,
is used. The center of the instability is shifted more in the
negative z direction for the perpendicular field geometry
than for the sheared field one. This fact could be observed
in Figure 4 as the structures were more extended below
z = 0 if we compare L1-WN-NN to L1-WN, or P-WN-NN
to P-V1-MM. The density gradient scale is smaller in the
simulations with the enhanced density contrast, than in the
simulations with original density contrast, at the lower part
of the domain. We conclude that this shifts the center of
the RTI in the negative z direction.
In order to see how the changes in the equilibrium pa-
rameters influence the development of different scales in
the system, we measure the time evolution of the horizon-
tal modes averaged over the vertical extent of the unstable
region. We compute the amplitudes of the modes as the am-
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Fig. 4. Time series of the snapshots of neutral and charged densities, for the simulations L1-WN (top left group of panels),
L1-WN-NN (top right group of panels), L1-WN-NN-B (bottom left group of panels), P-WN-NN (bottom right group of panels).
The in plane (x and z components) velocities of neutrals and charges are represented by orange arrows in the plots which show
the densities of neutrals and charges, respectively. For the simulations with sheared magnetic field (L1-WN, L1-WN-NN, L1-WN-
NN-B), the iso-contours of the absolute value of the y-component of the magnetic field potential, |Ay|, are shown at the bottom
panels. The iso-contours are equally spaced between 0.6Amaxy and Amaxy , where Amaxy is the maximum value of |Ay|.
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Fig. 5. Temporal evolution of individual harmonics, computed from the vertical velocity of neutrals, as a function of time. Different
color lines show the Fourier amplitudes of the harmonics, grouped in sets of four, from n = 1 to n = 48. The amplitudes are averaged
between heights -L0 and L0. Different panels are for different simulations: L1-WN (top left); L1-WN-NN (top right); L1-WM-NN-B
(bottom left); P-WN-NN (bottom right).The vertical dashed pink lines mark the times of the snapshots shown in Figure 4.
plitudes of the Fourier coefficients obtained by performing
a FFT of a given quantity (for example vertical velocity
of neutrals or charges), in the x direction, at each time
moment. We then average the amplitudes in the vertical
direction between z = −L0 and z = L0, and over four con-
secutive modes. Figure 5 shows the natural logarithm of the
Fourier amplitudes for the first 48 modes. The average over
four modes and the limit of 48 modes are chosen for clarity
of presentation.
Noting that the time extent of the horizontal axes in all
the panels of this Figure is different, by comparing top-
left (L1-WN) and top-right panels (L1-WN-NN) we ob-
serve that the increase in the density contrast increases
the growth rate of all the modes. By comparing top-right
(L1-WN-NN) and bottom-right (P-WN-NN) panels, we ob-
serve that magnetic field shear has a stabilizing effect; and
by comparing top-right (L1-WN-NN) and bottom-left panel
(L1-WN-NN-B), we observe that, in the presence of shear,
the increase in the magnetic field magnitude similarly de-
creases the growth rate of all modes.
In all cases shown in Figure 5, the modes corresponding
to the largest scales (modes 1–8) have a clear linear phase.
Small scales (modes 45–48) do not have an initial linear
growth for any of the four simulations. As discussed further
in Section 4.2 below, these are the modes affected by the
viscosity and ion-neutral collisions, shown in Figure 8. The
largest mode number n that grows in the linear phase in
the enhanced density case, L1-WN-NN (top right), is n =
33, while for the original density case, L1-WN (top left),
it drops to n = 25. Increasing the magnetic field causes
an opposite effect to increasing the density contrast, the
largest n growing in the linear phase becomes n = 29. We
note that in all cases, at some point in the simulation, the
smallest scales begin to grow. This reversal marks the end of
the linear phase and the beginning of the non-linear phase.
The small scales, suppressed during the linear phase by the
dissipation effects, are driven by the energy cascade from
low n to high n in the nonlinear phase.
4. Analytical approach
We now explore the expected linear properties of the RTI
for the given equilibrium analytically in order to better un-
derstand and interpret the simulations, as well as to identify
the impacts of the collisional effects on the development of
the instability. The following derivations use a single-fluid
ideal incompressible MHD approximation of the plasma.
We note that, while the derivation below does not take
into account the effects of compressibility, it has been shown
that compressibility can have a destabilizing effect (Van-
dervoort 1961; Bhatia 1974; Newcomb 1983; Ribeyre et al.
2005; Xue & Ye 2010). The analytical calculation in the
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Fig. 6. Cutoff wavelengths (black lines) due to the in-plane component of the magnetic field, computed from Eq. 24, as a function
of height. The blue lines correspond to the minimum (dotted line) and to the maximum (dashed line) wavelengths that can exist
in the domain. Left: The case with original values of nn00 = 1016 m−3 and B00 = 10−3 T in Eqs. 5 and 7. Cutoff wavelengths for
the following four shear lengths Ls = [0, L0/10, L0/2, L0] are shown with increasing width of the line for increasing Ls. The red
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the original values of nn00 = 1016 m−3 and B00 = 10−3 T (solid line); for the increased value of nn00 = 1017 m−3 and original value
of B00 = 10−3 T (dashed line); and for the increased value of nn00 = 1017 m−3, and of B00 = 3 × 10−3 T (dotted line) in Eqs. 5
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of nn00 = 1016 m−3 (dotted line) and to the increased value of nn00 = 1017 m−3 (dashed line).
hydrodynamic case for our density profile (not presented in
this study) also shows that the compressibility has a desta-
bilizing effect, which is larger for smaller Atwood numbers,
similarly to the conclusion of Ribeyre et al. (2005).
Under the assumption of incompressibility, substitut-
ing the zero-divergence condition on velocity for the energy
equation, the equations become:
∂ρ
∂t
+∇ · (ρu) = 0,
∇ · u = 0,
∂(ρu)
∂t
+∇ · (ρuu+ p) = J×B+ ρg,
∂B
∂t
−∇× (u×B) = 0, (16)
We consider the 3D case, when the equilibrium atmo-
sphere is replicated in the y direction, thus the atmosphere
is homogeneous in both x and y directions, but it is not
uniform in the z direction, Bz0 = 0, and all the equilibrium
quantities only depend on height. We use the ansatz of sep-
arable solutions with Fourier decomposition of the depen-
dent variables in time and in the x and y spatial directions,
looking for solutions of the form:
{ρ˜1, p˜1, v˜x, v˜y, v˜z, B˜x1, B˜y1, B˜z1} = {ρ1(z), p1(z),
vx(z), vy(z), vz(z), Bx1(z), By1(z), Bz1(z)} ×
exp
(
iωt− ikxx− ikyy
)
. (17)
with the general solution in the linear regime being a su-
perposition of such single-mode solutions.
Linearizing Eqs. 16 and substituting perturbations of
the form defined in Eq. 17, we have:
ρ1 = − 1
iω
dρ0
dz
vz,
− ikxvx − ikyvy + dvzdz = 0,
iωρ0vx = ikxp1 +
1
µ0
(
(ikxBy1 − ikyBx1)By0 + dBx0dz Bz1
)
,
iωρ0vy = ikyp1 +
1
µ0
(
(ikyBx1 − ikxBy1)Bx0 + dBy0dz Bz1
)
,
iωρ0vz = −ρ1g − dp1dz −
1
µ0
[
By0
(
dBy1
dz
+ ikyBz1
)
+
Bx0
(
dBx1
dz
+ ikxBz1
)
+Bx1
dBx0
dz
+By1
dBy0
dz
]
,
Bx1 =
1
iω
[
−ikyBy0vx − vz dBx0dz +Bx0
(
ikyvy − dvzdz
)]
,
By1 =
1
iω
[
−ikxBx0vy − vz dBy0dz +By0
(
ikxvx − dvzdz
)]
,
Bz1 = − 1
ω
(kxBx0 + kyBy0) vz . (18)
After manipulating the above we obtain a second order dif-
ferential equation for vz:
a
d2vz
dz2
+
da
dz
dvz
dz
− k2
(
a− gdρ0
dz
)
vz = 0 (19)
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where a is defined as:
a =
1
µ0
(kxBx0 + kyBy0)
2 − ω2ρ0 (20)
When Bx0 = By0 = 0, we recover Eq. 42 from Chan-
drasekhar (1961). In the hydrodynamic case, neglecting the
spatial derivatives in Eq. 19 recovers the Brunt-Väisälä fre-
quency, in the incompressible limit.
Eq. 19 does not have a general known analytical solu-
tion for generic continuous density and magnetic field pro-
files. In order to obtain an approximate solution, we have
discretized spatially Eq. 19, using second order centered
differences:
dvz
dz
[k] =
vz[k + 1]− vz[k − 1]
2dz
,
d2vz
dz2
[k] =
vz[k + 1]− 2vz[k] + vz[k − 1]
d2z
. (21)
We obtain a generalized eigenvalue problem of the form:
Aˆu = λBˆu (22)
where u = (vz[1], ...vz[mz]), with mz being the number of
the points in the z direction, and λ = −ω2. The boundary
conditions considered are vz[1] = vz[mz] = 0.
We solve the eigenvalue problem for all the wave num-
bers, and observe that all eigenvalues are real. The nega-
tive values represent propagating solutions, and the posi-
tive values correspond to standing solutions either growing
or damped in time at the same rate. We are interested in
non-propagating growing solutions, so, for each wave num-
ber, we choose the growth rate as the square root of the
maximum of the positive eigenvalues obtained. The maxi-
mum of the positive eigenvalues corresponds to the fastest
growing mode for the chosen mode number. We will refer to
this method as semi-analytical and will use it for exploring
the linear properties of RTI in our equilibrium in Section 5.
4.1. Analytical expressions for the growth rate
The solution for the growth rate above is obtained semi-
analytically by solving a general eigenvalue problem. How-
ever, this method does not give an analytical expression
for the growth rate. We can estimate the growth rate by
making further assumptions in some limiting cases.
4.1.1. Discontinuous density profile
In our case, the transition between the prominence and the
corona is smooth, and the minimum of the density gradient
scale length, Ld = ρ0
/
∂ρ0
∂z is non-zero. However, one can
approximate our vertical profile as a discontinuous profile,
using values of ρ2 = ρ0(z = L0/2) ≈ 1.83 × 10−11 kg/m3,
and ρ1 = ρ0(z = −L0/2) ≈ 2.93 × 10−12 kg/m3, with ρ1
and ρ2 as in Eq. 2.
It can be shown (see Chandrasekhar 1961) that in a
magnetized plasma with discontinuous density profile and
a magnetic field component parallel to the direction of per-
turbation, considered here to be the x direction (see Fig-
ure 1), the growth rate becomes:
−ω2 = Agk − 2B
2
x0
µ0
(
ρ2 + ρ1
) . (23)
The condition for stability −ω2 < 0 gives the expression
for the critical wavelength λc, so that the scales with wave-
length λ < λc do not grow,
λc =
4piB2x0
µ0g
(
ρ2 − ρ1
) . (24)
Left panel of Figure 6 shows the cutoff wavelengths λc,
defined in Eq. 24, as a function of height calculated using
the values of ρ1 and ρ2 specified above for different mag-
netic field shear length scales, Ls = L0/10, L0/2, L0. The
density gradient scale length (red dotted line), attains its
minimum of Ld ≈ 409 km at z ≈ 0, and corresponds to
the mode number nd = Lx/(2piLd) ≈ 1. The density gradi-
ent becomes negative in the region z > L0/2. The shaded
region is bounded by the minimum (2∆z), and maximum
(2L0) possible wavelengths that can exist in the compu-
tational domain, indicated by blue lines. We observe that
the cutoff wavelength is smaller when the shear length is
increased, indicating the stabilizing effect of the horizontal
magnetic field.
Because of the smooth profile, the value of the gradient
scale length calculated at z = 0 does not change consider-
ably when the peak in the density of neutrals is increased
by a factor of 10. The gradient scale height decreases from
Ld ≈ 409 km to Ld ≈ 337 km for larger nn00, and the cor-
responding Brunt-Väisälä frequency slightly increases from
N ≈ 2.5 × 10−2 s−1 to N ≈ 2.8 × 10−2 s−1 at z = 0. Right
hand-side panel of Figure 6 shows the cutoff wavelengths,
calculated as from Eq. 24 for Ls = L0 for the cases of the
different density contrast and magnetic field strength. One
can observe in that the cutoff wavelength in cases of orig-
inal density and the magnetic field is similar to the cutoff
wavelength in the case where both are increased. Increasing
the density contrast without modifying the magnetic field
strength results in a smaller cutoff wavelength destabilizing
more short wavelength modes.
4.1.2. Exponential density profile
Another limiting case is the case of no magnetic field and
exponential density profile, ρ0 ∝ exp(βz) with constant β >
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0. In this case, the growth rate can be calculated exactly
with the solution given in Eq. 3. Using the same heavy
and light fluid density values as in the sub-section above,
ρ2 = 1.83× 10−11 kg/m3 and ρ1 = 2.93× 10−12 kg/m3, we
match them to an exponential density profile ρ0 ∝ exp(βz),
for z between -L0/2 and L0/2, with constant β. We obtain
β ≈ 1.832 × 10−6 m−1. Figure 7 shows the growth rate
obtained using this value of β and Eq. 3.
We note that for the long wavelength modes the profile
appears as a discontinuity and the growth rate increases
when the wave number increases, as in Eq. 1. However, on
scales smaller than the density gradient scale length, the
growth rate becomes independent of n.
The growth rate calculation with this exponential den-
sity profile gives a rather satisfactory results compared to
the semi-analytical calculations presented below in Sec-
tion 5. One can compare Figure 7 to the left hand-side panel
of Figure 9 (orange line labeled “perp”). We note that the
growth rates match well, with slightly larger values for the
largest scales and slightly smaller ones for the small scales
in the exponential density profile case. For the small scales,
the value of the growth rate ≈ 2.24 × 10−2 s−1 is consistent
with the value of the Brunt-Väisälä frequency calculated at
z = 0 of ≈ 2.5 × 10−2 s−1.
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Fig. 8. Modes corresponding to the neutral viscosity (blue
lines), ion-neutral collision scale (orange lines) and neutral-ion
collision scale (green lines) as a function of height, computed
for the original density profile (solid lines), for the enhanced
density profile (dashed lines) and for the enhanced density and
magnetic field profiles (dotted lines), from Eqs. 25–26. The hor-
izontal dashed line marks the maximum mode number shown in
Figure 5, n = 48, and the dotted line represents the largest mode
number that can be resolved in the domain, using two points,
n = 256.
4.2. Modes affected by collisional dissipation
Dissipation terms affect the growth of linear modes on
scales similar to their characteristic length scales. We can
evaluate which modes will be affected by collisions by esti-
mating the mode numbers at which the collisional dissipa-
tive terms in the corresponding equations become compa-
rable to the dominant convective terms.
As discussed in Section 2.5, neutral viscosity is the dom-
inant viscous dissipation mechanism for the plasma param-
eters considered in this work. Taking the sound speed of
the neutrals, cn, as the characteristic flow velocity of neu-
trals and comparing the convective derivative term to the
viscous term in the momentum equation for neutrals, the
length scale and mode number associated with the neutral
viscosity can be estimated as:
Lviscn = µ
v
n/cn0 , nviscn = Lx/(2piLviscn). (25)
The length scales associated with the effects of ion-
neutral collisions can be similarly estimated in the limit
of strong coupling by balancing the magnetic plus thermal
pressure gradient force against the inertial terms and the
ion-neutral friction term. Doing so leads to:
Lνin = vfast/νin , nνin = Lx/(2piLνin) ,
Lνni = vfast/νni , nνni = Lx/(2piLνni), (26)
where νin, νni, and vfast have been defined in Eq. 14.
Figure 8 shows the mode numbers n corresponding to
the ion-neutral decoupling scale and to the neutral viscos-
ity scale. The modes associated with the scales mentioned
above are plotted for the original (solid lines), enhanced
density contrast (dashed lines), and for the atmosphere
where both the density contrast and the magnetic field are
increased (dotted lines). We limit the horizontal axis be-
tween z = −1.5 Mm and z = 1.5 Mm, these values are con-
sidered to be the maximum extent of the structures that
form during the instability development in our simulations.
The horizontal dashed and dotted lines are n = 48 and
n = 256, and represent the maximum mode number which
appear in Figure 5 and the maximum mode number that
can exist in the domain (sampled by two points), respec-
tively.
We observe that both the viscosity and the ion-neutral
collisions affect modes that can exist in our domain, i.e.
the modes below the horizontal dotted line. However, the
scales associated with neutral-ion collisions likely provide
the strongest damping mechanism. We note that higher
neutral density contrast, and thus higher peak neutral den-
sity, is expected to reduce the impact of collisional dissi-
pation. We also note that stronger background magnetic
field is expected to lead to more damping due to collisions
between ions and neutrals. Both of these are, in particu-
lar, consistent with the expectation from damping due to
ambipolar resistivity in a single-fluid approximation.
5. Linear phase of the RTI
In this section we study the linear phase of the RTI. We
compare the linear growth rates obtained semi-analytically
in the single-fluid incompressible ideal MHD limit to the
linear growth rates obtained from the simulations.
Left panel of Figure 9 shows the growth rate as a func-
tion of the wave number obtained semi-analytically for the
first 712 modes, for the original density contrast and mag-
netic field strength, but different magnetic field shear scales.
We observe that the cases where the equilibrium magnetic
field has shear, and thus an in-plane component of the field
in the domain, have a cutoff wave number beyond which
RTI is stabilized. The peak value of the growth rate, and
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the cutoff mode number decrease with decreasing shear
scale Ls. This is consistent with the analytical calculation
of RTI cutoff wavelengths described in Sec. 4.1.1 and shown
in Fig. 6 for a discontinuous density profile.
In order to calculate the growth rate from the simula-
tions, we performed the following procedure. First, we re-
run the simulations with smaller perturbation amplitudes
to ensure a long linear phase, see Table 1. For each sim-
ulation, we identify a time interval of the linear phase,
usually observed to be between 100 s and 200 s. We then
compute the Fourier amplitude of vn(x) along the x direc-
tion at every height, for every snapshot of the series. These
Fourier amplitudes were averaged in the interval of heights
z1 < z < z2, defined as the region where the normalized
Fourier amplitude is larger than 0.3 by the end of the linear
phase, and maintaining z1 and z2 fixed for each simulation.
We thus obtain average amplitudes of the harmonics as a
function of time. The growth rate is obtained as a linear fit
to the natural logarithm of the amplitudes as a function of
time.
The resulting growth rates of the first 40 modes are
plotted in the right panel of Figure 9 for two of the equilib-
rium configurations: "P" with magnetic field perpendicular
to the plane of the simulation and "L1" with sheared field
with Ls = L0. To verify numerical accuracy of the simula-
tions, we use two different types of perturbations and show
that the spectrum of linear growth rates of the RTI de-
pends on the equilibrium but is independent of the form of
the perturbation. The right panel of Figure 9 compares sim-
ulations with exactly the same parameters other than the
initial perturbations being the white noise "WN" (as used
everywhere else in this paper) or the multi-mode perturba-
tion "MM" described by Eq. 11. The multi-mode and white
noise perturbations give growth rate spectra that match al-
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most perfectly for both magnetic field configurations, veri-
fying our numerical procedure.
By comparing the linear growth rates obtained from the
simulations to the semi-analytical calculations, we observe
that there is a cutoff for the growth rates obtained from
the simulations which is not present in the semi-analytical
calculation. However, we also note that the growth rate
values match very well for the low n mode numbers for
both "P" and "L1" magnetic field configurations. The dif-
ference between the idealized semi-analytical calculations
and the simulations is due to dissipative effects such as vis-
cosity, thermal conductivity, and collisions between neutrals
and ions, which are included in the simulations and act on
smaller scales. The reduction in the growth rates around
n ≈ 10 and cutoff near n ≈ 30 − 40 is consistent with the
estimates provided in Sec. 2.5 and shown in Fig 8.
Figure 10 compares the growth rates obtained semi-
analytically (left) and numerically (right) for the cases with
the different density contrasts, magnetic field strength and
shear. As in Figure 9, the two panels have different limits for
the mode numbers on the horizontal axes, being n = 712 for
the analytical results, and n = 50 for the simulated results,
for better visualisation. One can observe that for smaller
mode numbers n ≤ 10, there is good agreement between
the simulated and the semi-analytical results, both in the
magnitude of the growth rates obtained, and in the order-
ing of the curves for different cases. For higher n we observe
that, similar to Figure 9, the growth rates decrease and a
cut-off is produced for all simulated cases, unlike the semi-
analytical cases. In the analytical cases, the cut offs fall at
much larger n, or do not appear at all, as in the cases of
the perpendicular magnetic field (yellow and black curves).
We observe that the increase in density contrast leads
to the increase in both the peak growth rate and the cut-
off wave number, ncd. Increasing the magnetic field has an
opposite effect, i.e., the values of the growth rates and ncd
become smaller. Collisions between neutrals and ions con-
tribute to the creation of the cut-off observed in the simula-
tions in Figure 10. As shown in Figure 8, the lowest modes
estimated to be impacted by neutral-ion and ion-neutral
collisions, nνni and nνin , are below the ones for the viscosity
scale, nviscn . Therefore, it is expected that the observed cut-
off is due to collisions between neutrals and ions. In fact, the
ordering of the ncd values for different atmosphere profiles
in the simulations with the sheared magnetic field (L1-WN-
S, L1-WN-NN-B-S, L1-WN-NN-S, from the smallest to the
largest) is the same as the ordering of nνin in Figure 8 (yel-
low curves). The cut-offs observed for the shared magnetic
field case in the analytical calculations (red, blue and green
curves) fall at much larger n than in the numerical calcula-
tions, and are due to stabilization by the in-plane magnetic
field component.
We obtain further information about the RTI instability
in a smoothly stratified atmosphere by studying the eigen-
functions of the instability. In particular, the eigenfunctions
of the system provide information on the vertical spatial ex-
tent of the perturbations for different modes, and therefore
can be used to estimate which of the modes may be more
affected by the collisional effects in the simulations. Fig-
ure 11 shows the vertical eigenfunctions vz obtained semi-
analytically for the perpendicular field case (left) and the
sheared field case, Ls = L0, (right) with the original values
of the density contrast and the magnetic field. The eigen-
functions are normalized to unity. They correspond to the
fastest growing modes for the wave numbers n indicated in
the legend (note that in a discretized system, for each n,
the number of eigenmodes and eigenfunctions is equal to
the number of grid points in the vertical direction). One
can observe that the high n eigenfunctions are more spa-
tially localized in the vertical direction, and all eigenfunc-
tions are more localized in the presence of sheared back-
ground magnetic field. This implies that high-n modes are
more prone to collisional dissipation effects; and the effect
should be more pronounced for the sheared field configu-
rations, which is consistent with the temporal behavior of
different n modes observed in Fig. 4.
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6. Decoupling
Here we consider the decoupling effects as observed in the
simulations. To do so, we quantify the differences in the hor-
izontal and vertical velocity components between the neu-
trals and charges. We recall that the driver for the RTI in-
stability is in the gravitational free energy of a prominence
thread with high density of neutrals; i.e., the instability
acts on the neutral fluid. At the same time, electromagnetic
forces act only on charges, so it can be expected that in-
complete collisional coupling may result in some differences
in the velocities of the charged and neutral species. The
viscous force is another important agent, since in plasmas
under consideration viscosity of neutrals is much greater
than viscosity of charges. The decoupling can occur when
the differentiating viscous and/or electromagnetic forces be-
come larger than the collisional coupling between neutrals
and charges.
The normalized decoupling in the vertical velocity (and
equivalent for the horizontal velocity) is computed accord-
ing to the following steps: (i) the Fourier amplitude of the
difference between the vertical velocities of charges and neu-
trals, vzc − vzn, is computed for all modes n as a function
of height; (ii) the Fourier amplitude of the vertical velocity
of charges, vzc, is computed for all modes n as a function of
height; (iii) the above quantities are averaged separately for
the heights between −L0 and L0 and over four consecutive
modes; (iv) the normalized decoupling is obtained as the
natural logarithm of the ratio between the two quantities.
Figure 12 compares the vertical normalized decoupling
between flows of neutrals and charges for the simulations
L1-WN (top left), L1-WN-NN (top right), L1-WN-NN-B
(bottom left), and P-WN-NN (bottom right) for the first
48 modes. Similarly to Figure 5, we choose the averaging
over four consecutive modes and the upper limit of n = 48
for clarity of the presentation.
In all four cases considered, the normalized decoupling
for all n has an initially high value that rapidly drops early
in the simulations. The initial magnitude of the decoupling
is due to the instability being seeded by perturbations in
the density of neutrals, without a corresponding perturba-
tion in the density of charges. This leads to the generation
of neutral flows that are then rapidly followed by corre-
sponding flows in the charged fluid. One can observe that
the amount of decoupling strongly varies with n for the
sheared magnetic field configurations, while for the perpen-
dicular magnetic field case all modes behave nearly identi-
cally during the linear phase. This is explained by the effect
of magnetic tension on the development of RTI in the "L1"
sheared magnetic field cases, which is absent in the "P"
case. Magnetic tension acts only on charges, thus seeding
decoupling, and more so on the low n modes that are less
localized and therefore sample regions of stronger in-plane
magnetic field. Thus, the L1-WN-NN simulation (top right)
shows larger decoupling than the P-WN-NN one (bottom
right). In a similar vein, since the Lorentz force is larger for
larger magnetic field, the decoupling in the L1-WN-NN-B
case (bottom left) is generally greater than in the L1-WN-
NN case (top right).
In the non-linear phase, in all cases, the decoupling in-
creases with the mode number n. Such behaviour is ex-
pected because the decoupling should occur for scales below
the ion-neutral (or neutral-ion) collisional scales as shown
in Figure 8. The increase of the density contrast produces
lower decoupling (L1-WN vs L1-WN-NN case). This is also
in agreement with the analysis of the ion-neutral collisional
scales from Figure 8, as nνin for the increased density case
is much larger than for the original density case. Moreover,
the viscosity is smaller for the increased density contrast
case, therefore neutrals are less affected, and the decoupling
can be expected to be less pronounced.
The above conclusions can also be confirmed by visual
inspection of the snapshots of the decoupling shown in Fig-
ure 13. The locations where the decoupling increases, both
in horizontal and vertical velocity, locally coincide with lo-
cations where the magnetic field gets compressed (corre-
sponding to higher density of the magnetic field potential
contours). This greater decoupling is produced due to dif-
ferent movement of neutrals and charges across the field
lines. The decoupling in the vertical velocity is preferen-
tially negative in a larger area right below the instability
eddies. Negative value of the decoupling implies that the
downward velocities of neutrals are larger than the down-
ward velocities of charges. This behaviour is consistent with
the fact that neutrals drive the instability as they cannot
be sustained by the magnetic forces other than through
collisions with charges. Nevertheless, the absolute value of
the normalized decoupling in horizontal velocity is generally
larger (except for the case of the enhanced density L1-WN-
NN, top right). The simulation L1-WN shows the largest
decoupling among the four cases, reaching the values as high
as 5-10% of the corresponding velocity. When the density
contrast is increased (top right), the values of the vertical
decoupling become larger than the values of the horizon-
tal decoupling. On the contrary, when the magnetic field
strength is increased (bottom left), the horizontal decou-
pling relative to the horizontal velocity becomes larger than
the vertical decoupling relative to the vertical velocity.
7. Magnetic structures
To get further insights on the formation of magnetic struc-
tures, Figure 14 shows the power spectra of magnetic en-
ergy for each of the components of the magnetic field cal-
culated at the last available time for the four simulations
L1-WN, L1-WN-NN, L1-WN-NN-B and P-WN-NN. The
power spectra have been constructed as follows: (i) differ-
ent components of the magnetic energy are computed as
functions of x and z; (ii) Fourier transform of these compo-
nents in x direction is done to obtain their Fourier ampli-
tudes as a function of the vertical direction; (iii) the Fourier
amplitudes are averaged at heights between z = −L0 and
z = L0.
Figure 14 shows qualitatively similar behaviour of the
magnetic energies for the three L1 simulations. In partic-
ular, in all three cases and for all modes n, the mode am-
plitude of total in-plane magnetic energy ((B2x + B2z )/µ0,
dashed green lines) is greater than in each of the in-plane
components of the magnetic energy (B2x/µ0 and B2z/µ0,
blue and orange solid lines). This implies that the in-plane
components of magnetic field energy vary approximately
in-phase with each other.
On the other hand, the mode amplitudes of the total
in-plane magnetic field energy and the energy in the out-
of-plane B-field component (B2y/µ0, red solid lines) appear
to be additive at low n, but not at higher n. At low n,
the mode amplitude of the total magnetic energy is ap-
proximately a sum of the corresponding amplitudes of its
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components. The value of n where this behaviour breaks is
different for the three L1 cases, being the largest for the
enhanced density case (upper right panel). For the higher
n modes, the mode amplitudes of the in-plane and out-
of-plane B-field energy components converge to nearly the
same values and both greatly exceed the mode amplitudes
of the total magnetic energy; i.e., black dashed lines are
below the green dashed and the red solid lines, which be-
gin to overlap. This indicates that the high-n modes of the
in-plane and the out-of-plane components of magnetic field
energy have the same amplitude and are nearly exactly out
of phase.
The scale where the total in-plane, (B2x + B2z )/µ0, and
out-of-plane, B2y/µ0, components transition from being ad-
ditive to cancelling each other seems to be related to the
largest size of the in-plane plasmoids seen in Figure 4 for
the same time moment. One can observe that the structures
formed in the L1-WN case are the largest between three
L1 simulations, followed by the sizes in the L1-WN-NN-B
case, and then by L1-WN-NN case. The ordering between
these scales is the same as the ordering of the scales where
the out-of-plane and the in-plane components of magnetic
energy in Figure 14 become out of phase. The 3D configu-
ration of the magnetic field, with a dominant component in
the y-direction being out of phase with the in-plane com-
ponent, may resemble a flux rope.
8. Discussion and conclusions
The main goal of our paper is to the study of the effects
of partial ionization on the development of the RTI at a
realistically smooth transition layer between a magnetized
prominence thread and the solar corona. We use a two-fluid
model, which evolves neutral and charged species, coupled
by collisional terms, where we consider both the elastic and
inelastic processes. We explore the dependence of the linear
and non-linear evolution of the instability on the magnetic
field configuration and mass loading. Our main conclusions
can be summarized as follows,
(i) Consideration of a smooth RTI-unstable transition layer
as opposed to the typically considered discontinuous
interface is both necessary to self-consistently evalu-
ate two-fluid effects on the RTI instability, and demon-
strates a different set of RTI characteristics than previ-
ously observed in discontinuous interface studies.
(ii) For sheared magnetic field equilibria, the in-plane com-
ponent of the magnetic field suppresses RTI growth in
the linear phase. Both in simulations and in analytical
calculations using single-fluid ideal MHD treatment, the
growth rate at all scales is smaller when the magnetic
field is sheared compared to the perpendicular config-
uration; further, the linear growth rate and the cut-off
wavenumber decrease with decreasing shear length.
(iii) For a smooth transition layer, low wavenumber RTI
eigenfunctions have vertical extent that encompasses
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Fig. 13. Pairs of snapshots of the horizontal and vertical decoupling in velocities for the simulations P-WN (top left), P-WN-NN
(top right), L1-WN-NN-B (bottom left) P-WN-NN (bottom right). The snapshots are taken at the time indicated at the right-
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bottom of each image. The black lines represent the iso-contours of the absolute value of the y-component of the magnetic field
potential, |Ay|. The iso-contours are equally spaced between 0.6Amaxy and Amaxy , where Amaxy is the maximum value of |Ay|.
the prominence thread, while higher nmodes become lo-
calized at the location of highest density gradient. Pres-
ence of sheared magnetic field provides further vertical
localization of the eigenfunctions, making high-n modes
even more prone to collisional damping effects.
(iv) When mass loading and the density contrast is in-
creased, both semi-analytical ideal MHD calculations
and simulations show that the linear growth rate is
larger at all scales. Additionally, greater mass loading
leads to stronger ion-neutral collisions and lower viscos-
ity. Thus, smaller scales develop in the linear stage of
the high density contrast simulations, while the relative
decoupling between charges and neutrals observed dur-
ing the non-linear phase is also smaller.
(v) Ion-neutral collisions and, to a smaller extent, neutral
viscosity effects appear to suppress growth of short
wavelength modes in the linear phase of the RTI in-
stability. This is established by estimating the scales
expected to be impacted by the collisional effects in
Fig. 8, and then comparing the linear growth rates cal-
culated from the simulations to the linear growth rates
obtained semi-analytically under the single-fluid ideal
MHD approximation. These effect will be further ex-
plored in follow-on work.
(vi) The increase of the magnetic field magnitude decreases
RTI growth rate. At the same time, in the non-linear
phase, the flow decoupling between charges and neu-
trals appears to be strongest near the locations of high-
est magnetic field stress. We thus infer that much of the
decoupling observed in the simulations is likely driven
by the magnetic activity due to charges, but not neu-
trals, being directly impacted by magnetic field forces.
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(vii) In simulations with the sheared magnetic field equilib-
ria, the spatial spectra of the out-of-plane and in-plane
components of the magnetic energy show strong out-of-
phase coherence at small scales, but not at the largest
scales, during the non-linear phase of the evolution. The
transition scale is different in simulations with different
mass loading and magnetic field strength, with the L1-
WN simulation showing both strongest magnetic activ-
ity and highest degree of such magnetic self-organization
across the scales. These effect will be further explored
in follow-on work.
It is known that the linear growth rate of RTI is related
to the properties of the background atmosphere, such as the
density contrast and the magnetic field. In prominences, the
growth rate and the degree of mass loading can be measured
from observations, and such measurements have been used
in the past to derive the magnetic field properties based on
observations of the RTI. Here, we obtain that other mea-
surable quantities, such as the decoupling in velocity of ions
and neutrals, or the location of the center of the instability,
are also related to the background variables. These latter
quantities are much more difficult to measure because they
require high resolution and high temporal cadence of the
data. Such data could possibly be obtained using the large-
aperture 4-m solar telescope facilities (DKIST1, EST 2).
In our 2.5D simulations, we have explored the depen-
dence of the RTI dynamics on the properties of the back-
ground atmosphere, such as the density contrast and the
magnetic field configuration. Our simulations are in the
high Atwood number regime. Similarly to the results ob-
tained from simulations by Mikaelian (2014) and Carlyle
& Hillier (2017), we observe a larger growth of the spikes
than the bubbles. This asymmetry is enhanced when the
density contrast is increased. However, we did not observe
any significant change in this asymmetry with the change
in the magnetic field.
In all the simulations performed, we found that ion-
neutral interactions and, to a smaller extent, viscosity damp
linear RTI development at smallest scales. The comparison
of the numerical linear growth rate to the linear growth
1 https://dkist.nso.edu/
2 http://www.est-east.eu/
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rates obtained semi-analytically in the single-fluid ideal
MHD approximation, neglecting the effect of the collisions,
confirmed that the suppression of the small scales is indeed
produced by dissipation effects.
In our simulations, the largest scales do not show ef-
fects of dissipation due to ion-neutral collisions and viscos-
ity, with the global RTI growth rate remaining the same as
in the single-fluid ideal MHD regime. Some of the previous
numerical simulations have similarly shown that the charac-
teristics of RTI flows are identical for the viscous and invis-
cid models (Doludenko et al. 2019). On the other hand, Mi-
tra et al. (2016) and Gerashchenko & Livescu (2016) found
an increased growth rate at all wave numbers in the invis-
cid case, compared to the case with viscosity. The apparent
contradiction between the two results may come from the
different scales simulated, since the dissipative effects occur
only for the scales below a certain scale.
We have found that the linear growth rate increases
with increasing the density contrast. This result is in agree-
ment with the classical hydrodynamic model by Chan-
drasekhar (1961) for the discontinuous density profile, as
well as for the density profile exponentially stratified with
height (Livescu 2004). It has been shown that compressibil-
ity causes destabilizing effect, which becomes more impor-
tant for smaller density contrasts (Livescu 2004; Ribeyre
et al. 2005). In the nonlinear phase, it has been shown that
increasing the density contrast results in higher growth rate,
thinner fingers and less roll-up at the tip of the fingers due
to secondary KHI (Youngs 1984; Gardner et al. 1988; Jun
et al. 1995). The magnetic field affects the growth rate at
small scales, but even in the magnetic RTI, the growth rate
is still larger for larger density contrast (Dolai et al. 2016).
In our case, the viscosity coefficient is smaller in the
model with enhanced density contrast, and the ion-neutral
collisional frequency is higher. This reduction of viscosity
and the importance of ion-neutral interaction act in the
direction of increasing of the growth rate, together with
the proper density contrast enhancement.
We find that the viscous force acting dominantly on
neutrals, and the electromagnetic force acting only on the
charges, produce the observed decoupling of the respective
flows in the non-linear phase of RTI development. This
decoupling decreases with decreasing importance of these
forces. For example, when the density contrast is enhanced,
the magnitude of the Lorentz force relative to the gravita-
tional force decreases, and the decoupling also decreases.
Similarly, when the density contrast is enhanced, the neu-
tral viscosity becomes smaller, causing lower values of the
decoupling. Overall, we observe in our simulations that the
decoupling can reach up to 5% of the individual flow ve-
locities. There is a correlation between the locations with
larger decoupling and the locations of greatest magnetic
field stress (i.e., the locations where the Lorentz force is
increased).
Magnetic field parallel to the perturbation plane has a
stabilizing effect on the RTI. Early analytical studies by
Chandrasekhar (1961) have shown that a component of the
magnetic field parallel to the direction of the perturbation
suppresses the small-scale perturbations with wavelength
smaller than a cutoff wavelength, proportional to the square
of the in-plane field strength, as from Eq. 24. In the non-
linear phase, Carlyle & Hillier (2017) measured the growth
of the magnetic RTI by means of numerical simulations in
a 3D setup. These authors found that the growth rate de-
creases with increasing magnetic field, and they attributed
it to be due to higher magnetic tension requiring greater
energy for the frozen-in plasma to move. In our simula-
tions, we found that the linear growth rate is smaller when
the field is sheared compared to the perpendicular field
case. Moreover, the semi-analytical calculations which gave
us the possibility to explore the contribution of the back-
ground parameters in the development of the RTI, showed
that, for the sheared magnetic field configuration the linear
growth rate decreases with decreasing shear length Ls.
Using a single-fluid approximation with two-fluid effects
introduced through the ambipolar term, Díaz et al. (2014)
found that collisions may remove the stabilizing effect of the
magnetic field on the small scales. Thus, the linear growth
rate at small scales would become larger when the collisions
are taken into account. In our case, the small scales are sup-
pressed when the collisions are taken into account through
neutral-charge interaction and viscosity. This is due, pri-
marily, to our consideration of a smooth rather than a dis-
continuous prominence-corona interface with a gradually
rotating magnetic field, such that the scales associated with
magnetic field stabilization are much smaller that those sta-
bilized by collisional dissipation, as shown in Figure 9.
The small scales, suppressed by dissipation effects in the
linear phase are introduced in the early non-linear stage by
energy cascade. In the non-linear phase, we observe con-
tinued production of magnetic energy at intermediate and
small scales due to the twisting of the field lines. The in-
plane plasmoids observed in the snapshots, together with
the dominant perpendicular component of the magnetic
field, create 3D structures resembling flux ropes. This is
confirmed by the Fourier analysis of the three components
of the magnetic energy. The strong out-of-phase correlation
between the in-plane and the out-of-plane magnetic energy
for intermediate and high n modes hints at magnetic self-
organization processes taking place during non-linear RTI
evolution. The scales where the two components of the mag-
netic energy become coherent seem to be related to the
largest scales of the in-plane magnetic structures. Further
study of this magnetic field dynamics will be presented in
future work.
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