Abstract
Introduction
A protocol is an a priori understanding between two or more hosts (i.e., machines on a network) to communicate by exchanging messages over a network. The messages exchanged are called Protocol Data Units (PDUs) [32, 36] . A protocol specification defines the syntax, semantics, and allowed sequences of PDUs. A protocol implementation is a set of programs that execute on different hosts achieving the message exchange sequence allowed by the protocol specification.
With the advent and evolution of the Internet, a number of protocols have been specified and implemented. A popular example is the Hyper Text Transfer Protocol (HTTP) [13] protocol usually used to download content from a website. A client sends a PDU with a GET message that causes the server to send a file back. Implementations of the HTTP protocol include Apache [1] , Google Web Server (GWS) [3] , and Microsoft Internet Information Services (IIS) [6] . [33] . This design philosophy causes implementations to have different approaches to dealing with faulty PDUs. Protocol specifications are typically written in natural language (e.g., English) and often incomplete, especially so, in handling faulty inputs, and many decisions are left to the implementor [23] . As a result, protocol implementations behave differently on faulty inputs, depending on the design decisions made by the implementer.
"Be conservative in what you send, and liberal in what you accept from others"
Many issues in server availability, performance, or even security of a host, come to light as a result of a hacker figuring out that an implementation does not handle some faulty PDU gracefully. Typically, these defects are then fixed by the manufacturer or the open-source community after the break-in has been reported [21] .
We advocate pro-active automated testing of protocol implementations on faulty input before deployment on the Internet. This gives greater confidence in the ability of networked systems to survive in the face of malformed input. In this paper, we develop a new technique for automated testing of protocol implementation robustness. The IEEE defines robustness as "the degree to which a system or component can function correctly in the presence of invalid inputs or stressful environmental conditions" [9] . We define protocol implementation robustness 3 as the ability of an implementation to handle exceptional input in the form of faulty PDUs and continue normal protocol operation. An example of abnormal operation would be the premature termination of the process that implements the protocol.
The main challenge in automated robustness testing of protocols is the systematic generation of faulty PDUs. An enumeration of all possible faults is exponential in the number of fields of the PDUs (explained in Section 5). Existing approaches to robustness testing typically assume fault models [17] , generate faulty PDUs in an ad-hoc manner, sample all-possible faulty PDUs pseudo-randomly [18] , or deal with testing the protocol itself with sequences with fault causing network conditions (e.g., loss of data packets) in a simulation [20] rather than test an implementation with faulty PDUs. We need a method to prune the number of possible faulty PDUs without losing the possible robustness issues revealed by the test cases.
We present a novel approach to automatically test protocol implementations for robustness by generating faulty PDUs in a systematic manner. While our approach is generic enough to be applied to all protocols, we focus on application layer protocols (most protocols which a human user would encounter, e.g., HTTP, Simple Mail Transfer Protocol (SMTP) [24] , Domain Name Service (DNS) [31] ) as they typically handle human user level input that can be faulty (as opposed to low-level protocols that get "cleaned" input from higher layer protocols). We classify application layer protocols as stateless or stateful. We generate faulty PDUs depending on the protocol's classification. For stateless protocols, we generate syntactically faulty PDUs. As a typical PDU could have many possible syntactic faults (due to many combinations of individual faults in the fields of the PDU) an enumeration would cause an exponential growth in the number of possible syntactically faulty PDUs. We adapt the pairwise testing strategy outlined in [35] to prune this growth. For stateful protocols, we use a simple combinatorial enumeration to generate semantically faulty PDUs, where the syntax of the PDU is correct, but the semantics are incorrect, i.e., the protocol does not expect the PDU in that state. Intuitively, we sample the set of all possible faulty PDUs for a protocol systematically and use this sampled set as input for protocol implementations to evaluate their robustness.
We have implemented our technique and empirically evaluated it by creating suites of faulty PDUs for HTTP 1.0, a stateless protocol, and SMTP, a stateful protocol. We are able to reduce the number of faulty PDUs without compromising the evaluation of robustness of an implementation. Our experiments reveal that different implementations of the same protocol (Apache, Google Web Server, Microsoft IIS for HTTP and Sendmail and Microsoft Exchange for SMTP), in fact, behave differently in the face of faulty PDU inputs.
The specific contributions of our work include:
We propose a taxonomy of application layer protocols on the basis of state information maintained during the protocol execution. We use this taxonomy to design test cases for testing robustness of protocol implementations.
We show how to compose simple faults in different parts of a PDU to generate faulty PDUs by adapting the pairwise testing strategy described in [35] to robustness testing. Specifically, we generate a set of faulty PDUs such that any pair of faults is present in at least one PDU in this set. We show that the reduction in the number of syntactically faulty PDUs to be used for testing by our algorithm does not reduce the capacity to evaluate the robustness of an implementation. Finally, we use our algorithm to generate faulty PDUs as test cases for practical protocols, namely HTTP and SMTP, and experimentally evaluate the differences in robustness of different implementations.
In the next section, we discuss related work. In Section 3, we formally define PDUs. We present our taxonomy of application-layer protocols in Section 4. In Section 5, we elaborate on syntactic and semantic faults in PDUs and describe algorithms to systematically generate faulty PDUs. We describe our implementation and empirical evaluation of ASPIRE for HTTP and SMTP in Section 6, and conclude with a discussion of future work in Section 7.
Fault injection, i.e., using faulty inputs in test cases, is a well known approach in software testing [37] . Existing work in fault injection for testing protocol implementations needs significant human input in determining failure models and test cases. In [17] , the design of a script-driven interface for protocol fault injection is described. The script and failure specification are left to the tester. In [22] , anomalies are inserted into the protocol specification itself, and used to generate test cases. However, it does not address how many anomalies can exist within one PDU, or how one can systematically generate a number of anomalous PDUs. In [18] , fault generation in protocol inputs is chosen in a pseudo-random sampling of the possible exponential number of faulty PDUs.
Studies [20] and [12] address testing protocol robustness, i.e., check if a protocol can handle test sequences with bad network conditions. Note, however, that this is quite different from protocol implementation robustness, i.e., testing implementations with invalid input.
Another related technique is formal protocol testing, which is a well studied problem [34, 25] . In formal conformance testing, the entity executing the protocol is specified using FSMs [19] (Finite State Machine) or a description language such as ESTELLE, LOTOS [14] , PROMELA, or SDL [15] which can generate automata on the fly from a specification in the language. The implementation is also represented as an FSM. The problem is now reduced to seeing if the specification and the implementation generate the same output sequence given some input sequence. The key ideas lie in generating input sequences, which, when executed on both, are good enough to say that the implementation conforms to the specification [30] . Other formal approaches [10, 11] view protocol testing as a case of testing concurrent distributed systems. While formal approaches to testing can be applied to test protocol implementation correctness, they do not deal with the robustness of an implementation.
PDUs & Protocol Specifications
Intuitively, a PDU consists of data and control information which tell the protocol how to operate on that PDU.
Definition:
A PDU Ô is an Ò-tuple given by ½ Ò where each consists of one more bits. The s are the control or data fields of a PDU. The number of fields Ò varies with PDU even within the same protocol. Control fields typically precede the data fields although they can be intermingled within a PDU.
¾
For example, a HTTP request PDU Ô ½ is as follows:
A HTTP response PDU Ô ¾ is of the form:
The symbol Ø denotes a space, ÒÒ is the newline character, and À denotes a header. The GET and the headers are control fields and the url is a data field.
where each triple Ô represents an action executed on the PDU Ô by the host . The action is either a send or a receive of PDU Ô .
For the example HTTP PDUs shown, an acceptable sequence of execution is
where A and B are the communicating hosts, r denotes a receive action, and s denotes a send action. In the case of Ô ½ the only data field is the ÙÖÐ; everything else is a control field. In Ô ¾ , the data field appears at the end of the PDU.
A Taxonomy of Application Layer Protocols
We use the state information about a client (an entity that imports a resource from a network location), maintained by the server (an entity that exports, i.e., makes available a resource at a particular location on the network; e.g., a web server), (or peer 4 ) in a protocol to classify the application protocol as being stateless or stateful. By state information about a client, we mean the record of the transaction with the client. For instance, in HTTP/1.0, no such information is maintained about a client. Whereas, in SMTP, a mail server has to keep track of the sequence of commands issued so far by the client.
We now present a taxonomy of application layer protocols. The taxonomy specifies the type of faulty PDUs an application layer protocol might encounter. A scheme based on the classification is used for faulty PDU generation. Stateless Protocols: When a server does not maintain any state of a transaction, we term it stateless. HTTP 1.0 5 is an example of a stateless protocol. Web browsers and servers implement this protocol. In HTTP 1.0, the server responds to the client when it gets a request with the appropriate file or error message, closes the connection without maintaining any state information of the client. Note that this specification allows only sequences of length two, i.e., a request followed by a response. Stateful Protocols: In these protocols, the server maintains state about the client until the entire transaction is over, is aborted, or times out. An example is SMTP, in which a server expects a PDU (e.g., DATA) only after another (e.g., RCPT), thereby maintaining state information about the client.
Note that the state is independent of whether the underlying protocols (such as TCP), which the application level protocol uses, are stateless or stateful. Specifically, although an HTTP server uses TCP, a protocol with states, we classify HTTP as stateless. This is because HTTP server does not keep track of the HTTP client, although its TCP layer tracks the TCP layer of the client.
Faults in PDUs
Intuitively, a PDU is faulty if either its syntax is incorrect or its position in a PDU sequence is incorrect. We call the former syntactically faulty PDUs and the latter semantically faulty PDUs. Note that, in general faults of both kinds are also possible in the same PDU.
is syntactically faulty, iff, such that is faulty, i.e., outside the range of the inputs the protocol accepts as valid. A PDU È is maximally faulty if is faulty.
¾
For a systematic evaluation of robustness, we need to consider the execution of a protocol implementation with all combinations of faults and valid values in its fields, which are too many in number. We observed by looking at implementations that it suffices to test for maximally faulty PDUs. However, this is a heuristic. Our future work will look at the effect of choosing maximally faulty PDUs on our results. Let ½ ¾ Ñ denote the set of faults for a particular field . The size of the set of maximally faulty PDUs is Ñ Ò if each of the Ò fields has Ñ possible faults. Therefore, even the number of maximally faulty PDUs grows exponentially in the number of fields. This is a problem and any testing technique must test a subset.
Note that if a protocol is stateless, it is susceptible to syntactically faulty PDUs. An incorrect sequence of syntactically correct PDUs cannot cause problems for a stateless protocol since it maintains no history of PDUs. However, if a protocol is stateful, it is susceptible to syntactically and semantically faulty PDUs. 
Generating Syntactically Faulty PDUs
The key idea in generating syntactically faulty PDUs systematically is that the tester seeds possible faults for each field of the PDU, which are then combined by our algorithm for faulty PDU generation. To prune the number of possible faulty PDUs and prevent exponential growth, we adapt a well-known result from software testing called the pair-wise testing constraint [16, 35] . The algorithm is the same as the one proposed in [35] , but for our usage in the context of testing protocol implementations. We impose the constraint that the set of faulty PDUs is chosen such that each pair of faults is satisfied by at least one PDU. This constraint has been shown to provide effective coverage for predicate testing.
Suppose field A of a PDU has the possible faults ½ ¾ , field B has the possible faults ½ ¾ , and field C has the possible faults ½ ¾ ¿ . Then, the set of triples Ë
satisfies the property that each pair of faults appears in at least one of the triples. Note that a simple combinatorial enumeration of the faulty PDUs has the size 2 ¢ 2 ¢ 3 = 12, whereas the pairwise strategy yields a set that has members in it. Also, note that there are many such sets which satisfy the constraint imposed; we need to generate one such set which satisfies the constraint.
Algorithm 1 outlines our approach for generating syntactic faults. The algorithm has two phases, horizontal and vertical growth. Intuitively, the horizontal growth first enumerates all possible pairs of errors for the first two fields. 
and
¾ ½ . This is the maximum number of pairs that can be covered. This process is repeated for each remaining field in the PDU.
Note that the number of faulty PDUs that are generated by this horizontal growth never exceeds which covers all pairs of faults. It can be shown that, on termination, the algorithm outputs a set of faulty PDUs with the property that any pair of faults in two fields is satisfied by at least one PDU in this set. Furthermore, the size of this set does not grow exponentially. A detailed analysis of the algorithm is beyond the scope of this paper. The interested reader is referred to [35] for details.
Generating Semantically Faulty PDUs
As the number of semantically faulty PDUs does not grow exponentially with the number of states and PDUs, we do not worry about reducing the number of semantically faulty PDUs. Consequently, the algorithm we use is a straightforward enumeration of the number of semantically faulty PDUs for each state. We present our approach in Algorithm 2.
Each state in a stateful protocol can accept only certain PDUs. Therefore, for each state, the remaining PDUs of the protocol are semantically faulty. The algorithm enumerates the semantically faulty PDUs for each state. When testing, however, one should first drive the protocol implementation to a particular state using correct PDUs before injecting a semantically faulty PDU in that state to be tested. Therefore, the test case consists of a state, a list of semantically faulty PDUs, associated with that state, and a sequence of correct PDUs which will drive the protocol to that state. This is similar to our earlier work [26, 27, 28, 29] .
We illustrate our algorithm with a simple stateful protocol specified in Figure 1 as a directed graph. The starting state of the protocol is 0. An arc labeled Ö means that the machine receives a PDU . Likewise, an arc labeled × stands for sending a PDU . Consider state 5, it expects to receive PDU 6. Now, the algorithm would generate ½ ¿ for state 5, i.e. PDUs 1, 3, and 4 are semantically faulty in state 5. And, the path for driving the implementation would be Ö × , i.e., the testing program would send the PDU 4 and receive the PDU 5, and then send the semantically faulty PDU.
Experiments
We now show the practicality and usefulness of our technique. Specifically, we experimentally evaluate the following hypotheses:
Different protocol implementations offer different robustness to faulty PDU input, and this is true for both stateless and stateful protocols. The pair-wise faults constraint does not reduce the capacity to evaluate robustness of different implementations.
Metrics for Evaluation
We define the following metrics for studying the performance of our algorithm and test-case generation.
The Reduction Ratio is the ratio of the number of faulty PDUs generated by the syntactic faulty PDU generation algorithm to combinatorial enumeration.¯T he Robustness Ratio is the ratio of the number of faulty inputs that were handled by an implementation by continuing normal operation to the total number of faulty inputs.
To ensure our hypotheses hold, we show that: the average robustness ratio as estimated with our syntactic faulty PDU set is about the same as that of the set of all possible faulty PDUs. the average robustness ratio of different implementations is different for both syntactic and semantic faults.
We use the reduction ratio to study the extent of reduction in the number of test-cases needed. For studying the performance of semantic faulty PDUs, we itemize the effect of each of the PDU and its faulty state.
Threats to Internal Validity
Threats to internal validity are conditions that can affect the dependent variables of the experiment without the researcher's knowledge. The independent variables in our experiments are the protocol implementations under test and the test suites generated by our algorithms. The dependent variables are the robustness ratios of the implementations. The syntactic mutants chosen by us for the initial seeding of faults in different fields is the cause for greatest concern. Our approach was to limit this by logically splitting the domain of faulty inputs of each field of the PDU and choosing representatives from each of these sub-domains.
Threats to External Validity
Threats to External Validity are conditions that limit the ability to generalize the results of our experiments to industrial practice. We consider artifact representativeness to be the major threat to external validity. The subject programs themselves are widely used products, and therefore are representative of industrial practice. However, content is dynamically generated. Our experiments don't represent dynamic URL creation. However, we can generate URLs that represent actual faulty input once we study common URL generation patterns used in practice.
Threats to Construct Validity
Threats to construct validity are conditions caused by the inadequacy of the measuring metrics in capturing the property measured. We have defined the robustness ratio as the number of faulty test cases resulting handled properly by the implementation divided by the total number of faulty PDUs sent as inputs. While this does indicate the degree of robustness, this is a fairly coarse metric and may not factor the cost of processing each PDU.
Subject Protocols
We chose HTTP and SMTP as subject protocols for our study. HTTP is a simple stateless protocol, and SMTP is a simple stateful protocol. We focus on the most commonly used PDUs of these protocols. We implemented our syntactic fault generation algorithm for HTTP and semantic fault generation algorithm for SMTP.
The HTTP Protocol
The core operation of HTTP is to fetch content using the GET command. The GET PDU has several headers, and the typical operation is as follows:
Client sends GET PDŪ Server sends content.
Our approach generates syntactically faulty request PDUs with syntactic mutants of the GET command.
The SMTP Protocol
The SMTP protocol is executed by mail servers of a domain and is used to exchange electronic mail between different domains (e.g. mailin-02.mx.aol.com is the mail server for the domain aol.com.) Let denote a client and Ë denote a The protocol has 4 states, each of which it reaches from the start state for the PDUs HELO, MAIL, RCPT, DATA, and QUIT respectively. As an illustration, sending a DATA before MAIL and RCPT is a semantic fault. We test SMTP server implementations, by issuing semantically faulty PDUs generated by our algorithm.
Results of HTTP Test Suite
We tested the web servers www.umd.edu that runs Apache 2.0.45, www.google.com that runs GWS 2.0 (Google Web Server), and www.microsoft.com that runs IIS 6.0 (Internet Information Services). The test PDUs were generated from the simple faults being compounded to maximally faulty HTTP GET requests by our algorithm for syntactic faults. We automated it by a driver program, which sends each of the requests to the web server over the Internet, and logs the response. The driver program first resolves the name of the web server to be tested to get the IP address and sets up a TCP connection to port 80 on the server using the BSD socket library. Then, the program reads an entry from the precomputed test suite and sends a maximally faulty request to the server. Finally, it reads the response from the server if any. For each PDU, the driver program sets up a new connection and repeats the entire process.
The GET PDU is the most commonly used HTTP PDU. For instance, publicly available statistics of the www.cs.umd.edu web-server say that out of the 1,121,178 requests over a period of one week, 1,106,119 (98.6%) were GET requests. Therefore, we focus on the GET PDU for our HTTP testing. We chose 5 fields namely url, version, date, if-modified-since, and refer for the GET PDU. The url used as the base for faulty URLs was "/" indicating that the main page of the webserver is requested. These were seeded with 10 syntactic faults each and combined according to the algorithm described before to produce a syntactically faulty PDU set. As a result of the pruning algorithm we had 801 cases, instead of the possible ½¼ . Table 1 summarizes the results of our pruned syntactically faulty PDU test suite for HTTP. Each row of the table gives the number of requests that were considered "Normal" and the number of those that resulted in "Exceptional" behaviour of the server. By exceptional, we mean that the server process possibly crashed 6 or the TCP connection was terminated improperly. We say "possibly" crashed because we do not have access to the error/crash logs of any of the servers themselves, and are inferring this from our observed response or lack of it. In our future work, we will evaluate our testing approach with servers we control. Figure 2 shows the robustness ratios observed for different servers. The X-axis shows the size of the set of faulty PDUs used to test the system and the Y-axis shows the robustness ratio observed. The curve for Microsoft IIS stays flat at zero showing lack of robustness in handling faulty PDUs. The GWS curve shows that it handles some of the smaller-sized sets well but the overall robustness ratio falls off to a very small non-zero value with increasing number of faulty PDUs. This is due to newer combinations of faults which were not present in the smaller-sized sets. Apache shows the best behaviour. Although the robustness ratio os- Table 2 . The results conclusively show that different implementations react to faulty PDUs differently. More interestingly, some of the "Normal operation" responses were those of HTTP/1.1, though the request PDUs were those of HTTP/1.0. This is because most web server implementations implement both versions 1.0 and 1.1 of HTTP. Such responses show that the implementation was confused by the faults to classify it as a different version of the protocolbut handled it normally. In general, according to our definition of robustness, Apache is the most robust, while GWS is more robust than IIS, which is the least robust. ability to evaluate robustness, we tested the servers with all ½¼ possible faulty PDUs over several days and the results are shown in Figure 3 . The X-axis shows the number of faulty PDUs and the Y-axis shows the robustness ratio. The trends are very similar to to those of the pruned-set. Specifically, the robustness ratios converge to those shown in Table  2 . Each row in the table shows the robustness ratio computed for the pruned and the non-pruned all-faulty PDUs test suites. The results show that our approach is effective in pruning without compromising on robustness evaluation.
Results of SMTP Test Suite
We tested the mail-server hosts ringding.cs.umd.edu, that uses the sendmail 8.1.19 [8] , an open-source implementation, and envoy.cs.umd.edu that uses Microsoft Exchange 5.5 [5] . We itemize the results of the tests rather than compute the robustness ratio, as the number of tests is small. The results of the tests are shown in Tables 3 and 4 . Each row of the tables records the response of an implementation to semantically faulty PDUs, when it expects a PDU shown in column 1. A Ô denotes that the PDU was handled by the server and normal operation proceeded, while a ¢ denotes it was not so. NA stands for not-applicable, i.e., the PDU is not semantically faulty. The robustness ratios of the two implementations are different, and the sendmail implementation is more robust towards semantically faulty PDUs than the Exchange implementation.
Evaluation of Pair-wise Fault Generation
Finally, we studied the effectiveness of our pruning strategy. Specifically, we need to confirm that the strategy scales, i.e., achieves greater reduction, with increasing number of fields as well as more number of seeded faults per field. Therefore, we fixed Ò, the number of fields, and varied the number of faults Ñ for each field. Then, we fixed Ñ, and varied Ò. The results are shown in Figures 4 and 5 respectively.
In both cases, the Y-axis shows the reduction ratio, i.e., the extent of reduction achieved, and the X-axis shows the parameter being varied. In both cases, the reduction ratio is an increasing function, showing that the extent of reduction is able to keep pace with growth of number of fields in a PDU as well as number of faults per PDU. We have already shown that the effectiveness in evaluating robustness is not 
Conclusions and Future Work
Network protocol implementations are susceptible to misbehaving clients. Robustness testing of implementations gives greater confidence in deployed systems. Our approach is to pro-actively test protocol implementations by injecting faulty PDUs. A protocol can have syntactically and semantically faulty PDUs depending on whether it is stateless or stateful. As a PDU typically has many fields, the number of possible syntactically faulty PDUs grows exponentially in the number of fields even for a fixed number of faults for each field. We proposed a pruning strategy to reduce the number of such possible faults by imposing an all-pairs constraint, i.e., the set of faulty PDUs is chosen such that each pair of faults between any two fields is satisfied by at least one PDU. For stateful protocols, we defined semantically faulty PDUs that are syntactically correct but are received in a wrong state of the protocol. We used a simple enumeration to generate a set of semantically faulty PDUs.
We implemented our approach for HTTP and SMTP and evaluated its performance empirically. Our test suites consist of syntactically faulty PDUs for HTTP and semantically faulty requests for SMTP. We showed that different protocol implementations have different robustness. We also verified that our pruning sharply reduces the size of the set to be tested without significantly reducing the ability to evaluate robustness.
In the future, we will consider the impact of choosing a non-maximally-faulty set and pruning such a set. We intend to test servers which we control to give us a better idea of what exactly happened to the server process. Finally, our preliminary study of a hybrid testing technique using both syntactically and semantically faulty PDUs for SMTP shows promising results. We would also like to see how code coverage for faulty PDU handling differs from code coverage for normal PDU handling. We will also try semantic fault injection with protocols that have more states such as Yahoo!, MSN, and syntactic faults for dynamically created HTTP URLs.
