Abstract: Previous studies have used principal component analysis (PCA) to investigate the craniofacial relationship, as well as sex determination using facial factors. However, few studies have investigated the extent to which the choice of principal components (PCs) affects the analysis of craniofacial relationship and sexual dimorphism. In this paper, we propose a PCA-based method for visual and quantitative analysis, using 140 samples of 3D heads (70 male and 70 female), produced from computed tomography (CT) images. There are two parts to the method. First, skull and facial landmarks are manually marked to guide the model's registration so that dense corresponding vertices occupy the same relative position in every sample. Statistical shape spaces of the skull and face in dense corresponding vertices are constructed using PCA. Variations in these vertices, captured in every principal component (PC), are visualized to observe shape variability. The correlations of skull-and face-based PC scores are analysed, and linear regression is used to fit the craniofacial relationship. We compute the PC coefficients of a face based on this craniofacial relationship and the PC scores of a skull, and apply the coefficients to estimate a 3D face for the skull. To evaluate the accuracy of the computed craniofacial relationship, the mean and standard deviation of every vertex between the two models are computed, where these models are reconstructed using real PC scores and coefficients. Second, each PC in facial space is analysed for sex determination, for which support vector machines (SVMs) are used. We examined the correlation between PCs and sex, and explored the extent to which the choice of PCs affects the expression of sexual dimorphism. Our results suggest that skull-and face-based PCs can be used to describe the craniofacial relationship and that the accuracy of the method can be improved by using an increased number of face-based
Introduction
Facial appearance and the geometric shape of the mouth, nose, and eyes are affected by the geometry of the bony structures [1] . Medical images provide a considerable amount of information that allows researchers to investigate the craniofacial relationship between the skull and face [2] [3] [4] [5] [6] , face shape variability [7] [8] [9] [10] [11] , bone shape variability [12] , and brain morphology [13] .
To establish the craniofacial relationship, analysis of facial soft tissue thickness (FSTT) at anatomical landmarks has been used in medical image and digital models [14, 15] . FSTT is affected by many factors, such as age, sex, body mass index (BMI), and ethnicity (see [16] [17] [18] [19] [20] for a summary of the statistical descriptors and regression equations of FSTT at every landmark.) The disadvantage of this method is that no standard criteria exist for choosing the anatomical landmarks [5, 21] and manual acquisition of the FSTT measurements is a tedious task [22] . Although an alternative method exists, in which the densely calculated FSTT of every vertex is taken [23, 24] , describing the craniofacial relationship among all the samples remains a challenge.
To address the limitations of the above FSTT methods, regression is a prominent technique that can be used to map the statistical shape spaces of the skull and face [3] [4] [5] [25] [26] [27] [28] . Because of the large number of vertices (>100,000), statistical shape spaces are first constructed using principal component analysis (PCA), and the PCs and corresponding PC scores are computed. Every vertex of the skull and face is projected onto low-dimension linear subspaces, and then, the skull-based and corresponding face-based PC scores are used to quantify shape variation. Several classic machine learning techniques have been used to establish the craniofacial relationship, based on the skull-and face-based PC scores, for example, support vector regression [4, 25] , latent root regression [5] , and partial least squares regression (PLSR) [3, [26] [27] [28] [29] . However, few papers have described the shape variation of the skull and face or discussed the reason why linear regression is used to investigate craniofacial relationships. In addition, the extent to which the choice of PCs influences the computation of the craniofacial relationship needs to be investigated.
Previous studies have investigated the sexual dimorphism of face shape variation, where a strong relationship between facial size and sexual dimorphism was shown [30] [31] [32] . The effects on face shape variation related to age [7] , population [33] , and genetic association [34] have been extensively studied. Point distribution model (PDM) and geometric morphometric (GMM) techniques have been widely used to statistically and visually understand face shape variation based on a few anatomical landmarks [8, 29, 32, 35] . Visualization of the relationship between facial features, captured in every PC, has been used to analyse craniofacial morphometric changes [8] . In recent years, dense corresponding vertices have been used [30, 31] because the use of landmarks decreases statistical power and negatively affects shape change analysis [34] . To predict the sex of an individual from a given facial shape, several classification methods have been used for digital models, such as step-wise discrimination, linear discriminant analysis, and adaptive boosting (Adaboost) [35] [36] [37] . However, when using laser scanning and neuroimaging, shape differences do exist between facial models because of gravity [38] , and new findings from the neuroimaging data of such facial models should be considered.
In this paper, we propose a visual and quantitative method to analyse the craniofacial relationship and investigate the face shape variability of sexual dimorphism using dense corresponding vertices. Visualization of skull and face shape variability, captured in every PC, is conducted to determine the extent to which PCs quantify the craniofacial relationship. We analyse the correlation between skull-and face-based PC scores, and linear regression is used to represent the craniofacial relationship. We compare the mean and standard deviation of every vertex and explore the effect of the choice of PCs on the accuracy of craniofacial relationship computation. In addition, we analyse the manner in which every PC affects face shape variability. We predict the sex of a given face using support vector machines (SVMs), and analyse the extent to which the choice of PCs affects sex classification. Section 2 will describe the materials and methods used in our work. Section 3 will present the results and Section 4 will critically discuss these. Finally, Section 5 will give the conclusions.
Materials and Methods

Materials
A total of 140 living individuals (70 male and 70 female) of Han Chinese nationality having normal craniofacial morphology were recruited for the study [3, 24] . All the study participants were aged between 20 and 60 years; many were residents of the Xi'an, Shaanxi province. Medical images were acquired using the clinical multi-slice computed tomography (CT) scanner system (Siemens Sensation 16) belonging to the Affiliated Hospital of Shaanxi University of Chinese Medicine. Standard DICOM 3.0 images, with a resolution of 512  512, were used for all samples. The Institutional Review Board (IRB) of the Affiliated Hospital of Shaanxi University of Chinese Medicine approved the study. All participants were provided with full details of the study and gave written informed consent.
To eliminate the influence of the brain and interior structure of the skull, the exterior boundary was extracted from CT images, and exterior triangular meshes of both skull and face were generated [39] . To remove the inconsistency in position and pose, every sample was transformed into a standardized Frankfurt Horizontal coordinate system, consisting of four skull landmarks: the left porion (Lp), right porion (Rp), left orbital (Lo), and glabella (G). A total of 78 anatomical landmarks and corresponding facial landmarks were defined and marked on the skull and face [24] . Fig. 1 shows the skull and corresponding face models in the Frankfurt coordinate system and Fig. 2 shows the 78 skull landmarks and their corresponding facial landmarks. The registration of the skull and face directly affects the quality of the dense corresponding vertices and the construction of statistical shape spaces. Taking these landmarks as a guide, the iterative closest point (ICP) with scaling, generic thin-plate spline (TPS), and compact support radial basis function (CSRBF) methods were applied to register a reference skull (or face) and a target skull (or face). The registration process is described in our previous paper [24] .
Methods
This paper presents a visual and quantitative PCA-based method for determining the craniofacial relationship and the sexual dimorphism of face shape variation (Fig. 3) . The procedures are as follows: (a) the statistical shape spaces of the skull and face are constructed from dense corresponding vertices, transforming shapes from Cartesian coordinates to low-dimension shape parameter spaces; (b) variations in the dense corresponding vertices of the skull and face, captured in every PC, are visualized; (c) the correlation of skull-and face-based PC scores are analysed by partial least squares (PLS) analysis; (d) the linear regression method is applied to fit the craniofacial relationship based on the PC scores of skulls and corresponding faces. We compute the PC coefficients of a face based on a combination of this craniofacial relationship and the PC scores of a skull, and apply these coefficients to estimate a 3D face. To evaluate the accuracy of the method, the mean and standard deviation of every vertex between two models were calculated, where the two models were reconstructed by using PC scores and PC coefficients, respectively; (e) each PC in the facial space is analysed for sex determination using SVMs. We examined the effects of the PCs as related to sexual dimorphism.
Statistical Shape Space
A number of basis functions can be generated as a shape space that fits a probability distribution to shape space coefficients, and the results can be used to analyse 3D data [40] . PCA was considered the most appropriate method to construct statistical shape spaces of the skull (or face), after the dense corresponding vertices of the skull (or face) for every sample within our dataset had been established.
PCA was applied to simplify each sample in our dataset by using average skull (or face) vertex coordinates, linear combinations of PC scores and corresponding orthogonal PCs. The skull and face vertices of each sample are denoted by and , where N, m, and n denote the number of samples within the dataset, the number of skull vertices, and the number of face vertices, respectively.
The skull vertex coordinates of each sample are represented by
where denotes the average skull, 
where denotes the average face, To investigate the effect of each PC on the skull (or face) variation, the coordinates of each vertex on the newly generated face were defined as
where denotes the standard deviation of the ith PC, and the weighting coefficient of PC is set to -1.0, -0.6, -0.2, 0.2, 0.6, and 1.0.
The use of dense corresponding vertices means that the dimension of each vector is excessively large (>300,000), and therefore, we used Turk's method to solve the covariance matrix [39] . After the PC scores and corresponding PCs of the skull (or face) were obtained, the geometrical coordinates of every skull (or face), denoted by PCAskull (or PCAface), were calculated. To evaluate the accuracy of the PCA representation, the quantitative error of each vertex between the real skull (or face) and the PCAskull (or PCAface) was calculated by (4) where and denote the jth vertex of the ith sample, respectively, the ith skull (face) is represented by PC scores, and k denotes the number of vertices.
This procedure was repeated for all the samples in the dataset, and the average (avergError) of 
pca pca pca pca i j i j i j i j p x y z  all the error values was calculated by (5) where N and k denote the number of samples and the number of vertices of every sample, respectively.
In addition, the standard deviation of each vertex of all the samples between the real skull (or face) and the skull (or face) computed by PC scores was calculated. And the average (avergStd) of all the standard deviation values of all the samples was calculated.
Computation of Craniofacial Relationship
PLS provides a method to visualize related variations after decomposition of shape components in different axes. PLS analysis has previously been applied to 3D facial morphology and facial organs (such as mouth, nose and eyes) [7, 29, 33] . In comparison to PCA, PLS maximizes the covariance and thus identifies the components that are more relevant. Skull-and face-based PC scores are represented by and , where l denotes the number of samples within the database, p denotes the number of selected skull-based PCs, and q denotes the number of selected face-based PCs. PLS was applied to skull-and face-based PC scores to find the correlation. The craniofacial relationship of the samples in our dataset were quantitatively computed by optimizing the following equation 22 2 arg min
where M denotes the matrix of regression coefficients and the weighting coefficient is  .
When the PC scores of a skull in our dataset were provided, the PC coefficients of the corresponding face were calculated based on the craniofacial relationship. The coordinates of the estimated face (estimatedface) were then calculated, where the PC coefficients were multiplied by the corresponding face-based PCs and added to the coordinates of the average face model.
To quantitatively evaluate the accuracy of the computed craniofacial relationship, we calculated the quantitative error of each vertex between the PCAface and estimatedface. This procedure was repeated for each sample, and the average (avergEstimate) was defined by calculating the quantitative errors of all the samples. In addition, the standard deviation of each vertex was calculated and the average (avergEstimateStd) was defined by calculating the standard deviation values of all the samples. To analyse the interplay between the choice of PCs and the accuracy of the computed craniofacial relationship, we fitted a map M by fixing the skull-based PCs and increasing the number of face-based PCs. Subsequently, we created the estimatedface using this fitted map M and compared avergEstimate and avergEstimateStd.
Face Shape Variability of Sexual Dimorphism
Although several studies based on PCA confirmed that the sex of a person has a significant influence on face shape, sex determination according to PCs was not clearly shown [30, 31] . In our method, the PC scores of every sample within our dataset were calculated and the sex label of every sample was set to 1 (male) or -1 (female). To determine the PCs that best illustrate the distinction between male and female samples, one-way analysis of variance (ANOVA) was first applied to each PC to observe any significant difference.
We applied SVMs to the face-based PC scores of dense corresponding vertices (DCS-SVMs) to solve the problem of two-class pattern classification, and predicted the sex of a given face. The basic principle of SVMs is that they search a linear separating hyperplane, with the maximal margin, by mapping the input data into a higher dimensional space. The radial basis function (RBF) kernel nonlinearly maps samples into a higher dimensional space to overcome the problem that the relationship between class labels and attributes is nonlinear, and face-based PC scores are approximated by Gaussian distribution, similar to the RBF kernel [41, 42] . Therefore, SVMs with an RBF kernel were used as the classifier, where is the width of the Gaussian cluster. In our method, we use LIBSVM to create SVMs and optimize all the parameters [43] .
To investigate whether the choice of PCs affects the accuracy of sex determination, the sex classifier was repeatedly executed, with an increased number of face-based PCs. To evaluate the generalizability of the model fitting, we applied 5-fold cross-validation to the dataset for the sex determination. All the faces were randomly divided into five groups, where each group consisted of 50% males and 50% females. A classifier was then constructed, based on four groups using SVMs, and each face of the remaining group was used as a test sample.
In this study, dense corresponding vertices were constructed on the skulls and faces in our dataset. Visualization of the shape variability, captured in every PC, was done using C++ and OpenGL, and the computation of the craniofacial relationship and the sex determination were done using MATLAB R2012b.
Results
Statistical Shape Spaces
Each skull (or face) has been represented by PCA and the PCs are sorted according to the descending order of eigenvalues. To represent a skull (or face), we use the terminology PCs i, where i is the first i PCs in the list. For statistical shape spaces of the skull, a total of 49 (PCs 49), 50 (PCs 50), and 83 (PCs 83) PCs accounted for over 98% of variance in the male dataset, female dataset and the dataset containing both sexes, respectively. For the statistical shape spaces of the face, a total of 35 (PCs 35), 39 (PCs 39), and 52 (PCs 52) PCs accounted for over 98% variance in the male dataset, female dataset and the dataset containing both sexes, respectively. To show the representation accuracy achieved by using PCA, the average and standard deviation of every vertex of all the samples within our dataset are depicted in graphical format with a colour bar using PCs 1, PCs 10, PCs 20, PCs 30, and PCs 35 (Figs. 4 and 5) . Figs. 6a and 6b show avergError and avergStd values, respectively, when the number of face-based PCs was increased. These results show that avergError value decreases with an increased number of PCs, because more shape detail is contained when a larger number of PCs are employed.
Shape Variation in the Skull and Face
To examine the potential shape differences that constitute sexual dimorphism, the visualizations of the skull (or face), captured in each single PC were created (see Figs. 7 and 8 ). These are denoted as PCi ±, where i indicates the i index of the PC, PCi+ denotes the weighting coefficient as 1.0, and Fig. 7 shows the skull shape variation related to PC1, PC2, PC3, PC4, and PC5. The two leading PCs reflect 46.59% of the total variability. A comparison of PC1+ and PC1-reveals that a decrease in PC1's score is related to an enlargement and widening of the skull. A comparison of PC2+ and PC2-reveals that a decrease in PC2's score is connected to lengthening and narrowing in the lower third of the skull, as well as to the convexity of the skull forehead. A decrease in PC3's score seems to explain the widening of the upper third of the skull, and mandible contraction. A decrease in PC4's score seems to be related to a narrower and shorter upper third of the skull, but indicates that the back of the skull is convex. A decrease in PC5's score appears to explain a narrower upper third and shorter bottom third of the skull. Fig. 8 shows the face shape variation related to PC1, PC2, PC3, PC4, and PC5, with the two leading PCs reflecting 49.64% of the total variability. A comparison of PC1+ and PC1-reveals that a decrease in PC1's score is related to a narrower and shorter face, as well as to a narrower neck, whereas a decrease in PC2's score is related to a lengthening and wider face. A comparison of PC3+ and PC3-reveals that a decrease in PC3's score is connected to lengthening and narrowing of the lower third of the face, as well as to forehead convexity. A comparison of PC4+ and PC4-reveals that a decrease in PC4's score is connected to a shorter and wider lower third of the face. A decrease in PC5's score appears to represent a widening upper third and narrower bottom third of the face.
Overall, the comparison between skull-and face-based PCs reveals that skull-based PC1 and face-based PC2 and skull-based PC2 and face-based PC3 appear to explain shape variation along a similar direction (Fig. 9 ).
Computation of Craniofacial Relationship
PC scores were used to quantify the shape variation in both the skull and face, and PLS was used to quantitatively examine the correlations between skull-and face-based PC scores for every sample in the dataset (Fig. 10a ). An example of the first PLS axes is depicted in Fig. 10b ; it indicates that there exists an approximate linear relationship between t1 and u1, and thus, a multivariate linear regression can be used to determine the craniofacial relationship between skull-and face-based PC scores.
Since the sex of the subject plays a significant role in the craniofacial relationship, we separated the database into two groups: skull-based PCs 49 and face-based PCs 35 for males and skull-based PCs 50 and face-based PCs 39 for females. Fig. 11 shows examples of the estimatedface models when the number of face-based PCs is increased. Fig. 12 shows the quantitative error and standard deviation of every vertex between PCAface and estimatedface, using face-based PCs 1, PCs 10, PCs 20, PCs 30, and PCs 35, which were used to assess the number of PCs that affect the accuracy of the craniofacial relationship. Fig. 13 shows the avergEstimate and avergEstimateStd values, with an increased number of face-based PCs. These results indicate that the avergEstimate and avergEstimateStd values of both sexes decrease when the number of face-based PCs is increased.
The purpose of craniofacial reconstruction is to generate a life-like 3D facial appearance for an unidentified skull. To validate the effectiveness of our computed craniofacial relationship application in craniofacial reconstruction, the leave-one-out cross validation was used, i.e., each sample in our database was chosen as a test case, and the other samples were used as training dataset for map fitting. Fig. 14 shows some of the best examples of the estimated facial appearances using face-based PCs 35 for males and face-based PCs 39 for females. Fig. 15 shows the geometric deviations of every vertex  between PCAface and estimatedface. The avergEstimate was 4.88 mm for females and 5.56 mm for males.
Face Shape Variation Related to Sex
As seen in Fig. 8 , it seems that sexual dimorphism is differentiated in the negative and the positive directions in the first two PCs. To quantitatively test the significant difference between the sex and every PC, ANOVA was applied to the samples of both sexes. The sex classification and significant differences in each PC are illustrated in Fig. 16a . SVMs were conducted to illustrate their influence on sexual dimorphism (Fig. 16b) . The results for PC1, PC2, and PC18 are all statistically significant (p < 0.005), and correspond to the highest correct sexual classification. Fig. 17 shows the face shape variation related to PC18 and depicts the sex dimorphism between the negative and positive directions. To ascertain the effect of the choice of PCs on the accuracy of the sex classification, 5-fold cross-validation was performed, with DCS-SVMs and linear discriminant analysis being applied to dense corresponding vertices (DCS-linear), as shown in Fig. 18 . The highest sex classification accuracy of DCS-SVMs was almost 91.43%, corresponding to PCs 19, and the highest sex classification accuracy of DCS-linear was 90.71%, corresponding to PCs 33. We also applied SVMs to the landmarks (Landmarks-SMVs), which yielded the highest correct sex classification accuracy is 86. 83%.
Discussion
The craniofacial relationship and the sexual dimorphism of face shape variation play a significant role in the fields of forensic science and anthropology. In this study, PCA was used to construct the statistical shape spaces of the skulls and faces in our dataset, and the visual and quantitative PCA-based method was used to analyse the effectiveness of PC scores in quantifying the skull and face shape variability. We described the use of PC scores to represent the craniofacial relationship by a linear regression for all the samples in our dataset, and showed the influence of the use of PCs on face shape variability and the expression of sexual dimorphism.
Because manually marked landmarks are more accurate in terms of their positioning, PDM [44] and GMM [29] derived from a limited number of landmarks have been widely used for face shape variation analysis. To capture more detail, the use of dense corresponding vertices of the skull and face is a potential solution. Owing to the complex shapes involved, it remains a challenge to establish homologous, dense one-to-one corresponding vertices of the skull and face. Model alignment techniques have been used to obtain a close match between templates and other models, where the closest point is always taken as the corresponding vertex. The widely used rigid and non-rigid registration methods have been applied to improve the accuracy of registration, for example, generalized Procrustes analysis (GPA) and TPS [22, 30, 31] , ICP and TPS [45, 46] , TPS and CSRBF [3] , TPS-RPM [47] , and statistical model-based registration [2, 26] . In our study, facial and skull landmarks were manually marked to improve the registration accuracy and obtain high quality corresponding vertices between different samples. However, because landmarks are lacking at the back of the head and the shape around the neck varies, low quality corresponding vertices always occurred in these regions.
PCs were used to visualize and analyse face shape variation in previous studies [8, 9, 31, 33, 48] . The correlation between face shape variation and properties related to sex, age, population, etc. has been investigated, with the facial geometrical shapes related to each single PC being visualized.
However, few studies have visually investigated the craniofacial relationship in terms of PCs. In our study, to investigate the correlation between the skull and face, both skull and face shape variation, corresponding to each single PC, were first visualized. The shape variation from PC1 to PC5 showed that the pairs skull-based PC1 and face-based PC2 and skull-based PC2 and face-based PC3 seem to have a related shape influence. Although face-based PC1 explains the widening and enlargement of the face, it also explains the variation in the neck shape. In a previous study [29] , the correlation between bony and cutaneous landmark configurations was analysed using the two-blocks PLS method. We extended the PLS analysis to quantitatively detect correlations between the skull-and face-based PC scores. We found an approximate linear relationship between the skull-and face-based PC scores, and therefore, the multivariate linear regression was used to determine the craniofacial relationship.
PC scores have been used to quantify skull and face shape variation, and therefore, the craniofacial relationship has been computed by learning a mapping between skull-and corresponding face-based PC scores [3] [4] [5] [25] [26] [27] [28] [29] . However, few studies have investigated the influence of the choice of PCs on the obtained accuracy of the craniofacial relationship. Understanding and quantifying the impact of the PCs will help to improve the accuracy of PCA-based craniofacial relationship computation. In our study, the skull-based PC scores of each sample in our dataset were taken as the independent variable, and the corresponding face-based PC scores were taken as the dependent variable. Linear regression was used to compute the mapping between skull-and face-based PC scores and the number of face-based PCs was varied. In previous studies, the accuracy of the mapping was assessed using the geometrical error between the estimatedface and the closest points on the real face. To improve on this, we compared the quantitative error and standard deviation of every vertex, avergEstimate and avergEstimateStd between estimatedface and PCAface. The geometric deviations of the majority of regions are smaller when all the samples were used as training dataset, and the regions for which the results were most inaccurate were those around the ears and neck. This demonstrates that linear regression is suitable for fitting the craniofacial relationship. In addition, both avergEstimate and avergEstimateStd of geometric deviations decreased when the number of PCs was increased, because more geometrical details were used for map fitting.
We used the leave-one-out cross validation to assess the predictability of the fitted mapping. As seen in Fig. 15 , larger geometric deviations were observed around the cheek, which illustrates that the fitted craniofacial relationship derived from the training dataset is not complete consistent with test skull in this region. This finding was demonstrated in the studies presented in [18, 24] , which showed that the largest and most notable variation is observed around the cheek, and FSTT is affected by the sample properties (such as sex, age, BMI, etc.). These properties should be considered to improve the prediction ability of the map fitting. In addition, larger geometric deviations are still observed around the top of the head, because the skull shape variation is not completely consistent with the face shape variation in this region, despite the FSTT being smaller. The highest geometric deviations were observed around the ears and neck. One probable explanation for this is that the geometrical shapes of the neck and ears weakly correlate with the corresponding bones. Since our previous work has presented that the most obvious reconstruction errors happened in the front of head, which need to pay more attention [3, 24] , the reconstruction errors in this region have been further analysed. Almost 56% of the front vertices showed deviations that were less than 5.0 mm for females, and 42% showed deviations that were less than 5.0 mm for males. In comparison to the case where all the samples were used as a training dataset, the geometric deviations were much larger using leave-one-out cross validation.
Studies in the literature [8, [30] [31] [32] confirm the sexual dimorphism of facial shape, i.e. that the average size of the male face is greater than the female face. Chakravarty et al. evaluated the effect of the sex and age of a person on the PCs of face landmarks, and demonstrated that each PC encodes a different relationship between facial features [8] . Logistic regression was performed to determine which combination of PCs of facial landmarks distinguished males and females [32] . Mydlová et al. used a two-way MANOVA to analyse the dependence of facial shape on sex and age, and showed that both factors significantly influence the facial form and shape [31] . Velemínská et al. revealed that facial variability was characterized by a strong relationship between the facial size and the shape of sexual dimorphic traits, and they used discriminant function analysis to assess the sex classification accuracy for PC1 and PC2 [30] . In our paper, we have proposed a visual and quantitative analysis applied for each PC. Tests were conducted to examine whether significant differences related to sex exist; SVMs were used to compute the sex classification. The visualization of PCi ± was used to show significant differences in the analysis and sex classification results. The results showed a significant difference between the PC scores and sex (p < 0.005) and the highest sex classification accuracy of PC1 and PC2 confirmed that face size is strongly correlated with sex. In addition, we observed that PC18 (p < 0.005) was strongly correlated with the sex of a person, corresponding to lengthening in the lower third of the face, and broadening of the mouth and chin, and these attributes make the face appear more masculine.
PC scores have been widely used for sex classification in previous studies [35, 49, 50] . In our study, to evaluate the PCs' impact on sex determination, training and testing steps were performed using a 5-fold cross-validation experiment. The results showed that sex can be identified based on PC scores, and the accuracy for determining sexual dimorphism was related to the choice of PCs. For 2D appearance-based sex classification, the performance of SVMs has been demonstrated to be superior to other traditional pattern classifiers, for example, linear, Fisher linear discriminant, and radial basis function (RBF) classifiers [51] . Therefore, we extended SVMs to construct sex classifiers for 3D faces. According to the results of our experiments, sex classification accuracy is related to the choice of PCs, and the highest sex classification accuracy was 91.43%, corresponding to PCs 19. The use of SVMs with an RBF kernel was more effective than that of linear discriminant analysis, and the use of dense corresponding vertices was more effective than that of landmarks.
Conclusion
In our study, we have applied PCA to dense correspondence vertices to reduce data dimensions and have proposed a visual and quantitative PCA-based method to analyse the craniofacial relationship and facial sexual dimorphism. We analysed the correlation between skull-and face-based PC scores so that linear regression could be used to represent the craniofacial relationship. The accuracy of the craniofacial relationship computation increased when a larger number of face-based PCs were used. We examined the correlation between PCs and sex classification, and explored the impact of the choice of PCs on the expression of sexual dimorphism. Sex classification accuracy is related to the choice of PCs, and the highest sex classification accuracy achieved was 91.43%. Although linear regression successfully fitted the mapping between the skull-and face-based PC scores of all the samples in our dataset, it remains a challenge to improve the prediction ability. Further studies should be conducted to address the problem of over-fitting, and improve the accuracy of craniofacial reconstruction.
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