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Abstract
This thesis studies the modular approach to a generalized Fermat equation
Axp +Byp + Czp = 0,
with p a rational prime and A,B,C ∈ OK where K is a totally real number
field with OK the ring of integers of K. The first part of the thesis is concerned
with rational solutions (i.e. x, y, z ∈ Q). After an overview of the literature
on this subject, a new result for the equation xp + yp + 31zp = 0 is proven,
using quadratic reciprocity. The second part of this thesis is concerned with
generalized Fermat equations over totally real number fields. After an overview
of known results, a theorem is presented for the generalized Fermat equation
Axp+Byp+Czp = 0 where A,B,C ∈ OK are fixed and x, y, z ∈ OK where K
is a totally real field. This theorem relates the equation to solving an S-unit
equation (where S is a finite list of primes). Next we prove a specific result
for the equation xp + yp + qrzp = 0 where q is a rational prime and p ≡ 5
(mod 8) over real quadratic number fields Q(
√
d) where d ≡ 5 (mod 8) and(
d
q
)
= −1, by solving the specific S-unit equation by case analysis. We then
solve some generalized Fermat equations over small real quadratic fields. In
these equations ABC is divisible by exactly one odd prime ideal (taken from
a finite set), and the number field is Q(
√
d) where d = 2, 3, 6, 7 or 11. This is
done by explicit calculations of the conductor, the level and the newforms at
vi
this level. We finish this thesis by using the Weil pairing and the symplectic
criterion to get a result for a generalized Fermat equation over Q(
√
2) for a
set of prime exponents of positive density.
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Chapter 1
Introduction
In 1637 according to the legend, Pierre de Fermat wrote in a copy of Arith-
metica that there are no integers a, b, c such that an+ bn = cn if n is greater or
equal to 3. Fermat wrote that had a marvellous proof of this which unfortu-
nately was too large to fit in the margin. This theorem is called Fermat’s Last
Theorem, despite the fact that it was not proved yet. Also no proof of this
statement by Fermat ever surfaced and the general consensus is that Fermat
did not have a general proof for this. Progress towards a proof was made over
the years, establishing that it suffices to prove the theorem for n = 4 and n = p
where p is a prime. Various people contributed to the small cases and even
classes of primes were dealt with. However, the full proof seemed out of reach
and Fermat’s Last Theorem even made the Guinness book of records as the
most difficult mathematical problem. In 1995, a full proof was published by
Andrew Wiles using elliptic curves, Galois representations and newforms [40].
Theorem 1.0.1. (Wiles) Suppose that xp + yp + zp = 0 with x, y, z ∈ Q and
p ≥ 3 then xyz = 0.
In chapter 3 we we give an overview of the proof. This thesis is con-
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cerned with the generalized Fermat equation
Axp +Byp + Czp = 0
for p a prime and some (fixed) A,B,C. We call a solution (x, y, z) to this
equation trivial if xyz = 0 and non-trivial if not. The first part of the thesis
assumes that x, y, z ∈ Q (and A,B,C ∈ Q). Chapters 2 and 3 form the
background mainly following Siksek’s exposition [34]. Chapter 4 is concerned
with the equation
xp + yp + 31zp = 0
where x, y, z ∈ Q. The chapter starts with a result of Kraus which bounds the
prime p from below.
Theorem 1.0.2. (Kraus) Suppose L = 31. Then equation xp + yp +Lrzp = 0
does not have any non-trivial rational solutions if 11 ≤ p ≤ 106.
Next, still following [34] we look at the following result of Halberstadt
and Kraus.
Theorem 1.0.3. (Halberstadt and Kraus) The equation xp + yp + 31zp = 0
does not have non-trivial rational solutions if p ≡ 3 (mod 4)
This result by Halberstadt and Kraus eliminates half of the number of
prime exponents. The rest of the chapter works towards proving the following
new theorem which combines quadratic reciprocity and the modular approach
to get rid of even more prime exponents.
Theorem 1.0.4. Suppose that p is an odd prime and one of the following
holds:
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• p ≡ 1 (mod 3), p ≡ 1,−2 (mod 5), p ≡ ±1 (mod 7) and p ≡ 2, 6, 7, 8, 10
(mod 11) (denoted situation 1)
• p ≡ −1 (mod 3), p ≡ −1, 2 (mod 5), p ≡ ±1 (mod 7) and p ≡
1, 3, 4, 5, 9 (mod 11) (denoted situation 2)
Then there are no non-trivial solutions (x, y, z) that satisfy the equation
xp + yp + 31zp = 0.
Recent progress in modularity for elliptic curves over totally real fields
and Hilbert newforms has made it possible to look at Diophantine equations
over totally real fields. In 2004, Jarvis and Meekin proved Fermat’s Last
Theorem over Q(
√
2) in [22].
Theorem 1.0.5. (Jarvis and Meekin) The equation xn+yn = zn with x, y, z ∈
Z[
√
2] has no solutions with xyz 6= 0 when n ≥ 4.
Freitas and Siksek [13] then proved Fermat’s Last Theorem for many
real quadratic fields.
Theorem 1.0.6. (Freitas and Siksek) Let d ≥ 2 be squarefree, satisfying one
of the following conditions
1. d ≡ 3 (mod 8),
2. d ≡ 6 or 10 (mod 16),
3. d ≡ 2 (mod 16) and d has some prime divisor q ≡ 5 or 7 (mod 8),
4. d ≡ 14 (mod 16) and d has some prime divisor q ≡ 3 or 5 (mod 8).
Then there exists an effective computable constant BK which only de-
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pends on K such that if p ≥ BK Fermat’s Last Theorem holds over
K = Q(
√
d).
This thesis extends this work to generalized Fermat equations and these
results have been published in Acta Arithmetica [8].
Theorem 1.0.7. Let d ≥ 13 be squarefree, satisfying d ≡ 5 (mod 8) and
q ≥ 29 be a prime such that q ≡ 5 (mod 8) and
(
d
q
)
= −1. Let K = Q(√d)
and assume the Eichler-Shimura conjecture (see chapter 5) for K. Then there
is an effectively computable constant BK,q such that for all primes p > BK,q,
the Fermat equation
xp + yp + qrzp = 0
(where 0 ≤ r < p) has no non-trivial solutions with prime exponent p.
In [14], Freitas and Siksek look at Fermat’s Last Theorem for small real
quadratic fields for which they prove the following.
Theorem 1.0.8. Let 3 ≤ d ≤ 23 squarefree, d 6= 5, 17. Then the Fermat
equation
xn + yn = zn
does not have any non-trivial solutions over Q(
√
d) with exponent n ≥ 4.
This thesis extends this for some generalized Fermat equations over
some small real quadratic fields.
Theorem 1.0.9. Let d = 2 or 3, R = Rad(ABC) 1 be a prime ideal of
K = Q(
√
d) dividing 3 × 5 × 7 × 11, or if d = 6 or 7 let R be a prime ideal
1For α ∈ K, where K is a field, define Rad(α) as the product of all prime ideals that
divide α.
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dividing 15, or if d = 11 let R be a prime ideal dividing 3. Then the Fermat
equation (6.1) does not have any non-trivial solutions over K if p ≥ 17 if d = 2
or if d 6= 2 if p ≥ (1 + 312)2.
The last chapter of this thesis generalizes the result of Halberstadt and
Kraus [18] following the exposition by Charollois [4].
Theorem 1.0.10. (Halberstadt and Kraus) Let a, b, c be odd pairwise coprime
integers. Then there is a set of primes P = P(a, b, c) of positive density such
that if p ∈ P, then the equation
axp + byp + czp = 0
has only trivial rational solutions (x, y, z) ∈ Q3
This theorem uses the Weil pairing and this thesis extends the field
from Q to Q(
√
2).
Theorem 1.0.11. Let K be the number field Q(
√
2). Let A,B,C ∈ OK be
odd with ±A±B±C 6= 0 for any choice of signs and ABC not a unit. There
is a set of primes P = P(A,B,C) of positive density such that if p ∈ P then
the equation
Axp +Byp + Czp = 0 (1.1)
has only trivial solutions (x, y, z) ∈ (OK)3.
5
Chapter 2
Link between elliptic curves and
newforms
The modular approach to solving Diophantine equations exploits the relation-
ship between elliptic curves and newforms of weight 2. In this chapter we give
the necessary background.
2.1 Elliptic curves
This section is based on various parts of [35] and [36]. First we give the formal
definition of an elliptic curve.
Definition 2.1.1. An elliptic curve over a field K is a smooth, projective
algebraic curve of genus one, on which there is a specified point O.
Using Riemann-Roch it can be shown (for example in [35], III.3) that
every elliptic curve over a field K can be written as a plane model given by
6
the Weierstrass equation
Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X
2Z + a4XZ
2 + a6Z
3
with coefficients a1, a2, a3, a4, a6 ∈ K, O = [0 : 1 : 0] which is called the point
at infinity of E. By using non-homogeneous coordinates, we obtain an affine
Weierstrass equation
Y 2 + a1XY + a3Y = X
3 + a2X
2 + a4X + a6.
If the characteristic of K is not equal to 2 or 3, we can write the elliptic curve
E over K in short Weierstrass form
E : Y 2 = X3 + AX +B
where A,B ∈ K. An equation in the (short or long) Weierstrass form is not
always smooth and hence not necessarily an elliptic curve. However, every
smooth Weierstrass cubic is an elliptic curve (see [35], III.3). We define the
following quantities for a (long) Weierstrass equation of an elliptic curve.
b2 = a
2
1 + 4a4, b4 = 2a4 + a1a3, b6 = a
2
3 + 4a6,
b8 = a
2
1a6 + 4a2a6 − a1a3a4 + a2a23 − a24,
∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6,
c4 = b
2
2 − 24b4, j = c34/∆.
Definition 2.1.2. In the notation above, ∆ is called the discriminant of the
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Weierstrass equation and j the j-invariant of the elliptic curve.
We then have the following theorem (see [35] III.1).
Theorem 2.1.3. The curve given by a Weierstrass equation satisfies:
1. It is singular if and only if the discriminant is zero.
2. It has a node if and only if the discriminant is zero and if c4 6= 0.
3. It has a cusp if and only if the discriminant is zero and c4 = 0.
Let P = (X, Y ) ∈ K that satisfies the Weierstrass equation
Y 2 + a1XY + a3Y = X
3 + a2X
2 + a4X + a6.
This P is called a point on the elliptic curve E over K.
For a field L define
E(L) = {(X, Y ) ∈ L2 : Y 2 + a1XY + a3Y = X3 + a2X2 + a4X + a6} ∪ {O}.
We denote by #E(L) the number of points in E(L). Considering the geometric
aspect of an elliptic curve E allows us to define addition on an elliptic curve
(see for example [35], III.2). It can be shown that the points on the elliptic
curve form a group under addition with identity element O. Let P be a point
on the elliptic curve E and m ∈ Z. Then P is said to have order m if mP = O
and nP 6= O for any n ∈ Z with 0 < n < m. The set of points of finite order
of an elliptic curve E/K form a group, denoted E(K)tors. The m-torsion
subgroup of E(L), denoted E(L)[m] is the set of all points P ∈ E(L) such that
mP = O, which can be shown is a group. Moreover, from [35], VI.5 we get
the following.
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Theorem 2.1.4. Let E/C be an elliptic curve and let m ≥ 1 be an integer.
Then there is an isomorphism of abstract groups
E[m] ∼= Z/mZ× Z/mZ.
In this thesis, we talk about elliptic curves up to isomorphism. In order
to do this the j-invariant will be useful (see [35], III.1).
Theorem 2.1.5. Two elliptic curves are isomorphic over K¯ if and only if
they both have the same j-invariant.
Sometimes in this thesis it is only possible to define an elliptic curve up
to quadratic twist.
Definition 2.1.6. Let E be an elliptic curve over K given by short Weierstrass
form
E : Y 2 = X3 + AX +B.
Let δ ∈ K then
Eδ : δY
2 = X3 + AX +B
is called the quadratic twist of E by δ.
Definition 2.1.7. Let E be an elliptic curve over the finite field Fq. We define
the trace of Frobenius aq(E) of the finite field Fq to be the quantity such that
#(E(Fq)) = q + 1− aq(E).
Let P be a prime of a number field K, recall that FP = OK/P. We
then have the following.
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Theorem 2.1.8. Let E be an elliptic curve over a number field K in short
Weierstrass equation E : Y 2 = X3 +AX+B and let Eδ : δY
2 = X3 +AX+B
be a quadratic twist of E. Then aP(Eδ) = ±aP(E) for all primes P - δ of K.
Proof. Let E be an elliptic curve in short Weierstrass equation E : Y 2 =
X3 + AX + B. We count the number of points over a finite field by checking
for which values of X the value X3 + AX + B is a square in the finite field.
Each such X leads to two possible values for Y . Also the point at infinity O
is included in the number of points. As the Legendre symbol returns 1 for a
square and −1 for a non-square, the following formula holds
#E(FP) = 1 +
∑
X∈FP
((
X3 + AX +B
P
)
+ 1
)
.
And hence
#E(FP) = 1 + #FP +
∑
X∈FP
(
X3 + AX +B
P
)
.
So aP(E) = −
∑
X∈FP
(
X3+AX+B
P
)
. For the quadratic twist Eδ, if δ is a square
in FP we need the value X3 +AX +B to be a square in order for X to be the
x-coordinate of a point and if δ is not a square we need X3 +AX +B to not
be a square. And so
#Eδ(FP) = 1 + #FP +
(
δ
P
) ∑
X∈FP
(
X3 + AX +B
P
)
.
So aP(Eδ) = −
(
δ
P
)
aP(E) = ±aP(E) which finishes the proof.
In ([35], VII.1) the minimal discriminant is discussed. Let K be a local
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field with discrete valuation v, R the ring of integers of K with uniformizer pi.
Let E/K be an elliptic curve with Weierstrass equation
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6.
Then (x, y) 7→ (u−2x, u−3y) leads to a new Weierstrass equation with ai re-
placed by uiai, and so by choosing a sufficient power of pi we can assume that
ai ∈ R, and so v(∆) ≥ 0. Now since v is discrete, we can call the minimal
discriminant of E at v the Weierstrass equation that minimizes v(∆) with
ai ∈ R. The following lemma is in ([35], VII.1).
Lemma 2.1.9. In this notation, if ai ∈ R and v(∆) < 12 then the equation
is minimal. If ai ∈ R and v(c4) < 4 then the equation is minimal.
An important invariant associated to an elliptic curve over a number
field K is the conductor which measures how the elliptic curve behaves at
each prime of K. But first following ([35], VII.5) let us look at all the possible
behaviours.
Definition 2.1.10. Let L be a local field, with ring of integers R and M the
maximal ideal of R. Let E be an elliptic curve over L. Let E˜ be the reduction
modulo M of a minimal Weierstrass equation for E.
• E has good reduction if E˜ is non-singular.
• E has multiplicative reduction if E˜ has a node.
• E has additive reduction if E˜ has a cusp.
In the multiplicative and additive case we say that E has bad reduction.
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We can use the following theorem (VII.5.1 in [35]) to find out what type
of reduction we are dealing with.
Theorem 2.1.11. Let E is an elliptic curve in minimal Weierstrass form for
q with ∆ and c4 the usual invariants. Then the following hold:
(i) E has good reduction at q if and only if ordq(∆) = 0
(ii) E has multiplicative reduction at q if and only if ordq(∆) > 0 and
ordq(c4) = 0
(iii) E has additive reduction at q if and only if ordq(∆) > 0 and ordq(c4) >
0.
Definition 2.1.12. Let E be an elliptic curve over a number field K. The
conductor N of E is defined as
N =
∏
q∈P
qfq
where P is the set of all primes of K,
fq =

0 if E has good reduction at q
1 if E has multiplicative reduction at q
2 + δq if E has additive reduction at q
Here δq is the measure of the wild reduction in the action of the inertia group
on the l-adic Tate module Tl(E) (see [36]). In particular if q - 6 then δq = 0.
Note that when q | 6 and q has additive reduction, one can look at
specific tables (for example Ionnas Papadopoulos’ tables [31]) or use Tate’s
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algorithm, as demonstrated in [36] (which we will use later in this thesis).
An elliptic curve E over K is said to be semi-stable if at a prime of K
it has either good or multiplicative reduction at that prime. It follows that an
elliptic curve is semi-stable if and only if the conductor is squarefree.
We need the following definition.
Definition 2.1.13. Let E/K be an elliptic curve. E has potentially good
(respectively potentially multiplicative) reduction at a prime l if there is a finite
extension of K ′/K such that E has good (respectively multiplicative) reduction
at l′ | l over K ′.
The following lemma will be useful in calculations in this thesis.
Lemma 2.1.14. Let E/K be an elliptic curve. Then E has potentially mul-
tiplicative reduction at l if and only if ordl(j(E)) < 0.
In the final chapter of this thesis we use the theory of the Tate curves,
which can be found in ([36], V.3). We give the highlights that are needed for
that chapter.
Theorem 2.1.15. (Tate) Let K be a p-adic field with absolute value |·|, let
q ∈ K∗ satisfy |q|< 1, and let
sk(q) =
∑
n≥1
nkqn
1− qn , a4(q) = s3(q), a6(q) = −
5s3(q) + 7s5(q)
12
.
1. The series a4(q) and a6(q) converge in K. Define the Tate curve Eq by
the equation
Eq : y
2 + xy = x3 + a4(q)x+ a6(q).
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2. The Tate curve is an elliptic curve defined over K with discriminant
∆ = q
∏
n≥1
(1− qn)24
and j-invariant
j(Eq) =
1
q
+ 744 + 196884q + ... =
1
q
+
∑
n≥0
c(n)qn,
where c(n) are integers.
We need the following theorem from [36].
Theorem 2.1.16. (Tate) Let K be a p-adic field, let E/K be an elliptic curve
with |j(E)|> 1. Then there is a unique q ∈ K∗ with |q|< 1 such that E is
isomorphic over K¯ to the Tate curve Eq.
Now we look at the Galois representation of the elliptic curve. Before
we do this, we need to fix some notation. Let K be either a finite extension
of Q or Qp with p a prime, K¯ its algebraic closure and GK = Gal(K¯/K)
its absolute Galois group. Let E/K be an elliptic curve and m ∈ Z≥2. Let
σ ∈ GK , P ∈ E[m], then
mσ(P ) = σ(P )+σ(P )+· · ·+σ(P ) = σ(P+P+· · ·+P ) = σ(mP ) = σ(O) = 0.
So GK acts on E[m]. Pick a basis P1, Q1 for E[m]. Then

σ(P1) = aP1 + cQ1
σ(Q1) = bP1 + dQ1
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so obtain a representation:
GK → Aut(E[m]) ∼= GL2(Z/mZ)
σ 7→
 a b
c d

Definition 2.1.17. Let l be a rational prime. The mod l representation of the
elliptic curve E is defined as
ρ¯E,l : GK → Aut(E[l]) ∼= GL2(Z/lZ)
The following theorem is used extensively in the literature on the mod-
ular approach.
Theorem 2.1.18. Let E be an elliptic curve over a number field K and l a
rational prime. Then ρ¯E,l is reducible if and only if E has an l-isogeny.
Proof. Suppose ρ¯E,l is reducible. Then we can choose a basis for E[l], namely
P1, P2 such that
ρ¯E,l =
 ∗ ∗
0 ∗
 .
Now σ(P1) = ασP1 for all σ ∈ GK . Let C =< P1 >, which is a subgroup of
E[l] of order l and hence cyclic. Then C is rational (i.e. fixed by GK). So
there is an l-isogeny E → E/C. Conversely, suppose that E has an l-isogeny
defined over K : E → E ′. Let C be the kernel; this has order l. Let P1 be a
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generator of C. We can extend P1 to a basis P1, P2 for E[l]. Then
σ(P1) = aP1
σ(P2) = bP1 + dP2
so
ρ¯E,l(σ) =
 a b
0 d
 .
Thus ρ¯E,l is reducible.
2.2 Link between elliptic curves and newforms
This section links an elliptic curve E over Q to a rational newform f of weight
2 and follows the exposition of [34]. Note that a newform is a normalized
cuspidal modular form of weight two that has not been defined at a previous
level (see for example [10]). This thesis will focus on the elliptic curve aspect
of the modular approach, so for this thesis these facts about newforms will
suffice.
• The set of modular forms of level N and weight 2 is a finite dimensional
vector space over C, so the set of cuspidal modular forms (which is a
subspace) is finite dimensional too.
• Each newform of level N has a q-expansion, namely
f = q +
∑
n≥2
cnq
n.
Note that c0 = 0 as f is a cuspform and c1 = 1 as it is normalized.
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• There are no newforms of weight 2 and level 1,2,3,4,5,6,7,8,9,10,12,13,16,18,22,25,28
and 60.
• If ci are the coefficients of a newform f and K = Q(c2, c3, ...) then K is
a totally real finite extension of Q. Furthermore, ci belong to the ring
of integers of the number field K.
Definition 2.2.1. Let f = q +
∑
n≥2 cnq
n be a newform. Then f is said to be
rational if cn ∈ Q ∀n, irrational if it is not rational.
What is useful about newforms is that there is an algorithm due to William
Stein [38] and John Cremona [5] which computes the newforms of a given level
which has been implemented in MAGMA [2].
Now we can look at the modularity theorem. The Taniyama-Shimura-
Weil conjecture states that every elliptic curve over Q is a modular elliptic
curve and this was proved by Andrew Wiles [40] (with the help of his for-
mer student Richard Taylor) [39] for semi-stable elliptic curves. Christophe
Breuil, Brian Conrad, Fred Diamond and Richard Taylor [3] later proved the
Taniyama-Shimura-Weil conjecture for all elliptic curves over Q.
Theorem 2.2.2. (Wiles, Breuil, Conrad, Diamond, Taylor) (The Modularity
Theorem) Associated to any rational newform f of level N and weight 2 is an
elliptic curve Ef/Q of conductor N so that for all primes l - N
cl = al(Ef )
where cl is the l-th coefficient in the q-expansion of f and al(Ef ) = l + 1 −
#Ef (Fl). For any given positive integer N , the association f 7→ Ef is a
17
bijection between rational newforms of level N and isogeny classes of elliptic
curves of conductor N .
Following [34] we define the following.
Definition 2.2.3. Let E be an elliptic curve over Q of conductor N , and
suppose that f is a newform of level N ′ with q-expansion f = q +
∑
n≥2 cnq
n,
and coefficients ci generating the number field K/Q. We shall say that the
curve E arises modulo p from the newform f (and write E ∼p f) if there
is some prime ideal P | p of K such that for almost all primes l, we have
al(E) ≡ cl (mod P).
A different formulation which is more useful from a computational point
of view is the following is also given in [34].
Proposition 2.2.4. Suppose E ∼p f . Then there is some prime ideal P | p
of K such that for all primes l
(i) if l - pNN ′ then al(E) ≡ cl (mod P), and
(ii) if l - pN ′ and l || N then l + 1 ≡ ±cl (mod P)
where l || N if and only if l | N and l2 - N .
By Theorem 2.2.2 every rational newform f of weight 2 corresponds
to some elliptic curve F . If E arises modulo p from f then we shall also say
that E arises modulo p from F (and write E ∼p F ). From [34] we get the
following.
Proposition 2.2.5. Suppose that E, F are elliptic curves over Q with con-
ductors N and N ′ respectively. Suppose that E arises modulo p from F . Then
for all primes l
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(i) if l - NN ′ then al(E) ≡ al(F ) (mod p), and
(ii) if l - N ′ and l || N then l + 1 ≡ ±al(F ) (mod p).
Note that this Proposition looks a lot like Proposition 2.2.4 and maybe
even a restatement. But Proposition 2.2.5 is a lot stronger, as it handles
the case when l = p. Because p is usually unknown, this is a very useful
improvement by Kraus and Oesterle´ [27]. Also note that l - NN ′ is equivalent
to both elliptic curves E and F having good reduction at l. On the other
hand, l - N ′ and l || N means that E has multiplicative reduction at l, whilst
F has good reduction at l.
19
Chapter 3
The generalized Fermat
equation over Q
This chapter gives the background necessary to provide a basic understanding
of the modular approach to Diophantine equations. The modular approach
uses the relationship between elliptic curves and newforms of weight 2. These
are the mathematical ingredients of Wiles’ proof of Fermat’s Last Theorem for
which we provide a sketch at the end of this chapter.
3.1 Frey curve
The history of the Frey elliptic curve is quite interesting. Yves Hellegouarch
reaccounts on his website [19] that he associated an elliptic curve to the Fermat
equation xp + yp + zp = 0 during the Journe´es Arithme´tiques de Bordeaux of
1969 in order to prove a proposition. However, this proposition was disproved
on the spot by Jean-Pierre Serre. Therefore, it was not included in the notes
on that day, so was not documented. But the idea is great and has been
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studied in depth by Gerhard Frey as he was convinced that this elliptic curve
might not be modular [16].
First we explain what a Frey elliptic curve is. A Frey elliptic curve is
an elliptic curve over the rationals but instead of having known coefficients,
it has coefficients depending on the hypothetical solutions to a Diophantine
equation. By construction it has a nice discriminant, making it possible to
prove properties of the associated Diophantine equation.
Start off with a Diophantine equation Axp+Byp+Czp = 0 with x, y, z ∈
Q and A,B,C pairwise coprime and ABC 6= 0. Suppose (x, y, z) is a solution
with xyz 6= 0. Suppose that a p-th power of a prime divides A (resp. B, resp.
C). Then this prime can be absorbed into x (resp. y, resp. z) and hence
we can assume that the solution is pairwise coprime. We call such a solution
a non-trivial, primitive solution. Note that exactly one of Axp, Byp, Czp has
to be even when we reduce the equation modulo 2, which we can assume to
be Byp without loss of generality. Since Axp is odd either Axp ≡ 1 (mod 4)
or Axp ≡ −1 (mod 4). In the first case, we can just consider the solution
(−x,−y,−z) instead, hence we can assume that Axp ≡ −1 (mod 4).
Definition 3.1.1. For primes p ≥ 3, let (x, y, z) be a non-trivial primitive
solution to the Fermat equation Axp + Byp + Czp = 0. Assume that Byp is
even and that Axp ≡ −1 (mod 4). Then EA,B,C : Y 2 = X(X−Axp)(X+Byp)
is called the Frey elliptic curve.
Note that the discriminant of this model is
∆ = 16(AxpByp(Axp +Byp))2 = 16(ABC)2(xyz)2p,
and so by Theorem 2.1.3 this is an elliptic curve if and only if xyz 6= 0, i.e.
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(x, y, z) is a non-trivial solution. In some cases the next step is showing that
no such elliptic curve exist for example in the case of Fermat’s Last Theorem
(FLT). Even if an elliptic curve exists partial information can be extracted.
3.2 Level lowering
Once the Frey elliptic curve is constructed (even if the coefficients are not
known, but at least they obey the Diophantine equation), in order to relate
the elliptic curves with modular forms, Ribet’s Level Lowering Theorem [33]
is used. In [34], Siksek describes the importance of Ribet’s Theorem as this
theorem gives the level of the newform associated to the Frey elliptic curve.
Theorem 3.2.1. (A simplified case of Ribet’s Level Lowering) Let p be prime
p ≥ 5 and let E be an elliptic curve over Q without p-isogenies. Let ∆ be the
minimal discriminant for E and let N be the conductor. Define
Np = N
/ ∏
q||N,
p | ordq(∆)
q.
(Here q || N means q | N and q2 - N). Then there exists a newform f of level
Np such that E ∼p f
Before discussing the consequences of the theorem we look at the as-
sumptions. In order to use Ribet’s Level Lowering Theorem, we need our
elliptic curve to have no p-isogenies.
Definition 3.2.2. An isogeny φ is a rational map of an elliptic curve onto
another elliptic curve that is also a group homomorphism. A p-isogeny is an
isogeny of degree p (i.e. the size of the kernel is p).
22
For an elliptic curve E over Q is straightforward to check in MAGMA [2] if
E has p-isogenies. But the Frey elliptic curve has unknown coefficients. The
following powerful theorem by Mazur [28] will be useful in practice.
Theorem 3.2.3. (Mazur) Suppose E/Q is an elliptic curve and that at least
one of the following conditions holds.
• p ≥ 17 and j(E) 6∈ Z[1
2
],
• or p ≥ 11 and E is a semi-stable elliptic curve,
• or p ≥ 5, #E(Q)[2] = 4, and E is a semi-stable elliptic curve,
Then E does not have any p-isogenies.
So there often exists an explicit criterion to check whether Ribet’s Level
Lowering Theorem can be used in practice. We now look at the consequences
of Ribet’s Level Lowering Theorem. The theorem says that if the assumptions
are satisfied there exist a newform of a specific level that is related to the elliptic
curve. This will be crucial for proving Fermat’s Last Theorem as newforms
are (computationally) easier to work with.
3.3 Conductor and Np calculations for gener-
alized Fermat equation
Here we present the conductor and Np recipes for the generalized Fermat
equation over Q as presented by Siksek in [34] based on work by Kraus [25].
Suppose that A, B, C are non-zero pairwise coprime integers, and p ≥ 5
a prime. Let
R = ABC,
23
and suppose that
ordq(R) < p
for every prime number q. Consider the equation
Axp +Byp + Czp = 0, (3.1)
where we assume that
A, B, C are non-zero and pairwise coprime.
Without loss of generality we also suppose that
Axp ≡ −1 (mod 4), Byp ≡ 0 (mod 2).
We associate to the non-trivial primitive solution (x, y, z) the Frey curve
E : Y 2 = X(X − Axp)(X +Byp).
The minimal discriminant is
∆min =

24R2(xyz)2p if 16 - Byp,
2−8R2(xyz)2p if 16 | Byp.
For positive integer R and prime q we define:
Radq(R) =
∏
l | R prime,
l 6=q
l.
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The conductor N is given by
N =

2 Rad2(Rxyz) if ord2(R) = 0 or ord2(R) ≥ 5,
2 Rad2(Rxyz) if 1 ≤ ord2(R) ≤ 4 and y is even,
Rad2(Rxyz) if ord2(R) = 4 and y is odd,
23 Rad2(Rxyz) if ord2(R) = 2 or 3 and y is odd,
25 Rad2(Rxyz) if ord2(R) = 1 and y is even.
Theorem 3.3.1. (Kraus [25]) Under the above assumptions, E ∼p f for some
newform f of level Np where
Np =

2 Rad2(R) if ord2(R) = 0 or ord2(R) ≥ 5,
Rad2(R) if ord2(R) = 4,
2 Rad2(R) if 1 ≤ ord2(R) ≤ 3 and y is even,
23 Rad2(R) if ord2(R) = 2 or 3 and y is odd,
25 Rad2(R) if ord2(R) = 1 and y is odd.
3.4 Sketch of proof of Fermat’s Last Theorem
Finally following [34] we can sketch how the modular approach works for Fer-
mat’s Last Theorem proved by [40].
Theorem 3.4.1. (Wiles) The equation xp + yp + zp = 0 with x, y, z ∈ Z and
p ≥ 5 prime has no non-trivial integer solutions.
Assume that we have a non-trivial solution (a, b, c). Without loss of
generality we can assume it is primitive, that b is even and that a ≡ −1
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(mod 4). We then construct the Frey elliptic curve
E : Y 2 = X(X − ap)(X + bp).
The discriminant of this elliptic curve is ∆ = 16(abc)2p. The conductor is
N = 2Rad2(xyz). Now since the conductor is squarefree, we know that it is
semi-stable. We need to verify that E has no p-isogenies in order to apply
Ribet’s Level Lowering theorem. Since E(Q)[2] = 4 and E is semi-stable, we
can use Mazur’s theorem. And so applying Ribet’s Theorem we get that that
Np = 2. From Chapter 2 we know that there are no newforms of level 2 and
weight 2. Hence the discriminant of the Frey elliptic curve has to be zero, so
the only solutions to Fermat’s Last Theorem with p ≥ 5 are the trivial ones.
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Chapter 4
Quadratic reciprocity
This chapter looks at the Diophantine equation
xp + yp + 31zp = 0. (4.1)
The first sections deal with what is known about this and the more general
equation
xp + yp + Lrzp = 0 (4.2)
where L is an odd prime. The last two sections provide a new theorem that
proves that there are no solutions to equation (4.1) for exponent p satisfying
certain congruences modulo 3, 5, 7 and 11.
4.1 Assumptions
Consider the Diophantine equation (4.2) where L is an odd prime, x, y, z ∈ Q,
p ≥ 5 is a prime and r ∈ Z≥0. If r ≥ p then can replace z by Lz to get
coefficient Lr−p. This process can be repeated until r < p and hence can
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assume that r < p. Call (x, y, z) a solution to this equation if it satisfies the
equation and non-trivial if xyz 6= 0. Take l to be the lowest common multiple
of the denominators of x, y, z. Then (lx, ly, lz) is a also a solution to the
Diophantine equation and moreover lx, ly, lz ∈ Z. Hence we can assume that
x, y, z ∈ Z. Note that, if two of the terms of the equation have a prime factor q
in common (where q 6= L), then q also divides the third term. If q = L then the
condition r < p will guarantee that if two of the variables (x, y, z) are divisible
by L then so is the third one. In both cases it is possible to replace (x, y, z)
by (x/q, y/q, z/q). This process can be repeated until eventually (x, y, z) are
pairwise coprime. In this case the solution is said to be primitive. Hence
from now (without loss of generality) it is assumed that (x, y, z) are coprime
integers. Finally note that if r = 0 then this is the Fermat equation (also
known as the equation from Fermat’s Last Theorem), and thus we can assume
that 0 < r < p.
4.2 Bounding the exponent p using the corre-
sponding newform
The proof of Fermat’s last theorem boils down to the fact that there is no
newform of level 2 and weight 2. Unfortunately, quite often there exists a
newform of level Np and weight 2 and sometimes there are even multiple
newforms. However, all is not lost and these newforms can sometimes be used
to bound the exponent p.
The recipe for the generalized Fermat equation Axp + Byp + Czp = 0
from the previous chapter associates to a hypothetical non-trivial primitive
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solution (x, y, z) of the Diophantine equation (4.2) the following Frey curve.
E : Y 2 = X(X − A)(X +B)
where (A,B,−A − B) is a permutation of (xp, yp, Lrzp) such that A ≡ −1
(mod 4) and B is even. The minimal discriminant and conductor of E are
∆min = 2
−8L2r(xyz)2p, N = Rad(Lxyz)
and Np = 2L.
Since the conductor N of E is squarefree, we know that the elliptic
curve E is semi-stable. As Lxyz 6= 0 it follows that (A, 0), (B, 0), (0, 0) are
distinct and hence E has full 2-torsion. By Theorem 3.2.3, E does not have
p-isogenies since p ≥ 5. Ribet’s Theorem (Theorem 3.2.1) shows that E arises
modulo p from some newform f of level Np = 2L and weight 2. For a specific
L, one can calculate the newforms at that level and weight 2. For example,
for L = 31, MAGMA shows that there is exactly one rational newform of level 62
and weight 2 (irrational newforms will be dealt with later on in this chapter).
f = q + q2 + q4 − 2q5 + q8 − 3q9 − 2q10 + 2q13 + q16 − 6q17 − 3q18
+ 4q19 − 2q20 + 8q23 − q25 + 2q26 + 2q29 +O(q30).
(4.3)
This has the following elliptic curve over Q associated to it
E : y2 + xy + y = x3 − x2 − x+ 1.
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This elliptic curve has Cremona reference 62a1. If newforms are found at the
predicted level, it is sometimes possible to use these to bound the exponent
p of the Diophantine equation. This method is explained in [34] and in some
cases it even shows that E does not arise modulo p from a given newform
(which has the right level and weight). The following is Proposition 9.1 from
[34].
Proposition 4.2.1. Let E/Q be an elliptic curve of conductor N , and suppose
that t | #E(Q)tors. Suppose that f is a newform of level N ′ and weight 2. Let
l be a prime such that l - N ′ and l2 - N . Let
Sl =
{
a ∈ Z : −2
√
l ≤ a ≤ 2
√
l, a ≡ l + 1 (mod t)
}
.
Let cl be the l-th coefficient of f and define
B′l(f) = NormK/Q((l + 1)
2 − c2l )
∏
a∈Sl
NormK/Q(a− cl)
and
Bl(f) =

l ·B′l(f) if f is irrational,
B′l(f) if f is rational.
If E ∼p f then p | Bl(f).
Notice that this proposition bounds p provided there is an l such that
Bl(f) 6= 0. According to [34] this is guaranteed to succeed in two cases:
(a) Suppose that f is irrational. Then for infinitely many primes l we have
that Bl(f) 6= 0. This is true since cl 6∈ Q for infinitely many of the
coefficients cl.
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(b) Suppose that f is rational and that t is prime or t = 4. Suppose that
for every elliptic curve F in the isogeny class corresponding to f we
have t - #F (Q)tors. Then there are infinitely many primes l such that
Bl(f) 6= 0.
If Bl(f) 6= 0 for any l then this proposition bounds the exponent p. Moreover
if Bl(f) is equal to 1 (or 2
i3j where i, j ∈ Z) for any l then it follows (since
p ≥ 5) that there is no such p. The following theorem is proved in [34].
Theorem 4.2.2. Suppose 3 ≤ L < 100 is prime. Then the equation xp + yp +
Lrzp = 0 where 0 < r < p, p > 5 prime and xyz 6= 0 has no solutions where
x,y,z are pairwise coprime unless L = 31, in which case E ∼p F where F is
the elliptic curve with Cremona reference 62a1.
This theorem indicates that L = 31 is a harder equation to solve than
any other prime L where 3 ≤ L ≤ 100. For the rest of this chapter, it is
assumed that L = 31. The previous theorem did not result in an upper bound
for the exponent p in the equation xp+yp+31rzp = 0, but maybe it is possible
to find a lower bound for p.
4.3 Finding a lower bound for exponent p
Siksek [34] uses Kraus’ method [26] to find a lower bound for the exponent p
which shows that if p > 5 then p > 106. Such a large bound for p does not
only give a good indication that there might be no solutions, but is also very
helpful to know that if there is a non-trivial, primitive solution then p has to be
very large. We give an explanation of this method following the exposition in
[34]. Kraus’ method deals with a fixed prime p, and hence iteratively may be
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used to find a lower bound for p by simply eliminating all options exhaustively.
Kraus’ method starts with associating a Frey elliptic curve to the Diophantine
equation xp + yp + Lrzp = 0, where L is a prime and xyz 6= 0. We associate
the following Frey elliptic curve to a non-trivial primitive solution (x, y, z) of
equation (4.2)
E : Y 2 = X(X − A)(X +B)
where A,B,−(A+ B) = C is an appropiate permutation of xp, yp, Lrzp. Let-
ting δ = (y/x)p then E is the quadratic twist of
Eδ : Y
2 = X(X − 1)(X + δ),
by xp.
For prime l - x, from Theorem 2.1.8 it follows that al(E) = ±al(Eδ).
Lemma 4.3.1. With notation as above, suppose that E ∼p f for some new-
form f with level 2L and weight 2. Suppose that l is a prime distinct from 2,
L, p. Write f = q +
∑
n≥2 cnq
n .
• If l | xyz then p | Norm((l + 1)2 − c2l ).
• If l - xyz then p | Norm(al(Eδ)2 − c2l ).
Proof. Let E be the Frey elliptic curve associated to a non-trivial primitive
solution to Equation 4.2. Then E has conductor Rad(Lxyz) so from Proposi-
tion 2.2.4 it follows that
(i) If l - p · 2L · Rad(Lxyz) then al(E) ≡ cl (mod P)
(ii) If l - p · 2L and l || Rad(Lxyz) then l + 1 ≡ ±cl (mod P),
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where P | p is a prime ideal in the field K generated by the ci coefficients
in the q-expansion of f . Now since l is a prime distinct from 2, L and p it
follows that l - p · 2L ·Rad(Lxyz) is equivalent to l - xyz. Since Rad(Lxyz) is
squarefree, it follows that l - p · 2L and l || Rad(Lxyz) is equivalent to l | xyz.
Hence we get
(i) if l - xyz then al(E) ≡ cl (mod P)
(ii) if l | xyz then l + 1 ≡ ±cl (mod P).
Now recall from the discussion above that if l - x it follows that al(E) =
±al(Eδ). Squaring both sides of the equivalences and recalling that P | p
completes the proof.
Remark. Suppose l = np+ 1 is prime. Let
µn(Fl) =
{
ζ ∈ Fl : ζn = 1
}
. (4.4)
This is the group of n-th roots of unity in Fl. Note that if l - xyz then the
reduction of δ = (y/x)p modulo l belongs to µn(Fl).
Lemma 4.3.2. Suppose that p ≥ 5 is a fixed prime and E is as above. Suppose
that for each newform f at level 2L and weight 2 there exists a positive integer
n satisfying the following four conditions:
(i) l = np+ 1 is prime.
(ii) l 6= L.
(iii) p - Norm((l + 1)2 − c2l ). (Here cl is the l-th coefficient of f).
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(iv) For all δ′ ∈ µn(Fl), δ′ 6= −1 we have
p - Norm(al(Eδ′)2 − c2l ).
Then the equation xp + yp + Lrzp = 0 does not have any non-trivial solutions
satisfying the usual conditions.
Proof. Suppose there is a non-trivial solution to xp + yp + Lrzp = 0. We can
assume it is primitive. Let E be the Frey elliptic curve associated to it. Let
Eδ be the elliptic curve and f the newform as described above. Suppose there
exists a positive integer n satisfying conditions (i)-(iv). Then from (i) and (ii)
it follows that l = np + 1 is a prime distinct from 2, p and L. Then from
Lemma 4.3.1 and (iii) it follows that l - xyz. So it follows from Lemma 4.3.1
that p | Norm(al(Eδ)2 − c2l ). On the other hand since l - xyz it follows that
δ = (y/x)p ∈ F∗l . δn = (y/x)np = (y/x)l−1 ≡ 1 (mod l). Hence δ ∈ µn(Fl).
If δ ≡ −1 (mod l) then (y/x)p ≡ −1 (mod l), so xp + yp ≡ 0 (mod l). From
Equation 4.2 it follows that Lzp ≡ 0 (mod l) which is impossible as l - xyz and
l 6= L. So δ 6= −1. From this and (iv) it follows that p - Norm(al(Eδ)2 − c2l )
which leads to a contradiction and hence there is no non-trivial solution to
xp + yp + Lrzp = 0.
These lemmas are used by Siksek to prove the following theorem.
Theorem 4.3.3. Suppose L = 31. Then equation xp + yp +Lrzp = 0 does not
have any solutions satisfying the usual conditions for 11 ≤ p ≤ 106.
Proof. (sketch, based on [34]) Suppose L = 31. By Theorem 4.2.2 we know
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that E ∼p F where F is the elliptic curve 62a1 with equation
F : y2 + xy + y = x3 − x2 − x+ 1.
For all primes p such that 11 ≤ p ≤ 106, it is then possible to check if there
exists a suitable n as in Proposition 4.3.2.
Instead of trying to find an upper or lower bound for the prime exponent
p, the next section explains how to get rid of a whole class of prime exponents.
4.4 Halving the number of potential exponents
So far, no one has been able to find an upper bound for the exponent p in
equation 4.2 when L = 31 and r = 1 so that there are no non-trivial solutions
for any prime p bigger than this bound. This section explains how Halberstadt
and Kraus [18] using the symplectic method prove that for half of the prime
exponents p there are no non-trivial solutions to Equation 4.1. The symplectic
method will feature prominently in the final chapter of this thesis, so the
theorem is included.
Theorem 4.4.1. (Halberstadt and Kraus ) Suppose E and F are elliptic
curves over Q and p ≥ 5 is a prime such that E ∼p F . Let `1, `2 be distinct
primes, different from p. Suppose that E and F have multiplicative reduction
at `1, `2 and that p does not divide ord`i(∆(E)) nor ord`i(∆(F )) for i = 1, 2,
where ∆(E) and ∆(F ) are the minimal discriminants of E and F . Then
ord`1(∆(E))ord`2(∆(E))
ord`1(∆(F ))ord`2(∆(F ))
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is congruent to a square modulo p.
Halberstadt and Kraus prove the following application.
Theorem 4.4.2. The equation xp + yp + 31zp = 0 does not have non-trivial
solutions if p ≡ 3 (mod 4).
Proof. Suppose there is a non-trivial solution (x, y, z) to Equation 4.1. We may
suppose that it is primitive. The following Frey elliptic curve is associated to
it
E : Y 2 = X(X − A)(X +B)
where A,B,−A − B is an appropriate permutation of xp, yp, 31zp. We know
from Theorem 4.2.2 that E ∼p F where F is 62a1. Now we can use the recipes
in chapter 2 to calculate the minimal discriminants
∆(E) = 2−8 · 312(xyz)2p, ∆(F ) = −24 × 31,
and the conductors
NE = Rad(31xyz), NF = 62.
So both curves have multiplicative reduction at 2 and 31. Theorem 4.4.1 can
now be used with primes `1 = 2 and `2 = 31. By Theorem 4.3.3, we know
that that p > 106 and so certainly p 6= 31. So applying Theorem 4.4.1, we get
that:
ord2(∆(E))ord31(∆(E))
ord2(∆(F ))ord31(∆(F ))
=
(−8 + 2p ord2(xyz))(2 + 2p ord31(xyz))
4× 1 ≡ −4 (mod p)
must be a square modulo p. Hence
(
−1
p
)
= 1. By quadratic reciprocity, it
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follows that there are no (non-trivial) solutions for p ≡ 3 (mod 4).
The last step of the proof uses quadratic reciprocity, which will also be
used to prove the new theorem of this chapter.
4.5 Possible triples
Before looking at the new theorem, let us first look at the residues of possible
primitive solutions (x, y, z) to equation (4.1) modulo the primes 3, 11 and 29
when p > 5, which will be necessary for the next section. Of course, one can
trivially take the set of all possible triples (x, y, z) (mod q), so then there are
q3 options for every prime q. However, it is usually possible (especially for
small primes q) to eliminate a large amount of the triples.
Lemma 4.5.1. The only possible triples (x, y, z) (mod 3) that correspond to
a non-trivial, primitive solution to equation (4.1) are (1, 1, 1) and (2, 2, 2).
Proof. Suppose that 3 | xyz, then Lemma 4.3.1 shows that p | (42− c23) where
c3 is the third coefficient of the rational newform at level 62 and weight 2 see
Equation 4.3, so c3 = 0 and hence (4
2− c23) = 42. This is only possible if p = 2
but p > 5 so it follows that 3 - xyz. Then x2 ≡ y2 ≡ z2 ≡ 1 (mod 3). Now
consider the condition 0 = xp + yp + 31zp ≡ x + y + z (mod 3). The only
options are (1, 1, 1) and (2, 2, 2).
The previous lemma gives such a nice solution because xp ≡ x (mod 3)
for any odd prime p. When one wants to look at solutions modulo the primes 11
and 29 these will depend on p. However since x10 ≡ 1 (mod 11) provided 11 - x
and similarly x28 ≡ 1 (mod 29) provided 29 - x [by Fermat’s Little Theorem]
it is enough to consider primes p modulo 10 when looking at solutions modulo
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11 and primes p modulo 28 when looking at solutions modulo 29. As p is
assumed to be odd, and because of Theorem 4.4.2, can assume that p ≡ 1
(mod 4), it is enough to consider the prime p modulo 5 (for 11) and 7 (for 29).
Note that the following holds:
Lemma 4.5.2. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1
with p > 7. Then 11 - xyz and 29 - xyz.
Proof. Suppose that (x, y, z) is a non-trivial primitive solution to Equation 4.1,
then because of Lemma 4.3.1 if p - ((q+ 1)2− c2q) then q - xyz, where cq is the
q-th coefficient of the rational newform of level 62 and weight 2. The rational
newform at level 62 is given by Equation 4.3. So c11 = 0 and c29 = 2. Then
((11 + 1)2 − c211)) = 122 and ((29 + 1)2 − 22) = 896 = 27 · 7. Hence if p > 7 is
a prime then p - ((q + 1)2 − c2q) hence q - xyz for both q = 11 and q = 29.
Instead of looking at possible triples (x, y, z) modulo 11 and 29 where
(x, y, z) is a solution to the Diophantine equation, it is necessary to start
looking at possible triples for (A′, B′, C ′) where (A′, B′, C ′) is an appropiate
permutation of (xp, yp, 31zp). These possible triples are only listed up to per-
mutation. The Hasse bounds for elliptic curves will be used in the algorithm.
Theorem 4.5.3. (Hasse’s theorem for elliptic curves) Let E(Fq) be the number
of points of an elliptic curve E over the finite field with q elements Fq. Then
the following inequality holds.
|#E(Fq)− (q + 1)|≤ 2√q
Lemma 4.5.4. Assume (x, y, z) is a non-trivial primitive solution to Equa-
tion 4.1 with p > 7. The possible triples for (xp, yp, 31zp) modulo 11 (re-
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spectively modulo 29) up to permutation are given by (λ, λ,−2λ) (respectively
(λ, 2λ,−3λ) or (λ, 4λ,−5λ)) where λ ∈ F∗11 (respectively λ ∈ F∗29).
Proof. First we construct the elliptic curve F associated to the rational new-
form of level 62 and weight 2 (see Equation 4.3, it has Cremona reference
62a1). The rest of the proof is is done by running through an algorithm.
Let (A′, B′, C ′) = (xp, yp, 31zp). First take A′, B′ any elements in the fi-
nite field with 11 (respectively 29) elements. Then C ′ = −A′ − B′ since
xp + yp + 31zp = 0. Now by Lemma 4.3.1, it follows that 11 - xyz (re-
spectively 29 - xyz) and so A′B′C ′ 6≡ 0 (mod 11) (respectively A′B′C ′ 6≡ 0
(mod 29)). Next construct the Frey elliptic curve E associated to the so-
lution (x, y, z). As A′, B′, C ′ is a permutation of xp, yp, 31zp and since it is
unclear what their residues are modulo 4, it is only possible to construct
this elliptic curve up to quadratic twist. So the Frey elliptic curve (up to
quadratic twist) is E : Y 2 = X(X − A′)(X + B′). Now because of Proposi-
tion 2.2.5 and 2.1.8, it follows that a11(E) ≡ ±a11(F ) (mod p) (respectively
a29(E) ≡ ±a29(F ) (mod p)). By the Hasse bound (see Theorem 4.5.3), it fol-
lows that |a11(E) ∓ a11(F )|≤ 4
√
11 < 14 and since p | (a11(E) ∓ a11(F )) and
since p > 106 (by Theorem 4.3.3), it follows that a11(E) = ±a11(F ) (respec-
tively a29(E) = ±a29(F ) since |a29(E) ∓ a29(F )|≤ 4
√
29 < 22). If the traces
line up, the triples is added to the possible triples. Running through the finite
set of possibilities for A′ and B′ in F∗11 (resp. F∗29), the possible triples modulo
11 up to permutation are (λ, λ,−2λ) where λ ∈ F11∗. The possible triples
modulo 29 up to permutation are either (λ, 2λ,−3λ) or (λ, 4λ,−5λ) where
λ ∈ F29∗. This completes the proof.
We also need the following lemma.
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Lemma 4.5.5. Let (x, y, z) be a non-trivial solution to Equation 4.1 with
prime exponent p > 5. Then the following hold:
(a) 29 - (xy − z2)
(b) The following are equivalent
(i) 11 | (xy − z2)
(ii) xp ≡ yp (mod 11)
(iii) x ≡ y ≡ z (mod 11)
Proof. Suppose (x, y, z) is a non-trivial solution to
xp + yp + 31zp = 0.
This equation together with the identity
(xp + yp)2 − (xp − yp)2 = 4xpyp
leads to
(31zp)2 − (xp − yp)2 = 4xpyp.
Subtracting 4z2p from both sides results in
(312 − 4)z2p − (xp − yp)2 = 4(xpyp − z2p).
Factoring on the right hand side gives
(312 − 4)z2p − (xp − yp)2 = 4(xy − z2)f(x, y, z) (4.5)
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where f(x, y, z) ∈ Z[x, y, z] is a polynomial in x, y, z. Now suppose that 29 |
(xy − z2). Then since 29 | (312 − 4) and by Equation 4.5 it follows that
29 | (xp−yp). Hence xp ≡ yp (mod 29). This is impossible by Lemma 4.5.4 and
hence proves (a). For (b) note that if x ≡ y ≡ z (mod 11) then 11 | (xy− z2),
so (iii) implies (i). If 11 | (xy−z2), then by Equation 4.5 and since 11 | (312−4)
it follows that 11 | (xp−yp). This is equivalent to xp ≡ yp (mod 11) and hence
(i) implies (ii). Now suppose that xp ≡ yp (mod 11). Then by Equation 4.1
it follows that 2xp+31zp ≡ 2xp−2zp (mod 11). Since 11 and 2 are coprime it
follows that xp ≡ yp ≡ zp (mod 11). Note that the finite group homomorphism
F∗11 → F∗11
α 7→ αp
is injective if p and 10 are coprime. Since p > 5 is a prime, it follows that p and
10 are coprime. Then since it maps to itself, is follows that the homomorphism
is surjective and hence bijective. So if xp ≡ yp ≡ zp (mod 11) then x ≡ y ≡ z
(mod 11). So (ii) implies (iii).
4.6 A specific improvement using quadratic
reciprocity
In this section we prove a new result using the modular approach together
with quadratic reciprocity. First there are some technical lemmas which are
used in the theorem.
Lemma 4.6.1. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1
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with prime exponent p. Then
(
(xy − z2)/3
3
)
=
(p
3
)
.
Proof. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1. First
we look at
(
(xy−z2)/3
3
)
. This is equivalent to finding if there is a β ∈ F∗3
such that xy − z2 ≡ 3β2 (mod 9), which we can determine by looking at
the triples mod 9. Recall from Lemma 4.5.1 that without loss of generality
x ≡ y ≡ z ≡ 1 (mod 3) (since if x ≡ y ≡ z ≡ −1 (mod 3) we can replace
(x, y, z) by (−x,−y,−z)). So x = 1 + 3i, y = 1 + 3j and z = 1 + 3k for some
i, j, k ∈ Z. Now
xp + yp + 31zp = 0
implies
(1 + 3i)p + (1 + 3j)p + 31(1 + 3k)p ≡ 0 (mod 9)
by the Binomial Theorem
1 + p3i+ 1 + p3j + 4 + p12k ≡ 0 (mod 9).
Hence
6 + p3(i+ j + 4k) ≡ 0 (mod 9)
which is equivalent to
−2/p ≡ i+ j + k (mod 3). (4.6)
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Now looking at
xy−z2 ≡ (1+3i)(1+3j)−(1+3k)2 ≡ 1+3(i+i)−1−6k ≡ 3(i+j−2k) (mod 9)
which is equivalent to
(xy − z2)/3 ≡ i+ j − 2k ≡ i+ j + k ≡ −2/p (mod 3)
where the last part follows from (4.6). Hence
(
(xy − z2)/3
3
)
=
(−2/p
3
)
=
(p
3
)
which concludes the proof of the lemma.
Lemma 4.6.2. Suppose that (x, y, z) is a non-trivial primitive solution to
Equation 4.1 with prime exponent p such that x 6≡ y (mod 11) then
(
(xy − z2)
11
)
=

1 p ≡ 1,−2 (mod 5),
−1 p ≡ −1, 2 (mod 5).
Proof. Now look at
(
(xy−z2)
11
)
. As x 6≡ y (mod 11) the only option for the
triples A′, B′, C ′ to be xp, yp, 31zp using Lemma 4.5.4 is
xp ≡ λ, yp ≡ −2λ, 31zp ≡ λ (mod 11)
where λ ∈ F∗11, which is equivalent to
xp ≡ λ, yp ≡ −2λ, zp ≡ 5λ (mod 11).
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Note that it is possible to swap x and y but since we are only interested in
xy − z2 which is symmetric in x and y we are reduced to just one option. So
since
F∗11 → F∗11
α 7→ αp
is a bijection for p ≡ 1,−1, 3,−3 (mod 10), it has an inverse, namely
F∗11 → F∗11
α 7→ αp′
where pp′ ≡ 1 (mod 10). So
xp ≡ λ, yp ≡ −2λ, zp ≡ 5λ (mod 11)
is equivalent to
x ≡ λp′ , y ≡ (−2λ)p′ , z ≡ (5λ)p′ (mod 11).
Hence xy − z2 ≡ ((−2)p′ − 52p′)λ2p′ (mod 11). This is a square modulo 11 if
and only if ((−2)p′−52p′) is a square modulo 11. For p ≡ −1,−3 (mod 10) we
calculate that p′ ≡ 9, 3 (mod 10) respectively and so (−2)9−518 ≡ 1 (mod 11)
and (−2)3 − 56 ≡ 9 (mod 11). On the other hand for p ≡ 1, 3 (mod 10) we
have that p′ ≡ 1, 7 (mod 10) respectively. So ((−2)p′ − 52p′) ≡ 6 (mod 11) in
both cases, which is not a square modulo 11.
From this it follows that if p ≡ −1, 2 (mod 5) then (xy−z2) is a square
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mod 11, and if p ≡ 1,−2 (mod 5) then (xy − z2) is not a square modulo 11.
Lemma 4.6.3. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1
with prime exponent p. If p ≡ ±1 (mod 7) then
(
xy−z2
29
)
= 1
Proof. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1 with
prime exponent p. Recall from Lemma 4.5.4 that up to reordering (xp, yp, 31zp)
either have residues (λ, 2λ,−3λ) or (λ, 4λ,−5λ) modulo 29 where λ ∈ F∗29.
Hence xp ≡ aλ, yp ≡ bλ, 2zp ≡ cλ (mod 29) where a, b, c are either a reordering
of (1, 2,−3) or (1, 4,−5). So
a+ b+ c = 0. (4.7)
Suppose that p ≡ 1 (mod 7), then p ≡ 1 (mod 28) since by Theorem 4.4.1
p ≡ 1 (mod 4). So then x ≡ aλ, y ≡ bλ, z ≡ (c/2)λ (mod 11). Hence
(
xy − z2
29
)
=
(
(ab− c2)/4
29
)
=
(
4ab− c2
29
)
where the first equality holds as λ ∈ F∗11 and the second because 4 is always a
square and 29 - 4. From equation 4.7 we get
(
4ab− c2
29
)
=
(
4ab− (−(a+ b))2
29
)
=
(
(a− b)2
29
)
.
Now since a 6≡ b (mod 29) it follows that if p ≡ 1 (mod 7) then
(
xy−z2
29
)
= 1.
If p ≡ −1 (mod 7), then p ≡ 13 (mod 28) since p ≡ 1 (mod 4) by
Theorem 4.4.1. Note that 13 · 13 ≡ 1 (mod 28) and so the map x 7→ x13 is its
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own inverse in F∗29. So
xp ≡ aλ, yp ≡ bλ, zp ≡ c/2λ (mod 29)
now gives
x ≡ a13λ13, y ≡ b13λ13, z = (c/2)13λ13 (mod 29).
And hence (
xy − z2
29
)
=
(
(ab)13 − (c/2)26
29
)
.
Recall from 4.7 that a+ b+ c = 0
(
(ab)13 − (c/2)26
29
)
=
(
(ab)13 − ((a+ b)/2)26
29
)
.
Let t = a/b ∈ F∗29 then since 29 - b so can divide by b26 (which is a square).
(
(ab)13 − ((a+ b)/2)26
29
)
=
(
(t)13 − ((t+ 1)/2)26
29
)
Running through all options in F∗29 it follows that
(
(t)13−((t+1)/2)26
29
)
= −1 only
if t ≡ 3, 10, 14, 27 (mod 29) (and 1 otherwise). As a, b are two different values
in either (1, 2,−3), or (1, 4,−5), we check that a/b 6≡ 3, 10, 14, 27 (mod 29) for
all options for a, b. So if p ≡ −1 (mod 7) then
(
xy−z2
29
)
= 1 which completes
the proof.
Lemma 4.6.4. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1
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with prime exponent p such that x ≡ y ≡ z (mod 11) then
(
(xy − z2)/33
11
)
=

1 if p ≡ 2, 6, 7, 8, 10 (mod 11)
−1 if p ≡ 1, 3, 4, 5, 9 (mod 11).
Proof. Let (x, y, z) be a non-trivial primitive solution to Equation 4.1 with
prime exponent p such that x ≡ y ≡ z (mod 11). Since x ≡ y ≡ z (mod 11),
we can set x = a+ i · 11, y = a+ j · 11 and z = a+ k · 11 with a 6≡ 0 (mod 11)
and i, j, k ∈ Z by Lemma 4.5.4. So then xp+yp+31zp ≡ 0 (mod 121) becomes
(a+ i · 11)p + (a+ j · 11)p + 31(a+ k · 11)p ≡ 0 (mod 121).
By the Binomial formula
ap+p · i ·11 ·ap−1 +ap+p ·j ·11 ·ap−1 +31ap+31 ·p ·k ·11 ·ap−1 ≡ 0 (mod 121).
As a 6≡ 0 (mod 11), can divide by ap−1
33a+ 11p(i+ j + 31k) ≡ 0 (mod 121)
which is equivalent to −3a/p ≡ i + j − 2k (mod 11). So then xy − z2 ≡
(a+i·11)(a+j ·11)−(a+k·11)2 ≡ a2+ij ·121+a·11(i+j)−a2−k2·121−22a·k ≡
11a(i + j − 2k) (mod 121) which is equivalent to a(i + j − 2k) ≡ −3a2/p
(mod 11) hence only depends on
(
−3/p
11
)
. Now
(−3
11
)
= −1 and if p ≡ 1, 3, 4, 5, 9
(mod 11) then
(
1/p
11
)
= 1 and if p ≡ 2, 6, 7, 8, 10 (mod 11) then
(
1/p
11
)
= −1
which completes the proof of the lemma.
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Theorem 4.6.5. Suppose that p is an odd prime and one of the following
holds:
• p ≡ 1 (mod 3), p ≡ 1,−2 (mod 5), p ≡ ±1 (mod 7) and p ≡ 2, 6, 7, 8, 10
(mod 11) (denoted situation 1)
• p ≡ −1 (mod 3), p ≡ −1, 2 (mod 5), p ≡ ±1 (mod 7) and p ≡
1, 3, 4, 5, 9 (mod 11) (denoted situation 2)
Then there are no non-trivial solutions (x, y, z) ∈ Q3 that satisfy the equation
xp + yp + 31zp = 0.
Proof. Let p be a prime in either situation 1 or situation 2. Then p 6= 7.
Let (x, y, z) ∈ Q3 be a non-zero solution to Equation 4.1. Without loss of
generality (x, y, z) are pairwise coprime integers. By Theorem 4.3.3 it follows
that p > 106. By Theorem 4.4.2, p ≡ 1 (mod 4). Using the identity
(xp + yp)2 − (xp − yp)2 = 4xpyp,
since (x, y, z) is a solution to Equation 4.1,
(31zp)2 − (xp − yp)2 = 4xpyp
holds. Subtracting 4z2p from both sides results in
(312 − 4)z2p − (xp − yp)2 = 4(xpyp − z2p).
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Factoring on the right hand side gives
(312 − 4)z2p − (xp − yp)2 = 4(xy − z2)f(x, y, z)
where f(x, y, z) ∈ Z[x, y, z] is a polynomial in x, y, z. Now since x ≡ y ≡ z
(mod 3) by Lemma 4.5.1 and as 312 − 4 = 3 · 11 · 29, it follows that all terms
are divisible by 3. Dividing out by 3 gives
(11 · 29)z2p − 3((xp − yp)/3)2 = 4/3(xy − z2)f(x, y, z). (4.8)
We also know that ((xp− yp)/3)2 and (xy− z2)/3 are integers, and the second
one is odd (since exactly one of x, y, z is even). Hence
(11 · 29)z2p ≡ 3((xp − yp)/3)2 (mod |(xy − z2)/3|)
holds so (
(11 · 29)z2p
|(xy − z2)/3|
)
=
(
3((xp − yp)/3)2
|(xy − z2)/3|
)
.
Suppose z2p and (xy − z2)/3 have a prime factor q in common. Then
q | z and q | (xy− z2), so q | z and q | xy, so (x, y, z) are not pairwise coprime,
which is a contradiction of our assumptions. Hence z2p and (xy − z2)/3 are
coprime so (
z2p
(xy − z2)/3
)
= 1.
Hence (
11 · 29
|(xy − z2)/3|
)
=
(
3((xp − yp)/3)2
|(xy − z2)/3|
)
.
There are two cases, either x ≡ y ≡ z (mod 11) which is denoted Case II, or
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this is not the case (denoted Case I).
At first we assume that we are in Case I. If ((xp − yp)/3) and (xy − z2)/3
have a prime factor in common then
(
11·29
|(xy−z2)/3|
)
= 0, which is only possible
if there is a prime factor q | 11 · 29 such that q | (xy − z2). If q = 11 then by
Lemma 4.5.5 it follows that x ≡ y ≡ z (mod 11). This is Case II and will be
dealt with later in the proof. So we can assume that q 6= 11. So this leaves
q = 29. But by Lemma 4.5.5 29 - (xy − z2) hence q 6= 29. So (xp − yp)/3 and
(xy − z2)/3 are coprime and hence
(
11 · 29
|(xy − z2)/3|
)
=
(
3((xp − yp)/3)2
|(xy − z2)/3|
)
=
(
3
|(xy − z2)/3|
)
.
This implies
(
3 · 11 · 29
|(xy − z2)/3|
)
= 1.
Since (3·11·29) is odd and exactly one of x, y, z is even and hence (xy−z2)/3 is
odd, we can use Jacobi’s reciprocity law together with the fact that (3·11·29) ≡
1 (mod 4) (which implies that
( −1
3·11·29
)
= 1) to show that
(
(xy − z2)/3
3 · 11 · 29
)
= 1. (4.9)
So now we need to look at (xy − z2)/3 (mod 3 · 11 · 29), but we can look at
each prime in turn.
(
(xy − z2)/3
3 · 11 · 29
)
=
(
(xy − z2)/3
3
)(
(xy − z2)/3
11
)(
(xy − z2)/3
29
)
.
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From Lemma 4.6.1 (
(xy − z2)/3
3
)
=
(p
3
)
and so (
(xy − z2)/3
3
)
=

−1 if p ≡ −1 (mod 3),
1 if p ≡ 1 (mod 3).
Now looking at
(
(xy−z2)/3
11
)
, note that
(
(1/3)
11
)
= 1. By Lemma 4.6.2
(
(xy − z2)/3
11
)
=

1 if p ≡ 1,−2 (mod 5),
−1 if p ≡ −1, 2 (mod 5).
By Lemma 4.6.3 if p ≡ ±1 (mod 7) then (xy − z2) is always a square modulo
29. Also recall that
(
(1/3)
29
)
= −1. Hence
(
(xy−z2)/3
29
)
= −1 if p ≡ ±1 (mod 7).
And so
(
(xy − z2)/3
3 · 11 · 29
)
= −1 if p ≡ −1 (mod 3) and p ≡ −1, 2 (mod 5) and p ≡ ±1 (mod 7)
(
(xy − z2)/3
3 · 11 · 29
)
= −1 if p ≡ 1 (mod 3) and p ≡ 1,−2 (mod 5) and p ≡ ±1 (mod 7)
which contradicts Equation 4.9. So suppose we have a non-trivial primitive
solution (x, y, z) to Equation 4.1 with prime exponent p for which x ≡ y ≡ z
(mod 11) does not holds. Then if p ≡ −1 (mod 3) and p ≡ −1, 2 (mod 5)
and p ≡ ±1± 7 we get a contradiction, so there are no such solutions. This is
also the case if p ≡ 1 (mod 3) and p ≡ 1,−2 (mod 5) and p ≡ ±1 (mod 7)
Suppose now that we are in Case II (i.e. x ≡ y ≡ z (mod 11)). Then
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(xp − yp)/11 ∈ Z, hence by Equation (4.8),
29z2p − 33((xp − yp)/33)2 = 4/33(xy − z2)f(x, y, z).
So
29z2p ≡ 33((xp − yp)/33)2 (mod (xy − z2)/33)
and hence (
29z2p
|(xy − z2)/33|
)
=
(
33((xp − yp)/33)2
|(xy − z2)/33|
)
.
We know that z2p and xy − z2 have no prime factor in common so
(
29
|(xy − z2)/33|
)
=
(
33((xp − yp)/33)2
|(xy − z2)/33|
)
.
Now by Lemma 4.5.5, we have that 29 - xy − z2 so
(
29
|(xy−z2)/33|
)
6= 0 and so
((xp − yp)/33)2 and (xy − z2)/33 are coprime. Hence
(
29
|(xy − z2)/33|
)
=
(
33((xp − yp)/33)2
|(xy − z2)/33|
)
=
(
33
|(xy − z2)/33|
)
.
Now by Lemma 4.5.5 29 - xy − z2, so it follows that
(
3 · 11 · 29
|(xy − z2)/33|
)
= 1.
By Jacobi’s reciprocity law as 3 · 11 · 29 ≡ 1 (mod 4) and (−1
29
)
= 1, so
(
(xy − z2)/33
3 · 11 · 29
)
= 1. (4.10)
Again we can look at each of the prime divisors of 3 · 11 · 29 separately. Since
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(
1/11
3
)
= −1 and by Lemma 4.6.1
(
(xy − z2)/33
3
)
=

1 if p ≡ −1 (mod 3),
−1 if p ≡ 1 (mod 3).
From Lemma 4.6.4 we get that
(
(xy − z2)/33
11
)
=

1 if p ≡ 2, 6, 7, 8, 10 (mod 11)
−1 if p ≡ 1, 3, 4, 5, 9 (mod 11).
Also
(
1/33
29
)
= 1 combined with Lemma 4.6.3 gives
(
(xy − z2)/33
29
)
= 1 if p ≡ ±1 (mod 7).
So (
(xy − z2)/33
3 · 11 · 29
)
= −1 if p ≡ −1 (mod 3) and p ≡ ±1 (mod 7)
and p ≡ 1, 3, 4, 5, 9 (mod 11)
(
(xy − z2)/33
3 · 11 · 29
)
= −1 if p ≡ 1 (mod 3) and p ≡ ±1 (mod 7)
and p ≡ 2, 6, 7, 8, 10 (mod 11)
which contradicts Equation 4.10. So suppose we have a non-trivial primitive
solution (x, y, z) to Equation 4.1 with prime exponent p for which x ≡ y ≡ z
(mod 11) holds. Then if p ≡ −1 (mod 3) and p ≡ 1, 3, 4, 5, 9 (mod 11) and p ≡
±1 (mod 7) we get a contradiction, so there are no such solutions. This is
also the case if p ≡ 1 (mod 3) and p ≡ 2, 6, 7, 8, 10 (mod 11) and p ≡ ±1
53
(mod 7). So combining Case I and II gives the result independent if the con-
gruences x ≡ y ≡ z (mod 11) hold.
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Chapter 5
Generalizing over totally real
fields: preliminaries
From now on we will look at generalized Fermat equations in the form
Aap +Bbp + Ccp = 0, a, b, c ∈ OK ; (5.1)
where K is a totally real field. We assume that A,B,C ∈ OK are pairwise
coprime, that A ± B ± C 6= 0 for any choice of signs and that p is bigger
than some constant depending only on A,B,C and K. As we extend the field,
we need a generalization of modular forms to totally real fields, the so called
Hilbert modular forms. For a background on Hilbert modular forms, see [6]
and [9]. In this chapter we will present links between elliptic curves over K
and Hilbert newforms of parallel weight 2. We finish by redefining the Frey
elliptic curve in this context and presenting a level lowering theorem.
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5.1 Eichler-Shimura
We will relate a newform (Hilbert newform in the totally real case) of weight
two to an elliptic curve (over a totally real field K) as we have done for rational
newforms by using the Eichler–Shimura Theorem in [10, Chapter 8]. However,
for some totally real number fields this is only conjectured to be possible and
hence in that case the results will be conditional on the following.
Conjecture 5.1.1 (“Eichler–Shimura”). Let K be a totally real field. Let f be
a Hilbert newform of level N and parallel weight 2, and write Qf for the field
generated by its eigenvalues. Suppose that Qf = Q. Then there is an elliptic
curve Ef/K with conductor N having the same L-function as f.
Blasius [1] proved based on the work from Hida [20] that this conjecture
holds for totally real fields of odd degree.
Theorem 5.1.2 (Blasius, Hida). Let K be a totally real field and let f be a
Hilbert newform over K of level N and parallel weight 2, such that Qf = Q.
Suppose that [K : Q] is odd, then there is an elliptic curve Ef/K of conductor
N with the same L-function as f.
In the even degree case, we will need the following results from Freitas
and Siksek’s paper [13] towards Conjecture 5.1.1.
Lemma 5.1.3. Let E be an elliptic curve over a totally real field K, and p be
an odd prime. Suppose ρE,p is irreducible, and that ρE,p ∼ ρf,p for some Hilbert
newform f over K of parallel weight 2 with Qf = Q. Let q - p be a prime ideal
of K such that
(a) E has potentially multiplicative reduction at q;
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(b) p | #ρE,p(Iq);
(c) p - (NormK/Q(q)± 1).
Then there is an elliptic curve Ef/K of conductor N having the same L-
function as f.
5.2 The Frey curve and its modularity
Let (a, b, c) be a non-trivial solution to Equation 5.1. We shall define the Frey
elliptic curve to be one of the following elliptic curves:
E1 : Y
2 = X(X − Aap)(X +Bbp)
E2 : Y
2 = X(X − Aap)(X + Ccp)
E3 : Y
2 = X(X − Ccp)(X +Bbp)
(5.2)
The following lemma, which is an exercise in [34], tells us that these are either
isomorphic or quadratic twists of each other.
Lemma 5.2.1. Let K be a totally real number field, A′, B′, C ′ ∈ OK be non-
zero such that A′ +B′ + C ′ = 0. Let E be the elliptic curve
E : Y 2 = X(X − A′)(X +B′)
then any permutation of A′, B′, C ′ will give an elliptic curve which is either
isomorphic to E or its quadratic twist by −1.
Proof. Take any permutations of the triple A′, B′, C ′. We can decompose it
into a product of transpositions. We will prove that the elliptic curve resulting
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from a transposition will be a quadratic twist of E by −1. If the permutation
consists of an even (respectively odd) number of transpositions this will result
in an even (respectively odd) number of quadratic twists by −1 and hence
an isomorphism (respectively quadratic twist by −1) overall. So it suffices to
prove that any transposition of the triple A′, B′, C ′ results in a quadratic twist
by −1. The transposition (A′B′) results in
Ed : Y
2 = X(X + A′)(X −B′).
If we swap C ′ with A′ (B′ respectively), we get the following elliptic curve
E ′ : Y 2 = X(X+A′+B′)(X+B′) (E ′ : Y 2 = X(X−A′)(X−A′−B′) respectively )
which we can see is isomorphic to Ed via the isomorphism X 7→ X−B′, Y 7→ Y
(X 7→ X + A′, Y 7→ Y respectively). To see that Ed is the quadratic twist of
E by −1 consider the map
X 7→ (√−1)2X,
Y 7→ (√−1)3Y,
which maps E to
E∗ : −Y 2 = −X(−X − A′)(−X +B′) = −X(X + A′)(X −B′)
which is equivalent to Ed : Y
2 = X(X + A′)(X −B′).
In this thesis we are only concerned with the Frey elliptic curve up to
quadratic twist, and hence this lemma allows us to define the Frey elliptic
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curve in the following explicit way. We can associate to a non-trivial solution
(a, b, c) of (5.1) the following Frey elliptic curve
E : Y 2 = X(X − Aap)(X +Bbp). (5.3)
Recall that A,B,C, a, b, c ∈ OK where K is a totally real number field. Note
AaBbCc 6= 0 so E is indeed an elliptic curve and moreover E is defined over
K. We say that E is modular if there exists a Hilbert cuspidal eigenform
f over K of parallel weight 2, with rational Hecke eigenvalues, such that the
Hasse–Weil L-function of E is equal to the L-function of f. It is conjectured
that all elliptic curves over totally real fields are modular. We shall need the
following recently proved [12] partial results towards this conjecture as used
in Freitas and Siksek’s paper [13].
Theorem 5.2.2. Let K be a totally real field. Up to isomorphism over K,
there are at most finitely many non-modular elliptic curves E over K. More-
over, if K is real quadratic, then all elliptic curves over K are modular.
The following corollary is a generalization of the corollary in [13] and
the proof is mainly the same.
Corollary 5.2.3. Let K be a totally real field. Suppose A,B,C ∈ OK are
such that A±B±C 6= 0 for any choice of signs. Then there is some constant
D := D(K,A,B,C) depending only on K and A,B,C such that for any non-
trivial solution (a, b, c) of the generalized Fermat equation Axp+Byp+Czp = 0,
with prime exponent p > D, the Frey curve Ea,b,c given by Equation 5.3 is
modular.
Proof. Let (a, b, c) be a non-trivial solution to Equation 5.1 and let Ea,b,c be the
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Frey curve associated to that solution. Write λ = −Bbp/Aap. The j-invariant
of Ea,b,c is
j(λ) = 28 · (λ2 − λ+ 1)3 · λ−2(λ− 1)−2.
By Theorem 5.2.2, there are at most finitely many possible K-isomorphism
classes of elliptic curves over K that are non-modular. Let j1, . . . , jn ∈ K be
the j-invariants of these classes. Hence if the j-invariant of Ea,b,c is different
from j1, . . . , jn ∈ K, then Ea,b,c is modular and we are done. Unfortunately
(a, b, c) is only a hypothetical solution so we cannot practically calculate j(λ)
(also since the finiteness of the number of non-modular elliptic curves relies
on Faltings’ Theorem [11] which is ineffective). In order to get a contradiction
we suppose that j(λ) = ji for some i. Note that j(λ) = ji has at most six
solutions λ ∈ K. Thus there are values λ1, . . . , λm ∈ K (with m ≤ 6n) such
that if λ 6= λk for all k then Ea,b,c is modular. If λ = λk then
(−b/a)p = (A/B)λk, (−c/a)p = (A/C)(1− λk).
This pair of equations results in a bound for p unless −b/a and c/a are both
roots of unity, but as K is real, the only roots of unity are ±1. So then
−b/a = ±1, −c/a = ±1.
Hence
1 = λk + (1− λk) = ±B
A
± C
A
.
So A± B ± C = 0 which contradicts the assumption on A,B,C, hence leads
to a contradiction.
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Remark. As in [13], the constant D is ineffective: in [12] it is shown that
an elliptic curve E over a totally real field K is modular except possibly if
it gives rise to a K-point on one of handful of modular curves of genus ≥ 2,
and Faltings’ Theorem [11] (which is ineffective) gives the finiteness. If K is
quadratic, we can take D = 0 by Theorem 5.2.2.
5.3 Level lowering
Ribet’s Theorem (Theorem 3.2.1 in this thesis) can be used to associate a
newform of weight 2 to a rational Frey elliptic curve. In the totally real case,
we need a more generalized version of level lowering, which is done by Freitas
and Siksek in [13] derived from the works of Fujiwara [17], Jarvis [21] and
Rajaei [32]. For this we need the following notation which follows the notation
from [13]. As before, K is a totally real field. Let E/K be an elliptic curve of
conductor N and p a rational prime. For a prime ideal q of K denote by ∆q
the discriminant of a local minimal model for E at q. Let
Mp :=
∏
q‖N ,
p|ordq(∆q)
q, Np := NMp . (5.4)
The ideal Mp is precisely the product of the primes where we want to lower
the level. For a Hilbert eigenform f over K, denote the field generated by
its eigenvalues by Qf. Now we can present the level-lowering recipe which is
derived by Freitas and Siksek in [13].
Theorem 5.3.1. With the above notation, suppose the following
(i) p ≥ 5 and p is unramified in K
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(ii) E is modular,
(iii) ρE,p is irreducible,
(iv) E is semi-stable at all q | p,
(v) p | ordq(∆q) for all q | p.
Then, there is a Hilbert eigenform f of parallel weight 2 that is new at level Np
and some prime $ of Qf such that $ | p and ρE,p ∼ ρf,$.
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Chapter 6
Generalized Fermat equation
over totally real number fields:
a general and specific result
In this chapter we will prove a result that holds for all totally real number fields
for which the solutions to an S-unit equation satisfy certain conditions. Then
by parameterizing solutions to this S-unit equation for specific real quadratic
number fields we achieve another result. This generalizes a paper of Freitas
and Siksek’s [13] which looks at the equation
ap + bp + cp = 0
where a, b, c ∈ OK , p is a prime and K is a totally real number field. We
use their results following the same steps and generalize them so they can be
applied to
Aap +Bbp + Ccp = 0, a, b, c ∈ OK ; (6.1)
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where A, B, C are odd elements of OK , K is a totally real field and p is a
prime. We say that A ∈ OK is odd if A · OK is coprime to 2 · OK . We shall
call this equation the generalized Fermat equation over K with coefficients A,
B, C and exponent p. A solution (a, b, c) is called trivial if abc = 0, otherwise
non-trivial. The following notation follows [13] apart from that the set S is
enlarged. The notation shall be fixed from now on throughout this thesis.
R = Rad(ABC) =
∏
q|ABC
q prime in K
q
S = {P : P is a prime of OK such that P | 2R}
T = {P : P is a prime of OK above 2},
U = {P ∈ T : f(P/2) = 1}, V = {P ∈ T : 3 - ordP(2)}
(6.2)
where f(P/2) denotes the residual degree of P. As in [13], we need an as-
sumption which we refer to throughout this thesis as (ES):
(ES)

either [K : Q] is odd;
or U 6= ∅;
or Conjecture 5.1.1 (see Section 5.1) holds for K.
Remark. Note that in the paper of Freitas and Siksek [13] the set S only
contains the prime ideals above 2, and hence is a smaller set than the set we
are working with as our set S contains all prime ideals dividing 2R.
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6.1 Irreducibility of mod p representations of
elliptic curves
Next we want to associate a Hilbert newform to this Frey elliptic curve. We
will use the level lowering section of the previous chapter. In the rational
case, we required the Frey elliptic curve to not have any p-isogenies. For
totally real fields this condition is often expressed as saying that the mod p
Galois representation associated to the Frey elliptic curve is irreducible (see
Theorem 2.1.18). The following theorem of Freitas and Siksek [13, Theorem 2],
building on earlier work of David [7], Momose [30] and Merel [29], is sufficient
for this chapter.
Theorem 6.1.1. Let K be a totally real field. There is an effective constant
CK, depending only on K, such that the following holds. If p > CK is a rational
prime, and E is an elliptic curve over K which is semi-stable at some q | p,
then ρE,p is irreducible.
6.2 Conductor calculations
In order to calculate the level of the Hilbert eigenform associated to the Frey
elliptic curve we need to calculate the conductor of the Frey elliptic curve
corresponding to a non-trivial solution (a, b, c) of the Fermat equation (6.1).
6.2.1 Local computations
The conductor calculations in [13] are proved in greater generality than neces-
sary for that paper. This generalization suffices for the Frey curve associated
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to the generalized Fermat equation (6.1) and so this section follows the paper
very closely. Let u, v, w ∈ OK be such that uvw 6= 0 and u+ v + w = 0. Let
E : y2 = x(x− u)(x+ v). (6.3)
This is an elliptic curve with full 2-torsion and with invariants c4, c6, ∆, j
(with the usual notation for elliptic curves) that are given by:
c4 = 16(u
2 − vw) = 16(v2 − wu) = 16(w2 − uv),
c6 = −32(u− v)(v − w)(w − u), ∆ = 16u2v2w2, j = c
3
4
∆
.
(6.4)
The following lemma is proved using Silverman [35, Sections VII.1 and
VII.5]. (The lemma is stated without proof in [13]).
Lemma 6.2.1. With the above notation, let q - 2 be a prime and let
s = min{ordq(u), ordq(v), ordq(w)}.
Write Emin for a local minimal model at q.
(i) Emin has good reduction at q if and only if s is even and
ordq(u) = ordq(v) = ordq(w). (6.5)
(ii) Emin has multiplicative reduction at q if and only if s is even and (6.5)
fails to hold. In this case the minimal discriminant ∆q at q satisfies
ordq(∆q) = 2 ordq(u) + 2 ordq(v) + 2 ordq(w)− 6s.
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(iii) Emin has additive reduction if and only if s is odd.
Proof. Let pi be the uniformizer of Kq. Suppose that the Weierstrass equation
of E is not in minimal form. Then by the contrapositive of Lemma 2.1.9 we
have that ordq(∆) ≥ 12. Now since pi - 2, we have that pi | uvw. Without loss
of generality, pi | u. By the contrapositive of the same lemma ordq(c4) ≥ 4 and
hence pi | vw. As u + v + w = 0, we have that pi | u, pi | v and pi | w. Now
suppose that pi2 - u. Then since pi4 | c4 we have that pi4 - vw. And so
ordq(∆) = 2 ordq(uvw) = 2(ordq(u) + ordq(v) + ordq(w)) < 10
which is a contradiction. Hence pi2 | u, pi2 | v and pi2 | w. Now we can use the
following change of coordinates
x 7→ pi2x′,
y 7→ pi3y′,
to get
E ′ : (y′)2 = x′(x′ − pi−2u)(x′ − pi−2v).
Here ∆′ = pi−12∆, c′4 = pi
−4c4. We can keep repeating this until the equa-
tion is minimal. So now suppose that we have done the following change of
coordinates
x 7→ t2x′,
y 7→ t3y′,
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to get
E ′ : (y′)2 = x′(x′ − t−2u)(x′ − t−2v).
If the equation was minimal from the start we can take t = 1, if not t = pis
where s is the number of times we had to do a change of coordinates to
get the minimal form. In this minimal form with respect to q we have that
u′ = t−2u, v′ = t−2v and w′ = −(u′ + v′) = −t−2(u + v) = t−2w. We use
theorem 2.1.11 from chapter 2 of this thesis. Applying 2.1.11 (i), we get that
E ′ has good reduction if and only if ordq(∆′) = 0, which is equivalent to
ordq(u
′v′w′) = 0 so this holds if and only if ordq(u′) = ordq(v′) = ordq(w′) = 0.
This is equivalent to ordq(u) = ordq(v) = ordq(w) = 2ordq(t) which proves (i)
of this lemma. Using 2.1.11 (ii) we know that E ′ has multiplicative reduction if
and only if ordq(∆
′) > 0 and ordq(c′4) = 0. This is equivalent to pi | u′v′w′ and
pi - (w′2−u′v′) where w′2−u′v′ = v′2−w′u′ = u′2−v′w′. Note that u′, v′, w′ are
symmetric so without loss of generality if pi | u′v′w′ we can assume that pi | u′.
So then as u′+v′+w′ = 0 have w′2−u′v′ = w′2 +u′(u′+w′) = w′2 +u′2 +u′w′
and hence pi | u′ and pi - c′4 if and only if pi | u′ and pi - w′. So from
u′ + v′ + w′ = 0 it immediately follows that pi - v′. So since ordq(u) =
ordq(u
′) + 2t, ordq(v) = ordq(v′) + 2t and ordq(w) = ordq(w′) + 2t and we
know exactly one of ordq(u
′), ordq(v′), ordq(w′) is positive it follows that s is
even and ordq(u) = ordq(v) = ordq(w) does not hold. If conversely s is even
and ordq(u) = ordq(v) = ordq(w) does not hold, then it follows without loss
of generality that ordq(u) > ordq(v) so when taking an appropriate value for
t, we have ordq(v
′) = 0. Then from u′ + v′ + w′ = 0 it follows that pi | ∆′ and
pi - c′4. Moreover, ordq(∆′) = ordq(∆)− 12t = ordq(u) + ordq(v) + ordq(w)− 6s
which proves (ii) of this lemma. Finally from 2.1.11 (iii) we know that E ′ has
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additive reduction at q if and only if ordq(∆
′) > 0 and ordq(c′4) > 0. From
ordq(∆
′) > 0 it follows without loss of generality that pi | u′. The proof of (ii)
shows us that if pi divides exactly one of u′, v′, w′ then ordq(c′4) = 0. This is a
contradiction, hence we know that pi divides at least two of u′, v′, w′. Now from
u′+ v′+w′ = 0 it follows that pi divides each of u′, v′, w′. If pi2 divides each of
them, then E ′ is not minimal Weierstrass form, which is a contradiction and
hence s is odd. Conversely if s is odd, suppose we put the equation in minimal
Weierstrass form at q. Then the exponent of pi will only decrease by an even
number and hence pi divides each of u′, v′, w′ and so pi | ∆′ and pi | c′4 which
completes the proof.
6.2.2 Conductor of the Frey curve
Recall that when we look at the generalized Fermat equation
Aap +Bbp + Ccp = 0
over Z, we can scale the solution such that a, b, c are coprime because prime
factorization is unique. However in OK this is not always that case. If the
class number of 1, this will be possible but not in general. So let (a, b, c) be a
non-trivial solution to the Fermat equation (6.1), write
Ga,b,c = aOK + bOK + cOK , (6.6)
If K = Q then Ga,b,c = aZ + bZ + cZ = gcd(a, b, c)Z so we can think of Ga,b,c
as the greatest common divisor of a, b, c generalized to number fields. If
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Ga,b,c is principal, we can divide out by this greatest common divisor and so
if there is a solution we assume that (after scaling by the generator of this
principal ideal) that the solution is primitive. However, this will not always
be principal, but by the finiteness of the class group of K we can scale a, b, c
such that Ga,b,c belongs to a finite set (see below). From Lemma 6.2.1, it
follows that the primes that divide all of a, b, c can be additive primes for the
Frey curve. Note that the level lowering recipe given above does not remove
additive primes and so to be able to control the final level we need to control
Ga,b,c. Following [13], we fix a set
H = {m1, . . . ,mh}
of prime ideals mi - 2R, which is a set of representatives for the ideal classes
of OK . For a non-zero ideal a of OK , we denote by [a] the class of a in the
class group. We denote [Ga,b,c] by [a, b, c]. The following is Lemma 3.2 of [13],
and states that we can always scale our solution (a, b, c) so that the greatest
common divisor belongs to H. This set is different from [13] but the following
lemma and its proof work in exactly the same way.
Lemma 6.2.2. Let (a, b, c) be a non-trivial solution to (6.1). There is a non-
trivial integral solution (a′, b′, c′) to (6.1) such that the following hold.
(i) For some ξ ∈ K∗,
a′ = ξa, b′ = ξb, c′ = ξc.
(ii) Ga′,b′,c′ = m ∈ H.
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(iii) [a′, b′, c′] = [a, b, c].
Proof. Let m ∈ H satisfy [Ga,b,c] = [m]. Thus there is some ξ ∈ K∗ such that
m = (ξ) · Ga,b,c. Let a′, b′, c′ be as in (i). We want to show that a′, b′, c′ are in
OK . Note
(a′) = (ξ) · (a) = m · G−1a,b,c · (a)
which is an integral ideal, since Ga,b,c (by its definition) divides a. Thus a′ is
in OK and similarly so are b′ and c′.
For (ii), note that
Ga′,b′,c′ = a′OK + b′OK + c′OK = (ξ) · (aOK + bOK + cOK) = (ξ) · Ga,b,c = m.
And finally for (iii)
[a, b, c] = [Ga,b,c] = [m] = [Ga′,b′,c′ ] = [a′, b′, c′]
So as in [13] this lemma allows us to control the greatest common divisor
of a non-trivial solution of the Fermat equation, as we can assume after suitable
scaling that it belongs to the finite set of prime ideals H. As a consequence
(Lemma 6.2.3 below), the Frey curve (5.3) can be assumed to be semi-stable
outside S ∪ H, where S is defined in (6.2). Hence now we can compute the
level lowering level Np which together with the proof holds in the same way
as in [13].
Lemma 6.2.3. Let (a, b, c) be a non-trivial solution to the Fermat equation
(6.1) with odd prime exponent p, and scaled as in Lemma 6.2.2 so that Ga,b,c =
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m ∈ H.
Write E = Ea,b,c for the Frey curve in (5.3), and let ∆ be its discrimi-
nant. For a prime q we write ∆q for the minimal discriminant at q. Then at
all q /∈ S∪{m}, the model E is minimal, semi-stable, and satisfies p | ordq(∆q).
Let N be the conductor of E, and let Np be as defined in (5.4). Then
N = msm ·
∏
P∈S
PrP ·
∏
q|abc
q/∈S∪{m}
q , Np = ms′m ·
∏
P∈S
Pr
′
P , (6.7)
where 0 ≤ r′P ≤ rP ≤ 2 + 6 ordP(2) for P | 2, and 0 ≤ r′P ≤ rP ≤ 2 for P | R,
and 0 ≤ s′m ≤ sm ≤ 2.
Proof. The discriminant of the model given by E is 16(ABC)2(abc)2p, thus
the primes appearing in N will be either primes dividing 2R or dividing abc.
For P | 2 we have rP = ordP(N ) ≤ 2 + 6 ordP(2) by [36, Theorem IV.10.4];
this proves the correctness of the bounds for the exponents in N and Np at
even primes, and we will restrict our attention to odd primes. As E has full
2-torsion over K, the wild part of the conductor of E/K vanishes ([36], page
380) at all odd q, and so ordq(Np) ≤ ordq(N ) ≤ 2. This proves the correctness
of the bounds for the exponents in N and Np at q that divide R and for q = m.
It remains to consider q | abc satisfying q 6∈ S∪{m}. From Lemma 6.2.1
we deduce that the model (5.3) is minimal and has multiplicative reduction at
such q, and it is therefore clear that p | ordq(∆) = ordq(∆q). It follows that
ordq(N ) = 1 and, from the recipe for Np in (5.4) that ordq(Np) = 0. This
completes the proof.
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6.3 Level lowering and Eichler–Shimura
To apply the level lowering recipe, we need the following from Freitas and
Siksek’s paper [13]
Lemma 6.3.1. Let E be an elliptic curve over a number field K. Suppose
that 4 | #E(Fq) for all but finitely many primes q of good reduction for E.
Then either E has full 2-torsion, or it is 2-isogenous to some elliptic curve E ′
having full 2-torsion.
We also need the following image of inertia lemmas before we can lower
the level. The first one is straight from the paper of Freitas and Siksek [13]:
Lemma 6.3.2. Let E be an elliptic curve over K with j-invariant j. Let p ≥ 5
and q - p be a prime in K. Then p | #ρE,p(Iq) if and only if E has potentially
multiplicative reduction at q (i.e. vq(j) < 0) and p - vq(j).
The next lemma needs to be adjusted to our Frey curve.
Lemma 6.3.3. Let q /∈ S. Let (a, b, c) be a solution to the Fermat equation
(6.1) with prime exponent p ≥ 5 such that q - p. Let E := Ea,b,c be the Frey
curve in (5.3). Then p - #ρE,p(Iq).
Proof. Using the previous lemma, it is enough to show that at all q /∈ S, with
q - p then either vq(j) ≥ 0, or p | vq(j). Now, since q /∈ S, we know that
q - ABC, so if q | uvw (in the notation of previous section) then q | abc (as we
put {u, v, w} = {Aap, Bbp, Ccp}). Also if q - ∆, then E has good reduction at
q so vq(j) ≥ 0. So suppose q | ∆. As q - 2, we have that q | uvw, and hence
q | abc. If all the valutions are equal (say vq(a) = vq(b) = vq(c) = v1) then
we can show that vq(j) ≥ 0 by contradiction: suppose not, then as j = c
3
4
∆
, we
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have that 3vq(c4) < 6pv1. Now note that vq(c4) = vq(u
2 − vw) ≥ 2pv1. So we
get 6pv1 ≤ 3vq(c4) < 6pv1. This is a contradiction.
Now suppose that not all the valuations are equal. Without loss of
generality, vq(a) < vq(b). So then since q - ABC it follows that vq(Aap) <
vq(Bb
p). So then by the Ultrametric Inequality it follows that vq(Cc
p) =
min(vq(−Aap), vq(−Bbp)) = vq(Aap). So vq(a) = vq(c) < vq(b) We will prove
that p | vq(j). From the j-invariant, we get that
vq(j) = 3vq(c4)− vq(∆) = 3vq(c4)− 2vq(uvw) = 3vq(c4)− 2pvq(abc),
so p | vq(j) if an only if p | vq(c4) = min(vq(u2), vq(vw)) (last equality is true
since we assume that vq(a) = vq(c) < vq(b) ). But as p | vq(u), p | vq(v) and
p | vq(w), we see that p | vq(c4) hence p | vq(j).
We need the following lemma derived in [13] from Kraus [23].
Lemma 6.3.4. (Kraus) Let E be an elliptic curve over K, and let p ≥ 3. Let
P ∈ T and suppose that E has potentially good reduction at P. Let ∆ be the
discriminant of E (not necessarily minimal at P). Then 3 | #ρE,p(IP) if and
only if 3 - vP(∆).
The following lemma and proof come from Freitas and Siksek [13] but
it is modified slightly for our setting. For the definition of U , T and V see
(6.2).
Lemma 6.3.5. Let P ∈ T . Let (a, b, c) be a solution to the Fermat equation
(6.1) with prime exponent p > 4 ordP(2). Let E = Ea,b,c be the Frey curve in
(5.3).
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(i) If P ∈ U then E has potentially multiplicative reduction at P, and
p | #ρE,p(IP).
(ii) If P ∈ V then either E has potentially multiplicative reduction at P
and p | #ρE,p(IP), or E has potentially good reduction at P and 3 |
#ρE,p(IP).
Proof. First suppose that P ∈ U . Let pi be a uniformizer for KP. Let
t = min{ordP(a), ordP(b), ordP(c)}, α = pi−ta, β = pi−tb, γ = pi−tc.
Then α, β, γ ∈ Opi. As P - ABC, we have that A,B,C ∈ Opi. By the
definition of U , the prime P has residue field F2. As Aαp + Bβp + Cγp = 0,
precisely one of Aαp, Bβp, Cγp is divisible by pi. But as P - ABC, it follows
that one of α, β, γ is divisible by pi. Thus ordP(a), ordP(b), ordP(c) are not
all equal; two out of a, b, c have valuation t (say) and one has valuation t+ k
with k ≥ 1. From the formulae in (6.4) we have ordP(j) = 8 ordP(2) − 2kp.
As p > 4 ordP(2), we see that ordP(j) < 0 and p - ordP(j). Thus (i) follows
from Lemma 6.3.2. Now assume that P ∈ V . Recall that
vP(j) = 3vP(c4)− vP(∆) = 8vP(2) + 3vP(u2 − vw)− 2vP(uvw)
where {u, v, w} = {Aap, Bbp, Ccp}.
Note that, since Aap + Bbp + Ccp = 0, and P - ABC, either vP(a) = vP(b) =
vP(c), say t, or two of them are equal and one is bigger. In this second case
note that as P - ABC, in that case (without loss of generality) we may suppose
that vP(a) = vP(b) = t and vP(c) = t+ k where k ≥ 1.
Suppose we are in the first case, i.e. we assume that vP(a) = vP(b) =
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vP(c) = t then
vP(j) ≥ 8vP(2) + 6pt− 6pt = 8vP(2) > 0
So E has potentially good reduction at P. Note that in this case
vP(∆) = 4vP(2) + 6tp.
As P ∈ V , 3 - vP(2) which implies 3 - vP(∆) , so by the previous lemma, we
have that 3 | #ρE,p(IP).
Now suppose that we are in the second case, i.e. we assume that vP(a) =
vP(b) = t and vP(c) = t+ k where k ≥ 1. Then
vP(j) = 8vP(2) + 6pt− 2p(3t+ k) = 8vP(2)− 2pk
Now p > 4vP(2), so vP(j) < 0 and p - vP(j). So E has potentially multiplica-
tive reduction at P and p | #ρE,p(IP) by Lemma 6.3.2, which concludes the
proof.
Now we can finally lower the level as in [13].
Theorem 6.3.6. Let K be a totally real field satisfying (ES). Let A, B, C ∈
OK be odd. There is a constant B = B(K,A,B,C) depending only on K and
A, B, C such that the following hold. Let (a, b, c) be a non-trivial solution to
the generalized Fermat equation (6.1) with prime exponent p > B, and rescale
(a, b, c) as in Lemma 6.2.2 so that it remains integral and satisfies Ga,b,c = m
for some m ∈ H. Write E = Ea,b,c for the Frey curve given in (5.3). Then
76
there is an elliptic curve E ′ over K such that
(i) the conductor of E ′ is divisible only by primes in S ∪ {m};
(ii) #E ′(K)[2] = 4;
(iii) ρE,p ∼ ρE′,p;
Write j′ for the j-invariant of E ′. Then,
(a) for P ∈ U , we have ordP(j′) < 0;
(b) for P ∈ V , we have either ordP(j′) < 0 or 3 - ordP(j′);
(c) for q /∈ S, we have ordq(j′) ≥ 0.
In particular, E ′ has potentially good reduction away from S.
Proof. We first observe, by Lemma 6.2.3, that E is semi-stable outside S ∪
{m}. By taking B to be sufficiently large, we see from Corollary 5.2.3 that
E is modular, and from Theorem 6.1.1 that ρE,p is irreducible. Applying
Theorem 5.3.1 and Lemma 6.2.3 we see that ρE,p ∼ ρf,$ for a Hilbert newform
f of level Np and some prime $ | p of Qf. Here Qf is the field generated by
the Hecke eigenvalues of f. Note from Lemma 6.2.3 that there is a finite set
of explicit options for Np, namely cNp = ms′m ·
∏
P∈SP
r′P , where 0 ≤ r′P ≤
2 + 6 ordP(2) for P | 2, and 0 ≤ r′P ≤ 2 for P | R, and 0 ≤ s′m ≤ 2. Hence Np
depends on m ∈ H, where H is a fixed finite set depending on the field K and
S, which is the set of primes above 2R. Therefore enlarging the prime p does
not change the finite set of possibilities for Np.
Next we show that we can reduce to the case where Qf = Q, after
possibly enlarging B by an effective amount. This step uses standard ideas,
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originally due to Mazur and used in the paper of Freitas and Siksek [13]. It
goes as follows. Suppose Qf 6= Q then there exist infinitely many primes q
such that aq(f) /∈ Q. Choose q - Np. If N is the conductor of E then we know
the following.
(i)’ If q - N then aq(E) ≡ aq(f) (mod $),
(ii)’ If q | N then ±Norm(q + 1) ≡ aq(f) (mod $),
where $ | p.
Note that in both cases we have have the difference between the left
hand side and the right hand side is non-zero as the left hand side is in Z and
the right hand side is not. Now since p | Norm($) this bounds p. So for large
enough p we can assume that Qf = Q.
We would like to show there is some elliptic curve E ′/K having the
same L-function as f. This is immediate if we assume Conjecture 5.1.1, and
follows from Theorem 5.1.2 if [K : Q] is odd. Suppose U 6= ∅ and let P ∈
U . By Lemma 6.3.5, E has potentially multiplicative reduction at P and
p | #ρE,p(IP). The existence of E ′ follows from Lemma 5.1.3 after possibly
enlarging B to ensure p - (NormK/Q(P)± 1).
We now know that ρE,p ∼ ρE′,p for some E ′/K with conductor Np given
by (6.7) which proves (i) and (iii).
After enlarging B by an effective amount, and possibly replacing E ′ by
an isogenous curve, we may assume that E ′ has full 2-torsion. To prove this
suppose the opposite. Then by Lemma 6.3.1, there are infinitely many primes
q /∈ S ∪ {m} such that 4 - #E ′(Fq).
As there are infinitely many such primes, we may suppose that q - p (as
there are only finitely many primes that divide p). Now as E ′ has conductor
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Np given by (6.7), it follows that E ′ has good reduction at q. From (6.7) it
follows that E has semi-stable reduction at q. Suppose that E is multiplicative
at q. Then Norm(q + 1) ≡ ±aq(E) (mod $). From the Hasse-Weil bounds
we get a bound on $ and hence p so we suppose that p is bigger than this.
If it has good reduction then aq(E) ≡ aq(E ′) (mod $) (where $ ∈ Qf such
that $ | p). However, 4 - #E ′(Fq) and E has full 2-torsion so 4 | #E(Fq).
So aq(E) 6= aq(E ′), so by Hasse-Weil bound it follows that p ≤ 4
√
Norm(q),
so we can just take p big enough so that this does not occur. So E ′ (or a
2-isogenous curve) has full 2-torsion, which proves (ii).
For (c), we know from (i) that the conductor of E ′ is only divisible by
primes in S ∪{m} and by (ii) we know that E ′ has full 2-torsion. So there are
only finitely many elliptic curves (up to isomorphism) in K with this property
(as the exponent of the primes in the conductor is bounded and the number
of primes is bounded). So only finitely many possible j-invariants. So after
possibly enlarging B can suppose that for all primes q in K, we have that if
vq(j
′) < 0 then p - vq(j′) (call this property (∗) ) where j′ is the j-invariant
of E ′. Now from Lemma 6.3.3, we get that if q /∈ S and q - p we have that
p - #ρE,p(Iq). By (iii), we have that ρE,p ∼ ρE′,p, so p - #ρE′,p(Iq). Next
Lemma 6.3.2 gives us that not both vq(j
′) < 0 and p - vq(j′) can be true.
Suppose that vq(j
′) < 0 is true, then by (∗) p - vq(j′), which means they are
both true, which is a contradiction. Hence vq(j
′) ≥ 0 for all primes q /∈ S and
q - p.
Now for q /∈ S and q | p, if q /∈ {m} then by (i) E ′ has good reduction at q,
hence potentially good reduction, so vq(j
′) ≥ 0. So left with q ∈ {m} and q | p.
But as {m} is fixed for every field K and not depending on p, after possibly
enlarging B we can assume that q - p. This concludes the proof of (c).
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For (a), let P ∈ U . Applying Lemma 6.3.5 we have p | #ρE,p(IP) and
so p | #ρE′,p(IP). Now by Lemma 6.3.2 we have ordP(j′) < 0 which proves (a).
Finally, for (b), we need to use (∗) again, so if vq(j′) < 0 then p - vq(j′). Now
suppose that P ∈ V . If p | #ρE′,p(IP), then (as p is odd, P - p) by Lemma
6.3.2 vP(j
′) < 0, so we are done. Now suppose that p - #ρE′,p(IP), then by
(∗) and Lemma 6.3.2 (again as p is odd, P - p) , we have that vP(j′) ≥ 0, so
3 | #ρE′,p(IP) by Lemma 6.3.5. Then by Lemma 6.3.4, 3 - vP(∆). But
vP(j
′) = 3vP(c4)− vP(∆)
so then 3 - vP(j′), which completes the proof.
We can now present a result that holds for some totally real fields.
6.4 A result for some totally real fields
Theorem 6.4.1. Let K be a totally real field satisfying (ES). Let A, B, C ∈
OK, and suppose that A, B, C are odd, in the sense that if P | 2 is a prime
of OK then P - ABC. Write O∗S for the set of S-units of K. Suppose that for
every solution (λ, µ) to the S-unit equation
λ+ µ = 1, λ, µ ∈ O∗S , (6.8)
there is
(A) either some P ∈ U that satisfies max{|ordP(λ)|, |ordP(µ)|} ≤ 4 ordP(2),
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(B) or some P ∈ V that satisfies both max{|ordP(λ)|, |ordP(µ)|} ≤ 4 ordP(2),
and ordP(λµ) ≡ ordP(2) (mod 3).
Then there is some constant B = B(K,A,B,C) such that the generalized Fer-
mat equation (6.1) with exponent p and coefficients A, B, C does not have
non-trivial solutions with p > B.
Before we start with the proof, we notice the following.
Lemma 6.4.2. Let A, B, C ∈ OK be odd, and suppose that every solution
(λ, µ) to the S-unit equation (6.8) satisfies either condition (A) or (B) of
Theorem 6.4.1. Then (±1,±1,±1) is not a solution to equation (6.1).
Proof. Suppose (±1,±1,±1) is a solution to (6.1). By changing signs of A, B,
C, we may suppose that (1, 1, 1) is a solution, and therefore that A+B+C = 0.
Let λ = −A/C and µ = −B/C. Clearly (λ, µ) is a solution to the S-unit
equation (6.8).
Suppose first that (A) is satisfied. Then U 6= ∅, so there is some P | 2
with residue field F2. As A, B, C are odd, we have P - ABC. Reducing
the relation A + B + C = 0 mod P we obtain 1 + 1 + 1 = 0 in F2, giving a
contradiction.
Suppose now that (B) holds. By (B) there is some P ∈ V such that
ordP(λµ) ≡ ordP(2) (mod 3). However, as A, B, C are odd, ordP(λµ) = 0.
Moreover, 3 - ordP(2) by definition of V . This gives a contradiction.
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6.5 Elliptic curves with full 2-torsion and the
solutions to the S-unit equation
Theorem 6.3.6 relates non-trivial solutions of the Fermat equation to elliptic
curves with full 2-torsion having good reduction outside S. In order to prove
Theorem 6.4.1 we will relate these elliptic curves to S-unit equations. There
are practical algorithms for determining the solutions to S-unit equations (e.g.
[37]), so the hypotheses of Theorem 6.4.1 can always be checked for specific K,
A, B, C. This correspondence between the Frey elliptic curves and the S-unit
equations is studied in [13]. Although in [13] the set S is the set of all prime
ideals dividing 2, it is usually proved in greater generality (i.e. for S being
a finite set of prime ideals). In this thesis S is a bigger set (all prime ideals
dividing 2ABC), so we can follow the paper closely in notation and method
but need to generalize where necessary.
We will consider an elliptic curve E ′ with full 2-torsion over a num-
ber field K (not necessarily totally real) and find the corresponding S-unit
equation (where S is as in (6.2)).
E ′ : y2 = (x− e1)(x− e2)(x− e3). (6.9)
As E ′ has full 2-torsion, e1, e2, e3 are distinct and so their cross ratio
λ =
e3 − e1
e2 − e1
belongs to P1(K) − {0, 1,∞}. Moreover, any λ ∈ P1(K) − {0, 1,∞} can
be written as a cross ratio of three distinct e1, e2, e3 in K. Write S3 for
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the symmetric group on 3 letters. The obvious action of S3 on the triple
(e1, e2, e3) extends via the cross ratio in a well-defined manner to an action on
P1(K)− {0, 1,∞}.
The orbit of λ ∈ P1(K)− {0, 1,∞} under the action of S3 is
{
λ,
1
λ
, 1− λ, 1
1− λ,
λ
λ− 1 ,
λ− 1
λ
}
. (6.10)
This allows us to identify S3 with the following subgroup of PGL2(K):
S3 =
{
σ1(z) = z, σ2(z) =
1
z
, σ3(z) = 1− z,
σ4(z) =
1
1− z , σ5(z) =
z
z − 1 , σ6(z) =
z − 1
z
}
. (6.11)
By an S-unit we mean an α ∈ K∗ such that ordP(α) = 0 for all prime
ideals P /∈ S. Write O∗S for the group of S-units in K∗. Let
ΛS = {(λ, µ) : λ+ µ = 1, λ, µ ∈ O∗S}. (6.12)
The set ΛS is in fact the set of solutions to the S-unit equation (6.8).
Lemma 6.5.1. The action of S3 on P1(K)− {0, 1,∞} induces an action on
ΛS given by
(λ, µ)σ := (λσ, 1− λσ)
for (λ, µ) ∈ ΛS and σ ∈ S3.
Proof. Suppose (λ, µ) ∈ ΛS. As λ and µ = 1 − λ belong to O∗S, we see from
(6.11) the entire orbit of λ under S3 belongs to O∗S. Moreover, for σ ∈ S3, we
have 1− λσ = λσσ3 which belongs to the orbit of λ, and so to O∗S. Thus ΛS is
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stable under the action of S3.
We denote by S3\ΛS the set of S3-orbits in ΛS. We now relate these
orbits to elliptic curves with good reduction outside S and full 2-torsion.
Lemma 6.5.2. Let FS be set of all elliptic curves E ′ over K with good reduc-
tion outside S and satisfying #E ′(K)[2] = 4. Define the equivalence relation
E1 ∼ E2 on FS to mean that E1 and E2 are isomorphic over K. There is a
bijection
Φ : FS/∼ −→ S3\ΛS
which sends the class of an elliptic curve E ′ ∈ FS given by (6.9) to the orbit
of (
e3 − e1
e2 − e1 ,
e2 − e3
e2 − e1
)
in S3\ΛS.
Proof. Let E ′/K be an elliptic curve with good reduction outside S and full
2-torsion. Write E ′ as in (6.3), with u, v ∈ OK and let w = −u − v. The
claimed bijection Φ sends E ′ to the orbit of (λ, µ) = (−v/u,−w/u) and we
must show that this belongs to ΛS. It is clear that λ + µ = 1. We need to
show that λ, µ ∈ O∗S. Suppose q /∈ S. Then E ′ has good reduction at q. By
Lemma 6.2.1
ordq(u) = ordq(v) = ordq(w)
and so ordq(λ) = ordq(µ) = 0. It follows that λ, µ ∈ O∗S.
By [35, Proposition III.1.7] and its proof, two elliptic curves E1/K,
E2/K having full 2-torsion are isomorphic over K if and only if the corre-
sponding cross ratios are equivalent under the action of S3. It follows that Φ
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is well-defined and injective. Finally, to see that Φ is surjective, let (λ, µ) ∈ ΛS
and consider the Legendre elliptic curve
Eλ : y
2 = x(x− 1)(x− λ). (6.13)
The model is integral outside S and has discriminant 16λ2µ2 and so Eλ has
good reduction outside S and full 2-torsion. The class of Eλ is sent by Φ to
the class of (λ, µ), so Φ is surjective.
Lemma 6.5.3. Let E ′ ∈ FS and (λ, µ) ∈ ΛS. Let j′ be the j-invariant of
E ′ and P ∈ S. Suppose that ∼-equivalence class of E ′ corresponds via Φ to
S3-orbit of (λ, µ). Then
(i) ordP(j
′) ≥ 0 if and only if max{|ordP(λ)|, |ordP(µ)|} ≤ 4 ordP(2),
(ii) 3 | ordP(j′) if and only ordP(λµ) ≡ ordP(2) (mod 3).
Proof. The elliptic curve E ′ is isomorphic over K to Eλ given by (6.13). These
share the same j-invariant
j′ = j(λ) = 28 · (λ
2 − λ+ 1)3
λ2(λ− 1)2 = 2
8 · (1− λµ)
3
(λµ)2
. (6.14)
Hence
ordP(j
′) = 8 ordP(2) + 3 ordP(1− λµ)− 2 ordP(λµ)
which proves (ii). Let
m = ordP(λ), n = ordP(µ), t = max(|m|, |n|).
If t = 0 then ordP(j
′) ≥ 8 ordP(2) > 0, and so (i) holds. We may therefore
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suppose that t > 0. Now the relation λ + µ = 1 forces either m = n = −t,
or m = 0 and n = t, or m = t and n = 0. Thus ordP(λµ) = −2t < 0 or
ordP(λµ) = t > 0. In either case, from (6.14),
ordP(j
′) = 8 ordP(2)− 2t.
This proves (i).
6.6 Proof of Theorem 6.4.1
Let K be a totally real field satisfying assumption (ES). Let S, T , U , V be
as in (6.2). Let B be as in Theorem 6.3.6, and let (a, b, c) be a non-trivial
solution to the Fermat equation (6.1) with exponent p > B, scaled so that
Ga,b,c = m with m ∈ H. Applying Theorem 6.3.6 gives an elliptic curve E ′/K
with full 2-torsion and potentially good reduction outside S whose j-invariant
j′ satisfies:
(a) for all P ∈ U , we have ordP(j′) < 0;
(b) for all P ∈ V , we have ordP(j′) < 0 or 3 - ordP(j′).
Let (λ, µ) be a solution to S-unit equation (6.8), whose S3-orbit corresponds
to the K-isomorphism class of E ′ as in Lemma 6.5.2. By Lemma 6.5.3 and
(a), (b) we know that
(a′) for all P ∈ U , we have max{|ordP(λ)|, |ordP(µ)|} > 4 ordP(2);
(b′) for all P ∈ V , we have max{|ordP(λ)|, |ordP(µ)|} > 4 ordP(2) or ordP(λµ) 6≡
ordP(2) (mod 3).
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These contradict assumptions (A) and (B) of Theorem 6.4.1, completing the
proof.
6.7 Real quadratic number fields
We related non-trivial solutions to the generalized Fermat equation over totally
real fields to an S-unit equation. In Theorem 6.4.1 we showed that if solutions
to this S-unit equation satisfy certain hypotheses then there are no non-trivial
solutions to the generalized Fermat equation. However, solutions to S-unit
equations depend on the number field K and also on the finite set S. In the
remainder of this chapter we solve a generalized Fermat equation over a range
of real quadratic number fields with coefficients satisfying some conditions by
parameterizing the solutions to the S-unit equation.
Theorem 6.7.1. Let d ≥ 13 be squarefree, satisfying d ≡ 5 (mod 8) and
q ≥ 29 be a prime such that q ≡ 5 (mod 8) and
(
d
q
)
= −1. Let K = Q(√d)
and assume Conjecture 5.1.1 for K. Then there is an effectively computable
constant BK,q such that for all primes p > BK,q, the Fermat equation
xp + yp + qrzp = 0
(where 0 ≤ r < p) has no non-trivial solutions with prime exponent p.
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6.8 The S-unit equation over real quadratic
fields
In this section we parameterize the solutions to the S-unit equation (6.8) for
real quadratic fields K in order to prove Theorem 6.7.1. For the remainder of
this chapter, let d ≥ 2 be a squarefree integer and let K be the real quadratic
field Q(
√
d). We let S and T be as in (6.2), and ΛS be the set of solutions (λ, µ)
to (6.8) (as in (6.12)). In view of the preceding section, we care about elements
of ΛS only up to the action of S3. We note that the three elements (2,−1),
(−1, 2), (1/2, 1/2) of ΛS form a single orbit under this action. Following [13] we
call these the irrelevant solutions to (6.8), with other solutions being called
relevant. We call the orbit of irrelevant solutions the irrelevant orbit. This
orbit corresponds via the the correspondence Φ of Lemma 6.5.2 to the elliptic
curve defined over Q with Cremona reference 32A2 and j-invariant 1728. We
note that the irrelevant orbit satisfies the conditions of Theorem 6.4.1, which
explains why they are called irrelevant.
Lemma 6.8.1. Suppose |S| = 2. Let (λ, µ) ∈ ΛS. Then, there is some element
σ ∈ S3 so that (λ′, µ′) = (λ, µ)σ satisfies λ′, µ′ ∈ OK.
Proof. As µ′ = 1−λ′ we need only find some element σ ∈ S3 so that λ′ = λσ ∈
OK . Write S = {P1,P2}. If ordPi(λ) ≥ 0 for both i = 1 and i = 2, then take
λ′ = λ and λ ∈ OK . So suppose not. If ordPi(λ) < 0 for both i = 1 and i = 2,
then let λ′ = (λ− 1)/λ, so then ordPi(λ′) = 0− ordPi(λ) so λ′ belongs to OK .
Thus without loss of generality we may suppose that ordP1(λ) = 0. Now if
ordP2(λ) ≥ 0 then λ′ = λ ∈ OK , and if ordP2(λ) < 0 then λ′ = 1/λ ∈ OK .
For the remainder of this section d denotes a squarefree integer ≥ 13
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that satisfies d ≡ 5 (mod 8) and q ≥ 29 a prime satisfying q ≡ 5 (mod 8) and(
d
q
)
= −1. Let K denotes the real quadratic field Q(√d). It follows that both
q and 2 are inert in K. We let S = {2, q}.
Lemma 6.8.2. Let K and S be as above, and let (λ, µ) ∈ ΛS. Then λ, µ ∈ Q if
and only if (λ, µ) belongs to the S3-orbit {(1/2, 1/2), (2,−1), (−1, 2)} ⊆ ΛS.
Proof. Suppose λ, µ ∈ Q. By Lemma 6.8.1 we may suppose that λ and µ
belong to OK ∩ Q = Z and hence λ = ±2r1qs1 , µ = ±2r2qs2 where ri ≥ 0
and si ≥ 0. As λ + µ = 1 we see that one of r1, r2 is 0 and likewise one of
s1, s2 = 0. Without loss of generality r2 = 0. If s2 = 0 too then we have
λ±1 = 1 which forces (λ, µ) = (2,−1) as required. We may therefore suppose
that s2 > 0 and s1 = 0. Hence ±2r1 ± qs2 = 1. We now easily check that
0 ≤ r1 ≤ 2 are all incompatible with our hypotheses on q. Thus r1 ≥ 3 and
so ±qs2 ≡ 1 (mod 8). As q ≡ 5 (mod 8), we have ±2r1 + q2t = 1 for some
integer t ≥ 1. Hence (qt + 1)(qt− 1) = ∓2r1 . This implies that qt + 1 = 2a and
qt − 1 = 2b where a ≥ b ≥ 1. Subtracting we have 2a − 2b = 2 and so b = 1.
Then qt = 3 which contradicts our assumptions on q a contradiction.
We now give a parametrization of all relevant elements of ΛS. This the
analogue of [13, Lemma 6.4], and shows that such a parametrization is possible
even though our set S is larger, containing the odd prime q.
Lemma 6.8.3. Up to the action of S3, every relevant (λ, µ) ∈ ΛS has the
form
λ =
η1 · 22r1 · q2s1 − η2 · q2s2 + 1 + v
√
d
2
, µ =
η2 · q2s2 − η1 · 22r1 · q2s1 + 1− v
√
d
2
(6.15)
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where
η1 = ±1, η2 = ±1, r1 ≥ 0, s1, s2 ≥ 0, s1·s2 = 0, v ∈ Z, v 6= 0
(6.16)
are related by
(η1 · 22r1 · q2s1 − η2 · q2s2 + 1)2 − dv2 = η1 · 22r1+2 · q2s1 (6.17)
(η2 · q2s2 − η1 · 22r1 · q2s1 + 1)2 − dv2 = η2 · 22 · q2s2 . (6.18)
Proof. If η1, η2, r1, s1, s2 and v satisfy (6.16), (6.17), (6.18) and λ, µ are given
by (6.15), it is clear that (λ, µ) is a relevant element of ΛS.
Conversely, suppose (λ, µ) is a relevant element of ΛS. By Lemma 6.8.2,
we may suppose that λ, µ ∈ OK , and that λ, µ /∈ Q. As S = {2, q} we can
write λ = 2r1qs1ζ and µ = 2r2qs2ζ ′ where ζ and ζ ′ are units. As λ+ µ = 1 we
have r1r2 = 0 and s1s2 = 0. Swapping λ and µ if necessary, we can suppose
that r2 = 0. Let x 7→ x denote conjugation in K. Then
λλ = η1 · 22r1 · q2s1 , µµ = η2 · q2s2 , η1 = ±1, η2 = ±1.
Now,
λ+ λ = λλ− (1− λ)(1− λ) + 1 = λλ− µµ+ 1 = η1 · 22r1 · q2s1 − η2 · q2s2 + 1 .
Moreover we can write λ − λ = v√d, where v ∈ Z, and as λ /∈ Q, we have
v 6= 0. The expressions for λ+ λ and λ− λ give the expression for λ in (6.15),
and we deduce the expression for µ from µ = 1 − λ. Finally, (6.17) follows
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from the identity
(λ+ λ)2 − (λ− λ)2 = 4λλ,
and (6.18) from the corresponding identity for µ.
Lemma 6.8.4. Let d ≡ 5 (mod 8) be squarefree d ≥ 13 and q ≥ 29 a prime
such that q ≡ 5 (mod 8) and
(
d
q
)
= −1. Then there are no relevant elements
of ΛS.
Proof. We apply Lemma 6.8.3. In particular, s1s2 = 0. Suppose first that
s1 > 0. Thus s2 = 0. As (d/q) = −1, we have from (6.17) that qs1 | v and
qs1 | (η2 − 1). Hence η2 = 1. Now (6.17) can be rewritten as
24r1q2s1 − d(v/qs1)2 = η122r1+2 .
Thus (d/q) = (−η1/q) = 1 as q ≡ 5 (mod 8). This is a contradiction.
Thus, henceforth, s1 = 0. Next suppose that s2 = 0. We will consider
the sub cases η2 = −1 and η2 = 1 separately and obtain contradictions in
both sub cases showing that s2 > 0. Suppose η2 = −1. From (6.18) we
have 24r1 − dv2 = −4. If r1 = 0 or 1 then d = 5 and if r1 ≥ 2 then d ≡ 1
(mod 8), giving a contradiction. Hence suppose η2 = 1. From (6.17), we have
24r1 − dv2 = η122r1+2. If r1 = 0, 1, 2 then dv2 = 1 ± 4, dv2 = 16 ± 16,
dv2 = 256 ± 64 all of which contradict the assumptions on d or the fact that
v 6= 0 (by (6.16)). If r1 ≥ 3 then 22r1−2−η1 = d(v/2r1+1)2 which forces d ≡ ±1
(mod 8), a contradiction.
We are reduced to s1 = 0 and s2 > 0. From (6.18), as (d/q) = −1, we
have qs2 | v and
qs2 | (η122r1 − 1). (6.19)
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The conditions q ≥ 29 and q ≡ 5 (mod 8) force r1 ≥ 5. Write v = 2tw where
2 - w. Suppose t ≤ r1 − 1. From (6.17) we have η122r1 − η2q2s2 + 1 = 2tw′
where 2 - w′. Thus w′2 − dw2 ≡ 0 (mod 8), contradicting d ≡ 5 (mod 8). We
may therefore suppose t ≥ r1. Hence 2r1 | (η2q2s2−1). Thus η2 = 1. Therefore
2r1 | (qs2 − 1)(qs2 + 1). Since q ≡ 5 (mod 8), we have 2 || (qs2 + 1) and so
2r1−1 | (qs2 − 1).
As q ≡ 5 (mod 8) and r1 ≥ 5, we see that s2 must be even, and that 2r1−2 |
(qs2/2 − 1). We can write qs2/2 = k · 2r1−2 + 1. From (6.19),
k222r1−4 + k2r1−1 + 1 = qs2 ≤ 22r1 + 1.
Hence k = 1, 2 or 3. Moreover, as qs2/2 ≡ 1 (mod 8), we have 4 | s2. Hence
(qs2/4 − 1)(qs2/4 + 1) = k2r1−2.
Again as q ≡ 5 (mod 8) we have 2 || (qs2/4 + 1) and so qs2/4 + 1 = 2 or 6, both
of which are impossible. This completes the proof.
6.9 Proof of Theorem 6.7.1
We apply Theorem 6.4.1. By Lemma 6.8.4 all solutions to (6.8) are irrele-
vant, and the irrelevant solutions satisfy condition (A) of Theorem 6.4.1. This
completes the proof of Theorem 6.7.1.
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Chapter 7
Small real quadratic fields
This chapter looks at the generalized Fermat equation over small real quadratic
number fields and is a generalization of Freitas and Siksek’s paper [14]. Freitas
and Siksek look at the Fermat equation
xp + yp + zp = 0 (7.1)
where p ≥ 17 is a rational prime, x, y, z ∈ OK , K = Q(
√
d) where 3 ≤ d ≤ 23
is squarefree and d 6= 5. In this chapter we look at the generalized Fermat
equation
Axp +Byp + Czp = 0
where A,B,C, x, y, z ∈ OK , K = Q(
√
d), d = 2, 3, 6, 7 or 11, p ≥ 17 if d = 2
(p ≥ (1+312)2 if not), A,B,C odd, pairwise coprime. Furthermore, we assume
that Rad(ABC) is a prime ideal of K chosen from a finite set to be specified
later in this chapter and that vq(ABC) < p for all primes q. Note that this
last condition can always be satisfied since the class number of these fields is 1
and p-th powers can be absorbed into xp, yp, zp. For the rest of this chapter it
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is assumed that all of these conditions hold. Equation 7.1 is the same equation
as in the previous chapter (equation 6.1) and we refer to it as the generalized
Fermat equation with exponent p over K for fixed A,B,C ∈ OK . Recall that
a solution (a, b, c) is called trivial if abc = 0, otherwise non-trivial. The
main result of this chapter is the following theorem.
Theorem 7.0.1. Let d = 2 or 3, R = Rad(ABC) be a prime ideal of K =
Q(
√
d) dividing 3× 5× 7× 11, or if d = 6 or 7 let R be a prime ideal dividing
15, or if d = 11 let R be a prime ideal dividing 3. For d = 2, the Fermat
equation (6.1) does not have any non-trivial solutions over K if p ≥ 17. For
d 6= 2 there are no non-trivial solutions if p ≥ (1 + 312)2.
Remark. Note that 2 ramifies in all the fields of Theorem 7.0.1 so for this
chapter let P = piOK be this unique prime ideal above 2. Since OK/P = F2
we know that exactly one of Axp, Byp, Czp is even so without loss of generality
assume that Byp is even. Moreover, since B is odd, we can assume that P | y.
To prove this theorem, we will use a similar approach as in the previ-
ous chapter. We will start with a hypothetical non-trivial solution (a, b, c) to
the generalized Fermat equation. We associate an elliptic curve to this hy-
pothetical solution called the Frey elliptic curve. Recall from Theorem 5.2.2
that all elliptic curves over real quadratic number fields are modular. So it
suffices to show that the mod p Galois representation of this Frey elliptic curve
is irreducible in order to use the level lowering theorem (Theorem 5.3.1). By
first calculating the conductor of the elliptic curve we can predict which level
the associated Hilbert newform has. In some cases there is no such newform
and in some other cases we use a result from the penultimate section of this
chapter to prove the main theorem over small quadratic fields. However, as in
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[14] the following three problems present themselves
1. We need irreducibility of ρE,p in order to apply level lowering theorems.
2. We need to calculate the conductor (to a higher precision than in the
previous chapter) to predict the levels of the corresponding newforms.
3. If the newform space is non-zero, we need to deal with the newforms
found.
Remark. Even though we need to prove irreducibility in order to apply
level lowering theorems, we will calculate the conductor and level first as ρE,p
depends on the Frey elliptic curve E which is dependent on the hypothetical
non-trivial solution (a, b, c) of the generalized Fermat equation. We will need
to scale this solution such that it satisfies certain conditions in order to prove
irreducibility. So we will start by calculating the conductor and the level.
We fix the following notation for the rest of this chapter as in chapter 5.
Let (a, b, c) be a non-trivial solution to the Fermat equation (6.1), and consider
the Frey elliptic curve
Ea,b,c : Y
2 = X(X − Aap)(X +Bbp). (7.2)
In line with (6.2) from the previous chapter, let R be the prime ideal in OK
dividing ABC (as A,B,C are chosen to be divisible by exactly 1 prime ideal).
Also let GK = Gal(K/K). For an elliptic curve E/K, we write
ρE,p : GK → Aut(E[p]) ∼= GL2(Fp), (7.3)
for the representation of GK on the p-torsion of E. An arbitrary prime of K
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is denoted by q and the unique prime ideal dividing 2 is denoted P = piOK .
7.1 Calculating the conductor and the level
In this section we want to calculate the conductor of the Frey elliptic curve
associated to a non-trivial solution of the generalized Fermat equation and
the level associated to this. Note that we have to be more precise than in
the previous chapter where it sufficed to bound the level. Recall that in the
previous chapter, we associated to a non-trivial solution (a, b, c) of the gener-
alized Fermat equation (6.1), the following Ga,b,c as given in (6.6), which we
thought of as the greatest common divisor of a, b, c. However in this chapter
all the quadratic fields we consider (i.e. K = Q(
√
d) with d = 2, 3, 6, 7 or 11)
have class number one and hence we can assume that Ga,b,c = 1 · OK . This
will make our calculations considerably easier. As in [14] we will split up the
calculations of the even part and the odd part of the conductor of the level.
The calculations for the odd part need to be generalized but still follow [14].
However for the calculations for the even part we use Tate’s algorithm and not
the approach as in [14] as we look at fewer number fields and so can be more
precise.
7.1.1 The odd part of the level
We retain the same notation as in [14]. Let (a, b, c) be a non-trivial primitive
solution to the Fermat equation (6.1) with odd prime exponent p. Write E for
the Frey curve in (5.3). Let N be the conductor of E and let Np be as defined
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in (5.4). We define the even parts of N and Np by
N even = PordP(N ), N evenp = PordP(Np).
We define the odd parts of N and Np by
N odd = NN even , N
odd
p =
N
N evenp
.
The following lemma follows [14], with the addition of considering primes
q | ABC.
Lemma 7.1.1. Let (a, b, c) be a non-trivial solution to the Fermat equation
(6.1) over the number field K = Q(
√
d) where d = 2, 3, 6, 7 or 11 with odd
prime exponent p, A,B,C odd and pairwise coprime. Write E for the Frey
curve in (5.3). Then at all q 6= P, the local minimal model Eq is semi-stable,
and if q - PABC then p | ordq(∆q). Moreover,
N odd =
∏
q|abc
q6=P
q-ABC
q
∏
q|ABC
q, N oddp =
∏
q|ABC
q. (7.4)
The proof remains largely the same as in Siksek and Freitas paper [14]
apart from dealing with the case when q | ABC
Proof. Clearly, if q - 2abcABC then E has good reduction at q, hence q - N ,
Np. Suppose q | ABC, then q | ∆, but as A,B,C are pairwise coprime q
divides only one of A,B,C, without loss of generality assume it is A. If q | abc
then since the solution (a, b, c) is primitive q divides exactly one of them. If
this is not a (say b) then from Aap +Bbp +Ccp = 0 we get that either q | C or
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q | c contradicting the coprimality of A,B,C or the primitiveness of (a, b, c)
respectively. So then q | a. In both the cases (i.e. q | a and q - a) we have that
q - c4, so we have multiplicative reduction. From (6.4), ∆ = 16(ABC)2(abc)2p
and 0 < vq(ABC) < p in both cases we get that p - vq(∆) and so q | Np.
Suppose that q | abc and q 6= P. Since the solution (a, b, c) is primitive the
prime q divides precisely one of a, b, c. We already discussed at the beginning
of this proof what happens if q divides both abc and ABC and so we can
assume that q - ABC. In this case we have from (6.4) that q - c4 so the model
(5.3) is minimal and has multiplicative reduction at q, and p | ordq(∆). By
(5.4), we see that q - Np which finishes the proof.
7.1.2 Scaling by units and the even part of the level
This section does not follow the paper by Freitas and Siksek [14] as the number
fields of this section have additional properties (such as 2 always ramifies)
making it easier to apply Tate’s algorithm. We will make extensive use of the
fact that we can scale equation (7.1) by an element in the unit group. More
formally let O∗K be the unit group of K. In this section we study the effect
on N and Np as calculated in [14] with the addition of scaling equation (7.1)
by units in O∗K . Note that scaling by units does not affect the odd parts of N
and Np.
Let (a, b, c) be a non-trivial primitive solution to generalized Fermat
equation. Recall from the beginning of this chapter that since OK/P = F2 we
know that exactly one of Aap, Bbp, Ccp is even, say Bbp and since A,B and C
are odd, we can assume that b is even. The following lemma says that after
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possibly scaling the non-trivial solution (a, b, c) by units we can determine the
following condition which is useful for Tate’s algorithm.
Lemma 7.1.2. Let (a, b, c) be a non-trivial primitive solution to the general-
ized Fermat equation 7.1. Then after permuting the terms Aap, Bbp, Ccp and
scaling by units if necessary, we can assume that P | b and if d = 3, 7 or
11 that Aap ≡ −1 (mod pi3). If d = 6 we can assume that either Aap ≡ −1
(mod pi4) or Aap ≡ √6+1 (mod pi4). If d = 2, we can assume that Aap ≡ −1
(mod pi4).
Proof. Since OK/P = F2, we know that exactly one of Aap, Bbp, Ccp is even.
After permuting these elements if necessary we can assume that this is Bbp.
Now since B is odd, we have that P | bp and so P | b. Now suppose d = 3, 7
or 11. We want to know what Aap is modulo pi3. But first we look at Aap
(mod 4). As {1,√d} is a basis for OK , we have that Aap ≡ m+n
√
d (mod 4)
where m,n ∈ Z, −1 ≤ m,n ≤ 2. Note that we have that pi - Aap and the
residue field is F2, we have that m + n
√
d ≡ 1 (mod pi). Now since we can
take pi =
√
3 + 1,
√
7 + 3 and
√
11 + 3 for d = 3, 7 and 11 respectively, we have
that
√
d ≡ 1 (mod pi) and so m + n ≡ 1 (mod pi) so m and n have different
parity. And so Aap (mod 4) is equivalent to one of the following
−1
√
d 1 + 2
√
d 2 +
√
d
−1 + 2
√
d −
√
d 1 2−
√
d
Note that e+ f
√
d and e′ + f ′
√
d (with e, f, e′, f ′ ∈ Z) are equivalent modulo
pi3 if and only if (e − e′) + (f − f ′)√d = 2pi(g + h√d) where g, h ∈ Z. So
we can see this is true if and only if both (e − e′) and (f − f ′) are even and
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(e− e′)/2 + (f − f ′)√d/2 is even. So we get that
−1 ↔ 1 + 2
√
d −
√
d ↔ 2 +
√
d
−1 + 2
√
d ↔ 1
√
d ↔ 2−
√
d
where the double arrow indicates equivalence modulo pi3. If Aap is equivalent
to an entry in the first column modulo pi3 we can assume that Aap is equivalent
to a unit modulo pi3 since 1 and −1 are always units in K. Now √3+2, 3√7+8
and 3
√
11+10 are fundamental units for d = 3, 7 and 11 respectively, so either
the first or second entry in the second column is equivalent to a unit modulo
pi3. Now since
√
d and −√d differ by multiplication by −1 which is a unit,
we can assume that Aap is equivalent to a unit modulo pi3. So after possibly
multiplying the Fermat equation by a unit, we can assume that Aap ≡ −1
(mod pi3).
Now let d = 6, then
√
6 ≡ 0 (mod pi). Let Aap = m + n√6 where
m,n ∈ Z since {1,√d} is a basis for OK . We have that since pi - Aap, m is
odd. And so Aap (mod pi4) is equivalent to one of the following.
−1 −1 + 2
√
6 1 1 + 2
√
6
−1 +
√
6 −1−
√
6 1 +
√
6 1−
√
6
Note that 5 + 2
√
6 is a fundamental unit of K = Q(
√
6). And 5 + 2
√
6 ≡
1 + 2
√
6 (mod 4) and −(5 + 2√6) ≡ −1 + 2√6 (mod 4). We also have that
(5 + 2
√
6)2 ≡ 1 (mod 4) and −(5 + 2√6)2 ≡ −1 (mod 4) and so if Aap ≡
1,−1, 1 + 2√6,−1 + 2√6 we can scale the equation by a unit to get that
Aap ≡ −1 (mod pi4). On the other hand, note that −(1 + √6) ≡ −1 − √6
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(mod 4), (1 +
√
6)(5 +
√
6) ≡ 1 − √6 (mod 4) and −(1 − √6) ≡ −1 + √6
(mod 4). In this case we can assume that after scaling by a unit we have
Aap ≡ 1 + √6 (mod pi4). Now if we assume that d = 2, then we can take
pi =
√
2 and so Aap (mod pi4) is equivalent to one of the following
−1 −1 + 2
√
2 1 1 + 2
√
2
−1 +
√
2 −1−
√
2 1 +
√
2 1−
√
2
Now 1 +
√
2 is a fundamental unit and (1 +
√
2)2 ≡ −1 + 2√2 (mod 4),
−(1 +√2) ≡ −1−√2 (mod 4),−(1 +√2)2 ≡ 1 + 2√2 (mod 4), (1 +√2)3 ≡
−1 +√2 (mod 4) and −(1 +√2)3 ≡ 1−√2 (mod 4). And so after possibly
scaling by a unit, we may assume that Aap ≡ −1 (mod pi4).
Using Tate’s algorithm, as described in Silverman [36] we can calcu-
late the even part of the conductor for the other fields potentially using the
permutation and scaling as discussed in the previous lemma.
Lemma 7.1.3. Let (a, b, c) be a primitive non-trivial solution to the general-
ized Fermat equation. We may suppose as in the previous lemma that P | b
and Aap ≡ −1 (mod pi3) (after possibly permutation and scaling). We have
that
1. if Aap ≡ −1 (mod pi4) then E has multiplicative reduction at P and so
the even part of the conductor is N even = P.
2. if not then E has additive reduction at P. Moreover, in this case the
even part of the conductor of E is N even = P4 if d = 3, 7 or 11 and
N even = P8 if d = 6.
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Proof. Let (a, b, c) be a non-trivial solution to the generalized Fermat equa-
tion, which we may suppose is primitive. We look at the Frey elliptic curve
associated to this solution
E : Y 2 = X3 + (Bbp − Aap)X2 − AapBbpX.
Suppose we are in the first case (Aap ≡ −1 (mod pi4)) then by making a
change of coordinates X 7→ 4X ′, Y 7→ 8Y ′ + 4X ′ we get
64Y ′2 + 64X ′Y ′ = 64X ′3 + 16(Bbp − Aap − 1)X ′2 − 4AapBbpX ′
which is equivalent to
E : Y ′2 +X ′Y ′ = X ′3 +
Bbp − Aap − 1
4
X ′2 − Aa
pBbp
16
X ′
From the hypothesis we get that Bb
p−Aap−1
4
, Aa
pBbp
16
∈ OK . Recall that the
residue field is F2 and so E is either equivalent to Y ′2 + X ′Y ′ = X ′3 or Y ′2 +
X ′Y ′ = X ′3+X ′2 modulo pi. Both of these have a node, and so the Frey elliptic
curve has multiplicative reduction at P. In this case the minimal discriminant
at P is given by ∆P = 2
−8A2a2pB2b2pC2c2p. Now suppose that we are not in
this case. So we look at
E : Y 2 = X3 + (Bbp − Aap)X2 − AapBbpX
and use Tate’s algorithm in [36]. In the notation of the algorithm we have
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that
a1 = 0 a2 = Bb
p − Aap a3 = 0 a4 = −AapBbp a6 = 0
b2 = 4(Bb
p − Aap) b4 = −2AapBbp b6 = 0 b8 = −A2a2pB2b2p
∆ = 16A2a2pB2b2pC2c2p.
We go through steps 1 to 6 of Tate’s algorithm as in Silverman [36] pages
364–369. In step 6 we need to do a change of coordinates such that pi | a2. We
let X ′ = X, Y ′ = Y +X. And so the new equation is
Y ′2 + 2X ′Y ′ = X ′3 + (Bbp − Aap − 1)X ′2 − AapBbpX ′
and hence
a1 = 2 a2 = Bb
p − Aap − 1 a3 = 0 a4 = −AapBbp a6 = 0
b2 = 4(Bb
p − Aap) b4 = −2AapBbp b6 = 0 b8 = −A2a2pB2b2p
∆ = 16A2a2pB2b2pC2c2p.
Now pi | a1 and a2, pi2 | a3 and a4, and pi3 | a6. We then look at the polynomial
P (T ) = T 3 + 1/pi(Bbp − Aap − 1)T 2 − 1/pi2AapBbpT
The reduction P˜ (mod pi) has a triple root at T = 0, and so we end up at the
end of the algorithm which means that the original Weierstrass equation was
not minimal. And so we do another change of coordinates X = X ′/pi2, Y =
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Y ′/pi3, which gives us
Y 2 + (2/pi)XY = X3 + (1/2)(Bbp − Aap − 1)X2 − (1/4)AapBbp
a1 = 2/pi a2 = 1/2(Bb
p − Aap − 1) a3 = 0
a4 = −1/4AapBbp a6 = 0 b2 = 2(Bbp − Aap)
b4 = −1/2AapBbp b6 = 0 b8 = −1/16A2a2pB2b2p
∆ = 1/4A2a2pB2b2pC2c2p.
As p ≥ 17 steps 1 to 5 are satisfied, and as Aap ≡ −1 (mod pi3) step 6 is as
well. Hence we look at the polynomial
P (T ) = T 3 + 1/pi3(Bbp − Aap − 1)T 2 − 1/8AapBbpT
Since Aap 6≡ −1 (mod pi4) we get that we have a double root at T = 0 and
hence we are in the sub procedure of step 7. Here we get that the exponent
of the even part of the conductor is f = vpi(∆) − 2vpi(a4), which is f =
−4 + 2pvpi(b)− 2pvpi(b) + 8 = 4. Now for d = 6, and Aap ≡ −1 +
√
6 (mod pi3)
we start at the beginning of Tate’s algorithm with the Frey elliptic curve
Y 2 = X(X − Aap)(X +Bbp).
We quickly proceed through steps 1 to 5. For step 6, we need to have a change
of coordinates as before and we end up with
Y ′2 + 2X ′Y ′ = X ′3 + (Bbp − Aap − 1)X ′2 − AapBbpX ′
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as before with the following
a1 = 2 a2 = Bb
p − Aap − 1 a3 = 0 a4 = −AapBbp a6 = 0
b2 = 4(Bb
p − Aap) b4 = −2AapBbp b6 = 0 b8 = −A2a2pB2b2p
∆ = 16A2a2pB2b2pC2c2p.
Now we look at the polynomial
P (T ) = T 3 + 1/pi(Bbp − Aap − 1)T 2 − 1/pi2AapBbpT
and P˜ has a double root at T = 0 and so we are in the the sub procedure of
step 7. Hence we get that the exponent of the even part of the conductor is
f = vpi(∆)− 2vpi(a4) and so f = 8 + 2pvpi(b)− 2pvpi(b) = 8.
From this lemma we can deduce the following.
Lemma 7.1.4. The Frey curve E has potentially multiplicative reduction at
P. Moreover, if the reduction at P is multiplicative then p - ordP(∆P).
Proof. We calculate the j-invariant. Note that
j(E) =
c34
∆
=
212(A2a2p −BbpCcp)
24A2a2pB2b2pC2c2p
.
And so ordP(j) = 24− 8− 2p ordP(b) < 0 as P | b. If E is multiplicative at P
then the proof of the previous lemma shows that the minimal discriminant at
P is ∆P = 2
−8A2a2pB2b2pC2c2p and so p - ordP(∆).
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7.2 Possibilities for Np
We can now calculate the level of the newforms associated to the Frey curve
of a non-trivial primitive solution (a, b, c) to the generalized Fermat equation.
Corollary 7.2.1. Let K = Q(
√
d) be a quadratic number field with d =
2, 3, 6, 7 or 11. Let (a, b, c) be a non-trivial solution to the Fermat equation
(6.1) with odd prime exponent p ≥ 17. Also let A,B,C be odd and pairwise
coprime. We may scale (a, b, c) so that it remains integral and N oddp is as in
Lemma 7.1.1 and N evenp = N even where N even is given by Lemma 7.1.3.
7.3 Irreducibility
In order to apply the level lowering theorem (Theorem 5.3.1) we need to show
that ρE,p is irreducible. In the previous chapter it was possible to achieve
this by enlarging p (so p is bigger than some effective constant CK that is
dependent on the number field K see Theorem 6.1.1). In this section we will
look at a result by Kraus [24] and recent work by Freitas and Siksek [15] so
that we can explicitly state the bounds for each number field that we consider
in this chapter. We can sometimes use the following lemma from Kraus [24]
Lemma 7.3.1. (Kraus) Let K be a real quadratic field with class number one
and E an elliptic curve over K which is semi-stable. If ρE,p is reducible then
p ≤ 13 or p divides Disc(K)×MK where MK = NormK/Q(u2 − 1) where u is
a fundamental unit of K.
Note that for K = Q(
√
2), u =
√
2 + 1, MK = −4 and Disc (K) = 8,
hence the following corollary holds, as in [22].
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Corollary 7.3.2. For K = Q(
√
2) and if E is semi-stable we have that if ρE,p
is reducible then p ≤ 13.
For the other fields we use the following from Freitas and Siksek [15].
Theorem 7.3.3. Let K be a real quadratic field with class number 1. Let
B = Norm(12 − 1) where  is the fundamental unit of K, p - B be a rational
prime, unramified in K, such that p ≥ 17. If E is an elliptic curve over K
which is semi-stable at all $ | p and ρE,p is reducible then p < (1 + 312)2.
Note that for
d = 3 B = −1× 26 × 33 × 52 × 132
d = 6 B = −1× 27 × 35 × 52 × 112 × 972
d = 7 B = −1× 210 × 34 × 52 × 7× 112 × 172 × 232
d = 11 B = −1× 26 × 34 × 52 × 72 × 11× 192 × 3972
It may be possible to reduce these bounds using more advanced ideas found
in Section 6 of [14].
7.4 Dealing with newforms
Combining the results from the previous sections with Theorem 5.3.1 we some-
times have Hilbert newforms appearing at the predicted level. In these cases
we can sometimes use the following lemma from [14].
Lemma 7.4.1. Let q - Np be a prime of K and let E be an elliptic curve over
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K which has full 2-torsion, let
A = {a ∈ Z : |a| ≤ 2
√
Norm(q), Norm(q) + 1− a ≡ 0 (mod 4)}.
If ρE,p ∼ ρf,$ then $ divides the principal ideal
Bf,q = Norm(q)((Norm(q) + 1)
2 − aq(f)2)
∏
a∈A
(a− aq(f)) · OQf .
We now have all the tools to prove the main theorem of this chapter
(Theorem 7.0.1).
7.5 Proof of Theorem 7.0.1
Let K = Q(
√
d) with d = 2, 3, 6, 7 or 11. We will show that the equation
Axp +Byp +Czp = 0 with A,B,C as in the theorem has only trivial solutions
in K for p ≥ 17 if d = 2 (or if d 6= 2 for p ≥ (1 + 312)2)). Now suppose (a, b, c)
is a non-trivial solution (which we can assume is primitive) and scale this as in
Corollary 7.2.1. Let E = Ea,b,c be the Frey curve given by (5.3), and let ρE,p
be its mod p representation. We know from Lemma 7.3.1 and Theorem 7.3.3
that ρE,p is irreducible. We now apply Theorem 5.3.1 to deduce that there is
a cuspidal Hilbert newform f over K of weight (2, 2) and level Np (one of the
levels predicted by Corollary 7.2.1) such that ρE,p ∼ ρf,$ for some prime $ | p
of Qf. We use the lemma from Freitas and Siksek’s paper on small fields that
we presented in the previous section. Using Magma we computed the newforms
f at the predicted levels, the fields Qf, and eigenvalues aq(f) at primes q of K
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small norm. We computed for each f at level Np the ideal
Bf :=
∑
q∈T
Bf,q
where T is the set of prime ideals q - Np of K with norm < 60. Let Cf :=
NormQf/Q(Bf). If ρE,p ∼ ρf,$ then by the above lemma, $ | Bf and so p | Cf.
Hence, the isomorphism ρE,p ∼ ρf,$ is impossible if p - Cf. Thus, the newforms
satisfying Cf = 0 are the problematic ones.
Calculations in MAGMA [2] yield the following result. If d = 2, then Cf equals
either 1 or 5.
If d = 3, then Cf equals either 2
3, 25, 32 × 5, 32 × 7, 23 × 32, 25 × 3× 5, 29, 26 ×
13, 25 × 3× 5× 7, 25 × 33 × 5, 23 × 33 × 52, 25 × 32 × 5× 11 or 210 × 33.
If d = 6, then Cf equals either 1, 2
3, 32, 3× 5, 23 × 3, 32 × 5, 32 × 7, 26, 24 × 3×
5, 28, 26 × 32, 24 × 32 × 5, 24 × 3× 52 or 28 × 5.
If d = 7, then Cf equals 1, 2
3, 23 × 3, 26, 23 × 32, 29 or 23 × 34.
If d = 11 then Cf equals 2
4× 3× 5, 28, 28× 5, 25× 32× 5, 28× 3, 25× 3× 5× 7
or 210 × 5× 112.
From these calculations we see that in all the cases of the theorem Cf 6= 0.
Moreover, if p | Cf then p ≤ 13, which proves the theorem.
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Chapter 8
Weil pairing
This chapter is a generalization of Halberstadt and Kraus [18]. We will mostly
follow the exposition of Charollois [4] which looks at the proof of Theorem 2.1
of [18].
Theorem 8.0.1. (Halberstadt and Kraus) Let a, b, c be odd pairwise coprime
integers. Then there is a set of primes P = P(a, b, c) of positive density such
that if p ∈ P, then the equation
axp + byp + czp = 0
has only trivial rational solutions (x, y, z) ∈ Q3
In this chapter we extend this work to the number field Q(
√
2).
Theorem 8.0.2. Let K be the number field Q(
√
2). Let A,B,C ∈ OK be odd
with ±A± B ± C 6= 0 for any choice of signs and ABC not a unit. There is
a set of primes P = P(A,B,C) of positive density such that if p ∈ P then the
equation
Axp +Byp + Czp = 0 (8.1)
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has only trivial solutions (x, y, z) ∈ (OK)3.
In order to prove this we need to look at the Weil pairing and prove the
symplectic criterion.
8.1 Weil pairing
This section is based on Silverman ([35],III 3.5 – 6.4). First we need to look
at the divisor group on an elliptic curve. Let E be an elliptic curve over K in
generalized Weierstrass form
Y 2 + a1XY + a3Y = X
3 + a2X
2 + a4X + a6.
Let f be a function onK(E) = K[X, Y ], i.e. inK such that Y 2+a1XY+a3Y =
X3 + a2X
2 + a4X + a6. We then define the divisor group.
Definition 8.1.1. The divisor group of an elliptic curve E, denoted div(E),
is the free abelian group generated by the points of E. The divisor D ∈ div(E)
is a formal sum
D =
∑
P∈E
nP (P )
where nP ∈ Z and nP = 0 for all but finitely many P ∈ E. Suppose that E
is defined over K and let f ∈ K¯(E)∗. Then we can associate f to the divisor
div(f) given by
div(f) =
∑
P∈E
ordP (f)(P ).
The following theorem from ([35], III, 3.5) can be used to give a more
practical approach to divisors.
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Theorem 8.1.2. Let E be an elliptic curve, D =
∑
ni(Pi) a divisor of E.
Then D is the divisor of a function in K¯(E)∗ if and only if
∑
ni = 0 and∑
[ni]Pi = O.
Remark. Note that the first is a sum of integers, while the second is addition
on E.
We need the following example of a divisor to define the Weil pairing.
Example 8.1.3. T ∈ E[m], T ′ ∈ E(K) s.t. mT ′ = T . By Theorem 8.1.2
there exists gT ∈ K(E)∗ such that
div(gT ) =
∑
R∈E[m]
(T ′ +R)−
∑
R∈E[m]
R
is the divisor of gT .
Remark. Note in the example: gT (X + S)
m = gT (X)
m for all S ∈ E[m] and
X ∈ E.
Next we define the Weil pairing denoted eˆ.
Definition 8.1.4. We define the Weil pairing as
eˆ : E[m]× E[m]→ µm
where µm are the m-th roots of unity, by setting
eˆ(S, T ) =
gT (X + S)
gT (X)
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where X ∈ E is any point such that gT (X + S) and gT (X) are both defined
and non-zero.
After defining the Weil pairing Silverman [35] proposes the following.
Theorem 8.1.5. The Weil pairing eˆ has the following properties.
• Bilinear:
eˆ(S1 + S2, T ) = eˆ(S1, T )eˆ(S2, T )
eˆ(S, T1 + T2) = eˆ(S, T1)eˆ(S, T2)
for all S, S1, S2, T, T1, T2 ∈ E[m].
• Alternating:
eˆ(T, T ) = 1
for all T ∈ E[m].
• Non-degenerate: if all S ∈ E[m] , eˆ(S, T ) = 1 then T = O.
• Galois invariant:
eˆ(S, T )σ = eˆ(Sσ, T σ)
for all σ ∈ GK¯/K , S, T ∈ E[m].
We also need the following lemma from ([36], I.1.15)
Lemma 8.1.6. Let E/C be the elliptic curve associated to the oriented lattice
Λ = Zω1 + Zω2. On
E[m] = m−1Λ/Λ ⊂ C/Λ
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the Weil pairing is given by the following formula
eˆ
(
aω1 + bω2
m
,
cω1 + dω2
m
)
= e2pii(ad−bc)/m
8.2 Symplectic criterion
Assume for now that we have constructed the Frey elliptic curve E associated
to a non-trivial primitive solution x, y, z ∈ OK to the generalized Fermat
equation
Axp +Byp + Czp = 0
where K is a real quadratic number field with class number 1. We then calcu-
late the newforms at the corresponding level using the level lowering theorem
(Theorem 5.3.1) as we have done in the previous chapter, provided that p is
large enough. These newforms can in turn be associated to an elliptic curve,
denoted E ′. This section will discuss the relationship between the elliptic
curves E and E ′.
Theorem 8.2.1. Let P be a prime above 2 in the real quadratic field K. Let E
and E ′ be two elliptic curves over K with minimal discriminant (with respect
to the prime P) ∆,∆′ respectively. Let p be a rational prime number. Assume
that the p-torsion groups E[p] and E ′[p] are isomorphic as GK = Gal(K¯/K)
modules. Assume that E and E ′ have multiplicative reduction at a common
prime l of OK such that l - p, such that p does not divide the valuation vl(∆).
Then
(a) The prime p does not divide vl(∆
′)
(b) The following are equivalent:
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(i) the isomorphism between the representations is symplectic
(ii) the quotient vl(∆)/vl(∆
′) is a square in (Z/pZ)∗.
We extend Charollois’ proof [4] to include real quadratic number fields.
Proof. Let L denote the maximal unramified extension of the field K localized
at l. Both E and E ′ have multiplicative reduction at l, so their j-invariant
is not an integer in L. So by the theory of the Tate curve (see chapter 2 of
this thesis) E is uniformized over L by the Tate curve Gm/qZ where q ∈ L has
valuation e = −vl(j(E)) = vl(∆). E is uniformized over L by the Tate curve
Gm/q′Z where q′ ∈ L has valuation e = −vl(j(E ′)) = vl(∆′). The isomorphism
between E[p] and E ′[p] as GK modules and the uniformizations combine to
provide a Gal(L¯/L) = GL module isomorphism Ψ between E[p] of L¯
∗/qZ and
E ′[p] of L¯∗/q′Z. Now we look at how GL and Ψ act on a basis of E[p], which we
choose as follows. We choose and fix an embedding L ↪→ C. Since L contains
the p-th roots of unity, we can choose and fix ζ, a primitive root of unity such
that ζ gets mapped to e
2pii
p under the embedding. We can also fix γ ∈ L¯, a
p-th root of q. Then {ζqZ, γqZ} forms a basis for E[p]. If GL acts transitively
on the p-th conjugates {ζjγ, 1 ≤ j < p}, then there exists a σ ∈ GL such that
σ(γ) = ζγ. The corresponding matrix is
 1 1
0 1

as GL fixes ζ ∈ L. So GL acts trivially on E[p] if and only if γ ∈ L i.e. if
p | e = vl(q) = vl(∆). The same holds for E ′[p] and e′. So since p - vl(∆) and
the Galois modules are isomorphic, it follows that p - vl(∆′), which concludes
the proof of (a).
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We will now look at how Ψ acts on the basis. Since p - ee′, there exists
m,n ∈ Z such that e′ = ne + mp. Now q′/qnlmp is a unit in L as vl(q′) =
e′, vl(qnlmp) = ne + mp, so vl(q′/qnlmp) = 0. So it has a p-th root α ∈ L.
Now we set γ′ = γnlmα then γ′p = γnplmpαp = qnlmpq′/qnlmp = q′. So γ′ is a
p-th root of q′. Hence {ζq′Z, γ′q′Z} is a basis for E ′[p]. Note that since Ψ is
compatible with GL we have that ∀g ∈ GL
Ψ(ζqZ)g = Ψ((ζqZ)g) = Ψ(ζqZ)
It follows that Ψ with respect to the basis {ζqZ, γqZ} is upper triangular, say
in the form  a b
0 d
 .
Also note that σ(γ′) = σ(γ)nσ(lmα) = ζnγnlmα = ζnγ′ as lmα ∈ L. So
compatibility between Ψ and σ can be written in matrix terms:
 a b
0 d

 1 1
0 1
 =
 1 n
0 1

 a b
0 d
 , (8.2)
where the left hand side equals
 a a+ b
0 d

and the right hand side equals
 a b+ nd
0 d
 .
116
So from the upper right entry we get that a = nd.
We now look at the Weil pairing. Recall that it is a bilinear alternating
pairing satisfying the following identities on E[p] and E ′[p] respectively, since
γ, ζ correspond to ω1
p
, ω2
p
in the embedding L ↪→ C.
eˆ(γqZ, ζqZ) = ζ
and
eˆ′(γq′Z, ζq′Z) = ζ.
Now assume that Ψ is symplectic then
ζ = eˆ(γqZ, ζqZ) = eˆ′(Ψ(γqZ),Ψ(ζqZ)).
We know how Ψ acts on the basis so
eˆ′(Ψ(γqZ),Ψ(ζqZ)) = eˆ′(ζbγdqZ, ζaqZ)
and now by properties of the Weil pairing
eˆ′(ζbγdqZ, ζaqZ) = eˆ′(γqZ, ζqZ)ad = ζad.
So ζ = ζad, hence ad ≡ 1 (mod p) and since a = nd it follows that nd2 ≡ 1
(mod p) which tells us that n is a square modulo p. Now vl(∆
′) = e′ = ne+mp.
So vl(∆
′) is a square modulo p if and only if vl(∆) is a square modulo p. So
their quotient is a square modulo p. Reciprocally if n is a square modulo p
then there exists an r ∈ Z such that r2nd2 ≡ 1 (mod p), so Ψr is a symplectic
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isomorphism because of the following
eˆ′(Ψr(γqZ),Ψr(ζqZ)) = eˆ′(ζwγrdqZ, ζraqZ) = ζadr
2
= ζnd
2r2 = ζ,
where w ∈ Z. And now since
ζ = eˆ(γqZ, ζqZ)
we get that
eˆ(γqZ, ζqZ) = eˆ′(Ψr(γqZ),Ψr(ζqZ))
which shows us that Ψr is a symplectic isomorphism, which concludes the
proof.
8.3 Proof of Theorem 8.0.2
Suppose there is a non-trivial solution (x, y, z) ∈ OK where K = Q(
√
2) to
the generalized Fermat equation
Axp +Byp + Czp = 0.
Since the class number of K is 1, we can assume that the solution is primitive.
We associate to this solution the Frey elliptic curve
Y 2 = X(X − Axp)(X +Byp)
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as in previous chapters. Using Theorem 5.2.2, since K is quadratic, the
Frey curve E is modular. For big enough p, the Frey curve is associated to a
rational Hilbert newform and this newform is associated with an elliptic curve
E ′ (see Theorems 5.3.1 and 6.3.6). The conductor of E ′ is divisible only
by a finite set of primes, hence there are a finite number of elliptic curves
Ej for j = 1, .., k with such a conductor. We apply the symplectic criterion
from the previous section to the pair (E,Ej). The proof of Lemma 7.1.4
shows that the minimal discriminant of E at P has the following valuation:
vP(∆(E)) = −8 + 2pvP(a). Choose a prime l1 of OK dividing the odd number
ABC (since we assumed that ABC is not a unit) and P the prime ideal above
2. Note that vl1(∆(E)) = 2vl1(ABC) + 2pvl1(xyz). Since we can enlarge p, we
can assume that p divides neither vP(∆(E)) nor vl1(∆(E)). Note that we do
not know if the isomorphism between E and Ej is symplectical or not. But in
both cases we get that the product of the two terms
vl1(∆(E))
vl1(∆(Ej))
(mod p) and
vP(∆(E))
vP(∆(Ej))
(mod p)
is a square modulo p because both terms are simultaneously squares or non-
squares. The numerator of this product is
vl1(∆(E))vP(∆(E)) ≡ 2vl1(ABC)(−8) ≡ −16vl1(ABC) (mod p).
The symplectic criterion implies that the integer
nj := −vl1(ABC)vl1(∆(Ej))vP(∆(Ej))
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has to be a square modulo p. Hence for a prime p large enough (with respect
to ABC) satisfying (
nj
p
)
= −1 for all j
then the equation
Axp +Byp + Czp = 0
has no non-trivial solutions. It remains to show that these conditions are
simultaneously satisfied on a set of positive density. We show that there is a
set of positive density for which these conditions hold. To do this let p be a
prime such that
1. −1 is a non-square modulo p
2. each prime divisor of nj is a square modulo p
The first condition is equivalent to requiring that p ≡ 3 (mod 4). The second
one is equivalent to requiring that for every prime q that divides nj we want(
q
p
)
= 1. If q = 2 this is equivalent to requiring that p ≡ ±1 (mod 8) and
since p ≡ 3 (mod 4) we need p ≡ −1 (mod 8). If q is odd then
(
q
p
)
= 1 is
equivalent to (
p
q
)
=

1 if q ≡ 1 (mod 4)
−1 if q ≡ 3 (mod 4).
(8.3)
Now define αq in the following way.
(
αq
q
)
=

1 if q ≡ 1 (mod 4)
−1 if q ≡ 3 (mod 4).
(8.4)
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And so if
p ≡

−1 (mod 8)
αq (mod q) ∀ odd q |
∏
j nj
(8.5)
then
(
nj
p
)
= −1 for all j and so the equation Axp + Byp + Czp = 0 has no
non-trivial solutions. Now by the Chinese Remainder Theorem, if we define
M as
M = 8
∏
odd q|∏j nj
q,
then there exists an integer k such that
k ≡

−1 (mod 8)
αq (mod q) ∀ odd q |
∏
j nj.
(8.6)
And so if a prime p ≡ k (mod M) then there is no non-trivial solution to the
generalized Fermat equation and by Dirichlet’s Theorem this has density 1
φ(M)
,
which proves the theorem.
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