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Confidence Intervals for Intraclass Correlation in Inter-Rater
Reliability 
Abstract
AbstractCalculation of a confidence interval for intraclass correlation to assess inter-rater reliability is
problematic when the number of raters is small and the rater effect is not negligible. Intervals produced
by existing methods are uninformative: the lower bound is often close to zero, even in cases where the
reliability is good and the sample size is large. In this paper, we show that this problem is unavoidable
without extra assumptions and we propose two new approaches. The first approach assumes that the
raters are sufficiently trained and is related to a sensitivity analysis. The second approach is based on a
model with fixed rater effect. Using either approach, we obtain conservative and informative confidence
intervals even from samples with only two raters. We illustrate our point with data on the development
of neuromotor functions in children and adolescents.
Confidence Intervals for Intraclass
Correlation in Inter-Rater Reliability
VALENTIN ROUSSON, THEO GASSER and BURKHARDT SEIFERT
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ABSTRACT. Calculation of a conﬁdence interval for intraclass correlation to assess inter-rater
reliability is problematic when the number of raters is small and the rater effect is not negligible.
Intervals produced by existing methods are uninformative: the lower bound is often close to zero,
even in cases where the reliability is good and the sample size is large. In this paper, we show that
this problem is unavoidable without extra assumptions and we propose two new approaches. The
ﬁrst approach assumes that the raters are sufﬁciently trained and is related to a sensitivity analysis.
The second approach is based on a model with ﬁxed rater effect. Using either approach, we obtain
conservative and informative conﬁdence intervals even from samples with only two raters. We
illustrate our point with data on the development of neuromotor functions in children and ado-
lescents.
Key words: inter-rater data, intraclass correlation, lower bound of conﬁdence interval, rater
eﬀect, sensitivity analysis
1. Introduction
Intraclass correlation is a widely used concept to assess inter-rater reliability (when several
raters perform a single measurement on a group of subjects). A low reliability may indicate
that the raters are not well trained or that the variable to be measured is not well deﬁned or
standardized. Hence, the reliability issue is of great importance in many ﬁelds.
We consider a random sample of n subjects for which a continuous variable Y is measured
independently by d raters randomly selected from a population of raters. Denote by Yij the
measurement made on the ith subject by the jth rater (for i ¼ 1,…, n and j ¼ 1,…, d). Let us
assume the model
Yij ¼ lþ si þ rj þ eij; ð1Þ
where l is ﬁxed, and where si, rj and eij are independent random eﬀects which are normally
distributed with mean 0 and variances r2s , r
2
r and r
2
e , respectively. The term si is the subject
eﬀect, whereas rj is the rater eﬀect – indicating rater bias – and eij is a measurement error.
Intraclass correlation is deﬁned as the (unconditional) correlation between two measurements
Yij1 and Yij2 on the same subject i by two diﬀerent raters j1 and j2, which is equal to
q ¼ CovðYij1 ; Yij2Þ
VarðYij1Þ1=2VarðYij2Þ1=2
¼ r
2
s
r2s þ r2r þ r2e
:
This coeﬃcient takes values between 0 and 1 such that the larger this quantity, the better the
reliability.
In the present paper, we focus on calculating a (1 ) a)-conﬁdence interval for
q (0 £ a £ 1). Thus, we wish to determine a lower bound L and an upper bound U such
that the probabilities for q, to be smaller than L or larger than U, are both equal to a/2. When
negative values arise for L, they will be put to zero throughout the paper. In practice, the
reliability is considered to be good if L is at least 0.75 (see e.g. Lee et al., 1989).
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Existing methods are reviewed in section 2 along with their drawbacks. In section 3, we
show that any valid method for constructing a conﬁdence interval for q will often be
uninformative (i.e. the lower bound will often be close to zero) when the number of raters d
is small and when the rater effect r2r is not negligible. We, therefore, investigated other
approaches to deﬁne conﬁdence intervals for intraclass correlation, to be presented in
sections 4 and 5.
Throughout the paper, a data set assessing inter-rater reliability of a test battery of neu-
romotor functions in children and adolescents in used for illustration (see Largo et al., 2001).
This test battery consists of various ﬁne motor tasks. Time needed to accomplish these tasks is
recorded. We restrict our attention to four of these tasks, namely repetitive and alternating
foot movements, repetitive ﬁnger movements and a pegboard task. In our sample, we have
n ¼ 30 children and d ¼ 2 raters.
2. Existing methods
For introduction of notation, let us deﬁne the well-known quantities SSs ¼ d
Pn
i¼ 1ðYi:  Y::Þ2,
SSr ¼ n
Pd
j¼ 1ðY:j  Y::Þ2 and SSe ¼
Pn
i¼ 1
Pd
j¼ 1ðYij  Yi:  Y:j þ Y::Þ2, where Yi: ¼
Pd
j¼ 1 Yij=d,
Y:j ¼
Pn
i¼ 1 Yij=n and Y:: ¼
Pn
i¼ 1
Pd
j¼ 1 Yij=ðndÞ. Under model (1), quantities MSs ¼ SSs/
(n ) 1), MSr ¼ SSr/(d ) 1) and MSe ¼ SSe/((n ) 1)(d ) 1)) have expectations dr2s þ r2e ,
nr2r þ r2e and r2e , respectively. Thus we obtain unbiased estimates of r2s , r2r and r2e as
r^2s ¼ ðMSs  MSeÞ=d, r^2r ¼ ðMSr  MSeÞ=n and r^2e ¼ MSe. In the remainder of the paper,
we shall often consider the ratio wr=e ¼ r2r=r2e . An estimate of wr/e is then given by
w^r=e ¼ r^2r=r^2e , while an estimate of intraclass correlation (see Bartko, 1966) is given by
q^ ¼ r^
2
s
r^2s þ r^2r þ r^2e
¼ MSs MSe
MSs þ ðd  1ÞMSe þ ðd=nÞðMSr MSeÞ :
Fleiss & Shrout (1978) considered an appropriate linear combination W of MSr and MSe and
they determined a parameter mW such that the ﬁrst two moments of mWW/E[W] coincide with
those of a chi-square distribution with mW degrees of freedom. The lower bound of an
approximate (1 ) a)-conﬁdence interval for q was then given by
L ¼ nðMSs  F1a=2;n1;mW MSeÞ
nMSs þ F1a=2;n1;mW ðdMSr þ ðdn d  nÞMSeÞ
;
where Fa,m1,m2 denotes the a-quantile of an F distribution with m1 and m2 degrees of freedom,
while the upper bound may be obtained from the same formula replacing (1 ) a/2) by a/2.
This method is asymptotically valid if both n and d tend to inﬁnity. If only n tends to inﬁnity,
however, the chi-square approximation is not good enough and the method tends to be much
too liberal; see our simulations below.
More recently, Zou &McDermott (1999) proposed similar methods based on three- or four-
moment approximations to determine mW. Previously, Arteaga et al. (1982) derived an explicit
formula for a conﬁdence interval for intraclass correlation which is asymptotically exact when
n or d tends to inﬁnity. In Gui et al. (1995), a general approach for obtaining a conﬁdence
interval for a ratio of expected mean squares is proposed, which is applicable to intraclass
correlation.
To check how these methods work for small values of d, we simulated 5000 replications of
size d ¼ 2 and n ¼ 30, 100, 500, according to model (1) with q ¼ 0.8 and wr/e ¼ 1 or 1/3. The
conﬁdence level (1 ) a) ¼ 0.95 was used throughout (see Table 1 for a summary of the
results). Methods proposed by Fleiss & Shrout (1978) and Zou & McDermott (1999) did not
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perform well, especially when wr/e ¼ 1. Moreover, their performances deteriorated for large
values of n. The method of Fleiss & Shrout (1978) was, in general, much too liberal. For large
rater eﬀect or large n, the intervals proposed by Zou & McDermott (1999) were not in-
formative as the median left bound was equal to zero (which is a trivial bound). On the other
hand, the approximations proposed by Arteaga et al. (1982) and Gui et al. (1995) appeared to
be reasonably accurate and did not deteriorate for large values of n. Unfortunately, these
intervals were very large and hence not informative. Simulations with larger values of q and
those with d ¼ 3 led to similar conclusions.
The application of these methods to neuromotor data showed that problems also arise for
real data. Lower bounds of the various 95 per cent conﬁdence intervals are given in Table 2,
together with estimates of q and wr/e. For repetitive ﬁnger movements, the estimated inter-
rater reliability q^ was small and a low lower bound of the conﬁdence interval seems appro-
priate. For alternative foot movements and pegboard, however, the last four methods pro-
duced lower bounds close to zero, although q^ was pretty large. In fact, according to these
methods, only repetitive foot movements achieved a good inter-rater reliability.
Table 1. Comparison of performance of ﬁve methods for constructing a 95% conﬁdence interval for intra-
class correlation based on 5000 replications, where d ¼ 2 and q ¼ 0.8 for diﬀerent values of n and wr/e.
Methods are abbreviated by FS: Fleiss & Shrout; ZM3: Zou & McDermott (three-moment approximation);
ZM4: Zou & McDermott (four-moment approximation); A: Arteaga et al.; G: Gui et al. PrI, PrL and PrU
are approximations of the probability (in percentage) for q to be inside, on the left side and on the right side
of the interval, respectively. Ideally, they should be equal to 95.0, 2.5 and 2.5. medL and medU are the median
left bound and the median right bound of the 5000 intervals
wr/e ¼ 1 wr/e ¼ 1/3
Method n PrI PrL PrU medL medU PrI PrL PrU medL medU
FS 30 87.8 11.2 1.0 0.52 0.93 95.3 3.6 1.1 0.59 0.91
ZM3 30 91.4 8.2 0.4 0.00 0.95 96.9 2.9 0.2 0.40 0.93
ZM4 30 91.8 7.8 0.4 0.00 0.95 97.1 2.7 0.2 0.31 0.93
A 30 97.0 1.7 1.3 0.01 0.92 97.4 0.6 2.0 0.03 0.90
G 30 96.0 1.3 2.7 0.00 0.92 96.7 0.3 3.0 0.00 0.90
FS 100 72.8 26.4 0.8 0.62 0.92 92.0 7.9 0.1 0.70 0.89
ZM3 100 83.3 16.5 0.2 0.00 0.95 94.0 6.0 0.0 0.00 0.93
ZM4 100 84.8 15.0 0.2 0.00 0.95 94.3 5.7 0.0 0.18 0.93
A 100 96.5 1.8 1.7 0.02 0.90 97.6 1.0 1.4 0.03 0.87
G 100 95.1 1.8 3.1 0.00 0.90 96.1 0.6 3.3 0.00 0.87
FS 500 67.0 32.5 0.5 0.64 0.91 73.7 26.3 0.0 0.74 0.87
ZM3 500 86.4 13.4 0.2 0.00 0.96 84.5 15.5 0.0 0.00 0.94
ZM4 500 88.0 11.8 0.2 0.00 0.96 86.2 13.8 0.0 0.00 0.94
A 500 96.1 2.1 1.8 0.02 0.89 97.1 1.6 1.3 0.03 0.85
G 500 95.1 2.2 2.7 0.00 0.88 95.3 1.7 3.0 0.00 0.85
Table 2. Lower bounds of 95% conﬁdence intervals derived by seven methods for inter-rater reliability of
four neuromotor tasks. Estimates of q and wr/e are also provided. The last two columns contain estimates
obtained using the methods proposed in sections 4 and 5
Lower bounds of 95% CI for q
Task q^ w^r=e FS ZM3 ZM4 A G L(1) ~L
Repetitive foot movements 0.98 0.00 0.96 0.96 0.96 0.75 0.76 0.91 0.94
Alternating foot movements 0.92 0.68 0.63 0.00 0.00 0.02 0.00 0.81 0.73
Repetitive ﬁnger movements 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Pegboard 0.96 1.12 0.66 0.00 0.00 0.04 0.00 0.93 0.86
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3. Asymptotically exact conﬁdence intervals
In this section, we investigate in more detail the problem of obtaining a low lower bound of a
conﬁdence interval for intraclass correlation. We shall see that this problem is not speciﬁc to
the methods of Arteaga et al. (1982) or Gui et al. (1995), but arises for any method which
produces an exact conﬁdence interval when d is ﬁxed and n tends to inﬁnity.
In such a case, the lower bound Ln should satisfy limn ﬁ 1 Pr{q £ Ln} ¼ a/2. As MSs and
MSe are consistent estimates of dr2s þ r2e and r2e , respectively, we have for any positive
random variable X
lim
n!1Pr r
2
r 
ð1 X ÞðMSs MSeÞ  dXMSe
dX
 
¼ Pr q 	 Xf g:
Thus, an asympotic formula for Ln is given by solving the equation
ð1 LnÞðMSs MSeÞ  dLnMSe
dLn
¼ An;
whereAn is the upper bound of a (1)a)-conﬁdence interval for r2r which is exact when n tends to
inﬁnity. Note that ðd  1ÞMSr=ðnr2r Þ is asymptotically distributed as v2d  1. As a consequence,
we may deﬁne An ¼ ðd  1ÞMSr=ðnv2a=2;d  1Þ, where v2a;m denotes the a-quantile of a chi-square
distribution with m degrees of freedom. Therefore, any conﬁdence interval for q which is exact
when n tends to inﬁnity will have a lower bound which is asymptotically equal to
Ln ¼ MSs MSe
MSs þ dðd  1ÞMSr=ðnv2a=2;d1Þ þ ðd  1ÞMSe
:
We may now calculate the probability that Ln is larger than a given value q0 (e.g. q0 ¼ 0.75)
when n tends to inﬁnity. By considering q0 £ q, we have
lim
n!1Pr Ln  q0f g ¼ Pr
X 2
v2a=2;d1
	 q
1 q  1þ
r2e
r2r
 
 1
q0
 1
q
 
þ 1
( )
;
where X2 is distributed as v2d  1. This probability increases with 1/wr/e, q, 1/q0 and d (see Table 3
for some examples with a ¼ 0.05 and q0 ¼ 0.75).
We see that these probabilities are low for small values of d and large values of wr/e, even
when q is as high as 0.95. This means that an asymptotically exact conﬁdence interval for q
will be useless in these cases because its lower bound will rarely be larger than 0.75. In other
words, even in cases where the true intraclass correlation q is very high, we will not be able to
prove it with few raters and wr/e not negligible.
Table 3. Probabilities that the lower bound of an asymptotically (n ﬁ 1) exact 95% conﬁdence interval for
q is larger than 0.75 for diﬀerent values of d, wr/e and q
wr/e ¼ 3 wr/e ¼ 1 wr/e ¼ 1/3
d q ¼ 0.8 q ¼ 0.9 q ¼ 0.95 q ¼ 0.8 q ¼ 0.9 q ¼ 0.95 q ¼ 0.8 q ¼ 0.9 q ¼ 0.95
2 0.03 0.05 0.07 0.03 0.06 0.09 0.04 0.07 0.12
3 0.04 0.09 0.19 0.04 0.12 0.26 0.06 0.20 0.43
4 0.04 0.15 0.37 0.05 0.22 0.53 0.08 0.42 0.81
5 0.05 0.22 0.58 0.06 0.34 0.77 0.11 0.64 0.97
10 0.08 0.64 0.99 0.12 0.86 1.00 0.29 1.00 1.00
20 0.15 0.97 1.00 0.27 1.00 1.00 0.65 1.00 1.00
30 0.23 1.00 1.00 0.41 1.00 1.00 0.86 1.00 1.00
50 0.39 1.00 1.00 0.66 1.00 1.00 0.99 1.00 1.00
100 0.70 1.00 1.00 0.94 1.00 1.00 1.00 1.00 1.00
620 V. Rousson et al. Scand J Statist 30
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4. Population of trained raters
We have shown that it may be impossible to obtain a valid and informative conﬁdence interval
in realistic situations. The reason for this is that the rater effect r2r cannot be accurately
estimated from a sample with few raters. This does not mean though that no conclusions at all
can be obtained. We need, however, to make some extra assumptions about r2r , or more
precisely about the ratio wr/e. This ratio compares two kinds of errors. A value larger than 1
would indicate that the raters have difﬁculties to agree on the general level of rating, compared
with assessing individual deviations from this level. As an appropriate training of raters and
standardization of the task allows to reduce the rater effect, wr/e £ 1 appears to be a reasonable
assumption in many cases. Given such an upper bound, we may deﬁne a conservative and
informative conﬁdence interval for q, as shown in this section.
Let ws=e ¼ r2s=r2e . Under model (1), quantities ðn  1ÞMSs=ðdr2s þ r2eÞ and ðn  1Þ
ðd  1ÞMSe=r2e are independent and distributed as v2n 1 and v2ðn 1Þðd  1Þ, respectively. As a
consequence, MSs/MSe is distributed as (dws/e + 1)Fn)1,(n)1)(d)1). Thus, an exact (1 ) a)-
conﬁdence interval for ws/e is obtained as [A(a/2); A(1 ) a/2)] where
AðaÞ ¼ Fa;ðn1Þðd1Þ;n1MSs MSe
dMSe
:
From this, we may derive an exact conﬁdence interval for a quantity which depends
monotonically on ws/e. Observe that we may write q ¼ ws/e/(ws/e + wr/e + 1). Thus, for any
ﬁxed value of wr/e, q ¼ q(ws/e) is increasing in ws/e. As a consequence, an exact (1 ) a)-
conﬁdence interval for q given the value of wr/e is obtained as [L(wr/e); U(wr/e)], where
Lðwr=eÞ ¼
Aða=2Þ
Aða=2Þ þ wr=e þ 1
and U(wr/e) is obtained by replacing a/2 by (1)a/2).
Thus, if we knew wr/e, we would have an exact conﬁdence interval for q. In practice, we may
often assume that wr/e lies in an interval [w0; w1], for example in the interval [0; 1] as discussed
above. In such a case, the conﬁdence interval [L(w1); U(w0)] for q is conservative. Most
importantly, for any ﬁxed value of d, the length of this interval tends to zero when n tends to1.
Figure 1 plots such 95 per cent conﬁdence intervals [L(wr/e); U(wr/e)] for values of wr/e £ 3
and for the four neuromotor tasks. The estimates of wr/e and q given in Table 2 are also
represented by a dotted vertical line and a dotted horizontal line, respectively. These conﬁd-
ence intervals provide useful information in the spirit of a sensitivity analysis.
Lower bounds L(1) are given in Table 2. We may draw here the following conclusion: if the
raters in the sample came from a population of trained raters (such that the rater eﬀect is
smaller than measurement error), intraclass correlation would be larger than L(1) with a
probability larger than 0.975. As L(1) is larger than 0.75 for repetitive foot movements and
alternating foot movements, we may have some conﬁdence that the reliability is good for these
tasks. For pegboard, L(1) is also pretty high, but the estimate of wr/e is slightly larger than 1.
Nevertheless, as L(3) is still clearly larger than 0.75 (see Fig. 1), the reliability can be expected
to be good for this task too. Recall that such conclusions were not possible using the existing
methods.
5. Model with ﬁxed rater effect
In this section, we consider the raters in the sample to be the whole population of raters.
Thus, we consider model (1) with ﬁxed rater effect rj. We use a parametrization such
that
Pd
j¼ 1 rj ¼ 0, while quantifying the rater effect by ~r2r ¼
Pd
j¼ 1 r
2
j =ðd  1Þ. Intraclass
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correlation is here deﬁned as ~q ¼ r2s=ðr2s þ ~r2r þ r2eÞ. A similar approach has been consid-
ered by Dolezal et al. (1998).
Using a model with ﬁxed rater effect leaves estimation unchanged. The expectation of MSr
is still equal to n~r2r þ r2e , so that r^2r and q^ (as deﬁned in section 2) are still estimates of ~r2r and
~q. The distribution of these estimates is, however, different. In particular, r^2r and q^ are con-
sistent for ~r2r and ~q when d is ﬁxed and n tends to inﬁnity. As a consequence, it is possible to
obtain a conservative conﬁdence interval for ~q whose length tends to zero. Note, however, that
the conclusions drawn from such an interval do not necessarily extend to other raters.
Let ~wr=e ¼ ~r2r=r2e . The quantity MSr/MSe is distributed as non-central F with (d ) 1) and
(n ) 1)(d ) 1) degrees of freedom, and with non-centrality parameter ðd  1Þn~wr=e. We have
hence
Pr
MSr
MSe
	 Fa;d1;ðn1Þðd1Þ;ðd1Þn~wr=e
 
¼ a:
Thus, an exact (1)a)-conﬁdence interval for ~wr=e is obtained as [B(a/2); B(1)a/2)], where
B(a) ¼ k(a)/((d ) 1)n) and k(a) satisﬁes
F1a;d1;ðn1Þðd1Þ;kðaÞ ¼ MSr
MSe
:
As cumulative probabilities for non-central F-distributions are tabulated in many standard
statistical packages (e.g. in S-Plus), and as the quantiles of a non-central F-distribution are
decreasing in the non-centrality parameter, the values of k(a) can be easily computed by
yr/e yr/e
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Fig. 1. Plot of 95 per cent conﬁdence intervals [L(wr/e), U(wr/e)] for all values wr/e between 0 and 3,
assessing inter-rater reliability of (a) repetitive foot movements, (b) alternating foot movements, (c) re-
petitive ﬁnger movements and (d) pegboard. Dotted vertical line refers to the sample estimate of wr/e (or
~wr=eÞ. Dashed vertical lines refer to the limits of a 95 per cent conﬁdence interval of ~wr=e. Dotted horizontal
line refers to the sample estimate of q.
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bisection. Corresponding 95 per cent conﬁdence intervals for ~wr=e for the four neuromotor
tasks are represented by dashed vertical lines in Fig. 1.
Note that ½Lð~wr=eÞ;Uð~wr=eÞ (as deﬁned in section 4) is an exact (1 ) a)-conﬁdence interval
for ~q given the value of ~wr=e. As a consequence, ~L ¼ LðBð1  a=2ÞÞ is a conservative lower
bound for ~q at the level (1)2a). To see this, note that as Lð~wr=eÞ is decreasing in ~wr=e, we have
Pr ~q  LðBð1 a=2ÞÞ Bð1 a=2Þ  ~wr=e
 on  Pr ~q  Lð~wr=eÞn o ¼ 1 a=2:
It follows:
Pr ~q  LðBð1 a=2ÞÞf g Pr ~q  LðBð1 a=2ÞÞ and ~wr=e 	 Bð1 a=2Þ
n o
Pr ~q  Lð~wr=eÞ
n o
 Pr ~wr=e 	 Bð1 a=2Þ
n o
 1 a:
Similarly, the quantity ~U ¼ UðBða=2ÞÞ is a conservative upper bound for ~q at the level (1)2a).
For example, if [B(a/2); B(1)a/2)] and ½Lð~wr=eÞ;Uð~wr=eÞ are 95 per cent conﬁdence intervals
for ~wr=e and for ~q given the value of ~wr=e, respectively, then ½~L; ~U  is a conservative 90 per cent
conﬁdence interval for ~q.
From plots as in Fig. 1, the lower bound ~L of a 90 per cent conﬁdence interval for ~q may be
obtained as the ordinate of the intersection of the lower curve with the right dashed vertical
line. Similarly, the upper bound ~U is obtained as the ordinate of the intersection of the upper
curve with the left dashed vertical line.
Lower bounds ~L of 95 percent conﬁdence intervals for ~q are given in Table 2. These lead to
the following conclusion: if the raters in the sample were the whole population of raters,
intraclass correlation would be larger than ~L with a probability larger than 0.975. Here also,
these values are close to or higher than 0.75 for all tasks, except for the repetitive ﬁnger
movements. Again, we come to the conclusion that three tasks achieved a good reliability,
whereas the fourth one had a clearly insuﬃcient inter-rater reliability.
6. Conclusions
Intraclass correlation is a useful concept to assess inter-rater reliability. Unfortunately, any
valid conﬁdence interval for intraclass correlation will often be uninformative with few raters.
In real life, however, we often have only two or three raters. In such a situation, one has to
make some extra assumptions about the rater effect if one wishes to get relevant information
about reliability. In this paper, we have proposed two realistic approaches which allow to get
conﬁdence that a reliability is good, even from samples with two raters, as illustrated by our
example.
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