Purpose-R&D activities help countries to gain competitive power and thus achieve economic growth. The purpose of this paper is to analyze the effect of R & D activities on exports for 16 OECD countries using data from the period 2000-2015. Methodology-Pedroni (1999) and Kao (1999) panel cointegration tests were used to test whether there is a long-term relationship between variables. In order to be able to do the cointegration analysis, the stationary of the variables considered should be determined. The unit root examination is conducted using four unit root tests; namely, the Levin, Li and Chu; Im, Pesaran and Shin W-stat; Fisher-ADF and Fisher-PP. Panel FMOLS and DOLS estimators were used to obtain long run coefficients after the cointegration relation was detected.
INTRODUCTION
Research and development (R & D) activity can be defined as the creation and development of new products based on knowledge and technology and the realization of new production techniques (Güzel, 2009: 31) . On the one hand, R & D activities increase the capacity of the country to produce new technology and thus to develop new products, and on the other hand speed up the spread of technology among countries and / or sectors (Şahbaz et al., 2014: 49) . R & D activities not only affect the efficiency of the firm that makes these activities, but also increase the efficiency of other firms with its spillover effects (Pradeep et. al., 2017: 19) . Thus, R & D activities help countries to increase their exports to gain competitive power and thus to provide economic growth (Akiş, 2015 (Akiş, : 1314 (Akiş, -1319 .
As the investment in R & D increases, goods or services become more innovative and competitive in international markets, thus creating a competitive advantage that has positive effects on countries' exports (Neves et al., 2016: 130; Yüksel, 2017: 2) . In addition to its competitive advantage, R & D activities have advantages for countries in attracting foreign capital, increasing productivity and getting rid of technological dependence (Güzel, 2009: 30) . However, countries may not be able to benefit from some of the benefits of R&D activities, for various reasons such as imitation, job change of personnel, intercompany cooperation, which may lead to diffusion effects (Svensson, 2008: 12) . In the third section, a empirical literature summary related to the subject is presented. In the fourth section, information about the methodology, the applied model, the data used in the study and are given. In the fifth section, panel unit root tests, panel cointegration tests and panel FMOLS and DOLS test results, which are applied in the study, are included. In the last section, the conclusion and evaluations related to the study are given.
THEORETICAL FRAMEWORK
Countries develop their technology by conducting R & D activities in order to increase their competitiveness and ensure economic growth. Technology has been accepted as an endogenous variable in some of the theories in economics literature and as an exogenous variable in some of them. In classical and neoclassical trade theories, technology is considered as an exogenous variable, but the nature of technological developments, their reasons, how they emerge and the factors that affected them have not been taken into consideration (Özer and Çiftçi, 2009: 39) . The inclusion of technology as an internal variable to the trade theories first occurred with "The Product Cycle Theory" and "Technology Gap Theory". According to these theories, the main factor determining foreign trade is the technology differences between countries. In this context, the fact that countries are profitable from foreign trade and they are able to achieve sustainable growth rates depends on their ability to produce and / or transfer new technology ( Şahbaz et al., 2014:48; Yıldırım and Kesikoğlu, 2012:166) . According to Vernon (1966) , technology development is emerging in countries where skilled labor and R & D expenditures are high (Yıldırım and Kesikoğlu, 2012:166) . In the endogenous growth theories based on Schumpeter, the technology created by R & D activities is accepted as an endogenous variable (Şahbaz et al., 2014: 48) . According to Schumpeter; in free-market economies where competition is high, either companies will constantly renew themselves and develop new products and production processes, or they will be wiped out of the market (Göçer, 2013a: 218) . However, according to theories of endogenous growth, investments in R & D can lead to long-term growth and increased returns to scale (Svensson, 2008: 11) .
There is a complementarity relationship between R & D and exports. This relationship is caused by two reasons. The first is the increase in exports with knowledge accumulation obtained through endogenous R & D activities. When countries create innovation as a result of R & D activities, they use these innovations not only to meet domestic demand but also to meet foreign demand through export (Özer and Çiftçi, 2009: 41) . Thus, the production and export made to meet the foreign demand is increasing.
In the literature, there is a general consensus on the extent to which R & D activities increase exports (Girma et al., 2008: 752; Esteve-Pérez and Rodríguez, 2013: 221) . In addition to increasing exports of R & D activities, the size of R & D expenditures also causes the volume of foreign trade to increase and qualitatively change. For example, foreign trade shifts from low and medium technology products to high technology products (Çetin, 2016: 35) .
The second is that exports have a positive influence on R & D and export experience creates innovation flows that increase firms' innovative capacities and R & D activities (Esteve-Pérez and Rodríguez, 2013: 221; Neves et al.,2016: 132) . Therefore, it is necessary for exporters to invest in new technology to compete in international markets and to meet the demands of a more sophisticated demand (Girma et al., 2008: 751) . The increase in R & D and innovation through exports is called "learning by exporting" by Hobday (1995) . According to this view, export are positively affects the technological and innovative capacity of firms (Neves et al.,2016: 131) . In other words, domestic companies that have innovative, differentiated products and use the latest technology are able to export their products more easily. In addition, exporters compete in export markets and thus investing by becoming aware of foreign Technologies (Girma et al., 2008: 750) . However, production for a wider market reduces the unit costs of R & D investments and encourages these activities (Özer and Çiftçi, 2009: 41) . R & D and exports complement each other in terms of increasing knowledge, decreasing costs and increasing profits of firms (Neves et al.,2016: 132) . At the same time, innovations emerging as a result of R & D activities have given monopoly power to the firm that created it, at least for a certain period of time (Özer and Çiftçi, 2009: 41) . 
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The study concluded that R & D expenditures in the United States, Great Britain and Japan affected exports positively. However, in Germany and France it has been found that there is a negative relationship between R & D expenditures and exports.
DATA, EMPIRICAL MODEL AND METHODOLOGY

Data and Empirical Model
This paper examines relationship between the two variables for 16 OECD countries (Austria, Belgium, Canada, Finland, France, Germany, Ireland, Italy, Japan, Netherlands, Poland, Portugal, Spain, Turkey, United Kingdom and United States) from 2000 to 2015 are selected as there search samples. In this study, some OECD countries have been included in the analysis due to data constraints. The data for this study is measured annually. Table 2 gives the data used for the empirical analysis in this study. The model used in the analysis is shown in Equation 1.
where, expit is the export in i country at the time t, rdit is the research and development expenditure as proxy research development activities in i country at the time t, 0  is a constant term, 1  is slope coefficients of the model, εt is an error term.
Journal of Economics, Finance and Accounting -JEFA (2018), Vol.5(3). p.234-241
Dumrul, Kilicarslan _____________________________________________________________________________________________________ DOI: 10.17261/Pressacademia.2018.932 238
ECONOMETRIC METHODOLOGY
Unit Root Tests
One of the methods to be applied in this study is the cointegration analysis. In order to be able to do the cointegration analysis, the stationary of the variables considered should be determined. The unit root examination is conducted using four unit root tests; namely, the Levin, Li and Chu; Im, Pesaran and Shin W-stat; Fisher-ADF and Fisher-PP.
We first use the panel ADF (LLC) test proposed by Levin, Lin and Chu (2002) by assuming the homogeneity in the dynamics of the autoregressive coefficients for all panel units. Secondly, we use Im, Pesaran and Shin W-stat (IPS) test proposed by Im, Peseran and Shin (2003) . IPS test is used to research the existence of unit root of panel data when powerful tests are needed for the small set of observations (Şen et al., 2014: 20) . In addition, we use the nonparametrictests of including the ADF-Fisher Chi-square and the PP-Fisher Chi-square tests, take into account of the heterogeneity across units proposed by Maddala and Wu (1999) and Choi (2001) (Gozgor et al., 2018: 31) .
For all the tests considered in the analysis, the null hypothesis implies that time series contain unit root and the alternative hypothesis states that time series are stationary.
Co-Integration Tests
In the following level, the presence of a long-run relationship between the factors is analyzed. (Pedroni, 1999: 657) .
The other cointegration test to be used in the study is Kao (1999) cointegration test. This test presents a cointegration test for panel data analysis using Dickey Fuller (DF) and Augmented Dickey Fuller (ADF) tests. According to this test, the null hypothesis states that there is no cointegration between the series and the alternative hypothesis is that it is cointegration between the series (Tatoğlu, 2012: 233) .
Panel FMOLS and DOLS
The next step is to estimate the cointegration parameters after the cointegration relation is established in this study. Two different methods have been used in this study, namely panel FMOLS (Fully Modified Ordinary Least Square) test and Panel DOLS (Dynamic Ordinary Least Square) test developed by Pedroni (2000 Pedroni ( , 2001 . While the FMOLS method corrects deviations in standard fixed effect estimators (such as autocorrelation, varying variance), the DOLS method is a method with the ability to remove deviations from the static regression (especially due to endogeneity problems), including dynamic elements of the model. The FMOLS method, which permits a significant degree of heterogeneity between individual cross sections of the Pedroni, accounts for the existence of a possible correlation between the constant term and the error term and the differences between the independent variables (Gülmez, 2015: 24) . (2) (Şahbaz et al., 2014: 54) .
EMPIRICAL FINDINGS
Unit Root Tests
Before modeling, the LLC, IPS Fisher-ADF and Fisher-PP tests are applied to judge whether the two variables, Inrd and Inexp have the unit root or not. The results of unit root tests of R&D expenditures and export variables are shown in Table 3 . 
Note: The number of lag is based on the Akaike Information Criteria (AIC). Maximum number of lag is 3.
The deterministic specification of the tests is fixed. Probability values are shown in brackets. As shown in Table 3 , the tested statistics reject the null hypothesis, indicating the variables are stationary at the level and contain a panel unit root. This means that these variables are integrated of order one I(1). All test results related to variables included in the analysis are consistent with each other.
Co-Integration Tests
Based on the same single order of the variables, whether co-integration exists between the variables or not is further tested. Then, the two variables are tested by the cointegration methods of Pedroni and Kao. Co-integration test results are shown in Table 4 . 
Panel FMOLS and DOLS
In the study, Panel FMOLS and DOLS estimators were used to obtain long run coefficients after the cointegration relation was detected. The elasticity coefficients for the lnexp and lnrd variables are shown in Table 5 . 
CONCLUSION
R & D activities, which are important in increasing export performance, help countries to gain competitive power and thus to achieve economic growth. There is a comprehensive theoretical literature on the relationship between R & D activities and exports. The vast majority of studies have reached the conclusion that R & D activities have increased exports.
In this study, the impact of R & D activities on exports was analyzed for 16 OECD countries using data for the period 2000-2015. Pedroni (1999) and Kao (1999) panel cointegration tests were used to test whether there is a long-term relationship between variables in the study. 
