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Resumo
A doenc¸a renal aguda e´ caracterizada pela ra´pida diminuic¸a˜o da func¸a˜o renal. Esta patologia,
por vezes, pode ser assintoma´tica em alguns doentes, apresentando apenas variac¸o˜es de
paraˆmetros laboratoriais que avaliam a taxa de filtrac¸a˜o glomerular.
O diagno´stico da lesa˜o renal aguda e´ feito atrave´s de biomarcadores renais como a creatinina
se´rica. Este valor, juntamente com crite´rios de classificac¸a˜o da lesa˜o renal aguda, consegue
determinar a severidade da doenc¸a. No entanto, a classificac¸a˜o baseia-se em alterac¸o˜es da
creatinina se´rica em relac¸a˜o ao valor da creatinina se´rica basal que frequentemente na˜o esta´
dispon´ıvel. Assim, a abordagem utilizada na a´rea cl´ınica passa pela estimac¸a˜o dos valores da
creatinina se´rica basal atrave´s de va´rias fo´rmulas para o efeito.
Neste estudo sera˜o abordados treˆs me´todos de regressa˜o, na tentativa de encontrar um
modelo com bom poder preditivo que estime o valor da creatinina se´rica basal. Assim sendo, o
objetivo deste estudo passa pela aplicac¸a˜o de modelos lineares generalizados, modelos aditivos
generalizados e modelos GAMLSS. Os modelos sa˜o avaliados pela sua capacidade preditiva
atrave´s da ana´lise dos res´ıduos.
Uma vez que, a distribuic¸a˜o dos res´ıduos obtidos pelos modelos lineares generalizados e
pelos modelos aditivos generalizados na˜o foi normal, houve necessidade de prosseguir para
uma nova abordagem baseada nos GAMLSS. Desta forma, foi alcanc¸ado o pressuposto de
normalidade dos res´ıduos obtidos por estes modelos, embora as estimativas obtidas para os
valores da creatinina se´rica basal na˜o tenham sido as melhores.
Palavras-Chave: doenc¸a renal aguda, creatinina se´rica basal, modelos lineares
generalizados, modelos aditivos generalizados, GAMLSS, res´ıduos.
ii
Abstract
Acute renal disease is characterized by a rapid decrease of the renal function. This condition
can, for some patients, be asymptomatic only changing for some laboratory parameters such as
the glomerular filtration rate.
The diagnosis of acute kidney injury is made by renal biomarkers such as serum creatinine.
This value, along with the acute kidney injury classification criteria, can define the severity of
the disease. However, the classification is based on changes in serum creatinine, when compared
with a baseline value, which, most of the times, is not available. These values are replaced by
estimates obtained through appropriate formulae.
This study will present three regression approaches in an attempt to find a model with
a good predictive power that is able to estimate the value of the baseline serum creatinine.
Therefore, the goal of this work involves the application of generalized linear models, generalized
additive models and GAMLSS models. These models are evaluated by their predictive ability,
through a residuals analysis.
The residuals of the generalized linear models and generalized additive models violated the
assumption of normality and further analysis was needed, using the GAMLSS, to obtain a
predictive model for the estimation of the baseline serum creatinine. With these models the
normality of the residuals was achieved although the obtained estimates for baseline serum
creatinine were not the best.
Keywords: acute renal disease, serum creatinine baseline, generalized linear models,
generalized additive models, GAMLSS, residuals.
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Uma das principais func¸o˜es do rim e´ a remoc¸a˜o da corrente sangu´ınea de produtos metabo´licos
desnecessa´rios e de substaˆncias ingeridas em excesso. Produtos nitrogenados como por exemplo,
a ureia ou a creatinina, produzidos pelo metabolismo, sa˜o removidos do organismo atrave´s dos
rins. A taxa me´dia de excrec¸a˜o dos produtos metabo´licos contabiliza as concentrac¸o˜es dos
produtos removidos da corrente sangu´ınea, com o objetivo de manter os seus equil´ıbrios no
organismo (Eaton and Pooler, 2009).
A clearance renal significa a remoc¸a˜o de substaˆncias da corrente sangu´ınea atrave´s de uma
se´rie de mecanismos renais. A taxa a que uma determinada substaˆncia e´ excretada do corpo
num certo per´ıodo de tempo ou o tempo que a sua concentrac¸a˜o demora ate´ ficar reduzida a
metade sa˜o habitualmente utilizadas para quantificar a clearance (Eaton and Pooler, 2009).
O volume de filtrac¸a˜o plasma´tica (plasma filtrado pelo rim), em func¸a˜o de uma unidade de
tempo, e´ quantificado pela taxa de filtrac¸a˜o glomerular (GFR − Glomerular Filtration Rate).
Esta taxa e´ crucial para determinar a func¸a˜o renal que nem sempre e´ constante, variando
consoante diversos estados fisiolo´gicos e certas patologias (Eaton and Pooler, 2009).
O goldstandard para avaliar a GFR e´ atrave´s da clearance da inulin (polissacar´ıdeo
pertencente ao grupo dos hidratos de carbono), que e´ uma substaˆncia utilizada em diversos
estudos de investigac¸a˜o ou situac¸o˜es cl´ınicas, quando e´ necessa´rio um valor preciso da GFR. No
entanto, este me´todo de avaliac¸a˜o da inulin e´ complicado e, por isso, na pra´tica cl´ınica comum
e´ avaliada a creatinina se´rica (SCr) como indicador da GFR (Eaton and Pooler, 2009).
Em circunstaˆncias normais, a concentrac¸a˜o de creatinina se´rica mantem-se praticamente
constante devido ao equil´ıbrio entre a sua produc¸a˜o e a sua excrec¸a˜o. No entanto, um aumento
do seu valor plasma´tico e´ sinal de que pode haver algum problema a n´ıvel renal (Eaton and
Pooler, 2009).
A concentrac¸a˜o da ureia plasma´tica tambe´m pode ser utilizada para avaliar a GFR. No
entanto, e´ um biomarcador menos preciso que a creatinina se´rica, uma vez que durante o seu
processo de excrec¸a˜o existe uma fase de reabsorc¸a˜o. Ale´m disso a ureia se´rica varia consoante a
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ingesta˜o proteica, o catabolismo tecidual e o controlo da regulac¸a˜o hormonal (Eaton and Pooler,
2009).
1.2 Creatinina Se´rica
A creatinina se´rica deriva, principalmente, do metabolismo da creatinina muscular, e esta´
relacionada proporcionalmente com a massa muscular do indiv´ıduo. Esta e´ diferente entre os
sexos e as idades, levando a diferentes concentrac¸o˜es de produc¸a˜o de creatinina se´rica. Valores
mais elevados de creatinina se´rica sa˜o mais comuns em indiv´ıduos do sexo masculino do que
em indiv´ıduos do sexo feminino. No caso dos indiv´ıduos jovens, os valores de creatinina se´rica
sa˜o normalmente maiores do que os valores dos indiv´ıduos idosos. Os valores de creatinina
se´rica tambe´m sa˜o influenciados pela rac¸a. No caso dos indiv´ıduos de rac¸a negra, pelo facto
de possu´ırem mais massa muscular do que os de rac¸a na˜o negra, teˆm valores superiores de
creatinina se´rica (Abensur, 2011).
Existem diversos fatores que influenciam a concentrac¸a˜o da SCr: percentagem de massa
muscular, consumo de carne vermelha, lesa˜o muscular (exemplo: rabdomio´lise − deteriorac¸a˜o
ra´pida do mu´sculo esquele´tico), diminuic¸a˜o da secrec¸a˜o tubular, entre outras (Kumar and
Clark, 2009). Outros fatores como a idade, sexo, metabolismo de fa´rmacos, dieta ou exerc´ıcio
f´ısico tambe´m influenciam as concentrac¸o˜es da creatinina se´rica (Solomon and Segal, 2008).
Um outro fator importante que influencia a concentrac¸a˜o da SCr e´ a rac¸a. De facto, atrave´s de
um estudo realizado nos EUA, pela Third National Health and Nutrition Examination Survey
(NHANES III), concluiu-se que indiv´ıduos de rac¸a negra teˆm um maior valor de creatinina
se´rica basal comparativamente a indiv´ıduos de rac¸a na˜o negra, independentemente da sua
func¸a˜o renal, sexo ou idade (Hsu et al., 2008).
O intervalo de valores admiss´ıveis para a creatinina se´rica, considerados normais pela
maioria dos laborato´rios de ana´lises cl´ınicas, e´ entre 0.6 - 1.3 mg/dL (Abensur, 2011).
A creatinina se´rica e´ um bom paraˆmetro cl´ınico de avaliac¸a˜o da GFR porque: (1) a excrec¸a˜o
de creatinina tem uma boa correlac¸a˜o com a determinac¸a˜o da GFR pela inulin; (2) a excrec¸a˜o
da creatinina e´ relativamente constante durante o dia; (3) a determinac¸a˜o da creatinina se´rica e´
um procedimento simples e realizado na maioria dos laborato´rios de ana´lises cl´ınicas (Abensur,
2011).
1.3 Doenc¸a Renal Aguda
A lesa˜o renal aguda (Acute Kidney Injury - AKI), previamente conhecida como falha renal
aguda, (acute renal failure) e´ caracterizada pela ra´pida diminuic¸a˜o da func¸a˜o renal, resultando
na acumulac¸a˜o de compostos azotados (nitroge´nio metabolizado, como ureia e creatinina) e
res´ıduos que normalmente sa˜o eliminados pelos rins. A lesa˜o renal aguda na˜o e´ apenas uma
so´ patologia, mas sim um grupo heteroge´neo de condic¸o˜es que partilham certas condic¸o˜es de
diagno´stico: um aumento da concentrac¸a˜o se´rica de ureia e/ou um aumento da concentrac¸a˜o
se´rica da creatinina, que normalmente esta´ associado a` diminuic¸a˜o do volume de urina produzida
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(Longo et al., 2012).
A AKI pode manifestar-se atrave´s de um grande nu´mero de patologias com elevada
severidade. No entanto, alguns casos podem ser assintoma´ticos com apenas alterac¸o˜es
passageiras nos paraˆmetros laboratoriais que determinam a GFR. Estas alterac¸o˜es sa˜o, por
vezes, significativas, e podem tornar-se rapidamente fatais (Longo et al., 2012).
A incideˆncia da AKI tem vindo a aumentar a n´ıvel global (Soto et al., 2010). A AKI afeta
cerca de 10 a 20%, dos adultos hospitalizados (Levey et al., 2015).
Esta patologia e´ uma causa comum de mortalidade, morbilidade e um importante fator de
risco de progressa˜o de doenc¸as renais para fase terminal, como a doenc¸a renal cro´nica (CKD −
Chronic Kidney Disease) que afeta cerca de 10% de adultos na˜o hospitalizados (Levey et al.,
2015). A progressa˜o destas patologias leva a uma falha renal que pode ter que recorrer a
tratamento por dia´lise ou transplante renal (Siew et al., 2010).
Detetar a AKI em esta´gios iniciais da doenc¸a facilita o seu diagno´stico e tratamento. No
entanto, no in´ıcio desta patologia podem na˜o ser detetados sinais ou sintomas no doente. Como
alternativa, recorre-se a valores laboratoriais para efetuar o diagno´stico da AKI (Levey et al.,
2015).
1.4 Diagno´stico da Doenc¸a Renal Aguda
As te´cnicas de diagno´stico da AKI utilizam biomarcadores renais como a creatinina (Waikar
and Bonventre, 2009). Este biomarcador e´ o mais utilizado na pra´tica cl´ınica sendo considerado
o gold standart, juntamente com o output (de´bito) urina´rio, para o diagno´stico da AKI. Uma
vez que a creatinina se´rica na˜o e´ um biomarcador de lesa˜o, na˜o basta apenas ser detetado na
corrente sangu´ınea para confirmar o diagno´stico da AKI (Waikar et al., 2009).
A classificac¸a˜o da AKI baseia-se nas alterac¸o˜es da concentrac¸a˜o da creatinina se´rica, em
relac¸a˜o a um valor basal, e na ana´lise do output urina´rio (Za´vada et al., 2010). Os crite´rios
RIFLE (Risk, Injury, Failure, Loss-of-function and End-stage kidney disease) e AKIN (Acute
Kidney Injury Network) tentaram normalizar o diagno´stico e a classificac¸a˜o da AKI pela
utilizac¸a˜o das variac¸o˜es deste biomarcador e dos diferentes graus de progressa˜o da oligu´ria
(diminuic¸a˜o da produc¸a˜o de urina), visualizado no output urina´rio (Figura 1.1) (Siew et al.,
2010).
O crite´rio RIFLE, (Figura 1.1), introduzido em 2004 pelo Acute Dialyses Quality Initiativa
Working Group - (ADQI), divide a AKI em treˆs esta´gios de severidade - Risco, Lesa˜o e Falha -
e em dois outcomes cl´ınicos - Perda renal e Esta´gio-final da doenc¸a renal. Este crite´rio baseia-se
em alterac¸o˜es relativas da creatinina se´rica, na taxa de filtrac¸a˜o glomerular e no output urina´rio
(Bagshaw et al., 2009). Por exemplo, se ocorre um aumento de duas vezes o valor da creatinina
se´rica basal e uma diminuic¸a˜o de < 0.5ml/kg por hora, durante 12 horas do output urina´rio, o
doente e´ classificado no esta´gio de ’Lesa˜o’ (Leung et al., 2013).
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Em 2007, foi introduzido um novo crite´rio pelo Acute Kidney Injury Network (AKIN),
(Figura 1.1), que propoˆs modificac¸o˜es do crite´rio RIFLE, incluindo um threshold de variac¸o˜es
absolutas dos valores de creatinina se´rica (Bagshaw et al., 2009). Por exemplo, um aumento
da creatinina se´rica ≥ 0.3 mg/dL, em relac¸a˜o a` creatinina se´rica basal, juntamente com a
diminuic¸a˜o do output urina´rio < 0.5ml/kg por hora, num per´ıodo inferior a 6 horas, classifica a
AKI no esta´gio 1 da patologia (Leung et al., 2013).
Mais recentemente, em 2013, foi introduzido o crite´rio KDIGO - Kidney Disease Improving
Global Outcomes, (Figura 1.1), que tambe´m utiliza os valores da creatinina se´rica, em relac¸a˜o a
um valor basal, para a classificac¸a˜o da AKI. Este crite´rio de classificac¸a˜o, como AKIN, tambe´m
divide o esta´gio de gravidade da AKI em 3 esta´gios de severidade. Para ale´m disso tambe´m
utiliza o output urina´rio para ajudar na classificac¸a˜o (Leung et al., 2013).
Figura 1.1: Tabela com os crite´rios de classificac¸a˜o para a AKI - Crite´rios KDIGO, AKIN e RIFLE
(Leung et al., 2013).
No entanto, como referido acima, estes crite´rios de classificac¸a˜o da AKI baseiam-se nas
alterac¸o˜es da creatinina se´rica em relac¸a˜o ao valor da creatinina se´rica basal. Este valor basal
reflete a func¸a˜o renal antes de ser desenvolvida qualquer tipo de patologia. Normalmente, estes
n´ıveis basais na˜o esta˜o dispon´ıveis ou na˜o sa˜o conhecidos, uma vez que e´ preciso ter acesso
ao historial cl´ınico dos doentes. Assim, surge uma limitac¸a˜o na utilizac¸a˜o destes crite´rios de
classificac¸a˜o da AKI, que dificulta o seu diagno´stico (Siew et al., 2010).
Para ultrapassar este problema da indisponibilidade do valor da creatinina se´rica basal,
os cl´ınicos utilizam outras opc¸o˜es de substituic¸a˜o deste valor. Por exemplo, o valor da SCr
no ato da admissa˜o hospitalar; o valor mı´nimo da SCr durante um determinado per´ıodo de
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internamento; valor estimado atrave´s de fo´rmulas de estimac¸a˜o, que determinam a GFR. No
entanto, qualquer uma destas opc¸o˜es produz erros, levando a uma ma´ classificac¸a˜o da AKI
utilizando qualquer um dos crite´rios de classificac¸a˜o (Gaia˜o and Cruz, 2010). A escolha da SCr
basal tem um elevado efeito na prevaleˆncia da AKI, na gravidade da classificac¸a˜o da AKI e na
mortalidade associada a esta patologia. Uma ma´ classificac¸a˜o da AKI pode tambe´m levar a
abordagens terapeˆuticas na˜o adequadas (Siew et al., 2010).
A equac¸a˜o MDRD (Modification of Diet in Renal Disease) permite estimar a GFR, utilizando
as varia´veis creatinina se´rica basal, sexo, idade e rac¸a do indiv´ıduo. Esta equac¸a˜o foi apresentada
em 2002 por um grupo de investigadores na revista American Journal of Kidney Diseases,
onde determinaram que esta equac¸a˜o e´ mais precisa para prever a GFR do que a clearance da
creatinina urina´ria. A equac¸a˜o MDRD e´ dada pela seguinte expressa˜o (Levey et al., 2015):
GFR =186× SCr(mg/dL)−1.154 × idade−0.203[×1.210 se rac¸a negra]
[×0.742 se sexo feminino].
(1.1)
Como e´ poss´ıvel observar pela fo´rmula (1.1), quando se isola o valor da creatinina se´rica
obte´m-se a partir da back-calculation o ca´lculo da sua estimac¸a˜o. Para o ca´lculo da creatinina
se´rica basal, fixa-se o valor da GFR em 75mL/min/1.73m2 (limite inferior da func¸a˜o renal
considerada normal). O Acute Dialysis Quality Initiative Working Group (ADQI) recomenda
que os cl´ınicos utilizem a fo´rmula 1.2 no aux´ılio da classificac¸a˜o da AKI (Bagshaw et al., 2009).
SCrBasal =
75
186× idade−0.203[×1.210 se rac¸a negra][×0.742 se sexo feminino] . (1.2)
Embora este me´todo de estimac¸a˜o seja muito utilizado em diversos estudos cl´ınicos, ainda
na˜o foi validado (Bagshaw et al., 2009).
Za´vada et al. (2010) realizaram um estudo de aplicac¸a˜o da equac¸a˜o MDRD versus uma
nova versa˜o da MDRD criada pelo grupo e compararam os valores estimados com os valores
reais conhecidos da SCr basal. O grupo concluiu que deve-se utilizar o valor da creatinina
se´rica basal conhecido, sempre que poss´ıvel. No entanto, caso este valor na˜o esteja dispon´ıvel, o
valor de creatinina se´rica basal obtido pela MDRD pode ser utilizado como refereˆncia, embora
contendo certas limitac¸o˜es (Za´vada et al., 2010).
Siew et al. (2010) realizaram um estudo de comparac¸a˜o dos erros introduzidos pelos
diferentes me´todos de estimac¸a˜o da SCr basal, utilizada para a classificac¸a˜o e progno´stico
da lesa˜o renal aguda. Foram comparados os valores da creatinina se´rica no ato da admissa˜o
hospitalar, o menor valor da creatinina se´rica num determinado per´ıodo de internamento e o
valor obtido atrave´s da equac¸a˜o MDRD. Os autores conclu´ıram que a indisponibilidade do valor
da creatinina se´rica basal e´ um problema a ter em considerac¸a˜o na a´rea da investigac¸a˜o da AKI.
No entanto, a utilizac¸a˜o de valores de substituic¸a˜o introduzem erros de medic¸a˜o, obtendo-se
uma inadequada classificac¸a˜o e erros de progno´stico da AKI. Siew et al. (2010) recomendam
novas investigac¸o˜es no desenvolvimento de novos me´todos de estimac¸a˜o da SCr basal, para o
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caso destes valores serem omissos ou na˜o estejam dispon´ıveis (Siew et al., 2010).
O diagno´stico da AKI mante´m-se um problema devido a` habitual inexisteˆncia do valor
de SCr basal. Os cl´ınicos continuam a usar a equac¸a˜o MDRD para extrapolar o seu valor,
enquanto na˜o houver outra ferramenta mais apropriada para a sua estimac¸a˜o ou enquanto na˜o
for utilizado outro biomarcador mais adequado (Pickering et al., 2009).
1.5 Objetivo
O objetivo deste estudo e´ o de encontrar um modelo com um bom poder preditivo que permita
estimar o valor de creatinina se´rica basal, atrave´s dos valores de um conjunto de varia´veis
obtidas a partir de uma amostra de doentes admitidos no Hospital Professor Doutor Fernando
Fonseca (HFF) atrave´s do servic¸o de urgeˆncia.
O tipo de dados em ana´lise, nomeadamente a distribuic¸a˜o cont´ınua da varia´vel resposta,
justifica a utilizac¸a˜o de va´rias abordagens de regressa˜o. Assim sendo, o objetivo deste
estudo passa pela aplicac¸a˜o de modelos lineares generalizados (MLG) e de modelos aditivos
generalizados (MAG), bem como de modelos GAMLSS (Generalized Additive Models for
Location, Scale and Shape).
Nesta ana´lise, ale´m da estimac¸a˜o do modelo sa˜o ainda verificadas as condic¸o˜es de
aplicabilidade atrave´s da ana´lise de res´ıduos.
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Cap´ıtulo 2
Ana´lise de Regressa˜o - Conceitos
Introduto´rios
Neste cap´ıtulo sera´ apresentado o conhecimento teo´rico dos modelos de regressa˜o linear,
modelos de regressa˜o linear generalizados, os modelos de regressa˜o aditivos generalizados e a
transformac¸a˜o Box-Cox.
O principal objetivo da ana´lise de regressa˜o e´ sumariar a informac¸a˜o da amostra num
modelo que analise a influeˆncia que uma ou mais varia´veis independentes (ou covaria´veis) teˆm
sobre uma varia´vel de interesse, a varia´vel resposta (ou varia´vel dependente). Outro objetivo da
regressa˜o e´ utilizar o modelo de regressa˜o como modelo de predic¸a˜o, determinando a estimativa
do valor expecta´vel para a varia´vel resposta atrave´s das suas covaria´veis (Green and Silverman,
1994).
O modelo de regressa˜o linear cla´ssico foi introduzido por Legendre e Gauss no in´ıcio do se´culo
XIX e dominou a estat´ıstica ate´ ao se´culo XX. No entanto, foram desenvolvidos outros novos
modelos para ultrapassar as suas limitac¸o˜es. Em 1972, surgem os modelos lineares generalizados
que, embora com uma estrutura linear e com a distribuic¸a˜o da varia´vel resposta pertencente a`
famı´lia exponencial, se tornaram muito importantes na ana´lise de dados (Turkman and Silva,
2000). No in´ıcio da de´cada de 90, Hastie e Tibshirani introduzem, pela primeira vez, o conceito
de modelos aditivos generalizados, aplicando suavizadores aos modelos lineares generalizados
(Stasinopoulos et al., 2015).
2.1 Modelo Linear
Considerando uma varia´vel resposta Y e um conjunto de covaria´veis, o modelo de regressa˜o
linear cla´ssico e´ definido atrave´s da seguinte expressa˜o (Silva, 2006):
Y = Xβ +  (2.1)
em que X representa a matriz das covaria´veis com dimensa˜o n× p, sendo n o nu´mero total
de indiv´ıduos da amostra e p o nu´mero total das covaria´veis. Y e  sa˜o vetores de dimensa˜o
n × 1, sendo o u´ltimo correspondente ao vetor dos erros aleato´rios (Stasinopoulos and Rigby,
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2014).
Dispondo de uma amostra de dimensa˜o n, podemos escrever para o i-e´simo indiv´ıduo
o modelo linear com a seguinte expressa˜o, yi = β0 + β1xi1 + ... + βjxij + ... + βpxip + i,
com i = 1, 2, ..., n e j = 1, 2, ..., p, em que xij representa um elemento gene´rico da matriz
de especificac¸a˜o X. As varia´veis aleato´rias i sa˜o independentes e identicamente distribu´ıdas,
com distribuic¸a˜o que se supo˜e N(0, σ2) (Stasinopoulos and Rigby, 2014). As condic¸o˜es de
homocedasticidade e de erros na˜o correlacionados sa˜o dadas por σ2=var(i), ∀i = 1, ..., n, e
cov(i, l) = 0, i 6= l, l = 1, 2, ..., n (Silva, 2006). A distribuic¸a˜o da varia´vel Yi e´ normal com
valor me´dio µ = β0 + β1xi1 + ...+ βjxij + ...+ βpxip e variaˆncia σ
2. Este modelo linear cla´ssico
apresenta uma relac¸a˜o linear entre o valor me´dio de Y e as covaria´veis (Stasinopoulos et al.,
2015), sendo o mais simples e o mais utilizado para ana´lise de dados (Silva, 2006).
O vetor β = (β1, β2, ..., βp)
> da expressa˜o 2.1, e´ composto pelos coeficientes de regressa˜o
desconhecidos do modelo de regressa˜o linear. Estes coeficientes representam o peso que cada
covaria´vel j = 1, ..., p da´ a` varia´vel dependente do modelo (Hastie and Tibshirani, 1990). Os
coeficientes βj sa˜o estimados pelo me´todo dos mı´nimos quadrados, minimizando a soma dos
quadrados dos res´ıduos (Silva, 2006). A estimativa de β e´ dada pela seguinte equac¸a˜o, que
corresponde ao estimador de ma´xima verosimilhanc¸a (Stasinopoulos et al., 2015):
βˆ = (X>X)−1X>Y. (2.2)
Desta forma os valores ajustados do modelo de regressa˜o linear sa˜o obtidos pela expressa˜o
Yˆ = Xβˆ = X(X>X)−1X>Y (Stasinopoulos and Rigby, 2014).
2.2 Modelos Lineares Generalizados
Em 1972, Nelder e Weddernburn introduziram uma generalizac¸a˜o ou extensa˜o dos modelos
lineares cla´ssicos, apresentando os modelos lineares generalizados (MLG). Estes novos modelos
ultrapassaram algumas limitac¸o˜es do modelo linear cla´ssico. Nos MLG a distribuic¸a˜o normal
da varia´vel resposta Y e´ substitu´ıda pelas distribuic¸o˜es da famı´lia exponencial e a func¸a˜o de
ligac¸a˜o g(.) e´ utilizada para modelar a relac¸a˜o entre µi = E[Yi|xi] e as varia´veis independentes.
A estimac¸a˜o do vetor β e´ feita de forma iterativa atrave´s do algoritmo de estimac¸a˜o de ma´xima
verosimilhanc¸a (Stasinopoulos et al., 2015).
A varia´vel Y tem obrigatoriamente de pertencer a` famı´lia exponencial nos MLG. Alguns
exemplos de distribuic¸o˜es da famı´lia exponencial sa˜o a distribuic¸a˜o normal, distribuic¸a˜o
Poisson ou a distribuic¸a˜o Gamma. Diz-se que uma varia´vel aleato´ria Y tem uma distribuic¸a˜o
pertencente a` famı´lia exponencial se a sua func¸a˜o densidade de probabilidade (f.d.p.) for
definida pela seguinte forma (Silva, 2006):







em que θ e´ a forma cano´nica do paraˆmetro de localizac¸a˜o e φ e´ um paraˆmetro de dispersa˜o
que geralmente e´ considerado como conhecido. a(.), b(.) e c(.) sa˜o func¸o˜es reais conhecidas
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(Silva, 2006). O valor me´dio e´ dado por E(Y ) = µ = b
′
(θ), enquanto a variaˆncia e´ dada por
var(Y ) = a(φ)b
′′
(θ) (Stasinopoulos et al., 2015).
A estrutura dos modelos lineares generalizados sa˜o caracterizados por uma componente
aleato´ria, uma componente sistema´tica e uma func¸a˜o de ligac¸a˜o a relacionar as duas componentes
anteriores (Silva, 2006):
- Componente aleato´ria: dado o vetor de covaria´veis (xi1, xi2, ..., xip), associado ao
i -e´simo indiv´ıduo, com i = 1, ..., n, as varia´veis Yi, ale´m de terem uma distribuic¸a˜o pertencente
a` famı´lia exponencial, sa˜o (condicionalmente) independentes, E[Yi|xi] = µi = b′(θ) (Silva, 2006).
- Componente sistema´tica (preditor linear): o valor esperado µi esta´ relacionado com o
preditor linear atrave´s da relac¸a˜o ηi = g(µi) = β1xi1 + ... + βpxip ou por µi = h(ηi), em que
g(.) = h−1(.) e´ uma func¸a˜o mono´tona e diferencia´vel, designada por func¸a˜o de ligac¸a˜o, que se
supo˜e conhecida. A escolha desta func¸a˜o depende do tipo da distribuic¸a˜o da varia´vel resposta.
Quando o preditor linear coincide com o paraˆmetro cano´nico, ηi = θi, a func¸a˜o de ligac¸a˜o
correspondente chama-se de func¸a˜o de ligac¸a˜o cano´nica (Silva, 2006).
Caso a func¸a˜o de ligac¸a˜o escolhida seja a identidade e a distribuic¸a˜o da varia´vel Y seja a
normal, o modelo linear generalizado obtido e´ o corresponde ao modelo linear cla´ssico (Wood,
2006).
2.3 Transformac¸a˜o Box-Cox
Quando para a varia´vel dependente na˜o se assume a distribuic¸a˜o normal, aplicam-se
transformac¸o˜es a esta varia´vel na tentativa de alcanc¸ar a normalidade procurada. Uma das
transformac¸o˜es mais utilizadas e´ a transformac¸a˜o de Box-Cox, que aplica a seguinte func¸a˜o de




λ , se λ 6= 0,
log(y), se λ = 0,
(2.4)
em que o paraˆmetro λ, tambe´m denominado de paraˆmetro de transformac¸a˜o, e´ uma
constante desconhecida que pode ser obtida por me´todos computacionais. O programa R,
atrave´s do package AID, possibilita a estimac¸a˜o do λ pela func¸a˜o boxcoxnc(). Esta func¸a˜o
utiliza sete me´todos diferentes de estimac¸a˜o, utilizando testes de normalidade, e um me´todo
artificial covariado, para a obtenc¸a˜o do paraˆmetro λ. Apo´s a estimac¸a˜o de λ e´ aplicada a`
varia´vel dependente a transformac¸a˜o z. Posteriormente e´ testada a normalidade dessa varia´vel
transformada, z, utilizando treˆs testes de normalidade. Caso a normalidade na˜o seja rejeitada,
a transformac¸a˜o de Box-Cox foi de facto u´til na soluc¸a˜o do problema, obtendo-se a normalidade
desejada para a varia´vel dependente (Osborne, 2010).
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2.4 Modelos Aditivos e Modelos Aditivos Generalizados
Os modelos aditivos generalizados sa˜o uma extensa˜o dos modelos aditivos, introduzidos por
Hastie e Tibshirani (1968 e 1987) e Stone (1986). Mais tarde, em 1990, os modelos aditivos
generalizados foram descritos com mais detalhe por Hastie e Tibshirani (Schimek, 2000).
Os modelos de regressa˜o linear cla´ssicos ou os MLG sa˜o limitados devido a` falta de
flexibilidade da forma funcional que relaciona as varia´veis independentes cont´ınuas com a
varia´vel dependente (Silva, 2006). Os modelos aditivos generalizados (MAG) para ganharem
maior flexibilidade, substituem a linearidade do modelo, mantendo, no entanto, a soma dos
termos aditivos (Schimek, 2000). Uma vez que na˜o e´ obrigato´rio impor uma relac¸a˜o linear
para modelar a associac¸a˜o entre as covaria´veis e a varia´vel resposta, a limitac¸a˜o desta relac¸a˜o
dos MLG e´ ultrapassada pelos MAG. Estes modelos recorrem a te´cnicas de suavizac¸a˜o para
encontrar a forma funcional que relaciona as varia´veis independentes com a varia´vel dependente
(Silva, 2006).
Sempre que as func¸o˜es suavizadoras seguirem certos requisitos de suavizac¸a˜o, a sua estimac¸a˜o
pode ser feita atrave´s de um scatterplot smoother de forma na˜o parame´trica (Schimek, 2000).
No entanto, a escolha destas suavizac¸o˜es e´ uma limitac¸a˜o dos MAG, uma vez que a escolha do
grau de suavizac¸a˜o pode ser diferente para cada uma das covaria´veis (Silva, 2006).




fj(Xj) + , (2.5)
onde o erro  e´ independente das varia´veis Xj e tem E() = 0 e V ar() = σ
2. As func¸o˜es
suavizadoras univariadas, fj , j = 1, ..., p sa˜o arbitra´rias e suaves. Para evitar problemas de
identificabilidade, a func¸a˜o fj(Xj) requere que E[fj(Xj)] = 0, ∀j = 1, ..., p o que implica que
E(Y ) = α, sendo α um paraˆmetro desconhecido (Hastie and Tibshirani, 1990).
O processo de estimac¸a˜o das func¸o˜es univariadas fj , e o mais utilizado para a estimac¸a˜o dos
modelos aditivos, faz-se atrave´s do me´todo de suavizac¸a˜o iterativo, o algoritmo backfitting. A
esperanc¸a condicional proporciona a motivac¸a˜o para este algoritmo, considerando que o modelo
(2.5) seja o correto, temos para cada valor k, a relac¸a˜o E[Y − α −∑j 6=k fj(Xj)|Xk] = fk(Xk)
(Hastie and Tibshirani, 1990). A ideia deste algoritmo, passa por ajustar o modelo, calcular os
res´ıduos parciais resultantes e realizar novo ajuste ate´ o ciclo convergir (Schimek, 2000).
Os MAG representam uma generalizac¸a˜o dos MLG, uma vez que a extensa˜o do modelo
e´ obtida pela substituic¸a˜o do preditor linear βX pelo preditor aditivo f(X). O me´todo de
estimac¸a˜o dos MAG tambe´m recorre ao algoritmo backfitting como nos modelos aditivos, no
entanto, os MAG sa˜o mais flex´ıveis uma vez que teˆm uma func¸a˜o de ligac¸a˜o h conhecida (Silva,
2006).
Os MAG definem-se pela seguinte expressa˜o:
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onde h(.) e´ uma func¸a˜o de ligac¸a˜o fixa e Y tem distribuic¸a˜o que tambe´m se assume pertencer
a` famı´lia exponencial, fj , j = 1, ..., p sa˜o func¸o˜es suavizadoras designadas for func¸o˜es parciais e
α (Silva, 2006).
A estimac¸a˜o das func¸o˜es fj , j = 1, ..., p nos MAG e´ feita atrave´s do algoritmo de scores
local, semelhante ao algoritmo de scores de Fisher. O algoritmo de scores local e´ composto
por dois ciclos, em que um deles corresponde ao algoritmo backfitting ja´ referido anteriormente
(Silva, 2006).




Modelos GAMLSS - Generalized
Additive Models for Location, Scale
and Shape
As te´cnicas de regressa˜o sa˜o muito utilizadas na ana´lise de dados atrave´s do ajustamento
de modelos que consideram uma varia´vel resposta e uma ou mais covaria´veis. No entanto,
os me´todos usuais teˆm algumas limitac¸o˜es, como por exemplo, a necessidade de assumir
linearidade entre a varia´vel dependente e as varia´veis independentes, ou a distribuic¸a˜o da
varia´vel dependente ter de pertencer a` famı´lia exponencial (Rigby and Stasinopoulos, 2009).
Os GAMLSS, introduzidos por Rigby e Stasinopoulos (2001, 2005), Stasinopoulos e Rigby
(2007) e Akantziliotou et al. (2002), surgem na tentativa de aumentar a flexibilidade das
te´cnicas de regressa˜o, e de ultrapassar algumas limitac¸o˜es dos MLG, introduzidos por Nelder e
Wedderburn em 1972, e dos MAG, introduzidos por Hastie e Tibshirani em 1990 (Rigby and
Stasinopoulos, 2009).
Nos modelos GAMLSS todos os paraˆmetros da distribuic¸a˜o da varia´vel resposta podem ser
modelados em func¸a˜o das varia´veis independentes, ou seja, na˜o so´ e´ modelado o paraˆmetro
de localizac¸a˜o (ou posic¸a˜o - µ), mas tambe´m os paraˆmetros de escala (desvio padra˜o - σ) e
os de forma (assimetria - ν e curtose - τ). Nos MLG e MAG, apenas e´ ajustado um modelo
para o paraˆmetro µ, embora nas de´cadas de 1970-1980, ja´ se tenha iniciado a modelac¸a˜o do
paraˆmetro σ (Stasinopoulos et al., 2015). O ajustamento de modelos para cada paraˆmetro
da distribuic¸a˜o da varia´vel resposta, nos modelos GAMLSS, na˜o tem, obrigatoriamente, que
pertencer a` famı´lia exponencial. Nestes modelos, a distribuic¸a˜o da varia´vel dependente pode
pertencer a um conjunto com cerca de 100 distribuic¸o˜es cont´ınuas, discretas ou mistas. As
distribuic¸o˜es pertencentes a` famı´lia exponencial esta˜o inclu´ıdas neste conjunto (Rigby and
Stasinopoulos, 2009).
Diz-se que os modelos GAMLSS sa˜o semi-parame´tricos porque implicam que a distribuic¸a˜o
da varia´vel dependente de quatro paraˆmetros, D (µ, σ, ν, τ), seja parame´trica, mas permite
a utilizac¸a˜o de func¸o˜es suavizadoras na˜o-parame´tricas na modelac¸a˜o dos paraˆmetros da
distribuic¸a˜o e nas func¸o˜es das varia´veis independentes (Rigby and Stasinopoulos, 2009)
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(Spedicato et al., 2014).
Os modelos introduzidos neste cap´ıtulo permitem tambe´m ajustar modelos truncados,
censurados ou modelos com misturas finitas de distribuic¸o˜es (Florencio, 2010). Tambe´m
apresentam um bom desempenho em dados com elevada dispersa˜o, com um elevado nu´mero
de zeros para o caso de varia´veis bina´rias, ou elevada assimetria ou curtose no caso de varia´veis
cont´ınuas (Rigby and Stasinopoulos, 2009).
3.1 O Modelo
No modelo GAMLSS, as observac¸o˜es independentes da varia´vel resposta Y , com
i = 1, 2, ..., n, teˆm func¸a˜o densidade de probabilidade condicional, f(yi|θi) em que
θi = (θ1i, θ2i, θ3i, θ4i) = (µi, σi, νi, τi) representa o vetor de paraˆmetros da distribuic¸a˜o para
cada Yi. A notac¸a˜o destes modelos e´ dada por Yi|θi ∼ D(θi), Yi|(µi, σi, νi, τi) ∼ D(µi, σi, νi, τi),
independentes para cada i, onde D representa a distribuic¸a˜o da varia´vel resposta. Os dois
primeiros paraˆmetros da distribuic¸a˜o, µ e σ, sa˜o os paraˆmetros de localizac¸a˜o e escala, enquanto
os restantes paraˆmetros, ν e τ , sa˜o considerados os paraˆmetros de forma (assimetria e curtose)
(Rigby and Stasinopoulos, 2009).
Seja y> = (y1, y2, ..., yn) o vetor dos valores observados da varia´vel dependente e xkj , com
k = 1, 2, 3, 4 e j = 1, 2, ..., Jk, a varia´vel independente inserida no modelo para o respetivo
paraˆmetro da distribuic¸a˜o θk. Considerando gk(.) a func¸a˜o de ligac¸a˜o que relaciona cada k-e´simo
paraˆmetro da distribuic¸a˜o com as varia´veis independentes, e´ poss´ıvel formular o seguinte modelo
GAMLSS (Rigby et al., 2014):
Y∼D(µ,σ,ν, τ ), (3.1)
g1(µ) = X1β1 + s11(x11) + ...+ s1J1(x1J1), (3.2)
g2(σ) = X2β2 + s21(x21) + ...+ s2J2(x2J2), (3.3)
g3(ν) = X3β3 + s31(x31) + ...+ s3J3(x3J3), (3.4)
g4(τ ) = X4β4 + s41(x41) + ...+ s4J4(x4J4). (3.5)
Este modelo e´ conhecido como modelo GAMLSS aditivo semi-parame´trico, onde µ, σ, ν, τ ,
e xkj sa˜o vetores com dimensa˜o n. skj(.) representam as func¸o˜es suavizadoras para as diferentes
varia´veis independentes, xkj inseridas no modelo. Xk sa˜o matrizes fixas de ordem n × pk, que
representam a parte linear do modelo, e os βk representam os coeficientes de regressa˜o linear
(Stasinopoulos et al., 2015).
Os modelos GAMLSS que utilizam func¸o˜es suavizadoras podem ser apresentados de outra
forma. De facto, a matriz s(x) pode ser substitu´ıda por Zγ, onde Z representa a matriz que
depende apenas dos valores de x. γ representa um vetor de coeficientes a serem estimados, sujeito
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a uma penalizac¸a˜o quadra´tica na forma de λγ>Gγ, onde G = D>D e´ a matriz de penalizac¸a˜o e
λ o valor que regula a quantidade de suavizac¸a˜o, conhecido como paraˆmetro de suavizac¸a˜o. Estas
func¸o˜es suavizadoras devera˜o ser referidas como func¸o˜es suavizadoras penalizadas, que quando
Z e D apresentam diferentes formulac¸o˜es, levam a diferentes tipos de func¸o˜es suavizadoras
com diferentes propriedades estat´ısticas. O modelo GAMLSS na˜o-parame´trico pode, enta˜o, ser
escrito da seguinte forma (Stasinopoulos et al., 2015):
Y
ind∼ D(µ,σ, ν, τ ), (3.6)
g1(µ) = X1β1 + Z11γ11 + ...+ Z1k1γ1J1 , (3.7)
g2(σ) = X2β2 + Z21γ21 + ...+ Z2k2γ2J2 , (3.8)
g3(ν) = X3β3 + Z31γ31 + ...+ Z3k3γ3J3 , (3.9)









3.2 Estimac¸a˜o do modelo
No caso de na˜o existirem func¸o˜es suavizadoras, o modelo reduz-se ao modelo GAMLSS
parame´trico, gk(θk) = Xkβk, k = 1, 2, 3, 4 estimado pelo me´todo de ma´xima verosimilhanc¸a,




logf(yi|µi, σi, νi, τi), (3.12)
em que f representa a f.d.p. da varia´vel resposta. No entanto, para os modelos
na˜o-parame´tricos e´ necessa´rio recorrer ao me´todo da ma´xima verosimilhanc¸a penalizada, atrave´s
do logaritmo da func¸a˜o de verosimilhanc¸a dado por (Stasinopoulos et al., 2015):









O passo seguinte e´ estimar os vetores β = (β1, β2, β3, β4), γ =
(γ11, γ12, ..., γ1J1 , ..., γ41, ...., γ4J4) e λ = (λ11..., λ1J1 , ..., λ41, ..., λ4J4), atrave´s de algoritmos
que permitem a maximizac¸a˜o da func¸a˜o logaritmo da verosimilhanc¸a penalizada. Existem dois
algoritmos ba´sicos para atingir este objetivo que consideram valores fixos para o hiper-paraˆmetro
λ, e que sa˜o os algoritmos RS e CG. Este u´ltimo e´ uma generalizac¸a˜o do algoritmo de Cole e
Green (1992), que requer a primeira, a segunda e as derivadas cruzadas da func¸a˜o logaritmo de
verosimilhanc¸a, em ordem aos quatro paraˆmetros da distribuic¸a˜o, θ = (µ, σ, ν, τ). O algoritmo
RS e´ uma generalizac¸a˜o do algoritmo de Rigby e Stasinopoulos (1996) e que, ao contra´rio do
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CG, na˜o necessita das derivadas cruzadas da func¸a˜o logaritmo da verosimilhanc¸a penalizada
(Stasinopoulos et al., 2015).
3.2.1 Algoritmo RS
O algoritmo e´ descrito por dois ciclos, externo e interno, e pelo algoritmo backfitting modificado.
Para atingir a convergeˆncia e´ necessa´rio que todos eles sejam executados, ou seja, conclu´ıdos
sem erros (Stasinopoulos et al., 2015).
Neste algoritmo apenas sa˜o necessa´rios paraˆmetros de inicializac¸a˜o para θ = (θ1, θ2, θ3, θ4) =
(µ, σ, ν, τ). O algoritmo RS e´ bastante esta´vel e consegue convergir de forma bastante ra´pida e
eficiente, utilizando valores simples de inicializac¸a˜o como, por exemplo, valores constantes para
os θ, k = 1, 2, 3, 4 (Stasinopoulos et al., 2015).
• Ciclo externo
Para o ciclo externo, ou iterac¸a˜o GAMLSS, primeiramente e´ necessa´rio inicializar os
paraˆmetros da distribuic¸a˜o com µ0,σ0,ν0 e τ0. O passo seguinte consta do ajustamento de
um modelo para cada paraˆmetro da distribuic¸a˜o, dadas as u´ltimas estimativas dos restantes
paraˆmetros (µˆ, σˆ, νˆ, τˆ ). Segue-se enta˜o para o ca´lculo da global deviance ou desvio global
(GD = −2ˆ`) que, caso consiga convergir, o ciclo termina ou, caso contra´rio, e´ necessa´rio a
repetic¸a˜o do processo ate´ ser obtida convergeˆncia (Stasinopoulos et al., 2015).
• Ciclo interno
O ciclo de iterac¸a˜o interno, ou iterac¸a˜o MLG, e´ um algoritmo de scores local muito
semelhante ao utilizado no ajustamento dos MLG. A ideia deste algoritmo tem a ver com a
repetic¸a˜o do ajustamento com a varia´vel resposta modificada, utilizando uma ponderac¸a˜o,
ate´ ser atingida a convergeˆncia. Este ciclo e´ iniciado utilizando os resultados do ajustamento
do ciclo anterior. Nos MLG este procedimento e´ conhecido como Iterative Reweighted Least
Squares (Stasinopoulos et al., 2015).
A varia´vel resposta modificada utilizada no ajuste dos modelos dos paraˆmetros θk e e´ dada
por (Stasinopoulos et al., 2015):
zk = ηk + w
−1
k • uk, (3.14)
em que zk,ηk,wk e uk sa˜o vetores de dimensa˜o n e w
−1
k • uk representa o produto de
Hadamard de elemento por elemento dos vetores (wk1uk1, wk2uk2, ..., wknukn)
>. ηk = gk(θk) e´
o preditor dos k -e´simos paraˆmetros da distribuic¸a˜o. uk e´ a func¸a˜o score correspondente obtida















em que wk e´ o vetor dos pesos dos paraˆmetros da distribuic¸a˜o utilizado nas iterac¸o˜es e
definido por (Stasinopoulos et al., 2015):
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A definic¸a˜o de fk pode ser feita de treˆs formas diferentes, dependendo da informac¸a˜o
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, para a utilizac¸a˜o do algoritmo quasi Newton-Raphson (Stasinopoulos et al.,
2015).
Atrave´s dos paraˆmetros estimados pelo ciclo externo, (µˆ, σˆ, νˆ, τˆ), sa˜o calculados os pesos wk
e por sua vez as varia´veis zk que sera˜o utilizados na iterac¸a˜o seguinte. O ciclo continua ate´ o
valor da GD na˜o se alterar no fim de cada ciclo (Stasinopoulos et al., 2015).
• Algoritmo de backfitting modificado
As estimac¸o˜es de β e γ sa˜o determinadas atrave´s deste algoritmo. O algoritmo de backfitting
modificado ajusta varia´veis independentes e suavizadores a zk, utilizando wk atrave´s do
backfitting, para atualizar as estimativas do paraˆmetro θk (Stasinopoulos et al., 2015).
Sa˜o necessa´rios (dentro do ciclo interno) os valores de wk e zk e a imputac¸a˜o do(s) valor(es)
do(s) coeficiente(s) do(s) suavizador(es) γ, para calcular os res´ıduos parciais (k = zk − γk) dos
β. Posteriormente, ajusta-se um modelo Weighted Least Squares (WLS) aos res´ıduos para obter
novas estimativas de βˆk. O passo seguinte e´ obter os res´ıduos parciais de γ, (k = zk−Xβk) em
ordem a cada suavizador e ajustar um modelo Penalised Weighted Least Squares (PWLS) para
obter novos valores de γˆk. Este processo e´ repetido ate´ os valores de βˆk e γˆk na˜o se alterarem
mais (Stasinopoulos et al., 2015) e (Rigby et al., 2014).
Apo´s estes processos, sa˜o atualizados os valores de θk e de ηk para serem utilizados no
ciclo interno e posteriormente para calcular a global deviance do ciclo externo, ate´ finalmente o
modelo RG convergir (Rigby et al., 2014).
Para mais detalhes sobre o algoritmo RS consultar Stasinopoulos et al. (2015).
Ao contra´rio dos modelos gam() dispon´ıveis no R, os modelos gamlss() na˜o ajustam
a componente linear e suavizadora simultaneamente. Embora o algoritmo do gam() seja
mais ra´pido e consiga ajustar suavizadores penalizados, o algoritmo do gamlss() permite o
ajustamento de outros suavizadores na˜o contemplados pelos gam() como, por exemplo, o loess,
os splines cu´bicos ou as redes neuronais (Stasinopoulos et al., 2015).
3.2.2 Algoritmo CG
Tanto o algoritmo CG como o RS, conseguem estimar os paraˆmetros β e γ, dado um vetor
de hiper-paraˆmetros λ, de maximizac¸a˜o do logaritmo da func¸a˜o verosimilhanc¸a penalizada.
Uma vez que este algoritmo necessita da derivada cruzada da func¸a˜o de verosimilhanc¸a, este
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consegue atualizar os valores estimados dos paraˆmetros da distribuic¸a˜o em simultaˆneo. No
entanto, embora parec¸a o algoritmo mais adequado, e´ insta´vel e tem dificuldades em convergir.
O algoritmo RS e´ mais esta´vel e, na maioria dos casos, consegue atingir a convergeˆncia mais
rapidamente do que o CG. Assim, o algoritmo utilizado, por defeito, na func¸a˜o gamlss() do
package GAMLSS do programa R e´ o algoritmo RS (Stasinopoulos et al., 2015).
Neste estudo na˜o sera´ apresentado o algoritmo CG. Para mais detalhes consultar
Stasinopoulos et al. (2015).
3.2.3 Estimac¸a˜o de λ
Para ambos os algoritmos RS e CG, a estimac¸a˜o dos paraˆmetros β e γ, atrave´s da func¸a˜o
de ma´xima verosimilhanc¸a penalizada era feita atrave´s da fixac¸a˜o do hiper-paraˆmetro λ.
No entanto, a estimac¸a˜o dos hiper-paraˆmetros λ pode ser feita de forma local (dentro dos
algoritmos RS ou CG, ou seja, no algoritmo backfitting) ou de forma global (fora dos algoritmos
RS ou CG), atrave´s de treˆs diferentes metodologias: GCV (Generalised cross validation -
validac¸a˜o cruzada generalizada), GAIC (Generalized Akaike Information Criterion) ou por
me´todos baseados na ma´xima verosimilhanc¸a (Stasinopoulos et al., 2015).
Para mais informac¸o˜es sobre estas metodologias locais consultar Stasinopoulos et al. (2015).
Os autores Stasinopoulos et al. (2015) recomendam a utilizac¸a˜o dos me´todos locais uma vez
que sa˜o mais ra´pidos e normalmente produzem resultados semelhantes aos me´todos globais. O
package GAMLSS do programa R possibilita a estimac¸a˜o de suavizadores atrave´s do me´todo
GAIC, de forma global, pela utilizac¸a˜o da func¸a˜o find.hyper(). A func¸a˜o find.hyper()
possibilita a estimac¸a˜o do hiper-paraˆmetro de suavizac¸a˜o, obtendo bons resultados na procura
de o´timos graus de liberdade para o suavizador. Esta func¸a˜o utiliza a func¸a˜o optim() do
programa R para minimizar o crite´rio GAIC, para escolher o hiper-paraˆmetro λ. No entanto,
para grandes bases de dados esta func¸a˜o pode tornar-se demorada em comparac¸a˜o com a
utilizac¸a˜o de me´todos locais. Desta forma e´ aconselhada a utilizac¸a˜o dos me´todos locais em
substituic¸a˜o da utilizac¸a˜o da func¸a˜o find.hyper() (Stasinopoulos et al., 2015).
3.2.4 Considerac¸o˜es gerais dos algoritmos
O algoritmo RS e´ utilizado para estimar β e γ, recorrendo a` verosimilhanc¸a penalizada, para
valores de λ fixos. No entanto, e´ poss´ıvel estimar o hiper-paraˆmetro λ, por me´todos locais ou
globais. O me´todo local estima cada λkj por cada iterac¸a˜o do algoritmo backfitting, enquanto o
me´todo global e´ aplicado fora do algoritmo RS. Por vezes, os me´todos de estimac¸a˜o locais para
o paraˆmetro de suavizac¸a˜o, podem tornar os algoritmos RS e CG mais insta´veis provocando um
aumento do desvio global (Stasinopoulos et al., 2015).
3.3 Termos aditivos do modelo
Os modelos GAMLSS permitem modelar todos os paraˆmetros da distribuic¸a˜o pelas covaria´veis
atrave´s de relac¸o˜es na forma linear e/ou na˜o-linear e/ou atrave´s de func¸o˜es suavizadoras
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na˜o-parame´tricas. Uma relac¸a˜o na˜o-linear pode ser ’parame´trica na˜o-linear’ ou um suavizador.
Estas relac¸o˜es afetam cada preditor de cada paraˆmetro da distribuic¸a˜o, resultando na alterac¸a˜o
da forma da distribuic¸a˜o da varia´vel dependente (Stasinopoulos et al., 2015).
3.3.1 Relac¸a˜o linear parame´trica
A relac¸a˜o linear considerada nos modelos GAMLSS e´ semelhante a` dos modelos lineares e dos
modelos lineares generalizados. Quando na˜o se verifica a linearidade da relac¸a˜o entre a varia´vel
resposta e as covaria´veis e´ comum transformar estas u´ltimas utilizando polino´mios ou ainda
atrave´s de te´cnicas de suavizac¸a˜o como, por exemplo, os splines (Silva, 2012).
3.3.2 Relac¸a˜o na˜o-linear parame´trica
Um dos exemplos mais simples desta relac¸a˜o sa˜o os polino´mios aplicados a`s varia´veis
independentes que conferem uma certa flexibilidade a` curva de regressa˜o atrave´s da poteˆncia
definida do polino´mio. Existem diferentes tipos de polino´mios como os ortogonais, fractional,
piecewise e B-splines (Stasinopoulos et al., 2015).
Os polino´mios piecewise sa˜o uma importante ferramenta para a modelac¸a˜o na forma
penalizada, uma vez que estes polino´mios sa˜o muito conhecidos como te´cnicas de suavizac¸a˜o
na˜o-parame´tricas. Estes polino´mios sa˜o utilizados quando existe uma alterac¸a˜o da relac¸a˜o entre
a varia´vel dependente e a varia´vel independente. O nome ’splines’ e´ aplicado aos polino´mios
piecewise (Stasinopoulos et al., 2015).
3.3.3 Suavizadores
Uma importante propriedade dos suavizadores e´ na˜o assumirem a forma parame´trica que
relaciona a varia´vel resposta com as covaria´veis. Os suavizadores permitem que o dados
determinem qual essa relac¸a˜o funcional. No entanto, o conceito ’na˜o-parame´trico’ pode
ser mal interpretado, uma vez que os suavizadores tambe´m permitem estimar paraˆmetros,
como o de suavizac¸a˜o λ, que determina a quantidade de suavizac¸a˜o necessa´ria aos dados. A
escolha do paraˆmetro de suavizac¸a˜o e´ um fator importante em qualquer te´cnica de suavizac¸a˜o
(Stasinopoulos et al., 2015).
Existem diversas func¸o˜es suavizadoras dispon´ıveis no package GAMLSS que sa˜o divididas
em duas categorias, suavizadores penalizados e os restantes (Figura 3.1). Os suavizadores
penalizados utilizam a penalizac¸a˜o quadra´tica para controlar a quantidade de suavizac¸a˜o, e os
restantes suavizadores utilizam penalizac¸o˜es na˜o quadra´ticas, para obter a func¸a˜o suavizadora.
Alguns exemplos destas func¸o˜es sa˜o P-splines e cubic splines, loess curve fitting, neural networks,
entre outros (Stasinopoulos et al., 2015).
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Figura 3.1: Func¸o˜es suavizadoras dispon´ıveis no package GAMLSS (Stasinopoulos et al., 2015).
Neste cap´ıtulo sera˜o so´ referidos os suavizadores penalizados univariados: P-splines e os
suavizadores cu´bicos (cubic splines).
Um suavizador simples univariado e´ uma generalizac¸a˜o da regressa˜o linear simples e pode
ser representado da seguinte forma (Stasinopoulos et al., 2015):
E(Yi) = s(xi), (3.17)
para i = 1, ..., n, onde Y e´ a varia´vel resposta cont´ınua, com distribuic¸a˜o normal (µi, σ
2).
s(.) e´ uma func¸a˜o suavizadora definida pela relac¸a˜o µi = s(xi), uma vez que se quer estimar
s(xi), sendo xi a covaria´vel. A func¸a˜o s() tem de assumir algumas prioridades que ira˜o definir o
tipo de suavizador a ser aplicado, como por exemplo para os cubic splines a primeira e segunda
derivada da func¸a˜o teˆm de ser cont´ınua (Stasinopoulos et al., 2015).
Uma vantagem da utilizac¸a˜o de func¸o˜es suavizadoras, em vez da utilizac¸a˜o de um ajuste
parame´trico e´ o facto de os suavizadores terem um comportamento local. Os suavizadores sa˜o
influenciados por observac¸o˜es locais, em vez de observac¸o˜es mais distantes. Este comportamento
pode ser representado pela introduc¸a˜o dos modelos locais de regressa˜o, os suavizadores de
regressa˜o local.
• Suavizadores de regressa˜o local
Um suavizador local utiliza apenas um subgrupo da amostra, em vez de serem usados a
totalidade dos dados, para o ca´lculo do valor suavizado. O subgrupo e´ determinado pela janela
que corresponde a um intervalo de valores de uma das covaria´veis, permitindo que apenas os
que esta˜o dentro da janela sejam utilizados para o ca´lculo do valor suavizado. Os suavizadores
de regressa˜o local incluem treˆs passos importantes: a escolha da janela de suavizac¸a˜o, a escolha
do grau dos polino´mios a aplicar e a forma como se realizara´ a estimac¸a˜o dos valores. Este
u´ltimo passo e´ definido pelo tipo de polino´mios a utilizar, weighted ou unweighted. A regressa˜o
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local polinomial weighted requer a definic¸a˜o de uma func¸a˜o Kernel e do seu hiper-paraˆmetro.
Para a regressa˜o local polinomial unweighted a janela e´ determinada pelo span, (2k+1)/n, onde
k e´ o nu´mero de observac¸o˜es a` direita/esquerda do ponto central do subgrupo e n o nu´mero
total de observac¸o˜es. O span pode variar entre 0 e 2. Para o caso de ser muito pro´ximo de 0,
enta˜o a janela ira´ conter apenas uma observac¸a˜o, se pro´ximo de 2 enta˜o ira´ conter todas as
observac¸o˜es. Para a regressa˜o local unweighted, o span e´ considerado o paraˆmetro de suavizac¸a˜o
λ. A escolha do paraˆmetro de suavizac¸a˜o, λ e´ um dos to´picos mais importantes das te´cnicas de
suavizac¸a˜o (Stasinopoulos et al., 2015).
• Suavizadores penalizados univariados
Os suavizadores penalizados univariados sa˜o os mais importantes do package GAMLSS
devido a` sua flexibilidade e a` possibilidade de serem aplicados em diversas situac¸o˜es. A soluc¸a˜o
dos suavizadores penalizados e´ a soluc¸a˜o da minimizac¸a˜o da quantidade Q (3.18), em ordem a
γ (Stasinopoulos et al., 2015):
Q = (y − Zγ)>W(y − Z) + (λγ>Gγ), (3.18)
sendo Z a matriz de dimensa˜o n× p, ja´ definida nos modelos GAMLSS (3.7, 3.8, 3.9 e 3.10),
γ o vetor de paraˆmetros de dimensa˜o p a serem estimados, W a diagonal da matriz dos pesos
de dimensa˜o n× n, G a matriz de penalizac¸a˜o (p× p), λ o paraˆmetro suavizador e y a varia´vel
resposta.
A soluc¸a˜o do problema de minimizac¸a˜o de 3.18 e´ dada pela seguinte expressa˜o:
γˆ = (Z>WZ + λG)−1Z>Wy. (3.19)
Diferentes Z e G produzem diferentes suavizadores e W e´ utilizado no algoritmo backfitting
do modelo GAMLSS. Os valores ajustados obtidos sa˜o dados por (Stasinopoulos et al., 2015):
yˆ = Z(Z>WZ + λG)−1Z>Wy = Sy, (3.20)
onde S representa a matriz de suavizac¸a˜o. Outra quantidade de interesse dos GAMLSS
e´ o trac¸o da matriz S, utilizada para determinar os graus de liberdade do suavizador,
tr(S) = tr[Z(Z>WZ + λG)−1Z>W] (Stasinopoulos et al., 2015).
Existem diferentes me´todos de estimac¸a˜o dos suavizadores de forma automa´tica: atrave´s da
GCV, do crite´rio GAIC ou do me´todo de ma´xima verosimilhanc¸a (Stasinopoulos et al., 2015).
Para mais informac¸o˜es relativas a estes me´todos consultar Stasinopoulos et al. (2015).
• P-splines
A func¸a˜o mais comum dos P-splines e´ a pb(), Penalised B-splines, que utiliza a quantidade
Q (3.18), substituindo Z por B correspondente a um B-spline de base de um polino´mio
piecewise de grau d, na equac¸a˜o 3.19. O coeficiente γ e´ penalizado consoante a matriz de
penalizac¸a˜o G = D>k Dk adequada ao paraˆmetro θk da distribuic¸a˜o (Stasinopoulos et al., 2015).
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Alguns argumentos da func¸a˜o suavizadora pb() dispon´ıvel no package GAMLSS sa˜o: x -
varia´vel independente; df - nu´mero de graus de liberdade; lambda - paraˆmetro suavizador. Se
o nu´mero de graus de liberdade e o lambda na˜o forem especificados, a func¸a˜o estima valores
pelo me´todo local de ma´xima verosimilhanc¸a (Stasinopoulos et al., 2015). Existem algumas
variac¸o˜es dos P-splines que podem ser consultados com mais detalhe em Stasinopoulos et al.
(2015).
• Cubic splines
Para os suavizadores cubic splines as func¸o˜es utilizadas sa˜o cs() e scs() dispon´ıveis no
package GAMLSS, as quais sa˜o uma variac¸a˜o da func¸a˜o smooth.spline(). Existem diferenc¸as
entre os suavizadores P-splines e os cubic splines. As func¸o˜es ajustadas para ambos os
suavizadores sa˜o habitualmente muito semelhantes, no entanto os P-splines ajustam a func¸a˜o
suavizadora pela penalizac¸a˜o do paraˆmetro γ e os cubic splines pela penalizac¸a˜o da segunda
derivada da func¸a˜o de verosimilhanc¸a. cs() e scs() teˆm diferentes valores por defeito quando
df e lambda na˜o sa˜o especificados. cs() utiliza 3 graus de liberdade extra para o suavizador,
enquanto que scs() estima λ por defeito e, por sua vez, o nu´mero de graus de liberdade
automaticamente pelo me´todo GCV. No entanto, um suavizador que utiliza o me´todo GCV,
pode ser mais insta´vel do que aquele com valores fixos para os graus de liberdade, especialmente
para amostras de dimenso˜es pequenas (Stasinopoulos et al., 2015).
No entanto, os graus de liberdade para a func¸a˜o scs() podem ser estimados, manualmente
pela func¸a˜o find.hyper() (Stasinopoulos et al., 2015).
Quando sa˜o utilizados suavizadores nos modelos GAMLSS, e´ preciso ter em atenc¸a˜o a` ana´lise
do output obtido pelo programa R. O output do modelo GAMLSS decompo˜e o suavizador na
sua parte ’linear’ e parte ’na˜o-linear’, apresentando apenas o coeficiente e erro padra˜o da parte
’na˜o-linear’ (Stasinopoulos et al., 2015).
Para mais informac¸o˜es sobre suavizadores consultar Stasinopoulos et al. (2015).
3.4 Selec¸a˜o do Modelo
O package GAMLSS tem va´rias te´cnicas e func¸o˜es que possibilitam a selec¸a˜o do modelo
estat´ıstico mais adequado aos dados em estudo. Aquele que melhor se ajustar aos dados devera´
ter em conta o objetivo do estudo, e ainda, proporcionar um balanc¸o entre a sobrestimac¸a˜o
(overfitted) e a subestimac¸a˜o (underfitted) que, em termos de infereˆncia estat´ıstica, significa um
equil´ıbrio entre a variaˆncia e o vie´s dos estimadores. Um modelo sobrestimado na˜o e´ um modelo
aconselhado para a predic¸a˜o, devido a` sua elevada variaˆncia. Os modelos subestimados sa˜o
muito enviesados, mas com variaˆncia pequena que, por vezes, podem apresentar uma melhor
predic¸a˜o dos valores estimados (Stasinopoulos et al., 2015).
Seja M o modelo estat´ıstico ajustado aos dados e o respetivo desvio global, (GD= −2`(θˆ)).
Podem-se distinguir dois modelos, no que diz respeito ao seu desempenho, M0 e M1, atrave´s
de GD0 e GD1 e do nu´mero de graus de liberdade df0 e df1, respetivamente. OM0 representa o
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modelo mais simples e e´ considerado uma subclasse doM1, uma vez que este e´ o mais completo.
O modelo M0 pode ser referido como o modelo aninhado no modelo M1. Ambos os modelos
podem ser comparados utilizando a estat´ıstica de teste da raza˜o de verosimilhanc¸as generalizadas
(Generalized likelihood ratio test statistic), Λ (Stasinopoulos et al., 2015).
Λ = GD0 −GD1. (3.21)
Esta estat´ıstica tem uma distribuic¸a˜o assinto´tica χ2, sob a hipo´tese nula de que o modelo
correto e´ o M0, com graus de liberdade d = df0 − df1. Para modelos com termos aditivos
na˜o-parame´tricos e´ poss´ıvel utilizar o mesmo teste, mas e´ necessa´rio ter em conta que o nu´mero
de graus de liberdade e´ dado pelo trac¸o da matriz suavizadora resultante do ajustamento
(Stasinopoulos et al., 2015).
No caso de modelos GAMLSS na˜o aninhados, e´ poss´ıvel compara´-los pelo crite´rio GAIC,
penalizando a sobrestimac¸a˜o, adicionando ao desvio global do modelo, uma k = 1, 2, 3, 4
penalizac¸a˜o por cada grau de liberdade do modelo. GAIC(k) = GD + (k × df), df representa
o nu´mero de graus de liberdade utilizado no modelo. O modelo com menor valor de GAIC e´
o selecionado como melhor modelo ajustado aos dados. O crite´rio AIC e´ um caso especial do
GAIC, onde k = 2. Este crite´rio, em casos pra´ticos, leva a` selec¸a˜o de modelos sobreajustados.
(Stasinopoulos et al., 2015).
Abaixo encontram-se os quatro passos para a selec¸a˜o das quatro componentes de um modelo
GAMLSS, M = {D,G, T , Λ}:
1. D representa a distribuic¸a˜o da varia´vel resposta,
2. G representa o conjunto das func¸o˜es de ligac¸a˜o,
3. T especifica as varia´veis independentes inclu´ıdas nos modelos dos paraˆmetros da
distribuic¸a˜o µ, σ, ν e τ ,
4. Λ especifica os hiper-paraˆmetros suavizadores que determinam a quantidade de suavizac¸a˜o
skj().
Na construc¸a˜o de um modelo GAMLSS, as componentes acima devem ser especificadas da
forma mais objetiva poss´ıvel (Stasinopoulos et al., 2015).
3.4.1 Componente D - Selec¸a˜o da distribuic¸a˜o
A selec¸a˜o da distribuic¸a˜o da varia´vel dependente e´ feita atrave´s do crite´rio GAIC(k). Sa˜o
ajustados e comparados diferentes modelos GAMLSS com diferentes distribuic¸o˜es e e´ selecionado
aquele com menor valor de GAIC. (Stasinopoulos et al., 2015).
A func¸a˜o utilizada para escolher a distribuic¸a˜o da varia´vel resposta, dispon´ıvel no package
GAMLSS, e´ a fitDist(). Esta func¸a˜o utiliza a func¸a˜o gamlss() para ajustar diferentes
distribuic¸o˜es a` varia´vel de interesse. Os argumentos da func¸a˜o fitDist() sa˜o o vetor dos valores
da varia´vel resposta, o valor da penalizac¸a˜o, k, do crite´rio GAIC, por defeito k = 2, tipo de
distribuic¸o˜es a ajustar, type. Este u´ltimo argumento e´ definido por ’realline’, ’realplus’ ou
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’realAll ’, os quais definem grupos de distribuic¸o˜es a ajustar pela func¸a˜o fitDist(). Para o
caso de uma determinada func¸a˜o na˜o se encontrar em nenhum dos grupos descritos acima,
podem ser adicionadas pelo argumento extra. A selec¸a˜o da distribuic¸a˜o e´ feita pelo crite´rio
GAIC(k) e estes valores podem ser visualizados pelos fits e failed obtidos pela func¸a˜o fitDist()
(Stasinopoulos et al., 2015).
Uma vez escolhida a distribuic¸a˜o e´ poss´ıvel visualizar, atrave´s do programa R, a distribuic¸a˜o
ajustada a` varia´vel dependente, pela func¸a˜o histDist(). Esta obte´m valores constantes para
os paraˆmetros da distribuic¸a˜o. A func¸a˜o necessita apenas como argumentos a varia´vel Y e a
especificac¸a˜o da distribuic¸a˜o escolhida pela func¸a˜o fitDist() (Stasinopoulos et al., 2015).
3.4.2 Componente G - Selec¸a˜o das func¸o˜es de ligac¸a˜o
A selec¸a˜o das func¸o˜es de ligac¸a˜o para cada paraˆmetro da distribuic¸a˜o e´ usualmente determinada
pela distribuic¸a˜o escolhida para a varia´vel resposta. Cada distribuic¸a˜o ja´ tem as respetivas
func¸o˜es de ligac¸a˜o selecionadas para cada paraˆmetro da distribuic¸a˜o (Stasinopoulos et al., 2015).
3.4.3 Componente T - Selec¸a˜o dos termos aditivos
Os termos aditivos a serem inseridos no modelo para cada paraˆmetro da distribuic¸a˜o θk,
k = 1, 2, 3, 4, podem ser lineares como suavizadores. Para a respetiva distribuic¸a˜o da varia´vel
resposta, a selec¸a˜o dos termos aditivos tem de ser feita para todos os paraˆmetros da distribuic¸a˜o.
Os termos adicionados influenciam os paraˆmetros da distribuic¸a˜o de forma diferente. O package
GAMLSS disponibiliza treˆs diferentes me´todos de selec¸a˜o de termos aditivos stepGAIC(),
stepGAICAll.A() e stepGAICAll.B() (Stasinopoulos et al., 2015).
Existem diferentes func¸o˜es que o package GAMLSS disponibiliza para selecionar as
covaria´veis. As func¸o˜es ba´sicas sa˜o addterm() e dropterm() que permitem a adic¸a˜o e
a remoc¸a˜o de covaria´veis na estimac¸a˜o de determinado paraˆmetro de distribuic¸a˜o. Estas
func¸o˜es sa˜o utilizadas na func¸a˜o stepGAIC(), que seleciona os termos aditivos para cada
paraˆmetro µ, σ, ν e τ , individualmente. Para ale´m da func¸a˜o anterior, existem as func¸o˜es
stepGAICAll.A() e stepGAICAll.B(), que selecionam os termos aditivos para todos os
paraˆmetros da distribuic¸a˜o em simultaˆneo (Stasinopoulos et al., 2015).
A func¸a˜o stepGAIC() faz uma selec¸a˜o stepwise do modelo recorrendo ao crite´rio GAIC.
Esta func¸a˜o e´ baseada na func¸a˜o stepAIC() dada pelo package MASS. A selec¸a˜o das covaria´veis
e´ feita para qualquer um dos paraˆmetros da distribuic¸a˜o de interesse, uma vez que existe um
argumento what que pode conter um dos seguintes valores ”mu”, ”sigma”, ”nu”ou ”tau”,
correspondente a µ, σ, ν e τ . Para iniciar a func¸a˜o e´ necessa´rio indicar o modelo inicial e o
modelo mais completo. A selec¸a˜o das covaria´veis e´ feita pelo me´todo stepwise (both, backward
ou forward) (Stasinopoulos et al., 2015).
A func¸a˜o stepGAICAll.A() tambe´m seleciona covaria´veis utilizando o crite´rio GAIC,
semelhante a` func¸a˜o anterior, mas com outra estrate´gia de selec¸a˜o. Primeiro faz a selec¸a˜o
forward GAIC das covaria´veis para o paraˆmetro µ, considerando constantes σ, ν e τ . No passo
seguinte, realiza o mesmo procedimento para o paraˆmetro seguinte, σ, considerando ν e τ
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constantes, mas com µ ja´ ajustado com as covaria´veis selecionadas no passo anterior. Apo´s
fazer o mesmo para ν e τ , a func¸a˜o aplica a selec¸a˜o backward GAIC ao paraˆmetro ν, mantendo
as covaria´veis selecionadas nos passos anteriores. Realiza-se o mesmo procedimento para σ e
µ, sucessivamente, sempre mantendo as covaria´veis selecionadas para os paraˆmetros dos passos
anteriores. O modelo final ira´ conter uma sub-selec¸a˜o das covaria´veis, na˜o necessariamente
igual, para cada paraˆmetro da distribuic¸a˜o (Stasinopoulos et al., 2015).
A segunda estrate´gia de selec¸a˜o, stepGAICAll.B(), obriga a que todos os paraˆmetros da
distribuic¸a˜o tenham as mesmas covaria´veis, ou seja, quando uma covaria´vel e´ inserida num
modelo e´ inserida para todos os restantes paraˆmetros do modelo. A inclusa˜o das covaria´veis no
modelo pode ser feita na direc¸a˜o forward, both ou backward, utilizando sempre o crite´rio GAIC.
Esta func¸a˜o tem os mesmos argumentos que a func¸a˜o stepGAICAll.A(), exceto o argumento
what que, neste caso, na˜o e´ necessa´rio, uma vez que se incluem sempre as mesmas covaria´veis
para todos os paraˆmetros. Para esta func¸a˜o tambe´m e´ necessa´rio especificar o modelo mais
simples e o modelo mais complexo (Stasinopoulos et al., 2015).
3.4.4 Componente Λ - Selec¸a˜o dos paraˆmetros de suavizac¸a˜o
Cada suavizador inclu´ıdo no modelo, para qualquer paraˆmetro da distribuic¸a˜o, tem pelo menos
um hiper-paraˆmetro de suavizac¸a˜o, λ, associado. O valor de λ pode ser estimado ou fixo.
A forma tradicional de fixac¸a˜o do hiper-paraˆmetro e´ feita fixando do nu´mero de graus de
liberdade como sugerido por Hastie e Tibshirani (1990). No entanto, e´ deseja´vel estima´-lo. O
package GAMLSS consegue fazer a estimac¸a˜o de λ automaticamente atrave´s dos treˆs me´todos
de estimac¸a˜o ja´ referidos: GCV, GAIC e me´todo de ma´xima verosimilhanc¸a. Os autores
aconselham o me´todo local devido a` sua rapidez e tambe´m porque consegue obter resultados
semelhantes ao me´todo global (Stasinopoulos et al., 2015).
3.5 Diagno´stico do modelo
Uma ana´lise importante utilizada para determinar se o modelo GAMLSS escolhido tem um bom
ajustamento aos dados e´ a ana´lise de res´ıduos. Os res´ıduos utilizados nos modelos de regressa˜o
linear simples, yi = β0 + β1xi + ei, calculam-se pela diferenc¸a entre o valor observado e o valor
ajustado, εˆi = yi − yˆi, enquanto que os padronizados sa˜o definidos por (yi − yˆi)/σˆ
√
(1− hii),
onde hii representa o elemento ii da diagonal da matriz hat dos res´ıduos obtidos pelos MLG.
Ainda e´ poss´ıvel calcular os desvios residuais e os de Pearson. Os primeiros na˜o sa˜o bem
definidos para distribuic¸o˜es da varia´vel resposta Y com mu´ltiplos paraˆmetros, e os de Pearson
na˜o sa˜o normalizados e na˜o sa˜o apropriados para dados com elevada assimetria e curtose
(Stasinopoulos et al., 2015).
Os res´ıduos recomendados para os modelos GAMLSS sa˜o os normalised randomised quantile
residuals. O ca´lculo destes res´ıduos para uma varia´vel de interesse cont´ınua e´ diferente do
ca´lculo para uma varia´vel discreta. Uma vez que neste estudo a varia´vel de interesse e´ cont´ınua,
apenas ira´ ser abordado o ca´lculo dos normalised randomised quantile residuals para este tipo
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de varia´vel (Stasinopoulos et al., 2015).
Para mais detalhes em relac¸a˜o ao ca´lculo dos res´ıduos normalised randomised quantile
residuals para varia´veis cont´ınuas consultar Stasinopoulos et al. (2015).
Na pro´xima secc¸a˜o sa˜o introduzidos os normalised randomised quantile residuals e as
respetivas func¸o˜es que possibilitam a construc¸a˜o dos gra´ficos utilizados para os analisar.
3.5.1 Normalised Randomise Quantile Residuals
A vantagem destes res´ıduos tem a ver com o facto de que, independentemente da distribuic¸a˜o
selecionada para a varia´vel resposta, os normalised randomised quantile residuals tera˜o de ter
uma distribuic¸a˜o normal, quando o modelo GAMLSS ajustado for adequado aos dados. Os
res´ıduos dos GAMLSS sa˜o calculados pela seguinte fo´rmula: rˆi = Φ
−1(uˆi), onde Φ−1 e´ a inversa
da func¸a˜o de distribuic¸a˜o cumulativa da N(0,1) e uˆi representa os quantis dos res´ıduos. Sendo y
uma observac¸a˜o de uma varia´vel aleato´ria cont´ınua, os uˆ = F (y|θˆ). Se o modelo GAMLSS for o
correto, uˆ tera´ uma distribuic¸a˜o uniforme entre 0 e 1. Para concluir, rˆ = Φ−1(uˆ) = Φ−1[F (y|θˆ)]
e rˆ tem, aproximadamente, uma distribuic¸a˜o normal padronizada (Stasinopoulos et al., 2015).
Atrave´s da func¸a˜o residuals() do programa R e´ poss´ıvel obter o vetor dos res´ıduos do modelo
GAMLSS. Para analisar a normalidade utilizam-se me´todos gra´ficos, como o QQ-plot, res´ıduos
versus o ı´ndice da observac¸a˜o, res´ıduos versus valores ajustados yˆ, gra´fico densidade de Kernel
ou o Worm plot (Stasinopoulos et al., 2015).
3.5.2 Worm plot
Os Worm plots dos res´ıduos foram introduzidos por Buuren and Fredriks em 2001, para
identificar regio˜es em que o modelo na˜o e´ bem ajustado aos dados. Atrave´s do Worm plot e´
poss´ıvel observar pontos (a amarelo), que indicam o qua˜o afastados esta˜o os res´ıduos do seu
valor expecta´vel, representado pela linha a vermelho a tracejado. Se o modelo ajustado for
correto, sera´ de esperar que 95% dos pontos devem estar entre os dois semi-c´ırculos desenhados
a tracejado. Uma elevada percentagem de pontos dentro dos semi-c´ırculos indicam que a
distribuic¸a˜o ajustada ou as varia´veis selecionadas para o modelo podem na˜o ser as mais
corretas. A curva tracejada a vermelho e´ uma curva de ajuste cu´bica aos pontos, e a forma
obtida reflete as diferentes inadequabilidades do modelo (Figura 3.2) (Stasinopoulos et al., 2015).
Na tabela 3.1 encontram-se va´rios tipos de Worm plot de modelos GAMLSS mal ajustados.
Na figura 3.2 esta˜o representadas as formas gra´ficas desses modelos.
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Tabela 3.1: Forma dos Worm plot de modelos GAMLSS mal ajustados (Stasinopoulos et al., 2015)
Forma do Worm plot Res´ıduos Varia´vel dependente
Acima da curva de ajustamento Valor me´dio elevada paraˆmetro de localizac¸a˜o muito baixo
Abaixo da curva de ajustamento Valor me´dio baixa paraˆmetro de localizac¸a˜o muito elevado
Declive positivo (+) Variaˆncia elevada paraˆmetro de escala muito baixo
Declive negativo (-) Variaˆncia baixa paraˆmetro de escala muito elevado
Forma ’U’ Assimetria (+) assimetria muito baixa
Forma ’U’ invertida Assimetria (-) assimetria muito elevada
Forma ’S’ com left bent down lepto-kurtosis curtose baixa
Forma ’S’ com left bent up platy-kurtosis curtose elevada
Os gra´ficos (a) e (b) (Figura 3.2) mostram Worm plots quando o modelo do paraˆmetro de
localizac¸a˜o tem um ajustamento inadequado aos dados, uma vez que os res´ıduos se encontram
todos acima ou abaixo da reta y = 0. Os Worm plots (c) e (d) representam um mau ajustamento
do modelo para o paraˆmetro de escala. Ja´ os gra´ficos (e) e (f) indicam falha do ajustamento do
paraˆmetro de assimetria e (g) e (h) falha do ajustamento do paraˆmetro de curtose.
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Figura 3.2: Worm plot de diferentes modelos GAMLSS incorretamente ajustados (Stasinopoulos et al.,
2015).
3.6 Func¸a˜o gamlss()
Esta func¸a˜o e´ a principal do package GAMLSS, uma vez que e´ a responsa´vel pelo ajustamento
do modelo. Esta func¸a˜o deve obter os mesmos resultados que a func¸a˜o glm(), para modelos
lineares generalizados, os mesmos valores ajustados e estimativas dos coeficientes para a
modelac¸a˜o do valor me´dio. No entanto, o paraˆmetro de dispersa˜o φ dos modelos glm() e´
estimado pelo moment estimator, enquanto pela func¸a˜o gamlss() o paraˆmetro de escala σ = φ
1
2
e´ ajustado pela ma´xima verosimilhanc¸a (Stasinopoulos et al., 2015).
No caso de modelos com suavizadores, os resultados obtidos para o ajustamento do valor
me´dio utilizando a func¸a˜o gamlss() devera˜o ser os mesmos resultados que os obtidos pela
func¸a˜o gam() do package gam. No entanto, para tal acontecer, a func¸a˜o suavizadora utilizada
pelo gamlss() devera´ ser a cs(). Se a func¸a˜o utilizada for a pb(), as func¸o˜es gamlss() e gam()
devera˜o produzir resultados semelhantes utilizando o mesmo me´todo de estimac¸a˜o do paraˆmetro
de suavizac¸a˜o. A func¸a˜o gamlss() utiliza o estimador de ma´xima verosimilhanc¸a local para
o paraˆmetro suavizador, enquanto a func¸a˜o gam() utiliza validac¸a˜o-cruzada generalizada
(Stasinopoulos et al., 2015).
Alguns dos argumentos e os respetivos valores por defeito da func¸a˜o gamlss sa˜o: formula =
formula(data), sigma.formula = 1, nu.formula = 1, tau.formula = 1, family = NO(), method
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= RS(), start.from = NULL, mu.start = NULL, sigma.start = NULL, nu.start = NULL,
tau.start = NULL,...
A func¸a˜o gamlss() tem alguns argumentos que sa˜o necessa´rios para a contruc¸a˜o do modelo.
O conjunto dos termos inseridos para o paraˆmetro µ da distribuic¸a˜o, teˆm de ser representados
no argumento formula da func¸a˜o. No entanto, para os restantes paraˆmetros da distribuic¸a˜o σ,
ν e τ os argumentos utilizados sa˜o sigma.formula, nu.formula e tau.formula. Nesta func¸a˜o e´
necessa´rio especificar a famı´lia da distribuic¸a˜o condicional da varia´vel resposta pelo argumento
family. O argumento data representa a data.frame dos dados utilizados para o estudo. E´ ainda
poss´ıvel especificar o algoritmo a ser utilizado para a estimac¸a˜o do modelo, RS(), CG() ou uma
mistura de ambos, mixed(). Este u´ltimo me´todo inicia-se com o algoritmo de RS() e termina
com o CG(). Para o caso de serem considerados alguns valores fixos para os paraˆmetros da
distribuic¸a˜o estes podem ser definidos pelos argumentos mu.fix, sigma.fix, nu.fix e tau.fix, para
os paraˆmetros µ σ, ν e τ . Em geral, os argumentos mu.start, sigma.start, nu.start e tau.start na˜o
teˆm necessidade de serem definidos. No entanto, para ajustar um novo modelo com valores de
inicializac¸a˜o para os paraˆmetros da distribuic¸a˜o e´ poss´ıvel defini-los atrave´s destes argumentos
(Stasinopoulos et al., 2015).
3.7 Distribuic¸o˜es dispon´ıveis no package GAMLSS
A distribuic¸a˜o assumida pela varia´vel resposta Y pode ser muito geral, tendo uma u´nica restric¸a˜o
imposta pelos modelos GAMLSS. A func¸a˜o f(y|θ) e a sua primeira derivada (opcionalmente,
a segunda derivada e a derivada cruzada) teˆm de ser obtidas por me´todos computacionais, em
ordem a cada paraˆmetro θk da distribuic¸a˜o (Florencio, 2010).
O tipo da distribuic¸a˜o selecionada para a varia´vel resposta depende da sua natureza.
Existem treˆs tipos de distribuic¸o˜es dispon´ıveis: cont´ınuas, discretas ou mistura de distribuic¸o˜es
(Stasinopoulos et al., 2015). Uma vez que a varia´vel resposta deste estudo e´ de natureza
cont´ınua, na˜o sera˜o abordadas as distribuic¸o˜es discretas e a mistura de distribuic¸o˜es. Para mais
detalhes sobre esta informac¸a˜o consultar Stasinopoulos et al. (2015).
Na tabela 3.2, encontram-se exemplificadas algumas distribuic¸o˜es cont´ınuas com um, dois,
treˆs ou quatro paraˆmetros da distribuic¸a˜o e respetivas func¸o˜es de ligac¸a˜o, implementadas pelo
package GAMLSS, no programa R (Rigby and Stasinopoulos, 2009).
As func¸o˜es de ligac¸a˜o apresentadas sa˜o as utilizadas, por defeito, pela func¸a˜o gamlss() do
package GAMLSS do programa R. Estas func¸o˜es foram apresentadas por Wedderburn e Nelder,
1972, para os MLG de forma a garantir que o intervalo de valores para os paraˆmetros da
distribuic¸a˜o se mantenham apropriados. Por exemplo, a distribuic¸a˜o Beta pode assumir valores
definidos entre (0,1) e a func¸a˜o de ligac¸a˜o para o paraˆmetro µ e´ a func¸a˜o logit. O seu preditor




garante que a estimativa do µ seja entre 0 e 1 (Stasinopoulos et al., 2015).
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As distribuic¸o˜es cont´ınuas podem ser sime´tricas, assime´tricas positivas/negativas e em
relac¸a˜o a` curtose, mesocu´rticas (mesokurtic), leptocu´rticas (leptokurtic) ou platicu´rticas
(platykurtic). Na figura 3.3 e´ poss´ıvel observar quatro gra´ficos onde esta˜o representadas
diferentes formas das distribuic¸o˜es: assime´trica positiva, assime´trica negativa, platykurtic e
leptokurtic. A ana´lise da curtose e´ feita em comparac¸a˜o com uma distribuic¸a˜o normal (0,1),
com forma mesokurtic (Stasinopoulos and Rigby, 2014).
Figura 3.3: Diferentes tipos de distribuic¸o˜es cont´ınuas: assimetria negativa (gra´fico do canto superior
esquerdo), assimetria positiva (gra´fico do canto superior direito), platykurtic (gra´fico do canto inferior
esquerdo) e leptokurtic (gra´fico do canto inferior direito) (Stasinopoulos and Rigby, 2014).
O suporte das distribuic¸o˜es cont´ınuas no package GAMLSS divide as distribuic¸o˜es em treˆs
grupos: (-∞, +∞), (0,+∞) e (0,1) (Rigby and Stasinopoulos, 2009). Como exemplo, sera˜o
demonstradas duas distribuic¸o˜es da famı´lia da distribuic¸a˜o beta generalizada, tipo 1 e tipo 2. A
primeira tem um suporte (0,1), enquanto a segunda tem suporte (0,+∞) (Rigby et al., 2014).
• Distribuic¸a˜o Generalizada Beta tipo 1 (GB1)
A famı´lia da distribuic¸a˜o beta generalizada tipo 1, tem suporte 0 < Y < 1, GB1(µ, σ, ν, τ),
e define uma varia´vel Z pertencente a uma distribuic¸a˜o Beta, BE(µ, σ) (Rigby et al., 2014):
Z =
Y τ
ν + (1− ν)Y τ , (3.22)
onde 0 < µ < 1, 0 < σ < 1, ν > 0 e τ > 0 (Rigby et al., 2014). A func¸a˜o densidade de GB1
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e´ dada por:
f(y|µ, σ, ν, τ) = τν
βyτα−1(1− yτ )β−1
B(α, β)[ν + (1− ν)yτ ]α+β , (3.23)
em que α = µ(1− σ2)/σ2 e β = (1−µ)(1− σ2)/σ2, α > 0 e β > 0. Os paraˆmetros µ e σ sa˜o
adaptados para µ = α/(α+ β) e σ = (α+ β + 1)−1/2. A func¸a˜o BE(µ, σ) e´ um caso especial de
GB1(µ, σ, ν, τ), em que ν = 1 e τ = 1 (Rigby et al., 2014).
• Distribuic¸a˜o Generalizada Beta tipo 2 (GB2)
Quanto a` func¸a˜o tipo 2, a func¸a˜o densidade GB2 (µ, σ, ν, τ) e´ dada por:
f(y|µ, σ, ν, τ) = |σ|yσν−1{µσνB(ν, τ)[1 + (y/µ)σ]ν+τ}−1 (3.24)
=





onde y > 0, µ > 0, −∞ < σ < ∞, ν > 0 e τ > 0. O valor me´dio e a variaˆncia de
Y sa˜o calculados a partir de E(Y ) = µB(ν + 1σ , τ − 1σ )/B(ν, τ), para −ν < 1σ < τ e de
E(Y 2) = µ2B(ν + 2σ , τ − 2σ )/B(ν, τ) para −ν < 2σ < τ (Rigby et al., 2014).
Para o caso de ν = 1 e´ obtida a distribuic¸a˜o de Burr:




Se σ = 1 e´ obtida a distribuic¸a˜o Pareto Generalizada:
f(y|µ, σ, ν, τ) = Γ (ν + τ)








Os dados recolhidos e utilizados para este estudo foram previamente analisados e os resultados,
publicados em 2010 (Soto et al., 2010) e em 2013 (Soto et al., 2013). Nenhum estudo foi feito
no aˆmbito da estimac¸a˜o da creatinina se´rica basal.
O grupo de investigac¸a˜o, a que pertence a Doutora Karina Soto, nefrologista no HFF,
investigadora principal, e Professora Doutora Ana Lu´ısa Papoila, Bioestatista na NOVA Medical
School/Faculdade de Cieˆncias Me´dicas da Universidade Nova de Lisboa, responsa´vel pela ana´lise
estat´ıstica dos dados, foi o responsa´vel pela recolha da informac¸a˜o utilizada neste estudo. Para
um doente ser inclu´ıdo no estudo deveria ter sido admitido na unidade de emergeˆncia me´dica
na˜o ciru´rgica do HFF entre marc¸o e novembro de 2008, apo´s a obtenc¸a˜o do consentimento
informado. Em relac¸a˜o aos crite´rios de exclusa˜o, na˜o foram inclu´ıdos no estudo todos os doentes
que verificam o seguinte: (1) menores de 18 anos ou maiores de 80 anos; (2) com doenc¸a renal
cro´nica em esta´dio 4 (CKD-4); (3) com anu´ria (perda total da produc¸a˜o de urina) completa;
(4) com obstruc¸a˜o urina´ria; (5) em tratamento de quimioterapia; (6) com AKI em esta´dio 3
classificado pelo crite´rio AKIN; (7) com internamento inferior a 48h (Soto et al., 2010).
4.2 Software
Toda a ana´lise dos dados foi implementada no programa estat´ıstico R, versa˜o 3.3.1. As
bibliotecas utilizadas foram: gamlss, AID e gam. Em apeˆndice, encontra-se o script de toda
a ana´lise efetuada neste estudo.
4.3 Varia´veis
Foram inclu´ıdos no estudo 600 indiv´ıduos e recolhidos os valores de 124 varia´veis, entre as quais
a idade, o sexo, a rac¸a, a creatinina se´rica basal e a creatinina se´rica a` data de admissa˜o. O
valor da creatinina se´rica basal foi obtido atrave´s da informac¸a˜o contida nos processos cl´ınicos
dos doentes, seguidos em consulta, entre 1 a 6 meses anteriores a` data de admissa˜o na unidade
hospitalar (Soto et al., 2010).
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Devido ao elevado nu´mero das varia´veis consideradas para a realizac¸a˜o dos estudos ja´
referidos, a base de dados utilizada passou a conter apenas as varia´veis de interesse para este
estudo. Desta forma foi criada uma nova base de dados mais simplificada. Na˜o foram obtidos
valores omissos para qualquer uma das varia´veis que passamos a apresentar:
CREATININA SE´RICA BASAL (scrb) - varia´vel quantitativa cont´ınua, medida na
unidade mg/dl. Indica o valor da creatinina se´rica basal do indiv´ıduo, num per´ıodo de 1 a 6
meses anteriores a` data da inclusa˜o no estudo.
CREATININA SE´RICA NO TEMPO 0 (scr t0) - varia´vel quantitativa cont´ınua, medida
na unidade mg/dl. Indica o valor da creatinina se´rica a` data de admissa˜o do indiv´ıduo na
unidade hospitalar.
SEXO (sexo) - varia´vel qualitativa bina´ria que representa o sexo do indiv´ıduo.
IDADE (idade) - varia´vel quantitativa cont´ınua que representa a idade do indiv´ıduo, em
anos, a` data de admissa˜o na unidade hospitalar Fernando Fonseca.
RAC¸A (raca) - varia´vel qualitativa bina´ria que representa a rac¸a do indiv´ıduo.
Na tabela 4.1 encontram-se as varia´veis utilizadas neste estudo. A coluna Nome corresponde
ao nome de codificac¸a˜o de cada uma no script do R.
Tabela 4.1: Classificac¸a˜o e codificac¸a˜o das varia´veis
Nome Descric¸a˜o Tipo Codificac¸a˜o
scrb Creatinina se´rica basal Quantitativa cont´ınua











idade Idade Quantitativa cont´ınua
4.4 Ana´lise Explorato´ria
4.4.1 Varia´vel Dependente




Tabela 4.2: Medidas descritivas da creatinina se´rica basal
Mı´nimo 1o quartil Me´dia Mediana 3o quartil Ma´ximo Desvio padra˜o
0.3 0.6 0.8197 0.8 0.9 2.7 0.2993
Para esta varia´vel ainda foi constru´ıdos um diagrama em caixa de bigodes e um histograma
(Figura 4.1). Ambos sugerem que a creatinina se´rica basal na˜o segue uma distribuic¸a˜o normal,
uma vez que e´ observado uma assimetria a` direita. Ale´m disso, surgem ainda 11 valores extremos
(Figura 4.1 - direita), facto este favora´vel a` premissa de que estes dados na˜o proveˆm de uma
populac¸a˜o com distribuic¸a˜o normal.
Figura 4.1: Histograma (esquerda) e diagrama em caixa de bigodes (direita) da varia´vel creatinina
se´rica basal.
Para esta varia´vel foi realizada uma transformac¸a˜o logar´ıtmica na tentativa de obter
normalidade da sua distribuic¸a˜o. Pela visualizac¸a˜o do histograma da varia´vel (Figura 4.2 -
esquerda), parece observar-se alguma simetria na distribuic¸a˜o dos dados, no entanto, o diagrama
em caixa de bigodes (Figura 4.2 - direita), evideˆncia uma certa assimetria, e tambe´m a presenc¸a
de diversas observac¸o˜es extremas.
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Figura 4.2: Histograma (esquerda) e diagrama em caixa de bigodes (direita) da varia´vel logaritmo da
creatinina se´rica basal.
Na tabela 4.3 encontram-se algumas medidas descritivas da transformac¸a˜o logar´ıtmica da
varia´vel creatinina se´rica basal.
Tabela 4.3: Medidas descritivas do logaritmo da creatinina se´rica basal
Mı´nimo 1o quartil Me´dia Mediana 3o quartil Ma´ximo Desvio padra˜o
-1.2040 -0.5108 -0.2519 -0.2232 -0.1054 0.9933 0.3146
4.4.2 Varia´veis Independentes
4.4.2.1 Sexo, Rac¸a
Em relac¸a˜o a`s varia´veis sexo e rac¸a e´ poss´ıvel observar pela tabela 4.4, que os indiv´ıduos da
amostra na˜o se distribuem de forma equitativa entre as categorias destas varia´veis independentes.
As diferenc¸as das proporc¸o˜es entre as rac¸as sa˜o mais significativas (87% e 13%) do que entre as
categorias do sexo (38.33% e 61.67%).
Tabela 4.4: Proporc¸o˜es de indiv´ıduos para as categorias das varia´veis sexo e rac¸a
Sexo Total (n=600) Rac¸a Total (n=600)
Feminino (%) 230 (38.33%) na˜o Negra (%) 522 (87%)
Masculino (%) 370 (61.67%) Negra (%) 78 (13%)
Foram ainda constru´ıdos quatro diagramas em caixa de bigodes para os valores da creatinina
se´rica basal (Figura 4.3), das categorias do sexo feminino e masculino e das rac¸as na˜o negra e
negra. Em todos os diagramas em caixa de bigodes e´ poss´ıvel observar diversos valores extremos.
Nos diagramas em caixa de bigodes da varia´vel sexo e´ poss´ıvel observar uma simetria em
ambos os gra´ficos para a categoria do sexo feminino e do sexo masculino. No entanto os valores
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da SCr basal do sexo masculino sa˜o ligeiramente superiores aos do sexo feminino sugerindo uma
prova´vel diferenc¸a entre os valores me´dios da SCr dos dois sexos.
O diagrama em caixa de bigodes da rac¸a negra tambe´m apresenta uma simetria dos valores
da creatinina se´rica basal, no entanto o mesmo na˜o ocorre na rac¸a na˜o negra. A rac¸a negra e´ a
que apresenta menos valores extremos e uma simetria dos valores da creatinina se´rica basal.
Figura 4.3: Diagrama em caixa de bigodes da creatinina se´rica basal para as categorias das varia´veis
sexo (feminino e masculino) e rac¸a (na˜o negra e negra).
Na tabela tabela 4.5 encontram-se algumas medidas descritivas da creatinina se´rica basal
para as diferentes categorias das varia´veis sexo e rac¸a.
Tabela 4.5: Medidas descritivas da creatinina se´rica basal para as categorias das varia´veis sexo e rac¸a
Categorias Mı´n. 1o quartil Me´dia Mediana 3o quartil Ma´x. Desv. padra˜o
Fem. 0.4 0.6 0.7557 0.7 0.8 2.1 0.2858
Masc. 0.3 0.7 0.8595 0.8 0.9 2.7 0.3009
na˜o-Negra 0.3 0.6 0.8188 0.8 0.9 2.3 0.2839
Negra 0.4 0.6 0.8256 0.75 0.875 2.7 0.3889
4.4.2.2 Idade
Na tabela 4.6 encontram-se algumas medidas descritivas desta varia´vel, onde e´ poss´ıvel observar
que os pacientes inclu´ıdos no estudo teˆm uma idade mediana de 62 anos. O histograma e o
diagrama em caixa de bigodes (Figura 4.4) evidenciam que esta varia´vel provavelmente na˜o tem
uma distribuic¸a˜o normal, uma vez que se nota uma maior assimetria a` esquerda.
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Tabela 4.6: Medidas descritivas da idade
Mı´nimo 1o quartil Me´dia Mediana 3o quartil Ma´ximo Desvio padra˜o
18 50 59.1 62 71 81 15.51
Figura 4.4: Histograma (esquerda) e diagrama em caixa de bigodes (direita) da varia´vel idade.
4.4.2.3 Creatinina Se´rica no tempo 0
Na tabela 4.7 encontram-se algumas medidas descritivas da varia´vel creatinina se´rica no tempo
0. Como e´ poss´ıvel observar, os valores desta varia´vel teˆm uma amplitude superior aos valores
da varia´vel creatinina se´rica basal, a varia´vel dependente.
Tabela 4.7: Medidas descritivas da creatinina se´rica no tempo 0
Mı´nimo 1o quartil Me´dia Mediana 3o quartil Ma´ximo Des. padra˜o
0.2 0.7 1.109 0.9 1.3 6.4 0.7024
O diagrama em caixa de bigodes e o histograma (Figura 4.5) mostram uma assimetria a`
direita, sugerindo que esta varia´vel na˜o tem uma distribuic¸a˜o normal. Ainda e´ poss´ıvel observar
um elevado nu´mero de valores extremos superior a 2 mg/dL.
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Figura 4.5: Histograma (esquerda) e diagrama em caixa de bigodes (direita) da varia´vel creatinina
se´rica no tempo 0.
4.5 Infereˆncia Estat´ıstica
Para analisar se as amostras, relativas a`s varia´veis cont´ınuas, proveˆm de uma populac¸a˜o com
uma distribuic¸a˜o normal, foi realizado o teste de ajustamento de Kolmogorov-Smirnov. Este
teste foi escolhido uma vez que o tamanho da amostra e´ elevado. Foram testadas as distribuic¸o˜es
das varia´veis idade, creatinina se´rica no tempo 0 e creatinina se´rica basal. A hipo´tese nula, caso
na˜o seja rejeitada, permite-nos concluir que as populac¸o˜es de onde foi retirada a amostra teˆm
uma distribuic¸a˜o normal. Para ale´m destas varia´veis ainda foi avaliada a normalidade no caso
da transformac¸a˜o logar´ıtmica da creatinina se´rica basal e das categorias da varia´vel sexo e rac¸a.
Na tabela 4.8 encontram-se todos os valores da estat´ıstica de teste e os valores-p de todos
os testes aplicados. Como e´ poss´ıvel observar, a normalidade da distribuic¸a˜o das varia´veis foi
rejeitada, para todas as varia´veis. Embora os diagramas em caixa de bigodes da SCr basal para
as categorias das varia´veis sexo e rac¸a sugerissem uma prova´vel normalidade da distribuic¸a˜o,
esta conclusa˜o foi descartada devido aos resultados do teste de ajustamento.
Tabela 4.8: Teste de Kolmogorov-Smirnov
Teste de Kolmogorov-Smirnov
Varia´vel Estat´ıstica de Teste Valor-p
SCr Basal 0.19418 2.2× 10−16
SCr no tempo 0 0.21817 2.2× 10−16
Idade 0.097342 2.306× 10−5
Logaritmo da SCr Basal 0.12193 3.569× 10−8
SCr Basal sexo Feminino 0.22096 3.529× 10−10
SCr Basal sexo Masculino 0.21939 6.661× 10−16
SCr Basal rac¸a na˜o Negra 0.17859 6.883× 10−16
SCr Basal rac¸a Negra 0.28317 7.389× 10−6
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Foram, ainda, constru´ıdos gra´ficos QQ-plot (Figura 4.6) para as varia´veis cont´ınuas (idade,
creatinina no tempo zero e creatinina basal e respetiva transformac¸a˜o logar´ıtmica) de forma a
verificar o ajustamento dos dados a` distribuic¸a˜o normal. Em todos os gra´ficos verificou-se que
todas as varia´veis cont´ınuas apresentam uma fuga a` normalidade da sua distribuic¸a˜o.
Figura 4.6: QQ-plot para as varia´veis creatinina se´rica basal (canto superior esquerdo), transformac¸a˜o
logar´ıtmica da creatinina se´rica basal (canto superior direito), creatinina se´rica no tempo 0 (canto inferior
esquerdo) e idade (canto inferior direito).
Os diferentes QQ-plots constru´ıdos (Figura 4.7) para os sexos feminino e masculino e para
as rac¸as negra e na˜o negra, sugerem que a creatinina se´rica basal para estas categorias na˜o
apresenta uma distribuic¸a˜o normal. Embora os diagramas em caixa de bigodes, apresentados
anteriormente, sugerissem uma poss´ıvel normalidade, o teste de Kolmogorov-Smirnov e os
QQ-plots vieram comprovar o contra´rio. Provavelmente, o grande nu´mero de valores extremos
dificulta a possibilidade desta varia´vel ter uma distribuic¸a˜o normal.
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Figura 4.7: QQ-plot para a varia´vel creatinina se´rica basal das categorias do sexo (feminino - canto
superior esquerdo; masculino - canto superior direito), da rac¸a na˜o negra (canto inferior esquerdo) e da
rac¸a negra (canto inferior direito).
Ainda foi testado se haveria diferenc¸as entre os valores me´dios da creatinina se´rica basal,
entre as categorias das varia´veis sexo e rac¸a. O teste utilizado foi o teste-Z, obtendo-se
os seguintes resultados apresentados na tabela 4.9. Concluiu-se que existem diferenc¸as
significativas entre os valores me´dios da creatinina se´rica basal do sexo feminino em relac¸a˜o a` do
sexo masculino. No entanto, para a varia´vel rac¸a na˜o e´ poss´ıvel afirmar que existam diferenc¸as
significativas entre os valores me´dios das rac¸a na˜o negra e a rac¸a negra.
Tabela 4.9: Teste-t para a diferenc¸a entre os valores me´dios da creatinina se´rica basal entre as categorias
das varia´veis sexo e rac¸a
Sexo Rac¸a
Estat´ıstica de teste-Z 4.1876 -0.1501
Valor-p 3.243× 10−5 0.8810
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Ana´lise dos Dados atrave´s de um
MLG e de um MAG
O objetivo deste estudo e´ obter um modelo de predic¸a˜o para o valor da creatinina se´rica basal.
Assim, iniciou-se a ana´lise utilizando-se um modelo linear generalizado e, posteriormente, um
modelo aditivo generalizado. Para ambos, foram inseridas todas as varia´veis independentes,
idade, sexo, rac¸a e creatinina no tempo 0, uma vez que todas teˆm um significado cl´ınico na a´rea
da lesa˜o renal aguda.
5.1 Modelo Linear Generalizado
O modelo linear generalizado obtido tem a seguinte expressa˜o:
g(µ) = η = β0 + β1idade + β2raca + β3sexo + β4scr t0. (5.1)
Para avaliar a qualidade do ajustamento do modelo, foram analisados os res´ıduos atrave´s
de um QQ-plot. O gra´fico obtido sugere que a distribuic¸a˜o dos res´ıduos na˜o e´ uma distribuic¸a˜o
normal (Figura 5.1). Uma vez que esta condic¸a˜o de aplicabilidade do modelo na˜o se verifica
iremos seguir uma nova abordagem, apo´s efetuar uma transformac¸a˜o da varia´vel resposta.
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Figura 5.1: QQ-plot dos res´ıduos obtidos com o modelo de regressa˜o linear.
Assim sendo, procedeu-se a` transformac¸a˜o logar´ıtmica da varia´vel resposta. A expressa˜o do
modelo obtido e´ a seguinte:
g(log(µ)) = η = β0 + β1idade + β2raca + β3sexo + β4scr t0. (5.2)
O gra´fico QQ-plot obtido (Figura 5.2) mostra uma melhoria da distribuic¸a˜o dos res´ıduos.
No entanto, como no modelo anterior, na˜o e´ poss´ıvel concluir que os res´ıduos sejam provenientes
de uma populac¸a˜o com distribuic¸a˜o normal.
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Figura 5.2: QQ-plot dos res´ıduos obtidos pelo modelo de regressa˜o linear com transformac¸a˜o logar´ıtmica
da varia´vel dependente, creatinina se´rica basal.
Uma vez que a condic¸a˜o de aplicabilidade respeitante a` normalidade dos res´ıduos na˜o se
verificou, foi necessa´rio recorrer a outra estrate´gia utilizando a transformac¸a˜o de Box-Cox.
Atrave´s desta transformac¸a˜o da varia´vel dependente e´ necessa´rio estimar o paraˆmetro λ que,
em algumas circunstaˆncias, permite normalizar a distribuic¸a˜o daquela varia´vel. Atrave´s dos
resultados obtidos pela func¸a˜o boxcoxnc() (Tabela 5.1), e´ poss´ıvel verificar que, para todos
os testes de normalidade realizados, foi rejeitada a hipo´tese de normalidade da distribuic¸a˜o da
SCr basal, para qualquer paraˆmetro de transformac¸a˜o Box-Cox estimado, λˆ. A primeira linha
da tabela indica a estimativa de λ, as linhas seguintes indicam os valores-p obtidos com os
treˆs diferentes testes de normalidade, sw corresponde ao teste de Shapiro-Wilk, sf ao teste de
Shapiro-Francia e jb ao teste de Jarque-Bera. Os diferentes me´todos de estimac¸a˜o do paraˆmetro
λ esta˜o identificados ao topo de cada coluna, SW corresponde ao me´todo de Shapiro-Wilk,
AD ao me´todo de Anderson-Darling, CVM ao me´todo de Cramer-von Mises, PT Pearson
Chi-square, SF Shapiro-Francia, LT Lilliefords, JB Jarque-Bera e AC ao me´todo da covaria´vel
artificial.
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Tabela 5.1: Transformac¸a˜o de Box-Cox. SW: Shapiro-Wilk; AD:Anderson-Darling; CVM:
Cramer-von Mises; PT: Pearson Chi-square; SF: Shapiro-Francia; LT: Lilliefords; JB: Jarque-Bera;
AC - me´todo da covaria´vel artificial
SW AD CVM PT
lambda.hat -4.300000e-01 -4.400000e-01 -4.500000e-01 -1.580000e+00
sw.pvalue 2.047634e-10 2.034419e-10 2.007389e-10 6.182567e-21
sf.pvalue 1.754947e-09 1.744717e-09 1.724244e-09 1.593638e-18
jb.pvalue 1.064312e-04 1.065391e-04 1.036870e-04 0.000000e+00
SF LT JB AC
lambda.hat -4.300000e-01 -1.800000e-01 -4.400000e-01 -4.603333e-01
sw.pvalue 2.047634e-10 2.650608e-11 2.034419e-10 1.965598e-10
sf.pvalue 1.754947e-09 3.025959e-10 1.744717e-09 1.692764e-09
jb.pvalue 1.064312e-04 5.559996e-09 1.065391e-04 9.789084e-05
5.2 Modelo Aditivo Generalizado
Uma vez que na˜o se obteve a condic¸a˜o de normalidade da distribuic¸a˜o dos res´ıduos para ambos
os modelos lineares generalizados e na˜o foi poss´ıvel estimar o paraˆmetro da transformac¸a˜o de
Box-Cox, recorreu-se aos modelos aditivos generalizados.
Inicialmente foram constru´ıdos os gra´ficos das func¸o˜es parciais dos modelos univariados,
entre a creatinina se´rica basal e as varia´veis cont´ınuas independentes, idade e creatinina se´rica
no tempo 0. Atrave´s do gra´fico da figura 5.3 - esquerda, a relac¸a˜o entre a varia´vel idade e a
creatinina se´rica basal e´ praticamente linear, sugerindo a na˜o utilizac¸a˜o de um suavizador para
esta varia´vel independente. No entanto, no gra´fico da creatinina se´rica no tempo 0 (Figura 5.3
- direita), verifica-se que na˜o existe uma relac¸a˜o linear, sendo aconselhada a utilizac¸a˜o de um
suavizador para esta varia´vel independente.
Figura 5.3: Gra´ficos das func¸o˜es parciais da idade (esquerda) e da creatinina se´rica no tempo 0 (direita)
obtidos na ana´lise univariada.
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Assim, o modelo aditivo generalizado constru´ıdo tera´ a seguinte expressa˜o:
g(µ) = β1raca + β2sexo + β3idade + s(scr t0) (5.3)
Os res´ıduos obtidos pelo modelo aditivo generalizado, apresentados num gra´fico QQ-plot,
(Figura 5.4), na˜o apresentam uma distribuic¸a˜o normal. Uma vez que a condic¸a˜o de aplicabilidade
do modelo, em relac¸a˜o a` normalidade dos res´ıduos falhou, a ana´lise dos dados atrave´s deste
modelo deu-se como terminada. A abordagem seguinte, para tentar ultrapassar a dificuldade de
atingir a normalidade dos res´ıduos, constam num ajustamento de um modelo GAMLSS, cujo os
resultados sera˜o apresentados no cap´ıtulo seguinte.
Figura 5.4: QQ-plot dos res´ıduos obtidos pelo modelo aditivo generalizado.
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Ana´lise dos Dados atrave´s de um
GAMLSS
6.1 Escolha da distribuic¸a˜o da varia´vel dependente
Apo´s a na˜o obtenc¸a˜o da normalidade dos res´ıduos dos modelos MLG e MAG, analisaram-se os
dados atrave´s de modelos GAMLSS. Uma vez que estes modelos teˆm uma maior flexibilidade
no que diz respeito a` distribuic¸a˜o da varia´vel resposta acreditamos que a falha do pressuposto
acerca dos res´ıduos obtidos nos modelos anteriores possa ser ultrapassada.
A primeira ana´lise utilizando o package GAMLSS constou da estimac¸a˜o da distribuic¸a˜o
da varia´vel creatinina se´rica basal. A func¸a˜o fitDist() conte´m o argumento type, que teve
necessidade de ser especificado para ajustar as func¸o˜es cont´ınuas com suporte em IR+ a` varia´vel
dependente. A opc¸a˜o ’realplus’ selecionada na˜o conte´m todas as distribuic¸o˜es cont´ınuas com
suporte IR+ dispon´ıveis no package GAMLSS, desta forma foi necessa´rio adicionar as restantes
distribuic¸o˜es no argumento extra. Assim sendo, foram considerados as diferentes distribuic¸o˜es:
GB2, BCT, BCTo, exGAUS, BCPE, BCPEo, BCCG, BCCGo, IGAMMA, GG, GIG, LOGNO,
IG, GA, WEI2, WEI, WEI3, EXP, PARETO2. As distribuic¸o˜es BCCGo, BCPEo e BCTo teˆm
a func¸a˜o de ligac¸a˜o logar´ıtmica por default. Estas distribuic¸o˜es esta˜o apresentadas na tabela 3.2.
Como e´ poss´ıvel visualizar no script da figura 6.1, a distribuic¸a˜o obtida com menor valor
de GAIC foi a GB2 - generalized beta type 2. Todas as distribuic¸o˜es testadas conseguiram ser
ajustadas a` varia´vel dependente (sem problemas computacionais), obtendo-se sempre um valor
de GAIC para cada uma das distribuic¸o˜es. A distribuic¸a˜o GB2 - generalized beta type 2 e´ uma
distribuic¸a˜o que conte´m quatro paraˆmetros, µ, σ, ν e τ , que sera˜o modelados no ajustamento do
modelo GAMLSS.
Apo´s selecionada a distribuic¸a˜o da varia´vel dependente, foi constru´ıdo um histograma para os
valores da creatinina se´rica basal atrave´s da func¸a˜o histDist() (Figura 6.2). No histograma esta˜o
representados os valores observados da creatinina se´rica basal, a linha a vermelho representa a
func¸a˜o densidade parame´trica GB2 ajustada a` SCr basal, e a linha azul a densidade estimada
na˜o-parametricamente (atrave´s de um suavizador de Kernel). A func¸a˜o densidade GB2 utiliza
estimativas para ajustar a distribuic¸a˜o aos dados, tendo sido obtidos os valores µˆ = −0.3462,
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σˆ = 9.935, νˆ = −0.4253 e τˆ = −0.8115. As func¸o˜es de ligac¸a˜o da GB2 sa˜o, para µ, ν e τ a
logar´ıtmica e para σ a identidade.
Figura 6.1: Script e respetivo output da func¸a˜o fitDist().
Figura 6.2: Histograma da varia´vel creatinina se´rica basal obtido pela func¸a˜o histDist(). Linha a
vermelha: func¸a˜o densidade parame´trica GB2 ; linha a azul: densidade estimada na˜o-parametricamente.
6.2 Ana´lise do modelo
A construc¸a˜o do modelo e´ efetuada com base nas varia´veis de interesse, idade, sexo, rac¸a ou
creatinina no tempo 0, para cada paraˆmetro da distribuic¸a˜o. No entanto, a varia´vel creatinina
se´rica no tempo 0, como verificado na ana´lise com o MAG, na˜o tem uma relac¸a˜o linear
com a creatinina se´rica basal, necessitando da utilizac¸a˜o de um suavizador. Uma vez que o
package GAMLSS disponibiliza diferentes suavizadores, foi necessa´rio escolher um para a varia´vel
creatinina se´rica no tempo 0. Constru´ıram-se diversos modelos para estimar o paraˆmetro µ, com
apenas uma varia´vel independente, a creatinina se´rica no tempo 0 com diferentes suavizadores
(dispon´ıveis pelo package GAMLSS). Uma vez que os modelos GAMLSS podem ser comparados
pelos valores do crite´rio GAIC, escolheu-se o suavizador do modelo univariado que obteve menor
valor (Tabela 6.1). O suavizador escolhido foi o cubic spline - scs(), que sera´ aplicado a`
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varia´vel creatinina se´rica no tempo 0, sempre que esta for selecionada para a estimac¸a˜o de
um determinado paraˆmetro da distribuic¸a˜o.
Tabela 6.1: Modelos univariados com vista a` escolha do suavizador para a varia´vel creatinina se´rica no
tempo 0
Modelo Suavizador GAIC
scrb ∼ cs(scr t0) Cubic spline -470.2354
scrb ∼ pvc(scr t0) based on P-splines -491.9919
scrb ∼ cy(scr t0) based on P-splines -479.0178 - com warnings()
scrb ∼ pb(scr t0) based on P-splines -491.9913
scrb ∼ ps(scr t0) based on P-splines -471.638
scrb ∼ ri(scr t0) based on P-splines -375.0739
scrb ∼ fp(scr t0) Fractional Polynomials -468.061
scrb ∼ scs(scr t0) Cubic spline -497.2156
scrb ∼ lo(scr t0) Loess warnings()
Para a selec¸a˜o das varia´veis independentes a serem utilizadas na estimac¸a˜o dos paraˆmetros
µ, σ, ν e τ , foram utilizados treˆs me´todos de selec¸a˜o, stepGAIC(), stepGAICAll.A() e
stepGAICAll.B(). A stepGAIC() e´ a u´nica func¸a˜o que constro´i o modelo GAMLSS
individualmente para cada paraˆmetro da distribuic¸a˜o. O me´todo stepGAICAll.A() obteve
avisos warnings(), revelando problemas na execuc¸a˜o do script. Assim os seus resultados na˜o
sera˜o apresentados neste estudo.
Como o me´todo stepGAIC() realiza o ajustamento para cada paraˆmetro da distribuic¸a˜o
individualmente, iniciou-se pelo paraˆmetro µ, uma vez que Stasinopoulos e Rigby (2015) sugerem
que se deve respeitar a hierarquia dos paraˆmetros. Primeiro deve-se ajustar o modelo para o
paraˆmetro µ, seguido dos paraˆmetros σ, ν e, por u´ltimo, o paraˆmetro τ . A expressa˜o do
modelo GAMLSS multivaria´vel obtido pela func¸a˜o stepGAIC(), para todos os paraˆmetros da
distribuic¸a˜o, foi a seguinte:
g1(µ) = β11raca + β12sexo + β13idade + scs11(scr t0), (6.1)
g2(σ) = β22sexo + β23idade + scs21(scr t0), (6.2)
g3(ν) = scs31(scr t0), (6.3)
g4(τ) = β41raca + β42sexo + β43idade. (6.4)
A expressa˜o do modelo GAMLSS anterior, contendo os valores dos coeficientes estimados
pelo algoritmo, pode ser escrito na seguinte forma:
g1(µ) = −0.0813raca + 0.0483sexo− 0.0054idade + scs11(scr t0), (6.5)
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g2(σ) = −1.07942sexo + 0.03550idade + scs21(scr t0), (6.6)
g3(ν) = scs31(scr t0), (6.7)
g4(τ) = −0.44286raca + 0.57384sexo− 0.03171idade. (6.8)
Os resultados do modelo GAMLSS obtidos encontram-se apresentados na tabela 6.2. Nesta
tabela esta˜o representados os valores-p relativos a`s estimativas das varia´veis inclu´ıdas no modelo
para cada paraˆmetro da distribuic¸a˜o. Estes valores-p correspondem ao teste de significaˆncia
do coeficiente, onde e´ testado se a covaria´vel tem, ou na˜o, influeˆncia significativa na varia´vel
resposta. Como se pode verificar, alguns dos valores-p sa˜o superiores a 0.05, indicando que
na˜o e´ rejeitada a possibilidade de o coeficiente ser igual a zero. Isto indica que a varia´vel
independente podera´ na˜o ser importante para o modelo de predic¸a˜o. Pela tabela 6.2 e´ poss´ıvel
concluir que, no modelo obtido para o paraˆmetro µ, as varia´veis rac¸a, idade e sexo podera˜o ser
consideradas pouco relevantes. O mesmo se pode afirmar para a varia´vel rac¸a no modelo obtido
para o paraˆmetro τ .










SCr T0 -2.12259 1.34× 10−6
Paraˆmetro - ν






Graus de liberdade 24.697
GAIC -507.2138
Ainda para este modelo foram testadas as seguintes interac¸o˜es, sexo*idade, sexo*raca e
raca*idade. Como e´ poss´ıvel observar pelos resultados dos valores-p obtidos e apresentados na
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tabela 6.3, todas as interac¸o˜es foram estatisticamente na˜o significativas. Desta forma, manteve-se
as expresso˜es do modelo GAMLSS (6.5, 6.6, 6.7 e 6.8) sem interac¸o˜es.













Quanto ao me´todo stepGAICAll.B() para a selec¸a˜o das varia´veis independentes, e´ poss´ıvel
observar que, para todos os paraˆmetros da distribuic¸a˜o, foram inseridas as mesmas covaria´veis,
sexo e creatinina no tempo 0. A expressa˜o do modelo GAMLSS obtido e´ a seguinte:
g1(µ) = β11sexo + scs11(scr t0), (6.9)
g2(σ) = β21sexo + scs21(scr t0), (6.10)
g3(ν) = β31sexo + scs31(scr t0), (6.11)
g4(τ) = β41sexo + scs41(scr t0). (6.12)
A expressa˜o do modelo GAMLSS anterior, contendo os valores dos coeficientes estimados
pelo algoritmo, pode ser escrito na seguinte forma:
g1(µ) = −0.01710sexo + scs11(scr t0), (6.13)
g2(σ) = 0.11060sexo + scs21(scr t0), (6.14)
g3(ν) = −0.1714sexo + scs31(scr t0), (6.15)
g4(τ) = 0.11019sexo + scs41(scr t0). (6.16)
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A selec¸a˜o das mesmas covaria´veis para todos os paraˆmetros da distribuic¸a˜o deve-se ao facto
do me´todo stepGAICAll.B() obrigar a que todos os paraˆmetros da distribuic¸a˜o incluam as
mesmas covaria´veis. Na tabela 6.4 encontram-se os resultados dos valores-p das estimativas dos
coeficientes obtidos para cada covaria´vel de cada paraˆmetro de distribuic¸a˜o.




SCr T0 0.65611 < 2× 10−16
Paraˆmetro - σ
Sexo 0.11060 0.271
SCr T0 -3.54282 < 2× 10−16
Paraˆmetro - ν
Sexo -0.1714 0.185
SCr T0 1.0108 6.85× 10−10
Paraˆmetro - τ
Sexo 0.11019 0.537
SCr T0 1.22473 < 2× 10−16
Global Deviance -608.094
Graus de liberdade 27.00621
GAIC -512.0692
Pela ana´lise dos valores-p, constatou-se que permaneceram no modelo final covaria´veis
consideradas na˜o significativas. A varia´vel sexo foi considerada na˜o relevante para a estimac¸a˜o
de todos os paraˆmetros da distribuic¸a˜o, enquanto que varia´vel creatinina no tempo 0 e´ sempre
significativa. Uma vez que o modelo obtido pelo me´todo stepGAIC() e o obtido pelo
me´todo stepGAICAll.B() sa˜o na˜o aninhados, a medida de avaliac¸a˜o utilizada para comparar
os respetivos desempenhos foi o crite´rio GAIC. Este modelo obteve um valor de GAIC de
-512.0692 e o modelo obtido pelo me´todo stepGAIC() (-507.2138), indicando que o modelo
stepGAICAll.B() se ajustou melhor aos dados.
6.3 Ana´lise das estimativas
A primeira ana´lise realizada a`s estimativas obtidas pelos modelos GAMLSS constou da
comparac¸a˜o entre os histogramas obtidos a partir dessas estimativas e os obtidos a partir
dos valores observados da amostra. No histograma da figura 6.3 - esquerda, encontra-se a
representac¸a˜o dos valores da creatinina se´rica basal estimados pelo modelo GAMLSS pelo
me´todo stepGAIC(), enquanto no histograma (Figura 6.3 - direita) os valores observados
da creatinina se´rica basal. Como e´ poss´ıvel observar os histogramas sa˜o parecidos, mas com
diferenc¸as relevantes, em algumas regio˜es do gra´fico. Por exemplo, o nu´mero de indiv´ıduos
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ajustados com valores de 1 mg/dl da creatinina basal, sa˜o cerca de 300, em comparac¸a˜o com
os valores observados, cerca de 250 indiv´ıduos. Para valores superiores a 1.5 mg/dl, o modelo
GAMLSS na˜o teve o melhor ajustamento, uma vez que sa˜o poucos indiv´ıduos ajustados para
esses valores. O mesmo ocorre para valores inferiores a 0.5 mg/dl da creatinina se´rica basal,
onde o modelo na˜o ajusta nenhum indiv´ıduo com esses valores.
Figura 6.3: Histogramas correspondentes a`s estimativas obtidas pelo modelo GAMLSS - me´todo
stepGAIC() (esquerda) e aos valores observados (direita) da creatinina se´rica basal.
Os mesmos histogramas foram constru´ıdos para as estimativas obtidas pelo modelo GAMLSS
- me´todo stepGAICAll.B() (Figura 6.4). Como se pode observar, os histogramas sa˜o muito
diferentes, indicando um mau ajustamento do modelo. Existem alguns valores estimados (Figura
6.4 - esquerda) pelo modelo GAMLSS, extremamente elevados.
Figura 6.4: Histogramas correspondentes a`s estimativas obtidas pelo modelo GAMLSS - me´todo
stepGAICAll.B() (esquerda) e aos valores observados (direita) da creatinina se´rica basal.
O gra´fico seguinte (Figura 6.5), apresenta, no eixo das abcissas, os valores observados da
creatinina se´rica basal, e no eixo das ordenadas os valores estimados pelo modelo GAMLSS
stepGAIC(). A vermelho encontra-se a reta y = x. Se o modelo GAMLSS fosse adequado aos
dados, a nuvem de pontos (a preto) estaria sobreposta a` reta vermelha. No entanto, isso na˜o
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acontece e, como e´ poss´ıvel observar, o modelo GAMLSS estima diferentes valores de creatinina
se´rica basal para valores iguais observados. Para valores observados superiores a 1.2 mg/dl,
o gra´fico revela uma maior dificuldade no ajustamento, uma vez que se observa um desvio
bastante acentuado dos pontos em relac¸a˜o a` reta y = x.
Figura 6.5: Gra´fico dos valores observados versus os valores estimados pelo modelo GAMLSS - me´todo
stepGAIC() da creatinina se´rica basal. A vermelho encontra-se a reta y = x.
Para o modelo GAMLSS estimado, utilizando o me´todo stepGAICAll.B(), tambe´m foi
constru´ıdo o mesmo gra´fico (Figura 6.6). Nesta figura encontram-se dois gra´ficos, sendo
que o inferior representa uma ampliac¸a˜o do gra´fico superior, de forma a facilitar a sua
visualizac¸a˜o. Como era previsto ja´ pelo histograma da figura 6.4, o modelo GAMLSS - me´todo
stepGAICAll.B() na˜o obteve um bom ajustamento. Alguns valores estimados pelo modelo
GAMLSS da creatinina se´rica basal foram muito elevados. De facto, foi obtido um valor estimado
com cerca de 60 mg/dl e muitos valores entre 5 mg/dl e 25 mg/dl, tendo em conta que o valor
ma´ximo observado da creatinina se´rica basal e´ 2.7 mg/dl.
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Figura 6.6: Gra´fico dos valores observados versus os valores estimados, pelo modelo GAMLSS - me´todo
stepGAICAll.B() da creatinina se´rica basal. A vermelho encontra-se a reta y = x.
6.4 Ana´lise dos res´ıduos
Para que o modelo GAMLSS, se ajuste de uma forma adequada, os res´ıduos normalised quantile
residuals obtidos tera˜o que ter uma distribuic¸a˜o normal. Assim, foram constru´ıdos diagramas
em caixa de bigodes e QQ-plots para a ana´lise da distribuic¸a˜o dos res´ıduos.
Na figura 6.7 esta˜o representados os gra´ficos para ana´lise dos res´ıduos obtidos pelo modelo
GAMLSS - me´todo stepGAIC(). Como e´ poss´ıvel observar, ambos os gra´ficos sugerem que a
distribuic¸a˜o dos res´ıduos passa a ser normal. No diagrama em caixa de bigodes (Figura 6.7 -
esquerda) sa˜o observados algumas observac¸o˜es extremas em ambos os extremos do gra´fico. No
gra´fico QQ-plot (Figura 6.7 - direita) tambe´m e´ poss´ıvel observar alguns res´ıduos (poucos) com
desvios da reta y = x, nos extremos do gra´fico.
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Figura 6.7: Diagrama em caixa de bigodes (esquerda) e QQ-plot (direita) dos res´ıduos obtidos pelo
modelo GAMLSS - me´todo stepGAIC().
Em relac¸a˜o aos res´ıduos obtidos pelo modelo GAMLSS do me´todo stepGAICAll.B() e´
poss´ıvel observar que ambos os gra´ficos da figura 6.8 sugerem uma distribuic¸a˜o pro´xima da
normal. Sa˜o observados menos valores extremos no diagrama em caixa de bigodes da figura 6.8
- esquerda, em comparac¸a˜o com o gra´fico da figura 6.7 - esquerda. No entanto, pela ana´lise do
QQ-plot, figura 6.8 - direita parecem existir mais res´ıduos com maior desvio da reta y = x, em
comparac¸a˜o com o QQ-plot da figura 6.7 - direita.
Figura 6.8: Diagrama em caixa de bigodes (esquerda) e QQ-plot (direita) dos res´ıduos obtidos pelo
modelo GAMLSS - me´todo stepGAICAll.B().
Atrave´s da func¸a˜o plot() foi poss´ıvel obter as medidas descritivas dos res´ıduos obtidos
pelos modelos GAMLSS pelo me´todo stepGAIC() e pelo me´todo stepGAICAll.B(). Estes
resultados podem ser visualizados pelos scripts da figura 6.9, me´todo stepGAIC() e da figura
6.10, me´todo stepGAICAll.B(). Os res´ıduos obtidos pelo me´todo stepGAIC() teˆm um valor
me´dia e variaˆncia de 0.0022 e de 0.9952, respetivamente, enquanto que os obtidos pelo me´todo
stepGAICAll.B() teˆm uma me´dia dos res´ıduos de -0.00031 e uma variaˆncia de 0.999. Os
valores para os diferentes me´todos foram muito semelhantes, sugerindo que ambos os res´ıduos
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obtidos possam seguir a distribuic¸a˜o da normal (0,1).
Figura 6.9: Medidas descritivas dos res´ıduos obtidos pelo modelo GAMLSS - me´todo stepGAIC().
Figura 6.10: Medidas descritivas dos res´ıduos obtidos pelo modelo GAMLSS - me´todo
stepGAICAll.B().
Os gra´ficos obtidos pela func¸a˜o plot() constam de quatro gra´ficos diferentes, ’Against
Fitted Values’, ’Against Index ’, ’Density Estimate’ e ’Normal Q-Q Plot ’. O u´ltimo gra´fico,
Normal Q-Q Plot ja´ foi referido para ambos os me´todos stepGAIC() e stepGAICAll.B()
representados nas figuras 6.7 - direita e 6.8 - direita, respetivamente.
Na figura 6.11, sa˜o apresentados os gra´ficos obtidos pela func¸a˜o plot() do modelo GAMLSS
pelo me´todo stepGAIC(). O gra´fico do canto superior esquerdo representa os res´ıduos obtidos
versus os valores estimados da creatinina se´rica basal pelo modelo GAMLSS. Ja´ o gra´fico do
canto superior direito, da mesma figura, representa o index de cada indiv´ıduo da amostra versus
os res´ıduos obtidos pelo mesmo modelo. Para ambos os gra´ficos na˜o e´ observado qualquer
tipo de padra˜o dos res´ıduos, indicando um bom ajustamento do modelo. O terceiro gra´fico,
localizado no canto inferior esquerdo da figura 6.11, e´ um gra´fico de estimac¸a˜o na˜o-parame´trica
(suavizador de Kernel) da densidade dos res´ıduos do modelo. Este gra´fico tambe´m indica um
bom ajustamento do modelo, uma vez que tem uma forma semelhante a` da func¸a˜o densidade
da normal (0,1).
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Figura 6.11: Gra´fico dos res´ıduos obtidos pelo modelo GAMLSS - me´todo stepGAIC(), atrave´s da
func¸a˜o plot().
A mesma func¸a˜o plot() tambe´m foi aplicada ao modelo GAMLSS pelo me´todo
stepGAICAll.B() (Figura 6.12). Como os valores estimados da creatinina se´rica basal foram
maus para alguns indiv´ıduos, e´ de esperar que o gra´fico ’Against Fitted Values’ na˜o seja o ideal.
Esta conclusa˜o pode ser observada no gra´fico do canto superior esquerdo da figura 6.12, onde
e´ poss´ıvel observar uma concentrac¸a˜o de res´ıduos a` esquerda. Em relac¸a˜o ao restantes gra´ficos
da figura 6.12, pode-se concluir que os res´ıduos teˆm um comportamento semelhante aos obtidos
pelo modelo GAMLSS com o me´todo stepGAIC().
Figura 6.12: Gra´fico dos res´ıduos obtidos pelo modelo GAMLSS - me´todo stepGAICAll.B(), atrave´s
da func¸a˜o plot().
Outra forma de analisar os res´ıduos e´ atrave´s do Worm plot. Pelo gra´fico do modelo GAMLSS
- me´todo stepGAIC() (Figura 6.13) e´ poss´ıvel observar que os pontos na˜o se encontram muito
longe da reta y = 0. Isto indica um bom ajustamento do modelo. Existem apenas alguns
res´ıduos nos extremos que apresentam uma maior discrepaˆncia no que diz respeito a` distaˆncia
a` reta y = 0. Ale´m disso, apenas um dos res´ıduos encontra-se dentro do semi-c´ırculo superior,
sendo uma boa indicac¸a˜o acerca do ajustamento. A curva a vermelho representa o ajustamento
57
6.4. ANA´LISE DOS RESI´DUOS
cu´bico aos res´ıduos. O facto de na˜o refletir nenhum padra˜o semelhante aos da figura 3.2 e´
indicador de um modelo bem ajustado aos dados.
Figura 6.13: Worm plot dos res´ıduos obtidos pelo modelo GAMLSS - me´todo stepGAIC().
O Worm plot dos res´ıduos obtidos pelo modelo GAMLSS utilizando o me´todo
stepGAICAll.B() (Figura 6.14) obteve piores resultados, quando comparados com os da figura
6.13. Atrave´s do gra´fico e´ poss´ıvel observar que os res´ıduos apresentam um maior afastamento
da reta y = 0. Ale´m disso, e´ poss´ıvel observar alguns res´ıduos sobrepostos sobre os semi-c´ırculos
inferior e superior.
Figura 6.14: Worm plot dos res´ıduos obtidos pelo modelo GAMLSS - me´todo stepGAICAll.B().
Devido aos problemas de ajustamento do modelo GAMLSS pelo me´todo stepGAICAll.B(),
optou-se por escolher o modelo GAMLSS obtido pelo stepGAIC() para realizar uma ana´lise
mais extensa aos dados. Assim, embora os res´ıduos obtidos por este modelo indiquem um bom
ajustamento do modelo, os valores estimados na˜o foram os esperados. Desta forma, voltou a
realizar-se a ana´lise dos dados sem as seis observac¸o˜es mais extremas identificadas no diagrama
em caixa de bigodes da figura 6.7 - esquerda.
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6.5 Ana´lise dos dados sem os valores extremos
Os valores dos res´ıduos mais extremos obtidos pelo modelo GAMLSS - me´todo stepGAIC(),
identificados no diagrama em caixa de bigodes da figura 6.7 (esquerda), foram eliminados da base
de dados original, com o intuito de analisar o comportamento do modelo nestas circunstaˆncias.
Foi seguidamente realizada uma nova ana´lise, utilizando os modelos GAMLSS. Primeiramente
aplicou-se a func¸a˜o fitDist() para obter a func¸a˜o de distribuic¸a˜o mais adequada a` creatinina
se´rica basal. Obteve-se a mesma distribuic¸a˜o do primeiro modelo GAMLSS, GB2 - generalized
beta type 2, como se pode constatar pelo script da figura 6.15. Construiu-se um novo histograma
(Figura 6.16) utilizando a func¸a˜o histDist(), onde as constantes dos paraˆmetros da distribuic¸a˜o
obtidos foram µˆ = −0.3534, σˆ = 9.679, νˆ = −0.3997 e τˆ = −0.8218. Uma vez que a distribuic¸a˜o
da varia´vel dependente e´ a mesma, GB2, as func¸o˜es de ligac¸a˜o sa˜o as mesmas: µ, ν e τ , func¸a˜o
logar´ıtmica e σ, func¸a˜o identidade.
Figura 6.15: Script e respetivo output da func¸a˜o fitDist() aplicada a` varia´vel creatinina se´rica basal
sem os valores extremos.
Figura 6.16: Histograma da varia´vel creatinina se´rica basal obtido pela func¸a˜o histDist(), sem os
valores extremos. Linha a vermelha: func¸a˜o densidade parame´trica GB2 ; linha a azul: densidade
estimada na˜o-parametricamente.
Apo´s a selec¸a˜o da distribuic¸a˜o para a varia´vel dependente, foi necessa´rio selecionar as
varia´veis independentes para cada paraˆmetro da distribuic¸a˜o. Apenas foi utilizado o me´todo
stepGAIC(), uma vez que foi o que obteve melhores resultados, como ja´ referido anteriormente.
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As varia´veis selecionadas para cada paraˆmetro da distribuic¸a˜o foram iguais a`s do primeiro modelo
GAMLSS implementado com base no me´todo stepGAIC(), exceto para o paraˆmetro µ. Para
este paraˆmetro da distribuic¸a˜o, a varia´vel sexo na˜o foi inserida. Assim, as expresso˜es do novo
modelo GAMLSS sa˜o as seguintes:
g1(µ) = β11raca + β13idade + scs11(scr t0), (6.17)
g2(σ) = β22sexo + β23idade + scs21(scr t0), (6.18)
g3(ν) = scs31(scr t0), (6.19)
g4(τ) = β41raca + β42sexo + β43idade. (6.20)
A expressa˜o do modelo GAMLSS anterior, contendo os valores dos coeficientes estimados
pelo algoritmo, pode ser escrito na seguinte forma:
g1(µ) = −0.08125raca− 0.0043idade + scs11(scr t0), (6.21)
g2(σ) = −0.7638sexo + 0.0283idade + scs21(scr t0), (6.22)
g3(ν) = scs31(scr t0), (6.23)
g4(τ) = −0.5281raca + 0.3191sexo− 0.0279idade. (6.24)
As estimativas dos coeficientes, valores-p e outras medidas resultantes do ajustamento do
modelo GAMLSS, encontram-se na tabela 6.5. Como e´ poss´ıvel observar, este modelo obteve
alguns valores-p na˜o significativos para os testes de significaˆncia dos coeficientes β. Como no
primeiro modelo GAMLSS - me´todo stepGAIC(), para as varia´veis rac¸a e idade obte´m-se
um valor-p superior a 0.05, para o paraˆmetro µ, indicando que na˜o devem ser inseridas
no modelo. Todos os coeficientes das varia´veis inclu´ıdas para o paraˆmetro σ e ν tiveram
valores-p significativos. No entanto, o paraˆmetro τ apenas obteve o coeficiente da varia´vel sexo
significativo. Em comparac¸a˜o com o primeiro modelo GAMLSS - me´todo stepGAIC(), apenas
a varia´vel rac¸a para o paraˆmetro τ na˜o tinha um valor-p inferior a 0.05, mas os valores-p para
as varia´veis rac¸a e idade sa˜o pro´ximos de 0.05. Sendo assim, embora este paraˆmetro na˜o rejeite
a na˜o-significaˆncia destes dois coeficientes, os seus valores-p esta˜o muito pro´ximos da rejeic¸a˜o,
ou seja, pro´ximos de 0.05.
O valor de GAIC obtido para este modelo (Tabela 6.5) foi menor do que o modelo GAMLSS
obtido pelo me´todo stepGAIC(), sugerindo que este podera´ ter melhor desempenho.
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Na figura 6.17, encontram-se os histogramas dos valores estimados pelo modelo GAMLSS da
creatinina se´rica basal (esquerda) e no histograma da direita encontram-se os valores observados
da creatinina se´rica basal. Comparando os histogramas da figura 6.17, e´ poss´ıvel observar
algumas semelhanc¸as, assim como foi observado nos histogramas da figura 6.3. No entanto, se
compararmos o histograma da figura 6.3 - esquerda, e o histograma da figura 6.17 - esquerda e´
poss´ıvel observar uma melhoria na predic¸a˜o dos valores da creatinina se´rica basal, uma vez que
ha´ uma diminuic¸a˜o do nu´mero de indiv´ıduos para valores de creatinina se´rica basal igual a 1
mg/dl.
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Figura 6.17: Histogramas dos valores observados (direita) e estimados (esquerda) da creatinina se´rica
basal atrave´s do modelo GAMLSS obtido pelo me´todo stepGAIC, considerando os res´ıduos sem os
valores extremos.
O gra´fico dos valores estimados pelo modelo GAMLSS versus os valores observados da
creatinina se´rica basal, (Figura 6.18) e´ muito semelhando ao obtido pelo primeiro modelo
GAMLSS (Figura 6.5). Os valores obtidos pelo modelo GAMLSS, superiores a 1.2 mg/dl manteˆm
o desvio em relac¸a˜o a` reta a vermelho, y = x.
Figura 6.18: Gra´fico dos valores observados versus os valores estimados pelo modelo GAMLSS, da
creatinina se´rica basal, considerando os res´ıduos sem os valores extremos.
Na ana´lise dos res´ıduos manteve-se a mesma abordagem que a nos modelos anteriores. Na
figura 6.19 - esquerda, encontra-se o diagrama em caixa de bigodes e a` direita o QQ-plot dos
res´ıduos obtidos pelo modelo GAMLSS, dos dados sem os valores extremos. No diagrama em
caixa de bigodes, ja´ na˜o e´ poss´ıvel observar estes valores extremos, identificados no gra´fico 6.7
- esquerda. O gra´fico QQ-plot 6.19 - direita obtido na˜o mostra grandes variac¸o˜es em relac¸a˜o
ao gra´fico 6.7 - direita. Desta forma, parece manter-se o mesmo comportamento dos res´ıduos
quando comparados com os obtidos pelo primeiro modelo GAMLSS - me´todo stepGAIC().
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Figura 6.19: Diagrama em caixa de bigodes (esquerda) e QQ-plot (direita) dos res´ıduos obtidos pelo
modelo GAMLSS, considerando os res´ıduos sem os valores extremos.
O script obtido pela func¸a˜o plot() aplicado aos resultados obtidos pelo modelo GAMLSS e´
apresentado na figura 6.20. A me´dia dos res´ıduos obtidos pelo modelo GAMLSS foi de 0.0015,
enquanto o valor da variaˆncia foi de 0.9960. Estes valores manteˆm-se muito semelhantes a
qualquer um dos modelos GAMLSS ajustados anteriormente.
Figura 6.20: Medidas descritivas dos res´ıduos obtidos pelo modelo GAMLSS, considerando os res´ıduos
sem os valores extremos.
Os gra´ficos ’Against Fitted Values’ e ’Against index ’ obtidos pela func¸a˜o plot(), observados
na figura 6.21, na˜o mostram nenhum padra˜o, indicando um bom ajustamento do modelo. No
entanto, e´ poss´ıvel observar um res´ıduo mais distante no gra´fico ’Against Fitted Values’. Este
res´ıduo, ja´ identificado no primeiro modelo GAMLSS pelo me´todo stepGAIC(), permaneceu
mesmo depois da eliminac¸a˜o dos valores dos res´ıduos extremos. Em relac¸a˜o ao gra´fico ’Density
Estimate’ e ’Normal Q-Q Plot ’ da figura 6.21, mante´m-se a sugesta˜o de que os res´ıduos obtidos
sa˜o provenientes de uma populac¸a˜o com distribuic¸a˜o normal.
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Figura 6.21: Gra´ficos dos res´ıduos obtidos pelo modelo GAMLSS sem os valores extremos, atrave´s da
func¸a˜o plot().
Quando os res´ıduos sa˜o analisados atrave´s do Worm plot e´ poss´ıvel observar uma alterac¸a˜o da
distribuic¸a˜o em relac¸a˜o ao Worm plot da figura 6.13. A curva de ajustamento cu´bico afastou-se
da reta y = 0, ganhando um comportamento mais obl´ıquo, em forma de ’S’. Embora nenhum dos
res´ıduos se encontre dentro dos semi-c´ırculos, este gra´fico podera´ indicar uma falha na modelac¸a˜o
da curtose.




Identificar uma metodologia que permita estimar a creatinina se´rica basal e´ de elevada
importaˆncia para a pra´tica cl´ınica, no que diz respeito ao diagno´stico da lesa˜o renal aguda. De
facto, um diagno´stico precoce desta doenc¸a pode prevenir patologias mais complicadas com
necessidade de tratamentos invasivos ou ate´ mesmo levar a` morte. Para o diagno´stico da lesa˜o
renal aguda e´ necessa´rio ter o conhecimento do valor da creatinina se´rica basal, dado este valor
ser utilizado nos crite´rios de classificac¸a˜o da doenc¸a. Uma vez que este valor nem sempre esta´
dispon´ıvel e´ necessa´rio recorrer a me´todos de ca´lculo para a sua determinac¸a˜o.
Atrave´s de uma revisa˜o da literatura sobre a lesa˜o renal aguda foi poss´ıvel identificar
quais as varia´veis de importaˆncia cl´ınica a serem utilizadas neste estudo. Desta forma, apenas
a creatinina se´rica basal, a idade, a rac¸a, o sexo e a creatinina se´rica no tempo 0 foram analisadas.
A abordagem escolhida para atingir o objetivo deste estudo incluiu a utilizac¸a˜o das te´cnicas
de regressa˜o. Assim, iniciou-se a ana´lise dos dados pelos habituais modelos de regressa˜o lineares
generalizados, dada a distribuic¸a˜o cont´ınua da varia´vel resposta. Para ajustar este modelo
foram consideradas todas as covaria´veis (idade, sexo, rac¸a e creatinina se´rica no tempo 0).
No entanto, a adequabilidade do ajustamento na˜o foi a melhor dada a na˜o normalidade dos
res´ıduos obtidos.
O me´todo de ana´lise seguinte constou da utilizac¸a˜o de modelos aditivos generalizados para
estimar a creatinina se´rica basal em func¸a˜o das varia´veis idade, sexo, rac¸a e creatinina no
tempo 0. A vantagem destes modelos, quando comparados com os MLG, tem a ver com o
facto de poderem ser utilizadas func¸o˜es suavizadoras para modelar a relac¸a˜o existente entre as
covaria´veis cont´ınuas e a varia´vel resposta, conferindo-lhe assim uma maior flexibilidade. No
entanto, de novo foi violada a condic¸a˜o de aplicabilidade no que diz respeito a` normalidade dos
res´ıduos. Desta forma, foi necessa´rio recorrer a outro me´todo de ana´lise, para tentar identificar
um modelo que melhor se ajuste aos dados.
Uma vez que os modelos MLG e MAG na˜o obtiveram os melhores resultados, recorreu-se,
numa ana´lise seguinte, a` utilizac¸a˜o de modelos GAMLSS. Esta nova te´cnica de regressa˜o foi
mais promissora devido a` flexibilidade que tem na escolha da distribuic¸a˜o da varia´vel resposta.
Atrave´s da ana´lise dos dados, utilizando esta metodologia, concluiu-se que a distribuic¸a˜o da
varia´vel resposta na˜o e´, de facto, uma distribuic¸a˜o normal. A distribuic¸a˜o selecionada para
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a creatinina se´rica basal foi a distribuic¸a˜o beta generalizada tipo 2. No entanto, quando se
utilizou a func¸a˜o dispon´ıvel no package GAMLSS, para a selec¸a˜o da distribuic¸a˜o, obteve-se
mensagens de Warnings, que podera˜o indicar poss´ıveis erros de convergeˆncia na sua execuc¸a˜o.
Mesmo assim, prosseguiu-se com a ana´lise dos dados utilizando essa distribuic¸a˜o, uma vez que
nos exemplos pra´ticos apresentados por Stasinopoulos et al. (2015) tambe´m apresentavam as
mesma mensagens de Warnings e os autores prosseguiram com a ana´lise dos modelos GAMLSS.
No ajustamento do modelo foram considerados os quatro paraˆmetros da distribuic¸a˜o
GB2 (valor me´dio, variaˆncia, assimetria e curtose) que, se por um lado podem dificultar a
convergeˆncia do modelo GAMLSS, por outro, atribuem uma maior flexibilidade a` forma da
func¸a˜o densidade.
Como a relac¸a˜o entre a creatinina se´rica basal e a covaria´vel creatinina se´rica no tempo 0
na˜o e´ linear, manteve-se o suavizador para esta varia´vel independente, ja´ utilizado aquando
da modelac¸a˜o dos dados com os MAG. Embora tenha sido selecionada e utilizada na ana´lise
dos GAMLSS, a func¸a˜o de suavizac¸a˜o scs(), atrave´s do crite´rio GAIC, Stasinopoulos et al.
(2015), recomendam a utilizac¸a˜o do suavizador pb(), uma vez que este estima o paraˆmetro de
suavizac¸a˜o utilizando a ma´xima verosimilhanc¸a local.
De facto, o software que permite a implementac¸a˜o dos GAMLSS esta´ muito completo,
permitindo determinar o melhor valor do paraˆmetro de suavizac¸a˜o atrave´s da func¸a˜o
find.hyper(). No entanto, nunca foi poss´ıvel obter resultados, porque a func¸a˜o nunca
conseguiu ser executada.
O me´todo stepGAIC(), utilizado na selec¸a˜o das covaria´veis para os diferentes paraˆmetros
da distribuic¸a˜o, ajusta um modelo para cada paraˆmetro individualmente. Quando stepGAIC()
ajusta um modelo para um determinado paraˆmetro da distribuic¸a˜o (µ, σ, ν e τ), este determina
as medidas de desempenho considerando que os outros paraˆmetros da distribuic¸a˜o sa˜o modelados
tendo em conta que todas as covaria´veis esta˜o inclu´ıdas. Desta forma, podera´ ocorrer uma
ma´ selec¸a˜o das covaria´veis a considerar na modelac¸a˜o de cada paraˆmetro. Esta podera´ ser a
raza˜o pela qual os valores-p, correspondentes aos testes de significaˆncia, de alguns coeficientes
de regressa˜o sejam superiores a 0.05. Uma poss´ıvel soluc¸a˜o para este problema passa pela
utilizac¸a˜o do me´todo stepGAICAll.A() que seleciona as covaria´veis para todos os paraˆmetros
da distribuic¸a˜o em simultaˆneo. Durante este estudo nunca foi poss´ıvel obter resultados com
este me´todo, uma vez que na˜o se obteve convergeˆncia da func¸a˜o stepGAICAll.A(). Uma vez
que o procedimento de estimac¸a˜o dos quatro paraˆmetros da distribuic¸a˜o e´ feito em simultaˆneo,
antecipamos que a amostra de 600 indiv´ıduos possa ser demasiado pequena, provocando a na˜o
convergeˆncia do algoritmo.
O me´todo stepGAICAll.B() e´ menos flex´ıvel que o me´todo stepGAICAll.A(), porque
seleciona as mesmas covaria´veis para todos os paraˆmetros da distribuic¸a˜o. Se compararmos
os valores GAIC dos modelos obtidos pelo me´todo stepGAICAll.B() e pelo obtido com o
me´todo stepGAIC(), o primeiro e´ o que apresenta melhores resultados, ou seja, com valor
menor GAIC. Pela ana´lise do comportamento dos res´ıduos obtidos por ambos os me´todos
na˜o foi poss´ıvel observar grandes diferenc¸as, na˜o sendo poss´ıvel escolher um melhor modelo
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GAMLSS. No entanto, pela ana´lise das estimativas obtidas pelos modelos, as do me´todo
stepGAICAll.B() demonstraram um mau ajustamento do modelo, embora tendo um menor
valor de GAIC. Sendo assim, o modelo GAMLSS pelo me´todo stepGAIC() foi o escolhido, uma
vez que obteve melhores resultados que o modelo GAMLSS com o me´todo stepGAICAll.B().
Na ana´lise seguinte, utilizando o modelo GAMLSS obtido pelo me´todo stepGAIC(),
identificou-se os res´ıduos com valores extremos no diagrama em caixa de bigodes (Figura 6.7
- esquerda) e eliminou-se esses indiv´ıduos da amostra. Efetuou-se a mesma ana´lise GAMLSS,
onde se obteve a mesma distribuic¸a˜o, a GB2, para a varia´vel creatinina se´rica basal. Para a
selec¸a˜o das covaria´veis, apenas foi utilizado o me´todo stepGAIC(), uma vez que nos modelos
anteriores o me´todo stepGAICAll.A() nunca conseguiu ser executado e o stepGAICAll.B()
obteve maus valores estimados da SCr basal. O modelo GAMLSS obtido, utilizando a amostra
sem os valores extremos, foi aquele que obteve melhores resultados de entre todos os modelos
GAMLSS. De facto, o valor do crite´rio GAIC foi menor em comparac¸a˜o com os restantes
modelos, mantendo os res´ıduos uma distribuic¸a˜o normal.
Atrave´s do Worm plot obtido pelo u´ltimo modelo GAMLSS (Figura 6.22), este sugere uma
falha na modelac¸a˜o do paraˆmetro de distribuic¸a˜o curtose. Assim, para uma futura ana´lise
utilizando os modelos GAMLSS, sera´ necessa´rio ter em atenc¸a˜o a` modelac¸a˜o deste paraˆmetro.
Uma alternativa para a eventual melhoria da qualidade das estimativas da creatinina se´rica
basal passa pela estimac¸a˜o de um modelo GAMLSS para cada rac¸a. Uma vez que na literatura
os valores da creatinina se´rica podem ser influenciados pela rac¸a, e´ aconselhado realizar a
mesma abordagem ajustando diferentes modelos GAMLSS para cada uma das rac¸as. De facto
esta e´ reconhecida como uma varia´vel que, ale´m do ge´nero, influencia os valores da creatinina
se´rica basal, como referido na literatura.
Embora as medidas de diagno´stico indiquem que os modelos GAMLSS esta˜o bem ajustados,
os valores estimados na˜o foram os desejados. No entanto, em comparac¸a˜o com os modelo MLG
e MAG, os modelos GAMLSS conseguiram ultrapassar a falha da condic¸a˜o de aplicabilidade




A na˜o verificac¸a˜o das condic¸o˜es de aplicabilidade dos modelos de regressa˜o po˜em em causa
a qualidade das estimativas obtidas. Assim, para os MLG, onde na˜o foi poss´ıvel obter
a normalidade dos res´ıduos, conclui-se que o respetivo modelo na˜o poderia ter uma boa
capacidade de predic¸a˜o da varia´vel resposta. Na tentativa de alcanc¸ar a normalidade dos
res´ıduos, aplicou-se uma transformac¸a˜o logar´ıtmica a` varia´vel resposta na˜o tendo, no entanto,
havido uma normalizac¸a˜o dos res´ıduos.
Outra abordagem considerada, recorreu a` transformac¸a˜o de Box- Cox, mas nunca foi
poss´ıvel obter a estimativa do seu paraˆmetro de transformac¸a˜o.
A abordagem seguinte utilizou os MAG para modelar os dados, uma vez que a relac¸a˜o
entre a varia´vel dependente e as independentes poderia ser na˜o linear. Ainda assim, os res´ıduos
obtidos por este modelo na˜o verificaram as condic¸o˜es de aplicabilidade.
O principal objetivo deste estudo foi a aplicac¸a˜o dos modelos GAMLSS, devido a` maior
flexibilidade na escolha da distribuic¸a˜o da varia´vel resposta, com o intuito de conduzir a`
normalidade da distribuic¸a˜o dos res´ıduos. Atrave´s dos resultados obtidos pelo modelo GAMLSS
ficou provada a normalidade dos res´ıduos. No entanto, este modelo GAMLSS na˜o pode ser
considerado ’ideal’, uma vez que as suas estimativas na˜o se revelaram as melhores, quando
comparadas com os valores observados da amostra. Neste contexto, sera´ necessa´rio realizar novas
ana´lises utilizando os GAMLSS, uma vez que existiram problemas de execuc¸a˜o computacional
em algumas das func¸o˜es utilizadas. Concluiu-se, assim, que o modelo obtido na˜o sera´ o mais
adequado para utilizar, na pra´tica cl´ınica, para estimar a creatinina se´rica basal, ta˜o necessa´ria
no aux´ılio do diagno´stico da lesa˜o renal aguda.
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Apeˆndice
Todos os resultados apresentados neste trabalho resultaram de ana´lises efetuadas atrave´s do
software R. Assim, todo o co´digo constru´ıdo e todas as func¸o˜es e packages utilizados neste
trabalho encontram-se apresentados nesta secc¸a˜o.
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