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This paper develops the basic theory of pseudo-differential operators on R”, 
through the Calderon-Vaillancourt (0,O) L2-estimate, as a natural part of the 
harmonic analysis on the Heisenberg group, the group-theoretic embodiment 
of Heisenberg’s Canonical Commutation Relations. The symbol mapping is given 
a group-theoretic interpretation consistent with the Kirillov method of orbits. 
By comparing different well-known realizations of the unique irreducible 
representation of the Heisenberg group, the Toeplitz operators on the complex 
n-ball are shown essentially to be pseudo-differential operators. The proof of the 
Calderon-Vaillancourt estimate is almost purely group-theoretic. Criteria for 
positivity, and for compactness are also given. 
Consider .4P(Rn), the Schwartz space of Rn. On .4p(R”) we have operators 
Mf:f--,xif, fc .Y(R") 
of multiplication by coordinate functions. We also have the operators 
of partial differentiation. These operators are the basic partial differential 
operators, in the sense that the algebra they generate is the algebra of all poly- 
nomial coefficient partial differential operators, known in a more abstract 
context as the Weyl algebra. On the other hand, these operators also form the 
basis for quantum mechanics since they satisfy the canonical commutation 
relations 
[acrL z Illj] L s7j (0.3) 
where sij is Kronecker’s delta, and [A, B] == AB - BA. Furthermore the 
Stone-von Neumann theorem says they are, in a sense, the only reasonable 
operators satisfying the canonical commutation relations. 
These facts are of course quite familiar. They indicate that quantum mechanics 
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and P.D.E., being made of the same stuff, are closely related on some meta- 
physical level. The purpose of this paper is to suggest, in a preliminary way, 
that this relationship is in fact quite tangible, and might even prove useful for 
P.D.E. We hope to show that the rich structure of quantum mechanics does have 
direct implications for the theory of P.D.E., and we raise the question as to what 
further technical elaboration of the possibilities raised here might lead. 
Here is a summary of the paper. Section 1 is mainly expository, following the 
work of Segal and others, and gives the dictionary for translating from the 
classical viewpoint to the quantum mechanical one. It is shown in Section I .I 
how .Y’(R”) can be viewed as an irreducible module for a certain Lie group H, 
called the Heisenberg group. This granted, it is seen in Section 1.5 how Schwartz 
kernel operators come naturally from distributions on H. This really the essential 
point of the paper. Ofcourse, for this to be of practical use, one must know what 
distributions on H give rise to familiar classes of operators. In Section 1, this 
question is answered for certain simple classes of operators which seem basic 
to the venture. The discussion of other classes occupies much of the rest of the 
paper. 
Underlying the translation process just summarized is the Stone-von Neumann 
theorem (which we will abbreviate (SN)) asserting the essential uniqueness of 
Heisenberg’s commutation relations. Indeed, the central fact stated in Section 
1.4 is a strong form of (SK) which, in our development, follows from (and implies 
in turn) the Plancherel theorem for R n. That these two fundamental theorems 
arc equivalent, and can be viewed as simply two ways of expressing the same 
phenomenon, seems in itself a valuable insight, and suggests to what extent the 
structure we call quantum mechanics underlies more familiar and seemingly 
more prosaic objects. (It should be pointed out here that the equivalence 
(P) c- (SK) is not new here, except perhaps in the degree of explicitness and 
emphasis it is given. It is something I feel deserves popularization.) 
Having reduced 5P(Rn) to the status of module for the Heisenberg group H 
gives one some freedom not available before. Specifically, although there is by 
(SX) in abstracto only one such module (i.e. only one isomorphism class) there 
arc manv concrete realizations of this module. One realization, sometimes called 
the Sch~odiqer ?tlodel or pnrticle model, is afforded by .5@(R’Z). Another is the 
Fork or complex waz’e model, by which N is made to act on a certain space of 
holomorphic functions. A basic technique in this paper is the translation of 
information from one realization to another. The Pock model is described in 
Section 1.7. Since it is less well known than the Schrodinger model, I have 
described it and the relation between the two models in some detail. The casual 
reader may omit most of Section I .7. The final result is Theorem 1.7.5. 
In Section 2 we discuss symbols. Associated to the Heisenberg group 1?r, 
there is, as explained in Section 1, a vector space W endowed with a natural 
symplectic structure. In terms of this structure we define the isotropic symbol 
of a distribution on H, and study the basic formal properties of the symbol. 
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These include a symbolic calculus which turns out to be what is classically 
known as the Weyl calculus, which is thus shown to directly reflect the group 
law in II. After discussing the isotropic symbol we show how it is related to the 
standard symbol in the theory of pseudodifferential operators. WC also show how 
it has a natural interpretation in terms of the Kirillov orbit theory of represen- 
tations of nilpotent Lie groups, of which II is one. This raises the question of 
doing this theory in the context of nilpotent Lie groups with square intcgrablc 
representations. This subsection is not necessary for any other part of the paper. 
In Section 3, we establish some sample analytical results. Using an elementary. 
purely group theoretical argument, WC establish an La-boundedness theorem 
in terms of the isotropic symbol. With some slight technical elaboration, this 
becomes the (0, 0) L2-estimate of Calderon and \-aillancourt [(‘-\‘I. In the same 
manner we establish a positivity criterion, and a compactness criterion. We also 
discuss some basic properties of certain algebras (Jf operators naturally rclatcd 
to H. 
Section 4 is devoted to examples. We show how the pseudo-differential 
operators and the generalized Toeplitz operators of Venugopalkrishna [Z-c] 
may be described in this scheme. This amounts to a continuation of the dictionarl 
begun in Section 1. They turn out to be similar. Loosely, one may say the 
Toeplitz operators arc to the Bargmann-Fock model as the pseudodifferential 
operators are to the Schrodinger model. Somewhat more prcciscly, ‘I’oeplitz 
operators are, or come from, distributions on H with singular support at thl 
identity. Pseudo-differential operators, at least the more familiar classes, come 
from distributions with singularities supported on a certain abelian subgroup 
of H. The various classes of pseudo differential operators are then distinguished 
by the badness of the singularities allowed. Analytically, from this viewpoint, 
pseudo-differential operators are subtler than Tocplitz operators because their 
singular support is not compact. In the last subsection, we give an analoguc of 
Hormander’s hypoellipticity result for constant coefficient operators suggested 
by our discussion of Toeplitz operators. 
For a summary of earlier work on the Stone-von Neumann and Plancherel 
theorems and their relation to each other and integration theory see [Se]. 
I. GENERAL SET-UP 
1.1. Introduction of the Heisenberg Group 
It seems preferable to start with an arbitrary real vector space S rather than 
immediately to pass to R”. Denote by X* the dual space of X. Let -Y(X) be 
the Schwartz space of X, that is, the space of smooth, rapidly decreasing func- 
tions on X. (Unless specified otherwise, functions are complex-valued.) Let 
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T _C C be the unit circle. Write e(t) = e 2nit for the usual exponential map from 
R to T. Define operators on Y(X) as follows. 
(a) p(x’)f(.v) = f(~ - x’) for N, N’ E S and f~ .1/7(X), 
(b) dOf(4 = GW)fW for (6X*, andx,fas in (a), (1.1.1) 
(c) p(z)f(.v) == zf(x) for z E T, and X, f as in (a). 
These operators fit together to form a nice group of operators. Precisely, put 
Define a law of composition on H by 
(x1 ) & , z1)(x2 ) f, , ZJ =~ (x1 t- x2 , e1 -l- & , Z1Z&(.Y2))). (1. I .3) 
It is easily verified that the law (1.3) makes H into a two-step nilpotent Lie 
group with center T. We call H the Heisenberg group. It is basic to this paper 
(and much of the rest of the world). .4 straightforward computation shows that 
P: C? Et 4 -+ p(4 p(5) p(z) (I. 1.4) 
defines an isomorphism of H to a group of operators on 9(-X), or in other words, 
is a representation of E-I on Y(X). 
As is usual, we let L”(X) be the Hilbert space of functions on X which arc 
square integrable with respect to Lebesgue measure. We know 9’(X) is a dense 
subspace of L2(X), and in particular inherits the inner product from p(X). 
One checks easily that the operators p(k) for k E H are isomctries with respect 
to this inner product, so that in fact p is the restriction to Y’(X) of a unitary 
representation, also denoted p, of H on L2(X). As we will see, Y(X) is intrin- 
sically defined in terms of p. 
1.2. Integrating and DQjSerentiating p 
Whenever one has, as here, a unitary representation of a Lie group, one may 
associate to it in a canonical way representations of various convolution algebras 
attached to the group. We recall the general definitions. 
Let G be a Lie group with left invariant measure dg. To begin simply, let 
Ccn(G) be the smooth functions on G with compact support. Given fi and &A 
in Ccm(G), we may define fi * f2 , the convolution of fi and& by the rule 
(1.2.1) 
192 ROGER HOWE 
If then 0 is a unitary representation of G, we may write, for f in C,“(G) 
u(f) = j-Gf(R) u(g) &. (1.2.2) 
It is easy to verify that the map u:f + u(f) is then an algebra homomorphism 
from Ccm(G), with its convolution product, to bounded operators on the space 
of cr. It is called the integratedform of 0 and is also denoted by g. 
Let 6 be the Lie algebra of G. To each x in 6, we associate the one parameter 
group 
t - exp tx for t ER, 
where exp: Q - G is the exponential map. We then define, for v in the Hilbert 
space S on which u(G) acts, 
u(x)(u) = 1:-z t-l(u(exp tx)(u) - v), (1.2.3) 
whenever this limit exists. Then u(x) is a densely defined skew-adjoint operator. 
Moreover, there is in S a dense subspace Sa which (i) is contained in the domains 
of the U(X) for x in 6, and (ii) is invariant under the u(x), and (iii) is maximal 
with respect to properties (i) and (ii). The space S” is evidently uniquely defined. 
It is called the space of smooth aectoes for U. Obviously the operators U(X) are 
endomorphisms of S”, so we may compose them. We thus obtain an algebra 
homomorphism 
u: @(Q) ---f End(P) (1.2.4) 
where @‘l(Q) is the universal enveloping algebra of 8. This homomorphism, 
again denoted 0, is called the dijeerentiated form of (r. The space of smooth 
vectors will be invariant under G and C,“(G), and we may restrict c on G or 
C,m(G) to SW without explicit mention. 
1.3. Explicit Formulas; the Polarized Cross Section; Characterization of Y(X). 
It is convenient to have explicit formulas in the case of our p for the general 
concepts defined in Section 1.2. We will deal with the Lie algebra first. Let & 
be the Lie algebra of H. In this case, the exponential map exp: $ + H is sur- 
jective. Moreover, the Campbell-Hausdorff formula says 
exp a exp b = exp(a + b) exp(l/2[a, 6]), for a, bE!+ (1.3.1) 
For x in our original vector space X, let lg x E $j be the element generating 
the one parameter group 
t --t exp(t lg x) = (tx, 0, 1) E H. 
QUANTUM MECHANICS, PARTIAL DIFFERENTIAL EQUATIONS 193 
Similarly, for [ in X*, let lg ,$ generate the one parameter group 
t - exp(t lg 5) := (0, t(, 1) E H. 
Put lg X = {lg ,L’: .v E Xi> and similarly for lg X*. Obviously X and lg X, 
and X” and Ig X* are essentially the same object, though conceptually distinct. 
It will often be convenient to transfer objects from one to the other using exp 
or lg. We will, however, usually try to be explicit about such transferrals, and 
will retain the notational distinction between X and lg X. We identify the Lie 
algebra of T with R in such a way that the exponential map is the map e defined 
in Section 1.1. Then we have the decomposition 
5 = lg A- @ lg X* @ R (I .3.2) 
and the formulas 
(a) [k 5, k 4 = 5%) for .v EX and [EX* 
(b) exp(lg .2: + kg 0 = (x, E, d&t(x)) (I .3.3) 
= (x, 5, 1 )(O, 0, e(3W)) 
From the above formulas and formulas (1. I. 1) it is easy to compute that 
(a) p(lg %‘)f(x) = -(a,,f) x, where 8,~ indicates directional 
derivative in the direction of x’, (1.3.4) 
(b) dk Of@) = 27%(.4f(4. 
Thus we see that p(e) consists of precisely the operators entering into the 
canonical commutation relations. This of course is the point of introducing 
H: it provides an efficient and conceptual means of creating a functional cal- 
culus for the canonical commutation relations, the process classically known 
as quantization. 
An immediate consequence of (1.3.4) is the following. 
PROPOSITION 1.3.1. (a) p(@(.$)) is the akebva of all polynomial coeficient 
dzjjeerential operators on X. 
(b) The space Y(X) is precisely the space of smooth vectors for p acting 
on L2(X). 
Sate that (b) follows from (a) and a Sobolev lemma. 
Next we develop some explicit formulas for convolution in C,“(H) and the 
integrated form of p. Define 
L,,(f)(h’) = f(h-lh’) for f~ C,“(H), and h, h’ E H. (1.3.5) 
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From (1.1.1) we see that for our p, we have the relation 
f&f) = v(f) for ztTC‘H. (1.3.6) 
Thus let us define, for f E C,“(H), 
(1.3.7) 
where dz is Lebesgue measure on T, with total mass 1. One may easily check 
the formulas 
(4 PW) =- P(f)? (b) L,(Of) == z(“f). (1.3.8) 
Define CCCL(H) e) to the subspace of C‘,.“(H) w h ose elements satisfy (1.3.8b). 
Then we see that 
0 : f -+ of 
is a projection of C’,x(ZJ) onto C,“(N, c). Furthermore C,:“(H, e) m: im(O) 
is an ideal in C,.%(U), and so is kcr(O). Formula (1.3.8a) says ker(O) i ker p, 
so that in our study of p we may restrict attention to C,“(H, e). As WC will see, 
p is faithful on this space. 
It is clear from (1.3.8b) that a function in C,.=(N, e) is determined by its 
restriction to any cross-section to T in II. One such cross-section, convenient 
for some purposes, is the set 
We call this set the polarized cross-section. We use it to transfer functions in 
C,m(H, e) to functions on X 0 X*. Define an isomorphism 
by the formula 
r: C,(H, e) -+ c,yx r;+> X”) 
By transport of structure, we may consider C,=(X 8% X*) to be an algebra 
under the convolution product on C,m(N, e). (‘oncretely, define for fi and fz 
in CccD(X @ X*), 
fl #f2 z-~ ~(~-‘(fl) * 7 “(fi))~ (1.3.10) 
A formula for fr #fa may be computed directly from (1.1.3) and (I .2.1). It is 
. fl #fi(X’, %‘) 7 i fl(x, ()f2(x’ - x, 6’ - [) e(((x’ - x) dx dt. (1.3.11) xgx* 
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Now we will compute p(f) for f in CCCz(H, e). Take 4 in .Y(,Y). From (I. 1.1) 
and (I .2.2) we have 
P(.f)(CW == Jxsx* W(X, SbG4 dE)dW) dx dt 
To transform (1.3.12) further, we need the Fourier transform. Define 
‘\ : .Y’(iY) t .Y(X*) by the familiar formula 
According to the Plancherel theorem, if ds and d[ arc normalized consistentl! 
(as we will assume), then A extends to an unitary isomorphism from La(X) 
to L”(X*). It is also an isomorphism of S”(X) with 9(X*). The adjoint and 
inverse of A is the map A-l. . 9(X*) - .Y(X) given by 
for d, E 9(X”). 
I’sing (1.3.14) we define a partial Fourier transform 
,\;I: 9(X @ x*) --f .Y(X @ X) 
by the formula, for F in 9(X @ X*) 
(1.3.14) 
“-‘F(x, x’) = J” F(x, f) e([(x’)) d[. 
X’ 
With this notation (1.3.12) becomes 
Hence if we put 
&(f)(.T 24) = (Aw))(x - u, u) 
then we finally have 
(1.3.15) 
(1.3.16) 
(1.3.17) 
(1.3.18) 
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In other words, the action of p(f) on Y’(X) is given by the (smooth) kernel 
operator K,(f). This is the formula we were after. 
Remark. Segal [Sell calls y(f) ---f KO( f) the Weyl transform. 
1.4. The Strong Stone-von A’eumann Theorem 
Denote by Y(H, e) the space of functions on H satisfying (1.3.8b) and such 
that r(f), as given by (1.3.9) is in 9(X @ X*). It is clear that all the formulas 
developed above for C,=(H, e) extend to Y(H, e). Define L2(H, e) analogously 
to Y(H, e). 
From the one variable Plancherel theorem, it is clear that *iI, as given by 
(1.3.19, is an isomorphism from 9(X @ X”) to Y(X @ X), and extends to 
an unitary isomorphism. Thus the following conclusion is evident. 
THEOREM 1.4.1 (Stone-von Neumann-Segal). The map p: ,Y(H, e) + 
End(Y(X)) given concretely by 
f + K,(f) 
as given in (1.3.17) is an isomorphism of the convolution algebra P’(H, e) to the 
algebra of all kernel operators on Y(X) with kernel in Y(X x X). Moreover F 
extends to an isometric isomorphism 
p: L’(H, e) --f Z..‘/‘. (1.4.1) 
of L2(H, e) with the algebra &.?Y. of all Hilbert-Schmidt operators on L2(x’), 
concretely realized as kernel operators with kernels in L2(X x X). 
Remarks. (a) The argument leading to Theorem I .4.1 is given in Weil 
[Wi] and Segal [Sell, and Segal states theL”-version. 
(b) As indicated by our subtitle, Theorem 1.4.1 implies the traditional 
statement of the Stone-von Neumann theorem, that p is, up to unitary equiv- 
valence, the only irreducible unitary representation of H whose central character 
is the identity on T. Indeed suppose we know p extends to define an isometry 
of L2(H, e) to the Hilbert-Schmidt operators. It follows immediately that the 
regular representation of H on L2(H, e) is a direct sum of countablv many copies 
of p. Since H is nilpotent, it is amenable, and its dual and reduced dual are 
equal [Gr], and p is therefore indeed the only representation of H whose central 
character is the identity. If you object to the use of this somewhat arcane fact 
from general unitary representation theory, you may replace it with more 
refined information about the Fourier transform. For example, since p takes 
Y(H, e) to kernel operators with kernels in .Y(X 0 X), which are of trace class, 
every f E 9’(U, e) is a matrix coefficient of p, and so must be represented as 
zero in any representation not equivalent to p. Since .Y(H, e) is dense in L’(H, e), 
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this implies p is the only possible representation of the specified sort. Other 
arguments, based on more or less information, are also possible. But the first 
argument given has the virtue of using only the L2 Plancherel theorem. 
Besides the unicity of p, Theorem 1.4.1, in particular the fact that (1.4.1) 
is an isomorphism, implies that p is what is known as a square-integrable 
representation [RI-W]. Conversely, the unicity plus square integrability of p 
immediately implies that (1.4.1) is an isomorphism. From this and formula 
(1.3.17) we may immediately read off that the Fourier transform AC’ (hence 
* i and A) is unitary. Thus on the L2 level we have the following equivalence: 
Strong Stone-von Neumann = [unicity plus square integrability of p) 
* p: LZ(H, e) 3 Z.Y. is an isometric isomorphism 
~=- A: L2(X) + L2(X*) is a unitary isomorphism 
=m Planchercl theorem. 
(c) It is quite reasonable to regard square-integrability as an essential 
part of the Stone-von Neumann theorem, because, as is shown in [M-WI, 
a general representation of a nilpotent Lie group is determined by its central 
character if and only if it is square-integrable modulo the center. 
(d) It follows from theorem 1.4.1 that L”(H, e) is actually closed under 
convolution. On a general group, one knows only that the convolution of two 
L2 functions is continuous and vanishes at co. 
(e) It follows from Theorem 1.4.1 that Y(X) and L2(X) are algebraically 
irreducible as modules for Y(H, e) and for L”(H, e), respectively. 
I .5. Full Operational Calculus 
Since His a Lie group, we could actually define p on various spaces of distri- 
butions. In fact, let Y*(H, e) be the conjugate dual space of .Y(H, e). Thus 
.Y*(H, e) is the space of distributions on Hsatisfying (1.3.8.b), and whose images 
under Y are tempered distributions. Although .Y*(H, e) is too large to be an 
algebra under convolution, it is clear from formulas (1.3.12) through (1.3.18) 
that the map f---f k’,>(f), for FE Y(H, e), will extend by continuity, or 
by suitable play with inverses and adjoints to an isomorphism 
p: Y*(H, e) - .Y’*(X x X), 
II ---, K,(D) for D E Y*(H, e). 
(1.5.1) 
By the Schwartz Kernel Theorem [Sch], the space .Y’(X s X) may be identified 
to Hom(.<Y(X), Y*(X)). In other words, we may think of any element of 
Hom(-Y(A), .Y”(X)) as being K,(D) f or some I) in .Y*(H. e). Furthermore, 
when it is appropriate, the composition of K,(I),) and k;(Q) will be K, of the 
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convolution of D, and D, . Thus for example, we may think of the algebra 
of all bounded operators as being a certain convolution algebra of distributions 
on N. From this point of view, a basic and interesting question is to describe 
what operators come from what distributions. Since in the coordinates we have 
set up, p involves Fourier transform, results relating properties of distributions 
and properties of the corresponding operators may be thought of as analogucs 
of the Paley-Wiener theorem. Theorem I .4.1 may be regarded as a simple 
prototype of this kind of result. We will give more examples in sections 3 and 4. 
1.6. The Isotropic Cross-Section 
Although the polarized cross-section used to define r (formula I .3.9) is the 
obvious cross-section to T in H in the context of the realization of p given 13~ 
(1. I .I), other cross-sections may be useful in other situations. 15’~ will tincl 
use for another one, the isotropic cross-section, defined by 
exp(lg s / +,, lg s-) 
with lg A and lg S” as in (I .3.2). 
According to (1.3.3b), the isotropic cross-section is also describable as the set 
Put 15’ -~ lg S :$ lg AYd (see (I .3.2)). Then lV is a vector space. a subspace of 
Sj, and exp 15’ is the isotropic cross-section. We have as noted before linear 
isomorphisms lg: X - lg X and lg: ,Y* - lg S:“. Taking their direct sum, 
we will regard lg as a linear isomorphism from S $ S* to lV, and will use it 
to transfer things from X $1 S” to W or back. We may sometimes use exp as 
the inverse to lg, although not so often, because exp, strictly construed. is a map 
from W to H, and does not take W to ,Y ci:, X* when X 0 AY e is considered 
as a subset of H. It is only by ignoring (e.g., factoring out) the center of H 
that we can construe exp as the inverse of Ig; whereas the center of H plays a 
significant role in what we do. 
We note that the bracket operation in $ induces on W a symplcctic form, 
which we will denote by i , j,. Explicitly 
<(k s, lg 0, (Ig x’, lg 5’) == [(lg IT, lg 0, (lg x’, lg [‘)I 
&‘) .-- g-‘(x). (1.6.1) 
Functions in .Y(H, P) are of course determined on exp W, and we have the 
isomorphism 
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given by 
4 f)(w) = f(exp 4. (1.62) 
We may compare s with our earlier map r. Using our map (x, [) + (lg x, lg [) 
from X 0 X* to JV, we see from (1.3.3b), (1.3.9) and (I .3.8b) that, for f in 
Y(H, e), 
Again, we may transport the convolution structure on .‘/‘(H, e) to .y(JV). 
Thus let us define 
.fl tqj-2 :z- s(s-‘(fl) * s-~‘($l)) (1.6.4) 
for fi E .V( W). We can give an esplicit formula for this convolution, analogous 
to (I .3.10). Observe that we may write a general element of H as a pair 
(exp zc, z) m- exp w (0, 0, 2) 
with ZL’ in Wand x in T. The group law in H then takes the form 
(exp z, z)(exp ZU’, z’) == (esp(z~ 4. ZC’), zz’e( A( a, 2~’ ). (I .6.5) 
From (1.6.5), (1.3.8b) and the general formula (I .2.1) we can quickly compute 
that 
= 
J 
;.f,(w’ - w),fJw) e(;(w’, zu,) dw (1.6.6) 
for fi and f3 in .Y( W). Here dw is the Lebesgue measure on W which is self- 
dual with respect to the form ( , ‘\. 
1.7. The Fock Model 
Following [Ba] and [Se2], we givTe an account of a useful alternate realization 
of p, on a certain space of holomorphic functions. To simplify matters we will 
take X =z R” = X*, and for many of the computations we will take n - I. 
Let Xi and Yj for 1 < n be the elements of the Lie algebra Z of H such that, 
(1.7.1) 
exp i qjYj 
c ) 
-.= ((0 ,..., 01, (Sl ,..*, %A 1). 
,=I 
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Then Xj E lg R” and Yj E lg Rz , and together the X’s and Y’s form a basis 
for W. We will use the coordinates ( p, 4) with p = ( p, ,... , pll) and 
4 = (41 ... qn) relative to this basis to coordinatize W. 
Specializing formulas (1.3.6) we find that 
P(Xj) = -i,, = - & ) P(YJ L 
I 
Here Mj and c?,~ are as in (0. I) and (0.2). Put 
z,- = 4(X, + iYj) and z, ’ 
On R”, let 
( .x j = (;: $y 
J==1 
be the usual Euclidean length. Put 
2GM, = 2aixj . (1.7.2) 
= &(X, - iY,). (1.7.3) 
(1.7.4) 
aj- = p(zj-) = -(1/2)(azj + 27rMj) =: -(l/2) e-“lQle~l~!“. (1.7.5) 
If we set 
$&) =: plSe-nlS’f (1.7.6) 
then +,, is a unit vector in L2(R) and 
Uj-($0) = 0. (I .7.7) 
Next put 
aji = -(a?-)* = p(Zj’) = --(I 12)(4,, - 27&fj). 
We compute that 
ia, J a, 1 = +I,< 
(1.7.8) 
(1.7.9) 
We now take n = I and derive some purely formal consequences of (1.7.7), 
(1.7.8) and (1.7.9). Define vectors 
u,,, = wYY+,). (1.7.10) 
(We drop the subscript 1 from n, and a,- for these calculations.) A straight- 
forward inductive computation gives the relations 
(4 a-u ??r = -rr?nu,~, . 
(b) If ( , ) is the inner product on the Hilbert space on 
which & arc acting, then (u, , u,,) ~- 0 if 1 7’ m, and (1.7.1 I) 
(c) (u,, ) u,) = 7”‘m! 
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Thus we see that if 
c#i,,, = (?T”“m!)-li~(a+)“~ I#(, ) (1.7.12) 
the &,, form an orthonormal sequence. We also have the formulas 
a-($,,) =~ -(Tm)l;‘(#J,,-l ) a’-(9LJ == (+l +- 1)>“Z4%n+l >
a-a+(&) = -n(m -i- l)Q,, 
(1.7.13) 
More concretely, in L2(R) these equations read 
(1.7.14) 
PROPOSITION I .7. I. The 4,,, fo~vn an orthonormal basis for L2(R). In other 
words, they span L2(R). 
In view of formulas (I .7.14), the following is an immediate corollary of the 
proposition. 
COKOLLsRY 1.7.2. The orthonormal system (&,} forms a basisfor -y(R), which 
consists of all linear combinations Cz=, a,,,+,, such that Cz=,, ’ a,,, (m I I)” < = 
for all k 12 0. 
I+oof. Proposition 1.7.1 is a classical fact since the$+ are actually the Hermitc 
functions. For completeness and consistency, we offer a proof based on the 
representation theory inherent in the situation. Since we know p is irreducible, 
it will be enough to show that p(A)+, is in the span of the &, for any h in H. 
We will procede formally to derive a formula for p(h) +(, , and then will see by 
inspection that this formula is analytically well behaved. Suppose 
h : exp( pX + qY) with p, Q in R. 
Then formally 
where 
p(h) == eA 
A = p(pX + qY) = -p 2 + 2rrqix. 
5W38/2-5 
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We will compute the expression 
We may write 
for c = p -t iq. We will compute ,4”(&) by induction on m. Put 
where uk == (LZ+)“($,,) as above and the rlml arc in C. Then 
by (1.7.11). Collecting coefficients of u,, , we find the recurrence relation 
m+1 
r lc = CYE_, - xE(h -t 1) r:+r . 
Put 
Then the STznt satisfy 
Further, setting 
we find the recursion 
tj” = Sz-j 
t; = ty-l + (m -.j + 1) tym<‘. 
It may be verified that the solution to this recursion satisfying to0 = I and tjo = 0 
for all j > 1 is: 
G,, = 0 for all m, I; 
and 
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Thus we obtain the formula 
Hence 
= e-br/2Mecn+(~0), (1.7.16) 
Formula (1.7.16) is the result of formal computation, but from it and (1.7.11) 
we see that in fact ~“(4”) is a real analytic function of c, and has the proper 
derivatives at zero. Hence in fact 
since the right-hand side is also visibly analytic. But (1.7.16) is also obviously 
in the span of the &‘s, which is therefore p(l-l)-invariant, hence all of L2(R), 
so Proposition 1.7.1 is proved. 
Remark. The same procedure as that used to derive (I .7.15) will give the 
IMrigues-type formula 
We next consider the matrix coefficients defined by the (/I~,~ . Recall that if 0 
is a unitary representation of the locally compact group G on an Hilbert space A’, 
and if U, ~1 are in S then 
is the matrix coefJicient of c defined bv ZL and 71. Write A =. (exp( pX + 4Y) 
as above, and put 
e,,,(p, q) = (+. , e”+,) = e-(~/2)(7J2+cP). (1.7.18) 
The second equality follows from (1.7.16). The same formula also gives 
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Observe that the functions qz, are just the restrictions to the isotropic cross 
section to T in H defined in Section 1.6 of the matrix coefficients attached to 
$, and &, . With a little more effort we can compute 
and, though it is a slight digression, we will do so. As is customary, let,!, denote 
the left action of H onL2(H, e), and let R denote the right action. In formulas 
L(f)(~‘) = f(h-‘h’) and &(f)(U == .f@) 
for f gL2(H, e) and h, Ii t H. (1.7.20) 
Observe that if +,, is the matrix coefficient of p defined by vectors u and z’, then 
Similar formulas hold for the integrated and differentiated representations. 
We will identify L2(H, e) with L2( IV) by the map s defined by (I .6.2). WC 
transfer L and R to actions E and l? of H on L2( W) defined in the obvious way. 
LMf)) = &f(f) for h E H and fe?Y(H, e) (1.7.22) 
and similarly for 8. 
We briefly revert to the n-variable Heisenberg group. In the ( p, q) coordinates 
on W, we can compute 
E(Xj) = -an2 + ?Tiq, R(Xj) = au, + 7riq, , 
(1.7.23) 
e( Yj) = -q, - xipj I?(Y,) -= a,, - -rrip, . 
Define the obvious Euclidean distances on lg X, lg X* and W with respect to 
the ( p, q) coordinate system 
Ip 1 = (i pi’)“‘, 1 q 1 := (i q”)i;f, / w / = (Ip I2 + 1 q I”)‘:” (1.7.24) 
j=l i=l 
ifu! =(p,q)EW.Set 
e,,(w) = e--n/zlW”. (1.7.25) 
This is consistent with the one variable notation above. We can calculate 
R(Zj+) = + (a,,, - ia,?) - 5 (pj - iq,) _ 5 e;i(a,,, - ia,,) coo (1.7.26) 
QUANTUM MECHANICS, PARTIAL DIFFERENTIAL EQUATIONS 205 
Sow if we return to one variable, we can compute e,,,, 
(1.727) 
x ( ftB (7) & 2j( p + 23)“~j( -2n)Rl-j( p - iq)““) e,,,, 
-= ($)1”[‘$~“’ (;)(I, j!(--77 1 w j2)-j) (p + iq)“(p - iq)“e,,,, . 
Remember that the eLm are functions on IV, the images under s of the matrix 
coefficients corresponding to the pairs & , & From Proposition 1.7.1, Theorem 
1.4.1, and well-known properties of matrix coefficients [M-W], we know the 
following facts. 
'THEOREM 1.7.3. (a) The functions s-l(e,,) form an orthonormal basis for 
L?(H, e). Furthermore, they are a system of matri.z. units, in the sense that 
(b) The s ml(e,,) are also a basis for .Y(H, e). -4 linear combination C bl,,,er,, 
belongs to .Y(H, e) if and only if 
1 I b,, l(lz + m2 t I)& < cc 
/,m 
for all h 2 0. In other words p(Y(H, e)) consists of operators whose matrix 
entries with respect to the basis (&f vanish rapidly at CLI. 
('OROLLARY 1.7.4. For any f in Y(H, e), we may write .f : fi * f2 , with 
f; also in .Y(H, e). Move symbolically, 
.Y(H, e) * Y(H, e) = ,Y(H, e). 
Proof. If f~ ,Y(H, e), let (b2m} be its matrix with respect to the &‘s. Then 
Put 
c,, = (max bjk)li2 
,>rn 
Then the matrix whose entries are c;‘bllrL , if cL :f 0, and zero otherwise, and 
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the diagonal matrix with cL as diagonal both have rapidly decreasing entries, 
so that they come from functions fa and jr respectively, with ft E .Y(H, e). 
Then evidently these fi work. 
Remarks. (a) Statement (b) of Theorem 1.7.3 may be regarded as another 
sort of Paley-Wiener theorem for Y(H, e). 
(b) (For the cognoscenti of representation theory.) The explicit formula 
(1.7.23) shows that the s ~‘(e,,,,,) vanish very rapidly at CO, so they will operate 
in any Banach representation of H with central character equal to the identity. 
Thus such a representation will have a basis like the &,, , on which Z’ will act 
according to formulas (1.7.13). Thus any such representation is “infinitesimally 
equivalent” to p-yet another variant of Stone-von Neumann. A further, 
slightly subtler, version of Stone--v-on Neumann is, if (r is any uniformly bounded 
(one may actually permit polynomial growth) Banach representation of H with 
correct central character, then the associated smooth representation is topolo- 
gically isomorphic to the standard realization of p on .Y’(R). This is because 
the L1 norms of the e l?n grow only polynomially in I and m, a fact which may he 
seen by a Sobolev lemma argument or direct computation. 
Kow we come to the construction of the Fock model. It is fairly immediate 
from the formulas we have derived. By a standard fact [M-W] about square 
integrable representations, we know that the restriction of the left regular 
representation to the span of the s~r(e,,,,) is equivalent to p. We may transfer 
this action to L on W as in (1.7.22). From (1.6.5) and (1.3.8b) we see that 
t(exp w)(f)(w’) = e(~i(w, w’))f(zu’ - w), 
R(exp w)(f)(w’) = e(+(w, w’j)f(w’ -t- w). 
(I .7.28) 
The Fock model comes from restricting E to the span of the e,,,, Introduce 
a complex structure on W by setting 
w =-.: p + iq. 
By inspection, we then see 
Hence the general element of the span of the e,, has the form 
wheref is a holomorphic function of z such that 
(1.729) 
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Moreover formulas (1.7.13) show that 
W)(f%“) = - $ %I ,
(1.7.30) 
A\lso from (1.7.27) we find 
t(exp w, l)(f(w’) e,,,) - 1 e-“l”ll”l’e”~.“‘:f(w’ -- 2.0) e,,, (1.7.31) 
Formula (1.7.31) defines the Fock model. It clearly generalizes immediately 
to the n-dimensional case. We summarize and put things in their final form. 
Take the n-variable Heisenberg group H. On WC& introduce coordinates 
w = (p, q) according to (I .7. I ). Introduce a complex structure on IV by identi- 
fying (p, q) with p !- ;q, so that w now becomes a complex n-vector 
(1.7.32) with 
Put 
w -= (p, f- iql )...) p, + iq,) = (ZLj )...) WJ, 
w -- (p* - iql ,...) p, - iqn) =~= (til )..., .&). 
w . w’ = c wjw; (1.7.33) 
j,l 
so that ! ~1: j? r= u: ZL’. 
THEOREM I .7.5. The essentially unique representation of H with the identity 
as central character may be realized on the space F of holomorphic fumtions on 
W N C” which are square integrable with respect to the measure 
The action, denoted by V, of H on .F isgiven by 
v(exp w)f(d) = e- n/2~7Lq~e~w’~icf(pL,I _ w). (1.7.34) 
The monomials n,“_, (2T/aj!)-1/2 zPj form an orthonomal basis fey 9. 
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2. SYMBOLS 
2. I. The Isotropic Symbol 
Let W be the symplectic vector space described in Section 1.6. We may 
define a Fourier transform 
as follows. 
,-: -Y(W) + Y(W) 
j(d) -= 22” jwf(w) e(i(w, w’)) dw. (2.1 .I) 
Here dw is, as in Section 1.6, the Lebesgue measure on IV which is self-dual 
with respect to the symplectic form. Hence the normalizing factor 2P in front 
of the integral in (2.1.1) makes A unitary. Since _’ is defined by means of a sum- 
plectic rather than a symmetric form, it is of order 2 instead of order 4. 
.4 = .f for f E -Y(W). (2.1.2) 
An intriguing fact, the maning of which is outside the scope of this paper, is 
that the Fourier transform ^ is given by right convolution with the constant 
function 2-“, in the convoution structure transferred from ,‘/(a e) by means of s. 
That is, 
.f = f h 2 7t (2. I .3) 
where b is defined in (1.6.6), and 2~‘” here indicates the constant function equal 
to 2-‘” everywhere on W. It follows that 
(fbd =.f q GJ) for .f, g E .V( W). (2.1.4) 
It may also be checked that 
(2-7, hf b, 2-‘“)(w) = .f(-w). (2.1.5) 
For a tempered distribution D on IV, we may define D by duality. Since \ 
is an involution, we may simply write 
Cf, = NJ for DE Y*(W), f~ Y(W). (2.1.6) 
Then n defines an involution of Y*(W) with itself, extending n on 9’(W). 
As will be seen in Section 2.3, in familiar cases b is closely related to the symbol 
of p(s-l(D)), in the sense of pseudo-differential operators. We will call 5 the 
n 
isotropic symbol of D or of p(s-l(D)). W e a so 1 remark that D has a natural inter- 
pretation in terms of Kirillov theory for EI. This is explained in Section 2.4. 
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2.2. Symbolic Calculus 
Formula (2.1.4) allows us to compute the isotropic symbol of a convolution 
of two elements in terms of the symbols of the elements. This is the “symbolic 
calculus”. It turns out to be what is known as the Weyl calculus [WY]. I thank 
Nolan Wallach for informing me of this. The result is similar to the usual formula 
[K-N] in the theory of pseudodifferential operators, but is more symmetric. 
Also, the symbol of the adjoint is completely straightforward here, while it is 
rather complicated for pseudo-differential operators. 
For simplicity we take D and E to bc distributions of compact support on I%‘. 
Under these restrictions the formulas of the symbolic calculus will hold precisely, 
whereas for more general distributions, they make sense only asymptotically, 
or perhaps not at all. At any rate, as will be seen, distributions of compact 
support furnish an interesting class of operators. (Recall that polynomial coeffi- 
cient diffcrcntial operators come from the universal enveloping algebra of 3, 
which in turn corresponds under s to distributions supported at the origin on IV.) 
We set up coordinates in IV as in Section I .7. Let Cd\;) and {l’i) bc dual bases 
for lg ,I* and Ig S” as defined by (1.7. I ) and write 
u: (p,q) = ~pjxj-+q,,17, 
I= 1 
(2.2.1) 
with 
In these coordinates we can write the Fourier transform (2.1. I) as 
where dp 
pute that 
F(P’, d> = 2~ Iwf(p. 9) e (k (; Ph - Pjy;)) 4 4 (2.2.2) 
dp, dp, ... dpn and similarly for dq. From (2.2.2) it is easy to com- 
a,;j‘= (dq#, 
nip;?= -(a,,f)^, 
(2.2.3) 
Take distributions D and E of compact support on IV. We will express 
(D b E)^ in terms of fi and ??. For the mechanics of the computation we will 
assume D and E are actually functions, but the final result will make sense and 
be valid for distributions, as follows by an obvious approximation argument. 
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Below 01 and ,6 will denote multi-indices: n-tuples (q ,..., a,) ~~ a: of non- 
negative integers. By the usual conventions 
/a/ == tai, p” = p;1p;2 .. . p,:., 
i=l 
a,,” _ x2 . . . ;;; 
1 72 
and so forth. Since 1) and E have compact support, the standard Paley-Wiener 
,T ,\ 
theorem [Ho] says LI and E are analytic functions with holomorphic extensions 
to the complexification of V. Furthermore, these holomorphic extensions have 
exponential growth, and there thus exists a constant M such that 
/ a,“a,“(b)(zu)I z.:. qzuu) !lf’El ’ Ifi (2.2.4) 
where K(zu) is a function of polynomial growth. A similar estimate holds for i. 
Now we compute 
= D h E(p’, ‘I’) 
=/ o(p,q)E’(p’-Pp,q’-q)e(~((p,q),(p’,q’)))dPd4 
W 
= 
.c L 
D(p, q) C ij$,Dk(p’, q’) ‘ii,!: ” poq”] e($((p, q), (p’, q’),,) dp dq 
2.63 
= z a,%3/$ p’, q’) (-l& lB’ (J WP, q)paqWK(pj q), (P’, 4’)) dp dq) 
c 2” 2 a49,pi(pr, q’) k$;;: (a,ga,;D(p’, q’)(Tri)- Ia,-‘R’(- l)‘U!) 
a,R 
(a,:ya,sD(p’, q’))(~,P&,aW’, 0. (2.2.5) 
The estimate (2.2.4) shows all sums converge absolutely. 
We will make a few remarks about the nature of the formula (2.2.5) and then 
show how to express it in terms of the symplectic structure on W. First, inspect 
the first few terms of (2.2.5) they are 
(D b, E)u(p,q) =- 2”[n(p,q)i(p,q) +$ g;F -- z;y; :~ . ..I. (2.2.6) 
, 
Disregarding the factor 2” we see the first term on the right is just the pointwise 
product of 6 and 2, while the second term is the familiar Poisson bracket of 
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h and ,$. Thus it is plausible that the remaining terms in (2.2.5) are higher order 
analogues of Poisson bracket. They are such, and were known in Classical 
Invariant Theory as transvectants. (I thank Nolan Wallach for this piece of 
lore, and for the differential geometry facts discussed below.) It is well known 
that the Poisson bracket is defined intrinsically in terms of the symplectic 
form c’ . on IV, while of course pointwise multiplication always makes sense, 
so one might ask whether the higher terms in (2.2.5) are invariants of the sym- 
plectic structure. Such a question is particularly relevant to the problem of 
quantizing general systems. However, they are not invariants of the symplectic 
structure alone. they also depend on the affine structure of IV. ‘1’0 see how, 
let us describe them more closely. 
IfJ is a smooth function on IV, we may form Wlf, the tnth differential off. 
For each zc in l/l .LZ1~~~(w) is a linear map from S’“(W), the nlth symmetric power 
of 11.. to C. J\3th respect to anv linear coordinate system on IV, the concrete 
expression for Wlf is the collection of m-fold partial derivatives off. (From the 
point of view of differential geometry, %“‘f exists because there is a canonical 
flat connection on W, arising from the natural identification of the tangent bundle 
of II’ u-ith ll’ $1 IV.) In any case, g‘“lf(~) is a well-defined element of 
S’,‘( cl’-) .;,‘ C. Our symplectic form, which we denote by w for the moment 
defines a bilinear form on IV, and this identifies IV with It’“. In a standard 
fashion, we may use w to define a bilinear form on the full tensor algebra of IV’, 
and in particular on S”‘( W*). Denote the form induced bp w on S’jl( IV>:) by w”~. 
It is a standard computation in multilinear algebra to show that (2.2.5) can be 
written 
(2.2.7) 
Heforc leaving the symbolic calculus, we should record the formula for the 
symbol of the adjoint. Denote the adjoint of an operator T by T*. For f in 
.Y’(H, e), define 
f”(h) = fl7J (2.2.8) 
where indicates complex conjugate. Since p is unitary, we have 
P(f)” P(.f>) (2.2.9) 
C’learlv also 
4.f Y(w) ~=-- U)(-f4 or s(f‘“-) ~~~ s(f)*. (2.2.10) 
(It is the failure of (2.2.10) that makes the formula for adjoints so messy for the 
usual symbol.) Since obviously 
(n*)- _ (I,)- (2.2.11) 
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we see that the isotropic symbol of p(s l(D)) * is just the complex conjugate of 
the isotropic symbol of p(s~i(D). 
Remark. In the context in which we are now working, the notion of the 
“order” of an operator has no place. In Section 4, when we restrict attention to 
certain classes of distributions the formulas (2.2.5) or (2.2.7) will have inter- 
pretations as “asumptotic expansions at W” and will be consistent with a notion 
of order definable in that situation. 
2.3. Relation with the i~sunl Symbol 
Recall some basic notions. WC consider our vector space S of Section I. I. 
If K E .Y*(X 83~ Xi) is a Schwartz kernel, then K defines a map 
y;i : .“(X) ---f Y*(s) 
by the rule 
where 
TiA.f)( R) ~ K( R 0 .f) (2.3.1) 
g (3 .f(X, x’) := g(x)f(.x’). 
Of course g @ f is in .Y(X ‘3 X) so (2.3. I ) is defined. If K is equal to integration 
against a continuous function K(x, x’) then (2.3. I ) can be written 
K(x, x’) &)f(x’) d-c dx’, (2.3.2) 
whence 
(2.3.3) 
For a given kernel K, we will compute the symbol of K in the usual sense of 
pseudodifferential operators. We will refer to this as the polarized symbol, 
and denote it by u(K). It will be a certain distribution on X @ X*, so that 
defines a linear map 
K - a(K) 
0: .Y*(x @ X) - ,Y*(x (3 X”). 
It will be seen that CT is an isomorphism. 
Recall the Fourier transform A: 9(X) - .Y(X*) as defined in (1.3.13). 
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If both K and (hence) u(K) are Schwartz functions, then K and a(K) should stand 
in the following relation (see [Be]): 
7X(f)(x) =j;* 4W(x, 8 e(W)!(E) dt for fr .9(x). (2.3.4) 
Using (2.3.3) we find 
J K(x, x’)f(x’) g(x) dx dx’ X@X 
=.! 4W(x, 5) 434).f(S) g(x) dx dE X0X’ 
-j‘ u(K)@, 0 434) e(-5(4)W)g(~) day dx’ dt. x@xc,‘x* 
Hence 
qx, x’) = J o(f+, 0) e(Nx - 4) dt. (2.3.5) x* 
Putting x’ E - u this is 
qx, x - u) = s oW)(x, 0 e(t(u)) A?.X* 
Inverting the Fourier transform gives 
a(~)(x, E) = jx K(X, x - 4 e(--5(u)) du 
= e(-5(x)) jx K(x, x - u) e([(x - u)) du 
= e(-i%)) $, K(x, x’) e(E(x’)) dx 
:-= e(-[(x))A21(K(x, x’)). (2.3.6) 
Since the last expression in (2.3.6) makes good sense for an arbitrary K in 
.7*(X 3 X), and defines an isomorphism from .Y’*(X (3 X) to .7*(X @ X”), 
we may take it as the general definition of a(K). 
Let us apply (2.3.6) to the kernel K,,(f) wheref belongs to .Y(G, e). We want 
to compare u(K,(f)) with G. W e 0 b serve u(K,(f)) is a function on X @ AT*, 
n 
while s(f) lives on W. Recall the identification 
lg: x 0 x* - w 
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discussed in Section 1.6. We use this identification, plus (1.6.3) and (I .3.12) 
to make our comparison. We compute 
4k’kf))h 5) -- e(- E(x)) J; K,(f)(x, 4 4K4) du 
-~ ! 
r(f)(x - u, t?) e(E’(u) + l(u) - t(x)) du dt’ 
x ..~,.X. 
(_ U(X’, 4’) et-t’(4) e@?(x) - E(x’)) dx’ &? 
* x c$ x 
--- 1 s(.f )(P, d 4-!&N 4((pT 91, (k x, k 0)) 4 4 
W 
(where (P, q) = (lg x’, lg 5’)) 
W(f) 4-4dP)))V 43 x, 2 lg E). (2.3.7) 
Thus the polarized symbol and the isotropic symbol are indeed quite closely 
related. 
It is easy to invert (2.3.7) to obtain the functionf such that p(f) has polarized 
symbol cr. The result is 
W( Pj 4) -= 2--‘“4M PM@X)) 0 k -W&h 29). (2.3.X) 
Of course both (2.3.7) and (2.3.8) may _ b e interpreted suitably if f and o( K,,( .f)) 
are tempered distributions. 
The reason for the difference between the ordinary symbol and the isotropic 
symbol is to be found in the custom of writing differential operators in the form 
L = 1 c&(x) 3,’ 
with differentiations coming first, followed by multiplications, and the desire 
to have a simple relation between this operator and its symbol. Thus 
(In fact, in everyday P.D.E., one even normalizes Fourier transform unnaturally 
in order to eliminate the factors (-2+.) Th c isotropic symbol for such an 
operator as L would look more complicated than u(L), and would involve 
derivatives of the a,‘~. Evidently the polarized symbol is concocted so that if 
L is post-multiplied by a function or pre-multiplied by a differentiation (or 
any convolution operator) the polarized symbol of the product is just the product 
of the symbols. We may in fact verify this property of the polarized symbol 
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directly from (2.3.7). Thus for example, let b be a smooth function on XV. 
Identify b to a distribution 6 on X @ X* by the recipe 
b”(f) = / b(x).f(~ 0) dx for f’E .f/‘(X & X”). 
X 
From (1.3. I 1) we can see that, for f E .Y(H, e) 
(y(f) # 6)(x’, 6 ) = Ix r(.f)(x, l?) 6(x’ - x) e(t’(x’ - x)) dx. 
Hence, from 2.3.7 we find 
Qqf * r-l(b”)))(x, 63 (2.3.9) 
=J‘ 
r(f)(z?, E’) 6(x’ - zj) e((‘(x’ - v)) e(E’(x) - E’(i) - ((x’)) dv dx’ d[’ 
x@x@x* 
== -xgx,- x y(f)(v, 5') b(u) 4?(x) - E'(v) - 5(v) - E(4) dv du ~2' i 7, * 
as expected. A similar calculation applies to post-convolution with a distri- 
bution coming from X*. 
Thus the net effect of modifying the isotropic symbol as in (2.3.7) to obtain 
the polarized or usual symbol is to obtain (2.3.9) which agrees with long- 
standing notational practice. A final point in this regard is that the leading or 
highest symbol in the usual sense of pseudo-differential operators is unchanged 
by these modifications which only affect the lower order terms of the symbol. 
The verification of this is left to the reader. In fact, from (2.3.7) one may express 
either svmbol as a series in the other symbol and its derivatives. 
2.4. Relation with k’irilloa Theory 
Let IT be the universal covering group of H. Then the exponential map 
is a diffeomorphism. Let 5Y denote the center of -5, and Z =: exp r%” the center 
of i?. We have in Section 1.3 identified 3 to R. We will identify Z to R also, 
in such a way that exp: ?c? -+ Z is the identity map on R. Then we may write 
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with W the complement to 9 in $j defined in Section I .6. The group law is 
(exp wr , t,)(exp zc2 , t2) = (exp(U, -! z+), t, $ t, f i(zL’r , 20,)). 
According to Kirillov [Ki], the irreducible unitary representations of H 
are in natural bijection with the orbits of B in 5$* under the co-adjoint action 
Ad*. Consistently with the Stone-von Neumann theorem, the orbits which arc 
not single points are hyperplanes of the form h + kYL, where Y1 is the anni- 
hilator of 3 in sj*‘, and h is some element of the orbit. A representation (T 
of R determines a central character x0 on Z, and is determined by xc, if this is 
non-trivial. If (J corresponds to the orbit X L TL, then 
e(h(z)) -~= X,,(exp z) 
for z E 3”. 
There will be a unique point h, in (X -1 ZL) n WL. Thus having a cross 
section W to 5Y in $ is equivalent to having a base point h, for h )- 3’ ~~~ 
h, + ZL. From now on, we may assume X,, p= h. Note that EY”I is naturally the 
dual of W. On the other hand IV is self-dual by virtue of the symplectic form 
A([ , 1) defined on it. Therefore we have an isomorphism 
defined by 
01: W-,5 
a(w)(w’) = h([w’, w]). (2.4. I) 
From Y’(sj) to Y($j*), we have the usual Fourier transform, defined just 
as in (1.3.13) 
.f”(d = /5f(4 4--&N dx for ft 9’($j) and FE $” (2.4.2) 
where dx :: dw d.z, and dw is self dual Haar measure on Wand dx is Lebesguc 
measure on 9 ‘v R. We may extend (2.4.2) to tempered distributions by con- 
tinuity. 
Formula (2.4.2) is also essentially the Fourier transform for H whatever that 
means. We discuss one possible meaning. If X -~ ZYL corresponds to the repre- 
sentation 0, let .Y’($, u) be the space of smooth functions f on Sj such that 
f / WE 9’(W) and 
J(w + 4 = 444)f(w) for w E w, ZELY. (2.4.3) 
We note that f belongs to .Y’($, a) if and only f 0 Ig is the complex conjugate 
of a smooth matrix coefficient of a. Also, the Fourier transform{ off belonging 
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to ~Y’($, G) will be a measure, supported on X + ZZ%O’, and will be equal there to 
a Schwartz function R times Lebesgue measure. Define 
We may then compute f by the formula 
f(P) = J, s”(f)(w) G-CL(w)) dw (2.4.4) 
where so(f) is the restriction offto W. Comparing (2.4.1) and (2.4.4) with (2.1.1), 
we conclude 
j(p) = 2”(s( f 0 log))^(exp 201-1(/A)) (2.4.5) 
where f is the complex conjugate off, providing h(z) : -- Zxiz, so the 4 corre- 
sponding to X + ZP is the p of the rest of the paper. 
Thus - and n are essentially the same, differing only by certain normali- 
zations which could be altered to make the maps coincide. Thus the isotropic 
symbol of some g in -Y(H, e) essentially amounts to the (operator-valued) 
Fourier transform of g, a standard object in non-abelian Fourier analysis. From 
this point of view the symbolic calculus (2.2.5) is computing the algebra structure 
in C*(H), the group C*-algebra, on the Fourier transform side. 
2.5. Abstract Nonsense about the Symbolic Calculus 
We offer the following very general comments about the nature of formulas 
(2.2.5) or (2.2.7). Observe from (2.1.2) and (2.1.3) that 
Consider formula (2.5.1) in the abstract context of an associative algebra 4, 
with a product written in the usual way by juxtaposition of elements. Select 
an element t of A and define a new product 0 on A by 
a 0 b : atb for a, bEA. (2.5.2) 
It is trivial to verify that the product 0 again makes A into an associative algebra. 
Formula (2.5.1) shows the symbolic claculus is a product f this type. 
Suppose there is an element u in A such that u2 = t. Define a map 
u: A - L4 by U(a) -= uau. 
@o/38 /z-f5 
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One verifies immediately that 
U(a) U(b) y-z qa 0 b). (2.5.3) 
Thus U is an homomorphism from .-I with the new algebra structure to .-f 
with the old. In particular the new algebra structure is homomorphic to a 
subalgebra of the old. If t happens to bc invertible in :I then so is u, and the ncn; 
and old algebra structures are isomorphic. In the esample of the symbolic 
calculus, it is easv to see that such u do exist, so the symbolic calculus ,givcs an 
algebra structure equivalent with the normal on?. ‘I’he question of chorjsiq 
an appropriate u for our situation is outside the scope of the present discussion. 
Let us note the abstract form of what WC’ h:n~ done. Suppose z$ t and 
p I. Our symbol map amounts to 
l’he symbolic calculus amounts to 
T(ab) abt (at) t(bt) T(u) T(b). 
Applying I:’ we find 
1 “l’(ub) ziabtu uabu ’ (uau ‘)(ubu ‘) 
1 T(a) 1 ‘T(b) 1:(7’(a) ( T(b)) 
(25.4) 
(2.5.5) 
‘Thus, the total effect of C. and 7’ is to conjugate by u. 
3. OPERATOR THEOK> 
3.1. I>“-Boundedrless and Cornpnctness 
In P.D.E. theory, the symbol serves as a basis for computation and for making 
statements about the analytical properties of operators. The classical example 
of the second use is the proof of L2-boundedness of singular integral operators 
by means of Fourier transform. Here of course the salient fact is that Fourier 
transform diagonalizes convolution operators. Since we are working with all 
operators, no symbol can do this for us. However, the symbol (isotropic or 
polarized-we will work with the former, but our results would be valid for the 
latter also) seems to approximately diagonalize certain classes of operators- 
enough so that one can still obtain L2-boundedness results. Obviously a precise 
understanding of what these classes are would be desirable. In this subsection, 
we give a simple group-theoretical argument to establish a basicL’-boundedness 
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result. We will also show how with slight technical elaboration this becomes the 
(0, 0) LQstimate of Calderon and Vaillancourt [C-V-]. One can then pass in the 
standard manner [Be] to the (p, p) estimate, but as we have nothing new, either 
in results or methods, to offer in this direction we do not pursue it. We note 
that C’otlar’s lemma is not needed in our proof of the (0, 0) estimate. In Section 
3.2 we show how the same principles that gave our estimate also yield a positivity 
criterion. In Section 3.3 we discuss the essential norm, and in the rest of this 
section these yeneral results are specialized to certain convolution algebras, 
\vhich will be seen in Section 4 to be familiar objects. 
It was some questions of 1I.G. Douglas concerning the relation of ‘I’ocplitz 
operators to the I-leiscnberg group that led me to these results. The principh 
behind them is to treat every operator as a ‘Toeplitz operator. M7e will espand 
tliis remark in Section 4. 
‘l’lie strategy of this computation is of a fairly general nature, although it is 
probably only rarely useful. Let D be a unitary representation of a locall! 
compact group G on an Hilbert space PT. Let X.5/‘.(V) X..‘/‘. be the algebra 
of l-lilhert- Schmidt operators on 1’. ‘Ihen the representation o ,$‘! CJ .’ of C; 
acting on Y/..‘/. is defined bv 
i,et 21 be a unit vector in C-. Define, for s, z’ in I. 
T,,,,(x) =: (x, 24) %’ (3.12) 
wheir ( , ) is the inner product on V. Then 
!l:z,--, 7’ 8.1, 
is an isometric embedding of 1,’ in X’..Y’. Recall that 
is the matris cocflicient of CT with respect to U. It is easy to verify the equation 
Taking a function j on G and integrating (3.1.3) against f gives 
44f)(4) = 0 0 u*(&:,f)(44) T,,,, . (3.1.4) 
Since T,,,, has norm I and 01 is isometric, we have the estimate 
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where 1: 11 indicates the relevant operator norm. It is clear that if u is a smooth 
vector (3.1.5) will continue to hold iff is replaced by a distribution of compact 
support, by a straightforward approximation argument. 
Remark. Inequality (3.1.5) is actually a relatively weak conclusion from 
(3.1.4) which implies that the operator 
is actually a contraction. 
Consider how (3.1.5) specializes to the Heisenberg group and the represen- 
tation p. According to Theorem I .4.1 the representation p @ p* may be realized 
as L @ R, where L and R are as usual the natural left and right actions of H 
on Lz(H, e). We can transfer this to the action E @ a on L2(W), with e and I? 
given by (1.7.24). We see that, forf E L2( W) 
(Ii @ R)(exp zu)f(zu’) = e((w, zu’))f(w’) for w, w’ E Iv. (3.1.6) 
Here exp is the exponential map from WC !$ to H as defined in Section I .3. 
From (3. I .6), it is immediate that forf, R E .V( W) 
(L 8 R)(s-l(g))(f)(w’) =~ 2$(2w’)f(w’) (3. I .7) 
where 2 is given by (2.1. I ). Combining this with (3. I .5) we find 
I/ ds-Yg))ll G 2” li(Ss($lli))” i’,a (3.1.8) 
where 11 Ilrn is the usual sup norm for functions on W, and u is any unit vector 
in the space of p. Again, (3.1.8) may be understood to hold for distributions of 
compact support provided u is a smooth vector. 
To make (3. I .8) concrete, we need to know &, for some u in the space of p. 
Many choices of u are possible, but for now let us take for u the vector $a used 
to construct the Fock model. The corresponding matrix coefficient is given b> 
(I .7.25). 
THEOREM 3. I .l. (a) For any compactly supported distribution D on W, 
there is a constant cK where K is the support of D, such that 
CI 
11 ,o(~-~(D))ll < ~~2~ :j D llw 
(b) If fi vanishes at GO, then p(s-‘( D)) is compact. 
Remark. The techniques of Theorems 3. I .3 and 3.3.1 show that if B,. 
(w~W:Iwl <rrJ,thenonecantake 
c(B,) -= (I + c,,r) drmw for some constant c(, 
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Proof. If we take u = 4,, as suggested above, then &, is smooth and vanishes 
nowhere. Thus given a compact set KC W, we can find a smooth function vK 
of compact support such that 
Then 
vKs(cpUIJ = 1 on a neighborhood of K. 
where Y here indicates abelian convolution. Therefore 
where 11 ,I1 indicates the L' norm. From this and (3.1.8), statement (a) of the 
theorem is immediate, with cK = Ij & II1 . 
For part (b) observe we may approximate D by smooth functionsfi of bounded 
compact support in such a way that Fi converges uniformly to 5 on compact 
sets, and uniformly everywhere if 3 vanishes at co. (For example, take 
f; == D x ui, where {q} is a smooth, positive, positive definite approximate 
identity of bounded support.) From part (a) we see that p(s-‘(fJ) approaches 
p(srl(D)) in the operator norm. But the p(s-‘(f,)) are Schwartz space kernel 
operators, and in particular are compact. Thus p(s-l(D)) is compact. 
Theorem 3.1.1 covers many operators, but one would like broader theorems. 
For example, the symbols of D with compact support will always be analytic, 
with strong estimates on their derivatives. Thus the symbols of such D would 
not be localizable, a serious shortcoming. Moreover, it is clear that the estimate 
of cK obtained in the proof of Theorem 3.1. I is very poor. IHence one would like 
to extend this result to cover distributions of non-compact support. Thus, one 
can observe that, defining 
Uf )(4 = f (w’ - 4 (3.1.9) 
to be the abelian translation ofJ by w, we have 
L,(f) = L(exp 4 &ev(--w))( f) (3.1.10) 
from (1.7.24), whence 
Ii d-YL(f))ll = II fW(f )‘I. (3.1.11) 
Hence an obvious ploy is to take distributions Di , all supported in some compact 
set K, to translate them by elements wi , and form linear combinations. From 
(3.1. I I ) one obviously has 
(3.1.12) 
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One of the cleanest results obtainable from (3.1.12) is the Calderon\-aillancourt 
(0, 0) L2-boundedness theorem [C-i?. We turn to its proof. 
Determining what symbols arise from operators of the type in (3. I .12) is 
an exercize in the Fourier transform. We begin with a lemma. We use the coordi- 
nates u: = ( p, 4) of Section 1.7. Recall the quantities i p 1, q and 1~ of 
(I .7.24) and introduce the operators 
From formulas (2.2.3) we find 
G(i p 12)” = ~-A, , +‘(i q 12)^ --A,, , n2(1 70 I*)^ = -A,,. (3.1.14) 
LEMMA 3.1.2. Let D E .V*(W) be such that 6: is a smooth function. Take v 
in Ccm(W). Then we have estimates 
where w = ( p, q) and the number C depends on v and k, but not on w. 
Proof. Since Fourier transform takes multiplication to convolution, we have 
(L,(v)D)^(w’) 1 2-” 1 e($(w, u)) G(u) &wr - u) du. (3.1.16) 
Since Ll,(e($(w, u)) = -7-P 1 w I2 e($(w, U}), integration by parts shows the 
right-hand side of (3.1 .16) is equal to 
2-“(1 ‘. 1 w I”)-” 7T-2k 
I‘ 
e($(w, u))[(?r2 - A,)lc^,(u) 6(w’ - u)] du. 
-w 
Expanding the term (7~~ - 0,)$(u) $w’ - u)) shows that its L1-norm is 
bounded by an expression of the type occurring on the right-hand side of (3. I. 15). 
The lemma follows. 
THEOREM 3.1.3 (Calderon-Vaillancourt). Consider D E .Y*( W). ff Zl is 
bounded together with all its derivatives, then p(s-l(D)) is a bounded operator 
on L2(X). If additionally 6 vanishes at 03, then p(s-l(D)) z’s compact. 
,-. 
Remarks. (a) Since if D has compact support boundedness of D implies 
boundedness of all its derivatives, this theorem generalizes Theorem 3.1. I 
(b) As will be seen in the proof, one needs only derivatives of order 
dim W + 1 or less to be bounded. 
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(c) As noted above, one could work equally well here with the polarized 
symbol. The same argument as that given below works. 
Proof. The first step is to give an efficient way to express D in terms of distri- 
butions with fixed compact support. Let A C W be the lattice spanned by points 
( p, 9) with pi and qj integral for all j. Let K be a nice fundamental domain for 
A in W. Say 
Let vK be the characteristic function of K. Let p be a smooth positive compactly 
supported function with total integral (equal to 2”;1(0)) equal to 1. Put 
Then 11 is also smooth, positive and compactlv supported and the collection 
forms a partition of unity. 
Lemma 3.1.2 together with the hypotheses of the theorem implies that the 
norms 
decrease faster than any polynomial in 1. Since 
we see from Theorem 3.1.1 and formulas (3. I. I I) and (3.1.12) that 
is an absolutely convergent series of bounded operators converging to p(D), 
which is therefore bounded. If additionallv D vanishes at ac;, then so does 
(L,(V) D) for any I, so p(s-‘(L,(V) D)) is compact by Theorem 2(b). Hence 
p(s-l(D)) is a sum in the norm topology of compact operators, and is itself com- 
pact. This completes the theorem. 
Remark. Theorem 3.1.3 can be viewed as a combination of (3.1.12) with 
the following theorem of Paley-Wiener type: a function f is bounded along with 
all its derivatives if and only if ,F == ~ctnLl(Dl)), where all D, have fixed compact 
support and /I fir I~= is finite and decreases faster than any polynomial in 1. 
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3.2. Positivity 
We saw in Section 2.2 that if D E ,Y*( IV) had a real-valued isotropic symbol, 
then p(s-l(D)) was a symmetric operator on the smooth functions. Here we 
consider the important question of when p(s-l(D)) is a positive operator. 
Following the same reasoning as in Section 3.1, we give a sufficient condition 
on D for p(s-l(D)) to be positive. As in Section 3.1, we refrain from pushing 
our techniques to their limits, but give a representative, clean result. 
We observe that (3. I .4) can be rewritten 
u(f) = @(u 0 u*K:f)b for .f in Y(W). (3.2.1) 
From (3.1.7) we find CJ @ a*(D) is positive if and only if 3 is positive. Thus, 
again taking +UU to be the matrix coefficient given in (I .7.25) we have the 
following result. We retain the notation of (3.1 .I 3). 
THEOREM 3.2.1. For a distribution D of compact support on W, a sz@cient 
condition for p(s-l(D)) to be a positive operator is that (en/2’2t’12D)r. be positive. 
To complement this result we give an explicit formula for (en/21WIED)“. Such 
a formula follows quickly from (3.1.14). We find 
(3.22) 
As an example, Theorem 3.2.1 guarantees the operator 
p(s-1(---d,)) + n dim W 
is positive. However, from the Fock model, we can see p(s-‘(-A,)) is itself 
already positive. In general, we may remark, no completely satisfactory criterion 
for positivity of operators in terms of positivity of their symbols can be given, 
because the shapes of the positive cones of functions and of operators are very 
different. 
We would also like to point out another way in which positivity of functions 
on W is consistent with positivity of operators. Let 6, be the point mass at 
w E W. If D is a distribution on W, then (3.1.6) can be rewritten 
On the other hand 
6, tq D lq 6-, = e((w, w’)) D. (3.2.3) 
p(s-Yfh h D h L)) = p(exp w> P(s-W) ~(exp w)Y (3.2.4) 
The operator p(exp w) is of course unitary, and conjugating by an unitary 
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operator preserves positive operators and is isometric. If we integrate (3.2.3) 
and (3.2.4) against a positive function or measure, we find the following result. 
Recall that a positive-definite function f is (by Bochner’s Theorem) the Fourier 
transform of a positive measure CL. The mass of p is f(0). 
PROPOSITION 3.2.2. Take D E ,V*( W) and let f be a positice definite functiort 
on IV. 
(a) Ifp(s-l(D)) is bounded, then so is p(s-‘( fD)), and 
II d-YfD)l/ <f(o) il d-YWI. 
(b) 1j p(s-l(D)) is positive, so is p(s-l(fD)). 
In terms of symbols we find that, if 6 is the symbol of a positive operator, 
n 
then so isf * D (abelian convolution) for any positive function f and 
:I p(s+(( f * D)^))ll G ilf iI1 il P(~~‘)D))U 
3.3. Essential Norm 
Since the Fourier transform for abelian groups diagonal&es convolution 
operators, it gives a complete theory of these, at least on L3. In particular, one 
knows that the operator norm of a convolution operator on L2 of an abelian 
group is precisely the L” norm of its Fourier transform. Theorem 3.1.1 provides 
an analogue of this in our case, but instead of equality, we have an estimate, 
and this estimate involves the rather imponderable constant C, . However for 
certain operators, notably ones coming from abelian subgroups, one has equality. 
Thus for example, recall W = lg X @ Ig X*. If p is a finite measure on lg X*, 
then one can compute directly from (1.1.1) and (1.6.2) that p(~-~(p)) is a multi- 
plication operator on L2(X), given by 
where 
P (s-%4)(4 = iwk 4 (3.3. I) 
YY*(lg X”) - .Y*(lg S) 
is defined in obvious parallelism with (I .3.14). On the other hand if w = ( p, 4) 
with p E Ig X and q E Ig X*, as usual, comparing (1.3.14) with (2.1.1) we see 
that 
2”;l(P, 4) = F’(P:‘2). (3.3.2) 
Hence in particular 
II PWPL))I = 2” I! ; I z . (3.3.3) 
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From more general distributions on W one cannot hope for (3.3.3) to hold. 
However for an usefully broader class, an analogue of (3.3.3) for essential norms 
holds. We review the relevant concepts. 
Let 9 denote the bounded operators on1,2(AX), and let 5% denote the com- 
pact operators. Then Yp%’ is a closed ideal in 9’ and the quotient P-algebra 
is called the CaZkin algebra. If T is in 9, let T denote the image of T in 1. 
The norm of T is called the essentiaf norm of T, and we write it I! T/less It may 
also be described as 
‘1 7’ /less : 11 T ‘! =- inf(jl T - B /I : B E L23?}. (3.3.4) 
Similarly, if C(W) is the space of bounded continuous functions on W, 
and C,(W) is the subspace of functions vanishing at CO then we can form the 
quotient C( W)/C,( W) :== B. For f in C(W) we will denote by ilf’lz the norm of 
the image off in B. Evidently one also has 
/I T!i: ; inf{{supf(x): ,V 6 K): K _C W, K compact]. (3.3.5) 
Thus ijfj\z is the supremum off “at e.” 
For a distribution D on W, recall that the singular support of D is the com- 
plement of the set of points w such that there exists f in .V( W) such that 11 - f 
vanishes near ZO. 
THEOREM 3.3.1. S’uppose D is a distribution on W such that 
(i) 6 is a smooth function which is bounded, along with its derivatives of 
all orders, and 
(ii) the singular support of D is contained in lg X*. Then 
(3.3.6) 
Remarks. (a) Examples of D satisfying the criteria of this theorem will 
be discussed in Section 4. 
(b) In this result we could replace lg X* by lg X or by any other subspace 
of W on which the symplectic form ( , ) was trivial. 
Proof. From the proof of Theorem 3.1.3, we see that we may approximate 
D satisfying hypothesis (i) of this theorem by distributions of compact support 
in such a way that p(s-l(D)) and 3 are norm limits of the corresponding quantities 
for the approximants. Hence it will suffice to consider D of compact support. 
(Note the only use of hypothesis i) is to make this reduction.) 
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So take D of compact support. Recall the quantities p I and I 4 defined in 
(I .7.24). Since D has compact support, there will be a positive number .q 
such that the support of D is contained in 
(( p, q): y j 5: A). 
Choose any 8 I 0. Since the singular support of D is contained in lg X*, we 
may choose a smooth function /r. so that I) - p = D’ is supported in 
Z(6, a) = I( p, q) 1 q < A; i p j :g 6). (3.3.7) 
Since both sides of (3.3.6) are equal on D and D’, we may as well assume that 
I) is supported on Z(6, A). 
Observe that we can let Rx act on 9’(X) by the rule 
of :: i t ll/zf(trlx). (3.3.8) 
It is easy to check that w(t) extends to an unitary operator on L’(X). From 
(I .I .I) it is also easy to verify the relations 
4) p((eq-4 P, q), 4) 4-’ = p((exp(% t-W, 4). (3.3.9) 
Hence, for f E Y(W) we see that 
4) d-W) 4-l == &Y&(f))) (3.3.10) 
uf)( Pt 4) = fW’P3 a (3.3.11) 
We may extend (3.3.10) and (3.3.11) to distributions by continuity. We also 
compute 
vwn = d). (3.3.12) 
Thus if we replace D by B,(D) for some t, neither side of (3.3.6) is affected, 
and B,(D) still has its singular support in lg X*. Let us take 
6 = (AM)--‘, t=AM, 
for some large constant M. Then we may assume D is supported in Z(M-‘, M-l). 
From the proof of Theorem 3.1.1, we have the estimate 
Ii p(s-l(D)\! < 11 2n(D~/21@)” I’. 
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Let g be a smooth function on R, such that 
(i) 0 <g(t) < 1 for t ER, 
(ii) g(t) = 1 for 0.<t<l, 
(iii) g(t) = 0 for t 2 2. 
Because D is supported in Z(M-l, M-l) we may write 
(De~,‘),“‘~‘)u = fi + (D(en02,u~,‘ _ 1))” 
Put 
= i? + (D(en’zlw12 - I)g(M I w I))^. 
t)M(w) = (e~/2i~~J12 - 1) g(M 1 w I). 
Then we may write 
(3.3.13) 
where * here again denotes abelian convolution on W. We have the obvious 
estimate 
0 
Since in this argument we may choose M arbitrarily large, we see the theorem 
will be proved if we establish this simple lemma. 
LEMMA 3.3.2. Suppose f andg aye in Ccm( W). Suppose f (0) = 0. For IZI E R, 
Put 
Then 
gdw) = g(Mw). 
Ii(fgbfu)^ !I G Kf, g) M-l 
where b is a suitable number depending on f and g. 
Proof. Since f vanishes at the origin, we see from Taylor’s theorem that 
f (P, 4) = i Pjfjl(P, 4) + 4jfAP7 4) 
j=l 
where the fjle are likewise smooth functions of compact support. Using (2.2.3) 
we see 
(fgM)n = (Xi)-’ i -21 * a*,(gM>’ +fjZ * a21,(gM)‘. 
j=l 
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It is straightforward to compute that 
(gM)n _ M-dimy&_, 
Hence 
a(Jg‘& = M-dimy2~lg);-* 
and similarly for the derivatives with respect to the pj . On integrating this we 
SW 
I’ ,%&d-’ 11 = lb--’ I/ a,,(& , 
Combining this with the expression given above for (fg,zf)r’, the lemma follows. 
Kemark. It is clear from the proof of Lemma 3.3.2 that if f vanishes to 
/zth order at 0, then 
NfgJ I,1 G b(f> g) APL. 
3.4. Special Convolution Algebras 
In view of the results of the previous subsections, it stems reasonable to 
focus attention on the following convolution algebras of distributions on IV. 
.tiC = {D: D has compact support; 6 is bounded}, 
,gc CD: DEB c ; Ig X* contains the singular support of D}, (3.41) 
fC {D: D E gC ; {O} is the singular support of D). 
Evidently gC 2 ge 2 fC . The main facts about convolution in these algebras 
are implied by the following lemma. 
IXMMA 3.4.1. There is a positive constant c,, such that, if D is supported in 
Z(b, , h,), as defined in (3.3.7), and 3 is bounded, then 
1: a,+6 Ilm < c()h, 1’ 5 11, 
and (3.4.2) 
I; &7,D 11% -< 4, ~I D ~1, . 
Proof. Let g be a function on R having the properties (3.3.13). If D is sup- 
ported in Z(b, , b2) then 
D = Dg(hl I P I)g(b,l 14 I). 
From (2.2.3) we have 
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where 
t4Pl ~1 (+dK’ ; p M4’ i (I 1)) 
From Lemma 3.3.2 WC conclude 
Thus the inequality for i,, D ~ follows. ‘The other inequality follows in the 
same wav. 
where ,y is as in (3.3.13). I:rom the proof of Lemma 3.3.2 we see 
Therefore 
(D.#’ / p I))“’ , c, /’ D 1 -, . 
&pg(S ’ ) p I))’ ., ‘. 2c,c,,s. 
On the other hand, ,f D(l ~ g(6 i / p I)) is a smooth function, so is,,, ,t 
vanishes rapidly at E. Thus P,,D is the sum of an arbitrarily small term and a 
term which vanishes at rl_;, and part (a) of the corollary follows. Part (1~) is 
quite similar. 
PROl?OSITlON 3.4.3. Gi7:en 11 md E in .dp , the series (2.2.5) qf the s~vrrholir 
calculus converges ~nijorml~y to (D b E)^ in the j :iT norm. 
Proof. Suppose. to be more precise, that 11 is supported in %(h, , /A,) and 
E is supported in Z(h,, , b,). Then according to Lemma 3.4.1, we may estimate 
a typical term in (2.2.4) indexed by the multi-indices (ol, p), by the numbct 
The proposition follows directly from this. 
Remark. If D and E are supported in a compact set K, then one has 
for some constant b, , majorarizable by continuing the argument of I’roposition 
3.4.3. 
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PROPOsITlON 3.4.4. If D E &‘r and k’ t fQ , OP if 1) and fi! are in gC: , then 
vanishes at CO, and theyefovc corresponds to a compact operator. 
Proof. ‘I’he indicated difference (3.4.3) is a sum of terms given by (2.2.5) 
omitting the term L\: 0 -= /L?. Inspecting these terms, we set from corollarv 
3.4. I that each is a function vanishing at x. Since Proposition 3.4.3 says the 
sum converges in the uniform norm, the function (3.4.3) also vanishes at rj. 
Since (DE)‘~ is the abelian convolution of I!! and E it also has compact support. 
Hence (3.4.3) is the symbol of a distribution of compact support, and \*anishes 
at ‘St‘, and therefore represents a compact operator by theorem 3. I. I. 
Remark. If 11 and R are in 9,. or ,fr , then so is (DE)? 11 c E. 
is u compact operator. 
M-'(4), P("~V))l 
Proof Indeed, Proposition 3.4.4 implies that both p(~ ‘(11)) p(s-i(E)) and 
p(s l(E)) p(s--i(D)) differ from p(s-‘(0 Y E)) by compact operators. 
1Ve conclude with some results on positivity and invertibility. 
I’ROPCSITION 3.4.6. There is a constant y such that if D t &, and 
(i) D is supported in Z(f), h), and 
(ii) D is a non-negative function, 
then 
p(s+(D)) + +‘! /’ D /!I: I 
is a positive opewtor. Here I is the identity operator. 
Proof. According to Theorem 3.2. I, our assumptions imply p(s-1(DeffrL1701)) 
is a positive operator. Write erIZirr’:’ --- p. Equations (2.2.10) and (2.2.1 I) 
imply that p(srl(D)) and p(s-l(Dp)) are Hcrmitian, so to prove the proposition 
it is enough to find y such that 
‘1 p(s-1(6(/L - l)))il < yb” y 6 ‘I7 . (3.4.4) 
By Theorem 3. I .I, estimate (3.4.4) follows from 
‘~(D& - I))^ Irn < yclbz / fi lx, (3.4.5) 
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where we may take cr = c(Z(I, I))-l2 -n as long as 6 < 1. In turn (3.4.5) 
will be a consequence of 
,(g(b--’ / w )(p - I))^ 111 q yc1b2. (3.4.6) 
But that an estimate of the form (3.4.6) exists is clear from Lemma 3.3.2 
and the remark following it. 
PROPOSITION 3.4.7. If D E /c , and D is nonnegative, then p(s-l(D)) is positive 
module compact operators, that is, the image of p(s-l(D)) in the Calkin algebra 
is positive. 
Proof. The argument used to prove Theorem 3.3.1. (see (3.3.7) through 
(3.3.12)), shows that, given any b > 0, p(s-l(D)) is conjugate by a unitary 
operator to p(s-‘(D’)) where D’ : D” + g, where g is a smooth function and 
D” has support in Z(b, b). A s in C’orollary 3.4.2, we can arrange that 
for some constant cr Since p(s l(g)) is compact, the image of p(s -l(D”)) ~- 
yb2cI I[ 3 Ilrn in the Calkin algebra is positive. Conjugating back, we find the 
image of p(s-l(D)) + yb2c, 11 .6 /ii0 in the Calkin algebra is positive. Since b is 
arbitrarily small, the proposition follows. 
PROPOSITION 3.4.8. Let D E 5Bc and suppose i is bounded away from 0 at 03. 
Then p(s+(D)) is invertible module the compact operators. That is, the image 
of p(srl(D)) in the Calkin algebra is invertible. In other words, p(s-l(D)) is Fredholm. 
Proof. Consider D h D*, where I)* is defined as in (2.2.10). Then by 
Proposition 3.4.4, (D h D*)^ differs from 22” ~ D /a by a function which vanishes 
at co. Thus for some E ;> 0, we have 
(D h D*)“ ‘:- E 
outside a compact set. Thus we may find some g E CGW(W) such that 
It follows from Proposition 3.4.7 that the image of p(s-l(D b D* f g)) in the 
Calkin algebra is greater than ~1, hence invertible. Since p(sr’( g)) is compact, 
this proves the proposition. 
Concluding remarks. The results of Section 3.4 can be extended in several 
ways without difficulty. For one, Propositions 3.4.6, 3.4.7 and 3.4.8 extend 
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directly to matrices of operators. Second, one may work with more general 
operators for greater flexibility. A very easy modification is to simply add 9( IV) 
to ,%(, etc. This already greatly simplifies criteria for membership in these classes. 
More drastically, one can pass to 
:@ == (D E .V*(iV): D is smooth and is bounded along with all derivatives} 
and its subspaces 9 and 2”. It is not immediate, but P- is an algebra under 
convolution, although the symbolic calculus is of little or no use for it. It is 
implicit that if D is in @, then p(s-l(D)) is a norm limit of p(srl(D,)) with Dj 
in 8,) and 6 is the uniform limit of the sj . Hence Corollary 3.4.2, Propo- 
sition 3.4.4, Corollary 3.4.5, and Propositions 3.4.7 and 3.4.8 all hold for these 
broader classes. 
Finally, one could consider very much more general classes of operators, 
as in [Be], but a theory for them would involve substantially more work than 
we have done here. 
3.5. Trace Class and the von Neumann-Schatten p-classes 
Here we discuss criteria on D E ,Yzr(W) m order that p(s-l(D)) be trace class, 
or more generally in some Schatten p-class. These results follow from the Strong 
Stone-von Neumann Theorem and standard interpolation techniques. 
We review the definition of the p-class. See [Ri] for a detailed treatment. 
Let T be a compact self-adjoint operator on an Hilbert space. Then T has an 
orthonormal eigenbasis with associated eigenvalues {hj]Tzl . We say T is of 
Schatten p-class, p > I, if 
It is hoped that the use of p here will not be confused with the use of p as coordi- 
nate in lg X. A general operator is of Schatten p-class if its real and imaginary 
parts are both of p-class. The p-class operators form an ideal Z2D in the algebra 
9 of all bounded operators. This ideal is a Banach space with respect to the 
norm jl iI,) , defined by conditions 
(i) pi T !Jp = (xj”=, 1 Xj P)‘/* if T = T*, T E 9$,, . 
(ii) IlATil, ~lIAIl~/T1/, if TE~A, AE~, 
where I/ /j is the usual operator norm. One has Z$, _C gp$, if p < 4, and 
II TIL, > I! Tii, for TE~#, . 
The Schatten l-class is the trace class. On P’f, there is defined the trace 
functional 
58013812-7 
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which, if T is self-adjoint is given by 
tr T = i; Xj . 
j=l 
The Schatten 2-class coincides with the Hilbert-Schmidt operators, also 
denoted P.9’. The product of two Hilbert-Schmidt operators is trace class, 
and every trace class operator is the product of two Hilbert-Schmidt operators. 
The Hilbert-Schmidt operators are a Hilbert space under the inner product 
tr(ST*), S, T E 2.9. 
We want to use the following operator-valued Kiesz Convexity Theorem. 
It is a very simple extension of the usual result, but I do not know a reference 
for it, and the proof is cute so I include it. 
THEOREM 3.5.1. Let (A’, p) be positive measwe space, and let P be a space 
offunctions on X which is dense in Ll’(X, CL) for I I--: p < CQ. Let 
T: I; ---f Y<fl 
be a linear map. Set 
Then log(lj T lIlir, l,,J z’s a convex function of p and q. 
pyoof. Choose an orthonormal basis {e,)i=r for the Hilbcrt space. Let 
{t,,(~))y~=, be the matrix of T(v) with respect to the basis (ei). For an arbitrary 
matrix {mij} consider the map 
taking the matrix to the sequence of its diagonal matrix coeflicients. 1 claim D 
is norm decreasing on any Z’J@~ . Assume this is so for the moment. Any clement 
x of Z’$, can be written 
Where 0; and Ua are unitary and d is diagonal. ‘Therefore if we write 
we have the inequality 
1: T ;Lpn < sup{/’ Drj;TlJ, jinR : Ci unitary)-. (3.5. I) 
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On the other hand, Ur and U, are isometries of P’fn , so if n is norm decreasing 
we have 
for all C:i Hence the two sides of (3.51) are actually equal. But the result is 
true for DC’,TUz by the usual Riesz Convexity Theorem (see [D-S]) Since 
the suprema of convex functions is convex, the result for T follows. 
It remains to show that D is norm decreasing. Repeated application of the 
following result will accomplish this. 
PROPOSITION 3.5.2. Let P he orthogonal projection onto n clo.wd subspace 
of Hilbert space. Then the map 
T+PTP~]-(Z-P)T(Z-P) for Tin 9 
is norm decreasing fey any unitary-incariant norm. 
Pyoqf. Define 
u = -P +- (I - P), 
Then li is unitary, and we see 
PTP + (I - P) T(Z -- P) =- ($)(T + UT(i). 
Taking norms proves the lemma. 
Theorem 3.5.1 has an obvious application to our situation. 
THEOREM 3.5.3. For any p, 1 <p < 2, 
p:.f--tp(f) for fcy(H,e) 
extends to a norm decreasing map 
p: Ln(H, e) - f -!8#$, 
(also p(Ll(H, e)) C 9%) where 
$,-d; = 1. 
In particular Lp(H, e) jr L2(H, e) _C L3(IZ, e). 
Proof. If in the Riesz Convexity Theorem 3.5.1 we put V = 9’(W), and 
236 ROGER HOWE 
T = p and p == I jr, and q = l/y’, where 1 ir f 1 /Y‘ = 1 = p q, then we 
find that 11 p llTr, is a log convex, hence convex function of l/r for I :< Y :I: 2. 
Theorem 1.4.1 says ;i ljaa = 1, while it is a general fact [Na] that ;I p ~ir7_ 5, I. 
The main statement of the theorem follows. That p(Ll(H, e)) C 9% follows 
because p(Y(H, e)) 2 9% by Theorem 1.4.1, and Y(H, e) is dense in Ll(H, e), 
and p is continuous from L1(H, e) to P. That convolution by I,)’ preserves 
L2 follows because the left regular representation of II on L2(N, e) is just an 
infinite number of copies of p. 
Remark. Dualizing, we can conclude that for 1 < p’ < 2, in order for 
p(f) to belong to YyI,, , it is necessary that f belong to Lp(H, e), and that the 
Ii ii211 norm of p(f) dominates the Lg-norm off. 
We next want criteria that D E ,V*( W) should give rise to a trace class operator. 
THEOREM 3.5.4. Suppose D E Y*(W) is such that p(s-l(D)) is trace class. 
Then : 
(a) D = q~r 11 e2 with F?, EL~( W). (C onversely, if D has this form, then 
p(s-l(D)) is trace class.) 
(b) In particular, D is a bounded continuous L2 function which vanishes at ~8. 
tr(p(s-l(D)) = D(0). (3.5.2~) 
Furthermore, p(s-l(i)) is trace class if and only if p(s-l)(D)) is, and we have the 
formula 
tr(p(s-l(6))) = 2” 1, D dw. (3.53) 
Proof. Statement (a) follows from Theorem 1.4.1 and the fact that an operator 
is trace class if and only if it is the product of two Hilbert-Schmidt operators. 
Statement (b) follows because the convolution of two L2 functions is always 
bounded and continuous and vanishes at co; and in the present situation, is 
also L2, again by Theorem 1.4.1. 
For (c), we recall that, as noted above, the inner product on 2.9’. arose 
by taking traces of products. Using the fact that p is an isometry from L2( W) 
to Z.Y., we find 
trb(s-WN = tM-Yvl h VJZN) = tr(d-Yd) P(s-‘(Pz))  
= tr(&Y~,)) ~(s-Yv~>)*) = jw P,(W) @(w) d  
-s w &4 PA-W) dw =~1 tl vz(O). 
Here * indicates the appropriate adjoints as in (2.2.8) through (2.2.10). 
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If D = pi b v2, then 6 = D b 2~” = y1 h & . Since ^ is an isometry of 
L”( IV), we see b is also of the proper form to be trace class. The formula (3.5.3) 
follows from (3.5.1) by Fourier inversion. 
It is also of interest to have readily computable criteria for D to yield a trace 
class operator, even if these are not completely sharp. Again, because of the 
rather different shapes of the unit balls in operator algebras and function spaces. 
no simple completely satisfactory criteria are to be expected. We consider one 
condition, which is analogous to the boundedness condition 3.1.1. Let aYi and 
T’j be the elements of the Lie algebra $ of H defined by (1.7. I ), and Z, as in 
(! .7.3). Consider the element in ?/(a) given by 
(3.54) 
From (I .7.2) we can compute that 
p(4) = .;A, - 572 / x 12. (3.5.5) 
I-sing (1.7.20) and (2.1.4) we find 
(s(A‘y)y = - (+I2 1 w 12. (3.56) 
Finally, if we use the Fock model, with the orthogonal basis we, where L~ is 
a multi-index, as described in Theorem 1.7.5, we find from (1.7.13) that 
V(AN)(Wcq 7 -Tr(~ n: I + n/2) WY. (3.5.7) 
‘I’hus ~(0,) is diagonalizable and invertible, and we find that 
V(-AH)-n 
is of trace class for any real h > n. 
‘I(HEORERI 3.5.5. (a) Consider D E .Y*( W). The operator p(s-l(D)) will 
be qf trace class provided ~(-0,)~ p(s-l(D)) is bounded for some h > n 
(b) In particuluv, p(s-l(D)) is trace class if (I + / w 12)” + l iinQ,flfi is bounded 
.for all multi-indices o( and @. 
PWCI~. Statement (a) is immediate from the remarks preceding the theorem 
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and the unitary equivalence of v and p. For statement (b), we apply statement (a), 
with h == n + 1, together with Theorem 3. I .3. We have 
p(d&q /l p(s-l(D)) == p(s-‘(s(Ll,)n-i-1 b, D)). 
Using (3.5.6) and the symbolic calculus (2.2.5) we find that 
is a sum of products 
where PaIli is a polynomial of degree at most 2(72 -1 1). Thus any derivative of 
0 will be a sum of similar products. The result now follows from Theorem 3.1.3. 
4. EXAMPLES 
4.1. Pseudodifleerential Operators 
Pseudodifferential operators have been considered in varying degrees of 
generality by numerous authors over the past dozen years. See [Be] for one of 
the most general treatments, as well as a synoptic history. We will restrict our 
attention to the most familiar classes: at the level of our discussion extra refine- 
ment would be pointless. However our main points will be valid for the more 
general classes. 
Pseudodifferential operators on, say, Y(X), are defined by means of symbols, 
of the sort we have called polarized symbols in Section 2.3. If u(x, [) is a symbol, 
then the corresponding operator P, is defined as in (2.3.4). 
Pm(.f)(Ly) =- / a(~, O.f(t3 44(x)) dE. X’ 
(4.1.1 j 
Here the Fourier transform “: -Y(X) --f .Y’(X*) is the one we have been using, 
defined by (1.3.13). 
To make P, a pseudodifferential operator, one puts conditions on (T. Our 
discussion will proceed much more smoothly if we assume 
o has compact support in x. (4. I .2) 
Thus we restrict to “localized” pseudodifferential operators. This restriction 
is not necessary for a theory of pseudodifferential operators, but ncithcr is it 
inappropriate, since local considerations are a major part of the theory. The 
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essential conditions to put on o concern the size of its derivatives. One widely 
studied set of conditions has been 
where 
Here , 6 l2 7: xz=i [*a where [ == (5, ,,.., [,) m a convenient coordinate system. 
The number m is the order of a. The original classes of pseudodifferential 
operators satisfied (4.1.3) with I, = 0 and p = 1. Then Hormander [Ho] 
extended the calculus to the cases 0 < v < p < 1. LVIore recently Calderon 
and Vaillancourt [C-\-l treated the delicate cases 0 -< v = p < I. 
We may of course also write 
for some distribution D on W. The relation between D and 0 is then given 
by (2.3.7). We repeat it. 
a(x, 5) ~= 2?&(De( -- 1/2p( p)))^(2 lg .v, 2 lg [) (4.1.4) 
where Ig: X (3 A’* + lg X 3 lg X* is the canonical identification map. The 
main point we wish to make is that the conditions (4.1.2) and (4.1.3) give 
information about D, in particular about the singular support of D. The case 
1, 7 p == 0 in (4.1.3) is somewhat exceptional and was discussed in Section 3, 
so we will disregard it here. 
According to our previous practice, we set (Ig s, Ig [) = ( p, 4). 
PROPOSITION 4.1.1. Let U(X, [) satisfv (4.1.2) and (4.1.3), with p > 0, and 
let D E .‘f *( W) be related to u by (4.1.4). Then D has singular support in lg A”“. 
More precisely, fog aniv 6 ‘=- 0, there is a Schwartz function f on W such that 
D - .f has support in 
Z(6, co) ~== ((p, 4): I p ’ < 8;. 
P~ooj”. From (4.1.4) and (3.1.3) we find 
1 .x lzu j f /2b O~O~(u)(.x, y) --: ~(1 p 12d / q jzc A~d~a(De(-I/2q(p)))“(2 lg X, 2 Ig))) 
(4.1.5) 
where K is a constant involving powers of 2, n and i. Since u is compactly sup- 
ported in X, we find from (4.1.3) that when p is >0 for arbitrary fixed a, b and c 
we can make d so large that the left-hand side of (4.1.5) is absolutely integrable. 
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The expression in parenthesis on the right hand side of (4.1 S) will then be 
continuous and bounded. This implies that the restriction of De(-1/2q( p)) to 
c :~ w - Z(S, CL) 
is a Schwartz function. Hence I1 is also equal to a Schwartz function on C; so the 
lemma is proved. 
Remark. Proposition 4.1 .I shows that the classes for which v 0 C. p, 
in particular the original classes of pseudodifferential operators, are a convolution 
subalgebra of the space F defined at the end of Section 3.4. Thus the results 
of Section 3, particularly of Sections 3.3 and 3.4, are available for these classes. 
A familiar property of the pseudodifferential operators, at least the classical 
ones, is that they are pseudolocal. Precisely, let T be an operator on -V(X), 
and suppose T extends continuously to an operator on .Y*(A). Then if 
4 E Y*(X), pseudolocality for T means the singular support of T($) is contained 
in the singular support of il,. Proposition 4.1 .I reflects the pseudolocality of 
pseudodifferential operators. In fact, the following elementary result holds. 
PROPOSITION 4.1.2. Suppose 11 E .Y’* has the properties: 
(i) p(sm ‘(13)) de$nes an endomorphism of .‘F(ri) zchich extends co?ltinuousl~v 
to an endomorphism of Y*(X); 
(ii) For evej,Jl 6 > 0, theye is f6 t .V( W) such that 11 - fs has support 
in Z(S, m). 
Then p(s-l(D)) is pseudolocal. 
Proof. Take IJ in .Y(X). Let 5’ be th e singular support of $J and put, for 
s ‘;a 0 
S, = {ox E A-: there is s E 5’ such that : .t’ - s ~ < S}. 
Then for any 6 > 0 and A < co, we can find ,g.,,, in ,Y(X) such that 4 - ,g,,, 
vanishes on 
Write 
Theorem 1.4.1 says p(s-'(fs) is a smoothing function, which maps .‘F*(X) 
into Y(X). This, plus condition (i) on D implies that the singularities 
of p(srl(D))(#) are the singularities of p(smi(D fJ)($ - s,~J 7. But from 
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formula (I .3.12) it can be seen that 17 vanishes on QAP,,,, . Since A and 6 are 
arbitrary and 
the proposition follows. 
It should be emphasized, of course, that the pseudodifferential operators are 
far from being arbitrary operators satisfying the hypotheses of Proposition 4.1.2. 
Rather, they are singled out by the conditions (4.1.3) on the asymptotic behavior 
of their symbols. It is these conditions which, for example, give them a useful 
symbolic calculus. Thus, for example, if P, is bounded and bounded away from 
zero at cxj then one constructs an inverse for P, modulo the compacts merely by 
considering I’, - 1. Of course, one can already do this for the large class 9?” 
of Section 3.4 for which there is only a minimal symbolic calculus. However, 
with the pseudodifferential operators, one can continue and construct a para- 
metrix for P,, , that is, an inverse modulo the smooth operators. (For some of the 
most general classes, this basic construction is in fact no longer possible.) 
In Proposition 4.1 1, the parameter v appearing in (4.1.3) played no role. 
To discover the effect of v, we need a refined notion of singular support when 
this is not compact. Thus let (Gjj be a net of open sets in W. That is, given j 
and k, there is I such that Ui n L’,>. > CT, Consider D in -Y”(W). We will say 
D is veplur outside (L;] if for every j there is a function f, in .V( IV) such that 
D - f, has support inside Cij It is then clear that the singular support of D 
is contained in nj Cj . If some r/ is bounded, being regular outside ([ii] is 
equivalent to having singular support n, L:, , but in general being regular out- 
side (t;,} gives a finer description of the behavior of D. 
For positive constants h and b define a subset of Was follows 
hyp(h,6)=((p,y):Ip :- l,~pi,y.“~,.b: (4.1.6) 
PROPOSITION 4.1.3. Let 0(x, [) sati.sf$ (4.1.2) and (4.1.3) zaith p , 0, md 
let D t .Y”( W) be related to D by (4.1.4). Then D is regular outside 
Pi hyp(A, b): b > 0, A < -~ 
v !’ 
Proof. Choose integers 1, m such that h < l/m < p/v. Consider Eq. (4.15) 
for a and b fixed, c :: /hT; and d = ntAF, where A’ is a very large integer. When 
AT is large enough, the left-hand side of (4.1.5) will be integrable, so the right- 
hand side will be bounded and continuous. This says that on the region 1 p : <? 
b 1 q !mh for some b > 0, the function AFdr(De(-l/2( p)) vanishes faster than 
any polynomial. Hence De( - 1/2q( p)), and therefore D, agrees with a Schwartz 
function outside of hyp(h, b), and the lemma is proved. 
Actually, Proposition 4.1.2 does not depend on the condition v :< CL, only 
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on p > 0. If in particular we have v < CL, then D is smooth outside hyp(h, b) 
for every X < 1. If v < p, then D is smooth outside hyp(l, b), and even outside 
hyp(1 -+ E, b) for suitably small c. 
Proposition 4.1.3 allows us to formulate an analogue of the Calderon-- 
\‘aillancourt L”-Roundedness Theorem. We state it as a question. If D E .Y’*( W) 
is supported in hyp(l , 6) for some /J ‘1. 0, then do we have an estimate 
Hence C, is a constant depending on b. 
According to Proposition 4.1.2 a positive answer to this question would 
imply the L2-boundedness results for the classes defined by (4.1.3) with v < CL, 
but not with v = !h. Of course, the C‘alderon-Vaillancourt result does not answer 
this question either. One can show by a relatively crude argument that if I) 
is supported in hyp( I, b), and 6 is bounded, then (1 j- I q 12)pa D gives rise to 
a bounded operator for any a ,y 0. 
4.2. Toeplitx Operators 
Here we discuss the Toeplitz operators of Yenugopalkrishna [VI, which are 
a generalization to the unit ball in C?” of the classical Toeplitz operators on the 
unit disk in C (see, for example [Do]). W e saw in Section 4.1 that pseudodiffer- 
ential operators were, more or less, operators coming from distributions on W 
with singularities on Ig X*, and whose symbols have certain asymptotic proper- 
ties. Here we will show that Toeplitz operators come more or less from distri- 
butions with singular support at the origin, and whose symbols have certain 
asymptotics. Their theory is completely parallel to that of ordinary pseudo- 
differential ope1 ator s. 
Let B be the unit ball in C”. Let fP(B) bc the space of all square integrable 
holomorphic functions on B. Let 
I’: I,2(B) + H”(B) (4.2.1) 
be orthogonal projection. Letf bc a continuous function on R. Let 
for 4 EL*(N) (4.2.2) 
be the multiplication operator attached to f. Then 7’, , the Toeplitz operator 
attached to f, is given by 
7; _ I’M~f’. (4.2.3) 
We will also somewhat loosely use the term Toeplitz operator to signify an 
element of the algebra generated by the 7; L,et S be the unit sphere, the 
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boundary of B. Then f, or the restriction off to A’, is often called the symbol 
of 7; . Since we have several symbols, we will callf the T-.yrzboZ of T, . 
Remark. If we reverse the passage from formulas (1.7.26) to Theorem 1.7.5. 
and regard the space .9 of the Fock model as a subspace of L”( IV), then ortho- 
orthogonal projection of L2( IV) onto 9 is accomplished by h-convolution 
on the right with e-l:“‘“‘l’. Therefore if we compare Eq. (3. I .4) with the dcfi- 
nition (4.7.3) of Toeplitz operators, we may say that the estimate of Theorem 
3. I. 1 arises by regarding every operator as a Toeplitz operator. 
For mm~Jmiak z*, where a is a multi-index, in the coordinate functions, one 
can describe the operators T,u: explicitly. See [c’o] for more details. .\n ortho- 
normal base for HZ(B) is given b\- the functions 
e, z-7 b$, where +b RZ -7 
(YL -i- i 01 I)! 
ImY:! --. 
(4.2.4) 
In terms of this basis we have 
Thus the T,a are represented as certain weighted shifts. 
The Toeplitz operators are related to the Heisenberg group through the Fock 
model, as described in Section 1.7. Here one considers the space .F of holo- 
morphic functions on C” which are square integrable with respect to the measure 
(i/2)12 ePz” dq dz, ‘. dz, dz,, 
where 5 is the complex conjugate of z and 
From (I .7.25) we see that .F has an orthonormal basis [Jyj given b> 
f& == C,P, where c,,? ~~ (7Ti+J)~1. (4.2.6) 
We can define a unitary map 
8: .F -+ W(B) 
by the rule 
a( fa) = e,, (4.2.7) 
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We can use B to transfer the Toeplitz operators to .F-. Thus forf in C”(H) put 
,ff = &plTfZ. (4.2.8) 
We wish to express the F:,a in terms of operators coming from the Hciscnberg 
group H. We denote the action of H on .F by v. We set up coordinates in II’ 
as before, e.g., in Sections I .7 and 2.2. I,et ATi and Y,; be, as in (I .7.1). According 
to (1.7.26) we have 
I’(%;+ ) $h 214 for 4E.F (4.2.9) 
For a multi-index a put 
The order of the product in (4.2.10) is immaterial since the Z, commute. 
From (4.2.4) through (4.2.9) we can compute that 
where C$ -: (n t ~ ,R ‘)![~l~i(n : 01 j I- p I)!]-‘. 
In other words 
Tzol ~= I,(z“‘) Q,l ‘2 
where 
(4.2.12) 
0 (f[j) 2 (?I -t ~ p )! I 77 ai(?z I ~ IX -t I p l)!f,j . -R (4.2.13) 
Let A,, be the element of %!(!?J) defined in (3.5.4). From (3.5.7) we find 
0, = fI (7~ (; -t k) - ~(0,)). 
I. 1 
Putting (4.2.12) and (4.2.14) together gives 
(4.2.14) 
Formula (4.2.15) in some sense is a solution of the problem of csprcssing 
Toeplitz operators in terms of distributions on the Heisenberg group. IHowever, 
a more perspicuous and flexible approach, and one that better reveals the 
analytical nature of the distribution which we may write symbolically as 
v~‘(Q~“~), is desirable. To provide this approach, we take another tack. 
Define 
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We will refer to 9Pf(m, p) as the pseudo-Toeplitz operators of order m and 
smoothness coeficient CL. Comparing (4.2.16) with (4.1.3), we see the pseudo- 
Toeplitz operators are like the pseudodifferential operators, but even better 
behaved. The following simple result is analogous to Proposition 4.1.1. We 
omit the proof. 
I,E~~A 4.2.1. If p > 0, then 9$(m, CL) consists of distributions which aye 
non-singular outside any neighborhood of the origin. 
By virtue of Lemma 4.2. I, we can see that Yf(m, p) has a symbolic calculus 
in the following asymptotic sense. Take D and E in Ppd(m, p) and write 
D ~2 D’ + f, E = E’ + g, 
where U’ and E’ are of compact support, and f, g are in Y(W). Then 5 and 5’ 
n 
are asymptotic at co in the sense that D - 13’ and its derivatives vanish faster 
than any power of / w /. Similarly ,$ and if are asymptotic at so. Further 
DhE=D’tjE’+(D’tjg+fhE). 
ere $ is 
Ii bj E)^ 
defined by (1.6.6).) The expression in parentheses is in .Y( W), so 
and (D’ 4 E’)n are asymptotic at co. But (D 4 E)^ may be computed 
in terms of the symbolic calculus (2.2.5). By inspection and the product rule 
for differentiation, we see that for arbitrarily large M, all but a finite number of 
terms in (2.2.5) will belong to 9(-M, y). Also Lemma 3.4.1 plus the product 
rule rells us that the convergence of the tail of the series is uniform with respect 
to the seminorms 
A direct consequence of these observations is 
LEMMA 4.2.2. If D E P$(ml , p) and E E .Yf(m, , p), then 
(i) D kl E is in 9’pd(ml + m2, p), and 
(ii) D h E - E 4 D is in .‘P,$(ml + m2 - 2~, p). 
Here are some concrete examples of pseudo-Toeplitz operators. All elements 
of %!($) are in 9’y(M, 1) for some M, since their symbols are polynomials. 
Thus d, , given by (3.54) is in fli$(2, 1). 0 ne can also construct symbols for 
pseudo-Toeplitz operators by means of asymptotic expansions. Let 
S(W)={WEW:jZLI =lj 
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be the unit sphere in IV. Let WZ,~ be a sequence of real numbers such that 
111, ' mill, rn+ --co. 
1,ct s,L~ be smooth functions on Y’(IV). (:onsider the formal series 
Just as in [N-N], it can be shown there is an element D E gy(rn, , 1) such that 
3 is asymptotic to Y, in the sense that, for all k ;s I, 
s.; C,,,,,.(l -+ / w I)“““. (4.218) 
Indeed, let g: R ---f R be defined as in (3.3.13). Then the series 
will converge to an appropriate D if the numbers Oi converge to zero fast enough. 
One may also use the symbolic calculus to construct an operational calculus 
just as for pseudodifferential operators (see [N-N]). A s an example, we show how 
to construct an inverse for suitable elements of .9f(m, p), the analogues of 
elliptic pseudodiffercntial operators. We will say an element D of .Yg(rrl, CL) 
is absolutely elliptic if 
!rjlT- c(1 ~; / W I)“‘. (4.2.20) 
Actually, we only need (4.2.20) to hold outside some compact set, but for con- 
venience, assume it is true everywhere. If D is absolutely elliptic, then it is casv 
to check that 6-i is the symbol of an element E of :YpB(-or, EJ-). AIoreover, 
the symbolic calculus tells us that 
1) 9 E = S,, - F (4.221) 
where S, is the Dirac delta at the origin in TV (and is the identit:,. of ‘1’ ‘(H’), 
and F belongs to a( - p, p). 
We now proceed by successive approximations to construct a pmamet~ix 
for D, that is, an inverse modulo .Y(IY). If we can do this, and if ~(~‘(11)) is 
actually invertible, then providing we have been careful not to introduce a 
spurious kernel, we can invert D by one further multiplication of the form 
6, $- .f, with f in Y(W). To begin to construct a parametrix for I), we take 
(4.2.21) and multiply on the right by 6, ~+ F. Put E1 = E b (6, t-F). l’hen 
D 6 El r:= (S, - F)(S, + F) := S,, -- F tq F. 
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But F b F is in PpB(-2p, t,~), so we are progressing. Continuing, if we put 
E,c = E tj (6, --I- F) !q ... h (8, -+ F*“-‘) (4.2.22) 
then 
D Q E,< == S, - F”‘, (4.2.23) 
and F2’; (where the exponent refers to convolution product) is in :Yg( --2/q+ p). 
Although the E, may not converge to an element of Y/(-m, ,LL), we can by 
a suitable truncation process on the symbols, analogous to (4.2.19), construct 
a symbol Ex in .Ycf(-q CL) which is asymptotic to the E, and such that 
D t; E-D =:. S, - fj, 
with fa E .Y( W). 
By a similar process one can construct other powers of absolutely elliptic 
elements of Pf(m, p). See [See] for details in the pseudodifferential case. 
Observe that the distribution 
occurring in (4.2.14) and (4.2.15) is absolutely elliptic. Therefore the above 
remarks imply that its negative half power is also a pseudo-Toeplitz operator. 
Using this, plus that the monomials z~.F@ form a good basis for C”(S), where S 
is the unit sphere in C” we find we have sketched the proof of the following 
result. 
PROPOSITION 4.2.3. The Toeplitz operators are pseudo- Toeplitz operators. 
That is, for f E CK(S), there is an extensio?z f of f to B such that F;i is in gp$(O, 1). 
Identify, the unit sphere S in CrE and the unit sphere S(W) in W by coordinatizing 
If’ as in Theorem 1.7.5. Then fey smooth f on S, and f as aboee, if Ff == v(r’(D)) 
for D E .Y’f(O, I), then 
f(w) =-= \ij? i&J) for %U E s v S(W). (4.2.24) 
That is, the symbol of Ti is equal to the radial limit at m of the symbol of .s(v-‘(Ff )). 
In view of Proposition 4.2.3, wc may make contact with Section 7 of [HH]. 
Let Pj&(nz, CL) be the subalgebra of YP~(vz, p), the leading terms of whose 
symbols have radial asymptotic limits. Precisely 
where D, E .Yg(,, -. :L, p), and $ E C”(S( TV)), and g is as in (3.3.13). 
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PROPOSITION 4.2.4. .9&&&O, 1) is a cryptointegral algebra in the sense 
of FW 
Proof In [HH, Sect. 7.441 is was shown that the algebra of pseudodifferential 
operators was crypto-integral. The proof depended on formal properties of 
the symbolic calculus and a criterion that certain symbols give rise to trace 
class operators. The symbolic calculus for .Y$&JO, 1) explicated above has the 
necessary formal properties. Thus the proposition may be proved by an argu- 
ment parallel to the pseudodifferential operator case provided we have the 
criterion for membership in trace class. This we formulate as a separate result. 
PROPOSITION 4.2.5. Suppose D E a$:(-2n, p) for some p > 0, and 
for some E > 0, then p(s-l(D)) is trace class. 
Proof. We may as well take 2~ < p. Then, according to the discussion above, 
if d, is as in (3.5.4) we see that (-dH)71tE is in 8&(2(n + E), 1). According 
to Lemma 4.2.2, and our assumption on D the product E = (--d,)“l< h D 
is in .P~(c, p), and has bounded symbol. Since 2~ < p, all derivatives of E 
are also bounded. Hence p(s-l(E)) ’ b is ounded by Theorem 3.1.3. Hence p(s-l(D)) 
is trace class by Theorem 3.5.5(a). 
Remark. This result is completely analogous to Theorem 3.5.5(b) except 
we have used our improved operational calculus to reduce from 2(n + 1) to 
2n + E. 
We close this subsection with some remarks on classes of pseudo-Toeplitz 
operators with radial asymptotics slightly more general than those given above. 
Analogous pseudodifferential operators were considered by Unterberger and 
Bokobza [U-B]. For w E W - (0) let 
Y(W) == & (4.2.26) 
be the radial projection of w onto the unit sphere S(W). The idea is to let the 
rate of decay of the symbols vary from direction to direction. Consider the 
function 
/ w m(y(1(.)) (4.2.27) 
where m is a smooth function on S(W). We compute 
a,,((, w p”““) = , w Jmw-1 
((-&-I m(r(wN + log I w I ~&Mw)))) 
(4.2.28) 
QUANTUM MECHANICS, PARTIAL DIFFERENTIAL EQUATIONS 249 
where S; is a certain smooth vector field on S(W). Thus consider functions 
which have radial asymptotic expansions at co of the form 
C Gi(y(W)) 1 w /mi(v(rr)) P,(lOg / 20 I) 
i-u 
(4.2.29) 
where 4”; and mj are smooth functions on S(W), and max(m,) > max(mi_~l) 
and the sequence max(m<) diverges to -co, and the P, are polynomials. We see 
that such functions will belong to .Yg(max(m,J + E, 1 - l ) for any E >a 0. 
Also they will be closed under products, by the asymptotic symbolic calculus. 
(The Pi(log / w 1) were included to make this true.) 
We can use expansions of the form (4.2.29) to construct examples of algebras 
which are commutative modulo the compact operators, thus providing examples 
of the theory of [BDF]. In fact, these algebras are almost nilpotent in (n -+ 1) 
steps in the terminology of [HH]. However, they fail to be crypto-integral. 
Let K _C S(lV) be a closed set. Let m be a smooth function on S(W) which is 
everywhere non-positive and equal to zero exactly on K. Consider distributions 
whose symbols have the form 
(I - g(l w I)) qqy(w)) 1 w lj’n(v(‘L)) + p 
where j is any positive integer, and p is a symbol of an element of :Y$(c - 1, 
I - 6) for suitably small E > 0 (e.g., E < 1/2n), and g is as in (3.3.13). Call this 
thus class S&(K, m, c). Th en formula (4.2.28) together with the symbolic 
calculus tells us that Bf(K, m, C) is a convolution algebra, which is commu- 
tative modulo the compact operators. It would be interesting to compute the 
maximal ideal spaces modulo the compacts of these algebras, and their index 
invariant ([BDF]). I suspect these algebras are related to the algebras of Toeplitz 
operators with piecewise continuous symbol studied in [Do], and also to the 
basic! construction used by Atiyah and Singer in [A-S] to prove the Index 
Theorem. In this connection, the following K’s are particularly relevant. When 
IV is considered, as here, to have a complex structure, the unit circle T acts 
on lY by scalar multiplication, and the resulting quotient S(W)/T is just 
(n ~ I)-dimensional complex projective space. If V is a non-singular subvariety 
of S(W)/T, we may take K to be the inverse image of V in S(W). Also, near K, 
we can let m be the negative square of the distance, in the standard metric, to K. 
Similar examples, with submanifolds embedded in R”, can be constructed 
with pseudodifferential operators. 
4.3. Absolute Hypoellipticity and Hermander’s Condition 
In [Ho] Hormander gave a necessary and sufficient condition for a constant 
coefficient differential operator to be hypoelliptic. Here we study an analogous 
condition on polynomial coefficient differential operators. We obtain only a 
580/38/2-X 
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sufficient condition, but it seems quite possible the condition is necessary also, 
and that analogous conditions hold for much more general operators. 
First we recall Hormander’s result. Let T: .‘/‘*(R”) -+ .Y’*(R”) be a linear 
map. We say T is hypoelliptic if 
sing supp 4 c sing supp T+, c$ E .P(R’“) 
where sing supp d, indicates the singular support of 4. Let I, be a differential 
operator with constant coefficients 
(4.3.1) 
where 01 is a multi-index. The (polarized) symbol of I, is then a polynomial 
on R”‘. 
a(L) -=~ 2 b,(2ri),n [“. (4.3.2) 
By letting 5 :-. ([, ,..., 6,) have complex entries, we may consider (r(L) to be 
a function on C”“. Hormander’s criterion is usually stated: 1, is hypoelliptic 
if and only if the complex zeroes of ~(1.) stay away from R”’ at UJ. Precisely, if 
is compact for any number M, thenL is hypoelliptic. Hormander [Ho, ‘l’heorem 
4.1.31 goes further and shows this is equivalent to the existence of 8 \ 0 such that 
for / t 1 sufficiently large. We will call (4.3.3) Hiirmander’s condition. 
LEMMA 4.3. I, If the polynomial P on R” satis$es Hiirmander’s condition, 
and is everywhere non-zero, then (P- I)* is a distribution which has a singularit? 
only at the origin. 
Remark. The assumption that P has no zeros is innessential. If P satisfies 
Hormander’s condition, then the set of zeros of P on R” is compact, so we can 
find a smooth function # such that #P is identically 1 outside a compact set. 
A 
Then $ will be a distribution with singular support at the origin. 
Proof. We note by (4.3.3) that P- i is bounded, so that it does define a 
tempered distribution. It is easy to see by induction that 
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where 0, is a polynomial homogeneous of degree 1 n 1 in its arguments which 
arc the derivatives a,“P of P for 0 < ,f3 < 01. From this and (4.3.3) one finds 
Thus the same argument as that in Lemma 4.1. I gives the result. 
Conversely, suppose P is a polynomial on R”* such that P-’ defines a tempered 
distribution and (P- I)^ is non-singular outside the origin. Let L be the differ- 
ential operator such that P == u(L). Then convolution against (P-‘)A is the 
inverse of I,, and since (Pm ‘)^ has singular support only at the origin, it is clear 
that convolving with it preserves singular supports, hence 1; is hypoelliptic. 
Slightly more generally, if 4 is a smooth function of polynomial growth such that 
Ptl, is identically I outside a compact set, then we can again claim 0 is hypo- 
elliptic if z+! is smooth away from the origin. Thus we set Hiirmander’s condition 
is equivalent to the statement that P-l, or some regularization of it such as 
the C,!J above, defines a tempered distribution whose Fourier transform is regular 
outside the origin. 
‘I’hc above discussion motivates the following definition, which obviously 
could bc made more general. Consider a distribution I1 in one of the convolution 
algebras .Y,f (111, ,u) defined in Section 4.2. We will say D is absolutely hypoellipt~c 
if there is a parametrix E for I) in a#(/, A) f or some 1. and A; that is, the para- 
mctris E should satisfy 
E h D - a,, ~. f 
where 6,, is the Dirac delta at zero in W, andfr Y(W). Evidently, if 11 is abso- 
lutely hypoclliptic, then p(s~‘(L))) is hypoelliptic; in fact left convolution by I1 
on .‘r”( ll’) is hypoelliptic. 
‘rHEORER1 4.3.2. Let D be a distribution supported at the origin in W, so that 
\ 
p(s l(D)) is a rhjfeerential operator with polynomial coejicients, and D is a poly- 
I. 
nomial. Suppose D satisfies Hiirmander’s condition. Then D is absolutely hypo- 
elliptic. Further, of n is real, then there is a constant p such that p(s l(D)) f PI 
is either a positive or a negatize essentially self-adjoint operator, with discrete 
spectrum, with only a finite number of eigenvalues of absolute value less than a 
gi7eu ronstant. MoreorieP, the eigenfzlnctions of D form a basis for .‘f (X). 
Remarks. (a) That the second statement is not true as it stands for operators 
with non-real symbols is seen by the simple example of Z-, defined by (J .7.3). 
From (1.7.13) one quickly sees that Z- has an eigenvector for every complex 
number. Hut 
(Z-)” = + (p + iq) 
and this not only satisfies Hiirmander’s condition, but is absolutely elliptic. 
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(b) It is easy to see that if P on R1‘ satisfies Hormander’s condition, 
then so does any linear combination 
with the same 6. Thus the first statement of Theorem 4.3.2 could be formulated 
in terms of the polarized symbol. However, the second statement is more natural 
when expressed in terms of the isotropic symbol. 
(c) From the last statement of the theorem, it is easy to see that p(sm~l(D)) 
,- 
is locally solvable for D real, providing zero is not an eigenvalue. 
Proof. Let i> satisfy Hormander’s condition. Let # be a smooth function 
on W such that 64 :- 1 outside a compact set. The proof of Lemma 4.3.1 
implies that $ belongs to .Yf(O, 6). N ow consider D h ;. The symbolic cal- 
culus (2.2.5) yields an exact formula for (D h (i;)‘? = D h 4, and this formula 
involves only finitely many terms, since D is a polynomial. Inspecting (2.2.9, 
and using (4.3.3), we see that 
D a ;i, = S,, A R, 
where R belongs to .Yf(-26, 8). N ow we may proceed just as in the case of 
an absolutely elliptic operator, sketched in Section 4.2, to construct a para- 
metrix for D. 
\ 
Now suppose also that ^D is real. We must look at D more closely. The following 
simple lemma is instructive. 
LEMMA 4.3.3. Suppose the polynomial P on R” satisfies Hiirmander’s con- 
dition. Let P =- zyl, P, be the decomposition of P into homogeneous parts. 
Suppose x E RT1 is such that Pi(x) =/ 0, but Pj(x) = 0 for j .-- 1. Z’hen 
a,~P,(x) 0 for p/ <<j-l. 
Proof. Indeed, 2,&Pj is homogeneous of degree i - / 01 I. Therefore, evalu- 
evaluating (4.3.3) at tx, with t E R, and letting t - co, wc find we must 
have i - 1 01 ) .< 1 - 8 i N 1 if axaPj is non-zero. 
Remalpk. Of course, instead of looking at the usual homogeneous components 
of P, we could consider the homogeneous components with respect to an ar- 
bitrary dilation of R” and a similar condition would hold. Since these criteria 
are rather more concrete than (4.3.3), and since they provide a basis for explicit 
construction of polynomials satisfying Hormander’s condition (c [Ho, pp. 102 
1031) it would be interesting to know how close they come to being equivalent 
to Hormander’s condition. 
Return to our operator D whose symbol b is real and satisfies (4.3.3). Writ< 
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i? -~ c;:, 0, , 
n r 
where the Dj are the homogeneous parts of D. Each 2>, is also 
n real. Consider the leading term D, . If 6,, takes both positive and negative values, 
then on very large spheres 6 will take both positive and negative values, hence 
zero also which is not allowed by Hormander’s condition. Thus, by changing 
sign if necessary, we may assume O,, is non-negative. Reasoning in similar 
n ? 
fashion, we find each Dj is non-negative on the joint zeroes of D,. for 1~ > j. 
It also follows that all the ij are of even degree. Finally, from Lemma 4.3.3 
,7 
we find that the only point at which all Dj , j > 0 are simultaneously zero is the 
origin. ‘I herefore, by considering successively radial neighborhoods of the joint 
zeros of i, , for j > k, as k decreases, we conclude 
i$u)>c1u12 (4.3.4) 
for ( w 1 sufficiently large. From (4.3.3) we conclude that (4.3.4) also holds with 
fi replaced by 
(4.3.5) 
which comes from (3.2.2). Therefore, if we add some positive constant p to 
6, expression (4.3.5) will also increase by p, and will therefore be positive for 
sufficiently large p. Then Theorem 3.2.1 implies p(s-l(D)) + pI is a positive 
operator. What is more, we may conclude that for E small enough (smaller than 
the constant c in (4.3.4)) 
,o(s+(D) - ~~(s-~(--d~,~) + /LI 
is a positive operator. In view of (3.5.7), th e rest of the theorem follows imme- 
diately by standard (Weyl’s lemma) arguments. 
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*Vote ad&d in proof. Since writing this paper I have become aware of other articles 
with a related, not to say identical, viewpoint. More or less contemporary are the works 
of Dynin [Dy] and Hijrmander [H62]. The article of Berezin [Br] considers symbols and 
estimates in the context of the Fock model. Formally the closest is probably the article 
[GLS]. To some extent the present paper could be regarded as a systematic development 
of some of the ideas nascent in [GLS]. 
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