The present work aims at setting up a procedure of comparison and ranking of thermographic NDE methods that achieves a substantial progress in terms of objectivity and completeness compared to the scarce comparative studies found in the literature. The comparison is based on three metrics instead of the sole signal-to-noise ratio and, starting from a high number of defect signatures, leads to a unique figure to characterize the merit of each assessed method. For illustration purposes, the procedure is applied to the comparison of four well-known thermographic methods (TSR, PCT, PPT and HOS) used for the processing of data resulting from a front-face pulse-heating experiment. The studied sample is a C/epoxy plate with artificial defects simulating delaminations.
Context
The reasoned choice of the optimal data processing of NDE experiments by infrared thermography is still unsettled because of the lack of comparative studies between all available methods. This choice, however, remains crucial, both for academic researchers and industry engineers, since it has a significant influence on the relevance of the resulting image which the final diagnosis is based on. Depending on the selected approach, the inspection by active thermography may lead to results close to the ultrasonic ones, or, on the contrary, be declared inefficient.
Philosophy of the approach
The present work wants to set up an objective, thorough, multiple metrics-based procedure of comparison and ranking of thermographic NDE methods. The philosophy of the approach, which clearly differs from the usual comparative studies found in the literature that are based on the sole signal-to-noise ratio (SNR), is the following:
-the diagnosis is supposed to be based on the observation of one or several grey-scale images; -the defects are multiple and representative of the variability in size, depth and severity of real defects; -the metrics characterizing the image qualities are: the SNR and the edge sharpness of the contrasts created by the defects, and the accuracy of the defect lateral extent estimated from the full-width half-maximum contrast (FWHM); -the comparison leads to a unique figure to characterize each assessed method and rank them by order of merit. Figure 1 represents the full procedure which will be detailed further.
Definition of the three metrics
To characterize the defect signature, almost all authors consider the mean value of the contrast in the defective zone, although these limits progressively become difficult to localise when the defect depth increases. In the present study, the analysis is focused on the fitted contrast profile along a line or a column of the image crossing the centre of the defect. This analysis consists in the assessment of the three metrics detailed in the following subsections.
Contrast-to-noise ratio
The contrast-to-noise ratio (CNR) is defined as the ratio between the maximum of the square of the contrast in the defect zone along the profile, (CA max ) 2 , and the square of the standard deviation of the signal in the surrounding sound zone, (σs) 2 : CNR= (CA max /σs) 2 . It can also be defined in decibels, as follows: CNR|dB = 10 log10[(CA max /σs ) 2 ] = 20 log 10 (CA max /σs). In practice, for the search of the maximum contrast of a defective zone, two cases are possible (see Figures 1a and 1a'): i) the defect has a high aspect ratio AR = Dd/zd (Dd being the lateral extent of the defect, and zd its depth) so that its contrast signature shows a plateau (Figure 1a) , ii) the defect has a low aspect ratio, so that its contrast signature is Gaussian-like shaped (Figure 1a' ).
The baseline, the plateau and the edges are locally fitted by least-mean square polynomials (generally of degree 1). When no plateau can be defined, a fitting operation is performed, using a polynomial of degree 2 or higher. The fitted values obtained for the central zone of the defect are then used to assess either the contrast between the plateau and the baseline, in the case of a high aspect ratio, or the maximum contrast if no plateau is present, in the case of a low or medium aspect ratio. The noise is assimilated to the standard deviation of the points of the baseline, σs, allowing the evaluation of the CNR.
Edge sharpness
Almost all of the works aiming at quantitatively comparing data processing methods for thermographic NDE are based on the sole CNR parameter. The sharpness is not taken into account, which may be explained by the difficulty to characterize it by a proper metrics and by the fact that in most studies, due to their standard shapes, square or circular, the defects are quite easy to detect. Yet, there is no denying that it is a relevant parameter regarding the quality of the infrared image.
One NDE study, in which the sharpness of defects detected in infrared images is measured, is found in the literature [1] . The metrics chosen to assess the defect sharpness is the magnitude of the gradient at the border between a defective zone and its sound zone. The gradients are calculated by finite differences from the pixel intensities of this zone, along orthogonal directions (columns and rows). The sharpness metrics is defined as the square root of the sum of the squares of the x and y gradients. This evaluation is made directly on the thermogram when the contrast is maximum so that the CNR and sharpness metrics are calculated at the same time.
In the present work, the sharpness metrics is calculated from the locally fitted signal, according to the formula given in Figure 1a . The metrics is normalised to make the comparison easier between the different defect signatures. For that, the gap between the plateau of contrast, when existing, and the sound material baseline is set equal to 1 for each defect, resulting a metrics value between 1 (when there is no pixel between the fitted plateau and the fitted baseline) and 1/(n+1) (when there are n such pixels). An arithmetic mean is calculated for both sides of the plateau for a given line (row or column). In the case of a medium or low aspect ratio, no identification of the sharpness is made, since there is no plateau.
Defect lateral extent
Pulse infrared thermographic images contain defect images of time-dependent dimensions. Defects seem to shrink when time increases, due to edge effects caused by lateral heat diffusion. Almond et al. [2, 3] have shown that, in the case of pulse-heating, the lateral dimensions of a defect can be deduced from its full-width at half-maximum contrast (FWHM) linearly extrapolated to the "origin" of time, defined as the pulse occurrence time, although the present authors would strongly recommend to consider the time of contrast emergence instead. The FWHM contrast can be directly measured on the images as a function of the square root of time; the extrapolation, similarly to what is proposed by the early detection approach to identify defect depths [4] , then mitigates the effects of the lateral diffusion. As pointed out by the authors, the method fails for defects of very low aspect ratios. In fact, it just cannot be applied when the plateau disappears (Gaussian-shaped contrasts).
In the present case, only one image is to be considered, a coefficient image, not a sequence of time-evolving thermogram images. By analogy with Almond's method, the FWHM contrast is measured in the TSR coefficient images. That would be a priori less efficient than the original Almond's method since the coefficient images are influenced by the full thermogram (ΔT(t)), including late information suffering from diffusion effects. Furthermore, this identification is only applied to defect images presenting a plateau, such as defect #1-1, as illustrated by Figure 1a .
The metrics used to quantify the accuracy on the identified defect dimension is calculated as the logarithm of the inverse of the relative error on the identified defect dimension: .
Profile analysis strategy
Considering the structure of the thermograms, the simplest way to analyse the contrasts using the three metrics consists in choosing the rows and/or the columns of pixels crossing the defect signature centres. A comparison of results obtained considering separately rows and columns is reported in [5] , which concludes to the similarity of the results and the possibility to consider only the rows, so that the number of profiles to analyse can be reduced. This strategy is applied here.
Description of the procedure and application to pulse-heating data

Initial thermal data
The procedure is illustrated on data resulting from the front-face pulse-heating of a 270×200×5.25 mm 3 carbon/epoxy plate with artificial delamination-like defects of various sizes and depths (Figure 2a ), already used for various studies [6, 7] . The test was performed with two Elinchrom flash lamps, delivering 6 kJ in 4 ms; temperature was recorded by a CEDIP Jade LWIR camera, on a 320×256 pixels frame, with an integration time of 230 µs, over 60 s, at a frequency of 200 images per second. Four data processing methods were applied: the recently developed Thermographic Signal Reconstruction Polynomial Coefficients method (PC-TSR) 1 [8] , Pulse Phase Thermography (PPT) [9] , Principal Component Thermography (PCT) [10] and Higher Order Statistics (HOS) [11] . ]. For each method it has been supposed that the diagnosis is based on a trio of images, as thoroughly explained in a previous study [8] and recalled here, in Figure 2b . Those trios of images are the ones on which the present comparison and ranking procedure is tested. All defects are taken into account, except defect #1-4* which is partially overlapping with defect #1/2-2* (overlap situations indeed alter the metrics values, especially for the deepest defects). [8] .
Figure 2. Tested carbon/epoxy coupon with its artificial defects (a) and trios of thermographic images obtained by the four data processing methods (PC-TSR, PCT, PPT, and HOS) (b). Figure taken from
In these conditions, the ranking of the four thermographic NDE data processing methods is achieved over the three metrics, assessed for twelve defect contrasts, obtained on the three characteristic thermal images. Concretely, 432 defect signatures have to be compared: 4 methods × 3 metrics × 12 defect contrasts × 3 images (see Figure 1c) . Given this high number of signatures, a data compression is needed to finally reach 4 figures. Such data compression is achieved step by step as shown in Figure 1b. 
Ranking procedure: step #1
The first step consists in assessing the 432 signatures. The choice is made to present final results in the most concise way, in radar charts (Figure 3 ), so that comparisons can easily be made. Each radar chart presents the results for a given method, a given metrics and the full collection of defects, following a clockwise distribution for decreasing aspect ratios (given in brackets right next to the defect identification numbers). Three curves are plotted, corresponding to the trio of images.
The magnitudes of the CNRs of the three PC-TSR images are quite close to each other, between 15 and 30 dB, up to aspect ratios from 7 to 8. Among the three defects #1-3, 2-2 and 3-1, which have almost the same aspect ratio, only the first two are detected with a CNR of about 20 dB contrarily to the last one detected with a CNR of 10 dB. This validates that the aspect ratio is not the only governing parameter of defect detection. For even lower aspect ratios (1.2 to 2.3), the defects cannot be detected. The sharpness of the even image (monomial 6/7) is almost lower than the one of the odd images. The influence of the aspect ratio is manifest: when it gets lower, sharpness decreases as well. The accuracy on the estimation of the defect lateral dimension follows the same trend: odd images lead to better results. The effect of the decrease of the aspect ratio is even more critical, so that it was impossible to properly evaluate the dimensions of defects #3-1 and 2-3.
Similar results are presented in Figure 3 for the other methods (rows 2, 3 and 4). The CNRs of the PCT images are slightly higher than the PC-TSR ones for defect aspect ratios higher than 7, but decrease for lower ones (the contrast is drowned in the noise). The sharpness has the same magnitude as the PC-TSR one, but quickly decreases with the aspect ratio (the contrast plateau no more exists for defects #3-1, 1-4, 2-3). The accuracy on the lateral defect dimensions is similar to the TSR one, except for defect #1/2-2* for which an very high, unexpected accuracy is found, probably due to the partial overlap with defect #1-4*.
The PPT sharpness and accuracy values found for defect dimensions are comparable to the ones of the previous two methods. On the contrary, the CNR reaches values generally higher than those of the other methods, except for the shallowest defects #1-1 and 2-1. The method appears to be the most efficient one when considering the sole CNR, but shows weaknesses regarding edge sharpness and defect dimension accuracy comparing to the TSR approach.
The results of the HOS method are generally not as good as those of the other three methods, in particular for deep defects (AR ≤ 10), making this method the less performing one.
Ranking procedure: step #2
In a second step, the mean value of the metrics for each trio of images is calculated, reducing the total number of considered data to 432/3=144. To get a more concise comparison, the same type of graphical chart has been applied, which enables a rapid overview of the compared performance of the four methods (see Figure 4) . 10 .21611/qirt.2016.003 The TSR method does not appear to be the best one considering the CNR, but obtains the best results for edge sharpness and defect dimension accuracy. This limited performance in CNR is counterbalanced by the fact that, like PPT, it enables to detect deep defects, down to a 4 mm depth.
10.21611/qirt.2016.003
The previous results have been obtained considering the mean value of the three metrics for each trio of greyscale images. Another possibility could be to consider the maximum of each trio (see Figure 5 ) which seems closer to the actual performance of the methods when the diagnosis is made from the examination of the trio of grey-scale images. Indeed, in this case, even if it is unseen in two images over three, a defect can still be detected as long as it appears in the third image.
In the case of methods based on the observation of a unique image, mean and maximum values merge and a unique set of three radar charts analogous to the ones of Figures 4 and 5 is directly obtained. 
Ranking procedure: steps #3 to #6
At the third step, the sums of the marks for the full collection of defects are calculated for each metrics and method, reducing the number of data to 144/12=12. The fourth step does not change this number since it consists in normalizing the marks obtained for each metrics by the highest of them. At the fifth step, the means of the normalized marks are calculated, leading to 12/3=4 data, each one characterizing a method. The sixth and last step consists in ranking the four methods, based on these four marks, and thereby pointing out the best method, or at least the most relevant method for the considered material, defects and experimental conditions. These marks are presented in Table 1 , considering both possible choices for step #2: mean or maximum of the scores obtained for each trio of grey-scale images. In the present case, the rankings by decreasing order of merit are the following: i) considering the mean score of each trio, PC-TSR comes first, PPT second, PCT third, and HOS last; ii) considering the maximum score of each trio, PC-TSR and PPT come first, ex-aequo, followed by PCT and HOS. The choice of set of data does not alter the conclusion: the PC-TSR approach gets the best mark, alone or ex-aequo with PPT. Then come PCT and finally HOS. Such results are in very good agreement with the qualitative assessment proposed in [8] , which stated that the TSR method was at least as good as the other processing methods, based on the number of detected defects.
A closer look at the intermediate results coming from step #4 points out the strengths and weaknesses of each studied processing method: based on the sole CNR parameter, PPT is the best method; but as soon as the sharpness and the accuracy of the assessment of the lateral dimensions (deduced from the FWHM measurement) are taken into account, PC-TSR takes the lead. To clarify them, these results can be graphically presented (see Figure 6 ). Table 1 . Steps #3 to #6 of the procedure for comparison and ranking of the four NDE methods when considering in the second step the mean (left) and the maximum (right) of the scores obtained for each trio of grey-scale thermal images.
(a) (b) Figure 6 . Normalized mean sums of the scores obtained for the full collection of defects (step #4) when considering the mean scores (a) or the maximum scores (b) for each trio of grey-scale thermal images.
Discussion
It is clear that the final results of such an assessment and ranking cannot be considered as absolute. The results depend on experimental conditions: infrared camera performances, heating source power and duration, recording frequency and duration, material properties, defect types and depth locations. Any change of any of these parameters may affect the score values and perhaps the final ranking.
Yet, the question of the objectivity of this ranking procedure still remains open and deserves to be discussed. A real effort has been done to make it as unbiased as possible, in particular with the multiplication of the number of metrics, each one of which is being assigned a similar weight, contrarily to what is found in the literature. Most of the previous works are indeed based on the sole SNR metrics. In the present procedure, that would mean to give a zero-weight to the edge sharpness and FWHM metrics, which would lead to rank PPT ahead of the other methods. The wisest path to follow now would be to assign proper, meaningful weights to the different metrics, which would inevitably require taking into account the physiology of the human eyesight and the image processing of the human brain in a diagnosis based on visual inspection. In such a process what are the role and the importance of the chosen metrics? Here is probably a direction in which the research must be refined.
In fact, the actual remaining subjective part lies in the choice, for each method, of the composition of the trio of images. Here, the selected images were: the three coefficients of higher orders of the degree 7 polynomial for PC-TSR; the second, third and fourth components for PCT; the second, third and fourth phase coefficients for PPT; the skewness, kurtosis and fifth statistic moment for HOS. The selection of a different trio or the decision to pick only one image (in that latter case, the procedure would directly start at step #2) might result in a different ranking. However, such choices are integral parts of the application of the processing techniques, and clearly independent of the ranking procedure itself.
Finally, it is worth noticing that the proposed procedure can also be used to take the most out of a method, by comparing the merits of several images derived from the thermograms. For the PC-TSR method, for instance, the choice of the optimal degree of the fitting logarithmic polynomial could be refined, as well as the number and ranks of the coefficient images.
Conclusion
The proposed procedure constitutes an improvement in the way to compare and rank by order of merit several methods of thermographic nondestructive evaluation. The procedure insures an increased objectivity and a high flexibility by taking into account several metrics instead of the sole contrast-to-noise ratio. It is illustrated for the particular case of four processing methods exploiting a trio of thermal images built from the full collection of thermograms recorded during a pulse-heating thermographic experiment on a carbon/epoxy composite with delamination-type artificial defects.
The procedure could be applied to other types of configurations (for instance when the number of images per method is reduced to one), to a unique method applied to different types of thermal solicitations, such as pulse-and stepheating, or to the optimisation of a unique method. Conversely, the procedure could be applied to the comparison of images generated by NDE techniques based on different physical phenomena, such as ultrasonic, eddy-current and thermal images of a same structure with defects. The diversity of the potential applications highlights the universality of the present approach.
