Characterization of dense non-aqueous phase liquid (DNAPL) in heterogeneous media represents a major challenge in the remediation process due to the complexity of DNAPL distribution in the subsurface. The partitioning interwell tracer test (PITT), which evaluates the relative transport of DNAPL-phase partitioning and conservative (i.e., non-partitioning) tracers, has recently been promoted as a way to quantify entrapped DNAPL mass in source zones. In some cases, the technique has been successfully applied to sites where DNAPL is present primarily at residual saturations. However, the effects of the geologic heterogeneity and DNAPL architecture on the performance and reliability of this technique have not yet been thoroughly examined. A systematic two-dimensional simulation study was conducted to evaluate the influence of DNAPL vertical distribution, well location, and geologic heterogeneity on the performance of the PITT for a total of 60 stochastic aquifer realizations. The aquifer hydraulic conductivity (K) distribution was defined using three different geostatistical parameter values describing the variance of the log K (r 2 ln k ¼ [1.22, 0.75, 0.25]). A multiphase flow simulator was used to generate the source zone, allowing the DNAPL to distribute naturally. The tracer test simulations conducted using these various synthetic aquifers were specifically designed to quantify PITT performance for different degrees of heterogeneity. For cases where the aquifer is relatively heterogeneous and the DNAPL architecture is complex, PITT estimation efficiency averaged 48 percent (decreasing to 20 percent in certain scenarios) as a result of bypass flow and the limited tracer accessibility to lower hydraulic conductivity regions. While other studies have suggested the PITT technique may underestimate DNAPL saturation for these conditions, potential errors of this magnitude have not previously been reported. The results of this work underscore the importance of geological heterogeneity on PITT performance.
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INTRODUCTION
Chlorinated solvents in the form of dense non-aqueous phase liquids (DNAPLs) exist in a large number of hazardous-waste sites, and they are generally considered the most common health-threatening chemicals in groundwater and the most difficult to remediate (Mackay and Cherry, 1989) . Once the DNAPL enters the subsurface, its distribution is controlled by properties of the DNAPL and geologic conditions. Typically, subsurface DNAPL distribution is complex and can be characterized by the formation of vertical fingers and horizontal pools. When the DNAPL becomes immobile and discontinuous, trapped by capillary forces, it is commonly termed residual. The distribution of DNAPL in the subsurface has also been called source-zone architecture, referring to the specific distribution and geometry of DNAPL subzones. In general, geologic heterogeneity increases the complexity of DNAPL movement and subsequent entrapment architecture (see Schwille, 1988; Kueper et al., 1989; Kueper and Frind, 1991a; Held and Illangasekare, 1995; Illangasekare et al., 1995; Oostrom et al., 1999; Sale and McWhorter, 2001; and Kavanaugh et al., 2003) . Under conditions of complex architecture, delineating and characterizing source zones can be particularly challenging and effective remediation becomes increasingly difficult.
During the past 10 years, the partitioning interwell tracer test (PITT) technique has been used to measure subsurface DNAPL saturation and distribution. During a conventionally applied PITT, a solution consisting of several different partitioning tracers (i.e., tracers that are partially DNAPL-soluble) and at least one conservative (non-partitioning) tracer is injected and transported through the DNAPL zone. Because the partitioning tracers dissolve into subsurface DNAPL, they are transported more slowly than the conservative tracer. The amount of DNAPL in the source zone can be estimated by quantifying the retardation of the partitioning tracers observed in the tracer breakthrough curves (BTCs) measured at the extraction wells. The retardation factor (R) of the partitioning tracer is calculated directly from measured BTC data, and is defined by the ratio of mean travel times of the partitioning and conservative tracers (typically determined by the temporal moment analysis). Assuming tracer partitioning is linear and that local equilibrium occurs, the average DNAPL saturation (S N , dimensionless, possible values range from 0 to 1) in the tracer sweep zone can be calculated using (Jin et al., 1995) :
where K p is the dimensionless partition coefficient describing the equilibrium tracer concentration distribution between the water and DNAPL phases (note that, for conservative tracers, K p ¼ 0). Although this technique has been applied with relative success to a number of sites Annable et al., 1998; Jawitz et al., 1998; Cain et al., 2000; Meinardus et al., 2002; and Divine et al., 2004) , its performance in heterogeneous aquifers has been highlighted but not rigorously quantified. While Meinardus and others (2002) suggest the PITT technique is viable in heterogeneous aquifers if the test is appropriately designed, Rao and others (2000) suggest that PITTs are generally expected to result in the underestimation of S N when the hydrodynamic accessibility is constrained or non-equilibrium tracer mass transfer occurs, as would be expected in heterogeneous aquifers.
Only a few numerical modeling studies have been conducted to evaluate partitioning tracer transport in heterogeneous aquifers using stochastic methods (James et al. 1997; James et al., 2000; and Zhang and Graham, 2001) . In these studies, the creation of the DNAPL distribution was performed using a spatial correlation field that had uncorrelated hydraulic conductivity (K). Also, the maximum local value of DNAPL saturation was constrained at 0.3. As a result, the input of a synthetic DNAPL saturation distribution may not be representative of the effectiveness of the technique in real applications where local DNAPL saturations above 0.3 exist (such as in pool structures) and are relatively inaccessible. Jayanti (2003) measured the S N estimation error based on sweep efficiency during a PITT in a heterogeneous aquifer. The author used different random permeability fields with a layered DNAPL saturation distribution obtained from field data that were independent of the permeability field. The maximum local DNAPL saturation was assumed to be 0.1. Based on these assumptions, the PITT estimation efficiency for a typical alluvial aquifer (the natural log hydraulic conductivity standard deviation [r 2 ln k ] ¼ 1.2) was high: 94 percent. However, because the actual geologic heterogeneity dictates the actual DNAPL distribution, the DNAPL architecture assumed by Jayanti (2003) might not be representative of heterogeneous field conditions. Furthermore, at most sites, the existence of local zones with S N values much greater than 0.1 is highly likely (e.g., Kueper et al., 1993) . Consequently, the results of Jayanti (2003) and other previous PITT modeling studies most likely underestimate the significance of geologic heterogeneity and DNAPL architecture on PITT estimation errors in field applications.
The objective of this study was to evaluate the influences of geologic heterogeneity and entrapment architecture on S N estimation error for PITTs. A series of synthetic aquifers was created with different degrees of aquifer heterogeneity based on values obtained at three well-characterized field sites: the Macro Dispersion Experiment (MADE) Site (Rehfeldt et al., 1992) , the Cape Cod site (LeBlanc et al., 1991) and the Borden site (Sudicky, 1986) . The synthetic aquifers were generated using spatially correlated random fields to define the hydraulic conductivity. The DNAPL distribution was then created using a multiphase flow simulator to model the introduction of the DNAPL into the aquifer. This method for distributing DNAPL is more realistic than previous studies and results in an entrapment configuration that is strictly controlled by the permeability field and the physical properties of the selected DNAPL. Partitioning tracer transport through the DNAPL zone was modeled and PITT estimation errors were determined by comparing the results calculated from Eq. 1 and the model-predicted tracer BTCs to the actual S N value for the entire model domain.
Model Design
The following section provides an overview of the model design. More specific information for specific steps is presented in subsequent sections. First, the model domain was defined and geostatistical parameters used to create the various hydraulic conductivity fields were selected. The statistical parameters that describe the hydraulic conductivity distribution are the mean (l ln k ), the variance (r 2 ln k ), and the vertical and horizontal correlation lengths (k v and k h ). Twenty permeability fields were created with this set of statistical parameters using a random seed for each realization. The variogram assumed an exponential model. The second step involved the use of the multiphase flow simulator UTCHEM (Delshad et al., 1999) to model the spill and subsequent entrapment architecture of DNAPL (tetrachloroethene, PCE) for all the stochastic permeability fields. The physical and chemical properties of the PCE input in the model are provided in Moreno-Barbero (2005) . The same DNAPL volume was spilled for all hydraulic conductivity realizations. The third step involved the selection of a few realizations based on their distinctive source-zone distribution. Six realizations were selected out of the 20 permeability fields based on the degree of DNAPL spreading in the vertical direction. This feature can be quantitatively measured using spatial moment analysis of the DNAPL spill. Because a primary objective of this study was to evaluate the impact of source-zone architecture on tracer-test performance, permeability distributions that generated similar architectures were rejected for future tracer-transport simulations. The six realizations selected represented a broad spectrum of DNAPL architecture for the same (statistical) degree of geological heterogeneity. The fourth step consisted of the simulation of partitioning tracer transport using a set of flow and transport codes for the selected realizations. Temporal method-of-moment analysis was conducted to analyze tracer responses predicted by the application models and the results were used to estimate S N (Eq. 1). Then the PITT estimation performance was calculated by comparing the predicted S N values to the actual S N value. Because linear and equilibrium partitioning was assumed, the S N estimation error calculated herein arises strictly from the influence of the specific DNAPL architecture and the hydrodynamic constraints of the permeability field.
Model Domain Dimensions and Generation of Permeability Fields
The model domain dimensions were 4.95 m 31.00 m3 0.05 m and consisted of 66 columns, 100 layers, and 1 row (Figure 1 ). The domain consisted of two distinc- tive zones: a homogeneous zone used to facilitate tracer injection and a heterogeneous zone that contained the permeability field (obtained from the random field generation) and the DNAPL. As noted above, a series of synthetic aquifers was created with different degrees of aquifer heterogeneity based on values obtained at the MADE site, the Cape Cod site, and the Borden site. A comprehensive summary of the relevant aquifer properties of these sites can be found in FernandezGarcia (2003) .
A total of three sets of model realizations were created. For the first set, the heterogeneous field approximated a log-normal distribution of the hydraulic conductivity with a mean value of 4.18 m/day and a variance of 1.22 m/day. The horizontal and vertical correlations were 0.5 and 0.05 m, respectively. The distribution of K was discretized into five categories (694, 171, 35, 21 , and 4.5 m/day) representing five different UniminÒ standard sieve sands (#16, #30, #50, #70, and #110). This discretization into well-characterized available sands was conducted to allow physical creation of the domain in the laboratory, where a two-dimensional tank was packed according to design. The results of this work are beyond the scope of this paper, and they are presented in MorenoBarbero and Illangasekare (2005) .
Twenty realizations were generated for this degree of heterogeneity. The model realizations for the second and third sets were created similarly (20 realizations each), using the same mean hydraulic conductivity value of 4.18 m/day and variance values of 0.75 and 0.25 m/day, respectively.
DNAPL Zone Creation
To create the DNAPL source zone, a subzone with dimensions of 1.125 m 3 1.00 m 3 0.05 m was selected between the homogeneous zone and the area designated for all monitoring wells. This region of the model domain was extracted and input into UTCHEM as a sub-domain where the DNAPL injection and migration were simulated. A first drainage Corey model (Brooks and Corey, 1964) was used for capillary pressure with a pressure head of 0.025 m (which represents the displacement pressure divided by the product of the acceleration of gravity and the difference in fluid densities) and a value of 1.9 for the pore-size distribution parameter (k) . A total of 6 3 10 À4 m 3 of DNAPL (PCE) were spilled from the center of the top layer and allowed to infiltrate into the aquifer. The PCE injection flow rate was 1.67 3 10 À3 m 3 / day. The total injection time was 3.6 days and 0.4 days were subsequently allowed for the PCE to stabilize. Because UTCHEM was used to simulate the DNAPL source zone for all the realizations, a realistic saturation distribution was created to allow the heterogeneity of each realization to determine the distribution of NAPL throughout the domain. Local scale S N values within the DNAPL zone ranged from 0.0 to 0.65.
The DNAPL zones for all the realizations were classified based on the spread of the DNAPL mass. The spreading can be measured quantitatively using spatial moment analysis (Saenton, 2003) . The zeroth moment (M 000 ) provides an estimate of the DNAPL mass. The first normalized spatial moment in the x (M 100 ) and z (M 001 ) dimensions are descriptors of the center of mass of the contaminant in the horizontal and vertical directions. The second centralized spatial moments in both directions (M 200 ) and (M 002 ) provide a measurement of the degree of spreading of the contaminant from the center of mass. Spatial moments can be calculated using the equations below (Saenton, 2003) :
where q is the density of the DNAPL and / is the porosity of the medium. Using these descriptors, the distribution of DNAPL in the model domain was measured for all the realizations. (Note: the calculated total DNAPL mass (M 000 ) for all realizations showed the same amount for all the simulations.) Because the simulations for flow and tracer transport increase the computational effort substantially, only a total of six realizations (of the three sets) were selected. The criterion for the selection was based on the coverage of a broad range of saturation distribution in the z (vertical) dimension. The hypothesis is that the value of the second central spatial moment in the vertical direction (M 002 ) is an indicator of the spreading of DNAPL mass. Small values of the second moment in the z dimension (Eq. 7b) indicate that the source zone is more likely to contain pools. On the other hand, a high value forM 002 represents a source zone where the DNAPL is distributed more homogeneously throughout and is more likely to consist primarily of residual zones.
In order to evaluate the sole influence of the vertical spreading, six realizations were selected for each set with Simulation and Performance Assessment of Partitioning Tracers almost the same value ofM 200 and distinctively different values ofM 002 . In this way, a broad range of distributions could be evaluated with a limited number of simulations. The selection of the realizations based on the value of the second central spatial moment can be evaluated in Figure  2 . The value of the second centralized moment in the z dimension shows increasing spreading of the DNAPL mass from spill 16 to spill 40. The rectangle represents the area whereM 200 is in the (0.057, 0.070) interval for all the realizations selected. In this way, the second centralized moment in the horizontal direction (M 200 ) had a similar value for all the simulations, so the effect of DNAPL spreading in the vertical direction can be isolated and quantitatively measured.
This feature can be qualitatively visualized in Figure 3 , which represents the DNAPL distribution of the selected realizations for the highly heterogeneous case. Table 1 shows the calculated spatial moment values of the selected realizations.
Tracer Transport Modeling
Once the desired DNAPL zone realizations were selected, they were incorporated back into their respective full-domain permeability fields (note: for all realizations, the average S N value within the DNAPL zone was 0.0295 and the average S N value for the entire model domain was 0.0112). The finite difference groundwater model MODFLOW (Harbaugh et al., 2000) was used to simulate flow through the cell, and MT3DMS (Zheng and Wang, 1999 ) was used to simulate tracer transport. The DNAPL phase and the partitioning behavior were incorporated in the transport modeling using the preprocessor MODTRACER (Saenton, 2003) .
Once the appropriate PITT design parameters were selected, they were applied consistently to all the realizations. In this way, it is possible to evaluate solely the influence of permeability distribution in the PITT performance. Uniform values of porosity (0.45) and dispersivity (6 3 10 À4 m) were assumed in all the simulations. The partitioning tracer was designated as having a K p value of 27.5, which is representative of the PCE-water partitioning behavior of the tracer 2,2-dimethyl-3-pentanol (DMP) (Moreno-Barbero, 2005) . The conservative tracer K p value was defined as 0.0, which is representative of the PCE-water partitioning behavior of bromide. The tracers were injected through an array of 32 cells centered in the homogeneous zone at a rate of 0.012 m 3 /day. Tracer breakthrough curves were generated at a series of arrays located various distances downgradient of the DNAPL zone. Each array had 48 ''monitoring points,'' which were located in every other cell in the vertical direction, and the tracer breakthrough curve for each array was constructed by averaging the predicted concentrations across each set of 48 monitoring points. ). The total simulation time was 6.25 days.
To evaluate the performance of the tracer test for each of the realizations, the predicted DMP and bromide BTCs obtained at each of the 48 locations at each of the six arrays were analyzed using the temporal method of moments to determine the average tracer travel times. Specifically, the temporal moments were calculated using a numerical integration scheme (trapezoid rule). Due to the number of BTCs generated in each simulation (48), concentration results were not extrapolated. However, the simulation time was set so the BTC tails captured normalized concentrations below one percent. For each realization, the S N value obtained at each cell by the UTCHEM simulator was averaged into a total saturation value for the whole source zone (0.0295). This ''true,'' or actual, value (S a ) was compared with the S N value calculated from the predicted BTCs and Eq. 1. The estimation efficiency was calculated by
where values above 100 percent represent an overestimation of the DNAPL mass and values below 100 percent represent an underestimation of the DNAPL mass.
RESULTS AND DISCUSSION

Effect of the Degree of DNAPL Spreading on Performance of PITTs
To illustrate the importance of the entrapment architecture, Figure 5 compares the estimation errors of the six realizations to the values of the second centralized spatial moments of the DNAPL distribution. As observed from the trend, higher values of the second spatial moment in the z dimension (generally indicating more homogeneous DNAPL distribution and fewer pool structures) correspond to better S N estimation. Conversely, low values of the second centralized spatial moment correlate to less spreading, making the DNAPL mass more difficult to access by the tracer because of permeability contrasts. Although this result is not unexpected, it highlights the importance of the specific DNAPL architecture on PITT performance, even for identical geostatistical properties and the same total volume of DNAPL.
Interestingly, the DNAPL architecture to PITT efficiency relationship is only observed for BTCs collected in array A (closest to the DNAPL zone). As the distance from the DNAPL zone increases, the estimation errors converge to nearly the same value for all the realizations (see array F in Figure 5 ). This indicates that the mixing caused by the hydrodynamic heterogeneity dominates BTC characteristics at this scale and, as increasingly more DNAPL-free volume is measured by tracers, the separation between the conservative and partitioning responses becomes relatively minor. This also suggests that, as the average S N value decreases, the sensitivity of the PITT also decreases (the resolution of the differential tracer travel times becomes more uncertain).
Effect of the Well Distance from the Source Zone on the Performance of PITTs Figure 6 shows the estimation errors for all realizations at the six monitoring locations. For DNAPL architectures that are more uniform (higher second centralized moments), the influence of well location is more significant (mass estimation errors increase 60 percent from array A to array F). In particular, as the distance from the source zone increases, the signal attenuates more for configurations that have more residuals than pools. This pattern suggests that, when the DNAPL is distributed mostly in the residual form, it is feasible to obtain relatively accurate S N estimations if the wells are located close to the DNAPL zone. However, when DNAPL is distributed mostly in the residual form, BTCs are affected more by the hydrodynamic mixing caused by heterogeneity (down-gradient from the source zone) than stronger signals obtained for higher saturation zones. These results also imply that there is a practical S N quantification limit and that this limit is influenced by the specific DNAPL architecture, geologic configuration, and PITT injection/extraction locations. Effect of the Degree of Geologic Heterogeneity on the Performance of PITTs
As noted previously, the variance is the geostatistical parameter that defines the degree of geologic heterogeneity. The simulations in the previous sections were all performed in synthetic aquifers with variance values of r 2 ln k ¼ 1.22. To further evaluate the significance of this parameter on PITT performance, 20 additional realizations were generated using two other values for the variance: r ) was spilled for all the realizations, and spatial moment analysis was conducted to determine quantitatively the features of the DNAPL entrapment for all the simulations.
To evaluate PITT performance as a function of the permeability field, three different clusters were selected with the same value of the spatial moments. The purpose of this selection is to isolate the effect of DNAPL entrapment architecture and evaluate exclusively the effect of the variance of permeability in the results. Figure 7 shows the values of second spatial moment for all the realizations and the three clusters that were selected for similar values of spatial moments in both vertical and horizontal directions. Numerical modeling of tracer tests was conducted using the same application models described previously and tracer signals were obtained at the same monitoring wells.
As shown in Figure 8 , for each of the clusters, better S N estimation occurs for the lower heterogeneity case. This result further confirms that the higher degree of mixing or hydrodynamic dispersion of the tracer signals caused by geologic heterogeneity dramatically influences the performance of the PITT. Specifically, the heterogeneity of the aquifer has a direct impact on the estimation error of the tracers given the same spatial distribution of the DNAPL.
CONCLUSIONS
This investigation demonstrates that the reliability of the PITT technique is sensitive to geologic conditions, DNAPL architecture, and PITT design parameters, and the general methods presented herein could be used to predict the severity of estimation errors for field PITTs. Geologic heterogeneity can cause complex DNAPL architecture, which is largely unpredictable at most sites, even if summary statistics describing the degree of geologic heterogeneity are available. For example, for various synthetic aquifers with the same degree of heterogeneity (i.e., same r 2 ln k value) and the same PCE spill volume, PITT estimation efficiency ranged from 75 to 10 percent, depending on the specific distribution of DNAPL in the source zone (more pools than residuals or vice versa). Furthermore, the degree of geologic heterogeneity (i.e., variance of the permeability) has a direct impact on the performance of the test, independent of specific DNAPL architecture. These results show a significant disagreement with the relatively high estimation efficiency (94 percent) suggested by Jayanti (2003) . The primary reason for the difference is because a multiphase flow simulator was used in this study to create the DNAPL distribution. Our approach is much more realistic and results in the creation of areas with high local DNAPL saturation (such as pools) that limit tracer interaction between phases. Simulations designed to estimate PITT uncertainty should evaluate various DNAPL release scenarios for multiple aquifer realizations and should include known significant geologic structures (i.e, silt lenses).
The effect of rate-limited partitioning was not considered in this work and local equilibrium of the tracer in the NAPL/water system was assumed in all the simulations. This assumption implies that even higher errors might be expected in the field due to the invalidity of equilibrium partitioning in high saturation areas, as demonstrated by Moreno-Barbero and Illangasekane (2005) .
This study also demonstrates that the specific location of the monitoring well is an influential factor on PITT estimation. If DNAPL architecture is complex, tracer data collected from monitoring wells located very close to the DNAPL zone may yield artificially low S N estimates because there may be insufficient tracer-DNAPL contact. Conversely, if DNAPL architecture is uniform, monitoring wells located too far from the DNAPL zone may yield significantly dampened tracer signals and PITT estimation error may be significant due to hydrodynamic mixing of tracers. For a specific field site, the relationship between the PITT estimation efficiency and the distance from the source zone to the monitoring point is difficult to predict because it is dependent on very local geologic conditions and specific DNAPL architecture.
The results of this study imply that, for heterogeneous sites, PITT estimation error is minimized (1) when monitoring wells are located close to the source zone because the volume of DNAPL-free volume measured by the test is minimized and (2) when DNAPL architecture is relatively homogeneous.
