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En este trabajo se ha estudiado la posibilidad de usar algunas te´cnicas de reduccio´n
para lograr una simulacio´n ma´s eficiente del flujo subterra´neo en los acu´ıferos contenidos en
modelos de uso conjunto. As´ı, el principal enfoque de esta investigacio´n ha sido relacionar
la parametrizacio´n de las relaciones r´ıo-acu´ıfero con las caracter´ısticas del modelo reducido
para encontrar los efectos de dicha parametrizacio´n sobre la eficiencia de la reduccio´n.
La primera metodolog´ıa propuesta, denominada Me´todo de los AutoValores con Com-
presio´n Selectiva y Enmascaramiento Modal (MAV-CSEM), puede reducir drama´tica-
mente el taman˜o de un modelo de flujo subterra´neo, aumentando la eficiencia de su eje-
cucio´n y disminuyendo la memoria virtual requerida. A efectos pra´cticos, el MAV-CSEM
utiliza los siguiente conceptos novedosos: (i) modos efectivos, (ii) modos residuales, (iii)
l´ımite de participacio´n modal, (iv) ma´scara de estados efectivos y (v) nivel de continuidad.
Este marco conceptual no solamente ayuda a identificar los modos que ma´s contribuyen a
la respuesta del acu´ıfero por causa de las excitaciones externas, sino que tambie´n ayuda
a lograr una simulacio´n ma´s ra´pida del flujo en el acu´ıfero que la obtenida por el MAV
cla´sico. La principal ventaja del MAV-CSEM es que, aumentando el nu´mero de celdas del
modelo, se puede considerar ma´s detalladamente la variabilidad espacial de los para´me-
tros hidra´ulicos del acu´ıfero en la modelacio´n del flujo subterra´neo, sin que la eficiencia
computacional de las simulaciones se vea considerablemente afectada, especialmente cuan-
do dicho acu´ıfero forma parte del modelo de un sistema de uso conjunto. El MAV-CSEM
ha sido probado en acu´ıferos rectangulares homoge´neos simples. Los resultados obtenidos
tienen un comportamiento similar a los simulados usando el MAV cla´sico o las Diferencias
Finitas (DF), pero la simulacio´n es mucho ma´s eficiente. Se ha efectuado un ana´lisis de
sensibilidad del impacto de cambiar la parametrizacio´n de las condiciones de contorno
tipo r´ıo, en funcio´n de la conductancia del lecho, sobre algunos para´metros de control del
acu´ıfero como las alturas piezome´tricas, los volu´menes almacenados y los caudales de in-
tercambio r´ıo-acu´ıfero. De los resultados de dicho ana´lisis se concluye que, al disminuir la
conductancia del r´ıo, se mejora el comportamiento del MAV-CSEM por que se necesitan
menos modos para obtener resultados confiables en las variables antes mencionadas.
El MAV-CSEM permite desarrollar criterios de base f´ısica para generar modos efecti-
vos ma´s eficientemente, para remover los modos residuales y para construir las ma´scaras
de estados efectivos que aceleran la ejecucio´n de las simulaciones. En base a estas ideas,
se han propuesto algoritmos para generar los modos efectivos y configurar las ma´scaras
de estados efectivos. Estos algoritmos se basan en me´todos iterativos para resolver Pro-
blemas Generalizados de AutoValores Sime´tricos y Dispersos (PGAVSD), combina´ndolos
con ı´ndices de base f´ısica que permiten evaluar la efectividad de un modo generado y dete-
ner la secuencia de generacio´n modal. La deteccio´n de los modos efectivos se ha basado en
la evaluacio´n de sus coeficientes de reparto, compara´ndolos con el l´ımite de participacio´n
modal impuesto. La parada de la generacio´n de los modos efectivos ha sido evaluada cal-
culando los coeficientes de reparto acumulados modales y compara´ndolos con el nivel de











la resolucio´n de un PGAVSD son: (i) se evita la ejecucio´n de operaciones innecesarias, (ii)
se preserva la ecuacio´n de continuidad para el volumen que entra al acu´ıfero proveniente
de las acciones exteriores de forma relativamente adecuada y (iii) al usar algoritmos itera-
tivos basados en el producto matriz-vector disperso para resolver PGAVSD, se mantiene
la estructura dispersa de las matrices que componen el modelo de flujo, la cual se puede
usar para ahorrar operaciones computacionales y disminuir el almacenamiento requerido
en las simulaciones.
En este trabajo se han implementado dos generadores dispersos de modos efectivos. El
primero de ellos esta´ basado en una modificacio´n de la iteracio´n de gradiente conjugado
con deflacio´n que usa precondicionamiento ILU para acelerar las iteraciones vectoriales
y minimizar el cociente de Rayleigh. La antes mencionada generacio´n vectorial ha pro-
bado ser muy eficiente cuando es necesario calcular una pequen˜a cantidad de los modos
asociados a los autovalores de menor magnitud. El algoritmo genera cada modo, calcula
sus coeficientes de reparto para verificar si dicho modo es efectivo, evalu´a los coeficientes
de reparto acumulados y verifica el criterio de parada para finalizar la generacio´n. El se-
gundo generador de modos efectivos esta´ basado en la iteracio´n racional de Lanczos con
reinicio expl´ıcito y reortogonalizacio´n parcial para calcular secuencialmente subconjun-
tos de modos. El reinicio expl´ıcito aplica una deflacio´n sobre un nuevo vector inicial de
Lanczos para prevenir la convergencia a uno de los autovectores previamente disponibles.
Una vez que cada reinicio ha construido otro conjunto de modos, el generador calcula los
coeficientes de reparto de cada nuevo modo para detectar cuales de e´stos son efectivos. El
proceso se repite para todos los nuevos modos. Posteriormente, se calculan los coeficientes
de reparto acumulados y el generador revisa si se ha alcanzado el criterio de parada de
la generacio´n para todas las acciones exteriores. Si dicho criterio no ha sido alcanzado,
se efectu´a un nuevo reinicio imponiendo un desplazamiento espectral conveniente para
mejorar la convergencia modal. Los resultados de muchos experimentos nume´ricos efec-
tuados han demostrado que el generador racional de Lanczos es muy eficiente, incluso para
modelos de flujo subterra´neo de gran taman˜o donde el dominio espacial del acu´ıfero ha
sido discretizado usando decenas de miles de nodos pertenecientes a una malla de DF.
Los generadores propuestos han sido usados para reducir los modelos de flujo subterra´neo
para: (i) acu´ıferos rectangulares homoge´neos e iso´tropos conectados con un r´ıo recto, (ii)
acu´ıferos rectangulares heteroge´neo conectados con un r´ıo recto y (iii) un acu´ıfero alta-
mente heteroge´neo con contornos irregulares, conectado con un r´ıo sinuoso e inclinado.
Los resultados de las simulaciones muestran que la generacio´n iterativa es ma´s eficiente
que calcular el espectro completo del PGAVSD y permite reducir modelos heteroge´neos
de gran taman˜o, au´n cuando muchas acciones exteriores esta´n aplicadas sobre el acu´ıfero.
Tambie´n se ha propuesto una extensio´n del Me´todo racional de LANczos (MLAN) para
reducir eficientemente las relaciones r´ıo-acu´ıfero en modelos de sistemas de uso conjunto.
El MLAN cla´sico se usa para generar una base ortogonal de un subespacio de Krylov de
reduccio´n. Adema´s, los factores de participacio´n acumulados de los vectores de Lanczos se
usan como criterio de parada de la generacio´n antes mencionada, evaluando si la ecuacio´n
de conservacio´n de masa para el volumen de agua entrando de las acciones exteriores se
satisface apropiadamente. El esquema de reduccio´n se aplica sobre el modelo de flujo sub-
terra´neo con el propo´sito de ensamblar una secuencia de sistemas de ecuaciones lineales
reducidas, cuyas soluciones representan los estados del acu´ıfero a lo largo del horizonte
de simulacio´n. Para hacer posible el ca´lculo de los volu´menes agregados de intercambio
entre el r´ıo y el acu´ıfero, se ha propuesto un esquema de integracio´n nume´rica temporal
de los estados de Lanczos; tambie´n se incluye el concepto de para´metros de control en el
MLAN con el fin de acelerar los ca´lculos de las relaciones r´ıo-acu´ıfero y otras variables
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de estado requeridas. Por u´ltimo, el MLAN ha sido probado para reducir los modelos de
flujo en acu´ıfero rectangulares homoge´neos. Los resultados han sido comparados con los
obtenidos mediante: (i) modelos pluricelulares englobados, (ii) modelos resueltos usando
el MAV cla´sico y (iii) modelos resueltos por DF espacio-temporales. Se ha encontrado
que el MLAN se comporta mejor que las DF, alcanzando un desempen˜o comparable al
exhibido por el MAV cla´sico con truncamiento conservativo, pero es menos eficiente que
los modelos pluricelulares englobados. Un ana´lisis del impacto de modificar la parametri-
zacio´n de las relaciones r´ıo-acu´ıfero, en funcio´n de la conductancia de r´ıo, sobre algunos
para´metros de control como alturas piezome´tricas, volu´menes almacenados y flujos inter-
nos, ha demostrado que, al disminuir dicha conductancia, el desempen˜o del MLAN mejora
por que se necesitan menos vectores de Lanczos para obtener resultados adecuados.
El MAV-CSEM, junto con el MLAN, han probado ser poderosas herramientas para
reducir modelos de flujo subterra´neo de gran taman˜o. Aqu´ı, el MAV-CSEM y el MLAN
han sido aplicados para reducir dos acu´ıferos lineales altamente discretizados, complejos
y heteroge´neos. El primero es un acu´ıfero rectangular, conectado con un r´ıo recto, com-
puesto por tres bandas con propiedades hidra´ulicas uniformes. El segundo es un acu´ıfero
altamente heteroge´neo y aniso´tropo, de contornos irregulares, conectado con un r´ıo sinuoso
e inclinado. En ambos acu´ıferos, la aplicacio´n de cada te´cnica de reduccio´n ha consistido
en un ana´lisis de sensibilidad de la influencia de modificar la parametrizacio´n de las rela-
ciones r´ıo-acu´ıfero, en funcio´n de la conductancia del r´ıo y de los para´metros de reduccio´n
(l´ımite de participacio´n modal para MAV-CSEM y taman˜o del subespacio de Krylov de
reduccio´n para el MLAN), en la representacio´n ma´s adecuada de algunos para´metros de
control seleccionados, como lo son las alturas piezome´tricas, los volu´menes almacenados y
los flujos internos. Los resultados han mostrado el poder de ambas te´cnicas para reducir
eficientemente los modelos de flujo subterra´neo planteados. Sin embargo, las principales
diferencias encontradas entre ambos son: (i) el MAV-CSEM es ma´s demandante compu-
tacionalmente para calcular el subespacio de reduccio´n de autovectores, pero su ejecucio´n
del modelo de flujo es ma´s ra´pida, (ii) el MLAN calcula ma´s adecuadamente las variables
distribuidas en el acu´ıfero como alturas piezome´tricas, volu´menes almacenados y flujos
internos si la parametrizacio´n de la iteracio´n de Lanczos se realiza apropiadamente y (iii)
el MAV-CSEM obtiene ma´s eficiente y adecuadamente las relaciones r´ıo-acu´ıfero agrega-
das a lo largo de toda la red de drenaje. La principal conclusio´n de estas aplicaciones es
que la seleccio´n de uno u otro me´todo de reduccio´n depende del tipo de problema que se
esta´ enfrentando y de los para´metros de control requeridos por e´ste.
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In this work, the possibility of using techniques to reduce linear systems to achieve
more efficient groundwater flow modeling in systems of conjunctive use of water is studied.
Thus, the main focus of this investigation is to relate the parameterization of the surface-
ground water relationships with the characteristics of the reduced models and to find the
consequences of such parameterization on the efficiency of the model’s reduction.
The first proposed methodology, called Eigenvalue Method with Selective Compression
and Modal Masking (EVM-SCMM), dramatically reduces the size of a groundwater flow
model, increasing its execution’s efficiency and decreases its required virtual memory. For
practical purposes, EVM-SCMM uses the following new concepts: (i) effective modes,
(ii) residual modes, (iii) modal participation limit, (iv) effective modes mask and (v)
percentage of mass conservation. Those concepts not just allow to identify the modes that
contribute to the most of the aquifer response to the external excitations; they also help to
achieve a faster aquifer flow simulation than it is obtained with classical EVM. The main
advantage of EVM-SCMM is that, augmenting the number of cells, allows to consider a
more detailed description on the spatial variability of the aquifer’s hydraulics parameters
in groundwater flow modeling, having a little effect on the computational efficiency of the
simulations, especially when a system of conjunctive use of surface and ground water is
modeled. The EVM-SCMM has been tested on simple homogenous rectangular aquifers.
The results have an accuracy similar to those obtained using EVM or Finite Differences
(FD), but the simulation is more efficient. A sensitivity analysis of the impact of chan-
ging the parameterization of the river’s boundary conditions, in function of the riverbed’s
conductance, over some control parameters as heads, stored volumes and internal fluxes
is presented. It has been found that decreasing the riverbed’s conductance improves the
performance of EVM-SCMM because fewer modes are needed to obtain accurate results.
The conceptual framework of the EVM-SCMM allows to develop physically based
criteria to generate effective modes more efficiently, to remove residual modes and to build
the modal mask that accelerates the execution of the simulations. Based on the above
ideas, algorithms to generate effective modes and to configure modal masks are proposed.
These algorithms are based on iterative methods to solve a sparse symmetric generalized
eigenvalue problem (SSGEVP), combined with physical indexes that allow to evaluate the
effectiveness of any generated mode and to stop a sequence of the eigenpair’s generation.
The detection of the effective modes is carried out evaluating their participation factors
and comparing them with the modal participation limit. The stop of the effective modes
generation process is evaluated calculating the aggregate percentage of mass conservation
on the aquifer and comparing it with a lower limit previously imposed to the reduced
model. The advantage of include those criteria on solving a SSGEVP are that, first,
they avoid to perform unnecessary iterations and, second, they approximate accurately
the mass conservation equation for the water volume entering to the aquifer from the











vector product methods for solving SSGEVP is that the disperse matrix structure of the
model can be use to save arithmetic operations and storage in the generation of modes.
In this work, two iterative sparse generators of effective modes have been implemented.
The first generator of effective modes is based on a modification of the deflated conjugate
gradient iteration; it uses ILU preconditioning to accelerate the vector iterations and
to minimize the Rayleigh quotient. This vector generation has proven to work very fast
when a small amount of the lesser magnitude effective modes are needed. The algorithm
generates sequentially each mode, calculates the modal allocation coefficients to check if
such mode is effective, computes the accumulated allocation coefficients and checks the stop
criteria to finish the generation. On the other hand, the second generator of effective modes
is based on the rational Lanczos iteration with explicit restart to calculate sequentially
sets of modes. The explicit restart deflates a new initial Lanczos vector to prevent the
convergence towards one of the already available eigenvectors. Once each restart has built
another set of modes, the generator calculates the allocation coefficients for each new mode
and checks which of them are effective. This process is repeated for all new modes. Then,
the accumulated allocation coefficients are calculated and the generator checks if the stop
criteria has been achieved for all EA to stop the generation. If the stopping criteria has
not been achieved, another restart is performed using a new spectral shift to improve the
modal convergence. The results of many numerical experiments have shown that rational
Lanczos generator is very efficient, even for large scale models where the spatial domain
of the aquifer has been discretized using tens of thousands of nodes belonging to a FD
network. The two proposed generators of effective modes have been applied to reduce
models for: (i) a rectangular homogeneous aquifer connected with an straight river, (ii)
a rectangular heterogeneous aquifer connected with a straight river and (iii) a highly
heterogeneous aquifer with irregular boundaries connected with a sinuous sloped river.
The results of the simulations show that the iterative generation of effective modes is
more efficient than calculating the complete spectra of the respective SSGEVP.
An extension of the Rational Lanczos Reduction Method (RLANRM) to simulate
efficiently surface-ground water relationships in models of conjunctive use systems is pro-
posed. The classical RLANRM is used to form an orthogonal base of a Krylov reduction
subspace. Also, the accumulated volumetric allocation factors of the Lanczos vectors are
used as criteria for stopping the generation of the Krylov subspace, evaluating if the mass
conservation equation for the income volume from the external excitations is satisfied
properly. The reduction scheme is applied on the groundwater flow model to obtain a se-
quence of reduced systems of linear equations, whose solutions represent the states of the
aquifer along the simulation horizon. To allow the calculation of the aggregated exchange
volumes of water between aquifer and river during each simulation step, a discrete time
pendent integration procedure of the aquifer’s Lanczos states has been proposed. The con-
cept of control parameters is included on the RLANRM to accelerate the calculations of
surface-ground water relations and other required state variables. Finally, the RLANRM
has been tested on simple homogenous rectangular aquifers. The results are compared to
those obtained using: (i) embedded multi-reservoir models, (ii) models solved using classi-
cal EVM and (iii) models solved using FD. It was found that RLANRM behaves better
than FD, achieving a comparable performance to the exhibited by the truncated EVM,
but it is less efficient than the embedded multi-reservoir models. An analysis of the impact
of changing the parameter of the river’s boundary conditions, in function of the riverbed’s
conductance, over some control parameter as heads, stored volumes and internal fluxes is
presented. It has been found that decreasing the conductance improves the performance
of RLANRM because fewer Lanczos vectors are needed to obtain accurate results.
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The EVM-SCMM and the RLANRM have proven to be powerful tools to reduce
groundwater models. Here, EVM-SCMM and RLANRM have been applied to reduce
groundwater models of two complex highly discretized linear heterogeneous aquifers. The
former is a rectangular aquifer, connected with a straight river with three bands of ho-
mogenous values for the hydraulic properties; the second one is a highly heterogeneous
aquifer with irregular boundaries connected with a sinuous sloped river. In both aqui-
fers, the application of each reduction technique consisted in an sensitivity analysis of
the influence of the river boundary condition’s parameterization, in function of the ri-
verbed’s conductance and the reduction’s parameters (modal participation limit for the
EVM-SCMM and the size of Krylov reduction subspace for the RLANRM) in a more
accurate representation of some selected control parameters as heads, stored volumes and
surface-ground water relationships. The results have shown the power of both techniques
to reduce efficiently groundwater flow models, but the main differences between them are:
(i) EVM-SCMM is more computationally demanding than RLANRM to calculate the
reduction subspace, but the execution of the flow model is faster, (ii) RLANRM calcu-
lates more accurately distributed aquifer’s state variables as heads, stored volumes and
internal fluxes if the parameterization of the rational Lanczos´ıteration is set appropriately,
(iii) EVM-SCMM obtains global surface-ground water relations more efficiently and ac-
curately than RLANRM. The main conclusion of these applications is that the choice of
any of both methodologies depends on the type of the problem to be solved and/or the
desired control parameters to be better represented in the reduced simulations.
i
i















En aquest treball s’ha estudiat la possibilitat d’utilitzar algunes d’aquestes te`cniques
de reduccio´ per aconseguir una simulacio´ me´s eficient del flux subterrani en els aqu¨´ıfer
continguts en models d’u´s conjunt. Aix´ı, el principal enfocament d’aquesta investigacio´ ha
estat relacionar la parametritzacio´ de les relacions riu-aqu¨´ıfer amb les caracter´ıstiques del
model redu¨ıt per trobar els efectes d’aquesta parametritzacio´ en l’eficie`ncia de la reduccio´.
La primera metodologia proposada, anomenada Me`tode dels Autovalors amb compres-
sio´ selectiva i emmascarament modal (MAV-CSEM), pot reduir drama`ticament la mida
d’un model de flux subterrani, augmentant l’eficie`ncia de la seva execucio´ i disminuint
la memo`ria virtual requerida . Per efectes pra`ctics, el MAV-CSEM utilitza els segu¨ent
conceptes nous: (i) modes efectius, (ii) modes residuals, (iii) l´ımit de participacio´ mo-
dal, (iv) ma`scara d’estats efectius i (v) nivell de continu¨ıtat. Aquest marc conceptual no
nome´s ajuden a identificar les modes que me´s contribueixen a la resposta de l’aqu¨´ıfer per
causa de les excitacions externes, sino´ que tambe´ ajuden a aconseguir una simulacio´ me´s
ra`pida del flux en l’aqu¨´ıfer que obtinguda pel MAV cla`ssic. El principal avantatge del
MAV-CSEM e´s que, augmentant el nombre de nodes del model, permet considerar me´s
detalladament la variabilitat espacial dels para`metres de l’aqu¨´ıfer en la modelacio´ del flux
subterrani, augmentant l’eficie`ncia computacional de les simulacions, especialment quan
aquest aqu¨´ıfer forma part del model d’un sistema d’u´s conjunt. El MAV-CSEM ha es-
tat provat en aqu¨´ıfers rectangulars homogenis simples. Els resultats obtinguts tenen un
comportament similar als simulats utilitzant el MAV cla`ssic o les difere`ncies finites (DF),
pero` la simulacio´ e´s molt me´s eficient. Igualment, s’ha efectuat una ana`lisi de sensibilitat
de l’impacte de canviar la parametritzacio´ de les condicions de contorn tipus riu, en fun-
cio´ de la conducta`ncia del seu llit, sobre alguns para`metres de control de l’aqu¨´ıfer com
ara piezome`triques, volums emmagatzemats i cabals parcial d’intercanvi riu-aqu¨´ıfer. Dels
resultats d’aquesta ana`lisi s’ha trobat que, en disminuir la conducta`ncia del riu, millora el
comportament del MAV-CSEM perque` menor quantitat de modes efectius e´s necessa`ria
per obtenir resultats fiables en les variables abans esmentades.
El marc conceptual del MAV-CSEM permet desenvolupar criteris de base f´ısica per
generar modes efectius me´s eficientment, per remoure les modes residuals i per construir les
ma`scares d’estats efectius que acceleren l’execucio´ de les simulacions. Amb base a aquestes
idees, s’han proposat algoritmes per generar les modes efectius i configurar les ma`scares
d’estats efectius. Aquests algorismes es basen en me`todes iteratius per resoldre problemes
generalitzats de autovalors sime`trics i dispersos (PGAVSD), conmina´ndolos amb ı´ndexs
de base f´ısica que permet avaluar l’efectivitat d’un mode generat i aturar la sequ¨e`ncia
de generacio´ modal. La deteccio´ de les modes efectius s’ha basat en l’avaluacio´ dels seus
coeficients de repartiment, comparant-los amb el l´ımit de participacio´ modal impost. La
parada de la generacio´ de les modes efectius ha estat avaluada calculant els coeficients de
repartiments acumulats modals, comparant-los amb el nivell de conservacio´ impost sobre el
model redu¨ıt. Els avantatges d’incloure aquests criteris en la resolucio´ d’un PGAVSD so´n











manera relativament adequada, l’equacio´ de continu¨ıtat per al volum que entra a l’aqu¨´ıfer
provinent de les accions exteriors (AE). Un altre avantatge e´s que, en usar algorismes
iteratius basats en el producte matriu-vector dispers per resoldre PGAVSD, es conserva
l’estructura dispersa de les matrius que composen el model de flux, la qual es pot utilitzar
per estalviar operacions computacionals i disminuir l’emmagatzematge requerit.
En aquest treball s’han implementat dos generadors dispersos de modes efectius. El
primer d’ells esta` basat en un modificacio´ de la iteracio´ de gradient conjugat amb defla-
cio´ que utilitza precondicionament ILU per accelerar les iteracions vectorials i minimitzar
el quocient de Rayleigh. L’abans esmentada generacio´ vectorial ha provat ser molt eficient
quan e´s necessari calcular una petita quantitat dels modes associats als autovalors de me-
nor magnitud. L’algorisme genera cada mode calcula seus coeficients de repartiment per
verificar si aquest mode e´s efectiu, avalua els coeficients de repartiment acumulats i verifica
el criteri de parada per finalitzar la generacio´. D’altra banda, el segon generador de modes
efectius esta` basat en la iteracio´ racional Lanczos amb reinici expl´ıcit i reortogonalizacio´n
parcial per calcular sequ¨encialment subconjunts de modes. El reinici expl´ıcit aplica una
deflacio´ sobre un nou vector inicial de Lanczos per prevenir la converge`ncia a un dels auto-
vectors pre`viament disponibles. Quan cada reinici ha constru¨ıt un altre conjunt de modes,
el generador calcula els coeficients de repartiment de cada nou mode per detectar quins
d’aquests so´n efectius. El proce´s es repeteix per tot les noves modes. Posteriorment, els
coeficients de repartiment acumulats es calculen i el generador revisa si s’ha assolit el criteri
d’aturada de la generacio´ per a totes les AE. Si aquest criteri no ha estat assolit, s’efectua
un nou reinici imposant un desplac¸ament espectral convenient per millorar la converge`ncia
modal. Els resultats de molts experiments nume`rics efectuats han demostrat que el gene-
rador racional de Lanczos e´s molt eficient, fins i tot per models de flux subterrani de grans
dimensions on el domini espacial de l’aqu¨´ıfer ha estat discretizado utilitzant desenes de
milers de nodes pertanyents a una xarxa de DF. Els generadors proposats han estat usats
per reduir els models de flux subterrani per: (i) aqu¨´ıfers rectangulars homogenis i iso`trops
connectats amb un riu recte, (ii) aqu¨´ıfers rectangulars heterogeni connectats amb un riu
recte i (iii) un aqu¨´ıfer altament heterogeni amb contorns irregulars, connectat amb un
riu sinuo´s i inclinat. Els resultats de les simulacions mostren que la generacio´ iterativa de
modes e´s me´s eficient de calcular l’espectre complet del PGAVSD i permet reduir models
heterogenis de grans dimensions, tot i que moltes AE estan aplicades sobre l’aqu¨´ıfer.
Tambe´ s’ha proposat una extensio´ del me`tode racional de Lanczos (MLAN) per reduir
eficientment les relacions riu-aqu¨´ıfer en models de sistemes d’u´s conjunt. El MLAN s’usa
per generar una base ortogonal d’un subespai de Krylov de reduccio´. A me´s, els factors de
participacio´ acumulats dels vectors de Lanczos s’usen com a criteri d’aturada de la gene-
racio´ abans esmentada, avaluant si l’equacio´ de conservacio´ de massa per el volum d’aigua
entrant de les AE es satisfa` apropiadament. L’esquema de reduccio´ s’aplica sobre el model
de flux subterrani amb i propo`sit d’acoblar una sequ¨e`ncia de sistemes d’equacions lineals
redu¨ıdes, les solucions representen els estats de l’aqu¨´ıfer al llarg de l’horitzo´ de simula-
cio´. Per fer possible el ca`lcul dels volums integrats d’intercanvi entre el riu i l’aqu¨´ıfer, s’ha
proposat un esquema d’integracio´ nume`rica dels estats de Lanczos. A part d’aixo`, tambe´ s’-
inclouen els conceptes de para`metres de control al MLAN per tal d’accelerar els ca`lculs
de les relacions riu-aqu¨´ıfer i altres variables d’estat requerides. Finalment, el MLAN ha
estat provat per reduir els models de flux en aqu¨´ıfer rectangulars homogenis. Els resultats
han estat comparats amb els obtinguts mitjanc¸ant: (i) models pluri cellulars englobats,
(ii) models resolts utilitzant el MAV cla`ssic i (iii) models resolts per DF espai-temporals.
S’ha trobat que el MLAN es comporta millor que les DF, aconseguint un acompliment
comparable al exhibit pel MAV cla`ssic amb truncament conservatiu, pero` e´s menys eficient
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que els models pluri cellulars englobats. Una ana`lisi de l’impacte de modificar la parame-
tritzacio´ de les relacions riu-aqu¨´ıfer, en funcio´ de la conducta`ncia de riu, sobre alguns
para`metres de control com ara piezome`triques, volums emmagatzemats i fluxos interns,
ha demostrat que, en disminuir la conducta`ncia, el desenvolupament del MLAN millora
ja que es necessiten menys vectors de Lanczos per obtenir resultats adequats.
El MAV-CSEM i el MLAN han provat ser poderoses eines per reduir models de flux
subterrani de grans dimensions. Aqu´ı, el MAV-CSEM i el MLAN han estat aplicats per
reduir dos aqu¨´ıfers lineals altament discretizados, complexos i heterogenis. El primer e´s un
aqu¨´ıfer rectangular, connectat amb un riu recte, que manifesta tres bandes amb propietats
hidra`uliques uniformes. El segon e´s un aqu¨´ıfer altament heterogeni i aniso`trop, de contorns
irregulars, connectat amb un riu sinuo´s i inclinat. En ambdo´s aqu¨´ıfers, l’aplicacio´ de cada
te`cnica de reduccio´ ha consistit en una ana`lisi de sensibilitat de la influe`ncia de modi-
ficar la parametritzacio´ de les relacions riu-aqu¨´ıfer, en funcio´ de la conducta`ncia del riu
i dels para`metres de reduccio´ (l´ımit de participacio´ modal per MAV-CSEM i mida del
subespai de Krylov de reduccio´ per al MLAN), en la representacio´ me´s adequada d’alguns
para`metres de control seleccionats, com ho so´n les altures piezome`triques, volums emma-
gatzemats i fluxos interns. Els resultats han mostrat el poder d’ambdues te`cniques per
reduir eficientment els models de flux subterrani plantejats. No obstant aixo`, les principals
difere`ncies trobades entre ambdo´s so´n: (i) el MAV-CSEM e´s me´s demandant compu-
tacionalment per calcular el subespai de reduccio´ de autovectors, pero` la seva execucio´ del
model de flux e´s me´s ra`pida, (ii) el textsc MLAN calcula me´s adequadament les variables
distribu¨ıdes a l’aqu¨´ıfer com ara piezome`triques, volums emmagatzemats i fluxos interns si
la parametritzacio´ de la iteracio´ de Lanczos es realitza correctament (iii) el MAV-CSEM
obte´ me´s eficient i adequadament les relacions riu-aqu¨´ıfer agregades al llarg de tota la xar-
xa de drenatge. La principal conclusio´ d’aquestes aplicacions e´s que la seleccio´ d’un o altre
me`tode de reduccio´ depe`n del tipus de problema que s’esta` enfrontant i dels para`metres
de control requerits per aquest.
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A continuacio´n se presenta una breve explicacio´n de la notacio´n matema´tica utilizada
en este documento. Las letras mayu´sculas en negrita (B) representan matrices, mientras
que la letras minu´sculas en negrita (x) denotan vectores. El j-e´simo vector columna de
una matriz (B) se denota con la letra minu´scula de su nombre en negrita y el sub´ındice
correspondiente (bj). Igualmente, el elemento de dicha matriz ubicado en la i-e´sima fila
y j-e´sima columna se escribe usando la letra minu´scula de su nombre en ita´lica con los
sub´ındices correspondientes separados por una coma (bi,j). El i-e´simo componente de un
vector (x) se denota con la letra minu´scula de su nombre en ita´lica y el sub´ındice correspon-
diente (xi). Un subconjunto de una matriz (B), formada por los elementos comprendidos
entre las filas r y s y las columnas p y q, se escribe usando el nombre de la matriz original
con los sub´ındices de las filas y columnas a extraer separados por dos puntos y una coma,
primero las filas y luego las columnas (Br:s,p:q). La letra I se reserva para representar a
la matriz identidad y ej denota su j-e´simo vector columna. Asimismo, la notacio´n B
−1 se
usa para la inversa de la matriz B, mientras que B∗ corresponde a su transpuesta.
El producto matriz vector se denota como Bx. Cuando la matriz B es transpuesta,
dicha operacio´n se escribe como B∗x, donde ∗ denota u´nicamente la transposicio´n de B.
De forma similar, el producto entre dos matrices se denota como BX o, ana´logamente,
B∗X si la operacio´n involucra la transposicio´n de B. Por otro lado, el determinante de
una matriz B se escribe como det(B) y el subespacio generado por sus vectores columnas
se denota como span{b1,b2, . . . ,bn}. Si B es una matriz diagonal se define usando la
notacio´n diag(b1, b2, . . . bn), donde bi es el i-e´simo componente de su diagonal. De forma
alternativa, un vector columna tambie´n se representa como x = [x1 x2 . . . xn]
∗ y una
matriz en te´rminos de sus vectores columna se escribe como B = [b1 b2 . . . bn].
Los s´ımbolos Z, Zn, Zm×n representan a los conjuntos de los nu´meros, vectores n
dimensionales y matrices (m × n) dimensionales enteros. Ana´logamente, R, Rn, Rm×n
representan a los conjuntos de los nu´meros, vectores n dimensionales y matrices (m× n)
dimensionales reales. Adema´s, la parte positiva de los numeros enteros y reales se denota
como Z+ y R+, respectivamente, mientras que sus contrapartes negativas se escribe como
Z− y R−. Igualmente, C, Cn, Cm×n se emplean para denotar a los conjuntos de los
nu´meros, vectores n dimensionales y matrices (m× n) dimensionales complejos.
Por otra parte, una funcio´n matema´tica se denota en letras ita´licas seguida de las va-
riables independientes de las cuales depende encerradas en pare´ntesis en letras ita´licas,
por ejemplo, f(t). Alternativamente, si se trata de una funcio´n vectorial, los argumentos
dentro del pare´ntesis se escriben en minu´sculas negritas, as´ı f(u(t)). Adema´s, un vector
o una matriz de funciones se representa en letras latinas, minu´sculas o mayu´sculas, res-
pectivamente, seguida de las variables independientes de las cuales depende encerradas en
pare´ntesis y escritas en letras ita´licas, as´ı Φ(t). Las constantes o coeficientes se denotan
en letras latinas y/o griegas minu´sculas. Finalmente, el dominio de una funcio´n se denota
como un subconjunto de los conjuntos de nu´mero enteros reales o complejos usando una




















BIAS: Coeficiente de sesgo.
CC: Condiciones de contorno.
DF: Diferencias finitas.
DOA: Descomposicio´n ortogonal apropiada.
E: Coeficiente de eficiencia de Nash-Sutcliffe.
EDO: Ecuaciones diferenciales ordinarias.
EDP: Ecuaciones en derivadas parciales.
EF: Elementos finitos.
ICR: Iteracio´n del cociente de Rayleigh.
II: Iteracio´n inversa.
ILU: Factorizacio´n LU incompleta.
KD: Kernels discretos.
MAGCD: Me´todo acelerado de los gradientes conjugado con deflacio´n.
MAV: Me´todo de los autovalores.
MAV-CSEM: MAV con compresio´n selectiva y enmascaramiento modal.
MGCLOP: Me´todo de los gradiente conjugado localmente o´ptimo.
MLAN: Me´todo de reduccio´n racional de Lanczos.
MPE: Modelos pluricelulares englobados.
MRORA: Me´todo de Rorabaugh.
PGS: Proceso de Gram Schmidt.
PRSL: Problema regular de Sturm-Liouville.
RMS: Error cuadra´tico medio relativo.
RNA: Redes neuronales artificiales.
ROP: Reortogonalizacio´n parcial.
SELD: Sistemas de ecuaciones lineales dispersos.
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“Todo debe hacerse tan simple como




El desarrollo de modelos matema´ticos basados en la f´ısica de los feno´menos a estu-
diar es una pra´ctica habitual en la investigacio´n hidrolo´gica. El e´xito de estos modelos
se fundamenta, entre otras cosas, en la mejor representacio´n posible de la variabilidad
espacio-temporal de los para´metros en juego. El desarrollo de nuevas tecnolog´ıas de me-
dicio´n hace posible disponer de gran cantidad de datos susceptibles de ser utilizados en el
procedimiento de modelacio´n, lo cual supone una ventaja importante de cara al entendi-
miento de la dina´mica de las variables de estado del sistema. Sin embargo, si la cantidad
de informacio´n disponible es exagerada y redundante, el procesamiento y ana´lisis de los
datos para convertirlos en informacio´n potencialmente valiosa puede ser largo y complica-
do. En el caso de un acu´ıfero, si se desea representar la variabilidad espacio-temporal de
los feno´menos hidrogeolo´gicos de la manera ma´s detallada posible, e´ste debe representarse
mediante un modelo nume´rico de discretizacio´n fina, con para´metros hidrodina´micos y
acciones exteriores variables tanto espacial como temporalmente.
La solucio´n de un modelo hidrogeolo´gico detallado utilizando te´cnicas nume´ricas tra-
dicionales puede ser altamente costosa en te´rminos de recursos informa´ticos. Por un lado,
la memoria virtual del ordenador puede ser insuficiente para almacenar las matrices que
surgen al resolver las ecuaciones dina´micas durante el proceso de modelacio´n. Por otro
lado, si la discretizacio´n espacio-temporal es muy fina, su ejecucio´n computacional puede
ser muy lenta, imposibilitando su utilizacio´n en aplicaciones pra´cticas. Estas dificultades
se hacen ma´s evidentes cuando se requiere cuantificar el intercambio de agua con masas
superficiales conectadas con el acu´ıfero o cuando e´ste es un elemento contenido dentro de
un sistema de mayor taman˜o. Es ma´s, la falta de velocidad en la ejecucio´n de un modelo
nume´rico hidrogeolo´gico es un problema cr´ıtico cuando e´ste debe ser ejecutado repetida-
mente o se dispone de muchos submodelos que se ejecutan simulta´neamente. Resulta claro
que debe definirse un taman˜o para que la ejecucio´n de dicho modelo sea eficiente, de acuer-
do con los recursos existentes de almacenamiento virtual y velocidad de procesamiento del
ordenador. Aparentemente, la ventaja de representar ma´s detalladamente el acu´ıfero, dado
que se dispone de grandes cantidades de datos, se convierte en una desventaja al momento
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optimizacio´n, simulacio´n estoca´stica para cuantificar la incertidumbre de sus variables de
estado o para establecer estrategias o´ptimas de uso conjunto. Una forma efectiva de su-
perar estos inconvenientes es aplicar te´cnicas matema´ticas para la reduccio´n del taman˜o
de los modelos nume´ricos de flujo y transporte en el acu´ıfero. Desde esta perspectiva, se
sacrifica algo de precisio´n en los resultados obtenidos con los modelos para lograr que su
solucio´n nume´rica sea simple y su ejecucio´n computacional sea veloz.
Los sistemas de recursos h´ıdricos que implementan estrategias de uso conjunto pueden
ser de gran taman˜o y estar compuestos por varios acu´ıferos, muchos embalses y diferentes
tipos de estructuras de captacio´n y explotacio´n. Dichos elementos se encuentran interco-
nectados, formando una red de flujo que debe operarse y/o simularse o´ptimamente. Las
te´cnicas existentes para incorporar modelos de acu´ıferos en modelos de sistemas de apro-
vechamiento h´ıdrico son, en esencia, iterativas. De ah´ı que, durante el procedimiento de
optimizacio´n, el modelo de flujo de un acu´ıfero debe ser ejecutado repetidamente hasta lo-
grar convergencia en las diferentes variables de decisio´n, por lo que se desea que el tiempo
de co´mputo de dicho modelo sea lo ma´s corto posible. Adema´s, dado que las estrategias
de operacio´n de cada acu´ıfero y/o embalse son diferentes, se plantean un gran nu´mero de
restricciones que hacen compleja la resolucio´n nume´rica de dicho problema de optimiza-
cio´n. As´ı, el objetivo de reducir un modelo de flujo subterra´neo es construir un esquema
matema´tico de mı´nima complejidad que se aproxime lo mejor posible al modelo original,
imponiendo a priori una cota de error ma´ximo permisible de aproximacio´n. Este esque-
ma simplificado se usa posteriormente para llevar a cabo la simulacio´n, con la ventaja de
que el sistema original se encuentra bien representado a poco costo computacional. Una
implementacio´n exitosa del anterior procedimiento ha sido desarrollada para el modelo de
simulacio´n SIMGES del sistema de apoyo a la decisio´n AQUATOOL (Andreu et al., 1996), que
usa un proceso iterativo de optimizacio´n del flujo en redes en el cual se ejecuta repeti-
damente el me´todo de los autovalores (Sahuquillo, 1983a) para incluir expl´ıcitamente el
ca´lculo de las relaciones r´ıo-acu´ıfero en la modelacio´n del uso conjunto.
En esta tesis se discute principalmente acerca del uso de te´cnicas de reduccio´n de
sistemas dina´micos aplicadas a modelos nume´ricos de flujo del agua subterra´nea. La mo-
tivacio´n principal es explorar, adaptar matema´ticamente e implementar algunas de dichas
te´cnicas con el fin de simular eficientemente la interaccio´n entre el r´ıo y el acu´ıfero en
sistemas hidrogeolo´gicos complejos, irregulares y heteroge´neos. Adema´s, en el contexto de
la modelacio´n de sistemas de aprovechamiento de recursos h´ıdricos, dichos modelos redu-
cidos se usan para estudiar la influencia de la explotacio´n subterra´nea en el cambio del
comportamiento de las variables del acu´ıfero, ya sean alturas piezome´tricas, volu´menes de
agua almacenados, flujos internos e intercambio de agua con masas superficiales.
1.1. Las relaciones r´ıo-acu´ıfero
Segu´n su relacio´n con un acu´ıfero, un r´ıo puede ser ganador, perdedor y/o ef´ımero (ver
figura 1.1). Un r´ıo se dice ganador cuando existe un flujo de agua desde el acu´ıfero hacia e´l,
como se presenta en la figura 1.1, esquema superior. Esto es habitual en zonas templadas
hu´medas y se genera debido a que los niveles piezome´tricos esta´n por encima del nivel
de agua del r´ıo. Las salidas hacia los r´ıos ganadores conectados con el acu´ıfero son una
de las componentes de la escorrent´ıa de una cuenca y mantiene el flujo del r´ıo durante
una sequ´ıa prolongada o, particularmente, en una estacio´n seca. Dicha componente se
conoce como flujo base y se define como la parte del caudal fluyendo por el r´ıo que es
aportada directamente desde el acu´ıfero. En e´pocas de agotamiento, asumiendo que el
acu´ıfero esta´ rodeado por barreras impermeables y no existe aprovechamiento, el caudal
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Figura 1.1. Relaciones r´ıo-acu´ıfero. Arriba: r´ıo ganador conectado. Centro: r´ıo perdedor co-
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base es la u´nica componente de salida del acu´ıfero (Hall, 1968; Singh, 1968; WMO, 1974;
Brutsaert y Nieber, 1977; Zecharias y Brutsaert, 1988; Tallaksen, 1995; Smakhtin, 2001).
Un feno´meno que tambie´n se debe tener en cuenta en el esquema de r´ıo ganador es el
almacenamiento en las riberas. E´ste sucede cuando se presenta una crecida en la cual
el calado del r´ıo aumenta ra´pidamente, generando una infiltracio´n desde el r´ıo hacia el
acu´ıfero. Una vez desaparecen los efectos de respuesta ra´pida, la mayor parte del agua
recargada en ese proceso permanece durante un tiempo limitado en el acu´ıfero, que puede
ser del orden de semanas o meses, antes del volver al r´ıo (Sahuquillo y Cassiraga, 2010b).
Un r´ıo perdedor alimenta al acu´ıfero pudiendo estar o no hidra´ulicamente conectado
con e´l, como se muestra en los esquemas central e inferior de la figura 1.1. Esta situacio´n
es t´ıpica en zonas a´ridas, donde la recarga es pequen˜a, pero tambie´n puede ocurrir en
acu´ıferos muy permeables aunque la recarga sea importante. Adema´s, un r´ıo ganador puede
recibir menos agua de un acu´ıfero sometido a explotacio´n, llegando incluso a convertirse en
perdedor. As´ı pues, cuando las alturas piezome´tricas del acu´ıfero en la regio´n de interaccio´n
caen por debajo del nivel del lecho del r´ıo, e´stos se encuentran desconectados. En este
caso, el caudal de pe´rdida del r´ıo esta´ controlado por la altura de agua en el r´ıo y por
la conductividad hidra´ulica y el espesor de su lecho, mientras que el tiempo de viaje del
agua hacia el acu´ıfero depende del grado de saturacio´n en la zona de transicio´n entre el
lecho del r´ıo y el nivel frea´tico. El feno´meno anterior se conoce popularmente como efecto
ducha (Sahuquillo y Cassiraga, 2010b).
Por u´ltimo, un r´ıo ef´ımero es aquel que fluye u´nicamente como respuesta a lluvias
intensas. La existencia de este tipo de r´ıos es frecuente en regiones a´ridas y semia´ridas,
donde los niveles del acu´ıfero se encuentran muy por debajo del lecho del r´ıo a causa
de la poca recarga. Sin embargo, aguas abajo de la cuenca, el acu´ıfero puede alimentar
humedales y marismas salinas o fluir hacia el mar o un lago.
1.2. La utilizacio´n conjunta
La carencia o disponibilidad del agua condiciona importantes aspectos de una sociedad.
Influye en la calidad de vida de los individuos que la componen, repercutiendo en la
disminucio´n o el aumento de los niveles de salud y la sensacio´n de bienestar. De la misma
forma, puede acelerar o frenar el crecimiento de su economı´a puesto que las dina´micas de
produccio´n en los sectores agrario, industrial y energe´tico esta´n fuertemente condicionadas
por las pol´ıticas de asignacio´n del agua. En la actualidad, el incremento de la poblacio´n y
la necesidad de cubrir sus servicios ba´sicos de consumo, la preservacio´n de las condiciones
medio-ambientales de los ecosistemas, la creciente degradacio´n de la calidad de las fuentes
de agua superficiales y las incertidumbres impuestas por el cambio clima´tico sobre la
disponibilidad h´ıdrica, entre otros, son factores que han generado que la presio´n ejercida
sobre la disponibilidad del recurso h´ıdrico se haya incrementado considerablemente.
Estos factores pueden alcanzar condiciones cr´ıticas en regiones donde la disponibilidad
natural de agua superficial y/o su regulacio´n es limitada, de forma que no alcanza a atender
efectivamente las crecientes demandas. Una alternativa efectiva para abordar la solucio´n
de estos problemas de gestio´n es considerar la utilizacio´n conjunta de aguas superficiales
y subterra´neas (Hall y Dracup, 1970). Mediante este enfoque se propone la integracio´n
de ambas fases del recurso h´ıdrico en el aprovechamiento, teniendo en cuenta su relacio´n
mutua y los efectos conjuntos producidos por los cambios en las diferentes feno´menos
del ciclo hidrolo´gico. Al respecto, las variables ma´s importantes del acu´ıfero son: (i) los
flujos internos en regiones de intere´s, (ii) el intercambio de agua en los sitios donde existe
contacto entre las masas de agua superficial y subterra´nea, (iii) los niveles piezome´tricos
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en zonas cr´ıticas, (iv) los calados y caudales en las masas de agua superficial y (v) algunos
indicadores de la calidad del agua (Sahuquillo, 2007; Sahuquillo y Cassiraga, 2010a).
La tendencia actual para los esquemas de uso conjunto es considerar a los acu´ıferos
como componentes de un sistema de recursos h´ıdricos que debe operarse adecuadamen-
te, procurando cumplir diferentes tipos de criterios simulta´neamente. El argumento ma´s
generalizado para la consideracio´n de los acu´ıferos en la gestio´n del agua es que, si e´stos
se incorporan a un sistema de recursos h´ıdricos, se aumentan las alternativas factibles, no
so´lo en nu´mero sino especialmente en su funcionalidad, mejorando las probabilidades de
obtener una mayor eficacia. Esto se debe principalmente a que, desde la perspectiva del
uso conjunto, el acu´ıfero se conceptualiza como un elemento que almacena y distribuye
lentamente el agua hacia otros componentes del sistema h´ıdrico.
En su cara´cter de subsistema de almacenamiento, el acu´ıfero permite la acumulacio´n
de agua que puede ser aprovechada eficientemente y proporciona una regulacio´n natural
del recurso h´ıdrico almacenado. Igualmente, aporta la posibilidad de establecer pol´ıticas
eficientes de recarga artificial en las estaciones hu´medas con el fin de utilizar este agua
para satisfacer las demandas del sistema en las estaciones ma´s secas. Por otro lado, co-
mo subsistema de distribucio´n, el acu´ıfero direcciona el flujo de agua hacia las salidas,
permitiendo la utilizacio´n del recurso subterra´neo en superficies ma´s amplias. Es ma´s,
la inclusio´n de las fuentes subterra´neas de agua en la explotacio´n para aprovechamiento
disminuye la vulnerabilidad del sistema de recursos h´ıdricos, aumentando su eficiencia,
confiabilidad del suministro y resiliencia, disminuyendo la relacio´n coste beneficio de la
explotacio´n (Sahuquillo, 1983c, 1985, 1989a,b, 2000; Rivera et al., 2002).
Si se consideran las interrelaciones entre las aguas superficiales y subterra´neas y la
influencia del aprovechamiento de unas sobre las otras, la utilizacio´n conjunta surge como
una necesidad en las zonas con problemas de suministro de agua (Fowler, 1981; Sahu-
quillo, 1983c). Tambie´n hace posible detectar problemas debidos a la interconexio´n entre
ambos subsistemas que el ana´lisis por separado no resolver´ıa. Por ejemplo, aumentos en la
eficiencia de riego u otros cambios en el uso del suelo pueden ocasionar una disminucio´n
de la recarga del acu´ıfero, generando efectos negativos para la disponibilidad del recurso
h´ıdrico aguas abajo. Tambie´n es factible que las entradas de agua al acu´ıfero aumenten
artificialmente por llenado de embalses, retornos de riego o pe´rdidas en canales, las cuales
pueden llegar a producir elevaciones de los niveles piezome´tricos. Por el contrario, la me-
nor variabilidad temporal de los caudales en un r´ıo generada al construir embalses puede
disminuir la recarga de los acu´ıferos localizados aguas abajo de los tramos donde el r´ıo es
perdedor, dependiendo de como se modifiquen los flujos del r´ıo y las zonas en las que e´ste
pierde. As´ı, el aprovechamiento individual de las aguas superficiales o subterra´neas puede
tener consecuencias funcionales y ambientales importantes como: (i) alterar el flujo y la
calidad qu´ımica de los r´ıos y acu´ıferos, (ii) transformar el cara´cter de los r´ıos de ganadores
a perdedores y viceversa y (iii) ocasionar o aliviar problemas de drenaje o salinizacio´n de
aguas. Al respecto, el uso conjunto puede utilizarse para reforzar los efectos positivos,
o para solucionar o paliar los efectos negativos. Las estimaciones de dichas consecuen-
cias usando un ana´lisis conjunto sera´n diferentes a los resultados obtenidos siguiendo la
consideracio´n simplista de la disminucio´n de caudales derivados para regar (Sahuquillo y
Cassiraga, 2010a).
Pulido-Vela´zquez (2003) afirma que la utilizacio´n coordinada de aguas superficiales y
subterra´neas proporciona ventajas significativas a distintos niveles, tanto en te´rminos de
mejorar la calidad del suministro y su distribucio´n temporal, como en el aumento de la
calidad del agua a un menor coste y en los resultados econo´micos globales de la explota-
cio´n y expansio´n del sistema. Adema´s, la implementacio´n de esquemas de uso conjunto
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puede considerarse como una opcio´n segura para mitigar los efectos de las sequ´ıas sobre la
confiabilidad del sistema, puesto que la variabilidad espacio-temporal de los caudales en el
r´ıo es mucho mayor que la de los flujos del acu´ıfero. Con lo anterior se asegura que la res-
puesta del sistema sea robusta con respecto al incremento de la demanda o la disminucio´n
de la oferta superficial, puesto que se dispone de una cantidad firme de agua dada por el
almacenamiento efectivo del acu´ıfero (Sahuquillo, 2000; Sahuquillo y Cassiraga, 2010b).
En sistemas en los que se utilizan conjuntamente las aguas superficiales y los acu´ıfe-
ros es necesario determinar la variabilidad temporal de las aportaciones de los r´ıos en
los embalses existentes o potenciales, y en los puntos de posibles tomas o derivaciones.
Tambie´n es necesario conocer la respuesta de los acu´ıferos ante las acciones exteriores
entre las que se encuentran: (i) los bombeos de extraccio´n para los diferentes usos del
agua, (ii) la recarga natural en respuesta al re´gimen clima´tico y (iii) la recarga artificial
impuesta por la metodolog´ıa adoptada de uso conjunto. Asimismo, se debe determinar
la variabilidad espacio-temporal de los caudales de intercambio entre las aguas superfi-
ciales y subterra´neas producida por la implementacio´n de diferentes alternativas de uso
conjunto. Al respecto, en algunos casos so´lo interesa conocer los intercambios de agua de
los acu´ıferos con los r´ıos, zonas hu´medas o el mar, pero en la mayor´ıa tambie´n convie-
ne conocer la variacio´n piezome´trica en algunas zonas del acu´ıfero a lo largo de todo el
horizonte de planificacio´n. As´ı, un sistema de utilizacio´n conjunta de recursos h´ıdricos,
concebido y ampliado dina´micamente, desarrollado y operado con las particularidades de
la demanda de agua y variabilidad hidrolo´gica, requiere del ana´lisis de ma´s alternativas y
de una tecnolog´ıa ma´s depurada (Sahuquillo y Cassiraga, 2010a).
1.3. La modelacio´n de la interaccio´n r´ıo-acu´ıfero para
fines de aprovechamiento
La variabilidad espacio-temporal de los feno´menos relacionados con el ciclo del agua
se manifiesta en diferentes escalas espaciales y temporales y, a pesar de que no puede ser
descrita de manera exacta, es representable mediante un modelo matema´tico que incorpo-
re la estimacio´n o prediccio´n de variables de estado del sistema a partir de otras variables
con las que se encuentra f´ısicamente relacionada. Esta relacio´n se describe mediante el uso
de una ecuacio´n diferencial que, en s´ı misma, constituye el modelo matema´tico asociado al
feno´meno que se esta´ caracterizando. En el caso particular del agua subterra´nea, dicho mo-
delo viene dado por una solucio´n de la ecuacio´n diferencial de continuidad para el flujo de
agua en medio poroso saturado, obtenida mediante algu´n me´todo anal´ıtico, semi-anal´ıtico
o por aproximacio´n nume´rica. Cuando se desea cuantificar la interaccio´n entre el r´ıo y el
acu´ıfero, el modelo viene dado por una ecuacio´n que relaciona el caudal suministrado al
r´ıo por el acu´ıfero en funcio´n de su volumen almacenado o de sus niveles piezome´tricos.
Las soluciones propuestas para considerar la relacio´n entre el r´ıo y el acu´ıfero var´ıan de
acuerdo con el uso que se desea hacer de ellas. Por ejemplo, el modelo usado para realizar
un ana´lisis de las curvas de agotamiento de un r´ıo puede llegar a ser mucho ma´s simple que
un modelo detallado para representar el almacenamiento de ribera en una zona particular
del r´ıo.
En muchas ocasiones, es imprescindible considerar la utilizacio´n conjunta de aguas
superficiales y subterra´neas en modelos disen˜ados para otros propo´sitos. Un ejemplo de
ello, analizado en detalle por Kendy y Bredehoeft (2006), es el efecto sobre los caudales
de un r´ıo producido por los retornos de riego. El caudal base llega a superar los caudales
naturales de forma importante y persistente, y los hidro´logos, los gestores del agua e
i
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incluso los usuarios llegan a considerarlos naturales. Este ejemplo muestra que la unicidad
del ciclo hidrolo´gico obliga al tratamiento simulta´neo de las fases superficial y subterra´nea
del mismo (Winter et al., 1998). Esta unicidad es clave para estudios hidrolo´gicos que
buscan dividir las distintas componentes de la escorrent´ıa a la salida de la cuenca en
per´ıodos de agotamiento (Smakhtin et al., 1998; Lamb y Beven, 1997). Por consiguiente,
los modelos de simulacio´n del uso conjunto deben ser capaces de reproducir los caudales de
los r´ıos y canales, los niveles piezome´tricos en los acu´ıferos y las transferencias de caudal
entre los r´ıos y los acu´ıferos, estando dirigidos a la satisfaccio´n de las demandas de agua
y debiendo cumplir las restricciones f´ısicas y ecolo´gico-ambientales.
Al respecto, en muchos estudios cla´sicos se han utilizado los denominados modelos
globales o agregados, que tratan al acu´ıfero como si fuese una entidad, cuya entrada por
recarga de lluvia y salidas por bombeo y/o interaccio´n con el r´ıo han sido agregadas. Este
tipo de modelos no tienen en cuenta la distribucio´n espacial de las acciones exteriores ac-
tuando sobre el acu´ıfero ni tampoco la variabilidad espacial de sus para´metros hidra´ulicos.
Con frecuencia esta simplificacio´n se usa en niveles jera´rquicos ma´s elevados en los que se
pueden aplicar me´todos de optimizacio´n (Haimes, 1977). Por el contrario, los modelos de
para´metros distribuidos consideran la variacio´n espacial y temporal de: (i) la recarga y las
entradas por conexio´n del acu´ıfero con unidades geolo´gicas adyacentes, (ii) los para´metros
hidra´ulicos del acu´ıfero, (iii) las extracciones de agua y (iv) las salidas arrojadas por el
modelo, en especial las alturas piezome´tricas y el caudal de intercambio entre el r´ıo y el
acu´ıfero. La simulacio´n de una gran cantidad de alternativas de operacio´n de los acu´ıferos
presenta problemas de tiempo de ca´lculo cuando se requiere considerar con precisio´n la
variabilidad de los feno´menos, representables u´nicamente mediante modelos de diferencias
finitas o elementos finitos. Una opcio´n eficiente para superar este inconveniente, cuando se
desea modelar adecuada y eficientemente la interaccio´n r´ıo-acu´ıfero en sistemas de gestio´n
de recursos h´ıdricos, es la aplicacio´n de me´todos de reduccio´n sobre el modelo nume´rico.
1.4. Propo´sitos y alcances
En el marco de las soluciones nume´ricas de la EDP del flujo de agua subterra´nea para
la modelacio´n de las relaciones r´ıo-acu´ıfero, el objetivo principal de esta investigacio´n es
proponer me´todos para reducir el orden del modelo. En otras palabras, se desea repre-
sentar adecuadamente las relaciones r´ıo-acu´ıfero y las alturas piezome´tricas en algunas
localizaciones importantes del acu´ıfero de la forma ma´s eficiente desde un punto de vista
computacional, minimizando tanto el tiempo de co´mputo de las simulaciones transito-
rias como el espacio virtual requerido en el ordenador. Con el propo´sito de alcanzar este
objetivo principal, se proponen los siguientes objetivos espec´ıficos:
(i) Revisar la bibliograf´ıa en relacio´n a te´cnicas de reduccio´n de SLIT.
(ii) Desarrollar un co´digo que resuelva la EDP del flujo subterra´neo por el me´todo de
los autovalores y que calcule eficientemente la interaccio´n r´ıo-acu´ıfero.
(iii) Programar algoritmos eficientes para calcular los autovalores y autovectores asocia-
dos con la discretizacio´n espacial de la EDP del flujo a utilizar en la simulacio´n por
el me´todo de los autovalores.
(iv) Explorar y proponer metodolog´ıas para reducir el taman˜o de los modelos de flujo
subterra´neo resueltos por el me´todo de los autovalores.
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(v) Implementar otros me´todos de reduccio´n en la solucio´n de la EDP del flujo del agua
subterra´nea, proponiendo modificaciones para calcular eficientemente las relaciones
r´ıo-acu´ıfero y otras variables de respuesta del acu´ıfero.
(vi) Aplicar los me´todos de reduccio´n implementados en acu´ıferos sinte´ticos heteroge´neos
con geometr´ıa irregular, realizar un ana´lisis comparativo de su funcionamiento compu-
tacional y evaluar la representatividad de las variables de respuesta ma´s comu´nmente
usadas en la gestio´n del uso conjunto.
1.5. Organizacio´n del documento
Este documento se ha organizado como se describe a continuacio´n. Despue´s de esta
introduccio´n (cap´ıtulo 1), en el cap´ıtulo 2 se presenta la discusio´n acerca de las caracter´ısti-
cas generales de los SLIT. Inicialmente, se presenta una revisio´n bibliogra´fica acerca de la
modelacio´n de la interaccio´n r´ıo-acu´ıfero para el ana´lisis del uso conjunto en sistemas de
aprovechamiento hidra´ulicos. Seguidamente, se discute en detalle acerca de las te´cnicas de
reduccio´n de modelos nume´ricos aplicada a la solucio´n de problemas hidrogeolo´gicos. Por
u´ltimo, se propone un esquema del principio de superposicio´n que permite la simulacio´n
transitoria eficiente del flujo subterra´neo mediante me´todos de reduccio´n. Igualmente, se
plantean los sistemas de EDO lineales a reducir junto con expresiones para el ca´lculo
eficiente de las variables de estado cr´ıticas del acu´ıfero analizado.
En el cap´ıtulo 3 se presenta la reduccio´n anal´ıtica de modelos de flujo para sistemas
hidrogeolo´gicos lineales en base a la representacio´n de la solucio´n mediante series de Fou-
rier, analizando las propiedades espacio-temporales de dicha solucio´n para el caso de un
acu´ıfero rectangular sometido a acciones exteriores distribuidas y concentradas, las cuales
se utilizan como referencia para desarrollos nume´ricos en los cap´ıtulos posteriores.
En el cap´ıtulo 4 se presenta el me´todo de los autovalores como una alternativa eficiente
de reduccio´n modal de modelos de flujo subterra´neo y se discuten algunas de sus carac-
ter´ısticas nume´ricas, las cuales se pueden aprovechar para plantear modelos reducidos con
el menor taman˜o posible.
En el cap´ıtulo 5 se explora el me´todo de los autovalores como una herramienta para
el ana´lisis de las curvas de agotamiento en r´ıos ganadores en condiciones naturales, para
lo cual se analiza el flujo en un acu´ıfero lineal irregular conectado con una red de drenaje
sinuosa.
En el cap´ıtulo 6 se propone un esquema de reduccio´n modal para modelos lineales de
flujo subterra´neo que consiste en una extensio´n del me´todo de los autovalores mediante
la compresio´n y seleccio´n de los modos efectivos del problema. Se discute ampliamente
acerca de la manera ma´s eficiente de generar los modos usados en la simulacio´n transitoria
reducida. La metodolog´ıa propuesta se aplica al caso de acu´ıfero rectangular de referencia
y a un caso sinte´tico heteroge´neo de geometr´ıa regular sometido a acciones exteriores
sencillas.
En el cap´ıtulo 7 se presenta un marco conceptual para la reduccio´n de modelos de
flujo subterra´neo utilizando los subespacios de Krylov. El me´todo desarrollado permite
considerar eficientemente muchas acciones exteriores actuando simulta´neamente sobre el
acu´ıfero. Asimismo, el me´todo de reduccio´n en subespacios de Krylov se aplica sobre el
caso de referencia y sobre el mismo acu´ıfero heteroge´neo sencillo analizado en el cap´ıtulo 6.
En el cap´ıtulo 8 se presenta una aplicacio´n de los algoritmos propuestos para analizar
de forma reducida el flujo subterra´neo en un acu´ıfero heteroge´neo, de geometr´ıa irregular,
que se encuentra sometido a muchas acciones exteriores distribuidas en el espacio. Se
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presenta un ana´lisis comparativo de la eficiencia en la reduccio´n del modelo por parte
de dichos algoritmos, con respecto a la variacio´n de las condiciones en las relaciones r´ıo
acu´ıfero. Igualmente, se discute acerca de las implicaciones para el ca´lculo de las diferentes
variables de estado del acu´ıfero. Los resultados obtenidos se contrastan, desde el punto de
vista de la eficiencia, con las soluciones cla´sicas que integran temporalmente la EDP de
flujo subterra´neo mediante la diferencias finitas.
Finalmente, en el cap´ıtulo 9 se presentan las conclusiones obtenidas durante la inves-
tigacio´n y las futuras l´ıneas de trabajo.
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lineales invariantes en el tiempo
2.1. Introduccio´n
A pesar de que la mayor´ıa de los sistemas f´ısicos son no lineales, en la pra´ctica suelen
aproximarse mediante el planteamiento de modelos lineales. La ventaja de ello es que la
teor´ıa de sistemas lineales proporciona soluciones sencillas y aplicables en muchos campos
de la ingenier´ıa. La EDP del flujo de agua subterra´nea es lineal cuando se trata de acu´ıferos
confinados o semi-confinados. Au´n as´ı, el comportamiento de muchos acu´ıferos libres se
puede aproximar usando te´cnicas de linealizacio´n sin que el error cometido sea significativo,
cuando la variacio´n relativa del espesor saturado del acu´ıfero es pequen˜a con respecto al
espesor del acu´ıfero.
Un sistema hidrogeolo´gico es invariante cuando es posible considerar que los para´me-
tros del acu´ıfero y sus condiciones de contorno no se modifican en el tiempo. En la pra´ctica,
dicha hipo´tesis puede violarse puesto que los caudales superficiales fluyendo en los cana-
les de la red de drenaje permanentemente conectada con el acu´ıfero son muy variables.
Dependiendo de la configuracio´n geomorfolo´gica de la red de drenaje, esto puede ocasio-
nar variaciones importantes de los calados de los r´ıos, los cuales influyen en las relaciones
r´ıo-acu´ıfero, lo que a su vez afecta la dina´mica de flujo subterra´neo. Igualmente, cuando
existe explotacio´n subterra´nea intensiva, la superficie piezome´trica puede descender has-
ta desconectarse del r´ıo, invalidando incluso la asuncio´n de linealidad de las condiciones
de contorno. Au´n as´ı, es posible plantear esquemas de ca´lculo iterativos para considerar
las condiciones de contorno no lineales y variables en el tiempo sin modificar la asuncio´n
de linealidad, de forma que no se afecte drama´ticamente la eficiencia de co´mputo en las
simulaciones.
En este cap´ıtulo se propone un esquema conceptual unificado para el tratamiento ma-
tema´tico de sistemas hidrogeolo´gicos lineales. Se repasan los conceptos de sistema, lineali-
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las relaciones r´ıo-acu´ıfero en la utilizacio´n conjunta de aguas superficiales y subterra´neas.
Adema´s, se presenta una revisio´n acerca de los me´todos de reduccio´n de SLIT aplicados
a la resolucio´n de modelos hidrogeolo´gicos. A continuacio´n se enuncian las condiciones
necesarias para conceptualizar un acu´ıfero como un SLIT. Seguidamente, se describen
las formas generales de las condiciones inicial y de contorno que no violan la asuncio´n
de linealidad. Posteriormente, se propone un esquema conceptual general del principio de
superposicio´n con el fin de lograr una reduccio´n eficiente de modelos de flujo de acu´ıferos
lineales. Igualmente, se plantea la ecuacio´n matricial-diferencial para la simulacio´n del flu-
jo subterra´neo en acu´ıferos lineales, formulada como un sistema dina´mico, y se presenta
un esquema general de ca´lculo de las variables de respuesta del acu´ıfero cuando se usan
esquemas de reduccio´n por proyeccio´n. Finalmente, se revisan esquemas conceptuales para
detectar y corregir la aparicio´n de condiciones de contorno no lineales en modelos de flujo
subterra´neo lineales.
2.2. Sistemas lineales, superposicio´n y reduccio´n
Los feno´menos que subyacen al ciclo hidrolo´gico son extremadamente complejos y ma-
nifiestan una alta variabilidad espacio-temporal a diferentes escalas. Por ello, su compor-
tamiento suele estudiarse de forma simplificada usando el concepto de sistema. Un sistema
se define como una coleccio´n de componentes interconectados, que forman un todo y que
pueden ser analizados separadamente para luego combinar los resultados y conocer su es-
tado global, sobre los que existen una serie de acciones exteriores o excitaciones y una serie
de respuestas o efectos. En general, se desea conocer como se comporta el sistema ante esta
serie de excitaciones. La propiedad fundamental de los sistemas es la causalidad, es decir,
cualquier modificacio´n en e´stos sera´ debida a excitaciones previas, por lo cual existe una
relacio´n causa-efecto (Antoulas, 2005). En este sentido, y de acuerdo con la teor´ıa cla´sica
de sistemas (Martins de Carvalho, 1993; Arrowsmith, 1998; Brin y Stuck, 2002; Ferna´ndez
et al., 2003; Mat´ıa y Jime´nez, 2003), entre las variables que relacionan al sistema con su
entorno, se puede distinguir un grupo que sirven de excitacio´n, denominadas variables de
entrada, u(t), y otras que sufren el efecto de las excitaciones, denominadas variables de sa-
lida, y(t). Igualmente, existen otras variables que caracterizan el comportamiento interno
del sistema como respuesta a las excitaciones, denominadas variables de estado, x(t). Esto
quiere decir que el sistema Σ actu´a como un operador que transforma las entradas en las
salidas y se caracteriza por sus variables de estado. La forma ma´s habitual de representar









Figura 2.1. Esquema de un sistema.
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2.2.1. Descripcio´n matema´tica de un sistema
La modelacio´n matema´tica es el proceso por el cual se describe el comportamiento de
un feno´meno natural o artificial mediante un conjunto de ecuaciones, en funcio´n de sus
variables de entrada y sus estados. Inicialmente, como paso previo a la modelacio´n pro-
piamente dicha, se identifica el dominio espacio-temporal del sistema f´ısico y se recopilan
las mediciones de las variables de intere´s. Posteriormente, durante la fase de modelacio´n
conceptual, se deriva un conjunto de Ecuaciones Diferenciales Ordinarias (EDO) o Ecua-
ciones en Derivadas Parciales (EDP) que describen matema´ticamente las caracter´ısticas
principales del sistema, junto con unas condiciones iniciales y de contorno que hacen po-
sible obtener una solucio´n del modelo matema´tico planteado. En gran parte de los casos
pra´cticos, la resolucio´n de las EDP se ejecuta nume´ricamente, para lo cual se discreti-
zan los te´rminos correspondientes a las derivadas parciales de las variables de estado con
respecto a las coordenadas espaciales. Esto conduce al planteamiento de un conjunto de
EDO que debe resolverse eficientemente para realizar la simulacio´n del sistema.
En este contexto, la reduccio´n de un modelo consiste en desarrollar un sistema equiva-
lente Σˆ que disminuye apropiadamente el nu´mero de EDO asociadas al modelo original.
Por consiguiente, el sistema reducido Σˆ se usa para efectuar la simulacio´n y, posiblemente,
el control eficiente del sistema original Σ. El concepto de sistema se formaliza establecien-
do un dominio temporal, por simplicidad se asume que e´ste corresponde al conjunto de
los nu´meros reales R. Igualmente, se asume que el comportamiento de Σ se representa





x(t) = f (x(t),u(t))
y(t) = g (x(t),u(t))
(2.1)
donde el vector u(t) contiene las variables de entrada, el vector x(t) contiene las variables
internas o de estado y el vector y(t) contiene las variables de salida del sistema. Igual-
mente, h(x(t),u(t)), f(x(t),u(t)) y g(x(t),u(t)) son funciones vectoriales con dimensiones
apropiadas que var´ıan con respecto a las variables de entrada e internas del sistema.
2.2.2. Clasificacio´n de los sistemas
Desde el punto de vista temporal, un sistema puede ser esta´tico o dina´mico. Es esta´tico
cuando la relacio´n entre las entradas y las salidas es de la forma y(t) = f (u(t)), es decir,
cada una de las salidas yj(t) en un instante dependen u´nicamente del valor de las entradas
ui(t) en ese mismo instante, para i = 1, 2, ...,m y j = 1, 2, ..., p, donde m es el nu´mero de
variables de entrada del sistema y p es el nu´mero de variables de salida. Por el contrario,
el sistema es dina´mico cuando el valor de la salida en un instante t, depende de los valores
de la entrada no so´lo en el instante actual t sino tambie´n en instantes anteriores, esto es
y(t) = f (u(τ)) , ∀ τ 6 t.
Teniendo en cuenta la relacio´n existente entre las entradas y las salidas, un sistema
puede ser lineal o no lineal. El sistema presentado en (2.1) sera´ lineal si la relacio´n entre
las variables de entrada y las de salida es lineal pero puede ser no lineal si dicha relacio´n
es no lineal.
Por u´ltimo, considerando sistemas lineales, e´stos se pueden clasificar en variantes e





x(t) = A(t)x(t) + B(t)u(t)
y(t) = C(t)x(t) + D(t)u(t)
i
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donde A(t), S(t) ∈ Rn×n son matrices de estados, B(t) ∈ Rn×p es la matriz de entradas,
C(t) ∈ Rm×n es la matriz de salidas y D(t) ∈ Rm×p es la matriz de transmisio´n directa,
todas variando con el tiempo. Por el contrario, los sistemas invariantes en el tiempo o
estacionarios son aquellos cuyas caracter´ısticas no se modifican con el tiempo; es decir,
ante unas entradas u(t), el sistema produce unas salidas y(t) y bajo las mismas condiciones,
ante unas entradas u(t+ τ), el mismo sistema produce unas salidas y(t+ τ), siendo τ un
incremento de tiempo. Dicho sistema lineal y estacionario se denomina Sistema Lineal





x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
(2.2)
donde se aprecia que las matrices del sistema ahora no dependen del tiempo.
2.2.3. El principio de superposicio´n
Los SLIT se caracterizan por cumplir el principio de superposicio´n o aditividad lineal,
el cual puede definirse como sigue, segu´n Doodge (1973). Sea un sistema con una entrada
o accio´n exterior ui(t) que produce una salida o efecto yi(t) en un per´ıodo de tiempo t,
expresado de la forma ui(t) → yi(t). Para el caso de superponer dos sistemas, definiendo
que i = 1, 2, se tiene que u1(t) → y1(t) y u2(t) → y2(t), esto es, la accio´n 1 produce
un efecto 1 y la accio´n 2 produce un efecto 2. Si el sistema tratado es lineal, se cumple
que c1u1(t) + c2u2(t)→ c1y1(t) + c2y2(t), donde c1 y c2 son constantes. En general, para







de donde se concluye que los efectos producidos por causas diferentes en el sistema no son
dependientes entre s´ı. Para efectos pra´cticos, la linealidad es una propiedad que interesa de
cara a poder aplicar la superposicio´n, puesto que permite separar el ca´lculo de las diferentes
acciones actuando sobre el sistema. En consecuencia, en la mayor´ıa de los problemas de
simulacio´n de SLIT se consigue una importante reduccio´n del trabajo de modelacio´n.
En este orden de ideas, el ciclo hidrolo´gico puede ser estudiado recurriendo al concepto
de sistema. Al respecto, un SLIT hidrolo´gico se define como una estructura o volumen
en el espacio, rodeada por una frontera, que acepta agua y otras entradas, opera en ellas
internamente y produce unas salidas (Chow et al., 1976). Por ejemplo, el proceso de flujo de
agua subterra´nea a trave´s de un acu´ıfero puede ser analizado como un sistema hidrolo´gico,
segu´n el marco conceptual presentado en Sahuquillo y Cassiraga (2010c).
2.2.4. Esquema general para la reduccio´n de modelos
El planteamiento general de un problema de reduccio´n del orden de un modelo se
enuncia de la siguiente manera. Dado un sistema generalizado Σ con variable de entrada
u(t), variable de estado x(t) y variable de salida y(t), encontrar un sistema generalizado
aproximado Σˆ, con variable de entrada u(t), variable de salida y(t) y variable de estado
reducida xˆ(t). Este sistema aproximado tiene un taman˜o mucho menor que el sistema
original y se conoce como modelo reducido. En la figura 2.2 se presenta un esquema
del procedimiento general de reduccio´n de modelos donde, por simplicidad de notacio´n y
asumiendo que S es invertible, se define que As = S
−1A y Bs = S−1B.
i
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Figura 2.2. Esquema general para la reduccio´n de un SLIT. Adaptada de Antoulas (2005).















donde k  n. Ahora bien, es oportuno aclarar que el procedimiento para construir ma-
tema´ticamente el sistema reducido debe cumplir tres condiciones (Antoulas, 2005): (i) se
preserva la estabilidad y la pasividad del sistema, (ii) el procedimiento es eficiente compu-
tacionalmente y (iii) el error de aproximacio´n del nuevo sistema es pequen˜o y acotado.
Para lograr lo anterior, las te´cnicas de reduccio´n operan en dos pasos. Primero, se realiza
un cambio de base sobre la variable de estado, el cual se expresa como x¯(t) = Tx(t), donde
las columnas de la matriz T ∈ Rn×n contienen los vectores generadores del espacio n-
dimensional de proyeccio´n del SLIT. Posteriormente, se configura una particio´n del SLIT












donde xˆ(t) ∈ Rk es el vector de variables de estado a considerar en el truncamiento,
x˜(t) ∈ Rn−k es el vector de variables de estado a despreciar en el truncamiento, V ∈ Rn×k
y W ∈ Rn×k son las componentes del subespacio de proyeccio´n que se mantienen durante
el truncamiento, T1 ∈ Rn×n−k y T2 ∈ Rn×n−k son los componentes del subespacio
de proyeccio´n que se eliminan durante el truncamiento y ∗ denota matriz traspuesta.
Asimismo, se establece que V y W son S-ortonormales, es decir W∗SV = I. Entonces,
reemplazando las anteriores definiciones en la ecuacio´n (2.3) sin considerar los te´rminos












Por u´ltimo, debe aclararse que la ecuacio´n (2.5) representa al modelo reducido. En e´sta
se observa que, al establecer la S-ortonormalidad entre V y W∗, la matriz S desaparece
durante el procedimiento de reduccio´n. Tambie´n debe enfatizarse que las diferencias entre
los me´todos de reduccio´n existentes radican en la forma como se construyen las matrices
de proyeccio´n y el tipo de propiedades del sistema original que conservan en el reducido.
i
i






16 CAPI´TULO 2. SISTEMAS HIDROGEOLO´GICOS LINEALES...
2.3. Modelos lineales cla´sicos para cuantificar la rela-
cio´n r´ıo-acu´ıfero en la utilizacio´n conjunta
2.3.1. Modelos agregados
El modelo agregado ma´s simple para obtener la relacio´n r´ıo-acu´ıfero es el unicelular
(Buras, 1963; Buras y Bear, 1964). En e´ste se considera al acu´ıfero como un tanque que
posee un coeficiente de desagu¨e α [1/T] y cuyas variables de estado son v(t) [L3/T] y Q(t)
[L3/T], las cuales representan el volumen almacenado en el acu´ıfero y la descarga al r´ıo
en el tiempo t, respectivamente. As´ı, asumiendo que se simula en per´ıodos temporales de
igual duracio´n 4t [T], las variables de estado del acu´ıfero se evalu´an como sigue:




Q(t) = Q(t− 1)e−α∆t +R(τ) (1− e−α∆t) (2.7)
siendo R(τ) la intensidad de las acciones exteriores agregadas sobre el acu´ıfero durante el
intervalo τ(t− 1, t). Las principales ventajas del modelo unicelular son: (i) no es necesario
almacenar las acciones exteriores anteriores dado que el comportamiento del acu´ıfero de-
pende expl´ıcitamente de v(t) y Q(t), (ii) puede usarse el principio de superposicio´n para
actualizar las variables de estado y para cuantificar la influencia de las acciones exteriores
durante cada intervalo del horizonte de simulacio´n. Por otra parte, su mayor desventaja
es que representa una simplificacio´n importante del comportamiento del acu´ıfero que, en
muchos casos, puede estar alejada de la realidad al no tener en cuenta la distribucio´n
espacial de las propiedades hidrodina´micas del mismo, condiciones de contorno y las ac-
ciones exteriores que se encuentran actuando sobre e´ste (Sahuquillo y Cassiraga, 2010c).
Existe software especializado en la gestio´n conjunta de recursos h´ıdricos en los cuales se
implementa el modelo unicelular como una alternativa para representar la componente
subterra´nea, entre los que cabe mencionar a HEC-5 (USACE, 1989), SIMGES de AQUATOOL
(Andreu et al., 1996), MIKE-BASIN (DHI, 2003) e IRAS (Loucks, 2002).
2.3.2. Modelos distribuidos anal´ıticos
Theis (1941) y posteriormente Glover y Balmer (1945), proponen un modelo anal´ıtico
para el caso de r´ıo con conexio´n perfecta y totalmente penetrante en un acu´ıfero ho-
moge´neo, iso´tropo y semi-infinito. Este modelo asume que las propiedades del acu´ıfero son
invariantes en el tiempo e independientes de las fluctuaciones del nivel saturado, con lo
cual se supone comportamiento lineal y es aplicable el principio de superposicio´n. Parti-
cularmente, el modelo de Glover y Balmer (1945) determina la detraccio´n al r´ıo causada
por un bombeo constante como funcio´n de la distancia entre el pozo y el r´ıo, el tiempo
de bombeo y las propiedades hidrodina´micas del acu´ıfero. Al respecto, diferentes autores
implementan modelos nume´ricos para evaluar las estimaciones de la ecuacio´n de Glover y
Balmer; sus resultados demuestran que e´sta tiende a sobreestimar los efectos de la dismi-
nucio´n del caudal en el r´ıo cuando e´ste se encuentra conectado parcialmente con el acu´ıfero
(Spalding y Khaleel, 1991; Sophocleus et al., 1995; Pulido-Vela´zquez et al., 2005).
Hantush (1965) incorpora el efecto de la conexio´n imperfecta r´ıo-acu´ıfero debido a una
capa vertical semipermeable en la solucio´n anal´ıtica para acu´ıfero semi-infinito, sugiriendo
que puede usarse una distancia efectiva entre el r´ıo y el pozo para considerar el efecto de la
penetracio´n parcial del r´ıo. Esta solucio´n fue modificada por Hunt (1999) para considerar
un lecho de r´ıo ligeramente penetrante y colmatado en el caso de acu´ıfero infinito. La
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solucio´n anal´ıtica de Hunt esta´ basada en las siguientes hipo´tesis: (i) el acu´ıfero es de
extensio´n infinita, es homoge´neo e iso´tropo, (ii) es va´lida la aproximacio´n de Dupuit y
(iii) los descensos son pequen˜os comparados con el espesor saturado, con lo cual es va´lida
la primera linealizacio´n de la ecuacio´n de Boussinesq (Polubarinova-Kochina, 1962).
Jenkins (1968a) define al factor de detraccio´n del r´ıo como SDF = d2(S/T ), con
dimensiones de [T], que representa al tiempo necesario para que (T/S)d−2t = 1, siendo d
[L] la distancian entre el pozo y el r´ıo. Dicho tiempo resulta ser el necesario para detraer
del r´ıo el 28 % del volumen bombeado desde el inicio del bombeo. Al respecto, Jenkins
presenta dos curvas adimensionales, una que da el valor del volumen detra´ıdo dividido
por el volumen bombeado y otra para el caudal instanta´neo que se detrae dividido por el
caudal bombeado. La primera proporciona el valor de 0.28 para tT/d2S igual a 1, es decir,
que se ha detra´ıdo del r´ıo el 28 % del volumen bombeado desde el principio del bombeo.
Asimismo, ambas curvas son asinto´ticas a 1 para tiempo infinito. En Custodio y Llamas
(1983) tambie´n se dan estas curvas en funcio´n del valor SDF/t y se explica con detalle la
aplicacio´n de este modelo. Jenkins (1968b) usa un modelo analo´gico ele´ctrico del acu´ıfero
aluvial del r´ıo Arkansas para estimar valores de SDF en un campo de pozos. Dichos
valores se usan para construir un mapa de l´ıneas con igual SDF , permitiendo evaluar el
efecto del bombeo sobre los caudales como combinacio´n del SDF y el tiempo. Cabe decir
que el me´todo de Jenkins ha sido utilizado hasta hace relativamente poco tiempo para
cuantificar la relacio´n r´ıo-acu´ıfero y determinar el efecto de los bombeos en modelos de
gestio´n (Sophocleus et al., 1995), pero el desarrollo de los me´todos de las funciones de
influencia y, sobre todo, del me´todo de los autovalores, ha hecho que su utilidad relativa
sea cada vez menor. Au´n as´ı, el concepto del SDF es u´til para tener una primera idea del
efecto de un bombeo sobre el caudal detra´ıdo del r´ıo (Andreu, 1983; Sahuquillo, 1983d).
2.3.3. Funciones de influencia
Cuando se acepta la linealidad, los principios de superposicio´n y traslacio´n en el tiempo
son aplicables y, en consecuencia, es posible el uso de funciones de influencia o matrices
de respuesta para representar el comportamiento del flujo del acu´ıfero. Con lo anterior se
aumenta considerablemente la eficiencia de las simulaciones para modelos de uso conjunto.
El procedimiento ba´sico consiste en usar las funciones de respuesta de las componentes
f´ısicas para simular el comportamiento del sistema cuando e´ste es sometido a diferentes
acciones unitarias exteriores. Entonces, la variacio´n en el tiempo de la respuesta se calcula
mediante la convolucio´n de las acciones exteriores y la respuesta para el tiempo de simula-
cio´n. Las funciones de influencia deben calcularse previamente por me´todos anal´ıticos, en
casos simples, o me´todos nume´ricos en casos reales para: (i) las condiciones iniciales y de
contorno nulas, (ii) todas las acciones unitarias que intervengan en el problema a resolver
y (iii) todos los puntos que sea necesario controlar; hasta que la suma de los errores que se
cometan sea despreciable. Dado lo anterior, para problemas reales en acu´ıferos poco exten-
sos es habitual considerar funciones de influencia para periodos mensuales durante 20 an˜os
despue´s de finalizar la aplicacio´n de la accio´n unitaria. Ma´s au´n, estas acciones unitarias
no tienen que limitarse a bombeos o recargas puntuales o distribuidas uniformemente en
un entorno determinado, sino que tambie´n pueden estar impuestas no uniformemente, ya
sea de forma puntual, distribuida, o pueden venir compuestas por acciones de ambos tipos.
Chun et al. (1964) fueron los primeros en aplicar esta te´cnica en la hidrolog´ıa sub-
terra´nea para modelar el acu´ıfero costero de Los A´ngeles. Maddock (1972), usando la
funcio´n de Green, define una funcio´n tecnolo´gica algebraica, que estima los descensos en
un punto debido a un bombeo previo en otros puntos del acu´ıfero. Morel-Seytoux y Daly
(1975) denominan a su me´todo Kernels Discretos (KD) por el uso de una integral de
i
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convolucio´n para obtener la matriz de respuesta y proponen el uso de un modelo en di-
ferencias finitas, al que llaman generador de KD, para desarrollar la matriz de respuesta
sobre los caudales o las alturas piezome´tricas como respuesta a un bombeo. El me´todo de
las funciones de influencia ha sido ampliamente usado en casos pra´cticos de uso conjunto
(Andreu et al., 1982; Illangasakare y Morel-Seytoux, 1982; Fredericks et al., 1998; Belaineh
et al., 1999). Su principal ventaja reside en el uso de los resultados de un modelo externo
de simulacio´n de forma condensada para estudios de otro nivel de detalle. Sin embargo,
el me´todo implica la consideracio´n y almacenamiento en memoria de todas las funciones
de influencia y acciones previas. Cuando el sistema es complejo y el horizonte temporal
largo, esto puede implicar una importante exigencia de tiempo de ca´lculo. Otro problema
que plantea es el de la estimacio´n de las influencias anteriores (Andreu, 1984).
2.4. Esquemas de reduccio´n de SLIT para la modela-
cio´n hidrogeolo´gica y la cuantificacio´n de la rela-
cio´n r´ıo-acu´ıfero en la utilizacio´n conjunta
2.4.1. Reduccio´n modal
Los inconvenientes en la aplicacio´n pra´ctica de las funciones de influencia se resuelven
efectivamente mediante la aplicacio´n del Me´todo de los Autovalores (MAV). Esta´ te´cnica,
propuesta por Sahuquillo (1983a), consiste ba´sicamente en una descomposicio´n espectral
para solucionar semianal´ıticamente la EDP de flujo subterra´neo, obteniendo ecuaciones
de estado como funcio´n expl´ıcita del tiempo, expresadas en te´rminos de series de Fou-
rier. El marco conceptual del MAV permite desarrollar tanto soluciones anal´ıticas como
nume´ricas para diferentes tipos de geometr´ıas, distribuciones espaciales de los para´me-
tros hidrodina´micos y tipos de acciones exteriores, para diversas variables de respuesta del
acu´ıfero. Particularmente para la relacio´n r´ıo-acu´ıfero, los Modelos Pluricelulares Engloba-
dos (MPE) permiten realizar los ca´lculos de forma eficiente, directa y expl´ıcita mediante
expresiones simples y operativas (Sahuquillo, 1983b; Pulido-Vela´zquez et al., 2005).
Mediante una solucio´n por el MAV, se deduce que el comportamiento de la descarga
de un acu´ıfero a una masa superficial se asimila a la respuesta de un conjunto de depo´si-
tos virtuales. Al respecto, cuando dicha solucio´n se obtiene mediante una aproximacio´n
anal´ıtica, el nu´mero de depo´sitos es infinito, mientras que, para las soluciones nume´ricas,
se obtiene un conjunto finito de depo´sitos. En ambos casos, cada uno de estos depo´sitos
virtuales tiene un coeficiente de desagu¨e asociado y el porcentaje de accio´n exterior que
asimila viene expresado en funcio´n de unos coeficientes de reparto que dependen del tipo
de accio´n exterior considerada y de los para´metros hidrodina´micos del acu´ıfero.
Existen soluciones anal´ıticas por el MAV para problemas transitorios con condiciones
de contorno nulas que han sido desarrolladas para geometr´ıas rectangulares y circulares
y acciones exteriores sencillas, como lo presentan diferentes investigadores (Sahuquillo,
1983b; Ramos et al., 1983; Sahuquillo y Octavio, 1984; Sahuquillo, 1985, 1992; Pulido-
Vela´zquez et al., 2005; Sahuquillo y Cassiraga, 2010d). El esquema anal´ıtico de solucio´n
propuesto conduce al planteamiento de un problema de Sturm-Liuoville (Zettl, 2005) del
cual se obtienen los autovalores y autofunciones asociados con el problema no influenciado
por acciones externas. En el caso de las soluciones nume´ricas, la ecuacio´n de flujo sub-
terra´neo se plantea como un SLIT, de forma similar a la ecuacio´n (2.1), es decir, en la
forma del espacio de estados, de donde se extrae un problema generalizado de autovectores
que debe resolverse eficientemente para hallar los autovalores y los autovectores del SLIT
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hidrogeolo´gico. En este punto es oportuno comentar que el par autovalor-autofuncio´n (o
autovector en el caso nume´rico) se conoce como modo del SLIT. Finalmente, tanto en
el caso anal´ıtico como en el nume´rico, la simulacio´n transitoria se efectu´a mediante una
ecuacio´n de estado expl´ıcita obtenida mediante integracio´n directa de cada modo de flujo.
Ya sea partiendo de soluciones anal´ıticas o nume´ricas de la EDP de flujo subterra´neo,
se pueden plantear modelos reducidos mediante el MAV cuando so´lo se usan los modos
dominates en dichas soluciones. En el caso nume´rico, el MAV es equivalente a aplicar
el procedimiento de reduccio´n modal propuesto por Davison (1966) y posteriormente ex-
tendido por diferentes autores (Marshall, 1966; Chidambara y Davison, 1967; Fossard,
1970), quienes proponen que se llega a un modelo reducido equivalente modal a partir de
la proyeccio´n del original sobre el subespacio generado por los autovectores dominantes
de la matriz de estados. Adema´s, los modos dominantes del sistema pueden calcularse
eficientemente usando me´todos de ca´lculo de autovalores especializados (Rommes, 2008).
Al respecto, Sahuquillo y Andreu (1988) plantean la posibilidad de disminuir la carga
computacional operativa de un modelo por autovalores reduciendo el nu´mero de modos a
considerar en la formulacio´n. Ellos proponen un truncamiento de los te´rminos correspon-
dientes a los mayores autovalores, los cuales esta´n asociados con los modos de respuesta
ma´s ra´pida en las variables de estado del acu´ıfero, y analizan el error de aproximacio´n
y el incremento de la eficacia. Este tipo de aproximacio´n ha sido llamada truncamiento
trauma´tico. Tambie´n es posible expresar el modelo nume´rico de flujo como un SLIT de
salida u´nica usando una formulacio´n por el MAV, donde dicha salida corresponde a la
relacio´n r´ıo-acu´ıfero. As´ı, con el fin de calcular directamente la descarga o detraccio´n al
r´ıo, Pulido-Vela´zquez et al. (2007b) proponen su analog´ıa con los MPE, expresando las
relaciones r´ıo-acu´ıfero en funcio´n del volumen almacenado, con la ventaja de proporcionar
un acotamiento expl´ıcito al error de aproximacio´n del caudal descargado.
Para la planificacio´n de recursos h´ıdricos no es necesario conocer el nivel piezome´trico
en todos los nodos en los que se ha discretizado al acu´ıfero, por lo cual se introducen
los conceptos de acciones elementales y para´metros de control aplicadas al MAV con el
propo´sito de incrementar su eficiencia computacional. Las ventajas de aplicar dichos con-
ceptos en la integracio´n de la componente subterra´nea en los modelos de uso conjunto han
sido demostradas para el sistema Mijares-Plana de Castello´n (Andreu, 1984). Igualmente,
el MAV se ha usado para construir modelos de flujo eficientes de acu´ıferos regionales para
la simulacio´n conjunta de aguas superficiales y subterra´neas en sistemas complejos ubica-
dos en distintas cuencas espan˜olas (Andreu, 1984; Andreu y Sahuquillo, 1987; Andreu et
al., 1996; Pulido-Vela´zquez et al., 2007b; Pulido-Vela´zquez, 2003; Pulido-Vela´zquez et al.,
2008). Para fines meramente operativos, AQUATOOL (Andreu et al., 1996) incluye el mo´dulo
AQUIVAL (Capilla y Andreu, 1996; Blanco, 2001), que facilita al usuario el procesamiento
de la informacio´n y la simulacio´n del flujo en un acu´ıfero lineal mediante el MAV.
Trabajos ma´s recientes sobre el MAV (Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et
al., 2007a, 2009) han extendido su marco conceptual para posibilitar la consideracio´n de
no linealidades en la modelacio´n del flujo del acu´ıfero y su interaccio´n con el r´ıo. Las
soluciones propuestas permiten tratar casos en los que: (i) existe variacio´n temporal de
las condiciones de contorno, (ii) se genera un efecto ducha cuando el r´ıo se desconecta del
acu´ıfero, (iii) se presenta variacio´n espacial de la topograf´ıa en los estratos del acu´ıfero
y (iv) se afronta la modelacio´n de un acu´ıfero libre o no es va´lida la asuncio´n de que
los descensos son despreciables con respecto al espesor saturado. Con respecto al u´ltimo
caso, el desarrollo ma´s importante se ha logrado proponiendo una solucio´n a la ecuacio´n
de Boussinesq para acu´ıfero libre mediante linealizacio´n y la resolucio´n nume´rica usando
el MAV (Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et al., 2006, 2007a, 2008).
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2.4.2. Reduccio´n semiemp´ırica
Esta categor´ıa agrupa los me´todos de reduccio´n que hacen uso tanto de los datos dis-
ponibles para las variables de estado del acu´ıfero como de la estructura matema´tica del
modelo para lograr una reduccio´n efectiva de su taman˜o. De ellos, el ma´s ampliamente
utilizado es la Descomposicio´n Ortogonal Apropiada (DOA), conocido tambie´n como el
me´todo de la autofunciones emp´ıricas, introducido por Lorenz (1956) y extendido poste-
riormente en los trabajos de Sirovich (1987) y Berkooz et al. (1996). En las aproximaciones
por DOA se extrae una muestra de la distribucio´n de las variables de estado usando un
modelo completo calibrado para, posteriormente, seleccionar diferentes realizaciones de las
variables de decisio´n relevantes al propo´sito del modelo durante ciertos intervalos de tiempo
cr´ıticos. Estas muestras de los estados del sistema se conocen como ima´genes (traduccio´n
para snapshot) y se usan en un esquema de interpolacio´n que aproxima al modelo original
(Sirovich, 1987). As´ı, DOA se usa para lograr dos objetivos principales: (i) disminuir la
dimensio´n del modelo a ejecutar y (ii) propiciar su proyeccio´n a un subespacio ortogonal,
ma´s parsimonioso, generado de forma que se capture la mayor parte de la varianza del
modelo original en el modelo aproximado. El segundo paso asegura que el modelo origi-
nal pueda proyectarse efectivamente en el subespacio construido a partir de las ima´genes.
Despue´s de someterlo a la DOA y reducir su taman˜o, el nuevo modelo se resuelve me-
diante alguna te´cnica nume´rica convencional con el propo´sito de simular eficientemente el
comportamiento del sistema como un componente contenido en uno de mayor taman˜o.
Vermeulen et al. (2004a) fueron los primeros en presentar las aproximaciones por DOA
para reducir modelos lineales de flujo subterra´neo. En Vermeulen et al. (2004b) se extiende
la metodolog´ıa para poder considerar modelos no lineales. Alternativamente, Vermeulen
et al. (2005) y Vermeulen et al. (2006) usan te´cnicas de reduccio´n DOA para resolver
problemas de modelacio´n inversa, reduciendo tanto el modelo original como el adjunto.
La principal desventaja de las te´cnicas de reduccio´n por DOA es que su eficiencia compu-
tacional depende fuertemente de la cantidad de ima´genes extra´ıdas del modelo sin reducir
que deben usarse para obtener la base de patrones o autofunciones emp´ıricas y del nu´mero
de intervalos en los cuales deba disponerse de e´stas.
Para enfrentar este problema, Siade et al. (2010) proponen una te´cnica para la toma de
dichas ima´genes empleando una aproximacio´n a la solucio´n anal´ıtica del modelo lineal sin
reducir. Cabe comentar que la representatividad del modelo reducido por DOA es mejor
para las variables de respuesta del acu´ıfero usadas para capturar las ima´genes, lo cual im-
plica que, como paso previo al procedimiento de reduccio´n, debe establecerme claramente
cuales son las variables del acu´ıfero que se desean representar con menores errores. Por
ejemplo, si se desean representar adecuadamente alturas piezome´tricas localizadas cerca
de una condicio´n de contorno o un pozo de extraccio´n, deben usarse ima´genes extra´ıdas
en localizaciones cercanas. A propo´sito de lo anterior, McPhee y Yeh (2008) sugieren que
la precisio´n de un modelo unidimensional sencillo reducido usando DOA es menor cerca
de los contornos cuando se usan ima´genes extra´ıdas de localizaciones alejadas.
En los u´ltimos an˜os, la reduccio´n de modelos de flujo subterra´neo empleando la DOA
ha sido usada como una herramienta efectiva en la gestio´n de acu´ıferos, especialmente
en la toma de decisiones en tiempo real. McPhee y Yeh (2008) aplican DOA para un
modelo de optimizacio´n que busca la maximizacio´n del agua que se puede extraer sujeta
a restricciones de niveles en el acu´ıfero. Para lo anterior, se usa el modelo reducido de
flujo para establecer las restricciones del modelo de gestio´n usando el me´todo embebido
de optimizacio´n. Asimismo, el objetivo del modelo de manejo es establecer pol´ıticas de
extraccio´n que mantengan los nieles piezome´tricos del acu´ıfero por encima de los l´ımites
permisibles. Una aplicacio´n similar es presentada por Siade et al. (2010), quienes plantean
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un modelo de simulacio´n reducido por DOA con el objetivo de desarrollar estrategias de
manejo en el acu´ıfero del Valle de Veneto, cerca de la ciudad de Venecia, donde los niveles
piezome´tricos han disminuido debido al exceso de las extracciones. Para ambos casos, el
modelo reducido esta´ formado por un sistema de ecuaciones lineales de menor taman˜o que
el original del cual se obtienen las alturas piezome´tricas en todos los nodos del acu´ıfero,
sin considerar la relacio´n entre el acu´ıfero y las masas de agua superficiales.
2.4.3. Reduccio´n basada en los datos
La reduccio´n basada en los datos reemplaza el sistema original por un modelo de caja
negra donde el u´nico objetivo es ajustar unos pocos para´metros de calibracio´n con el fin de
que las salidas obtenidas representen adecuadamente los datos disponibles como respuesta
a los impulsos de entrada. Este tipo de aproximaciones son muy usadas en la simulacio´n
de feno´menos f´ısicos para los cuales es dif´ıcil disponer de un modelo f´ısico-matema´tico
sencillo que represente su dina´mica. En la hidrolog´ıa superficial es innumerable la cantidad
de aplicaciones en las cuales se usan este tipo de modelos para representar de forma simple
procesos complejos en las cuencas o para la prediccio´n de caudales (Chow et al., 1976).
Las Redes Neuronales Artificiales (RNA) son un ejemplo de este tipo de modelos
(McCulloch y Pitts, 1943). En estas aproximaciones, el modelo original es reemplazado por
una RNA que es mucho ma´s fa´cil de ejecutar. El procedimiento ba´sico es disponer de datos
que representen las entradas y salidas del sistema real, para proponer una estructura de
red que se entrena, es decir, asimila el comportamiento del sistema usando la informacio´n
disponible (Hebb, 1949; Rumelhart et al., 1986). Una vez entrenada, la red se usa para
realizar las predicciones de las variables de salida del sistema usando so´lo datos de entrada.
Debido a que el nu´mero de para´metros de la red es, en general, muy inferior al del modelo
original, la reduccio´n es eficiente desde el punto de vista computacional.
En la hidrogeolog´ıa, Rogers y Dowla (1994) usan RNA para reemplazar los modelos
de flujo y transporte en un acu´ıfero bajo un escenario de manejo, en el cual el objetivo era
prevenir la migracio´n de la pluma del contaminante. Chu y Chang (2009) proponen un
esquema de reduccio´n por RNA para integrar la modelacio´n del flujo subterra´neo en el es-
tablecimiento de pol´ıticas de manejo de la explotacio´n subterra´nea, procurando minimizar
el costo de operacio´n de los pozos de extraccio´n de un acu´ıfero. Coppola Jr. et al. (2003)
y Nikolos et al. (2008) usan un modelo reducido por RNA para simular los cambios de ni-
veles piezome´tricos en pozos de observacio´n como respuesta a la explotacio´n y condiciones
clima´ticas ampliamente variables con el fin de disen˜ar estrategias ambientales. Bhatta-
charjya y Datta (2009) reemplazan un modelo de flujo subterra´neo con densidad variable
por una RNA que modela el flujo subterra´neo en un modelo de gestio´n de un acu´ıfero
costero y comparan los resultados con el me´todo de la matriz de respuesta de Gorelick
(1983). Al respecto, revisiones bibliogra´ficas recientes discuten acerca de las perspectivas
de investigacio´n y la aplicabilidad de la reduccio´n por RNA en cuestiones medio ambien-
tales, problemas de gestio´n de recursos h´ıdricos y modelacio´n de sistemas fluviales (Maier
y Dandy, 2000; Maier et al., 2010).
2.4.4. Reduccio´n en los subespacios de Krylov
Los me´todos de reduccio´n en subespacios de Krylov se basan en la generacio´n iterativa
de un subespacio ortogonal que permite reducir el SLIT original aproximando convenien-
temente una fraccio´n del espectro de modos del sistema. El uso de este tipo de me´todos
implica la generacio´n de los subespacios de Krylov asociados al sistema a reducir, para
lo cual existen dos me´todos iterativos: Lanczos (1950) y Arnoldi (1951). La iteracio´n de
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Lanczos puede aplicarse tanto a matrices sime´tricas como no sime´tricas, en cuyo caso
debera´ usarse la versio´n por dos lados o no sime´trica del algoritmo. Por el contrario, la
iteracio´n de Arnoldi se usa de forma general cuando se tienen matrices no sime´tricas.
El Me´todo de Lanczos (MLAN) ha sido empleado para la reduccio´n de modelos en mu-
chas a´reas de la ingenier´ıa. En particular, como lo sen˜alan algunos investigadores (Grimme,
1997; Olson, 2005; Heres, 2005), el primer campo en proponer esquemas de reduccio´n para
obtener la eficiencia en las simulaciones temporales fue el ana´lisis estructural por elementos
finitos, a´mbito en el cual es ampliamente extendido el uso del me´todo de Lanczos sime´trico
y no sime´trico (Nour-Omid y Clough, 1984; Kim y Craig Jr., 1988, 1990; Bathe, 1996).
Dunbar y Woodbury (1989) reconocen la utilidad de los me´todos de Krylov en el campo
de la hidrogeolog´ıa, y usan MLAN para reducir modelos de flujo subterra´neo en acu´ıferos
sinte´ticos homoge´neos y heteroge´neos, discretizados en elementos finitos. Ellos utilizan una
transformacio´n inversa de la matriz de transmisividades para la generacio´n del subespacio
ortogonal de proyeccio´n del modelo, con lo cual se ajustan mejor autovalores del modelo
que se encuentran ma´s cercanos al eje imaginario, es decir, los menores. Adema´s, reconocen
la necesidad de usar el principio de superposicio´n para lograr la reduccio´n eficiente de los
modelos en re´gimen transitorio. Los resultados mostrados en este trabajo muestran una
disminucio´n considerable del taman˜o del modelo de flujo, con mejores aproximaciones para
la estimacio´n de las alturas piezome´tricas en algunos puntos cr´ıticos del acu´ıfero.
Gambolati (1993) compara el MLAN y el MAV para la reduccio´n de dos modelos de
flujo sinte´ticos en acu´ıferos discretizados finamente mediante elementos finitos. Sus resul-
tados demuestran que, cuando la variable de intere´s es la altura piezome´trica cercana a
pozos de extraccio´n o condiciones de contorno, el MLAN proporciona mejores estimacio-
nes que el MAV. Igualmente, afirma que la carga computacional que implica estimar el
espectro completo de la solucio´n por autovalores es excesiva, proponiendo un esquema de
truncamiento modal eficiente que busca aproximar mejor los autovalores ma´s pequen˜os.
El MLAN tambie´n ha sido aplicado para reducir modelos de flujo subterra´neo ma´s
realistas y complejos. Zhang et al. (2000) lo usan para simular el flujo en un acu´ıfero con
porosidad dual, mientras que Woodbury y Zhang (2001) afrontan el problema de modelar
el flujo en medio poroso con fracturas discretas. En ambos casos, el planteamiento ma-
tema´tico del modelo es mucho ma´s complejo que la ecuacio´n matricial vectorial para un
medio heteroge´neo. Si a ello se le agrega el hecho de que la discretizacio´n del acu´ıfero
debe ser muy fina en ciertas zonas para capturar adecuadamente la variabilidad y hetero-
geneidad de sus caracter´ısticas espaciales, el resultado es un modelo de gran taman˜o, con
varios cientos de miles de nodos y varios millones de elementos. As´ı, se hace necesario una
herramienta de reduccio´n eficiente para posibilitar la simulacio´n nume´rica. Los resultados
obtenidos en ambos trabajos muestran un ahorro de ma´s del 80 % de trabajo computacio-
nal para lograr una representacio´n adecuada de las alturas piezome´tricas. Igualmente,
Woodbury y Zhang (2001), siguiendo las recomendaciones propuestas por Farrell (1997),
proponen el uso del MLAN, usando una transformacio´n inversa y desplazamiento modal,
para la generacio´n del espacio de proyeccio´n para reduccio´n, con la ventaja de que se puede
escoger la parte del espectro modal del problema que se desea representar mejor.
Los me´todo de reduccio´n por subespacios de Krylov tambie´n han sido aplicados en la
modelacio´n eficiente del transporte de masa en el agua subterra´nea. Li et al. (1999) usan
el MLAN no sime´trico para modelar el transporte de radionucleidos con decaimiento ex-
ponencial. Zhang (2000) extiende dicho estudio para el flujo y el transporte en acu´ıferos
fracturados. Woodbury et al. (1990) aplican el me´todo de Arnoldi para resolver la ecua-
cio´n de adveccio´n-dispersio´n usando una discretizacio´n por elementos finitos. La eleccio´n
de Arnoldi en vez de Lanczos se debe a que la matriz de conductividad no es sime´trica.
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Extensiones de trabajo de Zhang (2000) permitieron resolver eficientemente la EDP del
transporte de radionucleidos en acu´ıfero con porosidad dual (Zhang y Woodbury, 2000).
El problema de la simulacio´n eficiente del transporte multi-especie en acu´ıferos fracturados
mediante el me´todo de Arnoldi ha sido tratado por Zhang y Woodbury (2002), quienes
demuestran las ventajas computacionales de usar un me´todo de Krylov racional con des-
plazamiento para la reduccio´n junto con una implementacio´n de me´todos iterativos para
resolver los sistemas de ecuaciones lineales recurrentes que surgen en la generacio´n del
subespacio ortogonal de proyeccio´n. All´ı se concluye que la introduccio´n del desplazamien-
to de los modos del sistema mejora las propiedades de las diagonales dominantes de las
matrices de los elementos finitos y aumenta las propiedades de convergencia del me´todo
de Arnoldi, con lo cual la reduccio´n del modelo resulta ser ma´s efectiva.
2.5. EDP lineal de flujo de agua subterra´nea
En acu´ıferos bidimensionales lineales, con para´metros hidra´ulicos y condiciones de con-
torno invariantes en el tiempo, el flujo de agua subterra´nea en un medio poroso saturado,
aniso´tropo y heteroge´neo, donde los ejes de anisotrop´ıa coinciden con las direcciones prin-
cipales de ana´lisis, se describe mediante la siguiente EDP:
L {h}+Q(x, y) = S(x, y)∂h
∂t
(2.8)
donde el operador matema´tico L {h}, se define como:
















siendo Tx y Ty [L
2/T] son las componentes principales del tensor de transmisividades en
las direcciones x e y, respectivamente. Por su parte, S(x, y) [adimensional] es el coeficiente
de almacenamiento, Q(x, y) [L/T] son las acciones exteriores actuando sobre el acu´ıfero,
h = h(x, y, t) [L] es el nivel o altura piezome´trica, y t [T] es el tiempo.
El te´rmino Q(x, y) agrupa la suma de todas las acciones exteriores distribuidas y
puntuales actuando sobre el acu´ıfero y se expresa como sigue:
Q(x, y) = Qd(x, y) +
∑
p
Qp δ(x− xp, y − yp) (2.10)
donde Qd(x, y) [L/T] representa la accio´n distribuida, Qp [L
3/T] es la p-e´sima accio´n
puntual de bombeo o inyeccio´n y δ(x, y) es la funcio´n delta de Dirac [1/L2].
2.6. Condiciones inicial y de contorno
Para obtener la unicidad en solucio´n de la ecuacio´n (2.8), deben definirse una condicio´n
inicial y condiciones de contorno, como se presenta a continuacio´n.
2.6.1. Condicio´n inicial
De forma general, la condicio´n inicial establece el valor de las alturas piezome´tricas en
el dominio espacial Ω del acu´ıfero para el instante en que t = 0, y se escribe como:
h(x, y, 0) = f(x, y) ∀ x, y ∈ Ω y t = 0 (2.11)
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2.6.2. Condiciones de contorno
En el caso particular de acu´ıferos lineales, las condiciones de contorno deben poder
escribirse mediante funciones lineales y no deben variar en el tiempo. Cuando se violan
estas hipo´tesis, se dice que las condiciones de contorno son no lineales y el modelo de
flujo subterra´neo se vuelve no lineal variable en el tiempo, requiriendo te´cnicas matema´ti-
cas ma´s complejas para su solucio´n. As´ı, en el siguiente desarrollo matema´tico se supone
que las condiciones de contorno del acu´ıfero cumplen las hipo´tesis de linealidad e invaria-
bilidad temporal. Entonces, es posible obtener soluciones u´nicas de la ecuacio´n de flujo
estableciendo algunos de los siguientes tipos de condiciones de contorno.
Dirichlet: Si Υ1 es un borde de altura piezome´trica prescrita se cumple que:
h(x, y, t) = f1(x, y, t) ∀ x, y ∈ Υ1 y t > 0 (2.12)
donde f1 es una funcio´n matema´tica que expresa los valores de la altura piezome´trica en
el contorno Υ1. Si la altura piezome´trica en Υ1 tiene un valor constante h1 entonces la
condicio´n se expresa como h(x, y, t) = h1 ∀ x, y ∈ Υ1 y t > 0.
Neumman: Si Υ2 es un borde de flujo prescrito se cumple que:
qn = f2(x, y, t) ∀ x, y ∈ Υ2 y t > 0 (2.13)
donde qn [L/T] es la componente del flujo normal al borde considerado, y f2(x, y, t) es una
funcio´n matema´tica para evaluar los flujos de agua a trave´s de Υ2. f2 se expresa mediante la
ley de Darcy para medio iso´tropo como qn = −K(∂h/∂n), donde n representa la direccio´n
perpendicular al borde considerado, en este caso Υ2. Si el contorno es impermeable qn
debe ser cero y, dado que K es distinta de cero, la condicio´n se escribe como ∂h/∂n = 0,
es decir, el gradiente hidra´ulico en la direccio´n perpendicular al contorno es nulo.
Cauchy: Si Υ3 es un borde donde el flujo depende de la altura piezome´trica en los dos
lados de una capa semipermeable:
qn = f3(x, y, t) ∀ x, y ∈ Υ3 y t > 0 (2.14)
donde qn [L/T] es la componente del flujo normal al borde considerado y f3 es una funcio´n
que expresa los valores del flujo de agua a trave´s de Υ3 teniendo en cuenta la diferencia
de alturas piezome´tricas entre dicho borde y el exterior.
2.6.3. Formulacio´n matema´tica para la interaccio´n r´ıo-acu´ıfero en
un sistema hidrogeolo´gico lineal
La condicio´n de contorno tipo Cauchy es u´til cuando el acu´ıfero modelado esta´ en
contacto con un cuerpo de agua pero separado por una capa semipermeable, de acuerdo
con el esquema gra´fico presentado en la figura 2.3.
Esta situacio´n se encuentra frecuentemente en las zonas bajas de la cuenca, donde
la red de drenaje se ha desarrollado completamente y esta´ en contacto con un acu´ıfero
aluvial, o cuando existe un contacto entre el acu´ıfero y un lago. En la zona de interaccio´n
entre las masas de agua superficial y subterra´nea suele existir una capa de sedimento
fino y poco conductivo que actu´a como lecho semiconfinante del acu´ıfero en la regio´n del
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Figura 2.3. Configuracio´n de la condicio´n de contorno tipo Cauchy para representar la relacio´n
r´ıo-acu´ıfero. Adaptada de Sahuquillo y Cassiraga (2010c).
contacto. Dado lo anterior, el flujo horizontal por unidad de ancho q′n [L
2/T] circulando
por el acu´ıfero se calcula como:




donde K [L/T] es la conductividad hidra´ulica del r´ıo, B [L] es el espesor saturado en el
acu´ıfero y T [L2/T] es la transmisividad del acu´ıfero cerca de su conexio´n con el r´ıo. Igual-
mente, el flujo por unidad de ancho que atraviesa la capa semipermeable se escribe, segu´n
la ley de Darcy, como q′n = −KˆB(h0 − h)/e, donde Kˆ [L/T] y e [L] son la conductividad
hidra´ulica y el espesor de la capa semipermeable, respectivamente; (h0−h) es la diferencia
entre las alturas piezome´tricas a un lado y otro de dicho borde, siendo h la altura en el
acu´ıfero y h0 la correspondiente a la masa exterior de agua conectada en el contorno, sea





y aplicando la ecuacio´n de continuidad, los flujos en los contornos del acu´ıfero con conexio´n






En particular, para el caso especial de acu´ıferos rectangulares de ancho L [L] hasta la











que cumple con la asuncio´n de linealidad de la condicio´n de contorno. Si esta conceptua-
lizacio´n se aplica a la conexio´n entre un acu´ıfero y una masa superficial completamente
penetrante, la conexio´n entre el nivel piezome´trico del acu´ıfero y la altura externa del r´ıo se
mantiene invariante durante todo el horizonte de simulacio´n. De la ecuacio´n (2.17) resulta
claro que el para´metro adimensional ω contiene informacio´n tanto de los para´metros y la
geometr´ıa del acu´ıfero, T y L, como de las asociadas con la relacio´n r´ıo-acu´ıfero, b y Kˆ.
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2.7. Descomposicio´n del problema de flujo subterra´neo
mediante el principio de superposicio´n
La ecuacio´n (2.8) es lineal en derivadas parciales y, en consecuencia, puede aplicarse
convenientemente el principio de superposicio´n para obtener su solucio´n de forma ma´s
sencilla. Dado lo anterior, se propone un esquema general de superposicio´n para la solucio´n
por reduccio´n de modelos hidrogeolo´gicos lineales, siguiendo el esquema presentado en la
figura 2.4. Definiendo h(x, y, t) como una solucio´n para las alturas piezome´tricas de la
EDP lineal de flujo, e´sta se descompone como la suma de las tres siguiente partes:
1. u = u(x, y) [L] es una solucio´n en re´gimen permanente que satisface la siguiente EDP:
L {u} = 0 (2.19)
siendo ana´loga a (2.8), pero cambiando h por u. Adema´s, Q(x, y) = 0 y desaparecen
los te´rmino relacionados con la parte transitoria de la solucio´n, por lo cual ∂h/∂t = 0.
Las condiciones de contorno son las mismas establecidas para el problema original.
2. wg = wg(x, y, t) [L] es una solucio´n general en re´gimen transitorio que satisface la
siguiente EDP:
L {wg} = S(x, y)∂wg
∂t
(2.20)
siendo ana´loga a la expresio´n (2.8), pero cambiando h por wg y haciendo nulas
las acciones exteriores que actu´an sobre el acu´ıfero. Tambie´n se establece que las
condiciones de contorno son nulas, por lo cual la condicio´n inicial del problema
resulta ser la diferencia entre la condicio´n inicial del problema original y la solucio´n en
re´gimen permanente, es decir, wg(x, y, 0) = h(x, y, 0)−u(x, y) = w(x, y, 0) ∀ x, y ∈ Ω
y t = 0.
3. wl = wl(x, y, t) [L] es una solucio´n particular en re´gimen transitorio para una de las
acciones exteriores actuando sobre el acu´ıfero, Ql(x, y), con l = 1, 2, . . . , na, cuando
existen na acciones exteriores diferentes. Cada una de estas soluciones satisface que:
L {wl}+Ql(x, y) = S(x, y)∂wl
∂t
(2.21)
siendo ana´loga a la ecuacio´n (2.8), pero sustituyendo a h por wl y estableciendo
condiciones iniciales y de contorno nulas. Igualmente, se han considerado todas las
acciones exteriores originales que actu´an simulta´neamente sobre el acu´ıfero. Este
conjunto de soluciones suelen designarse como funciones de influencia cuando la
integral definida de Ql(x, y) sobre todo el dominio del acu´ıfero vale la unidad.
De acuerdo con el esquema de superposicio´n propuesto, la solucio´n del problema ori-
ginal se representa como la suma de las soluciones correspondientes a los tres problemas
parciales planteados y, por su parte, la solucio´n transitoria w(x, y, t) esta´ compuesta por
una parte general y na partes particulares, con lo que se plantea la siguiente ecuacio´n:
h(x, y, t) = u(x, y) + w(x, y, t), con w(x, y, t) = wg(x, y, t) +
na∑
l=1
wl(x, y, t) (2.22)
y cumple las condiciones inicial y de contorno establecidas originalmente.
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t = t1t = t2t = tinf
t = t1 t = t2 t = tinf
t = t1t = t2t = tinf
Solución en régimen transitorio wg (x,y,t)
Solución en régimen permanente u (x,y)
Solución original h (x,y,t)
Solución en régimen transitorio w l (x,y,t)
Figura 2.4. Principio de superposicio´n aplicado para obtener una solucio´n de la EDP de flujo
subterra´neo en acu´ıferos lineales. Adaptada de Sahuquillo y Cassiraga (2010c).
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Esta formulacio´n del principio de superposicio´n puede usarse para resolver la ecuacio´n
de flujo anal´ıtica y nume´ricamente. En el primer caso se obtienen expresiones matema´ti-
cas para las variables de respuesta del acu´ıfero; en el segundo caso, cuando se discretiza
el dominio espacial del acu´ıfero mediante diferencias o elementos finitos, la traslacio´n de
las condiciones de contorno permite resolver los sistemas de ecuaciones de forma sencilla
y encontrar una ecuacio´n de estado continua en el tiempo, siguiendo el marco conceptual
del MAV. Al aplicar un me´todo de reduccio´n que resuelve la ecuacio´n de flujo mediante
integracio´n nume´rica temporal, el principio de superposicio´n propuesto elimina las rutinas
de separacio´n de los nodos correspondientes a las condiciones de contorno en cada inter-
valo temporal. Segu´n Dunbar y Woodbury (1989), usar un esquema de solucio´n como el
presentado en la ecuacio´n (2.22) supone un ahorro importante de gasto de ordenador en
soluciones nume´ricas cuando el nu´mero de intervalos temporales a simular es grande y se
tienen muchos nodos de contorno en la discretizacio´n del dominio espacial del acu´ıfero.
Para efectos pra´cticos de simulacio´n, se resuelve previamente el problema permanente
(2.19) y luego se obtienen las soluciones transitorias. El mismo razonamiento se puede
hacer para la ecuacio´n del flujo de un acu´ıfero semiconfinado, a la que so´lo habr´ıa que
an˜adir el te´rmino correspondiente al flujo a trave´s del acuitardo, equivalente a una condi-
cio´n de contorno de tipo Cauchy. Es importante insistir en que, para aplicar correctamente
la superposicio´n, es preciso distinguir la componente que se debe al efecto exclusivo de las
condiciones de contorno que se agrupan en la solucio´n estacionaria. Tambie´n se deben con-
siderar las condiciones iniciales definidas para el problema y como influyen en la variacio´n
posterior del flujo en el acu´ıfero. En acu´ıferos extensos y de almacenamiento importante,
variaciones relativamente pequen˜as de las alturas iniciales pueden influir durante periodos
largos en los resultados del modelo nume´rico (Sahuquillo y Cassiraga, 2010c).
2.8. Ecuacio´n matricial-diferencial para la simulacio´n
del flujo subterra´neo en acu´ıferos lineales
Partiendo de la expresio´n (2.8) se deduce una ecuacio´n matricial-diferencial que descri-
be el flujo del agua en un acu´ıfero confinado, bidimensional, irregular y heteroge´neo. Para
lograr lo anterior, se discretiza el dominio espacial del acu´ıfero, representa´ndolo en forma
de nodos pertenecientes a una malla de Diferencias Finitas (DF) o Elementos Finitos (EF).
Ambas aproximaciones tienen ventajas y desventajas en lo relacionado con su aplicabili-
dad e implementacio´n computacional. Por un lado, las DF son menos costosas en cuanto a
recursos informa´ticos y representatividad topolo´gica, adema´s los resultados obtenidos son
fa´cilmente visualizables en herramientas de despliegue interactivo (Hendricks-Franssen,
2000). Desafortunadamente, las DF tienen la desventaja de que algunas caracter´ısticas
espaciales del acu´ıfero o del flujo no pueden representarse adecuadamente para cierto tipo
de configuraciones geome´tricas de los contornos o acciones exteriores. Por ejemplo, si se
desea conocer en detalle la variacio´n de las alturas piezome´tricas en las zonas aledan˜as a un
pozo, cercanas a un manantial o dentro de un medio fracturado en una matriz rocosa, una
discretizacio´n mediante EF puede ser ma´s conveniente. De hecho, los EF tienen la ventaja
de poder refinar la discretizacio´n en zonas cr´ıticas del acu´ıfero, ya sea en sus contornos o
en las zonas pro´ximas a las localizaciones de pozos. A pesar de ello, la principal desventaja
de los EF es que son ma´s intensivos en el uso de recursos del ordenador, tanto de procesa-
miento como de memoria f´ısica. Igualmente, la construccio´n de una estructura topolo´gica
para representar la conectividad espacial del acu´ıfero y el despliegue virtual de resulta-
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dos deben usar estructuras de datos vectoriales, altamente demandantes al momento de
efectuar la implementacio´n nume´rica, especialmente en los casos tridimensionales.
En el caso de modelacio´n de sistemas de gestio´n del uso conjunto, dado que se desea
detalle en la preservacio´n del balance de masa en zonas del acu´ıfero y apenas una repre-
sentacio´n adecuada de las alturas piezome´tricas, para los desarrollos nume´ricos propuestos
se ha efectuado una implementacio´n por DF, permitiendo taman˜os variables de los blo-
ques asociados a los nodos, con el propo´sito de lograr el refinamiento de la malla en zonas
cr´ıticas cercanas a las zonas de explotacio´n del acu´ıfero o las condiciones de contorno.
2.8.1. Solucio´n nume´rica de la ecuacio´n de flujo subterra´neo me-
diante el uso de las diferencias finitas
Conside´rese una regio´n de flujo en el acu´ıfero, cuyo esquema gra´fico se muestra en
la figura 2.5, contenida dentro de una malla rectangular de DF formada por nx bloques
en direccio´n del eje x y ny bloques en direccio´n del eje y; por lo tanto, se dispone de
nt = nx × ny bloques para representar el dominio espacial irregular del acu´ıfero. Los
bloques que se encuentran dentro del contorno del acu´ıfero son los activos, mientras que
los bloques exteriores se consideran inactivos. La posicio´n relativa de cada bloque dentro
de la malla se indica mediante los ı´ndices (i, j), en las direcciones de los ejes coordenados y
y x, respectivamente, y puede tener taman˜o variable en ambas direcciones. En este punto
cabe aclarar que estos ı´ndices se definen en notacio´n matricial, por lo que i representa la
i-e´sima fila del arreglo de bloques, mientras que j representa la j-e´sima columna.
Como se dijo antes, para efectos de implementacio´n computacional, se considera una
malla irregular de bloques rectangulares. En su interior se encuentran embebidos n bloques
activos (de color blanco y verde-azul en la figura 2.5) que representan el dominio espacial
de flujo efectivo en el acu´ıfero, los bloques inactivos que representan los contornos de no
flujo (de color verde en la figura 2.5) y las zonas con nivel piezome´trico prescrito (de color
marro´n en la figura 2.5). Adema´s, se incluyen los bloques asociados a las condiciones de
contorno del tipo Cauchy (de color verde-azul en la figura 2.5), los cuales son activos
debido a que, de acuerdo con la ecuacio´n (2.18), el flujo entre el acu´ıfero y el contorno
depende tanto del nivel externo como de la altura piezome´trica en el interior del acu´ıfero.
Antes de presentar las ecuaciones matriciales-diferenciales para los problemas en reg´ıme-
nes permanente y transitorio resultantes de la descomposicio´n de la ecuacio´n de flujo segu´n
el principio de superposicio´n presentado en la seccio´n 2.7, se define una convencio´n de nu-
meracio´n de las celdas activas. Esta convencio´n se usa para crear la topolog´ıa espacial
del acu´ıfero, te´rmino que se refiere a la estructura matema´tica que representa la conexio´n
de los bloques activos del acu´ıfero entre s´ı, con los bloques inactivos y con los asociados
con las condiciones de contorno. La numeracio´n topolo´gica se usa para ordenar las alturas
piezome´tricas en los sistemas de ecuaciones lineales, de forma que, al resolver la ecuacio´n
matricial-diferencial de flujo, se conoce en todo momento a que bloque de la malla de DF
pertenece. Para ello se ha adoptado el esquema secuencial presentado en la figura 2.6.
Sea k ∈ Z+ el ı´ndice topolo´gico de un bloque activo embebido en la malla de DF.
Su numeracio´n topolo´gica se inicia en el bloque activo localizado ma´s cerca de la esquina
inferior izquierda (k = 1) y termina en el bloque activo situado ma´s cerca de la esquina
superior derecha (k = n). El recorrido de la numeracio´n se realiza por filas, es decir, se
comienza desde la fila inferior, se numera cada bloque por columna de dicha fila, conti-
nuando en la superior adyacente y se repite el procedimiento para cada fila. As´ı, para una
fila intermedia i, la numeracio´n comienza en la primera columna de la izquierda (j = 1)
de la malla y crece en la direccio´n del eje x, aumentando los ı´ndices de columnas y to-
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Figura 2.5. Esquema de cinco puntos usado para la aproximacio´n de las derivadas parciales
















 de bloques activos
Figura 2.6. Esquema de la numeracio´n topolo´gica de los bloques activos para la discretizacio´n
de un acu´ıfero lineal usando DF.
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polo´gico, de manera que se establece j = j + 1 y k = k + 1. Cuando se llega al u´ltimo
bloque activo de una fila i, el ı´ndice de dicha fila aumenta, por consiguiente i = i + 1,
avanzando en direccio´n del eje y y se continu´a la numeracio´n desde la primera columna
(j = 1) en la fila siguiente. Este procedimiento continu´a hasta llegar bloque activo n. La
numeracio´n topolo´gica adoptada es sencilla y consistente, lo cual es importante puesto
que proporciona simplicidad en la representacio´n de la conectividad espacial del acu´ıfero y
establece una relacio´n biun´ıvoca entre la localizacio´n espacial de un bloque en el dominio
del acu´ıfero y la ubicacio´n de la altura piezome´trica correspondiente en los sistemas de
ecuaciones matriciales-diferenciales.
Las aproximaciones discretas para las derivadas parciales espaciales de la ecuacio´n de
flujo se han deducido usando el esquema de DF de cinco nodos presentado en la figura
2.5. Con el propo´sito de obtener expresiones de validez general, se define ξ(x, y, t) como
una funcio´n de altura piezome´trica que entra al operador lineal presentado en (2.9) con
dimensiones de [L]. Entonces, ξ(x, y, t) puede corresponder tanto a u(x, y), la solucio´n esta-
cionaria con condiciones de contorno del problema original segu´n la ecuacio´n (2.19), como
a w(x, y, t), la solucio´n transitoria con condiciones de contorno nulas y acciones exteriores
dadas de acuerdo con las ecuaciones (2.20) y (2.21). As´ı, la aproximacio´n nume´rica para
























siendo Tˆ |i,ji−1,j y Tˆ |i+1,ji,j [L2/T] las transmisividades equivalentes inter-bloque en direccio´n
del eje x entre los bloques (i− 1, j) e (i, j) y los bloques (i, j) e (i+ 1, j), respectivamente;
ξi−1,j , ξi,j [L] son las alturas piezome´tricas desconocidas en los bloques (i− 1, j) y (i, j),
respectivamente; ξΘi+1,j [L] es la altura piezome´trica impuesta en el bloque (i+ 1, j); ∆xi,j
[L] es el ancho del bloque (i, j) en direccio´n del eje x; ∆x|i, ji−1,j y ∆x|i+1,ji,j [L] son las
distancias en la direccio´n del eje x entre los centros de los bloques (i − 1, j) e (i, j) y los
bloques (i, j) e (i+ 1, j), respectivamente. Ana´logamente se escribe la aproximacio´n de la
























donde Tˆ |i, ji,j−1 y Tˆ |i,j+1i,j [L2/T] son las transmisividades equivalentes inter-bloque en direc-
cio´n del eje y entre los bloques (i, j − 1) e (i, j) y los bloques (i, j) e (i, j + 1), respecti-
vamente; ξi,j−1, ξi,j y ξi,j+1 [L] son las alturas piezome´tricas desconocidas en los bloques
(i, j − 1), (i, j) y (i, j + 1), respectivamente; ∆yi,j [L] es el ancho en direccio´n del eje y
del bloque (i, j); ∆y|i, ji,j−1 y ∆y|i,j+1i,j [L] son las distancias entre los centros de los bloques
(i, j − 1) e (i, j) y los bloques (i, j) e (i, j + 1) en direccio´n del eje y, respectivamente.
Las transmisividades inter-bloque Tˆ [L2/T] se calculan como la media armo´nica o la
media geome´trica de las transmisividades de los bloques adyacentes. Igualmente, si al
bloque (i, j) le corresponde una condicio´n de contorno dependiente de una altura externa






en la cual qΞi,j [L/T] es el flujo por unidad de a´rea generado por la condicio´n de contorno
y el acu´ıfero en el bloque (i, j), ξΞi,j y ξi,j [L] son la altura externa y la altura piezome´trica
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en el bloque (i, j), respectivamente, y cvi,j = Kˆi,j/ei,j [1/T] es el factor de goteo semi-
confinante sobre el bloque (i, j), donde Kˆi,j y ei,j se definen, segu´n la ecuacio´n (2.16),
como la conductividad hidra´ulica y el espesor del lecho semipermeable del r´ıo en el bloque










siendo Si,j el coeficiente de almacenamiento para el bloque (i, j). Adema´s, los flujos gene-
rados por efecto de las acciones exteriores sobre el bloque (i, j) se denominan qi,j [L/T].
2.8.2. El problema en re´gimen permanente
La aproximacio´n por DF para la ecuacio´n matricial-diferencial de flujo en re´gimen
permanente se obtiene sustituyendo las ecuaciones (2.23), (2.24) y (2.25) en (2.19); al
tiempo que se define que ξ(x, y, t) = u(x, y), se multiplica por el a´rea del bloque (i, j) y
se hacen nulos los sumandos dependientes del tiempo. Por lo tanto, considerando las n
ecuaciones algebraicas lineales correspondientes a todos los nodos activos de las DF, la
ecuacio´n matricial de flujo en re´gimen permanente para un acu´ıfero lineal es:
Aeu = qe (2.27)
donde Ae ∈ Rn×n [L2/T] es una matriz cuadrada de transmisividades sime´trica y definida
positiva que tiene en cuenta las condiciones de contorno no nulas del problema original,
u ∈ Rn [L] es el vector de las alturas piezome´tricas permanentes y qe ∈ Rn [L3/T] es
el vector de flujos permanentes generados por las condiciones de contorno del problema
original. La ecuacio´n (2.27) es ana´loga a la (2.19) y su solucio´n se obtiene resolviendo el
sistema lineal para las alturas piezome´tricas, a partir de las cuales se estiman los caudales
de intercambio con las masas de agua superficiales realizando un balance de masa en los
bloques pertenecientes a las condiciones de contorno tipo Dirichlet o Cauchy.
2.8.3. El problema en regimen transitorio
La aproximacio´n por DF para el problema en re´gimen transitorio se obtiene sustitu-
yendo las ecuaciones (2.23), (2.24) y (2.25) en la EDP de flujo subterra´neo (2.8), al tiempo
que se define que ξ(x, y, t) = w(x, y, t) y se multiplica por el a´rea del bloque (i, j). As´ı,
considerando las n EDO correspondientes a todos los nodos activos de las DF, el sistema
de ecuaciones matricial-diferencial para la solucio´n transitoria se escribe como:




donde A ∈ Rn×n [L2/T] es una matriz de transmisividades sime´trica, dispersa y definida
positiva, que tiene en cuenta las condiciones de contorno nulas y las propiedades hidra´ulicas
del acu´ıfero; S ∈ Rn×n [L2] es la matriz diagonal de almacenamientos; w = w(t) ∈ Rn [L]
es el vector que contiene las alturas piezome´tricas transitorias en cada uno de los nodos
en los que se ha discretizado el acu´ıfero y q ∈ Rn [L3/T] es el vector que contiene las
acciones exteriores actuando sobre cada nodo del acu´ıfero. De esta forma, la ecuacio´n (2.28)
es ana´loga a la (2.21) y esta´ sujeta a condiciones de contorno nulas y condiciones iniciales
wi,j(0) = hi,j(0)−ui,j ∀ i, j ∈ Ω y t = 0, donde hi,j(t) [L] es la altura piezome´trica total
por superposicio´n en el bloque (i, j), es decir, hi,j(t) = ui,j + wi,j(t).
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Segu´n Andreu (1984), se puede llevar a cabo una simulacio´n ma´s eficiente que considere
la variabilidad espacio-temporal de na excitaciones exteriores actuando sobre el acu´ıfero
usando el concepto de acciones elementales. As´ı pues, se supone que las acciones exterio-
res q se representan como una combinacio´n lineal de un conjunto reducido de est´ımulos
unitarios elementales con distribucio´n espacial invariante para todo el horizonte de simu-
lacio´n. Suponiendo que se discretiza todo el per´ıodo de simulacio´n en intervalos de tiempo
τ(t − 1, t) de igual duracio´n ∆t, que dichos intervalos finalizan en un instante t y que en
cada per´ıodo τ el vector de acciones externas se aproxima por un vector invariante q(τ), es
posible simular por superposicio´n temporal para acciones exteriores variables en el tiempo.
Con esto, el vector de acciones exteriores actuando sobre el acu´ıfero se escribe como:
q(τ) = Ψr(τ) (2.29)
donde Ψ ∈ Rn×na es la matriz de acciones elementales invariantes en el tiempo de simu-
lacio´n. E´sta representa la distribucio´n espacial de las acciones exteriores en el dominio del
acu´ıfero y tiene la propiedad de que sus columnas suman uno, por principio de conservacio´n
de masa. El valor de cada accio´n elemental equivale a la proporcio´n de la accio´n exterior
total que es ejercida sobre cada bloque del acu´ıfero. Igualmente, r(τ) ∈ Rna [L3/T] es el
vector de intensidades que adoptan las acciones exteriores en un paso de tiempo τ(t−1, t).
Cada una de sus componentes representa el volumen de agua, integrado sobre el domi-
nio espacial del acu´ıfero, que sale o entra del mismo durante el intervalo τ(t − 1, t). Este
procedimiento representa una separacio´n de la parte invariante en el tiempo, dada por la
matriz de acciones elementales, de la parte variable temporalmente, representada por el
vector de intensidades. De lo anterior, la ecuacio´n de flujo toma la siguiente forma:




que representa a la EDP de flujo subterra´neo como un SLIT generalizado, segu´n (2.2).
2.9. Ca´lculo de las variables de respuesta del acu´ıfero
en modelos de simulacio´n nume´rica por reduccio´n
Sean u ∈ Rn y w(t) ∈ Rn las soluciones discretas de los problemas permanente (2.27)
y transitorio (2.28), respectivamente. La solucio´n completa discreta del problema de flujo
se expresa, mediante el principio de superposicio´n, como:




Para encontrar la solucio´n transitoria w(t), se propone un esquema de simulacio´n por
reduccio´n como el me´todo ma´s eficiente para incluir el modelo de flujo subterra´neo del
acu´ıfero en la modelacio´n de sistemas de aprovechamiento de recursos h´ıdricos para uso
conjunto. Primero, asume que se ha construido una matriz V ∈ Rn×m que contiene los
m vectores columna generadores del subespacio ortonormal de reduccio´n, con m  n.
Igualmente, se asume que se dispone de algu´n procedimiento computacional para calcular
el vector Φ(t) ∈ Rm que contiene las variables de estado del sistema hidrogeolo´gico.
Ahora, siguiendo el procedimiento de proyeccio´n presentado en el apartado 2.2.4 e
imponiendo que las salidas del modelo son las alturas piezome´trica en todos los nodos de
las DF, se escribe que:
w(t) = VΦ(t) (2.32)
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sin importar el me´todo de reduccio´n utilizado. En consecuencia, al sustituir la ecuacio´n
(2.32) en (2.31), las alturas piezome´tricas totales se calculan como h(t) = u + VΦ(t).
En casos pra´cticos de modelacio´n para gestio´n conjunta lo habitual es que so´lo se
desea determinar un nu´mero pequen˜o nc de variables cr´ıticas de respuesta del flujo para
el acu´ıfero analizado. E´stas se han denominado para´metros de control (Andreu, 1984) y
pueden corresponder a: (i) niveles piezome´tricos en diferentes localizaciones del acu´ıfero,
(ii) volu´menes de agua almacenados en diferentes regiones del acu´ıfero y/o (iii) flujos de
intercambio entre el acu´ıfero y sus contornos. Dado que todos los esquemas de reduccio´n
por proyeccio´n son ana´logos, la fo´rmula de ca´lculo de dichos para´metros de control puede
utilizarse sin importar el me´todo seleccionado. Au´n as´ı, los errores de aproximacio´n pueden
ser mayores para unos para´metros que para otros, dependiendo del tipo de te´cnica de
reduccio´n utilizada. Por ejemplo, los errores en los niveles piezome´tricos simulados cerca
de pozos o r´ıos suelen ser mayores que aquellos calculados en zonas del acu´ıfero alejadas
de la influencia de las acciones concentradas o de los contornos. En general, dichos errores
son mayores cuando se analizan los descensos en la vecindad de un pozo de extraccio´n.
En ese orden de ideas, los para´metros de control de un acu´ıfero se escriben como una
combinacio´n lineal de las filas de V y su ca´lculo se basa en la siguiente expresio´n:
c(t) = VrΦ(t) (2.33)
donde el vector c(t) ∈ Rnc contiene los valores de los nc para´metros de control en el tiempo
t al final del intervalo de tiempo τ . Vr ∈ Rnc×m es la matriz de proyeccio´n reducida cuyas
filas se definen como una combinacio´n lineal de las filas de la matriz de proyeccio´n original
V, de acuerdo con los para´metros de control cr´ıticos definidos antes de la simulacio´n.
La principal ventaja de usar (2.33) en un esquema de simulacio´n por reduccio´n es que
permite evaluar eficientemente algunos para´metros de control de intere´s, sin la necesidad
de obtener las alturas piezome´tricas en todos los bloques del acu´ıfero. Ello se debe a
que la matriz de proyeccio´n se reordena para eliminar las filas innecesarias o combinar
filas pertinentes y, por lo tanto, disminuir el nu´mero de operaciones efectuadas por el
ordenador. Si la construccio´n de las diferentes matrices de proyeccio´n reducidas se lleva
a cabo de forma previa a la simulacio´n temporal, se evitan operaciones redundantes o
innecesarias a lo largo de la simulacio´n transitoria. Cabe agregar que lo anterior es de
suma importancia en problemas en los cuales se desea simular u optimizar la gestio´n de
sistemas de recursos h´ıdricos que implementan esquemas de uso conjunto durante largos
per´ıodos de tiempo, del orden de de´cadas, a resolucio´n temporal diaria o mensual.
Igualmente, el hecho de poder seleccionar a priori los para´metros de control del acu´ıfero
ahorra recurso f´ısico de memoria puesto que no se deben almacenar las alturas piezome´tri-
cas de todos los bloques del acu´ıfero para cada intervalo de simulacio´n. Au´n ma´s, consi-
derando el esquema de solucio´n de los co´digos tradicionales como MODFLOW (McDonald y
Harbaugh, 1988), que dividen cada intervalo temporal o de esfuerzo en subintervalos ma´s
cortos y escriben resultados del flujo para cada subintervalo, el requerimiento de memo-
ria f´ısica del ordenador puede ser prohibitivo cuando la discretizacio´n del modelo es muy
detallada.
En el procedimiento de construccio´n de la matriz de proyeccio´n reducida se usa la
numeracio´n topolo´gica de bloques activos presentada en el apartado 2.8.1 de acuerdo con
el esquema de la figura 2.6. Por consiguiente, sea k ∈ Z+ : 1 ≤ k ≤ n el ı´ndice que
representa dicha numeracio´n de acuerdo con la convencio´n establecida previamente. As´ı,
en los siguientes apartados se presentan las expresiones para determinar las variables de
control de especial intere´s en la modelacio´n de sistemas de uso conjunto. Cabe aclarar
que el planteamiento de las expresiones para los para´metros de control se ha basado en el
esquema del principio de superposicio´n propuesto en la seccio´n 2.7, por lo tanto e´stas se
i
i






CAPI´TULO 2. SISTEMAS HIDROGEOLO´GICOS LINEALES... 35
expresan como la suma de dos componentes; una que proviene de la solucio´n del problema
transitorio con acciones exteriores impuestas y condiciones de contorno nulas y otra que
corresponde a la solucio´n permanente sujeta a las condiciones de contorno originales.
2.9.1. Ca´lculo de alturas piezome´tricas
La altura piezome´trica en un bloque con numeracio´n topolo´gica k, denotada como
hk(t), se calcula como:
hk(t) = V
hk
r Φ(t) + uk (2.34)
donde:
Vhkr = Vk:k,1:m ∈ R1×m (2.35)
es la matriz de proyeccio´n reducida. Es decir, Vhkr equivale a la k-e´sima fila de la matriz
de proyeccio´n original y uk es la altura piezome´trica en re´gimen permanente para el mis-
mo bloque obtenida mediante la solucio´n del sistema de ecuaciones lineales presentado en
(2.27). En la pra´ctica, lo usual es seleccionar un conjunto de f bloques activos relevantes,
denominado I, y calcular sus alturas piezome´tricas correspondientes aplicando la ecuacio´n
(2.34). Considerando lo anterior, sea un vector de numeracio´n topolo´gica de alturas pie-
zome´tricas kh ∈ Zf cuya z-e´sima componente contiene al ı´ndice topolo´gico kz asociado
con cada bloque contenido en el conjunto I, para 1 ≤ kz ≤ n y z = 1, . . . , f . Sea adema´s el
vector hI(t) ∈ Rf que contiene las alturas piezome´tricas de cada bloque en I. Por lo tanto,
la operacio´n matricial para calcular la altura piezome´trica de un conjunto de bloques es:









 ∈ Rf×m (2.37)
es la matriz de proyeccio´n reducida, formada por las filas de la matriz original de proyeccio´n
que corresponden a los bloques numerados topolo´gicamente segu´n el vector kh y uI ∈ Rf
es el vector de alturas piezome´tricas permanentes de los bloques contenidos en I. A veces es
conveniente conocer el nivel piezome´trico promedio del mismo conjunto de bloques activos
















Φ(t) + uIp (2.38)
donde uIp es la altura piezome´trica promedio permanente para los bloques contenidos en I.
De la ecuacio´n (2.38) se deduce que la matriz de proyeccio´n reducida se calcula como el
promedio de las filas de la matriz original de proyeccio´n que corresponden a los bloques
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2.9.2. Ca´lculo del volumen de agua almacenado
El volumen de agua almacenado en un bloque de acu´ıfero con numeracio´n topolo´gica
k se define como υk(t) = sk,khk(t), donde sk,k es la k-e´sima componente diagonal de la
matriz de almacenamientos S. Por consiguiente, usando la expresio´n (2.34), se llega a:
υk(t) = V
υk
r Φ(t) + sk,k uk (2.40)
donde:
Vυkr = sk,kVk:k,1:m ∈ R1×m (2.41)
es la matriz de proyeccio´n reducida. Cuando se desea conocer el volumen almacenado en
un conjunto de bloques I del acu´ıfero, es ma´s eficiente ensamblar una matriz de proyeccio´n
reducida que calcular los volu´menes individuales por bloque y sumarlos posteriormente.
As´ı, suponiendo que I esta´ conformado por f bloques activos y que cada uno de ellos
tiene una numeracio´n topolo´gica definida previamente, se define el vector de numeracio´n
topolo´gica de volu´menes kυ ∈ Zf . En este vector cada componente z contiene el valor
del ı´ndice topolo´gico kz asociado con cada bloque perteneciente a I, para 1 ≤ kz ≤ n y



















es la matriz de proyeccio´n reducida para el ca´lculo del volumen y se calcula como la suma
de los vectores fila de proyeccio´n kz-e´simos correspondientes a las celdas implicadas en I,
ponderados por sus respectivas componentes diagonales de la matriz de almacenamiento.
2.9.3. Ca´lculo del caudal de intercambio entre el acu´ıfero y el
contorno dependiente de una altura externa
Ahora se consideran los contornos del acu´ıfero dependientes de alturas externas, de-
nominado Υ3 segu´n la ecuacio´n (2.14). En este caso se desea determinar el caudal de
intercambio entre una zona del acu´ıfero no contenida en los contornos y un subconjunto
de Υ3. En la discretizacio´n por DF, dicho subconjunto I contiene f bloques activos y cada
uno de ellos tiene una numeracio´n topolo´gica definida previamente. Tambie´n se define el
vector de numeracio´n topolo´gica de intercambio con condiciones de contorno de altura
externa kq ∈ Zf , que contiene bloques de contorno cuya dina´mica responde a la relacio´n
dada por (2.16). Por lo tanto, el caudal de intercambio depende de las dimensiones de
cada bloque en I, denotadas como ∆xkz y ∆ykz en las direcciones de los ejes x e y, respec-
tivamente, y de un factor de goteo definido como cvkz = Kˆkz/ekz [1/T], donde Kˆkz y ekz
son la conductividad hidra´ulica y el espesor de la capa semi-confinante, respectivamente.
De lo anterior se obtiene que el caudal total de intercambio QIr(t) [L
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donde ukz es la altura piezome´trica permanente para el bloque kz y u
e
kz
es el nivel externo








que se expresa como la suma de las filas de la matriz de proyeccio´n original ponderada
por las dimensiones del bloque correspondiente y el factor de goteo asociado, siguiendo al
vector de numeracio´n topolo´gica kq.
2.10. Tratamiento de condiciones de contorno no inva-
riantes en modelos lineales de flujo subterra´neo
Para conservar la linealidad e invariabilidad temporal de un modelo de flujo subterra´neo
que va a ser sometido a un procedimiento de reduccio´n, la interaccio´n r´ıo-acu´ıfero se repre-
senta como una condicio´n de contorno tipo Cauchy impuesta en los bloques correspondien-
tes a la localizaciones de los canales. Como se muestra en el gra´fico superior de la figura
2.7, cuando dicha interaccio´n se modela mediante un r´ıo completamente penetrante, dichas
propiedades se conservan en las condicio´n de contorno debido a que se mantiene una inter-
accio´n invariante entre la altura externa y el nivel piezome´trico en la capa semipermeable
durante todo el horizonte de simulacio´n del modelo. Este feno´meno se representa mediante
el modelo de decrecimiento lineal en el gra´fico Qr vs h superior de la figura 2.7.
Desafortunadamente, cuando la condicio´n de contorno debe representarse usando un
r´ıo parcialmente penetrante, de forma ana´loga a la implementacio´n desarrollada en los
paquetes RIVER o STREAM de MODFLOW (McDonald y Harbaugh, 1988), puede ocurrir que,
para algunos intervalos temporales de simulacio´n, el r´ıo y el acu´ıfero se desconecten, pro-


































Figura 2.7. Representacio´n de las relaciones r´ıo-acu´ıfero mediante las DF para r´ıo completamente
penetrante (arriba) y parcialmente penetrante (abajo).
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de lo anterior, se viola la hipo´tesis de invariabilidad temporal de dicha condiciones de con-
torno, complicando significativamente el esquema de modelacio´n reducido. En el esquema
inferior de la figura 2.7 se presenta un ejemplo gra´fico de dicha situacio´n. De ella se deduce
que si el nivel piezome´trico cae por debajo del fondo del canal, el bloque correspondiente
deja de relacionarse con la zona de r´ıo correspondiente, de forma que la entrada de agua
es constante y deja de depender del nivel piezome´trico en el acu´ıfero.
Sahuquillo (1992) describe tres situaciones en las cuales las condiciones de contorno
lineales impuestas, presentadas en la seccio´n 2.6.2, dejan de ser va´lidas: (i) cuando el
valor estimado con el modelo lineal para la infiltracio´n procedente del bloque superficial
conectado supera el agua disponible, (ii) al desconectarse hidra´ulicamente el acu´ıfero de
la masa de agua superficial y (iii) cuando el acu´ıfero descarga por un manantial y los
bombeos anulan las salidas. Dado(s) alguno(s) de los casos anterior, deben plantearse
estrategias de correccio´n para tener en cuenta los efectos de dichas variaciones, definiendo
una cota ma´xima de infiltracio´n procedente de las condiciones de contorno. En el caso
(i) esta cota ma´xima hace referencia al volumen total de intercambio en un determinado
intervalo temporal, por estar limitada el agua disponible en el r´ıo. En los casos (ii) y (iii)
se limita el flujo instanta´neo de intercambio entre el r´ıo y el acu´ıfero, bien a la recarga
existente al desconectarse el r´ıo o a una infiltracio´n nula en el manantial cuando deja de
salir el agua por e´ste. El procedimiento para incluir el efecto de las no linealidades es
ana´logo en los tres casos (Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et al., 2009).
Inicialmente, se identifica la existencia de condiciones de contorno no lineales respecto a
las consideradas para definir el modelo. As´ı, las expresiones para identificar si se producen
no linealidades en un intervalo de tiempo son: (i) Qr(τ) > Qd(τ) cuando el volumen de
recarga al acu´ıfero procedente de la masa de agua superficial que se obtiene con el modelo
lineal para el intervalo τ , Qr(τ), es superior al agua disponible a ese momento en dicha
masa de agua superficial, Qd(τ); y (ii) h(t) < hc si de descuelga el acu´ıfero o se anulan las
salidas por un manantial, donde h(t) es el nivel piezome´trico del acu´ıfero y hc es el nivel
piezome´trico a partir del cual el flujo de intercambio acu´ıfero-masa de agua superficial
obtenido con el modelo lineal supera el ma´ximo f´ısicamente posible, el cual, si se trata de
un manantial, coincide con la cota del manantial y el caudal de infiltracio´n es nulo.
Posteriormente, se corrigen los resultados obtenidos con el modelo lineal cuando se
produce no linealidad en alguna condicio´n de contorno. En el caso en el que se cumplan
los requisitos establecidos para que la condicio´n de contorno no sea lineal durante el
intervalo de tiempo τ(t− 1, t), el procedimiento a seguir para corregirlas es semejante en
las tres condiciones previamente descritas. Es decir, se trata de modificar las entradas
en la zona de conexio´n, imponiendo que sean iguales los valores l´ımite a los establecidos
en la condicio´n de contorno. Por lo tanto, el volumen almacenado en el acu´ıfero debe
cumplir la ecuacio´n de continuidad. En modelos distribuidos lineales, para cada una de
las zonas en las que se calcula una infiltracio´n superficial superior al agua disponible, se
requerira´ suponer un bombeo ficticio que corrija el efecto de estas infiltraciones imposibles.
Al superponer los bombeos ficticios a las acciones realmente existentes en cada zona, se ha
de cumplir que la diferencia entre la infiltracio´n del r´ıo y la obtenida con el modelo lineal,
incluyendo tambie´n las nuevas acciones consideradas, y el agua desalojada por los bombeos
ficticios en la zona coincida con el agua disponible para la infiltracio´n en esa condicio´n
de contorno. En consecuencia, la intensidad de cada accio´n ficticia se obtiene imponiendo
que se cumpla la condicio´n anteriormente citada y las variables de control del acu´ıfero
debera´n ser determinadas incluyendo el efecto de los bombeos ficticios. Ahora bien, si
se han detectado p celdas de contorno donde existen no linealidades, la correccio´n debe
efectuarse planteando sucesivamente sistemas de p ecuaciones simulta´neas que se resuelven
i
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para las p intensidades de los bombeos ficticias, cada uno de los cuales se impone a una
de las anteriormente mencionadas celdas de contorno. Dichos sistemas de ecuaciones se
resuelven hasta que el nu´mero de no linealidades detectadas en los contornos sea cero.
2.11. Conclusiones
La tendencia actual ma´s aceptada para incluir a los acu´ıferos como elementos perte-
necientes a un sistema de recursos h´ıdricos se basa en lograr una modelacio´n adecuada de
la dina´mica del flujo subterra´neo mediante la aplicacio´n de alguna te´cnica de reduccio´n
de un modelo nume´rico complejo a una forma ma´s simple. La caracter´ıstica principal del
modelo reducido obtenido es que su ejecucio´n es ma´s eficiente que la del modelo nume´rico
original y representa lo ma´s adecuadamente posible los diferentes para´metros de control
del acu´ıfero. Al respecto, en la revisio´n bibliogra´fica presentada en la seccio´n 2.3, se ha
puesto de manifiesto que las te´cnicas de reduccio´n ma´s utilizadas en el campo de la mode-
lacio´n de sistemas de recursos h´ıdricos que incluyen esquemas de utilizacio´n conjunta han
sido el MAV y la DOA. A pesar de que el propo´sito de ambas te´cnicas es el mismo, sus
marcos conceptuales manifiestan grandes diferencias, tanto de tipo teo´rico como pra´ctico.
Au´n as´ı, en diferentes publicaciones (Andreu, 1984; Andreu y Sahuquillo, 1987; Sahuquillo
y Andreu, 1988; Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et al., 2007b, 2008) se ha mos-
trado que el MAV es la te´cnica ma´s eficiente para cuantificar las relaciones r´ıo-acu´ıfero
cuando se desea simular u optimizar la gestio´n de grandes sistemas de recursos h´ıdricos.
Entre las diferencias de tipo teo´rico se destaca el hecho de que la reduccio´n por el
MAV esta´ basada u´nicamente en la estructura matema´tica del modelo, es decir, depende
exclusivamente de la configuracio´n de las condiciones de contorno y los para´metros de
flujo establecidos para construir el subespacio de proyeccio´n. En cambio, la reduccio´n
por la DOA utiliza datos o simulaciones previas para construir un subespacio emp´ırico
de proyeccio´n. Como se comento´ en el apartado 2.4.2, dichos datos previos, conocidos
bajo el nombre de ima´genes, consisten ba´sicamente de alturas piezome´tricas en diferentes
localizaciones del acu´ıfero o caudales de intercambio entre el acu´ıfero y sus contornos.
La principal diferencia de tipo pra´ctico entre el MAV y la DOA tiene que ver con el
ca´lculo nume´rico de la base del subespacio de proyeccio´n. Para el MAV, dicha operacio´n es
directa y consiste en ejecutar un algoritmo que calcule los autovalores y autovectores del sis-
tema, resolviendo eficientemente un problema generalizado de autovalores. Para la DOA,
la construccio´n del subespacio de proyeccio´n requiere ejecutar previamente el modelo de
flujo que se desea reducir y extraer de e´ste las ima´genes necesarias. Como consecuencia de
lo anterior, la representatividad o´ptima del modelo reducido depende fuertemente de una
pocas variables de estado cr´ıticas que a menudo no se conocen previamente, requiriendo
la ejecucio´n de un proceso de tanteo y error para identificarlas adecuadamente.
Asimismo, aunque hasta ahora no han sido usados en problemas de uso conjunto, los
me´todos de reduccio´n en los subespacios de Krylov surgen como una posible alternativa
para simular las relaciones r´ıo-acu´ıfero y otras variables de estado de forma reducida y
eficiente. Como se ha comentado previamente, la principal ventaja de esta familia de
te´cnicas es que la base del subespacio de proyeccio´n se construye eficientemente usando
las iteraciones de Lanczos y/o Arnoldi, las cuales se basan exclusivamente en la estructura
matema´tica del modelo. A pesar de lo anterior, su principal desventaja es que el modelo
reducido so´lo preserva adecuadamente una porcio´n del espectro del sistema original, con
lo cual algunas variables de estado del acu´ıfero no pueden representarse adecuadamente.
En este cap´ıtulo se ha planteado un marco conceptual general para el tratamiento
de modelos lineales de flujo subterra´neo, representa´ndolos en la forma de SLIT para
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hacer posible el uso de me´todos de reduccio´n y, en consecuencia, posibilitar su ejecucio´n
eficiente. Al respecto, la atencio´n se centra en un esquema de resolucio´n basado en la
aplicacio´n del principio de superposicio´n, proponie´ndose que la reduccio´n se aplique sobre
el problema transitorio con condiciones de contorno nulas. Ello evita tener que someter al
modelo de flujo a te´cnicas de eliminacio´n de los nodos de contorno, creando una particio´n
expl´ıcita del problema, la cual puede ser complicada especialmente cuando se discretiza
finamente las zonas de los contorno del acu´ıfero. Dado que las condiciones de contorno
del modelo reducido son nulas, resulta sencillo evaluar eficientemente los para´metros de
control seleccionados pues su variabilidad temporal se representa como un te´rmino de
correccio´n por superposicio´n, como se presenta desde la ecuacio´n (2.34) hasta la (2.45).
En resumen, con el planteamiento conceptual presentado en esta seccio´n es posible
construir diferentes esquemas de reduccio´n de modelos hidrogeolo´gicos por proyeccio´n,
cuyos planteamientos matema´ticos se presentan en los cap´ıtulos siguientes.
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“La vida es un proceso de modificacio´n,
una combinacio´n de estados que tenemos que pasar.
Cuando la gente no cambia de estado y
permanece en e´l, es una especie de muerte”.
Anais Nin
3
Reduccio´n modal anal´ıtica de
sistemas hidrogeolo´gicos
3.1. Introduccio´n
En este cap´ıtulo se plantean modelos distribuidos de para´metros agregados mediante el
desarrollo de las soluciones anal´ıticas por el MAV, que conducen a la cuantificacio´n de la
relacio´n r´ıo-acu´ıfero mediante los MPE (Sahuquillo, 1983b, 1992; Pulido-Vela´zquez et al.,
2005). El MAV aprovecha el esquema de superposicio´n presentado en la seccio´n 2.7 para
separar el problema transitorio con condiciones de contorno nulas, segu´n las ecuaciones
(2.20) y (2.21), el cual es ma´s fa´cil de solucionar anal´ıticamente que el problema original,
y se resuelve mediante la te´cnica de separacio´n de variables de Fourier, lo cual conduce al
planteamiento de dos problemas. Uno en el que la variable independiente es el tiempo y
esta´ formulado como un conjunto de EDO lineales y de primer orden, con una condicio´n
inicial asociada. Otro, en el que las variables independientes son las coordenadas espaciales
y se encuentra expresado como un Problema Regular de Sturm-Liouville (PRSL).
Un PRSL es un problema de condiciones de contorno representado por medio de una
EDO de segundo orden, lineal, homoge´nea con coeficientes constantes, la cual tiene un
para´metro desconocido que se determina para satisfacer las condiciones de contorno nulas
(Zettl, 2005). En consecuencia, la solucio´n del PRSL consiste en encontrar valores del
para´metro desconocido para los cuales la ecuacio´n diferencial tiene soluciones distintas de
la trivial. Los valores del para´metro se llaman autovalores y las soluciones encontradas en
correspondencia con esos valores se llaman autofunciones. Las soluciones encontradas se
combinan siguiendo el principio de superposicio´n. Posteriormente, verificando las condicio-
nes de contorno, se halla la solucio´n u´nica como serie infinita de soluciones particulares que
cumplen con la ecuacio´n diferencial original. Por u´ltimo, desarrollando la condicio´n inicial
en forma de serie de Fourier e imponie´ndola sobre la forma de solucio´n u´nica, previamente
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3.2. Solucio´n del problema en re´gimen permanente
La solucio´n anal´ıtica del problema en re´gimen permanente, ecuacio´n (2.19), depende
de la geometr´ıa del acu´ıfero y las condiciones de contorno particulares para cada problema
abordado, por lo cual no existe una forma general. Para geometr´ıas irregulares y medios
heteroge´neos es imposible obtener una solucio´n anal´ıtica. Por el contrario, para medios
homoge´neos e iso´tropos, la expresio´n (2.19) se convierte en la ecuacio´n de Laplace y por
lo tanto se vuelve aplicable la teor´ıa anal´ıtica de campos potenciales de flujo. Existen
soluciones anal´ıticas para dicha ecuacio´n y, de nuevo, su complejidad vendra´ dada por
las condiciones de contorno adoptadas para el problema y por la geometr´ıa del dominio
espacial. Gran cantidad de soluciones para acu´ıfero de geometr´ıas sencillas sometidos a
acciones exteriores simples pueden encontrarse en los textos cla´sicos de dina´mica de flujo
en medios porosos (Polubarinova-Kochina, 1962; Bear, 1972; Bruggeman, 1999).
3.3. Solucio´n del problema en re´gimen transitorio
La solucio´n del problema en re´gimen transitorio w(x, y, t), sujeta a condiciones de
contorno nulas y condiciones iniciales dadas por las del problema original h0(x, y), menos
la solucio´n estacionaria u(x, y), se efectu´a en dos partes. Primero, se obtiene una solucio´n
general wg(x, y, t) que no considera el efecto de las acciones exteriores. Posteriormente,
se obtienen las soluciones particulares wl(x, y, t) considerando el efecto individual de las
acciones exteriores. Finalmente, siguiendo el principio de superposicio´n, estas soluciones
se suman para obtener una solucio´n transitoria completa que se denota por w(x, y, t).
3.3.1. Solucio´n general: acciones exteriores nulas
Para encontrar una solucio´n general, asumiendo que el acu´ıfero se encuentra sometido
a acciones exteriores nulas, la EDP de flujo subterra´neo se expresa como sigue:
L {wg} = S(x, y)∂wg
∂t
sujeta a una condicio´n inicial wg(x, y, 0) = h0(x, y)−u(x, y)∀x, y ∈ Ω y t = 0 y condiciones
de contorno nulas, donde wg = wg(x, y, t) representa una solucio´n general de la parte
transitoria del problema. Usando el me´todo de la separacio´n de variables, se propone que:
wg(x, y, t) = φ(t)V (x, y) (3.1)
donde φ(t) es la parte temporal de la solucio´n y V (x, y) es su parte espacial. A partir de














= V (x, y)
∂φ(t)
∂t
y sustituyendo las derivadas de (3.2) en las correspondientes en la ecuacio´n (2.20), resulta
la siguiente EDP:
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que dividida por S(x, y)V (x, y)φ(t), separando las variables independientes espaciales de
las temporales e igualando a ambos lados a una constante arbitraria −λ, se escribe como:
L {V (x, y)}







de donde se obtienen las dos siguientes ecuaciones separadas:
L {V (x, y)}+ λS(x, y)V (x, y) = 0 (3.3)
dφ(t)
dt
+ λφ(t) = 0 (3.4)
La ecuacio´n (3.3) sujeta a condiciones de contorno nulas es un PRSL; resolverlo im-
plica encontrar los valores del para´metro λ [T−1] que definen soluciones distintas de la
trivial. Estos para´metros λ, junto con las funciones asociadas V (x, y) [L−1], se denomi-
nan, respectivamente, autovalores y autofunciones del problema definido por (3.3) y por
las condiciones de contorno correspondientes. La expresio´n de las autofunciones V (x, y)
depende de los valores que puedan tomar los autovalores λ. Cada una de las soluciones po-
sibles sera´ denotada Vi(x, y) y el autovalor que la define λi, formando el i-e´simo modo de la
solucio´n de la ecuacio´n de flujo. Adema´s, de acuerdo al teorema de Sturm-Liouville existen
una cantidad infinita de autovalores reales, a cada uno de los cuales le corresponde una
autofuncio´n. Las autofunciones, as´ı definidas, forman un conjunto completo, es decir, cual-
quier funcio´n suave a trozos se puede representar como una serie de Fourier generalizada
de dichas autofunciones. Adema´s, si un par de autofunciones corresponden a autovalores
diferentes, e´stas son ortogonales respecto a una funcio´n peso S(x, y) (Sahuquillo, 1983a).
Por su parte, la ecuacio´n (3.4) tiene una solucio´n general de la forma:
φ(t) = c e−λt (3.5)
donde c es una constante que se determina de la condicio´n inicial, la cual se expresa como
φ(t)|t=0 = φ(0), donde se observa que c = φ(0), por lo que (3.5) finalmente queda:
φ(t) = φ(0) e−λt (3.6)
es decir, presenta la forma de una funcio´n de decaimiento exponencial del estado inicial
con el tiempo. La solucio´n (3.6) depende de los valores que puede tomar el para´metro
λ es decir, de los autovalores determinados al resolver el PRSL antes presentado. Por
consiguiente, para la ecuacio´n (3.4) se dispone de un conjunto de soluciones, una para
cada autovalor λi, tal que φi(t) = φi(0) e
−λit. Finalmente, de acuerdo con (3.6), una
solucio´n al problema definido por las ecuaciones (2.20) y condiciones de contorno nulas es:
wgi(x, y, t) = Vi(x, y)φi(t) = Vi(x, y)φi(0) e
−λit
con lo cual, teniendo en cuenta el principio de superposicio´n para considerar las infinitas
soluciones posibles, se propone la siguiente solucio´n general:
wg(x, y, t) =
∞∑
i=1
Vi(x, y) φi(0) e
−λit (3.7)
que se encuentra compuesta por una serie infinita de funciones de decaimiento exponencial
de las alturas piezome´tricas transitorias y representa la dina´mica del estado del sistema
hidrogeolo´gico cuando no existen acciones exteriores actuando sobre e´ste.
i
i
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3.3.2. Solucio´n particular: acciones exteriores dadas
Ahora se desea resolver la EDP de flujo subterra´neo expresada en funcio´n de la so-
lucio´n transitoria w = w(x, y, t), considerando que la l-e´sima accio´n exterior Ql(x, y)
esta´ actuando sobre el acu´ıfero. Con lo anterior, la ecuacio´n (2.21) se escribe como:
L {w}+Ql(x, y) = S(x, y)∂w
∂t
y se encuentra sujeta a condiciones de contorno e iniciales nulas, siguiendo la forma de la
solucio´n presentada en (3.7); el resultado a obtener es wl(x, y, t), la solucio´n particular que
corresponde a la accio´n exterior Ql(x, y). En principio, las primeras derivadas parciales de





































Ahora bien, de acuerdo con la ecuacio´n (3.3), L {Vi(x, y)} = −λiS(x, y)Vi(x, y). As´ı,
al sustituir esta equivalencia en la expresio´n (3.9), multiplicando todos los miembros de la
ecuacio´n resultante por Vj(x, y) e integra´ndola sobre todo el dominio espacial del acu´ıfero,







S(x, y)Vi(x, y)Vj(x, y)dΩ +
∫
Ω







S(x, y)Vi(x, y)Vj(x, y)dΩ (3.10)
La simplificacio´n de (3.10) se ejecuta considerando que {Vi(x, y), Vj(x, y)} es un conjun-
to de funciones ortogonales con respecto a la funcio´n peso S(x, y), y que cualquier conjunto
ortogonal se puede normalizar para obtener un conjunto ortonormal. En consecuencia:∫
Ω
S(x, y)Vi(x, y)Vj(x, y)dΩ =
{
0, si i 6= j
1, si i = j






Ql(x, y)Vi(x, y)dΩ, con i = 1, 2, 3 . . . (3.11)
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donde ci es una constante que se halla utilizando la condicio´n inicial. Si dicha condicio´n
se describe mediante φi(t)|t=0 = φi(0), al sustituirla en la ecuacio´n (3.12) se verifica que:













Ql(x, y)Vi(x, y)dΩ (3.13)
que es una ecuacio´n que representa el estado del acu´ıfero en funcio´n de las acciones ex-
teriores actuando sobre e´ste, los autovalores y las autofunciones que resultan de resolver
el PRSL asociado. Aplicando el principio de superposicio´n para considerar las infinitas
soluciones posibles, se obtiene la solucio´n formal para las alturas piezome´tricas transitorias:















y cumple las condiciones de contorno e inicial establecidas en la seccio´n 2.6. De la ecuacio´n
(3.14) se observa que la solucio´n esta´ formada por la suma de dos componentes; la primera,
corresponde a la solucio´n general presentada en (3.7), mientras que la segunda es la solucio´n
particular correspondientes a la l-e´sima accio´n exterior, que se escribe como:










Por u´ltimo, para obtener φi(0) a partir de w(x, y, 0) se consideran las condiciones
iniciales del problema transitorio, expresadas en te´rminos de las funciones de estado co-
mo w(x, y, 0) =
∑
φi(0)Vi(x, y). Con ello, multiplicando w(x, y, 0) por S(x, y)Vi(x, y) e
integrando en el dominio del acu´ıfero, las condiciones iniciales se plantean como:∫
Ω





Vi(x, y)S(x, y)Vi(x, y)dΩ




h(x, y, 0)S(x, y)Vi(x, y)dΩ
que es una expresio´n para obtener las condiciones iniciales en la base de las autofunciones.
Los valores de φi(t) representan cada componente del vector de orden infinito que contiene
las funciones de estado del acu´ıfero; as´ı, cuando se conocen los valores para φi(t), se pueden
calcular los niveles piezome´tricos usando directamente la expresio´n (3.1).
3.3.3. Solucio´n total transitoria: principio de superposicio´n
Considerando las na acciones exteriores actuando sobre el acu´ıfero, se obtiene la solu-
cio´n transitoria completa para el problema w(x, y, t) = wg(x, y, t)+
∑na
l=1 wl(x, y, t), donde
la solucio´n general, wg, ha sido definida previamente en la ecuacio´n (3.7) y:
na∑
l=1















es la suma de las soluciones particulares correspondientes a cada una de las acciones
exteriores actuando sobre el acu´ıfero. Con ella se tienen definidos todos los te´rminos de la
solucio´n anal´ıtica por el MAV para la EDP de flujo subterra´neo.
i
i
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3.4. Ca´lculo del caudal de intercambio entre el r´ıo y el
acu´ıfero: el modelo pluricelular englobado
Una variable de gran intere´s en la simulacio´n de flujo del acu´ıfero en sistemas de uso
conjunto es el caudal de interaccio´n entre el r´ıo y el acu´ıfero, Qr(t) [L
3/T]. Suponiendo
que el fondo y los bordes laterales del acu´ıfero son impermeables, las u´nicas salidas de
agua se presentan en el contacto con una masa de agua superficial. Se define a υ(t) [L3]
como el volumen de agua almacenado en el acu´ıfero por encima de la salida o nivel de

















S(x, y)Vi(x, y) dΩ (3.17)
Ahora bien, definiendo a Fi [L] como el volumen bajo la superficie de la i-e´sima auto-




S(x, y)Vi(x, y) dΩ (3.18)
y escribiendo el volumen de agua υi(t), correspondiente la i-e´sima autofuncio´n, Vi(x, y),





En el siguiente desarrollo matema´tico se considera que, para efectos de simulacio´n, es
va´lida la traslacio´n temporal. Por lo tanto, sea τ(t− 1, t) [T] un intervalo temporal en el
cual actu´an na acciones exteriores sobre el acu´ıfero, cada una de las cuales se denota como
Ql(x, y, τ), con l = 1, . . . , na. Se considera que la duracio´n de cada intervalo τ(t− 1, t) es
constante y se denota dicha duracio´n como ∆t [T]. De la misma forma, se asume que las
magnitudes de las acciones exteriores var´ıan en el tiempo, pero son constantes durante la
duracio´n de cada intervalo. Entonces, sea la l-e´sima accio´n exterior, Ql(x, y, τ) [L
3/T], que
actu´a en un intervalo gene´rico τ(t− 1, t) y υ(t− 1) [L3] el volumen de agua acumulado en
el acu´ıfero al final del intervalo anterior τ(t− 2, t− 1). Combinando las ecuaciones (3.13)
y (3.19) y usando la traslacio´n temporal, el volumen de agua almacenado en el acu´ıfero













Ql(x, y, τ)Vi(x, y)dΩ (3.20)
Por otro lado, la l-e´sima accio´n exterior integrada sobre el dominio espacial del acu´ıfero




Ql(x, y, τ) dΩ
i
i
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Ql(x, y, τ)Vi(x, y)dΩ (3.21)
donde bli son los factores o coeficientes de reparto que representan el porcentaje de la l-
e´sima accio´n exterior total actuando sobre el acu´ıfero. Consecuentemente, por conservacio´n




es decir, para cada accio´n exterior actuando, existe un conjunto infinito de factores adi-
mensionales cuya sumatoria es unitaria que dependen de la geometr´ıa del acu´ıfero y de la
configuracio´n espacial de cada excitacio´n.
A partir de un esquema apropiado de tratamiento de los factores de reparto y de la
ecuacio´n de continuidad, se puede lograr la reduccio´n efectiva del taman˜o de la solucio´n
anal´ıtica, como se presenta a continuacio´n. Si se multiplica en el numerador y el deno-
minador del segundo sumando de la derecha en (3.20) por las acciones integradas Ql(τ)
y se reemplaza el coeficiente de reparto de la ecuacio´n (3.21), el volumen total de agua













Igualmente, asumiendo que el nivel de referencia es el de la conexio´n acu´ıfero-masa
superficial, se puede establecer una analog´ıa entre la ecuacio´n (3.22) y la correspondiente
al modelo unicelular, expresio´n (2.6). Considerando la ecuacio´n de continuidad, el cambio
de volumen almacenado en el acu´ıfero sera´ la diferencia entre la accio´n integrada Q y el
efecto Qr sobre el caudal del r´ıo, es decir, Qr = Q−dV/dt. Por lo tanto, derivando (3.22),
por conservacio´n de masa, la ecuacio´n de estado para la relacio´n r´ıo-acu´ıfero se expresa










que corresponde a la solucio´n anal´ıtica general del problema de la detraccio´n o aumento
del caudal de un r´ıo en respuesta a un bombeo o recarga en un acu´ıfero conectado con e´ste.
Sea un depo´sito virtual i, su caudal descargado al r´ıo se escribe en funcio´n de su volumen
acumulado como Qri(t) = λiυi(t) que equivale a υi(t) = λ
−1
i Qri(t). Con ello se pone
de manifiesto que la ecuacio´n de estado del volumen de agua almacenado en el acu´ıfero
corresponde a una suma infinita de modelos unicelulares, cada uno de los cuales tiene
asociado un para´metro de descarga dado por el autovalor correspondiente y un para´metro
de recarga dado por el coeficiente de reparto asociado. Dicha formulacio´n matema´tica
ha sido denominada MPE (Sahuquillo, 1983b), y establece que para calcular la relacio´n
r´ıo-acu´ıfero se aplica el mismo proceso de ca´lculo que para un modelo unicelular, pero
aumentando el nu´mero de depo´sitos mediante los cuales se representa al acu´ıfero.
En consecuencia, la solucio´n para el caudal de intercambio entre el r´ıo y el acu´ıfero
se concibe como la respuesta de un conjunto infinito de depo´sitos virtuales lineales entre
los que se reparten las acciones exteriores, como se presenta en el esquema de la figura
3.1. Dichos depo´sitos son meramente conceptuales y no corresponden a porciones f´ısicas
i
i
















Figura 3.1. Infinitos depo´sitos virtuales que representan la solucio´n para la relacio´n r´ıo-acu´ıfero
mediante un MPE. Adaptada de Sahuquillo (1983b).
del acu´ıfero, contrario a lo que sucede cuando se discretiza el dominio espacial de un
acu´ıfero utilizando DF o EF. En otras palabras, estas celdas virtuales so´lo tienen existencia
conceptual estando englobadas o embebidas en la solucio´n anal´ıtica resultante (Sahuquillo,
1983b; Pulido-Vela´zquez et al., 2005; Sahuquillo y Cassiraga, 2010c).
En aplicaciones pra´cticas usando un MPE, el nu´mero de te´rminos a considerar en
(3.23) puede limitarse como consecuencia de dos cosas: (i) los autovalores son nu´meros
reales, positivos y crecientes, entonces la influencia de los te´rminos exponenciales asociados
en la solucio´n decrecen con el tiempo y llegan a ser despreciables despue´s de un cierto
tiempo y (ii) los coeficientes de reparto son sucesiones decrecientes que tienden a cero
mientras el ı´ndice modal aumenta. Ahora, utilizando el principio de superposicio´n para
considerar expl´ıcitamente los efectos de todas las na acciones exteriores actuando sobre













y el modelo anal´ıtico de flujo para la relacio´n r´ıo-acu´ıfero se reduce efectivamente como
sigue. Primero, se ordenan los autovalores de forma creciente, se desprecian los te´rminos
para los que i > m. Consecuentemente, se sugiere considerar la serie de los m primeros



















expresio´n que no modifica la recarga o descarga total, o la distribucio´n entre las celdas,
excepto la proporcio´n correspondiente a la u´ltima (celda p = m + 1), la cual acumula el
efecto no considerado de los modos tales que i ≥ p con el fin de preservar la ecuacio´n
de continuidad agregada en el acu´ıfero a lo largo de todo el horizonte de simulacio´n.
i
i
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Finalmente, el error de aproximacio´n, err(m), se define como la diferencia entre la solucio´n
exacta, ecuacio´n (3.23), y la solucio´n reducida, dada por la expresio´n (3.25):


















as´ı, una vez fijado el error admisible, m se determina iterativamente. En publicaciones
previas (Pulido-Vela´zquez et al., 2005) se ha mostrado que, para acu´ıferos con geometr´ıa
sencilla, el nu´mero de celdas virtuales a considerar puede ser de unas pocas, casi siempre
inferior a cinco. Dicha configuracio´n es efectiva en los casos en los que es necesario hacer
una determinacio´n precisa de la influencia de las acciones en el acu´ıfero sobre los caudales
superficiales para periodos de simulacio´n con intervalos temporales de un mes, que son los
habituales en modelos de simulacio´n para la planificacio´n de recursos hidra´ulicos.
3.5. Algunas soluciones anal´ıticas de intere´s en la mo-
delacio´n de sistemas de recursos h´ıdricos
Sea un acu´ıfero rectangular, homoge´neo e iso´tropo conectado con un r´ıo, en el que T es
la transmisividad, S es el coeficiente de almacenamiento, L es la distancia del r´ıo al borde
impermeable y W es la distancia entre las dos paredes impermeables perpendiculares al r´ıo.
Para los casos en que se considere una accio´n puntual, e´sta se localiza a una distancia xp del
borde impermeable del acu´ıfero paralelo al r´ıo. Los esquemas ba´sicos de la configuracio´n
geome´trica del acu´ıfero, la distribucio´n de las acciones exteriores y las consideraciones
de conexio´n de los casos considerados se presentan en las figuras 3.2 y 3.3, para accio´n
puntual y distribuida, respectivamente. A continuacio´n, se analizan las situaciones de
acu´ıfero perfecta y parcialmente conectado con un r´ıo, sobre el cual actu´a una accio´n
puntual o una distribuida. En los cuatro casos considerados se determinan los coeficientes
de reparto bi, las autofunciones bidimensionales Vij(x, y) y los autovalores λi.
3.5.1. Acu´ıfero perfectamente conectado y accio´n distribuida
Se considera una accio´n distribuida uniformemente, por ejemplo la recarga por infiltra-
cio´n de lluvia o los retornos de riego, actuando sobre toda el a´rea del acu´ıfero presentado
en la figura 3.2, gra´ficos (i) y (ii). Puede demostrarse que, para este caso, las autofunciones























i = 1, 2, . . . ; j = 1, 2, . . .
(3.27)
donde k = SLW , mientras que los autovalores o coeficientes de descarga se calculan como:




para i = 1, 2, ..,∞. De (3.27), usando la ecuacio´n (3.21), los coeficientes de reparto, bi,







































Figura 3.2. Acu´ıfero rectangular conectado con un r´ıo, sometido a accio´n exterior distribuida
uniformemente. Se presentan esquemas de: (i) la vista en planta del acu´ıfero, arriba; (ii) el perfil
en y = 0 para caso de r´ıo completamente penetrante y perfectamente conectado, centro; (iii) el
perfil en y = 0 para caso de r´ıo completamente penetrante e imperfectamente conectado, abajo.
i
i


































Figura 3.3. Acu´ıfero rectangular conectado con un r´ıo, sometido a accio´n exterior puntual con-
centrada. Se presenta el esquema de: (i) vista en planta del acu´ıfero, arriba; (ii) el perfil en y = yp
para caso de r´ıo completamente penetrante y perfectamente conectado, centro; (iii) el perfil en
y = yp para caso de r´ıo completamente penetrante e imperfectamente conectado, abajo.
i
i
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De la ecuacio´n (3.29) se deduce que, para un acu´ıfero rectangular, los coeficientes
de reparto son diferentes de cero u´nicamente cuando j = 0. En consecuencia, segu´n la
expresio´n (3.23), el caudal de descarga generado por un pulso instanta´neo de recarga R,













y corresponde a la solucio´n presentada por Rorabaugh (1964, ecuacio´n (5), pa´gina 435).
Ahora bien, la solucio´n para la descarga por unidad de longitud producida por un incre-
mento instanta´neo del nivel piezome´trico en un acu´ıfero unidimensional conectado perfec-










donde q [L2/T] es la descarga al r´ıo por unidad de longitud, T y S son la transmisividad
y el coeficiente de almacenamiento del acu´ıfero, respectivamente, L es la distancia del r´ıo
al l´ımite impermeable, t es el tiempo posterior a la recarga y h0 es el aumento de la altura
piezome´trica como consecuencia del evento de recarga. Adema´s, λm es el para´metro de
descarga asociado con la m-e´sima componente de la sumatoria en la ecuacio´n (3.31) y
representa la tasa a la cual cada componente de la solucio´n descarga agua hacia el r´ıo,
siendo ide´nticos a los presentados en (3.28), correspondientes a la solucio´n por MPE. Ro-
rabaugh (1964) propone que si los valores de λm son elevados, las funciones exponenciales
decrecientes tienden a cero ra´pidamente mientras t aumenta. Entonces, se considera que
cuando ha transcurrido cierto intervalo de tiempo cr´ıtico tc [T] desde el u´ltimo episodio de
recarga sobre el acu´ıfero, u´nicamente la primera componente de la sumatoria en (3.31) es
significativa. De esto se deduce que la expresio´n (3.31) queda representada mediante una
simple ecuacio´n de decaimiento exponencial, ana´loga a la presentada por Maillet (1905).





Dado un valor de tc, Roragaugh y Simmons (1966) agrupan T , S y L en una variable






donde KRI es el tiempo para el cual el caudal drenado del acu´ıfero disminuye a un de´cimo
y se estima como el inverso de la pendiente del logaritmo del hidrograma para un per´ıodo
de agotamiento (Rutledge, 1993). Daniel (1976) propone utilizar un acu´ıfero rectangular
equivalente con los valores S y T y un ancho L, que ser´ıa la distancia media desde el cauce





donde A [L2] es el a´rea de la cuenca que drena al acu´ıfero y Lp [L] es la longitud de los
cauces perennes en la red de drenaje de la cuenca. La ecuacio´n (3.34) implica que el agua
subterra´nea descarga uniformemente a todos los canales del r´ıo y que las l´ıneas de flujo son
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perpendiculares al cauce. Esta consideracio´n es violada en la mayor´ıa de las condiciones de
flujo, inclusive para casos de geometr´ıa sencilla como los presentados por Rutledge (2000).
De forma alternativa, Halford y Mayer (2000) proponen un me´todo emp´ırico para
la estimacio´n de L, basado en la implementacio´n computacional de modelos de flujo y
de transporte advectivo de seguimiento de part´ıculas para el acu´ıfero en estudio. Dicho
procedimiento consiste en resolver el problema de flujo, para, posteriormente, trazar las
trayectorias de las l´ıneas de corriente, usando los co´digos MODFLOW (McDonald y Harbaugh,
1988) y MODPATH (Pollock, 1994), respectivamente. Se asume que para la trayectoria de
una part´ıcula es va´lida la ecuacio´n (3.31), lo cual lleva impl´ıcito la suposicio´n de flujo
unidimensional en la direccio´n del vector tangente a cada punto de la trayectoria. Con
base en lo anterior, se asume que la distancia L corresponde a la longitud de la l´ınea de
corriente para una part´ıcula lanzada desde el borde impermeable del acu´ıfero. Halford y
Mayer proponen que una longitud promedio, para muchas part´ıculas lanzadas desde los
bordes de no flujo, es un buen estimador de las condiciones medias del acu´ıfero en lo que
se refiere a la distancia al borde impermeable del modelo unidimensional, con lo cual se
estima un ı´ndice de agotamiento promedio en el acu´ıfero. Esto es ana´logo a establecer
un ancho equivalente que representa las condiciones de flujo en un acu´ıfero de geometr´ıa
irregular.
3.5.2. Acu´ıfero perfectamente conectado y accio´n puntual
Se considera una accio´n puntual actuando en una localizacio´n ubicada en las coorde-
nadas (xp, yp) en el dominio del acu´ıfero, como se presenta en la figura 3.3, gra´ficos (i) y
(ii). Dado que las autofunciones y los autovalores del problema de flujo dependen exclu-
sivamente de la configuracio´n geome´trica del acu´ıfero y sus condiciones de contorno, e´stos
se calculan directamente aplicando las ecuaciones (3.27) y (3.28). En cambio, la expresio´n
para calcular los coeficientes de reparto, bi, es diferente al caso anterior y viene dada como









donde xp [L] es la distancia del pozo al l´ımite impermeable paralelo al r´ıo. Pulido-Vela´zquez
et al. (2005) presentan un ana´lisis respecto al nu´mero de depo´sitos virtuales necesarios para
obtener un error mı´nimo en la estimacio´n del caudal de descarga usando la ecuacio´n (3.26).
En dicho trabajo se concluye que, para un error relativo respecto al bombeo del 1 %, es
necesario usar ma´s depo´sitos virtuales a medida que la accio´n exterior se acerca al r´ıo.
3.5.3. Acu´ıfero parcialmente conectado y accio´n distribuida
En este caso, la conexio´n del r´ıo con el acu´ıfero es parcial debido a la existencia de
una capa semipermeable que dificulta las transferencias de flujo entre ellos. En la figura
3.2, gra´ficos (i) y (iii), se observa un esquema de esta situacio´n. La conexio´n entre el
r´ıo y el acu´ıfero se expresa mediante una condicio´n de contorno de tipo Cauchy, como se
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S2LW [ρipi + sen(ρipi)]
i = 1, 2, . . .
y los autovalores obtenidos por la resolucio´n el PRSL asociado son:
λi = ρ
2




en la que se observa que la variable λ es el primer autovalor en el caso de conexio´n perfecta,
dado por la expresio´n (3.28). Nuevamente, de la ecuacio´n(3.27) y usando los resultados en
(3.21), los valores de los coeficientes de reparto tienen la siguiente forma:
bi =
8 sen2(piρi/2)
piρi [piρi + sen(piρi)]
(3.38)
que son diferentes de cero u´nicamente cuando j = 0. Igualmente, para conexio´n parcial
r´ıo-acu´ıfero, tanto los factores de reparto como los autovalores dependen del para´metro
de conexio´n hidra´ulica ω, definido previamente en (2.17), mediante el coeficiente ρ, cuyos











donde todas las variables han sido definidas previamente. De la ecuacio´n (3.37) se deduce
que ρ2i representa la relacio´n entre los i-e´simos autovalores para conexio´n perfecta e imper-
fecta en funcio´n de las caracter´ısticas hidra´ulicas del acu´ıfero y del grado de su conexio´n
con el r´ıo.
ω i = 1 i = 2 i = 3 i = 4 i = 5
0.001 1.0000 ×100 2.1000×10−8 1.3000×10−9 2.5000×10−10 8.0000×10−11
0.01 1.0000 ×100 2.0000×10−6 1.3000×10−7 2.5000×10−8 8.0000×10−9
0.1 9.9980 ×10−1 2.0000×10−4 1.3000×10−5 2.5000×10−6 8.0000×10−7
1 9.8610 ×10−1 1.2400×10−2 1.1000×10−3 2.0000×10−4 7.7000×10−5
10 8.7430 ×10−1 8.3900×10−2 2.3600×10−2 9.0000×10−3 4.0000×10−3
100 8.1850 ×10−1 9.0800×10−2 3.2600×10−2 1.6500×10−2 9.9000×10−3
1000 8.1140 ×10−1 9.0200×10−2 3.2500×10−2 1.6600×10−2 1.0000×10−2
Tabla 3.1. Valores para bi para diferentes niveles de conexio´n entre el r´ıo y el acu´ıfero en funcio´n
del para´metro ω y accio´n distribuida. Tomada de Sahuquillo (1983b).
La variacio´n de los factores de reparto y el para´metro ρ2i , para cinco depo´sitos virtuales,
en funcio´n del para´metro ω, se presentan en la tablas 3.1 y 3.2, respectivamente. En la
tabla 3.1 se observa que el factor de reparto del primer depo´sito virtual embebido se vuelve
menor a medida que la conexio´n entre el r´ıo y el acu´ıfero aumenta, lo cual implica que la
influencia de los dema´s tanques en la solucio´n total se vuelven mayor. En consecuencia,
para casos perfectamente conectados no es conveniente representar la curva de agotamiento
del hidrograma de descarga empleando una reduccio´n emp´ırica mediante la hipo´tesis de
Maillet, siendo ma´s conveniente usar (3.30) considerando varios te´rminos, cuya seleccio´n
para capturar adecuadamente el comportamiento de la descarga al r´ıo depende de los
autovalores del sistema y del intervalo temporal utilizado para la simulacio´n. De la tabla
3.2 se observa que, para valores elevados de ω, se considera que el r´ıo esta´ bien conectado
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con el acu´ıfero y los valores de ρ2i son muy pro´ximos a los nu´meros impares al cuadrado
(1, 9, 25, 49, . . .), que son los exponentes de la ecuacio´n (3.31). Por el contrario, cuando
el acu´ıfero esta´ poco conectado con el r´ıo el valor de ρ21 para el primer depo´sito es muy
inferior a la unidad, lo que derivar´ıa un valor demasiado pequen˜o de la difusividad (T/S)
al aplicarse el me´todo del desplazamiento de la curva de agotamiento.
ω i = 1 i = 2 i = 3 i = 4 i = 5
0.001 ρ2i 0.0004 4.0008 16.0008 36.0008 64.0008
χi 1.0002 -0.0002 0.0001 0.0000 0.0000
0.01 ρ2i 0.0040 4.0081 16.0081 36.0081 64.0081
χi 1.0017 -0.0002 0.0005 -0.0002 -0.0001
0.1 ρ2i 0.0392 4.0806 16.0809 36.0810 64.0810
χi 1.0161 -0.0197 0.0050 -0.0022 0.0013
1 ρ2i 0.3000 4.7560 16.7945 36.8032 64.8064
χi 1.1191 -0.1517 0.0466 -0.0217 0.0124
10 ρ2i 0.8275 7.5139 21.1743 42.1680 70.7687
χi 1.2620 -0.3934 0.2104 -0.1309 0.0881
100 ρ2i 0.9803 8.8228 24.5084 48.0382 79.4141
χi 1.2731 -0.4240 0.2539 -0.1808 0.1401
1000 ρ2i 0.9980 8.9820 24.9501 48.9022 80.8383
χi 1.2732 -0.42424 0.2546 -0.1819 0.1415
Tabla 3.2. Valores para ρ2i y χi = bi/ cos[ρipixp/(2L)] para diferente condiciones de conectividad
entre el r´ıo y el acu´ıfero en funcio´n de ω. Tomada de Sahuquillo (1983b).
3.5.4. Acu´ıfero parcialmente conectado y accio´n puntual
En la figura 3.3, gra´ficos (i) y (iii), se presentan esquemas de la configuracio´n del
acu´ıfero rectangular parcialmente conectado con el r´ıo. En ellos, e es el espesor de la capa
semipermeable, Kˆ es su conductividad hidra´ulica, y B es el espesor saturado del acu´ıfero.
Este caso, para acu´ıfero finito, es el mismo que resolvio´ Hantush (1965) para un acu´ıfero
semi-infinito. Los autovalores y las autofunciones para conexio´n parcial y accio´n puntual
son ide´nticos a los obtenidos para la accio´n exterior distribuida, segu´n (3.36) y (3.37),
dado que e´stos no dependen de las acciones exteriores actuando sobre el acu´ıfero. Por el
contrario, la expresio´n para los coeficientes de reparto es diferente y viene dada como:
bi =
4 cos(piρixp/2L) sen(piρi)
piρi[1 + (1/piρi) sen(piρi)]
(3.40)
donde todas la variables han sido definidas previamente. La variacio´n del coeficiente de
reparto en funcio´n del para´metro de conexio´n ω se muestra en la tabla 3.2 para los cinco
primeros depo´sitos virtuales. En e´sta se observa que, de forma ana´loga a la solucio´n para
accio´n distribuida, a medida que la conexio´n entre el r´ıo y el acu´ıfero aumenta, el valor del
factor de reparto del primer depo´sito virtual se aleja de uno. Lo anterior indica que se debe
usar una mayor cantidad de te´rminos en la sumatoria para lograr una representacio´n ma´s
adecuada de la detraccio´n del r´ıo al acu´ıfero. Al respecto, Pulido-Vela´zquez et al. (2005)
comparan las detracciones al r´ıo causadas por un bombeo puntual constante, localizado en
diferentes sitios del acu´ıfero, calculadas mediante algunas soluciones anal´ıticas existentes
(Glover y Balmer, 1945; Hantush, 1965; Hunt, 1999) con las obtenidas usando el MPE. La
bondad de las soluciones anal´ıticas se calcula con respecto a los resultados obtenidos en un
modelo nume´rico por DF de referencia. Los resultados obtenidos por Pulido-Vela´zquez et
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al. muestran que el MPE obtiene mejores resultados que cualquier otra solucio´n anal´ıtica
considerada, tanto para conexio´n perfecta como para conexio´n parcial, a un bajo costo
computacional puesto que, en general, se necesitan menos de cinco depo´sitos virtuales
para obtener un error casi nulo, cuando se consideran intervalos temporales de un mes,
que son los habituales en modelos de simulacio´n para la planificacio´n de recursos h´ıdricos.
3.6. Caso de referencia
Se considera un acu´ıfero con la configuracio´n mostrada en las figuras 3.2 y 3.3. Su
transmisividad es T = 500 m2/d, su almacenamiento espec´ıfico es S = 0.1, la distancia
del borde impermeable al r´ıo es L = 5000 m y el ancho entre paredes impermeables es
W = 7500 m. Se examina el MPE para dos tipos de acciones exteriores: (i) una recarga
distribuida uniforme sobre el dominio espacial del acu´ıfero, variable en el tiempo actuando
durante 1000 d´ıas y (ii) un bombeo puntual de extraccio´n constante de Q = 2000 m3/d
actuando durante 950 d´ıas en el centro del acu´ıfero. En ambos casos, se ha considerado
conexio´n parcial entre el r´ıo y el acu´ıfero con para´metros B = 100 m, e = 0.2 m y seis
diferentes conductividades hidra´ulicas de lecho del r´ıo, Kˆ. Para analizar la bondad de las
simulaciones mediante los MPE planteados, se han implementado seis modelos nume´ricos
en DF con configuraciones ide´nticas a las previamente comentadas, cada uno formado por
una malla cuadrada de 50× 75 = 3750 nodos activos y 75 nodos de conexio´n r´ıo-acu´ıfero,
con lo cual el nu´mero total de nodos es n = 3825, asignando un taman˜o de bloque de 100
m. La conexio´n r´ıo-acu´ıfero ha sido modelada mediante una condicio´n de contorno de tipo
Cauchy, donde el grado de interaccio´n entre acu´ıfero y r´ıo viene expresado en funcio´n de
una conductancia dada, asumiendo que dicho r´ıo penetra completamente al acu´ıfero. Los
valores de Kˆ para los MPE se han seleccionado para representar una variacio´n logar´ıtmica





⇒ Kˆ = C e
∆x ∆y
(3.41)
donde ∆x = B y ∆y = 100 m. Para efectos pra´cticos, la conductancia var´ıa entre 5000
m2/d y 5 m2/d, obtenie´ndose conductividades hidra´ulicas de lecho con valores entre 0.1
m/d y 0.0002 m/d, las cuales cubren diferentes grados de conexio´n entre el r´ıo y el acu´ıfero,
comenzando por una casi perfecta y finalizando con una pra´cticamente nula.
3.6.1. Autovalores, autofunciones y factores de reparto
Para realizar una reduccio´n eficaz de un modelo de flujo por el MAV es necesario
analizar en detalle los seis conjuntos de autovalores, autofunciones y factores de reparto,
obtenidos al resolver el PRSL asociado a cada conductividad hidra´ulica considerada. Ini-
cialmente, en la figura 3.4 se presentan los primeros trece autovalores, ordenados de forma
ascendente, calculados usando la ecuacio´n (3.37) para todas las conductividades de lecho
de r´ıo asignadas a los MPE planteados, que corresponden a valores de conductancias de
5000, 200, 100, 50, 20 y 5 m2/d en los modelos nume´ricos por DF ana´logos. En dicha
figura se observa que la amplitud espectral de los modelos, de acuerdo con la solucio´n del
PRSL correspondiente, aumenta a medida que la conexio´n r´ıo-acu´ıfero disminuye, ba´sica-
mente por que los primeros cinco autovalores disminuyen drama´ticamente, de acuerdo con
la relacio´n establecida por el factor ρ21, primera ra´ız de la recurrencia (3.38). Por ejemplo,
considerando los primeros 25 autovalores para la conexio´n perfecta se obtiene una ampli-
tud espectral λ25/λ1 = 2209, mientras que para una conexio´n parcial con conductividad
i
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hidra´ulica del lecho de Kˆ = 0.0004 m/d se obtiene que λ25/λ1 = 4525, ma´s del doble
de la anteriormente mencionada. De la misma forma, puede afirmarse que la relacio´n r´ıo-
acu´ıfero que corresponde a una conductancia de 5000 m2/d en la configuracio´n geome´trica
rectangular planteada es pra´cticamente perfecta debido a que del para´metro de conexio´n
alcanza un valor de ω = 2.5× 106, es decir, infinito a efectos pra´cticos.
1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01 1.00E+00
i [d-1]
0.1 0.004 0.002 0.001 0.0004 0.0002
1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01 1.00E+00
i [d-1]
Figura 3.4. Distribucio´n de los primeros trece autovalores en orden ascendente para seis dife-
rentes conductividades hidra´ulica del lecho del r´ıo, Kˆ, correspondientes al acu´ıfero rectangular de


























Figura 3.5. Distribucio´n de los primeros trece valores absolutos de los volu´menes bajo las au-
tofunciones correspondientes para el acu´ıfero rectangular estudiado para diferentes valores de
conductividad hidra´ulica del lecho del r´ıo, Kˆ.
Los valores absolutos del volumen por debajo de las autofunciones, |Fi|, para las seis
conductividades asociadas a los MPE, se presentan en la figura 3.5, donde el eje de las
ordenadas se encuentra en escala logar´ıtmica. Usando las ecuaciones (3.18), (3.36) y (3.37),









i = 1, 2, 3, . . .
donde todas las variables han sido previamente descritas. Los valores de Fi tienen signos
positivo y negativo alternados para cada modo; adema´s, los resultados presentados en
la figura 3.5 muestran que, para todos las Kˆ consideradas, el volumen bajo la primera
autofuncio´n, F1(x, y), es mucho mayor que las calculadas para los modos superiores.
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En dicha figura tambie´n se observa que |Fi| disminuye progresivamente hacia cero
mientras i tiende a infinito, es decir, las autofunciones asociadas a los modos superiores
tienen asociados volu´menes casi nulos. Por el contrario, F1 aumenta cuando decrece el
grado de conectividad entre el r´ıo y el acu´ıfero, variando de 555 m para conexio´n casi
perfecta hasta 2226 m para una conductividad hidra´ulica de lecho del r´ıo de Kˆ = 0.0002
m/d. Ma´s au´n, la velocidad de aproximacio´n al volumen nulo con respecto a i depende
del nivel de conexio´n r´ıo-acu´ıfero. En general, |Fi| tiende a cero ma´s ra´pidamente para los
menores valores de Kˆ, lo cual es una consecuencia lo´gica de que la primera autofuncio´n
contiene un mayor volumen bajo de s´ı a medida que la conexio´n entre el r´ıo y el acu´ıfero
tiende a la perfeccio´n. Esto indica que las primeras autofunciones tienen mayor preponde-
rancia en el ca´lculo de las variables espaciales del flujo subterra´neo, como lo son las alturas
piezome´tricas y los volu´menes de agua almacenados en ciertas regiones del acu´ıfero.
Ahora bien, en la figura 3.6 se presentan los factores reparto acumulados tanto para




bi, i = 1, 2, . . . (3.42)
cuya variacio´n modal depende del tipo de excitacio´n considerada. De acuerdo con lo ante-
rior, para el caso de accio´n exterior distribuida se observa un crecimiento mono´tono de bai,
hasta alcanzar el valor de uno. Por el contrario, para el caso de accio´n exterior puntual, bai
manifiesta una tendencia de aproximacio´n no mono´tona y sus valores fluctu´an alrededor
la unidad con una amplitud que disminuye a medida que aumenta i. Este comportamiento
se asocia a la existencia de coeficientes de reparto negativos, generados por la alternan-
cia de signos en los volu´menes acumulados bajo las autofunciones para cada modo. Para
un caso de conexio´n perfecta entre r´ıo y acu´ıfero sobre el cual actu´a una accio´n exterior
distribuida, segu´n los resultados representados por la l´ınea azul oscura en la gra´fica iz-
quierda de la figura 3.6, se ha obtenido que la velocidad de convergencia a uno por parte
del factor de reparto acumulado es ma´s lenta que para los casos parcialmente conectados.
Como se ha comentado antes, esto tiene como consecuencia tener que usar mayor cantidad




































Figura 3.6. Distribucio´n de los primeros quince factores de reparto acumulados en orden as-
cendente para el acu´ıfero rectangular estudiado considerando diferentes valores de conductividad
hidra´ulica del lecho del r´ıo, Kˆ, y acciones exteriores distribuida (izquierda) y puntual (derecha).
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planteado para conexio´n parcial, cuando se desea representar el caudal de descarga con el
mismo error de truncamiento. En general, a medida que Kˆ disminuye, el primer factor de
reparto aumenta en todos los casos, por lo cual el nu´mero de modos o depo´sitos virtuales
necesarios para representar adecuadamente la descarga al r´ıo disminuye.
El comportamiento de los factores de reparto para una accio´n puntual es ana´logo
al correspondiente a una accio´n distribuida, en el sentido de que la cancelacio´n de los
efectos generados por factores de repartos de signo contrario es ma´s lenta para la conexio´n
perfecta (ver l´ınea de color azul oscuro en la gra´fica derecha de la figura 3.6), lo cual tiene
la consecuencia de que es necesario utilizar mayor cantidad de depo´sitos virtuales para
alcanzar un error bajo de truncamiento del MPE reducido. Las caracter´ısticas particulares
asociadas con la tendencia de aproximacio´n a la unidad por parte de bai, para el caso
particular de bombeo localizado en el centro del acu´ıfero, permiten establecer criterios
de reduccio´n con el propo´sito de usar menos tanques virtuales que en el caso de accio´n
exterior distribuida, para un error de truncamiento establecido a priori. En dicho caso, el
MPE reducido se puede construir localizando los modos espectrales donde los factores de
reparto acumulados se encuentran cerca de la unidad y selecciona´ndolos apropiadamente.
De la figura 3.6 se observa que para los ı´ndices modales i = 3, 5, 7, 9, . . ., el factor de reparto
correspondiente al te´rmino del residuo por conservacio´n de masa ser´ıa muy pequen˜o. As´ı,
es de esperarse que los modelos reducidos formados por p = 2, 4, 6, 8, . . . modos espectrales,
es decir 3, 5, 7, 9, . . . depo´sitos virtuales, donde el modo final contiene al te´rmino residual
que se construye para mantener la ecuacio´n de continuidad en el acu´ıfero, presenten un
bajo error de truncamiento que disminuye a medida que se usan ma´s depo´sitos. En los
casos parcialmente conectados con Kˆ < 0.002 m/d es posible aplicar un truncamiento
directo sin analizar el comportamiento de bi para los modos correspondientes a i > 5,
aunque tambie´n ser´ıa posible aplicar el criterio previamente propuesto.
3.6.2. Simulaciones para accio´n distribuida
Se ha realizado la simulacio´n del flujo subterra´neo para el acu´ıfero rectangular de
referencia sometido a una accio´n exterior distribuida uniformemente, actuando en todo
su dominio espacial en forma de recarga. En la figura 3.7 se presenta la serie de recargas
generada de forma sinte´tica, R [L/T], para los 1000 d´ıas considerados en la simulacio´n.
En e´sta se observa la presencia de dos per´ıodos secos y dos per´ıodos hu´medos que se han
generado con el objetivo de distinguir claramente las caracter´ısticas dina´micas de recarga
y descarga del acu´ıfero. Tambie´n se observa que la serie contiene 72 d´ıas de recarga, con
valores que var´ıan entre 2.98 × 10−7 y 7.51 × 10−3 m/d, correspondientes a 1.11 × 10 y
2.8×105 m3 de agua alimentando al volumen almacenado en el acu´ıfero, respectivamente.
Para efectos pra´cticos, en las simulaciones del flujo mediante los MPE se consideraron












Figura 3.7. Recargas actuando sobre el acu´ıfero de referencia durante 1000 d´ıas de simulacio´n.
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sentados previamente en la figura 3.4, y a los mayores factores de reparto segu´n el esquema
gra´fico superior de la figura 3.6. Fuera de dichos depo´sitos, se considera otro adicional que
contiene el factor de reparto residual para preservar la ecuacio´n de continuidad en todo
momento en el acu´ıfero, segu´n se presenta en la ecuacio´n (3.25). Las series de caudal de
descarga, Qr(t), y de alturas piezome´tricas, h(x, y, t), en localizaciones del acu´ıfero si-
muladas con MPE se comparan con series de referencia obtenidas mediante un modelo
nume´rico por DF para un acu´ıfero con exactamente las misma caracter´ısticas geome´tricas,
hidra´ulicas y de conexio´n con el r´ıo. Las localizaciones P1, P2 , P3 y P4 seleccionadas
para el control de la alturas piezome´tricas en el acu´ıfero se ubican a 1250 m, 2500 m, 3750
m y 4750 m de distancia desde la pared impermeable paralela al r´ıo, en una seccio´n longi-
tudinal del acu´ıfero localizada en su centro. Como condicio´n inicial de las simulaciones de
los MPE se uso´ un caudal de descarga del acu´ıfero al r´ıo de 3000 m3/d, mientras que para
los modelos por DF las condiciones iniciales se asignaron a partir de modelos ana´logos en
re´gimen permanente, de los cuales se obtuvieron alturas piezome´tricas como respuesta a
una recarga uniforme, de forma que el caudal total estacionario de descarga fuera igual
al asignado al MPE. Lo anterior asegura que las condiciones iniciales de ambos tipos de
modelos son casi ide´nticas, lo cual tiene la consecuencia favorable de que se minimizan los
efectos del calentamiento de los modelos en DF sobre los resultados obtenidos.
Recientemente se han publicado varios art´ıculos donde se presentan revisiones exten-
sas acerca de ı´ndices cuantitativos y cualitativos para medir el comportamiento o para la
evaluacio´n comparativa de modelos hidrolo´gicos (Legates y McCabe, 1999; Krausse et al.,
2005; Moriasi et al., 2007). A partir del ana´lisis de gran cantidad de resultados previos,
Moriasi et al. (2007) proponen el uso del coeficiente adimensional de Nash y Suttclife
(1970), la ra´ız del error cuadra´tico medio y el coeficiente de sesgo relativo (Gupta et al.,
1999) como los mejores indicadores para caracterizar la bondad de ajuste en la calibracio´n
automa´tica de modelos hidrolo´gicos o para la comparacio´n de resultados obtenidos apli-
cando diferentes modelos del mismo sistema hidrolo´gico. A lo largo del desarrollo de este
documento, la bondad de las series simuladas con los modelos reducidos, con respecto a
las obtenidas por medio de los modelos por DF, se miden usando variantes de los indica-
dores previamente mencionados. En el caso particular de esta seccio´n, el ana´lisis de dichos
ı´ndices se usa para medir la representatividad de las series de Qr(t) y h(x, y, t) calculadas
con los MPE, con respecto a las obtenidas por simulacio´n mediante las DF.
La eficiencia de Nash-Sutcliffe, E, es un estad´ıstico normalizado que determina la
magnitud relativa de la varianza de los residuales comparada con la varianza de la muestra
de referencia. Por lo tanto, indica que tanto se ajustan las series de referencia y la simulada











× 100 % (3.43)
donde nt es el nu´mero de observaciones en las series, Ri es el i-e´simo valor de referencia,
R¯ es el promedio de la serie de referencia y Pi es el i-e´simo valor simulado. Existe un
consenso general de que la principal desventaja de E1 es que las diferencias entre los
valores observados y los valores predichos se representa de forma cuadra´tica, con lo cual
los errores de estimacio´n en lo ma´ximos tienen mayor influencia que los correspondientes a
los mı´nimos (Legates y McCabe, 1999; McCuen et al., 2006). En el presente ana´lisis interesa
cuantificar apropiadamente los caudales mı´nimos de descarga en per´ıodos de agotamiento
y el valor medio de las series simuladas, por lo cual tambie´n se usa la siguiente versio´n
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modificada del ı´ndice de Nash-Sutcliffe (Chiew y McMahon, 1994; Krausse et al., 2005):
E2 =







× 100 % (3.44)
con la ventaja de permitir amplificar el efecto de los valores simulados en los per´ıodos
de agotamiento sobre E2. Ahora bien, los valores de E var´ıan entre −∞ y 1 (100 %),
siendo e´ste ultimo el valor o´ptimo para ajuste perfecto entre las series analizadas. Valores
de E < 0 indican que la media de los valores observados es una mejor prediccio´n que
la media simulada, con lo cual el modelo de simulacio´n reducido no es aceptable y debe
replantearse. Igualmente, el coeficiente de sesgo relativo, BIAS, mide la tendencia de los
valores simulados a ser menores o mayores que los de referencia, por lo cual los valores
o´ptimos se encuentran cuando e´ste tiende a cero, en cuyo caso se entiende que la media de
la serie de referencia se ha reproducido perfectamente. Entonces, BIAS se estima como:
BIAS =
[∑nt
i=1 (Ri − Pi)∑nt
i=1Ri
]
× 100 % (3.45)








y se usa para evaluar la diferencia entre los valores simulados y de referencia, en las
unidades de la variable de ana´lisis. RSME cercanos a cero indican ajuste perfecto entre
las series simuladas y de referencia. Singh et al. (2004) proponen que si RMSE < σR,
donde σR es la desviacio´n esta´ndar de los datos de referencia, el ajuste entre ambas series





× 100 % =

√∑nt
i=1 (Ri − Pi)2∑nt
i=1Ri
× 100 % (3.46)
representando la ra´ız de la media de los errores cuadra´ticos como un porcentaje del valor
promedio de la serie de observaciones que se ha adoptado como referencia. El ana´lisis de
las estimaciones de RMS y BIAS se puede hacer considerando los efectos de la solucio´n
en re´gimen permanente u(x, y) sobre la solucio´n total h(x, y, t). En las ecuaciones (3.45)
y (3.46), en el numerador se restan los valores de u(x, y) que coinciden en los modelos
de referencia y simulado, mientras que en el denominador so´lo aparecen los valores de
referencia. De ah´ı que las estimaciones de RMS y BIAS pueden ser muy distintas si se
usa la solucio´n transitoria w(x, y, t) con respecto a las obtenidas usando la solucio´n total
h(x, y, t). En efecto, en los casos de acu´ıfero conectado con una red de drenaje no inclinada,
la solucio´n en re´gimen permanente es nula, con lo cual la solucio´n total h(x, y, t) coincide
con la solucio´n transitoria con condiciones de contorno nulas w(x, y, t). Por el contrario,
si el r´ıo conectado con el acu´ıfero es inclinado, la componente permanente de la solucio´n
no es nula y, por lo tanto, las estimaciones de RMS y BIAS se ven afectada segu´n lo
comentado antes. Esto lleva a considerar estos ı´ndices de comportamiento de forma ma´s
relativa y a no darles un cara´cter absoluto, es decir, sirven para comparar las simulaciones
de un para´metro de control dado, pero no para aceptar o rechazar dicha simulacio´n.
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Figura 3.8. Hidrogramas de caudal de descarga al r´ıo calculados por un modelo nume´rico por
DF (arriba) y un MPE (abajo) para diferentes niveles de conexio´n r´ıo-acu´ıfero.
En la figura 3.8 se presentan los hidrogramas de caudales de descarga simulados por
medio del modelo nume´rico por DF (arriba) y el MPE usando once depo´sitos virtuales
(abajo), para seis diferentes valores de conductividad hidra´ulica del lecho del r´ıo. Cabe
resaltar que la seleccio´n de los once depo´sitos se baso´ en la mejor representacio´n del flujo
para niveles altos de conexio´n entre el r´ıo y el acu´ıfero para MPE. Dicho nu´mero de
depo´sitos se obtuvo mediante ensayo y error hasta obtener un valor de E2 aceptable para
Kˆ = 0.1 m/d. En los dema´s casos de conexio´n, la asignacio´n de ese nu´mero de depo´sitos
se hizo a priori, sin ningu´n tipo de ana´lisis cuantitativo asociado. Al respecto, se quiso
mantener el nu´mero de depo´sitos para los diferentes MPE con el fin de comparar la
variacio´n de los ı´ndices de comportamiento en las ecuaciones (3.44), (3.45) y (3.46) en
funcio´n de los cambios impuestos a los para´metros de conexio´n r´ıo-acu´ıfero.
Mediante una inspeccio´n visual de los hidrogramas presentados en la figura 3.8, es evi-
dente que se ha obtenido una representacio´n bastante aceptable del caudal descargado al
r´ıo por medio de los MPE (abajo), con respecto a los resultados obtenidos con el modelo
por DF (arriba), para todos los valores de Kˆ considerados. En general, los mejores resul-
Conductividad de lecho [m/d]
I´ndice [ %] 0.1 0.004 0.002 0.001 0.0004 0.0002
RMS 1.87 0.88 0.51 0.41 0.31 0.14
E1 98.51 99.34 99.65 99.50 99.00 97.59
E2 98.77 99.39 99.65 99.50 99.00 97.58
BIAS 0.57 0.33 0.04 -0.06 0.13 0.11
Tabla 3.3. Estimaciones de la ra´ız del error cuadra´tico medio normalizado (RMS), coeficiente de
Nash-Sutcliffe original (E1), coeficiente de Nash-Sutcliffe modificado (E2) y coeficiente de sesgo
relativo (BIAS) para los hidrogramas de descarga simulados por un MPE formado por once
depo´sitos virtuales (uno residual) para accio´n exterior distribuida, con respecto a los calculados
mediante los modelos en DF.
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H1 MPE H1 DF H2 MPE H2 DF H3 MPE H3 DF H4 MPE H4 DF
K= 0.0002 m/d
Figura 3.9. Alturas piezome´tricas para las cuatro localizaciones de control, calculadas con un
modelo nume´rico por DF y un MPE de once depo´sitos virtuales para diferentes niveles de conexio´n
r´ıo-acu´ıfero en funcio´n de la conductividad hidra´ulica del lecho del r´ıo.
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P1 P2 P3 P4
Kˆ RMS E2 RMS E2 RMS E2 RMS E2
[m/d] [ %] [ %] [ %] [ %] [ %] [ %] [ %] [ %]
0.1 0.39 99.78 0.31 99.65 0.76 99.10 2.74 95.44
0.004 0.31 99.92 0.35 99.92 0.64 99.91 2.29 99.92
0.002 0.32 99.98 0.36 99.98 0.63 99.98 2.36 99.98
0.001 0.32 99.99 0.37 99.99 0.64 99.99 2.57 99.99
0.0004 0.34 100.00 0.40 100.00 0.67 100.00 2.73 100.00
0.0002 0.33 100.00 0.41 100.00 0.77 100.00 4.35 100.00
Tabla 3.4. Estimaciones de la ra´ız del error cuadra´tico medio relativo (RMS) y coeficiente de
Nash-Suttclife modificado (E2) para la alturas piezome´tricas calculadas en los puntos de control
mediante un MPE formado por once depo´sitos virtuales (uno residual), comparadas con las
correspondientes simuladas mediante los modelo por DF.
tados se obtuvieron para los per´ıodos secos, donde domina la dina´mica de los te´rminos
asociados con los menores autovalores. Igualmente, en la tabla 3.3 se presentan los ı´ndices
de comportamiento para los hidrogramas de descarga simulados mediante MPE con res-
pecto a los obtenidos con los modelos por DF; donde se observa que, para conexio´n casi
perfecta (K = 0.1 m/d), se obtuvieron los peores resultados. Lo anterior se debe a la exis-
tencia de una amplificacio´n sistema´tica en los Qr simulados mediante MPE en los picos
del hidrograma, es decir, en los periodos donde se presentan los episodios de recarga. Esta
caracter´ıstica puede deducirse de la ecuacio´n (3.25), donde se advierte la presencia de un
elevado factor de reparto residual, b11 junto con un elevado autovalor, λ11, para conexio´n
r´ıo-acu´ıfero perfecta. En dichos casos, para obtener mejores aproximaciones de los picos
del hidrograma es recomendable implementar MPE compuestos por una mayor cantidad
de modos, donde sea menor la influencia del te´rmino residual. Otro factor que influye en
las diferencias obtenidas entre los picos de los hidrogramas subterra´neos simulados por
MPE y DF es el esquema adoptado para repartir la recarga durante cada intervalo de
simulacio´n. En los modelos implementados por DF cada recarga diaria se dividio´ en diez
subintervalos de integracio´n temporal nume´rica, mientras que en los MPE dicha integra-
cio´n es expl´ıcita, con lo cual el efecto de la aplicacio´n de la recarga sobre el acu´ıfero se
representa de forma ma´s confiable.
El efecto sobre los ı´ndices de comportamiento del deposito residual se hace menos no-
torio a medida que la conexio´n entre el r´ıo y el acu´ıfero es menor debido a que, como
se mostro´ en la figura 3.6, la convergencia de los factores de reparto acumulados hacia
uno es ma´s ra´pida para menores valores de Kˆ. Esto tiene como consecuencia que, para
dichos casos, puedan usarse menor cantidad de depo´sitos virtuales sin que los ı´ndices de
comportamiento se vean demasiado afectados. Lo anterior es confirmado por la mejor´ıa de
los ı´ndices de comportamiento a medida que el nivel de desconexio´n aumenta. Igualmente,
se observa la gran influencia que tiene la sobreestimacio´n de los picos del hidrograma de
descarga sobre los valores de E1, considerando que existen so´lo 72 episodios de recarga du-
rante 1000 d´ıas de simulacio´n, lo cual indica que, en algunos intervalos, la sobreestimacio´n
del caudal pico subterra´neo es significativa para el caso de conexio´n casi perfecta.
A pesar de lo anterior, los ı´ndices de comportamiento estimados han sido bastante
aceptables. Particularmente, dado que todos los BIAS estimados resultaron ser cercanos
a cero, las series simuladas conservan bastante bien la media de los caudales de referencia.
Esto es consecuente con el esquema de continuidad asignado al te´rmino residual de la so-
lucio´n. Sin embrago, en experimentos nume´ricos efectuados para MPE con truncamiento
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trauma´tico, es decir, sin considerar el te´rmino que asegura mantener la ecuacio´n de con-
tinuidad en el acu´ıfero, suelen encontrarse valores negativos del coeficiente de sesgo. Lo
anterior indica que el modelo de flujo reducido subestima de forma sistema´tica los caudales
de descarga al r´ıo como consecuencia de que el volumen de agua no contabilizado en los
te´rminos truncados es una parte considerable del volumen total recargado.
En la figura 3.9 se presentan las alturas piezome´tricas calculadas en las cuatro loca-
lizaciones de control del acu´ıfero. Nuevamente, por inspeccio´n visual, parece que se ha
logrado representar adecuadamente dichas alturas con respecto a las obtenidas mediante
el modelo por DF. Para realizar un ana´lisis ma´s a fondo de lo anterior, se han calculado
los ı´ndices de comportamiento de dichas series simuladas en las cuatro localizaciones, para
los seis diferentes valores de Kˆ, como se presenta en la tabla 3.4. En ella so´lo se muestran
los resultados para RMS y para E2 por dos razones: (i) los valores de BIAS en todos
los casos de conexio´n r´ıo-acu´ıfero fueron del 99.9 % y (ii) las estimaciones del coeficiente
de Nash-Sutcliffe original (E1) usando la ecuacio´n (3.44) fueron ide´nticas al modificado.
De esto se concluye que las series simuladas de altura piezome´trica reproducen adecuada-
mente la media de la serie de referencia y, contrariamente al caso del caudal de interaccio´n
r´ıo-acu´ıfero, no se presentan sobreestimaciones significativas de las alturas piezome´tricas
pico. Igualmente, las estimaciones de los ı´ndices de comportamiento empeoran a medida
que la localizacio´n de control se encuentra ma´s cerca de la conexio´n r´ıo-acu´ıfero. Esto
quiere decir que para una mejor evaluacio´n de las alturas piezome´tricas cercanas al r´ıo se
hace necesario implementar MPE formados por un mayor nu´mero de modos, lo cual es
consecuente con los resultados presentados por Pulido-Vela´zquez et al. (2005) quienes sos-
tienen que, para capturar adecuadamente el comportamiento de las alturas piezome´tricas
cerca de regiones singulares como los contornos o las localizaciones de los pozos, se deben
considerar una gran cantidad de te´rminos de la ecuacio´n de estado del acu´ıfero. Dicho
efecto disminuye a medida de aumenta el nivel de desconexio´n entre el r´ıo y el acu´ıfero.
3.6.3. Simulaciones para accio´n puntual
A continuacio´n se presenta un ana´lisis de la dina´mica del flujo subterra´neo en el acu´ıfero
rectangular de referencia sometido a una accio´n puntual de extraccio´n de magnitud variable
que actu´a en su centro durante mil d´ıas. Las magnitudes de los bombeos impuestos se
presentan en la figura 3.10, donde se observa que e´stas var´ıan entre los 20000 y 50000
m3/d. Adema´s, dichos bombeos tienen una duracio´n de quince d´ıas y se aplican con una
separacio´n de doscientos d´ıas. El esquema de implementacio´n de los MPE, en este caso, es
ide´ntico al utilizado en el apartado anterior para una recarga distribuida uniformemente, es
decir, se consideran diez depo´sitos virtuales ma´s uno, que combina los te´rminos residuales
de la expresio´n (3.23), para preservar la ecuacio´n de continuidad en el dominio espacial del
acu´ıfero. Asimismo, en este ejercicio se han impuesto las siguientes condiciones iniciales:
(i) caudales de detraccio´n nulos sobre los MPE y (ii) alturas piezome´tricas cero en todos
los nodos activos para los modelos de referencia en DF.
En la figura 3.11 se presentan los hidrogramas de caudales de detraccio´n calculados
con los modelos nume´ricos por DF (arriba) y por el MPE (abajo), donde se observa un
comportamiento casi ide´ntico para todas las conductividades de lecho de r´ıo asignadas.
Lo anterior se confirma cuantitativamente de las estimaciones de los ı´ndices de comporta-
miento, que se consignan en la tabla 3.5. En ella so´lo se presenta la eficiencia no modificada
puesto que ambos hidrogramas son mono´tonamente crecientes, con lo cual no se presenta
influencia de la sobreestimacio´n en los picos sobre las estimaciones. Se notan dos carac-
ter´ısticas principales en los resultados obtenidos. Primero, todos los coeficientes de sesgo
relativo son negativos, lo cual indica que los valores medios de las detracciones han si-
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Figura 3.10. Bombeos concentrados actuando en el centro del acu´ıfero de referencia durante







































Figura 3.11. Hidrogramas de caudal detra´ıdo por el acu´ıfero simulados por modelos nume´rico
por DF (arriba) y MPE (abajo) para seis diferentes para´metros de conexio´n entre r´ıo y acu´ıfero.
do ligeramente subestimados en las simulaciones mediante el MPE y, segundo, todos los
ı´ndices de comportamiento mejoran a medida que disminuye el grado de conexio´n entre
el r´ıo y el acu´ıfero. Este comportamiento se atribuye a las diferencias en el ca´lculo de los
caudales detra´ıdos en los intervalos donde se aplica el bombeo, las cuales se vuelven ma´s
cr´ıticas a medida que la permeabilidad del r´ıo aumenta puesto que se hace necesario incluir
una mayor cantidad de modos para representar mejor la relacio´n r´ıo-acu´ıfero. En dichos
casos, los modos de respuesta ra´pida tienen mayor influencia y, por lo tanto, aumenta la
influencia del te´rmino residual del MPE. A pesar de lo anterior, los indices de compor-
tamiento obtenidos, para todas las conductancias consideradas, son bastante aceptables y
los hidrogramas de detraccio´n en ambos casos manifiestan tendencias ide´nticas al final de
cada intervalo de doscientos d´ıas, justo antes de iniciar la aplicacio´n de los bombeos.
3.7. Conclusiones y discusio´n
Se han planteado modelos de flujo subterra´neo para acu´ıferos de geometr´ıa sencilla so-
metidos a la excitacio´n de acciones exteriores simples. Los resultados obtenidos se utilizan
en cap´ıtulos posteriores como soluciones de referencia para mostrar algunos comporta-
mientos nume´ricos ano´malos de modelos discretos de flujo resueltos con el MAV. Con
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base en los resultados obtenidos en la resolucio´n de los PRSL, apartado 3.6.1, para este
caso de referencia se concluye que un ana´lisis previo del comportamiento de los factores
de reparto acumulados puede ayudar a reducir efectivamente un MPE. Para aclarar lo
anterior, se han calculado: (i) los porcentajes de respuesta de los primeros cinco modos
y el te´rmino residual en el caudal descargado total para accio´n exterior distribuida, que
se presentan en la figura 3.12 y (ii) la componente de respuesta de los primeros cinco
modos y el te´rmino residual en el caudal detra´ıdo total para accio´n exterior puntual, que
se presentan en la figura 3.13. En ambos casos se observa que la tendencia de variacio´n de
los aportes modales esta´ relacionada directamente con los factores de reparto acumulado
asociado al modo correspondiente, presentados previamente en las gra´ficas de la figura 3.6.
Para la accio´n exterior uniformemente distribuida, en la figura 3.12 se observa que, con
excepcio´n de los resultados para Kˆ = 0.1 m/d, es decir, para conexio´n r´ıo-acu´ıfero casi
perfecta, el caudal descargado que corresponde al primer modo, Qr1, aporta un porcentaje
mayor al 60 % de la respuesta total del acu´ıfero durante todo el horizonte de simulacio´n.
Como tendencia general se ha obtenido que, a medida que el grado de desconexio´n aumen-
ta, el caudal asociado al primer modo de flujo se acerca cada vez ma´s a la totalidad de la
respuesta del acu´ıfero. Igualmente, es importante notar que, para el caso de conexio´n casi
perfecta, el te´rmino residual de la solucio´n (3.25) representa el segundo mayor porcentaje
de la descarga total del acu´ıfero en los picos del hidrograma subterra´neo simulado; en di-
chos intervalos, su efecto sobre la solucio´n completa del modelo solamente es superado por
la respuesta asociada con el primer modo de flujo. Ello indica que cuando se hace necesario
representar detalladamente los picos del hidrograma subterra´neo, es conveniente usar una
mayor cantidad de modos en la solucio´n para la descarga. Este tipo de consideraciones son
de gran utilidad en la modelacio´n hidrolo´gica distribuida a resolucio´n temporal diaria, en
la cual dicho efecto puede ser importante para evaluar la oferta h´ıdrica disponible para
aprovechamiento. Para la modelacio´n del uso conjunto en grandes sistemas de aprovecha-
miento, para los cuales la simulacio´n del flujo en el acu´ıfero suele hacerse a resolucio´n
mensual, el efecto previamente mencionado se agrega durante cada mes, con lo cual es
apropiado usar pocos te´rminos en la ecuacio´n de estado del acu´ıfero.
Como se concluyo´ anteriormente a partir de los ı´ndices de comportamiento de las series
simuladas por MPE, lo anterior tiene como consecuencia que los picos del hidrograma se
amplifican durante los episodios de recarga. Esta situacio´n indeseable aumenta a medida
que se usan menos te´rminos, o depo´sitos virtuales, en la solucio´n por MPE, puesto que el
factor de reparto residual (1−∑m−1i=1 bi) aumenta. Para seleccionar adecuadamente a priori
un nu´mero de depo´sitos que asegure que el error de truncamiento es bajo, se recomienda
recurrir a la inspeccio´n de los factores de reparto acumulados, segu´n la figura 3.6. De ella se
concluye que, para r´ıo perfectamente conectado, deben usarse por lo menos cinco modos,
para conseguir un te´rmino residual que englobe menos del 5 % de la masa de recarga, lo
Conductividad de lecho [m/d]
I´ndice 0.1 0.004 0.002 0.001 0.0004 0.0002
RMS [ %] 1.80 1.72 1.11 1.09 1.05 0.9
E1 [ %] 97.98 98.99 99.97 99.97 99.97 99.97
BIAS [ %] -0.60 -0.59 -0.56 -0.55 -0.52 -0.48
Tabla 3.5. Estimaciones la ra´ız del error cuadra´tico medio normalizado (RMS), coeficiente de
Nash-Sutcliffe original (E1) y coeficiente de sesgo relativo (BIAS) para los hidrogramas de las
detracciones simulados por un MPE formado por once depo´sitos virtuales (uno residual) para
accio´n exterior puntual, con respecto a los calculados mediante los modelos en DF.
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Figura 3.12. Porcentaje de participacio´n en los caudales descargados por los cinco primero
modos, para las seis conductividades de r´ıo consideradas en los MPE y accio´n exterior distribuida.
i
i
























































































0.1 0.004 0.002 0.001 0.0004 0.0002
Figura 3.13. Primeros cinco componentes modales para el caudal detra´ıdo simulado usando un
MPE, para seis diferentes conductividades de lecho de r´ıo.
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cual evita tener que realizar iterativamente simulaciones de prueba modificando el nu´mero
de modos considerados hasta lograr un error de truncamiento definido.
En el caso de la accio´n exterior puntual, el ana´lisis de los factores de reparto como ı´ndice
para el truncamiento del modelo debe hacerse ma´s cuidadosamente puesto que el aporte
modal al caudal detra´ıdo total es alternante en su signo, como se muestra en la figura 3.13.
Esto quiere decir que hay modos con aportes positivos al estado del acu´ıfero, mientras que
otros realizan los aportes negativos, con lo cual el factor de reparto acumulado oscila
alrededor de uno a medida que aumenta el ı´ndice i del modo, como se hab´ıa sen˜alado
anteriormente. Al respecto, los gra´ficos en la figura 3.13 presentan el aporte, Qri, de
cada modo al caudal detra´ıdo total, Qr, donde se observa que los modos que aportan
positivamente a Qr cuando les corresponde factores de reparto positivos y viceversa. En
dicha figura tambie´n se observan los tiempos necesarios para que el caudal detra´ıdo de
cada modo alcance su l´ımite de aporte al caudal total, es decir, el tiempo necesario para
que Qri alcance un valor constante cuando se aplica un bombeo constante, o un valor
nulo si no existen acciones exteriores aplicadas sobre el acu´ıfero. Por ejemplo, para el
primer modo, dicho tiempo supera los mil d´ıas de simulacio´n establecidos, mientras que
para el quinto modo se necesitan cerca de cien d´ıas para alcanzar un aporte constante
a la detraccio´n, para todas las conexiones r´ıo-acu´ıfero consideradas. Tambie´n cabe notar
que para el modo unde´cimo, asumido como el componente de acumulacio´n residual para
mantener continuidad en el acu´ıfero, el tiempo necesario para alcanzar el aporte contante
es menor a los 15 d´ıas, que corresponde al per´ıodo de aplicacio´n de bombeo impuesto.
Igualmente, de la solucio´n anal´ıtica por el MAV se deduce que el tiempo necesario
para alcanzar el l´ımite de aporte constante a la detraccio´n para cada modo corresponde al
inverso del autovalor correspondiente, lo cual supone un criterio u´til para definir a priori
un modo en el cual se aplica el truncamiento de la solucio´n anal´ıtica para el cual la apro-
ximacio´n puede ser aceptable. Por ejemplo, para los MPE simulados con una resolucio´n
mensual donde la conexio´n r´ıo-acu´ıfero es perfecta, usar cinco modos asegura alcanzar el
l´ımite de aporte en el quinto modo residual, y puesto que λ−15 ≈ 25 d, el tiempo nece-
sario es menor a un mes para el acu´ıfero de referencia analizado. Asimismo, aplicando
este mismo criterio a las conductividades de r´ıo ma´s bajas se obtienen tiempos un poco
mayores, pero igualmente cercanos a 30 d´ıas. A pesar de que el tiempo hasta el l´ımite
de aporte de cada modo aumenta mientras la conductividad del lecho del r´ıo disminuye,
el nu´mero de depo´sitos necesarios para efectuar una simulacio´n adecuada es menor por
efecto del coeficiente de reparto, puesto que e´ste tiende a cero ma´s ra´pidamente para co-
nexiones r´ıo-acu´ıfero cada vez ma´s imperfectas. Estas observaciones son consistentes con
el ana´lisis del error de truncamiento para el MPE presentado por Pulido-Vela´zquez et al.
(2005), quienes afirman que con menos de cinco modos se representan adecuadamente las
relaciones r´ıo-acu´ıfero a resolucio´n mensual.
Por otro lado, para modelos de flujo subterra´neo simulados con resolucio´n diaria deben
incluirse muchos ma´s modos si se considera como criterio de truncamiento la velocidad de
decaimiento descrita hasta ahora. Por ejemplo, para lograr un tiempo de aporte l´ımite de
detraccio´n menor a un d´ıa, deber´ıan incluirse los primero 25 modos para todos los casos de
conductividad de lecho del r´ıo considerados. A pesar de esto, tambie´n puede usarse el cri-
terio de reduccio´n descrito en el apartado 3.6.1, que consiste en truncar la sumatoria de la
solucio´n para la relacio´n r´ıo-acu´ıfero por el MAV en un modo que manifieste bai ≈ ±1, con
lo cual se asegura que el aporte del te´rmino residual para preservar continuidad agregada
de dicha solucio´n es pequen˜o. Por u´ltimo, cabe agregar que, tanto para acciones exteriores
puntuales como para distribuidas, efectuar el truncamiento de la solucio´n siguiendo los
criterios comentados en esta seccio´n evita tener que afrontar un largo procedimiento de
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tanteo y error para la determinacio´n del taman˜o del modelo que represente adecuadamente
las relaciones r´ıo-acu´ıfero. Adema´s, a pesar de que no es posible establecer un criterio de
truncamiento a priori en el caso de las alturas piezome´tricas, los resultados presentados
indican que preservar los modos cuyos factores de repartos acumulados se encuentren cer-
canos a uno, en general, arroja resultados satisfactorios, al menos en localizaciones alejadas
de la conexio´n r´ıo-acu´ıfero o de un pozo.
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“No se puede ser y no ser algo al mismo
tiempo y bajo el mismo aspecto”.
Aristo´teles
4
Reduccio´n modal nume´rica con
el me´todo de los autovalores
4.1. Introduccio´n
La reduccio´n modal de SLIT ha probado ser eficiente en casos en los cuales es posible
asociar los modos de la matriz de estados a ciertos para´metros de base f´ısica (Varga,
1995). En el caso particular de la EDP de flujo subterra´neo, dichos modos se relacionan
con la dina´mica de decaimiento exponencial del estado del acu´ıfero, segu´n el enfoque
de modelacio´n presentado en el MAV (Sahuquillo, 1983a). Discretizando las derivadas
parciales espaciales de la EDP de flujo subterra´neo se obtiene un sistema lineal de EDO
para el cual se plantea un procedimiento de proyeccio´n en el subespacio generado por
los autovectores de dicho sistema. Este procedimiento es ana´logo al presentado para las
soluciones anal´ıticas en el cap´ıtulo 3, con la diferencia de que las expresiones matema´ticas
se expresan matricialmente. As´ı, por un lado se obtienen ecuaciones de estado expl´ıcitas
en funcio´n del tiempo para las variables del acu´ıfero y, por otro lado, partiendo de la
representacio´n matricial por MAV, el modelo de flujo subterra´neo se trunca en su espacio
de estados para reproducir de forma aproximada la relacio´n r´ıo-acu´ıfero y otras variables
de respuesta, ya sean alturas piezome´tricas, volu´menes almacenados y/o flujos.
En el contexto de la modelacio´n nume´rica del flujo en el acu´ıfero, los simuladores
cla´sicos discretizan el tiempo para ejecutar la integracio´n nume´rica de la ecuacio´n (2.8)
usando, por ejemplo, un esquema impl´ıcito del tipo Crank y Nicholson (1947). Con ello,
para cada intervalo temporal de integracio´n, se ensambla un sistema disperso de ecuaciones
lineales que se resuelve eficientemente utilizando un me´todo iterativo, por ejemplo, el de
los gradientes conjugados (Hestenes y Stiefel, 1952). Por el contrario, la solucio´n por el
MAV discretiza u´nicamente el dominio espacial del acu´ıfero y la integracio´n temporal se
realiza de forma anal´ıtica, obtenie´ndose un sistema dina´mico lineal estacionario, siempre y
cuando las condiciones de contorno y los para´metros del acu´ıfero no sufran variaciones en el
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como estacionario no quiere decir que e´ste se modela en re´gimen permanente, sino que sus
para´metros de flujo y condiciones de contorno son invariantes en el tiempo.
Dado que la ecuacio´n matricial-diferencial que se desea resolver es lineal, puede apli-
carse el esquema del principio de superposicio´n presentado en la figura 2.4, donde la
componente transitoria de la solucio´n original, segu´n las ecuaciones (2.20) y (2.21), se ex-
presa como el producto de: (i) una parte espacial que se deduce utilizando u´nicamente las
caracter´ısticas hidra´ulicas y las condiciones de contorno del acu´ıfero, representadas con-
venientemente de forma discreta, y (ii) una parte temporal que se obtiene anal´ıticamente
resolviendo un sistema de EDO lineales de primer orden sujetas a condiciones iniciales es-
tablecidas. De forma ana´loga a la solucio´n anal´ıtica presentada en la seccio´n 3.3, la solucio´n
transitoria es un vector de ecuaciones de estados, donde cada una de sus componentes es
una funcio´n de decaimiento exponencial expl´ıcita en funcio´n del tiempo. Sin embargo, las
partes espaciales de la soluciones anal´ıticas y nume´ricas por el MAV exhiben importantes
diferencias matema´ticas puesto que, en el caso nume´rico, las autofunciones asociadas al
sistema vienen expresadas en forma de autovectores y los para´metros de recarga y descarga
del acu´ıfero se obtienen resolviendo un problema generalizado de autovalores.
De acuerdo con lo anterior, en este cap´ıtulo se discute acerca de la posibilidad de usar el
MAV como una herramienta para la simulacio´n y reduccio´n eficiente de modelos nume´ricos
de flujo subterra´neo. Inicialmente, se presenta el desarrollo matema´tico de la solucio´n por
MAV para la ecuacio´n matricial-diferencial de flujo subterra´neo para una accio´n exterior
actuando sobre el acu´ıfero. Dicha solucio´n se extiende para sistemas hidrogeolo´gicos en
los cuales actu´an varias acciones exteriores usando los conceptos de matriz de acciones
elementales e intensidades de las acciones externas (Andreu, 1984). Adema´s, se discute
acerca de la pertinencia de las te´cnicas existentes para el truncamiento directo de los
estados del sistema hidrogeolo´gico, segu´n la propuesta de Sahuquillo y Andreu (1988).
Igualmente, se presentan algunas caracter´ısticas nume´ricas particulares de la solucio´n
nume´rica de la EDP de flujo subterra´neo por el MAV que permiten plantear una com-
presio´n del modelo nume´rico. Para ilustrar esas caracter´ısticas, se estudia un acu´ıfero
sinte´tico, regular y homoge´neo, interactuando con r´ıos que manifiestan diferentes grados
de conexio´n. A la luz de dichos resultados se discuten las posibilidades de obtener mode-
los de flujo reducidos, aproximados y parsimoniosos que representen adecuadamente las
caracter´ısticas principales de las diferentes variables de estado del acu´ıfero.
4.2. Solucio´n nume´rica del flujo subterra´neo por el
me´todo de los autovalores
El procedimiento de solucio´n de la ecuacio´n matricial-diferencial de flujo subterra´neo
con el MAV es ana´logo al presentado en el cap´ıtulo 3. Primero se sigue el esquema de su-
perposicio´n de la figura 2.4 para separar los problemas permanente y transitorio ba´sicos y,
posteriormente, se resuelve cada uno de dichos problemas. Para terminar, estas soluciones
se superponen al final de cada intervalo de simulacio´n y se evalu´an diferentes para´metros
de control del acu´ıfero segu´n las expresiones planteadas en el apartado 2.9.
4.2.1. El problema en re´gimen permanente
El tratamiento de la componente en re´gimen permanente de la solucio´n ha sido co-
mentado en el apartado 2.8.2 y consiste, ba´sicamente, en solucionar un sistema disperso
de ecuaciones algebraicas lineales usando me´todos eficientes, obteniendo el vector u de
alturas piezome´tricas en cada uno de los nodos en los cuales se ha representado el do-
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minio espacial del acu´ıfero, de acuerdo con la ecuacio´n (2.27). Esta solucio´n en re´gimen
permanente se obtiene u´nicamente al principio de la simulacio´n, con lo cual, a partir de
u, se deducen convenientemente las partes permanentes de cada uno de los para´metros de
control seleccionados al inicio del procedimiento de simulacio´n.
4.2.2. El problema en re´gimen transitorio
La solucio´n del problema transitorio de flujo subterra´neo mediante el MAV se formula
matricialmente efectuando un cambio de base junto con un esquema de proyeccio´n de la
ecuacio´n matricial-diferencial de flujo, presentada en (2.28), sobre el subespacio generado
por una matriz de autovectores asociados al problema de flujo. Esto es ana´logo al proce-
dimiento presentado en la ecuacio´n (2.4) que expresa el esquema general de reduccio´n.
Solucio´n general: acciones exteriores nulas
Se desea resolver la ecuacio´n matricial-diferencial (2.28), para la cual se establece que





sujeta a condiciones de contorno nulas y a la siguiente condicio´n inicial:
w(0) = h(0)− u = w0 ∀ i, j ∈ Ω y t = 0 (4.2)
Al resolver (4.1) se encuentra wg(t) = wg ∈ Rn, la forma general de la solucio´n del
problema transitorio. De forma ana´loga a lo presentado en el apartado 3.3, dicha solucio´n
se obtiene usando la separacio´n de variables. En el caso discreto, ello equivale a efectuar
un cambio de base para wg, con lo cual se propone que la forma general de la solucio´n es:
wg = VΦ(t) (4.3)
donde V ∈ Rn×m y Φ(t) ∈ Rm es un vector de funciones continuas. Si m = n se incluyen
todos los modos del sistema en la solucio´n, pero si m  n se asume que, a priori, se
conocen los ma´s dominantes o efectivos, con lo cual se plantea un modelo reducido. Ahora





en la cual se distinguen tres componentes de la solucio´n. Del lado izquierdo se tiene un
sistema de ecuaciones lineales que depende de la discretizacio´n por DF para aproximar las
derivadas parciales espaciales en la EDP de flujo subterra´neo; mientras que en el te´rmino
central se tienen m EDO lineales de primer orden que denotan la variacio´n de los estados
del acu´ıfero en funcio´n de t. Por lo tanto, ambos componentes se pueden igualar a la matriz
diagonal −Λ del te´rmino derecho, cuyos elementos actu´an como constantes de separacio´n
en la solucio´n para cada modo. De ah´ı que se obtienen las dos ecuaciones siguientes:
AV = −ΛSV (4.4)
dΦ(t)
dt
+ ΛΦ(t) = 0 (4.5)
La ecuacio´n (4.4), sujeta a condiciones de contorno nulas, es un PRSL, ana´logo al
presentado en la ecuacio´n (3.3), pero expresado de forma discreta e implica resolver un
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problema general de autovalores para un par de matrices A y S de orden n, siendo n el
nu´mero de nodos en los cuales se ha discretizado el dominio espacial del acu´ıfero. Al hacerlo
se obtiene un conjunto m-dimensional de nu´meros reales y vectores n-dimensionales reales
que cumplen con dicho sistema lineal. Estos nu´meros y vectores se denominan autovalores
[T−1] y autovectores [L−1] del problema de flujo, respectivamente. Igualmente, las matrices
Λ ∈ Rm×m y V ∈ Rn×m se denominan de autovalores y autovectores, respectivamente, y
se definen un´ıvocamente para cada problema de flujo dado que, para la aproximacio´n por
DF, las matrices A y S son sime´tricas y definidas positivas, por lo tanto sus autovalores
son reales, positivos y u´nicos. Ello asegura que el sistema obtenido es siempre estable,
dado que los polos o autovalores del sistema sin excitar son negativos, puesto que en el
procedimiento de separacio´n de variables e´stos se han supuesto iguales a −Λ. La matriz
Λ es diagonal y contiene a los autovalores en algu´n orden elegido a priori, mientras que
en V los autovectores se ordenan por columnas de acuerdo con el orden impuesto para Λ.
Ahora bien, segu´n el teorema espectral del a´lgebra lineal, la solucio´n de un problema
de autovalores es una aplicacio´n lineal de un espacio vectorial m-dimensional. En ella se
verifica que los autovectores forman una base ortonormal para dicho espacio y todos los
autovectores se pueden expresar en funcio´n de sus autovalores asociados. De ello se sigue
que el me´todo de la separacio´n de variables equivale a proyectar la solucio´n original en un
espacio vectorial cuya base esta´ formada por las columnas de la matriz de autovectores.
Adema´s, cada componente de (4.5) es una EDO lineal de primer orden, cuya solucio´n es:
φi(t) = ci e
−λit i = 1, 2, . . . ,m (4.6)
donde ci es una constante que se determina a partir de la condicio´n inicial y se escribe
como φi(t)|t=0 = φi(0), por lo que ci = φi(0). Como consecuencia de lo anterior, (4.6)
queda:
φi(t) = φi(0) e
−λit i = 1, 2, . . . ,m (4.7)
trata´ndose de funciones exponenciales decrecientes, cuyo para´metro de decaimiento es
el autovalor asociado a cada modo dominante disponible. As´ı, la solucio´n transitoria se
formula, en funcio´n de una matriz exponencial E(t) = E ∈ Rm×m, como sigue:
Φ(t) = EΦ(0) (4.8)
donde los elementos diagonales de E son ei,i = e
−λit y las componentes fuera de su diagonal
son nulas, ei,j = 0 ∀ i 6= j. De acuerdo con (4.8), una solucio´n formal para (4.1) es:
wg(t) = VΦ(t) = VEΦ(0) (4.9)
que representa una solucio´n discreta ana´loga a la presentada en (3.7), para la solucio´n
anal´ıtica. Asimismo, Φ(t) ∈ Rm [L2] es el vector de estados del sistema que contiene el
cambio del estado de las alturas piezome´tricas del acu´ıfero con respecto del tiempo.
Solucio´n particular: acciones exteriores dadas
Se desea resolver la ecuacio´n matricial-diferencial (2.28) sujeta a condiciones de con-
torno e inicial nulas, siguiendo la forma de la solucio´n presentada en (4.9) y considerando
que la l-e´sima accio´n exterior ql se encuentra actuando sobre el acu´ıfero. El resultado a
obtener es wl(t) = wl ∈ Rn, la solucio´n particular del problema transitorio para dicha
accio´n exterior. Dado lo anterior, sustituyendo (4.9) en (2.28) se llega a:
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la cual, sustituyendo la equivalencia AV = −ΛSV, obtenida del planteamiento del pro-
blema generalizado de autovalores, de acuerdo con la ecuacio´n (4.4), y premultiplicando
el resultado obtenido por la matriz de autovectores transpuesta, V∗, se convierte en:
−V∗SVΛΦ(t) + V∗ql = V∗SVdΦ(t)
dt
(4.10)
que se simplifica utilizando el teorema espectral del a´lgebra lineal. Segu´n e´ste, para proble-
mas de autovalores generalizados, las matrices de autovectores V y de almacenamientos
S son ortogonales. Adema´s, si los autovectores se generan incluyendo un proceso de nor-
malizacio´n se tiene una relacio´n de ortonormalidad expresada como (Sahuquillo, 1983a):
V∗SV = I =⇒ V∗S = V−1 (4.11)
Finalmente, al sustituir (4.11) en (4.10), se deduce un sistema de EDO lineales de pri-
mer orden, ma´s compacto y fa´cil de solucionar que el sistema matricial-diferencial original:
dΦ(t)
dt
+ ΛΦ(t) = V∗ql
que expresado expl´ıcitamente para cada modo dominante considerado se escribe como:
dφi(t)
dt
+ λiφi(t) = ki i = 1, 2, . . . ,m (4.12)
siendo ki la i-e´sima componente del producto matricial k = V
∗ql, con k ∈ Rn. As´ı, la





−λit i = 1, 2, . . . ,m (4.13)
donde la constante de integracio´n ci se halla utilizando la condicio´n inicial correspondiente.
Entonces, si la condicio´n inicial se escribe como φi(t)|t=0 = φi(0), al reemplazarla en la






1− e−λit) i = 1, 2, . . . ,m (4.14)
que es ana´loga a la presentada en (3.13) para la solucio´n anal´ıtica del problema de flujo.
Con el propo´sito de simplificar la notacio´n matema´tica, las m soluciones, cuyas expresiones
generales vienen dadas en la forma presentada en la ecuacio´n (4.14), se agrupan para
obtener un sistema m-dimensional de funciones temporales que describe los estados del
acu´ıfero. Con ello se obtiene la siguiente expresio´n matricial compacta (Sahuquillo, 1983a):






Si Φ(0) se formula en funcio´n de las alturas piezome´tricas transitorias, usando la con-
dicio´n de ortonormalidad en (4.11), se llega a Φ(0) = V−1w0 = V∗Sw0, donde w0 ∈ Rn
es un vector que contiene las alturas piezome´tricas transitorias iniciales en todos los nodos
del acu´ıfero, las cuales cumplen con la ecuacio´n (4.2). As´ı, el vector de estados se expresa
en funcio´n de las alturas piezome´tricas iniciales transitorias como:
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Finalmente, combinando los resultados de las ecuaciones (4.9) y (4.15), la solucio´n para
las alturas piezome´tricas transitorias como respuesta a la l-e´sima accio´n exterior es:






que es en una ecuacio´n de estado expl´ıcita en funcio´n del tiempo, ana´loga a la presentada
en (3.14), que esta´ compuesta por dos te´rminos; uno correspondiente a la solucio´n general,
dado por la ecuacio´n (4.9), y otro atribuido a la solucio´n particular asociada con la l-e´sima
accio´n exterior actuando sobre el acu´ıfero, que se escribe como wl = V(I−E)Λ−1V∗ql.
Solucio´n total transitoria: principio de superposicio´n
Para considerar las na acciones exteriores actuando sobre el acu´ıfero, se utiliza la
propuesta de Andreu (1984), presentada en el apartado 2.8.3. Dado que se ha supuesto
que es posible discretizar el horizonte de simulacio´n en intervalos de tiempo τ(t− 1, t) de
igual duracio´n ∆t, el vector de acciones exteriores se aproxima por un vector invariante
q(τ). As´ı, usando los conceptos de matriz de acciones elementales y vector de intensidades
de las acciones exteriores, se obtiene la siguiente expresio´n para los niveles piezome´tricos
transitorios considerando na acciones exteriores actuando simulta´neamente:






donde E|∆t quiere decir que la matriz exponencial se evalu´a durante el intervalo τ(t−1, t)
que dura ∆t; Ψ ∈ Rn×na es la matriz de acciones elementales invariantes en el tiempo de
simulacio´n y r(τ) ∈ Rna es el vector de intensidades que adoptan las acciones exteriores
en un paso de tiempo τ(t − 1, t). Si esta expresio´n se multiplica por V−1 se obtiene una
ecuacio´n compacta para el vector de estados, que permite simular eficientemente:
Φ(t) = E|∆t Φ(t− 1) + X|∆t V∗Ψr(τ) (4.17)
donde X|∆t = (I − E|∆t)Λ−1 ∈ Rm×m es una matriz diagonal cuyos elementos de la
diagonal principal se evalu´an como xi,i|∆t = (1− e−λi∆t)/λi con i = 1, 2, . . . ,m.
4.2.3. Volumen de intercambio acu´ıfero-masa superficial de agua
La determinacio´n del volumen de intercambio entre el acu´ıfero y una masa de agua
superficial adyacente se basa en la integracio´n temporal de la ecuacio´n (4.17). En conse-
















donde σi(τ) es cada una de los componentes resultantes de la multiplicacio´n matricial












i = 1, 2, . . . ,m
Finalmente, agrupando matricialmente las m ecuaciones resultantes para los modos
dominantes, los vectores de estado integrados del acu´ıfero para el intervalo τ(t− 1, t) son:
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donde Θ(τ) ∈ Rm, [L2 T], es un vector que contiene los estados integrados del acu´ıfero
para el intervalo de simulacio´n τ . Esta expresio´n, junto con (2.40), se usa para cuantificar el
volumen de agua intercambiado entre las masa superficial y el acu´ıfero para un subconjunto
I que contiene f bloques activos, cada uno de ellos con una numeracio´n topolo´gica definida















que es ana´loga a la ecuacio´n (2.40), pero se encuentra integrada en el tiempo.
4.3. Truncamiento modal de un modelo de flujo sub-
terra´neo mediante el me´todo de los autovalores
Si el taman˜o del modelo de flujo permite efectuar el ca´lculo de todos los modos asocia-
dos al problema generalizado de autovalores presentado en la ecuacio´n (4.4), una opcio´n
efectiva para reducir el taman˜o del modelo es ejecutar un truncamiento de los modos supe-
riores en la ecuacio´n (4.17). Con ello se retienen los m primeros modos, correspondientes
a los menores autovalores del espectro, los cuales suelen representar la mayor parte de la
respuesta del sistema. Para efectos pra´cticos de reduccio´n, Sahuquillo y Andreu (1988)
han propuesto dos opciones de truncamiento: trauma´tico y conservativo.
El truncamiento trauma´tico restringe el nu´mero de te´rminos adoptados en la ecua-
cio´n de estados del acu´ıfero para fines de simulacio´n, sin llevar a cabo consideraciones
adicionales acerca de alguna(s) variable(s) de respuesta del acu´ıfero. Tal aproximacio´n ha
demostrado ser apropiada para disminuir el nu´mero de ca´lculos en el ordenador y acelerar
la ejecucio´n del modelo, pero supone la desventaja de que cierta fraccio´n de la masa de
agua que entra o sale del acu´ıfero, por efecto de las acciones exteriores, no se contabiliza en
la interaccio´n r´ıo-acu´ıfero. De esta forma, los resultados de las simulaciones agregadas para
todo el acu´ıfero no cumplen con la ecuacio´n de continuidad, lo cual es del todo indeseable.
En cambio, el truncamiento conservativo propende por aplicar la ecuacio´n de continui-
dad sobre el acu´ıfero para asegurar una representacio´n ma´s detallada de sus interacciones
con las masas de agua superficiales, conservando las ventajas de eficiencia computacional
introducidas en el truncamiento trauma´tico. La conceptualizacio´n del procedimiento es
ana´loga a la presentada para soluciones anal´ıticas, de acuerdo con los MPE, discutidos en
el apartado 3.4. La idea del esquema conceptual de conservacio´n es agrupar la masa resi-
dual, que no interviene en la parte efectiva del truncamiento, en un estado adicional que
se incluye en la ecuacio´n de estados reducida del modelo resuelto por el MAV. Entonces,
la funcio´n ba´sica de dicho estado residual es almacenar el agua necesaria para mantener la
ecuacio´n de continuidad en el sistema hidrogeolo´gico. Para lograr lo anterior, se utilizan
m modos ma´s uno residual adicional, que agrega la accio´n conjunta de los n −m modos
residuales despreciados, con lo que se tienen p = m+1 componentes en el vector de estados
asociados con el mismo nu´mero de modos significativos en la ecuacio´n de estado.
Primero, definiendo la matriz diagonal F ∈ Rn×n, con dimensiones [L], que contiene






donde sk,k es el k-e´simo elemento diagonal de S y vk,i es el elemento de la matriz V
situado en la k-e´sima fila y la i-e´sima columna. Los elementos fuera de la diagonal de
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F son nulos, fi,j = 0 ∀ i 6= j. Ahora, premultiplicando el vector de estado del acu´ıfero,
ecuacio´n (4.17), por la matriz de volumen acumulado bajo los autovectores, F, se llega a
la expresio´n para el volumen de agua acumulado por encima del nivel de referencia, que
se escribe como:
υ(t) = F E|∆t Φ(t− 1) + F X|∆t V∗Ψr(τ) (4.21)
donde E|∆t, X|∆t, F, V ∈ Rn×n, Ψ ∈ Rn×na , r(τ) ∈ Rna y Φ(t − 1) ∈ Rn, es
decir, se consideran todos los modos en la solucio´n por el MAV, en otras palabras, se hace
m = n en las expresiones desde (4.1) hasta (4.19) en el apartado 4.2.2.
Asimismo, la expresio´n (4.21) es ana´loga a (3.20), obtenida para la solucio´n anal´ıtica
por el MPE, con lo cual resulta evidente que para el caso de solucio´n nume´rica tambie´n
vale la analog´ıa de los depo´sitos virtuales que fue analizada en el apartado 3.4. As´ı, esta
analog´ıa establece que la respuesta global de un acu´ıfero que se ha discretizado espacial-
mente en n nodos, se asimila a la descarga de n depo´sitos virtuales, los cuales reciben
cierto porcentaje de las acciones exteriores actuando sobre el acu´ıfero y tienen asociados
coeficientes de descarga dados por los autovalores calculados en el problema general de au-
tovalores planteado en la ecuacio´n (4.4). Como en la solucio´n anal´ıtica, estos depo´sitos no
representan zonas f´ısicas del acu´ıfero, sino que se encuentran embebidos en el subespacio
donde se ha proyectado la solucio´n del flujo del acu´ıfero (Pulido-Vela´zquez et al., 2007b).
El procedimiento para realizar la simulacio´n de la relacio´n r´ıo-acu´ıfero es equivalente
al desarrollado para el MPE, descrito detalladamente en el apartado 3.4. As´ı, se define a
B ∈ Rn×na , como la matriz que contiene los coeficientes de reparto para todos los modos
del sistema y las na acciones exteriores actuando sobre el acu´ıfero, la cual se calcula como:
B = FV∗Ψ (4.22)
donde, para cumplir la ecuacio´n de continuidad, la sumatoria de los elementos en cada
una de sus columnas es la unidad. Ello constituye la propiedad ba´sica del sistema que se
aprovecha para realizar el truncamiento conservativo. Ahora bien, sustituyendo (4.22) en
(4.21) y multiplicando el resultado obtenido por F−1, la ecuacio´n de estado del sistema se
escribe en funcio´n de la matriz de coeficientes de reparto, como sigue:
Φ(t) = E|∆t Φ(t− 1) + X|∆t F−1B r(τ) (4.23)
Ahora bien, al considerar el sumando derecho de la ecuacio´n (4.23), que contiene los
efectos de las acciones exteriores sobre el cambio del estado del acu´ıfero, y nombra´ndolo
como D|∆t = X|∆t F−1Br(τ) ∈ Rn, se obtiene una forma simplificada de dicho estado:
Φ(t) = E|∆t Φ(t− 1) + D|∆t
donde, manteniendo en la solucio´n por MAV so´lo las componentes de las matrices de
simulacio´n para las cuales i ≤ m y aplicando la conservacio´n de masa para los vectores
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donde p = m + 1, xi, fi, bi,j y rj , con i = 1, 2, . . . ,m y j = 1, 2, . . . , na, son las com-
ponentes de las matrices asociadas X|∆t, F, B y r(τ) y los componentes bci,j representan
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los coeficientes de reparto complementarios que se evalu´an para mantener la continuidad





As´ı, al preservar la continuidad en el acu´ıfero, se obtiene el mismo resultado al estimar
el volumen de intercambio acu´ıfero-sistema superficial en un intervalo de tiempo τ(t−1, t)
por balance a partir de la variacio´n en el volumen almacenado, segu´n la ecuacio´n (4.21),
que por integracio´n del caudal instanta´neo, segu´n la expresio´n (4.19), para un conjunto
de bloques I que contiene todos los bloques pertenecientes a la conexio´n r´ıo-acu´ıfero.
Finalmente, la ecuacio´n de estados del sistema para el caso de truncamiento conserva-
tivo se define como:
Φˆ(t) = Eˆ|∆tΦˆ(t− 1) + Xˆ|∆tFˆ−1Bˆr(τ) (4.25)
donde Eˆ|∆t, Xˆ|∆t, Fˆ ∈ Rp×p, Bˆ ∈ Rp×na , r(τ) ∈ Rna , Φˆ(t) ∈ Rp y Φˆ(t− 1) ∈ Rp.
Del procedimiento de truncamiento conservativo se notan dos caracter´ısticas impor-
tantes: (i) se debe disponer de todos los modos del sistema, es decir, los n autovalores
y autovectores n-dimensionales que cumplen con la ecuacio´n (4.4), antes de efectuar la
reduccio´n del modelo y (ii) de la ecuacio´n (4.25) se observa que el componente residual de
continuidad en la solucio´n truncada por el MAV so´lo aplica para variables agregadas en
todo el dominio del acu´ıfero, en otras palabras para los volu´menes de agua almacenados
en el dominio del acu´ıfero, v(t), y la relacio´n r´ıo-acu´ıfero a lo largo de toda la red de
drenaje, Qr(t). Esta u´ltima caracter´ıstica tiene como consecuencia que, para el ca´lculo de
variables distribuidas como alturas piezome´tricas o relaciones r´ıo-acu´ıfero parciales, debe
usarse el truncamiento trauma´tico para m modos. Por consiguiente, para dichas variables
todav´ıa vale la ecuacio´n (4.25) para el ca´lculo reducido de los estados del acu´ıfero, pero
las matrices de simulacio´n vienen dadas como Eˆ|∆t, Xˆ|∆t, Fˆ ∈ Rm×m, Bˆ ∈ Rm×na ,
r(τ) ∈ Rna , Φˆ(t), Φˆ(t − 1) ∈ Rm, descarta´ndose el estado residual de continuidad
agregado.
4.4. Caso de referencia
Nuevamente se considera el acu´ıfero rectangular homoge´neo de referencia estudiado en
la seccio´n 3.6, el cual se ha sometido a acciones exteriores distribuida y puntual y cuya
configuracio´n espacial se muestra en las figuras 3.2 y 3.3, respectivamente. La magnitud y
variabilidad temporal de dichas acciones exteriores vienen dadas segu´n se ha presentado
previamente en las figuras 3.7 y 3.10 para recarga y bombeo concentrado, respectivamente.
Igualmente, para el caso con recarga uniforme, las localizaciones donde se controla la
variacio´n temporal de las alturas piezome´tricas son aquellas definidas en el apartado 3.6.2.
En esta seccio´n se presentan los resultados de un ana´lisis nume´rico semejante al efectua-
do mediante las soluciones anal´ıticas en el apartado 3.6, pero utilizando modelos reducidos
por el MAV con truncamiento conservativo. Para la implementacio´n computacional de es-
tos modelos reducidos, se ha utilizado una discretizacio´n espacial ide´ntica a la disen˜ada
para el modelo nume´rico por DF descrito en la seccio´n 3.6. Entonces, el dominio espacial
del acu´ıfero se ha representado usando 3750 bloques activos cuadrados con taman˜o unifor-
me de 100 m, mientras que 75 bloques adicionales corresponden a la conexio´n r´ıo-acu´ıfero;
e´sta se ha modelado imponiendo una condicio´n de contorno del tipo Cauchy en dichos
bloques y asumiendo que su parametrizacio´n se expresa segu´n la conductancia definida
en la ecuacio´n (3.41), a diferencia de lo presentado en el cap´ıtulo 3, donde los resultados
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obtenidos se mostraron en funcio´n de la conductividad hidra´ulica de lecho de r´ıo equivalen-
te. Para considerar diferentes escenarios en la parametrizacio´n de la relacio´n r´ıo-acu´ıfero,
las conductancias en los bloques de contorno de r´ıo var´ıan logar´ıtmicamente entre 5000 y
5 m2/d.
4.4.1. Estudio comparativo del problema de autovalores para las
soluciones anal´ıticas y nume´ricas
Se han calculado todos los autovalores del acu´ıfero rectangular homoge´neo de referen-
cia utilizando una te´cnica de transformaciones matriciales del problema de autovalores
asociado. En principio, el problema generalizado, sime´trico y definido positivo de la ecua-
cio´n (4.4) se convierte en uno esta´ndar efectuando una descomposicio´n de Cholesky. Pos-
teriormente, sobre el problema esta´ndar resultante se ejecuta una tridiagonalizacio´n (Hou-
seholder, 1958), seguida por una factorizacio´n QL (Wilkinson, 1965, 1968). Para finalizar,
los autovectores que corresponden a la solucio´n de dicho problema esta´ndar se someten a
una transformacio´n inversa para llevarlos al espacio columna generado por el sistema de
ecuaciones lineales del problema de autovalores generalizado original. Las caracter´ısticas
principales de esta metodolog´ıa, junto con consejos de implementacio´n computacional, son
descritos por Press et al. (1986, 1997). Una vez obtenidos los 3825 autovalores y autovecto-
res que conforman los modos del modelo, se calculan los volu´menes bajo cada autovector,
segu´n la ecuacio´n (4.20), y los factores de reparto asociados, mediante (4.22).
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Figura 4.1. Autovalores para el acu´ıfero de referencia segu´n las seis diferentes conductancias
asignadas a los bloques de r´ıo. Se ha superpuesto los autovalores calculados para los modelos
nume´ricos por el MAV, de acuerdo con las vin˜etas rellenas, con los correspondientes a los PRSL
asociados al MPE equivalente, a su vez representados mediante vin˜etas huecas.
En la figura 4.1 se presentan los autovalores obtenidos para cada conductancia de blo-
que considerada en los modelos nume´ricos, junto con los primeros 25 autovalores calculados
para la solucio´n anal´ıtica correspondiente; las vin˜etas rellenas representan a los autovalores
calculados con la ecuacio´n (4.4) mientras que, por su parte, las vin˜etas sin rellenar se aso-
cian a los calculados usando la sucesio´n anal´ıtica proveniente del PRSL correspondiente,
segu´n la expresio´n (3.37). Se observa que, para la solucio´n por el MAV se han obtenido
excelentes aproximaciones de los primeros autovalores, los cuales contienen la mayor parte
de la respuesta del acu´ıfero en el espacio vectorial generado por los autovectores. Tambie´n,
cabe sen˜alar la existencia de un comportamiento irregular en la evolucio´n de la sucesio´n
de los polos aproximados. Al respecto, para este caso rectangular, a priori, se esperar´ıa
que la solucio´n nume´rica del problema de autovalores siguiera la tendencia dictada por
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la solucio´n anal´ıtica del PRSL, es decir, el primer autovalor aproximado corresponde al
primer autovalor anal´ıtico, lo mismo para el segundo, etce´tera. En cambio, de la figura 4.1
se concluye que: (i) la solucio´n nume´rica muestra grupos de autovalores situados alrede-
dor del polo anal´ıtico ma´s cercano y (ii) hay autovalores de la solucio´n nume´rica que no
pertenecen a ninguno de estos grupos ni se encuentran cerca de algu´n polo de la solucio´n
anal´ıtica. As´ı se pone de manifiesto que en los modelos de flujo resueltos empleando el
MAV existen modos principales significativos, no sucesivos en el orden creciente de los
autovalores, que contienen gran parte de la respuesta del sistema hidrogeolo´gico en el es-
pacio columna generado por los autovectores, los estados asociados a dichos modos deben
identificarse y conservarse al momento de efectuar el truncamiento del modelo.
En principio, la existencia de dichos modos principales es detectable usando algu´n
indicador de importancia para cada autovector modal, por ejemplo su norma p. Otra
opcio´n, ma´s af´ın al problema de flujo y con las ventajas de poseer significado f´ısico y ser
fa´cilmente implementable, es usar los volu´menes debajo de los autovectores, fi, calculados
segu´n la ecuacio´n (4.20). Para dicha identificacio´n, se establece arbitrariamente un l´ımite
inferior de inclusio´n que puede ser, por ejemplo, considerar que los modos donde se cumpla
que |fi| < flim no son tenidos en cuenta para formar la base del subespacio de proyeccio´n
del modelo, despreciando los estados del acu´ıfero asociados a ellos. Este tipo de criterio,
aunque eficiente, no tiene en cuenta el efecto que ejercen las acciones exteriores sobre la
base de proyeccio´n, ignorando que tipo de excitacio´n ocasiona mayor respuestas en los
modos principales y cuales de e´stos son los ma´s excitables bajo dichas acciones impuestas.
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Figura 4.2. Valores absolutos de los volu´menes por debajo de los autovectores en el acu´ıfero de
referencia, para las seis diferentes conductancias asignadas a los bloques de r´ıo.
Ahora bien, en la figura 4.2 se presentan los |fi| en escala logar´ıtmica para el acu´ıfe-
ro de referencia, de acuerdo con los seis valores de conductancia de bloque de conexio´n
r´ıo-acu´ıfero utilizados. En ella se observa que, independientemente de esa conductancia,
los volu´menes bajo los autovectores presentan dos niveles diferenciados de aporte en la
ecuacio´n de estados del sistema. El primer nivel, o nivel efectivo, se asocia al aporte de los
estados significativos en la solucio´n total, es decir, aquellos cuyos modos que representan
una fraccio´n considerable de la respuesta del sistema en el espacio columna generado por
los autovectores; por su parte el segundo nivel, o nivel residual, se asocia a los estados
cuyos aportes a la variable de respuesta del acu´ıfero son despreciables y, por lo tanto, son
susceptibles de ser descartados al momento de reducir el modelo de flujo. Es evidente que
al descartar los modos residuales, las tendencias de variacio´n exhibidas por los |fi| que
permanecen son suaves y se aproximan mucho a las obtenidas para la solucio´n anal´ıtica,
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presentadas en la figura 3.5. Lo anterior se cumple en todas las soluciones de los problemas
de autovalores generados para cada conductancia considerada.
Adema´s, de la figura 4.2 resulta claro que, al aumentar el grado de conexio´n entre el
r´ıo y el acu´ıfero, se hace necesario utilizar una mayor cantidad de modos para un mismo
error de aproximacio´n en las variables de estado calculadas con el modelo reducido. Como
caso extremo, estableciendo un valor l´ımite de flim = 1 m, para la conexio´n casi perfecta
(C = 5000 m2/d), segu´n las vin˜etas azules, para obtener que |fi| ≈ flim deben considerarse
casi 2000 modos; mientras que para una conexio´n muy imperfecta (C = 5 m2/d), segu´n
las vin˜etas de color negro, el mismo volumen bajo el autovector se obtiene al considerar
menos de 100 modos. Esto indica que, cuando el r´ıo y el acu´ıfero esta´n casi perfectamente
conectados, el modelo reducido sera´ de mayor taman˜o que para conexiones ma´s bajas.
Por otro lado, un indicador de base f´ısica que permite cuantificar la influencia de
las acciones exteriores sobre el sistema hidrogeolo´gico y detectar cuales modos son ma´s
susceptibles a dichas excitaciones es el coeficiente de reparto, que se calcula segu´n se define
en la expresio´n (4.22). Puesto que tambie´n se conoce que su acumulacio´n tiene cota superior
unitaria, es un valioso criterio para detectar los modos principales y para verificar, en un
modelo reducido por el MAV, si la aproximacio´n planteada es apropiada. Como para las
soluciones anal´ıticas y de acuerdo con la ecuacio´n (3.42), se define el coeficiente de reparto




bi i = 1, 2, . . . ,m (4.26)
y, si se consideran todos los modos del sistema, entonces m = n y los estados en el espacio
vectorial generado por los autovectores no han sido sometidos al truncamiento. Con esto,
si el objetivo del ana´lisis es lograr un modelo reducido modal mı´nimo, es decir, que incluya
la menor cantidad posible de modos y logre representar adecuadamente la respuesta de las
diferentes variables de estado del sistema, es necesario identificar, verificar y caracterizar
dos tipos de propiedades de cada modo con respecto a la respuesta global del acu´ıfero: (i)
si el modo considerado es excitable de acuerdo con la accio´n exterior considerada y (ii) si
los modos seleccionados capturan gran parte de la respuesta global del acu´ıfero. Dado lo
anterior, se propone que el coeficiente de reparto y su ı´ndice de acumulacio´n son cantidades
que cumplen el propo´sito de caracterizacio´n y cuantificacio´n de las anteriores propiedades
del sistema hidrogeolo´gico invariante en el tiempo. A partir de estas consideraciones se
desarrollan los aportes ma´s importantes de esta investigacio´n en lo referente al MAV. No
obstante, previo a formalizar dichos aportes, es importante discutir acerca de su pertinencia
en el ana´lisis del acu´ıfero con geometr´ıa sencilla que tiene soluciones anal´ıticas conocidas.
En las figuras 4.3 y 4.5 se presentan las evoluciones de bi para el acu´ıfero rectangular
de referencia sometido a acciones exteriores distribuida uniformemente y concentrada en
el centro del acu´ıfero, respectivamente. Por su parte, las figuras 4.4 y 4.6 muestran las
tendencias de aproximacio´n de las respuestas modales con respecto al comportamiento
agregado del sistema hidrogeolo´gico, de acuerdo con el crecimiento de bai. Las gra´ficas se
presentan en funcio´n de la conductancia de bloque de r´ıo asignada al modelo de flujo.
En el caso de accio´n exterior distribuida, de la figura 4.3 se observa que, aunque los bi
son siempre positivos, no manifiestan el decrecimiento mono´tono esperado que existe en la
solucio´n anal´ıtica, sino que tienden a mostrar crecimientos y decrecimientos abruptos, lo
cual se origina por que, para muchos modos interiores, se han evaluado bi cercanos a cero.
Lo anterior se refleja, igualmente, en la tendencia de crecimiento de bai, mostrada la figura
4.4, en la cual se presentan mesetas de no crecimiento en muchos modos del sistema, de
donde se deduce que el modo considerado no aporta significativamente a la respuesta del
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Figura 4.3. Distribucio´n de los coeficientes de reparto del acu´ıfero de referencia sometido a accio´n
exterior distribuida actuando uniformemente en todo su dominio espacial, para seis diferentes





























































Figura 4.4. Distribucio´n de los coeficientes de reparto acumulado para el acu´ıfero de referencia
sometido a accio´n exterior distribuida actuando uniformemente en todo su dominio espacial, para
seis diferentes conductancias de bloque en la interaccio´n r´ıo-acu´ıfero.
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Figura 4.5. Distribucio´n de los coeficientes de reparto del acu´ıfero de referencia sometidos a
accio´n exterior puntual concentrada actuando en su centro, para seis diferentes conductancias de



































































Figura 4.6. Distribucio´n de los coeficientes de reparto acumulado para el acu´ıfero de referen-
cia sometido a accio´n exterior puntual concentrada actuando en su centro, para seis diferentes
conductancias de bloque en la interaccio´n r´ıo-acu´ıfero.
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acu´ıfero. Este comportamiento es ana´logo al encontrado para la accio´n exterior puntual,
mostrado en las figuras 4.5 y 4.6, donde se obtuvieron valores de bi tanto positivos como
negativos pero, para algunos modos interiores, e´stos son cercanos a cero sin importar la
conductancia de bloque de r´ıo considerada. Tambie´n se ha encontrado que bai manifiesta
mesetas de invariabilidad una vez se ha encontrado un modo efectivo, indicando nueva-
mente, que los modos cercanos a e´ste aportan poco a la solucio´n global del sistema puesto
que son los asociados a los autovectores de la componente en direccio´n y de la solucio´n.
En este punto, cabe mencionar que tanto los volu´menes bajo las autofunciones como los
coeficientes de reparto en direccio´n transversal a la de flujo, dada por el eje y en las figuras
3.2 y 3.3, son nulos puesto que las autofunciones en dicha direccio´n son impares, con lo
cual, el resultado de su integracio´n desde −W/2 hasta W/2 es cero (Sahuquillo y Cassiraga,
2010d). Esta es la razo´n por la cual, en este caso de acu´ıfero con geometr´ıa rectangular,
se ha detectado la presencia de tantos modos residuales en la solucio´n nume´rica. Por el
contrario, en un acu´ıfero de geometr´ıa irregular o heteroge´neo quiza´s haya una separacio´n
ma´s difusa entre los modos que manifiestan coeficientes de reparto ma´s altos y ma´s bajos,
es decir, pueden existir muchos modos que aportan efectivamente a los estados del acu´ıfero.
De las anteriores caracter´ısticas generales se deduce que: (i) a grandes rasgos, las ten-
dencias de variacio´n de bi y bai son ana´logas a las encontradas para la solucio´n anal´ıtica del
PRSL correspondiente, pero se generan modos interiores que aportan poco a la solucio´n y
pueden asimilarse a los modos transversales nulos de la solucio´n anal´ıtica; (ii) la tendencia
de truncamiento es ana´loga a la encontrada para el caso anal´ıtico, es decir, se requiere una
mayor cantidad de modos para modelos con conexio´n casi perfecta entre el r´ıo y el acu´ıfero,
cuando se fija un l´ımite ma´ximo para el complemento de bai, o lo que es lo mismo, bai tiene
un valor fijo prescrito cercano a uno; (iii) el exceso de discretizacio´n espacial del modelo
de flujo del acu´ıfero de referencia ha ocasionado que, por causas nume´ricas, surjan modos
poco dominantes o residuales, nulos en la solucio´n anal´ıtica, pero que en el caso nume´rico
aportan un componente muy pequen˜o al estado del acu´ıfero; (iv) es posible plantear la
reduccio´n definitiva del modelo de flujo por el MAV eliminando sistema´ticamente dichos
modos residuales, as´ı se construyen modelos formados por el mı´nimo nu´mero de estados
dominantes que reproducen aceptablemente diferentes variables de respuesta del acu´ıfero.
4.4.2. Simulaciones para accio´n distribuida
Se ha simulado el flujo subterra´neo en el acu´ıfero rectangular de referencia, siendo e´ste
sometido a la serie de recargas presentada en la figura 3.7. Al igual que para las soluciones
anal´ıticas, se presentan los resultados para el caudal descargado al r´ıo y las alturas pie-
zome´tricas en los puntos de control P1, P2, P3 y P4, previamente definidos y localizados
en el acu´ıfero como se describe en el apartado 3.6.2. Tanto para los modelos reducidos por
el MAV como para los modelos de referencia resueltos por DF, las condiciones iniciales
consisten en configuraciones de alturas piezome´tricas simuladas en re´gimen permanente
tales que producen caudales iniciales de descarga de 3000 m3/d para las seis conductan-
cias consideradas. De acuerdo a lo anterior, dichos caudales iniciales son ide´nticos a los
impuestos sobre los MPE ana´logos, que han sido discutidos en detalle en la seccio´n 3.6.
Inicialmente, en la figura 4.7 se presentan los hidrogramas de descarga simulados me-
diante la implementacio´n en DF del acu´ıfero de referencia y los modelos reducidos equi-
valentes, resueltos por el MAV con truncamiento conservativo, que contienen entre 10 y
200 modos para diferentes conexiones r´ıo-acu´ıfero. En todas las gra´ficas de dicha figura se
presentan seis hidrogramas de descarga, cada uno de los cuales se ha simulado imponiendo
un valor de conductancia de r´ıo y corresponde a un modelo reducido por el MAV de deter-
minado taman˜o o, en su defecto, a un modelo resuelto mediante DF. As´ı, el color de cada
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Figura 4.7. Hidrogramas de descarga para el acu´ıfero de referencia sometido a una accio´n exterior
distribuida simulados mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos por el
MAV con truncamiento conservativo de diferentes taman˜os. Como se muestra en la leyenda
ubicada en la parte superior, las conductancias de r´ıo se han variado entre 5 y 5000 m2/d.
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hidrograma representa la conductancia correspondiente, de acuerdo con la convencio´n que
se muestra en la parte superior de la figura. Con base en la inspeccio´n visual de los re-
sultados obtenidos se deduce que, a medida que se incluyen mayor cantidad de modos en
los modelos reducidos, se mejora el ajuste de los hidrogramas simulados, lo cual se hace
ma´s evidente en los picos asociados a los intervalos en los que se producen los episodios
de recarga. Asimismo, a medida que disminuye la conexio´n entre el r´ıo y el acu´ıfero, es
necesario usar una menor cantidad de modos para alcanzar una representacio´n adecuada
de los hidrogramas de referencia, tanto en los periodos de agotamiento como en los de
recarga.
Tambie´n es notoria la influencia que tiene incluir ma´s modos del sistema sobre la repre-
sentacio´n del caudal inicial de la simulacio´n, especialmente para los casos ma´s extremos
de la relacio´n entre el r´ıo y el acu´ıfero. Por ejemplo, cuando la conexio´n entre e´stos es
casi perfecta, la cual viene dada por una conductancia de 5000 m2/d, el caudal inicial de
descarga esta´ subvalorado por casi 100 m3/d al ejecutar su reparticio´n en los 10 primeros
modos, cantidad que va disminuyendo paulatinamente en la medida de que se incluyen ma´s
modos en el modelo reducido. Por el contrario, para la conexio´n casi nula, que se asocia a
una conductancia de 5 m2/d, al repartir el caudal inicial en los 10 primeros modos, e´ste
resulta estar sobrevalorado por cerca de 5 m3/d, aumentando a medida que se incluyen
ma´s modos en el modelo reducido hasta alcanzar un valor de 25 m3/d para 200 modos.
En general, cuando existe alta interaccio´n r´ıo-acu´ıfero, la subvaloracio´n sistema´tica de
los caudales se atribuye al hecho de que es necesario usar una mayor cantidad de modos
para lograr la adecuada representacio´n de las condiciones iniciales puesto que los modos
de aporte efectivo, es decir, aquellos que presentan un coeficiente de reparto considerable,
se distribuyen sobre una fraccio´n ma´s amplia del espectro del sistema asociado al modelo
de referencia; mientras que, en el caso de interaccio´n imperfecta, la sobrevaloracio´n de
los caudales se genera por que existen modos residuales internos para los cuales el valor
del coeficiente de reparto es pequen˜o, a pesar de que deber´ıa ser casi nulo, con lo cual el
caudal inicial se amplifica artificialmente por causas nume´ricas. A pesar de lo anterior, a
medida que el tiempo de simulacio´n del modelo avanza, el efecto negativo generado por los
coeficientes de reparto no nulos se va corrigiendo con el te´rmino residual de continuidad
incluido en la simulacio´n transitoria truncada por el MAV. Una opcio´n viable para corregir
este efecto negativo es desarrollar esquemas de construccio´n de modelos reducidos que
utilicen solamente los modos dominantes que exhiben coeficientes de reparto por encima
de un l´ımite inferior preestablecido, como se sen˜alo´ en el apartado 4.4.1. Otra opcio´n es
determinar un periodo de calentamiento para el modelo truncado, previo al horizonte de
simulacio´n, con el objetivo de excitar convenientemente todos los modos incluidos en e´l.
Ahora bien, el grado de representatividad de los modelos truncados conservativamente,
con respecto a las soluciones completas por DF y el MAV, se ha cuantificado usando los
ı´ndices de bondad de ajuste descritos en el apartado 3.6.2 (la ra´ız del error cuadra´tico
medio relativo RMS, el coeficiente de sesgo relativo BIAS y el ı´ndice de eficiencia de Nash-
Sutcliffe modificado E2). En este ana´lisis, no se presentan las estimaciones de E1 puesto que
son completamente ana´logas a los obtenidas para E2, entonces las conclusiones deducidas
de ambos indicadores son similares. As´ı, en la figura 4.8 se presenta la variacio´n de los
ı´ndices de comportamiento para los hidrogramas simulados mediante los modelos reducidos
por el MAV, truncados conservativamente hasta un nu´mero de modos definido a priori
entre 10 y 200, con respecto a una solucio´n de referencia por el MAV sin truncamiento.
En general, para los tres ı´ndices, se han obtenido tendencias de mejor´ıa a medida que
aumenta la cantidad de modos que conforman el modelo reducido.
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Figura 4.8. I´ndices de comportamiento estimados para los hidrogramas simulados con modelos
reducidos por el MAV, considerando diferentes cantidades de modos, con respecto a las soluciones
completas por el MAV para accio´n uniformemente distribuida. Los resultados se presentan en
funcio´n de las conductancias en los bloque de interaccio´n r´ıo-acu´ıfero. I´ndices BIAS a la izquierda,
RMS en el centro y E2 a la derecha.
En el gra´fico de la izquierda de la figura 4.8, se ve que los BIAS estimados para todos
los modelos reducidos por el MAV con respecto a la solucio´n no truncada tienden progresi-
vamente a cero, confirma´ndose que la media de la serie simulada reproduce mejor la media
de referencia a medida que se incluyen ma´s modos en el truncamiento. Es importante re-
saltar que los valores de BIAS son pequen˜os incluso para los modelos ma´s reducidos que
incluyen u´nicamente 10 modos y para las conductancias ma´s elevadas. Lo anterior se debe
a que, cuando se impone la continuidad en el truncamiento del modelo, cierta cantidad
de agua perteneciente a los modos de respuesta ra´pida, a los cuales les corresponden los
mayores autovalores, queda almacenada en el te´rmino de la ecuacio´n de estados corres-
pondiente al modo de agregacio´n de los residuos, que manifiesta una respuesta ma´s lenta
(o menos ra´pida, segu´n el nivel de truncamiento) a las excitaciones impuestas.
Dado lo anterior, cuando se presenta un episodio de recarga, los picos de caudal si-
mulados en el hidrograma de referencia son subestimados y el agua faltante, que deber´ıa
contenerse en dicho pico, es contabilizada en el agotamiento consecuente. Esto se observa
directamente de los hidrogramas de descarga para los modelos que consideran 10 modos,
segu´n las l´ıneas delgadas de color rojo en los gra´ficos de la figura 4.8. La indeseable con-
secuencia directa de lo anterior es que las pendientes de las curvas de agotamiento de los
hidrogramas subterra´neos se modifican considerablemente, a pesar de que se representa
adecuadamente el caudal medio. Por fortuna, esta situacio´n se resuelve considerando ma´s
modos en la simulacio´n por el MAV y deja de ser cr´ıtica a medida que la conductancia
del r´ıo disminuye; lo cual se debe a que los modos de respuesta ma´s ra´pida dejan de ser
importantes para r´ıos poco conectados con el acu´ıfero, puesto que muchos de los estados
modales de respuesta ra´pida del sistema se asocian a coeficientes de reparto que tienden
a cero.
Igualmente, para todos los casos de conexio´n r´ıo-acu´ıfero considerados, se han obtenido
estimaciones de RMS que decrecen a medida que se consideran ma´s modos en el modelo
reducido, tendiendo a un valor l´ımite inferior nulo que se logra cuando se incorporan casi
todos los modos disponibles del sistema hidrogeolo´gico. As´ı, en el gra´fico central de la
figura 4.8 se observan las siguientes caracter´ısticas importantes: (i) los valores ma´ximos
de RMS se obtuvieron para el caso de conexio´n casi perfecta entre el r´ıo y el acu´ıfero,
correspondiente a una conductancia de 5000 m2/d y representada mediante la l´ınea azul,
estima´ndose aproximadamente del 6 % para un modelo muy reducido que incluye 10 modos
y disminuyendo hasta cerca del 1 % cuando se consideran 200 modos en el truncamiento;
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(ii) a medida que disminuye la conexio´n r´ıo-acu´ıfero, los valores ma´ximos de RMS dis-
minuyen hasta cerca del 0.1 % para una conexio´n r´ıo-acu´ıfero casi nula, correspondiente
un conductancia de 5 m2/d, representada mediante la l´ınea negra, aproxima´ndose hasta
el 0.02 % para modelos formados por 200 modos; y (iii) las tendencias y tasas de decreci-
miento de RMS son similares para todas las conductancias consideradas.
Con respecto a E2, en la gra´fica derecha de la figura 4.8 se observa que su comporta-
miento es ana´logamente inverso al obtenido para RMS; es decir, las eficiencias aumentan
a medida que se incluyen ma´s modos en el modelo reducido, cuando la relacio´n r´ıo-acu´ıfero
se vuelve ma´s imperfecta, es decir, para valores bajos de conductancia. Los menores E2,
por debajo del 90 %, se han estimado para los modelos reducidos que incluyen la menor
cantidad de modos; esto debe a que, en general, los picos de los hidrogramas de descarga
han sido subestimados mientras que los comienzos de las curvas de agotamiento han sido
sobreestimados. Lo anterior se evidencia especialmente para elevadas conexiones r´ıo-acu´ıfe-
ro, correspondientes a conductancias entre 5000 y 200 m2/d, l´ıneas azul y roja en la figura
4.8, respectivamente. En contraste, para conexiones de medias a bajas, asociadas a con-
ductancias menores a 100 m2/d, se han obtenido eficiencias bastante aceptables, mayores
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Figura 4.9. I´ndices de comportamiento estimados para los hidrogramas simulados con modelos
reducidos por el MAV, considerando diferentes cantidades de modos, con respecto a soluciones
nume´ricas por DF, para accio´n uniformemente distribuida. Los resultados se presentan en funcio´n
de las conductancias en los bloque de interaccio´n r´ıo-acu´ıfero. I´ndices BIAS a la izquierda, RMS
en el centro y E2 a la derecha.
Por otra parte, en las gra´ficas de la figura 4.9 se presentan las variaciones obtenidas
para los ı´ndices de bondad de ajuste BIAS, RMS y E2 estimados para los hidrogramas
de caudal de descarga simulados por modelos truncados mediante el MAV, con respecto
a la solucio´n nume´rica completa por DF. Los resultados all´ı consignados se presentan
segu´n el nu´mero de modos considerados en el truncamiento y las conductancias en los
bloques de r´ıo asignadas al modelo. Dichas gra´ficas exhiben tendencias similares a las
previamente comentadas para la solucio´n de referencia por el MAV sin truncamiento, con
la diferencia de que existe un l´ımite inferior no nulo para los indicadores BIAS y RMS,
adema´s de que E2 no alcanza el valor del 100 % en ninguno de los casos de relacio´n r´ıo-
acu´ıfero considerados. Lo anterior se debe a que los esquemas conceptuales para solucionar
el modelo de flujo de referencia que se esta´n comparando son diferentes. Au´n as´ı, los ı´ndices
de comportamiento obtenidos para las simulaciones mediante el MAV sin truncamiento
son cercanas a las o´ptimas, obtenie´ndose BIAS < 0.5 % ≈ 0 %, RMS < 1 % ≈ 0 % y
E2 > 99.5 % ≈ 100 %, para todas las conductancias de bloque de r´ıo consideradas.
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Entonces, segu´n los resultados del gra´fico izquierdo en la figura 4.9, para los diferentes
grados de conexio´n r´ıo-acu´ıfero considerados, las estimaciones de BIAS se mantienen casi
constantes, por debajo del 0.5 %, con lo cual los modelos reducidos conservan adecuada-
mente la media de los modelos de referencia. Es importante resaltar que, con respecto
al hidrograma referencia simulado por DF, BIAS no disminuye a medida que decrece la
conexio´n entre el r´ıo-acu´ıfero, sino que exhibe tendencias erra´ticas. Por ejemplo, se han
estimado BIAS mayores para el modelo con conductancia de 50 m2/d que las obtenidas
para uno que usa 100 m2/d. Esto se atribuye a que, dado el poco rango de variacio´n de
dicho ı´ndice, algunas inestabilidades nume´ricas en el ca´lculo de los autovectores usados
para obtener los coeficientes de reparto pueden ocasionar la acumulacio´n de desviaciones
respecto de los caudales medios de referencia. Cabe mencionar que la correccio´n del inde-
seable efecto anteriormente mencionado puede obtenerse eliminando los modos residuales
que manifiestan menor influencia en el estado global del acu´ıfero. Au´n as´ı, las estimaciones
de BIAS, para todas las conductancias, son lo suficientemente bajas como para aceptar
las tendencias medias de los hidrogramas simulados a trave´s de los modelos reducidos.
En cambio, segu´n se presenta en las gra´ficas central y derecha de la figura 4.9, los
comportamientos de las estimaciones de RMS y E2 de los hidrogramas de descarga si-
mulados, con respecto al nu´mero de modos considerados en la reduccio´n del modelo, son
ma´s consistentes con lo que se podr´ıa esperar con anterioridad. As´ı, para conductancias de
bloque de r´ıo entre 50 y 5000 m2/d, RMS disminuye suavemente hasta un valor cercano al
1 %; adema´s, para conexiones r´ıo-acu´ıfero menores, asociadas a conductancias por debajo
de 50 m2/d, las estimaciones de dicho ı´ndice manifiestan escaso decrecimiento, exhibiendo
valores casi constantes cercanos a los l´ımites inferiores correspondientes de 0.2 y 0.08 %
para conductancias de 20 y 5 m2/d, respectivamente. Igualmente, se obtuvieron las ma´s
bajas eficiencias para modelos truncados formados por menos de 50 modos y para una
conductancia de 5000 m2/d, segu´n la l´ınea azul en la gra´fica derecha de la figura 4.9;
mientras que para los dema´s casos de simulacio´n, estas eficiencias esta´n por encima del
97 %, con tendencias de crecimiento a medida que disminuye el rango modal truncado.
Asimismo, en la figura 4.10 se presentan las series de alturas piezome´tricas en los cuatro
puntos de control predefinidos (P1, P2, P3 y P4) simuladas mediante los modelos de flujo
del acu´ıfero de referencia, tanto en DF como utilizando el MAV sin truncamiento, para
seis diferentes conductancias. En ellas se observa que los resultados son muy parecidos a
los presentados en la figura 3.9, simulados mediante los MPE que usan once depo´sitos. En
estas gra´ficas, las l´ıneas gruesas de color oscuro corresponden a las alturas piezome´tricas
obtenidas por el MAV, mientras que las l´ıneas delgadas claras superpuestas sobre ellas
representan las simuladas con los modelos implementados por DF. Se observa que, para
todos los casos de conexio´n r´ıo-acu´ıfero tenidos en cuenta, las piezometr´ıas simuladas por
el MAV representan adecuadamente las de referencia. En las series piezome´tricas de la
gra´fica inferior de la figura 4.10, simuladas para una conductancia de 5 m2/d, se obtuvieron
pequen˜as sobreestimaciones en los niveles piezome´tricos iniciales originadas, como se dijo
antes, por incluir muchos modos residuales en el modelo resuelto por el MAV. Esta am-
plificacio´n, que se manifiesta en todas las variables de respuesta del acu´ıfero, ocurre como
consecuencia de los siguientes factores: (i) inestabilidades nume´ricas generadas en la solu-
cio´n del problema de autovalores asociado a la resolucio´n de la EDP de flujo subterra´neo
por el MAV, (ii) la aparicio´n de coeficientes de repartos muy pequen˜os en modos donde su
valor deber´ıa ser nulo y (iii) la acumulacio´n de coeficientes de reparto muy pequen˜os en el
te´rmino residual de continuidad de los modelos truncados por el MAV. De ah´ı que si existe
gran cantidad de modos residuales, dicha acumulacio´n se vuelve significativa, ocasionando
que el aporte del te´rmino de continuidad sea cada vez ma´s preponderante.
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Figura 4.10. Alturas piezome´tricas para las cuatro localizaciones de control, calculadas con un
modelo nume´rico por DF y un modelo discreto resueltos por el MAV sin truncamiento, para
diferentes niveles de conexio´n r´ıo-acu´ıfero en funcio´n de la conductancia de los bloques de r´ıo.
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Figura 4.11. I´ndices de comportamiento para las series piezome´tricas en los puntos de con-
trol, simuladas con modelos reducidos por el MAV para diferentes niveles de truncamiento, con
respecto a soluciones de referencia por el MAV que incluyen todos los modos del modelo de flujo.
El comportamiento de las alturas piezome´tricas simuladas mediante los modelos trun-
cados, con respecto a las obtenidas empleando los modelos de referencia completos resueltos
por DF y el MAV, se evalu´a con los indicadores BIAS, RMS y E2, como se presento´ an-
tes para los hidrogramas de descarga. Los resultados encontrados para dichos ı´ndices de
ajuste se resumen en las figuras 4.11 y 4.12, en funcio´n del nu´mero de modos considerados
para el truncamiento, la localizacio´n de los puntos de control en el dominio espacial del
acu´ıfero y las conductancias asignadas a los bloques en su conexio´n con el r´ıo.
As´ı, tomando como referencia al modelo simulado por el MAV sin truncamiento, en la
figura 4.11 se observa que, para las alturas piezome´tricas en los puntos de control P1, P2
y P3, todos los ı´ndices de comportamiento manifiestan una zona de inestabilidad cuando
se consideran entre 1 y 50 modos, en la cual e´stos fluctu´an a medida que se incluyen ma´s
modos en el truncamiento. Una vez se ha superado dicha inestabilidad, las estimaciones
decrecen mono´tonamente hac´ıa los o´ptimos a medida que se consideran modelos reducidos
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Figura 4.12. I´ndices de comportamiento para las alturas piezome´tricas en los puntos de con-
trol, simuladas con modelos reducidos por el MAV para diferentes niveles de truncamiento, con
respecto a una solucio´n nume´rica por DF.
de mayor taman˜o. En cambio, para las series piezome´tricas en P4, los dos primeros ı´ndices
decrecen suavemente hac´ıa los o´ptimos y el tercero crece a medida aumenta el nu´mero de
modos considerado, adema´s no existe la zona de transicio´n previamente descrita. Tambie´n
cabe afirmar que el rango de variacio´n para cada ı´ndice se modifica de acuerdo con el
punto de control considerado. A propo´sito, en la figura 4.11 se observa que dicho rango de
variacio´n es mayor en los puntos de control ubicados en regiones cercanas a la conexio´n
entre el r´ıo y el acu´ıfero. Aparte de lo anterior, vale la pena mencionar los siguientes
resultados: (i) el ma´ximo BIAS estimado en P1 es de 0.16 %, mientras que en P4 dicho
valor se incrementa hasta el 4.2 %; (ii) el ma´ximo RSM se situ´a en P1 con un valor de
0.55 %, aumentando hasta cerca de un 7 % en P4; y (iii) la estimacio´n mı´nima de E2 en
P1 alcanza un valor del 87.5 %, disminuyendo hasta el 65 % en P4.
En principio, como se observa en las gra´ficas de la columna izquierda de la figura 4.11,
los BIAS estimados para las series piezome´tricas en todos los puntos de control exhiben
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pocas fluctuaciones al aumentar el nu´mero de modos que componen el modelo reducido, in-
dependientemente del grado de conexio´n r´ıo-acu´ıfero impuesto en el modelo de referencia.
Tambie´n se observa que los ma´ximos BIAS han sido estimados en P4, para una conduc-
tancia de 5000 m2/d, cuando el modelo reducido esta´ formado por menos de 50 modos; a
pesar de ello, al usar ma´s de 100 modos en la modelacio´n se garantiza la reproduccio´n de
la altura piezome´trica media de referencia. Ma´s au´n, en P4 los ma´ximos coeficientes de
sesgo, estimados para modelos formados por so´lo 10 modos, decrecen mientras la conexio´n
r´ıo-acu´ıfero disminuye, lo cual es cualitativamente ana´logo al comportamiento encontrado
en la simulacio´n de los hidrogramas, segu´n la gra´fica izquierda de la figura 4.8. Ahora
bien, las estimaciones de RMS para las alturas piezome´tricas simuladas, con respecto
a las de referencia, se presentan en la columna central de la figura 4.11. All´ı se observa
que las tendencias de RMS con respecto al taman˜o del modelo reducido son similares en
los puntos de control P1, P2 y P3, obtenie´ndose estimaciones que alcanzan el 0.6 % al
considerar so´lo 20 modos y disminuyendo hasta un 0.04 % cuando se incluyen ma´s de 100
modos en el truncamiento. Para RMS, nuevamente el punto de control ma´s cr´ıtico es P4,
observa´ndose estimaciones ma´ximas entre el 2 y el 7 %, para las mayores conductancias.
Igualmente, en los gra´ficos de la columna izquierda de la figura 4.11 se presentan las
estimaciones de E2 para las alturas piezome´tricas simuladas con los modelos reducidos
con respecto a un modelo resuelto por el MAV sin truncamiento. Para todos los puntos
de control y todas las conductancias consideradas, los resultados muestran un compor-
tamiento ana´logo al exhibido por el RMS, obtenie´ndose las menores estimaciones de E2
para los modelos reducidos conformados por menos de 50 modos. En especial, para las
series piezome´tricas simuladas en P4, se han estimado eficiencias que var´ıan entre el 65
y el 95 % para las conductancias ma´s elevadas, al emplear modelos formados u´nicamente
por 10 modos. Estos bajos valores de la eficiencia se generan por que, en esa localizacio´n,
los picos de las alturas piezome´tricas esta´n fuertemente correlacionados con los picos del
hidrograma de descarga y, por lo tanto, son ma´s sensibles a altas fluctuaciones en los cau-
dales, en especial cuando la conexio´n entre el r´ıo y el acu´ıfero es considerable. Entonces,
resulta claro que se hace necesario conservar ma´s modos de respuesta ra´pida en los mode-
los reducidos cuando uno de los propo´sitos de la simulacio´n es reproducir detalladamente
los niveles piezome´tricos del acu´ıfero en zonas cercanas al r´ıo con el cual se conecta.
Con respecto al modelo de referencia para el acu´ıfero rectangular simulado por DF,
en la figura 4.12 se presentan los resultados de las estimaciones obtenidas para los tres
ı´ndices de comportamiento. En ellas se observa que existen tendencias hacia los o´ptimos a
medida que aumenta el taman˜o de los modelos reducidos. As´ı, en la columna izquierda de
dicha figura se presentan las estimaciones de BIAS, donde se observa que existen l´ımites
superior e inferior de acotamiento para la variabilidad de dicho ı´ndice para todos los puntos
de control de alturas piezome´tricas establecidos. Dichos l´ımites superior e inferior son 0.5
y 0.001 %, respectivamente, para todas las conductancias consideradas. Resulta claro que,
en todos los casos de conexio´n r´ıo-acu´ıfero considerados, los mayores BIAS se presentan
para los modelos reducidos que so´lo incluyen 10 modos, mientras que su l´ımite inferior
se alcanza cuando la simulacio´n se efectu´a con el MAV sin truncamiento; por lo tanto,
aunque los rangos de variacio´n son pequen˜os, los mayores BIAS se obtienen a medida que
la conductancia de r´ıo decrece, independientemente del taman˜o del modelo reducido.
Ahora bien, en la columna central de la figura 4.12 se muestra la variacio´n de RMS
para las series piezome´tricas simuladas por MAV en los puntos de control, con respec-
to a las correspondientes obtenidas por modelo de referencia en DF, en funcio´n de los
modos considerados en el truncamiento. Las tendencias all´ı presentadas son decrecientes
y ana´logas a las discutidas anteriormente, tomando las alturas piezome´tricas simuladas
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por el MAV sin truncamiento como referencia, segu´n la figura 4.11. Este decrecimiento
se estabiliza para todos los modelos reducidos evaluados cuando esta´n formados por ma´s
de 100 modos. Por otro lado, los mayores RMS se han estimado al incluir pocos modos
en los modelos de flujo y sus valores ma´ximos aumentan a medida que se estudian las
series piezome´tricas simuladas ma´s cerca de r´ıo. Adema´s, para las piezometr´ıas simuladas
en P1 y P2, los RMS estimados son muy semejantes entre s´ı, presentando un estrecho
rango de variacio´n en funcio´n tanto del nu´mero de modos considerados como del grado
de interaccio´n entre el r´ıo y el acu´ıfero, y oscilando alrededor del 0.55 %. Por el contrario,
los RMS para las series piezome´tricas simuladas en P3 y P4 disminuyen mono´tonamente
desde sus correspondiente ma´ximos hasta un l´ımite inferior cercano al 0.6 %; dichos ma´xi-
mos presentan valores de 1.2 y 4.6 %, respectivamente, y se han obtenido para los modelos
reducidos formados por los 10 primeros modos y una conductancia de 5000 m2/d.
Igualmente, en la columna derecha de la figura 4.12 se presentan las variaciones de E2
para las alturas piezome´tricas simuladas por el MAV en los cuatro puntos de control, en
funcio´n de los modos considerados en los modelos reducidos y el grado de conectividad r´ıo-
acu´ıfero, con respecto a las soluciones de referencia obtenidos por DF. Se ha encontrado
que las menores estimaciones de E2 en los puntos de control P1, P2 y P3 aparecen para
bajas conexiones entre el r´ıo y el acu´ıfero, cuando los modelos reducidos consideran menos
de 100 modos. En particular, para modelos ultra reducidos compuestos por so´lo 10 modos,
dichas estimaciones var´ıan entre el 90 y el 94 %. Tambie´n cabe notar que, para todos los
casos de conductancia, E2 tiende mono´tonamente al l´ımite superior alcanzado cuando las
simulaciones son ejecutadas empleando el MAV sin truncamiento, cuyas cotas superiores
var´ıan entre el 96 y el 99.7 %. Adema´s, para estos tres puntos de control, sin importar el
taman˜o del modelo reducido estudiado, las peores estimaciones de E2 se presentan para
una conductancia de 5 m2/d, mientras que las mejores corresponden a 5000 m2/d.
Por u´ltimo, las tendencias de E2 con respecto a los modos considerados en el mode-
lo reducido por el MAV son algo ma´s particulares en el punto de control P4, donde se
obtuvieron las eficiencias ma´s bajas, por debajo del 90 %, al asumir conductancias mayo-
res a 100 m2/d y menos de 100 modos en el truncamiento. En dichos casos, E2 aumenta
ra´pidamente a medida que se incluyen ma´s modos, hasta llegar al l´ımite superior correspon-
diente. En cambio, para los dema´s valores de conductancia, las estimaciones manifiestan
una tendencia de variacio´n uniforme con respecto al nu´mero de modos usados en el modelo
reducido, obtenie´ndose valores cercanos a 96, 98 y 99.5 % para conductancias de 5, 20 y
50 m2/d, respectivamente. De lo anterior se concluye que, contrariamente a los resultados
encontrados para el caudal de descarga subterra´neo, la bondad del ajuste de las series pie-
zome´tricas alejadas del r´ıo, simuladas mediante los modelos reducidos por el MAV para
el acu´ıfero de referencia, tanto en funcio´n de la eficiencia como del error cuadra´tico me-
dio, crece a medida que se considera una mejor conexio´n r´ıo-acu´ıfero, manifestando cotas
l´ımites cada vez ma´s cercanas a los valores o´ptimos de 0 % para RMS y 100 % para E2,
al considerar mayor cantidad de modos de respuesta ra´pida en el truncamiento.
4.4.3. Simulaciones para accio´n puntual
Se ha simulado el flujo en el acu´ıfero rectangular de referencia sometido a un bombeo
puntual de extraccio´n localizado en su centro, cuya magnitud que var´ıa de acuerdo con la
gra´fica presentada en la figura 3.11 y actu´a durante 1000 d´ıas de simulacio´n transitoria. De
forma similar a las soluciones anal´ıticas, discutidas en el apartado 3.6.3, aqu´ı se presentan
u´nicamente los resultados obtenidos para el caudal detra´ıdo. Al igual que en los ana´lisis del
cap´ıtulo 3, se estimaron los ı´ndices BIAS, RMS y E2 para cuantificar la representatividad
de los diferentes hidrogramas simulados mediante modelos reducidos con diferentes rangos
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MAV, 200 modos
Figura 4.13. Hidrogramas de detracciones para el acu´ıfero de referencia sometido a un bombeo
concentrado, simulados mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos por
el MAV con truncamiento conservativo de diferentes taman˜os. Como se muestra en la leyenda
ubicada en la parte superior, las conductancias de r´ıo se han variado entre 5 y 5000 m2/d.
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de truncamiento, con respecto a los modelos de referencia resueltos usando el MAV sin
truncamiento y soluciones nume´ricas por DF. Primeramente, en la figura 4.13 se observa
que, para conductancias menores a 200 m2/d, las detracciones simuladas mediante los
modelos reducidos por el MAV, que incorporan 100 modos inferiores o menos, se ajustan
bastante bien a las de referencia. Por el contrario, para una conductancia de 5000 m2/d, los
resultados satisfactorios se encuentran para modelos reducidos que incorporan 200 o ma´s
modos inferiores, especialmente en los intervalos donde se presenta la accio´n del bombeo.
Lo anterior pone de manifiesto que, durante esos intervalos, los modos de respuesta ra´pida
juegan un papel ma´s preponderante en la dina´mica del flujo subterra´neo en el acu´ıfero,
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Figura 4.14. I´ndices de comportamiento estimados para los hidrogramas simulados con modelos
reducidos por el MAV, con respecto a las soluciones que incluyen todos los modos y una accio´n
puntual de extraccio´n localizada en el centro del acu´ıfero de referencia. Los resultados se presentan
en funcio´n de las conductancias en los bloque de interaccio´n r´ıo-acu´ıfero. I´ndices BIAS a la
izquierda, RMS en el centro y E2 a la derecha.
En la figura 4.14 se presentan las variaciones de los ı´ndices de bondad de ajuste para
el modelo de referencia resuelto por el MAV sin truncamiento. Para los tres ı´ndices se
observa que las estimaciones menos o´ptimas se obtienen para modelos que corresponden a
conductancias mayores a 200 m2/d, es decir, aquellas que representan condiciones cercanas
a la conexio´n r´ıo-acu´ıfero perfecta. Asimismo, a medida que el modelo reducido considera
mayor cantidad de modos, las estimaciones de los ı´ndices tienden mono´tonamente a los
o´ptimos, con excepcio´n de los modelo reducidos compuestos por 50 modos y conductancias
mayores a 200 m2/d, en los cuales se observa un descenso considerable de su representa-
tividad, especialmente para E2. El comportamiento anterior se atribuye a que, para dicha
configuracio´n del modelo reducido, el truncamiento se ha efectuado en una regio´n del es-
pectro donde el coeficiente de reparto acumulado no es lo suficientemente cercano a uno y,
por lo tanto, el te´rmino residual de la solucio´n por el MAV puede llegar a representar un
elevado porcentaje en los estados del acu´ıfero. Este efecto adverso se corrige truncando en
algu´n modo cuyo coeficiente de reparto acumulado sea cercano a uno. Del mismo modo,
cuando se comparan las simulaciones obtenidas por modelos reducidos que incluyen la mis-
ma cantidad de modos, aquellas que corresponden a una menor conectividad r´ıo-acu´ıfero
exhiben valores ma´s o´ptimos para los tres ı´ndices de comportamiento evaluados.
Ahora bien, en la figura 4.15 se presentan las variaciones de los tres ı´ndices de compor-
tamiento que se han estimado para los hidrogramas de detraccio´n simulados mediante los
modelos reducidos por el MAV, con respecto al modelo de referencia resuelto por DF. Se
observa que, en general, las estimaciones mejoran paulatinamente hasta llegar a un taman˜o
en el cual la incorporacio´n de un mayor nu´mero de modos no mejora sustancialmente la
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Figura 4.15. I´ndices de comportamiento estimados para los hidrogramas simulados con modelos
reducidos por el MAV, con respecto a las soluciones nume´ricas por DF y una accio´n puntual de
extraccio´n localizada en el centro del acu´ıfero de referencia. Los resultados se presentan en funcio´n
de las conductancias en los bloque de interaccio´n r´ıo-acu´ıfero. I´ndices BIAS a la izquierda, RMS
en el centro y E2 a la derecha.
reproduccio´n del modelo de referencia. En este caso particular de aplicacio´n, 200 modos
son suficientes para obtener resultados aceptables sin importar el valor de conductancia
asignado para la conexio´n r´ıo-acu´ıfero. Ahora bien, los peores ı´ndices de comportamiento
se han obtenido para conductancias elevadas, mayores de 200 m2/d, con RMS cercanos
al 15 % y E2 menores al 85 %, para modelos reducidos que incluyen los 50 modos inferio-
res o menos. Dicho comportamiento se origina debido a las diferencias entre los caudales
detra´ıdos simulados durante los per´ıodos donde se impone el bombeo sobre el acu´ıfero.
En particular, se han encontrado incrementos su´bitos en las estimaciones de RMS y
E2 para los modelos reducidos formados por 50 modos, cuyas conductancias de r´ıo son
mayores a 100 m2/d. De forma ana´loga a los modelos de referencia resueltos por el MAV
completo, la anterior situacio´n se debe a que el truncamiento se ha llevado a cabo en
una regio´n del espectro donde el coeficiente de reparto acumulado no esta´ cerca de uno y,
por lo tanto, el te´rmino residual de la solucio´n cobra mayor importancia en los estados del
acu´ıfero. En cambio, para las dema´s conductancias consideradas, las estimaciones de RMS
y E2 son bastante aceptables puesto que exhiben valores por debajo del 5 % y por encima
del 97 %, respectivamente, para modelos reducidos que incluyen 50 o ma´s modos inferiores.
Asimismo, en la gra´fica izquierda de la figura 4.15 se observa que el ı´ndice BIAS exhibe
estimaciones por debajo del 2.5 % en todos los modelos reducidos planteados. Por lo tanto,
se deduce que los caudales de detraccio´n medios de referencia han sido adecuadamente
representados en los modelos reducidos, lo cual era de esperarse debido al esquema de
conservacio´n de la masa impuesto en el procedimiento de truncamiento del modelo.
4.5. Conclusiones y discusio´n
En este cap´ıtulo se ha presentado el esquema conceptual para la simulacio´n del flujo en
acu´ıferos lineales invariantes en el tiempo mediante el MAV junto con el esquema cla´sico
de reduccio´n modal por truncamiento de los estados, discutido ampliamente por diferen-
tes autores (Andreu, 1984; Sahuquillo y Andreu, 1988; Gambolati, 1993; Pulido-Vela´zquez,
2005; Pulido-Vela´zquez et al., 2007a). En particular, Gambolati (1993) reporta que, segu´n
sus experimentos computacionales, la reduccio´n modal por el MAV produce estados del
sistema que no aportan significativamente a la solucio´n completa del problema y afirma
que modelos ma´s reducidos se obtienen efectuando una reduccio´n por el me´todo de Lan-
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czos, segu´n la propuesta de Dunbar y Woodbury (1989). De acuerdo con los resultados de
los experimentos computacionales presentados en esta tesis, se concluye que si se generan
apropiadamente los subespacios de autovectores para reduccio´n, la reduccio´n modal por
el MAV s´ı que puede usarse efectivamente para generar modelos muy reducidos que re-
presentan adecuadamente las variables de respuesta ma´s preponderantes del acu´ıfero, en
especial, las relaciones r´ıo-acu´ıfero cuando el modelo se debe integrar en la simulacio´n de
complejos sistemas de recursos h´ıdricos. Para lograr lo anterior deben adoptarse criterios
de base f´ısica para evaluar la inclusio´n de los modos dominantes en el modelo reducido.
Con base en los resultados presentados a lo largo de este cap´ıtulo se concluye que
un criterio de base f´ısica que permite efectuar dicha seleccio´n modal es el coeficiente de
reparto. Por lo tanto, se propone el uso de dos ı´ndices que, junto con esquemas automa´ticos
de generacio´n de modos, permiten efectuar la creacio´n de los subespacios de proyeccio´n
requeridos para fines de reduccio´n: (i) el coeficiente de reparto para evaluar si el modo
considerado representa una componente significativa en el espacio de los estados y (ii)
el coeficiente de reparto acumulado modal con el propo´sito de verificar si la cantidad de
modos generados, previo a la simulacio´n nume´rica transitoria, es suficiente para representar
adecuadamente los estados completos del modelo. Al respecto de este u´ltimo criterio, su
funcio´n principal es, entonces, verificar y asegurar que los estados modales seleccionados
aproximan el estado completo del acu´ıfero con un error de truncamiento pequen˜o.
Igualmente, los resultados de las simulaciones del acu´ıfero rectangular de referencia
por el MAV confirman que existen modos efectivos que aportan significativamente al
estado del acu´ıfero y corresponden a aquellos en los cuales su coeficiente de reparto es
similar al obtenido para la solucio´n anal´ıtica, comportamiento que se presenta tanto para
acciones exteriores distribuidas como puntuales. De ello se deduce que puede efectuarse
una compresio´n adicional de un modelo de flujo eliminando convenientemente los modos
donde los coeficientes de reparto son menores que cierto l´ımite inferior pequen˜o definido a
priori, estableciendo un filtro para la definicio´n de los modos dominantes del acu´ıfero. En
general, a medida que la conexio´n entre el r´ıo y el acu´ıfero aumenta, tambie´n lo hace la
amplitud del espectro del sistema dina´mico asociado, con lo cual deben utilizarse mayor
cantidad de modos en los modelos reducidos construidos a medida que los para´metros de
conductancia del lecho del r´ıo crecen hacia el infinito por que la velocidad de aproximacio´n
a uno por parte de los coeficientes de reparto acumulados es ma´s baja.
Al respecto, se ha presentado un ana´lisis de sensibilidad para investigar acerca de la
influencia ejercida por la inclusio´n de ma´s modos en los modelos reducidos por el MAV
sobre el aumento de la aproximacio´n en las simulaciones, considerando la variacio´n de las
conductancias de bloque de r´ıo considerada en el modelo. Para esto se utilizaron ı´ndices
cla´sicos de bondad de ajuste, BIAS, RMS y E2, estimados con el objetivo de cuantificar
el comportamiento tanto de los hidrogramas subterra´neos, como de las series piezome´tricas
simuladas en puntos seleccionados del acu´ıfero, con respecto a los obtenidos por modelos de
referencia implementados en DF. Los resultados confirman que la tendencia de inclusio´n de
modos puede preverse antes de efectuar simulaciones transitoria, simplemente analizando
la velocidad de convergencia a la unidad del coeficiente de reparto acumulado. Esto puede
asumirse en la medida en que los mejores ı´ndices de comportamiento se obtienen, en
general, para modelos reducidos formados por los modos cuyos coeficientes de reparto
acumulados esta´n cerca de la unidad. Igualmente, se confirma la gran influencia de los
para´metros de conexio´n r´ıo-acu´ıfero en la simulacio´n del flujo en el acu´ıfero mediante los
modelos reducidos, especialmente en lo que se refiere a los hidrogramas subterra´neos y
las alturas piezome´tricas correspondientes a zonas cercanas al r´ıo, cuya simulacio´n debe
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considerar mayor cantidad de modos que para simular alturas piezome´tricas ma´s alejadas
si se desea obtener errores de aproximacio´n semejantes.
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hidrogramas de flujo base y
modelos lineales reducidos
5.1. Introduccio´n
La solucio´n anal´ıtica unidimensional de la EDP de flujo subterra´neo para acu´ıfero rec-
tangular, perfectamente conectado con un r´ıo completamente penetrante en e´l, sobre el
cual actu´a una recarga distribuida instanta´nea, se escribe como una sumatoria de funcio-
nes exponenciales decrecientes que dependen de su transmisividad (T ), su coeficiente de
almacenamiento (S) y ciertas caracter´ısticas geome´tricas, segu´n las soluciones anal´ıticas
propuestas por Boussinesq (1903a,b). Suponiendo que se cumple la hipo´tesis de Maillet y
por lo tanto, so´lo la primera componente de la sumatoria persiste para un tiempo dado
despue´s de la recarga, Rorabaugh (1960) propuso la estimacio´n de la difusividad media
del acu´ıfero (T/S) mediante un ana´lisis de la curva de agotamiento del hidrograma con el
fin de asegurar que no existan las componentes significativas de la escorrent´ıa superficial y
subsuperficial en el caudal que fluye por el r´ıo. En general, de acuerdo con los resultados
reportados por diferentes investigadores, los para´metros estimados mediante el me´todo de
Rorabaugh son menores que aquellos que se obtienen usando mediciones directas sobre el
acu´ıfero (Estrela, 1993; Estrela y Sahuquillo, 1997; Halford y Mayer, 2000; Sahuquillo y
Go´mez-Herna´ndez, 2003; A´lvarez-Villa et al., 2010).
De forma similar, en un acu´ıfero lineal con para´metros y condiciones de contorno in-
variantes en el tiempo, el MAV proporciona una solucio´n ana´loga a las de Boussinesq,
con la diferencia de que el drenaje al r´ıo equivale a la descarga desde un nu´mero infinito
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correspondiente, los cuales se calculan como los autovalores asociados al sistema hidro-
geolo´gico, segu´n la discusio´n presentada en las secciones 3.4 y 4.3. En este cap´ıtulo se usa
el marco conceptual del MAV con el objetivo de mostrar las causas por las cuales el me´to-
do de Rorabaugh tiende a subestimar los para´metros de descarga del acu´ıfero. Lo anterior
se lleva a cabo realizando el ana´lisis del flujo en un acu´ıfero irregular que se encuentra
conectado a una red de drenaje sinuosa de cauces permanentes, para la cual se consideran
diferentes escenarios de conductancia e inclinacio´n en el lecho del r´ıo.
5.2. Modelacio´n de la interaccio´n r´ıo-acu´ıfero para el
ana´lisis de curvas de agotamiento en r´ıos ganado-
res
Bajo condiciones climatolo´gicas secas los hidrogramas de caudal de un r´ıo manifiestan
un decrecimiento gradual. Dichas fracciones del hidrograma tambie´n se conocen como
curvas de agotamiento y corresponden a per´ıodos hidrolo´gicos que se caracterizan por
que las entradas por precipitacio´n a la cuenca son nulas o muy pequen˜as, no se genera
escorrent´ıa superficial y la recarga del acu´ıfero puede considerarse como despreciable o
incluso nula. Como consecuencia de lo anterior, la dina´mica de salida de agua subterra´nea
esta´ dada por las relaciones con otras masas de ese agua y la descarga gradual generada por
la relacio´n r´ıo-acu´ıfero (Hall, 1968; Daniel, 1976; Smakhtin, 2001). Dadas estas condiciones,
el flujo o caudal base se considera como aquel que escurre por la red de drenaje al final
de un per´ıodo de sequ´ıa y esta´ compuesto exclusivamente por el aporte de las aguas
subterra´neas (Singh, 1968; Hall, 1968; WMO, 1974; Brutsaert y Nieber, 1977; Zecharias y
Brutsaert, 1988; Tallaksen, 1995; Brutsaert y Lo´pez, 1998; Smakhtin, 2001).
5.2.1. Soluciones anal´ıticas para el drenaje de un acu´ıfero a un
r´ıo como respuesta a la recarga natural
La estimacio´n del flujo base es una de las tareas ma´s comunes que enfrenta un hidro´lo-
go para la resolucio´n de problemas relacionados con el manejo del recurso h´ıdrico, predic-
cio´n de caudales mı´nimos para fines de irrigacio´n, calibracio´n de modelos precipitacio´n-
escorrent´ıa, disen˜o de plantas de generacio´n de energ´ıa ele´ctrica y ana´lisis de hidrogramas
(Rorabaugh, 1964; Anderson y Burt, 1980; Bako y Owoade, 1988; Vogel y Kroll, 1992;
Tallaksen, 1995; Griffiths y Claussen, 1997; Smakhtin, 2001; Sujono et al., 2004). Las
te´cnicas tradicionalmente usadas para su estimacio´n se basan en la interpretacio´n de los
hidrogramas de caudal de un r´ıo, a los cuales se le aplican te´cnicas de separacio´n de su
parte superficial en los per´ıodos hu´medos y se considera que el caudal restante corresponde
al flujo drenado por el acu´ıfero con el que se conecta (Pettyjohn y Henning, 1979; Nathan
y McMahon, 1990; Sloto y Crouse, 1996; Furey y Gupta, 2003; Eckhardt, 2005).
Otro enfoque para estudiar y caracterizar el flujo base se fundamenta en el ana´lisis
matema´tico de los hidrogramas superficiales durante su fase de agotamiento, con el objetivo
de estimar los para´metros de una solucio´n anal´ıtica unidimensional para la descarga de
agua de un acu´ıfero a un r´ıo con el cual se encuentra conectado que ha sido elegida a
priori. Para este fin, diferentes soluciones han sido deducidas, a partir tanto de la ecuacio´n
lineal de flujo para acu´ıfero confinado, como de la ecuacio´n no lineal de Boussinesq para
acu´ıfero libre. Todas ellas se basan en los trabajos de Boussinesq (1877, 1903a,b, 1904),
quien presenta diferentes soluciones imponiendo fuertes simplificaciones en la forma de
la ecuacio´n de flujo, la geometr´ıa del acu´ıfero, sus condiciones inicial y de contorno, sus
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para´metros hidra´ulicos y las acciones exteriores actuando. A la luz de dichas soluciones
se deduce que el caudal aportado por un acu´ıfero al r´ıo se puede modelar como el agua
que sale desde unos depo´sitos lineales o no lineales, en funcio´n del volumen almacenado
en ellos y cuya dina´mica viene caracterizada por unos para´metros de descarga asociados
(Brutsaert y Nieber, 1977; Sahuquillo, 1983b; Pulido-Vela´zquez et al., 2005).
Cuando la solucio´n ha sido obtenida de la ecuacio´n lineal para acu´ıfero confinado o
mediante una linealizacio´n de la ecuacio´n de Boussinesq, la descarga del acu´ıfero viene
representada como una sumatoria de expresiones de decaimiento exponencial que var´ıan
u´nicamente con respecto al tiempo (Boussinesq, 1877, 1903a,b). Las diferencias entre las
parametrizaciones de las soluciones anal´ıticas existentes en la literatura para el caudal
descargado por el acu´ıfero al r´ıo dependen ba´sicamente de las simplificaciones asumidas
para su deduccio´n matema´tica. Entre las soluciones obtenidas usando la forma lineal de la
ecuacio´n de flujo se destacan las propuestas por Rorabaugh (1964) y Sahuquillo (1983b),
la primera por que ha sido utilizada ampliamente en estudios hidrolo´gicos pra´cticos y la
segunda por cubrir un amplio nu´mero de configuraciones geome´tricas, aplicables incluso
en casos de gestio´n conjunta. Los esquemas de parametrizacio´n de ambas soluciones son
ana´logos, sencillos y vienen dados, ba´sicamente, por factores de decaimiento exponencial
que representan la velocidad de disminucio´n del caudal descargado desde el acu´ıfero hacia
el r´ıo. Au´n as´ı, la propuesta de Sahuquillo (1983a,b) es una forma general de solucio´n para
la descarga subterra´nea al r´ıo, que no depende de la forma matema´tica de las condiciones
iniciales impuestas. En todo caso, ambas soluciones expresan los coeficientes de descarga
como funcio´n u´nicamente de las caracter´ısticas espaciales del acu´ıfero.
Por otro lado, dado que resolver anal´ıticamente la ecuacio´n de Boussinesq es un proble-
ma matema´tico dif´ıcil, existen pocas soluciones anal´ıticas en la literatura cient´ıfica (Lang-
bein, 1938; Coutagne, 1948; Denisov, 1961; Brutsaert y Nieber, 1977; Vogel y Kroll, 1992;
Brutsaert, 1994). Muchas de dichas soluciones son aplicables so´lo para situaciones idea-
les muy restrictivas, especialmente en lo referente a las condiciones inicial y de contorno.
Expresiones matema´ticas ma´s parsimoniosas se han obtenido, para el caso de un acu´ıfero
horizontal, linealizando la ecuacio´n de Boussinesq y asumiendo que la geometr´ıa inicial del
nivel frea´tico tiene la forma de una funcio´n matema´tica impuesta a priori (Polubarinova-
Kochina, 1962; Bear, 1972; Brutsaert e Ibrahim, 1966; Brutsaert y Nieber, 1977; Parlange
et al., 2001). A pesar de que existen soluciones anal´ıticas de la ecuacio´n de Boussinesq
para situaciones ma´s complicadas, por ejemplo para acu´ıferos unidimensionales inclinados
(Brutsaert, 1994; Mizumura, 2002; Huyck et al., 2005), e´stas no han sido ampliamente
utilizadas para el ana´lisis de las curvas de agotamiento del hidrograma debido a la difi-
cultad de llevar a cabo un ana´lisis pra´ctico sencillo. A pesar de ello, su uso para modelar
la descarga subsuperficial a nivel de ladera o celda en modelos hidrolo´gicos precipitacio´n-
escorrent´ıa se ha extendido durante los u´ltimos an˜os (Troch et al., 2003; Matonse y Kroll,
2009).
En las diferentes aplicaciones pra´cticas encontradas en la literatura se observa que la
mayor´ıa de las soluciones anal´ıticas son muy sencillas de aplicar en el ana´lisis de las curvas
de agotamiento. Desafortunadamente, suelen tener la desventaja de no ser va´lidas cuando
se violan las hipo´tesis con las cuales han sido deducidas, las cuales, en general, se basan
en flujo paralelo, perpendicular al r´ıo para condiciones geome´tricas sumamente sencillas.
Asimismo, la aplicacio´n de soluciones anal´ıticas a casos reales de acu´ıferos con geometr´ıa
irregular y flujo en medio poroso altamente heteroge´neo usualmente viola la mayor´ıa de
sus hipo´tesis de desarrollo. Por consiguiente, se debe ser muy riguroso con la seleccio´n de
los casos en los cuales una determinada solucio´n anal´ıtica sera´ aplicada, procurando que
se conserven la mayor cantidad posible de hipo´tesis en su desarrollo matema´tico.
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Por el contrario, las soluciones semianal´ıticas (Sahuquillo, 1983a; Troch et al., 2003;
Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et al., 2006) son aplicables en un mayor rango
de casos reales sin que sea necesario plantear hipo´tesis demasiado restrictivas, conservando
la ventaja de tener asociada una ecuacio´n de estado expl´ıcita en funcio´n del tiempo para el
caudal de descarga. La desventaja principal es que su uso puede llegar a ser ma´s exigente
computacionalmente dependiendo del modelo conceptual construido para el acu´ıfero.
Ahora bien, existe gran cantidad de factores naturales y antro´picos que condicionan
la dina´mica de flujo en el acu´ıfero y afectan la aplicabilidad de un modelo anal´ıtico para
resolver casos reales. De ellos, los ma´s relevantes son: (i) la variabilidad de la geolog´ıa
del acu´ıfero, (ii) el nivel de conectividad hidra´ulica entre las masas de agua superficial y
subterra´nea y (iii) las propiedades espacio-temporales de las acciones exteriores actuando.
Diferentes investigadores han presentado ana´lisis acerca de la influencia de dichos factores
sobre la forma y algunos para´metros cuantitativos de las curvas de agotamiento (Singh,
1968; Singh y Stall, 1971), proponiendo modificaciones de las soluciones originales con el
fin de reproducir las mediciones disponibles de una forma ma´s fiable.
En general, el grado de conexio´n r´ıo-acu´ıfero, representado por la penetracio´n del r´ıo
y los para´metros hidra´ulicos que componen su lecho semi-confinante, no es un factor
expl´ıcitamente considerado por muchas de las soluciones anal´ıticas existentes, dado que
e´stas han sido mayormente desarrolladas para conexiones perfectas usando condiciones de
contorno de altura piezome´trica prescrita (Polubarinova-Kochina, 1962; Rorabaugh, 1964;
Brutsaert e Ibrahim, 1966; Brutsaert y Nieber, 1977). A pesar de ello, existen algunas
soluciones anal´ıticas que consideran expl´ıcitamente el efecto de incluir la conexio´n parcial
en la solucio´n anal´ıtica obtenida para la relacio´n entre un r´ıo y un acu´ıfero lineal; en e´stas
se demuestra matema´ticamente, para casos ideales, que los valores de los para´metros de
descarga del acu´ıfero pueden variar dra´sticamente con respecto a los calculados para el
caso de conexio´n perfecta (Sahuquillo, 1983b; Pulido-Vela´zquez et al., 2005).
Los efectos ocasionados por la evapotranspiracio´n sobre los cambios en las curvas de
agotamiento usualmente han sido cuantificados agregando un te´rmino en la ecuacio´n de
continuidad global del acu´ıfero, asimilando los contornos de e´ste como la frontera del
volumen de control y deduciendo una ecuacio´n en funcio´n del caudal de intercambio con el
r´ıo (Federer, 1973; Daniel, 1976; Zecharias y Brutsaert, 1988; Witterberg y Sivapalan, 1999;
Szilagy et al., 2007). El almacenamiento de agua en la ribera del r´ıo se ha considerado,
de forma ana´loga a la evapotranspiracio´n, mediante otro te´rmino adicional para conservar
el balance de masa en el acu´ıfero (Werner, 1957; Cooper y Rorabaugh, 1963; Rorabaugh,
1964; Roragaugh y Simmons, 1966; Daniel, 1976; Chen et al., 2006). Tradicionalmente, la
estimacio´n de la recarga regional sobre el acu´ıfero se ha efectuado usando las diferentes
formas de soluciones anal´ıticas propuestas junto con datos de hidrogramas de caudales
superficiales y de niveles piezome´tricos (Meyboom, 1961; Rorabaugh, 1964; Rutledge y
Daniel, 1994; Rutledge, 1997, 1998; Wittenberg, 1999; Witterberg y Sivapalan, 1999).
La deduccio´n de soluciones anal´ıticas para la descarga al r´ıo en el caso de acu´ıfero
inclinado ha sido tradicionalmente llevada a cabo mediante procedimientos de linealiza-
cio´n de la EDP de flujo subterra´neo en re´gimen cuasiestacionario (Brutsaert e Ibrahim,
1966; Bear, 1972; Zecharias y Brutsaert, 1988; Brutsaert, 1994; Troch et al., 2003; Rupp
y Selker, 2006; Rocha et al., 2007; Matonse y Kroll, 2009). Sahuquillo (1983a) propone el
tratamiento de condiciones de contorno variables en el espacio e invariantes en el tiempo
mediante la descomposicio´n del problema lineal de flujo usando el principio de superposi-
cio´n; se asume que la solucio´n total se obtiene como la suma de una solucio´n en re´gimen
permanente con recarga nula para las condiciones de contorno originales, ma´s una solucio´n
transitoria con condiciones iniciales y condiciones de contorno nulas. Estas soluciones han
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sido extendidas para permitir la cuantificacio´n de variaciones temporales en la relacio´n r´ıo-
acu´ıfero (Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et al., 2009) y para simular el flujo en
acu´ıferos libres con base inclinada mediante una linealizacio´n de la ecuacio´n de Boussinesq
que se resuelve por el MAV (Pulido-Vela´zquez et al., 2006).
5.2.2. Reduccio´n emp´ırica de soluciones anal´ıticas para acu´ıferos
lineales en el ana´lisis de curvas de agotamiento
Volviendo a las soluciones anal´ıticas para la descarga subterra´nea al r´ıo obtenidas a
partir de la EDP lineal de flujo subterra´neo, Maillet (1905) sen˜ala que, para el ana´lisis
de los per´ıodos de sequ´ıa, usar u´nicamente el primer te´rmino de la sumatoria proporciona
una aproximacio´n adecuada del caudal descargado del acu´ıfero al r´ıo, de donde se deduce
que los para´metros que caracterizan dicha descarga pueden estimarse representando al
hidrograma de caudales superficiales en escala semi-logar´ıtmica durante los per´ıodos de
agotamiento. As´ı, la hipo´tesis de Maillet ha sido usada para resolver diferentes tipos de
problemas hidrolo´gicos e hidrogeolo´gicos, destaca´ndose su uso para: (i) la estimacio´n de
los para´metros regionales de flujo del acu´ıfero (Rorabaugh, 1960; Shevenell, 1996; Szilagy
et al., 1998; Halford y Mayer, 2000; Baedke y Krothe, 2001; Mendoza et al., 2003), (ii)
la estimacio´n del espesor efectivo medio del acu´ıfero (Olin, 1995), (iii) la evaluacio´n de
entradas y/o salidas hacia/desde la masa de agua subterra´nea por recarga o evapotranspi-
racio´n, respectivamente (Daniel, 1976; Rutledge, 1993; Eng y Brutsaert, 1999; Rutledge,
2008; Szilagy et al., 2007) y (iv) el planteamiento de te´cnicas de separacio´n del flujo base a
partir de hidrogramas de caudal superficial (Rutledge y Daniel, 1994; Szilagy y Parlange,
1998; Chen et al., 2006).
A pesar de su uso extendido para simplificar soluciones anal´ıticas, la aplicabilidad
pra´ctica de la aproximacio´n de Maillet ha sido ampliamente debatida por diferentes auto-
res, especialmente en lo referente a la modelacio´n en acu´ıferos ca´rsticos o para cuantificar
las relaciones r´ıo-acu´ıfero cuando es posible asumir conexio´n perfecta.
Estrela y Sahuquillo (1997) estiman los para´metros de descarga y recarga del acu´ıfe-
ro ca´rstico de Arteta (Espan˜a). Dichos para´metros corresponden, respectivamente, a los
autovalores y los coeficientes de reparto asociados a una solucio´n de tres te´rminos para
la descarga al r´ıo obtenida por el MAV, la cual se calibra usando un hidrograma del ma-
nantial. Los resultados obtenidos en este trabajo muestran que los coeficientes de reparto
son similares para los tres te´rminos de la solucio´n y, por consiguiente, no existe ningu´n
modo dominante en la solucio´n, con lo cual es inaplicable la hipo´tesis de Maillet. Este
comportamiento del modelo para el caudal de descarga es atribuido a la heterogeneidad
del medio ca´rstico y a la existencia de rutas preferenciales de flujo dentro del acu´ıfero.
Igualmente, Birk y Hergarten (2010) usan una solucio´n anal´ıtica para la descarga sub-
terra´nea similar a la que se obtiene aplicando el MAV para un pulso de recarga en un
acu´ıfero rectangular con condiciones de contorno de nivel impuesto en ambos extremos.
Mediante esta solucio´n analizan diferentes componentes de respuesta ra´pida y lenta en los
hidrogramas de descarga en acu´ıferos ca´rsticos, obteniendo mejores resultados a medida
que se incluyen ma´s te´rminos en la sumatoria de la solucio´n. Con esto, los autores con-
cluyen que analizar las diferentes partes de una curva de agotamiento para un acu´ıfero
ca´rstico usando un u´nico te´rmino exponencial, de acuerdo con la hipo´tesis de Maillet,
puede provocar el planteamiento de conclusiones erro´neas acerca de la dina´mica del flujo
subterra´neo.
Ahora bien, segu´n estudios previos (Pulido-Vela´zquez et al., 2005; A´lvarez-Villa et al.,
2010), y de acuerdo con la solucio´n para la descarga al r´ıo obtenida mediante el MAV,
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usar un u´nico termino de la solucio´n de la descarga para modelar la relacio´n r´ıo-acu´ıfero
con conexio´n perfecta es inadecuado y ocasiona grandes errores en la simulacio´n de los
hidrogramas subterra´neos. Esto se sustenta en el hecho de que, para este nivel de conexio´n,
el primer coeficiente de reparto tiene un valor de 0.8105, es decir, so´lo captura cerca del
81 % de la respuesta del acu´ıfero, siendo necesario incluir mayor cantidad de depo´sitos
para representar adecuadamente los caudales que alimentan al r´ıo, incluso en e´pocas de
agotamiento. Este comportamiento se ilustra detalladamente ma´s adelante en este cap´ıtulo.
Una solucio´n anal´ıtica que ha llamado el intere´s para estimar los para´metros de descar-
ga de un acu´ıfero es la propuesta por Rorabaugh (1960, 1964), la cual resulta ser un caso
especial de las soluciones presentadas por Coutagne (1948) y Denisov (1961). Su deduccio´n
se basa en resolver la ecuacio´n de flujo subterra´neo unidimensional para un acu´ıfero lineal,
homoge´neo y perfectamente conectado con un r´ıo completamente penetrante, adopta´ndo-
se dos hipo´tesis principales: (i) se asume un aumento instanta´neo del nivel del acu´ıfero
(Rorabaugh, 1960, 1964) y (ii) se considera la entrada o salida gradual de agua como
una accio´n externa distribuida a lo largo del acu´ıfero (Rorabaugh, 1964; Daniel, 1976).
Como resultado de lo anterior, las soluciones de Rorabaugh para la descarga del acu´ıfero
toman la forma de una sumatoria infinita de funciones de decaimiento exponencial. Rora-
baugh (1960, 1964), aplicando la hipo´tesis de Maillet para considerar u´nicamente el primer
te´rmino de sus soluciones para la descarga subterra´nea, propone un procedimiento para
estimar la difusividad (T/S) del acu´ıfero mediante el ana´lisis directo de los hidrogramas
superficiales, el cual se conoce popularmente como Me´todo de Rorabaugh (MRORA) o
de desplazamiento de la curva de agotamiento (Rutledge, 1993).
Rorabaugh (1964) aplica su solucio´n para estimar indirectamente el agua almacena-
da en la ribera de los r´ıos y su influencia en el balance de agua de una cuenca. Daniel
(1976) usa las soluciones de Rorabaugh (1964) junto con el principio de superposicio´n
para estimar la evapotranspiracio´n indirectamente en un acu´ıfero localizado en el estado
de Alabama en Estados Unidos. Rutledge (1993, 1998, 2000, 2005, 2006, 2008) presenta el
marco conceptual del programa RORA, en el cual se implementa el MRORA para estimar
la recarga regional en un acu´ıfero usando las curvas de agotamiento de los hidrogramas
de caudal superficial, como lo presentan Roragaugh y Simmons (1966), y de las alturas
piezome´tricas, segu´n las soluciones presentadas por Rorabaugh (1960).
Muchos autores han estimado la recarga regional en diferentes sitios de estudio apli-
cando el MRORA en el ana´lisis de hidrogramas de caudal superficial durante la curva de
agotamiento (Chen y Lee, 2003; Ruhl y Shmagin, 1998; Lee et al., 2006; Flynn y Tasker,
2004; Lorenz y Delin, 2007). Coes et al. (2007) usan el MRORA para estimar la recarga
regional en diversas localizaciones en el estado de Carolina del Norte (EEUU), usando
informacio´n de alturas piezome´tricas. Baedke y Krothe (2001) usan el MRORA para de-
terminar la difusividad de un acu´ıfero ca´rstico en el estado de Indiana (EEUU), analizando
los hidrogramas de manantiales durante la curva de agotamiento. Shevenell (1996) usa el
MRORA para estimar la transmisividad y el almacenamiento espec´ıfico de un acu´ıfe-
ro ca´rstico localizado en el estado de Tennessee (EEUU) usando hidrogramas de caudal
superficial, de manantiales y registros de alturas piezome´tricas en pozos de observacio´n.
Por otro lado, es oportuno comentar que, a pesar de que MRORA ha sido ampliamen-
te usado en estudios hidrolo´gicos y de ingenier´ıa pra´ctica debido a que tiene base f´ısica y
es sencillo de usar, su aplicabilidad esta´ limitada a casos reales en los cuales sus hipo´tesis
de desarrollo se encuentren bien representadas. De esto se sigue que su aplicacio´n no es
recomendable cuando se presentan algunas de las siguientes caracter´ısticas en el acu´ıfero
estudiado: (i) heterogeneidades e irregularidades geome´tricas en la configuracio´n del mo-
delo conceptual, (ii) variabilidad espacial en la aplicacio´n de la recarga, (iii) inclinacio´n
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de sus condiciones de contorno, (iv) conexio´n imperfecta con el r´ıo, (v) existencia de una
componente de flujo subterra´neo paralela al r´ıo; entre otras (Rutledge, 2000, 2005).
Estudios previos muestran que los ca´lculos del ı´ndice de agotamiento y los para´metros
hidra´ulicos de acu´ıferos regionales obtenidos por el MRORA subvaloran las estimaciones
de estudios hidrogeolo´gicos detallados. Esto suele atribuirse a que el flujo base es un proceso
hidrolo´gico sumamente complejo en el cual intervienen diferentes componentes f´ısicos del
acu´ıfero y esta´ muy influenciado por la heterogeneidad del medio geolo´gico, especialmente
en lo referente al grado de conexio´n r´ıo-acu´ıfero (Halford y Mayer, 2000; Halford, 2008).
Otros estudios han debatido su aplicacio´n para la estimacio´n de para´metros de flujo en
acu´ıferos ca´rsticos. Por ejemplo, segu´n Sahuquillo y Go´mez-Herna´ndez (2003) el uso del
MRORA no es apropiado en este tipo de problemas debido a que el flujo del agua en el
acu´ıfero ca´rstico es principalmente radial, violando sus hipo´tesis de desarrollo. Al respecto,
tambie´n es pertinente la discusio´n previa de esta seccio´n acerca del uso de la hipo´tesis de
Maillet en el ana´lisis de acu´ıferos ca´rsticos puesto que el MRORA se basa en ella para la
reduccio´n de la ecuacio´n del caudal de descarga que se usa como modelo de estimacio´n de
para´metros. Asimismo, segu´n Halford (2008), el MRORA es inaplicable en la mayor´ıa de
los casos pra´cticos debido a que la mayor´ıa de sus hipo´tesis son violadas. Atendiendo a las
cr´ıticas realizadas al MRORA, Rutledge (2005, 2006) aclara los l´ımites de aplicabilidad
del programa RORA y propone casos donde su uso puede ser ventajoso.
5.3. Caracter´ısticas del acu´ıfero sinte´tico irregular
En el presente ana´lisis se usa un acu´ıfero sinte´tico irregular conectado con una red
de drenaje sinuosa, adaptado de la configuracio´n geome´trica presentada previamente por
Halford y Mayer (2000), con el propo´sito de evaluar diferentes aspectos operativos y con-
ceptuales del MRORA. Al respecto, en la figura 5.1 se presentan: (i) los contornos laterales
de dicho acu´ıfero, (ii) la configuracio´n de la red de drenaje de cauces permanentes a la cual
se conecta el acu´ıfero, (iii) el perfil longitudinal de la elevacio´n del fondo de los canales
de la red de drenaje con respecto al nivel de referencia en la salida del acu´ıfero, (iv) la
escala horizontal de los mapas, (v) la ubicacio´n de los puntos de control que definen las
zonas para los cuales se evalu´an los hidrogramas parciales de la interaccio´n r´ıo-acu´ıfero
y (vi) la ubicacio´n de los puntos de seguimiento de la variacio´n temporal de las alturas
piezome´tricas. Dicho acu´ıfero tiene un a´rea de 9.4 km2, su transmisividad y coeficiente de
almacenamiento son uniformes en el espacio, con valores de 100 m2/d y 0.1, respectiva-
mente. Sus condiciones de contorno son de flujo nulo en la base y en los bordes laterales
y de flujo dependiente de un nivel externo para representar la conexio´n r´ıo-acu´ıfero.
Cuando sea pertinente, se utiliza un valor medio de recarga de 0.0007 m/d para la
solucio´n del modelo de flujo subterra´neo en re´gimen permanente; mientras que, para la
simulacio´n en re´gimen transitorio, se han utilizado recargas diarias variables en el tiempo,
distribuidas uniformemente sobre el dominio del acu´ıfero, cuyas intensidades han sido
extra´ıdas del trabajo de Halford y Mayer (2000) y se presentan en la figura 5.2. Dicha
serie se repite durante tres an˜os para permitir el calentamiento de los modelos nume´ricos
implementados, pero so´lo se considera el u´ltimo an˜o de simulacio´n en los ana´lisis.
Por otro lado, en la figura 5.1 se observa que el acu´ıfero es atravesado por una red de
drenaje irregular que presenta diversos afluentes laterales. Se conoce que la densidad de
drenaje de su cuenca asociada es de 1.34 km−1 y, para dicha configuracio´n topolo´gica, se
ha considerado que los cauces pueden ser tanto horizontales como inclinados, e´stos u´ltimos
manifiestan una pendiente que var´ıa de acuerdo con el perfil longitudinal que se presenta
en la parte inferior de la figura 5.1. Asimismo, con el propo´sito de cuantificar los efectos del
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cambio en los para´metros de conexio´n entre el r´ıo y el acu´ıfero, representando diferentes
escenarios, las simulaciones se efectu´an asignando valores de 5000, 200 y 50 m2/d para la
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Figura 5.1. Configuracio´n geome´trica del acu´ıfero irregular utilizado para el ana´lisis de las curvas
de agotamiento de los hidrogramas de descarga subterra´nea. A la derecha: puntos de control para
alturas piezome´tricas y balances internos sobre la red de drenaje. A la izquierda: configuracio´n de
tramos para el ana´lisis de las ganancias y pe´rdidas del r´ıo en re´gimen permanente. Abajo: Perfil
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Figura 5.2. Serie diaria de intensidades de recarga actuando sobre el acu´ıfero irregular durante
los 365 d´ıas de simulacio´n transitoria. Adaptada de Halford y Mayer (2000).
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5.4. Me´todo de Halford y Mayer para la estimacio´n de
la longitud del modelo unidimensional equivalente
El propo´sito de simular las alturas piezome´tricas en los acu´ıferos conectados con cau-
ces horizontales e inclinados, bajo re´gimen permanente como respuesta a una recarga de
0.0007 m/d, fue reconstruir los resultados presentados por Halford y Mayer (2000) para
las longitudes promedio del modelo unidimensional equivalente, L en la figura 3.2, como
se presentan en las figuras 3 y 4 y la tabla 2 del trabajo original. A pesar de que all´ı no se
discute acerca del tipo de conexio´n r´ıo-acu´ıfero usado en su modelo, resultados similares a
los suyos se encontraron utilizando una conexio´n perfecta entre el r´ıo y el acu´ıfero, lo cual
equivale a establecer una condicio´n de contorno de nivel impuesto en los bloques de r´ıo.
Figura 5.3. Configuracio´n geome´trica del modelo del acu´ıfero y simulaciones en re´gimen perma-
nente del flujo en respuesta a una accio´n exterior distribuida impuesta sobre e´ste. Se presenta (de
izquierda a derecha): (i) la discretizacio´n del modelo nume´rico del acu´ıfero por DF, (ii) las alturas
piezome´tricas simuladas en re´gimen permanente considerando lecho del r´ıo horizontal y (iii) las
alturas piezome´tricas simuladas en re´gimen permanente considerando lecho del r´ıo inclinado.
Me´todo de ca´lculo L [m] α1 [d
−1] KRI [d] tc [d]
Densidad de drenaje 373 0.0177 130 27
Trayectorias (horizontal) 456 0.0119 194 41
Trayectorias (Inclinado) 962 0.0027 863 181
Tabla 5.1. Valores estimados del ı´ndice de agotamiento, KRI , primer exponente, α1, y tiempo
cr´ıtico, tc, para diferentes metodolog´ıas de ca´lculo de L y diferentes inclinaciones del lecho del
r´ıo, considerando conexio´n perfecta entre el r´ıo y el acu´ıfero.
Las discretizacio´n espacial del acu´ıfero por DF usada para la modelacio´n se presenta
en la gra´fica izquierda de la figura 5.3. Igualmente, las alturas piezome´tricas simuladas
i
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bajo re´gimen permanente se presentan en la gra´fica central de la figura 5.3 para el acu´ıfero
horizontal y en la gra´fica de la derecha de la misma figura para el acu´ıfero conectado con
una red de drenaje inclinada. Las longitudes promedio de las l´ıneas de corriente o trayec-
torias, L, se calcularon para cada conductancia de bloque de r´ıo considerada empleando el
siguiente procedimiento: (i) se simularon las dina´micas del flujo en re´gimen permanente,
obtenie´ndose las alturas piezome´tricas en cada bloque activo como respuesta a una recarga
uniforme con la intensidad previamente comentada, (ii) se distribuyeron 100 part´ıculas
en todo el dominio del acu´ıfero, (iii) se ejecuto´ el co´digo MODPATH (Pollock, 1994) para
simular la trayectoria correspondiente a cada part´ıcula, (iv) se analizaron dichas trayec-
torias, midie´ndose sus longitudes y (v) se promediaron dichas longitudes, obtenie´ndose un
estimador del valor medio de L. Asimismo, de acuerdo con la propuesta de Daniel (1976),
tambie´n se calculo´ L a partir del valor de la densidad de la red de drenaje conectada con
el acu´ıfero, empleando la ecuacio´n (3.34). De esta forma, en la tabla 5.1 se presentan los
resultados obtenidos para α1, tc y KRI empleando (3.28), (3.32) y (3.33), donde se observa
que al aplicar (3.34) se obtienen valores de L inferiores a los hallados simulando las tra-
yectorias de flujo, mientras que al considerar la pendiente del lecho del r´ıo las L calculadas
son mayores que las correspondientes al acu´ıfero horizontal, lo cual se traduce en mayores
KRI y menores α1 indicando que la respuesta de descarga del acu´ıfero inclinado es ma´s
lenta, lo cual no es necesariamente cierto, como se discute en las siguientes secciones.
5.5. Ana´lisis por el MAV
5.5.1. Resultados para los problema de autovalores
Para la resolucio´n nume´rica del modelos de flujo por el MAV se ha utilizado la dis-
cretizacio´n espacial del acu´ıfero presentada en la gra´fica izquierda de la figura 5.3, la cual
consiste de una malla de 96 filas por 52 columnas, con 3765 bloques activos. Adema´s, el
taman˜o de bloque asignado es de 50 m, con lo cual se cubre un a´rea de 12.5 km2. Con estas
consideraciones, se resolvieron los problema generalizados de autovalores, ecuacio´n (4.4),
asociados a los modelos lineales planteados para las diferentes conexiones r´ıo-acu´ıfero im-
puestas. En consecuencia, para cada valor impuesto de conductancia de r´ıo, la solucio´n de
dicho problema de autovalores consiste de un conjunto de 3765 modos que se han calculado
empleando el algoritmo QL con desplazamientos impl´ıcitos (Wilkinson, 1965, 1968; Press
et al., 1986, 1997), el cual se ha descrito brevemente en el apartado 4.4.1.
Como se deduce de (4.21), para un acu´ıfero lineal la descarga al r´ıo es equivalente a la
respuesta de un conjunto de depo´sitos virtuales cuyas salidas de agua se expresan como
una funcio´n de decrecimiento exponencial, con coeficientes de desagu¨e que corresponden
a los autovalores del sistema. Esta analog´ıa f´ısica plantea una relacio´n inmediata entre los
autovalores y el coeficiente de agotamiento de un acu´ıfero. Tambie´n debe aclararse que,
al contrario de las hipo´tesis de Halford y Mayer (2000), en la simulacio´n por el MAV
el efecto de la inclinacio´n del lecho del r´ıo se considera como una componente de flujo
generada por la elevacio´n del mismo incluida en la solucio´n permanente, segu´n el principio
de superposicio´n planteado en la seccio´n 2.7. As´ı, es evidente que los autovalores son
va´lidos para cualquier inclinacio´n del r´ıo con el que se conecta el acu´ıfero, debido a que
e´stos son inherentes a la solucio´n transitoria con condiciones de contorno nulas.
En la figura 5.4 se presentan los cuatro conjuntos de 3765 autovalores calculados para
cada una de la conductancias consideradas en el ana´lisis, donde se observa que el rango
modal del sistema (λ3765/λ1) aumenta a medida que disminuye la conexio´n entre el r´ıo y el
acu´ıfero. Adema´s, suponiendo que la hipo´tesis de Maillet, adoptada por el MRORA, sigue
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Figura 5.4. Distribucio´n ascendente de los autovalores para cuatro diferentes conductancias de
bloques en la conexio´n r´ıo-acu´ıfero, asociados al acu´ıfero irregular analizado.
siendo va´lida para un acu´ıfero multidimensional y aplicando la analog´ıa f´ısica de los MPE,
representada en el esquema gra´fico de la figura 3.1, so´lo el depo´sito virtual correspondiente
al primer modo del sistema sigue descargando agua al r´ıo cuando ha transcurrido cierto
tiempo desde el u´ltimo episodio de recarga. As´ı, a partir de dichos autovalores se han
calculado coeficientes de agotamiento para cada conductancia considerada junto con su
tiempo cr´ıtico equivalente, consigna´ndose e´stos en la tabla 5.2. All´ı se observa que, para
r´ıo y acu´ıfero perfectamente conectados, los α1 estimados son menores a los obtenidos
mediante la metodolog´ıa de Halford y Mayer, presentados en la tabla 5.1.
C [m2/d] α1 [d
−1] KRI [d] tc [d]
Perfecta 0.0069 334 72
5000 0.0057 404 84
200 0.0053 434 91
50 0.0040 576 121
Tabla 5.2. Primeros autovalores, α1, ı´ndices de agotamiento KRI y tiempos cr´ıticos asociados,
tc, obtenidos mediante el MAV para diferentes conductancia en los bloques de r´ıo.
En el caso de conexio´n perfecta, el MAV proporciona valores de α1 que son casi la
mitad de los calculados mediante la longitud de las trayectorias. Consecuentemente, el
valor obtenido para KRI es casi el doble que los correspondientes a dicha solucio´n, pero
en ningu´n caso dichos valores son comparables con los registrados para cuencas reales
con densidad de drenaje similar, como presentan Halford y Mayer (2000) en la tabla 2,
pa´g. 334 de su trabajo. Lo anterior se debe a que se ha asumido conectividad perfecta
entre el r´ıo y el acu´ıfero, sin tener en cuenta que en la realidad, dicha conectividad puede
ser imperfecta y muy variable en el espacio. Ma´s au´n, la irregularidad geome´trica de los
contornos ocasiona que no sea posible asumir que la primera componente de la solucio´n
para la descarga sea la u´nica que permanece al representar las curvas de agotamiento,
especialmente cuando la conexio´n r´ıo-acu´ıfero es perfecta.
Considerando que, en la mayor´ıa de los casos reales, los r´ıos conectados con el acu´ıfero
manifiestan una capa de sedimentos poco permeables en su lecho, que actu´a como frontera
f´ısica en su interaccio´n, no puede asumirse conexio´n perfecta entre r´ıo y acu´ıfero. As´ı, se
resolvio´ el problema de autovalores asumiendo que la relacio´n r´ıo-acu´ıfero se lleva a cabo
bajo las condiciones anteriores, para lo cual se establecieron condiciones de contorno tipo
Cauchy con conductancia uniforme en toda la longitud del r´ıo, con valores que oscilan
entre 5000 y 50 m2/d. De todos los autovalores calculados, so´lo se usa α1 para calcular L
mediante la ecuacio´n (3.31) y estimar los correspondientes tc y KRI . Con esto, los resulta-
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dos obtenidos se consignan en la tabla 5.2, donde se observa que, a medida que disminuye
la conductancia de la conexio´n r´ıo-acu´ıfero, los ı´ndices de agotamiento y tiempos cr´ıticos
aumentan; esto se debe a que la respuesta del sistema a las acciones exteriores es ma´s
lenta, lo cual se refleja en la disminucio´n de los autovalores ma´s pequen˜os. Tambie´n cabe
mencionar que los primeros autovalores e ı´ndices de agotamiento respectivos, estimados
para las interacciones parciales entre el r´ıo y el acu´ıfero, son comparables a los presentados
en el art´ıculo de Halford y Mayer (2000), segu´n la tabla 2 ubicada en la pa´gina 334, que
fueron calculados mediante mediciones directas en cuencas localizadas en el este de los
Estados Unidos que presentaban configuraciones topolo´gicas similares a las del acu´ıfero
analizado. Esto implica la coherencia de los resultados obtenidos puesto que, como se dis-
cuten en el mismo trabajo, el planteamiento de dicho acu´ıfero sinte´tico busco´ preservar la
densidad de drenaje permanente de trece cuencas t´ıpicas de dicha zona.
5.5.2. Componente permanente de la solucio´n por el MAV
Antes de efectuar las simulaciones del flujo transitorio en el acu´ıfero empleando el
MAV, se han resuelto los sistemas de ecuaciones lineales planteados en (2.27), con el
propo´sito de obtener las alturas piezome´tricas permanentes para, posteriormente, calcular
la correspondiente componente de los caudales de interaccio´n r´ıo-acu´ıfero que sera´n adi-
cionados a la solucio´n transitoria, de acuerdo con el principio de superposicio´n descrito
en la seccio´n 2.7. No debe confundirse dicha componente de la solucio´n por el MAV con
la usada en la aplicacio´n del me´todo de Halford y Mayer (2000), no obstante ambas se
obtienen en re´gimen permanente. Al respecto, debe recordarse que el problema en re´gimen
permanente que se plantea en el esquema de solucio´n de la EDP de flujo subterra´neo por el
MAV utiliza acciones exteriores nulas junto con las condiciones de contorno invariantes en
el tiempo del problema original. La solucio´n de dicho problema es trivial cuando se trata
de un acu´ıfero horizontal. Por el contrario, cuando existe conexio´n con un cauce inclinado,
su solucio´n genera una componente permanente en el flujo en el acu´ıfero, la cual viene
controlada principalmente por las condiciones de contorno asignadas, au´n considerando
que los niveles del calado en los canales de la red de drenaje se han asumido invariantes.
Ahora se desea poner de manifiesto la influencia de la componente permanente sobre
los hidrogramas de descarga al r´ıo simulados por el MAV. Para ello, se ha realizado un
ana´lisis por tramos de r´ıo, estudiando en detalle la solucio´n permanente para el acu´ıfero
conectado con una red de drenaje inclinada, considerando una conductancia de lecho de
200 m2/d, de acuerdo con la topolog´ıa presentada en el esquema izquierdo de la figura
5.1. Para dicha configuracio´n del modelo, los resultados obtenidos para la interaccio´n
Tramo Qr [m3/s] OH Tramo Qr [m3/s] OH Tramo Qr [m3/s] OH
AC -0.00663 1,P BC -0.00154 1,P DI -0.00181 1,P
EG -0.00483 1,P FG -0.01104 1,P KL -0.00236 1,P
JL 0.00449 1,G NP 0.00101 1,G CH -0.00215 2,G
GH -0.01487 2,G LM 0.00269 2,G HI -0.01498 3,G
IM -0.01064 3,G MP -0.00592 3,G PO 0.00000 3,G
Tabla 5.3. Solucio´n del problema permanente con condiciones de contorno del problema original
y acciones externas nulas en el MAV, en te´rminos del caudal acumulado al final de cada tramo
de r´ıo, para acu´ıfero parcialmente conectado con un r´ıo con conductancia de lecho de 200 m2/d.
Notacio´n: OH: orden de Horton de cada tramo, P: tramo de r´ıo perdedor para recarga y calado
de r´ıo nulos y G: tramo de r´ıo ganador para recarga y calado de r´ıo nulos.
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r´ıo-acu´ıfero se presentan en la tabla 5.3, especificando el tramo de ana´lisis y si en e´ste
el r´ıo es ganador o perdedor para recarga cero. En general, se ha encontrado que los
tramos correspondientes a las cabeceras del r´ıo, por ejemplo AC, EG, DI, son perdedores.
Por el contrario, los tramos se van volviendo ganadores a medida que se ubican aguas
abajo sobre la red de drenaje, hasta que el balance entre las pe´rdidas y las ganancias del
r´ıo se anula en la salida del acu´ıfero. Este mecanismo de ganancia-pe´rdida en re´gimen
permanente es muy importante cuando el r´ıo conectado con el acu´ıfero esta´ inclinado y
ocasiona, como se muestra ma´s adelante, que las pendientes de los hidrogramas a la salida
del acu´ıfero sean diferentes a las obtenidas en los hidrogramas parciales de aguas arriba
en la red de drenaje. As´ı, los para´metros de descarga del acu´ıfero estimados usando las
curvas de agotamiento de los hidrogramas del acu´ıfero, obtenidos al aplicar el MRORA,
son variables a lo largo de la red de drenaje; por consiguiente, el ı´ndice de agotamiento
deja de ser un para´metro que caracteriza adecuadamente la descarga agregada del acu´ıfero,
lo cual contradice las hipo´tesis asumidas en el desarrollo del MRORA. Por u´ltimo, debe
aclararse que la dina´mica simulada de aportacio´n-descarga entre el r´ıo y el acu´ıfero es
similar para todos los valores de conductancias considerados.
5.5.3. Simulaciones en re´gimen transitorio por el MAV
Para la ejecucio´n de las simulaciones transitorias por el MAV se establecieron sub-
cuencas subterra´neas intermedias que sirven como volu´menes de control, con el propo´sito
de efectuar balances de masa generados por el intercambio parcial entre el r´ıo y el acu´ıfero.
Dichos volu´menes de control se han establecido sobre la red de drenaje para conformar:
(i) la subcuenca superior, que corresponde a la zona aguas arriba del punto de control
para balance PQr3; (ii) la subcuenca intermedia, para los tramos de r´ıo arriba del pun-
to de control para balance PQr2 y (iii) todo el acu´ıfero, cuantificando los intercambios
agregados a lo largo de todos los tramos del r´ıo, desde su inicio hasta el punto de control
PQr1. La ubicacio´n de dichos puntos de control se muestra en el esquema izquierdo de la
figura 5.1. Los bloques considerados en los volu´menes de control antes definidos se mues-
tran en la figura 5.5, esquemas izquierdo para subcuenca superior, central para subcuenca
inferior y derecho para la salida del acu´ıfero. En dichas subcuencas, se han simulado los
hidrogramas de descarga como respuesta a la serie de recargas diarias de la figura 5.2,
establecie´ndose escenarios con el fin de obtener la variacio´n del ı´ndice de agotamiento del
acu´ıfero en algunos sitios de su dominio espacial, con respecto a diferentes condiciones de
conexio´n con el r´ıo.
Para el ca´lculo de los ı´ndices de agotamiento de los hidrogramas subterra´neos se ha
implementado el me´todo de la cuerda ajustable propuesto por Toebes y Strang (1964) y
recomendado por Rutledge (1997) para ser usado en la aplicacio´n pra´ctica del MRORA.
Este procedimiento comienza simulando los hidrogramas de descarga para cada condicio´n
de conexio´n r´ıo-acu´ıfero asumida aplicando el MAV. Para cada uno de estos hidrogramas
se obtuvo la curva de agotamiento maestra estimando un KRI promedio para las ocho
curvas de agotamiento ma´s largas encontradas durante un an˜o de simulacio´n, tanto para
cauce horizontal como inclinado. Fuera de lo anterior, se han cuantificado la influencia de
la pendiente del r´ıo sobre los hidrogramas simulados, de acuerdo con las premisas impues-
tas por el principio de superposicio´n planteado para el MAV, resolviendo el problema en
re´gimen permanente sujeto a las condiciones de contorno originales y acciones exteriores
nulas. Adema´s, se ha analizado la influencia de considerar una conexio´n r´ıo-acu´ıfero imper-
fecta sobre la estimacio´n del ı´ndice de agotamiento a partir de los hidrogramas simulados.
Con base en los resultados obtenidos se discuten diferentes caracter´ısticas del MRORA
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Figura 5.5. Volu´menes de control definidos para el ca´lculo de los balances de intercambio a lo
largo de la red de drenaje conectada con el acu´ıfero. En el esquema de la izquierda se muestran
los bloques correspondientes a la subcuenca superior, el esquema central muestra los bloques
asociados a la subcuenca intermedia y el esquema de la derecha presenta los bloque seleccionados
para efectuar el balance a la salida del acu´ıfero. Los bloques grises sen˜alan aquellos considerados
en los balances, mientras que los de color negro sen˜alan los que se han dejado por fuera.
que se comparan con el marco conceptual del MAV, particularmente en lo concerniente a
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Figura 5.6. Hidrograma de caudales subterra´neos descargados a lo largo de toda la red de drenaje
conectada con el acu´ıfero, para diferentes condiciones de conexio´n entre el r´ıo y el acu´ıfero. El
hidrograma presentado corresponde tanto al r´ıo horizontal como al inclinado, puesto que las
simulaciones obtenidas fueron ide´nticas.
En la figura 5.6 se presentan los hidrogramas de caudal intercambiado entre el acu´ıfero
y el r´ıo a lo largo de toda la red de drenaje, para las diferentes conductividades consideradas
y un an˜o de simulacio´n a resolucio´n diaria. En dicha figura se observa que los hidrogramas
obtenidos para ambos casos de inclinacio´n del r´ıo resultan ser ide´nticos, lo cual se debe a
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que, como se mostro´ en la seccio´n anterior, cuando el r´ıo esta´ inclinado las componentes
permanentes de caudal aportado-descargado por el r´ıo se anulan a la salida del acu´ıfero.
As´ı, la respuesta de la relacio´n con el r´ıo a la salida del acu´ıfero, en otras palabras, la
respuesta agregada de la descarga del sistema hidrogeolo´gico, esta´ controlada ba´sicamente
por las solucio´n del problema transitorio con condiciones de contorno nulas, sin importar
las acciones exteriores actuando, cuya solucio´n viene dada por las ecuaciones (4.4) y (4.9).
Esta particularidad en el mecanismo matema´tico de interaccio´n r´ıo-acu´ıfero no ha sido
reportada previamente debido, en parte, a que en la mayor´ıa de los casos pra´cticos no
se tiene la necesidad de acudir a la aplicacio´n del principio de superposicio´n de la forma
planteada por el MAV. Asimismo, cabe comentar que dicho mecanismo resulta va´lido
para un acu´ıfero que cumpla con las hipo´tesis de linealidad, o cuyo modelo de flujo haya
sido sometido a un esquema de linealizacio´n, y que cumpla la propiedad de invariabilidad
temporal, sin importar la inclinacio´n de su base o la del r´ıo al cual esta´ conectado. Este
efecto de enmascaramiento del efecto de la geometr´ıa del lecho del r´ıo sobre la dina´mica
del acu´ıfero resulta ser una de las razones por las cuales se sigue aplicando el MRORA
en problemas pra´cticos de hidrolog´ıa. Adema´s, suponer que el caudal que circula por la
red de drenaje de una cuenca en per´ıodos relativamente secos, asociados a la curva de
agotamiento del hidrograma, es igual a la descarga del acu´ıfero es una hipo´tesis que no se
cumple en muchos casos reales; por ejemplo, cuando las fronteras del acu´ıfero son abiertas
y e´ste se encuentra conectado con otros acu´ıferos situados en el interior de las divisorias
de aguas superficiales de cuencas adyacentes, cuando el almacenamiento de agua en las
riberas de los canales de la red de drenaje es importante o en situaciones en las que
la evapotranspiracio´n modifica considerablemente el almacenamiento y la descarga del
acu´ıfero. En estos casos, los hidrogramas superficiales durante las curvas de agotamiento
y el hidrograma subterra´neo suelen ser diferentes, con lo cual se requiere efectuar una
modelacio´n hidrolo´gica ma´s detallada que incluya dichos procesos.
5.5.4. Influencia de la componente permanente en la relacio´n r´ıo-
acu´ıfero transitoria simulada por el MAV
En la figura 5.7 se presentan los hidrogramas de descarga simulados para el acu´ıfero co-
nectado con un r´ıo inclinado y diferentes conductancias, tanto para la subcuenca superior
como para la intermedia, en las columna izquierda y derecha, respectivamente. En ella,
las l´ıneas gruesas representan los hidrogramas para el r´ıo inclinado, las l´ıneas continuas
representan el hidrograma para r´ıo horizontal, equivalente a la componente transitoria con
condiciones de contorno nulas para el r´ıo inclinado, mientras que las l´ıneas horizontales
representan las componentes permanentes de caudal generado por las condiciones de con-
torno originales, de detraccio´n en todos los casos. Del mismo modo, los diferentes colores
indican la conductancia correspondiente a cada simulacio´n. Entonces, a partir del esque-
ma de superposicio´n planteado para el MAV, junto con el hecho de que los hidrogramas
simulados a la salida de la cuenca para los r´ıos horizontal e inclinado son ide´nticos, se han
identificado ciertas caracter´ısticas peculiares en las dina´micas de flujo simuladas.
Cuando el lecho del r´ıo es horizontal, toda la red de drenaje es ganadora puesto que
la componente permanente de la solucio´n por el MAV es trivial y nula, con lo cual no
tiene ningu´n efecto sobre la solucio´n total. Esto equivale a afirmar que la solucio´n total
viene dada exclusivamente por la correspondiente al problema transitorio con condiciones
de contorno nulas y acciones exteriores originales. Por el contrario, para lecho del r´ıo incli-
nado, el efecto de aplicar el principio de superposicio´n entre las soluciones permanentes y
transitorias es que los caudales se ven disminuidos por efecto de la filtracio´n permanente
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Transitorio, CC originales Transitorio, CC nulas Permanente
C=50 m2/d
Figura 5.7. Hidrogramas de descarga al r´ıo para las diferentes conductancias consideradas, para
las subcuencas superior e intermedia. Las l´ıneas gruesas representan los hidrogramas para el
r´ıo inclinado. Las l´ıneas regulares representan el hidrograma para r´ıo horizontal, equivalente a
la componente transitoria con condiciones de contorno nulas para el r´ıo inclinado. Las l´ıneas
horizontales representan las componentes de recarga del r´ıo al acu´ıfero en re´gimen permanente.
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del r´ıo al acu´ıfero que se genera en los tramos superiores de la red de drenaje. Enton-
ces, aguas abajo en el cauce principal, que se refiere al tramo AO de la red de drenaje
presentada en la figura 5.1, las filtraciones del r´ıo al acu´ıfero van aumentando hasta que
alcanzan un punto cr´ıtico donde empiezan a decrecer, hasta hacerse nulas en la salida. Lo
anterior se observa en los hidrogramas de una misma fila en la figura 5.7, que correspon-
den a cada conductancia considerada. En todos los casos, se obtuvieron menores caudales
permanentes de filtracio´n del r´ıo al acu´ıfero en la subcuenca superior que en la subcuenca
intermedia. Adema´s, el hecho de que los caudales en la salida son iguales, sin importar la
inclinacio´n del r´ıo, sugiere que aguas abajo del punto PQr2 sus ganancias permanentes
aumentan hasta igualar las pe´rdidas en los tramos aguas arriba.
Tramo Qr [m3/s] OH Tramo Qr [m3/s] OH Tramo Qr [m3/s] OH
AC -0.00663 1,P BC -0.00154 1,P DI -0.00181 1,P
EG -0.00483 1,P FG -0.01104 1,P KL -0.00236 1,P
JL 0.00449 1,G NP 0.00101 1,G CH 0.00047 2,G
GH 0.00096 2,G LM 0.00056 2,G HI 0.00201 3,G
IM 0.00615 3,G MP 0.00203 3,G PO 0.00491 3,G
Tabla 5.4. Solucio´n del problema permanente con condiciones de contorno del problema original
y acciones externas nulas en el MAV, en te´rminos del caudal diferencial para cada tramo de r´ıo,
para acu´ıfero parcialmente conectado con un r´ıo con conductancia de lecho de 200 m2/d. Se usa
la notacio´n, OH: orden de Horton de cada tramo, P: tramo de r´ıo perdedor para recarga y calado
de r´ıo nulos y G: tramo de r´ıo ganador para recarga y calado de r´ıo nulos.
El esquema de ganancia-pe´rdida permanente en los tramos de la red de drenaje se
ilustra mejor visualizando sus caudales diferenciales, los cuales se consignan en la tabla
5.4 para la configuracio´n del modelo que corresponde a los resultados de la tabla 5.3.
Se observa que, con excepcio´n de los tramos NP y JL, los canales con orden de Horton
igual a uno son perdedores, mientras que los cauces con o´rdenes de Horton superiores son
ganadores. Asimismo, el aumento de las ganancias del r´ıo se percibe con mayor claridad a
medida que el balance de agua se realiza ma´s cerca de la salida de la cuenca. Resultados
similares se obtuvieron para todas las conductividades de bloque de r´ıo consideradas.
La parte espacial de la solucio´n del problema transitorio con condiciones de contorno
y acciones exteriores nulas del MAV, ecuaciones (4.4) y (4.9), proporciona los para´metros
necesarios para caracterizar la descarga temporal de un acu´ıfero en condiciones naturales.
Esta afirmacio´n se sustenta en que: (i) la componente transitoria de la solucio´n es expl´ıcita
y se representa como la sumatoria de funciones de decrecimiento exponencial y (ii) los au-
tovalores obtenidos de solucionar (4.4) se asimilan a coeficientes de descarga y se calculan
mediante procedimientos matema´ticos que se basan en sistemas matriciales construidos
particularmente para cada acu´ıfero analizado. As´ı, usar los autovalores obtenidos de re-
solver el problema (4.4) tiene la ventaja de que no se requieren consideraciones emp´ıricas
previas ni imponer algu´n tipo de juicio subjetivo en el ana´lisis del flujo en el acu´ıfero.
De los hidrogramas presentados en la figura 5.7 y de acuerdo con el esquema conceptual
de resolucio´n de modelos de flujo por el MAV para acu´ıfero de geometr´ıa irregular, se
puede concluir que no es necesario considerar la pendiente del r´ıo en la estimacio´n de los
para´metros de descarga del acu´ıfero dado que el conjunto de autovalores asociados a un
sistema hidrogeolo´gico no var´ıa a menos que lo hagan sus condiciones de contorno.
La anterior afirmacio´n es va´lida siempre y cuando se cumplan las hipo´tesis de invaria-
bilidad temporal en las condiciones de contorno y para´metros hidra´ulicos del acu´ıfero. De
lo anterior se deduce que las inconsistencias exhibidas en los resultados para los para´me-
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tros de las curvas de agotamiento calculados por los diferentes me´todos estudiados en esta
seccio´n se generan artificialmente por intentar representar la respuesta de un sistema mul-
tidimensional mediante una solucio´n unidimensional. As´ı, cuando la inclinacio´n relativa es
importante, la caracterizacio´n de las curvas de agotamiento en acu´ıferos conectados con
r´ıos perennes debe tratarse dividiendo los caudales en dos componentes; la primera tran-
sitoria, para evaluar los mecanismos de descarga cuando ha pasado un tiempo largo desde
el u´ltimo episodio de recarga sobre el acu´ıfero, y la segunda permanente, para considerar
la componente generada por la invariancia de las condiciones de contorno a lo largo del
horizonte de simulacio´n, las cuales vienen dadas principalmente por la topograf´ıa, las ca-
racter´ısticas geome´tricas del acu´ıfero y la geomorfolog´ıa de la red de drenaje permanente
con la que e´ste se encuentra conectado.
5.6. Efectos producidos por la variacio´n de las conduc-
tancias del lecho del r´ıo sobre el ı´ndice de agota-
miento estimado del hidrograma
Considerando que la solucio´n de Rorabaugh modela la descarga al r´ıo asumiendo cone-
xio´n perfecta con el acu´ıfero, se han realizado experimentos con el propo´sito de investigar la
influencia de reducir el grado de interaccio´n r´ıo-acu´ıfero sobre la estimacio´n de los para´me-
tros de descarga empleando los hidrogramas subterra´neos. Consecuentemente, todos los
hidrogramas de descarga simulados mediante el MAV han sido sometidos al MRORA
con el fin de cuantificar el efecto que tiene la variacio´n de las conductancias del r´ıo sobre
la estimacio´n de los coeficientes de agotamiento; los cuales, para fines pra´cticos, se han
calculado usando el me´todo de la cuerda ajustable (Toebes y Strang, 1964).
Esta metodolog´ıa consiste en aplicar los siguientes pasos: (i) definir un nu´mero mı´nimo
de d´ıas en los cuales no se presentan recargas como referencia para seleccionar los intervalos
del hidrograma que corresponden a curvas de agotamiento; (ii) seleccionar las curvas de
agotamiento que corresponden a los intervalos contenidos entre el l´ımite de d´ıas impuesto y
el siguiente episodio de recarga, (iii) realizar un ajuste lineal entre los caudales simulados,
representados en escala logar´ıtmica, versus el tiempo; (iv) calcular la pendiente asociada
a cada ajuste, para cada curva de agotamiento definida; y (v) promediar las pendientes
calculadas de las curvas de agotamiento individuales seleccionadas. Al ejecutar el u´ltimo
paso, se obtiene la pendiente de la curva maestra de agotamiento del acu´ıfero, es decir, una
estimacio´n de su coeficiente de agotamiento promedio, el cual se relaciona directamente
con el inverso de α1 en la solucio´n de Rorabaugh, segu´n las ecuaciones (3.31) y (3.33).
Para ilustrar las diferencias que se obtienen en la estimacio´n de α1 se ha aplicado el
me´todo de la cuerda ajustable sobre los hidrogramas simulados por el MAV, para los
Cauce Horizontal Cauce Inclinado
Conexio´n Nivel 5000 200 50 Nivel 5000 200 50
r´ıo-acu´ıfero cte. [m2/d] [m2/d] [m2/d] cte. [m2/d] [m2/d] [m2/d]
α1 [d
−1] super. 0.0183 0.0182 0.0168 0.0070 0.0292 0.0290 0.0262 0.0096
α1 [d
−1] inter. 0.0219 0.0218 0.0207 0.0088 0.0372 0.0368 0.0306 0.0102
α1 [d
−1] salida 0.0226 0.0224 0.0212 0.0091 0.0226 0.0224 0.0212 0.0092
Tabla 5.5. Primeros autovalores estimados de los hidrogramas simulados mediante el MAV usan-
do el me´todo de la cuerda ajustable, para las diferentes condiciones consideradas de conductancia
e inclinacio´n del r´ıo, de acuerdo con las zonas de balance predeterminadas.
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diferentes valores de conductancia asumidos. As´ı, se han obtenido los autovalores que se
consignan en la tabla 5.5, los cuales se desglosan por inclinacio´n, subcuenca de ana´lisis y
grado de interaccio´n entre r´ıo y acu´ıfero, en funcio´n de dichas conductancias. Comparando
dichos autovalores con los obtenidos resolviendo la ecuacio´n (4.4), presentados en la tabla
5.2, se notan grandes diferencias. Por ejemplo, para conexio´n perfecta y cauce horizontal,
aplicando el MRORA sobre el hidrograma simulado a la salida del acu´ıfero se llega a
que α1 = 0.0226 d
−1, valor que es casi el triple del obtenido mediante (4.4), que es
α1 = 0.0069 d
−1. Esto implica que la respuesta estimada de la descarga del acu´ıfero,
representada por el autovalor calculado por el MRORA, es ma´s ra´pida que la real, dada
por el autovalor obtenido por el MAV. De esto se sigue que, para conexio´n perfecta,
deber´ıan utilizarse te´rminos adicionales en la solucio´n anal´ıtica para considerar la respuesta
ma´s lenta de la curva de agotamiento, la cual no ha sido capturada por el MRORA.
Asimismo, a medida que la conectividad entre r´ıo y acu´ıfero disminuye, las diferencias entre
los resultados obtenidos por ambos me´todos son menores, a pesar de que los resultados
siguen estando bastante alejados. De nuevo, de la tabla 5.5 se observa que α1 = 0.0040 d
−1
es el primer autovalor calculado por el MAV para una conductancia de 50 m2/d, mientras
que el correspondiente para el MRORA es de α1 = 0.0091 d
−1, alcanza´ndose una relacio´n
de dos a uno entre ambos resultados, menor que la obtenida para conexio´n perfecta.
En general, α1 disminuye a medida que la conductancia del r´ıo decrece por que el
lecho confinante del r´ıo deja pasar agua hacia el canal con menos rapidez, entonces la
velocidad con la que el hidrograma decae con respecto al tiempo es menor. Igualmente,
la reaccio´n del caudal descargado al r´ıo por el acu´ıfero en los episodios de recarga es ma´s
lenta, como se observa comparando los caudales pico en los hidrogramas de las figuras 5.6
y 5.7, obtenidos para conductancias que var´ıan entre 5000 y 50 m2/d.
Igualmente, utilizando el me´todo de la cuerda ajustable se han obtenido diferentes
α1 para cada subcuenca, a pesar de que se han empleado para´metros de conexio´n r´ıo-
acu´ıfero uniformes en el espacio. Entonces, segu´n los resultados obtenidos para el ı´ndice
de agotamiento, podr´ıa concluirse erro´neamente que, para cualquier subcuenca de ana´lisis
considerada, las dina´micas de interaccio´n entre el r´ıo y el acu´ıfero son diferentes, lo cual
no es coherente con la estructura topolo´gica del acu´ıfero ni con la distribucio´n uniforme
de las propiedades hidra´ulicas asignadas para el acu´ıfero y su interaccio´n con la red de
drenaje. Lo anterior es consecuencia de la poca robustez manifestada por el MRORA para
estimar los para´metros del acu´ıfero, incluso de forma agregada. Por el contrario, el MAV
logra reproducir adecuadamente los hidrogramas subterra´neos para todas las subcuencas
de balance, y lo hace considerando un conjunto u´nico de para´metros de descarga que son
va´lidos para todo el acu´ıfero, asegurando la robustez de las simulaciones efectuadas.
Ahora bien, al estudiar dos hidrogramas subterra´neos, uno simulado para r´ıo horizontal
y otro para r´ıo inclinado, obtenidos para una subcuenca intermedia e imponiendo un
determinado valor de conductancia de lecho, se ha encontrado que la diferencia entre el α1
calculado para el caso inclinado por el MRORA, con respecto al obtenido por el MAV,
es mayor que cuando se comparan los resultados ana´logos en el caso horizontal. Esta
observacio´n es va´lida para las subcuencas superior e intermedia, para todos los valores de
conductancia asumidos en este estudio y es consecuencia de la sustraccio´n de la componente
permanente de la descarga al aplicar el principio de superposicio´n al obtener la solucio´n
total, puesto que las pendientes de las curvas de agotamiento son mayores cuando el
acu´ıfero esta´ conectado con un r´ıo inclinado que cuando lo esta´ con uno horizontal. Es
ma´s, dichas diferencias en las estimaciones de α1 pueden aumentar o disminuir, de acuerdo
al punto de la red de drenaje donde se obtiene el hidrograma, puesto que dependen de la
variabilidad espacial de la componente estacionaria del caudal subterra´neo permanente. De
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los resultados presentados en la tabla 5.5 se observa que, aunque las diferencias entre los
autovalores estimados por ambas te´cnicas disminuyen al considerar conexiones r´ıo-acu´ıfero
ma´s imperfectas, e´stas siguen siendo considerables en todos los casos analizados.
Por u´ltimo, observando las estimaciones de α1 presentadas en las tablas 5.1, 5.2 y 5.5,
en funcio´n las conductancias impuestas en el ana´lisis, se concluye que dichos autovalores
difieren considerablemente de los correspondientes a conexio´n r´ıo-acu´ıfero perfecta, que es
la hipo´tesis en la cual se basa el MRORA. Por consiguiente, los ı´ndices de agotamien-
to del acu´ıfero han sido sobreestimados en todos los casos considerados, ocasionando la
subestimacio´n de su difusividad. Aparte de lo anterior, la aplicacio´n del MRORA sobre
hidrogramas aforados en regiones donde los episodios de recarga son frecuentes y, por lo
tanto, no se dispone de rachas suficientemente largas para construir una curva de ago-
tamiento maestra representativa de la dina´mica del acu´ıfero en per´ıodos secos, ocasiona
nuevamente la sobreestimacio´n de α1, esta vez debido a la escasez de informacio´n.
5.7. Resultados de las simulaciones mediante la so-
lucio´n de Rorabaugh y comparacio´n cuantitativa
con las simulaciones por el MAV
Se han realizado simulaciones de los hidrogramas de descarga al r´ıo usando la solucio´n
de Rorabaugh, ecuacio´n (3.31), con el objetivo de realizar un ana´lisis comparativo de
los hidrogramas obtenidos con dicha solucio´n y los simulados por el MAV. Para efectos
pra´cticos de simulacio´n mediante la solucio´n de Rorabaugh, se ha utilizado el co´digo de
distribucio´n libre PULSE (Rutledge, 1997), el cual asume que el para´metro que controla
la modelacio´n es la distancia entre la pared impermeable del acu´ıfero y el r´ıo, L en la
figura 3.2, que se interpreta como un ancho efectivo y se calcula a partir de las diferentes
estimaciones de α1 presentadas en esta seccio´n, es decir: (i) usando la metodolog´ıa de
Daniel (1976), cuyos resultados se presentan en la tabla 5.1, (ii) usando el me´todo de las
trayectorias de Halford y Mayer (2000), cuyos resultados se presentan en la tabla 5.1, (iii)
usando los ı´ndices de agotamiento estimados con la metodolog´ıa de la cuerda ajustable,
que se presentan en la tabla 5.5 para los hidrogramas a la salida del acu´ıfero y diferentes
conductancias. Los hidrogramas de descarga simulados con la solucio´n de Rorabaugh para
diferentes L, se compararon con los de referencia, simulados mediante el MAV, estimando
los indicadores de la bondad de ajuste descritos en el apartado 3.6.2, RMS, BIAS y E2.
Me´todo para Red de Conductancia RMS BIAS E2
calcular L drenaje [m2/d] [ %] [ %] [ %]
Daniel n.a Perfecta 6.02 0.25 97.32
Trayectorias Horizontal Perfecta 7.90 0.25 93.17
Trayectorias Inclinada Perfecta 23.18 1.29 -193.93
KRI n.a 5000 16.38 0.15 33.02
KRI n.a 200 10.25 0.24 72.96
KRI n.a 50 9.08 1.80 71.10
Tabla 5.6. I´ndices de bondad de ajuste para los hidrogramas de descarga obtenidos por la solucio´n
de Rorabaugh usando diferentes metodolog´ıas de ca´lculo de L, con respecto a las correspondientes
soluciones de referencia por el MAV.
Estos ı´ndices de bondad de ajuste, estimados para cada hidrograma simulado con
la solucio´n de Rorabaugh con respecto a su correspondiente hidrograma de referencia
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Figura 5.8. Hidrogramas de descargas al r´ıo, para diferentes conexiones r´ıo-acu´ıfero, calculados
mediante: (i) El me´todo de Daniel y el MAV con conexio´n perfecta y (ii) el me´todo de las
trayectorias para acu´ıfero horizontal y el MAV con conexio´n perfecta, (iii) el me´todo de las
trayectorias para acu´ıfero inclinado y el MAV con conexio´n perfecta, (iv) me´todo de la curva
ajustable para calcular KRI y el MAV para conductancias que var´ıan entre 5000 m
2/d y 50 m2/d.
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por el MAV, se resumen en la tabla 5.6. Igualmente, en la figura 5.8 se presenta una
comparacio´n gra´fica de los hidrogramas simulados por ambos me´todos, para las diferentes
parametrizaciones de conexio´n r´ıo-acu´ıfero asumidas. Tanto en la tabla 5.6 como en la
figura 5.8, se observa que las mejores simulaciones de los caudales de descarga mediante
la ecuacio´n de Rorabaugh se obtuvieron para valores de L estimados por el me´todo de
Daniel y mediante la medicio´n de la longitud de las trayectoria para r´ıo horizontal. En
ambos casos se encontraron eficiencias cercanas al 95 % y RMS de aproximadamente el
7 %. Para las dema´s metodolog´ıas de estimacio´n de L, los hidrogramas simulados con la
ecuacio´n de Rorabaugh apenas alcanzan a capturar ciertas tendencias de la variabilidad
temporal del caudal. Por ejemplo, como se observa en figura 5.8, las pendientes de las
curvas de agotamiento obtenidas por dicha metodolog´ıa son muy diferentes a las detectadas
en los hidrogramas de referencia por el MAV, especialmente para casos parcialmente
conectados con r´ıo inclinado. Ma´s au´n, los resultados presentados en la tabla 5.6 muestran
que, como era de esperarse, los ı´ndices de comportamiento estimados para dichos casos no
son satisfactorios puesto que se han encontrado eficiencias alejadas del o´ptimo, llegando a
ser negativas para la metodolog´ıa de las trayectorias y acu´ıfero conectado con r´ıo inclinado.
Adema´s, la mayor´ıa de los RSM estimados se encuentran por encima del 10 %.
5.8. Validacio´n de los modelos resueltos por el MAV
con respecto a soluciones de referencia por DF
Para verificar la validez de las simulaciones obtenidas mediante el MAV, se ha realizado
un proceso de comparacio´n cuantitativa de los resultados obtenidos, con respecto a los
correspondientes a modelos nume´ricos ana´logos implementados en DF. Para lo anterior se
ha procedido como sigue: (i) se implementaron los modelos de flujo utilizando exactamente
la misma configuracio´n geome´trica de discretizacio´n espacial por DF, con para´metros
hidra´ulicos y acciones exteriores ide´nticas a las impuestas durante la implementacio´n en
el MAV; (ii) se establecieron los mismos puntos de control para el ca´lculo de alturas
piezome´tricas e hidrogramas de descarga; y (iii) se ha cuantificado la bondad de ajuste
entre los hidrogramas y las alturas piezome´tricas simuladas con el MAV y las obtenidas
mediante el modelo por DF estimando los BIAS, RMS y E2 respectivos. En relacio´n a
lo anterior, es pertinente aclarar que en este ana´lisis se usan modelos de flujo subterra´neo
resueltos por el MAV sin truncamiento, dado que sus simulaciones presentan menores
desviaciones con respecto a las obtenidas usando los modelos de referencia en DF.
Los resultados consignados en las tablas 5.7 y 5.8 muestran que, en general, los mo-
delos de flujo resueltos por el MAV son consistentes con respecto a los implementados
nume´ricamente por DF puesto que todos los ı´ndices de bondad de ajuste estimados, tanto
para las series de caudales de descarga como para las de alturas piezome´tricas, exhiben
valores muy satisfactorios. En general, los errores cuadra´ticos se encuentran por debajo
del 1 %, las medias de las series de referencia se han representado adecuadamente y las
eficiencias superan el 98.5 % en la mayor´ıa de las simulaciones. En particular, para las al-
turas piezome´tricas se han encontrado algunas eficiencias cercanas al 100 %. Las mayores
diferencias entre los resultados simulados y los de referencia se obtienen para conexio´n
perfecta entre el r´ıo y el acu´ıfero, especialmente si existe inclinacio´n en la red de drenaje.
Este hecho se acentu´a a medida que la cuantificacio´n del caudal de descarga se realiza
en un volumen de control situado cada vez ma´s aguas arriba de la salida del acu´ıfero o
cuando el punto de control para las alturas piezome´tricas se situ´a muy cerca del r´ıo.
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Cauce Horizontal Cauce Inclinado
Nivel 5000 200 50 Nivel 5000 200 50
cte. [m2/d] [m2/d] [m2/d] cte. [m2/d] [m2/d] [m2/d]
RMS PQr3 0.42 0.33 0.38 0.24 3.22 3.21 2.98 2.87
[ %] PQr2 1.93 0.49 0.45 0.23 2.88 3.52 4.21 4.02
PQr1 0.45 0.44 0.31 0.13 1.12 0.97 0.63 0.67
BIAS PQr3 0.23 0.24 0.23 0.23 1.29 1.38 1.18 0.95
[ %] PQr2 0.13 0.22 0.21 0.22 1.52 0.90 2.96 2.94
PQr1 0.19 0.20 0.22 0.21 0.03 0.01 0.07 0.08
E2 PQr3 99.99 99.99 99.97 99.97 99.36 98.91 98.76 97.94
[ %] PQr2 95.76 99.72 99.96 99.98 99.44 99.49 97.74 95.76
PQr1 99.86 99.98 99.98 99.98 99.99 99.99 99.94 99.86
Tabla 5.7. I´ndices de bondad de ajuste para los diferentes hidrogramas simulados mediante
el MAV con respecto al modelo nume´rico de referencia por DF, para las diferentes cuencas de
balance, usando diferentes para´metros de conectividad entre el r´ıo y el acu´ıfero.
Cauce Horizontal Cauce Inclinado
Nivel 5000 200 50 Nivel 5000 200 50
cte. [m2/d] [m2/d] [m2/d] cte. [m2/d] [m2/d] [m2/d]
RMS P1 0.18 0.27 0.25 0.21 0.26 0.23 0.19 0.20
[ %] P2 0.08 0.08 0.07 0.07 0.47 0.34 0.34 0.32
P3 1.13 0.47 0.32 0.32 0.21 0.07 0.07 0.09
P4 0.24 0.21 0.16 0.16 0.50 0.43 0.30 0.22
BIAS P1 0.00 0.00 0.00 0.00 0.07 0.04 0.06 0.06
[ %] P2 0.00 0.00 0.00 0.00 0.15 0.10 0.10 0.09
P3 0.00 0.00 0.00 0.00 0.01 0.02 0.02 0.02
P4 0.00 0.00 0.00 0.00 0.09 0.08 0.08 0.10
E2 P1 99.99 99.99 99.99 100.00 99.84 99.96 99.92 99.90
[ %] P2 100.00 100.00 100.00 100.00 99.00 99.24 99.99 100.00
P3 99.91 99.98 99.99 100.00 99.99 99.50 99.65 99.66
P4 99.99 99.98 99.99 99.99 99.50 99.99 99.99 99.88
Tabla 5.8. I´ndices de bondad de ajuste para las series piezome´tricas simuladas mediante el MAV
con respecto a las obtenidas por el modelo nume´rico de referencia en DF, para los cuatro puntos
de control considerados, utilizando diferentes para´metros de conectividad entre el r´ıo y el acu´ıfero.
Por cierto, a medida que aumenta la inclinacio´n del lecho del r´ıo, el uso de la forma
lineal de la ecuacio´n de flujo subterra´neo bidimensional deja de ser estrictamente va´lido,
puesto que se generan componentes de velocidad verticales importantes en el dominio
tridimensional del acu´ıfero. De esta forma, para lograr una representacio´n bidimensional
ma´s adecuada del flujo subterra´neo bajo dichas condiciones debe resolverse la ecuacio´n de
Boussinesq o, en su defecto, implementar un modelo completamente tridimensional.
A pesar de lo anterior, si se analizan los ı´ndices de comportamiento estimados, puede
concluirse que la pendiente utilizada en el presente estudio no llega a modificar en gran
medida el cara´cter bidimensional lineal del flujo en el acu´ıfero irregular. Por consiguiente,
los modelos implementados pueden considerarse lo suficientemente robustos como para
soportar la discusio´n presentada a lo largo de esta seccio´n. Asimismo, los resultados de
la validacio´n demuestran que los para´metros de descarga del acu´ıfero obtenidos mediante
el MAV son va´lidos para todo el dominio espacial del acu´ıfero. Por lo tanto, el mismo
conjunto de para´metros obtenidos al solucionar el problema de autovalores de la ecuacio´n
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(4.4), puede usarse para estimar las descargas parciales en tramos de la red de drenaje
aguas arriba de la salida del acu´ıfero, lo cual va en pro de la parsimonia de la modelacio´n.
5.9. Consideraciones para la reduccio´n del modelo
Una vez comprobada la validez de los modelos de flujo resueltos por el MAV sin trun-
camiento, se efectu´a el ana´lisis de sensibilidad de las simulaciones reducidas con respecto a
la cantidad de modos considerados. Para ello se han implementado modelos de flujo redu-
cidos que incluyen 50, 100, 200, 500, 1000 y 2000 modos, los cuales se resuelven mediante
el MAV con truncamiento conservativo, es decir, se utiliza un modo adicional para man-
tener la ecuacio´n de continuidad agregada en el acu´ıfero. Tambie´n se consideran diferentes
escenarios en la parametrizacio´n de la interaccio´n r´ıo-acu´ıfero, para lo cual se estudian
las siguientes situaciones: (i) conexio´n perfecta imponiendo una condicio´n de contorno de
nivel prescrito en los bloques de r´ıo, (ii) conexio´n parcial imponiendo una condicio´n de
contorno mixta, con las conductancias variando entre 50 y 5000 m2/d y (iii) cambios en la
inclinacio´n de la red de drenaje conectada con el acu´ıfero. Los para´metros de control que
se se han evaluado en este ana´lisis de sensibilidad son: (i) los caudales descargados a lo
largo de toda la red de drenaje, (ii) los caudales de descarga para las subcuencas superior
e intermedia en los puntos de balance PQr3 y PQr2 (figura 5.1), y (iii) las alturas pie-
zome´tricas en los puntos de control P1, P2, P3 y P4 (figura 5.1). El comportamiento de
las simulaciones efectuadas mediante los modelos reducidos, con respecto a las obtenidas
por modelos de referencia en DF, se mide a trave´s de los ı´ndices RMS, BIAS y E2, cuyas
estimaciones se presentan gra´ficamente en funcio´n del taman˜o del modelo reducido.
Los ı´ndices de comportamiento estimados para los hidrogramas de descarga simulados
para el r´ıo horizontal se presentan en la figura 5.9. Se observa que, para modelos reducidos
formados por la misma cantidad de modos, las peores bondades de ajuste se estiman para
aquellos a los cuales se les ha asignado conexio´n r´ıo-acu´ıfero perfecta. A medida que la
conductancia disminuye, el comportamiento de los hidrogramas simulados mediante los
modelos reducidos por el MAV mejora. Con lo anterior, los mejores resultados, indepen-
dientemente la subcuenca considerada, se estimaron para una conductancia de 50 m2/d.
En los gra´ficos de la fila central de la figura 5.9 se muestran las estimaciones de RMS.
De ellas se deduce que existe un comportamiento decreciente de este ı´ndice, para los
hidrogramas simulados en todas las subcuencas de ana´lisis, a medida que se considera
ma´s modos en los modelos reducidos. Igualmente, se observa que los valores ma´ximos de
RMS cambian para cada subcuenca, siendo e´stos mayores a medida que los hidrogramas
parciales se calculan usando una mayor cantidad de bloques de r´ıo. As´ı, en todos los
puntos de balance, las mayores estimaciones se obtienen para los modelos que incluyen
u´nicamente 20 modos; adema´s, mientras que para la subcuenca superior se ha estimado
un RMS ma´ximo del 40 %, para la subcuenca intermedia se ha estimado del 60 %. Estos
ma´ximos disminuyen a medida que se consideran relaciones r´ıo-acu´ıfero ma´s imperfectas.
Por el contrario, el RMS ma´ximo a la salida del acu´ıfero se encuentra cerca del 24 % para
conexio´n r´ıo-acu´ıfero perfecta, disminuyendo hasta casi el 2 % para una conductancia de
50 m2/d. Asimismo, las estimaciones de RMS bajan hasta valores muy cercanos a cero
para modelos no tan reducidos, formados por ma´s de 1000 modos, confirmando el aumento
de la bondad ajuste en las simulaciones a medida que el taman˜o del modelo crece.
Por otro lado, los gra´ficos de la fila inferior en la figura 5.9 muestran la variacio´n de
E2, para las diferentes subcuencas, con respecto al taman˜o del modelo reducido, donde se
observa que E2 aumenta a medida que se considera una mayor cantidad de modos. Parti-
cularmente, para las subcuencas superior e intermedia se ha hallado que las estimaciones
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Perfecta 5000 200 50
Salida
Figura 5.9. I´ndices de comportamiento estimados para los hidrogramas de descarga simulados
mediante modelos reducidos por el MAV con diferentes niveles de truncamiento, para las diferentes
subcuencas de ana´lisis y diferentes valores de conductancia de bloques de un r´ıo horizontal, con
respecto a las soluciones nume´ricas por DF correspondientes.
para los modelos reducidos ma´s pequen˜os, formados por menos de 50 modos, no alcanzan
el 60 % para conductancias de bloque de r´ıo mayores a 200 m2/d, encontra´ndose inclusi-
ve valores negativos para conexio´n perfecta en la subcuenca intermedia. Igualmente, las
bondades de ajuste para los hidrogramas parciales aumentan lentamente a medida que se
consideran ma´s modos, especialmente cuando la conexio´n r´ıo-acu´ıfero es elevada, puesto
que para obtener valores de E2 por encima del 80 % deben usarse modelos reducidos com-
puestos por ma´s de 1000 modos. Ahora bien, a pesar de que las tendencias exhibidas por
E2 para los hidrogramas en la salida del acu´ıfero son similares a las descritas para las otras
subcuencas, sus mı´nimos no son tan pequen˜os como los mencionados antes, puesto que
las estimaciones correspondientes superan el 40 %, incluso para modelos muy reducidos y
conexio´n perfecta; para las dema´s conductancias, dichas eficiencias superan al 70 %. Ma´s
au´n, la bondad del ajuste aumenta ma´s ra´pidamente al incluir ma´s modos en los modelos
reducidos usados para simular los hidrogramas a la salida del acu´ıfero que en las dema´s
subcuencas de balance; esto se concluye puesto que, para modelos compuestos por ma´s de
200 modos, E2 ha superado el l´ımite del 80 % para todas las conductancias.
Igualmente, en la figura 5.10 se muestran los ı´ndices de comportamiento para los hidro-
gramas de respuesta en el r´ıo inclinado correspondientes a los diferentes modelos reducidos
planteados; en ella, los resultados se organizan gra´ficamente as´ı: la fila superior para BIAS,
la central para RMS y la inferior para E2, mientras que cada columna indica a cual de
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Perfecta 5000 200 50
Salida
Figura 5.10. I´ndices de comportamiento estimados para los hidrogramas de descarga simulados
mediante modelos reducidos por el MAV con diferentes niveles de truncamiento, para las diferentes
subcuencas de ana´lisis y diferentes valores de conductancia de bloques de un r´ıo inclinado, con
respecto a las soluciones nume´ricas por DF correspondientes.
las subcuencas de ana´lisis pertenecen los resultados. Se observa que las tendencias de los
ı´ndices de comportamiento con respecto de los modos considerados en el modelo reducido
son completamente ana´logas a las obtenidas para r´ıo horizontal, presenta´ndose algunas
pequen˜as diferencias que se describen a continuacio´n: (i) los ma´ximos BIAS para las sub-
cuencas superior e intermedia aumentan alrededor de un 5 % para las conductancias de
bloque menores a 5000 m2/d; (ii) los ma´ximos RMS aumentan entre un 5 y un 20 % cuan-
do la conductancia de bloque de r´ıo aumenta, correspondiendo los menores porcentajes
de aumento a los menores valores de dicho para´metro; (iii) las eficiencias mı´nimas de los
hidrogramas simulados por el MAV, para las subcuencas superior e intermedia, aumentan
por encima de cero, pero su velocidad de convergencia a los valores o´ptimos disminuye.
Para finalizar, cabe resaltar que, a la salida del acu´ıfero, los resultados presentados son
ide´nticos a los obtenidos para r´ıo horizontal dado que la influencia de la pendiente del r´ıo
en la dina´mica de flujo del acu´ıfero se anula como consecuencia de que se ha considerado
un sistema hidrogeolo´gico cerrado, como se ha discutido en el apartado 5.5.2.
En la figura 5.11 se presentan las estimaciones de los ı´ndices de comportamiento para
las series de piezometr´ıa simuladas en los cuatro puntos de control considerados, asumien-
do r´ıo horizontal y diferentes valores de conductancia de bloque de conexio´n entre e´ste y
el acu´ıfero. Al respecto del ı´ndice BIAS, cuyos resultados se presentan en las gra´ficas de
la columna izquierda de la figura 5.11, en todos los puntos de control manifiesta un com-
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Perfecta 5000 200 50
P4
Figura 5.11. I´ndices de comportamiento para las alturas piezome´tricas en los puntos de control
P1, P2, P3 y P4 simuladas con modelos reducidos por el MAV truncado, para diferentes valores
de conductancia de bloque en un r´ıo horizontal, con respecto a una solucio´n nume´rica por DF.
portamiento creciente en las estimaciones obtenidas para modelos reducidos que contienen
entre 20 y 50 modos. Esta tendencia creciente se evidencia ma´s claramente al contemplar
las estimaciones obtenidas en P1 y P2, cuando la conexio´n r´ıo-acu´ıfero es elevada, o para
los puntos P3 y P4 en todos los casos de conductancia. Asimismo, los ma´ximos estimados
en P1, P2 y P3 se encuentran entre 1.2 y 2 % para modelos reducidos formados por 50
modos, mientras que para P3 se ha encontrado ma´ximos inusuales por encima del 3 %
para una conductancia de 200 m2/d, llegando hasta el 14 % para la conexio´n perfecta.
Para todas las series simuladas, BIAS disminuye mono´tonamente hasta cerca de cero
despue´s de alcanzar su ma´ximo, que se presenta cuando el nu´mero de modos considerados
en el truncamiento var´ıan entre 50 y 100. Una vez se alcanza la fase de decrecimiento de
BIAS, los modelos reducidos planteados aseguran la reproduccio´n ma´s fiel de las alturas
piezome´tricas medias de las series de referencia a medida que su taman˜o aumenta.
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Por su parte, el ı´ndice RMS, cuyos resultados se consignan en las gra´ficas de la columna
central de la figura 5.11, manifiesta un comportamiento decreciente sin importar el punto
de control considerado. En general, las mayores estimaciones se han obtenido usando los
modelos que consideran u´nicamente los primeros 20 modos en el truncamiento y conexio´n
perfecta entre r´ıo y acu´ıfero, disminuyendo progresivamente a medida que dicha conexio´n
se hace ma´s imperfecta. En general, se ha encontrado que los ma´ximos RMS estimados
dependen fuertemente de la localizacio´n del punto de control dentro del dominio espacial
del acu´ıfero, como se describe a continuacio´n. En P1 se encontraron ma´ximos que oscilan
entre 1.5 y 2.5 %, para los puntos P2 y P4 los ma´ximos fluctu´an entre 8 y 2 %, mientras
que los ma´ximos estimados ma´s elevados se encontraron segu´n la serie simulada en P3,
cuyos valores var´ıan entre 50 % para una conductancia de 50 m2/d y 280 % para conexio´n
perfecta. A pesar de lo anterior, la velocidad de decrecimiento del RMS para las series de
piezometr´ıa en P3 es elevada, encontra´ndose que las estimaciones conseguidas disminuyen
por debajo del 10 % para modelos truncados que contienen los primeros 200 modos.
Los ı´ndices de eficiencia para las piezometr´ıas simuladas en los puntos de control,
que se presentan en los gra´ficos de la columna derecha de la figura 5.11, muestran un
comportamiento creciente a medida que se incluyen ma´s modos en los modelos reducidos.
Para modelos reducidos del mismo taman˜o se han encontrado mejores estimaciones a
medida que la conectividad entre el r´ıo y el acu´ıfero disminuye, las cuales se presentan
para la serie piezome´trica simulada en P1, donde E2 sobrepasa el 97 % para todos los
casos de conductancia. Por el contrario, estimaciones un poco menos cercanas al o´ptimo
se obtuvieron para las piezometr´ıas en P2 y P4, en las cuales las eficiencias apenas superan
el 80 % al simularse usando modelos compuestos por 20 modos u´nicamente. Asimismo, se
han obtenido estimaciones deficientes de E2 para las alturas piezome´tricas simuladas en
P3, por debajo del 20 %, para modelos reducidos planteados con menos de 100 modos y
conductancias de bloque de r´ıo mayores a 100 m2/d. De acuerdo con todos los ı´ndices
de comportamiento estimados y discutidos en este apartado, se pone de manifiesto que
no ha logrado reproducirse adecuadamente las series piezome´tricas de referencia en el
punto de control P3 cuando las simulaciones se ejecutan mediante modelos reducidos cuyo
truncamiento incluye menos de los primeros 500 modos, como consecuencia de que dicho
punto se situ´a muy cerca de la confluencia de tres tramos de la red de drenaje permanente
conectada con el acu´ıfero, de acuerdo con el esquema izquierdo de la figura 5.1.
De lo anterior se concluye que, cuando se desea realizar el seguimiento temporal de
la evolucio´n piezome´trica en bloques del modelo cercanos a los correspondientes al r´ıo,
no es suficiente utilizar solamente los primeros modos del modelo reducido para lograr
una reproduccio´n adecuada de las alturas piezome´tricas, a pesar de que los ı´ndices de
comportamiento mejoran en la medida en que la conductancia de bloque de r´ıo disminuye.
Lo anterior confirma que los para´metros de conexio´n entre el r´ıo y el acu´ıfero juegan un
papel preponderante en el planteamiento de los modelos reducidos usados para fines de
simulacio´n eficiente de un sistema hidrogeolo´gico integrado en sistemas de uso conjunto,
no so´lo en lo referente a la simulacio´n de los hidrogramas de la interaccio´n r´ıo-acu´ıfero, sino
tambie´n en la adecuada reproduccio´n de las alturas piezome´tricas en sitios seleccionados.
Por otro lado, en la figura 5.12 se presentan las estimaciones de los ı´ndices de com-
portamiento para las series de alturas piezome´tricas simuladas en los cuatro puntos de
control, para los modelos implementados con r´ıo inclinado. De las gra´ficas de la columna
izquierda en dicha figura se observa que, para todas las series piezome´tricas simuladas,
el comportamiento exhibido por las estimaciones de BIAS es decreciente, disminuyendo
desde valores cercanos al 0.6 % hasta inclusive por debajo del 0.1 %. Igualmente, las es-
timaciones del RMS para las series piezome´tricas simuladas, presentadas en la columna
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Figura 5.12. I´ndices de comportamiento para las alturas piezome´tricas en los puntos de control
P1, P2, P3 y P4 simuladas con modelos reducidos por el MAV truncado, para diferentes valores
de conductancia de bloque en un r´ıo inclinado, con respecto a una solucio´n nume´rica por DF.
central de la figura 5.12, muestran un comportamiento decreciente con el taman˜o del mo-
delo reducido, en dos tramos reconocibles. El primero, para modelos que consideran entre
20 y 100 modos, en el cual la velocidad de disminucio´n de RMS con respecto al nu´mero
de modos es importante, mientras que el segundo, considerando mayor cantidad de modos,
manifiesta un decrecimiento suave hacia un valor l´ımite cercano a cero. Este comporta-
miento se mantiene en todos los puntos de control, a pesar de que existen diferencia en
los ma´ximos estimados para los modelos ma´s pequen˜os, truncados hasta los primeros 20
modos. Los ma´ximos ma´s bajos, cercanos a 0.8 %, se presentan en P1 y P4, mientras que
los ma´s elevados se presentan para P3, con valores superiores al 3 %. En este punto de la
discusio´n deben notarse las grandes diferencia encontradas en los RMS para r´ıo horizontal
con respecto a los estimados para r´ıo inclinado, lo cual se debe a que su normalizacio´n se
ha realizado con base a la altura piezome´trica media de la serie de referencia, que para
r´ıo horizontal es de 0.28 m, mientras que en el inclinado es de 11.08 m. Asimismo, el
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comportamiento exhibido por E2 es ana´logo al descrito antes para r´ıo horizontal, con la
diferencia de que, para las series piezome´tricas en P2, P3 y P4, la rapidez de aproximacio´n
a eficiencias cercanas al 100 % es ma´s lenta, especialmente para conexio´n perfecta.
En todos los gra´ficos presentados en la figura 5.12 se observa que los ı´ndices tienden a
valores l´ımites cuando el taman˜o del modelo se aproxima al ma´ximo de modos disponibles.
Au´n as´ı, en algunos casos, dicho l´ımite no corresponde exactamente a 0 % para BIAS y
RMS o al 100 % para E2, como se esperar´ıa a priori, lo cual se origina en el esquema
de superposicio´n propuesto para la reduccio´n de los modelos. Para efectos pra´cticos de
implementacio´n informa´tica de dicho esquema, las soluciones de los problemas en re´gi-
men permanente se obtienen nume´ricamente usando un me´todo cla´sico de aproximacio´n
por gradientes conjugados precondicionados, mientras que las soluciones transitorias se
obtiene a trave´s del MAV. As´ı, desde la perspectiva puramente pra´ctica, tanto la cons-
truccio´n conceptual como la implementacio´n del MAV es diferente a la solucio´n puramente
nume´rica mediante las DF, genera´ndose pequen˜as desviaciones aritme´ticas por cuestiones
de convergencia de los me´todos nume´ricos, en ambos casos. A pesar de ello, se obtienen
resultados muy aceptables, con BIAS y RMS menores del 0.5 % y E2 por encima del













































Figura 5.13. Distribucio´n de los coeficientes de reparto acumulados para el acu´ıfero propuesto
por Halford y Mayer (2000), correspondientes a cuatro diferentes conductancias de bloque de r´ıo.
Finalmente, en la figura 5.13 se presenta la evolucio´n de los coeficientes de reparto
acumulados modales, bai, para el acu´ıfero modelado segu´n las conductancias de bloque
de r´ıo asignadas a cada caso de ana´lisis. En ella se observa que la irregularidad de la
geometr´ıa y la gran cantidad de bloques de r´ıo existentes en el modelo ocasiona que la
convergencia hacia uno por parte de bai sea ma´s lenta que para el acu´ıfero rectangular
analizado en la seccio´n anterior, lo cual se traduce inexorablemente en una mayor dificultad
para lograr el planteamiento de modelos reducidos representativos del sistema original, por
diferentes razones: (i) se aumenta el trabajo computacional necesario para la generacio´n
de los subespacios de autovectores requeridos en el proceso de reduccio´n, (ii) los modelos
reducidos que aseguren un comportamiento adecuado del sistema sera´n de mayor taman˜o
que aquellos planteados para geometr´ıas ma´s regulares con pocas celdas de r´ıo, (iii) si los
para´metros de conexio´n entre el r´ıo y el acu´ıfero son cercanos a la conexio´n perfecta, en
casos de geometr´ıa irregular, los modelos reducidos debera´n incluir gran parte del espectro
del problema de autovalores asociado al modelo y (iv) modelos reducidos de menor taman˜o
se obtendra´n para conexiones r´ıo-acu´ıfero ma´s imperfectas. Au´n as´ı, siguen existiendo
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modos interiores para los cuales el coeficiente de reparto es casi nulo, que son susceptibles
de ser excluidos con el propo´sito de obtener modelos de flujo de menor taman˜o.
5.10. Conclusiones y discusio´n
Los me´todos existentes para el ana´lisis de curvas de agotamiento se basan en la apli-
cacio´n de una solucio´n anal´ıtica para la descarga del acu´ıfero al r´ıo con el fin obtener
unos pocos para´metros que representen el decaimiento del hidrograma en temporadas re-
lativamente secas. Para lo anterior, todas las soluciones se pueden expresar mediante una
sumatoria de funciones de decrecimiento exponencial en funcio´n del tiempo. En dichas
sumatorias, cada uno de los te´rminos tiene asociado un para´metro de decaimiento que
representa una velocidad de descarga de agua al r´ıo. Basado en algunas de dichas so-
luciones, Maillet (1905) propone que, para el ana´lisis de curvas de agotamiento, so´lo el
primer te´rmino de dichas sumatorias es suficiente para estimar los para´metros de descarga
del acu´ıfero. Al respecto, durante los u´ltimos an˜os ha crecido la controversia acerca de la
aplicabilidad pra´ctica de los me´todos cla´sicos de ana´lisis de curvas de agotamiento. En par-
ticular para acu´ıferos lineales, la aplicabilidad del MRORA ha sido ampliamente debatido
por diversos autores, puesto que sus hipo´tesis de desarrollo son inaplicables en la mayor´ıa
de casos pra´cticos (Halford y Mayer, 2000). En este cap´ıtulo se ha comprobado la validez
de esta afirmacio´n mediante el ana´lisis de la influencia de la irregularidad del acu´ıfero y
la red de drenaje con la que se conecta en la estimacio´n de los para´metros de descarga al
r´ıo. Tambie´n se ha investigado que tanto debe reducirse la ecuacio´n de estado del MAV
para representar adecuadamente las curvas de agotamiento, especialmente estudiando un
acu´ıfero conectado con una red de drenaje sinuosa.
Dado lo anterior, se han usado tres me´todos para estudiar los hidrogramas de descarga
del acu´ıfero al r´ıo durante las curvas de agotamiento: (i) el MRORA, (ii) el me´todo las
trayectorias en re´gimen permanentes de Halford y Mayer y (iii) el MAV. Estos me´todos
han sido aplicados para estimar los para´metros de descarga a escala global del acu´ıfero
(´ındice de agotamiento, KRI , tiempo cr´ıtico asociado, tc, y el primer exponente o autovalor,
α1) bajo diferentes condiciones de conexio´n con el r´ıo. Los resultados muestran que dichos
para´metros son subestimados mediante los dos primeros me´todos debido a que intentan dar
solucio´n anal´ıtica unidimensional a un problema multidimensional. Au´n ma´s, sus hipo´tesis
conceptuales son demasiado r´ıgidas, especialmente en lo concerniente a las caracter´ısticas
asumidas para interaccio´n entre el r´ıo y el acu´ıfero, por lo cual so´lo se obtuvieron resultados
menos imprecisos en los modelos para los que se asumio´ conexio´n perfecta.
Se ha mostrado que los autovalores obtenidos de resolver la ecuacio´n (4.4) caracterizan
efectivamente la descarga de un acu´ıfero lineal con cualquier tipo de geometr´ıa. En especial,
para acu´ıferos irregulares, se ha mostrado que los hidrogramas simulados empleando los
para´metros de descarga estimados mediante MRORA y el me´todo de Halford y Mayer no
representan adecuadamente los de referencia, simulados mediante modelos implementados
en DF. En cambio, las simulaciones por el MAV capturan adecuadamente el comporta-
miento de dichos hidrogramas, tanto para un r´ıo horizontal e inclinado bajo diferentes
para´metros de conectividad con el acu´ıfero que le drena, proporcionando para´metros de
descarga robustos. Igualmente, se ha expuesto que usar u´nicamente la primera componente
de la ecuacio´n (3.31) no captura efectivamente el comportamiento de las descargas al r´ıo;
problema que se acentu´a a medida que aumentan la irregularidad geome´trica del acu´ıfero,
la sinuosidad de la red de drenaje conectada con e´ste y la perfeccio´n en su conexio´n. Por
consiguiente, se deduce que la hipo´tesis de Maillet es aplicable en acu´ıferos de geometr´ıa
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casi regular, donde se presente flujo paralelo y conexio´n casi perfecta con el r´ıo, lo cual
supone unas restricciones muy r´ıgidas, raramente verificables en la naturaleza.
Asimismo, se ha puesto de manifiesto que los para´metros de descarga para acu´ıferos
lineales, calculados mediante el MAV, no dependen de la pendiente del r´ıo con el que
se encuentra conectado. Como caso especial, en la seccio´n 5.5.4 se han presentado las
estimaciones de dichos para´metros cuando el acu´ıfero lineal irregular estudiado se conecta
con una red de drenaje sinuosa e inclinada. E´stos confirman que, bajo el esquema de
principio de superposicio´n propuesto en el cap´ıtulo 2, la respuesta de la descarga del
sistema esta´ dominada por los autovalores obtenidos al resolver el problema de la ecuacio´n
(4.4), obtenida para condiciones de contorno nulas. Por el contrario, los dema´s me´todos
usados para caracterizar la descarga al r´ıo generan diferentes coeficientes de descarga segu´n
la porcio´n de la red de drenaje adoptada como volumen de control, los cuales dependen de
la inclinacio´n de la red de drenaje, conduciendo a la estimacio´n de valores irreales de KRI
y, por lo tanto, de la difusividad promedio del acu´ıfero. Debe enfatizarse que la aplicacio´n
de dicho esquema conceptual de superposicio´n no ha sido presentada previamente para
el ana´lisis de curvas de agotamiento en sistemas hidrogeolo´gicos en condiciones naturales
y sirve permite concluir que el uso de me´todos basados en el ana´lisis de hidrogramas
superficiales para estimar para´metros de descarga del acu´ıfero puede enmascarar el efecto
que tiene la geomorfolog´ıa de la red de drenaje sobre los resultados obtenidos.
En un caso real donde la transmisividad del acu´ıfero y la conexio´n de e´ste con el r´ıo
son altamente variables en el espacio, la difusividad calculada mediante el uso del ı´ndice
de agotamiento pueden ser bastante subestimada. El anterior problema se incrementa en
zonas donde la recarga por lluvia es frecuente y, en general, no se disponen de hidro-
gramas donde se pueda extraer curvas de agotamiento lo suficientemente representativas
para que los ı´ndices de agotamiento estimados caractericen con coherencia la dina´mica de
descarga del acu´ıfero. Igualmente, se ha presentado una solucio´n alternativa de la EDP
de flujo subterra´neo a trave´s del MAV, con el propo´sito de dar una alternativa al estudio
de las curvas de agotamiento en una cuenca conectada con un acu´ıfero lineal. Los resul-
tados presentados son una primera aproximacio´n al ana´lisis de los caudales descargados
al r´ıo en e´pocas secas en una cuenca, con lo cual el MAV surge como una herramienta
potencialmente efectiva para abordar problemas en los cuales sea importante considerar
la heterogeneidad espacial en los para´metros del acu´ıfero y su conexio´n con el r´ıo.
Por u´ltimo, se ha presentado un ana´lisis de sensibilidad con respecto al nu´mero de
modos considerados en los modelos reducidos por el MAV para el acu´ıfero irregular estu-
diado, variando la conductancia de los bloques de r´ıo. De e´ste se concluye principalmente
que la irregularidad de la geometr´ıa del acu´ıfero y la red de drenaje ocasiona que los modos
efectivos se distribuyan sobre una fraccio´n ma´s amplia del espectro del modelo de flujo del
acu´ıfero. Como consecuencia de lo anterior se hace evidente que los modelos reducidos por
el MAV que aproximan adecuadamente el sistema original deben ser de taman˜o conside-
rable, es decir, deben incluir varios cientos de los modos inferiores, incluso para conexio´n
r´ıo-acu´ıfero muy imperfecta, el cual es el caso menos cr´ıtico para propo´sitos de reduccio´n.
i
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modal en la reduccio´n por el
me´todo de los autovalores
6.1. Introduccio´n
En este cap´ıtulo se presenta una extensio´n del MAV que reduce el taman˜o de un
modelo de flujo subterra´neo a incorporarse en la simulacio´n del uso conjunto del recurso
h´ıdrico; aumentando su eficiencia computacional. La metodolog´ıa propuesta se basa en la
definicio´n de los siguientes conceptos: modos efectivos y residuales, l´ımite de participacio´n
modal, ma´scara de estados efectivos y nivel de continuidad. Con base en lo anterior, se
plantean algoritmos para la compresio´n selectiva, el enmascaramiento de los estados y la
generacio´n computacional eficiente de los modos efectivos del modelo. E´stos, usados apro-
piadamente, disminuyen sustancialmente el nu´mero de operaciones requeridas por el MAV
con respecto a la reduccio´n cla´sica por truncamiento conservativo. Por lo tanto, simular
el flujo subterra´neo mediante el MAV con compresio´n selectiva y enmascaramiento modal
aumenta la velocidad de ejecucio´n del modelo de uso conjunto en un sistema de recur-
sos h´ıdricos, especialmente cuando se emplean finas discretizaciones espaciales y existen
muchas acciones exteriores actuando simulta´neamente sobre los acu´ıferos del sistema.
Para poner en pra´ctica el nuevo marco conceptual del MAV, se han desarrollado imple-
mentaciones eficientes para la generacio´n de los modos efectivos a usarse en la reduccio´n
del modelo. E´stas se basan en algoritmos iterativos para la resolucio´n de problemas gene-
ralizados de autovalores, a los cuales se les incorpora criterios de base f´ısica para realizar
la seleccio´n modal y la construccio´n de la base del subespacio de autovectores. Dada su
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calcular los modos de un problema generalizado, sime´trico y definido positivo; haciendo
e´nfasis en los requerimientos de implementacio´n necesarios para asegurar su eficiencia.
Tambie´n se describen las caracter´ısticas generales de EVMPACK; librer´ıa de programas
que implementa la simulacio´n de modelos de flujo subterra´neo mediante el MAV con com-
presio´n selectiva y enmascaramiento modal. Al respecto, se realiza una discusio´n detallada
de los criterios que fueron tenidos en cuenta al implementar los algoritmos de generacio´n
modal. Por u´ltimo, se muestran aplicaciones de la metodolog´ıa propuesta para reducir los
modelos de flujo de dos acu´ıferos sencillos. El primero corresponde al acu´ıfero de referencia
analizado en las secciones 3.6 y 4.4, mientras que el segundo es un acu´ıfero rectangular
heteroge´neo sometido a un par de acciones exteriores sencillas y variables en el tiempo. Los
resultados provenientes de los modelos reducidos por el MAV con compresio´n selectiva y
enmascaramiento modal se comparan con los obtenidos usando modelos en DF, donde se
discretizan las derivadas temporales mediante un esquema euleriano impl´ıcito.
6.2. Compresio´n selectiva y enmascaramiento de los
modos efectivos en un modelo de flujo subterra´neo
resuelto mediante el MAV
En los resultados de los experimentos computacionales presentados en los cap´ıtulos 4
y 5 se ha mostrado que el truncamiento conservativo de los modos superiores del espectro
del modelo de flujo es un procedimiento efectivo de reduccio´n. Sin embargo, tambie´n se ha
visto que existen muchos modos residuales contenidos dentro de la fraccio´n del espectro
no truncada cuyo aporte no es significativo en la evaluacio´n de los estados del flujo en el
acu´ıfero. Esta caracter´ıstica ha sido reportado previamente por diferentes autores (Dunbar
y Woodbury, 1989; Gambolati, 1993), quienes tambie´n afirmaron que la reduccio´n modal
por el MAV no parece ser una opcio´n competitiva al ser comparada con otros algoritmos,
por ejemplo el MLAN. Como veremos, la anterior conclusio´n resulta ser apresurada a la
luz de los resultados de los experimentos ejecutados en esta tesis sobre la estructura de la
solucio´n del problema de autovalores asociado al modelo de flujo por el MAV.
De acuerdo con la discusio´n presentada en el apartado 4.4.1, en los modelos de flujo re-
ducidos para acu´ıferos con geometr´ıa regular aparecen gran cantidad de modos residuales
en la franja inferior del espectro del problema de autovalores a medida que la discretizacio´n
espacial de dicho acu´ıfero es ma´s fina y la conexio´n r´ıo-acu´ıfero tiende a ser perfecta. Tam-
bie´n se ha encontrado que dichos modos residuales se asocian a la presencia de coeficientes
de reparto pequen˜os que dependen del tipo de accio´n exterior considerada. Entonces, uti-
lizando convenientemente esta idea ba´sica, se extiende el esquema de solucio´n eficiente de
la EDP de flujo subterra´neo mediante la reduccio´n modal por el MAV, presentada en el
apartado 4.2, introduciendo los siguientes conceptos: modo efectivo, modo residual, l´ımite
de participacio´n modal, ma´scara de estados efectivos y nivel de continuidad del modelo.
Para comenzar, un modo efectivo es aquel que aporta efectivamente a los cambios de
estado del flujo en el acu´ıfero como respuesta a una accio´n exterior aplicada sobre e´ste.
Por el contrario, un modo residual se define como aquel cuyo aporte a los cambios del
estado del flujo en el acu´ıfero, en respuesta a la aplicacio´n de una accio´n exterior sobre
e´ste, es despreciable. De acuerdo con lo anterior, la efectividad de un modo no es una
propiedad intr´ınseca de la solucio´n del problema de autovalores, sino que tambie´n depende
de las caracter´ısticas de la accio´n exterior considerada. Es decir, un modo efectivo para
determinada accio´n exterior, puede ser residual para otra. En consecuencia, la seleccio´n
de los modos efectivos se lleva a cabo estableciendo un l´ımite de participacio´n modal,
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blim [adim.], definido como la cota inferior permisible del coeficiente de reparto que indica
la efectividad de un modo dado con respecto a una accio´n exterior considerada. As´ı, una vez
se ha determinado un valor apropiado para el l´ımite de participacio´n modal, la compresio´n
selectiva del modelo de flujo subterra´neo resuelto por el MAV se obtiene aplicando un filtro
de base f´ısica que viene controlado por los siguiente criterios:{
Si bi,j ≥ blim −→ (λi,vi) es efectivo para AE j
Si bi,j < blim −→ (λi,vi) es residual para AE j
(6.1)
para i = 1, 2, . . . , n y j = 1, 2, . . . , na, donde λi y vi son, respectivamente, el autovalor
y el autovector del i-e´simo modo, n es el nu´mero de nodos usados para la discretizacio´n
espacial del acu´ıfero, na es el nu´mero de acciones exteriores que actu´an sobre e´ste, blim es
un l´ımite de participacio´n modal definido previamente y AE quiere decir accio´n exterior.
Una primera opcio´n para realizar el filtrado de los modos podr´ıa ser mantener u´nicamente
aquellos que cumplan simulta´neamente con la ecuacio´n (6.1) para todas las acciones exte-
riores actuando sobre el acu´ıfero. En general, este criterio resulta ser muy restrictivo y, en
muchas ocasiones, no mejora ostensiblemente la eficiencia de la evaluacio´n de los estados
del acu´ıfero puesto que se incluye el efecto de muchos modos residuales no eliminados. En
todo caso, si se detecta un modo i tal que bi,j < blim ∀ j, con j = 1, 2, . . . , na, e´ste no es
efectivo para ninguna accio´n exterior, por lo cual no se tiene en cuenta en la simulacio´n.
Tambie´n puede ocurrir que un modo sea efectivo so´lo para una de las muchas acciones
exteriores consideradas. En este caso, no es eficiente evaluar los aportes de las dema´s
acciones exteriores en los estados del acu´ıfero si de antemano se conoce que e´stos son
despreciables. Entonces, otra opcio´n ma´s flexible que la antes comentada, ser´ıa mantener
el subconjunto formado por los p modos efectivos para al menos una de las acciones
exteriores actuando sobre el acu´ıfero, superponiendo sobre e´ste una ma´scara de estados
efectivos, Z ∈ Rp×na , definida como la matriz lo´gica que indica cuales son las acciones
exteriores que excitan efectivamente a cada uno de los modos antes mencionados. As´ı pues,
la construccio´n de dicha ma´scara permite considerar u´nicamente los modos efectivos en
el ca´lculo de los estados del acu´ıfero y, en consecuencia, su uso apropiado ahorra muchas
operaciones, acelerando la ejecucio´n del modelo reducido por el MAV. La localizacio´n
de los elementos verdaderos en la ma´scara de estados efectivos (zi,j = verdadero) se
define de acuerdo con los sub´ındices contenidos en un conjunto de enmascaramiento que
se denota como P ⊂ {(i, j) : bi,j ≥ blim; 1 ≤ i ≤ n ∧ 1 ≤ j ≤ na}. En otras palabras, la
configuracio´n de la ma´scara de estados efectivos depende de los criterios impuestos por la
ecuacio´n (6.1). Al respecto, un esquema del funcionamiento de la compresio´n selectiva y
el enmascaramiento modal propuesto para el MAV se presenta en la figura 6.1.
En adelante, se asume que se ha utilizado el criterio (6.1) para construir una matriz
Vˆ ∈ Rn×p donde p n y cada columna, vi para i = 1, 2, . . . , p, se asocia a un autovector
efectivo para al menos una de las acciones exteriores. Se supone adema´s que, durante el
proceso de generacio´n de los modos efectivos se ha ensamblado la matriz de enmascara-
miento, Z. Con lo anterior, la matema´tica de la simulacio´n reducida mediante el MAV con
compresio´n selectiva y enmascaramiento modal opera como se ha descrito en las secciones
4.2 y 4.3, con la diferencia de que p no corresponde al nu´mero de modos inferiores incluidos
en el truncamiento sino que representa la cantidad de modos efectivos para al menos una
accio´n exterior. As´ı, segu´n (4.25), la ecuacio´n de estado del acu´ıfero se escribe como:
Φˆ(t) = Eˆ|∆tΦˆ(t− 1) + Xˆ|∆tFˆ−1Bˆ r(τ)
definiendo que: (i) Eˆ|∆t ∈ Rp×p es la matriz diagonal de decaimiento exponencial efectiva;
(ii) Xˆ|∆t = (ˆI− Eˆ|∆t)Λˆ−1 ∈ Rp×p es una matriz diagonal efectiva donde Λˆ ∈ Rp×p es la
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Límite de participación, blim=10-4
3.3X10-1  2.4X10-1   4.7X10-1   8.5X10-1
6.2X10-2  1.2X10-5   9.7X10-2   1.5X10-2
1.7X10-3  5.1X10-2   6.7X10-5   4.5X10-4
4.1X10-4  1.2X10-5   9.3X10-5   1.5X10-4
1.3X10-5  1.2X10-5   4.7X10-6   8.5X10-7
Matriz de coeficientes de reparto para 
cuatro acciones exteriores, B
Máscara de estados
efectivos, Z
1   1   1   1
1   0   1   1
1   1   0   1
1   0   0   1






AE 1 AE 2 AE 3 AE 4
Figura 6.1. Esquema del funcionamiento de la compresio´n selectiva y el enmascaramiento modal
en el EVM-CSEM.
matriz de autovalores efectivos; (iii) Fˆ ∈ Rp×p es la matriz de volu´menes acumulados bajo
los autovectores efectivos; (iv) Bˆ ∈ Rp×na es la matriz de coeficientes de reparto efectivos;
(v) r(τ) ∈ Rna×1 es el vector de intensidades de las acciones exteriores actuando sobre el
acu´ıfero en el intervalo τ , de duracio´n ∆t; (vi) Φˆ(t) ∈ Rp es el vector de estados efectivos
del acu´ıfero. De forma ana´loga al truncamiento conservativo, el p-e´simo componente del
vector de estados efectivos se impone para preservar la ecuacio´n de continuidad agregada





donde i = 1, 2, . . . , p− 1, j = 1, 2, . . . , na, bi,j es el elemento ubicado en la i-e´sima fila y la
j-e´sima columna de Bˆ y cj = 1 si y so´lo si zi,j = verdadero, de lo contrario cj = 0. Cabe
aclarar que al imponer la conservacio´n de la masa de agua en el modelo, la u´ltima fila de
la matriz Z contiene u´nicamente elementos verdaderos. Por lo tanto, el p-e´simo modo es
efectivo para todas las acciones exteriores. La ma´scara de estados efectivos se usa para
disminuir tanto los requerimientos de almacenamiento virtual de la matriz Bˆ, como el
costo computacional de las operaciones que la involucran. Lo primero se logra adoptando
el uso de formatos dispersos para su representacio´n computacional; lo segundo se obtiene
implementando el producto matriz-vector disperso en la evaluacio´n de los estados del
acu´ıfero. En la ecuacio´n (4.25), el antes mencionado producto disperso se aplica sobre la




cj bi,j rj(τ) (6.3)
donde i = 1, 2, . . . , p, j = 1, 2, . . . , na, rj(τ) es la intensidad de la j-e´sima accio´n exterior
durante el intervalo τ , gi(τ) es la i-e´sima componente del vector g(τ) ∈ Rp que resulta de
efectuar el producto Bˆr(τ) y las dema´s variables se han definido previamente. Ahora bien,
el nivel de continuidad de la j-e´sima accio´n exterior actuando sobre el acu´ıfero, baj [adim.],
se define como el coeficiente de reparto acumulado para los modos efectivos considerados
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donde i = 1, 2, . . . , p− 1, j = 1, 2, . . . , na. Es pertinente aclarar que, como se ha asumido
disponer de una implementacio´n eficiente del producto matriz-vector disperso, las multipli-
caciones por cero en las ecuaciones (6.4) y (6.3) no se efectu´an expl´ıcitamente. En su lugar
se superpone virtualmente la ma´scara de estados efectivos sobre la matriz Bˆ, opera´ndose
u´nicamente sobre los elementos que cumplen con la ecuacio´n (6.1) y siguen el esquema de
dispersio´n dado por los pares de ı´ndices (i, j) que pertenecen al subconjunto P.
Segu´n la analog´ıa de los depo´sitos virtuales de los MPE, el nivel de continuidad re-
presenta el porcentaje del volumen total de agua que entra o sale del acu´ıfero, durante
un intervalo de simulacio´n τ , por efecto de cada accio´n exterior y es almacenado por los
primeros p− 1 modos efectivos del modelo reducido. Por consiguiente, si baj es cercano a
uno, significa que los modos efectivos del modelo son suficientes para representar adecua-
damente los efectos de la j-e´sima accio´n exterior sobre la respuesta agregada del acu´ıfero.
A partir de la anterior observacio´n se propone un criterio de base f´ısica para detener el
ca´lculo de modos efectivos, el cual consiste en ejecutar los siguientes tres pasos para cada
modo: (i) calcular el nivel de continuidad respectivo empleando la ecuacio´n (6.4) para cada
accio´n exterior j, (ii) definir a priori un l´ımite inferior de continuidad, balim ≈ 1, que debe
cumplirse simulta´neamente por todas las acciones exteriores y (iii) evaluar la desigualdad
baj ≥ balim ∀ j, con j = 1, 2, . . . , na. As´ı, de cumplirse el paso (iii), la generacio´n de
los modos efectivos ha terminado y puede ejecutarse la simulacio´n del flujo subterra´neo
mediante el MAV. En el apartado 6.5.5 se describe detalladamente el uso apropiado del
criterio de parada propuesto en los algoritmos de generacio´n implementados.
Algoritmo 6.1: MAV con compresio´n selectiva y enmascaramiento modal (CSEM)
Entrada: Un modelo de flujo subterra´neo cuyo dominio espacial esta´ discretizado por DF.
Salida : Para´metros de control deseados para la planificacio´n evaluados para cada instante t y/o
agregados durante cada intervalo de simulacio´n τ , c(t) y c(τ), respectivamente.
1 Ensamblar las matrices A, S, Ψ del modelo, obtenidas a partir de la representacio´n en DF de las
derivadas espaciales de la EDP de flujo subterra´neo para el MAV.
2 Aplicar el principio de superposicio´n para reduccio´n sobre el modelo, encontrar la solucio´n en
re´gimen permanente u y la condicio´n inicial de la solucio´n en re´gimen transitorio w0 = h0 − u.
3 Generar los modos efectivos aplicando el criterio propuesto en la ecuacio´n (6.1) para obtener las
matrices Vˆ, Λˆ, Fˆ, Bˆ comprimidas y la ma´scara de los estados efectivos, Z.
4 Decidir el valor de ∆t, es decir, la longitud del intervalo de simulacio´n a usar en el modelo.
5 Calcular las matrices diagonales Eˆ|∆t y Xˆ|∆t, almacenadas convenientemente en vectores.
6 Definir los para´metros de control y calcular las matrices de autovectores reducidas efectivas Vˆr
usando ecuaciones desde (2.35) hasta (2.44).
7 Obtener el estado inicial Φˆ(0) expresado como Φˆ(0) = X−1w0 = X∗Sw0.
8 Aplicar la ma´scara de estados efectivos Z sobre Bˆ para almacenarla en formato disperso.
9 para τ = 1 hasta T hacer
10 Calcular g(τ) = Bˆ r(τ) usando ecuacio´n (6.3);
11 Calcular Φˆ(t) = Eˆ|∆tΦˆ(t− 1) + Xˆ|∆tFˆ−1g(τ);









13 Calcular c(t) y/o c(τ) usando ecuaciones desde (2.35) hasta (2.44);
14 fin
Por u´ltimo, se propone un nuevo esquema conceptual, ma´s eficiente, para la simulacio´n
reducida del flujo subterra´neo, el cual ha sido denominado MAV con compresio´n selectiva
y enmascaramiento modal (MAV-CSEM). Sus caracter´ısticas principales se resumen en
el algoritmo 6.1, donde se observa que la secuencia de operaciones es similar a las pre-
sentadas en trabajos anteriores (Andreu, 1984; Andreu y Sahuquillo, 1987; Sahuquillo y
Andreu, 1988; Pulido-Vela´zquez, 2005; Pulido-Vela´zquez et al., 2007a), pero se incluyen
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modificaciones relacionadas a los conceptos introducidos en este apartado, especialmente
en la ejecucio´n de los pasos 3, 8, 10, 11 y 12. En particular, para la ejecucio´n del paso 3
se requiere disponer de una implementacio´n eficiente de un generador iterativo secuencial
de modos efectivos; to´pico que se discute en profundidad en la seccio´n 6.5. Cabe resaltar
que la reduccio´n por el MAV con truncamiento conservativo esta´ contenida dentro de la
reduccio´n por el MAV-CSEM cuando se impone que el l´ımite de participacio´n modal es
igual a cero, por lo tanto todas las entradas de la ma´scara de estados efectivos son unitarias
para todas las acciones exteriores consideradas en la simulacio´n.
6.3. Me´todos para resolver el problema de autovalores
Para la aplicacio´n pra´ctica del MAV es cr´ıtico resolver el problema generalizado de
autovalores sime´trico, real y definido positivo presentado en la ecuacio´n (4.4); tambie´n es
de suma importancia, desde el punto de vista de la eficiencia, considerar que las matrices
de trabajo son de cara´cter disperso, es decir, muchas de sus entradas son cero. As´ı pues,
resulta imperativo identificar las te´cnicas ma´s eficientes para solucionar dicho problema,
las cuales tradicionalmente han sido clasificadas en cinco categor´ıas (Golub y Van Loan,
1996; Bathe, 1996; Trefethen y Bau, 1997; Datta, 2010): (i) me´todos de iteracio´n en el
polinomio caracter´ıstico, (ii) me´todos basados en transformaciones, (iii) me´todos de ite-
raciones en vectores, (iv) me´todos de minimizacio´n del cociente de Rayleigh, (v) me´todos
de proyeccio´n. En la discusio´n que se presenta en los siguientes apartados se establece que
A y S ∈ Rn×n, siendo n el nu´mero de bloques en los cuales se ha discretizado el acu´ıfero.
6.3.1. Me´todos de iteraciones en el polinomio caracter´ıstico
Los autovalores de un problema generalizado pueden calcularse operando sobre su
polinomio caracter´ıstico, el cual existe si y so´lo si det (A− λS) = 0. Su resolucio´n puede
afrontarse mediante estrategias impl´ıcitas o expl´ıcitas. Los me´todos de iteracio´n expl´ıcita
en el polinomio operan en dos pasos. El primero consiste en escribir el polinomio como
p(λ) = a0 + a1λ+ a2λ
2 + . . .+ anλ
n, evaluando sus coeficientes; en el segundo se calculan
sus ra´ıces. En general, si n es grande no se pueden evaluar fa´cilmente los coeficientes
del polinomio pues la expansio´n del determinante asociado requerir´ıa n! operaciones. En
consecuencia, el me´todo se vuelve poco pra´ctico a medida que n aumenta. A pesar de que
parecer´ıa ser el me´todo natural de ca´lculo, tiene la desventaja de estar mal condicionado
dado que errores pequen˜os en los coeficientes generan grandes errores en las ra´ıces del
polinomio, por lo cual ha sido poco utilizado en problemas de gran taman˜o (Bathe, 1996).
Por otro lado, en una solucio´n por iteracio´n impl´ıcita del polinomio se evalu´a p(λ)
sin calcular expl´ıcitamente sus coeficientes (Bathe, 1971; Bathe y Wilson, 1973). El valor
de p(λ) se obtiene realizando una descomposicio´n LU, tal que A − λS = LU, siendo
L, U ∈ Rn×n matrices triangulares superior e inferior, respectivamente, obtenidas sin
llevar a cabo permutaciones. En casos sime´tricos, la anterior factorizacio´n es equivalente
a A − λS = LDL∗, siendo D ∈ Rn×n una matriz diagonal. Por lo tanto, el polinomio
caracter´ıstico se evalu´a como el producto de los elementos diagonales de D. Una vez se
dispone de la evaluacio´n del polinomio, las ra´ıces se calculan usando te´cnicas nume´ricas
cla´sicas iterativas como el me´todo de la secante o el me´todo de Newton-Raphson. El uso
de los me´todos de iteracio´n en el polinomio esta´ limitado a problemas de autovalores de
taman˜o relativamente pequen˜o o cuando se requieren unos pocos modos. Para completar
el ca´lculo de los autovectores asociados puede usarse el me´todo de la iteracio´n inversa.
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6.3.2. Me´todos basados en transformaciones
Dado un problema generalizado de autovalores con A y S no singulares, los me´todos
basados en transformaciones usan las siguientes propiedades ba´sicas de los autovectores:
V∗AV = Λ V∗SV = I (6.5)
donde I ∈ Rn×n es la matriz identidad y la matriz de transformacio´n V ∈ Rn×n
se construye iterativamente. Dicha transformacio´n de semejanza configura otro problema
con los mismos autovalores del original y su esquema ba´sico es reducir las matrices A y
S a la forma diagonal usando operaciones de multiplicacio´n matricial; procedimiento que
se aplica iterativamente seleccionando de forma conveniente una matriz de multiplicacio´n
Uk ∈ Rn×n en la k-e´sima iteracio´n. El me´todo converge a medida que se van forman-
do nuevas matrices semejantes Ak y Sk, las cuales tienen la propiedad de que mientras
k → ∞, Ak → Λ y Sk → I. Si se llega a la u´ltima iteracio´n l, la matriz de autovectores
se representa como Vl = U1U2 . . .Ul. Una opcio´n pra´ctica para transformar el proble-
ma de autovalores generalizado real sime´trico y definido positivo a la forma esta´ndar es
aplicar la descomposicio´n de Cholesky de la forma S = LL∗, donde L ∈ Rn×n es una
matriz triangular inferior. De lo anterior se obtiene un problema de autovalores esta´ndar
equivalente:
CU = ΛU (6.6)
donde C = L−1AL∗ ∈ Rn×n y U = L∗V ∈ Rn×n. Aplicando transformaciones de seme-
janza, es posible reducir la matriz C del problema esta´ndar de (6.6) a una forma cano´nica
donde es fa´cil el ca´lculo de sus autovectores y autovalores. La forma de transformacio´n
ma´s simple es la diagonal con los autovalores, pero no esta´ garantizada su construccio´n en
todos los casos. La forma de Jordan es una matriz diagonal superior con los autovalores en
la diagonal y unos o ceros en la superdiagonal; su construccio´n siempre es posible, pero los
algoritmos existentes no son nume´ricamente estables (Golub y Wilkinson, 1976). La forma
de Schur es la ma´s pra´ctica puesto que siempre es obtenible mediante transformaciones
unitarias (Schur, 1909; Horn y Johnson, 1985; Golub y Van Loan, 1996; Toma´s, 2009).
El me´todo QR (Francis, 1961) obtiene secuencialmente la descomposicio´n de Schur
para una matriz no sime´trica mediante iteraciones de dos pasos. Primero, se obtienen las
matrices Q ∈ Rn×n unitaria y R ∈ Rn×n triangular superior mediante una descomposicio´n
QR. Despue´s, se sustituye la matriz C de la ecuacio´n (6.6) por el producto RQ. Dado que
la convergencia original del me´todo ha demostrado ser lenta, su implementacio´n pra´ctica
usualmente incluye alguna(s) te´cnica(s) de aceleracio´n para mejorar su eficiencia, entre
las cuales se encuentran: la descomposicio´n inicial a la forma cano´nica de Hessenberg,
el desplazamiento impl´ıcito, la deflacio´n o el balanceado de la matriz (Wilkinson, 1968;
Watkins y Elsner, 1991; Watkins, 1993). Se denomina descomposicio´n de Hessenberg a
C = UHU∗, donde U es una matriz que acumula las transformaciones unitarias y H
tiene la forma de Hessenberg superior, es decir, todos los elementos por debajo de la
primera subdiagonal son nulos. Esta descomposicio´n permite obtener una forma de Schur
fa´cilmente calculable ejecutando un nu´mero finito de pasos dentro de un algoritmo estable
(Press et al., 1986; Golub y Van Loan, 1996; Trefethen y Bau, 1997; Datta, 2010).
Tambie´n es posible utilizar la iteracio´n QR para resolver el problema de autovalores en
matrices sime´tricas; sin embargo, existen algoritmos espec´ıficos mucho ma´s eficientes. Por
ejemplo, el me´todo de Jacobi (1846) es una te´cnica de diagonalizacio´n directa, la cual se
basa en construir matrices ortogonales de proyeccio´n U que transforman a C en otra matriz
cuya diagonal principal esta´ formada por los autovalores. El algoritmo ba´sico de la iteracio´n
de Jacobi se describe detalladamente en muchos libros cla´sicos de a´lgebra lineal nume´rica
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(Wilkinson, 1965; Parlett, 1980; Golub y Van Loan, 1996; Trefethen y Bau, 1997; Datta,
2010), algunos de los cuales ofrecen co´digos eficientes para su ejecucio´n computacional
(Wilkinson y Reinsch, 1971; Press et al., 1986, 1997; Bathe, 1996). Del mismo modo, el
me´todo de biseccio´n permite calcular los autovectores dentro de una regio´n espectral y
luego utilizar la iteracio´n inversa para obtener sus autovalores respectivos; puede llegar a
ser muy eficaz para intervalos pequen˜os o para el espectro completo si los autovalores de
la matriz C se encuentran bien separados entre s´ı (Kahan, 1966; Trefethen y Bau, 1997).
El me´todo QL es el equivalente del me´todo QR, pero ha sido particularmente desarro-
llado para ser aplicado sobre matrices sime´tricas. Su transformacio´n inicial de aceleracio´n
consiste en reducir la matriz C a la forma cano´nica tridiagonal aplicando el me´todo de
Householder (1958). Posteriormente, sobre dicha matriz tridiagonal se realiza iterativa-
mente la factorizacio´n QL usando rotaciones de Jacobi del lado izquierdo con el propo´sito
de eliminar los elementos de la superdiagonal. Al mismo tiempo, se emplean rotaciones de
Givens (1959) en cada iteracio´n con el fin de preservar la tridiagonalidad durante las trans-
formaciones de semejanza (Wilkinson, 1965, 1968; Press et al., 1986, 1997). Por u´ltimo,
el algoritmo es recursivo, separa la matriz tridiagonal en dos partes, resuelve el problema
en cada parte y, finalmente, une las dos soluciones. Es considerado como el me´todo ma´s
eficiente para obtener todos autovalores de una matriz sime´trica densa (Cuppen, 1980; Gu
y Eisenstat, 1995; Demmel, 1997; Arbenz y Kressner, 2010).
Los me´todos por transformaciones, especialmente el algoritmo QR, han probado ser los
ma´s eficientes cuando se desean calcular todos los modos en matrices densas. Los paquetes
EISPACK (Smith et al., 1976) y LAPACK (Anderson et al., 1999) proporcionan gran cantidad
de implementaciones secuenciales y paralelas para los algoritmos tratados en este apartado.
En especial, el uso de LAPACK ha sido extendido desde los an˜os setenta pues ha probado ser
robusto, eficiente y ha sido validado en diferentes aplicaciones pra´cticas (co´digo, software
y manuales esta´n disponibles en la pa´gina web de Netlib, http://www.netlib.org/lapack/ ).
6.3.3. Me´todos de iteracio´n en vectores
Los me´todos por transformaciones no son los ma´s adecuados para calcular los modos
de matrices dispersas, puesto que las transformaciones de semejanza destruyen progre-
sivamente la estructura de la matriz inicial. Si solamente se desea calcular unos pocos
autovalores, son ma´s pertinentes los me´todos basados en el producto matriz-vector; ope-
racio´n que se puede programar eficientemente almacenando u´nicamente los elementos no
nulos de las matrices del problema generalizado de autovalores, con el consiguiente ahorro
de memoria y operaciones aritme´ticas (Toma´s, 2009). La propiedad ba´sica que se usa en
estos me´todos es Av = λSv y se opera iterativamente sobre ella con el fin de mejorar la
aproximacio´n del autovalor gradualmente.
El me´todo de la potencia obtiene el autovalor de mayor mo´dulo y su autovector asociado
(von Mises y Pollaczek-Geiringer, 1929; Wilkinson, 1965). Su uso pra´ctico es limitado
debido, principalmente, a que su velocidad de convergencia es lineal, reduciendo el error
de aproximacio´n por un factor constante en cada iteracio´n, lo cual es poco eficiente. Ma´s
au´n, si los autovalores de mayor magnitud se encuentran poco separados, la convergencia
de este me´todo puede ser muy lenta (Householder, 1964; Trefethen y Bau, 1997).
Una forma de mejorar las propiedades de ca´lculo de las iteraciones vectoriales es aplicar
un desplazamiento sobre la transformacio´n inversa espectral, procedimiento conocido como
iteracio´n inversa. De forma ana´loga al me´todo de la potencia, el me´todo de la iteracio´n
inversa manifiesta convergencia lineal, pero tiene la ventaja de que se puede escoger el
autovector a estimar si se conoce una aproximacio´n σ de su autovalor asociado. Ma´s au´n,
la velocidad de convergencia se puede controlar dado que e´sta depende del valor escogido
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para σ. As´ı, en el problema de autovalores generalizado, la iteracio´n inversa consiste en
resolver un sistema de ecuaciones lineales expresado como sigue (Pohlhausen, 1921):
(A− σS) vk+1 = (λk − σ) Svk (6.7)
para la nueva aproximacio´n del autovector vk+1, donde el vector inicial de iteracio´n,
v0 ∈ Rn, es ortonormal a S. En la pra´ctica, la forma ma´s eficiente de operar sobre (6.7)
es evitar calcular expl´ıcitamente la inversa del factor (A− σS) y resolver el sistema de
ecuaciones lineales usando un me´todo iterativo. Cuando se conoce un autovalor, el sistema
de ecuaciones en (6.7) es casi singular y su nu´mero de condicio´n es elevado, lo cual implica
errores grandes al tratar de solucionar iterativamente dicho sistema. A pesar de ello, se ha
demostrado que dicho error siempre apunta en la direccio´n correcta, es decir, as´ı el error
de aproximacio´n obtenido sea grande, el autovector deseado siempre converge (Arbenz y
Kressner, 2010). El problema principal de la iteracio´n inversa es que no detecta pares de
autovalores conjugados en matrices reales no sime´tricas (Golub y van der Vorst, 2000).
La convergencia de la iteracio´n inversa se acelera usando la aproximacio´n de un auto-
valor como desplazamiento en la iteracio´n siguiente y evaluando el cociente de Rayleigh
para obtener el autovalor λ a partir de su autovector asociado v (Lord Rayleigh, 1937):




donde ρ(v) es el cociente de Rayleigh generalizado y se establece que σk = λk. La conver-
gencia de este algoritmo es muy ra´pida, si el desplazamiento se encuentra lo suficientemente
cerca de un autovalor, cada iteracio´n triplica el nu´mero de d´ıgitos de precisio´n (Ostrowski,
1958-1959). La velocidad operativa de la iteracio´n inversa mejora au´n ma´s cuando se tra-
baja con matrices dispersas y se realizan los productos matriz-vector de forma conveniente,
aprovechando la configuracio´n de las matrices. En el caso de solucionar la EDP de flujo
subterra´neo por DF, S es diagonal sin elementos nulos y no existe el riesgo de sobre flujo
en las operaciones nume´ricas. Adema´s, puede usarse un precondicionador eficiente para
acelerar la solucio´n de los sistemas de ecuaciones lineales generados en la iteracio´n inversa.
Considerando los factores anteriores, la iteracio´n del cociente de Rayleigh se expresa como:





y, teo´ricamente, el sistema (6.9) se resuelve para el modo ma´s cercano al desplazamiento.
La iteracio´n del cociente de Rayleigh puede converger a cualquier modo. Por lo tanto, si
se esta´ interesado en los m modos ma´s pequen˜os, se pueden usar diversas te´cnicas para
obtenerlos progresivamente en orden ascendente, asegurando la convergencia a un modo
diferente cada vez. La primera opcio´n es realizar la deflacio´n de la matriz A, lo cual tiene
la desventaja de que los autovectores deben ser calculados con muy alta precisio´n para
evitar la acumulacio´n de errores de redondeo. Wilkinson (1965) y Parlett (1980) presentan
revisiones acerca de los diferentes me´todos para llevar a cabo la deflacio´n matricial.
Otra opcio´n es usar la deflacio´n sobre el vector de iteracio´n, lo cual consiste en empezar
los ca´lculos para el l-e´simo modo usando un vector ortogonal a S y de norma unitaria, que
a su vez es ortogonal a los l− 1 autovectores disponibles. As´ı, se elimina la posibilidad de
que la convergencia se lleve a cabo en la direccio´n de algu´n autovector disponible.
Una te´cnica sencilla y eficiente para llevar a cabo la deflacio´n vectorial es el Proceso
de Gram-Schmidt (PGS), que consiste de tres pasos: (i) realizar una proyeccio´n ortogonal
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del l-e´simo autovector en el subespacio generado por los l − 1 autovectores disponibles al
comenzar la iteracio´n l, (ii) la proyeccio´n obtenida se sustrae del vector original y (iii)
el vector ortogonal obtenido puede normalizarse o no, de acuerdo con las necesidades de
generacio´n del subespacio. Existen dos versiones del PGS, la cla´sica y la modificada. De
resultados obtenidos en aplicaciones pra´cticas, ha sido ampliamente discutido que el PGS
cla´sico presenta problemas de estabilidad nume´rica, por lo cual es ma´s usual el uso de la
versio´n modificada. Igualmente, diversos autores manifiestan que, para calcular autovalo-
res, la pe´rdida de ortogonalidad durante la ejecucio´n del PGS puede afectar enormemente
la confiabilidad en los resultados obtenidos (Braconnier et al., 2000; Herna´ndez et al.,
2007b). Al respecto, Giraud et al. (2005) han mostrado que el PGS modificado es menos
sensible a la pe´rdida de ortogonalidad que el cla´sico, confirmando las observaciones expe-
rimentales de diferentes investigadores (Rice, 1966; Wilkinson, 1965; Ruhe, 1983; Bjo¨rck
y Paige, 1992; Trefethen y Bau, 1997; Giraud y Langou, 2002; Herna´ndez et al., 2007b).
A pesar de que el PGS modificado es nume´ricamente superior al cla´sico, proporciona
poca ortogonalidad en muchos casos (Herna´ndez et al., 2007b). Una alternativa para re-
solver lo anterior es usar un algoritmo de reortogonalizacio´n para aplicar repetidamente
el PGS sobre el vector a ortogonalizar hasta que se cumpla cierto criterio de convergen-
cia. Este proceso opera iterativamente, obteniendo un nuevo vector, parecido al anterior
pero con menor pe´rdida de ortogonalidad en cada aplicacio´n del PGS (Rutishauser, 1967;
Abdelmalek, 1971; Hoffmann, 1989). La desventaja de usar la reortogonalizacio´n es que
aumentan los requerimientos del PGS, con lo cual es necesario usar algu´n criterio para
verificar si es necesario su aplicacio´n. Herna´ndez et al. (2007b) presentan diferentes expre-
siones que permiten la automatizacio´n de los algoritmos de reortogonalizacio´n selectiva.
El criterio de selectividad ma´s usado es el propuesto por Rutishauser (1967), el cual viene
dado en funcio´n de la relacio´n entre las normas de los vectores en iteraciones sucesivas de
la reortogonalizacio´n. De acuerdo con el criterio emp´ırico de Parlett (1980), demostrado
matema´ticamente por Giraud y Langou (2004), para efectos pra´cticos es aceptable aplicar
dos pasadas de ortogonalizacio´n (PGS) sobre bases ortogonales bien condicionadas.
6.3.4. Me´todos de minimizacio´n del cociente de Rayleigh
Los me´todos de iteracio´n en vectores aceleran su convergencia cuando se minimiza
expl´ıcitamente el cociente de Rayleigh (Perdon et al., 1986; Feng y Owen, 1996; Knyazev,
2001). Los me´todos de minimizacio´n del cociente de Rayleigh son aplicables a matrices
hermitianas o sime´tricas para problemas de autovalores esta´ndar o generalizados y exhiben
la conveniente propiedad de que su convergencia para los menores autovalores es muy
ra´pida (Gambolati et al., 1988a; Feng y Owen, 1996). Inicialmente, se define una direccio´n
de bu´squeda pk ∈ Rn para cada autovector durante la k-e´sima iteracio´n tal que:
vk+1 = vk + δkpk (6.11)
donde el para´metro δk se calcula para minimizar el cociente de Rayleigh durante la itera-
cio´n actual. De acuerdo con lo anterior, minimizando ρ (vk + δkpk) se llega a un problema
























Existen diferentes opciones para escoger la direccio´n de ca´ıda en la k-e´sima iteracio´n
de minimizacio´n. Una de ellas es usar el me´todo del ma´ximo descenso, el cual presenta la
desventaja de que puede manifestar lentas velocidades de convergencia hacia los mı´nimos
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(Arbenz et al., 2005; Arbenz y Kressner, 2010). Otra alternativa es usar una estrategia
de bu´squeda basada en gradientes conjugados. Feng y Owen (1996) discuten ampliamente
acerca de las diferentes alternativas existentes para calcular dicho gradiente.
Gambolati et al. (1988a) proponen el Me´todo Acelerado de los Gradientes Conjugados
con Deflacio´n (MAGCD), procedimiento que ha probado ser muy competitivo para ge-
nerar los modos inferiores de un problema de autovalores generalizado. Diferentes autores
presentan estudios nume´ricos cuyos resultados indican que el MAGCD es ma´s eficiente que
los me´todos de proyeccio´n para evaluar so´lo unos pocos modos dominantes de la parte baja
del espectro del problema de autovalores generalizado sime´trico (Sartoretto et al., 1989;
Gambolati, 1993; Bergamaschi et al., 1996; Bergamaschi y Putti, 2002; Gambolati y Putti,
2005). PDACG es una librer´ıa de programas escrita en lenguajes C y FORTRAN que imple-
menta al MAGCD, cuya caracter´ıstica principal es que calcula el producto matriz-vector
de forma paralela (disponible en: http://www.dmsa.unipd.it/sartoret/Pdacg/pdacg.htm).
Una alternativa al MAGCD, propuesta por Knyazev (2001), es el Me´todo del Gra-
diente Conjugado Localmente O´ptimo (MGCLOP). A pesar de que la filosof´ıa de ambas
metodolog´ıas es similar, MGCLOP minimiza simulta´neamente los diferentes para´metros
asociados con la linealizacio´n de cociente de Rayleigh para acelerar la convergencia de
las iteraciones de minimizacio´n. En recientes aplicaciones, MAGCD y MGCLOP adap-
tan diferentes te´cnicas de precondicionamiento del problema de autovalores generalizado
para mejorar la estabilidad nume´rica de las soluciones y acelerar su convergencia modal
(Bergamaschi y Pini, 2000; Bergamaschi et al., 2007; Knyazev et al., 2007).
6.3.5. Me´todos de proyeccio´n
Los me´todos de proyeccio´n construyen un subespacio con ciertas caracter´ısticas para
aplicar el procedimiento de Rayleigh-Ritz. La construccio´n de la base del subespacio se
basa en productos de las matrices del problema y en algu´n procedimiento para garantizar
la ortogonalidad de los vectores generados. As´ı, el ca´lculo de los autovalores de la matriz
proyectada se realiza efectuando transformaciones de semejanza (Toma´s, 2009).
El me´todo de la iteracio´n del subespacio (Bauer, 1957) es una extensio´n de los me´todos
por iteracio´n en vectores. El procedimiento consiste en aproximar los modos mediante un
ana´lisis Rayleigh-Ritz que proyecta el problema de autovalores en un subespacio de taman˜o
p, ma´s pequen˜o que la dimensio´n n del original. Para ello deben ejecutarse cinco pasos
principales (Rutishauser, 1969, 1970; Bathe, 1971; Golub y Van Loan, 1996): (i) construir
una base ortonormal U = span{u1,u2, . . . ,up} y formar una matriz U ∈ Rp×p cuyas
columnas son los vectores generadores, (ii) calcular las proyecciones de las matrices del
problema general de autovalores dadas como Au ≡ U∗AU y Su = U∗SU, formando
un problema de autovalores reducido en el subespacio de proyeccio´n U , (iii) resolver el
nuevo problema de autovalores reducido AuVu = ΛuSuVu, (iv) seleccionar los autovalores
requeridos y, finalmente, (v) aproximar los autovectores del problema original evaluando
V = UVu. Los autovalores y autovectores obtenidos mediante este procedimiento se
conocen como valores y vectores de Ritz, respectivamente. Al final de cada iteracio´n se usa
el PGS para mantener la ortonormalidad de la base del subespacio generado, dando lugar
a un costo computacional alto debido a que deben ortogonalizarse todos los vectores de
iteracio´n cada vez. Por ende, si se requieren muchos modos, el me´todo es poco competitivo.
Stewart (1976) discute acerca de las propiedades de convergencia del me´todo de la
iteracio´n en el subespacio. E´l afirma que este me´todo manifiesta una lenta convergencia y
puede requerir la ejecucio´n de un gran nu´mero de iteraciones para alcanzar aproximaciones
aceptables de los autovectores, dependiendo de la cercan´ıa entre el subespacio inicial y el
espacio de convergencia (Bathe, 1996). A pesar de que la eleccio´n de la primera aproxi-
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macio´n del subespacio es muy importante para mejorar el comportamiento del me´todo,
no existe un algoritmo general para su construccio´n. Au´n as´ı, Bathe (1971) ha propuesto
un esquema emp´ırico de inicializacio´n basado en las propiedades de S, afirmando que es
importante que la primera aproximacio´n del subespacio excite los modos deseados. Igual-
mente, una implementacio´n del me´todo de la iteracio´n en el subespacio en FORTRAN77
para el caso sime´trico es presentada por Bathe (1996). Stewart (1978) presenta la subruti-
na SRRIT, escrita en FORTRAN77, que implementa la resolucio´n de problemas de autovalores
usando la iteracio´n en el subespacio con una extensio´n para matrices no sime´tricas.
Alternativamente, los me´todos de proyeccio´n tambie´n se han planteado de forma que
sea posible el uso de subespacios aproximados invariantes, los cuales se construyen para
que se cumpla la condicio´n de Petrov-Galerkin (Antoulas, 2005). Una opcio´n para efectuar
la proyeccio´n del problema de autovalores es construir un subespacio de Krylov (1931),
para la matriz A y un vector inicial arbitrario x0 ∈ Rn, cuya estructura se define como:
κp (A,x0) ≡ span{Ax0,A2x0, . . . ,Ap−1x0} (6.13)
donde p es la dimensio´n ma´xima del subespacio. El me´todo de Arnoldi (1951) construye un
subespacio de Krylov para matrices generales no sime´tricas, manifestando las siguientes
caracter´ısticas principales: (i) se obtiene una matriz de factores H de la forma cano´nica de
Hessenberg, (ii) se utiliza elPGS para garantizar la ortogonalidad contra todos los vectores
de la base de Krylov calculados en las iteraciones anteriores, (iii) la forma del subespacio
permite aplicar el procedimiento de Rayleigh-Ritz aprovechando los ca´lculos realizados
durante la ortogonalizacio´n y (iv) se obtiene una estimacio´n del residuo sin necesidad
de calcularlo expl´ıcitamente. El me´todo de Lanczos (1950) puede considerarse como una
extensio´n del me´todo de Arnoldi para matrices hermitianas que produce una matriz de
factores Π con la forma cano´nica tridiagonal. En la pra´ctica, este me´todo ha mostrado una
caracter´ıstica inco´moda, cuando se trabaja en aritme´tica de precisio´n finita el proceso de
tridiagonalizacio´n no es suficiente para garantizar la ortogonalidad entre todos los vectores
de la base del subespacio de Krylov (Wilkinson, 1958; Paige, 1976, 1980; Kahan y Parlett,
1987; Cullum y Willoughby, 2002; Komzsik, 2003), lo cual tiene la consecuencia de que el
me´todo calcule autovalores repetidos o incluso espurios. Igualmente, Engeli et al. (1959)
demostraron que la terminacio´n finita de la iteracio´n de Lanczos en n pasos no tiene
significado pra´ctico. Paige (1980) fue el primero en usar el me´todo de Lanczos dentro de
un esquema iterativo para obtener soluciones correctas para los autovalores.
Para solucionar el problema de la pe´rdida de ortogonalidad en la generacio´n de los vec-
tores Lanczos existen varias posibilidades. Una es aplicar la reortogonalizacio´n completa,
selectiva o parcial (Parlett y Scott, 1979; Simon, 1984), usando algu´n criterio de parada
para el PGS iterativo, como se presento´ en el apartado 6.3.3. Alternativamente, se puede
plantear algu´n proceso heur´ıstico para eliminar los autovectores no va´lidos (Toma´s, 2009).
En matrices sime´tricas, reales y definidas positivas puede usarse la transformacio´n des-
crita en el apartado 6.3.2 para reducir el problema generalizado en un problema esta´ndar,
de la forma dada en la ecuacio´n (6.6) y aplicar el me´todo de Lanczos esta´ndar para en-
contrar los autovalores del problema (Cullum y Willoughby, 2002). Sin embargo, cuando
se desea encontrar los autovalores ma´s pequen˜os del problema generalizado, es ma´s conve-
niente plantear la iteracio´n de Lanczos sobre la transformacio´n espectral inversa, segu´n el
esquema matema´tico presentado por Ruhe (1984), me´todo popularmente conocido como
Lanczos racional (Antoulas, 2005). Por otra parte, el principal inconveniente de los me´to-
dos de Krylov es que sus requerimientos de almacenamiento y ejecucio´n crecen a medida
que avanza la ejecucio´n de las iteraciones de Arnoldi o Lanczos, debido tanto al aumento
del taman˜o de la base del subespacio asociado, como a la ejecucio´n de la reortogonalizacio´n
sobre los vectores generadores.
i
i






CAPI´TULO 6. COMPRESIO´N SELECTIVA, ENMASCARA... 147
Para evitar lo anterior se utilizan te´cnicas de reinicio, las cuales consisten en detener
el me´todo cuando se obtiene una base del subespacio de Krylov de taman˜o razonable y,
posteriormente, construir una nueva base aprovechando los vectores de la base anterior.
El reinicio expl´ıcito es la te´cnica ma´s sencilla y utiliza como vector inicial de la nueva
base una combinacio´n lineal de los vectores de Schur obtenidos a partir de la base anterior
(Saad, 1984; Herna´ndez et al., 2007a,d; Nicely, 2008). Por su parte, el reinicio impl´ıcito
(Sorensen, 1992) es ma´s complicado, pero permite reutilizar varios vectores de Schur como
inicio de la nueva base, mejorando ostensiblemente la convergencia.
Recientemente se ha propuesto el me´todo de Krylov-Schur (Stewart, 2001) como una
alternativa ma´s sencilla que el reinicio impl´ıcito. La versio´n de este me´todo para matrices
hermitianas se conoce como me´todo de Lanczos con reinicio grueso (Wu y Simon, 2000).
De la misma forma que la iteracio´n del subespacio puede verse como una extensio´n del
me´todo de la potencia, pueden plantearse me´todos de Krylov a bloques, es decir, que
trabajen con varios vectores simulta´neamente. Estos me´todos presentan ventajas a la hora
de trabajar con autovalores mu´ltiples y se basan en operaciones del tipo matriz por matriz.
Sin embargo, su implementacio´n resulta compleja y la velocidad de convergencia no suele
mejorar con respecto al me´todo con un solo vector (Komzsik, 2003; Toma´s, 2009).
El me´todo de Lanczos tambie´n puede usarse para calcular los autovalores de una matriz
no sime´trica, en su versio´n por dos lados. Cullum y Willoughby (1986) presentan un co´digo
para resolver este tipo de problemas que incluye una estrategia para la deteccio´n de auto-
valores espurios. De la misma forma, Parlett et al. (1985) proponen la te´cnica de bu´squeda
futura para mejorar la estabilidad del proceso de tridiagonalizacio´n por dos lados, mientras
que Freund y Nachtigal (1996) proponen una versio´n mejorada de la bu´squeda futura y
presentan te´cnicas de ca´lculo de autovalores basadas en la minimizacio´n de residuales.
Existen muchas implementaciones que resuelven problemas de autovalores usando
te´cnicas de Krylov. ARPACK (Lehoucq et al., 1998) es una librer´ıa eficiente y robusta que
permite la solucio´n de problemas de autovalores generales usando el me´todo de Arnoldi con
reinicio impl´ıcito. Para matrices hermitianas, ARPACK usa el me´todo de Lanczos con reor-
togonalizacio´n completa y reinicio impl´ıcito (disponible en http://www.caam.rice.edu/soft-
ware/ARPACK/ ). TRLAN (Wu y Simon, 1999, 2000) es una librer´ıa que calcula los auto-
valores de una matriz sime´trica usando el me´todo de Lanczos con reinicio grueso, que ha
sido implementada de forma paralela en FORTRAN90 (disponible en http://crd.lbl.gov/ ke-
wu/trlan.html). Herna´ndez et al. (2011) presentan SLEPc (disponible en http://www.gry-
cap.upv.es/slepc/ ), una librer´ıa paralela escalable para solucionar problemas de autovalo-
res mediante me´todos de Krylov que abarca la mayor´ıa de las situaciones pra´cticas que se
pueden encontrar en la resolucio´n de dichos problemas cuando las matrices son dispersas.
Un me´todo alternativo a los presentados hasta ahora es el propuesto por Davidson
(1975), que trabaja con un subespacio que no es de Krylov, an˜adiendo vectores para co-
rregir las aproximaciones al autovector obtenidas con el subespacio anterior. El me´todo de
Jacobi-Davidson (Sleijpen y Van Der Vorst, 1996) utiliza una aproximacio´n al nuevo vector
pero an˜adiendo la restriccio´n de ortogonalidad a la generacio´n del subespacio de iteracio´n.
De forma similar, el me´todo generalizado de Jacobi-Davidson (Sleijpen et al., 1996; Fokke-
ma et al., 1998; Van Noorden y Rommes, 2007) usa una condicio´n de Petrov-Galerkin para
calcular los modos aproximados del problema generalizado de autovalores. Para reducir
el coste de los me´todos Jacobi-Davidson tambie´n se pueden aplicar te´cnicas de reinicio o
variantes por bloques (Stathopoulos y Saad, 1998; Sadkane y Sidje, 1998; Stathopoulos y
McCombs, 1999). La librer´ıa JADAMILU (Bollho¨fer y Notay, 2007) presenta una implemen-
tacio´n en FORTRAN77 del me´todo de Jacobi-Davidson que incorpora un precondicionamien-
to de factorizacio´n incompleta (disponible en http://homepages.ulb.ac.be/ jadamilu/ ).
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6.4. EVMPACK, la librer´ıa para la simulacio´n del flujo
subterra´neo mediante el MAV-CSEM
La modelacio´n reducida del flujo en un acu´ıfero irregular y heteroge´neo mediante el
MAV-CSEM se ha implementado en la librer´ıa EVMPACK, escrita en el lenguaje FORTRAN90.
Para efectos pra´cticos, la aproximacio´n de las derivadas espaciales de la EDP de flujo sub-
terra´neo se realiza mediante el esquema de DF de cinco puntos presentado en el apartado
2.8.1, como se muestra en la figura 2.5, mientras que la simulacio´n del flujo se lleva a cabo
usando las expresiones matema´ticas presentadas en las secciones 2.8, 2.9, 4.2, 4.3 y 6.2.
EVMPACK ha sido implementada en mo´dulos, cada uno de los cuales se ocupa de dife-
rentes procedimientos computacionales dentro del esquema de simulacio´n. As´ı, se dispone
de mo´dulos para: (i) ejecutar operaciones matema´ticas ba´sicas frecuentemente usadas en
otros programas; (ii) leer los datos y escribir de los resultados de simulaciones, (iii) in-
terpretar la geometr´ıa del acu´ıfero, (iv) crear la topolog´ıa de conexio´n entre los bloques
activos y entre e´stos con los bloques de condiciones de contorno, (v) ensamblar las matrices
de la ecuacio´n matricial-diferencial de flujo, (vi) generar los modos efectivos usados para
reducir del modelo, (vi) simular el flujo en el acu´ıfero mediante diferentes variantes del
MAV y (vii) calcular los diferentes para´metros de control predefinidos. Dado lo anterior,
para facilitar el desarrollo futuro de la librer´ıa, en todos sus mo´dulos se implementa una
interfaz expl´ıcita de usuario para cada una de las subrutinas y funciones contenidas.
Por u´ltimo, cabe resaltar que EVMPACK no usa ningu´n tipo de implementacio´n paralela
para la ejecucio´n de las simulaciones de flujo subterra´neo o durante la generacio´n de los
modos efectivos del modelo; sin embargo, se aprovecha la distribucio´n de memoria virtual
inherente a las funciones intr´ınsecas de FORTRAN90, especialmente en las operaciones ba´si-
cas de producto matriz-matriz, matriz-vector, construccio´n de matrices y almacenamiento
disperso de las mismas. En todo caso, la eficiencia de las rutinas construidas para EVMPACK
viene asegurada por los esquemas conceptuales de los me´todos implementados y el uso
conveniente de las estructuras matriciales en las operaciones de ca´lculo.
6.5. Generacio´n eficiente de modos efectivos para si-
mular el flujo subterra´neo usando el MAV-CSEM
Disponer de implementaciones eficientes de me´todos iterativos para la solucio´n de pro-
blemas de autovalores es fundamental para asegurar la eficiencia operativa de los esquemas
de reduccio´n. Esto es particularmente cr´ıtico para el MAV puesto que el taman˜o del pro-
blema de autovalores generalizado de la ecuacio´n (4.4) viene dado por el nu´mero de nodos
usados para representar el dominio del acu´ıfero. Entonces, si la discretizacio´n espacial
del modelo es muy fina, desde el punto de vista computacional, el ca´lculo de los modos
efectivos es ma´s demandante que la simulacio´n transitoria del flujo propiamente dicha.
En la seccio´n 6.3 se presento´ una revisio´n bibliogra´fica acerca de los me´todos existentes
para la solucio´n del problema de autovalores generalizado, sime´trico y definido positivo.
A partir de dicha revisio´n y considerando las caracter´ısticas de la reduccio´n modal por
el MAV, se concluye que un aumento importante de la eficiencia en la generacio´n de los
modos efectivos de reduccio´n se logra implementando algoritmos que hayan sido concebidos
para calcular eficazmente fracciones pequen˜as del espectro del problema de autovalores
generalizado. Tambie´n es deseable que estos algoritmos no se basen en transformaciones de
las matrices A y S puesto que los procedimientos existentes: (i) son aplicables u´nicamente
cuando las matrices esta´n almacenadas en formato denso, es decir, se debe almacenar todos
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los elementos de A y S, incluyendo ceros, (ii) siempre generan todos los modos del sistema
y (iii) deben ejecutar un nu´mero de operaciones que depende del nu´mero de nodos del
modelo elevado al cubo. Por lo tanto, si la discretizacio´n espacial del modelo es muy fina,
no es eficiente su aplicacio´n en la generacio´n de los modos efectivos en el MAV-CSEM.
En esta investigacio´n el intere´s se ha centrado en los me´todos de minimizacio´n del
cociente de Rayleigh y el me´todo racional de Lanczos. El uso eficiente de ambas te´cnicas
pasa por la adaptacio´n de sus esquemas iterativos en la generacio´n de los modos efectivos,
la construccio´n de la ma´scara de estados efectivos y la incorporacio´n de criterios de parada
basados en los niveles de continuidad de la acciones exteriores. Existen muchas razones para
justificar la seleccio´n de dichos me´todos por encima de otras opciones igualmente va´lidas,
pero las ma´s sobresalientes son: (i) su eficiencia para solucionar problemas de autovalores
sime´tricos y definidos positivos, (ii) determinan fracciones seleccionadas del espectro en
problemas de autovalores generalizados, (iii) es posible implementarlos conservando la
estructura dispersa de las matrices A y S y (iv) se basan en el producto matriz-vector.
Tambie´n es necesario disponer de una implementacio´n eficiente del me´todo de la ite-
racio´n QL con desplazamiento impl´ıcito para matrices tridiagonales, pues e´sta se usa
convenientemente para calcular los valores de Ritz durante la aplicacio´n del me´todo de
Lanczos. Al respecto, la implementacio´n presentada por Press et al. (1986, 1997), similar a
la existente en la librer´ıa EISPACK (Smith et al., 1976), es eficiente para solucionar este tipo
de problemas por que trabaja sobre las componentes no nulas del problema y mantiene el
cara´cter tridiagonal de la matriz a medida que se realizan las transformaciones.
Igualmente, es necesario preparar una implementacio´n dispersa de la iteracio´n inversa
debido a que los me´todos de minimizacio´n del cociente de Rayleigh requieren conocer el
autovector asociado al autovalor de menor magnitud antes de comenzar a resolver secuen-
cialmente el problema de autovalores generalizado para los modos superiores.
6.5.1. Resolucio´n de los sistemas de ecuaciones lineales en la ge-
neracio´n de los autovectores para el MAV
Un requisito de suma importancia para asegurar eficiencia en los generadores de modos
efectivos es la construccio´n de rutinas ra´pidas para resolver los Sistemas de Ecuaciones
Lineales Dispersos (SELD) que surgen en algunos pasos intermedios de los algoritmos im-
plementados en EVMPACK. Aludiendo a su confiabilidad, diferentes investigadores han usado
me´todos directos basados en factorizaciones matriciales, con sustitucio´n hacia atra´s (o ade-
lante), para encontrar las inco´gnitas de dichos SELD (Dunbar y Woodbury, 1989; Mackay
y Law, 1992; Zhang, 2000). Lo anterior no es conveniente cuando se aplican repetidamente
desplazamientos espectrales expl´ıcitos sobre las matrices del problema de autovalores, por
ejemplo para resolver la iteracio´n del cociente de Rayleigh. Esto se debe a que (Remson et
al., 1971): (i) es necesario ejecutar la factorizacio´n durante cada iteracio´n puesto que la
matriz de coeficientes se modifica en cada desplazamiento, (ii) si las matrices son grandes
y deben generarse muchos modos para asegurar la reduccio´n adecuada del modelo, el costo
operativo y de almacenamiento de la resolucio´n de los SELD es prohibitivo y (iii) pueden
generarse errores por redondeo nume´rico.
As´ı, para asegurar la eficiencia y fiabilidad, los SELD que surgen en la generacio´n de
los modos se resuelven mediante me´todos iterativos basados en los subespacios de Krylov
(Engeli et al., 1959; Saad, 2003; Flores, 2008). Contando con esto, EVMPACK implementa
rutinas para los siguientes algoritmos: (i) la versio´n original del me´todo de los gradien-
tes conjugados para matrices sime´tricas y definidas positivas (Lanczos, 1952; Hestenes
y Stiefel, 1952; Reid, 1971), (ii) el me´todo del gradiente biconjugado (Fletcher, 1976) y
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Algoritmo 6.2: Me´todo del gradiente conjugado (Hestenes y Stiefel, 1952; Saad,
2003).
Entrada: Matrices Aσ y M, vector b y tolerancia del residuo 
Salida : Vector solucio´n v
1 r0 = b−Aσv0; z0 = M−1r0; p0 = z0; j = 0;
2 repita // hasta convergencia
3 j = j + 1;





5 vj+1 = vj + αjpj ;
6 rj+1 = rj − αjAσpj ;
7 zj+1 = M
−1rj+1; //Precondicionar, algoritmos 6.5, 6.6, 6.7





9 pj+1 = zj+1 + βjpj ;
10 hasta que ||rj ||/||b|| < ;
Algoritmo 6.3: Me´todo del gradiente biconjugado (Fletcher, 1976; Saad, 2003).
Entrada: Matrices Aσ y M, vector independiente b y tolerancia del residuo 
Salida : Vector solucio´n v
1 r0 = b−Aσv0;
2 Elegir s0 tal que s0r0 6= 0;
3 z0 = M−1r0; w0 = M−1s0;
4 p0 = r0; q0 = s0; j = 0;
5 repita // hasta convergencia
6 j = j + 1;





8 vj+1 = vj + αjpj ;
9 rj+1 = rj − αjAσpj ; sj+1 = sj − αjA∗σqj ;
10 zj+1 = M
−1rj+1; wj+1 = M−1sj+1; //Precondicionar, algoritmos 6.5, 6.6, 6.7





12 pj+1 = zj+1 + βjpj ; qj+1 = wj+1 + βjqj ;
13 hasta que ||rj ||/||b|| < ;
Algoritmo 6.4: GMRES (Saad y Schultz, 1986; Saad, 2003).
Entrada: Matrices Aσ y M, vector independiente b y vector de residuos e
Salida : Vector solucio´n v
1 r0 = M−1(b−Aσv0);
2 β = ||r0||2; x1 = r0/β;
3 Definir H ∈ R(m+1)×(m) y H = 0 para j = 1, 2, . . . ,m hacer // Iteraciones de aproximacio´n
4 w = M−1Aσxj ; //Precondicionar, algoritmos 6.5, 6.6, 6.7
5 para i = 1, 2, . . . , j hacer // Iteraciones de renovacio´n
6 hi,j = x
∗
iw;
7 w = w − hi,jxi;
8 fin
9 hj+1,j = ||w||2;
10 si hj+1,j = 0 entonces m = j e ir a l´ınea 13; // Encontrar ceros en superdiagonal de H
11 xj+1 = w/hj+1,j ;
12 fin
13 Calcular la factorizacio´n H = QR;
14 C = Q∗(βe);
15 Resolver sistema triangular Ry = c;
16 Calcular aproximacio´n vm = v0 + Vy;
17 si ||Aσvm − b||/||b|| <  entonces termina ejecucio´n;
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(iii) me´todos por mı´nimo residual, MINRES (Paige y Saunders, 1975) y GMRES (Saad
y Schultz, 1986). De estas opciones, la primera es la ma´s eficiente para los SELD que
resultan en la solucio´n de la EDP del flujo subterra´neo por DF, puesto que siempre se
obtienen matrices de coeficientes sime´tricas y definidas positivas. Adema´s, el nu´mero de
operaciones asociadas a los productos vectoriales y matriz-vector es menor y asegura que
la velocidad en la convergencia de la solucio´n es adecuada. Au´n as´ı, los desplazamientos
espectrales expl´ıcitos pueden causar que la matriz de coeficientes deje de ser definida po-
sitiva, por lo que el me´todo del gradiente conjugado original no asegura la convergencia
en la solucio´n del SELD. En estos casos es ma´s conveniente utilizar una variante para
matrices no sime´tricas como los me´todos de gradiente biconjugado, MINRES o GMRES.
En los algoritmos 6.2, 6.3 y 6.4 se presentan las versiones precondicionadas de los
me´todos de gradiente conjugado, gradiente biconjugado y GMRES, respectivamente. En
todos ellos, M representa una matriz de precondicionamiento que mejora el desempen˜o
computacional y de almacenamiento de cada algoritmo en mayor o menor medida, de
acuerdo con la te´cnica de precondicionamiento elegida. Igualmente, como criterio de parada
para los me´todos de resolucio´n de SELD implementados en EVMPACK se establece que
||Aσv−b||/||b|| < ; expresio´n que representa un error relativo del residuo, r = Aσv−b,
que debe cumplirse para asegurar la convergencia de la solucio´n del SELD.
Te´cnicas de precondicionamiento
Es bien conocido que el precondicionamiento es el ingrediente ma´s cr´ıtico en la solucio´n
eficiente de un SELD (Trefethen y Bau, 1997; Benzi, 2002). Su construccio´n viene dada
por una modificacio´n impl´ıcita o expl´ıcita de un SELD que hace posible encontrar su
solucio´n de forma ma´s sencilla por un me´todo iterativo. Con esto, si el SELD modificado
por precondicionamiento se resuelve, por ejemplo empleando un me´todo por subespacios
de Krylov, e´ste suele requerir de una menor cantidad de pasos para alcanzar la conver-
gencia (Saad, 2003). Por consiguiente, un precondicionamiento eficiente debe cumplir las
dos siguientes propiedades ba´sicas: (i) el SELD precondicionado es fa´cil de resolver y
(ii) el precondicionamiento se construye usando poco recurso computacional. Desafortu-
nadamente, estos dos requerimientos compiten entre s´ı, con lo cual una implementacio´n
eficiente para la solucio´n de SELD implica una solucio´n de compromiso entre ambos.
Benzi (2002) ha presentado una extensa revisio´n de las te´cnicas de precondicionamiento
desarrolladas durante el siglo XX, clasifica´ndolas como basadas en: (i) factorizaciones
incompletas, (ii) la aproximacio´n de la inversa de una matriz y (iii) te´cnicas de multi
nivel algebraicas. En el desarrollo conceptual e implementacio´n de los generadores de
modos efectivos para el MAV-CSEM, el intere´s se centra ba´sicamente en la primera
categor´ıa, ba´sicamente por haber sido usadas previamente en la modelacio´n eficiente del
flujo subterra´neo por diferentes autores (McDonald y Harbaugh, 1988; Gambolati et al.,
1988b; Hill, 1990; Larabi y De Smedt, 1994; Hendricks-Franssen, 2000; Naff y Banta, 2008).
Meijerink y van der Vorst (1977) fueron los primeros en reconocer el uso potencial de
la factorizacio´n incompleta como precondicionamiento para resolver un SELD. Una fac-
torizacio´n incompleta es deseable por que, a diferencia de una factorizacio´n completa, que
manifiesta el problema del relleno en las matrices de coeficientes ocasionando la pe´rdida de
su cara´cter disperso, las matrices resultantes respetan el patro´n de dispersio´n de la matriz
original, hasta cierto punto. As´ı, lo que se busca es controlar que la cantidad de proce-
samiento del precondicionamiento no se incremente excesivamente (Flores, 2008). Ahora
bien, una factorizacio´n incompleta plantea la siguiente forma general de descomposicio´n:
Aσ = LU−R (6.14)
i
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Algoritmo 6.5: Factorizacio´n ILU general. Tomado y adaptado de diferentes fuentes
(Saad, 1994b; Golub y Van Loan, 1996; Saad, 2003).
Entrada: Matriz Aσ , patro´n de dispersio´n S
Salida : Matrices L y U que cumplen con S
1 para i = 2, 3, . . . , n hacer // Recorrer filas
2 para k = 1, 2, . . . , i− 1 ∧ (i, j) ∈ S hacer // Escalar elementos
3 ai,k = ai,k/ak,k;
4 para j = k + 1, k + 2, . . . , n y si (i, j) ∈ S hacer // Realizar la descomposicio´n




Algoritmo 6.6: Factorizacio´n ILU con nivel de llenado K. Tomado y adaptado de
diferentes fuentes (Saad, 1994b, 2003).
Entrada: Matriz Aσ , nivel de llenado K
Salida : Matrices L y U que cumplen con el nivel de llenado
1 Definir ni,j para i, j = 1, 2, . . . , n de acuerdo con la ecuacio´n (6.15);
2 para i = 2, 3, . . . , n hacer // Recorrer filas
3 para k = 1, 2, . . . , i− 1 ∧ ni,k ≤ K hacer // Escalar elementos
4 ai,k = ai,k/ak,k;
5 para j = 1, 2, . . . , n hacer // Realizar la descomposicio´n
6 ai,j = ai,j − ai,k ak,j ;




Algoritmo 6.7: Factorizacio´n ILU con descarte basado en magnitud. Tomado y
adaptado de diferentes fuentes (Saad, 2003; Flores, 2008).
Entrada: Matriz Aσ , l´ımite inferior de magnitud τ
Salida : Matrices L y U que cumplen con el l´ımite inferior de magnitud
1 Sea w ∈ R1×n;
2 para i = 2, 3, . . . , n hacer // Recorrer filas
3 Definir que w1:1,1:n = Ai:i,1:n, siendo Ai:i,1:n la i-e´sima fila de Aσ ;
4 para k = 1, 2, . . . , i− 1 ∧ w1,k 6= 0 hacer // Escalar elementos
5 ai,k = ai,k/ak,k;
6 Si |w1,k| ≤ τ entonces w1,k = 0; // Aplicar la regla de eliminacio´n
7 Si w1,k 6= 0 entonces w1:1,1:n = w1:1,1:n − w1,k u1:1,1:n; // Realizar descomposicio´n
8 fin
9 para k = 1, 2, . . . , n y para w1,k 6= 0 hacer // Aplicar regla de eliminacio´n
10 Si |w1,k| ≤ τ entonces w1,k = 0;
11 fin
12 li,j = w1,j para j = 1, 2, . . . , i− 1; // Llenar matrices de descomposicio´n
13 ui,j = w1,j para j = 1, 2, . . . , n;
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donde Aσ = A − σS ∈ Rn×n es una matriz de coeficientes desplazada espectralmente,
L ∈ Rn×n es una matriz triangular inferior, U ∈ Rn×n es una matriz triangular superior
y R ∈ Rn×n es la matriz de errores de la factorizacio´n incompleta que satisface ciertas
restricciones, como tener ceros en algunos de sus elementos. As´ı, definiendo un vector de
ı´ndices n = {1, 2, . . . , n} ∈ Rn, se construye un conjunto S ⊆ n × n de posiciones en la
matriz de coeficientes, permitiendo rellenar u´nicamente en las posiciones de L y U que
pertenecen a S. Las factorizaciones incompletas se diferencian en las reglas impuestas para
descartar los elementos de relleno, es decir, en el procedimiento para construir a S.
De acuerdo con el algoritmo 6.5, un paso de ca´lculo en la construccio´n de una fac-
torizacio´n LU incompleta general puede expresarse como ai,j = ai,j − ai,ka−1k,kak,j , si
(i, k) ∈ S ∧ (i, j) ∈ S para i, j > k. De ah´ı se deduce que la factorizacio´n LU puede fallar
si uno de los elementos diagonales de la matriz de coeficientes se anula en la eliminacio´n
gausiana. Concretamente, si el conjunto S coincide con las posiciones no nulas de Aσ, la
factorizacio´n incompleta se denomina sin relleno. Este tipo de aproximaciones han demos-
trado ser efectivas para solucionar SELD que surgen en discretizaciones de bajo orden
en EDP el´ıpticas escalares, donde obtienen matrices diagonalmente dominantes (Benzi,
2002), como en el caso de la EDP de flujo subterra´neo resuelta por DF.
Desafortunadamente, a medida que la discretizacio´n espacial de las DF usadas para
resolver el flujo subterra´neo se hace ma´s fina o irregular, las aproximaciones sin relleno
resultan ser muy burdas y debe adoptarse algu´n esquema de llenado (Hill, 1990; Naff y
Banta, 2008). Gustafsson (1978) y Watts III (1981) proponen esquemas de llenado basados
en el ca´lculo de un ı´ndice por elemento a medida que avanza la eliminacio´n gausiana




0 si ai,j 6= 0 ∨ i = j
∞ en otro caso (6.15)
el cual se renueva repetidamente a medida que el elemento es modificado por una elimi-
nacio´n gausiana. Siguiendo el procedimiento presentado en el algoritmo 6.6, el nivel de
llenado en la posicio´n (i, j) se actualiza como ni,j = min{ni,j ;ni,k + nk,j + 1}. La moti-
vacio´n de este nivel de llenado es que, para matrices diagonalmente dominantes, mientras
mayor sea el nivel de llenado de un elemento, menor es su valor absoluto, con lo cual la
matriz de errores exhibe elementos muy cercanos a cero y la factorizacio´n es ma´s precisa.
En te´rminos operativos, el patro´n de llenado se define como S = {(i, j) : ni,j > K} antes
de comenzar el proceso de factorizacio´n LU, es decir, se elige una cota inferior K del ı´ndice
de llenado. A pesar de que en la mayor´ıa de las ocasiones aplicar el nivel de relleno mejora
el precondicionamiento con respecto a las versiones sin llenado, la desventaja principal
es que requiere almacenar muchos elementos de llenado pequen˜os en valor absoluto, los
cuales suelen contribuir muy poco en la disminucio´n del nu´mero de condicio´n del SELD.
En algunos casos, un precondicionamiento ma´s eficiente se obtiene ejecutando una
factorizacio´n LU incompleta donde los elemento de llenado se aceptan o descartan en
base a su magnitud, de la forma presentada en el algoritmo 6.7. Segu´n e´ste, se define la
tolerancia de descarte como un nu´mero entero positivo τ que actu´a como un l´ımite inferior
admisible para los valores absolutos de los elementos de llenado, es decir, se permite llenar
los elementos de las matrices L y U si y so´lo si |ai,j | > τ . La principal desventaja del
criterio anterior es que resulta dif´ıcil escoger un valor para la tolerancia de descarte, por
lo cual se hace necesario recurrir a un proceso de ensayo y error hasta encontrar un
valor satisfactorio. Otra problema es que no puede conocerse de antemano la cantidad de
almacenamiento necesaria para ejecutar satisfactoriamente la factorizacio´n (Saad, 2003).
i
i






154 CAPI´TULO 6. COMPRESIO´N SELECTIVA, ENMASCARA...
Las factorizaciones incompletas seleccionan elementos de llenado utilizando cierto crite-
rio definido a priori y e´stos se descartan asigna´ndoles un cero, lo cual puede ser perjudicial
para la calidad del precondicionamiento. Por fortuna, existen estrategias que compensan
esta asignacio´n y reducen los efectos del descarte. Una de ellas es tomar los elementos que
van siendo eliminados durante el ca´lculo de cada fila de las matrices L y U y sumarlos en
la diagonal de U. A este proceso se le denomina compensacio´n diagonal y constituye un
precondicionamiento modificado que tambie´n permite utilizar cualquier esquema de nivel
de llenado en funcio´n de la estructura de la matriz de coeficientes (Dupont et al., 1968;
Gustafsson, 1978; Axelsson y Lindskog, 1986; Ashcraft y Grimmes, 1988; Saad, 1994b).
Entonces, un esquema general de compensacio´n diagonal funciona como sigue. En prin-
cipio, sea Ai:i,1:n la i-e´sima fila de la matriz Aσ y se establece que Ui:i,1:n = Ai:i,1:n.
As´ı, las operaciones a ejecutar durante la k-e´sima iteracio´n se expresan por filas como
Ui:i,1:n = Ui:i,1:n − li,kUk:k,1:n, y se aplican u´nicamente sobre aquellos elementos tales
que ai,j 6= 0 para j = k + 1, . . . , n. Con lo anterior, se escribe la renovacio´n del precondi-
cionamiento como Ui:i,1:n = Ui:i,1:n−li,kUi:i,1:n+Ri:i,1:n y, por consiguiente, se preservan
los componentes no nulos de Aσ. De ah´ı que las operaciones por fila se escriben como:










donde cada elemento de la matriz de errores de la factorizacio´n incompleta se define como
ri,j = li,kuk,j si (i, j) ∈ S y ri,j = 0 cuando el elemento no pertenece al conjunto de
relleno. Tambie´n se procura que los componentes no considerados en la factorizacio´n se
compensen en la diagonal de la forma ui,i = ui,i −Ri:i,1:nc, siendo c ≡ [1 1 . . . 1]∗ ∈ Rn
y se cumpla que Aσc = LUc. As´ı, se mantiene la suma de las componentes en cada fila.
Saad (1994a,b) propone una estrategia de precondicionamiento dual por umbral que
opera fijando una tolerancia de descarte y un nu´mero de elementos de relleno en cada fila
de las matrices factores L y U. A diferencia de las factorizaciones incompletas discutidas
hasta ahora, este me´todo dual decide el relleno de los elementos de L y U de forma
dina´mica aplicando una regla de eliminacio´n sobre el elemento si su magnitud es menor
que cierto umbral τ y luego manteniendo los p elementos de relleno de mayor magnitud
por fila. Por consiguiente, los para´metros τ y p pueden modificarse convenientemente hasta
alcanzar un precondicionamiento apropiado de acuerdo al problema a solucionar.
Existen otras te´cnicas de precondicionamiento ma´s sencillas que las presentadas hasta
ahora. Por ejemplo, el escalamiento diagonal es una te´cnica muy atractiva por su simplici-
dad puesto que consiste en escalar la matriz original para que tenga diagonal unitaria. Sin
embargo, su desventaja principal es que, en general, supone realizar gran cantidad de ite-
raciones para encontrar una solucio´n aceptable del SELD (Jenning y Malik, 1978; Larabi
y De Smedt, 1994). Tambie´n resulta claro que, para matrices sime´tricas y definidas positi-
vas, el desarrollo de factorizaciones incompletas puede plantearse tanto en te´rminos de la
descomposicio´n de Cholesky (Kershaw, 1978), como de la factorizacio´n LU para matrices
generales (Meijerink y van der Vorst, 1977). En este sentido, para las implementaciones
construidas para EVMPACK se ha escogido la factorizacio´n LU con el fin de prevenir el rom-
pimiento de la descomposicio´n de Cholesky causado por algu´n desplazamiento espectral
que modifique el cara´cter definido positivo de la matriz de coeficientes del SELD.
De acuerdo a lo discutido en esta seccio´n y con el propo´sito de flexibilizar la solucio´n de
los SELD, en la interfaz de EVMPACK se han implementado siete te´cnicas de precondicio-
namiento por factorizacio´n incompleta para matrices dispersas: (i) escalamiento diagonal,
(ii) descomposicio´n incompleta de Cholesky sin relleno, IC(0), (iii) descomposicio´n LU
incompleta sin relleno, ILU(0), (iv) descomposicio´n LU incompleta con K nivel de relleno,
i
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ILU(K), (v) descomposicio´n LU incompleta con compensacio´n diagonal, MILU(0), (vi)
descomposicio´n LU incompleta con descarte por umbral, ILU(τ), y (vii) descomposicio´n
LU incompleta dual por umbral y relleno de elementos, ILU(τ, p). Los programas se han
escrito con base en los disponibles en la librer´ıa SPARSKIT (Saad, 1994a,b, 2003), a los cua-
les se les han realizado modificaciones en lo que respecta al manejo eficiente del espacio
en memoria f´ısica.
6.5.2. Deflacio´n y reortogonalizacio´n
El procedimiento de la deflacio´n vectorial consiste, ba´sicamente, en empezar la genera-
cio´n del siguiente modo usando un vector de norma unitaria, ortogonal tanto a la matriz
S como a los autovectores previamente disponibles. Su principal objetivo es disminuir la
posibilidad de obtener modos repetidos en la ejecucio´n de un algoritmo iterativo, cuando
la multiplicidad aritme´tica de los autovalores deseados es uno. En la pra´ctica, la deflacio´n
actu´a cuando se ejecuta el PGS entre el vector elegido y una base ortogonal previamente
existente. Alternativamente, un procedimiento relacionado con la deflacio´n es la reortogo-
nalizacio´n, la cual consiste, como se dijo anteriormente, en aplicar iterativamente el PGS
entre un vector cualquiera y los vectores que forman la base de un subespacio ortogonal
existente, hasta cumplir con algu´n(os) criterio(s) de ortogonalidad establecido(s), de la
forma que se consigna en el algoritmo 6.8 para la versio´n modificada del PGS.
Algoritmo 6.8: Proceso modificado de Gram-Schmidt iterativo. Tomado y adaptado
de diferentes fuentes (Bathe, 1996; Herna´ndez et al., 2007b; Toma´s, 2009).
Entrada: Vector xj que va a ser ortogonalizado respecto de las columnas de Vj−1 y S
Salida : Vector ortogonalizado vj y coeficientes rj
1 vj = xj ; rj = 0;
2 repita // hasta convergencia
3 para i = 1, 2, . . . , j − 1 hacer // Proceso de Gram-Schmidt
4 hi = v
∗
i Svj ;
5 vj = vj − hivi;
6 fin
7 rj = rj + h; rjj = v
∗
jSvj ;
8 hasta que ‖v¯j‖2 + ω‖V∗j−1v¯j‖ ≤ ‖vj‖2 ∨
∑j−1
k=1 |v∗kvj | ≤ L‖vj‖2;
Segu´n la discusio´n del apartado 6.3.5, el principal aspecto a considerar en la implemen-
tacio´n de generadores de modos (y/o bases para subespacios de Krylov) empleando la ite-
racio´n de Lanczos, es la preservacio´n de la ortogonalidad entre los vectores de Lanczos. En
estos casos, es conveniente que los algoritmos de reortogonalizacio´n se configuren siguien-
do las recomendaciones presentadas por Sorensen (1996) y Herna´ndez et al. (2007a,b,c),
quienes discuten extensamente acerca de los indicadores ma´s apropiados para determinar
si dos o ma´s vectores son ortogonales entre s´ı. Estos indicadores pueden interpretarse como
criterios para detener la ejecucio´n de la reortogonalizacio´n. Teniendo en cuenta lo anterior,
Daniel et al. (1976) analizaron el PGS iterativo y propusieron la siguiente desigualdad:
‖v¯j‖2 + ω‖V∗j−1v¯j‖ ≤ ‖vj‖2
la cual, estableciendo que ω = 0, se transforma en el criterio cla´sico de Rutishauser (1967),
η‖v¯j‖2 ≤ ‖vj‖2, con η = 1/θ = 1/
√
2 (Reiche y Gragg, 1990); v¯j es el vector antes de
la reortogonalizacio´n, Vj−1 es la base ortogonal existente, vj es el vector ortogonalizado
respecto a Vj−1 y ‖vj‖2 es la norma 2 de un vj . Durante el proceso de generacio´n de los
i
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vectores de Lanczos tambie´n es recomendable asegurar que (Giraud y Langou, 2004):
j−1∑
k=1
|v∗kvj | ≤ L‖vj‖2
donde L < 1 es condicio´n necesaria y suficiente para asegurar la robustez de la reorto-
gonalizacio´n. En EVMPACK se han implementado los dos criterios de parada de la reorto-
gonalizacio´n mencionados, asegurando que, para la generacio´n de la base ortonormal del
subespacio de Krylov, las pasadas de la reortogonalizacio´n sean dos, como mı´nimo.
6.5.3. Generador por minimizacio´n del cociente de Rayleigh me-
diante gradiente conjugado acelerado con deflacio´n
El MAGCD calcula secuencialmente los modos de un problema generalizado de auto-
valores sime´trico y definido positivo, comenzando por el correspondiente al autovalor de
menor magnitud en el subespacio de bu´squeda disponible. La idea fundamental es res-
tringir el ca´lculo del siguiente modo a un subespacio pequen˜o, ortogonal a la matriz de
almacenamientos S y a todos los autovectores previamente existentes aplicando una de-
flacio´n sobre el vector que indica la direccio´n de bu´squeda conjugada del gradiente del
cociente de Rayleigh. Adema´s, la convergencia de la minimizacio´n se acelera a trave´s
del precondicionamiento del problema generalizado de autovalores, intentando reducir su
nu´mero de condicio´n.
Precondicionamiento para la minimizacio´n del cociente de Rayleigh
En principio, sea κ el nu´mero de condicio´n del problema de autovalores. El objetivo
del precondicionamiento es construir un problema de autovalores equivalente que cumple
κ(A˜− λ1S˜) κ(A− λ1S), en otras palabras, el problema transformado tiene un nu´mero
de condicio´n mucho menor que el original y las matrices A˜ ∈ Rn×n y S˜ ∈ Rn×n son
transformaciones de similaridad de A y S, es decir, sus autovalores son ide´nticos. Ahora












de donde sigue que la relacio´n entre el problema original y el precondicionado se expresa
como A˜−λ1S˜ = M−∗(A−λ1S)M−1. Una transformacio´n que cumple con dicha relacio´n
y reduce fuertemente el nu´mero de condicio´n original es una factorizacio´n LU, que al ser
aplicada sobre el problema de autovalores original lo transforma en (Evans y Shanehchi,
1982; Evans, 1983, 1984; Knyazev, 2001; Jang, 2001; Arbenz et al., 2005):
(LU)−1(A− λ1S)uj = (I− λ1A−1S)uj = uj − (λ1/λj)uj
Dividiendo el mayor autovalor de A−1(A − λ1S) por su menor autovalor positivo, se
llega a que κ1 = (λ2/λn)κ0. Si λ2  λn, este nu´mero de condicio´n se reduce significativa-
mente y no depende de la configuracio´n de la malla de discretizacio´n para la resolucio´n de
la EDP de flujo subterra´neo. As´ı, para acelerar el ca´lculo de los modos efectivos, puede
usarse cualquiera de los precondicionamientos por factorizacio´n incompleta presentados en
el apartado 6.5.1. Segu´n publicaciones recientes, el precondicionamiento por aproximacio´n
de la inversa de M tambie´n es aplicable para la aceleracio´n del MAGCD, siendo especial-
mente efectivo en implementaciones paralelas (Bergamaschi et al., 2001, 2007, 2012).
i
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Iteracio´n para la generacio´n del modo inicial
Antes de comenzar la generacio´n de los modos efectivos mediante el MAGCD debe
disponerse del autovalor con menor magnitud y su autovector asociado, (λ1, v1), aca´ de-
nominado modo inicial. Como se presenta en el algoritmo 6.9, el modo inicial se calcula en
dos pasos; primero, se resuelve una iteracio´n inversa (II) con desplazamiento nulo para en-
contrar una primera aproximacio´n burda, posteriormente, este modo aproximado se refina
ejecutando repetidamente la Iteracio´n del Cociente de Rayleigh (ICR). Durante el primer
paso se resuelve una vez el SELD dado por la ecuacio´n (6.7) con σk = 0, mientras que
en el segundo paso se resuelven conjuntamente las ecuaciones (6.9) y (6.10) hasta cumplir
con cierto(s) criterio(s) de convergencia impuesto(s). Como se comento´ en el apartado
6.3.3, el uso de la ICR es muy conveniente, en te´rminos de eficiencia, puesto que asegura
una velocidad de convergencia cu´bica si y so´lo si el desplazamiento inicial seleccionado se
encuentra cercano a un autovalor. Sin embargo, la ICR tiene la desventaja de que debe
construirse un SELD diferente durante cada iteracio´n. En la pra´ctica, lo anterior implica
realizar n operaciones ma´s que las requeridas por cada ejecucio´n de una II, costo que se
compensa ampliamente por el decrecimiento del nu´mero de iteraciones necesarias.
Aparte de lo anterior, se establecen simulta´neamente dos criterios de convergencia para
determinar si la ejecucio´n de la ICR debe finalizar. El primero aprovecha que la norma del
vector solucio´n del SELD presentado en la ecuacio´n (6.9) se vuelve muy grande cuando
el desplazamiento actual σk, esta´ muy cerca del primer autovalor, λ1. Cabe recordar que
dicho residual siempre apunta en la direccio´n correcta. En otras palabras, la solucio´n para
v1 obtenida en el paso 7 del algoritmo 6.9 es un mu´ltiplo escalar del autovector deseado




donde 1 es un nu´mero pequen˜o que representa la tolerancia de convergencia elegida.
El segundo criterio establece que la ICR termina cuando la diferencia relativa entre los
desplazamientos calculados en iteraciones consecutivas es pequen˜a (Gambolati, 1993):
|σk+1 − σk| ≤ 2σk+1 (6.17)
donde 2 es una tolerancia que se escoge como 10
−2s, siendo s el nu´mero de d´ıgitos de
precisio´n que se desea para los autovalores (Bathe, 1996). Inicializar los vectores de prueba
de la ICR como se muestra en el algoritmo 6.9 asegura la convergencia del modo inicial en
menos de cinco iteraciones con un error menor a 10−10, independientemente del taman˜o
de la matrices involucradas. Asimismo, el ca´lculo de cada vector de prueba no requiere
el uso de mucha memoria, siempre y cuando las matrices de coeficientes construidas para
resolver cada ICR se almacenen en formato disperso. Mas au´n, la resolucio´n de los SELD
asociados con la ICR, de acuerdo con el paso 6 del algoritmo 6.9, puede afrontarse me-
diante el me´todo del gradiente conjugado precondicionado puesto que, en este caso, los
desplazamientos son cercanos a cero y la definicio´n positiva de (A−σkS) suele mantenerse.
Iteracio´n para la generacio´n de los modos superiores
Disponiendo de la matriz de precondicionamiento, M = LU, para iniciar la generacio´n
de un modo se asume que se han calculado los h autovalores anteriores, {λ1, λ2, . . . , λh},
junto con sus h autovectores asociados, {v1,v2, . . .vh}, ordenados por columnas en la
matriz Vh ∈ Rn×h. Entonces, el (h+1)-e´simo par autovalor-autovector se obtiene iterati-
vamente minimizando el cociente de Rayleigh hasta cumplir algu´n criterio de convergencia
i
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Algoritmo 6.9: Generacio´n del modo inicial para el MAGCD mediante la ICR.
Tomado y adaptado de diferentes fuentes (Bathe, 1996; Golub y Van Loan, 1996;
Trefethen y Bau, 1997; Arbenz y Kressner, 2010; Datta, 2010).
Entrada: Matrices A, S, autovector inicial de prueba v1 ∈ Rn, tolerancias 1 y 2
Salida : Modo inicial del problema generalizado (λ1, v1)
1 k = 0; σk = 0;
2 v1 = v1/(v∗1v1)
1/2; // Normalizacio´n del vector de prueba
3 Resolver Av1 = λ1Sv1 para v1; // II de direccionamiento vı´a algoritmo 6.2




1Sv1); // Ca´lculo del primer desplazamiento
5 repita // ICR hasta convergencia, cuando k = m
6 (A− σkS) v1 = Sv1; // ICR, se resuelve vı´a algoritmos 6.2, 6.3 o 6.4





8 v1 = (v1)/(v∗1v1)
1/2;
9 k = k + 1;
10 hasta que 1 ≥ 10/
(
v∗1v1
)1/2 ∨ 2 ≥ |σk+1 − σk| /σk+1;
11 λ1 = σm;
Algoritmo 6.10: Iteracio´n del MAGCD para la generacio´n de un modo. Tomado
y adaptado de diferentes publicaciones (Gambolati et al., 1988a; Gambolati, 1993;
Bergamaschi et al., 1996; Bergamaschi y Putti, 2002; Gambolati y Putti, 2005)
Entrada: Vector inicial de iteracio´n v0, factorizacio´n incompleta de precondicionamiento
M = LU, matriz de autovectores previos Vh, tolerancias de convergencia, 2, y reinicio, ε
Salida : (h+ 1)-e´simo autovalor y autovector, λh+1 y vh+1, respectivamente
1 k = 0; β0 = 0;
2 rmin = r ≤ 10−8;
3 V∗hSvk = 0;
4 repita // Iteraciones de minimizacio´n hasta convergencia









7 p˜k = (LU)
−1gk + βk pk−1; // Precondicionar, algoritmos 6.5, 6.6, 6.7





9 a = p∗kAvk; b = p
∗
kApk; c = p
∗
kSvk;
10 d = p∗kSpk; m = v
∗
kSvk; n = v
∗
kAvk;
11 ∆ = (nd−mb)2 − 4(bc− ad)(ma− nc);
12 δk = (nd−mb+
√
∆)/(2bc− 2ad); // Obtener polinomio del problema
13 v˜k+1 = vk + δkpk;
14 S-normalizar v˜k+1 para obtener vk+1, tal que v
∗
k+1Svk+1 = 1;





16 r = |ρ(vk+1)− ρ(vk)|/ρ(vk);
17 si r < rmin entonces // Reiniciar el vector de prueba
18 rmin = r;
19 si |1− v∗h,minvh| < ε entonces vh+2 = vk ;
20 fin
21 k = k + 1;
22 hasta que r ≤ 2;
23 vh+1 = vk; λh+1 = ρ (vk);
i
i
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apropiado. En principio, para el (h+ 1)-e´simo modo se escoge un vector v0, ortogonal con
respecto a la matriz de almacenamientos, S, y la matriz de autovectores existentes, Vh,
con lo cual se cumple que V∗hSv0 = 0. La direccio´n de bu´squeda para la minimizacio´n del







donde gk es el gradiente del cociente de Rayleigh para la k-e´sima iteracio´n en la generacio´n




[Avk − ρ (vk) Svk] (6.19)
que ha sido deducido de la definicio´n del cociente de Rayleigh, ρ (vk), segu´n la ecuacio´n
(6.8). Con esto, se formula la direccio´n de bu´squeda de minimizacio´n no ortogonalizada:
p˜k = (LU)
−1
gk + βk pk−1 (6.20)
que permite renovar pk en la iteracio´n actual ortogonalizando p˜k con respecto a S y Vh
mediante un PGS. A continuacio´n se calcula la mayor ra´ız del polinomio caracter´ıstico del
problema de autovalores, δk, expresando la ecuacio´n (6.12) de la forma a(δk)
2+bδk+c = 0,
donde a, b y c se evalu´an expandiendo la fo´rmula general del polinomio cuadra´tico y se elige
la mayor ra´ız, que se sustituye en (6.11) para obtener una nueva aproximacio´n del (k+ 1)-
e´simo autovector sin normalizar, de la forma v˜k+1 = vk + δkpk. A continuacio´n, v˜k+1
se normaliza con respecto a la matriz S para cumplir que v∗k+1Svk+1 = 1, obtenie´ndose
la nueva aproximacio´n del autovector deseado, vk+1. Por u´ltimo, se revisa el criterio de
convergencia seleccionado y, de no cumplirse, se repite la iteracio´n de minimizacio´n.
Considerando los pasos anteriores, en el algoritmo 6.10 se plantea el esquema para una
iteracio´n de generacio´n modal del MAGCD que ha sido implementado en EVMPACK. En
e´ste se establece que las iteraciones de minimizacio´n para cada modo se ejecutan hasta
alcanzar la convergencia del cociente de Rayleigh entre pasos consecutivos, de acuerdo con
la ecuacio´n (6.17). Con lo anterior se define que vh+1 = vk+1 y se inicia el procedimiento
de minimizacio´n para el siguiente autovector, estableciendo h = h+1. Asimismo, al lograr
la convergencia del cociente de Rayleigh, se ha obtenido una aproximacio´n del (h+1)-e´simo
autovalor, con lo cual tambie´n se define que λh+1 = ρ (vh+1). Como criterio general, dado
que se desean los autovalores ma´s pequen˜os, la tolerancia de convergencia debe ser muy
baja, del orden de 2 < 10
−8, la cual puede aumentarse a medida que se van calculando
los modos mas alejados de la parte inferior del espectro, siempre y cuando e´stos no se
encuentren agrupados (Gambolati, 1993). El coste computacional de cada iteracio´n del
MAGCD esta´ dado por seis productos matriz-vector que se implementan eficientemente
en formato disperso para aumentar la eficiencia en las operaciones matriciales.
Un inconveniente de la iteracio´n del MAGCD, es que el conteo de operaciones y el
recurso f´ısico de almacenamiento aumentan paulatinamente a medida que avanza el proceso
de creacio´n de la base de autovectores debido a la ejecucio´n de la ortogonalizacio´n y al
crecimiento de la base de autovectores. Ma´s au´n, Bergamaschi et al. (1997) muestran que
la convergencia de la iteracio´n del MAGCD no es mono´tona y el residual entre iteraciones
consecutivas muestra un mı´nimo local marcado, caracterizado por un autovector vh,min,
especialmente cuando los modos que se esta´n generando se encuentran lejos del extremo
inferior del espectro. El anterior problema se resuelve de forma sencilla usando como
vector inicial v0 del modo (h + 1)-e´simo, un mı´nimo local vh,min obtenido en el modo
i
i
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anterior, lo cual trae como consecuencia el ahorro de gran cantidad de iteraciones iniciales
de minimizacio´n en cada paso (Bergamaschi et al., 1997; Bergamaschi y Putti, 2002).
A pesar de esto, si el mı´nimo local esta´ cerca del (h + 1)-e´simo autovector, vh,min, no
puede usarse como vector inicial dado que se converger´ıa al autovector anterior, por lo
cual, previo a la generacio´n del modo, se comprueba que |1− v∗h,minvh| < ε, siendo ε un
nu´mero pequen˜o. Si dicha restriccio´n no se cumple, la bu´squeda del nuevo autovector se
inicia con el vector que corresponde al mı´nimo local del residual en la iteracio´n anterior.
6.5.4. Generador racional de Lanczos con reinicio expl´ıcito
El me´todo racional de Lanczos determina la base ortonormal de un subespacio de
Krylov para un problema de autovalores generalizado donde los autovalores de menor
magnitud son aproximados muy ra´pidamente y con gran precisio´n. El me´todo garantiza la
convergencia de todos los modos del problema en un nu´mero finito y acotado de iteraciones
cuando los ca´lculos se efectu´an en aritme´tica exacta. Desafortunadamente, falla cuando se
implementa en aritme´tica de precisio´n finita puesto que los errores de redondeo en ca´lculos
intermedios causan la pe´rdida del cara´cter ortogonal de la base del subespacio de Krylov,
originando la aparicio´n de autovalores repetidos o espurios. Muchos autores manifiestan
que una implementacio´n adecuada del algoritmo es muy efectiva cuando el objetivo es
calcular algunos autovalores en la parte inferior del espectro de un problema generalizado,
pero e´sta puede adaptarse adecuadamente si tambie´n se desea conocer alguna fraccio´n
espectral interior (Paige, 1972, 1980; Ericsson y Ruhe, 1980; Scott, 1982).
Iteracio´n de Lanczos esta´ndar
Dada una matriz sime´trica C ∈ Rn×n, la iteracio´n esta´ndar de Lanczos (1952) forma
una matriz tridiagonal y un conjunto de vectores ortogonales. Sea U = [u1 u2 . . .un] ∈
Rn×n la matriz que contiene dichos vectores, para los cuales se cumple que U∗U = I y:
CU = UΠ (6.21)
donde Π ∈ Rn×n es la matriz tridiagonal previamente mencionada. La ecuacio´n (6.21)
se expresa igualando cada columna en las operaciones vectoriales internas para obtener la
recurrencia de tres te´rminos entre los vectores de Lanczos para el j-e´simo paso:
Cuj = βjuj−1 + αjuj + βj+1uj+1 (6.22)
donde αj = u
∗
jCuj son los elementos diagonales de Π ∈ Rj×j . Definiendo que rj ∈ Rn
es el vector de residuos para el j-e´simo paso de la iteracio´n de Lanczos, se escribe que:
rj = βj+1uj+1 = Cuj − βjuj−1 + αjuj (6.23)
en la cual uj+1 = rj/βj+1 y βj+1 = (r
∗
jrj)
1/2 es la normalizacio´n del vector generado. Por
lo tanto, en cada paso, el proceso de Lanczos se escribe en te´rminos matriciales como:
CUj = UjΠ + rje
∗
j (6.24)
donde ej ∈ Rn es un vector cano´nico con entradas nulas, excepto la j-e´sima posicio´n que
es unitaria, y Uj ∈ Rn×j es la matriz ortonormal de vectores de Lanczos. De lo anterior
se deduce que, durante la j-e´sima iteracio´n, Π toma la siguiente forma:
i
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Finalmente, a ra´ız de que se ha supuesto que se trabaja en aritme´tica exacta, si se anula
el vector residual (rj = 0) es debido a que se ha encontrado un subespacio invariante de
Krylov para la matriz C y la iteracio´n de Lanczos ha terminado.
Iteracio´n racional de Lanczos
La convergencia hacia los autovalores de menor magnitud mejora cuando se adopta una
transformacio´n basada en la inversio´n de A en el me´todo de Lanczos. As´ı, el problema
generalizado de autovalores se expresa de la siguiente manera (Ericsson y Ruhe, 1980;





donde Y = L∗V ∈ Rn×n, L ∈ Rn×n es una matriz triangular inferior para la cual
S = LL∗ y C = L∗A−1L ∈ Rn×n. Puede demostrarse que esta transformacio´n mantiene
la simetr´ıa del problema de autovalores (Ericsson y Ruhe, 1980), pero tiene la desventaja
de que requiere construir la transformacio´n de Cholesky de S. Ahora, sustituyendo C en la
ecuacio´n (6.21), se construye la siguiente expresio´n equivalente para la matriz tridiagonal:
U∗L∗A−1LU = Π (6.26)
la cual, al aplicar la transformacio´n X = L−∗U o U = L∗X, con X ∈ Rn×j , se convierte
en (Jones y Patrick, 1989; Mackay y Law, 1992; Dunbar y Woodbury, 1989):
X∗SA−1SX = Π (6.27)
X∗SX = I (6.28)
donde se observa que trabajar directamente con la matriz X impone el cumplimiento de la
ortonormalidad entre los vectores de Lanczos, xj ∈ Rn, y la matriz de almacenamientos S;
evitando tener que ejecutar una factorizacio´n matricial sobre esta u´ltima. Por otra parte,
para el problema esta´ndar inverso, CY = Λ−1Y, los autovectores se escriben como una
combinacio´n lineal de sus vectores de Lanczos, de la forma Y = UW, donde W ∈ Rj×j
es la matriz de autovectores de Π, tambie´n conocidos como vectores de Ritz, los cuales se
obtienen resolviendo el siguiente problema de autovalores esta´ndar:
ΠW = ΩW (6.29)
donde Ω ∈ Rj×j es la matriz diagonal de autovalores de Π, tambie´n llamados valores de
Ritz. Se puede deducir que los autovectores del problema generalizado original se expresan
de acuerdo a la siguiente expresio´n (Jones y Patrick, 1989; Mackay y Law, 1992):
V = XW (6.30)
i
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La recurrencia de la iteracio´n racional de Lanczos se deduce sustituyendo uj = L
∗xj y





A−1Sxj − βjxj−1 − αjxj
)
(6.31)
donde se define que αj = x
∗
jSA
−1Sxj y βj+1 = (x∗jSxj)
1/2 es la norma del vector residual.
En la pra´ctica, el procedimiento comienza calculando un vector x1 ∈ Rn tal que x1 =
r0/β1, donde r0 ∈ Rn es un vector residual arbitrario seleccionado convenientemente con
el propo´sito de mejorar la convergencia de los autovalores en las iteraciones del me´todo.
Iteracio´n racional de Lanczos con transformacio´n espectral
La eficiencia de la iteracio´n racional de Lanczos se incrementa al ser sometida a una
transformacio´n espectral que hace posible calcular directamente los autovalores internos
del problema original, representa´ndolos como los autovalores inferiores de un problema
transformado. Para este propo´sito se aplica el siguiente desplazamiento expl´ıcito sobre el
problema de autovalores inverso (Ericsson y Ruhe, 1980; Nour-Omid et al., 1987; Jones y
Patrick, 1989, 1990; Grimes et al., 1991; Mackay y Law, 1992; Olson, 2005):
AV = ΛSV⇒ (A− σS) V = (Λ− σI) SV⇔ (A− σS) V = Ω−1SV
que, finalmente, se expresa de forma compacta definiendo el siguiente cambio de variable:
A−1σ SV = ΩV (6.32)
donde Aσ = (A− σS) ∈ Rn×n es una matriz transformada y Ω = (Λ− σI)−1 ∈ Rn×n
es la matriz diagonal de valores Ritz invertidos y desplazados. Asimismo, la recurrencia
del j-e´simo paso de la iteracio´n de Lanczos es ide´ntica a la presentada en (6.31), con la
salvedad de que se reemplaza A por Aσ, por lo tanto, una vez resuelto el problema (6.32),
se obtiene cada valor Ritz inverso desplazado ωj , a partir del cual se puede recuperar
el correspondiente autovalor del problema original aplicando λj = 1/ωj + σ. Con esta




) ≡ span{(A−1σ S)v0, (A−1σ S)2v0, . . . , (A−1σ S)m−1v0} (6.33)
Pe´rdida de ortogonalidad y reortogonalizacio´n de los vectores de Lanczos
El mayor inconveniente de la iteracio´n de Lanczos es que su implementacio´n en aritme´ti-
ca de precisio´n finita ocasiona la pe´rdida de ortogonalidad entre los vectores debido a la
acumulacio´n de errores de redondeo al avanzar el proceso de generacio´n del subespacio
de Krylov (Paige, 1971; Parlett y Scott, 1979; Simon, 1984). Dicha acumulacio´n aumenta
progresivamente hasta que la generacio´n de los vectores de Lanczos se rompe debido a que
la recurrencia (6.31) es incapaz de calcular un subespacio invariante de mayor taman˜o. La
dificultad computacional radica en que βj+1 = 0 si y so´lo si las columnas de X generan
un espacio invariante de Krylov. En consecuencia, a medida que aumenta el taman˜o de X,
βj+1 se hace cada vez ma´s pequen˜o y, al perder d´ıgitos significativos en la evaluacio´n de
la ecuacio´n (6.31), βj+1 se anula artificialmente por efectos aritme´ticos (Sorensen, 1996).
Lo anterior tiene dos consecuencias desfavorables (Komzsik, 2003): (i) los autovalores
obtenidos no son confiables y (ii) al no completarse las iteraciones de generacio´n, muchos
autovalores interiores del espectro del problema no pueden calcularse. Como se ha dicho
antes, existen varias opciones para solucionar el problema de la pe´rdida de ortogonalidad
i
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entre vectores de Lanczos. La reortogonalizacio´n completa consiste en ortogonalizar el
nuevo vector con respecto a todos los previamente existentes; su implementacio´n es simple,
pero tiene la desventaja de que aumenta sustancialmente el costo computacional de una
iteracio´n de Lanczos, por lo cual es deseable implementar estrategias menos estrictas.
Parlett y Scott (1979) demuestran que la construccio´n de una base semiortogonal para
un subespacio de Krylov usado para resolver el problema de autovalores es suficiente
para obtener resultados satisfactorios. Considerando lo anterior, Simon (1984) propone
el algoritmo de Reortogonalizacio´n Parcial (ROP) para los vectores de Lanczos. E´ste
se ejecuta en dos etapas ba´sicas: (i) se localizan los vectores de Lanczos previamente
existentes que no cumplen con cierto criterio de ortogonalidad con respecto al nuevo vector
a incluir en la base del subespacio y (ii) cuando se detecta un fallo en dicho criterio,
se efectu´a la reortogonalizacio´n entre el nuevo vector y el afectado, en lugar de hacerlo
con respecto a todos los vectores que generan el subespacio existente. El procedimiento
de ROP ahorra un gran nu´mero de operaciones, aumentando la eficacia en la solucio´n
de problemas de autovalores de gran taman˜o. Simon tambie´n muestra la superioridad de
ROP con respecto a otras opciones existentes como la reortogonalizacio´n selectiva (Parlett
y Scott, 1979) o la reortogonalizacio´n perio´dica (Grcar, 1981). En muchos trabajos, la ROP
ha sido uno de los me´todos ma´s usados para mantener la semiortogonalidad de las bases de
Krylov en los me´todos de Lanczos y Arnoldi (Van Der Veen y Vuik, 1995; Sorensen, 1996;
Lehoucq et al., 1998; Wu y Simon, 2000; Herna´ndez et al., 2007b,c; Nicely, 2008; Toma´s,
2009). En el siguiente desarrollo matema´tico se usan los criterios de ROP, propuestos por
Simon (1984) para un problema de autovalores esta´ndar, sobre el problema generalizado
que resulta de aplicar el MAV sobre la EDP de flujo subterra´neo.
De esta forma, asumiendo que se desea calcular el j-e´simo vector de Lanczos no or-
togonalizado, x˜j+1, la recurrencia racional desplazada de tres te´rminos de Lanczos en




σ Sxj − αjxj − βjxj−1 + fj (6.34)
donde fj ∈ Rn es un vector que contiene los errores por redondeo en la formacio´n de x˜j+1.
Multiplicando la ecuacio´n (6.34) por x∗kS y definiendo el te´rmino de S-ortogonalidad entre
los vectores de Lanczos k y j como η(j,k) = η(k,j) = x
∗












σ Sxj − αjη(j,k) − βjη(j−1,k) + x∗kSfj (6.36)












σ Sxk − αkη(k,j) − βkη(k−1,j) + x∗jSfk (6.38)





η(j,k+1)βk+1 + (αk − αj)η(j,k) − βkη(j,k−1) + g(k,j)
]
(6.39)
siendo g(k,j) = x
∗
kSfj −x∗jSfk y, estableciendo la S-ortonormalidad de los vectores de Lan-
czos, debe cumplirse que η(j+1,j+1) = 1. Es evidente que la ecuacio´n (6.39) no proporciona
un valor de η(j+1,j) para representar el error de la ortogonalidad entre los vectores x˜j+1 y
xj , por lo que se asume que dicho error esta´ acotado por 
√



















164 CAPI´TULO 6. COMPRESIO´N SELECTIVA, ENMASCARA...
Algoritmo 6.11: ROP para una iteracio´n racional de Lanczos. Adaptado de di-
ferentes fuentes (Simon, 1984; Sorensen, 1996; Herna´ndez et al., 2007a,b,c; Toma´s,
2009).
Entrada: Vectores Lanczos anteriores, Xj , nuevo vector no ortogonalizado, x˜j+1, y error
operativo por aritme´tica de precisio´n finita, 
Salida : Nuevo vector de Lanczos parcialmente reortogonalizado xj+1
1 Sean ri y li indices para denotar el primer y el u´ltimo vector del i-e´simo conjunto a
reortogonalizar; sea j el ı´ndice del paso actual de la iteracio´n de Lanczos.
2 para k = 1, 2, . . . , j hacer
3 η(k,0) ≡ 0; η(k,k) = 1; η(k,k−1) = ωk; //Ortogonalidad en paso Lanczos
4 η(j+1,k) = (βj+1)
−1[η(j,k+1)βk+1 + (αk − αj)η(j,k) − βkη(j,k−1) + g(k,j)];
5 fin
6 para k = 1, 2, . . . , j hacer
7 si
∣∣η(j+1,k)∣∣ ≥ √ entonces // Determinar no ortogonalidad y vecindades
8 Determinar ri y li tal que
∣∣η(j+1,k)∣∣ > η;
9 z = ri, ri + 1, . . . , k − 1, k, k + 1, . . . , li − 1, li;
10 para z = ri, ri + 1, . . . , k − 1, k, k + 1, . . . , li − 1, li hacer
11 S-reortogonalizar x˜j+1 contra xz usando algoritmo 6.8
12 fin
13 ri = ri+1 y li = li+1; //Reiniciar contadores
14 fin
15 fin
Algoritmo 6.12: Me´todo de la iteracio´n QL con desplazamiento impl´ıcito para
calcular los valores y vectores de Ritz de ΠW = ΩW. Adaptado de Press et al.
(1997).
Entrada: Vectores d y e con los elementos diagonales y subdiagonales de Π ∈ Rj×j ,
respectivamente. Matriz identidad almacenada en el arreglo W ∈ Rj×j
Salida : Vector d y matriz W que almacenan los valores y vectores de Ritz, respectivamente.
1 repita
2 a = (dn−1 − dn) /2;
3 s = dn − e2n/(a+ signo(a)
√
a2 + e2n); //Desplazamiento de Wilkinson
4 si a = 0 entonces s = dn − |en| ;
5 x = d1 − s; y = e2; //Inicia un paso QL
6 para k = 1 hasta m− 1 hacer
7 si n > 2 entonces
8 [c, s] = givens(x,y); //Rotacio´n de Givens
9 sino













12 w = cx− sy; a = dk − dk+1; z = (2cek+1 + ds) s;
13 dk = dk − z; dk+1 = dk+1 + z;
14 ek+1 = acs+
(
c2 − s2) ek+1;
15 x = ek+1 ;
16 si k > 1 entonces ek = w ;
17 si k < n− 1 entonces y = −sek+2; ek+2 = cek+2; // Termina un paso QL





; //Acumulacio´n de transformaciones
19 fin
20 si |em| < ε (|dn−1|+ |dn|) entonces n = n− 1; //Revisa convergencia
21 hasta que n = 1;
i
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donde  es un nivel de tolerancia de redondeo por precisio´n en aritme´tica de punto flotante,
con valores de  = 2 × 10−25 y  = 2 × 10−56 para precisiones simple y doble, respecti-
vamente. As´ı pues, los te´rminos de la recurrencia para el error de ortogonalidad entre los
vectores Lanczos vienen dados mediante la siguiente expresio´n (Simon, 1984):





η(j,k+1)βk+1 + (αk − αj)η(j,k) − βkη(j,k−1) + g(k,j)
] (6.40)
con 1 ≤ k < j. ωk y gk,j se evalu´an en funcio´n de la precisio´n de la ma´quina como
ωk = n(β2/βj+1)N(0, 0.6) y g(j,k) =  (βk+1 − βj+1) N(0, 0.3), donde N(0, 0.6) y N(0, 0.3)
son nu´meros aleatorios normales con medias nulas y desviaciones esta´ndar de 0.6 y 0.3.
Del mismo modo, es importante reortogonalizar x˜j+1 con respecto al conjunto de vec-
tores que se encuentran cercanos a aquel donde se detecta el fallo del criterio de ortogo-
nalidad dado que la pe´rdida de ortogonalidad se propaga nume´ricamente por vecindades
en el subespacio de Krylov (Simon, 1984). En la pra´ctica, se supone que la pe´rdida de
ortogonalidad ha crecido hasta un nivel no permitido con respecto al k-e´simo vector de
Lanczos, entonces η(j,k) >
√
 y debe ejecutarse la reortogonalizacio´n con respecto a los
vectores de la vecindad de xk, es decir, con aquellos comprendidos entre xk−l y xk+l. Sin
embargo, establecer de antemano un valor para l puede implicar la ejecucio´n de reorto-
gonalizaciones innecesarias, por lo que es ma´s eficiente buscar en la vecindad de xk a los
vectores que cumplan que |η(j+1,k−s)| ≤ η0 y |η(j+1,k+s)| ≤ η0, siendo η0 ≤ 10−7
√
.
El procedimiento de reortogonalizacio´n de x˜j+1 para obtener xj+1 se ejecuta siguiendo
los criterios comentados en el apartado 6.5.2. Al respecto, en el algoritmo 6.11 se presenta
el esquema general de implementacio´n de la ROP disen˜ada para la iteracio´n racional de
Lanczos en EVMPACK, la cual se basa en los criterios discutidos a lo largo de este apartado.
Ca´lculo de los valores y vectores de Ritz del problema tridiagonal
Una vez se dispone de la matriz tridiagonal sime´trica Π ∈ Rj×j , se le aplica el me´todo
de la descomposicio´n QL para calcular los valores y vectores de Ritz del problema (6.29).
Dicho me´todo consiste en ejecutar una secuencia de transformaciones ortogonales expre-
sadas como Πk = WkLk y Πk+1 = LkWk, donde Wk ∈ Rj×j es una matriz ortogonal,
Lk ∈ Rj×j es una matriz triangular inferior, Πk es la respectiva matriz tridiagonal trans-
formada durante la k-e´sima iteracio´n y j es el taman˜o del subespacio de Krylov generado
por la iteracio´n racional de Lanczos. Wilkinson (1965, 1968) demuestra que: (i) la con-
vergencia del algoritmo QL se mejora notablemente introduciendo desplazamientos (σk),
ya sean expl´ıcitos o impl´ıcitos, sobre Π, (ii) cuando los elementos de Π difieren en un
amplio orden de magnitud, el desplazamiento expl´ıcito hace que se pierda precisio´n en la
estimacio´n de los autovalores y (iii) el desplazamiento impl´ıcito mantiene la precisio´n en
el ca´lculo de los autovalores, siempre que sea posible maximizar la tasa de convergencia
durante las iteraciones. Segu´n Wilkinson, para lograr lo anterior, la k-e´sima iteracio´n de
la descomposicio´n QL con desplazamiento impl´ıcito debe escribirse como:
Πk − σkI = WkLk ⇒ Πk+1 = LkWk + σkI = W∗kΠkWk (6.41)
la cual se ejecuta eficientemente en tres pasos (Wilkinson y Reinsch, 1971): (i) se escogen
matrices de 2×2, (ii) se calculan sus autovalores para seleccionar el desplazamiento actual
y (iii) una vez se ha determinado el valor de σk ma´s apropiado, el desplazamiento impl´ıcito
se realiza mediante una rotacio´n de Jacobi para eliminar el u´ltimo elemento de la super-
diagonal. Esta rotacio´n rompe la configuracio´n tridiagonal, la cual se restaura usando una
i
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donde T¯ representa a las rotacio´n de Givens y Tn−1 es la rotacio´n de plano de Jacobi.
EVMPACK implementa la interfaz del programa tqli de Press et al. (1997) para la diago-
nalizacio´n de matrices tridiagonales sime´tricas, el cual se basa en los pasos descritos en
el algoritmo 6.12. En e´ste se observa que el almacenamiento virtual adoptado es mı´nimo
por que so´lo trabaja sobre los vectores que almacenan los componentes diagonales y sub-
diagonales de Π, las cuales se modifican secuencialmente hasta converger a la solucio´n. Por
u´ltimo, cabe comentar que el nu´mero de operaciones del algoritmo es de 3j3, dado que se
requiere calcular todos los vectores de Ritz del problema tridiagonal. As´ı, el requerimiento
operativo en la implementacio´n del algoritmo es bajo por que, en general, j es pequen˜o.
Evaluacio´n de la convergencia de los autovalores
La convergencia de los autovalores calculados mediante el me´todo racional de Lanczos
se evalu´a mediante el siguiente criterio (Parlett, 1980; Mackay y Law, 1992; Bathe, 1996):
|λi − λˆi| = min
{
ω−2i βj+1|wj,i|, γ−1i ω−2i (βj+1wj,i)2
}
(6.43)
donde λˆi, con i = 1, 2, . . . , j, son los autovalores del problema AV = ΛSV, ωi son los
valores de Ritz de ΠW = ΩW, |wj,i| es la j-e´sima componente del i-e´simo vector de
Ritz en la matriz W y γi = mini 6=k|ωi − ωk| para k = 1, 2, . . . , j. De la ecuacio´n (6.43)
se deduce que los autovalores cercanos al desplazamiento impuesto en la transformacio´n
espectral tendra´n un mayor valor de ωi. Por lo tanto, βj+1 no necesita ser muy pequen˜o
para tener una buena aproximacio´n del autovalor λi. En este punto cabe comentar que los
autovectores calculados por el me´todo racional de Lanczos, mediante la ecuacio´n (6.30),
deben ser sometidos a refinamiento puesto que no son tan precisos como los autovalores







donde vir ∈ Rn es el i-e´simo autovector refinado, vi es el correspondiente autovector
sin refinar y las dema´s variables han sido definidas antes. De la recurrencia racional de
Lanczos se sabe que A−1σ Svi = ωivi + βj+1xj+1e
∗
jsi, donde si es la i-e´sima columna de
S. De ah´ı que la ecuacio´n (6.44) puede escribirse como (Ericsson y Ruhe, 1980):
vir = vi + (ω
−1
i βj+1wj,i)xj (6.45)
donde βj+1 y xj+1 esta´n disponibles en cada paso de la iteracio´n de Lanczos. Debe notarse
que el uso del refinamiento dado en (6.45) implica resolver el problema tridiagonal de
autovalores ΠW = ΩW durante cada paso de la iteracio´n racional de Lanczos.
Reinicio expl´ıcito de la iteracio´n racional de Lanczos
El reinicio es una te´cnica que limita la cantidad de espacio f´ısico necesario para lograr
la convergencia de m modos de un problema de autovalores cuando se usa el me´todo de
Lanczos, acotando el nu´mero de operaciones necesaria. Esto es muy u´til, especialmente
cuando so´lo se necesitan unos pocos modos extremos. El proceso de reinicio expl´ıcito
comienza asumiendo que se han calculado j−1 autovectores que se encuentran almacenados
en Vj−1 = [v1 v2 . . .vj−1]. A continuacio´n, para calcular vj se fuerza a que las iteraciones
i
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de reinicio sean ortogonales a Vj−1. En consecuencia, los autovectores que han convergido
se mantienen en el subespacio de bu´squeda, mientras que el siguiente subespacio de Krylov
se configura partiendo del u´ltimo vector de Ritz que no ha convergido. Al final de cada
reinicio, el pro´ximo subespacio de bu´squeda se configura de la siguiente manera:
span
{






El subespacio de bu´squeda definido en (6.46) asegura que la deflacio´n continu´a en las
iteraciones de reinicio a medida que avanza el proceso de generacio´n del subespacio de
proyeccio´n, purificando las direcciones de bu´squeda correspondientes a los autovalores que
han convergido. Al final de cada iteracio´n de reinicio se bloquean los modos que convergen
y se genera el nuevo vector de reinicio aplicando la purificacio´n por deflacio´n con respecto
a los autovectores v0, v1, . . . ,vj−1 sobre el primer vector de Lanczos que no ha convergido,
denotado como xj (Lehoucq y Sorensen, 1996; Sorensen, 1996; Herna´ndez et al., 2007b,b,c;
Nicely, 2008; Toma´s, 2009). Dado que cada iteracio´n de reinicio requiere de u´nicamente
m− j pasos, el me´todo va disminuyendo su carga computacional a medida que los modos
del problema convergen. Asimismo, la evaluacio´n de los modos que han convergido en cada
iteracio´n de reinicio se va haciendo cada vez menos costosa puesto que: (i) los primeros
j − 1 elementos de la subdiagonal de Π fueron eliminados en las iteraciones anteriores,
(ii) la diagonalizacio´n mediante el me´todo de la iteracio´n QL con reinicio impl´ıcito re-
quiere u´nicamente la eliminacio´n de m− j elementos subdiagonales, (iii) la evaluacio´n y
refinamiento de los autovectores mediante las ecuaciones (6.30) y (6.45) se realizan usan-
do matrices cada vez ma´s pequen˜as y (iv) disminuyen los costos computacionales en el
mantenimiento de la semiortogonalidad de la nueva base del subespacio de bu´squeda. Sin
embargo, el costo de la deflacio´n de los nuevos vectores de Lanczos aumenta a medida
que avanzan los reinicios puesto que cada vector xh, con h = j, j + 1, . . . ,m, debe ser
ortogonalizado con respecto a todos los autovectores que han convergido.
Implementacio´n computacional de la iteracio´n de Lanczos racional con reinicio
expl´ıcito, transformacio´n espectral y reortogonalizacio´n parcial
La iteracio´n racional de Lanczos con reinicio expl´ıcito y ROP ha sido implementada
en EVMPACK, como se presenta en el algoritmo 6.13. En e´ste se han incluido los proce-
dimientos de reinicio expl´ıcito, bloqueo, purga y purificacio´n, propuestos recientemente
por Nicely (2008) para el problema esta´ndar, combinados con la transformacio´n inversa
con desplazamiento cla´sica, propuesta por Ericsson y Ruhe (1980), usando los criterios de
implementacio´n para mejorar la eficiencia de ejecucio´n comentados por Nour-Omid et al.
(1987) y ampliados por diferentes autores (Jones y Patrick, 1989, 1990; Grimes et al., 1991;
Mackay y Law, 1992; Jones y Patrick, 1993; Bathe, 1996; Toma´s, 2009). Las bases de estos
conceptos se han discutido detalladamente a lo largo de esta seccio´n. As´ı pues, se tiene que
un paso de la iteracio´n racional de Lanczos para problemas de autovalores generalizados
esta´ dominada principalmente por las operaciones que se enumeran a continuacio´n.
Primero, la multiplicacio´n matriz-vector que se implementa eficientemente en formato
disperso. EVMPACK aprovecha las funciones intr´ınsecas de FORTRAN90 para mejorar la efi-
ciencia operativa. Las matrices A y S se almacenan en formato disperso por coordenadas
(Press et al., 1997; Saad, 1994b, 2003) para disminuir los requerimientos de almacenamien-
to y nu´mero de operaciones necesarias. Segundo, la solucio´n de SLED, con el propo´sito de
evitar la formacio´n expl´ıcita de la matriz A−1σ durante el paso 12, para lo cual se utilizan
los me´todos de Krylov presentados en el apartado 6.5.1, resolviendo Aσ r˜j = Srj−1. En
este caso se recomienda usar alguna de las variantes para matrices no sime´tricas dado
i
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Algoritmo 6.13: Iteracio´n racional de Lanczos con transformacio´n espectral y reini-
cio expl´ıcito para generar m modos cercanos al desplazamiento impuesto. Tomado
y adaptado de diferentes fuentes (Ericsson y Ruhe, 1980; Nour-Omid et al., 1987;
Jones y Patrick, 1989, 1990; Grimes et al., 1991; Mackay y Law, 1992; Bathe, 1996).
Entrada: Matrices A, S, vector residual inicial rk ∈ Rn, desplazamiento σ, matrices de
autovectores V ∈ Rn×k y autovalores Λ ∈ Rk×k previas, k y m son los taman˜os de los
subespacios de autovectores disponible y deseado, respectivamente
Salida : Matrices de autovectores V ∈ Rn×m y autovalores Λ ∈ Rm×m renovadas, nu´mero
final de modos convergidos k
1 q = 0;
2 si k 6= 0 entonces Xk = [v1 v2 . . .vk]; //Base de subespacio de bu´squeda inicial
3 para l = 1, 2 . . . , k hacer ωl = (λl − σ)−1;
4 si k 6= 0 entonces Πk = diag(ω1, ω2, . . . , ωk); //Matriz tridiagonal inicial
5 c ∈ Rk+2m; c = 1.0; ck+1:k+2m = 0.0;
6 si k 6= 0 entonces ortogonalizar r0 respecto a Vk con un PGS; //Purgar direcciones iniciales
7 Aσ = A− σS;




9 xk+1 = rk/βk+1;
10 para l = 1, 2, . . . hacer // Reiniciar la iteracio´n
11 para j = k + 1, k + 2, . . . , k + 2m hacer // Ejecutar iteracio´n
12 Resolver Aσ r˜j = Srj−1 para r˜j (algoritmos 6.3 y 6.4);
13 r˜j = r˜j − βjxj−1;
14 αj = x
∗
jSr˜j ;
15 r˜j = r˜j − αjxj ;
16 ROP sobre r˜j con respecto a Xj para obtener rj (algoritmo 6.11);




18 Resolver ΠjW = ΩjW para (ωi,wi), i = 1, 2 . . . , j (algoritmo 6.12);
19 Obtener j autovectores de A−1σ SV = ΩV usando V = XjW;
20 para i = 1, 2 . . . , j hacer // Revisar convergencia modal
21 |λi − λˆi| = min
{
ω−2i βj+1|wj,i|, γ−1i ω−2i (βj+1wj,i)2
}
;
22 si |λi − λˆi| ≤ 10−10 entonces // Aceptar convergencia
23 Converge i-e´simo modo ;
24 Refinamiento: vi = vi + (ω
−1
i βj+1wj,i)xj ;
25 ci = 1;
26 q = q + 1;
27 fin
28 fin
29 si βj+1 = 0 entonces salir del bucle para j ;
30 xj+1 = rj/βj+1;
31 Aumentar base de subespacio de bu´squeda: Xj+1 = [v1 v2 . . .vk xk+1 . . .xj+1];
32 Aumentar matriz tridiagonal: Πj+1 con pij+1,j = βj+1;
33 fin
34 Ordenar descendentemente los modos (ωi,vi) de A
−1
σ SV = ΩV, tales que ci = 1 para
i = 1, 2, . . . ,m; es decir, aquellos que han convergido;
35 Formar la matriz de autovectores convergidos Vk;
36 Seleccionar los primeros k modos de A−1σ SV = ΩV que han convergido;
37 Bloquear el subespacio convergido en el de bu´squeda X1:n,1:k = [v1 v2 . . .vk];
38 Aplicar la sustitucio´n Π1:n,1:k = diag(ω1, ω2, . . . , ωk);
39 Purgar direcciones, ortogonalizar vk+1 respecto a Vk (algoritmo 6.8);
40 Nuevo vector inicial de Lanczos purgar xk+1 = vk+1;
41 si q = m entonces salir del bucle para l;
42 fin
43 V ∈ Rn×k ⇒ V ∈ Rn×k+m; Λ ∈ Rk×k ⇒ Λ ∈ Rk+m×k+m;
44 k = k +m;
45 Λ = Ω−1 + σI; //Transformacio´n inversa de autovalores
46 Vk contiene los k primeros modos de AV = ΛSV;
i
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que el desplazamiento espectral puede romper la definicio´n positiva de la matriz de coe-
ficientes resultante. Tercero, el procedimiento de ROP, el cual se efectu´a ejecutando el
algoritmo 6.11. Cuarto, la solucio´n del problema de autovalores tridiagonal sime´trico pe-
quen˜o ΠW = ΩW en cada paso de la iteracio´n; procedimiento presentado detalladamente
en el algoritmo 6.12. En e´ste se observa que el costo de esta resolucio´n crece a medida
que aumenta el taman˜o de la iteracio´n, con lo cual m debe establecerse lo suficientemente
pequen˜o para que el nu´mero de operaciones no aumente demasiado. Quinto, el procedi-
miento de reinicio expl´ıcito; durante cada reinicio aumenta el costo de la purga direccional
puesto que aumenta el nu´mero de autovectores que convergen.
Las implementaciones de las anteriores operaciones aprovechan el cara´cter disperso
de la matrices A y S, ahorran espacio de almacenamiento y disminuyen el nu´mero de
operaciones. Adema´s, hacen posible la generacio´n eficiente de los modos sobre los cuales
se aplican los criterios de seleccio´n y enmascaramiento modal propuestos en la seccio´n
6.2, necesarios para ejecutar las simulaciones por el MAV-CSEM. Es ma´s, el uso co-
rrecto de la transformacio´n espectral permite obtener modos de problemas generalizados
en cualquier fraccio´n del espectro, sin que los requerimientos computacionales aumenten
desorbitadamente.
6.5.5. Generadores de modos efectivos para modelos reducidos de
flujo subterra´neo mediante el MAV-CSEM
En los algoritmos 6.14 y 6.15 se muestran los dos generadores de modos efectivos
implementados en EVMPACK. El primero opera mediante la iteracio´n del MAGCD, mientras
que el segundo utiliza la iteracio´n racional de Lanczos con reinicio expl´ıcito. E´stos se
ejecutan aplicando los siguientes cinco pasos: (i) deteccio´n y eliminacio´n de los modos
residuales, (ii) evaluacio´n de la efectividad de los modos obtenidos aplicando el criterio
de l´ımite de participacio´n modal, definido en la ecuacio´n (6.1), para cada accio´n exterior,
(iii) construccio´n de la ma´scara de estados efectivos con base en el l´ımite de participacio´n
modal impuesto, (iv) evaluacio´n de los niveles de continuidad para cada accio´n exterior
aplicando la ecuacio´n (6.4) y (v) evaluacio´n del criterio de parada de la generacio´n.
Generador de modos efectivos mediante la iteracio´n del MAGCD
El generador de modos efectivos mediante la iteracio´n del MAGCD se presenta en el
algoritmo 6.14. Las entradas al algoritmo son las matrices A y S del problema generali-
zado de autovalores, la matriz Ψ que contiene la distribucio´n de las acciones elementales
actuando sobre el acu´ıfero, el l´ımite de participacio´n modal blim, la cota inferior de nivel
de continuidad balim y un vector c ∈ Rn que almacena los vectores iniciales de las itera-
ciones. Al finalizar la ejecucio´n se obtiene la matriz de autovalores efectivos Λˆ, la matriz de
autovectores efectivos Vˆ, la matriz de volumen almacenado por cada autovector efectivo
Fˆ, la matriz de coeficientes de repartos efectiva Bˆ y la ma´scara de estados efectivos Z.
Como se comento´ en el apartado 6.5.3, el modo (λ1,v1) para iniciar la generacio´n se
calcula mediante la ICR, ejecutando el algoritmo 6.9. Una vez se dispone de dicho modo
inicial, el generador calcula secuencialmente los modos superiores, ordenados ascenden-
temente de acuerdo con la magnitud del autovalor respectivo, aplicando la iteracio´n del
MAGCD que se ha descrito en el algoritmo 6.10. Durante cada iteracio´n se obtiene el mo-
do (λh,vh) para h = 1, 2, . . ., evalua´ndose el volumen almacenado debajo del autovector
correspondiente fh,h y el coeficiente de reparto modal para todas las acciones exteriores
consideradas. Asimismo, aplicando la ecuacio´n (6.1), se construye cada fila de la ma´scara
de estados efectivos. Con esto se determina cua´les son las acciones exteriores para las cua-
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Algoritmo 6.14: Generador MAGCD, minimizacio´n del cociente de Rayleigh.
Entrada: Matrices A, S, Ψ, blim, balim, vector inicial de iteracio´n c ∈ Rn
Salida : Matrices Λˆ, Vˆ, Fˆ, Bˆ, Z y vector x
1 ba = 0, con ba ∈ Rna ; l = 0; m = 0;
2 Vˆ ∈ Rn×1; Λˆ ∈ R1×1, Fˆ ∈ R1×1, Bˆ ∈ R1×na , Z ∈ R1×na , x ∈ R1;




5 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
6 b1,j = f1,1(v
∗
1Ψj);
7 baj = b1,j ;
8 z1,j = verdadero;
9 fin
10 para h = 2, 3, . . . hacer // Iteraciones infinitas de generacio´n
11 c1:h = 1.0; ch+1:n = 0.0; l = 0;
12 Deflacio´n: ejecutar PGS a c con respecto a Vˆ y vh = c (algoritmo 6.8);
13 Vˆ ∈ Rn×h; Λˆ ∈ Rh×h, Fˆ ∈ Rh×h, Bˆ ∈ Rh×na , Z ∈ Rh×na , x ∈ Rh;




16 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
17 bh,j = fh,h(v
∗
hΨj);
18 zh,j = verdadero;
19 si bh,j < blim entonces // Enmascarar efectividad modal
20 zh,j = falso;
21 l = l + 1;
22 fin
23 fin
24 si l = na entonces xh = falso; //Indicar modo residual
25 l = 0;
26 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
27 si zh,j = verdadero entonces // Acumular coeficientes de reparto
28 baj = baj + bh,j ;
29 be = |1.0− baj |;
30 si be ≤ 1.0− balim entonces l = l + 1; //Verificar nivel de continuidad
31 fin
32 fin
33 si l = na entonces salir del bucle para h; //Finalizar generacio´n
34 fin
35 m = m+ 1; xm = verdadero; c1:m = 1.0; cm:n = 0.0;
36 Deflacio´n: ejecutar PGS a c con respecto a Vˆ y hacer vm = c (algoritmo 6.8);
37 Vˆ ∈ Rn×m; Λˆ ∈ Rm×m, Fˆ ∈ Rm×m, Bˆ ∈ Rm×na , Z ∈ Rm×na , x ∈ Rm;




40 para h = 1, 2, . . . ,m hacer // Para los modos generados
41 si xh = falso entonces // Seleccionar modos efectivos
42 Eliminar vh de Vˆ ∈ Rn×l ⇒ Vˆ ∈ Rn×l−1;
43 Eliminar h-e´sima fila y columna de Λˆ ∈ Rl×l ⇒ Λˆ ∈ Rl−1×l−1;
44 Eliminar h-e´sima fila y columna de Fˆ ∈ Rl×l ⇒ Fˆ ∈ Rl−1×l−1;
45 para j = 1, 2, . . . , na hacer baj = baj − bh,j ;
46 Eliminar h-e´sima fila de Bˆ ∈ Rl×na ⇒ Bˆ ∈ Rl−1×na y Z ∈ Rl×na ⇒ Z ∈ Rl−1×na ;
47 l = l − 1;
48 fin
49 fin
50 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
51 si baj < 0 entonces // Calcular factores de reparto para continuidad
52 bl,j = −1.0 + |baj |;
53 sino
54 bl,j = 1.0− baj ;
55 fin
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Algoritmo 6.15: Generador racional de Lanczos.
Entrada: Matrices A, S, Ψ, blim, balim, vector inicial de iteracio´n c ∈ Rn, nu´mero de modos que
convergen por iteracio´n con reinicio m, desplazamiento inicial σ0
Salida : Matrices Λˆ, Vˆ, Fˆ, Bˆ, Z y vector x
1 ba = 0, con ba ∈ Rna ; l = 0; q = 0;
2 para h = 1, 2, . . . hacer // Iteraciones infinitas de generacio´n
3 l = l + 1;
4 si l = 1 entonces σh = 0; //Desplazamiento inicial nulo
5 Generar Λ y V usando σh (algoritmo 6.13);
6 Vˆ ∈ Rn×lm; Λˆ ∈ Rlm×lm, Fˆ ∈ Rlm×lm, Bˆ ∈ Rlm×na , Z ∈ Rlm×na , x ∈ Rlm;




9 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
10 bp,j = fp,p(v
∗
pΨj);
11 zp,j = verdadero;
12 si bp,j < blim entonces // Enmascarar efectividad modal
13 zp,j = falso;
14 q = q + 1;
15 fin
16 fin
17 si q = na entonces xp = falso; //Indicar modo residual
18 q = 0;
19 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
20 si zp,j = verdadero entonces // Acumular de coeficientes de reparto
21 baj = baj + bp,j ;
22 be = |1.0− baj |;
23 si be ≤ 1.0− balim entonces q = q + 1; //Verificar nivel de continuidad
24 fin
25 fin
26 si q = na entonces // Verificar finalizacio´n de generacio´n
27 salir del bucle para h;
28 sino// Verificar continuidad de generacio´n




33 Hacer m = lm; l = m; xm = verdadero;
34 para h = 1, 2, . . . ,m hacer // Para los modos generados
35 si xh = falso entonces // Seleccionar modos efectivos
36 Eliminar vh de Vˆ ∈ Rn×l ⇒ Vˆ ∈ Rn×l−1;
37 Eliminar h-e´sima fila y columna de Λˆ ∈ Rl×l ⇒ Λˆ ∈ Rl−1×l−1;
38 Eliminar h-e´sima fila y columna de Fˆ ∈ Rl×l ⇒ Fˆ ∈ Rl−1×l−1;
39 para j = 1, 2, . . . , na hacer baj = baj − bh,j ;
40 Eliminar h-e´sima fila de Bˆ ∈ Rl×na ⇒ Bˆ ∈ Rl−1×na y Z ∈ Rl×na ⇒ Z ∈ Rl−1×na ;
41 l = l − 1;
42 fin
43 fin
44 para j = 1, 2, . . . , na hacer // Para cada accio´n exterior
45 si baj < 0 entonces // Calcular factores de reparto para continuidad
46 bl,j = −1.0 + |baj |;
47 sino
48 bl,j = 1.0− baj ;
49 fin
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les el h-e´simo modo generado es efectivo o, en su defecto, residual. Adema´s, si dicho modo
no es efectivo para ninguna accio´n exterior, e´ste se elimina impl´ıcitamente sen˜ala´ndolo
en el vector lo´gico de efectividad x. Al respecto, cabe aclarar que los modos que no son
excitados por ninguna accio´n exterior se eliminan al final de la generacio´n por que los au-
tovectores asociados deben conocerse en todo momento para direccionar apropiadamente
los vectores conjugados de bu´squeda en la iteracio´n del MAGCD. Lo anterior se logra
aplicando la deflacio´n sobre los vectores residuales durante el proceso de minimizacio´n.
Una vez concluida cada iteracio´n del MAGCD, se evalu´an los niveles de continuidad
de los modos generados, para cada una de las acciones exteriores, aplicando la ecuacio´n
(6.4). Si el nivel de continuidad para todas las acciones exteriores es mayor que el l´ımite
inferior impuesto, es decir, si se cumple que baj > balim para j = 1, 2, . . . , na, se finaliza la
ejecucio´n del generador en dos pasos. Primero, se eliminan los modos que corresponden a
la informacio´n consignada en el vector lo´gico de efectividad, es decir, aquellos que no son
efectivos para ninguna accio´n exterior. Posteriormente, se genera el modo para mantener el
balance de agua en el acu´ıfero realizando una u´ltima ejecucio´n de la iteracio´n del MAGCD
y se evalu´an los coeficientes de reparto de continuidad mediante la ecuacio´n (6.2).
Generador de modos efectivos mediante la iteracio´n racional de Lanczos
El generador de modos efectivos mediante la iteracio´n racional de Lanczos con reinicio
expl´ıcito se presenta en el algoritmo 6.15. Sus entradas son las matrices A y S del problema
generalizado de autovalores, la matriz Ψ con la distribucio´n de las acciones elementales
actuando sobre el acu´ıfero, el l´ımite de participacio´n modal blim, la cota inferior de nivel
de continuidad balim, un vector c ∈ Rn que almacena los vectores iniciales de iteracio´n,
el nu´mero m de modos que deben converger en cada reinicio y el desplazamiento inicial
σ0. Al ejecutar el generador se obtienen la matriz de autovalores efectivos Λˆ, la matriz de
autovectores efectivos Vˆ, la matriz de volumen almacenado por cada autovector efectivo
Fˆ, la matriz de coeficientes de repartos efectiva Bˆ y la ma´scara de estados efectivos Z.
El algoritmo 6.15 comienza calculando los primeros m modos ma´s cercanos a un des-
plazamiento inicial nulo, es decir, aquellos que corresponden a los m autovalores de menor
magnitud, efectuando la primera ejecucio´n de la iteracio´n racional de Lanczos con reinicio
expl´ıcito, presentada en el algoritmo 6.13. Una vez se dispone de los primeros m autovec-
tores, se calcula el volumen almacenado por debajo de cada uno de ellos y los coeficientes
de reparto modales para todas las acciones exteriores impuestas sobre el acu´ıfero. Si-
multa´neamente, se construye cada fila de la ma´scara de estados efectivos aplicando la
ecuacio´n (6.1), determina´ndose los modos efectivos y residuales de forma ana´loga a lo
discutido en el apartado 51 para la generacio´n mediante la iteracio´n del MAGCD.
Cuando se han obtenido las matrices Vˆ ∈ Rn×m; Λˆ ∈ Rm×m, Fˆ ∈ Rm×m, Bˆ ∈ Rm×na ,
Z ∈ Rm×na y el vector de x ∈ Rm se procede a evaluar los niveles de continuidad de
los modos disponibles para cada una de las acciones exteriores. Entonces, si el nivel de
continuidad para todas estas acciones exteriores es mayor que el l´ımite inferior impuesto,
es decir, si se cumple que baj > balim para j = 1, 2, . . . , na, se detiene la generacio´n.
De lo contrario, se aplica otra iteracio´n racional de Lanczos con ROP seleccionando un
nuevo valor del desplazamiento cercano al mayor autovalor disponible en Λˆ y un vector
inicial ortonormal a los autovectores disponibles en la matriz Vˆ; reinicio que se repite
hasta cumplir el criterio de parada establecido. Ahora bien, cabe aclarar que el subespacio
de Krylov usado en cada reinicio de la iteracio´n racional de Lanczos es 2m-dimensional.
En otras palabras, para generar m modos se calculan 2m vectores adicionales de Lanczos
y se aumenta el taman˜o de las diagonales de Π en 2m componentes, de donde se deduce
que una restriccio´n para seleccionar el valor de m es que 2m < n. En la pra´ctica, esta
i
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restriccio´n se cumple en la mayor´ıa de los casos en los que el modelo a reducir es muy
grande puesto que m  n y es pra´cticamente imposible generar todos los modos del
sistema. Para finalizar, el modo asociado con el autovalor de mayor magnitud disponible
al final de la generacio´n se usa para preservar el balance de masa agregado en el acu´ıfero.
Por consiguiente, se evalu´a el factor de reparto de continuidad aplicando la ecuacio´n (6.2).
Otras opciones de generacio´n
Los esquemas de generacio´n de modos efectivos propuestos en los algoritmos 6.14 y 6.15
son adaptables a otros me´todos iterativos para la resolucio´n del problema generalizado de
autovalores. Por ejemplo, si se dispone de una implementacio´n eficiente de la ICR, el
algoritmo 6.14 puede usarse para la generacio´n de modos efectivos aplicando los pasos que
se enumeran a continuacio´n: (i) transformar el problema generalizado de autovalores en
uno esta´ndar mediante la descomposicio´n de Cholesky, (ii) efectuar la tridiagonalizacio´n
de Householder (1964) para convertir el problema obtenido en i a la forma tridiagonal;
(iii) usar el algoritmo 6.12 para obtener los autovalores del problema tridiagonal, (iv)
usar la ICR esta´ndar para calcular el autovector que le corresponde a cada autovalor, (v)
calcular sucesivamente los autovectores del problema generalizado original aplicando la
transformacio´n inversa de Cholesky sobre los autovectores del problema esta´ndar obtenidos
en iv hasta cumplir con el l´ımite inferior del nivel de continuidad asignado a la generacio´n
y (vi) eliminar los modos que no son excitados por ninguna accio´n exterior y obtener
la ma´scara de estados efectivos usando la ecuacio´n (6.1). Los pasos (i) a (iii) son de
preprocesamiento, mientras que (iv) y (v) corresponden a la generacio´n propiamente dicha
y consisten en ejecutar el algoritmo 6.14 sobre el problema esta´ndar, cambiando la iteracio´n
del MAGCD por una ICR. Por u´ltimo, el paso vi es de postprocesamiento y convierte
los autovectores del problema esta´ndar en los correspondiente al problema generalizado.
Experimentos nume´ricos han demostrado que el anterior esquema de generacio´n so´lo
es aplicable a modelos pequen˜os. Por otra parte, si se dispone de implementaciones eficien-
tes de la iteracio´n en el subespacio, el algoritmo 6.15 puede adaptarse de forma sencilla
reemplazando la iteracio´n de Lanczos de las l´ıneas 4 y 5 por la iteracio´n correspondiente,
considerando adema´s que durante los reinicios deben aplicarse una deflacio´n vectorial.
Algunas caracter´ısticas pra´cticas de implementacio´n
Cuando se reduce un modelo de flujo subterra´neo de gran taman˜o es imposible asignar
a priori las dimensiones de los arreglos usados por generadores de modos efectivos. Por esta
razo´n, en la interfaz de EVMPACK se ha incluido una rutina para incrementar el taman˜o de las
matrices Vˆ, Λˆ, Fˆ, Bˆ, Z y el vector lo´gico x (usado para indicar la efectividad de cada modo
generado) durante cada paso, lo cual permite ahorrar mucha memoria virtual. Asimismo,
es importante representar los vectores y arreglos de trabajo en formatos convenientes,
de acuerdo con las caracter´ısticas de las matrices que representan. Por ejemplo, A y
Aσ se almacenan usando el formato disperso coordenado por columnas (Saad, 1994b,
2003). Igualmente, para representar S, Λˆ y Fˆ se utilizan tres vectores de trabajo donde se
almacenan los elementos de sus diagonales. En cambio, las matrices que se almacenan en
formato denso son Vˆ, Ψ, Bˆ y Z, siendo e´stas las que demandan la mayor parte de memoria
durante la ejecucio´n de los algoritmos de generacio´n. Si el modelo es muy grande, puede
que sea imposible guardar en RAM estas cuatro matrices, con lo cual debe procurarse el
uso de almacenamiento secundario. Considerando lo anterior, la interfaz de operaciones
sobre los datos implementada en EVMPACK proporciona rutinas para la lectura secuencial
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de matrices densas desde el disco duro. Cabe aclarar que e´sta no es la opcio´n que optimiza
la velocidad operativa, por lo cual se usa por defecto el almacenamiento en RAM.
6.6. Aplicacio´n del MAV-CSEM al caso de referencia
En esta seccio´n se presenta la aplicacio´n del MAV-SCEM para reducir los modelos de
flujo subterra´neo del acu´ıfero rectangular de referencia sometido a acciones exteriores dis-
tribuida y puntual, de acuerdo a las configuraciones geome´tricas mostradas en las figuras
3.2 y 3.3. La variacio´n temporal de estas dos acciones exteriores ha sido presentada en las
figuras 3.7 y 3.10, para recarga uniformemente distribuida y bombeo puntual, respectiva-
mente. Tambie´n cabe resaltar que, tanto la implementacio´n de los modelos nume´ricos de
referencia, resueltos por DF, como la discretizacio´n espacial utilizada para la reduccio´n,
son ide´nticas a las descritas en las secciones 3.6 y 4.4. De nuevo, para considerar diferen-
tes escenarios en la parametrizacio´n de la relacio´n r´ıo-acu´ıfero, las conductancias en los
bloques de r´ıo var´ıan en escala logar´ıtmica entre 5000 y 5 m2/d. Adema´s, las localizacio-
nes donde se controla la variacio´n temporal de las alturas piezome´tricas en los modelos
sometidos a accio´n distribuida son aquellas definidas en el apartado 3.6.2.
6.6.1. Generacio´n de los modos efectivos
Los modos efectivos de los modelos de flujo subterra´neo reducidos mediante el MAV-
CSEM se han generado usando el MAGCD para la minimizacio´n del cociente de Rayleigh,
como se ha descrito en el algoritmo 6.14, tanto para accio´n exterior distribuida como
puntual. Para parametrizar la generacio´n, se ha impuesto un l´ımite de participacio´n modal
de blim = 10
−10 y un l´ımite inferior de nivel de continuidad de balim = 99.5 %. Tambie´n
se ha asumido una tolerancia mı´nima de convergencia de 2 = 10
−12, lo cual asegura seis
cifras decimales de precisio´n en los autovalores calculados, y una tolerancia de reinicio
de ε = 10−8. Al mismo tiempo, la convergencia de la minimizacio´n para la iteracio´n del
MAGCD se acelera utilizando un precondicionamiento por descomposicio´n LU incompleta
con estrategia dual por umbral y nivel de llenado, ILU(τ, p), con τ = 10−5 y p = 3.
En las figuras 6.2 y 6.3 se consignan los autovalores y los valores absolutos de los
volu´menes encerrados por los autovectores de los modos efectivos, respectivamente. En la
parte superior de ambas figuras se muestran las conductancias impuestas al r´ıo, ide´nticas
a las utilizadas en la seccio´n 4.4; las vin˜etas rellenas representan los modos efectivos tanto
para accio´n exterior distribuida como puntual, mientras que las vin˜etas huecas correspon-
den a los modos efectivos u´nicamente para la accio´n exterior puntual. Comparando las
figuras 3.4 y 6.2 se deduce que los nuevos autovalores efectivos son ide´nticos a los calcu-
lados mediante las soluciones anal´ıticas de los MPE respectivos. Igualmente, los valores
absolutos de los volu´menes encerrados por los autovectores efectivos corresponden a los
obtenidos para los autovectores dominantes de la solucio´n por el MAV con truncamiento
conservativo, que han sido presentados en la figura 4.2. Por otra parte, los coeficientes
de reparto efectivos se presentan en la figuras 6.4 y 6.5 para acciones exteriores unifor-
memente distribuida y puntual, respectivamente. Al respecto, cabe resaltar que dichos
coeficientes de reparto son ide´nticos a los calculados para las soluciones anal´ıticas en los
MPE correspondientes, aplicando apropiadamente las ecuaciones (3.38) y (3.40).
Asimismo, en la figura 6.6 se presentan los coeficientes de reparto efectivos acumulados
obtenidos para el acu´ıfero de referencia, en funcio´n de las diferentes conductancias de r´ıo
consideradas. En el gra´fico izquierdo se exhiben los resultados que corresponden a la accio´n
exterior distribuida, mientras que en el derecho se muestran los resultados para accio´n ex-
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Figura 6.2. Autovalores efectivos para el acu´ıfero de referencia, ordenados de acuerdo a las
seis diferentes conductancias asignadas a los bloques de r´ıo. Las vin˜etas rellenas representan los
modos efectivos tanto para accio´n exterior distribuida como puntual, mientras que las vin˜etas
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Figura 6.3. Valores absolutos de los volu´menes debajo de los autovectores efectivos para el
acu´ıfero de referencia segu´n las seis conductancias asignadas a los bloques de r´ıo. Las vin˜etas
rellenas representan los modos efectivos tanto para accio´n exterior distribuida como puntual. Las
vin˜etas huecas corresponden a los modos efectivos u´nicamente para la accio´n exterior puntual.
terior puntual. Si dichos resultados se comparan con los obtenidos aplicando las soluciones
anal´ıticas de los MPE, presentados en la figura 3.6, se detecta un comportamiento ana´logo
para ambas soluciones. De lo anterior se concluye que los modos efectivos del acu´ıfero de
referencia pueden interpretarse como aproximaciones nume´ricas a los modos asociados con
las soluciones anal´ıticas de los MPE correspondientes. Au´n as´ı, se observa que la localiza-
cio´n de los modos efectivos para los modelos reducidos por el MAV-CSEM no es sucesiva,
sino que se reparte sobre una fraccio´n espectral cuyo ancho depende, ba´sicamente, de la
parametrizacio´n asumida para la conexio´n r´ıo-acu´ıfero.
Los resultados comentados hasta ahora demuestran el potencial de reduccio´n manifes-
tado por el MAV-CSEM. Por ejemplo, al reducir el modelo donde se ha impuesto una
conductancia de 5 m2/d se obtienen u´nicamente 2 modos efectivos para accio´n distribuida
y 6 para accio´n puntual; mientras que al considerar una conductancia de 5000 m2/d se
llega a 23 modos efectivos para accio´n distribuida y 30 para accio´n puntual. En general, sin
importar el grado de conexio´n r´ıo-acu´ıfero considerado, es necesario generar menos modos
efectivos para accio´n exterior distribuida que para accio´n puntual. Es ma´s, la tendencia
del proceso de reduccio´n, con respecto a los para´metros de la relacio´n r´ıo-acu´ıfero, muestra
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Figura 6.4. Coeficientes de reparto efectivos del acu´ıfero rectangular de referencia cuando se
encuentra sometido a una accio´n exterior distribuida actuando uniformemente en todo su dominio























































Figura 6.5. Coeficientes de reparto efectivos del acu´ıfero rectangular de referencia cuando se
encuentra sometido a accio´n exterior puntual actuando en su centro, para las seis diferentes
conductancias de bloque de r´ıo.
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Figura 6.6. Coeficientes de reparto efectivos acumulados para el acu´ıfero rectangular de refe-
rencia en funcio´n de las conductancias impuestas en los bloques de r´ıo. E´l gra´fico de la izquierda
presenta los resultados correspondientes a accio´n exterior uniformemente distribuida, mientras
que en la derecha se muestran los resultados para accio´n exterior puntual.
que es necesario generar menos modos efectivos a medida que disminuye la conductancia
impuesta al r´ıo. De las anteriores observaciones se deduce que, desde el punto de vista de
la eficiencia computacional, los modelos de flujo ma´s dif´ıciles de reducir son aquellos que
consideran conexio´n perfecta con el r´ıo y accio´n exterior puntual.
Por ejemplo, la generacio´n de los modos efectivos para el modelo donde se impone una
conductancia de 5000 m2/d implica el ca´lculo de ma´s de 1000 modos, tanto efectivos como
residuales, hasta superar el l´ımite inferior de nivel de continuidad impuesto del 99.5 %.
Por el contrario, cuando se impone una conductancia de 5 m2/d, es necesario generar
menos de 100 modos para cumplir el mismo l´ımite inferior de nivel de continuidad. Por
lo tanto, como los modos efectivos pueden ubicarse dentro de un fraccio´n amplia del
espectro del problema, aumentar el nu´mero de modos efectivos a generar ocasiona una
importante reduccio´n de la eficiencia en el generador por minimizacio´n del cociente de
Rayleigh. Esto se debe a que, durante cada paso de la iteracio´n del MGCAD, el vector
conjugado de direccionamiento de minimizacio´n debe ser ortogonalizado con respecto a
todos los autovectores generados hasta el momento, sean efectivos o no, lo cual supone
un incremento gradual de los costos de almacenamiento y procesamiento para culminar
exitosamente las iteraciones de minimizacio´n asociadas con los modos superiores.
6.6.2. Ana´lisis de los resultados de las simulaciones para acciones
exteriores uniformemente distribuida y puntual
En la figura 6.7 se presentan los hidrogramas de descarga subterra´nea simulados me-
diante los modelos de referencia resueltos por DF (arriba) y modelos reducidos por el
MAV-SCEM (abajo) para accio´n exterior uniformemente distribuida, correspondientes a
las seis conductancias asignadas en la relacio´n r´ıo-acu´ıfero que se muestran en la parte
superior. En general, se observa que los hidrogramas de referencia se reproducen adecua-
damente al emplear el MAV-CSEM para reducir los modelos de flujo subterra´neo respec-
tivos; tambie´n se hace evidente que los mayores errores se presentan en la reproduccio´n de
los picos de caudal descargado, especialmente para los mayores valores de conductancia.
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Figura 6.7. Hidrogramas de descarga al r´ıo calculados mediante modelos nume´ricos resueltos por
DF (arriba) y modelos reducidos por el MAV-CSEM (abajo), para diferentes grados de conexio´n
entre el r´ıo y el acu´ıfero de referencia sometido a accio´n exterior uniformemente distribuida.
La anterior observacio´n se ha corroborado estimando los ı´ndices de comportamiento
para cada hidrograma simulado mediante el MAV-CSEM, con respecto a los obtenidos
ejecutando los modelos de referencia en DF respectivos. Dichos resultados han sido consig-
nados en la tabla 6.1, donde se observan algunas caracter´ısticas que vale le pena comentar.
Primeramente, se han estimado RMS que disminuyen desde 1.2 % hasta 0.2 % a medida
que decrece la conductancia de r´ıo, lo cual es consistente con lo expuesto anteriormen-
te para las soluciones anal´ıticas de los MPE, en el apartado 3.6.2, y para el MAV por
truncamiento conservativo, en el apartado 4.4.2. Adema´s, para todas las condiciones de
interaccio´n r´ıo-acu´ıfero impuestas, se obtuvieron E2 mayores al 99.05 % en los hidrogra-
mas simulados. As´ı pues, la menor eficiencia estimada corresponde al hidrograma obtenido
para una conductancia de 5000 m2/d, mientras las estimaciones ma´s elevadas, de apro-
ximadamente el 100 %, se obtuvieron para los hidrogramas simulados para conductancias
menores que 50 m2/d. Lo anterior implica una reproduccio´n ajustada de los hidrogramas
de descarga, especialmente durante las curvas de agotamiento. Finalmente, cabe resaltar
Conductancia de r´ıo [m2/d]
I´ndice [ %] 5000 200 100 50 20 5
RMS 1.213 0.388 0.56 0.27 0.21 0.19
E2 99.05 99.30 99.70 99.80 99.99 99.99
BIAS 0.47 0.23 0.04 0.02 0.01 0.01
Tabla 6.1. Estimaciones de la ra´ız del error cuadra´tico medio normalizado (RMS), coeficiente
de eficiencia de Nash-Sutcliffe modificado (E2) y coeficiente de sesgo relativo (BIAS) para los
hidrogramas de descarga simulados mediante modelos reducidos por el MAV-CSEM con respecto
a los simulados por modelos nume´ricos resueltos por DF, para diferentes conductancias de r´ıo y
accio´n exterior uniformemente distribuida actuando sobre el acu´ıfero de referencia.
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que los BIAS estimados son menores del 0.5 %, por lo tanto las simulaciones mediante el
MAV-CSEM reproducen casi perfectamente la media de los hidrogramas de referencia, lo
cual es consistente con el mecanismo de conservacio´n de masa impuesto sobre el acu´ıfero
a trave´s del u´ltimo modo efectivo de continuidad contenido en los modelos reducidos.
P1 P2 P3 P4
C RMS E2 RMS E2 RMS E2 RMS E2
[m2/d] [ %] [ %] [ %] [ %] [ %] [ %] [ %] [ %]
5000 0.295 99.58 0.412 99.45 0.761 99.10 2.240 98.44
200 0.210 99.72 0.355 99.82 0.647 99.91 1.892 99.62
100 0.123 99.88 0.262 99.93 0.539 99.96 1.364 99.88
50 0.102 99.99 0.176 99.99 0.341 99.99 0.775 99.99
20 0.040 100.00 0.088 100.00 0.153 100.00 0.345 100.00
5 0.020 100.00 0.045 100.00 0.071 100.00 0.075 100.00
Tabla 6.2. Estimaciones de la ra´ız del error cuadra´tico medio relativo (RMS) y el coeficiente
de eficiencia de Nash-Suttclife modificado (E2) para las series de alturas piezome´tricas calculadas
en los puntos de control mediante modelos reducidos por el MAV-CSEM, comparadas con las
simuladas mediante los modelos resueltos utilizando las DF, cuando el acu´ıfero de referencia se
ha sometido a una accio´n exterior uniformemente distribuida.
Igualmente, en la tabla 6.2 se presentan los ı´ndices de comportamientos estimados
para las alturas piezome´tricas simuladas en los cuatro puntos de control considerados,
empleando los modelos reducidos por el MAV-CSEM, con respecto a las obtenidas me-
diante los modelos de referencia resueltos por DF. En dicha tabla se presentan u´nicamente
las estimaciones de RMS y E2 puesto que los BIAS estimados, para todos los casos de
conexio´n r´ıo-acu´ıfero considerados, superan el 99.99 %. Se observa que las estimaciones de
RMS aumentan a medida que crece el grado de conexio´n entre el r´ıo y el acu´ıfero, sin
importar la localizacio´n del punto de control considerado. Por el contrario, RMS decrece
a medida que el punto de observacio´n considerado se encuentra ma´s alejado de la conexio´n
r´ıo-acu´ıfero, patro´n que se repite para las seis conductancias impuestas en los bloques de
r´ıo. As´ı, los mayores RMS han sido calculados en el punto P4, con estimaciones que no
alcanzan a superar el 2.3 % ni siquiera cuando la conexio´n entre el r´ıo y el acu´ıfero es
casi perfecta. En cambio, los menores RMS se calcularon en el punto P1, donde no se
alcanza a superar el 0.3 % para ninguna de las conductancias de r´ıo consideradas. Ahora
bien, las estimaciones del coeficiente de eficiencia de Nash-Sutcliffe exhiben caracter´ısticas
ana´logamente inversas a las anteriormente descritas para RMS. Es decir, E2 decrece a
medida que aumenta la conexio´n r´ıo-acu´ıfero o cuando el punto de control analizado se
ubica ma´s cerca de la conexio´n r´ıo-acu´ıfero, pero en ningu´n caso E2 cae por debajo del
99 %. En resumen, a la luz de los resultados comentados hasta ahora, se concluye que
las simulaciones mediante los modelos reducidos por el MAV-CSEM logran representar
adecuadamente las series de alturas piezome´tricas de referencia calculadas por los modelos
resueltos en DF. Nuevamente, dichas series piezome´tricas son consistentes con las obte-
nidas utilizando los MPE, presentadas en el apartado 3.6.2, y modelos reducidos por el
MAV con truncamiento conservativo, las cuales han sido discutidas en el apartado 4.4.2.
Por otra parte, los hidrogramas de caudales detra´ıdos al r´ıo por causa de un bombeo lo-
calizado en el centro del acu´ıfero de referencia, para las diferentes conductancias impuestas,
se presentan en la figura 6.8. En ella, el gra´fico superior corresponde a los hidrogramas si-
mulados mediante modelos nume´ricos resueltos por DF, mientras que en el gra´fico inferior
se presentan los simulados mediante modelos reducidos por el MAV-CSEM. En general,
se observa que los hidrogramas simulados mediante las DF se reproducen adecuadamente
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Figura 6.8. Hidrogramas de detracciones al r´ıo calculados mediante modelos nume´ricos resueltos
por DF (arriba) y modelos reducidos por el MAV-CSEM (abajo), para diferentes grados de
conexio´n entre el r´ıo y el acu´ıfero de referencia sometido a accio´n exterior puntual en el centro.
usando modelos reducidos por el MAV-CSEM, siendo muy similares a los presentados
en la figura 3.11 que corresponden a las soluciones anal´ıticas mediante los MPE. Tam-
bie´n debe notarse que la parametrizacio´n impuesta para la generacio´n de modos efectivos
evita la aparicio´n de saltos abruptos en los hidrogramas, como aquellos que se mostraron
previamente en la figura 4.13 para la reduccio´n cla´sica por truncamiento conservativo.
Al respecto, el adecuado comportamiento de los modelos reducidos mediante el MAV-
CSEM se corrobora al evaluar los ı´ndices de comportamiento de los hidrogramas simula-
dos, con respecto a los obtenidos empleando modelos resueltos por DF. Las estimaciones
de dichos ı´ndices se presentan en la tabla 6.3, donde se observa que el RMS disminuye
a medida que lo hace la conductancia del r´ıo, mientras que el coeficiente de eficiencia au-
menta a medida que dicha conductancia disminuye. Estos resultados son consistentes con
los ana´lisis presentados anteriormente para accio´n exterior uniformemente distribuida. Del
mismo modo, las estimaciones del BIAS var´ıan entre 0.57 % y 0.21 %, lo cual indica que
los caudales medios de detraccio´n han sido bien reproducidos por el modelo reducido. Por
Conductancia de r´ıo [m2/d]
I´ndice [ %] 5000 200 100 50 20 5
RMS 1.249 1.017 0.965 0.840 0.609 0.491
E2 98.50 99.70 99.96 99.98 99.99 99.99
BIAS 0.57 0.33 0.25 0.22 0.21 0.21
Tabla 6.3. Estimaciones de la ra´ız del error cuadra´tico medio normalizado (RMS), coeficiente
de Nash-Sutcliffe modificado (E2) y coeficiente de sesgo relativo (BIAS) para los hidrogramas
de descarga simulados mediante modelos reducidos por el MAV-CSEM con respecto a los simu-
lados por modelos nume´ricos en DF, para varios niveles de conexio´n entre el r´ıo y el acu´ıfero de
referencia, sometido a accio´n exterior puntual actuando en su centro.
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u´ltimo, teniendo en cuenta los resultados presentados en esta seccio´n, puede afirmarse que
una adecuada parametrizacio´n de la generacio´n de modos efectivos en el MAV-CSEM
conduce al planteamiento de un modelo reducido robusto y eficiente, sin importar el tipo
de accio´n exterior impuesta sobre el acu´ıfero de referencia.
6.7. Simulacio´n reducida del flujo en un acu´ıfero hete-
roge´neo rectangular mediante el MAV-CSEM
El MAV-CSEM ha sido aplicado para simular el flujo subterra´neo en el acu´ıfero rec-
tangular heteroge´neo de la figura 6.9, donde se muestra: (i) la distribucio´n espacial de las
propiedades hidra´ulicas del acu´ıfero en el gra´fico superior izquierdo, (ii) la configuracio´n
espacial de las acciones exteriores y el modelo conceptual para la conexio´n r´ıo-acu´ıfero en
el gra´fico inferior izquierdo y (iii) la localizacio´n de los puntos de observacio´n de las altu-
ras piezome´tricas en el gra´fico superior derecho. El acu´ıfero tiene una longitud de 5000 m
entre el r´ıo y la pared impermeable opuesta, con un ancho de 7500 m entre las paredes im-
permeables perpendiculares al r´ıo. Se ha asumido la existencia de tres zonas homoge´neas
de para´metros hidra´ulicos; e´stas son paralelas al r´ıo, sus transmisividades var´ıan entre
2500 m2/d y 250 m2/d y sus coeficientes de almacenamiento var´ıan entre 0.2 y 0.07. La
conexio´n r´ıo-acu´ıfero se modela usando una condicio´n de contorno del tipo Cauchy, donde
el grado de interaccio´n se da en funcio´n de una conductancia de bloque. En la pra´ctica,
se ha impuesto que dicha conductancia var´ıa, en escala logar´ıtmica, entre 5000 y 5 m2/d.
Adema´s, se ha considerado que el nivel de referencia para la piezometr´ıa corresponde a la
altura de calado nulo del r´ıo, la cual se ha asumido como invariante en el tiempo.
Se ha impuesto la aplicacio´n simulta´nea de dos acciones exteriores sobre el acu´ıfero. La
primera consiste de una recarga uniformemente distribuida en todo su dominio espacial,
cuyas intensidades han sido presentadas en la figura 3.7; la segunda consiste de extracciones
puntuales localizadas en las zonas nombradas Ei con i = 1, . . . , 5, en la figura 6.9. La
magnitud de la extraccio´n en cada bloque del modelo localizado en dichas zonas viene
dada segu´n el itinerario de bombeo de la figura 6.10, donde se observa que las extracciones
impuestas sobre el acu´ıfero se repiten cada doscientos d´ıas. Tambie´n cabe mencionar que
el horizonte de simulacio´n impuesto para el modelo es de mil d´ıas y que la discretizacio´n
espacial del acu´ıfero en DF manifiesta las siguientes caracter´ısticas: (i) se utilizan bloques
cuadrados con 100 m de longitud en cada lado, (ii) todas las filas esta´n formadas por 50
bloques de acu´ıfero ma´s uno para representar su conexio´n con el r´ıo, (iii) cada columna
esta´ formada por 75 bloques y (iv) el modelo se configura mediante una malla de 50 × 75
nodos activos y 75 nodos de conexio´n r´ıo-acu´ıfero, en total n=3825 nodos activos.
Es evidente que las caracter´ısticas geome´tricas del acu´ıfero rectangular de referencia y
la propiedades de su discretizacio´n espacial en DF, descritas detalladamente en las seccio-
nes 3.6, 4.4 y 6.6, se han mantenido en este caso de aplicacio´n. Es ma´s, los u´nicos cambios
realizados a los modelos de flujo de dicho acu´ıfero tienen que ver con la heterogeneidad
impuesta al medio poroso y la aplicacio´n de ma´s puntos de extraccio´n. Esto se ha defini-
do con el propo´sito de analizar la influencia de la heterogeneidad en la generacio´n de los
modos efectivos a usarse en las simulaciones reducida por el MAV-CSEM.
6.7.1. Generacio´n selectiva de los modos efectivos
Los modos efectivos de los modelos de flujo subterra´neo reducidos mediante el MAV-
CSEM se han generado usando el MAGCD para la minimizacio´n del cociente de Rayleigh,
de la forma que se ha descrito en el algoritmo 6.14. Para parametrizar dicha generacio´n, se
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Acción exterior 1, recarga R(t)
Acción exterior 2, bombeos Q(t)
CONVENCIONES
Ei: Zona de extracción, i=1,...,5
Oj: Punto de observación de niveles, j=1,...,14







Figura 6.9. Configuracio´n geome´trica del acu´ıfero rectangular heteroge´neo. (i) Distribucio´n espa-
cial de las propiedades hidra´ulicas del acu´ıfero en el gra´fico superior izquierdo, (ii) Configuracio´n
espacial de las acciones exteriores y el modelo de conexio´n r´ıo-acu´ıfero en el gra´fico inferior iz-
quierdo, (iii) Localizacio´n de los puntos de observacio´n de las alturas piezome´tricas en el gra´fico
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Figura 6.10. Itinerario de los bombeos impuestos sobre cada bloque perteneciente a las zonas
de extraccio´n Ei, con i = 1, . . . , 5, pertenecientes al acu´ıfero rectangular heteroge´neo. El eje de
ordenadas izquierdo representa el volumen diario extra´ıdo por cada pozo; el eje de ordenadas
izquierdo indica el volumen total que sale del acu´ıfero.
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ha impuesto un l´ımite de participacio´n modal de blim = 10
−10 y un l´ımite inferior de nivel
de continuidad de balim = 99.9 %. Tambie´n se ha asumido un valor de 2 = 10
−12 para la
tolerancia mı´nima de convergencia modal, con el objetivo de asegurar seis cifras decimales
de precisio´n en los autovalores calculados, y una tolerancia de ε = 10−8 en la evaluacio´n
del criterio de reinicio. Igualmente, para acelerar las iteraciones del MAGCD, se ha imple-
mentado un precondicionamiento por descomposicio´n LU incompleta con estrategia dual
por umbral y nivel de llenado, ILU(τ, p), con para´metros τ = 10−5 y p = 3.
1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01 1.00E+00
i [d-1]
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Figura 6.11. Autovalores efectivos para el acu´ıfero rectangular heteroge´neo segu´n las seis dife-
rentes conductancias asignadas a los bloques de r´ıo. Las vin˜etas rellenas representan los modos
efectivos tanto para accio´n exterior distribuida como puntual.
En la figura 6.11 se muestran los autovalores asociados a los modos efectivos. Para
las seis conductancias impuestas, las vin˜etas rellenas se refieren a los autovalores efectivos
para la accio´n exterior uniformemente distribuida, mientras que las vin˜etas huecas corres-
ponden a los autovalores que tambie´n son efectivos para la accio´n exterior puntual. En el
presente ana´lisis se han encontrado autovalores inferiores a los calculados para el acu´ıfero
rectangular de referencia, deducie´ndose una respuesta ma´s lenta al efecto de las acciones
exteriores impuestas por parte del acu´ıfero heteroge´neo analizado. Este resultado es cohe-
rente, dado que el acu´ıfero heteroge´neo esta´ peor conectado puesto que su difusividad en
la banda pro´xima al r´ıo es menor que 5000 m2/d, que es la del acu´ıfero de referencia.
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Figura 6.12. Valores absolutos de los volu´menes contenidos por los autovectores efectivos del
acu´ıfero rectangular heteroge´neo segu´n las conductancias asignadas a los bloques de r´ıo. Las
vin˜etas rellenas representan los modos efectivos para acciones exteriores distribuida y puntual.
Por otra parte, en la figura 6.12 se presentan los valores absolutos de los volu´menes
encerrados por los autovectores efectivos para las seis conductancias de r´ıo consideradas
en el presente ana´lisis. De nuevo, las vin˜etas rellenas han sido asignadas a los modos
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Figura 6.13. Coeficientes de reparto efectivos del acu´ıfero rectangular heteroge´neo para la ac-
cio´n exterior distribuida, clasificados de acuerdo a 6 conductancias de r´ıo. Las vin˜etas rellenas
corresponden a modos efectivos tanto para la accio´n exterior distribuida como puntual, mientras









































































Figura 6.14. Coeficientes de reparto efectivos del acu´ıfero rectangular heteroge´neo para la accio´n
exterior puntual, clasificados de acuerdo a 6 conductancias de r´ıo. Las vin˜etas rellenas correspon-
den a modos efectivos tanto para la accio´n exterior distribuida como puntual, mientras que las
vin˜etas huecas se asocian a los modos efectivos u´nicamente para accio´n distribuida.
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Figura 6.15. Distribucio´n de los coeficiente de reparto acumulados para los modos efectivos del
acu´ıfero rectangular heteroge´neo para accio´n exterior distribuida, en funcio´n de las seis conduc-



































































Figura 6.16. Distribucio´n de los coeficiente de reparto acumulados para los modos efectivos del
acu´ıfero rectangular heteroge´neo para accio´n exterior puntual, en funcio´n de las seis conductancias
de bloque de r´ıo.
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efectivos para accio´n exterior uniformemente distribuida, mientras que las vin˜etas huecas
corresponden a los modos efectivos para la accio´n exterior puntual. De estos resultados
se deduce que la heterogeneidad de los para´metros hidra´ulicos del acu´ıfero ocasiona que
la disminucio´n de dichos volu´menes, con respecto al aumento del ı´ndice modal respectivo,
no sea tan gradual como la exhibida en la figura 6.3 por parte de los modos efectivos del
acu´ıfero rectangular de referencia. A pesar de lo anterior, el rango de variacio´n de ambos
conjuntos de volu´menes es bastante parecido, con valores situa´ndose entre los 3000 y 1 m.
Los coeficientes de reparto de los modos efectivos para las dos acciones exteriores
consideradas, correspondientes a cada una de las seis conductancias de r´ıo, se presentan
en las figuras 6.13 y 6.14, para recarga uniformemente distribuida y bombeo puntual,
respectivamente. Se ha encontrado que la distribucio´n espectral de los modos efectivos
y los factores de reparto asociados a la accio´n uniformemente distribuida de recarga es
muy similar a la obtenida para el acu´ıfero rectangular de referencia. Por el contrario, los
coeficientes de reparto para los bombeos, a pesar de seguir siendo negativos, se parecen
ma´s a los que se esperar´ıa para una accio´n distribuida que a los que se obtienen para
accio´n puntual en el acu´ıfero de referencia, de acuerdo a lo presentado previamente en
la figura 6.5. Dicha suavizacio´n se debe a que los efectos de los diferentes bombeos han
sido agrupados en una accio´n exterior, con lo cual las excitaciones puntuales han sido
distribuidas sobre a´reas de extraccio´n de mayor taman˜o dentro del acu´ıfero.
Al respecto, una vin˜eta sin relleno en las figuras 6.13 y 6.14 quiere decir que el modo
correspondiente es efectivo u´nicamente para la accio´n exterior puntual. Por el contrario, si
la vin˜eta se encuentra rellena, su modo asociado es efectivo para ambas acciones exteriores.
Para efectos pra´cticos de simulacio´n, lo anterior significa que se ha impuesto una ma´scara
de estados efectivos que actu´a solamente para la accio´n exterior uniformemente distribuida
que consiste, ba´sicamente, en suprimir los modos con coeficientes de reparto por debajo al
l´ımite inferior impuesto de blim = 10
−10, dado que e´stos modos no aportan efectivamente
al estado del acu´ıfero y los modos efectivos generados para la accio´n exterior puntual no
han alcanzado el l´ımite inferior de nivel de continuidad del balim = 99.90 %, impuesto
para la generacio´n modal, cuando los modos efectivo para la accio´n exterior de recarga
ya ha sobrepasado dicho l´ımite. En otras palabras, durante la generacio´n de los modos
efectivos se ha encontrado que el nivel de continuidad converge ma´s ra´pidamente a uno
para la recarga uniformemente distribuida que para los bombeos, lo cual se traduce en
que la generacio´n esta´ controlada por la distribucio´n espacial impuesta para la accio´n
exterior puntual. La anterior caracter´ıstica se observa claramente en las figuras 6.15 y
6.16, donde se presentan los coeficientes de reparto acumulados para la acciones exteriores
uniformemente distribuida y puntual, en los gra´ficos izquierdo y derecho, respectivamente.
Para finalizar, es oportuno comentar que los requerimientos de generacio´n, en te´rminos
del nu´mero de modos efectivos que deben generarse para alcanzar el l´ımite inferior del nivel
de continuidad impuesto, disminuyen a medida que merma el grado de conexio´n entre el
r´ıo y el acu´ıfero, aunque no tan dra´sticamente como sucede en el acu´ıfero rectangular de
referencia. Por ejemplo, para una conductancia de 5000 m2/d se deben generar en total
590 modos, de los cuales 25 son efectivos para ambas acciones exteriores. Para la misma
conductancia en el acu´ıfero de referencia se deb´ıan generar 1010 modos, de los cuales
30 son efectivos para ambas acciones exteriores. Ahora bien, para C=50 m2/d se han
generado 289 modos, de los cuales 15 son efectivos para ambas acciones exteriores. Para
la misma conductancia, en el acu´ıfero de referencia se deb´ıan generar 210 modos, de los
cuales solamente 13 son efectivos para ambas acciones exteriores.
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6.7.2. Ana´lisis de los resultados de las simulaciones
Para la simulacio´n reducida del flujo subterra´neo en el acu´ıfero rectangular heteroge´neo
mediante el MAV-CSEM se definen los siguientes para´metros de control: (i) caudales de
intercambio entre el acu´ıfero y toda la longitud del r´ıo y (ii) niveles piezome´tricos en los
catorce puntos de observacio´n, cuyas localizaciones se han presentado en la figura 6.9. En
la figura 6.17 se presentan los hidrogramas subterra´neos simulados para toda la longitud
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Figura 6.17. Hidrogramas subterra´neos para el acu´ıfero rectangular heteroge´neo calculados me-
diante modelos nume´ricos resueltos por DF (arriba) y modelos reducidos por el MAV-CSEM
(abajo), correspondientes a diferentes niveles de conexio´n entre el r´ıo y el acu´ıfero.
Conductancia de r´ıo [m2/d]
I´ndice [ %] 5000 200 100 50 20 5
RMS 0.557 0.222 0.131 0.070 0.029 0.004
E2 99.86 99.95 99.98 99.99 99.99 99.99
BIAS 0.200 0.153 0.125 0.110 0.089 0.045
Tabla 6.4. Estimaciones de la ra´ız del error cuadra´tico medio normalizado (RMS), coeficiente
de Nash-Sutcliffe modificado (E2) y coeficiente de sesgo relativo (BIAS) para los hidrogramas
subterra´neos simulados mediante modelos reducidos por el MAV-CSEM, con respecto a los si-
mulados por modelos nume´ricos en DF, para el acu´ıfero rectangular heteroge´neo, clasificados de
acuerdo con el grado de su conexio´n con el r´ıo.
En ella se observa que los hidrogramas subterra´neos de referencia, obtenidos mediante
la resolucio´n de los modelos mediante DF, se han reproducido adecuadamente al efectuar
la reduccio´n modal v´ıa el MAV-CSEM. Mediante la inspeccio´n visual se nota que las
mayores diferencias se encuentran en los picos del hidrograma para una conductancia de
5000 m2/d; por el contrario, las recesiones han sido muy bien representadas para todas
las conductancias impuestas. La buena representatividad de los hidrogramas de referencia,
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por parte de los simulados mediante modelos reducidos por el MAV-CSEM, se verifica al
estimar los ı´ndices de comportamiento correspondientes. As´ı, en la tabla 6.4 se presentan
los RMS, E2 y BIAS estimados para los hidrogramas antes mencionados, donde se obser-
va que las estimaciones de RMS son menores al 1 %, las cuales disminuyen a medida que
la conductancia impuesta sobre los bloques de r´ıo decrece. Asimismo, los mayores RMS
se han estimado para los hidrogramas asociados a las mayores conductancias debido a las
importantes diferencias entre los caudales pico simulados durante los episodios de recarga.
Cabe notar que se han obtenido excelentes estimaciones de la eficiencia de Nash-
Sutcliffe para todos lo hidrogramas simulados, las cuales se situ´an por encima de 99.85 %
para todas las conductancias de r´ıo. De ah´ı se deduce que, a pesar de que existen diferen-
cias en los caudales pico, especialmente para las mayores conductancias, e´stas no son lo
suficientemente grandes como para producir un decrecimiento considerable en las estima-
ciones de E2. Finalmente, las estimaciones de BIAS son menores del 0.2 %, indicando que,
sin importar la conductancia considerada, los caudales subterra´neos medios de referencia
se representan adecuadamente en los hidrogramas simulados por los modelos reducidos.
A pesar de que los modelos de flujo del acu´ıfero heteroge´neo analizados en esta seccio´n
han incorporado la misma geometr´ıa e ide´nticas intensidades de recarga usadas para el
acu´ıfero de referencia, la respuesta de sus variables de estado a las acciones exteriores es
ma´s lenta, especialmente en lo concerniente a las relaciones r´ıo-acu´ıfero. Esto se produce
por que la banda de acu´ıfero Z3, que exhibe la menor difusividad (T3/S3), es adyacente
al r´ıo. Es decir, Z3 actu´a como una barrera semipermeable, impidiendo que el caudal
subterra´neo responda ra´pidamente a las excitaciones generadas por la recarga o el bombeo
en las bandas de acu´ıfero Z1 y Z2, las cuales manifiestan mayores difusividades y, por
consiguiente, tienen una respuesta hidrolo´gica ma´s ra´pida. De lo anterior se deduce que
los picos de los hidrogramas no son tan pronunciados y las recesiones no son tan empinadas
como las obtenidos en las simulaciones para el acu´ıfero de referencia, au´n considerando
que la existencia de zonas de extraccio´n cerca de la zona de interaccio´n r´ıo-acu´ıfero puede
llegar a aumentar drama´ticamente las pendientes de las curvas de recesio´n.
Por otra parte, las alturas piezome´tricas simuladas en nueve de los catorce puntos de
observacio´n, presentados en la figura 6.9, se muestran en la figura 6.18. E´stas han sido
obtenidas para diferentes valores de conductancia impuestos sobre los bloques de r´ıo. Los
puntos analizados son O1, O2, O3, O7, O9, O10, O12, O13 y O14, los cuales han sido
escogidos por las siguientes razones: (i) O1 y O12 se encuentran situados cerca de las
zonas de extraccio´n E4 y E3, por lo tanto los cambios en sus niveles piezome´tricos se
encuentran fuertemente influenciados por los itinerarios de bombeo; (ii) O3, O7 y O14 se
ubican cerca de la regio´n de interaccio´n r´ıo-acu´ıfero; (iii) O2 y O9 esta´n localizados en
zonas del acu´ıfero donde no se percibe notoriamente la influencia de las extracciones o de la
relacio´n entre r´ıo y acu´ıfero; (iv) O10 por estar localizado en las inmediaciones de la unio´n
entre la zona de difusividad elevada, Z1, e intermedia, Z2; (v) O13 por estar localizado en
las inmediaciones de la unio´n entre la zona de difusividades intermedia y baja, Z2 y Z3,
respectivamente. As´ı, en todos los gra´ficos de la figura 6.18, las l´ıneas de color representan
las alturas piezome´tricas simuladas por modelos reducidos mediante el MAV-CSEM y
la l´ınea gruesa gris del fondo representa los niveles piezome´tricos de referencia, obtenidos
resolviendo modelos en DF. Mediante una ana´lisis visual sobre dicha figura, se deduce que
las alturas piezome´tricas simuladas mediante los modelos reducidos por el MAV-CSEM
reproducen adecuadamente las piezometr´ıas de referencia. La anterior afirmacio´n esta´ apo-
yada en las estimaciones de la ra´ız del error cuadra´tico medio normalizado, consignadas
en la tabla 6.5, y del coeficiente de eficiencia de Nash-Sutcliffe modificado, presentadas en
la tabla 6.6. En el presente ana´lisis no se han presentado las estimaciones del coeficiente
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Figura 6.18. Alturas piezome´tricas para el acu´ıfero rectangular heteroge´neo calculadas mediante
modelos nume´ricos resueltos por DF (l´ınea gris gruesa) y modelos reducidos por el MAV-CSEM
(l´ınea delgada coloreada), correspondientes a diferentes niveles de conexio´n entre el r´ıo y el acu´ıfe-
ro, para nueve de los catorce puntos de observacio´n definidos a priori.
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de sesgo relativo (BIAS) puesto que, en todos los modelos reducidos construidos para las
diferentes conductancias de r´ıo, sus estimaciones fueron inferiores el 0.1 %. Por consiguien-
te, se concluye que los modelos reducidos reproducen adecuadamente los valores medios
de las series piezome´tricas de referencia.
C [m2/d] O9 O2 O12 O13 O3 O14 O1 O7 O10
5000 1.32 1.45 2.81 2.15 3.04 2.50 2.75 2.05 1.35
200 1.14 1.24 2.25 1.28 2.53 1.98 2.18 1.24 1.16
100 0.86 0.93 1.83 0.98 2.11 1.54 1.79 0.93 0.89
50 0.37 0.42 1.20 0.51 1.50 1.17 1.13 0.54 0.40
20 0.21 0.23 0.85 0.61 1.18 0.63 0.79 0.60 0.31
5 0.12 0.15 0.72 0.33 0.84 0.43 0.61 0.25 0.17
Tabla 6.5. Estimaciones de la ra´ız del error cuadra´tico medio normalizado (RMS) para las altu-
ras piezome´tricas en el acu´ıfero rectangular heteroge´neo calculadas mediante modelos reducidos
por el MAV-CSEM, con respecto a las simuladas por los modelos nume´ricos resueltos por DF de
referencia. Los resultados se han clasificado de acuerdo con el grado de conexio´n entre el r´ıo y el
acu´ıfero, para nueve de los catorce puntos de observacio´n definidos a priori.
C [m2/d] O9 O2 O12 O13 O3 O14 O1 O7 O10
5000 98.70 98.62 97.95 98.00 97.50 98.40 98.11 98.03 98.73
200 99.15 98.94 98.50 98.70 98.10 99.07 98.63 98.77 99.19
100 99.22 99.10 98.70 99.18 98.50 99.14 99.15 99.19 99.25
50 99.63 99.50 99.10 99.44 99.04 99.51 99.32 99.54 99.70
20 99.84 99.80 99.37 99.90 99.22 99.75 99.54 99.90 99.92
5 99.95 99.95 99.58 99.93 99.34 99.83 99.77 99.97 99.97
Tabla 6.6. Estimaciones del coeficiente de eficiencia de Nash-Suttclife modificado (E2) para
las alturas piezome´tricas en el acu´ıfero rectangular heteroge´neo calculadas mediante modelos
reducidos por el MAV-CSEM, con respecto a las simuladas por los modelos nume´ricos resueltos
por DF de referencia. Los resultados se han clasificado de acuerdo con el grado de conexio´n entre
el r´ıo y el acu´ıfero, para nueve de los catorce puntos de observacio´n definidos a priori.
En las tablas 6.5 y 6.6 se observa que los mayores RMS, junto con las menores E2,
se estiman para la altura piezome´trica asociada al punto de observacio´n O3, lo cual se
debe a dos factores principales. Primero, O3 se encuentra localizado cerca de la zona de
extraccio´n E5 y, segundo, O3 tambie´n se encuentra cerca de la regio´n de interaccio´n entre
el r´ıo y el acu´ıfero. Como se ha discutido previamente, la representacio´n adecuada de las
alturas piezome´tricas en regiones cercanas a los pozos, o al r´ıo, es ma´s dif´ıcil de lograr
mediante las simulaciones por el MAV-CSEM puesto que, en general, se necesita disponer
de ma´s modos efectivos que para otras localizaciones en el acu´ıfero. Igualmente, se han
obtenido obtenido ı´ndices de comportamiento menos o´ptimos en O1 y O12, con RMS
cercanos al 2.5 % y E2 por debajo del 98 % para C=5000 m
2/d, puesto que las variaciones
en sus alturas piezome´tricas dependen fuertemente del itinerario de bombeo impuesto en
las zonas E3 y E4. Para los puntos de observacio´n mencionados hasta este momento,
las estimaciones de los ı´ndices de comportamiento mejoran a medida que disminuye la
conductancia impuesta sobre los bloques de r´ıo. Por ejemplo, RMS disminuye hasta ser
menor que el 0.9 % y E2 crece hasta cerca del 99.30 % para una conductancia de 5 m
2/d.
De estos resultados se deduce que las estimaciones de los ı´ndices de comportamiento en
estos puntos son bastante aceptables, lo cual muestra que el algoritmo propuesto para
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la generacio´n de los modos efectivos asegura una buena representatividad de las alturas
piezome´tricas, inclusive aquellas localizadas en las zonas ma´s criticas del acu´ıfero.
Por el contrario, para los niveles piezome´tricos simulados en los puntos ma´s alejados de
las regiones cr´ıticas del acu´ıfero se han estimado ı´ndices de comportamiento muy cercanos
a los valores o´ptimos, incluso cuando se consideran conexiones r´ıo-acu´ıfero casi perfectas.
Por ejemplo, en los puntos O2, O9 y O10 se han encontrado RMS menores al 1.5 % y E2
que superan el 98.5 %. De nuevo, las estimaciones de dichos ı´ndices de comportamiento
mejoran a medida que la conexio´n r´ıo-acu´ıfero se vuelve ma´s imperfecta. As´ı, para una
conductancia de 5 m2/d, el RMS se ubica por debajo del 0.2 % y la E2 supera el 99.90 %.
Por u´ltimo, el hecho de que la velocidad de respuesta del acu´ıfero sea relativamente
baja tiene dos consecuencias favorables para efectos de reduccio´n y simulacio´n. La primera
es disminuir los requerimientos computacionales necesarios para la generacio´n modal y la
construccio´n de la ma´scara de estados efectivos, incluso imponiendo un l´ımite inferior de
nivel de continuidad muy exigente del 99.9 %. La segunda es que, dado que los picos de
caudales subterra´neos y niveles piezome´tricos no son muy pronunciados, las diferencias
entre las simulaciones mediante los modelos reducidos por MAV-CSEM, con respecto a
la de referencia obtenidas mediante modelos resueltos por DF, no tienen una importancia
significativa en la estimacio´n de los ı´ndices de comportamiento. Lo anterior, unido a los
valores asumidos para los para´metros de generacio´n de los modos efectivos, se traduce en
que las estimaciones de RMS y E2 sean cercanas a los valores o´ptimos, sin importar el
grado de conexio´n r´ıo-acu´ıfero asumido en el modelo.
6.8. Conclusiones y discusio´n
Se ha propuesto un marco conceptual para la reduccio´n modal de modelos de flujo sub-
terra´neo, el cual ha sido denominado Me´todo de los Autovalores con Compresio´n Selectiva
y Enmascaramiento Modal (MAV-CSEM). Su aplicacio´n pra´ctica se basa en la definicio´n
de los conceptos de: (i) modo efectivo, (ii) modo residual, (iii) l´ımite de participacio´n
modal, (iv) ma´scara de estados efectivos y (v) nivel de continuidad. La introduccio´n de
estos para´metros en el marco conceptual del MAV permite realizar la simulacio´n del flujo
subterra´neo de la forma ma´s reducida posible puesto que elimina los modos residuales que
suelen encontrarse al aplicar la reduccio´n cla´sico por truncamiento conservativo.
Debe hacerse hincapie´ en que el MAV-CSEM consta de un marco conceptual donde se
unifican las dos componentes de la solucio´n de la EDP de flujo subterra´neo. Primero, se ha
propuesto un novedoso esquema reducido enmascarado para aumentar la eficiencia de la
evaluacio´n de la ecuacio´n de estados del acu´ıfero. Asimismo, se han construido algoritmos
para la generacio´n eficiente de los modos efectivos del modelo de flujo subterra´neo. Sobre
este u´ltimo aspecto, se ha propuesto la incorporacio´n de los conceptos de l´ımite de par-
ticipacio´n modal y nivel de continuidad para seleccionar los modos efectivos, construir la
ma´scara de estados efectivos y como criterio de parada en los algoritmos de generacio´n. La
principal novedad de dichos generadores radica en que se han desarrollado criterios de base
f´ısica para extraer las caracter´ısticas asociadas con la solucio´n del problema generalizado
de autovectores que se plantea al reducir el modelo de flujo mediante MAV.
Dado que la premisa fundamental en la generacio´n de los modos efectivos es mantener
o incrementar la eficiencia computacional, sin sacrificar demasiada precisio´n en las simu-
laciones, es conveniente utilizar algoritmos secuenciales que revisen simulta´neamente los
l´ımites de participacio´n modales y los niveles de continuidad de los modos efectivos, para
todas las acciones exteriores consideradas; esto con el propo´sito de determinar secuencial-
mente si: (i) un modo es efectivo y su autovector asociado puede incluirse en la matriz Vˆ,
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aplicando la ecuacio´n (6.1) de filtrado, y (ii) se detiene la generacio´n cuando la evaluacio´n
del criterio dado en (6.4) ha sobrepasado el nivel de continuidad impuesto a priori.
Aparte de lo anterior, debe mencionarse que los generadores de modos efectivos pro-
puestos se han configurado e implementado teniendo en cuenta las principales caracter´ısti-
cas del problema generalizado de autovalores que se debe resolver en el MAV. As´ı, se ha
tenido en cuenta el cara´cter disperso de las matrices de transmisividades y almacenamien-
tos, su simetr´ıa, definicio´n positiva y propiedades de inversio´n. A partir de estas carac-
ter´ısticas se han seleccionado los algoritmos ma´s adecuados para efectuar las operaciones
matema´ticas de resolucio´n de SELD, ortogonalizacio´n de vectores, deflacio´n vectorial,
diagonalizacio´n y factorizacio´n matriciales, precondicionamiento, entre otras. Lo anterior
se define con el propo´sito de que las implementaciones computacionales construidas para
asegurar que la generacio´n de los modos efectivos sean muy eficientes. En consecuencia,
teniendo en cuenta las caracter´ısticas de las operaciones matema´ticas antes mencionadas,
se ha seleccionado el algoritmo de minimizacio´n del cociente de Rayleigh, de la forma dada
por la iteracio´n del MAGCD, y el me´todo racional de Lanczos con reinicio expl´ıcito para
la solucio´n iterativa de los problemas de autovectores generalizados involucrados en la
generacio´n modal. La evaluacio´n de los algoritmos de generacio´n propuestos, en casos de
aplicacio´n sencillos, ha arrojado resultados satisfactorios, probando que los criterios pro-
puestos para caracterizar la generacio´n son robustos y, en efecto, ayudan a incrementar la
eficiencia no so´lo del ca´lculo de los modos efectivos, sino tambie´n de la simulaciones.
Tambie´n se han presentado aplicaciones del MAV-CSEM en acu´ıferos de geometr´ıa
rectangular, homoge´neos o con heterogeneidad moderada, sometidos a acciones exteriores
sencillas. La parametrizacio´n asumida para la generacio´n de modos efectivos en los casos
de aplicacio´n ha sido bastante exigente para asegurar una adecuada representacio´n del
flujo en el acu´ıfero. Los para´metros de control definidos en las simulaciones mediante mo-
delos reducidos por MAV-CSEM han sido comparados con los simulaciones efectuadas
por modelos resueltos en DF. De los resultados obtenidos en la generacio´n de los modos
efectivos cabe mencionar que, a medida que se incluye una mayor cantidad de modos
efectivos, la aproximacio´n de las variables de estado por el modelo reducido es ma´s pre-
cisa, pero la construccio´n de la base del subespacio de autovectores efectivos, Vˆ, es ma´s
demandante en almacenamiento y procesamiento informa´tico. A pesar de lo anterior, los
resultados obtenidos para las relaciones r´ıo-acu´ıfero y los niveles piezome´tricos son bas-
tante aceptables en te´rminos de las estimaciones de la ra´ız del error cuadra´tico medio
normalizado (RMS), coeficiente de Nash-Sutcliffe modificado (E2) y coeficiente de sesgo
relativo (BIAS). Ma´s au´n, el comportamiento de dichos ı´ndices estimados para soluciones
por el MAV-CSEM, en lo que se refiere a la parametrizacio´n de la conexio´n entre el r´ıo y
el acu´ıfero, es consistente con las estimaciones obtenidas para los modelos reducidos por
el MAV con truncamiento conservativo, discutidas ampliamente en la seccio´n 4.4.
En s´ıntesis, el marco conceptual propuesto para el MAV-CSEM constituye un am-
biente generalizado de simulacio´n reducida modal robusto, eficiente, flexible y confiable
que permite abordar la modelacio´n reducida del flujo subterra´neo en acu´ıferos lineales
finamente discretizados en el espacio, que abarcan grandes extensiones de terreno y se
encuentran integrados en sistemas de uso conjunto. Las ventajas en eficiencia del MAV-
CSEM son ma´s notables cuando el dominio espacial del acu´ıfero lineal ha sido discretizado
en decenas o cientos de miles de bloques, donde la simulacio´n transitoria del flujo se realiza
sobre largos periodos de tiempo, del orden de de´cadas, a resolucio´n diaria o mensual. Lo
anterior se muestra detalladamente en el cap´ıtulo 8. All´ı se analizan las caracter´ısticas del
flujo en un acu´ıfero heteroge´neo irregular conectado con una red de drenaje sinuosa, el
cual ha sido sometido a la accio´n simulta´nea de muchas acciones exteriores.
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“Mi ambicio´n es decir en diez oraciones
lo que otros dicen en un libro entero”.
Friedrich Nietzsche
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A pesar de que el MAV-CSEM es muy eficiente para efectuar la simulacio´n reducida
del flujo en un acu´ıfero, su principal desventaja es que los algoritmos existentes para
calcular los modos efectivos y generar la ma´scara de estados correspondiente, pueden llegar
a ser muy demandantes computacionalmente cuando se analizan acu´ıferos irregulares,
heteroge´neos, de respuesta ra´pida y de gran taman˜o. Cuando la discretizacio´n espacial
de un acu´ıfero es muy fina y se requiere analizar diferentes configuraciones geome´tricas
o valores de para´metros del flujo en el acu´ıfero dentro de un modelo de uso conjunto, la
aplicacio´n del MAV-CSEM requerir´ıa el ca´lculo de los modos para los diferentes valores
de dichos para´metros, lo cual implica efectuar muchas operaciones y, en consecuencia,
su ejecucio´n deja de ser eficiente. Una mejor opcio´n es usar el MLAN para construir,
de forma ma´s sencilla, un subespacio de Krylov de reduccio´n del modelo de flujo. En
este cap´ıtulo se recogen las propuestas de diferentes investigadores (Dunbar y Woodbury,
1989; Gambolati, 1993; Zhang, 2000; Zhang et al., 2000; Woodbury y Zhang, 2001) para
construir un marco eficiente de reduccio´n de modelos de flujo subterra´neo a incorporarse
en la gestio´n conjunta del recurso h´ıdrico. Tambie´n se proponen criterios para detener la
iteracio´n de Lanczos que se usa en la construccio´n del subespacio de Krylov y se extiende
el planteamiento del procedimiento matema´tico de reduccio´n para tener en cuenta muchas
acciones exteriores actuando simulta´neamente sobre el acu´ıfero.
Finalmente, se presentan dos aplicaciones sencillas del MLAN. En primera instancia,
la reduccio´n del modelo de flujo subterra´neo para el acu´ıfero rectangular de referencia,
mostrando la influencia que tiene el nu´mero de vectores de Lanczos que forman el subes-
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teriormente, se muestra la aplicacio´n del MLAN sobre el acu´ıfero rectangular heteroge´neo
sometido a acciones exteriores sencillas, presentado en la seccio´n 6.7. En ambos casos,
los resultados de las simulaciones obtenidas por MLAN se comparan con los obtenidos
mediante modelos de referencia resueltos mediante las DF tradicionales.
7.2. Procedimiento de reduccio´n de un modelo de flujo
subterra´neo mediante el MLAN
El procedimiento de reduccio´n de modelos de flujo subterra´neo mediante el MLAN
sigue el principio de superposicio´n planteado en la seccio´n 2.7, de acuerdo con el esque-
ma de la figura 2.4. Segu´n e´ste, deben resolverse dos problemas, uno permanente con
condiciones de contorno originales, que considera acciones exteriores nulas, y otro transi-
torio con condiciones de contorno nulas, donde las condiciones iniciales vienen dadas como
w(x, y, 0) = h(x, y, 0)− u(x, y) ∀ x, y ∈ Ω y t = 0, para cada accio´n exterior considerada.
E´stas soluciones se superponen en cada intervalo de simulacio´n y los diferentes para´metros
de control del acu´ıfero se evalu´an segu´n las expresiones planteadas en el apartado 2.9.
7.2.1. El problema en regimen permanente
El tratamiento de la componente en re´gimen permanente de un modelo reducido ha
sido comentado en el apartado 2.8.2 y consiste, ba´sicamente, en resolver un SLED usando
me´todos eficientes. De lo anterior, se obtiene el vector u de alturas piezome´tricas en cada
uno de los nodos en los cuales se ha representado el dominio espacial del acu´ıfero, de
acuerdo con la ecuacio´n (2.27). Posteriormente, con base en la solucio´n para u, se deducen
convenientemente las partes permanentes de los para´metros de control seleccionados.
7.2.2. El problema en regimen transitorio
La solucio´n del problema transitorio mediante el MLAN se efectu´a aplicando los si-
guientes pasos: (i) se construye la base de un subespacio ortonormal de Krylov, cuya forma
cano´nica viene dada en la ecuacio´n (6.33), ejecutando la iteracio´n racional de Lanczos y
(ii) se aplica el esquema de proyeccio´n de la ecuacio´n matricial-diferencial de flujo sub-
terra´neo, presentada en (2.28), sobre el subespacio de Krylov generado por los vectores de
Lanczos, de forma ana´loga a la descrita en las expresiones (2.4) y (2.5).
Solucio´n para el problema con acciones exteriores nulas
En el apartado 4.2.2 se demostro´ que la solucio´n nume´rica de la EDP de flujo sub-
terra´neo en un acu´ıfero lineal con para´metros y condiciones de contorno invariantes en
el tiempo, sometido a acciones exteriores nulas, se obtiene resolviendo: (i) un problema
generalizado de autovalores que depende de la discretizacio´n por DF de las derivadas par-
ciales y que es funcio´n del espacio y (ii) un conjunto EDO lineales de primer orden que
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donde A ∈ Rn×n es una matriz cuadrada de transmisividades sime´trica y definida positiva,
S ∈ Rn×n es la matriz diagonal de almacenamientos, Λ ∈ Rm×m es la matriz diagonal de
autovalores, V ∈ Rn×m es la matriz ortonormal de autovectores y Φ(t) ∈ Rm es el vector
de estados del acu´ıfero, n es el nu´mero de nodos en los cuales se ha discretizado el dominio
espacial del acu´ıfero, m es el nu´mero de modos considerados y las alturas piezome´tricas
del problema transitorio se calculan como w(t) = VΦ(t). Para el desarrollo matema´tico
que se presenta a continuacio´n, se ha asumido que el esquema de reduccio´n cuenta con m
vectores de Lanczos y una matriz tridiagonal sime´trica Π ∈ Rm×m que aproxima cierta
fraccio´n inferior del espectro del modelo de flujo subterra´neo. Asimismo, se considera el
procedimiento para transformar un problema generalizado de autovalores, ecuacio´n (4.4),
a una forma equivalente expresada en funcio´n de los vectores de Lanczos, como ha sido
discutido ampliamente en el apartado 6.5.4. Debe recordarse que, en el caso particular de
la EDP de flujo subterra´neo, dicha transformacio´n se ejecuta en funcio´n de la matriz de
transmisividades inversa desplazada y se expresa de la siguiente manera:
(A− σS)−1SV = ΩV
donde σ es un desplazamiento espectral y Ω ∈ Rm×m es la matriz diagonal de autovalores
desplazados, en la cual cada componente se escribe como ωi = (λi−σ)−1 para i = 1, . . . ,m.
Ahora bien, como se ha presentado en el apartado 6.5.4, siguiendo las ecuaciones (6.27)
y (6.28), al ejecutar m pasos de la iteracio´n racional de Lanczos, es posible expresar un
problema generalizado de autovalores mediante la siguiente forma alternativa:
X∗S(A− σS)−1SX = Π
X∗SX = I
donde X ∈ Rn×m es la matriz de vectores de Lanczos y Π ∈ Rm×m es la matriz tridia-
gonal de coeficientes, ambas generadas mediante la ejecucio´n de m pasos de la iteracio´n
racional de Lanczos. En particular, los autovalores de Π son buenas aproximaciones de los
autovalores cercanos al desplazamiento σ y corresponden al problema generalizado que se
plantea en la solucio´n de la EDP de flujo subterra´neo por el MAV, es decir, de la ecua-
cio´n (4.4). La anterior caracter´ıstica hace posible que las ecuaciones (6.27) y (6.28) puedan
utilizarse como una forma alternativa para reducir un modelo lineal de flujo subterra´neo,
siempre y cuando e´ste manifieste para´metros y condiciones de contorno invariantes en el
tiempo.
Solucio´n para el problema con acciones exteriores dadas
Ahora se desea resolver la ecuacio´n (2.28) sujeta a condiciones de contorno nulas y a
condiciones iniciales dadas segu´n la expresio´n (4.2), utilizando las relaciones de reduccio´n
(6.27) y (6.28), impuestas por la iteracio´n racional de Lanczos. Igualmente, con el propo´sito
de considerar simulta´neamente el efecto producido por muchas acciones exteriores sobre
el acu´ıfero, se incluyen los te´rminos que representan sus distribuciones e intensidades, de
acuerdo a la definicio´n (2.29). Por lo tanto, la EDP de flujo subterra´neo para el problema
transitorio, discretizada espacialmente mediante las DF segu´n la ecuacio´n (2.30), es:
Aw + Ψr = S
dw
dt
donde todos los te´rminos han sido definidos apropiadamente en el apartado 2.8.3. Esta
ecuacio´n debe modificarse ejecutando un desplazamiento sobre la matriz de transmisivida-
des con el fin de asegurar la adecuada aplicacio´n de la transformacio´n espectral del MLAN
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racional (Zhang, 2000; Woodbury y Zhang, 2001). Para conseguir lo anterior, se suma y
se resta el te´rmino σSw de su lado izquierdo, obtenie´ndose que:
(A− σS)w − Sdw
dt
+ Ψr + σSw = 0
la cual, en te´rminos de la matriz de transmisividades inversa y desplazada, que se define




+ A−1σ Ψr + σA
−1
σ Sw = 0 (7.1)
A continuacio´n, siguiendo el esquema de reduccio´n por el MLAN racional, se establece
que la solucio´n para las alturas piezome´tricas transitorias viene dada como w(t) = XΦL(t),
donde X ∈ Rn×m es la matriz de vectores de Lanczos [L−1] y ΦL(t) ∈ Rm es el vector de
estados de Lanczos del modelo reducido [L2]. As´ı, reemplazando dicho esquema de solucio´n




+ A−1σ Ψr + σA
−1




+ X∗SA−1σ Ψr + σX
∗SA−1σ SXΦL(t) = 0
la cual se simplifica sustituyendo las definiciones (6.27) y (6.28), inherentes a la generacio´n
de los vectores en la iteracio´n de Lanczos, que aproximan los modos del problema en
la solucio´n para acciones exteriores nulas. As´ı pues, efectuando algunas operaciones, se




−Gr = (σΠ− I) ΦL(t) (7.2)
donde G = X∗SA−1σ Ψ ∈ Rm×na y na es el nu´mero de acciones exteriores actuando sobre
el acu´ıfero. Para asegurar la eficiencia de la reduccio´n, la matriz G [T/L] debe calcularse
antes de comenzar la simulacio´n, para lo cual se resuelven na SELD de la forma Aσci = ψi,
donde ψi ∈ Rn es el vector de distribucio´n de la i-e´sima accio´n exterior, ci ∈ Rn es un
vector auxiliar de ca´lculo e i = 1, 2, . . . , na. Por lo tanto, se escribe G = X
∗SC, siendo
C ∈ Rn×na una matriz auxiliar cuyas columnas esta´n formadas por los vectores ci [T/L2].
A diferencia del esquema de reduccio´n por el MAV-CSEM, el MLAN no permite
obtener una solucio´n anal´ıtica directa para los estados del acu´ıfero. Esto se debe a que la
matriz Π [T] es tridiagonal, de manera que no puede separarse expl´ıcitamente la influencia
de cada vector de Lanczos sobre el vector total de estados del acu´ıfero. La consecuencia
de lo anterior es que la integracio´n temporal de (7.2) debe efectuarse nume´ricamente.
Entonces, aplicando un esquema Euleriano impl´ıcito hacia adelante, la derivada temporal







donde Φt+1L , Φ
t
L ∈ Rm son los vectores de estado de Lanczos evaluados en los instantes t+1
y t, respectivamente, que acotan un intervalo temporal τ de duracio´n ∆t. Sustituyendo
(7.3) en (7.2) y ordenando te´rminos, se deduce la siguiente expresio´n de simulacio´n:(
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∆t





ΦtL + Gr (7.4)
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que consiste de un SELD tridiagonal, sime´trico y definido positivo, cuya resolucio´n pro-
porciona los estados de Lanczos del acu´ıfero al final de cada subintervalo de simulacio´n. Al
respecto, se recomienda resolver los SELD que involucran la matriz Aσ mediante me´todos
precondicionados por gradiente biconjugado, MINRES o GMRES. Lo anterior se define
con el propo´sito de poder afrontar la posible pe´rdida de la definicio´n positiva en dichos
SELD, causada al efectuar el respectivo desplazamiento espectral sobre A.
Cabe mencionar que en el anterior desarrollo matema´tico se ha asumido disponer de
una base (semi)ortogonal para un subespacio de Krylov que se haya generado ejecutando
m n pasos de la iteracio´n racional de Lanczos que se muestra en el algoritmo 7.1. Ahora
bien, los criterios para detener la generacio´n del subespacio de proyeccio´n del modelo fueron
propuestos por Dunbar y Woodbury (1989). E´stos se basan en la introduccio´n del concepto
del factor de participacio´n [L−1], definido como la fraccio´n de las acciones exteriores que
es asumida por cada vector de Lanczos que compone el subespacio de proyeccio´n. As´ı,
cuando las acciones exteriores pueden descomponerse segu´n la ecuacio´n (2.29), el factor




con i = 1, 2, . . . , n, j = 1, 2, . . . , na y ψj ∈ Rn es el vector de acciones elementales
invariantes en el tiempo de simulacio´n para la j-e´sima accio´n exterior. En te´rminos de









en la cual sk,k es el k-e´simo elemento diagonal de la matriz S y xk,i es el elemento de la
matriz de vectores de Lanczos, X, situado en la k-e´sima fila y la i-e´sima columna.
Debido a la dificultad de establecer una cota inferior apropiada para el factor de par-
ticipacio´n, es ma´s conveniente usar los factores de participacio´n volume´trica acumulados
como criterios para detener al generador racional de Lanczos. As´ı, aplicando la ecua-
cio´n de continuidad sobre las acciones exteriores actuando sobre el acu´ıfero, los factores
de participacio´n volume´trica acumulados tienen una cota superior unitaria y se definen




pi,j i = 1, 2, . . . ,m; j = 1, 2, . . . , na
donde pai,j es el factor de participacio´n acumulada del i-e´simo vector de Lanczos que co-
rresponde a la j-e´sima accio´n exterior considerada. Entonces, el criterio de parada asumido
para la generacio´n de la base del subespacio de Krylov establece que e´sta se detiene cuando
todos los factores de participacio´n acumulados asociados al i-e´simo vector de Lanczos, xi,
son mayores que cierto porcentaje de cumplimiento de la ecuacio´n de continuidad, ξ, para
el volumen que entra al acu´ıfero proveniente de la accio´n exterior respectiva, expresado
como una diferencia con respecto a la cota superior unitaria que se denomina  = ±1± ξ.
Para terminar, el procedimiento de simulacio´n reducida mediante el MLAN racional
con desplazamiento espectral se resume en el algoritmo 7.2. De e´ste se deduce que la efi-
ciencia de la reduccio´n viene condicionada por disponer de implementaciones eficientes
i
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Algoritmo 7.1: Generador racional de Lanczos para el MLAN. Tomado y adaptado
de diferentes fuentes (Ericsson y Ruhe, 1980; Nour-Omid et al., 1987; Bathe, 1996;
Zhang, 2000; Zhang et al., 2000; Woodbury y Zhang, 2001).
Entrada: Matrices A, S, vector residual inicial r0 ∈ Rn, desplazamiento σ, taman˜o ma´ximo del
subespacio de Krylov m.
Salida : Matrices de vectores de Lanczos X ∈ Rn×m y tridiagonal Π ∈ Rm×m.
1 Aσ = A− σS;
2 β1 = (r∗0Sr0)
1/2;
3 x1 = r0/β1;
4 para i = 1, 2, . . . hacer // Ejecutar iteracio´n
5 Resolver Aσ r˜i = Sri−1 para r˜i;
6 r˜i = r˜i − βixi−1;
7 αi = x
∗
i Sr˜i;
8 r˜i = r˜i − αixi;
9 ROP sobre r˜i con respecto a Xi para obtener ri (algoritmo 6.11);




11 si βi+1 = 0 ∨ i = m entonces salir del bucle para i ;




14 para j = 1, 2, . . . , na hacer // Factores de participacio´n
15 pi+1,j = fi+1x
∗
1+ψj ;
16 pai+1,j = pai,j + pi+1,j ;
17 si pai+1,j < || entonces h = h+ 1 ;
18 fin
19 si h = na entonces termina la generacio´n ;
20 fin
Algoritmo 7.2: MLAN racional con desplazamiento espectral
Entrada: Un modelo de flujo subterra´neo con dominio espacial discretizado por DF.
Salida : Para´metros de control deseados para la planificacio´n evaluados para cada instante t y/o
agregados durante cada intervalo de simulacio´n, c(t) y c(τ), respectivamente.
1 Ensamblar las matrices de simulacio´n que corresponden a la parte espacial de la solucio´n por el
MLAN: Aσ , S, Ψ y vectores de correccio´n por no linealidades de las condiciones de contorno.
2 Aplicar el principio de superposicio´n para reduccio´n, encontrar la solucio´n permanente u y la
condicio´n inicial para la solucio´n transitoria w0 = h0 − u.
3 Generar la matriz de vectores de Lanczos, X, y la matriz tridiagonal reducida, Π, mediante la
aplicacio´n de p pasos de la iteracio´n racional de Lanczos, de acuerdo con el algoritmo 7.1.
4 Calcular impl´ıcitamente la matriz G ejecutando las siguientes operaciones: (i) resolver na SELD
de la forma Aσci = ψi para i = 1, 2, . . . , na y (ii) G = X
∗SC.
5 Definir los para´metros de control, c(t) o c(τ), y calcular las matrices de vectores de Lanczos
reducidas Xr usando ecuaciones desde (2.35) hasta (2.44).
6 Obtener el estado de Lanczos inicial, ΦL(0), a partir de w0, ΦL(0) = X
−1w0 = X∗Sw0.
7 para τ = 1 hasta T hacer
8 Dividir el intervalo τ = (t, t+ 1) = (t0, tf ) en ns subintervalos iguales, con ns par, de manera
que ti = t0 + ih, donde h = (tf − t0)/ns = ∆t/ns para i = 0, 1, 2, . . . , ns;
9 Resolver ns SLED tridiagonales dados por (7.4) para encontrar los estados de Lanczos
Φt0L , Φ
t1
L , . . . ,Φ
tf
L al final de cada subintervalo;
10 Aplicar la regla de Simpson 1/3 para cada subintervalo (tj−1, tj+1), con j = 1, 3, 5, . . . , ns − 1;
11 Calcular el estado de Lanczos del acu´ıfero al final del intervalo τ , ΦL(t+ 1);
12 Obtener el estado de Lanczos integrado del acu´ıfero para el intervalo τ , ΘL(τ), aplicando (7.8);










CAPI´TULO 7. REDUCCIO´N DE MODELOS DE FLUJO... 199
para ejecutar el generador racional de Lanczos, presentado en el algoritmo 7.1, y para
resolver los SELD de la ecuacio´n (7.4), los cuales calculan los estados de Lanczos al final
de cada intervalo de simulacio´n. Los detalles de implementacio´n acerca de dichos to´picos
han sido discutido ampliamente en los apartados 6.5.1 y 6.5.4. Por otra parte, la condicio´n
inicial del problema transitorio se deduce de la relacio´n de ortonormalidad impuesta para
los vectores de Lanczos en la ecuacio´n (6.28). Por lo tanto, ΦL(0) = X
−1w0 = X∗Sw0,
donde w0 ∈ Rn es un vector que contiene las alturas piezome´tricas transitorias iniciales
en todos los nodos del acu´ıfero, las cuales cumplen con la ecuacio´n (4.2). Adema´s, debe
recordarse que los para´metros de control, definidos antes de ejecutar la simulacio´n transi-
toria, se obtienen aplicando las ecuaciones desde (2.34) hasta (2.45), donde se reemplaza
la matriz gene´rica de reduccio´n, V, por la matriz de vectores de Lanczos, X.
7.2.3. Volumen de intercambio acu´ıfero-masa superficial de agua
De forma ana´loga al procedimiento presentado en el apartado 4.2.3, los volu´menes acu-
mulados de intercambio r´ıo-acu´ıfero se obtienen aplicando la ecuacio´n (4.18), reemplazando
los estados integrados del acu´ıfero por los estados integrados de Lanczos, ΘL(τ) ∈ Rm.
Dado que, para la simulacio´n reducida mediante el MLAN, no es posible obtener una
ecuacio´n de estado expl´ıcita en funcio´n del tiempo, la integracio´n temporal de los esta-
dos de Lanczos debe realizarse nume´ricamente. Para ello, se usa la regla de Simpson 1/3,
plantea´ndose el siguiente procedimiento: (i) se divide el intervalo τ = (t, t + 1) = (t0, tf )
en ns subintervalos iguales, con ns par, de manera que ti = t0 + ih, donde h = (tf − t0)/ns
para i = 0, 1, 2, . . . , ns; (ii) se resuelven los ns SELD tridiagonales dados por la ecuacio´n




L , . . . ,Φ
tf
L ; (iii) se aplica la regla
de Simpson en cada subintervalo (tj−1, tj+1), con j = 1, 3, 5, . . . , ns − 1; (iv) se suman los
resultados para encontrar la integral definida deseada. Lo anterior se resume mediante la




ΦL(t) dt ≈ h
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La ecuacio´n (7.8), junto con (2.40), se usa para cuantificar el volumen de agua intercam-
biado entre la masa superficial y el acu´ıfero para un subconjunto I que contiene l bloques
activos, cada uno de ellos con una numeracio´n topolo´gica definida segu´n la discusio´n del















que es ana´loga a la ecuacio´n (2.40), pero se encuentra integrada en el tiempo.
7.3. Aplicacio´n del MLAN al caso de referencia
A continuacio´n se presenta la aplicacio´n del MLAN para reducir los modelos de flujo
subterra´neo del acu´ıfero rectangular de referencia sometido a acciones exteriores distri-
buida y puntual, de acuerdo a las configuraciones geome´tricas mostradas en las figuras
3.2 y 3.3. La magnitud y variabilidad temporal de ambas acciones exteriores han sido
presentadas previamente en las figuras 3.7 y 3.10 para acciones distribuida y puntual,
respectivamente. La implementacio´n de los modelos nume´ricos de referencia, resueltos por
i
i
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DF, y la discretizacio´n espacial utilizada para la reduccio´n es ide´ntica a la descrita en las
secciones 3.6 y 4.4. Asimismo, para considerar diferentes escenarios en la parametrizacio´n
de la relacio´n r´ıo-acu´ıfero, las conductancias en los bloques de contorno de r´ıo var´ıan en
escala logar´ıtmica entre 5000 y 5 m2/d y las localizaciones donde se controla la variacio´n
temporal de las alturas piezome´tricas en los modelos sometidos a accio´n distribuida son
aquellas que han sido previamente definidas en el apartado 3.6.2. Por u´ltimo, los resultados
de las simulaciones del flujo subterra´neo se analizan mediante un ana´lisis de sensibilidad
que considera el aumento del taman˜o del subespacio de Krylov utilizado para la reduccio´n,
con respecto a la variacio´n del grado de conexio´n entre el r´ıo y el acu´ıfero.
7.3.1. Caracter´ısticas de los subespacios de Krylov generados
Antes que nada, es pertinente discutir acerca de las principales caracter´ısticas exhibidas
por los subespacios de Krylov construidos para la reduccio´n de los modelos. Los vectores
residuales iniciales de generacio´n (r0) se han obtenido implementando modelos de flujo en
re´gimen permanente que se resuelven para las alturas piezome´tricas mediante DF. As´ı,
sobre cada uno de dichos modelos se impone una recarga uniformemente distribuida de
8 × 10−5 m/d, la cual produce un caudal de descarga al r´ıo de 3000 m3/d, para cada
una de las seis conductancias consideradas. Seguidamente, los vectores con las alturas
piezome´tricas simuladas, ordenadas de acuerdo con la numeracio´n topolo´gica de los bloques
en los cuales se ha discretizado el acu´ıfero, se normalizan para obtener el vector residual
inicial deseado. Luego se ejecuta el generador racional de Lanczos propuesto en el algoritmo
7.1, hasta asegurar que pai,1 > ξ = 0.9999 para las dos acciones exteriores consideradas.
En este punto cabe resaltar que, para accio´n distribuida, los primeros vectores residuales
sin normalizar corresponden a las condiciones iniciales impuestas sobre las simulaciones
transitorias. En este caso de aplicacio´n, el criterio de parada de la generacio´n tambie´n
ha incorporado un nu´mero mı´nimo de vectores generadores de la base del subespacio de
Krylov; esto con el propo´sito de hacer posible la ejecucio´n del ana´lisis de sensibilidad de
los ı´ndices del comportamiento de los diferentes para´metros de control, con respecto al
nu´mero de vectores de Lanczos considerados en el modelo reducido. Se ha establecido que
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| fi |=1.0E-07 m
Figura 7.1. Valores absolutos de los volu´menes encerrados por los vectores de Lanczos para
diferentes grados de conexio´n entre el acu´ıfero de referencia y un r´ıo adyacente. La l´ınea horizontal
sen˜ala el valor l´ımite donde se cumple que |fi| ≤ 10−7 m.
En la figura 7.1 se presentan los valores absolutos de los volu´menes encerrados por
los primeros 150 vectores de Lanczos, para diferentes grados de conexio´n entre el r´ıo y
el acu´ıfero, en funcio´n de la conductancia del r´ıo. En ella se observa que el gradiente de
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disminucio´n de dicho volumen aumenta a medida que disminuye la conductancia impuesta
sobre el r´ıo. Por ejemplo, el nu´mero de vectores necesarios para lograr que |fi| < 10−7 m
disminuye desde cerca de 120, cuando se impone una conductancia de 5000 m2/d, hasta 19,
que se obtienen para una conductancia de 5 m2/d. Igualmente, la magnitud del volumen
encerrado por el primer vector de Lanczos generado, |f1|, crece a medida que disminuye
dicha conductancia. Particularmente, para una conductancia de 5000 m2/d se ha obtenido
que |f1| = 200 m, mientras que para 5 m2/d ha resultado que |f1| = 1950 m.
Dado que la generacio´n de los vectores de Lanczos depende del vector residual inicial
(r0) escogido antes de iniciar la generacio´n del subespacio de Krylov, se deduce que las
magnitudes de los volu´menes encerrados por el primer vector de Lanczos dependen de la
configuracio´n de las alturas piezome´tricas normalizadas en re´gimen estacionario impuestas
para r0. Lo anterior se origina puesto que las alturas piezome´tricas estacionarias aumentan
si disminuye la conductancia del r´ıo, cuando los para´metros hidra´ulicos del acu´ıfero de
referencia permanecen invariantes y se impone la misma recarga. Tambie´n merece la pena
comentar que los volu´menes presentados en la figura 7.1 no son u´nicos, sino que dependen
de la seleccio´n del vector residual inicial antes indicado. Por esta razo´n, el aspecto de las
gra´ficas presentadas en dicha figura var´ıa cuando se modifican las parametrizaciones de
generacio´n impuestas sobre la iteracio´n racional de Lanczos. Ma´s au´n, se ha encontrado
que los volu´menes encerrados por los primeros vectores de Lanczos son muy parecidos
a los asociados a los primeros modos efectivos generados por el MAV-CSEM. Au´n as´ı,
durante el proceso de generacio´n de los vectores de Lanczos, |f | disminuye ma´s ra´pidamente
a medida que aumenta el nu´mero de vectores a incluirse en la base del subespacio de
reduccio´n. En consecuencia, si se selecciona adecuadamente el vector residual inicial de
generacio´n, el taman˜o del subespacio de Krylov de reduccio´n puede llegar a ser mucho
menor que el taman˜o del subespacio de autovectores efectivos.
En la figura 7.2 se presentan las gra´ficas de los primeros cien factores de participacio´n
volume´tricos de los vectores de Lanczos, en funcio´n de las conductancias impuestas sobre el
r´ıo conectado con el acu´ıfero de referencia, para accio´n exterior uniformemente distribuida.
En dichas gra´ficas se observa que los primeros factores de participacio´n son mayores que 0.8
y aumentan hasta cerca de 1.0 a medida que disminuye la conductancia. Por el contrario, en
lo que respecta a los vectores de Lanczos de orden superior se han encontrado las siguientes
particularidades: (i) los factores de participacio´n volume´trica de los segundos vectores de
Lanczos disminuyen ra´pidamente, situa´ndose por debajo de 0.1, cota superior para una
conductancia de 5000 m2/d; (ii) los factores de participacio´n tienden a cero a medida
que aumenta el ı´ndice i de iteraciones de generacio´n; y (iii) la rapidez de disminucio´n
del factor de participacio´n se incrementa cuando la conexio´n r´ıo-acu´ıfero tiende a ser ma´s
imperfecta. Por otra parte, de un ana´lisis visual entre los gra´ficos contenidos en las figuras
4.3 y 7.2, se deduce que las variaciones de los factores de participacio´n del MLAN son
ana´logas a las exhibidas por los coeficientes de reparto del MAV, con la diferencia de que
las tendencias hacia cero de los factores de participacio´n es ma´s veloz y gradual.
Las gra´ficas de la variacio´n de los factores de participacio´n volume´tricos acumulados
de los vectores de Lanczos, en funcio´n de la conductancia del r´ıo conectado al acu´ıfero
de referencia y considerando accio´n exterior uniformemente distribuida, se presentan en
la figura 7.3. Se observa que el l´ımite superior unitario se alcanza ma´s ra´pidamente para
las conductancias de r´ıo ma´s bajas. Por ejemplo, para una conductancia de 5000 m2/d
deben generarse 10 vectores de Lanczos para que dicho factor de participacio´n se encuentre
cercano a uno; en cambio, para 5 m2/d so´lo se necesita generar un par de vectores. Si se
desecha la restriccio´n del taman˜o mı´nimo del subespacio de reduccio´n durante su proceso
de generacio´n, se obtiene que, a medida que se tratan modelos con conexio´n r´ıo-acu´ıfero
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Figura 7.2. Distribucio´n de los primeros cien factores de participacio´n volume´tricos de los vec-
tores de Lanczos, en funcio´n de la conductancia impuesta sobre el r´ıo conectado al acu´ıfero de





























































Figura 7.3. Distribucio´n de los primeros cien factores de participacio´n volume´tricos acumulados
de los vectores de Lanczos, en funcio´n de la conductancia impuesta sobre el r´ıo conectado al
acu´ıfero de referencia, para accio´n exterior uniformemente distribuida.
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Figura 7.4. Distribucio´n de los primeros cien factores de participacio´n volume´tricos de los vec-
tores de Lanczos, en funcio´n de la conductancia impuesta sobre el r´ıo conectado al acu´ıfero de



































































Figura 7.5. Distribucio´n de los primeros cien factores de participacio´n volume´tricos acumulados
de los vectores de Lanczos, en funcio´n de la conductancia impuesta sobre el r´ıo conectado al
acu´ıfero de referencia, para accio´n exterior puntual actuando en su centro.
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casi perfecta, los requerimientos computacionales aumentan por que se requiere realizar
ma´s iteraciones para cumplir con el criterio de parada impuesto. Este resultado es ana´logo
al encontrado para la generacio´n de los modos efectivos en el MAV-CSEM.
Igualmente, en la figura 7.4 se muestra la variacio´n de los factores de participacio´n vo-
lume´tricos de los primeros cien vectores de Lanczos para accio´n exterior puntual actuando
en el centro del acu´ıfero rectangular de referencia, en funcio´n de la conductancia impuesta
sobre el r´ıo con el cual se encuentra conectado. Los gra´ficos de dicha figura revelan que los
factores de participacio´n no var´ıan gradualmente, sino que manifiestan aumentos y decre-
cimientos a medida que crece el orden del vector de Lanczos generado. Estas fluctuaciones
continu´an a medida que i aumenta, hasta que pi se estabiliza en valores cercanos a cero.
Las caracter´ısticas asociadas al problema de reduccio´n exhibidas por la base del subespacio
de Krylov se observan ma´s claramente en las gra´ficas de variacio´n de los factores de par-
ticipacio´n volume´tricos acumulados de los vectores de Lanczos, los cuales se presentan en
la figura 7.5 en funcio´n de la conductancia impuesta sobre el r´ıo conectado con el acu´ıfero
de referencia. De los resultados presentados en dicha figura se deduce que el nu´mero de
vectores de Lanczos que deben generarse para estabilizar los factores de participacio´n en
valores cercanos a cero o, equivalentemente, para que los factores de participacio´n acumu-
lados sean cercanos a uno, aumenta a medida que la conexio´n r´ıo-acu´ıfero es cercana a la
perfecta. As´ı, para una conductancia de 5000 m2/d, deben generarse al menos 55 vectores
de Lanczos para obtenerse que pai ≈ 1; mientras que, al considerar el modelo de flujo
donde se impone C = 50 m2/d, el nu´mero de vectores necesarios para alcanzar el l´ımite
anteriormente mencionado es de 15, cantidad que disminuye hasta 4 para C = 5 m2/d.
Finalmente, es importante notar que el taman˜o de los subespacios de Krylov generados
para reducir los modelo de flujo del acu´ıfero de referencia sometido a accio´n exterior pun-
tual es mayor que los modelos correspondientes para accio´n distribuida. Esta caracter´ıstica
es ana´loga a la encontrada en la aplicacio´n del MAV-CSEM. Au´n as´ı, la generacio´n de los
vectores de Lanczos, para los diferentes modelos de referencia considerados en funcio´n de
la conductancia del r´ıo, es menos demandante computacionalmente que la generacio´n de
los autovectores efectivos por varias razones: (i) los factores de participacio´n de los vecto-
res de Lanczos var´ıan ma´s gradualmente que los coeficiente de reparto de los autovectores,
(ii) los factores de participacio´n de los vectores de Lanczos (acumulados) convergen ma´s
ra´pidamente a cero (uno) que los coeficientes de reparto de los autovectores efectivos,
(iii) la iteracio´n de Lanczos no genera vectores residuales, como los exhibidos durante la
generacio´n de los autovectores efectivos, (iv) no es necesario realizar la construccio´n de
un ma´scara de estados efectivos, con lo cual se ahorra tiempo de procesamiento y recur-
so f´ısico de almacenamiento y (v) el nu´mero de operaciones inherentes a la generacio´n
del subespacio de reduccio´n es mucho menor. La realizacio´n de numerosos experimentos
nume´ricos ha demostrado que las anteriores caracter´ısticas son va´lidas si y so´lo si el vector
inicial residual de la iteracio´n de Lanczos es apropiado, de lo contrario, el ca´lculo de la
base del subespacio de Krylov podr´ıa requerir la ejecucio´n de muchas iteraciones, ocasio-
nando pe´rdida de la eficiencia en la reduccio´n o incluso que no pueda cumplirse el criterio
de parada. Esto se traduce en la pe´rdida de detalle en la representacio´n de las acciones
exteriores en el modelo reducido, lo cual es indeseable puesto que deja de preservarse la
ecuacio´n de continuidad durante la simulacio´n transitoria.
7.3.2. Simulaciones para accio´n exterior distribuida
En la figura 7.6 se presentan los hidrogramas de descarga subterra´nea al r´ıo, simulados
mediante modelos resueltos porDF (arriba) y modelos reducidos por elMLAN para accio´n
exterior uniformemente distribuida, correspondientes a las seis conductancias asignadas
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5000 200 100 50 20 5
MLAN, 50 vectores
Figura 7.6. Hidrogramas de descarga para el acu´ıfero de referencia sometido a una accio´n exterior
distribuida simulados mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos por el
MALN de diferentes taman˜os. Como se muestra en la leyenda ubicada en la parte superior, las
conductancias de r´ıo se han variado entre 5000 y 5 m2/d.
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en la relacio´n r´ıo-acu´ıfero de referencia. Se han considerado diferentes taman˜os para el
subespacio de Krylov usado en la simulacio´n reducida de los hidrogramas mediante el
MLAN, los cuales se presentan en la parte superior izquierda de cada gra´fica. En general,
los hidrogramas de referencia, simulados mediante DF, se reproducen adecuadamente por
lo modelos reducidos mediante el MLAN. A pesar de lo anterior, los mayores errores se
presentan en la reproduccio´n de los picos de caudal descargado, especialmente para las
conductancias ma´s altas y modelos excesivamente reducidos. Au´n as´ı, dichas diferencias
disminuyen al aumentar ligeramente el taman˜o del modelo; se observa claramente que la
mayor´ıa de los picos de los hidrogramas, para todas las conductancias de r´ıo, se reproducen
adecuadamente usando u´nicamente diez o menos vectores de Lanczos. Por su parte, las
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Figura 7.7. I´ndices de comportamiento estimados para los hidrogramas simulados mediante
modelos reducidos por el MLAN, considerando diferentes taman˜os en los subespacios de Krylov de
reduccio´n, con respecto a las soluciones completas por DF para accio´n uniformemente distribuida.
Los resultados se presentan en funcio´n de las conductancias en los bloques de interaccio´n r´ıo-
acu´ıfero.
Las anteriores observaciones se sustentan cuantitativamente estimando los ı´ndices de
comportamiento BIAS, RMS y E2, para todos los hidrogramas simulados mediante mo-
delos reducidos, con respecto a las simulaciones de referencia obtenidas mediante modelos
resueltos por DF. Estos resultados se muestran en la figura 7.7, en funcio´n de la conduc-
tancia de r´ıo impuesta en cada modelo. En el gra´fico izquierdo se muestran las estimaciones
para BIAS, las cuales resultaron ser muy bajas para todos los hidrogramas simulados. Se
han obtenido BIAS cercanos al 0.5 % para una conductancia de 5000 m2/d, los cuales dis-
minuyen hasta cerca del 0.1 % para las conductividades ma´s bajas. Para una conductancia
dada, los mayores BIAS se alcanzan cuando los subespacios de Krylov de reduccio´n esta´n
compuestos por menos de 10 vectores, taman˜o a partir del cual las estimaciones se estabili-
zan en valores que decrecen a medida que disminuye el grado de conexio´n r´ıo-acu´ıfero. As´ı,
las estimaciones de BIAS confirman que el MLAN reproduce adecuadamente el caudal
medio del hidrograma de referencia, con la particularidad de que el u´nico criterio impuesto
sobre la ecuacio´n de continuidad ha sido asegurar que la generacio´n de vectores de Lan-
czos continu´e hasta que sus factores de participacio´n acumulados se encuentran cercanos
a cero.
En la gra´fica central de la figura 7.7 se presentan las estimaciones de los RMS para
los hidrogramas de descarga simulados. En dicha gra´fica se observa que: (i) RMS dis-
minuye a medida que se incluyen ma´s vectores en la base del subespacio de reduccio´n,
(ii) las mayores estimaciones, cercanas al 10 %, se obtuvieron para una conductancia de
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5000 200 100 50 20 5
P4
Figura 7.8. I´ndices de comportamiento para las alturas piezome´tricas en los puntos de control,
simuladas con modelos reducidos por el MLAN para diferentes niveles de truncamiento, con
respecto a una solucio´n nume´rica por DF. Se muestran los resultados de BIAS, RMS y E2, en
las columnas izquierda, central y derecha, respectivamente.
5000 m2/d cuando los subespacios de reduccio´n esta´ formados por menos de 10 vecto-
res de Lanczos, (iii) las menores estimaciones, por debajo del 0.2 %, corresponden a las
conexiones r´ıo-acu´ıfero ma´s imperfectas, cuando el modelo reducido se expresa mediante
ma´s de 50 estados o vectores de Lanczos y (iv) para todas las conductancias consideradas
por debajo de 200 m2/d, las estimaciones ma´ximas de RMS se asocian a subespacios de
Krylov formados por 5 vectores o menos, exhibiendo valores entre el 0.2 y el 1.2 %. Ana´lo-
gamente a las estimaciones de BIAS, RMS alcanza mı´nimos estables al considerar ma´s
de 10 vectores de Lanczos; mı´nimos que decrecen a medida que la conductancia disminuye.
Las estimaciones de E2 correspondientes a los hidrogramas de descarga obtenidos consi-
derando diferentes taman˜os de los subespacios de Krylov, en funcio´n de las conductancias
de r´ıo, se consignan en la gra´fica derecha de la figura 7.7. Las E2 obtenidas se ubican por
encima del 98 % para todo los hidrogramas analizados, con excepcio´n de los simulados
empleando subespacios de reduccio´n formados por 5 vectores de Lanczos o menos, para
i
i






208 CAPI´TULO 7. REDUCCIO´N DE MODELOS DE FLUJO...
conductancia mayores a 100 m2/d. A diferencia de las estimaciones de BIAS y RMS, E2
manifiesta una tendencia ma´s lenta de aproximacio´n hacia el valor o´ptimo del 100 %, en
especial para los hidrogramas simulados usando conductancias por encima de 50 m2/d.
Tambie´n cabe resaltar el buen desempen˜o exhibido por el hidrograma simulado mediante
un modelo reducido con 3 vectores de Lanczos en el subespacio de Krylov para C = 5000
m2/d, para el cual se ha estimado que E2 = 90 %. Este resultado ilustra la gran velocidad
de convergencia la generacio´n del subespacio de reduccio´n por parte del MLAN.
Por otro lado, en la figura 7.8 se presentan las estimaciones de los ı´ndices de compor-
tamiento para las alturas piezome´tricas simuladas mediante los modelos truncados, con
respecto a las obtenidas empleando los modelos de referencia completos resueltos por DF.
En este caso se evalu´an los indicadores BIAS, RMS y E2, como se presento´ antes para
los hidrogramas de descarga. En dicha figura se observa que las estimations ma´s o´ptimas
de los ı´ndices de comportamiento se obtienen en P1 y P2, los puntos de control ma´s ale-
jados de la conexio´n entre el r´ıo y el acu´ıfero. Por el contrario, dichas estimaciones van
empeorando a medida que se simulan las series piezome´tricas en localizaciones ma´s cerca-
nas al r´ıo, es decir, en los puntos de control P3 y P4. Igualmente, al considerar un punto
de control en particular, las estimaciones de BIAS, RMS y E2 mejoran a medida que
aumenta la imperfeccio´n de la conexio´n r´ıo-acu´ıfero. Cabe notar que las estimaciones de
BIAS son casi nulas cuando los modelos reducidos usan ma´s de 10 vectores de Lanczos en
sus subespacios de Krylov, sin importar la localizacio´n ni tampoco el grado de conexio´n
r´ıo-acu´ıfero impuesto sobre el modelo de referencia, indicando que las tendencias medias
de las series piezome´tricas se representan adecuadamente.
De la misma forma, las estimaciones de E2 muestran una ra´pida tendencia de aproxi-
macio´n al 100 % cuando los modelos se reducen usando un subespacio de Krylov formado
por 20 o ma´s vectores de Lanczos, sin importar ni la localizacio´n del punto de control
ni la conductancia impuesta para parametrizar el flujo de la condicio´n de contorno en el
r´ıo. Es ma´s, el ı´ndice RMS manifiesta un comportamiento similar a E2, disminuyendo
ra´pidamente cuando se consideran los mismos taman˜os de subespacio de reduccio´n pre-
viamente mencionados. Los anteriores resultados muestran que la reduccio´n de modelos
de flujo subterra´neos mediante el MLAN representan adecuadamente el funcionamiento
local de la respuesta piezome´trica sin necesidad de que los subespacios considerados sean
exageradamente grandes, especialmente cuando se enfrentan situaciones en las cuales la
conexio´n r´ıo-acu´ıfero es pra´cticamente perfecta.
Por u´ltimo, las gra´ficas de variacio´n de los diferentes ı´ndices de comportamiento cons-
truidas para las simulaciones reducidas mediante el MLAN, contenidas en la figura 7.7,
son similares a las presentadas para el MAV con truncamiento conservativo, como se ob-
serva en las figuras 4.9 y 4.12. Cabe recordar que el procedimiento de reduccio´n de ambas
te´cnicas es similar y se basa en el truncamiento de los estados por encima de cierto um-
bral. Al respecto, los taman˜os de los modelos reducidos por el MLAN necesarios para
alcanzar la reproduccio´n adecuada de los para´metros de control de las simulaciones, son
inferiores a los requeridos por el MAV con truncamiento conservativo. Lo anterior, unido
al hecho de que la demanda de operaciones necesarias para generar la base del espacio de
autovalores de reduccio´n es ma´s elevada, muestra que el MLAN puede ser ma´s atractivo
para generar el subespacio de reduccio´n que el MAV. Sin embargo, cuando se precisa
realizar simulaciones de decenas de an˜os a resoluciones temporales diarias o mensuales y
para alternativas mu´ltiples de uso conjunto, el MAV es ma´s eficiente puesto que calcula
expl´ıcita y directamente los estados del acu´ıfero, evitando resolverlos nume´ricamente.
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5000 200 100 50 20 5
MLAN, 200 vectores
Figura 7.9. Hidrogramas de detracciones para el acu´ıfero de referencia sometido a una accio´n
puntual actuando en su centro, simulados mediante: (i) modelos nume´ricos en DF y (ii) modelos
reducidos por el MLAN de diferentes taman˜os. Como se muestra en la leyenda ubicada en la
parte superior, las conductancias de r´ıo se han variado entre 5000 y 5 m2/d.
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7.3.3. Simulaciones para accio´n exterior puntual
En la figura 7.9 se presentan los hidrogramas de detracciones, simulados mediante el
MLAN, para el acu´ıfero rectangular de referencia sometido a una accio´n exterior puntual
de bombeo localizada en su centro. En e´sta se observa que, para dicha accio´n exterior, ha
sido necesario incluir muchos ma´s vectores de Lanczos en la base del subespacio de Krylov
que los requeridos para la accio´n exterior distribuida. Por ejemplo, el uso de 20 vectores
de Lanczos no es suficiente para representar adecuadamente las relaciones r´ıo-acu´ıfero, ni
siquiera cuando se consideran conexiones muy cercanas a la imperfecta; en particular, para
una conductancia de 5000 m2/d, el desempen˜o del MLAN ha sido bastante pobre. Las
simulaciones comienzan a presentar un aspecto aceptable a medida de que se considera
un mayor nu´mero de vectores de Lanczos. En especial, cuando el taman˜o del subespacio
es mayor de 40 vectores se obtienen resultados bastante aceptables, con excepcio´n del
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Figura 7.10. I´ndices de comportamiento estimados para los hidrogramas simulados con mode-
los reducidos por el MLAN, considerando diferentes taman˜os en los subespacios de Krylov de
reducio´n, con respecto a las soluciones completas por DF para accio´n puntual en el centro del
acu´ıfero. Los resultados se presentan en funcio´n de las conductancias en los bloques de interaccio´n
r´ıo-acu´ıfero.
Las estimaciones de los ı´ndices de comportamiento para los hidrogramas de caudales
detra´ıdos simulados mediante modelos reducidos por el MLAN, con respecto a simulacio-
nes obtenidas mediante modelos resueltos usando DF, se presentan en la figura 7.10. Los
resultados obtenidos confirman algunas de las caracter´ısticas mencionadas previamente.
En la gra´fica de la izquierda de la figura antes mencionada se muestra la variacio´n de
BIAS con respecto a los taman˜os de los subespacios de reduccio´n. Las ma´ximas estima-
ciones se obtuvieron para conexiones r´ıo-acu´ıfero casi perfectas, con valores que superan
el 10 % para modelos reducidos utilizando menos de 40 vectores de Lanczos. As´ı pues, los
resultados para los modelos ma´s pequen˜os resultan ser bastante deficientes, estima´ndose
BIAS cercanos al 100 %. Por el contrario, se observa una clara tendencia de decrecimiento
en las estimaciones cuando se pasa de modelos formados por 40 vectores de Lanczos a mo-
delos formados por 50 vectores de Lanczos, lo cual indica que los vectores ubicados entre
dichos ı´ndices de generacio´n son cr´ıticos en el procedimiento de reduccio´n. En varios de los
modelos se detectan decrecimientos de ma´s de dos o´rdenes de magnitud; por ejemplo, para
una conductancia de 200 m2/d, BIAS disminuye desde cerca del 10 % hasta el 0.01 %.
Ahora bien, las estimaciones de RMS y E2 manifiestan comportamientos similares a
los descritos anteriormente. Los mayores RMS, cercanos al 100 %, junto con lo menores
E2, por debajo del 10 %, se calcularon para los hidrogramas de detracciones simulados
empleando modelos reducidos mediante subespacios formados por menos de 50 vectores
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de Lanczos, imponiendo una conductancia de r´ıo de 5000 m2/d. A su vez, las estimaciones
ma´ximas de RMS y E2 decrecen a medida que se consideran conexiones ma´s imperfectas,
aproxima´ndose hasta valores cercanos al 1 % y 99 %, respectivamente, cuando se impone
una conductancia de r´ıo de 5 m2/d. Por u´ltimo, cabe resaltar que las estimaciones ma´s
o´ptimas de todos los ı´ndices de comportamiento se han obtenido cuando los taman˜os de
los subespacio de reduccio´n superan los 50 vectores de Lanczos; taman˜o que esta´ asociado
con la convergencia a cero (uno) por parte de los factores de participacio´n (acumulados).
Por lo tanto, esta observacio´n verifica la coherencia del criterio de parada impuesto sobre
la iteracio´n racional de Lanczos del algoritmo 7.1.
7.4. Simulacio´n reducida de un acu´ıfero heteroge´neo
de geometr´ıa regular sometido a acciones exterio-
res sencillas mediante el MLAN
El MLAN ha sido aplicado para simular el flujo subterra´neo en el acu´ıfero rectangular
heteroge´neo presentado en la figura 6.9, el cual se somete a dos acciones exteriores que se
presentan en la misma figura en el esquema superior derecho. El objetivo de esta aplicacio´n
es comparar los resultados de las simulaciones efectuadas mediante los modelos reducidos
por el MLAN y el MAV-CSEM, especialmente en los siguientes aspectos: (i) la eficiencia
exhibida por los procedimientos de generacio´n de los subespacios de reduccio´n, (ii) el
efecto generado por la variacio´n de las condiciones en la conexio´n r´ıo acu´ıfero y (iii) la
representatividad de las alturas piezome´tricas cercana a las zonas de explotacio´n. Cabe
recordar que la conexio´n r´ıo-acu´ıfero se modela usando una condicio´n de contorno del tipo
Cauchy, cuyas conductancias en los bloques de r´ıo var´ıan en escala logar´ıtmica entre 5000
y 5 m2/d. Adema´s, se considera que el nivel de referencia para la piezometr´ıa corresponde
a la altura de calado nulo del r´ıo, la cual se ha asumido como invariante en el tiempo, y
los para´metros hidra´ulicos del acu´ıfero son ide´nticos a los descritos en la seccio´n 6.7.
7.4.1. Generacio´n del subespacio de Krylov de reduccio´n
Los resultados de la generacio´n del subespacio de Krylov de reduccio´n se discuten a la
luz de los volu´menes encerrados por los vectores del Lanczos generados y sus correspon-
dientes factores de participacio´n. Antes de comenzar con dicha discusio´n debe aclararse
que los vectores iniciales de Lanczos se han obtenidos aplicando el siguiente procedimiento:
(i) se ha asumido una recarga permanente uniformemente distribuida de 8.09 × 10−5 m/d
actuando sobre todo el dominio del acu´ıfero, (ii) se ha impuesto una intensidad perma-
nente de extraccio´n de 25 m3/d actuando sobre cada uno de los bloques de extraccio´n,
(iii) se han implementado modelos en re´gimen permanente considerando las anteriormente
mencionadas acciones exteriores y variando las conductancias de los bloques de r´ıo entre
5000 y 5 m2/d, (iv) se han simulado seis conjuntos de alturas piezome´tricas como solu-
cio´n a los modelos en re´gimen permanente anteriormente plantados y (v) los vectores de
altura piezome´trica fueron normalizados y utilizados como el vector residual inicial en las
iteraciones de generacio´n de Lanczos. Una vez obtenidos los residuales iniciales, se ejecuta
el algoritmo 7.1 para generar los seis subespacios de Krylov de reduccio´n asociados a las
conductancias impuestas sobre el r´ıo conectado al acu´ıfero, adoptando como criterio de
parada que pai,j > ξ = 0.995 para las dos acciones exteriores consideradas.
Para comenzar, en la figura 7.11 se presentan los valores absolutos de los volu´menes
encerrados por los vectores de Lanczos generados, de acuerdo con la conductancia impues-
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Figura 7.11. Valores absolutos de los volu´menes encerrados por los vectores de Lanczos del
acu´ıfero rectangular heteroge´neo segu´n las conductancias asignadas a los bloques de r´ıo.
ta al modelo reducido respectivo. A partir de estos resultados se deduce que los taman˜os
de los subespacios de reduccio´n disminuyen a medida que decrece el grado de conexio´n
r´ıo-acu´ıfero. As´ı pues, para una conductancia de 5000 m2/d, han tenido que generarse 361
vectores de Lanczos antes de cumplir con el criterio de convergencia establecido, mientras
que para una conductancia de 5 m2/d fue necesario generar u´nicamente 11 vectores. Lo
anterior muestra la importante influencia ejercida por la parametrizacio´n de las relaciones
r´ıo-acu´ıfero sobre los requerimientos computacionales necesarios para ejecutar el generador
racional de Lanczos. Ahora bien, a pesar de que los vectores residuales iniciales escogidos
para la generacio´n del subespacio de reduccio´n son diferentes, la normalizacio´n y la apli-
cacio´n del primer paso de la iteracio´n de Lanczos ocasiona que los vectores de Lanczos
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iniciales manifiesten valores de |f0| similares, cercanos a 2070 m. Esta caracter´ıstica se de-
be a que la parametrizacio´n de los modelos en re´gimen permanente var´ıa u´nicamente en la
conexio´n r´ıo-acu´ıfero. Por lo tanto, a pesar de que la magnitud de las alturas piezome´tricas
simuladas son diferentes, su configuracio´n espacial es muy similar, es decir, los gradientes
piezome´tricos simulados por todos los modelos en re´gimen permanente son parecidos. A
diferencia de los volu´menes encerrados por los autovectores efectivos, presentados en la
figura 6.12, la variacio´n de los volu´menes encerrados por los vectores de Lanczos no es
suave ni gradual, pero sigue una tendencia decreciente a medida que aumentan las itera-
ciones de generacio´n. Au´n as´ı, los resultados presentados en la figura 7.11 no demuestran
aceleraciones de dicha tendencia cuando se estudian conexiones r´ıo-acu´ıfero casi perfectas.
A su vez, los factores de participacio´n asociados a los vectores de Lanczos se presentan
en las figuras 7.12 y 7.13, para la recarga uniformemente distribuida y los bombeos pun-
tuales, respectivamente, clasificados de acuerdo a las seis conductancias impuestas sobre
el r´ıo. En ellos se observa que los factores de participacio´n para la recarga distribuida ma-
nifiestan un decrecimiento suave y gradual a medida que avanza el proceso de generacio´n
de la base del subespacio racional de Krylov, necesita´ndose muy pocas iteraciones para
alcanzar valores cercanos a cero. Por el contrario, los factores de participacio´n asociados
con los bombeos puntuales exhiben marcadas fluctuaciones hasta generar el de´cimo vector
de Lanczos, a partir del cual dicha variacio´n es menos abrupta, pero continu´a hasta que
la generacio´n se detiene, una vez se ha cumplido con el criterio de parada establecido.
Tambie´n es conveniente resaltar que, de acuerdo con la configuracio´n de excitaciones
asumida en la modelacio´n, la accio´n exterior puntual controla la generacio´n del subespacio
de reduccio´n. Esta afirmacio´n se sustenta en el comportamiento exhibido por los factores
de participacio´n acumulados correspondientes a las acciones distribuida y puntual, que
se muestran en las figuras 7.14 y 7.15, respectivamente. En general, se ha obtenido que
dichos factores de participacio´n acumulados de los bombeos tienden ma´s lentamente hacia
uno que las correspondientes a la recarga uniformemente distribuida y, por lo tanto, esta
u´ltima cumple con el criterio de parada de generacio´n antes que la primera.
En lo que atan˜e a la recarga uniformemente distribuida se destacan algunos resultados
importantes. Los primeros factores de participacio´n var´ıan entre 0.862, para una conduc-
tancia del r´ıo de 5000 m2/d, y 0.974 cuando dicha conductancia decrece hasta 5 m2/d. Si
estos factores se comparan con los coeficientes de reparto iniciales de 0.824 y 0.969, respec-
tivamente, se concluye que el efecto que tiene el primer vector de Lanczos sobre el balance
de masa global del acu´ıfero es ma´s importante que el efecto del primer modo efectivo en
la reduccio´n mediante el MAV-CSEM, especialmente cuando se consideran conexiones
perfectas entre el r´ıo y el acu´ıfero. De igual manera, los factores de participacio´n acumu-
lados crecen de forma mono´tona, aunque no gradualmente, hacia uno, especialmente para
las conductancias de r´ıo ma´s elevadas. Ahora bien, con respecto a la accio´n exterior de
bombeos puntuales es importante resaltar que los factores de participacio´n iniciales var´ıan
entre 0.681, para conexiones r´ıo-acu´ıfero casi perfectas, aumentando hasta 0.923 cuando
dicha conexio´n es cercana a la imperfecta y avanzando no mono´tonamente hacia uno. Al
respecto, en el apartado 6.7.1 se ha presentado una discusio´n acerca del comportamien-
to de los coeficientes de reparto acumulados efectivos para accio´n exterior puntual, de
acuerdo con la figura 6.16. All´ı se discute, ba´sicamente, acerca de la variacio´n gradual de
dichos coeficientes a medida que se incluyen los autovectores de los modos efectivos de
orden superior en la base del subespacio de reduccio´n. Dichos resultados contrastan con el
comportamiento erra´tico de los factores de participacio´n de los vectores de Lanzos, a pesar
de que su velocidad de convergencia al l´ımite superior unitario es mayor que la exhibida
por los coeficientes de reparto de los modos efectivos en el MAV-CSEM.
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Figura 7.12. Factores de participacio´n de los vectores de Lanczos para el acu´ıfero rectangular
heteroge´neo para la accio´n exterior distribuida, clasificados de acuerdo a seis diferentes conduc-









































































Figura 7.13. Factores de participacio´n de los vectores de Lanczos para el acu´ıfero rectangular
heteroge´neo para las extracciones puntuales, clasificados de acuerdo a seis diferentes conductancias
impuestas sobre el r´ıo.
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Figura 7.14. Factores de participacio´n volume´trica acumulados de los vectores de Lanczos para
el acu´ıfero rectangular heteroge´neo para la accio´n exterior distribuida, clasificados de acuerdo a



































































Figura 7.15. Factores de participacio´n volume´trica acumulados de los vectores de Lanczos para
el acu´ıfero rectangular heteroge´neo para la accio´n exterior puntual, clasificados de acuerdo a seis
diferentes conductancias impuestas sobre el r´ıo.
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Por u´ltimo, debe notarse que la velocidad de aproximacio´n a uno por parte de los
factores de participacio´n acumulados de los vectores de Lanczos, tanto para la recarga
uniformemente distribuida como para los bombeos puntuales, aumenta a medida que la
conexio´n r´ıo-acu´ıfero se torna ma´s imperfecta. Esta observacio´n es consistente con los
resultados obtenidos por el MAV-CSEM, con la diferencia de que en el MLAN se necesita
generar menos vectores de Lanczos que modos en el MAV-CSEM, sean efectivos o no, para
alcanzar el criterio de parada en los generadores respectivos, lo cual se traduce en un ahorro
importante de operaciones computacionales. Adema´s, cabe recordar que la generacio´n de
modos efectivos en el MAV-CSEM implica calcular todos los modos, incluyendo tanto
efectivos como residuales, hasta cumplir con el criterio de parada impuesto, con el fin de
mantener la ortogonalidad y permitir las deflaciones vectoriales en la generacio´n. En la
pra´ctica, lo anterior implica tener que cubrir amplios sectores del espectro en la generacio´n
modal y es especialmente cr´ıtico para conexiones r´ıo-acu´ıfero cercanas a la perfecta. Por el
contrario, la iteracio´n de Lanczos interpola impl´ıcitamente la fraccio´n espectral que aporta
directamente a los estados del acu´ıfero, permitiendo, en la mayor´ıa de los casos, una ra´pida
generacio´n de la base del subespacio de reduccio´n del modelo de flujo subterra´neo.
7.4.2. Ana´lisis de los resultados de las simulaciones
La calidad de las simulaciones reducidas ejecutadas se analizan a la luz de los resultados
obtenidos para los para´metros de control establecidos en el apartado 6.7.2. Para comenzar,
en la figura 7.16 se presentan los hidrogramas de caudales subterra´neos simulados mediante
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Figura 7.16. Hidrogramas subterra´neos para el acu´ıfero rectangular heteroge´neo calculados me-
diante modelos nume´ricos resueltos por DF (arriba) y modelos reducidos por el MAV-CSEM
(abajo), correspondiente a diferentes niveles de conexio´n entre el r´ıo y el acu´ıfero.
Se observa que dichos hidrogramas son similares a los simulados aplicando el MAV-
CSEM, a pesar de que para el MLAN no se ha establecido ningu´n criterio para imponer
la conservacio´n del balance de masa en el dominio del acu´ıfero, fuera del criterio de parada
establecido para la generacio´n de los vectores de Lanczos. Las diferencias ma´s considerables
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Conductancia de r´ıo [m2/d]
I´ndice [ %] 5000 200 100 50 20 5
RMS 1.566 1.095 0.505 0.233 0.071 0.015
E2 98.84 99.03 99.68 99.87 99.96 99.98
BIAS 0.260 0.203 0.100 0.050 0.020 0.010
Tabla 7.1. Estimaciones de la ra´ız del error cuadra´tico medio normalizado (RMS), coeficiente
de Nash-Sutcliffe modificado (E2) y coeficiente de sesgo relativo (BIAS) para los hidrogramas
subterra´neos simulados mediante modelos reducidos por el MLAN, con respecto a los simulados
por modelos nume´ricos en DF, para el acu´ıfero rectangular heteroge´neo, clasificados de acuerdo
con el grado de su conexio´n con el r´ıo.
entre las simulaciones reducidas y las de referencia se presentan para conductancias de r´ıo
mayores a 100 m2 /d y suceden durante los picos generados por la accio´n de la recarga
sobre el acu´ıfero. Al respecto, para cuantificar dichas diferencias, se han estimado la ra´ız
del error cuadra´tico medio normalizado (RMS), la eficiencia de Nash-Sutcliffe modificada
(E2) y el coeficiente de sesgo relativo (BIAS) para los hidrogramas subterra´neos simulados
mediante el MLAN, con respecto a los obtenidos usando las DF, cuyos resultados se
consignan en la tabla 7.1. En ella se observa que todos los ı´ndices de comportamiento
estimados son bastante satisfactorios, mejorando a medida que disminuye el grado de
conexio´n r´ıo-acu´ıfero considerado en el modelo respectivo. A pesar de lo anterior, las
estimaciones de los ı´ndices de comportamiento de los hidrogramas simulados por el MLAN
son menos o´ptimas que las obtenidas mediante el MAV-CSEM, discutidas anteriormente
en el apartado 6.7.2 y consignadas en la tabla 6.4. As´ı, la mejor representacio´n de los
hidrogramas subterra´neos por parte de la simulacio´n reducida mediante el MAV-CSEM
se atribuye al efecto de la correccio´n que se aplica sobre los estados del acu´ıfero con el fin
de mantener la ecuacio´n de continuidad cuando el para´metro de control considerado es la
relacio´n r´ıo-acu´ıfero a lo largo de toda la red de drenaje conectada con el acu´ıfero.
A su vez, en la figura 7.17 se presentan las alturas piezome´tricas simuladas median-
te el MLAN en los siguientes nueve puntos de observacio´n: O1, O2, O3, O7, O9, O10,
O12, O13 y O14. En cada gra´fica de dicha figura, la conductancia que corresponde a cada
simulacio´n se ubica en la esquina inferior derecha y el punto de observacio´n respectivo
se referencia en la esquina inferior izquierda. Las l´ıneas delgadas coloreadas representan
las alturas piezome´tricas simuladas por modelos reducidos mediante el MLAN, mientras
que las l´ıneas gruesas de color gris del fondo representan las piezometr´ıas de referencia,
obtenidas resolviendo los respectivos modelos en DF. Un ana´lisis visual de los resultados
obtenidos permite afirmar que, al igual que para los hidrogramas, las alturas piezome´tri-
cas simuladas por el MLAN representan adecuadamente las de referencia. As´ı pues, al
comparar las piezometr´ıas simuladas por el MLAN con las obtenidas al aplicar el MAV-
CSEM, presentadas en la figura 6.18, se deduce que su comportamiento en ambos casos
es pra´cticamente ide´ntico. Por lo tanto, las diferencias entre las simulaciones previamente
mencionadas, para modelos que incorporan los mismos para´metros hidra´ulicos y de cone-
xio´n r´ıo-acu´ıfero, han sido caracterizadas aplicando un ana´lisis cuantitativo comparativo.
As´ı, en las tablas 7.2 y 7.3 se presentan las estimaciones de RMS y E2, respectivamente,
en funcio´n de la conductancia impuesta sobre los bloques de r´ıo. Cabe mencionar que no
se han presentado las estimaciones de los ı´ndices de sesgo relativo (BIAS) puesto que los
resultados obtenidos en todos los modelos implementados fueron inferiores el 0.01 %. De
lo anterior puede concluirse que las tendencias medias de las piezometr´ıas de referencia
han sido bien representadas en las simulaciones reducidas efectuadas por el MLAN.
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Figura 7.17. Alturas piezome´tricas para el acu´ıfero rectangular heteroge´neo calculadas mediante
modelos nume´ricos resueltos por DF (linea gris gruesa) y modelos reducidos por el MLAN (linea
delgada coloreada), correspondientes a diferentes niveles de conexio´n entre el r´ıo y el acu´ıfero,
para nueve de los catorce puntos de observacio´n definidos a priori.
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C [m2/d] O9 O2 O12 O13 O3 O14 O1 O7 O10
5000 0.99 0.98 2.48 1.75 2.67 1.88 2.00 1.77 0.99
200 0.88 0.77 1.27 1.05 1.63 1.49 1.55 0.99 0.73
100 0.58 0.61 1.25 0.77 1.47 1.24 0.96 0.62 0.46
50 0.26 0.33 0.90 0.66 1.12 1.17 0.71 0.54 0.35
20 0.15 0.18 0.73 0.52 1.00 0.49 0.57 0.42 0.22
5 0.11 0.12 0.66 0.24 0.73 0.31 0.49 0.17 0.13
Tabla 7.2. RMS estimados para las alturas piezome´tricas en el acu´ıfero rectangular heteroge´neo,
calculadas mediante modelos reducidos por el MLAN con respecto a las simuladas por los modelos
nume´ricos resueltos por DF de referencia. Los resultados se han clasificado de acuerdo con el grado
de conexio´n r´ıo-acu´ıfero, para nueve de los catorce puntos de observacio´n definidos.
C [m2/d] O9 O2 O12 O13 O3 O14 O1 O7 O10
5000 99.23 99.17 98.50 98.75 98.63 98.94 98.82 99.03 99.10
200 99.51 99.30 99.04 99.21 99.01 99.42 99.20 99.13 99.39
100 99.64 99.51 99.20 99.57 99.20 99.51 99.49 99.50 99.65
50 99.86 99.79 99.64 99.73 99.35 99.72 99.59 99.83 99.90
20 99.95 99.92 99.77 99.99 99.42 99.85 99.62 99.97 99.98
5 100.00 100.00 99.88 99.99 99.51 99.95 99.86 99.99 99.99
Tabla 7.3. E2 estimados para las alturas piezome´tricas en el acu´ıfero rectangular heteroge´neo,
calculadas mediante modelos reducidos por el MLAN con respecto a las simuladas por los modelos
nume´ricos resueltos por DF de referencia. Los resultados se han clasificado de acuerdo con el grado
de conexio´n r´ıo-acu´ıfero, para nueve de los catorce puntos de observacio´n definidos.
De las tablas anteriormente mencionadas se extraen dos resultados importantes. En
primer lugar, los comportamientos de las estimaciones de RMS y E2, para las alturas
piezome´tricas simuladas mediante el MLAN, son ana´logos a las encontradas por el MAV-
CSEM, las cuales han sido discutidas en el apartado 6.7.2. Es decir, las estimaciones poco
o´ptimas de los ı´ndices de comportamiento corresponden a las piezometr´ıas simuladas en
las localizaciones cercanas a la conexio´n r´ıo-acu´ıfero y/o en sectores aledan˜os a las zonas
de extraccio´n. En segundo lugar, en todos los casos de conductancia de r´ıo considerados
para la modelacio´n, los ı´ndices de comportamiento para las simulaciones reducidas por
el MLAN se encuentran ma´s cercanos a los valores o´ptimos que los estimados al aplicar
el MAV-CSEM. Ma´s au´n, la mejor´ıa del comportamiento por parte de las simulaciones
reducidas por elMLAN son ma´s evidentes en puntos cercanos a zonas cr´ıticas de reduccio´n.
As´ı, para las piezometr´ıas simuladas en los puntos O1, O3 y O12, se han obtenido
estimaciones de RMS que var´ıan entre cerca del 2.6 % y el 0.5 %, las cuales contrastan
con las estimaciones que corresponden al MAV-CSEM, que var´ıan entre cerca del 3.1 %
y el 0.75 %. Por su parte, los E2 estimados var´ıan entre cerca del 98.50 % y el 99.80 %, las
cuales son mayores a las obtenidas para las simulaciones por el MAV-CSEM, que var´ıan
entre cerca del 97.50 % y el 99.40 %. Es notable el hecho de que las estimaciones de RMS
y E2 en dichos puntos mejoran ostensiblemente para conexiones r´ıo-acu´ıfero casi perfectas.
Cabe resaltar la influencia que tienen la localizacio´n del punto de ana´lisis piezome´trico
sobre el aumento o disminucio´n en las estimaciones de los ı´ndices de comportamiento.
En particular, tanto la relacio´n r´ıo-acu´ıfero como el itinerario de bombeo influencian la
variacio´n de las alturas piezome´tricas en O3, produciendo los peores ı´ndices de compor-
tamiento, sin importar la conductancia de r´ıo impuesta en el modelo. Las estimaciones
de RMS y E2 en esta localizacio´n son susceptibles de mejorarse, siempre y cuando se
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imponga un criterio de parada ma´s estricto en la generacio´n del subespacio de reduccio´n
y/o sea posible encontrar un primer vector residual ma´s adecuado que el usado en este
estudio.
Para terminar, cabe resaltar que los ı´ndices de comportamiento estimados para las
alturas piezome´tricas simuladas por el MLAN en los dema´s puntos de observacio´n (O2,
O7, O9, O10, O13 y O14) exhiben mejor´ıas con respecto a las estimaciones para las si-
mulaciones por el MAV-CSEM, aunque no tan significativas como las encontradas en las
localizaciones ma´s cr´ıticas. En general, se han encontrado RMS inferiores al 1.90 % para
conductancias superiores a 100 m2/d, estimaciones que disminuyen hasta cerca del 0.1 %
para conexio´n r´ıo-acu´ıfero casi imperfecta. Ana´logamente, las eficiencias de Nash supe-
ran el 99.00 % para las conductancias de r´ıo ma´s altas, aumentando cuando se consideran
conexiones r´ıo-acu´ıfero ma´s imperfectas, hasta superar el 99.99 % en la mayor´ıa de las pie-
zometr´ıas analizadas. Au´n as´ı, el hecho de que el punto O7 se encuentre ubicado cerca de
la conexio´n r´ıo-acu´ıfero ocasiona que los ı´ndices de comportamiento para las piezometr´ıas
simuladas no sean tan o´ptimos como los calculados en otros de los puntos menos cr´ıticos
analizados, especialmente en los casos donde la conductancia impuesta en los bloques de
rio del modelo supera los 200 m2/d. Los resultados demuestran que las alturas piezome´tri-
cas mejor reproducidas por las simulaciones reducidas aplicando el MLAN corresponden
a los puntos O9, O2 y O10, con RMS por debajo del 1 % y E2 que superan el 99.00 %,
llegando a alcanzar el 100.00 % para conexiones imperfectas.
7.5. Conclusiones y discusio´n
En este cap´ıtulo se ha presentado una adaptacio´n del esquema de reduccio´n de modelos
nume´ricos de flujo subterra´neo en subespacios ortonormales de Krylov, orientada especial-
mente para ser usada en la simulacio´n y optimizacio´n de sistemas de uso conjunto de
recursos h´ıdricos. Teniendo en cuenta las caracter´ısticas de la EDP de flujo subterra´neo,
el procedimiento de reduccio´n se ha basado en la aplicacio´n de la iteracio´n racional de
Lanczos con ROP, la cual se ha configurado siguiendo los criterios presentado en numero-
sas investigaciones anteriores (Dunbar y Woodbury, 1989; Gambolati, 1993; Zhang, 2000;
Zhang et al., 2000; Woodbury y Zhang, 2001), como se ha descrito en el algoritmo 7.1.
Con el propo´sito de asegurar la aplicacio´n confiable de dicho algoritmo, se ha propuesto
un criterio de parada de base f´ısica que actu´a durante el procedimiento de generacio´n de la
base del subespacio de reduccio´n, mediante la aplicacio´n del concepto de factor de partici-
pacio´n propuesto por Dunbar y Woodbury (1989). As´ı, se ha efectuado una modificacio´n
sencilla de la expresio´n matema´tica de dicho factor, la cual se ha basado en imponer el
cumplimiento de la ecuacio´n de continuidad sobre el volumen de agua que entra o sale
del acu´ıfero proveniente de las acciones exteriores. Para ello se ha definido el factor de
participacio´n volume´trico acumulado, ana´logo al coeficiente de reparto del MAV, cuya
sumatoria se aproxima a uno cuando el nu´mero de vectores de Lanczos generados tiende a
la cantidad de nodos en los cuales se ha discretizado el dominio espacial del acu´ıfero. As´ı,
imponiendo un error muy pequen˜o sobre el cumplimiento del balance de masa contenido
por las acciones exteriores o, equivalentemente, imponiendo que los factores de participa-
cio´n acumulados sean cercanos a uno, para todas las acciones exteriores consideradas, se
logra que el modelo reducido capture gran parte de la excitacio´n a la cual se encuentra
sometido el acu´ıfero. Las aplicaciones sencillas desarrollas a lo largo de este cap´ıtulo han
demostrado que dicho criterio es efectivo, apropiado y conveniente, especialmente cuando
se desea que la generacio´n de los vectores de Lanczos sea lo ma´s eficiente posible, evitando
la generacio´n de bases de subespacios de taman˜o mayor al estrictamente necesario.
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Tambie´n se ha presentado el esquema matema´tico de reduccio´n a trave´s de la aplicacio´n
de la proyeccio´n desplazada del modelo de flujo sobre un subespacio de Krylov racional,
de acuerdo con la discusio´n presentada por diferentes autores (Zhang, 2000; Zhang et al.,
2000; Woodbury y Zhang, 2001). La propuesta ma´s importante presentada respecto de
la simulacio´n transitoria del flujo subterra´neo se refiere al ca´lculo de los para´metros de
control de intere´s en los modelos de uso conjunto, la cual ha sido tratada minuciosamente
en el apartado 2.9. Con ello, el incremento de la eficiencia en la modelacio´n reducida por el
MLAN surge de los siguientes factores: (i) la conveniencia en la generacio´n de la base del
subespacio racional de Krylov para la reduccio´n mediante la iteracio´n racional de Lanczos;
(ii) la inclusio´n de los indicadores relacionados con la matriz de acciones elementales
invariantes, los factores de participacio´n volume´trica acumulados y el criterio de parada
en la generacio´n, haciendo posible omitir las iteraciones de generacio´n innecesarias y (iii)
el ca´lculo de las matrices de proyeccio´n reducidas que permiten obtener eficazmente los
para´metros de control del acu´ıfero. Asimismo, es pertinente aclarar que los conceptos antes
mencionados han venido siendo utilizados desde hace varias de´cadas en la reduccio´n de
modelos de flujo por el MAV (Andreu, 1984; Sahuquillo y Andreu, 1988; Pulido-Vela´zquez,
2005; Pulido-Vela´zquez et al., 2007a). La novedad que ha sido introducida en el presente
estudio tiene que ver con su inclusio´n en el esquema de reduccio´n por el MLAN.
Ahora bien, el MLAN ha sido aplicado para la reduccio´n de los modelos de flujo sub-
terra´neo de dos acu´ıferos sinte´ticos rectangulares con diferentes caracter´ısticas. El primero
es el acu´ıfero homoge´neo de referencia, sometido por separado a acciones exteriores dis-
tribuida y puntual, el cual ha sido tratado en las secciones 3.6, 4.4 y 6.6. El segundo
corresponde al acu´ıfero heteroge´neo sometido simulta´neamente a recarga uniforme y a
bombeos puntuales en diferentes zonas, como se ha descrito en la seccio´n 6.7.
Inicialmente, se ha presentado un ana´lisis de sensibilidad para caracterizar la influen-
cia de incluir ma´s vectores en la base del subespacio de Krylov de reduccio´n sobre los
para´metros de control definidos para la simulacio´n reducida para el acu´ıfero de referencia.
Los resultado demuestran que el criterio de parada propuesto para el generador racional
de Lanczos es pertinente, por que los ı´ndices de comportamiento estimados, con respecto
a las simulaciones de referencia obtenidas mediante modelacio´n por DF, tienden a los
valores o´ptimos justo cuando los factores de participacio´n acumulados van teniendo a
uno. Posteriormente, con respecto al acu´ıfero rectangular heteroge´neo, se han presentado
los resultados de la generacio´n de la base del subespacio de Krylov de reduccio´n y los
para´metros de control simulados mediante los modelos reducidos. En general, tanto las
relaciones r´ıo-acu´ıfero como las alturas piezome´tricas obtenidas son bastante aceptables
en te´rminos de las estimaciones de BIAS, RMS y E2; en particular, la simulacio´n de las
alturas piezome´tricas en las zonas aledan˜as a las extracciones y/o la relacio´n r´ıo-acu´ıfero
es prometedora, debido a su eficiencia, calidad y la simpleza conceptual de su ca´lculo.
Finalmente, debe comentarse que, a pesar de los excelentes resultados obtenidos con
el MLAN, existen dos desventajas en su aplicacio´n pra´ctica. La primera es la seleccio´n
del vector residual de generacio´n de los vectores de Lanczos, la cual puede llegar a ser
muy complicada, especialmente en acu´ıferos con contornos irregulares que manifiestan
propiedades hidra´ulicas sumamente heteroge´neas. La segunda es que no es posible obtener
una solucio´n anal´ıtica expl´ıcita de los estados del acu´ıfero en funcio´n del tiempo. De ah´ı se
deduce que la simulacio´n de los para´metros de control del acu´ıfero mediante el MAV-
CSEM es mucho ma´s eficiente, especialmente cuando se desea calcular el volumen de agua
intercambiado entre r´ıo y acu´ıfero. La segunda desventaja se hace ma´s cr´ıtica cuando es
necesario considerar horizontes de simulacio´n del orden de decenas de de´cadas y el sistema
de uso conjunto esta´ poco regulado, por lo cual la simulacio´n del flujo subterra´neo debe
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plantearse a escala diaria para capturar adecuadamente la variabilidad espacial de los
procesos hidrolo´gicos e hidrogeolo´gicos, en especial, las relaciones r´ıo-acu´ıfero. Un ejemplo
de lo anterior se muestra detalladamente en el cap´ıtulo 8, donde se aplica el MLAN para
reducir modelos de flujo en acu´ıferos heteroge´neos irregulares, conectados con una red de
drenaje sinuosa y sometidos a muchas acciones exteriores.
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“Creo que en la discusio´n de los problemas
naturales deber´ıamos comenzar, no con las
escrituras, sino con los experimentos”.
Galileo Galilei
8
Modelacio´n reducida del flujo
subterra´neo en un acu´ıfero
heteroge´neo bidimensional
8.1. Introduccio´n
En este cap´ıtulo se ilustran las capacidades de reduccio´n de las metodolog´ıas plantea-
das en los cap´ıtulos 6 y 7. Para ello, se ha construido un acu´ıfero bidimensional sinte´tico
altamente heteroge´neo, que se encuentra sometido a muchas acciones exteriores actuando
simulta´neamente y cuyo dominio espacial ha sido finamente discretizado. Con el propo´sito
de estudiar la influencia de la geometr´ıa sobre la eficiencia de la reduccio´n, se ha consi-
derado que dicho acu´ıfero exhibe contornos irregulares y esta´ conectado con una red de
drenaje de cauces perennes, sinuosos e inclinados. Sus transmisividades han sido obtenidas
empleando parte de la informacio´n de la base de datos del Walker Lake (Isaaks y Srivasta-
va, 1989; Go´mez-Herna´ndez, 1992) y se imponen diferentes valores por zonas homoge´neas
para el coeficiente de almacenamiento.
La configuracio´n planteada para el acu´ıfero de prueba significa un reto importante para
los criterios de seleccio´n modal propuestos en esta tesis, tanto por la heterogeneidad de
su medio poroso como por las caracter´ısticas de sus contornos y las acciones exteriores
impuestas sobre e´l. Ba´sicamente, el ana´lisis efectuado ha consistido en una comparacio´n
cuantitativa de las simulaciones ejecutadas para diferentes para´metros de control, mediante
modelos de flujo reducidos aplicando el MAV-CSEM y el MLAN. Dicha comparacio´n se
ha efectuado con respecto a modelos resueltos en DF, cuya integracio´n temporal nume´rica
se ha realizado mediante un esquema euleriano impl´ıcito. En consecuencia, el procedimien-
to usado para efectuar las simulaciones reducidas ha sido el siguiente: (i) se han planteado
modelos de flujo subterra´neo para diferentes valores de la conductancia del r´ıo, (ii) se han
construido los subespacios de reduccio´n para diferentes l´ımites de participacio´n modal, en
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han realizado las simulaciones de referencia mediante las DF y (iv) se han efectuado simu-
laciones reducidas para las diferentes configuraciones de conexio´n r´ıo-acu´ıfero planteadas,
correspondientes a diferentes taman˜os de subespacios de reduccio´n.
Usando dichos resultados, se presenta un ana´lisis de sensibilidad para diferentes ı´ndices
de comportamiento, (RMS, BIAS y E2, para la solucio´n transitoria con condiciones de
contorno nulas), evaluados en funcio´n de los diferentes para´metros de control simulados y
del planteamiento para reduccio´n de cada metodolog´ıa, con respecto a los cambios de las
caracter´ısticas de la conexio´n r´ıo-acu´ıfero. As´ı, en el caso del MAV-CSEM, se estudia el
efecto que tiene la variacio´n de la conductancia del r´ıo, con respecto a los valores l´ımite
del nivel de continuidad y el grado de participacio´n modal que deben asignarse para lograr
una reduccio´n eficiente. Ana´logamente, en el caso del MLAN, se analiza el efecto que tiene
la variacio´n de dicha conductancia sobre la cantidad de vectores de Lanczos a usar en la
generacio´n del subespacio racional de Krylov para alcanzar una reduccio´n satisfactoria.
8.2. Campo de transmisividad
Los valores de transmisividad asignados a las celdas del acu´ıfero simulado en este
cap´ıtulo, corresponden a una parte de la base de datos de Walker Lake (Isaaks y Srivastava,
1989; Go´mez-Herna´ndez, 1992). Esta base esta´ distribuida sobre un dominio rectangular de
260 x 300 nodos y se considerara´ que las celdas son cuadradas con lado igual a 100 m. E´sta
es una base de datos de ge´nesis natural, por lo que se puede afirmar que sus valores tienen
un patro´n de continuidad espacial susceptible de ser encontrado en condiciones naturales
(Cassiraga, 1999). En la figura 8.1 se representa gra´ficamente el subdominio espacial de
la base de datos original de Walker Lake utilizado como campo de transmisividad en
este ejercicio. Dicho dominio esta´ compuesto por 30800 bloques, formando una malla
rectangular con 140 x 220 nodos.
8.3. Modelos conceptuales de los acu´ıferos de prueba
En esta seccio´n se describen los modelos conceptuales de los acu´ıferos sinte´ticos bi-
dimensionales de prueba para la reduccio´n de modelos de flujo por el MAV-CSEM y el
MLAN. Para comenzar, se discute acerca de las condiciones de contorno asumidas, espe-
cialmente en lo concerniente a la conexio´n r´ıo-acu´ıfero. Posteriormente, se describen los
para´metros hidra´ulicos de los medios porosos asumidos para las simulaciones. Finalmen-
te, se presentan las distribuciones espaciales y las magnitudes de las acciones exteriores
actuando sobre los acu´ıferos anteriormente mencionados.
8.3.1. Geometr´ıa de las condiciones de contorno, la conexio´n r´ıo-
acu´ıfero y discretizacio´n espacial
Se considera un acu´ıfero de forma irregular contenido dentro del subdominio espacial
extra´ıdo de la base de datos de Walker Lake que se ha descrito en el apartado 8.2 y se
ha presentado en la figura 8.1. Con el propo´sito de resolver nume´ricamente la EDP de
flujo subterra´neo, se ha construido una malla de bloques en DF que permite discreti-
zar las derivadas parciales espaciales involucradas sobre la regio´n antes mencionada. Las
caracter´ısticas ma´s importantes de dicha malla se enuncian a continuacio´n. Primero, los
contornos de flujo nulo son irregulares y siguen la l´ınea de color negro que se muestra en
los gra´ficos de la figura 8.2. Segundo, se usa la misma discretizacio´n espacial impuesta
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Pi: Punto de monitoreo de altura piezométrica
X: Punto de inicio o finalización de tramo de red 






























Figura 8.2. Geometr´ıa y condiciones de contorno para los modelos conceptuales de los acu´ıferos
de prueba. Izquierda: localizacio´n de los bloques activos, la geometr´ıa del contorno del acu´ıfero
y los puntos para seguimiento de la piezometr´ıa. Derecha: forma de la conexio´n r´ıo-acu´ıfero y las
zonas donde se calculan los intercambios de caudal entre el r´ıo y el acu´ıfero. Debajo de e´sta, se
presenta la variacio´n de las altitudes del lecho del r´ıo a lo largo de la red de drenaje.
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para el campo de transmisividad, es decir, se consideran 30800 bloques regulares de 100 m
x 100 m que forman una malla cuadrada de 140 x 220 nodos en total. Tercero, los modelos
de prueba contienen 21850 bloques activos, localizados dentro de la regio´n de color blanco
mostrada en el gra´fico izquierdo de la figura 8.2; en consecuencia, el a´rea de la regio´n activa
de flujo en el acu´ıfero es de unos 218.5 km2. Cuarto, fuera de los contornos del acu´ıfero
se establecen 8150 bloques inactivos ubicados dentro de la zona de color ocre que se ve
en la gra´fica izquierda de la figura 8.2. Por u´ltimo, se imponen 178 bloques de conexio´n
r´ıo-acu´ıfero dispuestos segu´n la l´ınea de color azul en el gra´fico izquierdo de la figura 8.2.
En base a la discretizacio´n espacial anterior, se establecen las siguientes condiciones
de contorno en los modelos de prueba: (i) todos los bloques de los bordes del acu´ıfero,
con excepcio´n de los incluidos en el segmento comprendido ente los puntos E y F que
se muestra en la gra´fica derecha en la figura 8.2, se asumen impermeables, es decir, se
modelan como condiciones de contorno de tipo Neumman con flujo impuesto nulo, (ii)
los bloques que corresponden a la conexio´n r´ıo-acu´ıfero se modelan como condiciones
de contorno de tipo Cauchy, siendo la conductancia del r´ıo el para´metro central en los
ana´lisis de sensibilidad. As´ı pues, en los modelos implementados se ha asumido que el r´ıo
es completamente penetrante en el acu´ıfero, pero esta´n separados entre s´ı por una capa
semipermeable y se mantienen siempre conectados a lo largo del horizonte de simulacio´n,
por lo cual no se violan las hipo´tesis de linealidad impuestas sobre los me´todos de reduccio´n.
Al respecto, se han considerado seis conductancias de r´ıo que var´ıan logar´ıtmicamente entre
1000 y 20 m2/d, imponie´ndose un valor uniforme sobre los bloques pertenecientes a la red
de drenaje de cauces permanentes, los cuales se representa mediante los segmentos de recta
AB, BC, BD y EF en el gra´fico derecho de la figura 8.2. Tambie´n se ha establecido que
los cauces de r´ıo conectados hidra´ulicamente con el acu´ıfero son inclinados. Por lo tanto,
las elevaciones del fondo de los cauces de la red de drenaje aumentan a medida que se
avanza aguas arriba del nivel de referencia, segu´n el gra´fico presentada en la parte inferior
derecha de la figura 8.2. En e´ste se observa que la distancia se mide desde el punto D,
el cual se localiza a la salida del acu´ıfero, como se presenta en el perfil longitudinal de la
figura antes mencionada. Cabe aclarar que el nivel de referencia se establece a lo largo del
segmento EF; por consiguiente, se ha asumido que los bloques all´ı localizados tienen altura
piezome´trica nula, lo cual implica que las alturas piezome´tricas simuladas son relativas al
nivel impuesto sobre dicho segmento.
8.3.2. Para´metros hidra´ulicos
El campo de transmisividades que sera´ usado en las simulaciones se presenta en el
gra´fico izquierdo superior de la figura 8.3. Los colores ma´s cercanos al rojo se asocian a
las zonas del acu´ıfero con transmisividades ma´s elevadas, los bloques de color negro son
aquellos donde se establece la existencia de las relaciones r´ıo-acu´ıfero y el color blanco
denota la zona de bloques inactivos. Al respecto, sobre el campo original de transmisivi-
dades se ha superpuesto una ma´scara que representa los contornos de no flujo definidos en
los modelos conceptuales del acu´ıfero. En dicho campo tambie´n se observa que las zonas
con mayores transmisividades se localizan cerca de la conexio´n r´ıo-acu´ıfero, con lo cual
la respuesta del acu´ıfero a excitaciones en dicha zonas se vera´ reflejada ra´pidamente en
los hidrogramas subterra´neos; caracter´ıstica que constituye un reto significativo para los
algoritmos de reduccio´n planteados y para la eficiencia de las implementaciones compu-
tacionales construidas puesto que, a priori, se espera que los modelos de flujo reducidos
requieran cumplir con una porcio´n considerable de su espectro. El anterior problema se
discute ma´s profundamente a lo largo de las secciones posteriores.
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Transmisividad ( )T Coeficiente de almacenamiento( )S
Zonas de recarga ( )R Zonas de bombeo ( )Q
Figura 8.3. Para´metros hidra´ulicos y acciones exteriores impuestas en los acu´ıferos de prueba.
El gra´fico superior izquierdo presenta el campo de transmisividades y el superior derecho muestra
el coeficiente de almacenamiento, el gra´fico inferior izquierdo contiene las zonas de recarga y el
gra´fico inferior derecho presenta las zonas de extracciones.
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Por otra parte, la distribucio´n espacial del coeficiente de almacenamiento en los acu´ıfe-
ros de prueba se presenta en la gra´fica superior derecha de la figura 8.3. En e´sta se observa
la existencia de siete zonas, a cada una de las cuales le corresponde un valor uniforme de
dicho para´metro. En general, los mayores coeficientes de almacenamiento se localizan en
las regiones ma´s transmisivas del acu´ıfero.
8.3.3. Acciones exteriores
En los modelos de prueba se han impuesto once acciones exteriores (AE) actuando
simulta´neamente sobre el acu´ıfero. De e´stas, seis corresponden a recarga uniformemente
distribuida sobre diferentes regiones homoge´neas, mientras que las cinco restantes se aso-
cian a bombeos actuando en zonas de explotacio´n. En ambos casos, las intensidades var´ıan
en el tiempo a lo largo de 5113 d´ıas, los cuales equivalen a 14 an˜os. La distribucio´n espacial
de las zonas homoge´neas de recarga se presenta en la gra´fica inferior izquierda de la figura
8.3, donde se ha empleado una escala de azules cuya intensidad aumenta a medida que
el valor medio de la serie de recargas impuestas se incrementa. De esta forma, se deduce
que la zona 1 cuenta con la mayor entrada de agua; por el contrario, la regio´n 4, que es





























































Figura 8.4. Intensidades aplicadas en las zonas homoge´neas de recarga.
Igualmente, las intensidades de las recargas usadas para cada zona se presentan en
la figura 8.4, donde cada serie se representa mediante el color asociado a la zona que le
corresponde, de acuerdo con las convenciones definidas en la figura 8.3. As´ı, en las gra´ficas
de dicha figura se observan algunas caracter´ısticas importantes, las cuales se mencionan
a continuacio´n. Primero, los eventos de recarga ma´s intensos se presentan en las zonas
1 y 6, superando los 0.025 m/d. Segundo, la zona 1 presenta los episodios de recarga
ma´s intensos, siendo e´stos bastante frecuentes. Tercero, la zona 3 manifiesta las menores
intensidades de recarga, tanto en frecuencia como en duracio´n, pero su a´rea de influencia
es la ma´s grande, con lo cual, durante muchos intervalos, su volumen acumulado de recarga
supera los correspondientes a las otras zonas. Cuarto, las intensidades de recarga media de
las series var´ıan entre 1.65 × 10−5 m/d y 5.21 × 10−5 m/d, las cuales vienen asociadas con
las zonas 1 y 4, respectivamente. Quinto y u´ltimo, las intensidades ma´ximas de recarga de
las series var´ıan entre 0.027 m/d, que corresponde a la zona 1, y 0.008 m/d para la zona
4; las cuales, en volumen, equivalen a unos 0.52 hm3 y 0.48 hm3, respectivamente.
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Por otra parte, la distribucio´n espacial de las cinco regiones homoge´neas de extraccio´n
por bombeos se presenta en la gra´fica inferior derecha de la figura 8.3. En e´sta, el color
gris indica las zonas del acu´ıfero donde no existen extracciones, mientras que en las dema´s
regiones se ha empleado una escala de rojos cuya intensidad aumenta a medida que la media
de la serie de extracciones se incrementa. As´ı, a mayor intensidad del color rojo, mayor es
la intensidad del bombeo aplicado en un bloque que pertenece a la zona correspondiente.
Lo anterior se observa ma´s claramente en la figura 8.5, donde se presentan las cinco series
























































Figura 8.5. Bombeos aplicados por bloque en las zonas de extraccio´n.
De las gra´ficas en dicha figura se han detectado algunas caracter´ısticas notables, las
cuales se enumeran a continuacio´n. Primero, en todas las zonas, las intensidades de bombeo
tienen un per´ıodo de 4 an˜os, en otras palabras, se aplica la misma intensidad cada 1461
d´ıas. Segundo, los bombeos ma´s intensivos se presentan en la zona 8, donde superan los
20 m3/d. Tercero, la zona 7 manifiesta las menores intensidades de bombeo, las cuales no
superan los 7 m3/d. Cuarto, los bombeos promedio de las series var´ıan entre 0.62 m3/d y
2.93 m3/d, las cuales vienen asociadas con las zonas 7 y 8, respectivamente. Por u´ltimo,
las intensidades ma´ximas de bombeo de las series var´ıan entre 4.9 m3/d, que corresponde
a la zona 7, y 20.9 m3/d para la zona 8, que en volu´menes equivalen a unos 7.43 × 10−3
hm3 y 1.56 × 10−2 hm3, respectivamente.
En las figuras 8.6 y 8.7 cada gra´fico representa las intensidades de cada AE que actu´a
sobre el acu´ıfero. As´ı, los volu´menes agregados de las AE actuando sobre el acu´ıfero se
presentan en la figura 8.6. En ella, el eje de ordenadas izquierdo se usa para representar
las recargas, mientras que en el eje derecho se representan los bombeos. Las barras azules
denotan el volumen de recarga agregado por intervalo, por su parte, la l´ınea roja denota el
volumen de bombeo agregado por intervalo. Por los rangos de ambas series, parecer´ıa que
el volumen de agua que entra por recarga al acu´ıfero es mucho mayor que el extra´ıdo por
explotacio´n. En este punto cabe aclarar que se ha impuesto extraccio´n continua, mientras
que los episodios de recarga son puntuales y, en muchos casos, e´stos vienen separados por
ma´s de dos meses. Lo cierto es que la tendencia de los volu´menes acumulados agregados de
recarga y extraccio´n son bastante parecidos; es ma´s, al final del horizonte de simulacio´n,
dichos volu´menes son pra´cticamente iguales y rondan los 32 hm3. La anterior caracter´ıstica
se observa en la figura 8.7, donde los volu´menes acumulados de recarga y bombeo agregados
se representan mediante las l´ıneas azul y roja, respectivamente.
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Figura 8.7. Volu´menes acumulados totales de agua recargada y extra´ıda integrados sobre el
dominio espacial del acu´ıfero.
8.3.4. Condiciones iniciales
Las condiciones iniciales para las simulaciones se obtuvieron de solucionar modelos de
flujo en re´gimen permanente, imponiendo las seis diferentes conductancias en los bloques
que representan la relacio´n r´ıo-acu´ıfero en la red de drenaje de cauces permanentes del
acu´ıfero de prueba. En todos los modelos implementados, se ha impuesto una recarga
uniformemente distribuida sobre el acu´ıfero con una intensidad de 1.679 × 10−6 m/d, la
cual produce una configuracio´n de alturas piezome´tricas para cada bloque activo tal que
el caudal inicial de descarga al r´ıo es de 3500 m3/d. Tambie´n debe aclararse que en los
modelos implementados se ha incorporado el cambio de elevaciones en el lecho de los cauces
que forman la red de drenaje, por lo cual las alturas piezome´tricas iniciales hacen honor a
dicha configuracio´n geome´trica. Las condiciones iniciales simuladas han sido usadas tanto
para resolver los modelos de referencia, implementados y resueltos mediante las DF, como
los modelos reducidos por el MAV-CSEM y el MLAN.
8.3.5. Para´metros de control
Tanto para las simulaciones efectuadas por modelos resueltos en DF, como en las
realizadas mediante modelos reducidos, se han establecido los siguientes para´metros de
control: (i) alturas piezome´tricas en los veinte puntos de control que se muestran en el
gra´fico superior izquierdo de la figura 8.2, (ii) los caudales de intercambio entre el r´ıo y
el acu´ıfero a lo largo de toda la red de drenaje de cauces permanentes y (iii) los caudales
parciales de intercambio en los diferentes cauces que conforman dicha red de drenaje.
En el primer caso, los puntos de control se denotan como Pi, con i = 1, . . . , 20. En el
u´ltimo caso, se consideran cuatro segmentos, denominados AB, BC, BD y EF, como ha
sido presentado en el gra´fico superior derecho de la figura 8.2. En su orden respectivo, y
con el propo´sito de dar claridad al lector, dichos segmentos se denominan de la siguien-
te manera: (i) el segmento EF es el tramo 1 y le corresponde el caudal de intercambio
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r´ıo-acu´ıfero Q1(t), (ii) el segmento BD es el tramo 2 y le corresponde el caudal de inter-
cambio r´ıo-acu´ıfero Q2(t), (iii) el segmento BC es el tramo 3 y le corresponde el caudal
de intercambio r´ıo-acu´ıfero Q3(t) y (iv) el segmento AB es el tramo 4 y le corresponde
el caudal de intercambio r´ıo-acu´ıfero Q4(t). En el documento se presentan u´nicamente los
resultados de las alturas piezome´tricas en seis de los veinte puntos de control: P1, P2, P5,
P11, P16 y P19. E´stos se han elegido por estar ubicados en zonas cr´ıticas de reduccio´n, es
decir, cerca de la regio´n de conexio´n entre el r´ıo y el acu´ıfero, en zonas de bombeo intenso
o en zonas de bombeo localizadas cerca al r´ıo. La ubicacio´n de dichos puntos en el acu´ıfero
se presenta en el gra´fico superior izquierdo de la figura 8.2.
En los casos de acu´ıfero rectangular homoge´neo o heteroge´neo de los cap´ıtulos 4, 6 y
7 no se ha considerado la componente permanente u de la solucio´n nume´rica de la EDP
de flujo subterra´neo puesto que e´sta es cero, entonces los para´metros de control simulados
para el problema transitorio con condiciones de contorno nulas w(t) son ide´nticos a los
obtenidos para la solucio´n total h(t) (ver figura 2.4). Sin embargo, en este caso particular
de aplicacio´n, el acu´ıfero heteroge´neo esta´ conectado con una red de drenaje inclinada. Por
consiguiente, el ana´lisis de los ı´ndices de comportamiento BIAS, RMS y E2 se lleva a
cabo sobre la componente transitoria con condiciones de contorno nulas de los para´metros
de control definidos; esto con el fin de evitar el sesgo en las estimaciones ocasionado
por incluir la antes mencionada componente permanente de la solucio´n, la cual, segu´n los
desarrollos matema´ticos presentados hasta ahora, no ha sido incluida en los procedimientos
de reduccio´n planteados. Dicha consideracio´n es consistente con el ana´lisis presentado en
el apartado 3.6.2 acerca de los ı´ndices de comportamiento RMS y BIAS.
A efectos pra´cticos de estimacio´n de los ı´ndices de comportamiento se ha utilizado el
siguiente procedimiento: (i) se realiza la simulacio´n de referencia ejecutando el modelo en
DF, (ii) se ejecutan las simulaciones reducidas ana´logas mediante el MAV-CSEM y el
MLAN (iii) se calculan los para´metros de control de la solucio´n total y se elaboran gra´ficos
comparativos, (iv) se calcula la parte permanente de los para´metros de control definidos y
e´sta se sustrae tanto de las simulaciones de referencia como de las simulaciones reducidas,
con ello se obtienen las componentes transitorias para las condiciones de contorno nulas,
(v) se calcula los ı´ndices de comportamiento usando dichas componentes transitorias.
8.4. Aplicacio´n del MAV-CSEM a la reduccio´n de mo-
delos de flujo subterra´neo
En los siguientes apartados se presentan los resultados ma´s importantes obtenidos de
aplicar el MAV-CSEM en la reduccio´n de los modelos de flujo subterra´neo para el acu´ıfero
heteroge´neo generado usando la base de datos de Walker Lake. Tambie´n se presenta el
ana´lisis de sensibilidad de los ı´ndices de comportamiento BIAS, RMS y E2 estimados
para los para´metros de control descritos en el apartado 8.3.5, con respecto a la variacio´n
del l´ımite de participacio´n modal y la conductancia impuesta sobre el r´ıo.
8.4.1. Solucio´n de los problemas de autovalores, generacio´n de
modos efectivos y enmascaramiento de modelos reducidos
El primer paso para reducir los modelos de flujo subterra´neo, planteados para el acu´ıfero
heteroge´neo empleando el MAV-CSEM, es resolver los problemas generalizados de auto-
valores asociados a las partes espaciales de las soluciones por el MAV. Una vez se dispone
de dichas soluciones, se seleccionan los modos efectivos siguiendo el marco conceptual de
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parametrizacio´n para la reduccio´n propuesto para el MAV-CSEM, el cual ha sido descrito
detalladamente en la seccio´n 6.2. En los seis casos de conductancias de r´ıo asumidas, se ha
utilizado el generador racional de Lanczos que ha sido explicado a profundidad en el apar-
tado 6.5.5, de acuerdo con el algoritmo 6.15. El generador anteriormente mencionado ha
sido aplicado utilizando la iteracio´n racional de Lanczos. E´sta funciona siguiendo los pasos
del algoritmo 6.13, donde se ha adoptado una versio´n que incluye la ROP, que implementa
criterios robustos para revisar el grado de ortogonalidad en el PGS (Rutishauser, 1967;
Giraud y Langou, 2004) y usa el reinicio expl´ıcito por deflacio´n cada 500 modos generados
antes de cumplirse los criterios de parada impuestos a priori. Al respecto, como criterio
para detener la generacio´n modal se ha establecido que el nivel de continuidad, para las
11 acciones exteriores, supere simulta´neamente un l´ımite de balim = 99.5 %.
Asimismo, se ha asegurado que la generacio´n debe obtener, como mı´nimo, los 1500
modos asociados a los autovalores de menor magnitud en los espectros de los modelos. En
este caso particular de acu´ıfero heteroge´neo, el nivel de continuidad requerido para detener
la generacio´n ha sido sobrepasado antes de generar los 1500 modos antes mencionados, para
todas las conductancias de r´ıo y las acciones exteriores consideradas. Como consecuencia
de lo anterior, una vez se han culminado las generaciones modales se dispone de seis
conjuntos de 1500 modos, a partir de los cuales se efectu´a el ana´lisis de sensibilidad de los
ı´ndices de comportamiento (BIAS, RMS y E2) con respecto a la variacio´n del l´ımite de
participacio´n. Cabe resaltar que, aplicando el criterio de nivel de continuidad para detener
la generacio´n, el taman˜o de los modelos ha sido reducido de 21850 modos a menos de 1500;
taman˜o que es susceptible de reducirse au´n ma´s al aplicar convenientemente los criterios
de enmascaramiento y seleccio´n de los modos efectivos.
El procedimiento de generacio´n de los modos efectivos propuesto en el algoritmo 6.15
es diferente al que se acaba de describir, el cual se considera ma´s apropiado para efectos
de realizar el ana´lisis de sensibilidad de los ı´ndices de comportamiento de los para´metros
de control escogidos y evita la ejecucio´n de ca´lculos redundantes. A pesar de lo anterior,
si el objetivo de la reduccio´n es obtener un modelo reducido u´nico y eficiente, es ma´s
conveniente ejecutar la seleccio´n de modos efectivos y su enmascaramiento al mismo tiempo
que avanza el proceso de generacio´n. En este caso particular, el generador MAGCD,
descrito con detalle en los algoritmos 6.10 y 6.14, es pra´cticamente inaplicable debido al
gran taman˜o de los modelos a reducir. La experiencia pra´ctica ha demostrado que el uso
de dicho generador es recomendable u´nicamente para reducir modelos de flujo subterra´neo
de taman˜o pequen˜o o intermedio, es decir, cuando la discretizacio´n del dominio espacial
esta entre 3000 y 5000 bloques o nodos activos.
1000 500 200 100 50 20
1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01
 [d 1]i -
Figura 8.8. Primeros 1000 autovalores para el acu´ıfero rectangular heteroge´neo, correspondientes
a las seis diferentes conductancias asignadas a los bloques de r´ıo.
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Primeramente, en la figura 8.8 se presentan seis conjuntos compuestos por los 1000
autovalores de menor magnitud clasificados de acuerdo a su respectiva conductancia. Si
se comparan estos resultados con los obtenidos para acu´ıferos rectangulares, que han sido
analizados en los cap´ıtulos 3, 4 y 6, se pueden plantear los siguientes comentarios. Pri-
mero, existe una disminucio´n considerable en la magnitud de los autovalores, lo cual se
traduce en que la velocidad de respuesta agregada de la dina´mica de flujo del acu´ıfero
heteroge´neo es menor. Esto se debe a que el taman˜o del dominio espacial considerado casi
triplica al impuesto para dichos acu´ıferos rectangulares y, por consiguiente, la influencia
de las caracter´ısticas geome´tricas es preponderante sobre la respuesta hidrogeolo´gica sub-
terra´nea. Segundo, el notable aumento en la heterogeneidad de las propiedades hidra´ulicas
del acu´ıfero modifica la distribucio´n espectral de los modos del modelo. Tambie´n es claro
el efecto que tienen la conductancia del r´ıo sobre el aumento o disminucio´n de la amplitud
espectral del modelo; podr´ıa compararse su efecto al de un tapo´n que dificulta, en mayor o
menor medida, el desagu¨e del acu´ıfero. Tercero, se ha detectado que los autovalores de me-
nor magnitud para el acu´ıfero heteroge´neo disminuyen cuando decrece la conductancia del
r´ıo, en igual o mayor medida que lo encontrado para acu´ıfero rectangulares, especialmente
para los menores valores de dicha conductancia. Por consiguiente, la parametrizacio´n de
la conexio´n r´ıo-acu´ıfero juega un papel crucial sobre el cambio de la dina´mica de flujo
subterra´neo. Respecto de lo anterior, se observa que los autovalores pasan de aproxima-
damente 4.5 × 10−4, para acu´ıfero rectangular, a 2.5 × 10−5, para acu´ıfero heteroge´neo,
siendo e´ste u´ltimo unas 18 veces ma´s pequen˜o que el primero. Es ma´s, dado que el r´ıo solo
discurre por una parte relativamente reducida del acu´ıfero heteroge´neo, se deduce que el
factor que ma´s influye en el descenso de los autovalores es, precisamente, la conductancia
de su lecho. Cuarto, para todos los casos de conexio´n r´ıo-acu´ıfero analizados, se ha obser-
vado que la amplitud espectral de la franja generada, definida como λ1500/λ1, se encuentra
cercana a 4500; relacio´n que casi duplica a la encontrada para acu´ıfero rectangular y co-
nexio´n r´ıo-acu´ıfero casi perfecta que se ha presentado anteriormente en el apartado 4.4.1,
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Figura 8.9. Valores absolutos de los volu´menes encerrados por los autovectores asociados a los
1000 autovalores de menor magnitud para el acu´ıfero irregular heteroge´neo, correspondientes a
las seis diferentes conductancias asignadas a los bloques de r´ıo.
En la figura 8.9 se presentan los valores absolutos de los volu´menes encerrados por
los autovectores asociados a los 1000 autovalores de menor magnitud, ordenados segu´n la
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conductancia del r´ıo. De estos resultados se deduce que la heterogeneidad de los para´me-
tros hidra´ulicos del acu´ıfero ocasiona que la disminucio´n de los volu´menes, con respecto
al aumento del ı´ndice modal respectivo, no es gradual como la exhibida por los modos
efectivos de un acu´ıfero rectangular. Por el contrario, dicha variacio´n es oscilante, pero
manifiesta una evidente tendencia decreciente a medida que se consideran menores con-
ductancias. Sin embargo, los rangos de variacio´n de ambos conjuntos de volu´menes son
muy parecidos, con valores situa´ndose entre 900 y 10 m para conexio´n r´ıo-acu´ıfero casi
perfecta y variando entre 1100 y 1 m para conexio´n r´ıo-acu´ıfero casi imperfecta.
Los primeros 100 coeficientes de reparto modales, para cada AE considerada y ordena-
dos de acuerdo con la conductancia de r´ıo correspondiente, se presentan en las figuras 8.10,
8.11, 8.12 y 8.13. En las dos primeras figuras se han consignado los resultados correspon-
dientes a las seis acciones de recarga, organizadas siguiendo la convencio´n propuesta en
las figuras 8.3 y 8.4; mientras que en las dos u´ltimas se presentan los resultados asociados
a las cinco acciones de extraccio´n, dispuestas de acuerdo a la convencio´n definida en las
figuras 8.3 y 8.5. De los resultados obtenidos se deduce que la irregularidad espacial en
la aplicacio´n de las AE ocasiona que, para algunas de e´stas, se manifieste una importan-
te y erra´tica variabilidad espectral de los coeficientes de reparto, sin importar el tipo de
excitacio´n considerada. Con excepcio´n de la AE 4, los coeficientes de reparto calculados
manifiestan valores que fluctu´an alrededor de cero, lo cual implica que la convergencia
al l´ımite superior unitario de los coeficientes de repartos acumulados es ma´s lenta. As´ı,
se hace ma´s dif´ıcil alcanzar ra´pidamente el criterio de parada impuesto para la genera-
cio´n modal, lo cual implica que dichos procedimientos, sin importar el grado de conexio´n
r´ıo-acu´ıfero considerado, han sido muy demandante computacionalmente.
De los resultados concernientes a los coeficientes de reparto para las AE de recarga se
puede resaltar lo siguiente: (i) todos las AE, con excepcio´n de la AE 4, manifiestan un
modo dominante, es decir, existe un modo cuyo coeficiente de reparto es mayor que todos
los dema´s; (ii) el primer modo es dominante para las AE 1, 2 y 3, mientras que el segundo
modo es dominante para las AE 5 y 6; (iii) la mayor amplitud espectral de variabilidad
de los coeficiente de reparto se manifiesta en la AE 2, para la cual dichos coeficientes
fluctu´an considerablemente hasta aproximarse al cente´simo modo, (iv) la menor amplitud
espectral de variabilidad de los coeficientes de reparto se hace presente en la AE 1, para la
cual dichos coeficiente exhiben valores muy cercanos a cero antes de sobrepasar el de´cimo
modo; (v) la AE 4 manifiesta una variacio´n espectral muy uniforme, lo cual se debe a que
e´sta abarca gran parte del dominio espacial del acu´ıfero e incluye toda la zona de conexio´n
entre e´ste y la red de drenaje; (vi) los coeficientes de reparto de las EA 5 y 6 manifiestan
tendencias espectrales similares, lo cual puede deberse a que se encuentran aplicadas en
regiones con caracter´ısticas geome´tricas parecidas, donde la variabilidad espacial de las
propiedades hidra´ulicas del acu´ıfero no son tan pronunciadas.
Asimismo, de los resultados que corresponden a los coeficientes de reparto para las
AE de extraccio´n se puede destacar lo siguiente: (i) al igual que la mayor´ıa de las AE
de recarga, todas las AE de extraccio´n manifiestan un modo dominante; (ii) el primer
modo es dominante para las AE 9, 10 y 11, mientras que el segundo modo es dominante
para las AE 7 y 8; (iii) la mayor amplitud espectral de variabilidad de los coeficiente
de reparto se manifiesta en la AE 11, para la cual los coeficientes de reparto oscilan de
forma bastante apreciable justo hasta antes de sobrepasar al octoge´simo modo; (iv) las
variabilidades espectrales de los coeficientes de reparto para todas las AE, con excepcio´n
de los asociados con la AE 11, son similares y sus fluctuaciones de mayor magnitud se
ubican entre los modos primero y trige´simo; y (v) los coeficientes de reparto de las AE
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Figura 8.10. Coeficientes de reparto para los primero cien modos del acu´ıfero heteroge´neo irre-
gular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de recarga 1 a la 3,
para cada conductancia impuesta sobre el r´ıo.
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Figura 8.11. Coeficientes de reparto para los primero cien modos del acu´ıfero heteroge´neo irre-
gular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de recarga 4 a la 6,
para cada conductancia impuesta sobre el r´ıo.
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Figura 8.12. Coeficientes de reparto para los primero cien modos del acu´ıfero heteroge´neo irre-
gular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de bombeo 7 a la
9, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.13. Coeficientes de reparto para los primero cien modos del acu´ıfero heteroge´neo irre-
gular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de bombeo 10 y 11,
para cada conductancia impuesta sobre el r´ıo.
7 y 8 exhiben una variabilidad espectral muy parecida; semejanza que se sustenta por la
misma razo´n expuesta en (vi) del pa´rrafo anterior para las AE 5 y 6.
En este punto es importante describir los cambios en la distribucio´n espectral de los
coeficientes de reparto a medida que se modifica la parametrizacio´n de las relaciones
r´ıo-acu´ıfero. En general, sin distinguir el tipo de AE considerada, se han encontrado los
siguientes resultados. Primero, al disminuir la conductancia del r´ıo, los coeficientes de re-
parto asociados a los modos dominantes aumentan, en mayor o menor grado, de acuerdo
con las caracter´ısticas de la distribucio´n espacial de las acciones elementales de cada AE.
Igualmente, la amplitud de la regio´n espectral donde se presenta la mayor variabilidad de
los coeficientes de reparto decrece a medida que la conexio´n r´ıo-acu´ıfero tiende a ser imper-
fecta, es decir, cuando la conductancia del r´ıo disminuye. Ambos resultados sugieren que
los modelos de flujo subterra´neo planteados se reducen ma´s fa´cilmente cuando la relacio´n
r´ıo-acu´ıfero considerada es cercana a la imperfecta; conclusio´n ana´loga a la planteada para
los modelos de flujo en los acu´ıferos rectangulares de referencia en los apartados 4.4.1 y
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6.7.1. En resumen, la parametrizacio´n de las relaciones entre r´ıo y acu´ıfero juega un papel
muy importante en el aumento de los requerimientos computacionales para la reduccio´n
de un modelo de flujo subterra´neo, tanto para medios homoge´neos como heteroge´neos.
Por otra parte, los primeros 1000 coeficientes de reparto acumulados modales, con
respecto a cada AE considerada y ordenados de acuerdo con la conductancia de r´ıo corres-
pondiente, se presentan en las figuras 8.14, 8.15, 8.16 y 8.17. En las dos primeras figuras
se han consignado los resultados para las seis AE de recarga, ordenadas siguiendo la con-
vencio´n propuesta en las figuras 8.3 y 8.4, mientras que en las dos u´ltimas se presentan los
resultados asociados a las cinco AE de extraccio´n, ordenadas de acuerdo con la convencio´n
adoptada en las figuras 8.3 y 8.5. Se observan tendencias oscilantes de convergencia a uno
por parte de los coeficientes de reparto acumulados para algunas AE, sin importar si la
excitacio´n considerada es de recarga o extraccio´n. De esta forma, para la mayor´ıa de las
AE impuestas (1, 3, 4, 5, 8, 9 y 11), ha sido necesario generar ma´s de quinientos modos
antes de que los coeficientes de reparto acumulados superen el nivel de continuidad im-
puesto. Ma´s au´n, cuando se consideran conexiones r´ıo-acu´ıfero cercanas a la perfecta, los
requerimientos de co´mputo y almacenamiento virtual de la generacio´n aumentan porque,
como se ha presentado en las figuras 8.11, 8.12, 8.13, 8.15, 8.16 y 8.17, las AE 4, 9 y 11
requieren el ca´lculo de ma´s de 1000 modos. As´ı pues, la influencia de esas tres AE es cr´ıti-
ca durante el proceso de reduccio´n por el MAV-CSEM puesto que el criterio de parada
de la generacio´n modal no discrimina el tipo de AE analizada. Dicho de otro modo, los
coeficientes de reparto acumulados para todas las AE deben superar simulta´neamente el
nivel de continuidad impuesto. A pesar de lo anterior, en ninguno de los modelos plantea-
dos ha sido necesario generar ma´s de 1500 modos para cumplir con dicho criterio. Esta
observacio´n es importante puesto que pone de manifiesto que, en general, la cantidad de
modos a incluirse en los modelos reducidos por el MAV-CSEM sera´, a lo sumo, del 8 %
de los modos totales disponibles, lo cual implica una importante reduccio´n de taman˜o.
De los resultados concernientes a los coeficientes de reparto acumulados para las AE de
recarga se puede resaltar lo siguiente: (i) el efecto de la presencia de un modo dominante
se detecta en todas las AE, con excepcio´n de AE 4, por que sus coeficientes de repartos
acumulados alcanzan valores muy cercanos a uno antes de sobrepasar el de´cimo modo; (ii)
la presencia de un modo dominante tambie´n ocasiona que la amplitud espectral reque-
rida para alcanzar el nivel de continuidad impuesto no sea demasiado grande, lo cual se
traduce en menos requerimientos computacionales y de almacenamiento virtual durante
la generacio´n modal; (iii) la AE 4 exhibe la menor velocidad de convergencia a uno por
parte de los coeficientes de reparto acumulados y, de acuerdo con el criterio de parada
impuesto sobre el generador, es una de las AE que controlan el proceso de generacio´n;
(iv) la convergencia a uno por parte de los coeficientes de reparto acumulados para la AE
4 es mono´tonamente creciente, lo cual se debe a que e´sta abarca gran parte del dominio
espacial del acu´ıfero e incluye toda la zona de conexio´n entre el r´ıo y el acu´ıfero; (v) a
pesar de que los coeficientes de reparto de la AE 2 manifiestan marcadas fluctuaciones
alrededor de uno, e´stos sobrepasan ra´pidamente el nivel de continuidad impuesto, con
lo cual no se generan requerimientos informa´ticos adicionales durante la generacio´n; (vi)
conclusiones ana´logas a la anterior se pueden aplicar para las AE 1 y 3, a pesar de que
dichas fluctuaciones no son tan marcadas; y (vii) los coeficientes de reparto acumulados
para las AE 5 y 6 manifiestan una gran amplitud en sus oscilaciones, llegando a superar
notablemente su l´ımite superior unitario y convergiendo nuevamente hacia uno a medida
que aumenta el ı´ndice modal, lo cual implica que muchos de los coeficientes de reparto de
mayor magnitud son negativos.
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Figura 8.14. Coeficientes de reparto acumulados para los primero mil modos del acu´ıfero he-
teroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
recarga 1 a la 3, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.15. Coeficientes de reparto acumulados para los primero mil modos del acu´ıfero he-
teroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
recarga 4 a la 6, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.16. Coeficientes de reparto acumulados para los primero mil modos del acu´ıfero he-
teroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
bombeo 7 a la 9, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.17. Coeficientes de reparto acumulados para los primero mil modos del acu´ıfero he-
teroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
bombeo 1 y 11, para cada conductancia impuesta sobre el r´ıo.
Igualmente, acerca de las caracter´ısticas exhibidas por los coeficientes de reparto acu-
mulados para las AE de extraccio´n, se pueden destacar las siguientes observaciones: (i)
a diferencia de lo encontrado para las AE de recarga, la importancia de los modos domi-
nantes no es tan marcada para las de extraccio´n; (ii) de la anterior observacio´n tambie´n
se deduce que las amplitudes espectrales necesarias para alcanzar el nivel de continuidad
impuesto, por parte de las AE de extraccio´n, son relativamente grandes o, al menos, su-
peran a las requeridas por las AE de recarga; (iii) los coeficientes de reparto acumulados
asociados a la AE 9 exhiben las menores velocidades de convergencia al l´ımite superior
unitario y, de acuerdo con el criterio de parada impuesto sobre la generacio´n modal, es
una de las AE que controlan la carga computacional y de almacenamiento del proceso de
generacio´n; (iv) el anterior resultado es ana´logo al encontrado para la AE 4; (v) la lenta
rapidez de convergencia a uno por parte de los coeficientes de reparto acumulados para
la AE 9, se explica por que e´sta actu´a en una regio´n ubicada muy cerca de la zona de
conexio´n r´ıo-acu´ıfero y por su significativa irregularidad geome´trica; (vi) las tendencias
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de variacio´n espectral de los coeficientes de reparto acumulados asociados con la AE 10
son parecidas a las encontrados para las AE 1, puesto que ambas AE se ubican sobre
las mismas porciones del acu´ıfero y las formas de sus regiones de influencia son bastante
similares; (vii) resultados ana´logos al anterior han sido encontrado para las AE 2 y 11.
De los resultados presentados hasta ahora, se deduce que las AE que dominan el pro-
ceso de generacio´n modal son la 4 y la 9, por que requieren la generacio´n de gran cantidad
de modos antes de lograr que los coeficientes de reparto acumulados sobrepasen el nivel de
continuidad impuesto sobre el modelo. Asimismo, en correspondencia con los resultados
presentados en las figuras 8.14, 8.15, 8.16 y 8.17, se ha corroborado que los modelos de
flujo subterra´neo analizados en esta seccio´n se reducen ma´s fa´cilmente cuando la conexio´n
r´ıo-acu´ıfero es cercana a la imperfecta; constituyendo resultados ana´logos a los encontra-
dos para los modelos de flujo en acu´ıferos rectangulares, los cuales han sido discutidos
ampliamente en los apartados 4.4.1 y 6.7.1. Por otro lado, modificar la parametrizacio´n
de la relacio´n r´ıo-acu´ıfero tiene repercusiones significativas sobre la variabilidad espectral
del coeficiente de reparto acumulado. As´ı, sin importar la AE considerada, las amplitudes
de las regiones espectrales donde se presentan las mayores fluctuaciones, crecimientos o
decrecimientos de los coeficientes de reparto acumulados, disminuyen a medida que de-
crece la conductancia del r´ıo. Adema´s, a medida que el grado de conexio´n r´ıo-acu´ıfero
es menor, los coeficientes de reparto asociados a los modos dominantes aumentan y, por
consiguiente, sus oscilaciones manifiestan mayores magnitudes.
Una vez se han obtenido los modos asociados a los autovalores de menor magnitud
que cumplen con el l´ımite inferior de nivel de continuidad impuesto para todas las AE y
conductancias de r´ıo consideradas, se realiza la compresio´n selectiva del modelo resuelto
por el MAV, al mismo tiempo que se construye la ma´scara de estados efectivos. Para
lograr lo anterior, se han variado los l´ımites de participacio´n, denotados como blim, entre
10−10 y 10−2, plantea´ndose diferentes compresiones selectivas sobre el modelo reducido
por truncamiento, formado por los 1500 modos generados y antes mencionados. Como
resultado de dicho procedimiento, se obtiene la cantidad de modos efectivos que operan
directamente en las simulaciones reducidas, de acuerdo a la parametrizacio´n de la reduccio´n
impuesta por el l´ımite de participacio´n (blim). En la figura 8.18 se presentan gra´ficas que
ilustran la variacio´n del nu´mero de modos efectivos incluidos en el modelo reducido, segu´n
el tipo de AE considerada, ordenados de acuerdo con la conductancia del r´ıo. En cada uno
de dichos gra´ficos, la abscisa representa el blim en escala logar´ıtmica y la ordenada indica
el nu´mero de modos efectivos encontrados de acuerdo con dicho l´ımite. En ellos se observa
que, para todas las AE y conductancias de r´ıo consideradas, la convergencia al nivel de
continuidad impuesto se obtiene al considerar menos de 1200 modos; cantidad que ha sido
usada como l´ımite superior en el ana´lisis de sensibilidad presentado.
De los resultados obtenidos se deduce que, a medida que aumenta la magnitud de blim,
se incluyen menos modos efectivos en el modelo reducido y se aumenta la eficiencia, pero se
pierde representatividad en los para´metros de control simulados. Por consiguiente, puede
decirse que estas gra´ficas representan la reduccio´n de operaciones de simulacio´n aportadas
por el marco conceptual del MAV-CSEM. Ahora bien, el gra´fico inferior derecho de la
figura 8.18 contiene la cantidad de modos para los cuales existe efectividad en al menos una
de las AE impuestas sobre el acu´ıfero, segu´n el blim impuesto durante la reduccio´n. En este
punto vale la pena recordar que, cuando sucede la situacio´n antes comentada, el autovector
correspondiente al modo efectivo detectado debe guardarse en memoria durante todo el
proceso de generacio´n. Entonces, cuando blim es pequen˜o, los taman˜os de las matrices de
autovectores reducidas efectivas de simulacio´n son grandes, causando que la evaluacio´n de
los estados del acu´ıfero y el ca´lculo de los para´metros de control demanden el uso de mucha
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Figura 8.18. Cantidad de modos efectivos para diferentes parametrizaciones de la compresio´n
selectiva y el enmascaramiento modal obtenidos al aplicar el MAV-CSEM sobre los modelos
de flujo subterra´neo del acu´ıfero heteroge´neo irregular analizado. Los resultados se presentan en
funcio´n de la accio´n exterior correspondiente, para las seis conductancias impuestas sobre el r´ıo.
memoria virtual. De esto puede deducirse que dicho gra´fico contabiliza indirectamente la
cantidad de recurso de almacenamiento a emplear durante las simulaciones reducidas.
En general, se nota que el valor del l´ımite de participacio´n que separa a los modelos
reducidos con truncamiento conservativo de los modelos reducidos con compresio´n selectiva
y enmascaramiento modal esta´ cercano a 10−7. En otras palabras, asumir que blim ≤ 10−7
implica afirmar que todos los componentes de la matriz booleana de enmascaramiento son
verdaderos y no se ha eliminado ningu´n modo residual. Lo anterior es va´lido para todos lo
modelos reducidos planteados, con excepcio´n de aquellos en los cuales las conexiones r´ıo-
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acu´ıfero se han parametrizado mediante conductancias menores que 50 m2/d, cuando se
estudian los efectos de las AE 4, 5 y 6. Para todas las AE analizadas, la compresio´n selectiva
incluye una mayor cantidad de modos efectivos en los modelos reducidos a medida que se
incrementa el grado de conexio´n r´ıo-acu´ıfero, lo cual se origina por que aumenta la amplitud
espectral del modelo donde ocurren las oscilaciones ma´s significativas de sus coeficientes
de reparto (acumulados). Lo anterior permite concluir que la reduccio´n por compresio´n
selectiva es menos efectiva cuando se imponen conductancias de r´ıo elevadas. Por otro lado,
la heterogeneidad de los para´metros hidra´ulicos del acu´ıfero ocasiona que la compresio´n
selectiva obtenida para conductancias mayores que 500 m2/d sea pra´cticamente igual,
como lo muestran las l´ıneas de color azul y rojo en todas las gra´ficas de la figura 8.18. En
consecuencia, es razonable considerar que si se cumple que C > 500 m2/d, la conexio´n
r´ıo-acu´ıfero considerada es cercana a la perfecta.
Asimismo, se observa que el rango de variacio´n del l´ımite de participacio´n modal donde
se detectan las mayores compresiones selectivas se situ´a entre 10−5 y 10−3. Por lo tan-
to, sin importar el tipo de AE o el valor de la conductancia de r´ıo considerado, cuando
blim > 10
−3, el nu´mero de modos efectivos resultante es inferior a doscientos y tiende
a cero a medida que dicho l´ımite disminuye. Este l´ımite de efectividad demarca la re-
gio´n de parametrizacio´n de la seleccio´n donde no se esperan resultados satisfactorios en
la simulacio´n de las variables de estado del acu´ıfero. Por el contrario, en la regio´n de
parametrizacio´n donde blim < 10
−5, se espera obtener simulaciones satisfactorias de los
diferentes para´metros de control deseados, porque los modelos reducidos que pueden plan-
tearse esta´n compuestos por gran cantidad de modos efectivos, pero se han suprimido los
modos menos importantes en la representatividad de los estados del acu´ıfero. En otras
palabras, se espera que el planteamiento de una solucio´n de compromiso para el proceso
de compresio´n selectiva, se ponga de manifiesto al establecer que 10−5 ≤ blim ≤ 10−3.
Tambie´n se ha detectado que las AE de recarga (AE 1 a 6) son ma´s sensibles a la
compresio´n selectiva que las AE de extraccio´n (AE 7 a 11). Esta afirmacio´n se sustenta en
los siguiente hechos: (i) para las AE de recarga se han detectado entre 1100 y 350 modos
efectivos para blim = 10
−5, mientras que para las AE de extraccio´n se han detectado
1150 y 450 modos efectivos para el mismo l´ımite de participacio´n modal, (ii) para las AE
de recarga se han detectado ente 220 y 20 modos efectivos para blim = 10
−3, mientras
que para las AE de extraccio´n se han detectado 250 y 50 modos efectivos para el mismo
l´ımite de participacio´n modal y (iii) las velocidades de reduccio´n de las cantidades de
modos efectivos son, en general, menores para las AE de extraccio´n, en especial para
las AE 10 y 11. De lo anterior se deduce que la densidad de modos efectivos contenidos
dentro de la matriz de enmascaramiento es mayor para las columnas correspondientes a las
AE de extraccio´n y, en consecuencia, los requerimientos ma´s importantes de operaciones
aritme´ticas durante las simulaciones del flujo subterra´neo vienen dados por dichas AE.
Para terminar y en base a los resultados consignados en la gra´fica inferior derecha de
la figura 8.18, se concluye que la mayor parte del almacenamiento virtual requerido por
los modelos reducidos viene dado por el taman˜o de la matriz de autovectores efectivos.
Por ejemplo, asumiendo que blim = 5 × 10−4 y C=1000 m2/d se tiene que dicha matriz
de autovectores efectivos se define como Vˆ ∈ R21850×883, lo cual implica que la matriz de
coeficientes de reparto de los modos efectivos se define como Bˆ ∈ R883×11; taman˜o mucho
menor que el antes mencionado. A partir de estas dimensiones, es posible calcular los
requerimientos de memoria y los ciclos de procesamiento requeridos en la simulacio´n del
modelo de flujo subterra´neo reducido mediante, el MAV-CSEM, utilizando expresiones
que han sido propuestas por diferentes autores (Andreu, 1984; Pulido-Vela´zquez, 2005).
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8.4.2. Ana´lisis de las simulaciones reducidas por el MAV-CSEM
A continuacio´n se presenta el ana´lisis de las simulaciones efectuadas mediante modelos
reducidos por el MAV-CSEM, para los para´metros de control establecidos en el apartado
8.3.5: relaciones r´ıo-acu´ıfero a lo largo de toda la red de drenaje conectada con el acu´ıfe-
ro, relaciones r´ıo-acu´ıfero parciales en los cauces que componen la red de drenaje antes
mencionada y alturas piezome´tricas en algunas zonas cr´ıticas del acu´ıfero.
Relaciones r´ıo-acu´ıfero a lo largo de toda la red de drenaje
En la figura 8.19 se presentan los hidrogramas de caudales subterra´neos a lo largo
de la red de drenaje conectada con el acu´ıfero. Los hidrogramas de referencia, simulados
empleando modelos resueltos por DF, se muestran en el gra´fico superior; mientras que los
hidrogramas simulados mediante modelos reducidos por el MAV-CSEM se presentan de
abajo hacia arriba a medida que aumenta el blim escogido para la compresio´n selectiva.
De los hidrogramas simulados cabe destacar que sus fluctuaciones disminuyen a medida
que decrece la magnitud del blim escogido para la compresio´n selectiva, con lo que el
enmascaramiento tiende a ser nulo. De acuerdo con los resultados presentados en la figura
8.18, esto implica que el nu´mero de modos efectivos aumenta para todas las AE impuestas.
Asimismo, las simulaciones efectuadas considerando que blim = 5 × 10−4 son bastante
aceptables, au´n considerando que el nu´mero de modos efectivos utilizados en el modelo
comprimido y enmascarado son menores de 600, como se muestra en la figura 8.18. En
otras palabras, el modelo truncado conservativamente que incorpora los 1500 asociados
a los menores autovalores se ve reducido a menos de la mitad y dicha reduccio´n es ma´s
eficiente a medida que disminuye el grado de conexio´n entre el r´ıo y el acu´ıfero.
La cuantificacio´n del efecto que tiene la compresio´n selectiva y el enmascaramiento
modal sobre las relaciones r´ıo-acu´ıfero simuladas a lo largo de toda la red de drenaje, se
expresa en funcio´n de los ı´ndices de comportamiento BIAS, RMS y E2, cuyas estima-
ciones se consignan en la figura 8.20, de acuerdo con las conductancias impuestas sobre
los bloques de r´ıo en los modelos respectivos. Dichos ı´ndices de comportamiento se cal-
cularon para hidrogramas simulados por el MAV-CSEM, con respecto a los obtenidos
utilizando un modelos resuelto por DF, y los resultados ma´s sobresalientes se exponen a
continuacio´n. Para comenzar, en la gra´fica izquierda de la figura 8.20 se observa que las
estimaciones de BIAS son inferiores al 2 %, lo cual quiere decir que las medias de los hi-
drogramas simulados por MAV-CSEM son muy cercanas a las medias de los hidrogramas
de referencia. Esto se atribuye al modo de conservacio´n incluido en el marco conceptual
del MAV-CSEM, el cual se usa para preservar la ecuacio´n de continuidad asumiendo al
dominio espacial del acu´ıfero como volumen de control. As´ı, los BIAS presentados son
muy similares a los que podr´ıan obtenerse por el MAV con truncamiento conservativo,
con la ventaja de que la eficiencia es mayor tanto en reduccio´n como en simulacio´n, por
que se ha disminuido considerablemente el nu´mero de operaciones de ca´lculo requeridas.
Ahora bien, las estimaciones de RMS crecen a medida que el taman˜o del modelo
reducido por el MAV-CSEM disminuye o, equivalentemente, a medida que el l´ımite de
participacio´n impuesto a la compresio´n selectiva aumenta. Dichas estimaciones se presen-
tan en la gra´fica central de la figura 8.20. All´ı se observa que, cuando la conexio´n entre el
r´ıo y el acu´ıfero es casi perfecta, RMS disminuye desde aproximadamente el 20 % cuando
blim = 10
−2, hasta menos del 1 % si blim < 10−5. Estimaciones ana´logas a las anteriores,
realizadas asumiendo que la conexio´n r´ıo-acu´ıfero impuesta tiende a ser imperfecta, exhi-
ben menores magnitudes dado que no superan al 5 % para conductancias de r´ıo menores
que 50 m2/d y blim = 10
−2, llegando a ser inferiores al 1 % asumiendo que blim < 10−4.
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Figura 8.19. Hidrogramas de caudales intercambiados entre el acu´ıfero y la red de drenaje
simulados mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos por el MAV-SCEM
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Figura 8.20. I´ndices de comportamiento estimados para los hidrogramas a lo largo de toda la
red de drenaje conectada con el acu´ıfero heteroge´neo, simulados con modelos reducidos por el
MAV-CSEM, con respecto a soluciones nume´ricas de modelos en DF.
Igualmente, en el gra´fico derecho de la figura 8.20 se presentan las estimaciones de E2
para los hidrogramas simulados por el MAV-CSEM. All´ı se observa que, sin importar la
conductancia de r´ıo impuesta sobre las condiciones de contorno, E2 crece mono´tonamente
hasta alcanzar valores cercanos al 100 % cuando blim ≥ 5 × 10−4. Las peores eficiencias,
cercanas al 50 %, se han estimado para las mayores conductancias de r´ıo cuando el modelo
reducido por el MAV-CSEM ha sido comprimido asumiendo que blim = 10
−2, lo cual
implica haber usado menos de 200 modos efectivos para todas las AE. Al respecto, las
eficiencias mı´nimas aumentan a medida que disminuye el grado de conexio´n r´ıo-acu´ıfero,
hasta alcanzar estimaciones pro´ximas al 80 % para una conductancia de 20 m2/d.
Cabe resaltar que, tanto para RMS como para E2, se notan cambios de tendencia
en la aproximacio´n de sus estimaciones hacia los valores o´ptimos, los cuales se ponen
de manifiesto cuando 10−4 ≤ blim ≤ 10−3; intervalo contenido dentro del dominio de
mayor variacio´n en la compresio´n selectiva de los modelos reducidos por el MAV-CSEM,
10−5 ≤ blim ≤ 10−3, que hab´ıa sido establecido en el apartado 8.4.1. Esta caracter´ıstica
indica que dentro de dicho intervalo existe un blim asociado a modelos reducidos por el
MAV-CSEM que representa adecuadamente los caudales subterra´neos a lo largo de toda
la red de drenaje, pero que requiere bajo costo computacional y de almacenamiento.
Con respecto a lo descrito previamente, las estimaciones de RMS de mayor magnitud,
las cuales se relacionan con pobres estimaciones de E2 y han sido obtenidas emplean-
do modelos reducidos por el MAV-CSEM que incluyen pocos modos efectivos se deben,
principalmente, a la sobre o subestimacio´n de los caudales ma´ximos y mı´nimos en los
hidrogramas simulados. La anterior afirmacio´n se sustenta en las siguientes observaciones.
Primero, el modo impuesto para preservar la ecuacio´n de continuidad se vuelve ma´s impor-
tante a medida que aumenta el l´ımite de participacio´n modal impuesto para la compresio´n
selectiva; segundo, en algunos casos, dicho modo puede llegar a tener ma´s preponderancia
sobre los estados del acu´ıfero que algunos de los modos efectivos incluidos en el modelo.
Las anteriores observaciones se hacen evidentes cuando se analiza el segundo hidrograma
situado de arriba hacia abajo en la figura 8.19, obtenido para blim = 5 × 10−3. All´ı se
detectan fluctuaciones locales de gran magnitud en los intervalos temporales cercanos a
los eventos de recarga, a pesar de que la tendencia general del hidrograma simulado es
parecida a la manifestada por el hidrograma de referencia en el gra´fico superior de la figura
antes mencionada. Al respecto, tambie´n cabe notar que los efectos de dichas fluctuaciones
locales se hacen ma´s notorias sobre las estimaciones de RMS que sobre las de E2, pues-
to que, en cierta forma, el coeficiente de eficiencia de Nash modificado tambie´n tiene en
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cuenta la preservacio´n de las tendencias medias y mı´nimas de los hidrogramas, las cuales
son menos susceptibles a los efectos negativos descritos anteriormente.
Relaciones r´ıo-acu´ıfero parciales en los cauces
Los hidrogramas de caudales subterra´neos intercambiados entre el acu´ıfero y cada uno
de los tramos que componen la red de drenaje de cauces permanentes, clasificados de
acuerdo con la conductancia de r´ıo correspondiente, se presentan en la figura 8.21. Adop-
tando la nomenclatura de cauces que ha sido definida en la figura 8.2, dichos hidrogramas
han sido ordenados de abajo hacia arriba, empezando por el tramo 1, segmento EF hasta
terminar en el tramo 4, segmento AB. Los hidrogramas expuestos son aquellos para los
cuales se obtuvieron las mejores estimaciones de los ı´ndices de comportamiento. En otras
palabras, son los que manifestaron menores diferencias entre las simulaciones ejecutadas
empleando modelos resueltos por DF y las realizadas mediante modelos reducidos por el







































































DF / MAV-CSEM, blim=10-7
Figura 8.21. Hidrogramas de caudales intercambiados entre el acu´ıfero y los diferentes tramos
de la red de drenaje, simulados mediante modelos resueltos en DF y modelos reducidos por el
MAV-CSEM. Como se muestra en la leyenda ubicada en la parte superior, las conductancias de
r´ıo var´ıan entre 1000 y 20 m2/d.
i
i






CAPI´TULO 8. MODELACIO´N REDUCIDA DEL FLUJO SUB... 251
Las simulaciones muestran que disminuciones importantes en los caudales de intercam-
bio entre el r´ıo y el tramo 1 so´lo se hace evidente para conductancias menores que 50 m2/d,
lo cual se traduce en que las medias de los hidrogramas simulados en dicho tramo, para
conductancias mayores al valor previamente mencionado, no difieren demasiado entre s´ı. A
pesar de lo anterior, se ha detectado que las magnitudes de los caudales ma´ximos decrecen
cuando disminuye el grado de conexio´n entre r´ıo y acu´ıfero. Por ejemplo, el caudal ma´ximo
global de las simulaciones ocurre durante el d´ıa 2000 y su aparicio´n se corresponde con el
evento de recarga que produce el volumen ma´ximo de entradas al acu´ıfero. Durante ese
d´ıa, el caudal de intercambio en el tramo 1, para una conductancia de 1000 m2/d, pasa
de 1320 m3/d hasta 1785 m3/d, obtenie´ndose un aumento 465 m3/d. Para el mismo d´ıa
e imponiendo una conductancia de 50 m2/d, dicho incremento fue de 97 m3/d; cantidad
que representa un 20 % del caudal ma´ximo simulado para conexio´n r´ıo-acu´ıfero casi per-
fecta. Como se observa en el hidrograma superior de la figura 8.21, lo anterior no so´lo se
manifiesta en los caudales subterra´neos ma´ximos globales del tramo 1, sino tambie´n en los
ma´ximos locales que se producen a lo largo de todo el horizonte de simulacio´n.
Por el contrario, la tendencia media de los hidrogramas de intercambio en los dema´s
tramos disminuye considerablemente a medida que sus conexiones con el acu´ıfero se tornan
ma´s imperfectas. Entonces, las magnitudes de dichas variaciones dependen, ba´sicamente,
de la localizacio´n del tramo considerado y de su longitud. De ah´ı que los decrecimientos
en los caudales de intercambio se hacen ma´s evidentes en el tramo 2, donde se alcanzan
caudales mı´nimo y ma´ximo de 4670 y 2440 m3/d, respectivamente, para una conductan-
cia de 1000 m2/d, los cuales disminuyen hasta alcanzar valores de 1500 y 1122 m3/s,
respectivamente, cuando se impone una conductancia de 20 m2/d en los bloques de r´ıo.
De los hidrogramas parciales simulados tambie´n se deduce que los tramos 1 y 2 perma-
necen ganadores a lo largo de todo el horizonte de simulacio´n, para las seis conductividades
de r´ıo consideradas. De ah´ı que los efectos producidos en dichos tramos a causa de las ex-
tracciones cercanas en las zonas de bombeo 1 y 3, correspondientes a las AE 6 y 9 (ver
figuras 8.3.3 y 8.5), no han modificado en gran medida la dina´mica natural de sus caudales
de intercambio con el acu´ıfero. En cambio, la condicio´n de los tramos 3 y 4 ha oscilado
entre ganadora y perdedora de acuerdo con las siguientes condiciones: (i) el tramo 3 es
perdedor, durante todo el intervalo de simulacio´n, para conductancias de r´ıo que superan
los 20 m2/d, (ii) el tramo 3 es ganador, durante todo el horizonte de simulacio´n, para
conexiones r´ıo-acu´ıfero cercanas a la imperfecta, (iii) el tramo 4 se convierte en perdedor,
para todas las conductancias de r´ıo por encima de 100 m2/d, cuando se han sobrepasado
los mil d´ıas de simulacio´n, (iv) el tramo 4 se transforma de perdedor a ganador cuando se
presentan eventos de recarga importantes, pero recupera ra´pidamente su condicio´n perde-
dora una vez cesan dichas recargas y (v) el tramo 4 es ganador durante todo el horizonte
de simulacio´n cuando las conductancias impuestas el r´ıo son menores que 50 m2/d.
En especial, la influencia de las extracciones en las zonas de bombeo 1 y 3 es notoria
debido a la aparicio´n de ciertas caracter´ısticas en las simulaciones de los hidrogramas de
intercambio entre el tramo 4 y el acu´ıfero. Para comenzar, se ha detectado un aumento
de las pendientes de descarga de dichos hidrogramas, con respecto a las esperadas en
condiciones naturales. La frecuencia con la cual aparecen esos aumentos de pendiente se
relaciona con la presencia de las magnitudes ma´ximas de extraccio´n, las cuales suceden
cerca de los d´ıas 1000, 2500 y 4000 de simulacio´n. Estas particularidades se deben a que
el tramo 4 es perdedor en las soluciones de los problemas en re´gimen permanente sujetos
a las condiciones de contorno del modelo original, de acuerdo con el esquema de principio
de superposicio´n adoptado en el procedimiento general de la reduccio´n presentado en la
figura 2.4. Ma´s au´n, sin importar la conductancia impuesta, los caudales permanentes de
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detraccio´n al tramo 4 no superan los 2000 m3/d, lo cual, unido a su gran longitud, lo hacen
susceptible de manifestar las caracter´ısticas de transformacio´n de ganador a perdedor
previamente comentadas. A pesar de que dichas caracter´ısticas no han sido tan evidentes
en los dema´s tramos de la red de drenaje, la influencia de las extracciones tambie´n existe.
No obstante el tramo 3 es el ma´s perdedor en las soluciones permanentes para todas
las conductancias de r´ıo consideradas, sus caudales de detraccio´n al r´ıo manifiestan mag-
nitudes de aproximadamente 4000 m3/d y la influencia de las extracciones sobre dichos
caudales es menor que la observada en el tramo 4, por lo cual la afectacio´n de la dina´mica
natural del hidrograma es poco evidente. Dado lo anterior, el tramo 3 se transforma en
ganador durante muy pocos intervalos de simulacio´n y u´nicamente cuando se asume cone-
xio´n r´ıo-acu´ıfero altamente imperfecta. Por u´ltimo, vale la pena agregar dos comentarios.
Primero, de acuerdo con las soluciones permanentes para los tramos 1 y 2, e´stos resultan
ser ganadores a lo largo de todo el horizonte de simulacio´n. Segundo, la dina´mica de la
ganancia-pe´rdida exhibida por los tramos en la solucio´n en re´gimen permanente es ana´loga
a la presentada en el apartado 5.5.2 para el acu´ıfero estudiado por Halford y Mayer (2000).
As´ı pues, los cauces de menor orden de Horton son perdedores, mientras que los de mayor
orden son ganadores. Esta situacio´n se manifiesta t´ıpicamente en los cauces naturales de
bajo orden porque su pendiente es, en general, mucho mayor que el ma´ximo gradiente
piezome´trico en los acu´ıferos con los que se encuentran conectados.
Hasta ahora u´nicamente se han descrito las caracter´ısticas relacionadas con la dina´mica
de ganancia-pe´rdida en la simulacio´n de los caudales parciales subterra´neos en los tramos
de la red de drenaje. A continuacio´n, se discute la influencia que tiene la parametrizacio´n
de la reduccio´n segu´n el MAV-CSEM, sobre los ı´ndices de comportamiento estimados
para dichos caudales. En la figura 8.22 se consignan los gra´ficos de BIAS, RMS y E2
estimados para los hidrogramas parciales que han resultado de resolver el problema tran-
sitorio con condiciones de contorno nulas, simulados en los diferentes tramos de la red de
drenaje empleando modelos reducidos por el MAV-CSEM, con respecto a las simulaciones
obtenidas usando modelos resueltos en DF. Las gra´ficas incluidas en la figura antes men-
cionada han sido ordenadas, de arriba hacia abajo, empezando por el tramo 1, segmento
EF hasta terminar en el tramo 4, segmento AB. Al mismo tiempo, las columnas izquierda,
central y derecha muestran las estimaciones de BIAS, RMS y E2, respectivamente.
Al utilizar modelos excesivamente reducidos, los ı´ndices de comportamiento para los
hidrogramas de intercambio parciales en todos los tramos analizados aumentan ligeramen-
te con respecto a las estimaciones obtenidas para toda la red de drenaje, las cuales han
sido presentadas en la figura 8.20. Esto se debe a que, como se ha dicho antes, en los
ca´lculos de los para´metros de control distribuidos (alturas piezome´tricas puntuales y pro-
medio, volu´menes almacenados en pequen˜as regiones y/o caudales subterra´neos locales)
no es posible plantear un modo de conservacio´n que preserve la ecuacio´n de continuidad
localmente. En particular, en los tramos 2 y 3 se han alcanzado las mayores estimaciones
de BIAS, las cuales sobrepasan el 30 % para conexiones r´ıo-acu´ıfero cercanas a la perfec-
ta, cuando se impone que blim > 5 × 10−3. De la misma forma, al considerar conexiones
r´ıo-acu´ıfero muy imperfectas, los mayores BIAS se han estimado para el tramo 2, con es-
timaciones cercanas al 8 %. Tambie´n se ha observado que BIAS disminuye hasta situarse
por debajo del 1 % en la mayor´ıa de las simulaciones realizadas aplicando la parametri-
zacio´n de reduccio´n menos restrictiva, es decir, asumiendo que blim < 7.5 × 10−3 y, por
lo tanto, se incluyen ma´s modos efectivos en los modelos reducidos. En estos casos, los
BIAS ma´s elevados se han obtenido en los tramos 1 y 4, donde se ha superado el 0.5 %
al considerar conductancias que superan los 200 m2/d. De la misma manera, las tasas de
decrecimiento de BIAS, con respecto a la disminucio´n del l´ımite de participacio´n modal,
i
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Figura 8.22. I´ndices de comportamiento estimados para los hidrogramas en cada tramo de la
red de drenaje conectada con el acu´ıfero heteroge´neo, simulados con modelos reducidos por el
MAV-CSEM, con respecto a soluciones nume´ricas de modelos en DF.
han sido ma´s ra´pidas en el tramo 1 y, por el contrario, ma´s lentas en el tramo 4. Dichos
gradientes, en todos los tramos, han aumentado cuando 10−4 ≤ blim ≤ 10−3; resultado
ana´logo al obtenido para los caudales subterra´neos a lo largo de toda la red de drenaje.
Ana´logamente a BIAS, las estimaciones de los RMS para los hidrogramas parciales
de relacio´n r´ıo-acu´ıfero han superado a las obtenidas para los hidrogramas simulados a lo
largo de toda la red de drenaje. Para este caso, las mayores estimaciones se han encontrado
para el tramo 2, las cuales superan al 40 % al imponer que blim > 10
−3 y las conductancias
son mayores o iguales que 500 m2/d. En dicho tramo tambie´n se han estimado elevados
RMS, mayores del 10 %, para conductancias menores que 100 m2/d y su tendencia de
decaimiento, con respecto a la disminucio´n del l´ımite de participacio´n, ha sido ma´s lenta
que en los dema´s tramos, para los cuales RMS exhiben gradientes ma´s fuertes. A pesar
de que en los tramos 1, 3 y 4 se han observado algunos RMS mayores al 40 % cuando la
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conexio´n r´ıo-acu´ıfero es alta, la gran mayor´ıa de las estimaciones se encuentran entre el
20 y el 5 % cuando los l´ımites de participacio´n modal se encuentran entre 10−4 y 10−3.
E´stas disminuyen mono´tonamente hasta aproximarse, casi siempre, hasta cerca del 1 % al
haber establecido las parametrizaciones de compresio´n selectiva menos exigentes, es decir,
cuando se han utilizado los l´ımites de participacio´n ma´s pequen˜os, por debajo de 10−4,
que permiten incluir ma´s modos efectivos en los modelos reducidos por el MAV-CSEM.
Au´n as´ı, las mayores estimaciones de RMS para las tres regiones antes mencionadas han
sido obtenidas en el tramo 3, cuando la conexio´n r´ıo-acu´ıfero es cercana a la perfecta.
Al construir modelos reducidos formados por mayores cantidades de modos efectivos,
los mejores resultados han sido encontrados en los tramos 1 y 4. En dichos tramos, RMS
decrece as´ı: (i) desde el 6 %, para blim = 2.5 × 10−4, aproxima´ndose hacia el 1 %, al
establecer que blim = 10
−5 y cuando la conductancia del r´ıo es de 1000 m2/d; (ii) del
0.4 %, para blim = 10
−4, hasta ser cercano al 0.1 %, asumiendo que blim = 10−5 y una
conductancia de r´ıo de 20 m2/d; (iii) las estimaciones para las dema´s conductancias de r´ıo
var´ıan dentro de los intervalos anteriormente establecidos. De la misma manera, en el tramo
2 las tendencias de decrecimiento son similares a las descritas para los tramos 1, 3 y 4, pero
las estimaciones de RMS son ligeramente ma´s elevadas, variando del 9 % para blim = 10
−4
hasta el 6 % para blim = 10
−5, cuando la conductancia es de 1000 m2/d; y desde el 1 %
para blim = 10
−4 hasta el 0.5 %, al establecer que blim = 10−5, para una conductancia de
20 m2/d. Ana´logamente a BIAS, aunque menos notorio a simple vista, las estimaciones de
RMS, para los hidrogramas en los diferentes tramos estudiados exhiben la mayor velocidad
de decrecimiento cuando 10−4 ≤ blim ≤ 10−3, mostrando un comportamiento parecido al
expresado por los caudales simulados a lo largo de toda la red de drenaje. Los experimentos
nume´ricos han demostrado que las simulaciones ma´s confiables se encuentran asociadas
a RMS < 5 %, de donde se deduce que muchos de los modelos reducidos planteados
en este ana´lisis de sensibilidad no representan adecuadamente el comportamiento de los
hidrogramas de referencia, especialmente al asumir l´ımites de participacio´n muy elevados.
Ahora bien, si se comparan los gra´ficos contenidos en la columna derecha de las figuras
8.20 y 8.22, se nota una disminucio´n considerable de las estimaciones de E2 para los
hidrogramas de cada tramo, con respecto a las obtenidas considerando los hidrogramas
a lo largo de toda la red de drenaje. Tales diferencias se fundamentan en lo que sigue.
Primero, en los tramos 1, 2 y 3 las estimaciones de E2 disminuyen hasta ser menores del
20 % cuando se impone que blim > 5×10−3 y se utilizan conductancias de r´ıo mayores que
500 m2/d, es decir, los modelos reducidos incluyen muy poco modos efectivos. En estos
casos, las mı´nimas estimaciones de E2 aumentan a medida que disminuye la conductancia
de r´ıo considerada. Por ejemplo, en los tramos 1, 2 y 3, E2 crece desde aproximadamente el
6 % para una conductancia de 1000 m2/d, hasta cerca del 80 % usando una conductancia
de 20 m2/d. Segundo, las eficiencias mı´nimas de mayor magnitud se presentan para los
hidrogramas simulados en el tramo 4, donde se ha encontrado que 20 % ≤ E2 ≤ 40 %
al considerar conductancias entre 1000 y 200 m2/d y 50 % ≤ E2 ≤ 85 % cuando dichas
conductancias impuestas al r´ıo sobrepasan los 200 m2/d.
Igualmente, las mayores velocidades de crecimiento en las estimaciones de la eficiencia
han sido detectadas en las simulaciones de los tramos 1 y 2, donde E2 ha superado al
70 % para todas las conductancias de r´ıo consideradas, al imponer que blim = 7.5× 10−4.
Por el contrario, las tendencias de aumento en las estimaciones de E2, con respecto a
la disminucio´n del l´ımite de participacio´n modal, son mucho ma´s lentas en los tramos
3 y 4. Al respecto, se destacan las siguiente observaciones. Primero, en el tramo 4 se
estiman eficiencias superiores al 70 %, para todas la conductancias consideradas, cuando
blim < 5× 10−4 y, segundo, en el tramo 3 las estimaciones de E2 sobrepasan al 75 %, para
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todas las conductancias consideradas e imponiendo que blim < 2.5 × 10−4, es decir, su
rapidez de disminucio´n es ma´s lenta que las exhibidas para los tramo 1 y 2. Una vez se
sobrepasan los anteriores l´ımites de participacio´n, la convergencia de E2 hacia la eficiencia
perfecta es mono´tonamente creciente y, en general, se logra cuando blim < 10
−4. De forma
ana´logamente inversa a las estimaciones de BIAS y RMS, la velocidad de crecimiento de
E2 es mayor en el intervalo 10
−4 ≤ blim ≤ 10−3, para todos los tramos analizados. Dichos
resultados manifiestan comportamientos similares a los encontrados en las estimaciones
efectuadas sobre los hidrogramas simulados a lo largo de toda la red de drenaje.
Las gra´ficas de la figura 8.22 muestran que todos los ı´ndices se optimizan a medida que
la conexio´n r´ıo-acu´ıfero tiende a ser imperfecta. Es decir, al imponer bajas conductancias
en los bloques de r´ıo, los requerimientos computacionales y de almacenamiento virtual,
necesarios para representar adecuadamente los caudales parciales de intercambio, disminu-
yen. Es ma´s, si se combinan los resultados para los tres ı´ndices considerados, se concluye
que una parametrizacio´n para la compresio´n selectiva y el enmascaramiento que logra
mantener la representatividad de los modelos de referencia en los reducidos, al menos en
lo referente a los caudales parciales de intercambio, se logra imponiendo un valor cercano a
2.5×10−4 para el l´ımite de participacio´n. De acuerdo con los resultados comentados hasta
ahora, el rango de mayor variabilidad de los tres ı´ndices de comportamiento esta´ incluido
dentro del intervalo 10−5 ≤ blim ≤ 10−3, el cual corresponde al rango de parametrizacio´n
de la compresio´n selectiva y el enmascaramiento del MAV-CSEM donde var´ıa con mayor
velocidad el nu´mero de modos efectivos incluidos en los modelos reducidos, de acuerdo a
los resultados presentados en la figura 8.19. Para terminar, es importante comentar que la
lenta convergencia hacia los valores o´ptimos exhibida por los ı´ndices de comportamiento
estimados para los hidrogramas de intercambio acu´ıfero-tramos 2, 3 y 4, ma´s notoriamen-
te para las eficiencias de Nash en los dos u´ltimos tramos, confirman la gran influencia
que ejerce la localizacio´n de las zonas de extraccio´n 7, 8 y 9 sobre la representatividad
de los caudales de intercambio en dichos tramos, especialmente cuando e´stos se simulan
empleando modelos reducidos por el MAV-CSEM.
Alturas piezome´tricas en localizaciones seleccionadas en el acu´ıfero
Las series de altura piezome´trica en seis diferentes localizaciones del acu´ıfero, simuladas
mediante modelos reducidos por el MAV-CESM y clasificadas de acuerdo con las con-
ductancias de r´ıo y los l´ımites de participacio´n modal correspondientes, se presentan en la
figura 8.23. Los gra´ficos siguen las convenciones y nomenclatura definidas en la figura 8.2
para las localizaciones y se han ordenado de la siguiente manera comenzando por arriba:
(i) las alturas piezome´tricas simuladas en la localizacio´n P1, para una conductancia de
r´ıo de 20 m2/d, (ii) las alturas piezome´tricas simuladas en la localizacio´n P2, para una
conductancia de r´ıo de 50 m2/d, (iii) las alturas piezome´tricas simuladas en P5, para una
conductancia de r´ıo de 100 m2/d, (iv) las alturas piezome´tricas simuladas en P11, para
una conductancia de r´ıo de 2000 m2/d, (v) las alturas piezome´tricas simuladas en P16,
para una conductancia de r´ıo de 500 m2/d, y (vi) las alturas piezome´tricas simuladas en
la localizacio´n P19, imponiendo una conductancia de 1000 m
2/d sobre el r´ıo. Adema´s, las
convenciones adoptadas se ubican en la parte superior de la figura 8.23. All´ı, las l´ıneas
gruesas de color gris representan las piezometr´ıas de referencia, simuladas a trave´s de mo-
delos resueltos en DF. Por su parte, las l´ıneas delgadas de diferentes colores representan
las alturas piezome´tricas simuladas utilizando los modelos reducidos por el MAV-CESM.
En las alturas piezome´tricas presentadas en la figura 8.23, se observa la gran influencia
que ejerce la parametrizacio´n de la compresio´n selectiva y el enmascaramiento modal sobre
la representatividad de las simulaciones mediante los modelos reducidos, con respecto a
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Figura 8.23. Alturas piezome´tricas en seis localizaciones del acu´ıfero heteroge´neo simuladas
mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos por el MAV-CSEM de diferentes
taman˜os, de acuerdo con los blim impuestos como se muestra en la leyenda ubicada en la parte
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las alturas piezome´tricas de referencia. As´ı, al establecer que blim = 10
−2, se han obtenido
alturas piezome´tricas muy diferentes a las de referencia, las cuales exhiben tendencias me-
dias erro´neas y no representan adecuadamente los periodos de recarga ni los de descarga
del acu´ıfero. Si se disminuye dicho l´ımite de participacio´n hasta 5 × 10−3, las tendencias
piezome´tricas medias mejoran, pero sus picos y descargas no alcanzan una representativi-
dad adecuada. Ahora bien, cuando el l´ımite de participacio´n modal disminuye un orden de
magnitud ma´s, tomando un valor de 5× 10−4, se detectan dos consecuencias principales:
(i) las alturas piezome´tricas simuladas en P16 y P19, que corresponden a las localiza-
ciones ma´s alejadas de la zona de conexio´n r´ıo-acu´ıfero, representan adecuadamente las
tendencias medias de referencia, y (ii) las alturas piezome´tricas simuladas en P1, P2, P5
y P11, que corresponden a las localizaciones cercanas a la red de drenaje conectada con el
acu´ıfero, siguen manifestando desviaciones tanto en las tendencias medias, como en la re-
presentacio´n de los picos. Finalmente, simulaciones aceptables de las alturas piezome´tricas
en todas las localizaciones consideradas, con excepcio´n de las correspondientes a P19, se
logran al establecer que blim = 5×10−5. Con respecto a las alturas piezome´tricas simuladas
en P19, vale la pena resaltar que no ha sido posible ajustar los ma´ximos piezome´tricos, a
pesar de que las tendencias medias han sido representadas adecuadamente, au´n empleando
modelos reducidos que implementan parametrizaciones r´ıgidas para la compresio´n selecti-
va. Au´n as´ı, las alturas piezome´tricas de respuesta un poco menos ra´pida esta´n muy bien
reproducidas au´n para conductancias altas. Es el precio a pagar por las reducciones de
taman˜o al aplicar el MAV-CSEM, que no es muy alto en este caso particular.
Es claro que las alturas piezome´tricas presentadas en la figura 8.23 se refieren exclusi-
vamente a una de las conductancias impuestas sobre el r´ıo, para determinada localizacio´n.
Entonces, con el objetivo de formar una visio´n clara de la influencia que tiene la parame-
trizacio´n de la compresio´n selectiva sobre las simulaciones de las piezometr´ıas, incluyendo
la influencia de variar el grado de conexio´n r´ıo-acu´ıfero, se han estimado los ı´ndices de
comportamiento para sus correspondientes componentes transitorias con condiciones de
contorno nulas, w(t); resultados que se presentan en la figura 8.24. All´ı, cada fila represen-
ta una de las localizaciones donde se controlan las variaciones de las alturas piezome´tricas,
como se ha descrito anteriormente para la figura 8.23, y las columnas izquierda, central y
derecha contienen las estimaciones de los ı´ndices BIAS, RMS y E2, respectivamente.
Las estimaciones de BIAS para las piezometr´ıas simuladas en las localizaciones ma´s
cercanas a la red de drenaje (P1, P2, P5 y P11) manifiestan un rango de variacio´n similar,
exhibiendo valores entre el 0.3 y el 30 %. En dichas simulaciones, los ma´ximos BIAS,
cercanos al 30 %, se han conseguido para una conductancia de 1000 m2/d, estimaciones
que disminuyen hasta cerca del 5 % cuando se impone una conductancia de 20 m2/d.
Por el contrario, los BIAS ma´ximos, estimados para las piezometr´ıas simuladas en las
localizaciones P16 y P19, se aproximan al 10 % para conexiones r´ıo-acu´ıfero casi perfectas,
disminuyendo hasta cerca del 1 % al considerar conexiones r´ıo-acu´ıfero imperfectas.
Las tendencias de decrecimiento exhibidas por las estimaciones de BIAS cambian,
segu´n la localizacio´n analizada, de la siguiente manera: (i) en P1 la velocidad de dis-
minucio´n de BIAS dentro del intervalo 10−3 ≤ blim ≤ 10−2 es bastante menor que
en 10−5 ≤ blim ≤ 10−3, encontra´ndose el mayor gradiente de decrecimiento cuando
10−4 ≤ blim ≤ 10−3; (ii) en P2, P5 y P19 se han obtenido tendencias de decrecimiento
graduales y no ha sido posible detectar claramente un intervalo de l´ımite de participa-
cio´n donde la disminucio´n de BIAS sea ma´s ra´pida; (iii) BIAS muestra una paulatina
disminucio´n en el intervalo 10−4 ≤ blim ≤ 10−2 en P11, por el contrario su gradiente de
decrecimiento aumenta su´bitamente cuando se impone que blim < 10
−4; (iv) las tendencias
de disminucio´n de BIAS en P16 son similares a la presentada para P1, con la diferencia
i
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Figura 8.24. I´ndices de comportamiento estimados para las alturas piezome´tricas en el acu´ıfero
heteroge´neo, usando modelos reducidos por el MAV-CSEM, con respecto a soluciones nume´ricas
de modelos en DF.
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que los ma´ximos estimados son inferiores; (v) los BIAS en la localizacio´n P19 manifiestan
los menores gradientes de decrecimiento y tienden hacia un valor l´ımite a medida que el
l´ımite de participacio´n tiende a cero. A pesar de las diferentes tendencias de disminucio´n
encontradas para BIAS, en todos los puntos analizados las mı´nimas estimaciones han sido
inferiores al 1 % cuando blim < 10
−5, lo cual permite inferir una adecuada reproduccio´n de
las tendencias medias de las piezometr´ıas de referencia por parte de los modelos reducidos
por el MAV-CSEM que adoptan dicha parametrizacio´n en su compresio´n selectiva.
Por otro lado, los ma´ximos RMS estimados para las piezometr´ıas simuladas, superiores
al 35 % para conductancias mayores que 200 m2/d, se ubican en la localizacio´n P1. De
forma similar, en los puntos de control P2, P11 y P19 se han detectado RMS ma´ximos
mayores al 10 %. El primero se localiza cerca de los tramos 2, 3 y 4 de la red de drenaje,
mientras que P11 y P19 se localizan lejos de all´ı, en las regiones occidental y sur oriental
del acu´ıfero, respectivamente, donde no existen relaciones r´ıo-acu´ıfero. En general, los
ma´ximos RMS estimados para las piezometr´ıas simuladas en las tres localizaciones antes
comentadas, no superan el 30 % para conexiones r´ıo-acu´ıfero casi perfectas, disminuyendo
hasta cerca del 5 % cuando se considera conexio´n r´ıo-acu´ıfero imperfecta. De lo anterior se
deduce que, al contrario que BIAS, las estimaciones ma´ximas de RMS para las alturas
piezome´tricas simuladas no so´lo corresponden a localizaciones situadas ma´s cerca de la
red de drenaje conectada con el acu´ıfero. As´ı, los ma´ximos RMS de menor magnitud han
sido estimados para las alturas piezome´tricas simuladas en los puntos de control P5, P16 y
P19, los cuales son inferiores al 15 % para conexiones r´ıo-acu´ıfero casi perfectas y decrecen
hasta cerca del 1 % cuando se impone conexiones r´ıo-acu´ıfero muy imperfectas.
Las tendencias de decrecimiento exhibidas por las estimaciones de RMS, con respecto
a la variacio´n del l´ımite de participacio´n, se describen a continuacio´n. Primero, los RMS
asociados a las localizaciones P2, P11 y P19 exhiben tendencias similares de decrecimiento.
En esos puntos se ha observado que, dentro de los intervalos 10−5 ≤ blim ≤ 10−4 y
10−3 ≤ blim ≤ 10−2, el gradiente de disminucio´n de las estimaciones es mucho menor que
la exhibida en el intervalo 10−4 ≤ blim ≤ 10−3. Segundo, la velocidad de decrecimiento
de RMS en las localizaciones P1, P5 y P16 es inferior a las encontradas en P2, P11 y
P19. Tercero, los mayores gradientes de decrecimiento de RMS esta´n asociadas al punto
de control P2 a lo largo del intervalo 10
−4 ≤ blim ≤ 10−3. Vale la pena resaltar que, en
todos los puntos de control considerados con excepcio´n de P19, las estimaciones mı´nimas
de RMS var´ıan entre 1 y 0.1 % cuando se asume que blim < 10
−5. Lo anterior indica
que las diferencias entre las alturas piezome´tricas de referencia y las simuladas mediante
los modelos reducidos por el MAV-CSEM que adoptan parametrizaciones r´ıgidas para
la compresio´n selectiva y, por lo tanto, esta´n formados por muchos modos efectivos, son
bastante aceptables inclusive en la reproduccio´n de los ma´ximos piezome´tricos. Por el
contrario, como se observa en la gra´fica inferior de la figura 8.23, en P19 no ha sido
posible simular adecuadamente las ma´ximas y mı´nimas alturas piezome´tricas de referencia,
inclusive usando modelos reducidos por el MAV con truncamiento conservativo formados
por los 1500 modos generados inicialmente. En consecuencia, se han obtenido estimaciones
de RMS relativamente altas, au´n imponiendo l´ımites de participacio´n pequen˜os.
En todos los puntos de control analizados, las mı´nimas eficiencias estimadas para las
alturas piezome´tricas simuladas se dan cuando la conexio´n r´ıo-acu´ıfero considerada es casi
perfecta y el l´ımite de participacio´n impuesto es grande. De acuerdo con lo anterior, los
mı´nimos E2 de menor magnitud se estimaron en P1, siendo e´stos cercanos al 10 % para
conductancias mayores a 500 m2/d. En dicho punto, las eficiencias mı´nimas de mayor
magnitud se han obtenido al considerar conexio´n r´ıo-acu´ıfero muy imperfecta, con estima-
ciones de aproximadamente el 40 % asumiendo una conductancia de 20 m2/d. Eficiencias
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no tan pobres como las antes mencionadas, se observan en P2, P5 y P11, donde se han
alcanzado mı´nimos cercanos al 20 % para una conductancia de 1000 m2/d, las cuales han
aumentado por encima del 55 % al emplear una conductancia de 20 m2/d. En cambio, en
el punto de control P16 se han estimado las mı´nimas E2 de mayor magnitud. E´stas se
aproximan al 60 %, para una conductancia de 1000 m2/d, alcanzando valores cercanos al
80 % cuando se consideran conductancias menores que 100 m2/d.
De forma inversamente ana´loga a las estimaciones de BIAS, las tendencias de cre-
cimiento exhibidas por E2 cambian de acuerdo con la localizacio´n analizada, como se
describe a continuacio´n. Primero, la rapidez de crecimiento de E2 en P1, a lo largo del in-
tervalo 10−4 ≤ blim ≤ 10−2, es relativamente uniforme, a pesar de que cambia localmente
cuando blim ≈ 10−4. Segundo, a pesar de que las tendencias de crecimiento de E2 en los
puntos de control P2 y P5 son similares en forma, el gradiente calculado en P5 es mayor
que en P2 puesto que sus estimaciones crecen ma´s ra´pidamente a lo largo del intervalo
10−5 ≤ blim ≤ 10−2. En los dos puntos antes comentados, las velocidades de crecimiento
de E2 son menores a lo largo del intervalo 10
−3 ≤ blim ≤ 10−2, que las obtenidas cuando
10−4 ≤ blim ≤ 10−3. Tercero, a diferencia de lo comentado hasta ahora, las caracter´ısticas
de crecimiento de la eficiencia en los puntos P11 y P16 pueden llegar a cambiar dra´sti-
camente segu´n la conductancia impuesta para parametrizar la conexio´n r´ıo-acu´ıfero. En
ambas localizaciones, sobre el intervalo 10−3 ≤ blim ≤ 10−2, las velocidades de crecimiento
de E2 son relativamente bajas cuando se consideran conductancias que sobrepasan los 200
m2/d; gradiente que aumenta considerablemente al imponer conductancias menores que
200 m2/d. Por el contrario, sobre el intervalo 10−4 ≤ blim ≤ 10−3, el crecimiento de E2
es ra´pido y presenta velocidades similares para las seis conductancias consideradas. Cuar-
to, para los cinco puntos analizados hasta ahora, las estimaciones de E2, en el intervalo
10−5 ≤ blim ≤ 10−4, aumentan ra´pida y mono´tonamente hacia el valor o´ptimo del 100 %.
Por u´ltimo, respecto de las eficiencias estimadas en P19, se destaca que: (a) los mı´nimos
encontrados son relativamente pequen˜os y muy similares para todas las conductancias de
r´ıo analizadas; (b) los gradientes de crecimiento son elevados, sin importar la conductancia
de r´ıo considerada; (c) la variabilidad de dichos gradientes con respecto a los l´ımites de
participacio´n considerados son similares; (d) no ha sido posible alcanzar la eficiencia del
100 % en ninguno de los modelos reducidos planteados por el MAV-CSEM.
De los resultados obtenidos para los diferentes ı´ndices de comportamiento, con res-
pecto a las alturas piezome´tricas simuladas, se pueden plantear las siguiente conclusiones.
Primero, las magnitudes de todos los ı´ndices de comportamiento estimados mejoran a
medida que decrece la conductancia impuesta al r´ıo; resultado ana´logo al encontrado pa-
ra los dema´s para´metros de control estudiados en este cap´ıtulo. Segundo, la simulacio´n
adecuada de las alturas piezome´tricas transitorias, utilizando modelos reducidos por el
MAV-CSEM, demanda el uso de recursos computacionales ma´s o menos similares a los
que han sido requeridos para los caudales parciales de intercambio transitorios en los
diferentes tramos de la red de drenaje. En ambos casos, los modelos excesivamente com-
primidos no representan adecuadamente las caracter´ısticas propias de dichos para´metros
de control. Tercero, los ı´ndices de comportamiento estimados para las alturas piezome´tri-
cas simuladas en los puntos de control P1 y P2 han sido los ma´s desfavorables, tanto en
magnitud como en gradiente de aumento o disminucio´n. En consecuencia, dichos puntos
de control le imponen mayores requerimientos de eficiencia a los modelos reducidos por el
MAV-CSEM, condicio´n que se atribuye a su localizacio´n dentro del acu´ıfero, puesto que
se encuentra cercano a los tramos de la red de drenaje y a la zona 9 de bombeo. Cuarto,
a diferencia de los resultados obtenidos para los modelos reducidos de acu´ıferos regulares
homoge´neos o poco heteroge´neos, las localizaciones cercanas a las relaciones r´ıo-acu´ıfe-
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ro no necesariamente demandan mayores taman˜os en los modelos reducidos planteados
por el MAV-CSEM para simular adecuadamente las alturas piezome´tricas respectivas.
As´ı pues, dichos requerimientos tambie´n esta´n controlados por la ubicacio´n relativa del
punto de ana´lisis con respecto a las zonas de extraccio´n y por la magnitud local de los
para´metros hidra´ulicos del acu´ıfero, los cuales pueden llegar a amplificar la velocidad de
respuesta piezome´trica local.
Por u´ltimo, en base a las estimaciones para los tres ı´ndices estudiados, se concluye que
no ha sido posible plantear simulaciones reducidas correctas de los extremos piezome´tricos
en la localizacio´n P19 mediante los modelos reducidos por el MAV-CSEM; resultado que
pone de manifiesto que el nivel de continuidad impuesto para detener la generacio´n de los
modos efectivos podr´ıa haber sido ma´s estricto. Desafortunadamente, el aumentar dicho
nivel de continuidad hubiera implicado mayores requerimientos computacionales durante
los procesos de generacio´n modal y compresio´n selectiva. Dicho de otra manera, si se
hubiese deseado representar ma´s adecuadamente la variabilidad temporal de las alturas
piezome´tricas en P19, se habr´ıa tenido que construir modelos reducidos por el MAV-
CSEM de taman˜os superiores a los tratados a lo largo de esta seccio´n. A pesar de esto,
sacrificar la representatividad de las piezometr´ıas ma´ximas en unas pocas localizaciones
en el acu´ıfero, es un precio relativamente pequen˜o a pagar por aumentar drama´ticamente
la eficiencia tanto de las simulaciones como de la generacio´n modal.
8.5. Aplicacio´n del MLAN a la reduccio´n de los mo-
delos de flujo subterra´neo
En los pro´ximos apartados se discuten los resultados ma´s importantes obtenidos de
aplicar el MLAN en la reduccio´n de los modelos de flujo subterra´neo para el acu´ıfero
heteroge´neo generado usando la base de datos de Walker Lake. Igualmente, se presenta el
ana´lisis de sensibilidad de los ı´ndices de comportamiento BIAS, RMS y E2 estimados
para los para´metros de control descritos en el apartado 8.3.5, con respecto a la variacio´n
del taman˜o del subespacio de Krylov de reduccio´n y la conductancia impuesta sobre el r´ıo.
8.5.1. Generacio´n de los subespacios racionales de Krylov
La generacio´n de los subespacios de Krylov de reduccio´n se ha efectuado empleando
la iteracio´n racional de Lanczos que ha sido presentada en el algoritmo 7.1. Para obtener
los vectores residuales iniciales de generacio´n, r0 en dicho algoritmo, se han implemen-
tado modelos en re´gimen permanente con las siguientes caracter´ısticas: (i) se consideran
los mismos para´metros hidra´ulicos del acu´ıfero heteroge´neo original e ide´ntica geometr´ıa
para los contornos impermeables, (ii) se asumen sus mismas caracter´ısticas en la relacio´n
r´ıo-acu´ıfero, es decir, ide´ntica configuracio´n de la red de drenaje, utilizando las seis con-
ductancias propuestas en el apartado 8.3.1 y (iii) se consideran las mismas distribuciones
espaciales de las AE, pero se emplean intensidades que corresponden a las medias de las
series de extracciones y recargas mostradas en las figuras 8.4 y 8.5, respectivamente. As´ı se
dispone de seis vectores de alturas piezome´tricas ordenadas topolo´gicamente que han sido
normalizados para utilizarse como residuales en el momento de iniciar la generacio´n de los
vectores de Lanczos. Los modelos en re´gimen permanente se han resuelto en DF para las
alturas piezome´tricas en todos los bloques activos.
Una vez se han escogido los residuales iniciales, se procede a ejecutar la iteracio´n racio-
nal de Lanczos, implementada de la siguiente manera: (i) teniendo en cuenta las recomen-
daciones presentadas por diferentes autores (Zhang, 2000; Zhang et al., 2000; Woodbury
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y Zhang, 2001), se ha impuesto un desplazamiento espectral de σ0 = −2 con el fin de
precondicionar las iteraciones, (ii) dado que el precondicionamiento tiene la ventaja de
volver a la matriz de transmisividades desplazada, Aσ, ma´s dominante en su diagonal y
tampoco rompe su definicio´n positiva, los SELD involucrados en la iteracio´n racional de
Lanczos se han resuelto usando el me´todo del gradiente conjugado precondicionado con
descomposicio´n incompleta ILU(τ, p), con umbral τ = 10−4 y nivel de relleno p = 3; (iii)
se ha adoptado una versio´n de la iteracio´n de Lanczos que incluye la ROP, implementada
siguiendo criterios robustos para revisar el grado de ortogonalidad en el PGS (Rutishau-
ser, 1967; Giraud y Langou, 2004). Adema´s, se han utilizado dos criterios para terminar
la generacio´n del subespacio de Krylov. Primero, dicha generacio´n no se detiene hasta
cumplirse que pai,j ≥ ξ = 99.9 %, para j = 1, 2, . . . , 11. Segundo, se deben generar, como
mı´nimo, 3000 vectores de Lanczos. El segundo criterio ha sido impuesto para hacer posible
la ejecucio´n del ana´lisis de sensibilidad de los ı´ndices de comportamiento de los diferentes
para´metros de control, con respecto al nu´mero de vectores de Lanczos incluidos en los
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Figura 8.25. Valores absolutos de los volu´menes encerrados por los vectores de Lanczos del
acu´ıfero rectangular heteroge´neo segu´n las conductancias asignadas a los bloques de r´ıo.
La figura 8.25 contiene 6 gra´ficos que representan las variaciones de los valores abso-
lutos de los volu´menes encerrados por los primeros 1000 vectores de Lanczos, ordenados
de acuerdo con su respectiva conductancia de r´ıo. Estos resultados se han contrastado
con los presentados en la figura 8.9, los cuales corresponden a los valores absolutos de los
volu´menes encerrados por los autovectores asociados a los primeros 1000 autovalores de
menor magnitud, resultado de la aplicacio´n del MAV-CSEM. Del ana´lisis comparativo
de los gra´ficos relacionados con la misma conductancia incluidos en ambas figuras, puede
concluirse que, aunque las tendencias exhibidas por e´stos son muy similares, dicha dismi-
nucio´n no es tan gradual como la exhibida por los respectivos autovectores. Asimismo, si
se comparan los resultados presentados en la figura 8.25 con los obtenidos para acu´ıferos
rectangulares, de acuerdo con las figuras 7.1 y 7.4.1, se concluye que a pesar de que los
volu´menes encerrados por los vectores de Lanczos para acu´ıfero heteroge´neo disminuyen a
medida que aumenta el nu´mero de iteraciones ejecutadas, no lo hacen tan ra´pidamente co-
mo los calculados para un acu´ıfero rectangular. Este resultado es completamente ana´logo
al encontrado durante la aplicacio´n del MAV-CSEM.
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Au´n as´ı, existen algunas diferencias entre los volu´menes encerrados por los vectores de
Lanczos y los contenidos por los autovectores, las cuales no son detectables mediante un
simple ana´lisis visual. Primero, a diferencia de lo encontrado en la aplicacio´n del MAV-
CSEM, el rango de variacio´n de los volu´menes encerrados por los vectores de Lanczos es
mucho menor para el acu´ıfero irregular heteroge´neo analizado, puesto que fi cambia en
6 o´rdenes de magnitud, que el obtenido para acu´ıferos rectangulares, donde fi cambia en
14 o´rdenes de magnitud de acuerdo con las figuras 7.1 y 7.11. Aparte de lo anterior, la
velocidad de disminucio´n de la magnitud del valor absoluto de los vectores de Lanczos es
un poco mayor que la obtenida para los autovectores, especialmente cuando se consideran
conexiones r´ıo-acu´ıfero casi imperfectas. A pesar de ello, los volu´menes encerrados por los
primeros 10 vectores de Lanczos y los encontrados para los autovectores asociados a los
10 autovalores de menor magnitud, manifiestan o´rdenes de magnitud semejantes.
Por su parte, los primeros 100 factores de participacio´n de Lanczos, para cada AE
considerada y ordenados de acuerdo con su conductancia correspondiente, se presentan
en las figuras 8.26, 8.27, 8.28 y 8.29. En las primeras dos figura se han consignado los
resultados correspondientes a las seis acciones de recarga, ordenadas siguiendo la con-
vencio´n propuesta en las figuras 8.3 y 8.4, mientras que en las dos u´ltimas se presentan
los resultados asociados a las cinco acciones de extraccio´n, organizadas de acuerdo a la
convencio´n definida en las figuras 8.3 y 8.5. As´ı pues, de forma similar a los coeficientes
de reparto respectivos obtenidos al aplicar el MAV-CSEM, en las gra´ficas contenidas en
las figuras 8.26, 8.27, 8.28 y 8.29 se detecta gran variabilidad por parte de los factores de
participacio´n para todas las AE, con excepcio´n de las AE 4 y 9. Especialmente durante las
primeras 100 iteraciones de generacio´n, dichos factores de participacio´n exhiben marcadas
fluctuaciones alrededor de cero, cuyo origen se atribuye a la irregularidad geome´trica de
las a´reas donde se aplican las AE sobre el acu´ıfero.
A partir de los resultados concernientes a los factores de participacio´n para las AE
de recarga, se puede deducir lo siguiente: (i) todos las AE, con excepcio´n de la AE 4,
manifiestan un vector de Lanczos dominante, es decir, existe un vector de Lanczos cuyo
factor de participacio´n es mayor que todos los dema´s; (ii) el primer vector de Lanczos es
dominante para las AE 1, 2 y 3, mientras que el segundo vector de Lanczos es dominante
para las AE 5 y 6; (iii) la mayor variabilidad de los factores de participacio´n se manifiesta
en la AE 2, los cuales fluctu´an considerablemente incluso despue´s de haber generado ma´s
de cien vectores de Lanczos; (iv) la menor variabilidad de los factores de participacio´n
se hace presente en la AE 5, cuyos valores se aproximan a cero, incluso antes de haber
generado el de´cimo vector de Lanczos; (v) la AE 4 manifiesta una variacio´n muy uniforme
de los factores de participacio´n por que abarca gran parte del dominio espacial del acu´ıfero
e incluye toda la zona de conexio´n entre el r´ıo y el acu´ıfero; (vi) los factores de participacio´n
de las AE 5 y 6 han manifestado variabilidades muy similares, las cuales se originan por
que e´stas se aplican sobre regiones con caracter´ısticas geome´tricas similares, donde la
variabilidad espacial de las propiedades hidra´ulicas del acu´ıfero no son tan pronunciadas.
En base a los factores de participacio´n calculados para las AE de extraccio´n, se pueden
resaltar las siguientes caracter´ısticas: (i) al igual que la mayor´ıa de las AE de recarga,
todas las AE de extraccio´n manifiestan un vector de Lanczos dominante; (ii) el primer
vector de Lanczos es dominante para las AE 10 y 11, mientras que el segundo vector
es el dominante para las AE 7 y 8; (iii) la AE 9 no presenta un claro vector de Lanczos
dominante; (iv) los factores de participacio´n correspondientes las AE 8 y 11 manifiestan las
mayores variabilidades puesto que, a diferencia del resto de AE, oscilan de forma bastante
apreciable casi hasta el sexage´simo vector de Lanczos; (v) las variabilidades de los factores
de participacio´n para las AE 7 y 8 son similares y sus fluctuaciones ma´s significativas
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Figura 8.26. Factores de participacio´n para los primero 100 vectores de Lanczos del acu´ıfero
heteroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
recarga 1 a 3, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.27. Factores de participacio´n para los primero 100 vectores de Lanczos del acu´ıfero
heteroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
recarga 4 a 6, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.28. Factores de participacio´n para los primero 100 vectores de Lanczos del acu´ıfero
heteroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
bombeo 7 a 9, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.29. Factores de participacio´n para los primero 100 vectores de Lanczos del acu´ıfero
heteroge´neo irregular analizado. Los cuadros contienen las gra´ficas correspondientes a las AE de
bombeo 10 y 11, para cada conductancia impuesta sobre el r´ıo.
suceden entre los vectores de Lanczos primero y sexage´simo, semejanza que se sustenta
por la misma razo´n que ha sido expuesta en el numeral (vi) del pa´rrafo anterior para las
AE 5 y 6; (vi) las variabilidades de los factores de participacio´n para las AE 10 y 11 son
similares y sus fluctuaciones de mayor magnitud se localizan entre el primer y trige´simo
vectores de Lanczos, pero dicha variabilidad es ligeramente mayor en la AE 11.
Tambie´n es pertinente describir los tendencias de variabilidad en los factores de par-
ticipacio´n cuando se modifican las conductancias impuestas en el r´ıo, como se presenta a
continuacio´n. Primero, al disminuir la conductancia del r´ıo, los factores de participacio´n
asociados a los vectores de Lanczos dominantes aumentan, en mayor o menor grado, de
acuerdo con las distribucio´n espacial de las acciones elementales de cada AE. Segundo, la
cantidad de iteraciones de Lanczos donde se presenta la mayor variabilidad de los factores
de participacio´n disminuye a medida que la conexio´n r´ıo-acu´ıfero tiende a ser imperfec-
ta. Muchos de los resultados presentados hasta ahora para los factores de participacio´n,
son similares a los encontrados para los coeficientes de reparto durante la aplicacio´n del
i
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MAV-CSEM. Por ejemplo, ya sea aplicando el MAV-CSEM o el MLAN, los modelos
de flujo subterra´neo se reducen con mayor facilidad cuando la relacio´n r´ıo-acu´ıfero con-
siderada es cercana a la imperfecta. La anterior afirmacio´n revela que las caracter´ısticas
de las relaciones entre el r´ıo y el acu´ıfero, junto con la heterogeneidad de sus para´metros
hidra´ulicos y la geometr´ıa de sus contornos, juegan un papel sumamente importante en el
aumento de los requerimientos computacionales para la reduccio´n de un modelo de flujo
subterra´neo, especialmente durante la generacio´n de los subespacios de reduccio´n.
Ahora bien, los primeros 1000 factores de participacio´n acumulados, calculados con
respecto a cada AE considerada y ordenados segu´n la conductancia de r´ıo respectiva, se
presentan en las figuras 8.30, 8.31, 8.32 y 8.33. En las figuras 8.30 y 8.31 se han consignado
los resultados para las seis AE de recarga, organizadas siguiendo la convencio´n propuesta
en las figuras 8.3 y 8.4, mientras que en las figuras 8.32 y 8.33 se presentan los resultados
asociados a las cinco AE de extraccio´n, expuestas siguiendo la convencio´n de las figuras
8.3 y 8.5. En las figuras antes mencionadas, se observa que para gran parte de las AE (1,
2, 3, 4, 5, 8, 9 y 11) ha sido necesario generar ma´s de 500 vectores de Lanczos antes de
que los factores de participacio´n acumulados logren superar el l´ımite inferior impuesto a la
generacio´n. Igualmente, se detectan tendencias oscilantes de convergencia hacia 1 por parte
de los coeficientes de reparto acumulados para algunas AE, sin importar si la excitacio´n
considerada es de recarga o extraccio´n. Ana´logamente a los resultados encontrados en
la aplicacio´n del MAV-CSEM, cuando se consideran conexiones r´ıo-acu´ıfero cercanas a
la perfecta, los requerimientos de co´mputo y almacenamiento virtual de la generacio´n
del subespacio de Krylov aumentan, especialmente durante el procedimiento de ROP de
los vectores de Lanczos, puesto que las AE 4, 9 y 11 requieren tener a disposicio´n ma´s
de 1000 de dichos vectores. A causa de lo anterior y, dado que el criterio para detener la
generacio´n de vectores de Lanczos se aplica simulta´neamente para todas las AE impuestas,
la influencia de las AE previamente mencionadas es cr´ıtica.
Los principales resultados obtenidos para los factores de participacio´n acumulados,
asociados a las AE de recarga, son los siguientes: (i) ana´logamente a lo encontrado para el
MAV-CSEM, el efecto de la presencia de un vector de Lanczos dominante se detecta en
todas las AE, con excepcio´n de la AE 4, puesto que sus coeficientes de repartos acumulados
alcanzan valores muy cercanos a 1 antes de sobrepasar la de´cima iteracio´n de Lanczos; (ii)
la presencia del vector dominante ocasiona que disminuya la cantidad de iteraciones de
Lanczos requeridas para alcanzar el l´ımite inferior impuesto al factor de participacio´n, lo
cual se traduce en menos requerimientos computacionales y de almacenamiento durante la
generacio´n del subespacio de reduccio´n; (iii) las fluctuaciones ma´s marcadas en los factores
de participacio´n se han detectado para las AE 1 y 2 y, a diferencia de los coeficiente de
reparto respectivos, e´stas requieren la ejecucio´n de muchas iteraciones de Lanczos para
superar el l´ımite inferior impuesto sobre los factores de participacio´n; (iv) lo anterior
implica que, para las AE 1 y 2, muchos de los factores de participacio´n de mayor magnitud
son negativos; (v) las menores oscilaciones de los factores de participacio´n acumulados se
obtuvieron para la AE 3; (vi) la AE 4 exhibe la menor velocidad de convergencia a uno por
parte de los factores de participacio´n acumulados y, de acuerdo con el criterio de parada
impuesto sobre el generador, es una de las AE que controla el proceso de generacio´n; (vii)
ana´logamente a lo encontrado para el MAV-CSEM, la convergencia a uno por parte de
los factores de participacio´n acumulados para la AE 4 crece mono´tonamente, lo cual se
atribuye a que e´sta abarca gran parte del dominio espacial del acu´ıfero e incluye a la red
de drenaje conectada con el acu´ıfero; (viii) los factores de participacio´n acumulados para
las AE 5 y 6 manifiestan tendencias de crecimiento no mono´tonas, pequen˜as amplitudes
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Figura 8.30. Factores de participacio´n acumulados para los primero 1000 vectores de Lanczos
del acu´ıfero heteroge´neo irregular analizado. En cada cuadro se consignan los gra´ficos que corres-
ponden a las AE de recarga 1 a 3, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.31. Factores de participacio´n acumulados para los primero 1000 vectores de Lanczos
del acu´ıfero heteroge´neo irregular analizado. En cada cuadro se consignan los gra´ficos que corres-
ponden a las AE de recarga 4 a 6, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.32. Factores de participacio´n acumulados para los primero 1000 vectores de Lanczos
del acu´ıfero heteroge´neo irregular analizado. En cada cuadro se consignan los gra´ficos que corres-
ponden a las AE de extraccio´n 7 a 9, para cada conductancia impuesta sobre el r´ıo.
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Figura 8.33. Factores de participacio´n acumulados para los primero 1000 vectores de Lanczos
del acu´ıfero heteroge´neo irregular analizado. En cada cuadro se consignan los gra´ficos que corres-
ponden a las AE de recarga 10 y 11, para cada conductancia impuesta sobre el r´ıo.
en sus oscilaciones y requieren efectuar pocas iteraciones para sobrepasar los criterios de
parada establecidos para la generacio´n del subespacio.
Igualmente, acerca de las caracter´ısticas exhibidas por los factores de participacio´n
acumulados para las AE de extraccio´n, se puede destacar lo siguiente: (i) los vectores
dominantes de las AE 10 y 11 tienen efectos similares a los previamente comentados para
las AE de recarga, es decir, ocasionan que la amplitud espectral requerida para alcanzar el
l´ımite inferior impuesto para el factor de participacio´n no sea excesivamente grande; (ii)
en las dema´s AE de extraccio´n, la importancia de los vectores de Lanczos dominantes no es
tan marcada como en las AE de recarga, por lo cual aumentan las iteraciones de Lanczos
necesarias para superar el l´ımite inferior establecido para el factor de participacio´n; (iii)
ana´logamente a lo encontrado para los coeficientes de reparto en el MAV-CSEM, las
tendencias de variacio´n de los factores de participacio´n acumulados asociados con la AE
10 son parecidos a los encontrados para la AE 1, puesto que ambas AE se ubican en las
mismas porciones del acu´ıfero y la forma de sus regiones de influencia son parecidas; (iv)
resultados ana´logos al anterior han sido encontrado para las AE 2 y 11; (v) los factores
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de participacio´n acumulados asociados a la AE 9 exhiben las menores velocidades de
convergencia al l´ımite superior unitario y, de acuerdo con el criterio de parada impuesto
sobre la generacio´n del subespacio de Krylov, es una de las AE que controlan la carga
computacional y de almacenamiento del proceso de generacio´n; (vi) la exigua rapidez de
convergencia hacia el l´ımite inferior impuesto por parte de los factores de participacio´n
acumulados para la AE 9, se atribuye principalmente a que e´sta actu´a cerca de la zona de
conexio´n r´ıo-acu´ıfero y a su significativa irregularidad geome´trica.
Modificar la parametrizacio´n de las relaciones r´ıo-acu´ıfero tiene importantes consecuen-
cias sobre el comportamiento de los factores de participacio´n. Para comenzar, la cantidad
de vectores de Lanczos necesarios para disminuir considerablemente la variabilidad de los
factores de participacio´n disminuye mientras decrece la conductancia impuesta sobre el
r´ıo. Adema´s, a medida que el grado de conexio´n r´ıo-acu´ıfero es menor, los factores de par-
ticipacio´n asociados a los vectores de Lanczos dominantes aumentan y, por consiguiente,
las amplitudes de oscilacio´n de los factores de participacio´n acumulados son menores. En
consecuencia, los modelos de flujo subterra´neo que han sido analizados en este cap´ıtulo
se reducen ma´s fa´cilmente mediante el MLAN, cuando la conexio´n entre r´ıo y acu´ıfero es
cercana a la imperfecta; resultado ana´logo a los presentados a lo largo de este documento.
Para terminar es importante resaltar que muchas de las observaciones realizadas para
los factores de participacio´n (acumulados) del MLAN son similares a las obtenidas para
los coeficientes de reparto (acumulados) en el MAV-CSEM, especialmente en lo concer-
niente a las AE que dominan los criterios de parada de la generacio´n del subespacio de
reduccio´n (AE 4 y 9), a las AE aplicadas sobre las mismas regiones del acu´ıfero (AE 1 y
10, AE 2 y 11, respectivamente) y a las caracter´ısticas y ubicacio´n de los modos o vec-
tores dominantes detectados para algunas AE. Estas observaciones se atribuyen a que el
objetivo del MLAN es interpolar impl´ıcitamente algunos modos del espectro del modelo a
reducir, por consiguiente ambos me´todos comparten ciertas particularidades espectrales,
especialmente las relacionadas con los modos ma´s dominantes. Asimismo, con respecto
a la generacio´n de los subespacios de Krylov en el MLAN, se destaca la influencia fa-
vorable de los vectores residuales utilizados en la iteracio´n racional de Lanczos. Aunque,
teo´ricamente, es posible usar cualquier vector residual para iniciar el ca´lculo de los dema´s
vectores de Lanczos, los experimentos pra´cticos han mostrado que, para superar los l´ımi-
tes inferiores de factores de participacio´n acumulados impuestos, es preferible que dichos
residuales incorporen caracter´ısticas de la dina´mica de flujo del acu´ıfero.
8.5.2. Ana´lisis de las simulaciones reducidas por el MLAN
Los para´metros de control establecidos en el apartado 8.3.5 han sido simulados median-
te modelos reducidos por el MLAN. En los siguientes apartados se presentan y discuten
los resultados obtenidos para las relaciones r´ıo-acu´ıfero a lo largo de la red de drenaje
conectada con el acu´ıfero, las relaciones r´ıo-acu´ıfero parciales en los cauces que componen
dicha red de drenaje y las alturas piezome´tricas en las regiones cr´ıticas del acu´ıfero.
Relaciones r´ıo-acu´ıfero a lo largo de toda la red de drenaje
En la figura 8.34 se presenta los hidrogramas de caudales subterra´neos a lo largo de
toda la red de drenaje de cauces permanentes conectados con el acu´ıfero, obtenidos me-
diante modelos resueltos por el MLAN, considerando subespacios de reduccio´n generados
por entre 20 y 1200 vectores de Lanczos. En dicha figura, los hidrogramas de referencia,
simulados usando modelos resueltos por DF, se presentan en el gra´fico superior y los hi-
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Figura 8.34. Hidrogramas de caudales intercambiados entre el acu´ıfero y la red de drenaje
conectada con e´ste, simulados mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos
por el MLAN para diferentes l´ımites de participacio´n modal. Como se muestra en la leyenda
ubicada en la parte superior, las conductancias de r´ıo se han variado entre 1000 y 20 m2/d.
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Figura 8.35. I´ndices de comportamiento estimados para los hidrogramas a lo largo de toda la
red de drenaje conectada con el acu´ıfero heteroge´neo, simulados con modelos reducidos por el
MLAN, con respecto a soluciones nume´ricas de modelos en DF.
drogramas simulados mediante modelos reducidos por el MLAN se presentan de abajo
hacia arriba a medida que aumenta el taman˜o del subespacio de reduccio´n.
De los hidrogramas simulados mediante modelos reducidos por el MLAN cabe destacar
lo siguiente: (i) en dichos hidrogramas se manifiestan notorias fluctuaciones locales con
respecto a los de referencia, inclusive para modelos reducidos formados por 500 vectores
de Lanczos, para conductancias de r´ıo superiores a 200 m2/d; (ii) los hidrogramas ma´s
aceptables se obtienen al incluir ma´s de 1200 modos en el modelo reducido por el MLAN;
(iii) los modelos excesivamente reducidos, formados por menos de 200 vectores de Lan-
czos, no representan adecuadamente la tendencia media de los hidrogramas, ni tampoco
sus caudales mı´nimos y ma´ximos; (iv) la cantidad de vectores de Lanczos necesarios para
simular adecuadamente los hidrogramas a lo largo de toda la red de drenaje, disminuye
a medida que la conexio´n r´ıo-acu´ıfero tiende a la imperfeccio´n; (v) los modelos reduci-
dos planteados por el MLAN, necesarios para obtener simulaciones satisfactorias de los
caudales a lo largo de toda la red de drenaje, son de mayor taman˜o que los construidos
usando el MAV-CSEM; (vi) las fluctuaciones locales de los hidrogramas simulados me-
diante modelos reducidos por el MAV-CSEM son menos evidentes que las obtenidas en
los modelos ana´logos respectivos planteados por el MLAN; y (vii) para el MLAN, dichas
fluctuaciones disminuyen a medida que decrece la conductancia del r´ıo.
En la figura 8.35 se presentan las gra´ficas de los ı´ndices de comportamiento BIAS,
RMS y E2, estimados para los hidrogramas simulados a lo largo de toda la red de drenaje,
en funcio´n del nu´mero de vectores de Lanczos que ha generado el subespacio de reduccio´n
y ordenados segu´n las conductancias de r´ıo respectivas. En general, la magnitud de las
estimaciones de los ı´ndices antes mencionados decrecen a medida que disminuye la con-
ductancia impuesta sobre los bloques de r´ıo de los modelos. En particular, los resultados
ma´s preponderantes concernientes con cada ı´ndice analizado se exponen a continuacio´n.
En la gra´fica izquierda de la figura 8.20 se observa que las estimaciones de BIAS para
los modelos ma´s reducidos, formados u´nicamente por 10 vectores de Lanczos, se aproximan
al 20 % cuando la conductancia considerada es de 20 m2/d. Dichas estimaciones aumentan
hasta cerca del 30 % para conductancias de r´ıo mayores a 200 m2/d, pero disminuyen a
medida que aumenta el nu´mero de vectores de Lanczos usados para generar el subespacio de
reduccio´n. As´ı, cuando se consideran 3000 vectores, BIAS tiende al 1 % para conductancias
superiores a 200 m2/d; ı´ndices que disminuyen mientras decrece la conductancia, logrando
valores cercanos al 0.1 % para una conductancia de 20 m2/d.
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Contrariamente a los resultados obtenidos aplicando el MAV-CSEM, se han encontra-
do desviaciones considerables de las tendencias medias de los caudales simulados mediante
los modelos reducidos mediante el MLAN, con respecto a las de referencia, especialmente
cuando la conexio´n entre el r´ıo y el acu´ıfero esta´ cercana a la perfecta. Esta caracter´ıstica
se atribuye a la imposibilidad de plantear un vector que preserve la ecuacio´n de conti-
nuidad agregada sobre el dominio del acu´ıfero dentro del marco conceptual del MLAN.
Es decir, de los resultados obtenidos para los caudales de intercambio entre el acu´ıfero y
toda la red de drenaje conectada con e´ste, se concluye que el MAV-CSEM proporciona
caudales medios ma´s ajustados al estimado para el hidrograma de referencia, y lo logra
requiriendo mucha menos carga computacional para ejecutar la simulacio´n transitoria.
Ana´logamente a BIAS, las estimaciones de RMS decrecen a medida que el modelo
reducido por el MLAN incorpora mayores cantidades de vectores de Lanczos dentro de
los subespacios de Krylov de reduccio´n. Dichas estimaciones se presentan en la gra´fica
central de la figura 8.35, donde se observa que la tendencia de decrecimiento de RMS es
bastante uniforme. Por ejemplo, cuando la conexio´n entre el r´ıo y el acu´ıfero es cercana a la
perfecta, RMS decrece desde valores cercanos al 40 % cuando se consideran u´nicamente 10
vectores de Lanczos en el subespacio de reduccio´n, hasta menos del 1 % para subespacios
generados por ma´s de 3000 vectores. Estimaciones ana´logas a las anteriores, realizadas
considerando conexio´n r´ıo-acu´ıfero muy imperfecta, han manifestado menores magnitudes;
alcanzando valores inferiores al 1 %, para conductancias de r´ıo menores que 50 m2/d, al
utilizar subespacios de Krylov formados por 500 vectores de Lanczos, y siendo inferiores
al 0.5 % cuando dicho taman˜o supera los 1000 vectores.
Asimismo, en el gra´fico derecho de la figura 8.35 se presentan las estimaciones obtenidas
para E2. En dicha figura se observa que, sin importar la conductancia de r´ıo impuesta sobre
las condiciones de contorno, E2 crece monoto´nicamente hasta alcanzar valores cercanos
al 100 % cuando se usan subespacios de reduccio´n formados por ma´s de 500 vectores de
Lanczos. En cambio, las menores estimaciones de E2, las cuales var´ıan entre el 20 y el
40 %, se han obtenido para las mayores conductancias de r´ıo, cuando los modelos de flujo
han sido reducidos usando subespacios generados por menos de 20 vectores de Lanczos.
Estas eficiencias mı´nimas aumentan a medida que disminuye la conductancia del r´ıo, hasta
alcanzar estimaciones pro´ximas al 80 % para una conductancia de 20 m2/d.
En base a las diferentes caracter´ısticas de variacio´n exhibidas por los ı´ndices de compor-
tamiento estimados, se deduce que las estimaciones de RMS y BIAS de mayor magnitud
se relacionan con pobres estimaciones de E2, obtenidas cuando se usan subespacios de
Krylov formados por menos de 100 vectores de Lanczos. Estas pobres estimaciones se atri-
buyen a la sobre o sub estimacio´n de los caudales ma´ximos y mı´nimos en los hidrogramas
simulados, a la subestimacio´n de sus tendencias medias y a la presencia de fluctuaciones
locales en los caudales instanta´neos simulados. Las anteriores afirmaciones se sustentan en
las siguientes observaciones. Primero, el no imponer un criterio cuantitativo para preservar
la ecuacio´n de continuidad agregada para todo el dominio espacial del acu´ıfero ocasiona
desviaciones en las tendencias medias y los caudales subterra´neos ma´ximos de los hidro-
gramas simulados a lo largo de toda la red de drenaje, cuando los modelos reducidos han
sido obtenidos empleando subespacios de Krylov pequen˜os. La principal implicacio´n de lo
anterior dentro de un modelo de uso conjunto es que los modelos reducidos de los acu´ıferos
no permitir´ıan cuantificar la totalidad del agua disponible para su explotacio´n, por consi-
guiente la confiabilidad del sistema de aprovechamiento puede verse reducida por efectos
artificiales generados durante la reduccio´n inadecuada del modelo de flujo subterra´neo.
Este hecho es pra´cticamente imposible que se presente en la aplicacio´n del MAV-CSEM
dada la existencia del modo de conservacio´n. Segundo, es importante resaltar que el efecto
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de las fluctuaciones locales exhibidas por los caudales simulados mediante los modelos
reducidos v´ıa MLAN, tienen influencia tanto en las estimaciones de RMS, como en las de
E2, puesto que e´stas modifican las tendencias medias y sus velocidades de decaimiento en
los per´ıodos de poca recarga. Dichas fluctuaciones se atribuyen a inestabilidades nume´ricas
generadas al evaluar nume´ricamente los estados de Lanczos y a pequen˜as desviaciones en
la ortonormalidad de los subespacio de Krylov, ocasionadas por asumir la validez de la
ROP en lugar de asegurar la ortogonalidad absoluta.
Por su parte, los vectores residuales iniciales de generacio´n escogidos tienen la ventaja
de representar, hasta cierto punto, la dina´mica del flujo del acu´ıfero. A causa de lo anterior,
la mayor parte de las caracter´ısticas de los hidrogramas simulados para los caudales a lo
largo de la red de drenaje han sido representadas adecuadamente generando subespacios
formados por 1000 vectores de Lanczos. Es evidente que dicho taman˜o es bastante reducido
en comparacio´n con los 21850 bloques en los cuales se ha discretizado el dominio del
acu´ıfero. Para terminar, cabe mencionar que en experimentos realizados usando vectores
residuales iniciales de diferentes caracter´ısticas, muchas de las simulaciones ejecutadas no
reprodujeron satisfactoriamente dichos caudales. Lo anterior demuestra la importancia de
escoger correctamente los residuales de generacio´n en la iteracio´n de Lanczos.
Relaciones r´ıo-acu´ıfero parciales en los cauces
Los hidrogramas de caudales subterra´neo intercambiados entre el acu´ıfero y cada uno
de los tramos que componen la red de drenaje de cauces permanentes, clasificados de
acuerdo con la conductancia de r´ıo correspondiente, se presentan en la figura 8.36. De
nuevo, adoptando la nomenclatura de cauces que ha sido definida en la figura 8.2, dichos
hidrogramas han sido ordenados de abajo hacia arriba, empezando por el tramo 1, segmen-
to EF hasta terminar en el tramo 4, segmento AB. Los hidrogramas expuestos en la figura
8.36 son aquellos para los cuales se obtuvieron las estimaciones ma´s o´ptimas de los ı´ndices
de comportamiento. En otras palabras, e´stos son los que manifestaron menores diferencias
entre las simulaciones ejecutadas empleando modelos resueltos por DF y las realizadas
utilizando modelos reducidos por el MLAN, para los cuales se han utilizado subespacios
de Krylov formados por 1200 vectores de Lanczos. Las caracter´ısticas de las dina´micas del
flujo en el acu´ıfero que explican el comportamiento de los hidrogramas presentados en la
figura 8.36 han sido descritas detalladamente en el apartado 8.4.2.
En la figura 8.37 se presentan los gra´ficos de BIAS, RMS y E2 estimados para los
hidrogramas parciales que han resultado de resolver el problema transitorio con condicio-
nes de contorno nulas, simulados en los diferentes tramos de la red de drenaje empleando
modelos reducidos por el MLAN, con respecto a las simulaciones obtenidas usando mo-
delos resueltos en DF. Las gra´ficas que conforman la figura antes mencionada han sido
ordenados de arriba hacia abajo, empezando por el tramo 1, segmento EF hasta terminar
en el tramo 4, segmento AB. Al mismo tiempo, las columnas izquierda, central y derecha
muestran las estimaciones de BIAS, RMS y E2, respectivamente.
Los resultados muestran que, cuando se utilizan modelos excesivamente pequen˜os, re-
ducidos incluyendo menos de 50 vectores de Lanczos en los subespacios de Krylov, los
ı´ndices de comportamiento BIAS y RMS para los hidrogramas de intercambio parciales
en todos los tramos analizados son deficientes; manifestando incluso valores peores que los
obtenidos para toda la red de drenaje que han sido presentados en la figura 8.35.
Al respecto, las mayores estimaciones de BIAS han sido encontradas para los tramos
2 y 4, las cuales se aproximan al 30 % cuando las conexiones r´ıo-acu´ıfero son cercanas a
la perfecta y el taman˜o de los subespacios de reduccio´n no sobrepasa los veinte vectores.
Asimismo, cuando se consideran conductancias de r´ıo entre 20 y 50 m2/d y el taman˜o de
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DF / MLAN, 1200 vectores
Figura 8.36. Hidrogramas de caudales intercambiados entre el acu´ıfero y los diferentes tramos
de la red de drenaje, simulados mediante modelos resueltos en DF y modelos reducidos por el
MLAN. Las conductancias del r´ıo se han variado entre 1000 y 20 m2/d.
los subespacios de reduccio´n se encuentra entre 10 y 50 vectores de Lanczos, los BIAS
estimados son relativamente parecidos entre s´ı, dado que e´stos var´ıan entre el 7 y 3 %.
En cambio, cuando se permite la generacio´n de subespacios de Krylov de mayor taman˜o,
BIAS disminuye hasta situarse por debajo de 0.4 % en la mayor´ıa de las simulaciones
realizadas. Las mejores estimaciones de BIAS son bastante uniformes puesto que, en
todos los tramos considerados y para todas las conductancias impuestas, dicho ı´ndice se
ubica entre 0.8 y 0.1 %. Au´n as´ı, sus tasas de decrecimiento con respecto al aumento
del taman˜o del subespacio de reduccio´n, son ma´s grandes en los tramos 1, 2 y 4 y, por el
contrario, ma´s pequen˜as en el tramo 3; decrecimiento que es ma´s notorio cuando el taman˜o
de los subespacios de reduccio´n var´ıa entre 200 y 1000 vectores de Lanczos.
Por otra parte, las estimaciones de RMS para los hidrogramas subterra´neos en todos
los tramos analizados manifiestan tendencias de variacio´n parecidas a las obtenidas para los
hidrogramas a lo largo de toda la red de drenaje. Las mayores estimaciones se encontraron
para los tramos 2 y 3, las cuales superan al 30 % cuando los subespacios de reduccio´n
vienen formados por menos de 20 vectores de Lanczos y conductancias que superan los
500 m2/d. En el tramo 1, bajo las condiciones de reduccio´n anteriormente mencionadas, se
i
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Figura 8.37. I´ndices de comportamiento estimados para los hidrogramas en los tramos de la
red de drenaje conectada con el acu´ıfero heteroge´neo, simulados con modelos reducidos por el
MLAN, con respecto a soluciones nume´ricas de modelos en DF.
estiman elevados RMS que sobrepasan el 20 % para conductancias de r´ıo mayores a 100
m2/d. Por el contrario, en el tramo 4 las estimaciones son menores que las encontradas en
los tramos anteriores, nota´ndose que los ma´ximos RMS estimados var´ıan entre el 2 % y
el 10 % para conductancias de 5 m2/d y 1000 m2/d, respectivamente.
Las velocidades de decrecimiento de RMS, con respecto al aumento del taman˜o del
subespacio de reduccio´n, se incrementan cuando se consideran ma´s de 100 vectores de
Lanczos en todos los tramos analizados, especialmente para conductancias de r´ıo mayores
a 100 m2/d. De acuerdo con lo anterior, las estimaciones de RMS var´ıan entre aproxi-
madamente el 20 y el 2 % al incluir 100 vectores; variacio´n que se reduce hasta cerca de
entre el 5 y el 0.2 % cuando se utilizan 1000 vectores, para conductancias de 1000 m2/d y
20 m2/d, respectivamente. Al analizar los resultados obtenidos empleando modelos redu-
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cidos usando ma´s de 500 vectores de Lanczos en los subespacios de Krylov, se encontraron
resultados similares para los 4 tramos estudiados, segu´n los cuales RMS decrece as´ı: (i)
desde aproximadamente el 3 %, incluyendo quinientos vectores en el subespacio de Krylov,
hasta cerca del 0.5 %, al incorporar 1200 vectores, cuando la conductancia del r´ıo es de
1000 m2/d; (ii) del 0.3 %, al considerar 500 vectores en el subespacio de Krylov, hasta
el 0.1 %, al emplear mil doscientos vectores para una conductancia de 20 m2/d; (iii) las
estimaciones asociadas con las dema´s conductancias impuestas al r´ıo var´ıan en mayor o
menor medida dentro de los intervalos anteriormente establecidos.
Por otra parte, los RMS estimados en los tramos 2 y 3, para modelos reducidos usan-
do subespacios de Krylov generados por 200 vectores, var´ıan entre aproximadamente el
9 y el 0.7 % y sobrepasan ligeramente a las estimaciones correspondientes a los mismos
taman˜os de subespacios de Krylov en los 2 tramos restantes. De igual forma, la velocidad
de decrecimiento de los RMS en los tramos 2 y 3, con respecto al crecimiento del taman˜o
de los subespacios de reduccio´n por encima de 200 vectores de Lanczos, superan modera-
damente los gradientes de disminucio´n ana´logos en los tramos restantes, especialmente al
considerar conexiones r´ıo-acu´ıfero cercanas a la perfecta. Los comentarios previos ponen
de manifiesto que la variabilidad espacial de los para´metros del acu´ıfero y las condicio-
nes de contorno cercanas a dichos tramos inciden en la representatividad de sus caudales
subterra´neos. Adema´s, debe recordarse que las dina´micas de ganancia-pe´rdida en ambos
tramos esta´n muy influenciadas por las zonas de bombeos, AE 7, 8 y 9. Particularmente,
el tramo 3 es especialmente sensible a dichos bombeos puesto que esta´ formado por menos
bloques y es exclusivamente perdedor a lo largo de todo el horizonte de simulacio´n.
Ana´logamente a lo presentado hasta ahora para el MLAN, se nota que las estimaciones
mı´nimas de E2 para los hidrogramas de algunos tramos han disminuido ligeramente, con
respecto a las obtenidas para los hidrogramas a lo largo de toda la red de drenaje. As´ı pues,
dichos mı´nimos han decrecido en los tramos 2 y 3 hasta ser inferiores al 20 %, cuando
se imponen conductancias de r´ıo mayores que 500 m2/d y el subespacio de Krylov de
reduccio´n ha sido generado por 10 vectores de Lanczos. En cambio, las mayores magnitudes
para las eficiencias mı´nimas han sido encontradas en los hidrogramas simulados en los
tramos 1 y 4, donde se ha obtenido que 21 % ≤ E2 ≤ 60 % para conductancias que var´ıan
entre 1000 y 200 m2/d. De la misma forma, las mı´nimas estimaciones de E2 crecen a medida
que la conexio´n entre dichos tramos y el acu´ıfero es ma´s imperfecta; caracter´ısticas que
tambie´n se ponen de manifiesto en los dos restantes tramos estudiados. Ma´s concretamente,
en los tramos 2 y 3, E2 aumenta desde valores cercanos al 7 % para una conductancia de
1000 m2/d, hasta cerca del 80 %, para una conductancia de 20 m2/d. Por su parte, en los
tramos 1 y 3, E2 aumenta desde aproximadamente el 22 % para una conductancia de 1000
m2/d, hasta sobrepasar sutilmente al 85 %, para una conductancia de 20 m2/d.
Al mismo tiempo, las mayores velocidades de crecimiento en las estimaciones de E2
con respecto al aumento del taman˜o del subespacio de reduccio´n han sido encontradas
para los hidrogramas simulados en el tramo 1. All´ı, para taman˜os del subespacio menores
a 200 vectores de Lanczos, E2 ha sobrepasado al 80 % para todas las conductancias de r´ıo
consideradas. Sin embargo, las velocidades de crecimiento en las estimaciones de E2 en los
3 tramos restantes, con respecto al aumento del subespacio de reduccio´n, son considera-
blemente ma´s lentas que en el tramo previamente mencionado. Respecto de lo anterior se
destacan las siguientes observaciones: (i) en los tramos 1 y 2 las estimaciones de E2 su-
peran al 90 % para todas la conductancias consideradas, cuando el taman˜o del subespacio
de reduccio´n ha sido generado por ma´s de 300 vectores de Lanczos; (ii) en el tramo 3 se
estiman eficiencias superiores al 80 %, para todas la conductancias consideradas, cuando
el taman˜o del subespacio de reduccio´n supera los 200 vectores; (iii) las estimaciones de
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E2 en el tramo 4 sobrepasan al 60 % para conductancias mayores a 100 m
2/d, cuando
el subespacio de reduccio´n ha sido generado por ma´s de 200 vectores; (iv) en el tramo
antes mencionado, las eficiencias estimadas sobrepasan al 90 %, para conductancias me-
nores a 100 m2/d, empleando un subespacio de reduccio´n del taman˜o antes mencionado;
(v) la rapidez de aumento en la eficiencia en el tramo 4 es menor a la exhibidas en los
3 tramos restantes. En todos lo casos estudiados, cuando los subespacios de reduccio´n
incorporan ma´s de 500 vectores de Lanczos, la convergencia hacia una eficiencia perfecta
es mono´tonamente creciente, logrando estimaciones de E2 que sobrepasan al 99 % cuando
dicho subespacio es conformado por ma´s de 1000 vectores.
De forma similar a las estimaciones obtenidas para los caudales subterra´neos en toda la
red de drenaje, las gra´ficas de la figura 8.37 muestran que los 3 ı´ndices de comportamien-
to, estimados para los hidrogramas subterra´neos por tramos, son ma´s o´ptimos a medida
que la conexio´n r´ıo-acu´ıfero tiende a ser imperfecta. De dichos resultados se deducen dos
consecuencias principales. Primero, los requerimientos computacionales y de almacena-
miento para representar adecuadamente los caudales parciales de intercambio disminuyen
a medida que la conexio´n r´ıo-acu´ıfero tiende a ser imperfecta. Segundo, los modelos de
flujo subterra´neo para el acu´ıfero heteroge´neo analizado deben reducirse utilizando subes-
pacios de Krylov generados por ma´s de 500 vectores de Lanczos, si se desea representar
aceptablemente los hidrogramas subterra´neos parciales de referencia.
Para terminar, debe comentarse que la lenta convergencia hacia los valores o´ptimos
exhibida por los ı´ndices de comportamiento estimados para los hidrogramas de intercambio
acu´ıfero-tramos 3 y 4, confirman la gran influencia que ejerce la localizacio´n de las zonas
de extraccio´n, AE 7, 8 y 9 sobre la representatividad de los caudales de intercambio en
dichos tramos. Esta observacio´n es semejante a la que ha sido encontrada al aplicar el
MAV-CSEM, con la diferencia de que los caudales de intercambio entre el tramo 2 y el
acu´ıfero han sido simulados ma´s adecuadamente mediante el MLAN.
Alturas piezome´tricas en localizaciones seleccionadas en el acu´ıfero
En la figura 8.38 se muestran las alturas piezome´tricas en seis diferentes localizacio-
nes del acu´ıfero, simuladas mediante modelos reducidos por el MLAN y clasificadas de
acuerdo a las conductancias de r´ıo y los taman˜os de los subespacios de Krylov correspon-
dientes. Las convenciones utilizadas se localizan en la parte superior de la figura antes
mencionada. Las l´ıneas gruesas de color gris representan las piezometr´ıas de referencia,
simuladas usando modelos resueltos en DF y las l´ıneas delgadas de colores representan
las alturas piezome´tricas simuladas por los modelos reducidos por el MLAN. Los gra´ficos
han adoptado las convenciones definidas en la figura 8.2 para las localizaciones de segui-
miento piezome´trico y han sido ordenados de forma ide´ntica a la figura 8.23, presentando
resultados que corresponden a taman˜os de subespacios de reduccio´n que var´ıan entre 20 y
1000 vectores de Lanczos, para la conductancia respectiva que se consigna en cada gra´fico.
Como se ha presentado en la figura 8.38, el taman˜o del subespacio generado para la
reduccio´n ejerce gran influencia sobre la representatividad de las alturas piezome´tricas. Al
emplear modelos reducidos mediante subespacios compuestos por menos de 50 vectores
de Lanczos, se han simulado alturas piezome´tricas que difieren notablemente de las de
referencia en todo los puntos considerados, con excepcio´n de P19. Para dicha configuracio´n
de reduccio´n, no ha sido posible lograr una representacio´n adecuada de los periodos de
recarga y descarga del acu´ıfero. Ahora bien, al aumentar el taman˜o de los subespacios
de reduccio´n hasta 500 vectores, la tendencia media de las piezometr´ıas se representan
ma´s adecuadamente, pero los picos y los decaimientos en las localizaciones ma´s cercanas
a la conexio´n r´ıo-acu´ıfero (P1, P2, P5 y P11), siguen mostrando diferencias notorias con
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Figura 8.38. Alturas piezome´tricas en seis localizaciones del acu´ıfero heteroge´neo simuladas
mediante: (i) modelos nume´ricos en DF y (ii) modelos reducidos por el MLAN de diferentes
taman˜os. Como se muestra en la leyenda ubicada en la parte superior, las conductancias de r´ıo
se han variado entre 1000 y 20 m2/d.
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respecto a los de referencia. Por el contrario, las simulaciones de alturas piezome´tricas
son bastante adecuadas en P16 y P19, para el taman˜o antes mencionado. En cambio, para
subespacios de reduccio´n compuestos por 1000 vectores de Lanczos, se nota la reproduccio´n
correcta de casi todas las caracter´ısticas piezome´tricas en todos los puntos de control.
Solamente en la localizacio´n P2 se han detectado algunas diferencias entre las piezometr´ıas
simulada y de referencia, las cuales se tratan, ba´sicamente, de pequen˜as fluctuaciones en
los decaimientos instanta´neos durante algunos intervalos de simulacio´n.
Es evidente que las alturas piezome´tricas presentadas en la figura 8.38 se refieren
exclusivamente a una de las conductancias impuestas sobre el r´ıo, para determinada loca-
lizacio´n. Por consiguiente, con el objetivo de formar una perspectiva clara del efecto que
tiene el taman˜o del subespacio de Krylov generado sobre las simulaciones reducidas de las
piezometr´ıas, incluyendo la influencia de variar el grado de conexio´n r´ıo-acu´ıfero, se han
estimado los ı´ndices de comportamiento respectivos. Dichas estimaciones se han llevado a
cabo empleando las alturas piezome´tricas que resultan de resolver el problema transito-
rio sujeto a condiciones de contorno nulas; resultados que se presentan en la figura 8.39.
La organizacio´n de las gra´ficas contenidas en dicha figura se ha efectuado de la siguiente
manera. Cada fila representa una localizacio´n donde se controlan los cambios de las altu-
ras piezome´tricas, como se ha descrito antes para la figura 8.38 y, al mismo tiempo, las
columnas izquierda, central y derecha muestran las estimaciones de BIAS, RMS y E2,
respectivamente. Cabe notar que, de forma similar a las simulaciones para acu´ıferos rec-
tangulares, el MLAN ha reproducido adecuadamente las alturas piezome´tricas utilizando
modelos de menor taman˜o que el MAV-CSEM; conclusio´n que puede comprenderse con
mayor claridad al analizar los ı´ndices de comportamiento anteriormente mencionados.
Las estimaciones de BIAS para las piezometr´ıas simuladas en todos los puntos de
control, con excepcio´n de P19, manifiestan rangos de variacio´n muy parecidos, exhibiendo
valores entre el 0.1 % y el 20 %. En muchos casos, dichos rangos son ma´s pequen˜os que
los obtenidos para las simulaciones piezome´tricas por el MAV-CSEM. A partir de las
simulaciones reducidas aplicando el MLAN, con excepcio´n de los resultados obtenidos
para el punto de control P19, se han conseguido ma´ximos BIAS, cercanos al 20 %, para
una conductancia de 1000 m2/d; estimaciones que se aproximan hasta cerca del 5 % cuando
se considera una conductancia de 20 m2/d. Por el contrario, los ma´ximos BIAS estimados
para las piezometr´ıas simuladas en la localizacio´n P19 se aproximan al 3 % para conexiones
r´ıo-acu´ıfero casi perfectas, disminuyendo hasta cerca del 0.2 % para conexiones imperfectas.
Ana´logamente a los BIAS estimados para las simulaciones por el MAV-CSEM, las
tendencias de decrecimiento exhibidas en la figura 8.39 cambian segu´n la localizacio´n ana-
lizada y el taman˜o del subespacio de reduccio´n considerado, de la siguiente manera: (i) el
gradiente de disminucio´n de BIAS en P1, para modelos reducidos mediante subespacios
que contienen menos de 100 vectores de Lanczos, es mayor que cuando e´stos esta´n forma-
dos por entre 100 y 1000 vectores; (ii) las tendencias de decrecimiento de BIAS en las
localizaciones P2, P5 y P16 son similares a las descritas antes para P1, con la diferencia
de que sus velocidades de decaimiento son mayores para taman˜os de subespacios entre 10
y 100 vectores; (iii) tanto en P1 como en P2, existe un notable incremento de la velocidad
de decrecimiento de BIAS cuando el taman˜o del subespacio de reduccio´n supera los 1000
vectores de Lanczos, alcanzando valores que se aproximan al 0.1 %, para todas las conduc-
tancias consideradas; (iv) las tendencias de decrecimiento de BIAS en las localizaciones
P11 y P19 son ma´s graduales que las anteriormente comentadas; (v) en los puntos antes
mencionados, el decrecimiento de las estimaciones es mono´tono y, en general, ma´s lento
que el encontrado en P1, P2, P5 y P16, cuando el taman˜o de los subespacios de reduccio´n
es menor a 100 vectores; (vi) los BIAS en la localizacio´n P19 manifiestan los menores gra-
i
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Figura 8.39. I´ndices de comportamiento estimados para las alturas piezome´tricas en el acu´ıfero
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dientes de decrecimiento. A pesar de las diferentes tendencias de disminucio´n encontradas
para las estimaciones de BIAS en las piezometr´ıas simuladas, las mı´nimas estimaciones
han sido menores al 0.3 % en todos los puntos analizados, cuando los subespacios de Krylov
generados incluyen ma´s de 1000 vectores de Lanczos. En resumen, con base en el conjunto
de estimaciones de BIAS exhibidas en la figura 8.39 se deduce que el MLAN represen-
ta correctamente las tendencias medias piezome´tricas de referencia, incluso para modelos
reducidos mediante subespacios de Krylov relativamente pequen˜os.
Por otra parte, los ma´ximos RMS estimados para las piezometr´ıas simuladas mediante
modelos resueltos por el MLAN, superiores al 20 % para todas las conductancias impues-
tas al r´ıo, se encuentran en la localizacio´n P1. En los dema´s puntos de control, a pesar de
que algunos de los ma´ximos superan el 15 %, esto sucede u´nicamente para conductancias
mayores a 200 m2/d. En cambio, para conductancias menores a dicho valor, generalmente
los ma´ximos RMS estimados son inferiores al 10 %. Es importante notar que dichos ma´xi-
mos suceden al considerar taman˜os de subespacios menores a 50 vectores y sus magnitudes
son mayores para conexio´n r´ıo-acu´ıfero casi perfecta en las localizaciones cercanas al r´ıo
(P1, P2 y P5). En general, los ma´ximos RMS estimados para las piezometr´ıas simuladas
en las 3 localizaciones antes comentadas, no superan el 20 % para conexiones r´ıo-acu´ıfero
casi perfectas, aproxima´ndose al 5 % cuando se considera conexio´n r´ıo-acu´ıfero imperfecta.
De lo anterior se deduce que, de forma similar a BIAS, las estimaciones ma´ximas de RMS
para las alturas piezome´tricas simuladas corresponden a localizaciones situadas ma´s cerca
de la red de drenaje conectada con el acu´ıfero. Los ma´ximos RMS de menor magnitud
han sido estimados para las piezometr´ıas simuladas en P19, los cuales son cercanos al 3 %
para conexiones r´ıo-acu´ıfero casi perfectas y decrecen hasta cerca del 0.5 % cuando se han
impuesto conexiones r´ıo-acu´ıfero muy imperfectas.
Las caracter´ısticas de decrecimiento exhibidas por las estimaciones de RMS, con res-
pecto a la variacio´n del taman˜o del subespacio de Krylov usado para la reduccio´n, se
describen a continuacio´n. Para comenzar, se nota que las tendencias de variacio´n de los
RMS asociados a P1 y P19 son distintas a las encontradas en las dema´s localizaciones.
As´ı, las velocidades de decrecimiento de los RMS para P1 son muy pequen˜as cuando
se consideran subespacios de reduccio´n que contienen menos de 100 vectores de Lanczos;
rapidez que aumenta a medida que la cantidad de vectores incluidos en dichos subespacios
es mayor. Fuera de la aceleracio´n del decrecimiento de RMS antes comentada, tambie´n
se ha observado un cambio abrupto de los RMS estimados en P1 cuando los modelos se
reducen empleando ma´s de 1000 vectores de Lanczos. Al respecto, las mayores velocidades
de decrecimiento de RMS esta´n asociadas a dicho punto de control para subespacios ge-
nerados usando ma´s de 1000 vectores de Lanczos. De igual manera, la tasa de disminucio´n
de las estimaciones de RMS en P19 es baja y relativamente uniforme para todos los ta-
man˜os de subespacio de reduccio´n considerados. Adema´s, los gradientes de decrecimiento
de RMS en las localizaciones P2, P11 y P16 son inferiores a los encontrados en P5.
Cabe destacar que, en todos los puntos de control considerados con excepcio´n de P19,
las estimaciones mı´nimas de RMS han variado entre 1 y 0.1 % cuando los subespacios
de reduccio´n incorporan ma´s de 200 vectores de Lanczos. Lo anterior indica que las dife-
rencias entre las alturas piezome´tricas de referencia y las simuladas mediante los modelos
reducidos por el MLAN disminuyen ra´pidamente, incluso cuando se analizan las locali-
zaciones ma´s cercanas al r´ıo. Es ma´s, como se observa en la gra´fica inferior de la figura
8.23, en P19 las diferencias encontradas son menores que en los dema´s puntos estudiados,
incluso al considerar subespacios de Krylov formados por menos de 100 vectores de Lan-
czos. Este resultado demuestra la capacidad del MLAN para representar correctamente
las alturas piezome´tricas del acu´ıfero, dado que los mismos resultados, obtenidos para
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MAV-CSEM, mostraron que e´ste era incapaz de lograr estimaciones adecuadas con los
taman˜os planteados, es decir, utilizando menos de 1200 modos efectivos.
En todos los puntos de control analizados, las mı´nimas eficiencias estimadas para las
alturas piezome´tricas simuladas se dan cuando las conexiones r´ıo-acu´ıfero consideradas
son casi perfectas y los subespacios de Krylov esta´n formados por menos de 50 vectores
de Lanczos. Por ejemplo, los mı´nimos E2 de menor magnitud se estimaron en las localiza-
ciones P1, P5 y P11, con valores cercanos al 1 % para conductancias mayores a 500 m
2/d.
Asimismo, pobres eficiencias mı´nimas se obtuvieron en P1, con estimaciones pro´ximas al
25 % para una conductancia de 20 m2/d. Bajas eficiencias tambie´n han sido detectadas en
P2, pero no tan deficientes como las antes mencionadas. All´ı se han alcanzado E2 mı´nimos
cercanos al 20 % para una conductancia de 1000 m2/d, las cuales aumentan hasta aproxi-
madamente el 60 %, al imponerse una conductancia de 20 m2/d. Finalmente, en los puntos
de control P16 y P19 se han obtenido las eficiencias mı´nimas de mayor magnitud, cercanas
respectivamente al 60 y 70 %, para una conductancia de 1000 m2/d. Estas estimaciones
superan al 90 % cuando se imponen conductancias inferiores a 100 m2/d.
Nuevamente, las tendencias de variacio´n exhibidas por E2 cambian de acuerdo con la
localizacio´n analizada, como se describe a continuacio´n. Primero, los gradientes de creci-
miento de E2 en las localizaciones P1 y P2 son los ma´s lentos, por que se ha requerido
que el taman˜o de los subespacios de reduccio´n superen los 500 vectores de Lanczos para
que las eficiencias sobrepasen el 80 %. Ma´s au´n, en P2 el aumento de E2 es relativamente
lento, incluso habiendo sobrepasado el taman˜o antes mencionado. En este caso, se requiere
generar 500 vectores de Lanczos adicionales a los ya disponibles, para aproximarse a la
eficiencia o´ptima. Segundo, no obstante las tendencias de crecimiento de E2 en los puntos
de control P5 y P11 son similares, el gradiente correspondiente calculado en P11 es mayor
que el encontrado en P5 para las conductancias que representan conexio´n r´ıo-acu´ıfero im-
perfecta, por que sus estimaciones crecen ma´s ra´pidamente cuando el subespacio de Krylov
esta´ formado por menos de 100 vectores de Lanczos. En los dos puntos antes comentados,
las velocidades de crecimiento de E2 son similares cuando se consideran conductancias ma-
yores a 100 m2/d. Tercero, los gradientes de crecimiento de la eficiencia en los puntos P5 y
P11 cambian dra´sticamente segu´n la conductancia considerada. Dicho gradiente es mucho
mayor cuando la conductancia sobrepasa los 200 m2/d, especialmente si los subespacios de
reduccio´n se encuentran generados por entre 20 y 200 vectores de Lanczos. Cuarto, para
los cuatro puntos de control analizados hasta ahora y considerando taman˜os de subespacio
de reduccio´n mayores a 1000 vectores de Lanczos, las estimaciones de E2 aumentan ra´pida
y mono´tonamente hacia el valor o´ptimo del 100 %. Por u´ltimo, respecto de las eficiencias
estimadas en P16 y P19, se destaca que: (a) las mı´nimas eficiencias son relativamente
grandes, superando el 50 y el 70 %, respectivamente, (b) las tendencias de crecimiento de
E2 en P19 son muy parecidas para todas las conductancias consideradas, (c) los gradientes
de crecimiento en P16 aumentan a medida que la conductancia considerada disminuye y
(d) a diferencia de los resultados encontrados al aplicar el MAV-CSEM, las simulaciones
de las alturas piezome´tricas en P19 alcanzan la eficiencia o´ptima del 100 % en todos los
modelos reducidos empleando el MLAN.
De las estimaciones realizadas para los diferente ı´ndices de comportamiento, con res-
pecto a las alturas piezome´tricas, se puede concluir lo siguiente. Primero, las magnitudes
de todos los ı´ndices de comportamiento mejoran a medida que decrece la conductancia
impuesta al r´ıo. Este resultado es ana´logo al encontrado, a lo largo de este cap´ıtulo, para
los dema´s para´metros de control simulados por los modelos reducidos del MAV-CSEM y
el MLAN. Segundo, los ı´ndices de comportamiento estimados para las alturas piezome´tri-
cas simuladas en los puntos de control P1 y P2 han sido los ma´s desfavorables, tanto
i
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en magnitud, como en gradiente de (de)crecimiento. Por consiguiente, dichos puntos le
imponen mayores requerimientos de eficiencia a los modelos reducidos por el MLAN, con-
dicio´n que se atribuye a la localizacio´n cr´ıtica de ambos puntos, cercanos tanto a tramos
de la red de drenaje como a zonas de bombeo. Tercero, la simulacio´n adecuada de las
alturas piezome´tricas mediante modelos reducidos por el MLAN demanda el uso de me-
nores recursos computacionales a los que han sido requeridos para los caudales parciales
de intercambio en los diferentes tramos de la red de drenaje. Cuarto, ana´logamente a los
resultados obtenidos para los modelos reducidos de acu´ıferos regulares homoge´neos o hete-
roge´neos, para simular adecuadamente las alturas piezome´tricas en localizaciones cercanas
a las relaciones r´ıo-acu´ıfero, se han demandado mayores taman˜os en los modelos reducidos
por el MLAN. Dichos requerimientos tambie´n esta´n controlados por la ubicacio´n relativa
del punto de ana´lisis con respecto a las zonas de extraccio´n y por la magnitud local de
los para´metros hidra´ulicos, los cuales pueden llegar a amplificar la velocidad de respuesta
piezome´trica. Por u´ltimo, a diferencia de las simulaciones obtenidas por el MAV-CSEM,
las piezometr´ıas en la localizacio´n P19 han sido representadas correctamente mediante
los modelos reducidos por el MLAN. El anterior resultado sugiere que el MLAN simula
para´metros de control poco agregados sobre el dominio del acu´ıfero ma´s adecuadamen-
te que el MAV-CSEM. Entre dichos para´metros se destacan las alturas piezome´tricas
puntuales o los caudales de interaccio´n r´ıo-acu´ıfero en una pequen˜a porcio´n de la red de
drenaje en zonas cr´ıticas localizadas cerca de pozos o del r´ıo. Au´n as´ı, este tipo de proble-
mas merecen ser tratados ma´s detalladamente en trabajos posteriores, estudiando casos
de flujo subterra´neo mucho ma´s adversos a los presentados en esta investigacio´n.
8.6. Conclusiones y discusio´n
Las te´cnicas de reduccio´n modal, mediante el MAV-CSEM, y por subespacios de Kry-
lov, empleando el MLAN, han sido aplicadas sobre un acu´ıfero altamente heteroge´neo,
con contornos irregulares, conectado con una red de drenaje sinuosa y sometido a on-
ce AE. La configuracio´n geome´trica de dicho acu´ıfero y la variabilidad espacial de sus
para´metros hidra´ulicos han representado un importante reto para la eficiencia operativa
de ambas te´cnicas. Como ha sido discutido a lo largo de este cap´ıtulo, de acuerdo con las
propuestas realizadas en las secciones 6.5 y 7.2, los criterios para detener la generacio´n
de los subespacios de reduccio´n dependen de las AE impuestas, mediante la evaluacio´n
de los coeficientes de reparto y los factores de participacio´n acumulados de los autovecto-
res y vectores de Lanczos, respectivamente. As´ı pues, en la configuracio´n propuesta se ha
detectado que las AE 4 y 9 influyen en alargar el procedimiento de generacio´n de dichos
subespacios de reduccio´n puesto que la variacio´n espectral de sus coeficientes de reparto
o factores de participacio´n acumulados es muy lenta. En todos los modelos planteados,
las AE antes mencionadas no cumplieron con los criterios de parada de la generacio´n del
subespacio de reduccio´n cuando las dema´s lo hab´ıan hecho, por lo cual se considera que
e´stas controlan dicho procedimiento. Lo anterior tiene como consecuencia el aumento de
los requerimientos computacionales y de almacenamiento de la reduccio´n.
En el caso del MAV-CSEM, al haber utilizado un generador de modos efectivos ba-
sado en el me´todo racional de Lanczos con ROP y reinicio expl´ıcito, los requerimientos
de reduccio´n han sido mucho mayores que los necesarios en el MLAN por varias razones.
Primero, para llevar a cabo ma´s eficientemente el ana´lisis de sensibilidad de los diferente
para´metros de control deseados, se han generado directamente los primeros 1500 modos
para lo cual, en principio, se impuso un l´ımite de participacio´n modal muy pequen˜o. Segun-
do, para efectos de deflacio´n vectorial, se deben almacenar todos los autovectores durante
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la generacio´n, demandando gran cantidad de recurso f´ısico de memoria. Tercero, a pesar
de imponer ROP durante la iteracio´n racional de Lanczos, dicha operacio´n es bastante
demandante en te´rminos de procesamiento puesto que en cada reortogonalizacio´n efec-
tuada se aplica un PGS iterativo que demanda muchas operaciones aritme´ticas. Cuarto,
el reinicio expl´ıcito requiere ir guardando todos los vectores de Lanczos generados para
poder aplicar la deflacio´n sobre el subespacio de Krylov parcial, lo cual genera una carga
de almacenamiento muy considerable, adicional a las antes comentadas.
Ahora bien, en el caso del MLAN, los recursos computacionales usados para generar
los subespacios de Krylov no han sido tan grandes como los necesarios para generar los
modos efectivos. Al respecto, tanto las operaciones de ca´lculo como la cantidad de recurso
de almacenamiento son mucho menores en el MLAN que en el MAV-CSEM, por las
siguientes razones. Primero, la iteracio´n racional de Lanczos utilizada en MLAN no incluye
rutinas de reinicio, con lo cual se ahorran las operaciones relacionadas. Segundo, tambie´n
se evitan las operaciones de reconstruccio´n del subespacio de autovectores, es decir, los
pasos requeridos para transformar el subespacio generado por los vectores de Ritz en un
subespacio de autovectores. Tercero, el nu´mero de operaciones de ROP es mucho menor, a
pesar de que este procedimiento consume la mayor cantidad de recursos computacionales y
de almacenamiento en la iteracio´n de Lanczos del MLAN a causa de la aplicacio´n repetida
del PGS. Cuarto, la convergencia hacia uno de los factores de participacio´n acumulados
es un poco ma´s ra´pida que la exhibida por los coeficientes de reparto acumulados.
En la pra´ctica, los anteriores requerimientos se traducen en gastos de memoria RAM
de ordenador y de tiempo de procesamiento durante la generacio´n. Concretamente, al
generar un subespacio de reduccio´n formado por 1500 vectores para el acu´ıfero heteroge´neo
estudiado en este cap´ıtulo, se obtuvieron los resultados que se describen a continuacio´n.
Para el MAV-CSEM se requiere de aproximadamente 480 MB de almacenamiento virtual,
empleando un tiempo de generacio´n un poco mayor a 4 horas usando un procesador
Intel c©Core i7 de 2.6 MHz. Por su parte, el MLAN demanda usar aproximadamente
300 MB de memoria, gastando un tiempo de ca´lculo muy cercano a dos horas y media,
utilizando el mismo procesador. Este experimento sencillo fue ejecutado aparte de los
ana´lisis de sensibilidad que han sido presentados a lo largo de este estudio.
Es importante resaltar que la carga computacional de generacio´n del subespacio de
reduccio´n demandada por ambas metodolog´ıas para el acu´ıfero analizado es considerable.
Esto se deduce en base a la discretizacio´n espacial impuesta para la resolucio´n de la EDP
de flujo subterra´neo, la cual esta´ formada por 21850 bloques activos. De ello se sigue
que cada vector incluido en los subespacios de reduccio´n esta´ formado por un nu´mero de
componentes igual al anteriormente mencionado y, para ambas metodolog´ıas, la matriz ge-
neradora del subespacio de reduccio´n tiene la forma Vˆ ∈ R21850×m, donde m = 1500 para
el MAV-CSEM y m = 3000 para el MLAN. Dado que dichos subespacios son ortonor-
males, es importante almacenar estos componente en precisio´n doble, lo cual incrementa
ostensiblemente el recurso de memoria a utilizar. De forma ana´loga a lo presentado en
cap´ıtulos anteriores para acu´ıferos rectangulares, los requerimientos de reduccio´n dismi-
nuyen a medida que se consideran conexiones imperfectas entre el r´ıo y el acu´ıfero. Esto
se debe a que la amplitud espectral de variabilidad, tanto para los coeficientes de reparto
como para los factores de participacio´n, disminuyen a medida que se imponen menores
conductancias sobre el r´ıo. A pesar de lo anterior, au´n para conexiones r´ıo-acu´ıfero casi
imperfectas, los criterios de parada establecidos para la generacio´n de los subespacios de
reduccio´n han demandado considerar ma´s de 500 vectores para todas las AE.
Tambie´n cabe resaltar el importante efecto que tiene la heterogeneidad del acu´ıfero y
la irregularidad de sus contornos sobre los requerimientos de eficiencia impuestos sobre
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la generacio´n de los subespacios de reduccio´n. Particularmente, en el acu´ıfero analizado
se han superpuesto dos condiciones desfavorables, en te´rminos de disminuir la eficiencia
de dicha generacio´n. En primera instancia, se ha aplicado un campo de transmisividades
altamente heteroge´neo; adema´s, la zona ma´s transmisiva del acu´ıfero se conecta con una
red de drenajes de cauces sinuosos perennes. Al unir las anteriores caracter´ısticas se deduce
que la velocidad de respuesta de las relaciones r´ıo-acu´ıfero, con respeto a las AE actuando
sobre el acu´ıfero, aumenta con respecto a si dicha red de drenaje estuviera situada en otra
zona. Sin embargo, dado que el a´rea cubierta por el acu´ıfero es amplia, dicha velocidad
de respuesta disminuye para las AE situadas ma´s lejos de la conexio´n r´ıo-acu´ıfero. Como
consecuencia de los tres factores antes mencionados, al plantear la analog´ıa de los MPE
sobre un modelo resuelto por el MAV, se deduce que los autovalores de menor magnitud
son pequen˜os, pero las amplitudes espectrales con mayores variabilidades en los coeficientes
de reparto son muy grandes en algunos casos, dado que varias de las AE impuestas sobre
el acu´ıfero abarcan grandes extensiones del dominio espacial del acu´ıfero. En particular, la
variabilidad espectral de los coeficientes de reparto para las AE 4 y 9 son semejantes a las
obtenidas para recarga uniformemente distribuida aplicada sobre un acu´ıfero rectangular;
similitud razonable dadas las grandes extensiones de acu´ıfero excitadas por dichas AE.
Se ha realizado un ana´lisis de sensibilidad acerca de la influencia de la parametrizacio´n
de reduccio´n del modelo sobre la representatividad de los para´metros de control deseados,
en funcio´n del grado de conexio´n r´ıo-acu´ıfero. Para el MAV-CSEM, el para´metro conside-
rado fue el l´ımite de participacio´n modal, mientras que para el MLAN se modificaron los
taman˜os de los subespacios de Krylov de reduccio´n. A partir de las simulaciones obtenidas
mediante modelos reducidos, se estimaron ı´ndices de comportamiento con respecto a si-
mulaciones obtenidas empleando modelos resueltos por DF, para lo cual se ha utilizado la
solucio´n del problema transitorio sujeto a condicio´n de contorno nulas con el fin de evitar
los sesgos artificiales en las estimaciones ocasionados por la cuantificacio´n de la solucio´n
del problema en re´gimen permanente, que no se incluye en el procedimiento de reduccio´n,
el cual produce normalizaciones de gran magnitud que pueden ocultar disparidades entre
las simulaciones reducidas y las de referencia. En general, todos los para´metros se repre-
sentan ma´s adecuadamente cuando el subespacio de reduccio´n ha sido generado por 1000
autovectores para el MAV-CSEM o vectores de Lanczos para el MLAN, obtenie´ndose
estimaciones de BIAS inferiores al 0.4 %, RMS cercanos al 0.5 % y E2 de casi el 100 %.
En particular, en modelos reducidos planteados por el MAV-CSEM se ha observado que
en el intervalo 10−5 ≤ blim ≤ 10−3 la disminucio´n del nu´mero de modos efectivos y, al
mismo tiempo, la variabilidad de los ı´ndices de participacio´n estimados, es ma´s evidente.
De las simulaciones obtenidas y los ı´ndices de comportamiento estimados, se concluye que
imponiendo blim ≈ 2.5×10−4 es suficiente para lograr una solucio´n de compromiso entre el
taman˜o del modelo reducido y la representatividad casi perfecta de los para´metros de con-
trol deseados, con excepcio´n de las alturas piezome´tricas en algunas localizaciones cr´ıticas
del acu´ıfero (P1, P2 y P19). Con respecto a los modelos reducidos aplicando el MLAN,
generar un subespacio de Krylov de reduccio´n formado por 800 vectores de Lanczos es
suficiente para mantener la representatividad de los para´metros de control deseados, con
excepcio´n de los caudales subterra´neos a lo largo de toda la red de drenaje.
Los caudales subterra´neos a lo largo de la red de drenaje conectada con el acu´ıfero
han sido mejor representados mediante modelos reducidos por el MAV-CSEM que por
el MLAN. Es decir, los subespacios de reduccio´n necesitan muchos menos autovectores
efectivos que vectores de Lanczos para lograr ı´ndices de comportamiento cercano a los
o´ptimos. Esta caracter´ıstica se atribuye a la imposicio´n del modo efectivo de conservacio´n,
el cual preserva la ecuacio´n de continuidad tomando el dominio del acu´ıfero como volumen
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de control. Al respecto, debe recordarse que los criterios de parada para la generacio´n de
dichos subespacios de reduccio´n propenden por obtener una cantidad de autovectores o
vectores de Lanczos tales que se preserve el volumen de agua que entra al acu´ıfero en cada
intervalo de simulacio´n, con lo cual su propo´sito tambie´n es preservar, hasta cierto punto,
la ecuacio´n de continuidad. Alternativamente, los para´metros de control distribuidos en el
acu´ıfero, como alturas piezome´tricas, volu´menes almacenados en subdominios del acu´ıfe-
ro, caudales subterra´neos parciales, entre otros, han sido mejor representados mediante el
MLAN utilizando taman˜os relativamente pequen˜os para los subespacios de Krylov gene-
rados mediante la iteracio´n racional de Lanczos. Tanto para el MAV-CSEM como para
el MLAN, los modelos reducidos de menor taman˜o que representan adecuadamente la
dina´mica de flujo del acu´ıfero son mucho ma´s pequen˜os que los modelos originales, lo cual
se traduce en que las eficiencias de simulacio´n han aumentado considerablemente.
A pesar de ello, si se consideran subespacios de autovectores o vectores de Lanczos
del mismo taman˜o, el MAV-CSEM es ma´s eficiente en la ejecucio´n de la simulacio´n del
flujo subterra´neo por que tiene asociada una ecuacio´n de estado expl´ıcita y, por lo tanto,
no requiere de iteraciones internas en cada intervalo de simulacio´n. Ma´s au´n, los estados
acumulados del acu´ıfero tambie´n son expl´ıcitos, por lo cual no es necesario realizar la inte-
gracio´n nume´rica a lo largo de dicho intervalo para obtener los volu´menes totales detra´ıdos
o aportados al r´ıo. Por ejemplo, considerando el acu´ıfero heteroge´neo estudiado en este
cap´ıtulo, se ha asumido un l´ımite de participacio´n de 10−4 para un modelo reducido por
el MAV-CSEM, lo cual implica incluir cerca de 800 autovectores en la matriz correspon-
diente, y un subespacio de Krylov formado por la misma cantidad de vectores de Lanczos,
para el mismo modelo reducido por el MLAN. Adema´s, imponiendo una conductancia
de 500 m2/d sobre los bloques de r´ıo, durante las simulaciones se ha obtenido que: (i)
el MAV-CSEM requiere de aproximadamente 220 MB de almacenamiento virtual, em-
pleando un tiempo de casi dos minutos, usando un procesador Intel c©Core i7 de 2.6 MHz;
(ii) el MLAN requiere usar aproximadamente 300 MB de memoria, gastando un tiempo
pro´ximo a cinco minutos, utilizando el mismo procesador; (iii) el modelo resuelto por DF
requiere cerca de dos horas para obtener los para´metros de control deseados. En contraste,
el MAV con truncamiento conservativo que incluye la misma cantidad de autovectores,
siendo todos e´stos efectivos para todas las AE, requiere de aproximadamente 250 MB de
almacenamiento virtual y emplea un poco menos de tres minutos para simular.
Cabe destacar que, tanto el MAV-CSEM como el MLAN, obtienen simulaciones acep-
tables de los para´metros de control definidos en el apartado 8.3.5, incluso para la confi-
guracio´n desfavorable, en te´rminos de eficiencia, planteada para el acu´ıfero analizado a
lo largo de este cap´ıtulo. As´ı, se ha mostrado que es posible incluir modelos de acu´ıfero
heteroge´neos, finamente discretizados en el espacio, en los modelos de simulacio´n del uso
conjunto sin afectar considerablemente la eficiencia de su simulacio´n o la optimizacio´n de
su operacio´n. Si bien ambas metodolog´ıas han demostrado ser eficientes para reducir mo-
delos de flujo subterra´neo de gran taman˜o, planteados en acu´ıferos altamente heteroge´neos
que manifiestan contornos con geometr´ıa irregular, los resultados discutidos a lo largo de
este cap´ıtulo muestran que escoger uno de dichos me´todos, por encima del otro, depen-
de del para´metro de control que se desea representar ma´s adecuadamente. Para finalizar,
debe recordarse que en modelos de simulacio´n conjunta hay que simular a la vez los siste-
mas superficial y el subterra´neo. Las aplicaciones pra´cticas han demostrado que el poder
simular expl´ıcitamente el o los acu´ıferos supone una ventaja crucial a favor del MAV-
CSEM. El tener que calcular en cada intervalo la relacio´n r´ıo-acu´ıfero puede demandar
ma´s medios computacionales para el MLAN dentro de la simulacio´n u optimizacio´n de un
sistema de recursos h´ıdricos. Lo anterior se torna cr´ıtico especialmente si se quieren incluir
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otros para´metros de control como volu´menes en ciertas zonas del acu´ıfero, niveles medios
en ciertas zonas u otras cuando existen muchos acu´ıferos dentro del sistema. Asimismo,
podr´ıa ser ma´s interesante usar el MAV-CSEM cuando interesa resolver no linealidades,
como la desconexio´n r´ıo-acu´ıfero, el secado de manantiales, entre otras. Este es un tema
que no ha sido abordado en esta investigacio´n y debe ser estudiado en trabajos posteriores.
i
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9
Conclusiones y futuras l´ıneas
de investigacio´n
9.1. Conclusiones
Uno de los campos ma´s fe´rtiles actualmente en la investigacio´n hidrolo´gica es el desa-
rrollo de te´cnicas nume´ricas para la ejecucio´n eficiente de modelos distribuidos. En este
trabajo, se ha llevado a cabo una exhaustiva revisio´n de la literatura cient´ıfica, de la cual
se ha concluido que las tendencias ma´s aceptadas hoy en d´ıa para incluir a los acu´ıferos
como elementos pertenecientes a un sistema de recursos h´ıdricos se basan en lograr una
modelacio´n adecuada de la dina´mica del flujo subterra´neo mediante la aplicacio´n de al-
guna te´cnica de reduccio´n de un modelo nume´rico complejo a una forma ma´s simple. La
caracter´ıstica principal del modelo reducido obtenido es que su ejecucio´n es ma´s eficien-
te que la del modelo nume´rico original y representa, lo ma´s adecuadamente posible, los
diferentes para´metros del acu´ıfero. Todas las te´cnicas de reduccio´n construyen un subes-
pacio ortogonal que proyecta al modelo original sobre su espacio de estados, la diferencia
entre ellas radica en las hipo´tesis adoptadas para la generacio´n de dicho subespacio de
proyeccio´n. As´ı pues, en esta investigacio´n se ha puesto e´nfasis en las te´cnicas basadas en
la estructura matema´tica del modelo, dicho de otra forma, se han estudiado te´cnicas de
reduccio´n en las cuales los subespacios ortogonales de proyeccio´n dependen exclusivamente
de la configuracio´n de las condiciones de contorno y los para´metros de flujo establecidos
en el modelo original: la reduccio´n modal y la reduccio´n en los subespacios de Krylov.
De las familias de te´cnicas de reduccio´n basadas en la estructura del modelo antes
mencionadas, se ha estudiado con mayor profundidad el MAV y el MLAN por diferen-
tes razones: (i) ambos me´todos han sido aplicados previamente con e´xito en problemas
relacionados con la hidrogeolog´ıa, (ii) no es necesario considerar o incluir datos medidos
de la variable a representar dentro del procedimiento de reduccio´n, (iii) sus esquemas
conceptuales son fa´cilmente adaptables a la EDP de flujo subterra´neo y (iv) permiten la
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lo largo de toda la investigacio´n se ha trabajado asumiendo la hipo´tesis de linealidad en el
modelo, lo cual tiene la gran ventaja de permitir el uso del principio de superposicio´n para
simplificar la resolucio´n del modelo de flujo subterra´neo. Al respecto, se ha adoptado un
esquema de superposicio´n que plantea dos componentes de la solucio´n total, una en re´gi-
men permanente y otra en re´gimen transitorio. Esta operacio´n se configura para lograr que
dicha solucio´n transitoria este´ sujeta a condiciones de contorno nulas e invariantes, lo cual
hace posible expresar el problema transitorio en te´rminos de un SLIT, por consiguiente la
aplicacio´n tanto del MAV como del MLAN se afronta de forma directa. Asimismo, evita
tener que manipular artificialmente las condiciones de contorno y permite la evaluacio´n
directa de los para´metros de control requeridos por el modelo de uso conjunto.
El MAV ha probado ser muy adecuado para simular el flujo subterra´neo en acu´ıferos
pertenecientes a un modelo de uso conjunto. Su marco teo´rico permite reducir modelos
lineales anal´ıtica y nume´ricamente de forma eficiente aplicando el principio de superpo-
sicio´n, para separar los componentes en re´gimen permanente y transitorio del modelo de
flujo subterra´neo, donde el procedimiento de reduccio´n actu´a sobre la solucio´n transitoria.
Anal´ıticamente, la solucio´n del problema transitorio se divide en dos factores. El primero
se escribe como sucesiones que dependen de las coordenadas espaciales, mientras que el
segundo consiste en funciones de estado sencillas dependientes del tiempo. Las sucesiones
de la componente espacial se obtienen resolviendo un problema regular de Sturm-Liouville,
cuya solucio´n conduce a los autovalores y autofunciones del acu´ıfero. La solucio´n total por
superposicio´n de la EDP de flujo subterra´neo se escribe en la forma de series de Fou-
rier que dependen de los autovalores, las autofunciones y del tiempo. Para reducir las
soluciones anal´ıticas es posible plantear sus respectivos MPE. Nume´ricamente, el MAV
resuelve la EDP de flujo subterra´neo discretizada en el espacio usando funciones de estado
sencillas dependientes del tiempo y de las componentes modales ortogonales del acu´ıfero:
sus autovalores y autovectores, tambie´n conocidos como modos. La solucio´n completa del
modelo puede reducirse aplicando tanto el truncamiento trauma´tico como el conservativo.
Algunas soluciones cla´sicas de modelos de flujo subterra´neo en acu´ıferos rectangulares y
homoge´neos mediante el MAV, han sido usadas como referencia para evaluar el desempen˜o
de las estrategias de reduccio´n propuestas.
La reduccio´n de soluciones anal´ıticas de la EDP de flujo subterra´neo para estimar los
para´metros de flujo de un acu´ıfero es un procedimiento muy frecuentemente usado en el
ana´lisis de las curvas de agotamiento de r´ıos permanentes. Tradicionalmente, se han em-
pleado modelos reducidos construidos en base a soluciones unidimensionales para el caudal
descargado al r´ıo con el fin de evaluar el ı´ndice de agotamiento, a partir del cual se estima
la difusividad del acu´ıfero. Este es el caso del MRORA, cuya base conceptual consiste en
una solucio´n deducible mediante el MAV, sobre la que se aplica la hipo´tesis de Maillet
para considerar u´nicamente la primera componente de decaimiento exponencial en dicha
solucio´n. Sin embargo, durante los u´ltimos an˜os ha crecido la controversia acerca de la
aplicabilidad del MRORA en los ana´lisis de curvas de agotamiento puesto que, como ha
sido ampliamente debatido por diversos autores, sus hipo´tesis de desarrollo no proceden en
la mayor´ıa de casos pra´cticos reales. As´ı pues, en base a los estudios llevados a cabo en un
acu´ıfero de contorno irregular, homoge´neo e iso´tropo, para diferentes grados de conexio´n
con un r´ıo sinuoso e inclinado, se ha concluido que la aplicacio´n del MAV para descri-
bir la dina´mica de descarga de dicho acu´ıfero proporciona resultados ma´s robustos que el
MRORA. Esta afirmacio´n se justifica en el sentido de dejar atra´s tanto las asunciones
subjetivas, como las limitaciones metodolo´gicas impuestas por el MRORA, especialmente
por que en el cap´ıtulo 5 ha quedado demostrado que muchos de los modos que conforman
la solucio´n anal´ıtica por el MAV actu´an sobre la respuesta del hidrograma durante las
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curvas de agotamiento, en particular cuando se asume conexio´n perfecta entre el r´ıo y el
acu´ıfero. Tener en cuenta la anterior caracter´ıstica se traduce en una mejor representacio´n
del comportamiento dina´mico del flujo subterra´neo por que hace posible afrontar proble-
mas ma´s complejos donde el acu´ıfero manifiesta geometr´ıa irregular, diferentes tipos de
conexio´n con un r´ıo horizontal o inclinado, recto o sinuoso.
El estudio de las soluciones anal´ıticas y nume´ricas para acu´ıferos sencillos por el MAV,
ha permitido identificar algunas caracter´ısticas f´ısicas en la solucio´n matema´tica que per-
miten acotar a priori el taman˜o del modelo reducido, asegurando que, hasta cierto punto,
se representen adecuadamente las diferentes variables de estado del acu´ıfero. En base a las
soluciones mediante los MPE ha quedado claro que el mı´nimo taman˜o requerido para el
modelo reducido se relaciona directamente con los coeficientes de reparto acumulados para
cada una de las acciones exteriores sobre el acu´ıfero. Por consiguiente, si sus respectivos
coeficientes de reparto acumulados se encuentran cercanos a uno, puede decirse que la can-
tidad de modos disponibles es suficiente, el taman˜o del modelo reducido ha sido acotado y
el efecto del modo para preservar la ecuacio´n de continuidad no es demasiado importante.
Analizando las soluciones nume´ricas se ha mostrado que existen algunos modos que no
participan activamente en la modificacio´n de los estados del acu´ıfero y e´stos se relacionan
con coeficientes de reparto casi nulos. De acuerdo a las anteriores observaciones, las cuales
no han sido presentadas hasta ahora en la literatura cient´ıfica, se propone el uso de dos
ı´ndices que, junto con esquemas automa´ticos de generacio´n de modos, permiten efectuar
la creacio´n de los subespacios de proyeccio´n requeridos para fines de reduccio´n en el MAV.
Primero, el coeficiente de reparto para evaluar si el modo considerado representa una com-
ponente significativa en el espacio de los estados del modelo. Segundo, el coeficiente de
reparto acumulado modal con el propo´sito de verificar, previo a la simulacio´n nume´rica
transitoria, si la cantidad de modos generados es suficiente para representar adecuadamen-
te los estados del modelo. Estos ı´ndices tienen la ventaja de incorporar las caracter´ısticas
f´ısicas de las acciones exteriores en el proceso de reduccio´n, dando robustez y flexibilidad
tanto al modelo reducido, como a las simulaciones obtenidas por e´ste.
Se ha propuesto un nuevo marco conceptual para la reduccio´n modal de modelos linea-
les de flujo subterra´neo, denominado MAV-CSEM, el cual puede disminuir drama´tica-
mente el taman˜o de dicho modelo, aumentando la eficiencia de su ejecucio´n y disminuyendo
la memoria virtual requerida. La aplicacio´n pra´ctica del MAV-CSEM se logra en base a
los siguientes conceptos novedosos: (i) modos efectivos, (ii) modos residuales, (iii) l´ımite
de participacio´n modal, (iv) ma´scara de estados efectivos y (v) nivel de continuidad. Los
modos efectivos corresponden a aquellos cuyos coeficientes de reparto, para una accio´n
exterior dada, superan el l´ımite de participacio´n modal impuesto a priori. Por su parte,
los modos residuales son el complemento de los modos efectivos y se detectan cuando
sus coeficientes de reparto son inferiores al l´ımite de participacio´n impuesto. Asimismo,
la ma´scara de estados efectivos es una matriz lo´gica que indica cuales son las acciones
exteriores que excitan efectivamente cada uno de los modos disponibles. A partir de las
anteriores definiciones, se ha propuesto un novedoso esquema de simulacio´n reducida en-
mascarada que puede llegar a incrementar notablemente la eficiencia al evaluar la ecuacio´n
de estados del acu´ıfero, lo cual se logra da´ndole prioridad a los estados efectivos por enci-
ma de los residuales. Por u´ltimo, el nivel de continuidad se define como el l´ımite inferior
de los coeficientes de reparto acumulados para todas las acciones exteriores impuestas. De
ah´ı que el uso adecuado de dicho concepto hace posible establecer criterios f´ısicos para
detener la generacio´n de los modos efectivos y permite plantear un taman˜o mı´nimo para
el modelo reducido, tal que la mayor´ıa de las variables de estado del acu´ıfero simulado se
presentan adecuadamente. Al respecto, aplicando el marco conceptual del MAV-CSEM
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en acu´ıferos rectangulares homoge´neos conectados imperfectamente con un r´ıo, se han
obtenido simulaciones muy aceptables para diferentes variables de estado del acu´ıfero a
bajos costos computacionales, similares a los requeridos por las soluciones anal´ıticas de
los MPE. Mediante un ana´lisis de los resultados obtenidos en los experimentos nume´ricos
efectuados en esta investigacio´n se ha encontrado que asumir un nivel de continuidad cer-
cano a uno es suficiente para representar las alturas piezome´tricas con pequen˜os errores.
En efecto, para los caudales es imperativo lograr la preservacio´n de la ecuacio´n de conti-
nuidad, aunque lo anterior no es rigurosamente necesario para simular adecuadamente las
alturas piezome´tricas. Au´n as´ı, en aplicaciones reales no es importante aproximar hasta
el ma´ximo las piezometr´ıas puesto que los pequen˜os errores no suelen tener importancia
econo´mica alguna en la operacio´n de los sistemas de uso conjunto.
A este respecto, despue´s de una exhaustiva revisio´n bibliogra´fica se ha concluido que
la generacio´n de los modos efectivos debe realizarse mediante el uso de me´todos iterativos
para la solucio´n de problemas generalizados de autovectores, combinados con los crite-
rios de base f´ısica definidos anteriormente. De dicha revisio´n se ha concluido que el uso
de me´todos cla´sicos basados en transformaciones es inadecuado cuando las matrices del
modelo de flujo son muy grandes, puesto que su cara´cter disperso se destruye a medida
que avanzan dichas transformaciones, lo cual ocasiona una notable pe´rdida de eficiencia
en la generacio´n. Adema´s, estos me´todos tienen el inconveniente de encontrar todos los
modos del problema, lo cual es inaplicable cuando e´ste posee grandes dimensiones. As´ı,
para mantener la eficiencia computacional en la generacio´n, se ha planteado que dichos
generadores revisen simulta´neamente el cumplimiento del l´ımite de participacio´n modal y
el nivel de continuidad de los modos efectivos, para todas las acciones exteriores conside-
radas. Esto con el propo´sito de determinar secuencialmente si un modo es efectivo, con
lo cual su autovector asociado puede incluirse en la matriz de autovectores, y se detiene
la generacio´n cuando la evaluacio´n del criterio de parada es satisfactoria. Las ventajas de
incluir criterios f´ısicos en la resolucio´n de un problema generalizado de autovectores son:
(i) se evita ejecutar operaciones innecesarias, (ii) se preserva adecuadamente la ecuacio´n
de continuidad para el volumen que entra al acu´ıfero proveniente de las acciones exte-
riores y (iii) al usar algoritmos iterativos basados en el producto matriz-vector disperso,
se conserva la estructura dispersa de las matrices del modelo de flujo, ahorrando recurso
computacional y de almacenamiento. Considerando las caracter´ısticas antes mencionadas,
se han implementado generadores basados en el algoritmo de minimizacio´n del cociente de
Rayleigh y el me´todo racional de Lanczos con reinicio expl´ıcito para la solucio´n iterativa
de los problemas de autovectores generalizados involucrados en la generacio´n modal.
Tambie´n se ha presentado una adaptacio´n del MLAN para simular eficientemente el
flujo subterra´neo, especialmente las relaciones r´ıo-acu´ıfero, en modelos de sistemas de uso
conjunto. El esquema de reduccio´n se basa en una transformacio´n inversa con desplaza-
miento de la iteracio´n de Lanczos cla´sica, lo cual hace posible interpolar impl´ıcitamente
de forma ma´s adecuada el espectro inferior del modelo de flujo. Tambie´n se ha propuesto
un criterio de parada de base f´ısica durante la generacio´n del subespacio de Krylov, el
cual se basa en la acumulacio´n de los factores de participacio´n. Para lo anterior se ha pro-
puesto una modificacio´n de la expresio´n para dichos factores, la cual se basa en imponer
el cumplimiento de la ecuacio´n de continuidad sobre el volumen de agua que entra o sale
del acu´ıfero proveniente de las acciones exteriores. Con ello, se ha establecido el ca´lculo de
un factor de participacio´n volume´trico acumulado que, ana´logamente a los coeficientes de
reparto acumulado del MAV, se aproximan a uno cuando el nu´mero de vectores de Lan-










CAPI´TULO 9. CONCLUSIONES 297
Para hacer posible el ca´lculo de los volu´menes integrados de intercambio entre el r´ıo
y el acu´ıfero, se ha propuesto un esquema de integracio´n nume´rica de los estados de
Lanczos. Igualmente, se han adaptado apropiadamente los conceptos de para´metros de
control en el marco conceptual del MLAN con el fin de acelerar los ca´lculos de las variables
de estado requeridas por los modelos de uso conjunto, especialmente las relaciones r´ıo-
acu´ıfero. La aplicacio´n del MLAN en acu´ıferos rectangulares homoge´neos ha demostrado
que las simulaciones tanto de las relaciones r´ıo-acu´ıfero, como de las alturas piezome´tricas,
han sido bastante aceptables, con un reducido costo computacional.
Las principal limitacio´n de los me´todos de reduccio´n propuestos es que su aplicacio´n es
va´lida u´nicamente para acu´ıferos lineales, dentro de los cuales se encuentran los acu´ıferos
confinados bidimensionales o acu´ıferos tridimensionales que incorporan u´nicamente condi-
ciones de contorno lineales, cuya distribucio´n espacial es invariante en el espacio, pero que
sus intensidades var´ıan discretamente por intervalos temporales de simulacio´n transitoria.
As´ı, el MAV-CSEM y el MLAN han sido aplicados para reducir dos acu´ıferos lineales
altamente discretizados, complejos y heteroge´neos. El primero es un acu´ıfero rectangular,
conectado con un r´ıo recto, que manifiesta tres bandas con propiedades hidra´ulicas uni-
formes, sometido a una recarga uniformemente distribuida y a bombeo de igual magnitud
en cinco localizaciones diferentes a lo largo de mil d´ıas de simulacio´n. El segundo es un
acu´ıfero altamente heteroge´neo y aniso´tropo, de contornos irregulares, conectado con un
r´ıo sinuoso e inclinado. E´ste se encuentra sometido a once acciones exteriores aplicadas
durante cinco mil cien d´ıas de simulacio´n. De estas acciones exteriores, cinco correspon-
den a bombeo uniforme por regiones y las seis restantes se refieren a recargas distribuidas
uniformemente por zonas. En ambos acu´ıferos, la aplicacio´n de cada te´cnica de reduccio´n
se ha llevado a cabo realizando un ana´lisis de sensibilidad. E´ste tuvo como objetivo in-
vestigar la influencia que tiene modificar simulta´neamente: (i) la parametrizacio´n de las
relaciones r´ıo-acu´ıfero, expresada en funcio´n de la conductancia del r´ıo, y (ii) los para´me-
tros de reduccio´n, sobre la mejor o peor representacio´n de algunos para´metros de control
seleccionados, como pueden ser las alturas piezome´tricas, los volu´menes almacenados y las
relaciones r´ıo-acu´ıfero parciales en tramos de la red de drenaje. En particular, los para´me-
tros de reduccio´n antes mencionados corresponden al l´ımite de participacio´n modal para
MAV-CSEM y taman˜o del subespacio de Krylov de reduccio´n para el MLAN.
Los resultados de los ana´lisis de sensibilidad en ambos acu´ıferos demuestran la gran
influencia que tiene la parametrizacio´n de la conexio´n r´ıo-acu´ıfero en el aumento o dis-
minucio´n de los requerimientos de reduccio´n, tanto empleando el MAV-CSEM como el
MLAN. A lo largo de toda esta investigacio´n ha quedado claro que los taman˜os de los
subespacios de reduccio´n, requeridos para representar ma´s adecuadamente todas las va-
riables de estado del flujo del acu´ıfero, aumentan a medida que la conexio´n entre el r´ıo y el
acu´ıfero tiende a ser perfecta. Asimismo, se ha demostrado que el MAV-CSEM demanda
mayores recursos computacionales que el MLAN en relacio´n a la construccio´n del subes-
pacio de reduccio´n respectivo. Dicha generacio´n, aplicada en los acu´ıferos estudiados, ha
mostrado que el tiempo requerido por el MAV-CSEM para cumplir las condiciones de pa-
rada impuestas por un nivel de continuidad dado, es casi cuatro veces superior al empleado
por el MLAN. Por el contrario, la ejecucio´n del modelo de flujo es ma´s ra´pida empleando
el MAV-CSEM puesto que su marco conceptual permite deducir una ecuacio´n de estado
expl´ıcita en funcio´n del tiempo, mientras que aplicando el MLAN los estados del acu´ıfero
deben aproximarse e integrarse nume´ricamente. Por u´ltimo, la aplicacio´n de ambas te´cni-
cas ha demostrado que el MLAN calcula ma´s adecuadamente las variables distribuidas en
el acu´ıfero, por ejemplo alturas piezome´tricas, volu´menes almacenados y flujos internos,
siempre que la parametrizacio´n de la iteracio´n de Lanczos se realiza apropiadamente. En
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cambio, el MAV-CSEM obtiene ma´s eficiente y adecuadamente las relaciones r´ıo-acu´ıfero
agregadas a lo largo de toda la red de drenaje. De lo anterior, se deduce que la seleccio´n
de uno u otro me´todo de reduccio´n depende del tipo de problema que se esta´ enfrentando
y de los para´metros de control requeridos por los modelos de sistemas de uso conjunto.
9.2. Futuras l´ıneas de investigacio´n
A pesar de que las te´cnicas de reduccio´n propuestas en este trabajo son efectivas para
simular eficientemente el flujo subterra´neo en acu´ıferos que pertenecen a un modelo de uso
conjunto, existen muchas otras alternativas de investigacio´n que han sido poco exploradas
hasta la fecha. Algunas de ellas son:
• La l´ınea de trabajo inmediata y prioritaria que surge del desarrollo de esta tesis es la
aplicacio´n de las metodolog´ıas de reduccio´n propuestas en acu´ıferos reales pertene-
cientes a modelos de uso conjunto. En este orden de ideas, dicha aplicacio´n deber´ıa
comenzar por el planteamiento de los modelos conceptuales de dichos acu´ıferos,
tales que se represente detalladamente la variabilidad espacial de las propiedades
hidra´ulicas, las caracter´ısticas de conexio´n r´ıo-acu´ıfero y la distribucio´n espacial de
las acciones exteriores. Tambie´n ser´ıa importante llevar a cabo la implementacio´n de
los co´digos generados en este trabajo dentro de sistemas de soporte de la decisio´n,
para evaluar su desempen˜o dentro de modelos de sistemas de uso conjunto.
• En esta investigacio´n no se ha considerado el efecto de la variabilidad de los para´me-
tros de conexio´n r´ıo-acu´ıfero sobre la eficiencia del procedimiento de reduccio´n. Ser´ıa
pertinente efectuar un estudio acerca de las consecuencias de imponer conductancias
de r´ıo muy heteroge´neas, con respecto a la eficiencia de la generacio´n de los modos
efectivos en el MAV-CSEM o sobre el taman˜o requerido por los subespacios de
Krylov en el MLAN.
• En base al marco conceptual para la reduccio´n propuesto en este trabajo, ser´ıa muy
conveniente explorar la implementacio´n en paralelo de los generadores de modos efec-
tivos en el marco del MAV-CSEM o la iteracio´n racional de Lanczos en el caso del
MLAN. Herramientas informa´ticas de este tipo har´ıan posible reducir modelos don-
de el dominio espacial del acu´ıfero ha sido muy finamente discretizado en el espacio o
su representacio´n se ha llevado a cabo en tres dimensiones. Igualmente, ser´ıa posible
abordar medios ma´s heteroge´neos sin que el gasto computacional sea una limitacio´n.
As´ı, la modelacio´n de los sistemas de uso conjunto podr´ıa considerar detalladamente
la variabilidad espacial tanto de los para´metros hidra´ulicos del acu´ıfero, como de las
acciones exteriores impuestas. Igualmente, ser´ıa plausible afrontar problemas don-
de se viole la hipo´tesis de invariabilidad temporal de los para´metros hidra´ulicos del
acu´ıfero, tales como la simulacio´n estoca´stica, para evaluar la incertidumbre de al-
gunas variables de estado importantes en el sistema de uso conjunto o la modelacio´n
inversa del flujo subterra´neo.
• Otra posibilidad de trabajo futuro ser´ıa considerar la modelacio´n estoca´stica de
campos de para´metros del acu´ıfero y determinar su efecto sobre los distintos mo-
dos efectivos y residuales dentro del marco conceptual del MAV-CSEM. Esta idea
vendr´ıa enmarcada dentro de los siguientes objetivos: (i) evaluar cuales son los mo-
dos efectivos ma´s persistentes dentro de los modelos planteados, (ii) determinar su
ubicacio´n a lo largo del espectro de dichos modelos, (iii) cuantificar el efecto de la
incertidumbre de los para´metros hidrodina´micos sobre la variabilidad espectral de
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dichos modos y (iv) cuantificar la incertidumbre de diferentes para´metros de control
de intere´s en la modelacio´n del uso conjunto.
• Tanto para el ca´lculo de modos efectivos por el generador de Lanczos para el MAV-
CSEM, como para la generacio´n del subespacio de Krylov para el MLAN, cabe
realizar un estudio acerca de la conveniencia de utilizar el reinicio impl´ıcito puesto
que, teo´ricamente, e´ste mejora ostensiblemente el condicionamiento de los subespa-
cios de reduccio´n generados y permite un incremento considerable de la eficiencia.
• Tambie´n se vislumbra trabajo futuro en lo que respecta a la implementacio´n de las
DF para discretizar un acu´ıfero tridimensional, donde incluso se puede imponer el
uso del tensor completo de conductividades hidra´ulicas para hacer ma´s general el
planteamiento del modelo de flujo. Combinando lo anterior con te´cnicas para resolver
las no linealidades ocasionadas por la variabilidad temporal de las condiciones de
contorno, es posible plantear modelos robustos, en los que no tenga que imponerse
la linealizacio´n de la EDP de flujo en medio poroso. Esto es especialmente importante
cuando se debe incluir un acu´ıfero libre dentro del modelo de uso conjunto.
• El desarrollo de marcos conceptuales para la reduccio´n de modelos de flujo sub-
terra´neo en medio fracturado. En estos casos, la discretizacio´n del dominio espacial
y de las fracturas del acu´ıfero no quedan suficientemente bien representadas me-
diante las DF. A causa de lo anterior, uno de los campos ma´s prometedores para
la investigacio´n es la implementacio´n de co´digos tridimensionales en EF, donde la
resolucio´n nume´rica del modelo de flujo subterra´neo se ejecute empleando alguna de
las te´cnicas de reduccio´n propuestas en esta investigacio´n. Este tipo de discretizacio´n
tambie´n permite dar ma´s detalle en la representacio´n de las regiones donde existe
interaccio´n entre el r´ıo y el acu´ıfero, con lo cual el modelo de uso conjunto podr´ıa
ser ma´s flexible para representar espacialmente las caracter´ısticas de las diferentes
acciones exteriores y de las condiciones de contorno.
• En regiones donde la regulacio´n del sistema de uso conjunto es mı´nima o inexistente,
la variabilidad espacial de procesos hidrolo´gicos debe representarse con mayor fide-
lidad. En estos casos los modelos cla´sicos de uso conjunto deben ser reemplazados
por modelos hidrolo´gicos distribuidos, en los cuales la componente superficial y la
subterra´nea debe simularse de forma acoplada, siguiendo las ecuaciones de estado
correspondientes. Este tipo de aproximaciones distribuidas ha sido poco explora-
do hasta la fecha, especialmente por los altos requerimientos computacionales que
demanda la ejecucio´n de un modelo tridimensional de flujo subterra´neo. As´ı, los
me´todos de reduccio´n propuestos pueden explorarse como herramientas para au-
mentar la eficiencia en la simulacio´n subterra´nea en los modelos distribuidos de
gestio´n conjunta.
• Durante los u´ltimos an˜os se han desarrollado otras te´cnicas de reduccio´n ma´s avan-
zadas desde el punto de vista matema´tico, puesto que aseguran el cumplimiento
simulta´neo de la detectabilidad y la observabilidad del modelo original en el reduci-
do. En este orden de ideas, otro de los campos donde se vislumbra gran posibilidad de
trabajo futuro es la exploracio´n de dichas te´cnicas para ser usadas en la simulacio´n
de acu´ıferos en modelos de uso conjunto. Dentro de las te´cnicas ma´s prometedoras
se encuentran las siguientes: (i) la reduccio´n por truncamiento balanceado, (ii) la
reduccio´n semi-emp´ırica basada en la descomposicio´n ortogonal apropiada y (iii) la
reduccio´n en subespacios ortogonales de Krylov generados por diferentes tipos de ite-
raciones o combinados con el truncamiento balanceado. En los tres casos ser´ıa muy
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importante disponer de algoritmos implementados en paralelo, para asegurar la efi-
ciencia computacional y el uso adecuado de los recursos de procesamiento aportados
por los ordenadores modernos.
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