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0. INTRODUCTION 
Let g be a semisimple Lie algebra over the complex number field @, 
g = @ ieL g(i) its H-gradation, i.e., [g(i), g(j)] cg(i+j). Let h be the 
element of g such that 
g(i)=(zEgI [h,z]=iz}. 
Let G be the simply connected group such that Lie(G) = g, and G(0) the 
centralizer of h in G, which is known to be connected. Let K be the Killing 
form of g. Then the following facts are known [ 171: 
(0.1) K(g(i), g(j))=O, if i+j#O. 
(0.2) g( -i) is the dual space of g(i). Especially g(0) is reductive. 
(0.3) (G(O), ad, g(i)) (i # 0) has only a finite number of orbits. 
Especially it is a prehomogeneous vector space (abbreviated PV), i.e., g(i) 
has an open G(O)-orbit. 
Provisionally in the Introduction, we call such a triple (G(O), ad, g(i)) 
(i # 0) a prehomogeneous vector space of Vinberg type (abbreviated PV of 
V-type). 
The purpose of this paper is to construct relative invariants of PV of 
V-type in a unified way. 
Let us explain the way of construction of invariants. We may assume 
that the original graded Lie algebra g is ZH-graded, i.e., g = @ ie 2L g(i). We 
may also assume that i= - 2 without loss of generality (cf. (1.2.4)). Let 
(p, V) be a representation of g and 
V(i)= {UE VI p(h)u=io}. 
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Assume that dim V(i) = dim V( - i). Then, if bases of I’(i) are given, 
f(z) =fv,i(z) = det(ad(z)‘: V(i) -+ I’( -i)), ZE9(-2) 
has a meaning. If we write gzg- ’ for ad( g)z, then 
for any z E g( -2) and g E G(O), i.e., f is a relative invariant of 
(G(O), ad, g( -2)) which corresponds to the character 
(This construction is due to M. Kashiwara.) 
Although we have thus constructed relative invariants of PV of V-type, 
in many cases the f’s are not irreducible and even f= 0. So the following 
problem is of our main interest: 
PROBLEM 1. Find a g-module V and a positive integer i such that fY,i is 
an irreducible polynomial. 
In order to get a simple answer to this problem, assume g( -2) to be an 
irreducible G(O)-module. We may further assume that (G(O), ad, g( -2)) 
has a relative invariant other than constants. From (0.3) it follows that 
there exists a G(O)-orbit of codimension one in g( -2). Hence we can 
calculate the degree d of an irreducible relative invariant by applying the 
degree formula [ 15, Sect. 4, Proposition 151. (The degrees are given in 
[15].) On the other hand, 
deg f,,;=i.dim V(i) 
unless f #O. Thus it is enough to consider the following two problems: 
PROBLEM 2. Find a necessary and sufficient condition on the graded Lie 
algebra g under which dim V(i) = dim V( - i) and f v,i # 0 for any V and i. 
PROBLEM 3. Find a g-module V and a positive integer i such that 
i. dim V(i) = d, where d is the degree of an irreducible relative invariant. 
Problem 3 will be discussed in Section 3. 
Problem 2 will be discussed in Section 2 without assuming that g( -2) 
is irreducible. In order to explain our result, let us introduce a class of PVs. 
Let (x, h, y } be an &-triplet in a semisimple Lie algebra g, i.e., 
Cx. yl =h, [h, x] = 2x, Ch, ~1 = - 2~. 
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Define a Z-gradation of g by 
g(i) = {z E g 1 [h, z] = iz}. 
Provisionally in the Introduction, we call a triple (G(O), ad, g( -2)) 
obtained in this way, a prehomogeneous vector space of Dynkin-Kostant 
type (abbreviated PV of DK-type). Such prehomogeneous vector spaces 
play an important role in the classification theory of nilpotent orbits of 
complex semisimple Lie algebras [3, Chap. 8, Sect. 11; 161. Our answer to 
Problem 3 can be stated as follows. 
A prehomogeneous vector space of Vinberg type is of Dynkin-Kostant type 
if and onZy if dim V(i) = dim V( - i) and f y,i # 0 for any V and i. 
As we shall see in (1.12) and (2.3.1), the original graded Lie algebra can 
be reconstructed from a PV of V-type to some extent. Hence the above 
statement has a meaning. See (2.6) for a precise statement. 
Our answer to Problem 2 can be regarded as a characterization of PV 
of DK-type. A different characterization is given by V. G. Kac [S, Proposi- 
tion 1.21. Our characterization has an advantage that the invariant 
theoretic meaning is clear. 
1. GRADED LIE ALGEBRAS 
1.1. Weighted Dynkin Diagrams 
1.1.1. A Dynkin diagram of a generalized Cartan matrix [9] whose 
vertices are colored white or black is called a weighted Dynkin diagram. 
A weighted Dynkin diagram is called of finite, affine, or indefinite type 
if the underlying Dynkin diagram is of finite, afline, or indefinite type [9]. 
Consider the following two kinds of reductions of weighted Dynkin 
diagrams: 
(Rl) To delete an edge connecting two black vertices. 
(R2) To delete an edge connecting a white vertex to a black one with 
an arrow pointing the black one. 
A weighted Dynkin diagram is called reduced if it does not admit any 
reductions of these types. From a weighted Dynkin diagram r, we obtain 
a reduced one by the above reductions, which we shall denote by rred. 
We shall denote by (WD) (resp. (WD,), (WD),) the set of weighted 
Dynkin diagrams (resp. reduced weighted Dynkin diagrams, weighted 
Dynkin diagrams of finite type). Put ( WD,)f= ( WD,) n ( WD),. We have 
a mapping 
red:(WD)+(WD,), r= rre*> 
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which has a cross section 
incl: (WO,) + (MI), r--i ZY 
Note that (red)( WO),= (WI),),.. 
1.1.2. EXAMPLE. If r is 
0 >o 
then rred is 
1.2. Graded Lie Algebras 
1.2.1. Let g = @ icL g(i) be a semisimple Z-graded Lie algebra. Delinc 
a one parameter subgroup A: GL(l) + Aut(g) by 
l(t)(z) = t’z 
for z E g(i) and t E GL( 1). Let 
be the derivative of A and h = h, = (dl)( 1). Then 
(1.2.2) g(i) = {z E g 1 [h, z] = iz}. 
Note that the element hug is characterized by (1.2.2). Let h be a Cartan 
subalgebra of g containing h. Then h c g(0). 
1.2.3. Let g = @ ieh g(i) be a semisimple Z-graded Lie algebra such 
that g(i) = 0 for odd i. Let h be a Cartan subalgebra of g containing h,, R 
the root system of (g, h), and g(c() the root space of a E R. Then each root 
space g(a) is contained in g(i(a)) for some i(a)E22. Since the set 
P = {a E R I i(a) 2 0} is parabolic, we can find a basis B of R contained in 
P [2, Chap. 6, No. 1.71. We assume that i(a) = 0 or 2 for a E B. We shall 
denote by (GrL) the set of such quartets (g, @ isZz g(i), 6, B). 
1.2.4. For i#O, let gi(j)= g(ij) and gi= ejeiZ g(j)= ejcz gi(j). 
Since the restriction of the Killing form K of g to gi is non-degenerate, g, 
is reductive [ 1, Chap. 1, No. 6.41. Let g:= [gi, gi], g:(j) = g: n gi(j), and 
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h:= gjn lj. Since h is a Cartan subalgebra of gi, the center 3i of gi is 
contained in g(O), and 
3iO 9i(o) = CJi(O) = !-TJC”h 
It is easy to see that gi(j) c g: if j # 0. Hence g; = eiEr g:(j). Since root 
subspaces of (gi, hi) are also those of (g, h), the order of the root system 
R of (g, h) determined by the basis B induces an order of the root system 
Rj of (g:, hi.), which determines a basis B, of Ri. Thus we get an element 
(g:, eigl(j), hi, Bi) of (GrL). Although the triple (g:(O), ad, g:(l)) is dif- 
ferent from (g(O), ad, g(i)), the difference will turn out to be not essential 
for our purpose. 
1.3. Representation Diagram. Let g be a reductive Lie algebra and 
(p, V) its representation. We shall denote by (Rp) the set of triples 
(g, p, I’). We shall associate to (g, p, V) E (Rp) a reduced weighted Dynkin 
diagram D,(g, p, V) E ( WD,) as follows: 
(Dl) Draw the Dynkin diagram of g, whose vertices { 1, 2, . . . . n} are 
colored white. Let {mi, . . . . a,} be the fundamental weights. 
(D2) Let p = @ pi be an irreducible decomposition of p. Write one 
black vertex for each irreducible component pi of p. 
(D3) If the highest weight of pi is Cf=, nijwj, draw ni, lines 
connecting the black vertex of pi and the white vertex of aj, equipped with 
an arrow pointing toward the white vertex unless nq< 1. 
We shall call D,(g, p, V) the representation diagram of (g, p, I’). D, gives 
a mapping (Rp) + ( WD,). 
1.4. (GrL) -+ ( WD), 
Let 9 = (9, 0 itZZ g(i), h, B) be an element of (GrL)). Let D(g) be the 
weighted Dynkin diagram whose underlying diagram is the Dynkin 
diagram of g and whose vertex j is colored white or black if i(ui) = 0 
or 2, respectively. (See (1.2.3) for i(u).) Thus we get a mapping 
D: (GrL) -+ ( WD),. We can naturally construct the inverse of D. 
1.5. We define a mapping E: (GrL) + (Rp) by E(g) = (g(O), ad, g( -2)). 
1.6. LEMMA. The following diagram is commutative. 
IJ 
(GrL) 2 (WD), - (WD) 
I 
E 
I 
red 
I 
red 
(RP) (WD,), - (w&d 
DO 
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ProqJ For g E (GrL), let 
(.i, 3 .... .i,i = ij I i(r,)=21, 
and V, (I d k <p) the g(O)-submodule of g( -2) generated by g( -r,,). 
Note that [g(z), g(p)] = a(r + p) if z, 1, and 1 + /I are roots. Then we can 
prove that 
(I) each V, is an irreducible g(O)-module with the highest weight 
- x,~, and 
(2) d-2)= o,“-, v,. 
Hence we can draw the representation diagram D,,( E(g)) of 
(g(O), ad, g( -2))= E(q). It is easy to see that the resulting diagram is 
equal 10 Wnh. 
1.7. Let G be a reductive group and (p, V) its reprcscntation. We 
denote by (Rp’) the set of such triples (G, p, V). Let 
Lie: (Rp’) + (Rp) 
be the mapping delined by 
(G, y, V) + (Lie(G) Lie(p), I’). 
We shall write p for Lie(p). We shall write n,,(G, p, V) for D,,(Lie(G, p, V)) 
and call it the repre.sentation diagram of (G, p, V). 
An element (G, p. V) E (Rp’) is called a prehomogeneous vector spuce 
(abbreviated PV) if V has an open dense G-orbit. We denote by (PV) the 
set of PVs. 
1.8. Let (G, p, V) be an element of (Rp’), and (p, V) = 0 f __ , (p,, V,) an 
irreducible decomposition. Let G* be the subgroup of GL( V) generated by 
p(G) and GL( l)‘, where the ith factor of GL( 1)’ acts on Vi as scalars. 
Denote by /J* the natural representation of G* on V. We shall call 
(G*, p*, V) the ussociafed triple of (G, p, V). 
1.9. LEMMA. Let (G, p, V) he u prehomogeneous vector spuce and 
(G’, p*, V) irs associated rriple. A po&womiai function f on V is a relative 
invariant qj’ (G, p, V) lf and only if it is a relative invariant qf (G*, p*, V). 
Pro?/: Assume that /is a relative invariant of (G, y, V) corresponding 
to the character C$ of G. For c= (c,, . . . . C,)E CL(l)’ and c= (G,, .,., C,)E 
0: , V,, let 
,jJc) = f(c, L', ( . . . . C/C,). 
Then .I; is also a relative invariant of (G, p, V) which corresponds to q+. 
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Hence fc is a non-zero constant multiple off; i.e., f is a relative invariant 
of (G*, p*, I’). The converse is trivial. 
1.10. LEMMA. Zf (Gi, pI, V,) (i= 1, 2) has the same representation 
diagram, then their associated triples are isomorphic to each other. In this 
case, we say that (G,, p,, V,) is D-equivalent to (G,, p2, V,). 
Since we are mainly interested in the relative invariants of PVs, we do 
not need to distinguish PVs in the same D-equivalence class (in view of the 
above two lemmas). We also say that two elements of (GrL), (Rp), etc., are 
D-equivalent to each other if their images in (WD,) via the mappings in 
the diagram of (1.6) are the same. 
1.11. DEFINITION. We say that (G, p, V) E (PI’) is of Vinberg type 
(abbreviated of V-type) if Lie(G, p, V) is D-equivalent to an element of 
E( GrL). 
1.12. PROPOSITION. ( 1) A triple (G, p, V) E (PV) is of V-type if and 
only if DdG, p, V) E ( WD,),. 
(2) Zf Lie(G, p, V) is D-equivalent to E(g) (gE (GrL)), then 
D ~ ’ D,(G, p, V) is D-equivalent to g. Hence g can be reconstructed from 
(G, p, V) up to D-equivalence. 
Proof: If (G, p, V) is of V-type, there exists an element 
(g’, p’, V’) E (Rp) such that DJG, p, V) = D,(g’, p’, V’) and (g’, p’, V’) is in 
the image of E. Hence 
D,( G, p, V) E DO E( GrL) = (red) D( GrL) = ( WDO)f 
Conversely, if D,(G, p, V) E ( WD,),, let (g’, p’, V’) = ED ~ ’ D,(G, p, V). 
Then 
D,(G, P, V) = DOE D-’ D,(G, P, V) = Ddg’, P’, V’). 
Hence Lie(G, p, V) is D-equivalent to (g’, p’, V’), which is in the image 
of E. 
1.13. Remark. For a triple (G, p, V) E (Rp), let us consider the 
following two conditions: 
(A) G is a reductive group whose derived group is simple. 
(B) p is irreducible. 
In terms of the representation diagram, these conditions can be said as 
follows: 
(A’) The full subgraph with the white vertices is connected. 
(B’) There is only one black vertex. 
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In terms of the representation diagram, a part of the results of [ 151 and 
the result of [lo] can be stated as follows: 
THEOREM. (1) The representation diagrams of (G, p, V) which are PVs 
satisfying (A) and (B) are the reduced weighted Dynkin diagram of finite 
type satisfying (A’) and (B’) or the following diagrams. 
(2) The representation diagrams of (G, p, V) such that ([G, G], p, V) 
are coregular (called colibre in [lo]) and satisfy (A) and (B) are the 
reduced weighted Dynkin diagram of finite or affine type satisfying (A’) and 
(B’) or the following diagrams. 
1.14. Remark. We have mainly considered reduced weighted Dynkin 
diagrams. In some cases it is natural to consider non-reduced ones. For 
example, let us state a result of V. G. Kac [9, Chap. S] in terms of 
weighted Dynkin diagrams. Consider a weighted Dynkin diagram of affine 
type such that the sum of numerical abels in [9, Tables Aff k (k = 1, 2, 3)] 
which are attached to black vertices, is at most 2/k. Such diagrams are in 
one to one correspondence with the complex symmetric spaces, which we 
list in Table I. The reduced weighted Dynkin diagrams which are obtained 
TABLE I 
AI A$’ B, I(21 + 3) c-e==- -. (/>I) 
‘z@Eso (/= 1) 
A@’ 2,L I D, (21- 1)(1+ 1) “‘V 
AII A$‘, C, (21+ 1)(1- 1) . ..e 
AIII Aj” &IA,-, 2Pq 
(I=p+q- 1) 
BDI D!:‘, BpBq VP + 1 ml + 1) --“‘~~“--o- 
(l=p+q) 
Table Continued 
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TABLE I-Confinued 
(I=p+q, pa21 
D’l” DPD, 4Pq 
(l=P+q,Pa2) 
Bj” 
BDII B$” 
D’2’ ,+ I 
DIII DI” 
CI cj” 
CII cj” 
EI Ei2) 
EII Ey’ 
EIII E(gl) 
EIV Ei2’ 
EV E$‘) 
EVI E:” 
EVII E(?1’ 
EVIII E!/’ 
EIX Eb” 
2(21- 1) 
4(1- 1) 
21 
21-t 1 
1(1- 1) 
l(l+ 1) 
4Pq 
42 
40 
32 
26 
70 
64 
54 
128 
112 
28 
16 
8 
> --” ^ - - -c 
> 
“‘-30 
> 
“‘--a- 
. c :: b z 0 . 
0 
0 ^ c. c -‘ 1  ^ l 
P 
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from these diagrams are the representation diagrams of the isotropy 
representations of the corresponding symmetric spaces. Diagrams corre- 
sponding to Hermitian symmetric spaces are those with two black vertices. 
2. GRADED LIE ALGEBRAS OF DYNKIN-KOSTANT TYPE 
2.1. DEFINITION. We say that an element g E (GrL) is of Dynkin- 
Kostant type (abbreviated DK-type) if there exists an s/,-triplet {x, h, y} in 
g with h=h,. (See (1.2.1) for A,.) Let (GrL),, be the set of elements of 
(GrL) which are of DK-type. Let (RP)~~, (WD),,, and ( WDO)DK be the 
subsets of (Rp), ( WD)f, and ( WD,), respectively which are images of 
(GrL),, via the mappings in the diagram of (1.6). The elements of (RP)~~, 
etc., are said to be of Dynkin-Kostant type. We say that a triple 
(G, p, V) E (Rp’) is of Dynkin-Kostant type if Lie(G, p, V) is D-equivalent 
to an element of (RP)~~. We shall denote by (RP’)~~ the set of triples 
(G, p, V) which are of DK-type. 
2.2. LEMMA. ( WD,),, = ( WD,) n ( WD),,. 
Proof: If r~ ( WD,) n ( WD),,, r=‘rred~ ( WDO)DK. Conversely, if 
r~ (fW,)m there exists r’ E ( WD),, such that r= r:,,. Hence it is 
enough to prove that 
(2.2.1) (red)(( wDIDK) = ( wDJDK. 
This fact can be checked by looking over the list of even nilpotent obits 
[16, 43. The author does not know an intrinsic proof without using the 
classification. 
2.3. PROPOSITION. For a triple (G, p, V) E (Rp’), the following conditions 
are equivalent :
(i) (G, p, V) is of DK-type. 
(ii) DdG, P, V E ( WDdDK. 
(iii) D,(G, p, V) E ( WD,), and D-’ D,(G, p, V) E (GrL),,. 
Proof: The implications (i) o (ii) j (iii) are trivial. 
(iii) 3 (ii). By (2.2), 
DdG P, v) E (w&) n D(GrL),,= (w&J n ( j+‘D),, = ( WDdDK. 
2.3.1. Remark. If g E (GrL) is of Dynkin-Kostant type, and Lie(G, p, V) 
is D-equivalent to E(g), then (G, p, V) is also of Dynkin-Kostant type. 
Conversely, assume that (G, p, V) E (RP’)~~ is given. Then, as we have seen 
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in (1.12), g can be reconstructed from (G, p, V) up to D-equivalence; i.e., 
g is D-equivalent to D ~ ’ D,(G, p, V). The above proposition means that, 
if (G, p, V) is of DK-type, then g is also of DK-type. 
2.4. Let g E (GrL), h = h,, (p, V) a representation of the underlying Lie 
algebra of g and 
V(i) = {u E v 1 p(h)0 = iv}. 
THEOREM. The following conditions are equivalent: 
(i) g E (GrLJDK. 
(ii) For any representation (p, V) and any positive integer i, there 
exists an element y E g( -2) such that p(y)’ induces an isomorphism 
V(i) S V( - i). Moreover, for any (p, V), V = @ IEL V(i). 
(iii) There exists an element y E g( -2) such that for any positive 
integer i, (ad Y)~ induces an isomorphism g(i) 3 g( -i). 
Proof: The implication (i) * (ii) is an easy exercise of the representa- 
tion theory of slz. 
(ii) = (iii). Since the sets 
iyEg(-2) I (ad y)is(i)=g(-i)) 
are open dense in g( -2), their intersection is not empty. 
(iii) =- (i). Fix an element y as in (iii). Take bases Bi= (ei,l, . . . . e,,dCiI} of 
g(i) so that ad(y)’ Bi c BiP zj for 0 d j < i. The centralizer Z = Zg( y) of y is 
the linear span of the union of (ad y)*’ BZi-- (ad Y)~‘+’ B2i+ 2 for i3 0. 
Hence Z is contained in @ iGo g(i). Let Z(0) = Zn g(O) and 
z(~O)=Zn@~,,g(i). Then 
Z=Z(O)@Z( <O), Z( ~0) = Zn (ad y)g. 
Let K be the Killing form of g. Since 
K(z, (ad y)g)=O-K(Cy,zl, g)=O-=zEZ 
Z is the orthogonal complement of (ad y)g. Hence Z( ~0) is the radical of 
KI, and 
(2.4.1) 
Since 
KI zC0) is non-degenerate. 
g( -2) = (ad Y)* g(2) = (ad y) g(O) = (ad g(O)) y = g( -2), 
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we have 
(2.4.2) (ad g(O)) Y = g( -2). 
For each i 2 0, KI scij x ,,( - ij is a complete pairing. Hence (Z(O), ad, g( -i)) 
is the contragradient representation of (Z(O), ad, g(i)), and 
Tr(z I d - 4) = - Tr(z I g(i)), 
for z E Z(0). On the other hand, the linear isomorphism 
(ad y)‘: g(i) + g( -i) commutes with the Z(O)-actions on g( 5 i). Hence 
g(i) N g( - i) as Z(O)-modules and 
Tr(z 1 g( -i)) = Tr(z 1 g(i)) = 0 
for z E Z(0). Hence, for h = h, and z E Z(O), 
(2.4.3) K(h, z) = Tr((ad z)(ad h) I g) = 1 Tr((ad z)(ad h) I g(i)) 
iGL 
Thus it is enough to prove the following proposition. 
2.5. PROPOSITION [S, Proposition 1.21. For g E (GrL) and h = h,, the 
following conditions are equivalent: 
0) 9 E (GrL),,. 
(ii) There exists an element YE g( -2) such that KIZ,,o,C.V, is non- 
degenerate, MO), ~1 = d -2h and K(Z,c,,(~), h) = 0. 
Proof: (i) * (ii). If g E (GrL),,, then the condition (iii) of (2.4) is 
satisfied. Hence by (2.4.1)-(2.4.3), we get (ii). 
(i) e (ii). Assume that for any x E g(2), [x, y] #h. Then [x, y] #h for 
any x E g. If we put 
zb(y) = {z E 9 I Cz> ~1 E @A}, 
then Z;(y) = Z,(y). Of course, we may assume that g # g(0). Then 
K(h, h) = c Tr(ad(h) ad(h)) g(i)) = 1 i* dim g(i) > 0. 
irl is?! 
Hence g = Ch @ (Ch) ‘. Since the conditions 
K(z, C(@h)‘, ~1) = 0, 
K(Cz, ~1, (~=h)‘)=O, 
z E z;(Y) 
222 AKIHIKO GYOJA 
are equivalent, 
(2.51) [(C/z)‘, y] is the orthogonal complement of Z:(y) =Z,(y). 
Since Z,(y)c @i<og(i) and yEg(--2), 
(2.52) NZ,(Y), Y) = 0. 
By (2.5.1) and (2.5.2), YE [(Ch)‘, y]. Since y E g( -2), 
Hence there exists an element k of g such that 
k E g(O), K(k, h) = 0, -2y= [k, ~1. 
Since KI Z,(O)(Y) is non-degenerate, 
(2.5.3) g(O) = Z,,,)(Y) 0 Z,(O)(YY. 
Since (ad y) g(0) = g( - 2), 
(2.5.4) dim Z,&y)’ = dim g( - 2). 
On the other hand, since kE (Ch)l n g(0) and (ad y)(h) = (ad y)(k), 
(2.5.5) (ad yM(@h)’ n c-0)) = d-2). 
By assumption 
(2.5.6) WV = Z,(,)(Y). 
From (2.5.3) and (2.5.6), 
(2.5.7) (Ch)’ n g(O) = Z,,,,(Y)@ ((Ch)’ n Z,,,,(Y)‘). 
By (25.5) and (2.5.7), 
(2.5.8) dim((@h)’ nZ,C,,(y)‘)=dim g(-2). 
By (2.5.4) and (2.5.8), (@A)’ 1 Z,&Y)~, which contradicts (2.5.6). Thus 
we have completed the proof. 
2.6. COROLLARY. For a prehomogeneous vector space (G, p, V), the 
following conditions are equivalent: 
(i) (G, p, V) is a prehomogeneous vector space of Dynkin-Kostant 
type. 
(ii) &(G P, V E ( ~DdDK. 
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(iii) D,(G, p, V) is of finite type, and D -’ D,(G, p, V) satisfies the 
equivalent conditions of (2.4). 
(See (2.1) for DK-type, (1.3) for D,, (1.1) and (2.1) for ( WDO)DK, and 
(1.4) for D.) 
3. RELATIVE INVARIANTS 
3.1. Let g be a complex semisimple Lie algebra, h a Cartan subalgebra, 
h” the dual space of h, ( ) the natural pairing of h” and h, and R the 
root system. Fix an order in R and let {~l~},~~~~, {a;}, {Q~}, and {a;} 
be the sets of fundamental roots, fundamental coroots, fundamental 
weights, and fundamental coweights, respectively. Let G be the simply 
connected group such that Lie(G) = g and G(0) the centralizer of h in G, 
which is known to be connected. 
Let r be a weighted Dynkin diagram whose underlying diagram is 
the Dynkin diagram of g. Then D - l(Z) is an element of (GrL) whose 
underlying Lie algebra is g. The gradation is defined by the element 
h=h,=2 f w;, 
k=l 
where wi; , . . . . w,: correspond to the black vertices of r. For a representa- 
tion (p, V) of g, let 
V(i) = {ie I/ 1 p(h)v = iu}. 
Assume that r is of Dynkin-Kostant type. Then V= @ icZ V(i). Fix a 
basis of each V(i), and let 
fy,i(z)=det((adz)i: V(i)-+ V(-i)) 
for z E g( -2). Then fY,i is a relative invariant of (G(O), ad, g( -2)) which 
corresponds to the character 
g-,det(gI.(~i,)det(gI.(i,)-‘. 
Note that fv,i#O by (2.4). Assume further that (G(O), ad, g(-2)) is 
irreducible; i.e., r has only one black vertex. Then it has a unique 
irreducible relative invariant up to scalar multiple, whose degree we shall 
denote by d. 
The purpose of this section is to show that, except for a few cases, we can 
get an irreducible relative invariant in this way. 
Let WC be the fundamental weight corresponding to the unique black 
48, 142’1.1~ 
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vertex of r. Then h = 207; . Let (p, V) be the irreducible representation of 
g whose highest weight is nrj,,, v a highest weight vector of V, and V(1) the 
weight space of weight 1. 
3.2. LEMMA. If weputp = 
Especially V(2p) = V(a,,J. 
ProoJ Let 1 be a weight 
(n~li2(,m,), thendim V(2p)=dim V(-2p)= 1. 
of V other than 1*1~,, and 
mio - A = 1 cjaj. 
j=l 
Then V(J) is contained in V(2p - 2c,). Since dim V(2p) = dim V( -2p), it 
is enough to prove that ci,#O. Assume that c,=O. There exist positive 
roots j?r, . . . . PN and root vectors X-,, , . . . . X-,, such that 
PU-,,PPKp,vbE m-w 
Then 
kt, Bk= i cjaj 
j=l 
and each Bk (resp. 8; ) is contained in the linear span of (a, 1 j # i,} (resp. 
{a: liZi,}). Let /?=PN and B be the Lie algebra generated by 
{Xp, fl “, X-,}, which is isomorphic to sl,. Since 
and 
p(B”)v= (B”, a,)v=O 
pW,b=O, 
the s-module generated by v is equal to zero. Hence 
P(X-,)v = 0, 
which is a contradiction. 
3.3. THEOREM. (1) Let I- be a reduced weighted Dynkin diagram of 
Dynkin-Kostant type with only one black vertex i,,, g= D-‘(T), 
p= (m,: , w,), (p, V) the irreducible g-module with the highest weight w6, 
and v, (resp. v -) a highest (resp. lowest) weight vector of V. For z E g( -2), 
de$ne a polynomial function f on g( -2) by 
p(z)@v+ =f(z)v-. 
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Then f(z) is an irreducible relative invariant of the irreducible 
prehomogeneous vector space (G(O), ad, g( - 2)) unless Z is one of the 
following diagrams: 
(A) &.m..& - - - ,‘,“,- 
2m+n 
---+-o 
(c) -+I---- 
In the above four cases, f(z) is a square of an irreducible relative invariant. 
(2) In the above four cases, f = f v,i is not irreducible for any represen- 
tation (p, V) and any positive integer i. 
Proof of (1). By (2.4), f # 0. Hence deg f = 2p. If 
I 
lTJi = C Pij”j, 
i= I 
p =P~~,~,,. Since pii are given in the table of [2], we can find the value of p. 
On the other hand, the degree d of an irreducible relative invariant of a 
reduced irreducible PV is given in table of [ 15, Sect. 71. (See (3.4) below.) 
The case (D) is only one exception where (G(O), ad, g( -2)) is not reduced. 
In this case it is obtained from a reduced one by applying the castling 
transformation [ 151 two times: 
Hence d = 12. The assertion follows from these data. 
The proof of (2) is given in the next section. 
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3.4. Remark. Let (G, p, V) be an irreducible PV with an irreducible 
relative invariant f. Then GL( I’) acts on (@[I’] - {O})/GL( 1). Denote by 
G’ the isotropy subgroup of GL( V) at the image off, and by p’ the natural 
representation of G’ on V. Since G’ contains p(G), (G’, p’V) is also an 
irreducible PV with the irreducible relative invariant f. Consequently G’ is 
reductive. Since we are mainly interested in the invariants, we may replace 
(G, p, I’) by (G’, p’, I”). Table II contains all the reduced, irreducible, 
regular PV (G, p, V) such that p(G) is the identity component of G’. (The 
group of connected components rr,(G’) is isomorphic to the automorphism 
group of the representation diagram of (G, p, V).) The 5th column contains 
the rrn, of the isotropy subgroup of p(G) at a generic point. The 6th column 
contains the representation diagram. Cf. [14]. 
3.5. Remark. Here we have not constructed irreducible relative 
invariants of the four exceptional cases in (3.3). But we can construct the 
irreducible relative invariants in any cases by ad hoc methods. See [ 151 for 
all the cases except for (6), (7), (lo), (20), (21), and (24) in Table II. See 
[12] for (6) and (7), [S] for (lo), [ll] (and [6]) for (20), [6] for (21) 
and [7] for (24). See [ 151 for the relation between the castling transforma- 
tion and the relative invariants. 
3.6. Remark. Between the classes of PVs of V-type and PVs of DK- 
type, there lies the class of regular PVs of V-type, which A. Mortajine [IS] 
and the present author have classified independently. The result is quite 
complicated. 
4. PROOF OF THEOREM 3.3(2) 
Let gE (GrL), h =hR, and for a representation (p, I’) of g, I+) be the 
,u-weight space and 
V(i)= {UE VJ p(h)o=iu}. 
4.1. LEMMA. Let Ai (i= 1,2) be a dominant integral weight of g, and Vi 
(req. V) an irreducible g-module with the highest weight Aj (resp. 1, + &). 
If V,(p,) # 0 for some pi > 0, 
dim V(p, +pz) 2 maxtdim Vl(pl), dim V,(p,)). 
ProoJ Let pi be a weight of V,. It is known that 
dim V(,U~ + p2) 2 max(dim Vl(pul ), dim V&)) 
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[ 13, Theorem 4.11. Since Vz(p2) # 0, there exists a weight .P* of V, such 
that (h, ,u2) =pz. For such a weight p2, we have 
Suppose that V is irreducible. Let 2 = Cj= , c/w, be its highest weight and 
p = (,I, h )/2. 
4.2. LEMMA. (1) dim V(i) = dim V( -i). 
(2) dim V(2i)>dim V(2j), fO<i<j. 
(3) {i I V(2i)ZO) = I-P, PI. 
(4) Let V’ be an irreducible g-module whose highest weight 
2’ = cf=, $a, satisfies c, 3 ci for any j. Put p’ = (A’, h >/2. Then 
dim V( 2p) b dim V’( 2~‘). 
4.3. Remark. In the cases (A)-(D), V(i) = 0 for odd i. Assume thatf,,, 
is irreducible. Then 
d=degfV,,y=2q.dim V(2q). 
Since fv,@ ,,2,2y =fVl,Zy .f,,Z,Zy, V is irreducible. 
Henceforth, we shall use the same notations as in [2], e.g., c(i and ~1~ are 
connected by an edge in the Dynkin diagram of E,. 
4.4. Case (A). In this case i, = 2m, p = 2m, and d = 2m. Let us denote 
by (;I) the irreducible g-module with the highest weight 1= C cjaj. Then 
(a,) is the natural representation of g =sp,, (I= 2m +n) on C2’. Let 
A0 (m, ) be the one dimensional representation of g and A ~ ’ (Eli ) = 0. 
Then A’(u~,)=/j’ ‘(a,)@~~ for 16idl [15, Sect. 1, Example 251). 
Hence 
(4.4.1) if ldi62m, 
(4.4.2) d~~(~i~(~m)=(i~~m)-(j~~~2m). if 2m<i<2m+n, 
(4.4.3) dim(zTI,,)(4m - 2) = 4mn. 
By (4.4.1), (4.4.2) and (2) of (4.2) 
dim(mj)(0) > 2m, 
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for i # 2m. (Recall that n > 2m). Hence if ci # 0 for some i # 2m, by (2) and 
(4) of (4.2) 
2q~dim(1)(2q)32q~dim(1)(2p)32q~dim(a,)(O)d4mq~2m=d, 
for any qE [l, p]. Hence ;~=c~~~TJ~~. Let c= cZm. By (1) of (3.3), c 2 2. By 
(4.4.3) and (4.2), 
dim(ca,,)(4m) 2 dim(ca,,)(4mc - 2) 
2 max(dim((c - 1 )(a,,))(4m(c - l)), dim(mil,,)(4m - 2)) 
> 4mn > 2m. 
Hence 
2q. dim(ca,,)(2q) b 2q. dim(ca,,)(4m) > 4mq > 2m = d, 
for q dp = 2m. Hence fy,y can not be irreducible. 
In order to consider the cases (B), (C), and (D), we need a lemma. 
Assume that h = 2~;. Let R,,i be the set of roots c( = cf=, ujaj such that 
ai,,=sandaj>O. Let R,=U,.,,,R,,,iandp,,=(~,,~j”). 
4.5. LEMMA. (1) Zj” ci>O and Odsd c,p,,-q for given i and s, then 
d > 2q 1 RSi I. Here 1.1 denotes the cardinality. 
(2) Zf2sG (II, h)-2q, then d>2q IR,Tl. 
Proof. (2) If c, > 0 and a E R,si, 
(n,cr”)>(wi,a”)>l. 
Hence {I - a 1 a E R, > are weights of V. Since 
(h,I-cr)=(h,%-2s (a E Rs), 
it follows that 
Hence 
dim V(2q)adim V((1, h)-2s)> IR,l. 
d=2q.dim V(2q)B2q IR,l. 
Thus we have proved (2). The first statement can be deduced from (2). 
4.6. Case (B). In this case, i, = 6 and d = 4. Assume that the coefficient 
ci is positive. Since 4 = 2q . dim V(2q), q = 1 or 2. Since pi6 > 2, by taking 
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s=O in (4.5), we get 432q l&l. If if6, 7, then )Roi) > 3, which is a con- 
tradiction. Assume that i = 6. Since pb6 = 4, by taking s = 1 in (4.5), we get 
4 > 2q IRiJ. But lRlbl 3 3, which is a contradiction. Assume that c7 > 2 or 
q= 1. Since p76 = 2, by taking s= 1 in (4.5) we get 4229 lR171. But 
jR,,( > 3, which is a contradiction. Hence 1” = ITI,, dim V= 56, q = 2 and 
dim V(4) = 1. But a direct calculation shows that dim V(4) = dim V( -4) = 2, 
dim V(2) = dim V( -2) = 16, and dim V(0) = 20. (Note that dim V(2i) is 
equal to the number of &-roots c( = c:=, ajar such that a6 = 2 -i and 
a, = 1.) Hence fY,Zy cannot be irreducible in this case. 
4.7. Case (C). In this case i, = 6 and d= 12. Assume that the coef- 
ficient c, is positive. Since 12 = 2q. dim V(2q), q = 1, 2, 3, or 6. Assume that 
i # 6, 7, 8. Since pi6 2 6, by taking s = 0 in (4.5) we get 12 2 2q I& 1. But 
I& I 3 7, which is a contradiction. Assume that i = 6 or 7. Since pib 3 8, by 
taking s= 1 in (4.5), we get 123 2q \R,;J. But )R,;) 37, which is a con- 
tradiction. Assume that cg 3 2 or q # 6. Since ps6 = 4, by taking s = 1 in 
(4.5), we get 12>2q lR,,l. But lR,,l 37, which is a contradiction. Hence 
J = zrrs, q = 6, and dim V( 12) = 1. Since V is the adjoint representation of 
E,, dim V(i) can be calculated easily and V( 12) = 0, which is a contra- 
diction. Hence f v,2y cannot be irreducible in this case. 
4.8. Case (D). In this case i, = 4 and d= 12. Assume that the coef- 
ficient c, is positive. Since 12 = 2q . dim V(2q), q = 1, 2, 3, or 6. Assume that 
i#l, 6, 7. Sincepi4>8, we get 12>2q(R,i(. But (R,,(>7. Hence i=l, 2, 
6, or 7. Assume that 8c, + 12c, + 12c, + 6c7 3 14. Then 
By taking s= 1 in (4.5), we get 12>2q IRi(. But (R,( 37. Hence l=zill, 
or 2a,. Assume that ;1= till. Since (ui) is the adjoint representa- 
TAn”,;‘E,, dim(a,)(2i) can be easily calculated; dim(a,)(2j)=27, 24, 18, 
8, 3 for j= 0, 1, 2, 3, 4, respectively. Hence ;1# ml. Assume that ;1= UJ~. 
Then dim(a,)(2j) is equal to the number of E,-roots CI = CE=, ukak such 
that u,=3-j and u,=l; dim(m7)(2j)=12, 12, 6, 4 forj=O, 1, 2, 3, 
respectively. Hence A# w7. Assume that 1. = 2w7. If q # 6, then 
dim(2a7)(2q) > max(dim(a,)(2q), dim(m7)(0)) = 12. 
Hence we get a contradiction. Hence q = 6 and dim(2m7)(12) = 1. But 
dim(2zn,)( 12) 3 dim(zn7)(6) = 4. 
Assume that I=m,. We get q= 6 and dim(mTI,)(12)= 1. But (a,)(12) has 
weights mz and mTIz - a2. Hence f y,2q cannot be irreducible. 
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