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Should a small robot have a small personal space? Investigating
personal spatial zones and proxemic behavior in human-robot
interaction
Hagen Lehmann1,2 and Adam Rojik1 and Matej Hoffmann1
Abstract— This paper presents the first study in a series of
proxemics experiments concerned with the role of personal
spatial zones in human-robot interaction. In the study 40
participants approached a NAO robot positioned approximately
at participants’ eye level and entered different social zones
around the robot (personal and intimate space). When the robot
perceived the approaching person entering its personal space,
it started gazing at the participant, and upon the intrusion
of its intimate space it leaned back. Our research questions
were: (1) given the small size of the robot (58 cm tall),
will people expect its social zones to shrink by its size? (2)
Will the robot behaviors be interpreted as appropriate social
behaviors? We found that the average approach distance of
the participants was 48 cm, which represents the inner limit
of the human-size personal zone (45-120 cm), but is outside
of the personal zone scaled to robot size (16-42 cm). This
suggests that most participants did not (fully) scale down the
extent of these zones to the robot size. We also found that the
leaning back behavior of the robot was correctly interpreted by
most participants as the robot’s reaction to the intrusion of its
personal space; however, our implementation of the behavior
was often perceived as “unfriendly”. We will discuss this and
other limitations of the study in detail. Additionally we found
positive correlations between participants’ personality traits,
Godspeed Questionnaire subscales, and the average approach
distance. The technical contribution of this work is the real-
time perception of 25 keypoints on the human body using a
single compact RGB-D camera and the use of these points for
accurate interpersonal distance estimation and as gazing targets
for the robot.
I. INTRODUCTION AND RELATED WORK
In order to ensure high reliability and behavioral func-
tionality during collaborative tasks between humans and
robots, it is important to take the behaviors that shape
human-human interaction into consideration when designing
behaviors for robots. An important part of human communi-
cation consists of nonverbal behaviors, specifically in cases
in which intent and/or internal states are to be transmitted
to the other. These nonverbal cues are crucial in avoiding
misunderstandings and ensuring a high efficiency while being
engaged in collaborative tasks that require close physical
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PSZ Range Situation
Close Intimate 0 to 0.15m Lover or close friend touching
Intimate Zone 0.15m to 0.45m Lover or close friend only
Personal Zone 0.45m to 1.2m Conversation between friends
Social Zone 1.2m to 3.6m Conversation between non-friends
Public Zone 3.6m + Public speech
TABLE I
HUMAN PERSONAL SPATIAL ZONES (PSZ) FOR NORTHERN EUROPEANS
ACCORDING TO [2].
interactions with other humans. Nonverbal expressions in-
clude conscious movements, such as gestures and touch,
but also unconscious movements, such as body posturing,
and are part of a research field called proxemics. Proxemics
studies how humans use the space around them, specifically
during social exchanges [1]. Humans are very sensitive to
the intrusion of others into their different Personal Spatial
Zones (hereafter PSZ), making it possible to determine the
average comfortable interaction distance for different levels
of familiarity depending on the cultural backgrounds of the
people involved [2] (e.g., PSZs for northern Europeans in
Table I). Stratton et al. [3] for example found in their study
the mean approach distance between humans to be 0.51m.
However the effectiveness and comfort of interactions in a
dynamic environment depends not only on the distance of
the other, but also on the approach speed and angle of the
other [4].
Since robots that do not show appropriate distancing be-
havior may be perceived as threatening, or their ”intent” may
not be understood by their human counterparts [5], the fac-
tors involved in human proxemics have increasingly become
the subject of Human-Robot Interaction research (hereafter
HRI). The majority of this research involves mobile robots
on wheels and questions of social-aware navigation (e.g.,
[6], [7], [8], [9]). It has been found that different factors
modulate the distance people naturally assume from robots,
or perceive as appropriate when a robot approaches them.
The robot’s physical characteristics (appearance: mechanoid
vs. humanoid [10]; height: effect not confirmed in [11]),
physical characteristics in combination with behavior (PR2
robot with a reach of 0.92 m actively gesturing [12]), and
psychological aspects of robot behavior (mutual or averted
gaze [13]; head direction [14]). On the human part, it is the
general attitude toward the robot (e.g., [13], [15]), experience
with robots [14], pet ownership [14]. Finally, the overall
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context plays a part (robot approaching human [10], [16]
vs. human approaching robot [13], [14], [10]; direction of
approach [16], [10]; passing an object [10]); Mead and
Mataric [12] take a broader perspective and discuss the
functional implications of interpersonal distance on speech
and gesture production or perception. Most of the time, the
interaction occurs while standing. Obaid et al. [15] explicitly
study the effect of posture—robot or human standing vs.
sitting. The mean approach distances found in different
contexts vary. Hu¨ttenrauch et al. [6] concluded that in HRI
user trials most participants kept interpersonal distances from
the robot corresponding to Hall’s Personal Spatial Zone
(0.45 m to 1.2 m). Walters et al. [10] report 0.57 m as the
average, subject to a range of modifying factors; Takayama
& Pantofaru [14] report approach distances between 0.25 and
0.52 m.
Interpersonal distances are emergent from the interaction
of two or more actors and their individual personal spa-
tial zones. One fundamental question that remains, to our
knowledge, unanswered, is to what extent the human-robot
distances observed are to be attributed to participants’ own
PSZ and to what extent people imagine the robot having its
own social zones that should be respected. Is it determined
by who is approaching or who is being approached? It seems
likely that people would often mostly care about their com-
fort rather than the robot’s. Therefore, in this work, we have
explicitly prepared a scenario in which the robot wants to
signal that the interlocutor has entered his personal/intimate
zone. We designed two types of behaviors—gazing and lean-
ing back—to signal intrusion into the personal and intimate
zone, respectively. A natural response to someone entering
our intimate zone is stepping or leaning back to increase
the distance again. After experimenting with the stepping
back behavior on the Nao robot, we found it quite slow
and unnatural. Therefore, for this work we implemented the
leaning back behavior which is, to our knowledge, quite new
in an HRI context (cf. [17] though).
Our general research questions were:
• Do people expect a robot to care about its personal
spatial zones?
• Do people expect robot personal spatial zones to scale
to the robot size?
• Which robot behaviors will be correctly interpreted as
the robot signaling discomfort about its personal spatial
zones being invaded?
To explore the answer to these questions, we used the
humanoid robot Nao that is 58 cm tall. Torta et al. [16] used
the Nao but studied the opposite situation: robot approaching
human. Obaid et al. [15], also using Nao, investigated both
situations: robot approaching human and human approaching
robot and the effect of posture—standing vs. sitting—on the
interaction. For the conditions where the human was the
active participant, the distance left when the robot was sitting
was on average 0.35 m whereas the distance left when the
robot was standing was on average 0.5 m. The distance was
similar when the robot approached the human, with 0.1 m
larger distance that a standing human tolerated (as opposed
to sitting human). However, in all these cases, the Nao robot
was on the ground and thus very small compared to the
human which may have biased the results. Therefore, in our
experiments we have elevated the Nao to be comparably tall
to the participants. We have implemented two versions of
the PSZs—human scale and scaled down to robot size—
and triggered the signaling behaviors based on these and
evaluated how this was perceived by the participants.
In the remainder of the paper, we will discuss how we
implemented these behaviors and how the experiment was
designed. After this, we will present our results and discuss
them from the perspective of our research questions.
II. METHODS
The experiment took place at the Department of Cyber-
netics at CTU in Prague, all participants were native Czech
speakers. Therefore, the forms, instructions and question-
naires we presented to the participants were in Czech. The
written and verbal information given by the participants were
transcribed and translated into English for analysis by a bilin-
gual native Czech speaker. Before the experiment started, the
participants gave signed consent, which included instructions
about the experiment. Additionally, we asked them for their
age and their experience with robots (on a 5-point Likert-
Scale), and gave to each participant the Ten Item Personality
Inventory (hereafter TIPI) [18]. Our sample consisted of
40 naive participants in a within-subject design, in which
each participant interacted with the robot in 3 consecutive
sessions. In each session, a different condition was presented
to the participant. The order of conditions was randomized.
The participants were not given any information about the
purpose of the study or the reasons behind the robot’s
behavior. A version of the Godspeed questionnaire was given
to them after every session. One additional custom-made
questionnaire was completed after the end of the last session.
The robot was positioned on a platform (Fig. 1) such that
its height could be adapted to match that of the participants—
target height of the robot from the ground corresponding to
20 cm less than the participant’s height. This was a compro-
mise to comply with two conflicting objectives: (i) similar
overall height of robot and participant, (ii) the possibility
of leaning over to the robot over the platform’s edge. The
height adjustment became necessary due to the small size of
the Nao robot: to avoid that participants have to crouch to
interact with the robot, it was placed on a table.
The overall setup can be seen in Fig. 1. Most of the
features detailed in this section are also illustrated in this
video https://youtu.be/gvICAkfK2CA and the code employed
is available at this public repository [19].
A typical session had the following structure. The par-
ticipant was asked to enter the experiment room, cross it,
go to the robot and to read the instructions written on the
robot’s chest and to follow them. For each condition, there
was a different set of instructions. The activity described
in the instructions consisted of a color and shape matching
game, in which blocks with three different shapes and colors
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Fig. 1. Experimental setup.
had to be put in the correct position on a stand in front of
the robot. In pilot experiments, we found that the game was
sufficiently complex to keep the attention of the participants
over the three sessions.
Robot behaviors. The behaviors the robot displayed in
the three different conditions were the same—gazing and
leaning back—but the context in which they were triggered
was different. Apart from the control condition in which
they were started randomly, the robot started to gaze at the
participant when she entered its personal zone in order to
acknowledge that it has seen the person [20], [21], and to
lean back when the participant entered its intimate zone in
order to indicate that the person is getting too close. The
leaning back behavior is based on findings from Human-
Robot Interaction research about pre-touch reactions [17],
simulating the reaction of a human that would experience
such an intrusion from a stranger.
• Head gaze: For the head gaze we used the two degrees
of freedom in the robot neck (yaw and pitch) to look
at a point in 3D space in front of the robot. In the
Control condition, the target was on virtual plane placed
in front of the robot and a new one was picked every
5s – see Fig. 5 for details. In the Robot and Human
conditions, the head was commanded to gaze at one of
the keypoints on the participant’s head—provided she
was in the corresponding personal zone of the robot. If
available, the nose keypoint was chosen (green arrow
in Fig. 3); if nose was not detected, another keypoint
on the head was chosen.
• Leaning back: The leaning back behavior was designed
by hand using Choregraphe’s timeline editor. The robot
leans around 18 degrees back in the hips from its stand-
ing position and the whole action takes 1.04 seconds;
arms move in opposite direction to maintain balance.
Hypotheses. In order to answer our research questions
and to explore whether humans expect personal spatial zones
around robots to be similar to their own spatial zones, or
whether they expect the size of these personal spatial zones to
correspond to the size of the robot, our experimental design
Fig. 2. Experimental setup – top view. Personal spatial zones: human scale
(blue) and scaled by robot size (green).
was informed by the following hypotheses:
• H0: Humans expect the personal spatial zones around a
robot to correspond to the robots size
• H1: Humans expect the personal spatial zones around
a robot to correspond to the size of human personal
spatial zones.
• H2: Humans are able to recognize proxemics behaviors
exhibited by robots to be associated with the intrusion
of the robots personal spatial zones.
Conditions. In each condition the robot exhibited the
above described proxemics behaviors. The key difference
between the conditions was the distance between the human
and the robot, at which the robot started to exhibit these
behaviors. The different distances corresponded to either
human personal spatial zones, or were scaled down to the
size of the robot – Fig. 2.
• Condition 1 (Control): Upon the approach of the par-
ticipant, the robot exhibited the behaviors head gaze
movements and leaning back movements randomly. The
leaning back was triggered every 20 seconds for 5
seconds. For the gaze, it was every 5 seconds with
a standard deviation of 1 second. These settings were
chosen so that the quantity of the robot behaviors was
roughly similar to the “human scale” condition. The
period for the leaning back behavior was chosen such
that the behavior is triggered around 2-3 times during
the experiment, drawing on pilot experiments.
• Condition 2 (Robot scale): The behaviors of the robot
(head gaze movements, leaning back) were triggered
when the human entered the corresponding spatial zones
around the robot scaled to the robot’s size: 16 cm for
the intimate zone; 42 cm personal zone.
• Condition 3 (Human scale): Same as Condition 2 with
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Fig. 3. Human keypoints detection for distance measurement and gazing.
Green arrow – head gaze target for the robot. Blue arrow – closest human-
robot keypoint pair (nose to chest), at a distance of 0.43m. The coordinates
are those of the human nose in the robot base frame (robot waist).
zone boundaries according to human size (45 cm inti-
mate, 120 cm personal – see Table I).
Real-time interpersonal distance measurement. In order
for the robot to exhibit the correct behaviors depending on
the condition that was tested, reliable online measurements
of the separation distance between the participant and the
robot were required. The position of any part of the robot is
readily available from joint encoders and forward kinematics.
For tracking participants’ poses, we employed the following
pipeline: color images from a camera were fed via the Python
API to the OpenPose library [22] to calculate the estimated
human keypoints’ position in the image – see Fig. 3. As
positions in 3D were needed, we used an RGB-D camera
(Intel R© RealSenseTM D435) rather than the Nao head cam-
era. The resulting keypoint locations were then deprojected
using the aligned depth image, thus receiving 3D coordinates
in the camera’s frame of reference. This camera was external
and the coordinates were finally transformed into the robot’s
frame of reference. The pipeline is schematically illustrated
in Fig. 4. Note that the camera is small and lightweight
and could be easily attached on top of the Nao’s head, for
example. However, we did not choose this solution in order
not to influence the robot’s appearance (anthropomorphism).
The keypoints thus obtained were used to calculate the
interpersonal distance between the participant and the robot.
As the PSZs have a rather holistic or whole-body character,
we decided not to use all the possible keypoint pairs, ignoring
the limbs in particular.1 Instead, we used two keypoints on
the robot (chest and head). For the human, we considered
1Walters et al. [10] considered trunk parts only, ignoring arms and
regarded this as comparable to Hall or Stratton et al. [3].
the keypoint in the waist area and then the head keypoints.
These robot and human keypoints formed pairs, for which
all the distances were computed and the closest taken as the
current interpersonal distance (Fig. 3). Most of the time, the
shortest distance was between the robot’s head and one of
the keypoints on the human’s head (typically nose).
Other Measurements. The distances between participants
and the robot—more specifically, the distances between pairs
of keypoints on the human and the robot—were recorded
throughout every experiment. The logs and videos with
keypoints and distances overlaid were used for subsequent
analyses. With the goal of assessing the personality dimen-
sions of our participants we asked them at the beginning of
the experiment to complete the Czech version of the TIPI
[23].
In order to evaluate the impression the participant had of
the robot’s behavior we asked them after each condition
to complete subscales I, II and III (Anthropomorphism,
Animacy, and Likeability) of the Godspeed Questionnaire
[24]. We chose these three subscales because they seemed
most relevant for answering our research questions.
Additionally, at the end of the experiment, we used a
short, custom-made questionnaire in order to evaluate the
participants’ general experience during the experiment. In
this questionnaire we asked the participants whether they
noticed a difference between the conditions, and if yes,
what, according to them, this difference was. We also asked
in which condition they found the gaze behavior and the
leaning back behavior of the robot most appropriate. For
the leaning back behavior, we additionally inquired how the
participants interpreted it. The last item of this questionnaire
was a request for general feedback and comments on the
experiment. After the participants finished the experiment
(including the questionnaires) we did a short structured
interview, in which we asked the following questions “What
did you like and what didn’t you like about the experiment?”,
“What do you think about the leaning back behavior of the
robot?”, and “How would you describe the behavior of the
robot in general?”.
III. RESULTS
A. Characteristics of the Sample
Our sample consisted of 40 participants (22 female, 18
male; mean age 31.5 years, ranging from 18 to 62). On a
5-point Likert scale concerning their experience with robots
and ranging from 1 = no experience to 5 = very experienced,
they reported an average experience with robots of 1.6. The
subjects were thus largely naive with respect to experience
with robots.
B. Distance from the robot
We recorded the distance the participants kept from the
robot. For evaluation, the minimum distance is often used
[25], [13]. However, this is not appropriate in our situation,
as the distance is also determined by the game and the
participants are asked to explicitly lean toward the robots
at some point. We were interested in the “natural” distance
CognitIve RobotiCs for intEraction (CIRCE) Workshop
IEEE International Conference On Robot and Human Interactive Communication (RO-MAN) 2020
Fig. 4. Software architecture. Participants interacting with the robot are perceived using an external RGB-D camera (1). The RGB image is fed to
OpenPose [22] which estimates human keypoints in the image, applying confidence thresholds (2). The image is then fused with the depth information to
acquire 3D coordinates of the human keypoints, which are then transformed to the robot frame of reference (3). The distances are checked for consistency
(4) and used to determine the personal spatial zone in which the participant is located (5). Appropriate robot behaviors are triggered (6). The complete
software is available at [19].
Fig. 5. Targets for random head gaze of Nao. Every 5 seconds (N (5, 1)),
a new target was chosen at random (uniform distribution) from a 20× 20
meters virtual plane placed 5 m in front of the robot. Robot picture from
http://doc.aldebaran.com.
the participants assumed for the interaction with the robot.
In our context, this was the distance at which they stopped
after approaching the robot in order to read the instructions
on the robot’s chest. This information was extracted from
the video recordings with the keypoint distances overlaid
(see Fig. 3). On average our participants stayed away from
the robot 47.7cm with a standard deviation of 11.3 cm. We
found no significant differences between the distances in the
different conditions ((F(2, 114) = 0.48, p = 0.62, ω2= -
0.01)), albeit there was a small drop from the first trial to the
last (average 49.3 over 47.3 to 46.6 cm) which may be due
to familiarization with the robot (data lumped across robot
behavior condition, the order of which was randomized).2
For individual participants, the standard deviation of the
distances they assumed in the three sessions was 4.9 cm,
i.e. smaller than the st. dev. across participants, indicating
that every individual had her preferred separation distance
from the robot. Females kept an average distance of 48.9
cm and males of 45.6 cm, but this difference did not reach
significance (t(37)=1.05, p=0.3).
Additionally, we used the logs of keypoint-to-keypoint
distances to investigate the distances assumed during entire
experiments. The distribution is shown in Fig. 6. This result
may be affected by the experimental condition, as the robot
2Walters et al. [10] report a much greater adjustment factor of 13 cm on
first encounter.
Fig. 6. Statistics of distances of participants from the robot. Ag-
gregate statistics from all experimental runs; different Conditions (Con-
trol/Robot/Human) color coded. Distances extracted from logs of keypoint-
to-keypoint distances. Distances over 1.5m truncated.
behavior is different and dependent on the distance from
the participant. However, the plot is not suggestive of any
strong effect—albeit a small tendency for lower density in
the human condition at around 47 cm is apparent (robot’s
leaning back may have induced a larger distance assumed
by the participants). All distributions peak at around 50 cm
from the robot, indicating that most participants would not
enter the standard intimate zone of the robot interlocutor
(human scale – 45 cm).
C. Results for Godspeed Questionnaire Subscales
The descriptive statistics for the three Godspeed Ques-
tionnaire subscales can be found in Table II. For the
Anthropomorphism dimension, participants overall scored
the robot higher than a “neutral” score of 3 only in condition
Robot scale, while the participants scored the robot lower
than this “neutral” score in both conditions Control and
Human scale.
The effect of condition on participant ratings along this
dimension was assessed using a repeated measures ANOVA,
finding no significant effect (F(2, 117) = 0.19, p = 0.83, ω2=
-0.01).
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TABLE II
DESCRIPTIVE STATISTICS FOR ANTHROPOMORPHISM, ANIMACY AND
LIKEABILITY.
For the Animacy dimension, participants would score the
robot higher than a “neutral” score of 3 in the conditions
Control and Human scale, and lower than this in condition
Robot scale. The effect of condition on participant ratings
along this dimension was assessed using a repeated measures
ANOVA, showing no significant effect (F(2, 117) = 1.45, p
= 0.24, ω2= 0.01).
For the Likeability dimension participants would score
the robot higher than a “neutral” score of 3 in all three
conditions. The effect of condition on participant ratings
along this dimension was assessed using a repeated measures
ANOVA, showing again no significant effect (F(2, 117) =
0.16, p = 0.85, ω2 = -0.01).
D. Correlations between the measured variables
In order to further explore the structure of the collected
data we examined the correlations between the different
measured variables. We calculated Pearson Correlation Co-
efficients to investigate potential correlations between the
TIPI scores of our participants and the average distance
they kept from the robot. We found a positive correlation
between the agreeableness score and the distance (r(38) =
.348, p = .028), and a weak positive correlation between the
conscientiousness score and the distance (r(38) = .327, p =
.04). We found no correlations between the experience with
robots score and distance, and age and distance. We tested
also for possible correlations between the distance and the
Godspeed questionnaire answers of the participants. Here we
found a positive correlation between the average (over all
conditions) anthropomorphism score and the distance (r(38)
= .5504, p = 0.0002, and a positive correlation between
the average (over all conditions) animacy score and the
distance (r(38) = .4337, p = .005). Even though this was
not directly related to our research questions, we further
tested for correlations between the experience with robots
score and the Godspeed questionnaire results, and the Age
of the participants and the Godspeed questionnaire results.
For the experience with robots score, we found a negative
correlation with the Likeability subscale (r(38) = -.322, p
= .044); for age, we found a positive correlation with the
Likeability subscale (r(38) = .369, p = .019).
E. Custom-made questionnaire and structured interview
In the custom-made questionnaire, only one person out
of 40 reported that she did not notice a difference between
the conditions. For the gaze behavior, 10 participants rated
it most appropriate in the Control condition, 13 in Robot
scale condition, and 17 in the Human scale condition. For
the leaning back, the counts were 8, 15, and 17 respectively.
The participants thus rated both the gaze and the leaning back
behavior most appropriate in the human scale condition and
least appropriate in the control condition.
Additionally we studied how the participants interpreted
the leaning behavior. They were able to freely answer this
question in the questionnaire. The majority of the answers
fell into three categories: most participants (n=13) inter-
preted the behavior as a reaction to the intrusion of the
intimate/personal space of the robot, followed by “the robot
was shocked” (n=7), and “the robot was afraid” (n=5).
The last part of the custom-made questionnaire allowed the
participants to post miscellaneous comments. In combination
with the concluding structured interview, the main qualitative
findings pertain to the leaning back behavior, which was
overall perceived as unfriendly or detached. This had in part
to do with a contradiction in the scenario, which was reported
explicitly by some participants. As part of the interaction,
they were asked to lean towards the robot and whisper to it,
but the robot in this occasion would lean back. Additionally,
some participants reported that the leaning back was too fast
and that they got scared the first time it was triggered. Some
participants also reported that they perceived the gazing
behavior (human or robot condition) as being “stared at”
due to the lack of facial expressions on the robot.
IV. CONCLUSION, DISCUSSION, FUTURE WORK
In summary, the average approach distance people as-
sumed from the robot was 48 cm, which is very close to
the distances between humans reported by Stratton et al. [3]
(51 cm) and at the inner boundary of human-size personal
zone (45-120 cm), but outside of the personal zone scaled
to robot size (16-42 cm), suggesting that most participants
did not automatically scale down the extent of these zones
to the robot size. This distance was independent from the
gender of the participant and from the behavior of the robot.
That is neither the gazing nor the leaning back affected the
approach distance significantly. Mumm & Mutlu [13] could
show significant effects of mutual gaze vs. averted gaze on
the part of the robot; in our case, the gaze was either random
(that is not explicitly averted) or mutual. The leaning back
was perceived as unfriendly by some participants, but did not
translate into important changes in interpersonal distance.
It should be noted that the measures reported are con-
strained by two additional factors. First, the edge of the table
and platform on which the robot was placed was around
40cm horizontally from the robot keypoints (head, torso)—
creating a barrier for the participants, unless they leaned
over to the robot (which many did). From the results of the
distances analysis, this did not seem to importantly affect
the experiment. Second, the distance was also affected by
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the eyesight of the participants’—a few participants had to
go close to the robot in order to read the instructions.
The analysis of the results from the Godspeed ques-
tionnaire showed no differences between the conditions—
contrasting somewhat with the results obtained from the
custom-made questionnaire and the information collected
during the structured interview after the experiment, in which
all but one participant reported to have noticed differences
and described the differences in detail. We hypothesize dif-
ferent reasons for this lack of congruence. According to the
participants’ statements, our implementation of the leaning
back behavior was problematic. Although it was correctly
interpreted by most of them as being a protective reaction
of the robot towards an intrusion of its personal (intimate)
zone, the behavior’s specific kinematics seem to not have
been appropriate. Firstly, participants found it too fast and
perceived it as too abrupt. This made the robot appear
shocked or afraid of the participant. Second, it conflicted
to some degree with the task the participants were asked to
do: approaching the robot and whispering to it, during which
the robot reacted by leaning back abruptly. This has startled
some participants and was perceived as unfriendly. The third
issue with the leaning behavior was more technical: some
participants stood in front of the robot exactly at the border
between the personal and the intimate zone, resulting in the
robot oscillating between leaning back and forth. This issue
seems relevant for any situation in which for example safety
zones have to be implemented to ensure a secure interaction
between robots and humans. This problem can be mitigated
by some filtering approaches (low-passing) to the distance
processing around the zone boundaries to slow down the
dynamics. However, delays on the robot behavior when, say,
the intimate zone is intruded, may not be perceived positively
either. An asymmetrical solution—withholding the reaction
when the distance increases—may be a possibility.
The use of the TIPI allowed us to analyse the data for
potential correlations between the psychological variables
like self-assessed personality dimensions and the distance
people kept from the robot. We found positive correlations
between the agreeableness and conscientiousness personality
traits of our participants and the distance they kept from
the robot. A high score in agreeableness is linked to being
considerate and kind; a high score in conscientiousness
is linked to being careful and having the desire to do a
given task well. It could be argued that people with these
personality traits tend to be more cautious when entering
a new potential social interaction, more specifically when
intruding someone’s personal space. We also found positive
correlations between the average scores of two Godspeed
Questionnaire subscales, Anthropomorphism and Animacy,
and the average distance people kept from the robot. Both
of these subscales deal with how our participants perceived
the robot. It could therefore be argued that the more people
perceived the robot as human-like in its appearance and
movements, the more the participants behaved towards it—
from a spatial perspective—like they would towards a hu-
man. Further, we found a negative correlation between the
experience of our participants with robots and the average
score of the Likeability subscale of the Godspeed ques-
tionnaire. This signifies that, in our experiment, the people
that were less familiar with robots found the robot more
likeable. Another positive correlation between the age of our
participants and average score of the Likeability subscale
points in the same direction: The older people were, the more
likeable they found the robot. Since our participant sample
was quite diverse ranging from young students of computer
science to people over 60 from outside academia, these two
results can be seen as coherent. It seems that—at least in
our experiment—experienced people have a more realistic
and technical perspective on the capabilities of the robot.
One limitation of the present study is that the robot size
could not be manipulated. We plan to continue this research
adding the Pepper robot to further investigate the potential
effect of robot size on the human perception of robot PSZs.
Using Pepper will allow us to repeat our study with a robot
that has a size roughly halfway between the NAO robot and
a human adult. It will further make it possible to explore the
effect of the speed of the leaning back behavior, since Pepper
can smoothly move backwards when a participant leans in.
Additionally, Pepper will allow us to simulate to some extent
changes of facial expression via eye color. It was pointed out
by some participants that the static face of the NAO we used
was perceived as staring. As pointed out above, the biggest
limitation of this study was most likely the design of the
leaning back behavior. In the future, we will adjust the speed
of the behavior and make it more continuous. The knowledge
gained in this and the planned follow-up studies can flow
into behavioral modules for social robots; such a module
monitoring the personal space and leading onto “anxiety” of
the robot if its personal/intimate space was invaded, has been
very recently developed in [26].
Finally, a contribution of this work is also that we demon-
strated that a single compact lightweight RGB-D camera
and a laptop is sufficient for reliable real-time perception
of the position of the human with respect to the robot.
Moreover, thanks to the human keypoint extraction pipeline,
3D positions of 25 points on the human body (joints on
the body, plus nose, eyes, ears) are available (our code is
available at [19]). Although such a resolution is normally
not regarded as necessary in proxemics research [3], [10],
it opens up new possibilities. In our scenario, availability of
3D positions of keypoints on the human head allowed us
to get a more accurate estimation of interpersonal distance.
At the same time, they were simultaneously used as targets
for the robot’s gaze. Availability of detailed information—
3D positions of human keypoints from the camera and
robot keypoints from forward kinematics—can be exploited
too. This has been demonstrated on the iCub humanoid
robot [27]—employing stereo cameras in the eyes instead
of external RGB-D camera—but in the context of robot
monitoring its and the interlocutor’s peripersonal space rather
than social space.
Defensive peripersonal space has both body part-centered
and full body-centered components [28]; such a represen-
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tation can be learned from visuo-tactile associations on a
humanoid robot and then exploited for contact prediction
and whole-body avoidance behaviors [29], [27]. Peripersonal
space representation is modulated by social context [30]. Yet,
the relationship between personal spatial zones—with origins
in anthropology and social psychology—and peripersonal
space, a concept from neuroscience, remains unclear despite
interesting similarities in the spatial dimensions of the two
concepts (see also [31]). The implications for HRI remain
open as well. Peripersonal space—relating to safety and
physical HRI—and interpersonal distance—explored in so-
cial robotics—have been separate research topics until now.
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