This paper shows global uniqueness in an inverse problem for a fractional mag- 
Introduction
This paper studies a fractional version of the Schrödinger equation in a magnetic field, or for brevity, a fractional magnetic Schrödinger equation (FMSE).
We consider a related inverse problem, for which we establish a uniqueness result. We thus deal with a non-local counterpart of the classical Schrödinger equation in a magnetic field (see [24] ), which requires to find up to gauge the scalar and vector potentials existing in a medium from voltage and current measurements performed on its boundary. Since it constitutes a substantial generalization of the famous Calderón problem (see [5] ), the study of the local Schrödinger equation in a magnetic field has both mathematical and practical interest. Below we introduce a model for a fractional extension of the local problem stated above. In fact, fractional mathematical models are nowadays quite common in many different fields of science, including among others image processing ( [16] ), physics ([11] , [13] , [15] , [20] , [23] , [31] ), ecology ( [18] , [22] , [25] ), turbulent fluid dynamics ( [7] , [9] ) and mathematical finance ( [1] , [21] , [28] ). The reader may also see [4] for more references.
Fix s ∈ (0, 1), and consider the fractional divergence and fractional gradient operators (∇·) s and ∇ s . These are based on the theoretical framework laid down in [12] , and were introduced as such in [8] as non-local counterparts of the classical divergence and gradient operators. Throughout the paper we will often refer to our previous work [8] , of which the present study should be thought as a follow up. However, for the sake of completeness we will briefly recall the main results of [8] when they will be needed. of Ω e = R n \ Ω. In order to have a well-posed direct problem, we will always assume that q is such that 0 is not an eigenvalue for the left hand side of FMSE. This is reminiscent of a similar condition assumed in [27] . By means of this assumption, we define the DN map Λ s A,q : H s (Ω e ) → (H s (Ω e )) * in weak sense from the bilinear form associated to the equation. The inverse problem asks to recover A and q in Ω from Λ s A,q . Because of a natural gauge ∼ enjoyed by FMSE, solving the inverse problem completely will turn out to be impossible; however, our main result proves that the gauge class to which the solving potentials belong can be fully recovered: Then (A 1 , q 1 ) ∼ (A 2 , q 2 ), that is, the potentials coincide up to the gauge ∼.
The set P of potentials and the gauge ∼ will be carefully defined in Section 3.
For now, the reader can think of the statement (A, q) ∈ P as a collection of properties regarding the potentials A and q. Among them there is a property we call (p5), stating that supp(A) ⊆ Ω 2 ; while we suspect this assumption to be avoidable, we nonetheless prove our Theorem in this easier case, highlighting the occasions when (p5) is effectively used.
The proof of the above Theorem is based on three results that we must prove beforehand: the integral identity for the DN map, the weak unique continuation property (WUCP) and the Runge approximation property (RAP). These are strongly non-local results which we explain in detail in Section 3. The WUCP will be easily proved by reducing the case of our operator (−∆) s A to that of the fractional Laplacian (−∆) s , for which the result has been established already in previous works (see e.g. [26] , [14] ). This will be accomplished using property (p5). The proof of the RAP will then be obtained using the WUCP and the Hahn-Banach theorem. Eventually, we will make use of this result, the integral identity and (p5) to complete the proof of the Theorem by means of Alessandrini's identity. This whole technique can be seen as a generalization of the one developed in [14] as a tool for treating the fractional Laplacian.
We consider the result of Theorem 1.1 to be very satisfactory, as the possibility of recovering the potentials only up to a gauge resembles the known result for the local case s = 1 (again, see [24] ). For comparison one can see [6] , in which a related equation is considered: the authors of [6] establish that no gauge exists in the case of a certain magnetic Schrödinger equation in which the non-locality is assumed only for the highest order term. This interesting result encouraged us to wonder whether such property would hold for a fully fractional operator, and is thus the main academic motivation for this work.
This paper is organized as follows. Section 1 is the introduction. The following Section 2 contains the definitions of the Sobolev spaces used in the paper, as well as the main non-local operators and other preliminaries. Section 3 first deals with the definitions of the magnetic non-local operators, of the fractional magnetic Schrödinger equation and of the DN map, then introduces the weak unique continuation and the Runge approximation properties. In the same Section a discussion of the gauges enjoyed by FMSE is also found, and the main differences and similarities with the local case are considered. 
Preliminaries
In this section the main function spaces, operators and notations used in the paper are introduced. The notation for the Sobolev spaces is the usual one (see e.g. [14] ). Our non-local operators are largely the same ones as in [8] , to which we refer for the proofs of some statements in this section. For the theoretical framework from which such operators arise, see [11] .
Operators on bivariate vector functions. Let us start from the definitions of various useful operators on bivariate vector functions.
be a smooth, compactly supported vector function of two vector variables x, y ∈ R n . The symmetric and antisymmetric parts of A at points x, y are the vectors
The parallel and perpendicular parts of A at points x, y are the vectors
The L 2 norm of A with respect to the first variable at point x is the scalar
Likewise, the L 2 norm of A with respect to the second variable at point x is
Remark 2.2. The two integrals above are finite, since A is by definition smooth and compactly supported. Thus the given definitions make sense.
Observe by the following computations
The first formula is due to the consideration that A a · A s is an antisymmetric scalar function, and so its integral vanishes. Since A and A ⊥ are orthogonal vectors, it must also be A · A ⊥ = 0, which proves the second formula. The last two operators in definition 2.1 can be similarly extended to act
Lemma 2.3. The equalities defining the four operators (·) s , (·) a , (·) , (·) ⊥ in Definition 2.1 for a smooth, compactly supported A still hold almost everywhere
Proof. We will prove the Lemma only for (·) s , as all the other cases are treated
Remark 2.4. It is immediately seen that the four operators
all commute with each other in the case of A ∈ C ∞ c . Because of the previous Lemma, this property still holds almost everywhere for A ∈ L 2 (R 2n ). Thus in the following we will be using e.g. the symbol A s to refer to each of the two almost everywhere equal vectors (A s ) and (A ) s .
Sobolev spaces. There exist many equivalent definitions of fractional Sobolev spaces (see e.g. [10] ); however, the one we chose in this paper suits our needs in the best way. Let Ω ⊂ R n be an open set and r ∈ R, p ∈ (1, ∞), n ∈ N \ {0}. 
where s ∈ R, ξ := (1 + |ξ| 2 ) 1/2 and the Fourier transform iŝ
By means of the Sobolev embedding and Sobolev multiplication theorems (see e.g. [3] , [2] ), the spaces described above can often be embedded into each other in interesting ways. The next Lemma lists some embeddings that will be used multiple times in the paper.
Lemma 2.5. Let s ∈ (0, 1) and p :=max{2, n/2s}. Then the embeddings
hold, where the symbol × indicates the pointwise product.
We also define the spaces
where U, F ⊂ R n are an open and a closed set and the norm on
As explained in [14] , if U happens to be a Lipschitz domain thenH s (U ) and
Finally, we define
, and its elements are equivalence classes of functions from H s (R n ) coinciding on U e .
X is called abstract trace space.
Non-local operators. We start by defining the fractional Laplacian in one of the many possible ways (see [19] ), namely the one given in [10] . If u ∈ S(R n ), its fractional Laplacian is
for a constant C n,s . Its Fourier symbol is |ξ| 2s , which means that (−∆) 
for r ∈ R and p ∈ (1, ∞).
Let α(x, y) : R 2n → R n be the antisymmetric vector mapping defined by
If u ∈ C ∞ c (R n ) and x, y ∈ R n , the fractional gradient of u at points x and y is defined as
and is thus a symmetric and parallel vector function of the two variables x and y. Since it was proved in [8] 
, and thus that the linear operator
, we see that ∇ s can be extended by density to an operator
. Using a proof by density similar to the one for Lemma 2.3, one sees that (6) still holds almost everywhere
i.e. it is by definition the adjoint of the fractional gradient.
As observed in [8] , Lemma 2.1, for u ∈ H s (R n ) we have that the equality
holds in weak sense, and (∇·)
The formula
which was also proved in the same paper, easily follows from this property and from the definition of fractional gradient.
In the next two Lemmas the fractional gradient and divergence will be extended to act on larger spaces.
There exists a constant k n,s such that
, and we can compute its Fourier transform; since the fractional gradient is a two-point function, its
Fourier transform will use two variables ξ, η. Using the definition and a change of variables,
We might now observe that
Lemma 2.7. The fractional gradient extends as a bounded map
and if r ≤ s then also
Proof. Start with u ∈ C ∞ c (R n ), and let r ∈ R. Then
From the previous Lemma we can deduce that
Using the properties of the fractional gradient and the above estimate in (9), we get the wanted result
A usual argument by density completes the proof of the first part of the statement. The second one follows simply by noticing that in the case r ≤ s one has
As a consequence of the above Lemma, we get that the fractional divergence can be similarly extended as (∇·)
Definition and properties of FMSE
Fractional magnetic Schrödinger equation (FMSE). FMSE will be defined in a way that is reminiscent of the procedure used in the classical case s = 1, that is, by introducing the vector and scalar potentials. However, here the point of view is intrinsically non-local. This aspect of the problem is reflected in the use of non-local, two-point operators.
Let Ω ⊂ R n be an open set, Ω e = R n \ Ω the exterior domain, and also recall that by definition p :=max{2, n/2s}. The vector potential and scalar potential are two measurable functions A : R 2n → C n and q : R n → R. The following properties are of interest:
With respect to the above properties, we define four sets of potentials:
A := {vector potentials A verifying (p1) − (p3) and (p5)},
Remark 3.1. The reader might wonder about the reasons behind such peculiar definitions for the spaces in properties (p1), (p2) and (p4). These are due to computational necessities.
. Later on, we will need the following quantities to be finite for u ∈ H s :
The first one is used in Remark 3.8, the second and third ones are used in Lemma 3.12, and the last one is used in (11) . One easily sees that the a, b, c given in our definitions verify the above conditions (10) . From the first one and
n+2s , which holds if
Because of this, c ≥ 2, and we take c = p :=max{2, n/2s}. From
Sobolev embedding now it follows that b = sp − s. For the last two conditions,
One verifies that these both hold when a = 2p.
Remark 3.2. Observe that if n ≥ 4, then p = n/2s, and so in this case we will have L 2p = L n/s and H sp−s = H n/2−s . We thus see that our assumptions simplify greatly if the dimension is large enough.
Next, we will define some new non-local operators. Let A ∈ A 0 and u ∈ H s (R n ).
It is immediately seen that
because of property (p1) and the Sobolev embedding (e4). The magnetic fractional gradient of u can therefore be defined as the function ∇
The computation above also implies that the magnetic fractional gradient acts
is defined by duality as that operator (∇·)
the following formula holds:
It is clear by construction that the magnetic fractional divergence and gradient can be combined in what will be called magnetic fractional Laplacian, for which the symbol (−∆) s A will be used. Thus (−∆)
holds for all u, v ∈ H s (R n ). s , and indeed this follows immediately from definition (14) . As the fractional Laplacian is well understood (see e.g. [14] ), from now on we will always assume A ≡ 0.
In the following Lemmas we will prove two formulas for the magnetic fractional Laplacian which will be useful later.
holds in weak sense.
Proof. By (14), (−∆)
; this means that in order to prove (15) in weak sense one needs to compute (−∆)
. By formulas (14) and (12),
where all the above terms make sense, since by formula (11)
Av all belong to L 2 (R 2n ). The new term ∇ s u, A(y, x)v(x) is finite for similar reasons, and thus
Now each term on the right hand side of (16) will be considered separately. For the first one, simply by definition,
For the second one, by the embeddings (e5), (e2) and (e7),
The third and fourth terms on the right hand side of (16) can be treated in the same way, so only the former will be computed.
n+2s . On the other hand, by Cauchy-Schwarz
n+2s . Therefore, by the embedding (e7) we know that the term R n ∇ s u · Ady, v is finite. Eventually we can write
In the last steps Lemma 2.3 was used twice: the first time in order to write A a for A ∈ L 2 , and the second one to see that ∇ s u is almost everywhere a parallel
For the last two terms of (16) , observe that
This follows from the fact that A(y, x)v(x) − A(x, y)v(y) is antisymmetric and from Lemma 2.3. Therefore, using again the same Lemma,
The last three steps need further explanation. First of all, notice that on the third line of (20) the integrand function is the product of A against a symmetric, parallel vector; this means that both A ⊥ and A a have no effect, leaving behind only A s . Since the embeddings (e1) and (e7) hold, by Lemma 2.7 ∇ s (uv) ∈ H s−sp . Now assumption (p2) assures that the term A s , ∇ s (uv) makes sense.
Eventually, the definition of fractional divergence and the embeddings (e6), (e2) and (e7) explain the last step of (20) .
Equation (15) now follows by just combining equations (16), (17), (18), (19) and (20) .
There exists a positive, symmetric dis-
Proof. Because of Lemma 2.3, A a is a parallel vector almost everywhere, and
Moreover, if φ ∈ C ∞ c (R 2n ) and B r1 , B r2 are two balls in R n centered at the origin such that supp(φ) ⊂ B r1 × B r2 , then by formulas (1), (2) and Cauchy-Schwarz
Because of the above computation, it makes sense to define a distribution σ ∈ D ′ (R 2n ) such that the formula
. Given that A a is antisymmetric, it is clear that σ is symmetric; moreover, property (p3) assures that σ > 0.
Proof. By formula (8) and the previous Lemma we can write that
in weak sense. The wanted result then follows from the previous computation and formula (15) .
Remark 3.7. The first term on the right hand side of (22) , which is the leading term of (−∆) s A , can be rewritten as
Moreover, defining the variable interaction matrix Θ(x, y) := σ(x, y)Id, we can write the leading term as (∇·) s (Θ·∇ s u). This observation highlights the connections between the magnetic and classical fractional Laplacians: if σ(x, y) ≡ 1,
This way of writing the leading term of (−∆) s A u is also reminiscent of the fractional conductivity operator defined in [8] ; however, in that case σ(x, y) is supposed to be separable (i.e. there exist functions σ 1 , σ 2 : R n → R such that σ(x, y) = σ 1 (x)σ 2 (y)), while in the present case σ is not in general separable.
Consider (A, q) ∈ P 0 and f ∈ H s (Ω e ). We say that u ∈ H s (R n ) solves FMSE with exterior value f if and only if
in Ω e holds in weak sense, that is if and only if u − f ∈H s (Ω) and the equation
Remark 3.8. The assumptions (p1), (p2) and (p4) assure that (24) makes sense. This was already partially shown in the above discussion about the magnetic fractional Laplacian. For the last term, just use (p4) and the embeddings (e2), (e7).
Old gauges, new gauges. In this subsection we will discuss the gauges enjoyed by FMSE. This will be useful later for the solution of the inverse problem, and will also show some rather interesting differences between the classical and fractional cases.
Let G be the set of all strictly positive functions φ ∈ C ∞ (R n ) such that φ| Ωe = 1.
It is immediately seen that (G, ·) is an abelian group, with identity φ ≡ 1. Now
for all u ∈ H s (R n ). It is clear that both ∼ and ≈ define equivalence relations on P 0 , and thus we can consider the quotient spaces P 0 / ∼ and P 0 / ≈. Moreover,
We say that FMSE has the gauge ∼ if for each (A, q) ∈ P 0 there exists (
Similarly, we say that FMSE has the gauge ≈ if for each (A, q) ∈ P 0 there exist
Remark 3.9. The definitions (25) and (26), which have been given for FMSE, can be extended to the local case in the natural way.
Before considering whether FMSE has either one of the two gauges defined above, we will ask the same question for the local, classical case. If s = 1, it is a known fact that (−∆) A (uφ) + quφ = φ (−∆) A+ ∇φ φ u + qu for all φ ∈ G and u ∈ H 1 (R n ). As soon as we choose φ ≡ 1, we will have A + We will now treat the case s ∈ (0, 1). Let us start with a simple Lemma.
and only if
A a = A ′ a and Q = Q ′ , where
Proof. One direction of the implication is trivial: by equation (15) and the definition of FMSE, it is clear that if
For the other implication, write (−∆)
Now fix ψ ∈ C ∞ c (R n ), and for a fixed x ∈ R n let u(y) := ψ(y)|x − y| n+2s .
Observe that this choice of u makes sense, because if we fix
and similarly for D β u, with β any multi-index such that |β| ≤ 1. This proves that u ∈ W Now substitute this u in the computation (27) . As u(x) = 0, this gives
Being ψ any smooth, compactly supported function, we deduce that y →
by Lemma 3.5, and coming back to (27) , we also deduce Q = Q ′ .
Lemma 3.11. Let A ≡ 0. Then FMSE has the gauge ∼.
Proof. Start by observing that if (A, q) ∈ P 0 and A ′ ∈ A 0 is a vector potential such that A a = A 
We claim that the function q ′ computed in this fashion verifies (p4). In fact, 
Therefore, in order to obtain a (A ′ , q ′ ) ∈ P 0 in gauge ∼ with a given (A, q) ∈ P 0 it suffices to find A ′ ∈ A 0 such that A a = A ′ a , and then take q ′ as above. We will now show how this can always be done in such a way that A = A ′ , which of course implies that FMSE has the gauge ∼. Eventually, in order to show property (p1) for A ′ notice that J 2 A ′ = J 2 A, since
If instead we have 
Since J 2 A ∈ L p , this shows property (p1) for A ′ and ends the proof.
Lemma 3.12. FMSE does not have the gauge ≈.
By means of Corollary 3.6 we can write this equation as
As done in Lemma 3.11, fix ψ ∈ C ∞ c (R n ), and for a fixed x ∈ R n let u(y) := ψ(y)|x − y| n+2s . Again u ∈ H s , and thus it can be substituted in the previous computation. This leads to
which lets us conclude σ(x, y)φ(y) = σ ′ (x, y)φ(x). On the other hand, since σ, σ ′ are symmetric and φ > 0, if we take the symmetric part of each side of the last equation we get
which lets us rewrite it as
Since σ > 0, it is now clear that φ must be constant, and therefore equal to 1.
This means that whenever (
with some φ ∈ G, then φ ≡ 1, i.e. FMSE does not have the gauge ≈. Let us at this point highlight another unforeseen difference between the local and non-local cases. In order to reduce the classical magnetic Schrödinger equation to the non-magnetic case, one must assume that the vector potential is a gradient. As observed in Remark 3.7, such condition reduces to A a = 0 for FMSE. By Lemma 3.10, this implies that there exists a whole infinite gauge class in P 0 / ∼ whose elements cause FMSE to reduce to the fractional Schrödinger equation.
Bilinear form. Let s ∈ (0, 1), u, v ∈ H s (R n ), and define the bilinear form
Using B s A,q one can show the well-posedness of the direct problem for FMSE. In order to prove this, use the magnetic fractional Laplacian written as in Remark 3.7, and observe that Lemma 3.5 makes Θ a symmetric and positive definite matrix. It now follows from [11] , Theorem 4.9, that if F ∈ (H s (Ω)) * then there exists a unique solution
This is the same as saying that for all F ∈ (H s (Ω)) * there is one and only one
The case of non-zero exterior value is treated as usual, see e.g. [8] and [14] ; one also gets the following useful estimate:
We will now collect some properties of B s A,q in a Lemma.
where e g , e f ∈ H s (R n ) are extensions of g, f respectively.
Proof. Symmetry follows immediately from the definition of B s A,q . For the second point, we will use the embeddings (e2) and (e7) as well as the definition of magnetic fractional gradient to write
For the third point, first compute
and then use symmetry to conclude
The DN-map and the integral identity. Lemma 3.14. There exists a bounded, linear, self-adjoint map Λ s A,q : X → X * defined by
where X is the abstract quotient space
Proof. Since we attempt to define the DN-map on equivalence classes, we should first prove that the DN-map is well defined, i.e. that the definition does not depend on the particular representatives of the equivalence classes involved. To this end, let φ, ψ ∈H s (Ω) and compute by Lemma 3.13
The ψ disappears because it vanishes in the integration set Ω e , while the φ plays actually no role at all, since f = f + φ over Ω e implies u f +φ = u f . The boundedness of Λ s A,q is a consequence of 3.13 and of the estimate of u f as a solution to the direct problem. First compute
and then observe that this implies
Finally, we prove the self-adjointness using Lemma 3.13 again:
The DN-map will now be used to prove an integral identity.
Lemma 3.15. Let (A 1 , q 1 ), (A 2 , q 2 ) ∈ P, f 1 , f 2 be exterior data belonging to
The following integral identity holds:
Proof. The proof is a simple computation based on the results of Lemmas 3.14 and 3.6:
The WUCP and the RAP.
A non-local equation can possess two fundamental properties, namely the weak unique continuation property (WUCP) and the Runge approximation property (RAP). Here we will highlight their relationship, showing how one can prove the latter from the former in the case of FMSE. This will be of interest in the next subsections, where such properties will be used for the solution of our inverse problem.
Let W ⊆ Ω e be an open set, and let u ∈ H s (R n ) be such that u = 0 and
If from this information we can conclude that u = 0 in Ω as well, we say that FMSE has got the WUCP. It is a known fact that WUCP holds if both A and q vanish, that is, in the case of the fractional Laplace equation (see e.g. [27] ).
Let W ⊆ Ω e be an open set, and let R = {u f | Ω , f ∈ C ∞ c (W )} be the set of the restrictions to Ω of those functions u f which solve FMSE for some smooth exterior value f supported in W . It is certainly verified that R ⊂ L 2 (Ω). We say that FMSE has got the RAP if it is true that R is dense in L 2 (Ω).
Remark 3.16. Both the WUCP and the RAP depend strongly on the nonlocality of the operators involved. For example, the second property shows a certain freedom of the solutions to fractional PDEs, effectively stating that they can be made to resemble any L 2 function. Observe that this is certainly not the case for a local operator, e.g. the classical Laplacian, whose solutions are much more rigid.
Lemma 3.17. The WUCP implies the RAP in the case of FMSE.
Proof. This proof follows the spirit of the analogous Lemma of [14] . Let v ∈ L 2 (Ω), and assume that v, w = 0 holds for all w ∈ R. Then if we take f ∈ C ∞ c (W ) and also we assume that φ ∈H s (Ω) solves (−∆)
However, the first term on the last right hand side vanishes, because it can be rewritten as
and it is known that (−∆) Up to this point we have proved that any v ∈ L 2 (Ω) such that v, w = 0 holds for all w ∈ R must be identically equal to zero. By the Hahn-Banach theorem this implies that R is dense in L 2 (Ω), which concludes the argument.
Main results
The inverse problem. In this section we prove our Theorem 1.1 under the stricter assumption that (A, q) ∈ P, while for all the previous results we only required (A, q) ∈ P 0 . We find that adding property (p5) makes physical sense, as the random walk interpretation of FMSE in Section 5 suggests; however, we move the consideration of the general case to future work.
By means of property (p5) and Lemma 3.5 we easily deduce that σ(x, y) ≡ 1 whenever (x, y) ∈ Ω 2 , since in this case of course we have A a (x, y) = 0. Another consequence of (p5) is the following Lemma: The inverse problem. We are ready to solve our inverse problem, which we restate here for the convenience of the reader:
be a bounded open set, s ∈ (0, 1), and let 
, that is, the potentials coincide up to the gauge ∼.
Proof. The sets W 1 and W 2 can be taken disjoint without loss of generality.
Let f i ∈ C ∞ c (W i ), and let u i ∈ H s (R n ) be the solution of (−∆)
. By using the assumption that the DN maps computed on f ∈ C ∞ c (W 1 ) coincide when restricted to W 2 and the integral identity (31), we can obtain the so called Alessandrini's identity:
Formula (32) can be refined by noting that we can substitute every instance of u i with u i | Ω , the restriction to the set Ω. In fact, since u i is supported in
Moreover, by property (p5),
Eventually we get 0 = 2
The RAP holds by Lemmas 3.18 and 3.19. Fix any f ∈ L 2 (Ω), and let f
Inserting these solutions in the integral identity (33) and taking the limit as
Coming back to (33) with this information at hand, we can write
where
is once again the solution of (−∆)
, by the same argument as before we can deduce
for x ∈ Ω. Fix now some x ∈ Ω and an arbitrary φ ∈ C ∞ c (Ω). Since by the same means as in the proof of Lemma 3.10 we can prove that y → φ(y)|x − y| n+2s ∈ L 2 (Ω), by the RAP we can find a sequence u
Substituting these solutions and taking the limit,
Thus we can once again conclude that for all x ∈ Ω it must be σ 1 (x, y) = σ 2 (x, y)
for all y ∈ Ω, or which is the same σ 1 = σ 2 over Ω 2 .
We are now ready to conclude the proof. Since σ 1 and σ 2 are already known to coincide over R 2n \ Ω 2 , they must be identical everywhere, which means that (A 1 ) a = (A 2 ) a . Moreover, since by properties (p2), (p4) and (p5) we have Q 1 = 0 = Q 2 over Ω e , we deduce by our argument above that
everywhere. It thus follows from Lemma 3.10 that (A 1 , q 1 ) ∼ (A 2 , q 2 ).
A random walk interpretation for FMSE
It is a known fact that diffusion phenomena can often be interpreted as continuous limits of random walks. The classical result for the local Laplacian has been extended in [30] to the fractional Laplacian by considering a random walk in which long jumps are allowed. Similarly, the fractional conductivity equation was shown in [8] to arise from a long jump random walk with weight γ 1/2 , where the function γ represents the conductivity of the medium. We now wish to show how the leading term in FMSE can itself be derived as a continuous limit of a long jump random walk with weights. This will highlight the physical meaning of σ and motivate our assumptions on it, namely its positivity and the fact that σ(x, y) = 1 as soon as (x, y) ∈ Ω 2 ; however, in order to avoid technicalities, in this section we will assume that σ is as smooth and regular as needed.
Let h > 0, τ = h 2s , k ∈ Z n , x ∈ hZ n and t ∈ τ Z. We consider a random walk on the lattice hZ n with time steps from τ Z. Define
, and then observe that ∀x ∈ hZ
Thus we can normalize f (x, k), and get the new function P (x, k)
, and also is such that k∈Z n P (x, k) = 1. In our interpretation, P (x, k) is the probability that a particle will jump from point x + hk to point x in the next step.
Remark 5.1. We can compare the behavior of the probability P (x, k) in the cases of the fractional Laplacian, fractional conductivity and magnetic fractional
Laplacian operators:
• The probability always decreases when the distance in between x and x+hk increases, as it is expected for a long jump random walk.
• The fractional Laplacian, which corresponds to σ(x, y) ≡ 1, sees no difference among the points of R n : they are all equivalent, in the sense that there is no intrinsic property that makes a point more likely to be the next target of the random jumping particle.
• The fractional conductivity operator, which in turn corresponds to σ(x, y) = γ(x)γ(y), distinguishes the points of R n from each other: certain points are more likely to be reached by the particle, namely, those whose conductivity is high. However, the conductivity field perceived by the particle is independent from the current position of the particle itself.
• The magnetic fractional Laplacian operator has no special form for σ(x, y),
and it distinguishes among the points of R n in a more subtle way than it is done by the fractional conductivity operator. The particle always moves according to the conductivity field it perceives, but the field changes at each step according to the current position of the particle. Thus in this case the conductivity is not an intrinsic property of each point: the same point x may be assigned a high conductivity in the field perceived at y and a low one in the field perceived at z.
Remark 5.2. We can now see why σ > 0 and σ(x, y) = 1 if (x, y) ∈ Ω 2 : both these properties are needed in order to have that y → σ(x, y) is a conductivity in the sense of [8] for every fixed x ∈ R n .
Let now u(x, t) be the probability that the particle is found at point x at time t. Given the definition of P (x, k), the following formula holds:
In much the same way as it was done in [8] , we can compute the time derivative of u(x, t) as the limit for τ → 0 of the difference quotients, and then substitute the above formula. As the resulting sum approximates the Riemannian integral, by taking the limit we eventually get that for some positive constant C ∂ t u(x, t) = C R n σ(x, y) u(y, t) − u(x, y) |x − y| n+2s dy .
If u(x, t) is independent of t, the leading term of FMSE is recovered.
One slight generalization
After having considered the fractional conductivity equation in [8] and FMSE in the previous sections, one would naturally wonder whether a fractional magnetic conductivity equation would share similar features as the previously cited ones.
The present Section is devoted to showing that this is indeed the case.
Let (A, q) ∈ P and let γ be a conductivity in the sense of [8] . Consider
This allows us to consider the fractional magnetic conductivity operator 
It is clear that C
By the definition of magnetic fractional divergence, if v ∈ H s (R n ), 
For the second part of (36), we will compute as follows:
A(x, y)γ 
Substituting (37) This concludes the proof.
Because of the above Lemma, we see that the study of each instance of FMCE can be reduced to that of a particular FMSE. This lets us apply all of our previous results to this new case. For example, we know that FMCE enjoys the same gauges as FMSE, and most importantly we can consider and solve an analogous inverse problem.
Remark 6.2. The FMSE to which a given FMCE can be reduced has the same (antisymmetric parallel part of the) vector potential as the equation it comes from. At first sight this characteristic might seem somewhat unforeseen, as in full generality one would expect that the resulting potential, while dependent on the original one, would be different from it. On the other hand, the general behavior of the two equations should be the same: the main parts of their operators should therefore also coincide.
