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RÉSUMÉ. Le problème de la prédiction de mobilité se définit comme le fait de deviner quel
sera le prochain point d’accès rencontré par un terminal mobile lors de son déplacement dans
un réseau sans fil. Les prédictions faites permettent d’améliorer la qualité de service fournie
par le réseau en lui permettant de prendre des mesures pro-actives (telles des réservations de
ressources). Les agents de prédiction se classent principalement en deux catégories : les agents
liés à un mobile particulier (responsables d’anticiper les déplacements de celui-ci) et ceux liés à
un point d’accès (prédisant le prochain point d’attache de tous les terminaux y étant connectés).
Cet article vise à comparer les deux méthodes à l’aide de traces réelles tirées d’un réseau WiFi
de grande taille. Il montre que certains postulats souvent admis (comme le fait que les habitudes
de mouvement du week-end sont différentes de celles du reste de la semaine) doivent être revus.
ABSTRACT. The mobility prediction problem is defined as guessing a mobile node’s next access
point as it moves through a wireless network. Those predictions help take proactive measures
in order to guarantee a given quality of service. Prediction agents can be divided into two main
categories: agents related to a specific terminal (responsible for anticipating its movements)
and those related to an access point (which predict the next access point of all the mobiles
connected through it). This paper aims at comparing those two schemes using real traces of a
large WiFi network. It shows that commonly admitted hypotheses (such as the different motion
behaviour between the week-end and the rest of the week) should be revised.
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Les réseaux mobiles sont actuellement l’objet de deux évolutions concomitantes :
– leur nombre d’utilisateurs augmente rapidement, ainsi que la demande pour des
réseaux toujours plus rapides. La tendance actuelle est donc à réduire la zone couverte
par chaque émetteur, ce qui provoque de fréquent changement (ou handovers) de point
d’accès (AP) lors des déplacements d’hôtes mobiles (MH) ;
– la convergence des réseaux de données, de voix et de télédistribution amène une
demande pour des réseaux pouvant assurer une garantie de qualité de service (QoS)
minimale.
Lorsqu’un terminal mobile se déplace, une des causes majeures de dégradation de
son service est le changement de point d’accès au réseau. Celui-ci implique de prendre
des mesures permettant d’assurer le re-routage du flux de données émis et reçu par le
mobile, procédure dépendant des protocoles utilisés mais qui est, dans tous les cas,
cause de délais et de pertes. Prédire le(s) prochain(s) handover(s) d’un MH permet
donc de prendre des mesures pro-actives réduisant leur impact, un problème désigné
sous le terme prédiction de mobilité. Dans ce qui suit, on se placera dans le cadre d’un
réseau sans fil WiFi et on s’attachera à prédire le prochain AP rencontré par un hôte
mobile.
Les méthodes de prédiction de mobilité se classent en deux familles principales :
– prédictions intrinsèques (ou relatives à un MH, RMH) : l’agent de prédiction
est lié à un MH ; il construit un modèle de déplacements propre à ce mobile ;
– prédictions extrinsèques (ou relatives à un AP, RAP) : l’agent de prédiction
est lié à un AP ; ce point d’accès construit un modèle basé sur les déplacements des
mobiles qui le traversent.
Ces modèles sont donc construits au fur et à mesure du déplacement des MH et
peuvent à tout moment remplir leur rôle de prédiction.
Les sources d’information permettant d’inférer le futur parcours probable d’un
terminal mobile sont variées (par exemple, des coordonnées GPS). Dans ce qui suit,
on fait l’hypothèse (assez faible) que cette source d’information est une trace des AP
que les MH ont récemment traversés.
Dans cet article, on s’attache à la comparaison (essentiellement quantitative) des
méthodes de prédiction intrinsèques et extrinsèques via des traces de déplacements
réelles extraites d’un réseau WiFi de grande taille. On peut espérer que les conclusions
tirées ici soient applicables à d’autres types de réseaux mobiles.
Cet article est organisé comme suit. La section 2 définit les modèles de déplace-
ments utilisés dans cet article. Viennent ensuite les descriptions des données réelles
analysées et d’un problème spécifique qu’elles ont posé (section 4). Les sections 5
et 6 comparent les performances obtenues par les deux types d’agents de prédiction
(intrinsèque et extrinsèque).
32. Agents de prédiction
Un agent de prédiction construit un modèle des mouvements de mobiles pour uti-
liser celui-ci à des fins prédictives. Les paramètres du modèle sont ajustés (appris) au
fur et à mesure que les MH se déplacent et permettent donc de réaliser des prédictions
de plus en plus précises (si le processus de déplacement des mobiles est stationnaire).
2.1. Modèles markoviens
Dans ce qui suit, on s’attache à prédire le prochain point d’accès d’un mobile dans
un réseau WiFi. Pour ce faire, on modélise les habitudes de déplacement des MH en
étudiant leur historique (ou trace) de déplacements, soit la séquence de points d’accès
traversés tout au long de son parcours. En voyant chaque AP comme un symbole d’un
alphabet (fini), l’historique (ou trace) de déplacement d’un mobile est une séquence
de symboles et une prédiction consiste à deviner le symbole i+1 d’une séquence étant
donnés les i premiers.
Il a été montré ([SON 04a, SON 04b]) que, dans ce contexte, de simples modèles
markoviens donnent des résultats aussi bons que d’autres modèles plus complexes1
(tels que [BHA 99, YU 02, CLE 84, JAC 00]). Nous nous attachons donc à l’étude de
tels modèles dans ce qui suit.
En dénotant l’ensemble des symboles par L et un historique de déplacement par
L = L1, L2, . . ., l’hypothèse d’un processus stochastique markovien (ou sans mé-
moire) d’ordre n est :
P (Li = l|L1, . . . , Li−1) = P (Li = l|Li−n, . . . , Li−1) ∀ l ∈ L, i > n [1]
Moins formellement, on considère donc qu’une variable aléatoire décrit l’arrivée du
symbole suivant ; sa distribution ne dépend que des n symboles précédents. On fait
l’hypothèse de stationnarité.
La distribution du prochain point d’accès peut aisément s’apprendre en ligne. On
suppose que l’agent de prédiction est régulièrement notifié du déplacement de MH.
Soit Lm l’historique des déplacements du mobile m, la règle d’estimation d’un modèle
markovien d’ordre n est :
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où l’opérateur O(A;B) détermine le nombre d’occurences de “A” dans “B” et M est
l’ensemble des mobiles étudiés. Dans le cas le plus simple, un mobile modélise ses
propres déplacements etM est un singleton. Cette équation montre que la distribution
1. Précisons que certaines de ces méthodes plus complexes permettent non seulement de réaliser
des prédictions, mais également du paging.
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de prochain AP peut s’estimer pour tout contexte d’historique de déplacements (c’est-
à-dire toute portion de longueur n d’un historique).
Lorsqu’un modèle est utilisé pour faire une prédiction, le prochain AP le plus pro-
bable (étant donné le contexte) est choisi. Si le contexte n’a jamais été vu auparavant,
aucune prédiction ne peut être réalisée. Pour rendre cette éventualité peu probable, en
plus d’un modèle d’ordre n, on construit n−1 modèles d’ordre n−1, n−2, . . . 1. Lors
d’une prédiction, si le contexte de longueur n est vu pour la première fois, on procède
à une prédiction à l’aide d’un modèle d’ordre inférieur. On ne s’attachera pas ici à pré-
dire l’apparition d’un mobile sur le réseau, ni le moment auquel il le quitte ; ne sont
pris en considération que les mouvements proprement dits des terminaux mobiles.
2.2. Méthodes intrinsèques et extrinsèques
Dans cet article, on vise à mettre en exergue les différences entre les deux princi-
pales méthodes de prédiction.
Avec la méthode extrinsèque, RAP, les agents de prédiction sont les points d’accès.
Le modèle de déplacements, dont l’apprentissage est réalisé par un AP particulier, est
basé sur les traces de déplacements de tous les MH qui l’ont traversé. Les mobiles
tiennent ici un rôle mineur : ils envoient à leur AP courant un identificateur des der-
niers AP rencontrés. En faisant l’hypothèse que la prédiction est principalement utile
à l’infrastructure du réseau (qui peut par exemple l’utiliser pour mettre en place an-
ticipativement une réservation de ressources), on constate que cette solution semble
fort naturelle.
La méthode intrinsèque, RMH, est plus distribuée : chaque MH fait l’apprentis-
sage de ses propres déplacements. Puisque plus spécifique dans son approche, on peut
attendre de cette technique de meilleurs résultats : le mouvement d’un mobile par-
ticulier n’est sans doute pas réductible au mouvement des MH dans leur ensemble.
Par contre, elle s’insère assez mal dans le paradigme habituel des réseaux sans fil,
où chaque terminal est supposé disposer d’une faible quantité de mémoire et d’une
puissance de calcul médiocre (par exemple, un GSM d’entrée de gamme), donc mal
adapté à l’exécution d’un algorithme d’apprentissage.
3. Historiques de déplacements
Les historiques de déplacements utilisés ont été collectés par l’Université de Dart-
mouth dans le cadre du projet CRAWDAD ([CRA]) ; il s’agit d’un recensement des
évènements générés par le réseau sans fil WiFi du campus. Des données Syslog et
SNMP ont été enregistrées pendant 2 années et couvrent 6202 utilisateurs et 575 AP
([KOT 02]).
Ces mêmes données ont été analysées ([SON 04b]) pour en extraire les traces de
déplacements proprement dites (soit, une séquence de points d’accès pour chaque
5MH). Un point d’accès spécial, dénoté OFF, signale qu’un mobile s’est ’désauthen-
tifié’ ou n’a plus présenté d’activité depuis 30 minutes ; on considère alors qu’il s’est
déconnecté du réseau.
Ces données ont été divisées en deux parties : cinq sixièmes servent d’ensemble




































Cardinalite de l’ensemble d’apprentissage
Modeles RAP
Figure 1. Distribution des cardinalités des ensembles d’apprentissage pour RMH
(gauche) et RAP (droite). L’axe x est logarithmique.
Dans ce qui suit, cet ensemble d’apprentissage est utilisé aussi bien pour l’ap-
prentissage RMH que RAP. Plus formellement, à chaque mouvement d’un MH m,
ses n derniers AP Lm
i−n, . . . , L
m
i−1 et le point d’accès suivant Lmi sont utilisés pour
faire l’apprentissage des paramètres d’un modèle markovien d’ordre n. Ces couples
“contexte, AP suivant” sont les éléments des ensembles d’apprentissage. RMH utilise
m comme agent de prédiction alors qu’il s’agira de Lm
i−1 dans le cas de RAP. No-
tons que les contextes fournis à Lm
i−1 ont toujours “Lmi−1” comme dernier élément ; la
complexité d’un modèle d’ordre n pour RAP est donc similaire à celle d’un modèle
d’ordre n + 1 pour RMH.
La figure 1 compare les distributions des cardinalités des ensembles d’apprentis-
sage dans le cas de RMH et RAP. Beaucoup de MH bougent très peu : 12% effectuent
moins de 8 mouvements (figure de gauche, somme des pourcentages correspondant
aux trois premières barres). Par contre, on constate que peu de points d’accès sont
peu populaires : 15% sont traversés par moins de 256 MH. Le phénomène de sous-
apprentissage devrait donc être plus marqué dans le cas d’une méthode intrinsèque.
4. Prédiction du prochain point d’accès
4.1. Exactitude des prédictions
La table 1 donne les pourcentages de prédictions correctes pour chacune des deux
méthodes présentées et pour des modèles de différents ordres.
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Méthode\Ordre 0 1 2 3 4 5
RAP N/A2 40.9% 64.5% 64.9% 65.1% 64.9%
RMH 38.7% 68.4% 72.9% 73.0% 73.0% 72.8%
Tableau 1. Exactitude des prédictions. Chaque entrée correspond au rapport du
nombre de prédictions correctes et du nombre total de prédictions.
La première constatation est qu’une simple approche statistique3 donne de mauvais
résultats. Ils s’améliorent toutefois très vite : ils sont quasi-optimaux avec des modèles
d’ordre 2. Ils n’augmentent presque plus pour arriver à leur apogée lorsque l’ordre est
égal à 4. Les résultats relatifs à RMH sont en accord avec ceux de [KOT 02]. Des
modèles d’ordres supérieurs présentent des résultats moins bons, signe d’un léger sur-
apprentissage.
La méthode intrinsèque présente de meilleures performances. On pourrait penser
qu’il s’agit d’un indice —attendu— des différences qui marquent nos comportements
personnels. Cette affirmation est certainement vraie, mais nous montrons ci-dessous
qu’un artefact technique est également en grande partie la cause de ces différences.
4.2. L’impact du ping-ponging
Le ping-ponging se définit comme un passage répété entre deux point d’accès (au
moins) de façon oscillante. Un périphérique se connecte normalement au point d’accès
caractérisé par le signal le plus fort, ce qui dépend à la fois du déplacement du mobile
et des conditions de propagations. Un mécanisme d’hystérésis —qui varie de terminal
en terminal— limite normalement ce type de comportement.
La prédiction de mobilité s’intéresse au mouvement physique des terminaux mo-
biles et non à ce type d’artefact rapide. Si la prédiction a pour but une réservation
de bande passante B par exemple, une stratégie simple serait d’allouer un débit B/2
aux deux AP entre lesquels le phénomène de ping-pong apparaît ; ils ne sont plus
alors considéré que comme une seule entité. Cela n’implique pas que prédire le ping-
ponging soit une question sans intérêt, mais plutôt qu’elle est assez éloignée du pro-
blème de la prédiction de mobilité et n’est pas abordée ici.
Étant donné une trace de déplacements L1, . . . , Ln, le mouvement vers Ln est
classifié comme ping-ponging si Ln−2 = Ln. Cette règle conduit certainement à
quelques faux positifs, par exemple quand un MH fait physiquement l’aller-retour
d’un point d’accès à un autre. Toutefois, de tels mouvements sont assez rares, comme
le confirme les résultats ci-dessous.
2. En effet, l’ensemble d’apprentissage d’un modèle d’ordre n est formé de contextes de lon-
gueur n. Dans RAP, l’agent de prédiction est le dernier AP de ce contexte, qui n’est pas défini
dans le cas de contexte de longueur 0.
3. C’est-à-dire d’ordre 0 ou 1 pour respectivement RMH et RAP.
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La figure 2 et la table 2 montrent que le ping-ponging est un phénomène fréquent
et le corrèle aux fabricants des interfaces sans fil. La table 2 montre le rapport des
tailles d’ensembles d’apprentissage sans et avec les éléments considérés comme ping-
ponging. On peut en tirer différents enseignements.
Premièrement, notre critère de classification semble pertinent puisque les résultats
varient de fabricant en fabricant : il filtre des handovers déclenchés par une cause


















Figure 2. Ratios des cardinalités des ensembles d’apprentissage avant et après la sup-
pression du ping-ponging pour deux fabricants d’interfaces sans fil. Les AP sont triés
par ratio moyen.
Deuxièmement, la réduction de cardinalité des ensembles d’apprentissage due au
ping-ponging est très élevée : environ 3 mouvements sur 10 sont considérés comme
tel. Cela explique sans doute les résultats de [SON 04b] montrant qu’il est inutile de
construire des modèles complexes (par exemple basés sur Lempel-Ziv) : des modèles
simples (markoviens de faibles ordres) suffisent en effet à prédire le ping-ponging. Il
serait intéressant de supprimer ce biais et répéter ces expériences.
Finalement, les écarts-types montrent la diversité des situations rencontrées par les
MH : certains connaissent un grand nombre de ping-ponging, d’autres très peu.
Fabricant Sans pondération Pondéré
Agere Systems 44.9% (23.8%) 63.1% (27.3%)
Xircom 52.6% (27.4%) 65.4% (25.0%)
Aironet Wireless 58.9% (26.1%) 71.3% (26.0%)
Apple Computer 72.3% (20.9%) 79.0% (20.1%)
Tableau 2. Facteur de réduction des cardinalité d’ensemble d’apprentissage par fabri-
cant. Les écarts-types sont donnés entre parenthèses. Les pourcentages de la colonne
de gauche considèrent que tous les mobiles ont la même importance ; la colonne de
droite pondère ces chiffres par la longueur des historiques de chaque MH. Seuls les
fabricants représentant 200 MH au moins sont listés.
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Les résultats qui suivent sont tous obtenus après que les mouvements classifiés
comme ping-ponging aient été enlevés.
La table 3 donne la fiabilité des méthodes RAP et RMH. On y voit que les per-
formances de RMH sont devenues (pratiquement) indépendantes du fabricant et que,
pour des modèles d’ordre assez grand, les différences entre RAP et RMH sont assez
faibles (passant de 55.2% à 59.8%). Les performances sont aussi moins bonnes que
celles présentées table 1, ce qui montre que les mouvements répétitifs de ping-ponging
sont facilement prévisibles.
Ordre RAP RMH
Moyenne Agere Xircom Aironet Apple
1 28.7% 39.4% 38.8% 40.0% 39.9% 38.6%
2 47.6% 58.4% 56.6% 59.3% 59.3% 58.9%
3 53.0% 59.5% 57.4% 60.4% 60.3% 60.1%
4 55.2% 59.8% 57.5% 60.7% 60.7% 60.4%
5 55.4% 59.6% 57.5% 60.6% 60.5% 60.2%
Tableau 3. Exactitude des prédictions sans tenir compte des mouvements de ping-
ponging.
5. Performances
5.1. Performance des agents de prédiction vs taille d’ensemble d’apprentissage
On l’a vu, les phases d’apprentissage de paramètres des modèles markoviens et de
prédiction sont ici entrelacées. Les taux de prédiction correcte sont donc fonction du
temps d’apprentissage, lui-même fonction de la méthode utilisée —RAP ou RMH.
Les courbes figure 3 (traits gras) montrent les taux instantanés de prédictions
correctes en fonction de la cardinalité de l’ensemble d’apprentissage. Elles nous ap-
prennent qu’un ensemble d’apprentissage composé de quelques centaines d’éléments
permet déjà d’atteindre des prédictions exactes à plus de 40%, que les agents de pré-
dictions soient liés aux mobiles ou aux points d’accès. Les deux méthodes présentent
ensuite des profils différents. Dans le cas de RAP, les performances s’améliorent dou-
cement pour atteindre 55% lorsque 3000 éléments d’apprentissage ont été observés.
RMH voit ses performances augmenter beaucoup plus vite pour atteindre 60% après
1000 éléments et 73% après 2000. Ce dernier chiffre semble peu réaliste et est donc
étudié plus attentivement ci-dessous.
Les courbes en traits fins montrent le pourcentage des agents de prédictions dispo-
sant d’un ensemble d’apprentissage d’une cardinalité supérieure à une valeur donnée.
(Par exemple, pour RMH, environ 20% des mobiles ont un ensemble d’apprentissage
comportant plus de 500 éléments.) La courbe RMH décroit de façon beaucoup plus
abrupte que celle de RAP : pratiquement tous les modèles ont un ensemble d’appren-
















































Figure 3. Taux de prédictions correctes (traits gras, axe de gauche) et fraction des
agents de prédictions (traits fins, axe de droite) en fonction de la cardinalité des en-
sembles d’apprentissage pour des modèles d’ordre 3.
tissage d’une cardinalité inférieure à 3000. La courbe relative à RAP a une allure très
différente : des tailles de plus de 8000 éléments sont encore fréquentes.
Un très petit nombre de MH sont donc responsables de prédictions d’une efficacité
supérieure à 70%. Une recherche manuelle des historiques de déplacement laisse pen-
ser que le ping-ponging entre 3 AP (ou plus) est la cause de cet anomalie. Il semble
difficile de retirer automatiquement des mouvements de ping-ponging entre plus de
2 AP : il est délicat de les différencier de mouvements normaux. Heureusement, leur
petit nombre n’influe que marginalement sur les résultats.
5.2. Comparaison des entropies résiduelles
La connaissance des derniers AP traversés (le contexte) par un terminal mobile ne
permet bien entendu pas, en général, de déduire sans risque d’erreur son point d’accès
suivant. On peut par contre décrire ce point d’accès suivant par une distribution de
probabilité qui correspond elle-même à une entropie donnée.
Plus formellement, si C dénote l’ensemble des contextes, Na(c) le nombre d’occu-
rences du contexte c vu par l’agent de prédiction a et L l’ensemble des AP, l’entropie










Pa(l|c) log2 Pa(l|c) [3]
Pa(l|c) est la probabilité estimée par l’agent a que l soit le prochain AP connaissant le
contexte c ; elle peut être calculée via [2]. La table 4 reprend les mesures d’entropie.
On constate une différence importante entre les deux méthodes, à l’encontre des
résultats présentés dans la table 3 qui montrent certes une différences entre RAP et
10 6 PRÉDICTION DE MOBILITÉ DE MH EXTERNES
RMH, mais beaucoup moins marquée. On peut donc en conclure que RMH prédit très
sensiblement mieux quels peuvent être les prochains points d’accès d’un mobile, mais
que ce problème est très différent de celui étudié ici, qui ne s’attache qu’au choix du
prochain AP le plus probable.
5.3. Division temporelle
Il est fréquent (par exemple [CHO 98]) de supposer désirable le tronçonnage d’un
ensemble d’apprentissage en périodes de temps homogènes ; il semble par exemple
raisonnable de faire l’hypothèse d’habitudes de mouvements différentes entre le week-
end et le reste de la semaine, et donc de construire des modèles différents pour ces
deux périodes. En utilisant cette méthode, on s’expose par contre aux problèmes po-
tentiels de performances dégradées à cause du début de la courbe d’apprentissage ou
d’ensembles d’apprentissage de trop petite taille.
La table 5 donne les résultats obtenus en expérimentant différents types de tron-
çonnages. Ils sont assez surprenants : aucune amélioration n’est apportée dans au-
cun cas. Deux hypothèses peuvent l’expliquer : soit les comportements des MH sont
sensiblement les mêmes pour chacune de ces périodes de temps, soit le contexte de
déplacement capture ces changements de comportement.
6. Prédiction de mobilité de MH externes
Un terminal mobile rencontre régulièrement des zones d’un réseau qu’il n’a jamais
rencontrées ; un touriste utilisant son GSM est généralement dans cette situation. La
méthode RMH n’est ici d’aucun secours.
Pour simuler cette situation, nous divisons les MH en deux ensembles : un en-
semble d’apprentissage (EA, 5005 éléments) et un ensemble de test (ET, 1197 élé-
ments). L’ensemble d’apprentissage permet la construction des modèles, comme pré-
cédemment. Ceux-ci permettent de prédire le prochain point d’accès des éléments de
l’ensemble de test.
La table 6 donne les résultats obtenus précédemment (table 3) avec le modèle RAP
(première ligne), comparés avec les performances réalisées lorsque l’ensemble de test
est le même que l’ensemble d’apprentissage (deuxième ligne) ou avec un ensemble de
test indépendant (troisième ligne).
Méthode\Ordre 1 2 3
RAP 1.86 (0.95) 1.72 (1.18) 1.58 (0.49)
RMH 0.98 (0.50) 0.82 (0.66) 0.91 (0.37)
Tableau 4. Entropie des distributions de prochaines cellules. Les écarts-types sont
donnés entre parenthèses.
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Les très bons résultats obtenus lorsque l’ensemble d’apprentissage est utilisé comme
ensemble de test montrent que des modèles aussi simples que des modèles markoviens
sont susceptibles de faire l’apprentissage de caractéristiques individuelles ; un corol-
laire est que l’utilisation de ces modèles pour prédire le trajet de mobiles qui n’avaient
jamais rejoint le réseau auparavant donne des résultats significativement moins bons.
7. Conclusions
Il existe deux grandes classes d’agents de prédictions, ici dénomées RAP (ou ex-
trinsèques) et RMH (ou intrinsèques). Il est assez surprenant de constater qu’aucune
étude ne s’attachait jusqu’ici à en faire une comparaison quantitative.
Cet article comble partiellement ce manque grâce à une étude basée sur des mo-
dèles markoviens. L’apprentissage des paramètres de ces modèles est fait via l’analyse
d’une base de données reprenant les traces réelles d’un réseau WiFi.
Il montre que :
– extraire des traces du réseau le mouvement réel des utilisateurs n’est pas aisé :
le phénomène de ping-ponging génère un grand nombre de mouvements parasites. Ne
pas en tenir compte revient à construire des modèles qui sont pour une grande part le
reflet de cet artefact et non du mouvement physique des utilisateurs.
– alors qu’on pourrait penser beaucoup plus efficace de construire un modèle pour
chaque mobile, on constate que les efficacités des deux approches RAP et RMH ne
diffèrent que de quelques pour cent (typiquement 55% pour l’une, 59% pour l’autre) ;
– le taux de prédictions correctes est dans tous les cas bas (moins de 60%) ; ceci
doit être mis en perspective vu l’entropie intrinsèque du déplacement des mobiles
WiFi (on peut supposer cette entropie plus basse pour d’autres types de réseau, par
exemple GSM) ;
– étonnamment, construire des modèles différents pour différentes périodes de
temps (semaine/week-end, matin/après-midi) n’apporte pas d’amélioration ;
– dans le cas de RAP, les modèles construits peuvent servir à prédire le mouvement
de MH qui n’ont pas été utilisés lors de la phase d’apprentissage ; les performances
Granularité RAP RMH
Auncun tronçonnage 55.2% 59.8%
Week-end/Semaine 54.2% 58.4%
Matin/Après-midi 54.1% 58.2%
Uniquement janvier 2003 53.8% 57.0%
Périodes de deux heures 53.1% 53.4%
Jours de la semaine 52.0% 54.6%
Tableau 5. Efficacité des prédictions pour des modèles d’ordre 4 en utilisant différents
tronçonnages.
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Ordre 1 2 3 4 5
EA 28.7% 47.6% 53.0% 55.2% 55.4%
EA comme ET 28.8% 49.4% 58.9% 66.8% 71.5%
ET 23.4% 39.0% 45.9% 48.5% 49.0%
Tableau 6. Performances obtenues par différents ensembles de tests.
obtenues sont alors très sensiblement moins bonnes.
Cette comparaison peut être poursuivie de différentes manières. En particulier,
l’utilisation de modèles plus complexes (utilisant, par exemple, des mesures d’angles
d’arrivée) et l’analyse de types de réseaux différents (par exemple, GSM) sont deux
voies de recherche intéressantes.
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