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Abstract
Based on ﬁnite set partitions, we introduce restrictions to the distances among the elements in each part and reﬁne the Stirling
numbers of the second kind with an extra parameter in two different ways. Combinatorial approach through distributions of “balls
into boxes” is employed to establish explicit formulae.
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0. Introduction
For a nonnegative integer m, let M be the ﬁnite set given by M := {x1, x2, . . . , xm}. Then the number of partitions of
M into n nonempty parts is the classical Stirling number of the second kind S(m, n). The following well-known basic
facts about S(m, n) can be found in Comtet [1, Section 5]:
• Recurrence relation:
S(m, n) = S(m − 1, n − 1) + nS(m − 1, n) for m, n1. (1)
• Generating function:
Sn(x) =
∞∑
m=0
S(m, n)xm = x
n∏n
k=1(1 − kx)
. (2)
• Explicit formula:
S(m, n) = 1
n!
n∑
k=0
(−1)n−k
(
n
k
)
km. (3)
For two elements xi and xj from M, deﬁne their distance by |i − j |, the distance between their subscripts i and j.
Inspired by the recent problem proposed by Knuth [5], we introduce restrictions to the distances among the elements
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in each part of M-partitions by |i − j |> and |i − j | =  for any two elements xi and xj in the same part. Denote the
resulting numbers, respectively, by S(m, n) and T(m, n). They will be shown to be expressible in terms of the Stirling
numbers of the second kind S(m, n) in the ﬁrst and the second sections, respectively, where the recurrence relations,
generating functions and explicit formulae will also be determined. This will primarily be accomplished by applying
the principle of inclusion and exclusion (cf. [1, Section 4]) to the distributions of “balls into boxes”, where the balls
and boxes are, respectively, given by M as before and B= {B1, B2, . . . , Bn} labeled with [n] := {1, 2, . . . , n}. These
notations will be ﬁxed throughout the paper.
1. Partitions with distance restriction |i − j |>
For three nonnegative integers m, n and , let S(m, n) denote the number of partitions of M into n nonempty parts
such that the distance between any two members in the same part >. Then there holds the following binomial sum
expression.
Theorem 1 (Explicit formula: n max{1, }).
S(m, n) =
n−∑
k=0
(−1)n−k−
(n − )!
(
n − 
k
)
km−.
Proof. For n>, let P be the set of all the distributions of M into n distinguishable boxesBwith |i−j |> for any two
elements xi and xj in the same box. Denote by Ak the subset of P consisting of those distributions for which box Bk
is empty. If S∗ (m, n) stands for the number of the distributions in P with no box being empty, then we have obviously
S∗ (m, n) = n!S(m, n) and S∗ (m, n) =
∣∣∣∣∣
n⋂
k=1
A¯k
∣∣∣∣∣ .
For  = {1 i1 < i2 < · · ·< ikn} ⊂ [n], the cardinality of |⋂i∈Ai | is counted as follows. We distribute the ﬁrst 
elements {x1, x2, . . . , x} ⊂ M into  boxes from n−k ones (excludingBi with i ∈ ), which is enumerated by ( n−k )!.
Subsequently, we have (n − k − )m− ways to put one by one the remaining m −  elements {x+1, . . . , xm} into the
n − k boxes such that each xj with < jm would not meet any of the precedent  elements {xj−1, xj−2, . . . , xj−}.
Therefore we have∣∣∣∣∣
⋂
i∈
Ai
∣∣∣∣∣=
(
n − k

)
!(n − k − )m− where k = ||. (4)
According to the inclusion–exclusion principle, we get the following expression:
S∗ (m, n) =
∑
⊆[n]
(−1)||
∣∣∣∣∣
⋂
i∈
Ai
∣∣∣∣∣=
n∑
k=0
(−1)k
(
n
k
)(
n − k

)
!(n − k − )m−
= n!
(n − )!
n−∑
k=0
(−1)k
(
n − 
k
)
(n − k − )m−.
It is trivial to see that under involution k → n − k − , this is equivalent to the explicit formula displayed in
Theorem 1. 
Comparing (3) with Theorem 1, we have immediately the following interesting relation:
S(m, n) = S(m − , n − ) for mn. (5)
Deﬁne the rising factorial and the falling factorial, respectively, by
x0 = 1 and (x)n = x(x + 1)(x + 2) · · · (x + n − 1)
〈x〉0 = 1 and 〈xn〉 = x(x − 1)(x − 2) · · · (x − n + 1)
}
for n = 1, 2, . . . .
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Following Comtet [1, Section 5] and applying symmetric relation (5), we can derive the generating function, algebraic
equation and recurrence relations for S(m, n). Since it is a routine matter to fulﬁll these computations, we limit
ourselves to collect the related results without producing the proof details.
Corollary 2. For three nonnegative integers m, n and  subject to the condition mn max{1, } and the sequence
S(m, n) given by Theorem 1, there hold the following statements:
• Generating function:
∞∑
m=n
S(m, n)x
m = x
n∏n−
k=1(1 − kx)
. (6)
• Algebraic equation:
xm− =
m∑
k=
〈x〉k−S(m, k). (7)
• Recurrence relations:
S(m, n) = S(m − 1, n − 1) + (n − )S(m − 1, n), (8a)
S(m, n) =
m∑
k=n
(n − )m−kS(k − 1, n − 1), (8b)
S(m, n) =
m−n∑
k=0
(−1)k(n −  + 1)kS(m + 1, n + k + 1). (8c)
Instead, a combinatorial proof for (7) can be provided as follows. Suppose P,B and S∗ (m, n) are as in the proof of
Theorem 1. First, the same reasoning as that for (4) yields
|P | =
(
n

)
!(n − )m−.
Then classifying P with respect to the number of nonempty boxes, we get the following relation:
|P | =
n∑
k=+1
(
n
k
)
S∗ (m, k),
which is hence equivalent to the following identity:
(n − )m− =
n∑
k=+1
〈n − 〉k−S(m, k).
Noting that 〈n − 〉k− = 0 for n<km, the last identity can be restated in the following form:
(n − )m− =
m∑
k=+1
〈n − 〉k−S(m, k).
This equality is valid for two polynomials of degree m −  in n −  at m −  + 1 points n −  = 0, 1, . . . , m − .
Therefore it is a polynomial identity in x := n − :
xm− =
m∑
k=+1
〈x〉k−S(m, k)
which is exactly algebraic equation (7).
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2. Partitions with distance restriction |i − j | = 
For three nonnegative integers m, n and , let T(m, n) denote the number of partitions of M into n nonempty parts
such that the distance of any two members in the same part differs from . Then we have the following binomial sum
expression.
Theorem 3 (Explicit formula: m> 0).
T(m, n) =
n∑
k=1
(−1)n−k
n!
(
n
k
)
k(k − 1)m−.
Proof. For m>> 0 and n> 1, let P be the set of all the distributions of M into n distinguishable boxes B with
|i − j | =  for any two elements xi and xj in the same box. Denote by Ak the subset of P consisting of those
distributions for which boxBk is empty. If T ∗ (m, n) stands for the number of the distributions inP with no box being
empty, then we have obviously
T ∗ (m, n) = n!T(m, n) and T ∗ (m, n) =
∣∣∣∣∣
n⋂
k=1
A¯k
∣∣∣∣∣ .
For  = {1 i1 < i2 < · · ·< ikn} ⊂ [n], we can similarly compute the cardinality of |∩i∈Ai | in the following
manner. We distribute the ﬁrst  elements {x1, x2, . . . , x} ⊂ M into n − k boxes (excluding Bi with i ∈ ), which is
enumerated by (n − k). Subsequently, we have (n − k − 1)m− ways to put one by one the remaining m −  elements
{x+1, . . . , xm} into the n − k boxes such that each xj with < jm would not meet the precedent element xj−.
Therefore we have∣∣∣∣∣
⋂
i∈
Ai
∣∣∣∣∣= (n − k)(n − k − 1)m− where k = ||. (9)
In view of the inclusion–exclusion principle again, we ﬁnd the following expression:
T ∗ (m, n) =
∑
⊆[n]
(−1)||
∣∣∣∣∣
⋂
i∈
Ai
∣∣∣∣∣=
n∑
k=0
(−1)k
(
n
k
)
(n − k)(n − k − 1)m−.
This gives the formula displayed in Theorem 3 under involution k → n − k. 
Similar to Corollary 2, it is not hard to establish the following corresponding results.
Corollary 4. For three natural numbers m, n and  and the sequence T(m, n) given by Theorem 3, there hold the
following statements:
• Generating function:
∞∑
m=n
T(m, n)x
m = x
n∏n
k=1(1 − kx)
− x
n!
n∑
k=1
(
n
k
)
(−1)n−k(kx)
(1 − kx){1 − (k − 1)x} . (10)
• Algebraic equation:
x(x − 1)m− =
m∑
k=1
〈x〉kT(m, k) where m. (11)
• Recurrence relations:
T(m, n) = T(m − 1, n − 1) + T(m − 1, n) ×
{
n, m;
n − 1, <m, (12a)
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T(m, n) =
m∑
k=n
T(k − 1, n − 1)(n + +m, − 1)m−k , (12b)
T(m, n) =
m−n∑
k=0
(−1)k(n + +m,)kT(m + 1, n + k + 1), (12c)
where the function +m, is deﬁned by
+m, :=
{1, >m;
0, m.
An analogous combinatorial proof for (11) can be provided as follows. Assume thatP,B and T ∗ (m, n) are the same
as in the proof of Theorem 3. With the same reasoning as that for (9), it is not hard to show that |P| = n(n − 1)m−.
Then the classiﬁcation of P with respect to the number of nonempty boxes yields the following relation:
|P| = n(n − 1)m− =
n∑
k=1
(
n
k
)
T ∗ (m, k).
The last identity can be reformulated, by replacing T ∗ (m, k) by k!T(m, k), as
n(n − 1)m− =
n∑
k=1
〈n〉kT(m, k),
which is equivalent to (11) in view of the polynomial argument utilized in (7).
3. Concluding comments
When =0, it is trivial to see that both S(m, n) and T(m, n) become the usual Stirling numbers of the second kind.
From this point of view, they may be considered as reﬁnements of S(m, n). There exist other extensions for S(m, n),
such as set partitions [3] with the cardinality of each part being , formal generalization [7] based on generating
function as well as p and q-analogs [2,6]. However, their explicit expressions and relations with S(m, n) are more
complicated than those two sequences introduced in this paper.
As pointed out by one of the referees, we can easily express T(m, n) in terms of the usual Stirling numbers of the
second kind through the following corollary.
Corollary 5 (Two combinatorial identities).
T(m, n) =
∑
k=1
(
 − 1
k − 1
)
S(m − k, n − 1), (13a)
T(m, n) =
m∑
k=
(−1)m−k
(
m − 
k − 
)
S(k, n). (13b)
They follow from Theorem 3 by writing k and (k − 1)m− through the binomial theorem (see [4, Eq. 5.16] for
example) in terms of k − 1 and k, respectively. An intriguing question is to ﬁnd directly combinatorial proofs for these
two relations as well as that between S(m, n) and S(m, n) displayed in (5).
References
[1] L. Comtet, Advanced Combinatorics, Dordrecht, Holland, The Netherlands, 1974.
[2] R. Ehrenborg, Determinants involving q-Stirling numbers, Adv. Appl. Math. 31 (4) (2003) 630–642.
3168 W. Chu, C. Wei /Discrete Mathematics 308 (2008) 3163–3168
[3] B.C. Frias, A combinatorial generalization of the Stirling numbers of the second kind, in: Proceedings of the 8th IEEE International Conference
“ICECS-2001”, Malta, 2001, pp.593–596.
[4] R.L. Graham, D.E. Knuth, O. Patashnik, Concrete Mathematics, Addison-Wesley Reading, MA, 1989.
[5] D.E. Knuth, Problem 11151, Amer. Math. Monthly 112(4) (2005) (Problem 11151).
[6] R. Merris, The p-Stirling numbers, Turkish J. Math. 24 (2000) 379–399.
[7] J.M. Sixdeniers, K.A. Penson, A.I. Solomon, Extended Bell and Stirling numbers from hypergeometric exponentiation, J. Integer Sequences 4
(2001) (Art. 01.1.4).
