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Abstract. Online reviews and comments about a product or service are an invaluable 
source of information for users to assist them in making purchase decisions. In recent 
years, the research in review selection has attracted considerable attention. Many of the 
existing works attempted to identify a number of statistical features related to review 
text such as word count (Mudambi & Schuff, 2010) and hidden relations between these 
features and review quality by using supervised learning methods such as classification 
techniques. However, one significant drawback of these works is that they do not take 
the review content into consideration. A recent work has been proposed to find special-
ized reviews that focus on a specific feature based on similar words to the feature (Long 
et al., 2014). In this paper, we propose a topic model based method which selects re-
views by considering both similar words and related words from a topic model such as 
LDA model. The conducted experiment has proven that those related words generated 
from LDA have a great contribution to the task of finding helpful reviews on a speci-
fied feature.  
Keywords: Review Selection, Topic modelling, LDA, Related Words. 
 1. Introduction 
Online reviews provide valuable information for customers to assist them in mak-
ing purchase decision. Customers prefer to read comments to get a full overview of 
their target product before deciding whether they will buy it (Dellarocas et al., 2007). 
However, the explosive proliferation of reviews in the Internet is also a headache for 
users. For example, Yelp1, a review website where customers can leave their reviews 
for local businesses, has monthly average of 89 million visitors and more than 90 
million reviews were written by Yelpers by the end of 2015. It is extremely difficult 
for ordinary users to sift through such overwhelming reviews to get a general view of 
their interested product or business. Thus, many websites allow users to vote reviews 
based on their personal experience in the form of “150 out of 250 people found this 
review helpfulness”, or provide overall rating for the business from 1 to 5 stars. Such 
voting information can be utilized to determine the review helpfulness in order to save 
users’ time and effort in finding useful reviews. Although review helpfulness un-
                                                          
1 http://yelp.com 
doubtedly provides general information about the quality of reviews for users, it fails 
to provide information about some particular features of the business. Feature is an 
attribute of the product or business that has been mentioned in reviews. For example, 
“food” and “price” are features found in the sentence “the food of this restaurant is 
quite spicy but the price is an advantage”.  It is easy to see that reviews having high 
ranking of helpfulness may not cover features that the readers really interested in. 
Several e-commerce websites, such as Trip Advisor 2  have already integrated the 
feature ratings for each product but a large number of customers do not provide fea-
ture ratings in their reviews. In order to address this problem, some works tied to pre-
dict feature rating, through sentiment-oriented classification. The work proposed by 
Hu and Liu (2004) is a pioneer in statistical summary of opinion (negative and posi-
tive) on each feature in reviews. However, such works only focus on classifying the 
semantic opinion for each feature, but ignoring the summarization of the whole re-
views. In fact, online users may still prefer to read the whole content of reviews to 
have a vivid picture of the product. Driven by this motivation, the recent approach by 
Long, et al. (2014) proposed to select specialized reviews in which a single feature 
has been comprehensively discussed. However, the method only examines those simi-
lar words of the target feature without considering the related words which have a 
close relationship to the target feature in the review context. Take the business St 
Francis American restaurant in Yelp website for example, the relationship between 
word “bread” and “goat” to feature “cheese” cannot be found by Long’s method. In 
fact, “goat cheese with bread” frequently appear together in review collection and is 
in fact one of popular dish of the restaurant. If we consider “cheese” is a feature of the 
restaurant, Long’s method cannot find “goat” and “bread” as related words of feature 
“cheese”. 
 
On the other hand, topic modeling Latent Dirichlet Allocation (LDA) has attracted 
significant attention in recent works (Blei & McAuliffe, 2007; Blei et al., 2003; Gao 
et al., 2013; Griffiths et al., 2005). LDA model can learn and discover topics which 
are a cluster of words that tend to co-occur in a subset of documents. In this paper, we 
propose to employ topic modeling LDA to find the set of all related words to a target 
feature. Those related words, together with similar meaning words and dependent 
words of the target feature, assist in finding a number of helpful and comprehensive 
reviews based on the information distance calculation proposed by Long, et al. 
(2014). One interesting thing to notice is that the related words of the target feature 
found by LDA may also be other features of the business. For example, “bread” is a 
related word of the feature “cheese” but itself also an individual feature of the busi-
ness in the above example. Our proposed method aims to accurately identify the rele-
vant information about the target feature in order to select those reviews that select 
reviews by replying those related words so the returned reviews not only discuss 
about the target feature but also discuss other related features. Our approach, there-
fore, contributes to review selection field in term of review comprehension and help-
fulness.  
                                                          
2 http://www.tripadvisor.com  
 2. Related work  
    Our work is related to the existing work that addresses the problem of finding a 
number of reviews for a given feature based on the criteria of the helpfulness and 
comprehension. In the following of this section, existing works on review selection 
will be presented. 
 2.1 Review Selection based on  Review Quality 
Some researchers proposed to assess the helpfulness or quality of the reviews (Kim 
et al., 2006; Liu et al., 2007). Kim, et al. (2006) attempted to utilize SVM regression 
models to automatically predict the review helpfulness. In order to train the model, a 
number of features have been defined such as structural, lexical, syntactic, and senti-
ment aspects of the reviews.  
 
Liu, et al. (2007) observed three types of biases in the work of Kim, et al. (2006), 
which includes imbalance vote bias, winner circle bias and early bird bias. They pro-
posed a supervised method to automatically detect low-quality reviews based on the 
annotated ground-truth. 
 
Hong et al. (2012) attempted to improve the earlier success of Kim, et al. (2006) in 
accuracy rankings of system by learning user preferences (information needs fulfilled 
by product reviews, the credibility of reviews, and each reviews’ consistency with the 
mainstream opinion of the product) within the regression model. The results show that 
the automatic helpfulness voting performance is improved by taking user preferences 
into consideration. 
 2.2 Review Selection based on features 
Selecting reviews based upon their predicted helpfulness or quality has a number 
of drawbacks. First, the top ranked reviews may contain redundant information, 
which has a low coverage of product features. For instance, users may find that most 
of the top selected reviews of a restaurant only talk about feature “food” but nothing 
about other features such as “atmosphere”, “price”, etc. Second, existing review quali-
ty prediction methods usually require considerable time and resources in labeling data 
and training the system. In terms of the shortcomings of the traditional supervised 
approaches,  Kim, et al., 2006,  Hong, et al., 2012) and  Tsaparas et al.( 2011)  pro-
posed to select a small number of reviews to represent the whole review corpus. Their 
method is to assure that the generated review set covers all product features and cor-
responding viewpoints (positive, negative or neutral). They simply formulated this 
selection as a maximum coverage problem.   
 
The method of Tsaparas, et al. (2011) fails to reflect the proportion of positive and 
negative opinions on each feature. Thus, Lappas et al. (2012) proposed a method to 
take such review corpus characteristic into consideration . More specifically, their 
work is to generate a subset of reviews that accurately reflects opinion distribution for 
each feature in the underlying review corpus. The selected reviews can help users to 
know the strength and weakness of the product by reading a compact body of reviews. 
The problem of Lappas, et al. (2012) and Tsaparas, et al. (2011) works is that they 
only focus on the overall utility of the selected reviews, while the quality of each 
individual review has been ignored.  
 
Recently, Zhang and Liu (2011) and Long, et al. (2014) have proposed a novel 
method in this line of work. The authors argue that most review selection approaches 
do not consider personal interest. In other words, some users may be interested in 
some particular features rather than all features. Therefore, those reviews that inten-
sively discuss the feature they are interested will be more useful for them. (Long, et 
al., 2014).Given a specified feature and a review collection, their model extracts a set 
of similar words to that feature based on Google code of length (Cilibrasi & Vitanyi, 
2007). Then the authors use Kolmogorov complexity and information distance to 
calculate the amount of information based on these related word set. The most spe-
cialized review on a feature is the one with minimal information distance. However, 
one significant drawback of this method is that similar words of those core feature 
words are not necessarily related to certain contexts that the core features are dis-
cussed. Take feature “star” for example, when using Google distance to find similar 
words of feature “star”, words “genius”, “lead”, “stellar” returned. The word “star”, in 
the context of restaurant, indicates the ranking of restaurant and clearly does not have 
the similar meaning to word “genius”, “lead” or “stellar’. Another shortcoming of this 
method is that the selected specialized reviews may be not helpful to users. As dis-
cussed above, reviews that cover more features tend to be more helpful reviews 
(Tsaparas, et al., 2011). If we only focus on finding reviews that discuss one particu-
lar feature, the helpfulness can be negatively affected. It is also the fact that profes-
sional users tend to write down their opinion on a group of related features of the 
product or business. Therefore, if we find specialized reviews that discuss only one 
feature, we may miss some other high-quality reviews. 
 
In order to tackle this problem, we propose a topic modeling based method to find 
a group of related features of the target feature for assisting in review selection.  
 3. The Proposed Approach 
     Our review selection approach aims to selects reviews that discuss not only a tar-
geted feature but also related features. According to Long, et al. (2014), the amount of 
information discussed on the targeted feature in a review determines the comprehen-
sion of that review on the targeted feature. They claim that the amount of information 
can be calculated by words having similar meaning to the feature. As mentioned in 
the Introduction section, Long’s method does not discover other related words or 
features closely related to the target feature. We, therefore, propose to use topic mod-
elling technique to find those related words. In this paper, we present an approach 
which takes a review collection and a target feature as the input and the output is a set 
of highly-ranked reviews. Figure 3 provides an overview of our proposed approach. 
We introduce the method to extract similar words and dependent words in section 3.1. 
Section 3.2 discusses the extraction of related words by using topic modelling. Our 
review selection method is discussed in Section 3.3. 
 3.1 Identifying Similar Words 
Apart from the feature words, other synonym or similar words can be used by users 
to refer to the same feature. For instance, the words “atmosphere” and “ambiance” are 
interchangeable when users discuss restaurant’s atmosphere. Thus, word “ambiance” 
should be included in the list of similar words of feature “atmosphere”.  
 
In addition to the similar words, sentiment words in sentences are used to describe 
the features. For example, in the three sentences shown in Figure1, sentiments such as 
“amazing”, “cosy”, “chill”, “modern” and “welcoming” are used to describe the fea-
ture “atmosphere” and its synonyms “air“ and “ambience”. These words contribute to 
the user’s opinion about “atmosphere” and should be considered to be relevant to the 
feature “atmosphere”. According to Marneffee et al. (2006), these words are called 
dependent words because they have grammatical dependent relationship with the 
feature. 
 
Fig. 1. Similar and dependent words of Feature “atmosphere” 
      In our approach, we identify features’ similar words by using the  lexical ontology 
WordNet (Manna & Mendis, 2010).  As for the dependent words that are usually 
adjectives, we employed the distance-based sentiment word extraction method (Lau, 
et al., 2009).  
 3.2 Extracting Related Words based on Topic models 
Topic modelling is considered to be the state-of-the-art text mining technique 
which provides a tool to discover a topic model in large archives of text.  The basic 
idea of topic modelling is that every document is generated by a mixture of topics and 
a topic is a multinomial distribution over words. Latent Dirichlet Allocation (LDA) 
proposed by Blei, et al. (2003) is currently the most popular approach in generating 
topic models. Given a collection of documents, LDA can learn and discover topics 
each of which is represented by a group of words that tend to co-occur in the docu-
ments. The probability distribution over words in each topic indicates the importance 
of each word to the topic and the probability distribution over topics in each docu-
ment indicates the importance of each topic to the document.  
 
Let 𝐷 = {𝑑1, 𝑑2, . . . , 𝑑𝑀} be a collection of M documents. The topic model gener-
ated by using LDA consists of topic representations at collection level and topic dis-
tributions at document level. At collection level, each topic 𝑍𝑗  is represented by a 
probability distribution over words, 𝜙𝑗 = (𝜑𝑗,1, 𝜑𝑗,2, ⋯ , 𝜑𝑗,𝑛),   ∑ 𝜑𝑗,𝑘 
𝑛
𝑘=1 = 1 , 
𝜑𝑗,𝑘 is the weight for the k
th word. At document level, each document is represented 
by probability distribution over topics,  𝜃𝑑𝑖 = (𝜗𝑑𝑖,1, 𝜗𝑑𝑖,2, … , 𝜗𝑑𝑖,𝑉)  where V is the 
number of topics, 𝜃𝑑𝑖,𝑗 is the probability of topic j for document di. 
 
 LDA has been widely used in many application domains. In this paper, we pro-
pose to apply LDA into review collection to discover feature relationships based on 
the discovered topics.  
 3.3 Extracting topic related words  
As discussed in Introduction section, Long’s method cannot discover related words 
or features that frequently appear with the target feature because Long’s method only 
uses Google distance or WordNet to find similar words of the target feature. LDA is a 
probabilistic model that can group related words together into topics. We can use it to 
find more related words of the target feature. More specifically, we first apply LDA to 
our review corpus to generate a set of topics. Let each topic be denoted by 𝑍𝑖 =
 {𝑤1, 𝑤2, . . . , 𝑤𝑛}, where 𝑤𝑘  is 𝑘
𝑡ℎ word assigned to topic 𝑍𝑖. It is noticed that words 
in topic 𝑍𝑖  have different weights indicating their different degree of importance for 
the topic. We then do filtering to remove low-weighted words in the topic by using a 
minimum threshold of 𝜎. Figure 1 lists remaining words of topic 5 after removing 
low-weight words. Let 𝑍′𝑖  be 𝑖
𝑡ℎtopic after doing filtering, 𝑍′𝑖  is defined as below. 
𝑍′𝑖 = {𝑤𝑘|𝑤𝑘∈𝑍𝑖 , 𝜑𝑖,𝑘  ≥ 𝜎}, where 𝜑𝑖,𝑘 denote the weight of 𝑤𝑘   
 
Fig. 2. Topic 5 after removing words having low weight. 
     The words in 𝑍′𝑖  are considered related with each other because they are selected 
to represent the same topic. For a given feature f, if f is a topic word for a topic 𝑍𝑖, the 
words in 𝑍𝑖 can be considered topic related words to f.   
    According to  Lappas, et al. (2012),  reviews that cover more features are consid-
ered be more helpful. Our method can find a bag of words that contains not only the 
target feature but also other topic related words. As shown in Figure 2, these found 
topic related words contain some nouns which may also be considered as features of 
the business. As a result, the set of selected reviews will cover more features and their 
helpfulness can be improved. One thing to notice is that more related features do not 
mean that our method no longer focuses on the target feature. The target feature is 
still the main feature of the review selection process.  
 3.4 Review Selection 
For a given feature 𝑓, we want to find a set of reviews 𝑅𝑓, each of which provide 
the information about the feature. In order to generate the 𝑅𝑓, we need to measure the 
information which is relevant to the feature 𝑓buried in a review.  Inspired by the work 
proposed by Long, et al. (2009), we propose to measure the information in a  review 
that relates to a given feature using the Kolmogorov complexity of the feature’s simi-
lar words and the feature’s topic related words. 
 
For an object 𝑤, the Kolmogorov complexity of 𝑤, denoted as 𝐾(𝑤), expresses the 
information contained in 𝑤 (Grünwald & Vitányi, 2003). Theoretically, the Kolmogo-
rov complexity of 𝑤 is defined as the length of the shortest effective binary descrip-
tion of 𝐴 (Grünwald & Vitányi, 2003). However, 𝐾(𝑤) is not computable in general. 
Following the idea in (Long, et al. 2009), in this paper, we use the relevance of a word 
𝑤 to feature 𝑓 and Shannon-Fano code (Li & Vitányi, 2013) to measure the  𝐾(𝑤) 
relative to 𝑓. Given a feature 𝑓, the relevance of a word 𝑤 to 𝑓 can be measured by 
the conditional probability 𝑃(𝑤|𝑓) = 𝑃(𝑤, 𝑓)/𝑃(𝑓), where 𝑃(𝑤, 𝑓) can be approxi-
mated by the document co-occurrence of 𝑤 and 𝑓 and 𝑃(𝑓) can be approximated by 
document frequency of 𝑓, that is: 
 
𝐾(𝑤) = −𝑙𝑜𝑔𝑃(𝑤|𝑓) =  −𝑙𝑜𝑔𝑃(𝑤, 𝑓) + 𝑙𝑜𝑔𝑃(𝑓) 
 
Let 𝑅 = {𝑟1, … , 𝑟𝑀}  be a collection of reviews, 𝑓  be a given feature, and 
  𝑆𝐷𝑊𝑟(𝑓)   be a set of similar and dependent words in an individual review r, gener-
ated using the method discussed in Section 3.1, then a set of similar and dependent 
words to 𝑓  in the review collection, denoted as 𝑆𝐷𝑊𝑅(𝑓),  can be generated 
as 𝑆𝐷𝑊𝑅(𝑓) = ⋃ 𝑆𝐷𝑊𝑟(𝑓)𝑟∈𝑅 . Similarly, let  𝑅𝑊𝑅(𝑓) be a set of related words to 
feature 𝑓 in the review collection R,  𝑅𝑊𝑅(𝑓) = ⋃ 𝑍𝑗
𝑉
𝑗=1,𝑓∈𝑍𝑗′
′, generated using the 
method discussed in Section 3.3, then the topic  related words to f in an individual 
review r, denoted as  𝑅𝑊𝑟(𝑓) , can be generated as  𝑅𝑊𝑟(𝑓) = {𝑤 | 𝑤 ∈
 𝑅𝑊𝑅(𝑓)   𝑎𝑛𝑑 𝑤 ∈ 𝑟}.   
Accordingly, by combining all the similar, dependent and related words together, 
we get a set of similar, dependent and related words to feature 𝑓  in the collection and 
each individual review. Let 𝑆𝐷𝑅𝑊𝑅(𝑓) and 𝑆𝐷𝑅𝑊𝑟(𝑓) denote the set of similar, de-
pendent and related words to 𝑓 in the collection and an individual review r, respec-
tively, then 𝑆𝐷𝑅𝑊𝑅(𝑓) =  ⋃ 𝑆𝐷𝑅𝑊𝑟(𝑓)𝑟∈𝑅 , and 𝑆𝐷𝑅𝑊𝑟(𝑓) =  𝑆𝐷𝑊𝑟(𝑓)  ∪  𝑅𝑊𝑟(𝑓). 
The following score is calculated to measure the Kolmogorov complexity of a re-
view 𝑟 in terms of feature 𝑓 by calculating the Kolmogorov complexity of the words 
in other reviews rather than in 𝑟: 
 
𝑆𝑃𝐸𝑟,𝑓  =  ∑ 𝐾(𝑤) = ∑ 𝑙𝑜𝑔𝑃(𝑓) − 𝑙𝑜𝑔𝑃(𝑤, 𝑓)
𝑤 ∈ 𝑆𝐷𝑅𝑊𝑅(𝑓)\𝑆𝐷𝑅𝑊𝑟(𝑓)
 
𝑤 ∈ 𝑆𝐷𝑅𝑊𝑅(𝑓)\𝑆𝐷𝑅𝑊𝑟(𝑓)
  
 
The value of 𝑆𝑃𝐸𝑟 ,𝑓 is considered as the information distance between 𝑆𝐷𝑅𝑊𝑅(𝑓) 
and  𝑆𝐷𝑅𝑊𝑟(𝑓) . The less the distance is, the more relevant the words in r to f.   
Therefore, reviews having the lowest score of 𝑆𝑃𝐸𝑟 ,𝑓 are selected as the output of our 
system. 
 4. Experiment and Evaluation 
 4.1 Datasets 
In our experiments, we use an industry published review dataset provided by 
RecSys conference from Yelp in 2013 3. The datasets include detailed data of over 
10,000 businesses, 8,000 check-in sites, 40,000 users, and 200,000 reviews from the 
Phoenix, AZ metropolitan area. In recent years, Yelp datasets have been widely used 
in the research of opinion mining and recommendation system.  
 
All reviews can be extracted from the file yelp_training_set_review.json provided 
by Yelp website 3. The structure of each review is in the form of JSON format and 
described as below:  
 
{ 
  'type': 'review', 
  'business_id': (encrypted business id), 
  'user_id': (encrypted user id), 
  'stars': (star rating), 
  'text': (review text), 
  'date': (date), 
  'votes': {'useful': (count), 'funny': (count), 'cool': (count)} 
} 
 
 
 
 
                                                          
3 https://www.kaggle.com/c/yelp-recsys-2013 
In order to choose suitable datasets with sufficient amount of reviews and suffi-
cient average amount of words in each review, we have done some statistics for the 
whole datasets and choose those datasets that meet the criteria for as follows: 
 Dataset having sufficient number of reviews (at least 200 reviews). 
 Reviews having sufficient number of words (average number of words should be 
greater than 130 words). 
By following the above criteria, we randomly select four datasets in different cate-
gories of business for our experiments. Table 1 provides the detailed information 
about each chosen dataset. 
Table 1. Dataset Information 
Category Businesses Name Number of reviews Average number of words 
in a review 
American Food  St Francis Restaurant 461 165 
Breakfast & Brunch Lo-Lo's Chicken & Waffles 357 139 
Pizza Cibo 594 133 
Pizza Papago Brewing 236 142 
 
 4.2 Experiment Procedure 
 
Fig. 3. Experiment Procedure 
The whole procedure of our experiment is depicted in Figure 3. We used four da-
tasets described in section 4.1 for our experiment. Each of these dataset was the input 
of our model and the output is the set of high-ranking reviews. The method proposed 
by Long et al. (2014) was chosen as the baseline for comparison. The returned set of 
reviews from our method and the baseline model were analyzed, evaluated and com-
pared. 
 4.3 Result Analysis and Evaluation 
4.3.1 Evaluation of helpfulness 
 
Yelp website allows users voting each review to indicate if it is helpful from their 
perspective. Each review is associated with votes in three different categories namely 
“useful”, “funny” and “cool”. We use the votes in “useful” category to determine the 
usefulness of review text. The helpfulness score of each review is calculated by the 
ratio of count of usefulness of the review and the total count of usefulness of all re-
view.  
 
Our method selects reviews based on the input of the single feature. According to 
Hu and Liu (2004), features are attributes of a product or business that customers have 
commented on in textual reviews. Nouns which frequently appear in the reviews 
about a product are more likely to be the features of the product. Therefore, we ap-
plied pattern mining Apriori algorithm (Agrawal & Srikant, 1994) to find a list of 
frequent words occurring in the review collection. Minimum support (frequency of 
words appearing in review sentences) of 1 % is used as the threshold to generate fre-
quent words. However, not all of those frequent words are genuine features. In our 
experiment, the human annotators examined those frequent words and removed words 
that are clearly meaningless. After the pruning, the top 10 frequent words are chosen 
as 10 features for testing. More specifically, for each feature, both testing methods are 
employed to extract 30 reviews. We calculate the average helpfulness score of select-
ed reviews from both our method and the baseline for performance comparison. The 
experimental results for four datasets are given in table 2, 3, 4 and 5. 
Table 2. Total score of selected review of features of St Francis Restaurant    
Features Baseline Our Approach 
Average 0.1581 0.1614 
Table 3. Total score of selected review of features of Lo-Lo's Chicken & Waffles    
 Baseline Our Approach 
Average 0.1920 0.2040 
Table 4. Total score of selected review of features of Cibo 
 Baseline Our Approach 
Average 0.1249 0.1304 
Table 5. Total score of selected review of features of Papago Brewing 
 Baseline Our Approach 
Average 0.1400 0.1620 
 
According to the comparisons, we can see that the helpfulness scores of selected 
reviews generated by our method are always higher than that of the baseline for most 
of input features. Therefore, it is evident that our approach can improve the perfor-
mance of Long’s approach. 
4.3.2 Feature Comprehension Evaluation.  
 
There is no standard way to evaluate the comprehension of discussion of a specific 
feature in each review. Thus, we ask two annotators to read the 30 selected reviews 
and decide that how comprehensively the reviews discuss the specified feature. Table 
6 lists top 30 returned reviews and Table 7 lists the non-overlapping reviews of the 
baseline and our method for input feature “food”. According to Table 6, there are 
many overlapping reviews in the top 30 reviews generated from our method and the 
baseline. Therefore, instead of examining all selected reviews, we only analyze those 
non-overlapping reviews returned from our system and the baseline. The annotators 
read each non-overlapping reviews in Table 7 to give the score of comprehension to 
each review. The score of those reviews in term of comprehensive discussion given 
by annotators will be used for comprehension evaluation.  
Table 6. Top 30 selected reviews returned by Long and our approach for feature “food” 
Baseline Our method 
Review 
161,60,189,214,124,141,298,187,255,254,66,335,323,320
,304,23,249,92,330,19,122,333,341,34,76,95,132,94,153,
186 
Review 
189,60,214,323,254,161,124,330,187,23,226,122,304,320,1
41,153,129,335,66,296,186,132,19,34,333,249,199,274,298,
251 
Table 7. Non-overlapping reviews returned by Long and our approach for feature “food” 
Baseline Our method 
Review 255 , 92, 341, 76, 95, 94 Review 251 , 274, 199, 296, 129, 226 
 
The criteria for comprehensive discussion of a feature depends on the number of 
sentences discussing that feature and its related features in the review. As shown in 
Table 8, 9, 10, and 11, the total score of the selected reviews generate by our method 
are better than the results of the baseline. Therefore, our method can improve the 
performance of the baseline in term of comprehensive discussion. 
Table 8. Total score of selected review of St Francis Restaurant in term of comprehension 
 Baseline Our Approach 
Average  12.23 12.25 
 Table 9. Total score of selected review of Lo-Lo's Chicken & Waffles in term of comprehen-
sion 
 Baseline Our Approach 
Average  9.25 12.40 
Table 10. Total score of selected review of Cibo in term of comprehension 
 Baseline Our Approach 
Average  11.35 14.25 
Table 11. Total score of selected review of Papago Brewing in term of comprehension 
 Baseline Our Approach 
Average  10.24 10.95 
 
   The improvement can be explained by related words of the target feature. As 
shown in Table 12, for input feature “food”, our method generates more related words 
of the feature “food“ such as feature “chicken”, “buttery”, “waffle”, “cheese”, “okra”. 
Those related words or features cannot be found by the baseline method. Therefore, 
the probability of getting comprehensive reviews for feature “food” by using our 
method is certainly higher than the baseline method.  
Table 12. Similar, dependent and related words of feature “food” 
Baseline Our method 
food, dish, good, outside, great, awesome, deli-
cious, fast. 
food, dish, good, outside, great, awesome, delicious, fast 
chicken, buttery, waffle, cheese, okra, fish, platter, bean, corn-
bread. 
 5. Conclusion 
Review selection is one of the hot research topics due to its significance in decision 
making process. Most existing works analyze textual characteristics and opinion min-
ing to select helpful reviews. In recent years, many research focus on selecting re-
views that cover comprehensive information about features of the product or business. 
In this paper, we introduced a method which utilizes LDA to select reviews that focus 
on one particular feature. LDA topic model helps to discover relationships between 
the target features and other related words, which assists in extracting more relevant 
information about the feature. Some of those related words are also the features of the 
business which are added together with the target feature to create a bag of words. 
This bag of words containing related features to the target feature is then used to se-
lect the most relevant reviews, thereby improving the performance of our method in 
term of both review helpfulness and comprehension. The conduct evaluation based on 
4 business datasets collected from Yelp indicates that our method achieve better per-
formance compared to the baseline model. 
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