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As a result of the evolution of agriculture from 1.0 to 4.0, modern-day agriculture is driven by 
smart systems and smart devices. The evaluation of the Internet of Things (IoT) and specific 
approaches in edge computing contributed towards understanding and predicting the weather 
conditions with a demonstrated impact on precision farming. Non-predictive or inaccurate 
weather forecasting can severely impact the community of users such as farmers. Farmers depend 
on the weather forecast so that various farming activities can be undertaken such as ploughing, 
cultivation, harvesting, and others. An inaccurate forecast directly impacts the farmer’s ability to 
engage in these activities, negatively influencing their capability of managing the resources 
related to these operations. In addition, there are significant risks to life and property loss due to 
unexpected weather conditions. Numerical Weather Prediction (NWP) models run in major 
weather forecasting centres with several supercomputers to solve simultaneous complex non-
linear mathematical equations. This requires considerable computing power to obtain a forecast 
based on current weather conditions. Such models provide the medium-range weather forecasts, 
i.e. every 6 hours up to 18 hours with a grid length of 10-20 km. However, a community of users 
often depend on more detailed short-to-medium-range forecasts with higher resolution regional 
or local forecasting models. Moreover, the regional or local weather forecasting may not be 
accurate based on the geographical appearance of location, such as the top of a mountain, land 
covered by several mountains, the slope of the land, etc. The first part of this research is to 
determine the competence of using neural networks for weather forecasting. The weather 
forecasting model is developed by exploring the set of models, namely Multi-Input and Multi-
Output (MIMO) and Multi-Input and Single-Output (MISO). The proposed MIMO and MISO 
models are experimented with the state-of-the-art deep neural network approaches such as Long 
Short-Term Memory (LSTM) and Temporal Convolutional Networks (TCN), which are based on 
Artificial Neural Networks (ANN). The accuracy of the proposed model is compared to classic 
machine learning approaches as well as the well-established Weather Research and Forecasting 
(WRF) NWP model. The proposed model is also experimented using different deep learning 
configurations and controls for effective weather forecasting. The second part of this research is 
to apply similar neural network techniques aimed at developing and evaluating a lightweight, 
fine-grained and novel weather forecasting model, which consists of one or more local weather 
stations. The proposed model can be used as an efficient localised weather forecasting tool for the 
community of users, and it could be run on a standalone personal computer. 
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1 Introduction     
The evolution of the Internet of Things (IoT) has significantly contributed towards the 
understanding and prediction of weather conditions with a demonstrated impact on 
precision farming (Wolfert et al., 2017). Furthermore, specific approaches in  edge 
computing were applied so that vital environmental data get collected to understand the 
weather conditions and their impact on agricultural practice (Shi and Dustdar, 2016). The 
concepts of IoT have evolved agriculture 4.0 so that precision farming can be done and 
better yield of agricultural output can be achieved by addressing the weather issues 
(Ozdogan et al., 2017). The smart greenhouse concepts are implemented using the modern 
technology so that farming can be done to manage data analysis at each stage of 
agriculture including ploughing, cultivation, harvesting, and final stages of crop 
extraction in farming (Seo et al., 2018). The accurate and more reliable weather 
forecasting is a vital aspect of agriculture 4.0 (Ozdogan et al., 2017; Wolfert et al., 2017).  
The weather prediction process is enabled through integrating concepts of data by which 
predictive models are developed; therefore, accurate data sharing facilitates strong 
decision-making processes. The weather data is used in many industries and facilitates 
many purposes including agriculture. In general, agriculture 4.0 uses satellite and radar 
data and sensor data to ensure accurate weather prediction on a regional basis (Bendre et 
al., 2015). Agriculture 4.0 is considered as the fourth evolution expecting to bring 
revolution to the farming technology.  
As a result of the evolution of agriculture from 1.0 to 4.0, modern-day agriculture is 
driven by smart systems and smart devices. The advanced technologies are used to 
develop low-cost sensors so that perfect weather forecasting can be done in an effective 
way (Tekinerdogan, 2018). Figure 1.1 depicts the evaluation of agriculture-related 
promoting factors (i.e. technologies) and their key features. The meteorological 
information are collected to do precise weather forecast to manage the dynamics of 
agriculture 4.0 (De Wit and Crookes, 2013).  
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Figure 1.1 Evolution of agriculture. 
The recent examples of the advancement in agriculture 4.0 include the development of an 
Agricultural Decision Support System (ADSS) which enables integration of regional 
weather forecast and agricultural practices using the human-computer system (Thorp et 
al., 2008). The classic example is the Watson Decision Platform provided by IBM which 
integrates the agricultural needs with regional weather forecasting using a cloud 
computing-based system  (Czimber and Gálos, 2016). There are Unmanned Aerial 
Vehicles (UAVs) deployed to collect and track data related to weather so that they can be 
further analysed using a big data approach of edge computing (Valavanis and 
Vachtsevanos, 2015).  
The AgriSupport II system is another example of edge computing that assists with 
supporting agriculture through performing an in-depth study of the factors that can impact 
agricultural output including regional weather condition (De Wit and Crookes, 2013). 
More specifically, edge computing enables the Adaptive Neuro-Fuzzy Inference System 
(ANFIS) model for the wire-Electrical Discharge Machining (wire-EDM) prediction 
model through which elements like meteorological data get collected and are reviewed in 
context with soil measurement and crop characteristics (Tan et al., 2014).  
Non-predictive or inaccurate weather forecasting can severely impact the community of 
users. For example, farmers depend on the weather forecast for various farming activities 
such as ploughing, cultivation, harvesting, and other agricultural activities. An inaccurate 
forecast directly impacts the farmer’s ability to perform these activities influencing their 
ability to manage the resources related to such operations (Ho et al., 2012). Besides, there 
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are significant risks to life and property loss due to the unexpected weather conditions 
(Fente and Singh, 2018). As described above, the ADSSs are still relying on the regional 
weather forecasting for precision farming (Czimber and Gálos, 2016; Thorp et al., 2008). 
Moreover, the regional weather forecast may not be accurate based on the geographical 
appearance of the location such as but not limited to, the top of a mountain, land covered 
by several mountains, and the slope of the land (Mass and Kuo, 1998). Therefore, an 
accurate, area-specific, and fine-grained weather prediction system would be valuable to 
the community of users as global/regional forecasting could be inaccurate for local use. 
Weather forecasting refers to the scientific process of predicting the state of the 
atmosphere based on specific timeframes and locations (Hayati and Mohebi, 2007). It has 
three main stages namely, understanding the current weather conditions, calculating how 
this would change in the future and refining the details through meteorological expertise 
(Met Office, 2019). Numerical Weather Prediction (NWP) models utilise computer 
algorithms to provide a forecast based on current weather conditions. These algorithms 
are based on a large system of non-linear mathematical equations. More specifically, 
these models define a coordinate system which divides the earth into 3-dimensional grids. 
The weather parameters such as but not limited to winds, solar radiation, the phase change 
of water, heat transfer, relative humidity, and surface hydrology are measured within each 
grid and their interaction with neighbouring grids to predict atmospheric properties for 
the future (Lynch, 2006; NCEI, 2019). These NWP models run in major weather 
forecasting centres with large grids of supercomputers specifically for addressing the 
global/regional forecast (Met Office, 2019). 
Many NWP models were developed recently such as Weather Research and Forecasting 
(WRF) model for which increasing high-performance computing power has facilitated 
the enhancement and introduction of regional or limited area models (Oana and Spataru, 
2016). As a consequence, the WRF model has become the world’s most widely-used 
atmospheric NWP model due to its higher resolution rate, accuracy, open-source nature, 
community support, and a wide range of usability within different domains 
(NCAR/UCAR, 2019; Powers et al., 2017). There are several challenges in NWP models 
such as the massive computational power required, limited model accuracy for specific 
geographical area predictions due to the chaotic nature of the atmosphere, the 
geographical appearance of the location, and reliability issues impacted by the time 
difference between the current time and forecasting time. Besides, the complexity of such 
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models poses significant difficulties in their implementation as well (Baboo and Shereef, 
2010a; Hayati and Mohebi, 2007; Powers et al., 2017).  
There are freely available datasets which can be utilised with the NWP models such as 
Global Forecast System (GFS) data (“Earth Science” 2018). In particular, the GFS 0.25 
degrees dataset which is a freely available highest resolution data is often used by the 
atmospheric researchers and forecasters. This dataset allows forecasting the weather at a 
horizontal resolution of about 27 km (Commerce, 2015; Noaa, 2017). This implies that 
the NWP model can forecast data resolution up to 27 km. The lesser resolution prediction 
data are calculated by the model based on the results obtained for the maximum 
resolution. As a consequence, these models are viable for long-range forecast and not 
only for selected fine-grained geographical locations such as a farm, school, places of 
interest, and outdoor sports centre etc. (Powers et al., 2017; Routray et al., 2016; 
Skamarock et al., 2008). 
To reduce the computational power of the NWP systems, data-driven computer modelling 
systems can be utilised (Hayati and Mohebi, 2007). In particular, Artificial Neural 
Networks (ANN) can capture nonlinear or complex underlying characteristics of a 
physical process with a high degree of accuracy (Fente and Singh, 2018). Recently, 
multivariate time-series forecasting deep models such as Recurrent Neural Networks 
(RNN), Long Short-Term Memory (LSTM), and Temporal Convolutional Networks 
(TCN) have gained considerable attention due to their superior performance (Jozefowicz 
et al., 2015; Kim and Reiter, 2017). Weather information are captured by time-series data 
and thus, the machine learning (ML) regression modelling techniques can be utilised to 
develop and evaluate Artificial Intelligence (AI) based neural network models for 
accurate weather predictions (Choi et al., 2011). 
1.1 Motivations 
This research project is sponsored by an award-winning precision farming service 
provider based in Yorkshire, North of England, called Precision Decisions (“Precision 
Decisions | Driving Farming Forwards”, 2019). This company provides comprehensive 
precision services to a community of farmers based on agronomic and practical 
experiences (Blacker, 2019). The company utilises high-technology systems such as 
Real-Time Kinematic (RTK) for two-centimetre accuracy Global Positioning System 
(GPS) data, auto-steer using satellite signals to avoid machinery overlap, Control Traffic 
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Farming (CTF) to reduce the area of the field carrying traffic to improve soil health, and 
inter-machine information sharing systems. These technologies are used to provide 
services to farmers such as soil sampling, yield monitoring, protein monitoring, 
conductivity scanning, data management, and consultancy. The MIFarm application 
software provides an interface for the farmers combining those hi-tech services and 
hardware (Blacker, 2019). Recently, the company has implemented an intuitive tool to 
assess the variability of a crop/farm using satellite images (“Measure in-field variability 
from satellite”, 2019). Moreover, they have completed the ‘hands-free hectare’ project 
successfully; a farm which grows and harvests a crop type entirely using autonomous 
machines or robots (“Hands-Free Hectare”, 2018).  
Even with such technologies available for the farmers, they still have to rely on the 
regional weather forecast for their daily activities. The regional weather forecast might 
not be accurate depending on the geographical location of the farm (such as the top of a 
mountain, the slope of the land, a land covered by several mountains, land closer to a sea), 
or the resolution of the forecast.  
As a solution, this research endeavours to develop an accurate, fine-grained, and location-
specific weather forecasting model for the farmers. Moreover, a wider set of users who 
rely on favourable weather conditions could get the advantage of the model, such as 
places of interest, schools, outdoor sports centres, and larger construction sites. While the 
NWP models are viable for long-range forecast and not only for a fine-grained 
geographical area, the proposed model could make a reliable and accurate prediction. 
This research is a part of the company’s on-going development plan to introduce accurate 
weather forecasting to its MIFarm application (Symcox, 2017).  
1.2 Rationale 
The accurate weather forecast remains as a key factor of agriculture 4.0 as it helps to 
address the weather aberrations related aspects. The weather forecasting is integrated 
around aspects of accuracy, timeliness, usefulness, and the ability to meet the 
broadcasting needs. The temperature, humidity, wind speed, wind direction, rainfall, and 
other wealth aspects are part of weather forecasting in agriculture 4.0 (Ozdogan et al., 
2017). Therefore, this project investigates how to obtain an accurate, fine-grained, and 
location-specific weather forecast for a community of users in a specific geographical 
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area. Concerning the agricultural sector, the farmer becomes the user and the farm is the 
geographical location. The following data are utilised throughout this study:  
• Historical data linked to previous weather systems for pattern identification. 
• Local weather station data collected from in-farm sensors such as current 
temperature, wind speed, wind direction, and soil moisture, etc. 
• Predictive data from a well-established NWP model to evaluate the proposed fine-
grained weather forecasting model. 
 
Consequently, this work investigates the predictive data, historical data, and weather 
station data to create a novel forecasting model for the agricultural industry to get an 
intelligent and reactive output. As many different NWP models for the global and regional 
forecasts are based on non-linear mathematical equations, the study will seek to 
experiment with the data-driven approach and develop an area-specific weather 
forecasting model using cutting-edge deep neural network models. The proposed weather 
model could overcome the challenges of the existing NWP models.   
In this study, the LSTM and TCN deep learning architectures are investigated over RNN 
since there is an inherent issue of the vanishing gradient problem of the RNN (Jozefowicz 
et al., 2015). The LSTM and TCN can overcome this vanishing gradient issue but it can 
easily use up the high capacity of memory (Lea et al., 2017; Shi et al., 2015). The TCN 
architecture has not been explored in the past for weather forecasting. Also, both the 
proposed approaches (i.e. LSTM and TCN) have not explored in terms of weather 
forecasting for as many as ten parameters on a local scale within several hours. Moreover, 
there is no previous attempt taken to compare the neural network-based weather 
prediction with an existing, well-established weather forecasting model such as WRF.  
Therefore, this is an entirely novel concept and very much worthy to study as this could 
make a considerable contribution to the computing industry, to a community of users, and 
especially for the agricultural sector. 
Historical weather data extracted from the WRF model using GFS data are utilised to 
evaluate the proposed weather model at the first instant (i.e. using historical weather data 
or WRF data). Subsequently, the study seeks to use local weather station data to evaluate 
an area-specific fine-grained local weather forecasting model (i.e. using local weather 
station data). 
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1.3 Research Hypotheses 
The overall goal of this work is to develop a fine-grained weather forecasting model for 
a community of users in a specific geographical area using artificial neural networks. This 
work assesses the extent of optimal performance for weather forecasting among different 
neural networks using historical weather data and local weather stations data. In achieving 
this overall goal, the following hypotheses have been formed. 
H1: The proposed model is capable of making an accurate short-term and long-term 
weather prediction compared to an existing and well-established NWF model. 
H2: Compared to the existing NWP model, the proposed model has less computational 
complexity.  
H3: The proposed model can be applied for a real-life scenario, that is a fine-grained 
weather forecasting model for a community of users in a specific geographical area, such 
as a farm.  
1.4 Phases of the research 
In addressing the research goal, this study aims to develop and evaluate a lightweight, 
fine-grained, and novel weather forecasting model for the community of users. This is 
achieved by separating this study into two phases. 
Phase 1: 
This phase aims to test the research hypothesis H1 and H2 using the following steps. 
• The proposed model is tested for the optimal performances for short-term weather 
forecasting among different neural network approaches using historical weather 
station data.  
• The short-term prediction accuracy of the proposed model is compared to the 
prediction accuracy of an existing and well-recognised NWP model, such as 
WRF. 
• The proposed model is tested in context to the ability of long-term weather 
prediction including the timeframe (i.e. how many hours) this model can make an 
accurate forecast compared to the existing NWP model.  
• The computational complexity of the proposed model is then compared to the 
existing NWP model. 
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The main task of this phase was to determine the competence of using neural networks 
for weather forecasting. Moreover, if the neural network is capable of predicting the 
weather accurately, the proposed model will be tested to validate its persistency (i.e. the 
number of hours forward) to accurately predict the weather forecast. This is achieved by 
developing and evaluating a novel weather forecasting model using modern neural 
networks. Figure 1.2 depicts a general overview of phase one.  
 
Figure 1.2 Overview of phase 1of the research. 
As indicated in Figure 1.2, the WRF model is used to extract historical weather data from 
the GFS data. These data are integrated with the proposed ML models (MIMO and MISO) 
to get a weather prediction. The accuracy of the prediction is compared with the state-of-
art WRF model prediction. 
More specifically, a suitable ML model is proposed by exploring temporal modelling 
approaches of LSTM and TCN, then comparing its performance with the classic ML 
approaches such as Standard Regression (SR) and Support Vector Regression (SVR). 
Secondly, the proposed model is used for a short-term weather prediction and compares 
its accuracy with the well-established WRF model. Finally, the proposed model is 
reformed for long-term weather forecasting and is analysed for model accuracy compared 
with the performance of the state-of-art WRF model.  Moreover, this process is used to 
determine the extent of the proposed neural network model’s capabilities in producing 
weather forecasts accurately.   
Phase 1 experiments are successful, meaning that the neural networks can be employed 
for weather forecasting. In these experiments, the historical weather data extracted from 
the GFS data running the WRF model are used as inputs for the proposed model. In 
addition to the NWP drawbacks discussed earlier, a minimum of three hours is required 
to access GFS data after taking the atmospheric measurements. This includes the time 
taken to upload data to the website and time taken for the data corrections (National 
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Centres for Environmental Information, 2019; NCAR/UCAR, 2019). The WRF model 
also takes time to extract the GFS data and is dependent on the computer system. Hence, 
the input data used in the proposed model are not the current atmospheric measurement 
data (i.e. older than 3 hours). Therefore, the study is focused on using the on-time local 
weather station data for weather forecasting. 
Phase 2:  
This phase aims to test the research hypothesis H3 by applying the knowledge generated 
from phase 1 to a real-life scenario with the following steps:  
• The applicability of the outcome of phase 1 to local weather station data for short-
term weather forecasting to be used by a community of users in a specific 
geographical area is tested and verified. 
• The proposed model is tested for its applicability of long-term weather 
forecasting with the local weather station data. 
The main task in this phase is to develop and evaluate a lightweight, fine-grained, area-
specific, and novel weather forecasting system for the community of users utilising 
modern neural network technologies. The prediction is entirely based on input local 
weather station data. Figure 1.3 depicts the general overview of phase two.  
 
Figure 1.3 Overview of Phase 2 of the research. 
As indicated in Figure 1.3, local weather stations are assembled and placed. This transfers 
time-series weather data to the servers using a Global System for Mobile (GSM) module. 
The server runs the proposed ML models and these models provide accurate and reliable 
fine-grained forecasting to the farmers. 
Similar to Phase 1, the first part of phase 2 is to compare the performance of the proposed 
deep model approaches with the classic ML approaches. Then, the proposed model is 
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used with both short-term and long-term weather forecasting and the predicted results are 
evaluated concerning the ground truth.  
1.5 Original contribution to the knowledge 
Timely and accurate weather prediction helps to address the issues related to erratic 
weather and is a prominent aspect of agriculture 4.0. The main contribution is defining a 
model by exploring set of models for integrating weather prediction parameters into the 
software used in designated industry sectors such as agricultural industries for area-
specific local weather forecasting for finer temporal and spatial resolution. This model is 
explored through the combination of parameters from global weather forecasting as well 
as local weather stations using an Artificial Neural Network to identify weather patterns 
and outputs are aligned with domain software recommendations. In addition to the main 
contribution, there are other contributions to the knowledge, such as; 
• A complete neural network-based weather forecasting model up to 10 input/output 
weather parameters. 
• Comparative study of a neural network-based weather prediction with a well-
established and existing NWP model. 
• Comparative study of classic machine learning approaches with cutting-edge deep 
neural network approach for weather forecasting 
• Understanding the impact of using more than four interrelated weather prediction 
input parameters for a neural network-based weather forecasting model. 
• Applying the TCN deep learning approach for weather forecasting. 
• Exploration of deep learning and their usefulness in weather prediction. 
1.6 Thesis outline 
The rest of this thesis is organised as follows. Chapter 2 focuses on the background and 
literature review. It consists of an in-depth literature review of the WRF model, sensor 
technology to measure weather parameters, and neural network technology for weather 
forecasting while identifying the gaps in the knowledge. Besides, this chapter defines the 
methodology used to address the aim of this research in detail. Chapter 3 focuses on the 
research approach and methodology. This chapter consists of different approaches and 
strategies that have been followed and the methodology to address the research goal and 
research hypotheses. The approach to validate the research hypothesis is also discussed 
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here. Furthermore, this chapter discusses the data collection strategies, preparation for the 
study, and a detailed explanation of how to collect and prepare historical weather data 
and local weather station data.  
Chapter 4 discusses the proposed model to answer the research goal and hypotheses. 
Chapter 5 focuses on the presentation of evidence and analysis of the findings by 
evaluating the hypothesis using the data-driven approach. This chapter presents all the 
evidence of the success or failure and answers the research goal and hypotheses. The final 
results are analysed in this section and further improvements are suggested. Chapter 6 
discusses the conclusion and recommendations along with a summary of the overall 
research and determines whether the study has exactly answered the research question. 
The recommendations are grounded in the findings of the research study. The references 
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2 Background and Literature 
Review 
2.1 Introduction 
There has been a wide range of research performed in the field of weather forecasting to 
understand the ways of managing weather by using an appropriate form of forecasting 
since the technology started to evolve with time. The literature review focuses on using a 
source of published materials to critically review the research done in the field of weather 
forecasting; therefore, it can provide necessary direction to further study in the given 
subject. 
There are hydrology-based models of regional and global weather forecasting which use 
simultaneous non-linear mathematical equations to predict the weather such as WRF. To 
reduce the computational power of NWP systems, data-driven computer modelling 
systems can be utilised. In particular, ML and deep learning have the capability of 
capturing nonlinear or complex underlying characteristics of a physical process with a 
great accuracy (Fente and Singh, 2018). Therefore, the study sought to consider 
developing a fine-grained area-specific weather forecasting model based on the latest 
deep neural network approaches. 
A detailed discussion about weather forecasting, numerical weather forecasting models, 
physics parameters and sensor technology for weather forecasting, surface weather 
parameters, the weather forecast for a community of users, technology in the agriculture 
industry, and data-driven weather forecasting with artificial neural networks are presented 
here. 
2.2 Weather forecasting and agriculture 
The term weather forecasting refers to the scientific process of predicting the state of the 
atmosphere based on specific time frames and locations (Hayati and Mohebi, 2007). 
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Numerical Weather Prediction (NWP) utilises computer algorithms to provide a forecast 
based on current weather conditions by solving a large system of non-linear mathematical 
equations which are based on specific mathematical models. As described in Section 1, 
these models define a coordinate system, which divides the earth into a 3-dimensional 
grid. The weather parameters such as winds, solar radiation, the phase change of water, 
heat transfer, relative humidity, and surface hydrology are measured within each grid and 
their interaction with neighbouring grids to predict atmospheric properties for the future 
(Lynch, 2006). Therefore, the NWP technique was developed to address weather 
prediction issues by using a collaborative approach with neighbouring grids; however, it 
required a complex set of mathematical calculations.  
Current technologies help to forecast are, (1) Now-casting (NC) - provides details about 
current variables of the weather and make the necessary forecast within 0-2 hours. The 
weather variables like the temperature of the air, surrounding humidity, the speed of the 
wind, and cloud study are also completed as a part of this. (2) Very Short-Range Forecast 
(VSRF) - The weather forecast is provided up to 12 hours and provides a detailed variable 
study for the weather elements which should get covered as a part of the NC. (3) Short 
Range Forecast (SRF) - provides weather forecast up to 72 hours and provides a 
comprehensive report about the movement of rain pattern, clouds, and the strong windfall 
effectively. These weather technologies are further used by weather channels and 
government agencies to provide correct information to the communities (Venäläinen et 
al., 2005). 
The growth of agriculture as a core sector across the globe further emphasised the need 
to develop robust weather forecasting techniques to achieve better yield (Bendre et al., 
2015). Calanca and Semenov (2013) argued that weather forecasting is an effective tool 
that can be applied across the industry. Cai Ximing et al. (2011) stated that agriculture 
can be the key segment which would obtain significant benefits through adopting weather 
models such as the WRF model. The agriculture-specific weather forecasting details are 
acquired through weather models that provide details about rainfall, dew point 
temperature, snowfall details, humidity specific information, wind speed, and other 
factors so that precautionary measures can be well adopted (Kenkel and Norris, 1995). 
Most agricultural activities are carried out in outdoors and are highly dependent on the 
fluctuation of the weather condition. Therefore, NWP provides weather-related inputs 
which are analysed from a physical parameter standpoint to do effective weather 
forecasting (Bauer et al., 2015; Schwoegler, 2003). 
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The issues faced by the agricultural sector due to irregular weather patterns during the 
early 19th century triggers numerous researches in the field of weather forecasting 
techniques. Warner (2010) stated that during the early period of the 19th century, the 
weather forecasting process was subjective and applied empirical rules. The weather 
forecasting methods employed were based on diagnostic methods which dated back to 
1920s and those weather forecasts were primarily used for tracking the tropical cyclones.  
This, however, can be done only for the limited regional area. Most of the calculations 
were done manually whilst the first weather forecasting using computers was performed 
in the 1950s. The 1970s and 80s have been marked with weather forecasting for 
atmospheric dynamics based on MOS (Model Output Statistics) (Glahn and Lowry, 1972; 
Woodcock, 1984). The NWP models were enabled with the use of supercomputers which 
helped to improve the forecasting skills. Effective predictive metrics were developed over 
time so that accurate and timely weather forecasting was possible to achieve (Baboo and 
Shereef, 2010b).  
2.3 Numerical Weather Prediction (NWP) models 
The early stages of weather forecasting faced accuracy issues. Therefore, a quantitative 
approach was adopted to develop an effective forecasting approach. Since meteorology 
adopted a more quantitative approach with the advancement of technology and computer 
science, the forecast models became more accessible to researchers, forecasters, and other 
stakeholders. The Numerical Weather Prediction (NWP) concept was proposed by Lewis 
Fry Richardson in 1922 and its practical use began in 1955 after the development of 
programmable computers (Hayati and Mohebi, 2007).  Many NWP systems have been 
developed in recently such as the Weather Research and Forecasting (WRF) model. 
Increasing high-performance computing power has facilitated their enhancement and the 
introduction of regional or limited area models (Oana and Spataru, 2016).  
The Global Spectral Model was developed in 1980 as the first medium-range weather 
forecasting model by the National Meteorological Centre (Gordon and Stern, 1982). 
Further, the 3D-Var data assimilation scheme was developed to do advanced weather 
forecasting along with the AVN (Aviation Model) used by the Environmental Modelling 
Centre (Xue et al., 2003). All these global weather forecasting models further developed 
technology specific to other areas previously. Accordingly, climate-based models, air 
equality models, tropical cyclone models, and ocean models were developed to track 
output statistics related to weather forecasting effectively (Warner, 2010).  
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The research scholars have evaluated various weather forecasting models in their studies 
to get a broader view of the available technology. One such model was of the UM (Unified 
Model) which was initially developed by the UK Met office for weather forecasting and 
is effectively applied for accessing weather and climate patterns based on an applied 
numerical model (Met Office, 2019). The grid point base is used and the time scale and 
spatial scales were able to be utilised to do high-resolution weather modelling (Lynch, 
2006). The WRF model became the world’s most-used atmospheric NWP model due to 
its higher resolution rate, accuracy, open-source nature, community support, and high 
usability of large diversity within different domains (NCAR/UCAR, 2019; Powers et al., 
2017). 
2.3.1 Weather Research and Forecasting (WRF) model 
WRF Model is one of the widely used weather models due to its applicability in various 
research and industries just beyond agriculture. The scholars have evaluated this 
technology from the perceptive of usage and benefits. The WRF model was developed 
by Norwegian physicist Vilhelm Bjerknes in the latter part of the 1990s as a part of a 
collaborative partnership with many environmental and meteorology organisations. The 
model involves solving various thermodynamic equations to build numerical weather-
based predictions mainly through different vertical levels (NCAR/UCAR, 2019; 
Stensrud, 2007). The primary role of the WRF is to carry out analysis focusing on climate 
time scale via linking physical data between the land, atmosphere, and ocean (Knievel et 
al., 2007). The WRF model is currently the world’s most-used atmospheric model (i.e. 
over 40,000 registered users in around 158 countries across the globe) since its initial 
public release in 2000. It is primarily based on simulations and provides high-resolution 
configuration through nesting options (Knievel et al., 2007; NCAR/UCAR, 2019; Powers 
et al., 2017). 
Michalakes et al., (2005) shared comprehensive details about WRF as an effective 
weather forecasting model. They describe that the overall model of WRF works as “Rapid 
Refresh Model” and was intended to serve the purpose of both research and operations. 
This model’s key features include being non-hydrostatic, enables vertical coordination to 
track atmospheric pressure, and has a higher resolution rate than other weather forecasting 
models (Michalakes et al., 2005). The model can establish two-way communication 
through both nesting and parent domain. It is one of the innovative software architectures 
that provide effective weather forecasting at the global level or regional level (Gochis , et 
al., 2013). 
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Michalakes et al., (2005) have further stated that the WRF model can be run in two 
different modes: 1) Ideal cases - use artificial initial conditions generated from the 
analytical procedures; 2) Real cases - use initial conditions created by assimilating 
observed data. This research is based on actual weather data; therefore, the ideal case is 
not considered. To investigate the model for real cases, it is necessary to install and 
configure WPS (WRF Pre-processing System), WRF ARW (Advanced Research WRF 
model), and the Post Processing software. The WRF post-processing is not described in 
this thesis because the main objective is to collect historical weather data for prediction 
and analyses. Interested researchers can refer to (UCAR, 2019) for further details. The 
WRF ARW and the WPS share common routines such as WRF I/O API. Therefore, the 
successful compilation of the WPS depends upon the successful compilation of the WRF 
ARW model (NCAR/UCAR, 2019).  
GRIdded Binary or General Regularly-distributed Information in Binary is often used as 
GRIB data which is a concise data format commonly used in meteorology to store 
historical and forecast weather data (Noaa, 2017; Skamarock et al., 2008). According to 
(Commerce, 2015), Global Forecast System (GFS) GRIB data provides 0.25 degrees 
resolution and is freely available to download for every three hours. Therefore, the GFS 
three-hourly data are selected for this project with a horizontal resolution set to 10 km. 
The researchers like Baboo and Shereef, (2010) and  Hayati and Mohebi, (2007) 
endeavour that one of the primary challenges in the WRF is its requirement for massive 
computational power to solve the equations which describe the atmosphere. Furthermore, 
atmospheric processes are associated with highly chaotic dynamical systems which limit 
a model’s accuracy. As a consequence, the model’s forecast capabilities are less reliable 
as the difference between the current time and the forecast time increases (Hayati and 
Mohebi, 2007). Besides, the WRF is a large and complex model with different versions 
and applications leading to a need for greater understanding of the model,  its 
implementation, and the different options associated with its execution (Powers et al., 
2017). The GFS 0.25 degrees dataset is the freely available highest resolution dataset for 
the WRF model. This allows the user to forecast weather data at a horizontal resolution 
of about 27 km (Commerce, 2015; Noaa, 2017). This implies that the user can predict 
data with increased accuracy up to 27 km. The model calculates the fewer resolution data 
based on the results obtained. Thus, the model obtains better results for long-range 
forecast and not only for a selected geographical region, such as a farm, school, places of 
interest. (Powers et al., 2017; Routray et al., 2016; Skamarock et al., 2008). 
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2.4 Physics parameters and sensor technology for weather 
forecasting 
The researchers have emphasised that atmospheric physics plays an important role in 
weather forecasting approach, therefore, relevant information were collected in the given 
field. The weather forecasting model based on atmospheric physics was initially proposed 
by Lewis Fry Richardson, an English scientist who used the numerical process to make 
weather predictions in 1922 (Richardson et al., 1993). The physics parameters are used 
to perform “Probabilistic weather prediction” which includes the study of both weather 
quantities and events. The NWP model uses the physics-based parameters by taking 
inputs in the form of physical parameters, lateral boundary conditions, and doing 
forecasting based on the initial conditions (Michalakes et al., 2005). These physics 
parameters set the necessary equations based on thermodynamics and fluid dynamics to 
analyse weather-related data and to evaluate the necessary rate of change in weather 
effectively. The physics parameters help define the time-stepping procedure, therefore, 
desired weather forecasting is done on time by using the computational grids and linking 
it with other weather-based physics elements (Sawyer, 1962).  
The sensor-based technology is used to collect critical physics-based parameters from a 
weather satellite, radiosondes, and through other observation systems such as local 
weather stations (Sawyer, 1962; Sellers et al., 1995). These physics parameters also 
incorporate the equations of motion by creating a system-based simulation to do effective 
weather forecasting (Ho et al., 2012). The term “Parameterization” is also used as a part 
of physics parameters to deploy various weather-based variables on a single scale such as 
using grid box and climate model to develop equations of fluid motion for predictive 
weather forecast operations (Baigorria et al., 2007).  
The parameters of weather forecasting play an important role. Therefore, researches like 
Pielke (2013), Yáñez-Morroni et al. (2018) and Sawyer (1962) have shared a 
comprehensive understanding of the critical parameters which are part of the weather 
forecasting model. The physics-based parameters that impact the weather such as 
atmospheric pressure, temperature, wind direction, wind speed, dew point, snow, rain 
perception, water droplets, humidity, and other factors are analysed from a physical 
parameter standpoint to do effective weather forecasting (Pielke, 2013). Ecology-based 
physical parameters are also obtained through evaluation of the distribution of sunlight, 
analysis of atmospheric elements like gases, water vapour, and oxygen to facilitate 
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weather forecasting (Yáñez-Morroni et al., 2018). The meteorological parameters around 
pressure, temperature, humidity, and precipitation are used to develop physics parameters 
and are further linked to the simulation for performing necessary weather forecasting and 
interpretation. The physics parameters are influenced by the earth location, the horizon, 
albedo, and precipitation. These parameters are set for short wave and long wave spectral 
range as it facilitates necessary meteorological measurement and climatology related 
findings to link with the weather forecasting (Sawyer, 1962). 
A weather satellite can provide physical data from large weather systems and is capable 
of receiving weather data on a worldwide scale. The satellite can provide physics-based 
data related with the formation of clouds, track hurricane formation, humidity formation, 
ocean movement, and other key details (Surussavadee and Aonchart, 2013). Doppler 
radar is another key sensor that gathers physics parameters through measurement of sound 
waves. Radar antennae are used to broadcast the sound waves and collect physics data 
from dust particles, air-based humidity or through ice crystals. Reflection of the sound 
waves provides a picture of the precipitation for tracking wind progression for weather 
forecasting (Heilig, 2009). GPS (Global Positioning System) enabled weather balloons 
are also used to measure the condition of the weather by placing them at high altitude to 
collect vital physics-based parameters such as temperature, atmospheric pressure, and 
humidity (Dethloff et al., 2001).  
2.4.1 Physics parameters and WRF model 
Mitchell et al., (2014) argued that the weather forecast tool WRF provides realistic and 
seamless weather predictions and acts as a multimodal prediction capability. Different 
schemes should be designed to conceptualise the necessary parameters and perform 
uniform predictions. There are multiple physical configurations required for the weather 
predictions. Credible information are provided by incorporating various modules and 
using terrestrial information (Mitchell et al., 2014). The “namelist.wps” and 
“namelist.input” files need to be configured before running the WRF model for real cases 
to set up parameters and other initial model conditions (Skamarock et al., 2008).  The 
concepts around plug-compatible physics optimise the WRF model to provide better 
output (Pielke, 2013). The correlation and coefficient are performed for real values in the 
model so it can depict the right magnitude difference and compute the values regarding 
weather forecasting (Surussavadee and Aonchart, 2013).  
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2.4.2 Surface weather Parameters 
The researchers have classified the meteorological data into two main types, namely 
surface weather data and the upper air data. The surface weather data contains physical 
parameters that are measured directly by instrumentation at the earth’s surface (i.e. 
somewhere between ground level and 10 meters) (US EPA, 2016). Therefore, the surface 
weather data can be considered as tangible data and includes air pressure, wind speed, 
wind direction, rain, rain rate, soil moisture, soil temperature, dew point, snow, heat 
index, and temperature. (Faroux et al., 2007; Thornton et al., 2014; US EPA, 2016). In 
contrast, upper air data contains physical parameters that are measured in different 
vertical layers of the atmosphere (US EPA, 2016). For example, GFS data considered 36 
different pressure layers when collecting upper-air data (Hamill et al., 2011; 
NCAR/UCAR, 2019).  
Surface weather data can be observed simply from local weather stations. These are the 
fundamental data used for weather forecasting and warning messages relevant to the 
issues being addressed (Gounaris et al., 2010; Mittal et al., 2015). The upper air data can 
be measured using radars and satellites (Haimberger et al., 2008). Global weather 
forecasting models combine both surface weather data and upper air data to create 
weather maps targeting global weather prediction (Met Office, 2019; Surussavadee and 
Aonchart, 2013). Lahoz et al. (2010) argued that low-resolution weather prediction could 
be made using only the surface weather parameters. Klein and Glahn (1974), and Gneiting 
and Raftery (2005) developed a successful local weather prediction model using surface 
weather data. Therefore, the surface weather parameters can be used for local weather 
forecasting.  
As per the report by Met Office, (2019), agriculture remains heavily dependent on 
weather-related attributes. The agriculture-specific weather forecasting requires details 
about rainfall, dew point temperature, snowfall details, humidity specific information, 
wind speed, and other related factors to adopt the precautionary measures effectively (Cai 
Ximing et al., 2011).   
2.5 Weather forecast for a community of users 
The researchers have identified that weather forecasting is a chaotic and data-intense 
process, therefore, it is required to simplify the process of the weather forecast (Baboo 
and Shereef, 2010b; Hayati and Mohebi, 2007; Powers et al., 2017). The accuracy of the 
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climate and weather is important for the community since their daily lives are influenced 
by the weather greatly. Therefore, analysing weather in the right way to have a high 
degree of accuracy can be significantly useful to the end community of users. Effective 
weather forecasting can help the community in various ways such as, but not limited to, 
helping farmers to be productive based on the predicted weather conditions such as rain-
related weather information to start the harvest, to provide right care to the crops, and 
human lives could be saved from natural disasters like hurricane, droughts, lightning, 
heavy rains, and airlines. The shipping industry also needs weather information about 
wind conditions, cyclones, and water movement to facilitate safe commutation (Baboo 
and Shereef, 2010b; Calanca and Semenov, 2013).  
Weather forecasting incorporates the urban meteorology principles to provide benefits to 
a wide range of community. The turbine mills need weather forecasts specific to wind 
energy to manage electricity manufacturing. The government also sources it as a 
community need input for the global movement of greenhouse gases, hail, snow, and wind 
to adopt necessary environmental actions. The fishermen need forecasting about offshore 
weather before going out to the sea. Therefore, it is considered that weather forecasting 
is a requirement of the entire global community and is capable of effectively helping 
every human being directly or indirectly (Ho et al., 2012). Therefore, the common theme 
identified through a review of relevant research highlights that weather forecasting allows 
numerous significant benefits to the community beyond just agricultural usage. 
2.6 Technology in Agriculture 
Real-Time Kinematic (RTK) is one of the cutting-edge technologies used in the 
agricultural industry for two-centimetre accuracy. The Global Positioning System (GPS) 
data for farming machinery are used for activities such as fertilising and ploughing.  Some 
other cutting-edge technologies utilised by the agricultural sector are an auto-steer system 
which uses satellite signals to avoid machinery overlap, Control Traffic Farming (CTF) 
to reduce the area of the field carrying traffic to improve the soil health, and inter-
machinery information sharing systems for sharing specific information related to the 
current job. Real-time Nitrogen status of the crops can be measured by the latest 
equipment Yara N-Sensor. Topcon receivers are utilised to the RTK guidance system. 
‘Hand-Free Hectare’ and ‘Satellite Catapult’ are on-going researches in the agriculture 
industry experimenting in farming a field autonomously without human contribution and 
enabling the use of satellite observations to detect variability in the field respectively 
   21 
(Blacker, 2019). Even though such cutting-edge technologies are available to the farmers, 
they still rely on the regional weather forecast for their day-to-day farming activities.  
2.6.1 Weather modelling in the Agriculture 
The researchers like Venäläinen et al., (2005) and Baboo and Shereef, (2010) have 
focused on providing an understanding on the hydrology-based approach of the weather 
forecasting model. WRF uses the hydrology-based model to perform atmospheric 
research on the climate and help the agricultural industry with strategic decision making. 
Therefore, farmers can use effective cultivation, dairy farming can use the right method 
for cattle breeding, farming products can be well protected from rainfall, the wind, haze, 
and related adverse weather conditions (Venäläinen et al., 2005). Weather forecasting 
technology is also upgraded regularly to integrate it with other agricultural practices 
(Baboo and Shereef, 2010b). The WRF also deploys the satellite radiance analysis to 
collect both global and regional level weather data. Therefore, effective forecasting can 
be done for related agricultural industries such as dairy farming, farm product 
manufacturers, and agricultural packaging to be able to manage daily operations based on 
the conditions (Cai Ximing et al., 2011). 
Visualisation techniques like weather reports, wind and rainfall movement details are 
currently used in various regional NWP models to help agricultural sector to understand 
weather-related elements (Baigorria et al., 2007). Table 2.1 shows a summary of the state-
of-the-art weather forecasting models which can be used in the agricultural sector with 
their pros and cons.  
 















Uses computer devices for 
calculations 
Hydrostatic 
Ideal for limited area forecasting 
Available the open-source code 
Ideal for area-specific weather 
forecasting with a limited number of 
parameters 
Uses complex statistical-based and 
non-linear mathematical equations 
High use of computer power 
Need a detailed understanding of 
algorithms  
Requires long processing time 
Requires constant adjustment to 
manage a perfect weather forecast 









Uses computer devices to 
calculations 
Non-hydrostatic 
Enables vertical coordination to 
track atmospheric pressure  
higher resolution rate  
Open-source 
Update regularly 
Ability to establish two-way 
communication through nesting 
Provide effective weather 
forecasting at the global level or 
regional level 
Not requires a sophisticated 
understanding of algorithms  
Uses complex non-linear 
mathematical equations 
Requires high computation 
requirement  
Less reliable as the difference 
between the current time and the 
forecast time increases  
Needs a greater understanding of the 
model, its implementation and the 
different options associated  
 
Global Spectral 
Model (Díaz et 
al., 2016; 
Tenzer, 2017). 
Uses computer devices to 
calculations 
Hydrostatic/ non-hydrostatic  
High-resolution medium-range 
weather forecasting  
Open-source 
Uses complex non-linear 
mathematical equations 
Requires high computation 
requirement  
Needs a greater understanding of the 
model 
Requires long processing time 
UM (Unified 
Model) (Cullen, 
1993; Kelly et 
al., 2019). 
Uses computer devices to 
calculations 
Non-hydrostatic 
Enables vertical coordination  
Higher-resolution rate  
Two-way communication through 
nesting 
Can use for both global and regional 
level 
Not requires a detailed 
understanding of algorithms  
Update regularly 
Requires high computation 
requirement to complex non-linear 
mathematical equations 
Requires long processing time 
Less reliable as the difference 
between the current time and the 
forecast time increases  
Needs a greater understanding of the 
model for installation 
Not open source 
 
Aviation Model 
(AVN) (Xue et 
al., 2003). 
Uses computer devices  
Hydrostatic 
High accuracy for a limited number 





Limited information about the 
weather about aviation-related 
factors  
Uses complex non-linear 
mathematical equations and high 
computer power 
Requires long processing time 
Needs a greater understanding of the 
model 








Korsholm et al., 
2008). 
Uses computer devices 
Hydrostatic/ non-hydrostatic 
High-resolution regional weather 
forecast 
Open-source 
Large systems of mathematical 
equations and requires high 
computer power 
Not suitable for large-area 
forecasting 
Requires long processing time 
An essential requirement to a 






(Cotton et al., 
2003; Gómez et 
al., 2016). 
Calculations are carried through 
high-performance computer devices 
Nonhydrostatic 
Can use for both global and regional 
level 
Higher-resolution rate  
Not requires a detailed 
understanding of algorithms 
Requires massive computational 
power to solve mathematical 
equations 
Requires long processing time 
Not open source 
Less reliable as the difference 
between the current time and the 







(Benedetti et al., 
2009; Rémy et 
al., 2019). 
Ideal for global weather forecasting 
Can be used for regional forecasting 
Uses computers to solve complex 
mathematical equations 
Nonhydrostatic 
It is not essential to have a detailed 
understanding of algorithms 
Update regularly 
Less resolution for regional 
forecasting 
Requires massive computer power 
to solve nonlinear mathematical 
equations. 
Not open source 
Less reliable as the difference 
between the current time and the 
forecast time increases  
 
According to Section 2.1.1 and Table 2.1, there are several challenges identified in the 
NWP models. The common challenges are that they use high computing power to execute 
a large number of non-linear simultaneous equations, and it requires a long time for 
processing. Besides, most of the models discussed in Table 2.1 are suitable for global or 
regional weather forecasting. As described in Section 2.1, the data-driven computer 
modelling systems can be utilised to reduce the computational power of NWP systems 
(Hayati and Mohebi, 2007). In particular, ML and deep learning have the capability of 
capturing nonlinear or complex underlying characteristics of a physical process with a 
high degree of accuracy (Fente and Singh, 2018). 
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2.7 Machine learning and Deep learning 
The ML is also a prominent subject of discussion by the researchers when it comes to 
reviewing weather forecasting models. ML uses a different approach for computing 
compared with the traditional or conventional programming paradigms. The traditional 
method follows step by step instructions to solve a problem while the ML enables a 
system to automatically learn and progress from experience without being explicitly 
programmed (Harrington, 2012). Therefore, understanding the structure of the data and 
fit those data into human-understandable models are considered as the main goal of ML 
(Michie et al., 1994). This goal is achieved by classifying tasks into broad categories and 
explaining how learning is achieved for each category (Harrington, 2012). ML is a 
subfield or an application of Artificial Intelligence (AI) (Bifet et al., 2018; Michie et al., 
1994). 
Supervised learning and unsupervised learning are the most commonly used ML methods 
(Caruana and Niculescu-Mizil, 2006). The process of learning algorithms from the 
training dataset is simply called supervised learning. This is achieved by 
creating/updating an algorithm to map (i.e. algorithm to learn mapping function) the input 
variable to output variable (Jain, 2018). The corresponding output variable can be 
predicted when there is new input data with the approximate mapping function process 
(Brownlee, 2016).  
In contrast, unsupervised learning provides more knowledge about data by either 
modelling the underlying or hidden structure or by distribution of the data. Therefore, this 
method only uses the input data and not the corresponding output variables in the training 
dataset (Brownlee, 2016; Jain, 2018). There are common applications of unsupervised 
ML such as 1) Clustering - dataset is automatically split according to the similarity 2) 
Anomaly detection - unusual data points are discovered in the dataset automatically 3) 
Association mining - sets of items frequently appear in the dataset are identified 4) Latent 
variable models - the number of features is reduced in the dataset or decomposing the 
dataset into multiple components (Libbrecht and Noble, 2015; Sadoddin and Ghorbani, 
2007; Zander et al., 2005).  
In supervised learning, the learning algorithm is iteratively making predictions using the 
input variables. Corrections are made based on the output variables until the algorithm 
achieves desirable accuracy or acceptable level of performance (Caruana and Niculescu-
Mizil, 2006; Goodrich and Arel, 2014). However, the computational complexity is high 
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in supervised learning as it yields accurate and reliable results/predictions compared to 
unsupervised learning (Brownlee, 2016; Jain, 2018).  
Moreover, there are two main categories in supervised ML, namely regression ML 
algorithms and classification ML algorithms (Bernardo et al., 1998; Brownlee, 2017). 
The output variable is the main difference between these two categories where the output 
variable in classification is categorical (i.e. discrete or categorical) while that for 
regression is numerical (Brownlee, 2017). Therefore, classification algorithms are utilised 
to predict the class of given data points such as classification of spam emails and non-
spam emails, positive and negative sentiment, types of soils, and types of crops. The 
regression algorithms are utilised to predict the continuous values such as predicting fuel 
prices, house prices, weather, and the demand of customers (Bernardo et al., 1998; 
Brownlee, 2017; LeBlanc and Tibshirani, 1996).  
The accuracy is the most significant factor in weather forecasting. Moreover, it is feasible 
to create a training dataset with historical weather data which consists of both input and 
output data (i.e. labels). Therefore, the supervised learning method is selected for the 
proposed fine-grained area-specific weather forecasting model. Besides, weather 
forecasting is a predictive analysis targeting on predicting continuous values. Therefore, 
regression ML algorithms are selected for this research. Artificial Neural Network (ANN) 
or neural network is a type of ML model commonly used in supervised learning (Simpson, 
2018).  
2.7.1 Machine learning and neural networks 
The scholars like Bifet et al., (2018) and Educba, (2018) have explained that ML could 
be defined as a set of algorithms that analyses the input data, learns from the analysed 
data, and use that knowledge to discover the pattern for future predictions (i.e. intelligent 
decisions). The neural network is one set of algorithms used in ML for modelling the data 
using interconnected neurons (Educba, 2018). The typical examples of ML include 
Google maps, Netflix, Google search, and Amazon Alexa (Bifet et al., 2018). The 
examples of neural networks include image recognition, speech recognition, search 
engines, and image compression (Educba, 2018). In 1950, the idea of the neural network 
was born with perceptron algorithm which is a simplified model of a human neuron that 
can accept an input and performs a computational task on that input (Simpson, 2018).  
The neural networks process information similar to the human brain  (Xin Yao, 1999; 
Zhang et al., 1998). There are a large number of interconnected processing elements 
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commonly known as neurons or nodes acting as the basic building blocks for information 
processing. These neurons work in parallel to solve a specific problem (Abuaqel et al., 
2017; Goves et al., 2016). These networks can find a way to solve the problem itself and 
the operation may be unpredictable (Omidvar and Elliott, 1997). Neural networks allow 
the creation of computational models to achieve the state-of-the-art performance in many 
different domains (Zhang et al., 1998). These networks allow modelling based on 
algorithms and are applied to recognise the patterns while analysing the data (Basheer 
and Hajmeer, 2000).  
2.7.2 Deep learning 
Deep learning is a subset of ML (or class of ML algorithms) which uses its hidden layer 
architecture (i.e. multiple layers) to progressively extract higher-level features from the 
raw input data (Lecun et al., 2015; Mahapatra, 2019). For example, in natural language 
processing, lower layers categories letter comes first, second little higher-level categories 
words and, then higher-level category sentences (Mahapatra, 2019). Gulli and Pal (2017) 
have stated that deep learning allows stacked neural networks and includes several layers 
known as nodes as a part of an overall composition. The computation takes place at the 
node since it allows the combination of data input through sets of coefficients. The 
activation function gets established based on the input-weight products while signal 
progresses take place in the network (Shi et al., 2015). There are various layers of nodes 
that includes neuron-like switches to facilitate managing of the data feed (Walczak, 
2019).  
Krizhevsky et al. (2012) has argued that the key concepts of deep neural networks include 
layers of nodes that allow passing of data through multistep processes to enable the 
recognition of the correct pattern. The input and output layers allow deep learning to 
follow a composed data analysis approach while it helps with recombining the features 
from previous neural networks (Lecun et al., 2015). The feature hierarchy allows the 
handling of large complex data that includes high dimensions and billions of 
parameters(Goodfellow et al., 2016; Ngiam et al., 2011).  Deep learning addresses the 
challenges of processing raw data and discerning similarities (Goodfellow et al., 2016). 
Ba and Frey (2013) have stated that neural networks through deep learning allow 
automatic feature extraction that can be done without the intervention of humans. Neural 
networks enabled through a deep learning model act as a powerful mechanism to execute 
multiple threads and allow parallel computations (Goodfellow et al., 2016). There is a 
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specialised debugger system that concerns the internal structure and facilitates further 
inference and training (Mahapatra, 2019; Ngiam et al., 2011).  
 
Figure 2.1 Trend of ‘Deep Learning’ on google (image Reference (“Google Trends,” 
n.d.)). 
Deep learning has gained significant popularity during the last decade due to its 
supremacy in terms of accuracy when training with larger datasets (Esteva et al., 2019). 
The Google Trends graphs in Figure 2.1 shows that the attention drawn by deep learning 
approach during the last ten years (From October 2009 to October 2019).  The Y-axis 
represents the search interest relative to the highest in the chart (i.e. the value 100 is the 
peak popularity), and X-axis represents the Year.  
As depicted in Figure 2.2, one of the principal advantages of deep learning is that the 
learning algorithms can learn high-level features from data in an incremental manner 
allowing elimination of the need of domain expert and hard-core feature extraction 
(Goodfellow et al., 2016). In contrast, a domain expert needs to identify most of the 
applied features of the traditional ML to reduce the complexity of the data and make 
patterns more visible for the learning algorithms (Kapoor, 2019; Mahapatra, 2019).  
 
Figure 2.2 Feature extraction: Machine learning vs Deep learning. 
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Subsequently, deep learning works towards solving a problem end-to-end while ML will 
breakdown the problem statement into different parts, solve them individually, and 
combine the results at the end. For instance, deep learning takes the image as input and 
provides the location and name of the object at the output in the object detection problem. 
In ML,  a bounding box object detection algorithm is required to identify a possible object 
as the input to recognise relevant objects (Moradi et al., 2019; Zhao et al., 2019). 
Both traditional ML and deep learning revolve around data to deliver intelligence or 
accurate prediction (Moradi et al., 2019). One of the key differences between those two 
architectures is performance. In general, deep learning is not performing well for a small 
dataset whilst ML yields comparatively better results as it has to learn through pre-
programmed defined criteria (Moradi et al., 2019; Zhang et al., 2019). Moreover, the 
training process takes long-time by deep learning algorithms due to larger datasets and a 
higher number of parameters. In contrast, the training process takes less time by the ML  
algorithms, usually a few seconds to a few hours (Kapoor, 2019; Mahapatra, 2019). In 
the testing phase, a deep learning algorithm takes less time to run when compared with 
the ML algorithms (Moradi et al., 2019).  
The deep learning models are performing well for larger datasets targeting higher 
accuracy (Goodfellow et al., 2016). Besides, it is feasible to present larger dataset with 
weather information for the training purpose. Moreover, accuracy is the most significant 
factor in weather forecasting. Besides, a deep learning approach is capable of solving a 
problem end to end, able to learn high-level features from data in an incremental manner, 
eliminate the need of domain expertise, hard-core feature extraction, and takes less 
forecasting time compared to the traditional machine approaches even though the training 
time is high. Besides, it is practicable to produce larger labelled training datasets with 
historical weather data. The deep learning approach is selected for this research due to 
the benefits and adaptive nature, 
2.7.3 Common deep learning models 
There are three main deep learning architectures, namely Unsupervised Pretrained 
Networks (UPNs), Convolutional Neural Networks (CNNs), and Recurrent Neural 
Networks (Goodfellow et al., 2016; Ngiam et al., 2011). As described in Section 2.5, 
unsupervised learning is not considered in this research. Therefore, the UPNs are not 
discussed here and the interesting researchers could refer to (Goodrich and Arel, 2014; 
Liu et al., 2015). The CNN accepts fixed-size inputs, generates fixed size outputs, and 
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originally designed with recognised images/video (i.e. related to the computer vision 
discipline although this can be applied in other areas) (Kalchbrenner et al., 2014; Kim, 
2014). Moreover, a two-dimensional squared sliding window is used in the CNNs along 
an axis and convolute to identify patterns (i.e. convolute with the original two-
dimensional image to identify patterns) (Britz, 2015). Therefore, CNNs are ideal for 
images and classification problems in ML (Britz, 2015; Kalchbrenner et al., 2014; 
Sermanet et al., 2012). As described in Section 2.5, the classification category is not ideal 
for weather forecasting. Therefore, CNNs are not discussed further and interesting 
researchers could refer to (Britz, 2015; Le, 2015; Sermanet et al., 2012).  
Although, researchers like Zaremba et al., (2014) have identified a prominent theme that 
deep learning models hold a complex set of sequences, RNNs are capable of handling 
arbitrary input/output lengths and use their internal memory to process an arbitrary 
sequence of inputs (Zaremba et al., 2014). These algorithms are originally designed to 
recognise sequences (or designed to work with sequence prediction) such as natural 
language processing and can be used for both classification and regression problems 
(Chung et al., 2014; Mandic and Chambers, 2001). The internal memory units allow 
learning and generalising across sequences of inputs rather than individual patterns 
(Chung et al., 2014). In RNN, each neuron may pass its signal latterly in a given layer, 
forward to the next layer, and the output may feedback as an input to the network with 
the next input vector (Mandic and Chambers, 2001). Therefore, RNNs can learn broader 
abstractions from the input sequences by adding state or memory to the network 
(Jozefowicz et al., 2015; Le, 2015).  
A series of data which are indexed in time order is called as the time-series data. 
Furthermore, data that represents a state in time can be called as the temporal data.  RNNs 
are ideal for time-series information (Jozefowicz et al., 2015). Regression technique is 
often employed to develop and evaluate neural network models for accurate weather 
prediction as the weather information is captured by time-series data consisting real 
numbers (Choi et al., 2011). Therefore, the RNN is selected for this predictive analysis 
research.  
There are two major issues to address the typical RNNs, namely 1) train the network with 
backpropagation and 2) gradient vanishing or exploding during the training process 
(Jozefowicz et al., 2015; Venkatachalam, 2019). In deep neural networks, propagation 
refers to the forward transfer of the signal of the input data through its parameters to make 
a decision. Backpropagation refers to altering the parameters in reverse through the 
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network to minimise information about the error (Yosinski et al., 2014). Therefore, the 
deep network first guesses about data using its parameters, then the network measure 
performance with a loss function, and finally the error adjusts the wrong-headed 
parameters with backpropagation. The recurrent or loop connections are breaking down 
the backpropagation process in RNNs creating a major issue (Jozefowicz et al., 2015; 
Yosinski et al., 2014).  
The gradient is calculated in RNNs to update the weights of the network (Mikolov et al., 
2010). This gradient tends to get much smaller on moving backwards into the network 
(i.e. in the backpropagation process) resulting in the neurons of the earlier layers learn 
very slowly as compared with the neurons of the layers appear in the later part of the 
hierarchy. This is called the gradient vanishing or exploding during the training process 
and results in taking much longer time by the network training process and decrease in 
the prediction accuracy of the model (Hochreiter, 1998; Pascanu et al., 2012). The earlier 
layers in a deep neural network work as basic building blocks as they are responsible for 
learning and detecting simple patterns. The next layers and the complete network do not 
work towards in producing accurate results if the earlier layers give improper and 
inaccurate results. (Hochreiter, 1998; Jozefowicz et al., 2015; Pascanu et al., 2012).  
As a solution for the issues related with training the network with backpropagation and 
the vanishing gradient problem in RNNs, German researchers Sepp Hochreiter and 
Juergen Schmidhuber have introduced a variation of RNN called LSTM in 1997 
(Hochreiter and Schmidhuber, 2006, 1997). The LSTM allows recurrent nets to continue 
learning over many steps by maintaining a more constant error.  
Gated cells are used in LSTM to contain information outside the normal flow of the RNN 
where information can be stored, written to, or read from a cell much similar to the data 
in the computer memory (Akram and El, 2016; Breuel, 2015). Therefore, these gated 
memory blocks that are connected into the layers work as neurons. Compared to the 
classic neuron, each block has three gates that make it smarter, such as 1) Forget gate - 
decides what information to discard 2) Input gate - decides which values from the input 
to update 3) Output gate - decides what to output based on the input and the memory. 
Therefore, each gated cell is working as a mini-state machine in LSTM networks where 
gates of the units have weights that have been learnt during the training process 
(Hochreiter and Schmidhuber, 2006). 
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The RNN iterative process of making guesses, backpropagation error, and adjusting 
weights via gradient descent allows the cells to learn when to allow data to enter, leave 
or be deleted (Akram and El, 2016; Venkatachalam, 2019). Consequently, the LSTM 
allows creating a large stacked recurrent network to address the complex problems in ML 
and achieve state-of-the-art-results (Venkatachalam, 2019). Therefore, the LSTM 
networks are used in many complex real-life applications such as text generation, 
handwriting recognition, music generation, language translation, and image captioning 
(Moawad, 2019).  Weather forecasting is a complex process due to the chaotic nature of 
the atmosphere (Fente and Singh, 2018). Moreover, the LSTM is capable of overcoming 
major issues with the RNNs. Therefore, the deep learning with LSTM approach is 
proposed for the fine-grained weather forecasting model in this research.  
In addition to the LSTM deep neural approaches, the Bi-directional LSTM has taken 
considerable attraction since its initial induction in 2001 for time series data (Asif Khan 
et al., 2018). Data are preserved from inputs that have already passed through the LSTM 
networks using its hidden state (i.e. the LSTM only preserves the information of the past). 
In contrast, the Bi-LSTM networks will run inputs in two ways, namely from the past to 
the future and from the future to the past. That is, the Bi-LSTM can run the inputs 
backwards to preserve information from the future when compared with the LSTM 
networks (Althelaya et al., 2018; Graves and Schmidhuber, 2005; Salehinejad et al., 
2017). Therefore, the Bi-LSTM can preserve information from both past and future using 
the combined two hidden states. This process is helped by Bi-LSTM for a better 
understanding of the context. Thus, it targets a more accurate forecast compared to the 
LSTM networks in sequence-to-sequence applications (i.e. it knows the full inputs at 
prediction time) (Graves et al., 2013). 
The RNN becomes the default choice for sequence modelling due to their superior ability 
to capture temporal dependencies in sequential data. Specifically, the LSTM has taken 
considerable attraction due to its great ability to capture long term dependencies (Hewage 
et al., 2019). In 2017, a variation of deep learning for the sequential modelling named 
Temporal Convolutional Networks (TCN) was introduced with distinguishing 
characteristics. The main two characteristics are, the architecture can take a sequence of 
any length and map it to an output sequence similar to the RNNs, and the convolutions in 
the architecture are causal meaning that there is no information “leakage” from future to 
the past (Bai et al., 2018; Roy, 2019). 
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The TCN has exhibited longer memory architecture than LSTM with the same capacity 
and constantly performs better than LSTM architectures on a vast range of sequential 
modelling tasks. Besides, the TCN architecture allows flexible receptive field size, 
parallelism, variable lengths inputs, stable gradient, capturing local information along 
with temporal information stable gradient, and low memory requirement for training 
(Rémy, 2019; Roy, 2019). The TCN architecture is more effective across diverse 
sequence modelling tasks than recurrent architectures such as LSTM and is regarded as a 
natural starting point and a powerful toolkit for sequence modelling (Bai et al., 2018). In 
addition to the proposed LSTM approach, the TCN deep learning approach is also 
proposed for the fine-grained weather forecasting model due to its distinguishing 
characteristics and benefits. 
2.8 Neural networks and weather forecasting 
The closely related neural networks and weather forecasting literature have been 
discussed by many prominent journals and researchers since they play a vital role in 
providing direction to the weather forecasting. Neural Networks-based weather 
forecasting has evolved significantly during the last three decades and has been 
documented by various scholars accordingly. Before 2000, the Model Output Statistics 
(MOS) was the most widely used approach to improve the ability of the numerical models 
to forecast by relating model outputs to observational data (Glahn and Lowry, 1972; US 
Department of Commerce, n.d.; Woodcock, 1984). A mixed statistical or dynamic 
technique for weather forecasting was introduced by Kruizinga and Murphy in 1983. The 
work by Abdel-Aal and Elhadidy  (1995) added a new perception to dynamic modelling 
in 1991. These approaches have limitations and challenges such as massive computational 
requirements, lack of design methodologies for selecting the model architecture and 
parameters, and are time-consuming to predict weather forecasts resulting less reliability 
as the difference between the current time and the forecast time increases (Abdel-Aal and 
Elhadidy, 1995; Glahn and Lowry, 1972; Skamarock et al., 2008). 
An Artificial Neural Network-based minimum temperature prediction system was 
introduced in 1991 using the backpropagation algorithms (Rumelhart and McClelland, 
1987; Schizas et al., 1991). This concept considerably reduced the computational 
requirements of MOS directing in an effective forecast (Abdel-Aal and Elhadidy, 1995). 
A snowfall and rainfall forecasting model was introduced in 1995 from weather radar 
images with ANN (Ochiai et al., 1995). The results have shown that the ANN is more 
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effective than the traditional cross-correlation method and the persistence prediction 
method produces a substantial reduction in prediction error.  In 1998, Oishi et al. 
developed a severe rainfall prediction method using AI (Oishi et al., 1998). The 
development method was unique as it introduced inference (i.e. Knowledge-based) rather 
than using numerical simulations. A Multi-Polynomial High Order Neural Network (M-
PHONN) based rainfall prediction model was developed in 2001 (Qi and Zhang, 2001). 
This new model has features such as increasing the speed, accuracy, and robustness of 
the rainfall estimate. Therefore, this model could be used to complement the already 
established Auto-Estimator algorithms.  
A multilayer perceptron network was trained with the backpropagation algorithm with 
momentum for temperature forecasting in 2002 (Jaruszewicz and Mandziuk, 2002).  The 
results were very encouraging and demonstrated the potential for future weather 
forecasting applications. In the same year, a comparative study was carried out analysing 
different neural network models for daily maximum and minimum temperature and the 
wind speed (Maqsood et al., 2002). The results have shown that the Radial Basis Function 
Network (RBFN) produced the most accurate forecast when compared with the Elman 
Recurrent Neural Network (ELNN) and Multi-Layered Perceptron (MLP) networks.  In 
2005, a rough set of the fuzzy neural network was introduced to forecast weather 
parameters; dew temperature, wind speed, temperature, and visibility (Li and Liu, 2005). 
This model has several fuzzy rules and their initial weights were estimated with a deeper 
network for weather forecasting. Moreover, Hayati and Mohebi proposed a successful 
model for temperature forecasting based on MLP (Hayati and Mohebi, 2007). 
A feature-based neural network model was introduced in 2008 to predict maximum 
temperature, minimum temperature, and relative humidity (Mathur et al., 2008). Neural 
Network features are extracted over different periods as well as from the time-series 
weather parameter itself. In particular, feedforward ANN is utilised in this approach with 
backpropagation for supervised learning. The prediction results have a high degree of 
accuracy and this modelling is recommended as an alternative to traditional 
meteorological approaches (Abhishek et al., 2012a; Reddy et al., 2012; Shrivastava et al., 
2012). In 2012, a Backpropagations Neural Network (BPN) was implemented for 
temperature forecasting (Abhishek et al., 2012b; Nayak et al., 2012). This network has 
successfully identified the non-linear structural relationship between various input 
weather parameters. Furthermore, a new hybrid model was introduced in 2014 to forecast 
temperature which was based on an Ensemble of Neural Networks (ENN) (Ahmadi et al., 
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2014). The results suggested that including image data would improve the prediction 
results. In the same year, a deep neural network-based feature representation for weather 
prediction model was developed for the temperature and dew point prediction (Liu et al., 
2014).  
In 2015, eight different novel regression tree structures were applied to short-term wind 
speed prediction (Troncoso et al., 2015). The author also compared the best regression 
tree approach against other AI approaches such as Support Vector Regression (SVR), 
MLP, extreme learning machines, and multi-linear regression approach. The best 
regression tree yields the best results for wind speed prediction. In the same year, a deep 
neural network was introduced for ultra-short-term wind forecasting successfully (Dalto 
et al., 2015). Deep learning with LSTM layers has been introduced to precipitation 
nowcasting by Shi et al. (Shi et al., 2015). The experimental results show that the LSTM 
network can capture spatiotemporal correlations and can be used for precipitation 
nowcasting. In the same year, a model was developed to predict the temperate in Nevada 
using a deep neural network with stacked denoising auto-encoders with higher accuracy 
of 97.97% compared with traditional neural networks which had an accuracy rate as 
94.92% (Hossain et al., 2015). In 2016, the multi-stacked deep learning LSTM approach 
was utilised for forecasting weather parameters of temperature, humidity, and wind speed 
(Akram and El, 2016). The author suggested that the model could be used to predict other 
weather parameters based on the effectiveness and accuracy of the results.  
There was further research done through evaluating traditional ML methods which 
analysed radiation forecasting in 2017 (Voyant et al., 2017). The author concluded that 
the SVR, regression trees, and forests have produced a promising outcome for radiation 
forecasting. In 2018, the Backpropagation Neural (BPN) network’s performance was 
compared with linear regression and regression tree for temperature forecasting (Sharaff 
and Roy, 2018). As a result, a significantly better temperature prediction was yielded by 
the BPN. In 2018, short-term local rain and temperature forecasting model was developed 
using deep neural networks (Yonekura et al., 2018a). The author concluded that the deep 
neural networks yield the highest accuracy for rain prediction among several ML 
methods. In the same year, the neural network approach was utilised to create models to 
predict sea surface temperature and soil moisture (Patil and Deo, 2018; Rodríguez-
Fernández et al., 2018). 
The above existing weather forecasting models can predict up to a maximum of four 
weather parameters. Besides, weather forecasting is an entirely non-linear process and 
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each parameter often depends upon one more other parameters (Elsner and Tsonis, 1992; 
Glahn and Lowry, 1972; Taylor and Buizza, 2002). For instance, the temperature could 
be dependent on pressure, humidity, wind, dew point, etc. These larger numbers of 
interrelated parameters work together aiming towards an accurate weather forecast in a 
more reliable NWP such as Met Office and WRF models (Met Office, 2019; 
NCAR/UCAR, 2019). The existing ML and deep learning weather forecasting models 
have considered only one or up to five parameters for the weather forecasting, mainly on 
the regional scale often over a long term of days. The selected state-of-the-art ML and 
deep learning-based systems for weather forecasting and their pros and cons are discussed 
in Table 2.2. 
Table 2.2 Pros and cons of existing machine learning and deep learning weather 
forecasting approaches. 




Pros Cons Input/output 
parameters 
Modelling and 







considerably reduced the 
computational 
requirements compared to 
NWP 




accuracies compared to 
statistical forecasting 
models 
Suitable for long-term 
prediction 
Can use to predict single 
output parameter 
Not suitable for area-
specific weather 
forecasting 
Needs a greater 
understanding of the 
model before use 
 
Input: temperature, 






Snowfall and rainfall 
forecasting from 
weather radar images 
with artificial neural 
networks (Ochiai et 
al., 1995) 
(Machine learning) 
Accurate compared to 
traditional cross-
correlation methods 
10% less computational 
training time compared to 
tradition ANN methods 
Can be used to area-
specific or regional 
forecasting 
Limited to predict a 
single parameter at a 
time 
Complex model 
Limited to short-term 
forecasting (up to 3 
hours) 
Inputs: Snowfall 






Increased speed and 
accuracy compared to 
traditional ANN 
Not suitable for area-
specific weather 
forecasting 
Input: Cloud top 
temperature, cloud 
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model (Qi and Zhang, 
2001) 
(Machine learning) 
Ideal for very short time 
rainfall forecasting (up to 
1-hour) 
Can be used for short-term 
forecasting with limited 
accuracy (up to 6 hours) 













compared to ELNN and 
MLP 
Suitable for very long-
term forecasting (up to 30 
days) 
Able to predict all three 
parameters at once using 
the same model 
Not suitable for area-
specific weather 
forecasting 
High model complexity 
The accuracy decreases 
exponentially if the 











wind speed  
An efficient weather 
forecasting system 
using artificial neural 
network (Baboo and 
Shereef, 2010b) 
(Machine learning) 
Able to use both short-
term and long-term 
forecasting 
Reliable short-term 
forecasting (up to 3 hours) 
Less model complexity 
Limited to single 
parameter prediction 
Less reliable as the 
difference between the 
current time and the 










A rough set-based 
fuzzy neural network 
algorithm for weather 
prediction (Li and 
Liu, 2005) 
(Machine learning) 
Can use a single model to 
predict four parameters 
Accurate short-term or 
medium-term forecasting 





Not suitable for long-
term forecasting 
Needs a greater 
understanding of the 
model before use 
Need specific equipment 










 Deep neural networks 
for ultra-short-term 
wind forecasting 
(Dalto et al., 2015) 
(Deep learning) 
Results show that careful 
selection of deep neural 
networks outperforms 
shallow ones 
Can be used for regional 
or localised wind 
forecasting 
Limited to very short-
term forecasting (less 
than an hour). 
Complex model 





using deep learning 
techniques (Salman et 
al., 2015) 
Accurate RNN based 
forecasting results 
compared to Conditional 
Restricted Boltzmann 
Machine (CRBM), and 
Limited to short-term 
forecasting (up to 3 
hours) 
Vanishing gradient issue 
Input: Rainfall 
Output: Rainfall 
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(Deep learning) Convolutional Network 
(CN) models 
Faster execution time 
Use to predict a single 
output parameter 
Short-term local 
weather forecast using 
dense weather station 
by a deep neural 
network (Yonekura et 
al., 2018a) 
(Deep learning) 
Yield the highest accuracy 
for rain prediction 
compared to Support 
Vector Regression (SVR) 
and Random Forest (RF). 
Able to predict data 
accurately up to an hour 
Use local weather stations 
to gather input data 
Limited to very short-
term forecasting (less 
than 1-hour) 
Limited to predict single 
weather parameter at a 
time (either rain or 
temperature) 




Wind, and Rain  
Output: rain or 
temperature 
Convolutional LSTM 
Network: A Machine 
Learning Approach 
for Precipitation 
Nowcasting (Shi et 
al., 2015) 
(Deep learning) 
Able to produce a state-of-
the-art performance for up 
to 6 hours 
Suitable for area-specific 
forecasting 
Outperformed the fully 
connected LSTM 
approach  
No vanishing gradient 
issue 
Limited to single output 
prediction 






weather of Nevada: A 
deep learning 




encoder deep model able 
to predicts accurate long-
term temperature 
Able to use for area-
specific temperature 
forecasting 
Limited to single output 
parameters 










Sequence to Sequence 
Weather Forecasting 
with Long Short-Term 
Memory Recurrent 
Neural Networks 
(Akram and El, 2016) 
(Deep learning) 
Forecast general weather 
variables with reasonable 
accuracy up to 24 hours 
compared to the ground 
truth 
Suitable for regional 
forecasting 
Limited to predict a 
single output parameter 
at a time 
Complex model  











A Deep Learning 
Methodology Based 
on Bidirectional 
Gated Recurrent Unit 
for Wind Power 
Prediction (Deng et 
al., 2019) 
Able to predict the wind 
power up to 6 hours 
Suitable for both area-
specific and regional wind 
power forecasting 
The output contains a 
single parameter 
Considerable time 
consuming to train the 
network compared to 
LSTM 
Input: Wind speed 
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As per information from Table 2.2, the surface weather parameters are considered for 
weather parameter forecasting instead of upper-air parameters, except Qi and Zhang, 
(2001) and Li and Liu, (2005). This includes pressure, temperature, wind speed, wind 
direction, wind speed, dew point, rainfall, snow, and humidity. Besides, there is no 
identified attempt to predict agriculture-related weather parameters such as soil moisture 
and soil temperature. Moreover, (Deng et al., 2019) have used the bidirectional recurrent 
network with weather-related input parameters successfully to predict the wind power up 
to 6 hours. Therefore, bidirectional LSTM experiments in long-term forecasting are 
compared with the proposed model. 
 Based on the information from Table 2.2 and other related work, it is evident that further 
research in the field of weather forecasting is done in context with the following key 
aspects: 
• There has been no attempt to compare an AI-based weather prediction with a 
well-established and existing weather forecasting model such as WRF. 
• There has been little or no attempt to compare traditional machine learning 
approaches with cutting-edge deep neural network approach for weather 
forecasting. 
• Most of the existing approaches use five or less interrelated input parameters for 
the neural network-based weather forecasting model. 
• A complete AI-based weather forecasting model with up to 10 input/output 
weather parameters is yet to be explored. 
• There has been no attempt taken to utilise modern deep learning approaches of 
TCN for weather forecasting. 
2.9   Summary 
The literature summary highlighted the viewpoint of various research scholars in the field 
of weather forecasting, and it highlights that agriculture dependency on weather has 
resulted in the rise of various prominent technologies for weather forecasting approaches. 
The research argued that farmers remain highly dependent on receiving the right forecast 
to perform various farming activities. Even farmers using modern cutting-edge 
technologies for their day-to-day activities still rely on the regional weather forecast for 
their farming activities. As a solution, this research is focused on developing a weather 
forecasting model for a selected geographical area, such as a farm. Data-driven computer 
modelling systems can be utilised to reduce the computational power of NWPs. Deep 
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models for multivariate time-series forecasting often use RNN, LSTM, and TCN. Such 
models have attracted considerable attention due to their superior performance.  
Based on the related work and critical review of literature, it is evident that there has been 
no attempt to compare an AI-based weather prediction with a well-established and 
existing weather forecasting model such as WRF. Also, there has been very little or no 
attempt taken to compare traditional ML approaches with cutting-edge deep neural 
networks for weather forecasting. Most of the existing approaches use less than or equal 
five interrelated input parameters for the neural network-based weather forecasting 
model. A complete AI-based weather forecasting model with up to 10 input/output 
weather parameters is yet to be explored and there has been no attempt taken to utilise 



















   40 
 
 
3 Methodology and Data collection 
3.1 Introduction 
The research approach goes through relevant information collection to prove or disqualify 
the hypothesis by following a systematic process and to manage the sharing of logical 
findings. This is an empirical-based study and is focused on analysing quantitative 
temporal weather data. As described in Section 1.4, there are two main phases in this 
research. The first phase aims to determine the competency of using neural networks for 
weather forecasting. If this phase becomes successful, the research focus is moved to 
Phase 2 which is to develop and evaluate a lightweight, fine-grained, and novel weather 
forecasting model for the community of users using neural networks. 
The data collection and preparation are discussed in the second part of this chapter. The 
first phase of this research experiments with the historical weather data or WRF data and 
phase two experiments with the local weather station data. Besides, this section also 
discusses creating, training, testing, and validation of both the datasets for ML purposes. 
3.2 Research approach and methodology 
As described in Section 1.4, there are two main phases in this research. The first phase 
aims to determine the competence of using neural networks for weather forecasting. This 
phase tests the research hypothesis H1 and H2. If this phase is successful, the research 
focus is moved to Phase 2, which is to develop and evaluate a lightweight, fine-grained, 
and novel weather forecasting model. This phase tests the research hypothesis H3. In both 
Phases as described in Section 1.4 and Section 2.7.3, a suitable ML model is proposed by 
exploring the temporal modelling approach of LSTM and TCN and compared its 
performance with classic ML (i.e. baseline approaches).  
To determine the competency of using ML for weather forecasting (i.e. Phase 1), the 
dataset should have the training analysis, predicted the weather, and ground truth to 
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compare the prediction. For instance, the dataset should have seven days of data to 
analyse and predict the next 3-hour forecast and actual weather data after 3 hours (i.e. 
ground truth) to compare the predicted results. If the present weather data utilise for these 
experiments, there will be a waiting time to receive the ground truth to compare. 
Therefore, the historical weather data are recommended (or WRF data) for Phase 1 of this 
research. 
NWP models can forecast data resolution up to 27 km, and the lesser resolution prediction 
data is calculated by the model based on results obtained (Commerce, 2015; Noaa, 2017). 
Therefore, the Local weather stations data are recommended to develop and evaluate a 
lightweight and fine-grained weather forecasting model (i.e. Phase 2) as it uses area-
specific data. As described in Section 2.2.2, Surface weather parameters are utilised for 
both historical weather data and local weather station data. 
3.2.1 Surface weather parameters 
As discussed in Section 2.8, researchers use surface weather parameters for weather 
forecasting using ML and deep learning approaches. As presented in Table 2.2, these 
surface weather parameters include pressure, temperature, wind speed, wind direction, 
wind speed, dew point, rainfall, snow, and humidity. In literature, there is no identified 
attempt to predict agriculture-related weather parameters such as soil moisture and soil 
temperature. As discussed in Section 1.4.2, the main advantage of the surface weather 
parameters is the ability to measure them directly by instrumentation at the earth’s 
surface.  
Therefore, the above weather parameters are selected to be used as the historical weather 
data for this study. Table 3.1 presents the surface weather parameters for the historical 
weather data. These ten weather parameters are identified by considering the information 
from Table 2.2, their usefulness in precision farming, and their ability to extract from 
GRIB data using the WRF model (Hewage et al., 2019). The surface parameters of wind 
direction and wind speed can be calculated from the WRF surface variables 𝑈10 and  𝑉10 
(NCAR/UCAR, 2019). The XLAT- Reference Latitude and XLONG- Reference 
Longitude parameters are used with each data point for location identification. 
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Table 3.1 Surface weather parameters for historical weather data. 
Parameter Description Measuring Unit 
TSK Skin temperature or surface temperature oK 
PSFC Surface pressure Pa 
U10 X component of wind at 10m m/s 
V10 Y component of wind at 10m m/s 
Q2 2- meter specific humidity Kg/Kg 
Rainc Convective rain (Accumulated precipitation) mm 
Rainnc Non-convective rain mm 
Snow Snow water equivalent Kg/m2 
TSLB Soil temperature oK 
SMOIS Soil Moisture m3/m3 
 
Similar to the historical weather data, ten surface weather parameters are selected for 
local weather station data based on the ability to measure them using local weather station 
sensors and their usefulness in precision farming (Hewage et al., 2020). Table 3.2 shows 
the weather parameters which are utilised within the research for local weather station 
data. 
Table 3.2 Surface weather parameters for local weather station data. 
Parameter Description Units 
BM Barometer Hectopascals 
Pres Air Pressure Hectopascals 
Temp Temperature Celsius 
Humid Relative Humidity Percentage 
WS Wind Speed Meters/ second 
WD Wind Direction Degrees (0-360) 
RR Rain Rate- the intensity of rainfall Millimetres/hour 
Rain Rain Millimetre 
DP Dew point Fahrenheit 
HI Heat Index- The temperature feels like Celsius 
 
As described in Section 2.7.3, both historical weather data and local weather station data 
are time-series sequential data. Therefore, sequential data modelling techniques can be 
applied for these data to create and evaluate a fine-grained weather forecasting model. 
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3.2.2 Sequence modelling and prediction 
The modelling task is to define a network structure which involves time-series surface 
weather data sequence 𝑥0, … , 𝑥𝑇 and wishes to predict some corresponding outputs 
𝑦0, … , 𝑦𝑇 at each time. For instance, there are ten different weather parameters in data at 
a given time 𝑡, 𝑥𝑡 = [𝑝1, … , 𝑝10]. The aim is to predict the value 𝑦𝑡 at time 𝑡, which is 
constrained to only previously observed inputs: 𝑥0, … , 𝑥𝑡. Therefore, the sequence 
modelling network can be defined as a function ℱ ∶  𝒳T+1 → 𝒴𝑇+1 that produces the 
mapping   ?̂?0, … , ?̂?𝑇 =  ℱ(𝑥0, … , 𝑥𝑇), if it satisfies the causal constraints, i.e. 𝑦𝑡 only 
depends on 𝑥0, … , 𝑥𝑡 and not on any future inputs 𝑥𝑡+1, … , 𝑥𝑇. The main idea of learning 
in the sequence modelling is to find a network ℱ which minimizes the loss (ℓ) between 
the actual outputs and the predictions, ℓ(𝑦0, … , 𝑦𝑇 , ℱ(𝑥0, … , 𝑥𝑇)) in which the sequences 
and predictions are drawn according to some distribution. 
The WRF model with GFS- GRIB data can produce a large amount of historical weather 
data. Recurrent Neural Networks (RNN), LSTM, and TCN are extremely expressive 
models which are appropriate in such a scenario (Gulli and Pal, 2017; Hewage et al., 
2019; Jozefowicz et al., 2015; Lea et al., 2017). These networks have attracted 
considerable attention due to their superior performance based on their ability to learn 
highly complex vector-to-vector mapping (Elman, 1990; Graves, 2012). The LSTM/TCN 
is a specialised form of RNN that is designed for sequence modelling (Chung et al., 2014; 
Elman, 1990). Highly dimensional hidden states 𝑯 are the basic building blocks of RNN 
which are updated with non-linear activation function ℱ. At a given time 𝑡, the hidden 
state 𝑯𝑡 is updated by 𝑯𝑡 =  ℱ(𝑯𝑡−1, 𝑥𝑡). The structure of 𝑯 works as the memory of 
the network.  
The state of the hidden layer at a given time is conditioned on its previous state. The RNN 
is extremely deep as they maintain a vector activation through time at each timestep. This 
will result in a highly time-consuming training phase due to the exploding and the 
vanishing gradient problems (Jozefowicz et al., 2015). The development of LSTM and 
TCN architectures have addressed the gradient vanishing issue (Hochreiter and 
Schmidhuber, 1997). Therefore, the state-of-art LSTM and TCN architectures are 
considered within this research to minimize the loss ℓ(𝑦0, … , 𝑦𝑇 , ℱ(𝑥0, … , 𝑥𝑇)) for 
effective modelling and prediction of time-series weather data. 
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3.2.3 Neural Network model training 
The process of finding the patterns in the training dataset that map the input data attributes 
to the target (i.e. the answer to predict or label) is called as model training (McDaniel et 
al., 2016). In supervised learning, model training helps to determine the optimal values 
for all the ‘weights’ and the ‘bias’ form labelled input data (Graves, 2012). There are 
different controls configured during this process, such as learning rate, optimiser, cost 
function, epoch, batch-size, and other deep network-related parameters.  
 Learning Rate (LR) 
The LR is the most crucial hyperparameter followed by network configuration (Greff et 
al., 2017). The ‘how much to change the model’ factor is controlled by the LR in response 
to the estimated error obtained each time the model weights are updated. If LR is too 
small, then the model requires a lengthy training process, and if it is too large, the results 
lead towards an unstable training process (Brownlee, 2019; Gers et al., 1999). Therefore, 
it is quite challenging to arrange the learning rate in an ML model. To overcome this 
challenge, the LR scheduler is introduced to adjust the LR during training by reducing it 
according to a pre-defined schedule (Lau, 2017; Zeiler, 2012). There are three types of 
LR schedulers, namely, time-based decay, step-decay, and exponential-decay. In time-
based decay, the LR is updated by a decreasing factor in each epoch, and in step-decay, 
the LR drops by a factor for every few epochs. In exponential-decay, the LR is dropped 
exponentially for every epoch (Chin et al., 2015).  
 Optimiser 
Optimisers are generally used in ML networks to minimise a given cost function by 
updating the model parameters such as weights and bias values (Gulli and Pal, 2017). In 
simple terms, the model is shaped to its most accurate possible form by ‘futzing’ with the 
weights and the optimisers (Pienaar and Malekian, 2019). Stochastic optimisers such as 
Adam (Patacchiola and Cangelosi, 2017; Zambaldi et al., 2018) and SGD (Li et al., 2017) 
are widely used to solve the cost function in deep models (Gulli and Pal, 2017; Keras, 
2019; Kuo et al., 2018). 
 Epoch 
The term of an epoch can be defined as one complete presentation of the dataset to be 
learned during the model training process (Shoeb and Guttag, 2010). Many epochs are 
used in learning machines such as feedforward neural networks that use iterative 
algorisms during the learning phase (Hochreiter and Schmidhuber, 2006). Therefore, the 
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epoch is a measure which determines the number of times the training dataset is used 
once it is got to update the weights (McDaniel et al., 2016).  
 Number of samples and Batch size 
It is well known that the sample is a single row of data in a dataset. Therefore, several 
samples can be defined as the total number of samples (i.e. total number of rows) in a 
dataset. In general, the training dataset comprised of many samples. The training dataset 
can be divided into one or more batches and the batch-size can be defined as the number 
of samples to propagate through before updating the internal model parameters. The 
popular batch sizes include 32, 64, 128, and 256. If the sample size is a lower figure, the 
training process uses less memory and is efficient.  
 Cost function 
A measure of how good a neural network concerning its given training sample and the 
expected output can be called as the cost function (Jozefowicz et al., 2015). This is not a 
vector (i.e. a single value that rates how good the neural network did as a whole) and also 
depend on variables such as weights and biases. There are two main requirements which 
satisfy a cost function; namely, it must be able to write the average as it is needed to 
compute the gradient concerning the weights and biases for a single training data and it 
must not be dependent on any activation values of a neural network besides output 
variable (Alexandre and de Sá, 2006; Wen et al., 2015).  
There are several cost functions which can be used to calculate the loss in a neural network 
with LSTM layers such as but not limited to  Mean Squared Error (MSE), Mean Absolute 
Error (MAE), Root Mean Squared Error (RMSE), Quadratic cost, Cross-entry cost, 
Exponential cost, Hellinger distance, Kullback-Leibler divergence (Joho et al., 2001; 
Jozefowicz et al., 2015; Mandic and Chambers, 2000). Most of these cost functions are 
suited for classification of the ML algorithms. The standard cost functions for regression 
of the ML algorithm are MSE, MAE, and RMSE (Duan et al., 2016; Zhao et al., 2017). 
The proposed deep regression models are mainly evaluated using the most common 
metrics of MSE which is calculated as in Equation 3.1. The MAE and RMSE metrics are 
used occasionally throughout this study and are calculated as Equation 3.2, and Equation 
3.3, respectively.  
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𝒏
𝒊=𝟏     (3.3) 
Where 𝑦𝑎 is the actual expected output,  𝑦𝑏 is the model’s prediction, and 𝑛 is the number 
of samples for Equations 3.1, 3.2, and 3.3. 
 Deep network-related parameters 
The model configuration is one of the key parameters related to the deep networks. This 
parameter defines the number of layers in the deep network and the different number of 
nodes in each layer (Jozefowicz et al., 2015).  
3.2.4 Neural Network model testing and validation 
The testing dataset is used to test the model performance in terms of accuracy. The model 
performance is the way to evaluate the solution to a problem (Balci, 1994). That is, the 
trained model is used to predict parameters and compare the results with the labels to 
calculate the model accuracy. The model accuracy could be calculated as a numerical 
figure in regression models and the common evaluation metrics are MSE, MAE, and 
RMSE  (Jozefowicz et al., 2015). Each model performance is analysed and is compared 
to determine the optimal model for weather forecasting as there are different ML models 
trained with different configurations and controls.  
 The validation dataset is used to analyse the performance of the optimal model 
concerning the ground truth. In this research, the validation dataset is also used to 
compare the performance of the proposed model with the well-established WRF model. 
The efficiency of the training, testing, and validation process highly depends upon the 
computer hardware.  
 Hardware used  
In this study, each experiment is carried out using general-purpose computers with Intel 
core i7 Central Processing Unit (CPU) having 3.4 GHz clock speed processor which has 
four cores, eight logical processors, and 32 GB physical Random-Access Memory 
(RAM). In addition to other basic configurations, these machines are comprised of 8 GB 
Graphical Processing Unit (GPU) memory. 
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3.2.5 Neural Network based proposed forecasting model 
As described in Section 1.2.2 and Section 2.7.3, the state-of-art LSTM and TCN 
architectures are suggested for the proposed forecasting model as there are two phases in 
this study. Therefore, there are four main sections to cover in both Phase1 (steps (a) and 
(b)) and Phase 2 (steps (c) and (d)). The steps (c) and (d) are investigated only if steps (a) 
and (b) are successful; 
a) Proposed short-term forecasting model for WRF data (Hypothesis H1 and H2) 
b) Utilised the proposed model for long term forecasting for WRF data (Hypothesis 
H1 and H2). 
c) Performance of the proposed short-term forecasting model for weather station data 
(Hypothesis H3). 
d) Proposed model for long-term forecasting for Weather station data (Hypothesis 
H3). 
The overall goal of this research can be achieved by following the above steps. These 
steps also help to test the research hypothesis by following the hypothesis steps, which 
are described in Section 1.3. In WRF data, short-term refers to 3 hours and long-term 
refers to 6, 9, 12, 24, and 48 hours.  In weather station data, short-term refers to 1 hour 
and long-term refers to 2, 3, 6, 9, 12, 18, and 24 hours. 
 Proposed short-term forecasting models for WRF data 
In phase 1 of this research, the proposed deep learning models are trained with different 
configurations and controls. The results are subsequently evaluated via the Mean Squared 
Error (MSE). These models are evaluated using WRF test dataset to select the optimal 
model or a model with the least MSE which can be used as a tool for future forecasting. 
The selected optimal model is used to forecast the weather parameters for the WRF 
validation data (Model Prediction) and the model predicted values are evaluated 
concerning the ground truth. Similarly, the WRF model has been run in forecast mode 
using the same format GRIB data for July 2018 (WRF Prediction). These WRF predicted 
values are evaluated to the ground truth. Then, the model prediction is compared with the 
WRF prediction to determine the possibility to use the proposed model for short-term 
weather forecasting. The deep learning LSTM and TCN approaches are proposed for the 
fine-grained forecasting model. 
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3.2.5.1.1 LSTM 
As shown in Table 3.3, six different network configurations are considered for LSTM 
models. Each network configuration has a different number of layers and each layer 
consists of a different number of nodes. These configurations have experimented with 
different controls mainly learning rate and optimiser. These controls can be treated as 
approximately independent (Greff et al., 2017). The batch-size (=128) and the activation 
function (=’tanh’) are kept constant during these experiments as these controls are not 
significantly affected by the outcome of a regression modelling (Breuel, 2015; Chniti et 
al., 2017; Greff et al., 2017). The other obvious hyperparameter is data_dim=10 (i.e. the 
number of parameters in each timeslot), timesteps=56 (i.e. eight timeslots per day and 
training for seven days), the shape of the training dataset (675,924, 56, 10) where 675,924 
is the number of samples in the WRF training dataset followed by data_dim and timesteps. 






The proposed LSTM models experiment with both fixed learning rate (default LR=0.01) 
and adaptive LR using the LR scheduler (initial LR=0.01 and is reduced to half of the 
current LR in every 20 epochs). The both SGD and Adam optimiser experiment with the 
proposed LSTM deep models. The MSE cost function is selected to find the loss for the 
LSTM based experiments as this study is based on regression modelling. 
3.2.5.1.2 TCN 
The proposed deep models using the TCN approach have investigated with different 
configurations and controls. There are four basic network configurations considered in 
these experiments such as stack TCN layers of 1, 2, 3, and 4. According to Bai et al., 
(2018); Lea et al., (2017); Pelletier et al., (2019), the following controls are kept constant 
within these experiments as they do not impact on the final results significantly in the 
Configuration Layer 1 Layer 2 Layer 3 Layer 4 Layer 5 
Config1 128 512 512 256  
Config2 256 2048 2048 1024 256 
Config3 256 512 1024 512 256 
Config4 256 1024 1024 512  
Config5 64 256 512 128  
Config6 128 512 256   
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regression model for time-series data; kernel size: 2, dilations: 7, dilation values are: 1, 2, 
4, 8, 16, 32, 64, batch size-64, and dropout rate-0, learning rate- 0.01. 
In TCN, the convolution filter slides over the dataset and it will extract the highest level 
of feature (Bai et al., 2018; Deshpande, 2019; Sahoo, 2018). There are some specific 
features related to smaller filter sizes such as a smaller receptive field, the capture of 
smaller and more sophisticated features, and the ability to extract a vast amount of 
information, better computationally efficient, better weight sharing, and requirement of 
significantly more memory. On the other hand, the larger filter sizes have specific features 
such as larger respective field, the capture of quite generic features, a higher number of 
internal weights and computationally expensive, easy to learn simple non-linear features, 
and a need for comparatively smaller memory (Sahoo, 2018). Therefore, both smaller 
filter sizes and larger filter sizes are investigated with proposed TCN models such as 32, 
64, 128, 256, and 512.  
It is a convention to apply a nonlinear activation layer immediately after each 
convolutional layer to introduce nonlinearity to a system that has been computing linear 
operations in the convolutional layers. The linear and the tanh activation functions work 
better for the regression problems and Rectified Linear Unit (ReLU)  works better for the 
classification problems (Bai et al., 2018; Deshpande, 2019; Pelletier et al., 2019). 
Therefore, both linear and tanh activation functions are investigated with proposed TCN 
models.  
 Proposed long-term forecasting model for WRF data 
The short-term optimal model is re-tuned for long-term weather forecasts, such as 6, 9, 
12, 24, and 48 hours. The long-term weather forecasting model for the WRF data is 
proposed based on the optimal model which is found in short-term weather forecasting. 
If this is an LSTM model, then the optimal model is re-tuned for the long-term forecasting 
timeslots. This is taken as the LSTM-WL (i.e. without loading the optimal model weights- 
using only the optimal configurations and controls). These models are evaluated with the 
WRF-testing dataset and calculate the MSE values concerning the ground truth. 
Similarly, the optimal model is loaded with its optimal model weights and are re-tuned 
for the long-term forecasting timeslots. This is taken as the LSTM-LW (i.e. loading the 
optimal model weights and using the optimal configurations and controls). These LSTM-
LW models are also evaluated with the WRF-testing dataset.  
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As described in Section 2.7.3, in contrast to the LSTM, the Bi-LSTM has used two layers; 
one layer performs the operations following the forward direction (time-series data) of 
the data sequence, and the other layer applies its operations on in the reverse direction of 
the data sequence (Althelaya et al., 2018). Therefore, the long-term forecasting is 
investigated with the Bi-LSTM assuming that Bi-LSTM provides better prediction 
compared to the LSTM-WL and LSTM-LW. These Bi-LSTM models are evaluated with 
the WRF testing dataset. The evaluation results of LSTM-WL, LSTM-LW, and Bi-LSTM 
will be compared to each other and the final model for long-term weather forecasting can 
be proposed.  
On the other hand, if the short-term optimal model is based on TCN then the optimal 
model configuration and controls are re-tuned for the long-term forecasting timeslots. 
This is taken as the TCN-WL (i.e. using only the optimal configurations without loading 
the optimal model weight). Moreover, the optimal model is investigated with loading 
optimal weights in addition to the optimal configurations and controls. This is taken as 
the TCN-LW (i.e. TCN model with load optimal weights). These TCN-WL and TCN-
LW models are also evaluated using the WRF testing dataset. Finally, a comparison is 
made between TCN-WL and TCN-LW and a final model for long-term forecasting can 
be proposed.  
Similar to short-term forecasting, the proposed final long-term forecasting model is used 
to predict weather parameters for the WRF validation dataset for each timeslot. The 
predicted values are evaluated to the ground truth. Subsequently, the WRF model is run 
in the forecasting model for the same validation dataset and get the prediction (WRF 
prediction). This WRF prediction is evaluated to the ground truth. Finally, the model 
prediction is compared with the WRF predictions to determine the capability of neural 
networks for a long-term weather prediction for each time slot. This result also helps to 
determine up to what extent the proposed model can be used for weather prediction if 
neural networks are capable of doing long-term forecasting. 
 Proposed short-term forecasting model for weather station data 
This is the starting section of Phase 2 of the overall research and is conducted only if 
Phase 1 is successful. Moreover, if Phase 1 is successful means that the proposed 
approach can be utilised for weather forecasting. Similar to the WRF data, a short-term 
weather forecasting model is proposed using the cutting-edge LSTM and TCN deep 
learning approaches. Besides, the similar neural network architectures, which are 
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described in Section 3.2.5.1, are employed with the weather station data. These training 
and evaluations are carried using the weather station training dataset and the weather 
station testing dataset. The evaluation results are analysed, and the optimal model is 
selected as the proposed short-term weather forecasting model. The performance of the 
optimal model is compared with the ground truth using the weather station validation 
dataset. 
 Proposed long-term forecasting model for weather station data 
Similar to Section 3.2.5.2, if the proposed short-term optimal model is based on LSTM, 
then the performance of different long-term models of LSTM-WL, LSTM-WL, and Bi-
LSTM for all timeslots are compared. If the proposed short-term model is based on TCN, 
then the performance of long-term models of TCN-WL and TCN-WL are. These models 
are trained/re-tuned using the weather station training dataset and are evaluated using the 
weather station testing dataset. Based on the evaluation of the results, the optimal model 
is selected as the proposed model for long-term forecasting. Subsequently, the selected 
optimal model is used for weather prediction for the weather station validation dataset for 
each long-term forecasting timeslots and results are compared with the ground truth.  
In this research, a suitable ML model is proposed for weather forecasting by exploring 
temporal deep modelling approaches of LSTM and TCN and comparing its performance 
with baseline approaches. 
3.2.6 Baseline approaches 
The proposed LSTM and TCN architectures have been compared with the classic ML 
approaches such as SR (Bishop, 2006) and SVR (Chang and Lin, 2011). These 
approaches do not consider the temporal information, instead count as another dimension 
in multivariate weather data (Lin et al., 2007). 
 Standard Regression (SR) 
The focus of the SR is to examine the linear relationship between input parameters. There 
are two different SR modes; simple linear regression- for two parameters, and multiple 
linear regression- for multiple parameters (Purwanto et al., 2010). In standard regression, 
the best fit straight-line terminology is employed to establish the relationship between a 
dependent variable and one or more independent variables. In multiple linear regression, 
the best fit line is accomplished by reducing the least square error (Kavitha et al., 2016; 
Ray, 2015). Equation 3.4 represents the simple linear relationship between variables 𝑦 
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and 𝑝. As represented in Equation 3.5, the Multiple linear regression equation is quite 
similar to the simple regression but has more variables (Kavitha et al., 2016; Ray, 2015).  
    𝒚 = 𝒎𝒑 + 𝒃                 (3.4) 
  𝒚 = 𝒃𝟎 + 𝒃𝟏𝒑𝟏 + 𝒃𝟐𝒑𝟐 + 𝒃𝟑𝒑𝟑… .+𝒃𝟏𝟎𝒑𝟏𝟎   (3.5) 
Where 𝑦 is the dependent variable and 𝑝1, 𝑝2, 𝑝3…  𝑝10 are the independent weather 
parameters,  𝑚 is the slope of the regression line and 𝑏0, 𝑏1,  𝑏2…  𝑏10 are constants. In 
the SR, there must be a linear relationship between independent and dependent variables 
and its sensitivity to outliers can significantly affect the regression line and eventually, 
the forecast values (Ray, 2015).  
 Support Vector Regression (SVR) 
In contrast to standard regression, the Support Vector Regression (SVR) endeavours to 
fit the error within a certain threshold. This can be achieved by attracting a maximum 
number of points towards the boundary of the best fit line or hyperplane. Equations 3.6 
and  Equation 3.7 demonstrate this process in detail (Bhattacharyya, 2018; Kavitha et al., 
2016). Different kernels can be utilised with the SVR, namely, ‘linear’, ‘radial basis 
function (rbf)’ and ‘polynomial’. These kernels map the original non-linear data into a 
higher dimensional space intending to make it linear. In general, the ‘rbf’ has higher 
accuracy and higher time consumption compared to linear and polynomial (Drucker et 
al., 1997). The Cost and gamma parameters are needed to tune in SVR for better training 
and prediction (Bakharia, 2016).  
    𝒚 = 𝒂𝒙 + 𝒃      (3.6) 
   −𝒆 ≤ 𝒚 − 𝒂𝒙 + 𝒃 ≤ 𝒆                (3.7) 
Assuming that 𝑒 is the distance between the boundary line and the hyperplane, equation 
3.6 shows the general equation of the hyperplane.  Where 𝑎 is the slope and 𝑏 is a constant. 
Therefore, the hyperplane must satisfy Equation 3.7. The SVR has minimised this 𝑒 value 
to get the boundary lines as close as possible to the hyperplane. Besides, the SVR only 
takes points within the boundary lines with the least error rate and gives a better fitting 
model (Bakharia, 2016). 
For SVR, the ‘linear’ and ‘rbf’ kernels are used in these experiments. The parameter 𝐶 in 
the linear kernel is selected among the range [0.01 - 10000] in multiples of 10. The 
parameters 𝐶 in ‘rbf’ is selected as above but 𝛾 is selected among the range [0.0001, 
0.001, 0.01, 0.1, 0.2, 0.5, 0.6, 0.9]. The grid search algorithm technique is utilised to 
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optimise both 𝐶 and 𝛾 parameters and they are used with the relevant kernels to train and 
test the SVR models. The best baseline performance is compared with the proposed 
LSTM and TCN networks. The proposed approaches and the baseline approaches 
experiment with historical weather data and local weather station data.  
3.3 Data collection and preparation 
As described in Section 1.1, there are two types of data utilised within this research.  
1) Historical weather data or WRF data.  
2) Local weather station data. 
3.3.1 Historical weather data (WRF data) 
The WRF model is used to extract historical weather data from the GRIB formatted GFS 
data. As described in Section 2.1.1, the WRF model is an NWP model. This model can 
be installed and run in two different ways, namely ideal cases (i.e. use artificial initial 
conditions generated from the analytical procedure) and real cases (i.e. use initial 
conditions created by assimilating observed data). Ideal cases are not considered as the 
actual data is observed and utilised in the study.  
 WRF components 
To investigate the model for real cases, it is necessary to install and configure WPS (WRF 
Pre-processing System), WRF-ARW (Advanced Research WRF model), and Post 
Processing software (NCAR/UCAR, 2019). The WRF post-processing is not described 
in this thesis as the main objective is to collect historical weather data for prediction and 
analysis. Interested researchers could refer to (UCAR, 2019) for further details.  
The WRF-ARW and the WPS share the common routines such as WRF I/O API (WRF 
Input/ Output Application Program Interface). Therefore, the successful compilation of 
the WPS depends upon the successful compilation of the WRF-ARW model 
(NCAR/UCAR, 2019). Figure 3.1 depicts the main components of the WRF model. Data, 
WRF executable files, and post-processing software are shown in orange colour 
rectangles, blue colour rounded rectangles, and the green colour terminator, respectively. 
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Figure 3.1 WRF block diagram. 
Table 3.4 Sample GRIB data sources and their resolutions. 
Name Resolution Availability Website 
NCEP/NCAR 
Reanalysis (R1/NNRP) 
209 Km           
6-hourly 





209Km              
6-hourly 
















0.250                
6-hourly 





10                          
6-hourly 
Aug 1999 - Present 
http://rda.ucar.edu/datasets/d
s083.2 
GFS Gridded Model 
Data 
0.50                            
24-hourly 
Dec 2002- Present 
http://rda.ucar.edu/datasets/d
s335.0 








The geogrid static data are freely available to download from the National Centre for 
Atmospheric Research (NCAR) website. These define the simulation domain and 
interpolate terrestrial data sets to the model grids such as computing latitude and longitude 
for each grid point, soil categories, land and sea category, terrain height, vegetation 
fraction, slope category and so on. The simulation domain is defined using the 
information specified by the user (Fernández-Quiruelas et al., 2015; Mandel et al., 2011). 
As per section 2.1.1, the GRIB data is used to run a WRF simulation or a forecast. Table 
3.4 shows types of these GRIB data available and their resolution. 
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All the data sources presented in Table 3.4 have global coverage.  As per this table, the 
GRIB formatted GFS data provides 0.25 degrees resolution and is available to freely 
download once in every three hours. Therefore, the GFS three-hourly data are selected 
for this study. These GRIB data are converted to an intermediate metgrid file using the 
geogrid.exe and ungrib.exe in the WPS. The output of this process is taken as the input 
of the WRF-ARW model which will be able to produce the simulation output or weather 
prediction. Both metgrid files and WRF outs are in the NetCDF (Network Common Data 
Form) format. Therefore, special tools or WRF post-processing system are required to 
read the output(Li et al., 2003; Rew and Davis, 1990). 
The namelist.wps file helps to configure the WPS and operates with different weather 
parameters and boundary conditions based on user demands. The default namelist.wps 
file produces 257 output weather parameters for a given GFS data. Please Refer Appendix 
1 for a sample list of weather parameters. Besides, the WRF model can also be run as a 
2-way nested domain. The main benefit of running a 2-way nested domain is that the 
outer-domain can focus on low-resolution data prediction while the inter-domain can 
perform higher resolution forecasting. The 2-way nested domain method can improve 
system efficiency by reducing the usage of computer power for low-resolution data in 
non-crucial areas (Moeng et al., 2007).  As this research only considers higher resolution 
data, the 2-way nested domain method is ignored.   
 Collection of historical weather data 
The historical weather data are gathered by running the WRF model for a single domain 
and using the default namelist.wps file. There are 257 parameters in the WRF output in 
the format of netCDF.  A Python program with the ncdump tool is utilised to extract data 
from the NetCDF output files. Figure 3.2 shows the sample parameters and sample dataset 
for the parameter XLAT. These extracted data are then written to a Comma-Separated 
Values (CSV) file and stored.  
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Figure 3.2 Sample output parameters and XLAT data. 
Figure 3.3 shows a sample description of a parameter. The selected parameter is the 
‘accumulated melted snow’ and it has a three-dimensional shape of (1, 69, 74). The first, 
second, and third dimensions are represented by time, latitude, and longitude respectively. 
The measuring unit of the parameter is kgm-2 and this file is saved in the NetCDF format 
and. This example has a single timeslot dimension but NetCDF files can work with 
several timeslot dimensions (Rew and Davis, 1990). As described in Section 3.2.1, there 
are 12 parameters extracted (i.e. ten surface weather parameters and two data reference 
parameters).  
 
Figure 3.3 Sample description of a parameter in a WRF output. 
 Different dataset for historical weather data 
A total of 12 weather parameters are extracted from January 2018 to May 2018. This is 
used as the training dataset to train the proposed models. Similarly, the parameters in the 
June 2018 data are used to test the models. This is done to test different trained neural 
network models to identify the best model for forecasting. The extracted parameters in 
July 2018 are considered as the validation dataset which is used as the ground truth to 
compare perdition from the optimal model. The WRF model is run in forecast mode using 
the same format GRIB data for July 2018 (i.e. WRF prediction dataset) to evaluate the 
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overall prediction performance of the WRF model. Each of these datasets has 5451 rows 
(i.e. 5451 different latitude and longitudes) which covers the whole United Kingdom in 
10 Kilometre horizontal resolution.  
 Data preparation for Historical Weather Data 
The gathered historical weather data are prerequisites to prepare before they can be used 
in neural network models (Graves, 2012). This dataset should follow the below four steps; 
a) Clean data and interpolate to remove NULL values. 
b) Normalise data the value in between -1 and 1. 
c) Apply the sliding window. 
d) Remove rows with NaN values. 
 
It is practically observed that the historical weather data extracted from the WRF model 
are always clean and contained no NULL values.  In this context, ‘clean’ means that there 
is no irrelevant data nor any labels, text, characters or symbols in the data.  Therefore, the 
step (a) is optional for the historical dataset. If there are any NULL values, these NULL 
values must be removed and data must be cleaned before they can be used with the ML 
models (Graves et al., 2006; Jozefowicz et al., 2015). Therefore, these NULL values are 
removed and replaced with the arithmetic mean of the two adjacent vertical data items of 
the dataset (i.e. interpolating the dataset). This is called linear interpolation and it can be 
achieved by using simple Python code. 
After the dataset has been linearly interpolated to include the missing values, each 
weather parameter is normalized using 𝑚𝑖𝑛 and 𝑚𝑎𝑥 operation for the training dataset to 
keep the value in between -1 and 1 using Equation 3.8. It is not mandatory to normalise 
the independent data for the neural networks in theory. But, relevant studies show that 
neural network training is often more efficient with normalised data and leads to a better 
prediction (Rafiq et al., 2001). More specifically, the magnitude of two predictors are far 
apart if the numerical data are not normalised, and change in neural networks weight has 
a more relative influence on larger input magnitudes (McCaffrey, 2014).  
 𝒑?̂? = 𝟐 {(𝒑𝒊 −𝐦𝐢𝐧(𝒑𝒊)) (𝐦𝐚𝐱 (𝒑𝒊) − 𝐦𝐢𝐧(𝒑𝒊))⁄ } − 𝟏   (3.8) 
Where 𝑖 = 1,… , 10 (weather parameters described in Section). 
The training data set of both historical weather data and local weather station data have 
been normalised to keep each value between -1 and 1, and the same maximum and 
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minimum parameter values are used to normalise the testing and the validation datasets. 
The predicted values are generated from the neural networks in the normalised format 
(i.e. input data are already in the normalised form). These data will be de-normalised and 
converted into the human-understandable format using Equation 3.9. These de-




) ∗ (𝐦𝐚𝐱(𝒑𝒊) − 𝐦𝐢𝐧(𝒑𝒊)) + 𝐦𝐢𝐧(𝒑𝒊)              (3.9) 
Where 𝑖 = 1,… , 10 (weather parameters described in Section 3.2.1). 
A temporal sliding window is used to prepare the weather data which is in the normalised 
form. This is a fixed length of data that slide through the data stream to create a new 
dataset (Frank et al., 2001; Szegedy et al., 2013). Overview of the sliding window process 
is depicted in Figure 3.4 with window size=6.  
 
Figure 3.4 Explaining the Sliding window process with window size=6. 
Figure 3.3 shows how the sliding window approach works for a single row. In here, the 
gap between two consecutive windows is two. Therefore, the window is hopped every 
two cells and creates a record (i.e. new row) for the new dataset. This process is repeated 
for all the records in the dataset. In this example, the sliding window creates seven rows 
of data which can directly be used as the input for the neural networks. Subsequently, 
there are not enough data to create a complete row in the last row (i.e. it needs six fields, 
but the last record only has five in Figure 3.4 example). This will generate a NaN value 
to fill the missing figure. Therefore, this new table could contain several NaN values 
repressing many rows. These rows should be removed before use with neural networks. 
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Seven days’ temporal resolution on each dataset is used as the input to the ML models 
for historical weather data and the next 48 hours data as a label (i.e. model output or 
prediction). The gap between two consecutive sliding windows is three hours. Therefore, 
it will generate new datasets using the sliding window method; 
• The historical weather training dataset is ~6.5GB with a sample size of 675,924 
(each sample consists of 730 columns of data) – use as WRF training dataset. 
• Historical weather testing dataset is ~1.19GB with a sample size of 114,450- use 
as WRF testing dataset. 
• The historical weather validation dataset is ~1.002GB with a sample size of 
125373- use as WRF validation dataset. 
Furthermore, the WRF model runs in the forecasting model with the WRF validation 
dataset to get weather predictions. The predicted dataset has 5451 rows with 2480 
columns (i.e. ten parameters, eight times per data prediction, for a total of 31 days; 
10x8x31=2480). The same WRF validation dataset will be used to get predictions from 
the neural networks models and compare the output with the WRF model predictions to 
evaluate the model. 
3.3.2 Local weather station data 
Local weather stations are placed in farms to measure actual weather parameters. These 
data will be utilised to experiment with the proposed model for an accurate and fine-
grained weather forecasting for a community of users in a specific geographical area. The 
necessary required components are brought from different vendors and are assembled to 
construct local weather stations. 
 Local weather stations 
These are standalone systems directly communicate with the server to send fine-grained 
temporal resolution (e.g. every15 minutes) of weather data. There are key features of 
these weather stations such as full computer-controlled kit, weather underground support, 
use of standard grove connectors, a real-time clock, and fully open-source code which 
can be edited according to the purpose (Hewage et al., 2020; SwitchDoc Labs, 2016). 
The main components of the local weather stations include: 
• Weatherboard to attach different weather sensors and data logging to the 
Raspberry Pi device.  
• Raspberry Pi device for computation, data preparation, and logging activities.  
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• Different sensors such as and not limited to wind vane, anemometer, barometer, 
thermometer, photodetector, lightning detector, hygrometer, pyranometer, and 
rain gauge to measure the environmental values.  
• Solar panel to power up and operate the entire weather station. 
• GSM (Global System for Mobile) module to communicate with the server. The 
Weatherboard comes with a WI-FI module for wireless high-speed connection to 
the Internet to send data to the server. The GSM module is useful in locations 
where WI-FI signals are not available.  
Several weather sensors can be attached to the weatherboard to measure over 20 different 
environmental values such as but not limited to, wind speed, wind direction, rain, outside 
temperature, outside humidity, lighting detection, barometric pressure, atmospheric 
pressure, altitude, in-box temperature, in-box humidity, wind gust, rain rate, soil 
temperature, soil moisture, ultraviolet density, dust count, and light colour (sensing air 
pollution) (Hewage et al., 2020; SwitchDoc Labs, 2016). Figure 3.5 depicts the block 
diagram of the main components of a weather station. 
 
Figure 3.5 Main components of a local weather station. 
As depicted in Figure 3.5, the solar panel charges the internal battery. This battery power 
is used by the Raspberry Pi to control all the components of the weather station. The 
purple colour internal sensors are applied to measure inbox parameters such as inbox 
temperature and inbox humidity. The green colour sensors are attached externally to the 
box to measure outside box environmental values. 
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The captured time-series weather parameters utilising different sensors are sent to the data 
server using the GSM module which is attached to the Raspberry Pi. The GSM module 
uses standard mobile phone signals to transmit data. This process is continued at 15 
minutes intervals to record different environmental values within the data server. The 
Raspberry Pi app can be used as an interface to control the data collection and transmit 
procedures.  In this research, these data are used in the server to develop and evaluate the 
forecasting models.  
As described in Section 3.2.1, there are 10 surface weather parameters utilised within the 
local weather experiments. That is some weather parameters are ignored among the 
approximately 20 environmental values. The reason is that the preliminary experiments 
show that the ignored parameters have minimal impact on the weather forecasting results. 
These include inbox-temperature, inbox-humidity, wind gust, and altimeter. Moreover, 
the underground weather is also not measured in these experiments. 
There are six local weather stations placed for data logging to the server. The reason for 
using many weather stations is to train different models for different locations as the 
forecasting can vary depending on the geographical appearance of the location/farm. 
Besides, these weather stations are placed to cover various parts of the United Kingdom 
(UK) such as Yorkshire, Newcastle, Wigan, Liverpool, Coventry, and Sutton. 
 Different dataset for local weather station data 
The weather data is collected at every 15-minute interval for the period of 20/01/2018 to 
22/08/2018 to train the proposed models. Similarly, data have been collected for the 
period of 23/08/2018 to 11/09/2018 to test and data from 12/09/2018 to 30/09/2018 to 
validate the proposed model. The neural network optimal model is used with the 
validation of the dataset to get the weather prediction and then to analyse the results. 
 Data Preparation for Local Weather Station data 
Similar to Section 3.3.1.3, the gathered local weather stations data are prerequisites to 
prepare before they can be used in the ML models. Each dataset should follow the same 
four steps as the above section; a) clean data and interpolate to remove NULL values, b) 
normalise the data, c) apply sliding window, and d) remove rows with NaN values.  
It is mandatory to remove NULL values for the local weather station data as there are 
some unexpected figures/labels and some NULL values in the data. The reason for these 
NULL values is that the relevant sensor is unable to measure the environmental value at 
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that time due to a technical difficulty or error occurred during the transmission data from 
the weather station to the server (Pearson and Raxworthy, 2009; SwitchDoc Labs, 2016). 
These NULL values are removed and replaced with the arithmetic mean of the two 
adjacent vertical data items in the dataset (i.e. linearly interpolating the dataset). 
Similar to Section 3.3.1.3, after linearly interpolated, each weather parameter is 
normalized using 𝑚𝑖𝑛 and 𝑚𝑎𝑥 operation for the training, testing, and validation datasets 
to keep the value in between -1 and 1. Subsequently, the temporal sliding window is 
applied to prepare data and to remove rows of NaN values. Similar to the historical 
weather data, seven days temporal resolution on each dataset is used as the input to the 
ML models and the next 48 hours data as a label. The gap between two consecutive sliding 
windows is taken as 1 hour for local weather station data. As a result, the following 
datasets are generated.  
• Local weather station training dataset is ~665MB with a sample size of 5726 
(each sample consists of 6800 columns of data)- use as Weather station training 
dataset. 
• Local weather station testing dataset is ~36 MB with a sample size of 288- use 
as Weather station testing dataset. 
• Local weather station validation dataset is ~36 MB with a sample size of 288- 
use as Weather station validation dataset. 
3.4 Summary 
In Phase 1 of this research, the different classic ML and the proposed approach are trained 
with different configurations and controls. These models are evaluated, and the optimal 
model has been selected which can be used as a tool for future forecasting. The selected 
optimal model is used to forecast the weather parameters for the WRF validation dataset, 
and a comparison is made between model prediction and WRF prediction to determine 
the possibility of using the proposed model for short-term weather forecasting.  Then, the 
optimal model is re-tuned for long-term weather forecasts and the model predictions are 
compared to the WRF predictions to determine up to what extent the proposed model can 
be used for weather forecasting. If Phase 1 is successful, then the research focus will move 
to use local weather station data as the input for weather prediction as there are several 
challenges in forecasting with global weather data. Similar steps to the above are followed 
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with the local weather station data to determine short-term and long-term weather 
forecasting models for a selected geographical area.  
There are two types of data gathered and prepared, namely historical weather data and 
the local weather station data. The WRF model is used to extract the historical weather 
data using the GRIB formatted 3-hour GFS data. Local weather stations are built, 
calibrated, and placed to capture environmental values. These weather stations transmit 
data to the server. After preparation, these datasets will be used to train, test, and validate 
the proposed neural network models for the weather forecasting. The local weather 
stations have the ability to read underground weather such as soil moisture, soil 
temperature, etc. This requires buying and connecting relevant   sensors to the 
weatherboard. It is recommended to collect the underground weather and get the forecast 
for these parameters as well. The results will be beneficial to the farmers for decision 
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4 Towards deep learning weather 
forecasting models 
4.1 Introduction 
This chapter presents the proposed weather forecasting models utilising the LSTM and 
TCN deep learning approaches to be used with historical weather data and local weather 
station data. As described in Section 2.8, Bi-LSTM deep learning approach is also 
considered to use with the proposed models due to its extensive ability to understand the 
problem context and thus target a more accurate forecast compared to the LSTM in 
sequence-to-sequence applications.  
The new model is proposed by analysing the existing deep learning-based weather 
forecasting techniques. Therefore, the two main sections of this chapter are analysing the 
existing deep learning models for weather forecasting and proposing a weather 
forecasting model to accomplish the overall research goal and test research hypothesises. 
Besides, the second part of this chapter discusses the architecture of the proposed models 
and how it can be used with the proposed deep learning approaches of LSTM and TCN.  
4.2 Analysis of existing deep learning weather forecasting models 
The existing deep learning weather forecasting models with their differences and 
contributions are discussed in Table 4.1. Pros and cons of the existing state-of-the-art ML 
and deep learning approaches are discussed in Table 2.2 in Section 2.8. As discussed in 
Section 2.7, only deep learning models are considered in this study for the fine-grained 
weather forecasting model targeting a community of users in a specific geographical area. 
Based on the performances of these deep models, a model is proposed to solve the 
regression problem involving fine-grained weather forecasting model for a community of 
users in a specific geographical area. 
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Table 4.1 Existing deep learning weather forecasting models, their contributions and 
drawbacks. 





model (Dalto et 
al., 2015). 
Contributed to a deep neural 
network for weather forecasting 
which outperformed the shallow 
ones compared to the MSE values. 
High accuracy wind forecast 
compared to shallow networks. 
Regional or area-specific forecast.  
Single input and a single output 
parameter. 
Able to predict the wind 
parameter for less than 1-hour. 
Higher computational complexity 
compared to shallow neural 
networks. 
Not considered interrelated 





(Hernández et al., 
2016). 
Contributed to an architecture based 
on Deep Learning rainfall 
prediction model which 
outperformed the multi-layer 
perception ML models. 
Higher accuracy rainfall forecast 
based on MSE. 
Area-specific forecast up to 24 
hours. 
Single input and a single output. 
Not applicable for regional 
weather forecasting. 
Results may not be accurate as the 
observations of the interrelated 
parameters are not considered in 
the forecasting process. 
RNN short-term 
forecasting model 
(Salman et al., 
2015). 
Contributed to deep learning RNN 
for weather forecasting which 
outperformed CRBM and CN 
networks. 
High accuracy rainfall forecast 
compared to CRBM and CN based 
on MSE values. 
Area-specific short-term forecast. 
Uses only single input and 
predicts a single output. 
High memory consumption 
compared to the CRBM and CN 
based models. 
Applicable only for 6-hour 
forecast. 
Not considered the interrelated 






et al., 2018b). 
Contributed to a deep model which 
outperformed the SVR and RF 
compared to MSE values. 
Higher accuracy rain and 
temperature forecasting compared 
to SVR and RF. 
Predict one parameter at a given 
time.  
Area-specific forecasting.  
Five inputs and single-output 
(Multi-input Single-output). 
Predict only a single output 
parameter at a time. 
Able to predict forecast for less 
than 1-hour. 
Not applicable for regional 
forecasting. 
High computational complexity 
compared to SVR and RF.  
Vanishing gradient issue during 




Contributed a comparison study of 
single-layer and multi-layer LSTM 
models for weather forecasting. The 
results show that the multi-layer 
Applicable only for 6-hour 
weather forecast. 
Able to predict a single output 
parameter at a time. 
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(Salman et al., 
2018). 
LSTM yields accurate prediction 
compared to the single-layer ones. 
Accurate humidity, dew point, 
temperature, and pressure forecast 
compared to the ground truth and 
based on MSE. 
Regional or area-specific 
forecasting. 
Four inputs and single output at a 
time (Multi-input single-output) 
High computer complexity in 
multi-layer LSTM models 
compared to the single-layer 
models. 
Requires specific hardware such 
as GPU memory units for a 
productive output. 
Uses up much memory in storing 
partial results for their multiple 




model (Shi and 
Dustdar, 2016). 
Contributed a convolutional LSTM 
Network and outperformed the fully 
connected LSTM approach for 
precipitation nowcasting. 
Accurate precipitation forecasting 
comparatively to the ground truth 
based on MSE values. 
Area-specific very short-term 
forecast.  
Able to predict less than 1-hour 
forecast. 
Single input and a single output. 
Prediction might not accurate as 
interrelated parameters are not 
considered. 
Requires GPU memory units for a 
productive output. 





model (Liu et al., 
2014). 
Contributed a DNN model which 
represents the features of the raw 
weather data layer by layer which 
outperformed the classical SVR. 
Highly accurate temperature, dew 
point, pressure and wind speed 
forecasting compared to SVR. 
Regional long-term forecast up to 
24 hours. 
Four inputs and single output at a 
time (multi-input Single-output). 
Not suitable for an area-specific 
weather forecast. 
Able to predict only a single 
output at a time. 
For a productive output, this 
model requires specific hardware 
such as GPU memory units. 
High computational complexity 
compared to SVR. 
Uses a large number of 
components whose purpose is not 
immediately apparent. 




(Hossain et al., 
2015). 
Contributed a stacked auto-encoder 
deep learning model for weather 
forecasting. 
97.97% accurate temperature 
forecast compared to the ground 
truth. 
Area-specific long-term forecast up 
to a month.  
Four inputs and single-output 
(Multi-input single-output). 
Able to predict a single output 
parameter at a time.  
Not suitable for regional 
forecasting.  
Uses up a lot of memory in 
storing partial results. 





(Akram and El, 
2016). 
Contributed multi-stacked LSTMs 
to map sequences of weather values 
of the same length.  
Reasonably accurate temperature, 
humidity, and wind speed 
Not suitable for area-specific 
weather forecasting. 
Uses multiple cell gates due to the 
long input sequence and uses a lot 
of memory. 
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forecasting compared to the ground 
truth based on MSE values. 
Regional forecast up to 24 hours. 
Three inputs and three outputs 
(Multi-input multi-outputs). 
It is recommended to use GPU 
memory units for faster output. 
Bi-LSTM wind 
power forecasting 
model (Deng et 
al., 2019).   
Contributed the bidirectional gated 
recurrent network for weather 
power forecasting.  
The model established an accurate 
relationship between the power and 
wind speed, wind direction 
compared to the ground truth based 
on the MSE values. 
Local or regional forecast. 
Two inputs and a single-output 
(Multi-input Single-output). 
Able to predict parameters for up 
to 6 hours. 
Uses only a single observational 
weather parameter and not 
considered the interrelated 
parameters for an accurate 
prediction. 
Recommended to use specific 
hardware such as GPU memory 
units for productive output. 
 
Many of the researches discussed in Table 4.1 use MSE as their evaluation matrix. It is 
much easier to analyse the results if they present it as a percentage of the accuracy. For 
example, Hossain et al., (2015)  described the prediction accuracy as 97.97% compared 
to the ground truth. However, this is not viable to some weather parameters. The reason 
is that the prediction accuracy is calculated as (
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒−𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒
𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒
 ) ∗ 100%. 
There are some instances where the actual value is equal to zero. If this applies to the 
equation, then an error occurs when attempting to divide by zero (Charu, 2019). In 
practical situations, the actual value can be zero in many parameters such as rain, rain 
rate, snow, and temperature, etc.  
The information from Table 4.1 show that the deep learning approach can be used for 
both regional and area-specific weather forecasting with their own drawbacks. In 
particular, Salman et al., (2015), Yonekura et al., (2018) and Liu et al., (2014) 
outperformed the classic ML approaches with deep learning models. Besides, Akram and 
El, (2016),  Dalto et al., (2015),  Salman et al., (2015) and Salman et al., (2018) concluded 
their research that the deep neural networks outperformed the shallow ones in weather 
forecasting. Therefore, a deep neural network is prepared for this study rather than 
shallow networks. Besides, the all state-of-the-art deep models discussed in Table 4.1 use 
less than five interrelated input parameters. One of the contributions of this research is 
developing a complete weather forecasting model with ten inputs and output parameters.   
When analysing the information in Table 4.1, there are three types of regressions, namely 
multi-input multi-output (MIMO), multi-input single-output (MISO), and single-input 
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single-output (SISO). All of these regressions can show state-of-the-art performances 
with deep learning approaches. Two facts determine the prediction accuracy of a selected 
parameter, namely its previous observations and previous observations of the interrelated 
parameters (Jincai et al., 1996). Besides, more interrelated parameters with previous 
observations will target to a more accurate prediction compared to less interrelated 
parameters (Di et al., 2015). Therefore, SISO regression is not mainly considered within 
this study as the main goal is to get an accurate forecast. As a consequence, both MIMO 
and MISO models are proposed to solve the regression problem involving weather 
forecasting. 
4.3 MIMO and MISO deep learning weather forecasting models 
As discussed in Section 4.2, both MIMO and MISO regression models are proposed for 
this research. That is the proposed weather forecasting model is developed by exploring 
the set of models, namely MIMO and MISO. In the MIMO, all the weather parameters 
(i.e. ten surface weather parameters in this study) are fed into the network, which is 
expected to predict the same number of parameters (i.e. ten parameters in this study) as 
the output. Therefore, only one model is required for short-term weather forecasting. 
Figure 4.1 depicts the necessary arrangement of the MIMO; 
 
Figure 4.1 Proposed MIMO deep learning model architecture. 
In the MISO approach, all of the weather parameters (i.e. ten surface weather parameters 
in this study) are fed into the network which is expected to predict a single parameter. In 
this approach, ten different models are required for short-term weather forecasting as each 
of them is trained to predict a particular weather parameter. Figure 4.2 depicts the 
necessary arrangement of the MISO; 
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Figure 4.2 Proposed MISO deep learning model architecture. 
As described in Section 1.2.2, Section 2.7.3, and Section 3.2.2, the LSTM and TCN deep 
neural approaches are proposed for the weather forecasting models. Therefore, the 
proposed model variances are MIMO-LSTM, MISO-LSTM, MIMO-TCN, and MISO-
TCN.  
4.3.1 MIMO-LSTM model variance 
Deep Neural Network (DNN) with LSTM layers, a specialised form of the RNN allows 
stacked neural networks and includes several layers as part of overall composition known 
as nodes. These nodes use the combination of data and input through a set of coefficients 
allowing it to carry out computational tasks (Jozefowicz et al., 2015). The proposed DNN 
with stacked LSTM layers for the MIMO model variance is presented in Figure 4.3 as a).  
Figure 4.3 a) Proposed layered MIMO-LSTM model variance and  b) LSTM memory 
cell used for this research (image reference (Jozefowicz et al., 2015)). 
The number of layers and the number of memory cells in each layer is decided 
experimentally for the best performance. These models can learn long-term dependencies 
by incorporating memory units. These memory units allow the network to learn, forget 
previously hidden states, and update the hidden states. Figure 4.3 b) depicts the general 
 
a) Proposed MIMO-LSTM model variance. 
 
b) LSTM memory cell. 
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arrangement of an LSTM memory cell. Larger datasets are used to train the LSTM models 
and this process often requires multiple days even with the Graphical Processing Unit  
(Behera et al., 2018). 
The proposed MIMO-LSTM model variance is a lightweight model that consists of 
LSTM layers and Dense layer in addition to input and output layers. As discussed in 
Section 3.2.1, ten surface weather parameters are used as the inputs for this model 
variance. This model variance provides outputs which are the predicted weather 
parameters. As Donahue et al. (2014) stated, the LSTM can learn long-term dependencies 
by incorporating memory units. It is these memory units that allow the network to learn, 
forget previously hidden states, and update hidden states. 
Figure 4.3 b) shows the LSTM general memory architecture which is used in this 
research. According to (Jozefowicz et al., 2015), the LSTM model takes input 𝑥𝑡 =
[𝑝1, 𝑝2, 𝑝3 . … 𝑝10] at a given timestamp 𝑡, where  𝑝1, 𝑝2, 𝑝3 . … 𝑝10  are input weather 
parameters (i.e. 10 surface weather parameters). In the given time 𝑡, the model updates 
the memory cells for long-term 𝑐𝑡−1 and short-term ℎ𝑡−1 reminiscence of the previous 
timestep 𝑡 − 1 via:  
  𝒊𝒕 = 𝐭𝐚𝐧𝐡(𝒘𝒙𝒊𝒙𝒕 +𝒘𝒉𝒊𝒉𝒕−𝟏 + 𝒃𝒊) 
𝒋𝒕 = 𝐬𝐢𝐠𝐦(𝒘𝒙𝒋𝒙𝒕 +𝒘𝒉𝒊𝒉𝒕−𝟏 + 𝒃𝒋)  
𝒇𝒕 = 𝐬𝐢𝐠𝐦(𝒘𝒙𝒇𝒙𝒕 +𝒘𝒉𝒇𝒉𝒕−𝟏 + 𝒃𝒇) 
𝒐𝒕 = 𝐭𝐚𝐧𝐡(𝒘𝒙𝒐𝒙𝒕 +𝒘𝒉𝒐𝒉𝒕−𝟏 + 𝒃𝒐) 
𝒄𝒕 = 𝒄𝒕−𝟏 ⊙ 𝒇𝒕 + 𝒊𝒕 ⊙ 𝒋𝒕 
 𝒉𝒕 = 𝐭𝐚𝐧𝐡(𝒄𝒕) ⊙ 𝒐𝒕                                           (4.1)                                         
The notations of Equation 4.1 are 𝑤∗-weight matrices, 𝑏∗- biases, ⊙- element-wise vector 
product, 𝑖𝑡- input gate, 𝑗𝑡- input moderation gate contributing to memory, 𝑓𝑡- forgot gate, 
and 𝑜𝑡-output gate as a multiplier between memory gates. According to Behera et al., 
(2018); Jozefowicz et al.,( 2015), there are two kinds of hidden states to allow the LSTM 
to make complex decisions over a short period namely 𝑐𝑡 and ℎ𝑡. The LSTM has the 
ability to selectively consider its current inputs or forget its previous memory by 
switching the gates 𝑖𝑡 and 𝑓𝑡. Similarly, the output gate 𝑜𝑡 learns how much memory cell 
𝑐𝑡 is needed to be transferred to the hidden state ℎ𝑡. Compared to the RNN, these 
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additional memory cells give the ability to learn enormously complex and long-term 
temporal dynamics with the LSTM.  
There are quite a few model libraries that are used to enable neural networks and deep 
learning models in a computer system such as TensorFlow, BVLC, Theano, and Pfnetand 
(Reimers and Gurevych, 2017). These model libraries are used as the backend of popular 
neural network models and each model library has its advantages and limitations while 
the most used is the TensorFlow backend (Abadi et al., 2016; “TensorFlow,” 2018). 
TensorFlow has a vast repository of data, however, it is complicated and not easy to use. 
Keras is a high-level Application Program Interface (API) and is more user-friendly. It 
allows rapid prototyping with a TensorFlow backend. Keras allows the building and 
testing of neural networks by reducing the lines of codes and has powerful APIs while its 
guiding principles are based on modularity (Keras, 2019). There are aspects like a sample, 
epoch, and batches are set so that data can be processed independently and distinctive 
phrases are identified (Keras, 2019; Krizhevsky et al., 2012). Therefore, the Keras API is 
selected for this research as an LSTM tool. 
4.3.2 MISO-LSTM model variance 
MISO-LSTM model variance uses the similar MIMO-LSTM architectural elements with 
a different output layer. Figure 4.4 depicts the proposed DNN with stacked LSTM layers 
for the MISO model variance. Similar to Section 4.3.1, the weather parameters (i.e. ten 
input surface parameters) are fed into the network and is expected to predict a single 
parameter as the output in MISO-LSTM variance. 
 
Figure 4.4 Proposed MISO-LSTM model variance. 
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A typical criticism of the LSTM architecture is that it has a large number of components 
whose purpose is not immediately apparent (Jozefowicz et al., 2015). Moreover, LSTMs 
can easily use up a lot of memory in storing partial results for their multiple cell gates in 
the case of the long input sequence. This is the case for the time-series weather data. 
Therefore, the TCN architecture has been explored for modelling and predicting fine-
grained weather data.  
 
4.3.3 MIMO- TCN model variance 
The TCN approach was initially developed to examine long-range patterns using a 
hierarchy of temporal convolutional filters (Lea et al., 2017). The key characteristics of 
TCNs are: 1) it involves convolutions which are causal and 2) like in RNN, the network 
can take a sequence of any length and map it to an output sequence of the same length. 
Figure 4.7. a) presented the proposed fine-grained weather forecasting DNN model with 
stacked TCN layers for the MIMO variance. The proposed architecture is informed by 
recent generic convolutional architectures for sequential data (Bai et al., 2018; Lea et al., 
2017). The architecture is simple (e.g. no skip connections across layers, conditioning, 
and context stacking or gated activations), uses autoregressive prediction, and has a very 
long memory. Moreover, it allows both very deep networks and very long effective 
history and is achieved through dilated convolutions that enable an exponentially large 
receptive field (Yu and Koltun, 2015). For example, for a 1-D sequence of a given 
weather parameter 𝑝1, i.e. 𝑝 = (𝑝0
1, … , 𝑝𝑡
1) and a filter 𝑓 ∶ {0, … , 𝑘 − 1}, the dilation 
convolution operation 𝐹 on element 𝑠 = 𝑝?̂?
1 (where ?̂? = 0,… , 𝑡) of the sequence is defined 
as the Equation 4.2 given below. 
  𝑭(𝒔) = (𝒑 ∗𝒅 𝒇)(𝒔) = ∑ 𝒇(𝒊) .  𝒑𝒔−𝒅.𝒊
𝒌−𝟏
𝒊=𝟎     (4.2) 
Where 𝑑 is the dilation factor, 𝑘 refers to the filter size, and 𝑠 − 𝑑. 𝑖 accounts for the 
direction of the past. Stacked units of one-dimensional convolution with activation 
functions are used to build the TCN (Kim and Reiter, 2017). Figure 4.4 b) depicts the 
architectural elements in a TCN with configurations dilation factors 𝑑 = 1, 2, 𝑎𝑛𝑑 4. The 
dilation introduces a fixed step between every adjacent filter taps. Larger dilations and 
larger filter sizes 𝑘 enable effectively expanding the receptive field (Bai et al., 2018; Lea 
et al., 2017). In these convolutions, the increment of 𝑑 exponentially increases the depth 
of the network. This guarantees that there is some filter hits each input within the effective 
history (Bai et al., 2018). 
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a) Proposed MIMO-TCN model variance. b) A typical TCN layer architecture. 
Figure 4.5 a) Proposed layered MIMO-TCN model variance and b) Architectural 
elements in a TCN with causal convolution and different dilation factors.  
As per Figure 4.7, the input to the TCN is 𝒙𝒕 and output 𝒚𝒕. The 𝒙𝒕 contains the 10-
dimensional weather parameters. As per section 2.6, it is evident that there has been no 
attempt to experiment TCN for weather forecasting in the literature. Similar to Section 
4.3.1, the TCN approach is implemented using the Keras open-source neural-network tool 
using a Python environment (Gulli and Pal, 2017; Keras, 2019; Krizhevsky et al., 2012). 
4.3.4 MISO-TCN model variance 
Similar to Section 4.3.2, the same MIMO-TCN architecture is used for the MISO-TCN. 
Both these networks accept ten input weather parameters as the input. The MISO-TCN 
model is designed to predict a single parameter as the output rather than ten as in MIMO-
TCN. The proposed DNN with stacked LSTM layers for the MISO model variance is 
presented in Figure 4.8. 
 








X1 X2 X3 . . .                                             Xt
Y1 Y2 Y3 . . .                                             Yt
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In addition to the LSTM and the TCN deep neural approaches, the Bi-directional LSTM 
has taken considerable attraction from its initial introduction in 2001 for time series data 
(Asif Khan et al., 2018). 
4.3.5 Deep learning with Bi-directional LSTM (Bi-LSTM) 
Similar to the LSTM and TCN, the Bi-LSTM can be used with both MIMO and MISO 
models. In LSTM, data are preserved from inputs that have already passed through its 
hidden state (i.e. the LSTM only preserves the information of the past). In contrast, as 
described in Section 2.7.3, the Bi-LSTM networks will run inputs in two ways, namely 
from the past to the future and from the future to the past. That is, the Bi-LSTM can run 
the inputs backwards to preserve information from the future compared to the LSTM 
networks (Althelaya et al., 2018; Graves and Schmidhuber, 2005; Salehinejad et al., 
2017). Therefore, the Bi-LSTM can preserve information from both past and future using 
the two hidden states combined. This process is helped by Bi-LSTM to better understand 
the context and thus targets a more accurate forecast compared to the LSTM networks in 
sequence-to-sequence applications (i.e. it knows the full inputs at prediction time) 
(Graves et al., 2013). Figure 4.9 depicts the basic structure of a Bi-LSTM.  
 
Figure 4.7 Structure of a bidirectional network. 
As presented in Figure 4.5, Bi-LSTM processes data in both directions with two separate 
hidden layers. The processed results are sent to the output layer. Equation 4.3 and 
Equation 4.4 represent the calculation of hidden vector sequence ℎ = (ℎ1, ℎ2, . . .,
ℎ𝑡) and output vector sequence 𝑦 = (𝑦1, 𝑦2, . . . , 𝑦𝑇) based on input sequence 𝑥 =
(𝑥1, 𝑥2, . . . , 𝑥𝑇) in conventional RNN (Schuster and Paliwal, 1997).  
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    𝒉𝒕 = 𝓗(𝑾𝒙𝒉𝒙𝒕 +𝑾𝒉𝒉𝒉𝒕−𝟏 + 𝒃𝒏                (4.3) 
𝒚𝒕 = 𝑾𝒉𝒚𝒉𝒕 + 𝒃𝒚      (4.4) 
Notations of the Equation 4.3 and 4.4 are: W- weight matrices (for an example 𝑊𝑥ℎ is the 
input-hidden weight matrix); 𝑏- bias vector; ℋ- hidden layer function. The ℋ can be 
calculated by recalling Equation 4.1. In Bi-LSTM, forward hidden sequence 
ℎ
→ and 
backward hidden sequence 
ℎ
← are computed as Equation 4.7 with the output sequence 𝑦 
by iterating the backward layer from 𝑡 = 𝑇 to 1, the forward layer from 𝑡 = 1 to 𝑇 and 
then updating the output layer as in Equation 4.7 (Graves et al., 2013). 
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Deep Bi-LSTM networks refer to stacking multiple Bi-LSTM hidden layers on top of 
each other to establish a network. This iterative process can be represented by Equation 
4.8, 4.9, and 4.10 which replace each hidden state ℎ𝑛 with forwarding and backwards 
hidden states 
ℎ𝑛
→  and 
ℎ𝑛
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← +𝒃𝒚     (4.10) 
Bi-LSTM can produce a better prediction for the time series data compared with the 
LSTM due to two-way data preservation (Fan et al., 2014; Graves, 2012; Yulita et al., 
2017).  The only drawback of these networks is that they are less efficient for training, 
testing, and predicting data compared to the LSTM (i.e. Bi-LSTM has taken time to train 
models and testing) (Salehinejad et al., 2017). As per section 2.6, it is evident that there 
has been no attempt taken to experiment Bi-LSTM for weather forecasting in the 
literature. Similar to the LSTM and TCN networks, the Keras open-source library is used 
to implement the Bi-LSTM models. 
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4.4 Summary 
There are two deep models proposed to solve the regression problem involving weather 
forecasting, namely MIMO and MISO. That is the proposed weather forecasting model 
is developed by exploring the set of models, namely MIMO and MISO. As LSTM and 
TCN deep neural approaches are proposed for the weather forecasting models, the 
proposed model variances in this study are MIMO-LSTM, MISO-LSTM, MIMO-TCN, 
and MISO-TCN. In MISO model, all of the input weather parameters (i.e. ten surface 
weather parameters in this study) are fed into the network and is expected to predict a 
single parameter. Whereas, in the MISO, ten different models are required as each of 
them is trained to predict a particular weather parameter. 
In addition to the LSTM and the TCN deep neural approaches, the Bi-LSTM deep 
approach is also considered for this study. Recently, the Bi-LSTM has taken considerable 
attraction due to its performances. There are quite a few model libraries that are used to 
enable neural networks and deep learning models in a computer system such as 
TensorFlow, BVLC, Theano, and Pfnetand. The most common model library, 
TensorFlow, has a vast repository of data; however, it is complicated and not easy to use. 
Keras is a high-level API more user-friendly and allows rapid prototyping with a 
TensorFlow backend. Therefore, the Keras API is selected as a tool to develop the 
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5 Evaluation, Results and 
Discussions 
5.1 Introduction 
This chapter is organised in order to assess the research hypothesis. In the first instance, 
the WRF historical data is used to determine that the proposed deep learning model is 
suitable for short-term weather forecasting compared to the well-recognised WRF model. 
Then the study is focused on applying the proposed model for long term weather 
forecasting. The long-term prediction results are compared with the WRF model to 
identify up to what extent (i.e. the number of hours ahead) the proposed model can be 
used for weather forecasting. Additionally, the above experiments are successful means 
that the neural network technology can be utilised to weather forecasting. 
As described in Section 2.1.1, there are several challenges in NWP models and accessing 
real-time global data. Therefore, the study is focused on using the local weather station 
data for both short-term and long-term weather forecasting. Therefore, there are mainly 
two types of results, namely; 1) Phase 1 results- using historical weather data 2) Phase 2 
results- using local weather stations data. The following steps are followed for each type 
of experiment; i) compare the performances of proposed neural network weather 
forecasting model with the existing approaches ii) determine the accuracy of the proposed 
model for short-term forecasting iii) identify the capability to use the proposed model for 
long-term forecasting and determine the accuracy of such a process. 
5.2 Using Historical Weather Data 
As described in Section 2.1.1, the WRF model is used to extract the historical GRIB 
format GFS weather data and separate the surface weather parameters. These data are 
used to train (with WRF training dataset), test (with WRF testing dataset), and validate 
(with WRF validation dataset) the proposed model. Moreover, the WRF model is run in 
the forecasting mode with the WRF validation dataset and get the prediction (WRF 
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prediction dataset) to compare the performance of the proposed model and the WRF 
model. 
5.2.1 Comparison of machine learning techniques for weather forecasting 
As described in Section 3.2.6, the performances of classic ML approaches (i.e. SR and 
SVR) are compared with the proposed deep learning approaches (i.e. LSTM and TCN). 
As described in sections 4.3, these models are evaluated using two different regression 
types, namely MIMO and MISO. 
 MIMO Machine learning models 
The SVR approach is not compatible with the MIMO (Santamaría-Bonfil et al., 2016; 
Smola and Schölkopf, 2004). Therefore, the SR is used as the baseline approach for 
MIMO to compare with proposed LSTM, and TCN approaches. The represented model 
variances for each approach are MIMO-SR, MIMO-LSTM, and MIMO-TCN, 
respectively.  
5.2.1.1.1 Baseline MIMO approaches 
5.2.1.1.1.1 Standard Regression 
As described in Section 3.2.6, the SR model is trained with the WRF training dataset. The 
WRF testing dataset is used to get a prediction using the trained model. The prediction 
results are compared with the ground truth. The error figures are calculated for each 
parameter, and the evaluation report is presented in Table 5.1. These calculations are 
carried out for the normalised data (i.e. prediction data and the ground truth are in the 
normalised form).     
Table 5.1 Evaluation of the baseline baseline-SR model variance for MIMO model. 
 Parameter MSE MAE RMSE EV 
TSK 0.003701561 0.037689863 0.060840454 0.853775978 
PSFC 0.005361072 0.007335346 0.007320398 0.998259068 
U10 0.008420962 0.047147669 0.1117658 0.85456109 
V10 0.015627757 0.066887967 0.117337031 0.125011028 
Q2 0.009980163 0.064986551 0.099900768 0.831790566 
Rainc 0.006125415 0.034882298 0.078265031 0.008365691 
Rainnc 0.021599896 0.060246922 0.146969035 0.463460743 
Snow 0.000016626 0.008734304 0.00406839 0 
TSLB 0.004349349 0.022340292 0.065949594 0.99417007 
SMOIS 0.000979215 0.005438701 0.009894565 0.999852359 
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5.2.1.1.2 Proposed MIMO approaches 
5.2.1.1.2.1 LSTM 
As described in Section 3.2.5.1.1, the deep learning with LSTM approach is used with 
various configurations and controls for these experiments. Please refer Appendix 2 for a 
sample evaluation report. The summary of the MIMO-LSTM evaluation is presented in 
Table 5.2. In this section, there are 24 experiments to discover the optimal MIMO-LSTM 
model variance. 
Table 5.2 Evaluation of MIMO-LSTM model variance- Summary Report. 
Configuration Optimiser Best MSE 
1 Adam 0.00660156752937796 
SGD 0.00607736654637046 
Adaptive Adam 0.571018543304204 
Adaptive SGD 0.00493256751552592 
2 Adam 0.112312899733773 
SGD 0.00821901463346447 
Adaptive Adam 0.571018543304204 
Adaptive SGD 0.00830940222839769 
3 Adam 0.00719272525270204 
SGD 0.00832014021725155 
Adaptive Adam 0.525576052478436 
Adaptive SGD 0.0079421664562867 
4 Adam 0.00897196207715143 
SGD 0.00501471974482657 
Adaptive Adam 0.591042582535899 
Adaptive SGD 0.0053223055228665 
5 Adam 0.00520147593407018 
SGD 0.00624769625825993 
Adaptive Adam 0.47283546624289 
Adaptive SGD 0.00927240672088578 
6 Adam 0.00467935662817302 
SGD 0.00369984356548565 
Adaptive Adam 0.47283546624289 
Adaptive SGD 0.00373632111990271 
 
The model weights for each experiment are saved in every ten epochs. Then these weights 
are used to create the appropriate models and to get a prediction for the WRF testing 
dataset. The results are subsequently evaluated with respect to the ground truth and 
discover the least MSE for the optimal model. As shown in Table 5.2, the optimal model 
for MIMO-LSTM model variance is found in configuration 6 (i.e. model has three LSTM 
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layers, and each layer has 128, 512, and 256 nodes respectively) with the SGD optimiser, 
128 batch size and fixed learning rate of 0.01. MSE is used as the loss function for these 
models, which is calculated as Equation 3.1.  The least MSE is found in the 230 epochs, 
and this model weights are saved as the optimal model weights for MIMO-LSTM model 
variance. Figure 5.1 shows the evaluation results for the Config6 with SGD optimiser and 
fixed learning rate of 0.01.  
As per Figure 5.1, the least MSE for the overall MIMO-LSTM model variance is equal 
to 0.00369984356548565. Subsequently, Table 5.1 shows the MSE values for each 
parameter relevant to its epoch. Therefore, the highlighted MSE values for each parameter 
are recorded as its optimal MSE values for MIMO-LSTM. 
 
Figure 5.1 Evaluation results for LSTM configuration 6-SGD. The row with the best 
MSE is highlighted. 
5.2.1.1.2.2 TCN 
As described in Section 3.2.5.1.2, there are different configurations and controls which 
can be used with the TCN approach for MIMO variance. According to (Bai et al., 2018; 
Lea et al., 2017; Pelletier et al., 2019) the following controls are kept constant within this 
study as these do not impact final results significantly in the regression model for time-
series data; kernel_size-2, dilations-7 where dilation values are- 1, 2, 4, 8, 16, 32, 64, 
batch size-64, and dropout rate-0, learning rate- 0.0.  
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In contrast to the LSTM, the ‘save the best model’ approach is used while training the 
MIMO-TCN model variance rather saving weights for every ten epochs. In this case, the 
system checks the loss function value for each epoch with the saved model. Only if the 
new loss value was smaller than the saved model loss, the system saved the new model 
as the best model (Chen, 2018; Keras, 2019). The saved best model is used to get the 
prediction for the testing dataset and evaluate the results with respect to the ground truth. 
Table 5.3 presents the summary of MSE for each configuration and control in MIMO-
TCN model variance. In this section, there are 40 experiments to discover the optimal 
MIMO-TCN model variance. 
Table 5.3 Analysis of the MIMO-TCN model variance. The evaluation metric is MSE, 
and least MSE is the best. 
No of Filters TCN layers Activation: Linear Activation: tanh 
32 1 0.007129386 0.006315798 
 2 0.006625198 0.007042421 
 3 0.007125658 0.007325659 
 4 0.007736131 0.007509462 
64 1 0.005380642 0.005977792 
 2 0.006608716 0.007616931 
 3 0.006860351 0.007467944 
 4 0.009262335 0.007076726 
128 1 0.006594512 0.005759116 
 2 0.007439891 0.007218564 
 3 0.007524525 0.007549621 
 4 0.007697892 0.007603901 
256 1 0.007088403 0.006348704 
 2 0.00736649 0.006707881 
 3 0.007209218 0.007031739 
 4 0.009162578 0.008156796 
512 1 0.006231652 0.005767795 
 2 0.007068991 0.007073388 
 3 0.007610388 0.008974239 
 4 0.009454301 0.112069921 
 
As per table 5.3, the MIMO-TCN model variance yields the best results (optimal model) 
with configurations and controls of 64 filters, one TCN layers, and linear activation 
function.  Please refer Appendix 3 for a sample TCN results. The prediction of the above 
optimal model is compared with the ground truth and evaluated and is presented in Table 
5.4. 
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Table 5.4 Evaluation results for the TCN optimal model for the MIMO model variance. 
Parameter MSE MAE RMAE EV 
TSK 0.003578392 0.046120698 0.059819662 0.77990222 
PSFC 0.000279068 0.012727534 0.016705336 0.993016541 
U10 0.00632667 0.074595386 0.079540367 0.762839854 
V10 0.010195208 0.056267205 0.100971319 0.772671759 
Q2 0.006578324 0.05967569 0.081106864 0.822500765 
Rainc 0.004785024 0.019457236 0.069173865 -0.14229846 
Rainnc 0.021204848 0.033308357 0.145618841 0.476569176 
Snow 0.000001602 0.002786925 0.004000977 0 
TSLB 0.000485899 0.010468689 0.022043126 0.993455768 
SMOIS 0.000356974 0.007902617 0.018893763 0.999439895 
5.2.1.1.3 Compare baseline approaches and proposed approaches for optimal MIMO 
model 
Table 5.5 and Figure 5.2 shows the comparison results of baseline-SR, MIMO-LSTM, 
and MIMO-TCN model variances. These results are subsequently evaluated via the MSE 
for normalised data. These results are used to assess the optimal MIMO model (i.e. least 
MSE) after comparing the performance of all models. 
Table 5.5 Comparison of machine learning approaches for MIMO model. Lower MSE is 
better and is shown highlighted. 
Parameter Baseline SR 
Model variance 
MIMO-LSTM   MIMO-TCN  
TSK 0.003701561 0.003271054 0.003578392 
PSFC 0.005358824 0.002112675 0.000279068 
U10 0.008420962 0.005394089 0.006326671 
V10 0.015627757 0.006311009 0.010195208 
Q2 0.009980163 0.009881492 0.006578324 
Rainc 0.006125415 0.002878811 0.004785024 
Rainnc 0.021599896 0.003070845 0.015204848 
Snow 0.000016552 0.000002394 0.000001602 
TSLB 0.004349349 0.003427306 0.000485899 
























Figure 5.2 MIMO analysis of different approaches to predicting different weather 
parameters (SR- Standard Regression, LSTM- Long Short-Term Memory, TCN- 
Temporal Convolutional Network). 
As per Table 5.5 and Figure 5.2, the deep learning with LSTM approach provides high 
accuracy output with least MSE for six parameters out of 10. Therefore, the MIMO-
LSTM model variance has been selected as the proposed optimal in MIMO.  
 MISO Machine learning model 
Similar to Section 5.2.1.1, the baseline approaches are compared with the proposed 
approaches to determine the optimal MISO model with least MSE. The SR, SVR, LSTM, 
and TCN neural network approaches are considered in this section and baseline-SR, 
baseline-SVR, MISO-LSTM, and MISO-TCN are the represented model variances for 
MISO.   
5.2.1.2.1 Baseline approaches 
5.2.1.2.1.1 SR 
The system executes one code for each parameter to analyse the SR model. Each code 
predicted the weather for the appropriate parameter. The combined predicted results (i.e. 
combination of 10 predictions for ten surface weather parameters) are compared with the 
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ground truth, and the evaluation results are shown in Table 5.6. In this section, there are10 
different codes are executed for each parameter. 
Table 5.6 Evaluation of MIMO model with the SR approach.  
Parameter MSE MAE RMSE EV 
TSK 0.002401549 0.033694546 0.049005605 0.853776125 
PSFC 0.00009359 0.006235455 0.00967419 0.998259326 
U10 0.005820971 0.052148235 0.076295285 0.85456125 
V10 0.009827752 0.065888867 0.09913502 0.858607021 
Q2 0.00698015 0.059986458 0.083547292 0.831791012 
Rainc 0.004125379 0.024884457 0.06422911 0.00836579 
Rainnc 0.021597916 0.060223346 0.146962295 0.463462021 
Snow 0.0000016555 0.008735346 0.001286649 0 
TSLB 0.000934762 0.02234301 0.030573881 0.994170143 
SMOIS 0.000359895 0.007139561 0.018970906 0.999852125 
5.2.1.2.1.2 SVR 
As described in Section 3.2.6.2, parameters are optimised for both linear and Radial Basis 
Function (rbf) kernels. Table 5.7 presents the cost values for ‘linear’ kernel, and Table 
5.8 presents the cost and gamma values for the ‘rbf’ kernel. As this process is massively 
time-consuming (Chin-Chia Hsu et al., 2006; Wu et al., 2009), one-fifth of the training 
dataset is used. That is every fifth record in the WRF training dataset used for parameter 
optimisation in SVR for both kernels. In parameter optimisation, there are 20 different 
codes executed (i.e. 10 for linear kernel and 10 for rbf kernel). 
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Table 5.8  SVR- rbf parameter tuning. 
Parameter C Gamma 
TSK 1 0.9 
PSFC 10 0.9 
U10 1 0.9 
V10 1 0.9 
Q2 1 0.9 
Rainc 10000 0.001 
Rainnc 10000 0.001 
Snow 1 0.9 
TSLB 1 0.9 
SMOIS 1 0.9 
Table 5.7 and Table 5.8 cost and gamma values are utilised with the SVR model code 
with the relevant parameter and trained the models using the WRF training dataset. The 
model predictions are evaluated and are presented in Table 5.9. In this section, there are 
20 different programs executed. 
Table 5.9 Evaluation results of SVR linear and rbf kernels. 
Parameter SVR Kernal='linear' SVR Kernal='rbf' 
TSK 0.002254852 0.002398545 
PSFC 0.000092565 0.000089001 
U10 0.005712145 0.005620015 
V10 0.009235801 0.008465238 
Q2 0.006901244 0.00689121 
Rainc 0.003956207 0.003997512 
Rainnc 0.019257844 0.021254879 
Snow 0.0000009875 0.0000052144 
TSLB 0.000846326 0.000847989 
SMOIS 0.000285655 0.00029541 
As indicated in Table 5.9, some parameters yield high accuracy outcome in the rbf kernel, 
while others in the linear kernel. Therefore, the combined models have been selected as 
the optimal model for MIMO with SVR (i.e. for the TSK parameter: linear kernel, PSFC 
parameter: RGF kernel, etc.). For Table 5.9, the evaluation metric is MSE and the lower 
MSE values are better and highlighted. 
5.2.1.2.2 Proposed MISO approaches 
5.2.1.2.2.1 LSTM 
Similar to the MIMO-LSTM model variance, various configurations and controls are 
utilised for training and testing LSTM networks. Each parameter is trained and tested 
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with each configuration and control, but many of the parameters shown their lease MSE 
in configuration 1 and configuration 5. Appendix 4 presented a sample evaluation report 
for the MISO-LSTM model variance. Table 5.10 presents a summary of the least MSE 
found in various configurations and controls for each parameter. In this section, there are 
120 experiments needed to carry out for selected configurations and controls. 
Table 5.10 Best MSE found to each parameter in various configurations and controls 
for MISO-LSTM model variance. 
 
Parameter 
Best MSE for various configurations and controls 
Config 1-adam Config 1- sgd Config 6_adam Config 6_sgd 
TSK 0.005949996 0.002066529 0.004696077 0.002041361 
PSFC 0.000081591 0.000439629 0.000176554 0.000277838 
U10 0.003008846 0.003090299 0.007356794 0.002748407 
V10 0.004476656 0.003732091 0.003921446 0.003821692 
Q2 0.010912588 0.007412029 0.010566528 0.006379222 
Rainc 0.003167429 0.002826046 0.003167429 0.002799961 
Rainnc 0.000519068 0.000502061 0.000519068 0.000523782 
Snow 0.00000000 0.000000445 0.000000000 0.000000174 
TSLB 0.004325722 0.000909574 0.003494298 0.000724035 
SMOIS 0.000871767 0.000645901 0.00024636 0.00049283 
 
5.2.1.2.2.2 TCN 
Similar to MIMO-TCN model variance, the ‘save the best model’ method is utilised with 
different configurations and controls while training the models. Each trained model is 
evaluated with the testing dataset to determine the optimal MISO-TCN model variance. 
Please refer to Appendix 5 for a sample evaluation report. Table 5.11 presents the 
summary of the optimal MSE found in each parameter with model configuration and 
controls. In this section, there are 120 experiments to carry out for selected configuration 
and control. 
As presented in Table 5.11, the least MSE values are found in different controls and 
configurations in each parameter. The above configurations are combined for the 
complete MISO-TCN model variance. Similar to the MIMO-TCN model variance, the 
following controls are retained constant within these experiments; kernel_size-2, 
dilations-7 where dilation values are- 1, 2, 4, 8, 16, 32, 64, batch size-64, and dropout 
rate-0, learning rate- 0.01.  
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Table 5.11 Summary of configurations and controls for MISO-TCN model variance for 
each parameter with least MSE. 
Parameter Optimal MSE Configuration and controls 
TSK 0.001738656 No of filters:256, no of TCN layers: 1, activation: tanh   
PSFC 0.0000874041 No of filters:64, no of TCN layers: 1, activation: tanh   
U10 0.004384032 No of filters:256, no of TCN layers: 3, activation: linear   
V10 0.007427616 No of filters: 256, no of TCN layers: 3, activation: tanh 
Q2 0.006752483 No of filters: 32, no of TCN layers: 2, activation: linear 
Rainc 0.003260107 No of filters: 128, no of TCN layers:2, activation: tanh 
Rainnc 0.001895714 No of filters: 64, no of TCN layers: 3, activation: linear 
Snow 0.000000134 No of filters: 32, no of TCN layers: 3, activation: linear 
TSLB 0.000376134 No of filters: 64, no of TCN layers: 1, activation: tanh  
SMOIS 0.000099891 No of filters: 64, no of TCN layers: 1, activation: tanh 
5.2.1.2.3 Compare baseline approaches and proposed approaches for Optimal MISO 
Similar to Section 5.2.1.1.3, the proposed deep model variants are compared with classic 
ML approaches for MISO. The comparison results are shown in Table 5.12 and Figure 
5.3. These results are subsequently evaluated via MSE for the normalised data. This is 
used to assess the optimal models for each parameter. 
Table 5.12 MISO model comparison with different machine learning approaches. Lower 








Parameter SR SVR LSTM TCN 
TSK 0.002401549 0.002254852 0.002041361 0.001738656 
PSFC 0.00009359 0.0000890012 0.0000816 0.0000874041 
U10 0.005820971 0.005620015 0.002748407 0.004384032 
V10 0.009827752 0.008465238 0.003732091 0.007427616 
Q2 0.00698015 0.006901244 0.006379222 0.006752483 
Rainc 0.004125379 0.003956207 0.002799961 0.003260107 
Rainnc 0.021597916 0.019257844 0.000502061 0.001895714 
Snow 0.0000016555 0.000000987 0.000000174 0.000000134 
TSLB 0.000934762 0.000847989 0.000724035 0.000376134 
SMOIS 0.000359895 0.000285655 0.00024636 0.000099891 
















Figure 5.3 MISO model analysis of different approaches to predicting different weather 
parameters.  
As per Table 5.12 and Figure 5.3, the MISO-LSTM model variance provides better 
performance with the least MSE for six parameters out of ten. Thus, the MISO-LSTM 
model variance (i.e. combined model with ten parameters) has been selected as the 
proposed optimal model for MISO. 
This proves that the proposed approaches produce high performance with minimal errors 
compared to the baseline approaches in both MIMO and MISO models, as presented in 
Figure 5.2 and Figure 5.3. The reason is that the selected parameters do not follow a linear 
path within selected sequential timeslots (Bishop, 2006; McCREA et al., 2005) and there 
is a non-linear interrelationship among parameters (Graves, 2012; Jozefowicz et al., 2015; 
Kavitha et al., 2016). Besides, the sequential information is not encoded by the SR and 
SVR. The LSTM and TCN encode both multivariate and sequential information by taking 
them into another dimension in the input data (Bai et al., 2018; Basak et al., 2007; 
Jozefowicz et al., 2015).  
As shown in Figure 5.2 and Figure 5.3, the LSTM yields better results for the U10 and 
V10 parameters compared to the other neural network techniques. The wind direction and 
the wind speed change intensely with the time due to the chaotic nature of the atmosphere 
(Dalto et al., 2015; Wang et al., 2011). The memory associated with the LSTM model is 
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able to preserve sequence information over time, and it could be obtained reliable results 
such an intensive change parameter (Hochreiter and Schmidhuber, 1997; Tai et al., 2015).   
5.2.2 Comparison of MIMO and MISO optimal models 
As described in Section 5.2.1, deep learning with LSTM is proposed for both MIMO and 
MISO optimal models. The following topics are mainly considered within this section; 
• Proposing a short-term forecasting model 
• Compare the proposed model prediction with the WRF model prediction 
 Proposing a model for short-term forecasting 
According to Section 5.2.1.1.3 and Section 5.2.1.2.3, the MIMO-LSTM and MISO-
LSTM model variances are proposed for the weather forecasting using the WRF historical 
weather data. In this section, these two models have compared determine the optimal 
model for short-term forecasting. Table 5.13 and Figure 5.4 present the evaluation results 
for MIMO-LSTM and MISO-LSTM model variances.  




TSK 0.0032710542 0.002041361 
PSFC 0.0021126748 0.000081591 
U10 0.0053940886 0.002748407 
V10 0.0063110087 0.003732091 
Q2 0.009881492 0.006379222 
Rainc 0.0028788105 0.002799961 
Rainnc 0.0030708453 0.000502061 
Snow 0.00000239 0.000000174 
TSLB 0.0034273062 0.000724035 
SMOIS 0.0006487666 0.00024636 
 
Table 5.13 and Figure 5.4 present the comparison of MSE in each variable for both 
MIMO-LSTM and MISO-LSTM model variances. As shown, slightly better results are 
produced by the MISO-LSTM model variance compared to the MIMO-LSTM model 
variance in all the parameters. The reason for is that the MIMO-LSTM is concerned with 
the overall MSE, while MISO is concerned with MSE of the selected individual 
parameter. In MISO-LSTM model variance, the model is trained to get to the optimal 
result for the selected output parameter (CHANG et al., 2007; Hewage et al., 2019). 
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Figure 5.4 Comparison of MIMO and MISO optimal models. 
According to these results, there is no significant gap between MSE values for each 
variable when compared MIMO-LSTM and MISO-LSTM model variances. These 
differences are less than 0.04 for each variable. These error figures are significantly 
smaller. Moreover, the MISO-LSTM model variance requires ten different models for the 
prediction of 10 different weather parameters. Therefore, the MIMO-LSTM model 
variance is considered to be the ultimate proposed model for short term weather 
forecasting since it is much more efficient (only one model to run) rather than running 
ten different models in MISO. 
 Compare the proposed model prediction with the WRF model prediction 
As described in Section 3.2.5.1, the WRF validation dataset is utilised to get weather 
predictions using the proposed model (i.e. MIMO-LSTM model variance).  Similarly, the 
WRF model is run in forecast mode using the WRF validation dataset to get weather 
forecasting results. Both WRF and proposed model predicted values are compared with 
respect to the ground truth. Table 5.14 and Figure 5.5 present the MSE comparison values 
for each parameter. Before comparison, the model prediction is de-normalised and 
converted to the human-understandable format. The reason for this is that the WRF 
prediction is often in real/actual values (i.e. not normalised nor in any other format) and 
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Table 5.14 Comparison of the proposed deep model with the WRF forecasting model for 




































WRF Model Proposed Deep Model 
TSK 4.0209727 2.7882845 
PSFC 227869.02 123881.22 
U10 10.540705 5.327054 
V10 12.0824 4.6248293 
Q2 0.000001112 0.000000771 
Rainc 15.942339 0.11341145 
Rainnc 18.627722 0.83847433 
Snow 0.0 0.016857434 
TSLB 8.140333 2.6088953 
SMOIS 0.00008523 0.000024246839 
Overall 22793.84 12389.753 
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When comparing Table 5.14 and Figure 5.5, the proposed deep model provides 
comparatively better results (highlighted in the table) on eight occasions out of ten. The 
WRF model provides the best results for the Snow and Soil Moisture (SMOIS) variables. 
On both occasions, these error figures are quite small. For example, MSE for the variable 
snow is 0.0168574 kg/m2. This is quite a small and therefore, negligible. Similarly, the 
SMOIS has a minimal and negligible error value. The overall error comparison of WRF 
model prediction and the proposed deep learning model prediction is presented in Figure 
5.6.  
 
Figure 5.6 Overall MSE comparison of WRF model and proposed model predictions. 
According to Figure 5.6, the proposed model yields much more accurate weather 
predictions compared to the state-of-the-art WRF model. As there are 125,373 samples 
in the July 2018 validation data, the proposed deep model and the WRF models will 
produce a similar number of outputs as the predicted data. It is difficult to visualise all of 
these predictions because of the large sample size and therefore, a random sample of the 
100 samples has been taken from the test set to compare with the respective ground truth. 
Figure 5.7 shows a comparison of the proposed deep model verses WRF predictions. For 
each graph, the ground truth, WRF prediction, and the proposed deep model’s predictions 























Figure 5.7 Comparison of WRF prediction vs the proposed deep learning model 
prediction for 100 random data samples with respect to the ground truth. 
As per Figure5.7, the red line-chart (proposed model prediction) follows closely to the 
blue line-chart (ground truth) compared to the green-chart (WRF prediction). The WRF 
prediction is widely diverted in the parameters Rainc and Rainnc compared to the actual 
values. The deep model prediction is diverted in the parameter snow compared to the 
actual values. According to Figure 5.7 (h), the highest snow prediction is 0.34 kg/m2. 
This is quite a small figure and can be considered negligible. Overall, the proposed deep 
learning model provides a better short-term (i.e. up to 3 hours) prediction compared to 
the WRF model. In general, these results prove that the proposed deep learning model 
can be used for short-term weather forecasting. Overall, the proposed model is more 
accurate than the state-of-art WRF model.  
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The proposed model is evaluated mainly using the MSE metric. While evaluating the 
results, there are some other matrices also employed such as MAE, RMSE, and in some 
cases EV. All of these evaluation matrices work in a similar manner to calculate the error 
(Willmott and Matsuura, 2005). Therefore, the classification evaluation method is 
employed as a different type of evaluation metric or a different measurement to verify 
that the above results are accurate.  
 Classification evaluation 
Code is written to calculate what percentage of the predicted results are diverted from its 
ground truth. In this context, the feasible range is calculated first based on the output 
prediction (𝑦𝑝), defined rate (𝑟), and ground truth (𝑦𝑎). This analysis uses ten different 
rates, such as 1, 2, 3, 4, 5, 10, 15, 20, 30, and 50 in percentages. Therefore, the experiment 
is a success for the rate r, if the predicted value is within the range of  
   𝒚𝒂 − (𝒚𝒂 ∗
𝒓
𝟏𝟎𝟎
) <  𝒚𝒑 ≤ 𝒚𝒂 + (𝒚𝒂 ∗
𝒓
𝟏𝟎𝟎
)            (5.1)                   
Equation 5.1 is applied to each predicted data in the dataset and finally, the success rate 
is calculated based on Equation 5.2.  
  𝒔𝒖𝒄𝒄𝒆𝒔𝒔 𝒓𝒂𝒕𝒆 = (
𝑵𝒐 𝒐𝒇 𝒔𝒂𝒎𝒑𝒍𝒆𝒔 𝒘𝒊𝒕𝒉𝒊𝒏 𝑬𝒒(𝟏)
𝑻𝒐𝒕𝒂𝒍 𝑵𝒐 𝒐𝒇 𝒔𝒂𝒎𝒑𝒍𝒆𝒔
) ∗ 𝟏𝟎𝟎%        (5.2) 
Thus, Equation 5.2 provides the percentage of samples within the rate (𝑟) relative to the 
ground truth (𝑦𝑎). For example, if the ground truth is ten and the rate is 1%, then the 
predicted values must be within the range 9.9 <  𝑦𝑝 ≤ 10.1. The code is used to check 
this condition for all samples and to finally calculate the success rate.  
The only practical issue in the analysis is that if the ground truth is equal to zero, then the 
left-hand side and the right-hand side of Equation 5.2 become zero (i.e. from equation 
5.1,  (𝑦𝑎 ∗
𝑟
100
) is equal to (
0
100
) if 𝑦𝑎 is equal to 0, thus check the condition  0 <  𝑦𝑝 ≤
0). This means the condition is only checked 𝑦𝑝 = 0 or not or any 𝑟 value. This 
contradicts the basic requirement to calculate what percentage of the predicted results are 
diverted from its ground truth. Subsequently, if the ground truth is equal to zero, there is 
negligible predicted value in many times resulting unsatisfied the Equation 5.1.  
In a practical situation, the values of some weather parameters can be zero. Some 
examples are rain, snow, rain rate, even temperature. This is one of the main reasons the 
regression modelling prefers to use averages to calculate the errors, such as MSE, MAE, 
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and RMSE. As shown in Figure 5.8 (a), there are several zero values in the ground truth 
file, mainly in the fields of Rainc, Rainnc, and Snow.  As shown in Figure 5.8 (b), the 
Rainc, Rainnc, and snow proposed predicted values are relatively minimal and therefore, 
negligible. Therefore, the following conditions are applied to the predicted dataset to 
overcome this issue.  
𝑖𝑓 𝑅𝑎𝑖𝑛𝑐 < 0.1 𝑚𝑚 𝑡ℎ𝑒𝑛 𝑅𝑎𝑖𝑛𝑐 = 0 
𝑖𝑓 𝑅𝑎𝑖𝑛𝑛𝑐 < 0.1 𝑚𝑚 𝑡ℎ𝑒𝑛 𝑅𝑎𝑖𝑛𝑛𝑐 = 0 
𝐼𝑓 𝑠𝑛𝑜𝑤 < 0.1 𝑘𝑔/𝑚2 𝑡ℎ𝑒𝑛 𝑠𝑛𝑜𝑤 = 0  
By default, the WRF model often ignores negligible values when processing the weather 
prediction to present a viable prediction to users (Gallus and Segal, 2004; Mirocha et al., 
2010; NCAR/UCAR, 2019). A sample of corresponding WRF prediction dataset is 
presented in Figure 5.8 (c).  Figure 5.8 (d) presented the predicted dataset after correction. 
Figure 5.9 presented the results of the classification evaluation with and without 
corrections and its comparison to the WRF prediction. 
 
 
a) Sample of a ground truth 
 
 
b) Corresponding proposed model prediction 
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c) Corresponding WRF prediction 
 
 
d) Proposed model prediction with corrections 
Figure 5.8 Ground truth and the predicted data with and without corrections in normalised form 
(order of the data TSK, PSFC, U10, V10, Q2, Rainc, Rainnc, Snow, TSLB, and SMOIS). 
As shown in Figure 5.9, the proposed model with the correction yields much better 
performance compared to the WRF model. The WRF model provides better performance 
for the parameters SMOIS and U10 for almost all rates. The parameters V10 and Q2 also 
provide much better results in the WRF model up to 10% rate. However, the gap between 
the WRF model and the proposed model is quite small and can be considered negligible. 























Figure 5.9 Classification evaluation of the prediction of the WRF model and the proposed 
model with and without corrections. 
From the results presented in Table 5.15, it is apparent that the proposed model with 
corrections produces accurate results compared to the WRF model at all the selected rate. 
For example, the proposed model is 4.83% more accurate than the WRF model for the 
rate of 1%. Furthermore, as shown in Figure 5.10, much better overall performance is 
provided by the proposed model with a small correction compared to the WRF model for 
every rate with a higher success rate. Therefore, this proved the suggestion from Section 
5.2.2.2, the proposed model can be used for weather forecasting, and it provides much 
better performance compared to the WRF model up to 3 hours prediction. 
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Table 5.15 Classification evaluation of the model variance MIMO-LSTM. The high 
success rate is better and is highlighted. 
 
Rate 
Success rate as a percentage Accuracy gain: 
MIMO-LSTM vs 
WRF  




1% 55.73999186 35.99746357 60.57109585 4.831103986% 
2% 59.91074633 39.28030756 63.84987198 3.939125649% 
3% 61.7505364 40.64383879 65.20981392 3.459277516% 
4% 63.13137597 41.86842462 66.42985332 3.298477344% 
5% 64.46045002 43.10321999 67.6610594 3.200609382% 
10% 68.92815838 48.74981057 73.28826781 4.360109433% 
15% 71.94754852 52.47796575 76.99999202 5.052443509% 
20% 74.13159133 54.80015633 79.30343854 5.171847208% 
30% 76.91121693 57.71442017 82.18412258 5.27290565% 
50% 80.19366211 61.15678814 85.5290214 5.335359288% 
 
 
Figure 5.10 Overall classification evaluation the proposed MIMO-LSTM model 
variance. 
5.2.3 Neural Network based Long-term Weather Prediction 
As described in Section 5.2.2, ML technology can be utilised for short-term weather 
forecasting for up to three hours. This section is focused on long-term weather forecasting 
using the same historical weather data with ten surface parameters. As described in 
Section 3.2.5.2, there are three main subdivisions in this section.  
• Select an appropriate approach to propose a long-term weather forecasting model. 
• Use the proposed model for weather forecasting for 6 hours, 9 hours, 12 hours, 24 
hours and 48 hours. 
• Compare the predictions for each timeslot with the WRF model predictions.   
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 Select an appropriate approach to propose a long-term weather forecasting 
model 
As described in Section 5.2.2, the MIMO-LSTM model variance has been selected for 
short-term weather forecasting. Therefore, the same deep learning model with LSTM 
layers explores the long-term forecasting with the following variations. All these three 
variants use the same configuration and controls comparable to the MIMO-LSTM short-
term forecasting optimal model. 
a) Load the LSTM optimal model weights (3-hour) and re-train models for the long-
term forecasting (shortened form: LSTM LW) 
b) Train models for each time frame without loading the optimal model weights 
(shortened form: LSTM WL) 
c) Use Bi-directional LSTM (shortened form: Bi-LSTM) 
Therefore, the long-term weather forecasting model variances can be taken as LSTM LW, 
LSTM WL, and Bi-LSTM. A sample evaluation report is attached in Appendix 6 for each 
of the variations above. Table 5.16 and Figure 5.11 present the summarised comparison 
of these three variations for each long-term timeslot.  
Table 5.16 Comparison of model variances LSTM LW, LSTM WL, and Bi-LSTM. 
Parameter LSTM LW LSTM WL Bi-LSTM 
TSK N/A 0.003271054 0.002371392 
PSFC N/A 0.002112675 0.001007641 
U10 N/A 0.005394089 0.008889356 
V10 N/A 0.006311009 0.010825 
Q2 N/A 0.009881492 0.00885295 
Rainc N/A 0.002878811 0.004197211 
Rainnc N/A 0.003070845 0.025307791 
Snow N/A 0.00000239 0.00000106 
TSLB N/A 0.003427306 0.001056143 
SMOIS N/A 0.000648767 0.000677912 
a) 3 Hour 
 
Parameter LSTM LW LSTM WL Bi-LSTM 
TSK 0.003105633 0.004730743 0.003375287 
PSFC 0.001950991 0.004029587 0.002242924 
U10 0.013234701 0.013253746 0.014492277 
V10 0.013633886 0.021873929 0.021943057 
Q2 0.012803255 0.013993448 0.011232816 
Rainc 0.005710668 0.005831303 0.005537389 
Rainnc 0.06383751 0.06560797 0.05560357 
Snow 0.0000001207 0.000002179 0.00000229 
   100 
TSLB 0.002277339 0.002344848 0.001502663 
SMOIS 0.000859006 0.000971699 0.000840205 
b) 6 Hour 
 
Parameter LSTM LW LSTM WL Bi-LSTM 
TSK 0.004679656 0.003785324 0.002954833 
PSFC 0.00337704 0.005435103 0.002543765 
U10 0.016287696 0.01789222 0.015199178 
V10 0.022693845 0.032980144 0.026619522 
Q2 0.016228491 0.017330563 0.014454748 
Rainc 0.007961646 0.007261488 0.006792006 
Rainnc 0.08320849 0.087723635 0.0691833 
Snow 0.0000021387 0.000013947 0.00000186 
TSLB 0.002113115 0.002125454 0.002216928 
SMOIS 0.001027248 0.001156121 0.00075886 
c) 9 Hour 
 
Parameter LSTM LW LSTM WL Bi-LSTM 
TSK 0.005215215 0.005734219 0.004921308 
PSFC 0.00554942 0.007137636 0.002907219 
U10 0.017265592 0.01956549 0.017388191 
V10 0.026892692 0.031699125 0.030242065 
Q2 0.021506328 0.023158018 0.019144539 
Rainc 0.011005162 0.009307778 0.008792502 
Rainnc 0.09170363 0.100893565 0.07564226 
Snow 0.000002031 0.000036374 0.000000454 
TSLB 0.001918304 0.001969762 0.001659219 
SMOIS 0.00062474 0.000726021 0.000572403 
d) 12 Hour 
 
Parameter LSTM LW LSTM WL Bi-LSTM 
TSK 0.003225559 0.003989982 0.003520491 
PSFC 0.012482793 0.010315491 0.007714262 
U10 0.026440082 0.026202237 0.024926782 
V10 0.03660787 0.042136274 0.036013693 
Q2 0.026067492 0.030222168 0.02755576 
Rainc 0.08263268 0.07865509 0.078575564 
Rainnc 0.15932418 0.16492906 0.158401 
Snow 0.0000004652 0.000137658 0.000442552 
TSLB 0.004401047 0.004503616 0.005910429 
SMOIS 0.001600785 0.001434334 0.001202147 
e) 24 Hour 
Parameter LSTM LW LSTM WL Bi-LSTM 
TSK 0.004480547 0.005869389 0.003708232 
PSFC 0.018504778 0.013365718 0.016115312 
   101 
U10 0.045134 0.037737582 0.03475978 
V10 0.04253545 0.04715329 0.042574175 
Q2 0.050479617 0.04151997 0.038551033 
Rainc 0.061815947 0.068089165 0.059418406 
Rainnc 0.16204703 0.16313162 0.15197921 
Snow 0.000003723 0.000231712 0.0000640 
TSLB 0.007845704 0.012153346 0.005880864 
SMOIS 0.00158867 0.001342647 0.001104945 
j) 48 Hour 
 
 
a) 3 Hour 
 
b) 6 Hour 
 
b) 9 Hour 
 
d) 12 Hour 
 
e) 24 Hour 
 
f) 48 Hour 
Figure 5.11 Comparison of model variances LSTM LW, LSTM WL, and Bi-LSTM 
(The notation of Bi-LSTM is visualised as BLSTM).  
As implied by table 5.16 and Figure 5.11, the Bi-LSTM provides slightly better results 
compared to the LSTM LW except for the timeslot 3-hour. The reason for this is that the 
LSTM LW only preserves the information of the past as the only inputs it has seen are 
from the past. There are two layers used by the Bi-LSTM, one layer performs the 
operations following the same direction of the data sequence, and the other layer applies 
its operations in the reverse direction of the data sequence (Althelaya et al., 2018). This 
two-layer arrangement is facilitated an accurate weather prediction compared to the 
LSTM LW. The LSTM WL produces weaker results compared to both LSTM LW and 
Bi-LSTM. The reason for this is that the LSTM LW used its optimal weight, which is 
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already configured to re-train and yield a prediction (Hochreiter and Schmidhuber, 1997). 
The Bi-LSTM model is also trained at the beginning, similar to the LSTM WL. However, 
the Bi-LSTM provides more accurate results due to the ability to preserve the past and 
future values (Althelaya et al., 2018). 
The overall MSE comparison for each timeslot is shown in Table 5.17 and Figure 5.12. 
The LSTM WL data has been removed from this table and graph as these models do not 
perform to the expected level. As per the overall results, it is evident that the Bi-LSTM 
yields better results compared to the LSTM for weather forecasting.  
Table 5.17 Compare LSTM and Bi-LSTM model variances based on overall MSE values 







a) 3 Hour 
 




d) 12 Hour 
 
e) 24 Hour 
 
f) 48 Hour 
Figure 5.12 Comparison of LSTM and BLSTL for long-term weather forecasting. 
The only drawback of the Bi-LSTM is the time taken for training, testing, and predicting 
data (Salehinejad et al., 2017). This is less efficient compared to the LSTM LW. 
Moreover, according to Table 5.17, there is a slight gap in the overall figures of MSE in 
both LSTM LW and Bi-LSTM. Therefore, the LSTM LW model variance has been 
Timeslots LSTM Bi-LSTM 
3 Hour 0.003699844 0.006318646 
6 Hour 0.011741312 0.011677248 
9 Hour 0.015757935 0.014072499 
12 Hour 0.018168312 0.016127016 
24 Hour 0.035278295 0.034456268 
48 Hour 0.039443548 0.03541559 
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selected as the proposed model for long-term forecasting for an effective and efficient 
outcome.  
 Use the proposed model for long-term weather forecasting  
The proposed model consists of three LSTM layers with other controls. As described in 
Section 5.2.3.1, the LSTM with loading the optimal weight method is used for the long-
term weather prediction. Therefore, the optimal model is re-tuned (i.e. load optimal model 
weight and re-train models) for long-term timeslots. While retuning, the optimal models 
are found in different epochs such as 80, 10, 10, 10, and 10 for timeslots 6, 9, 12, 24, and 
48 hours, respectively as shown in Figure 5.13. These optimal models are used as weather 
prediction models (i.e. proposed MIMO-LSTM) for the relevant timeslot. The prediction 
results will be compared with the well-known WRF results to determine the accuracy and 





Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.011880832 0.011880832 0.047026494 0.108999215 0.003731211 0.002185203 0.012854352 0.013167098 0.014048727 0.006119361 0.063629046 2.48146E-06 0.002096815 0.000974029
20 0.011889752 0.011889752 0.051545577 0.109040126 0.005614922 0.002947571 0.011071177 0.013335191 0.01677148 0.007184937 0.059253287 1.99601E-06 0.00180137 0.000915595
30 0.011946544 0.011946544 0.046494962 0.10930026 0.003721001 0.0022465 0.012735943 0.01419268 0.013358736 0.006295456 0.064201206 7.43781E-07 0.001755331 0.000957846
40 0.012283988 0.012283988 0.048452309 0.11083315 0.003946102 0.002666186 0.015601515 0.013403405 0.013299466 0.005994819 0.065014794 3.90059E-07 0.002092412 0.000820788
50 0.011968353 0.011968353 0.047357106 0.109399974 0.003802319 0.002693907 0.012771716 0.014566889 0.013339048 0.006059669 0.06385493 3.63632E-07 0.001811673 0.000783019
60 0.01184735 0.01184735 0.047151309 0.108845524 0.003671956 0.002680889 0.013538075 0.013685755 0.013493523 0.005832097 0.06298571 2.25716E-07 0.001729121 0.000856148
70 0.011799956 0.011799956 0.046568167 0.10862758 0.003252286 0.002202216 0.011237701 0.01622022 0.015044644 0.005824219 0.06160926 1.83367E-07 0.00192054 0.000688296
80 0.011741312 0.011741312 0.045655386 0.108357325 0.003105633 0.001950991 0.013234701 0.013633886 0.012803255 0.005710668 0.06383751 1.20664E-07 0.002277339 0.000859006
90 0.012112958 0.012112958 0.04740905 0.11005889 0.003269029 0.001732615 0.013996867 0.01698269 0.013135998 0.005770418 0.06306092 1.51211E-07 0.002452568 0.000728323
100 0.012187444 0.012187444 0.048374469 0.11039675 0.003405049 0.001708889 0.013968434 0.018579261 0.013793162 0.005720335 0.061504878 1.69814E-07 0.00249288 0.000701383
110 0.012657643 0.012657643 0.05070106 0.11250619 0.004262536 0.002003955 0.015268126 0.02327254 0.012695582 0.005686414 0.06064813 1.62963E-07 0.001822816 0.000916167
120 0.012829151 0.012829151 0.049755243 0.113265835 0.003915706 0.002255355 0.01458518 0.02340477 0.012871401 0.00566747 0.062535815 1.67224E-07 0.00239053 0.000665109
130 0.013627052 0.013627052 0.053838368 0.11673497 0.004222805 0.002664993 0.016297309 0.03063119 0.013408243 0.00567446 0.060534995 1.33536E-07 0.001795727 0.001040662
140 0.013653389 0.013653389 0.053063726 0.116847716 0.004031833 0.002775423 0.014514714 0.02910935 0.014565311 0.005629259 0.06255872 1.12849E-07 0.002342 0.001007178
150 0.013472496 0.013472496 0.051782125 0.116071075 0.003526571 0.002482961 0.013233547 0.030468164 0.013498244 0.005674074 0.06269933 1.26655E-07 0.002138502 0.001003449
160 0.013516137 0.013516137 0.052800921 0.116258934 0.003454343 0.002500062 0.016590854 0.028890422 0.013912486 0.005647554 0.061493102 9.34166E-08 0.001607068 0.001065381
170 0.013407045 0.013407045 0.05258392 0.11578879 0.003472979 0.00250838 0.014671385 0.028681722 0.014318332 0.005668049 0.06124811 7.21905E-08 0.002071 0.001430414
180 0.013301829 0.013301829 0.051897612 0.11533356 0.003659899 0.002420059 0.012969964 0.027121764 0.015814813 0.005646311 0.061921947 7.28623E-08 0.002188269 0.001275198
190 0.013242478 0.013242478 0.052232255 0.11507596 0.003871053 0.002349507 0.013302174 0.026180876 0.015240627 0.005633408 0.06210364 5.08693E-08 0.002199922 0.001543519
200 0.013652145 0.013652145 0.052859727 0.116842404 0.003343507 0.002428929 0.012679976 0.03132901 0.015193537 0.00563848 0.062400546 3.82936E-08 0.002390753 0.001116677
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.015757935 0.015757935 0.055693333 0.12553059 0.004679656 0.00337704 0.016287696 0.022693845 0.016228491 0.007961646 0.08320849 2.13871E-06 0.002113115 0.001027248
20 0.016377352 0.016377352 0.05758737 0.12797405 0.004780752 0.004161583 0.015768358 0.024669867 0.017805502 0.007928615 0.08485703 3.94859E-07 0.002780593 0.001020818
30 0.016225789 0.016225789 0.056997567 0.12738049 0.004396642 0.00394337 0.016345497 0.024135446 0.018725771 0.007424103 0.08399795 1.33924E-07 0.002588698 0.000700276
40 0.016889573 0.016889573 0.058274614 0.12995991 0.004091627 0.003541212 0.023068156 0.025812227 0.017774226 0.007382475 0.08432323 5.61554E-08 0.00227121 0.000631322
50 0.015881893 0.015881893 0.055916136 0.12602338 0.003115935 0.003512865 0.017332496 0.025864141 0.017602265 0.007014104 0.081535935 7.06454E-08 0.00186925 0.000971862
60 0.016796989 0.016796989 0.058133409 0.12960319 0.003795971 0.003075606 0.021199834 0.026161082 0.021123258 0.006922953 0.08180809 8.13968E-08 0.002633235 0.001249783
70 0.017635695 0.017635695 0.06026591 0.13279945 0.003228196 0.003066612 0.023100615 0.027171036 0.025604945 0.006963012 0.08208669 7.74571E-08 0.003423439 0.001712335
80 0.017547182 0.017547182 0.060411342 0.13246578 0.002949332 0.003273398 0.022983102 0.029731503 0.02371691 0.006989821 0.080700785 9.1216E-08 0.0037328 0.001394077
90 0.017949101 0.017949101 0.060925115 0.13397425 0.002661645 0.003416948 0.02212525 0.032491915 0.025065918 0.006881265 0.08195113 9.07774E-08 0.003301371 0.001595485
100 0.018190717 0.018190717 0.062394377 0.13487296 0.002803703 0.003402452 0.024458399 0.034984346 0.026161322 0.006845449 0.07862746 1.1193E-07 0.003748103 0.000875838
110 0.017026861 0.017026861 0.060662873 0.13048702 0.002764516 0.00336351 0.024438854 0.030594964 0.022807699 0.006948222 0.074446276 1.25099E-07 0.003371792 0.00153265
120 0.01747755 0.01747755 0.06080798 0.13220268 0.002764753 0.003259942 0.023535227 0.031763922 0.024674775 0.007017958 0.07808133 1.944E-07 0.002698125 0.000979277
130 0.017094668 0.017094668 0.060410833 0.13074657 0.002576924 0.003335403 0.023330005 0.030339586 0.025773872 0.00703206 0.074659914 1.96977E-07 0.002670562 0.001228146
140 0.018113356 0.018113356 0.064531514 0.13458587 0.00334275 0.003557617 0.024213657 0.031598367 0.024424609 0.007457991 0.082915045 3.71141E-07 0.002859531 0.000763623
150 0.018422959 0.018422959 0.06482559 0.1357312 0.002699622 0.003552596 0.02457906 0.031169334 0.024581714 0.007370967 0.0866783 3.60684E-07 0.002456277 0.001141363
160 0.017858673 0.017858673 0.063119786 0.13363636 0.002892328 0.003501765 0.020936118 0.032180637 0.025767589 0.007646391 0.08192321 5.47187E-07 0.002749522 0.000988633
170 0.017876867 0.017876867 0.062951145 0.13370441 0.003300311 0.003563964 0.020314913 0.032290924 0.027064811 0.007804983 0.08029603 5.54635E-07 0.002957341 0.001174839
180 0.017933326 0.017933326 0.062476464 0.13391536 0.003237417 0.003455933 0.021472199 0.032769695 0.025042387 0.007832415 0.08121826 6.219E-07 0.003055916 0.001248424
190 0.017714157 0.017714157 0.061627537 0.13309455 0.003638247 0.003581857 0.019355508 0.032510065 0.023253022 0.007725931 0.08291529 5.32091E-07 0.00310764 0.001053481
200 0.018595811 0.018595811 0.063346221 0.13636644 0.004599463 0.003611667 0.02131773 0.033541203 0.02467186 0.007319229 0.08648799 5.27329E-07 0.003480847 0.000927581







Figure 5.13 Comparison of MSE for each timeslot to identify the optimal models. The 
lease MSE is the best and is highlighted in each timeslot.  
 Compare proposed model predictions with the WRF model predictions for 
each timeslot 
Similar to the short-term weather forecasting, the optimal model for each timeslot is used 
to forecast the weather parameters for the WRF validation dataset (model prediction), and 
the model predicted values are evaluated with respect to the ground truth. The WRF 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.018168312 0.018168312 0.063213759 0.13478991 0.005215215 0.00554942 0.017265592 0.026892692 0.021506328 0.011005162 0.09170363 2.03197E-06 0.001918304 0.00062474
20 0.018508941 0.018508941 0.062819209 0.13604759 0.00577887 0.005310341 0.016907116 0.027853396 0.021553569 0.010309829 0.09405656 9.32677E-08 0.002475688 0.000843951
30 0.01881445 0.01881445 0.062807294 0.13716576 0.005732369 0.004024884 0.017273948 0.02721256 0.026104566 0.00973269 0.09392474 1.79693E-08 0.002298528 0.0018402
40 0.018732654 0.018732654 0.063061912 0.13686728 0.006817689 0.002891949 0.022314554 0.02761125 0.021102173 0.009103359 0.092818625 1.26624E-08 0.003022199 0.001644727
50 0.019155814 0.019155814 0.063730995 0.13840455 0.004793331 0.003231146 0.026248788 0.028889831 0.02459779 0.009090507 0.09141317 2.07434E-08 0.00240194 0.00089161
60 0.019534009 0.019534009 0.064953147 0.13976413 0.00549422 0.003385383 0.029479 0.029457167 0.02482446 0.008990956 0.090143636 2.70911E-08 0.002714725 0.00085051
70 0.019925085 0.019925085 0.067691709 0.14115624 0.006466243 0.003789936 0.030867876 0.031851623 0.023245657 0.009020241 0.088062584 2.46055E-08 0.004559531 0.001387129
80 0.02039999 0.02039999 0.07019725 0.14282854 0.006846574 0.003929815 0.034896195 0.033238024 0.024830071 0.009081832 0.08516334 2.39362E-08 0.00456646 0.001447573
90 0.020479311 0.020479311 0.070280744 0.14310594 0.005561492 0.004183779 0.032013264 0.03360095 0.028006002 0.00917886 0.087113604 2.39714E-08 0.004130787 0.001004341
100 0.020603129 0.020603129 0.072553816 0.14353791 0.006559047 0.004386804 0.028914856 0.03481124 0.026264356 0.0097702 0.08967066 2.471E-08 0.004340007 0.001314096
110 0.020208527 0.020208527 0.068170527 0.14215672 0.005426755 0.004303248 0.026014872 0.03164566 0.022644183 0.009985281 0.09680126 2.5219E-08 0.004412526 0.000851467
120 0.020712192 0.020712192 0.068695856 0.14391729 0.005347285 0.004477984 0.02849259 0.033286467 0.02119362 0.01037 0.09859387 1.82773E-08 0.004358369 0.001001719
130 0.020497048 0.020497048 0.067991013 0.1431679 0.005170254 0.004658661 0.027230944 0.03288422 0.021944176 0.010436207 0.0982031 2.14096E-08 0.003426644 0.001016253
140 0.022201666 0.022201666 0.071454163 0.14900224 0.005441561 0.005012208 0.025829012 0.034125216 0.024831053 0.012658997 0.10928951 2.49729E-08 0.003819484 0.001009597
150 0.035390579 0.035390579 0.10206884 0.18812384 0.015071535 0.012291354 0.037173413 0.046244223 0.025679681 0.009132251 0.1995135 2.09872E-09 0.007725423 0.001074392
160 0.021682148 0.021682148 0.07031585 0.1472486 0.005265066 0.005495853 0.02517384 0.036284804 0.022308592 0.01113453 0.10694081 1.69008E-08 0.003273835 0.000944134
170 0.022999838 0.022999838 0.073690015 0.15165699 0.005675666 0.006105296 0.028019242 0.035426605 0.02515365 0.010038584 0.11430279 1.62984E-08 0.003916081 0.001360467
180 0.022167217 0.022167217 0.071161168 0.14888659 0.005787159 0.005903522 0.025867606 0.036394164 0.022941379 0.010809409 0.109697185 1.93009E-08 0.003310693 0.000961037
190 0.021263284 0.021263284 0.068970337 0.14581934 0.005502604 0.005881147 0.025363903 0.035533357 0.022658037 0.009996519 0.10294915 1.8799E-08 0.003583193 0.001164913
200 0.022493377 0.022493377 0.071593823 0.14997794 0.005527182 0.006324725 0.027104 0.036824547 0.022385085 0.011801347 0.110730484 1.93184E-08 0.003187064 0.001049322
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.035278295 0.035278295 0.084798039 0.18782514 0.003225559 0.012482793 0.026440082 0.03660787 0.026067492 0.08263268 0.15932418 4.65178E-07 0.004401047 0.001600785
20 0.038526183 0.038526183 0.094821279 0.19628087 0.007801083 0.009863263 0.029195528 0.055139005 0.045684904 0.07770445 0.15050963 6.96557E-09 0.006083079 0.003280893
30 0.042508376 0.042508376 0.101289001 0.20617558 0.009394499 0.010084411 0.03930838 0.08359845 0.035668395 0.07718168 0.15418398 1.79992E-09 0.012594576 0.003069381
40 0.045238581 0.045238581 0.100059619 0.21269362 0.009053104 0.009487113 0.04058452 0.060868595 0.037865322 0.07864509 0.20404524 1.06445E-09 0.009241772 0.002595051
50 0.054377599 0.054377599 0.105520305 0.23319007 0.009864598 0.012005068 0.04484045 0.04004732 0.03956266 0.07957821 0.30422497 6.69296E-10 0.009840525 0.003812197
60 0.04919757 0.04919757 0.097970994 0.22180521 0.010007803 0.01365881 0.03710723 0.04508776 0.035365295 0.07936354 0.26306534 7.41822E-10 0.006222983 0.002096949
70 0.050991201 0.050991201 0.101289488 0.2258123 0.010218216 0.011574603 0.03703297 0.046678953 0.0470371 0.07951516 0.26834944 7.03968E-10 0.006907712 0.00259782
80 0.047091502 0.047091502 0.098425509 0.21700577 0.011361425 0.01044426 0.033679176 0.049000453 0.054099843 0.0798721 0.2238894 8.56535E-10 0.006443065 0.002125299
90 0.048896684 0.048896684 0.098396479 0.22112598 0.011231925 0.010486415 0.036623493 0.048496626 0.049189944 0.080369145 0.2449911 4.34007E-10 0.005673097 0.001905083
100 0.04768123 0.04768123 0.098292005 0.21836033 0.011160671 0.011275074 0.032614965 0.04881925 0.05063022 0.082412496 0.23173787 6.76899E-10 0.006393679 0.001768075
110 0.050832711 0.050832711 0.102366767 0.22546114 0.012417804 0.012072334 0.034504138 0.052208826 0.05384289 0.080886975 0.25362018 7.08069E-10 0.007232836 0.001541128
120 0.052808578 0.052808578 0.104876316 0.22980118 0.012684858 0.01224992 0.03429458 0.052305315 0.0627469 0.081723414 0.26173085 5.38239E-10 0.008356131 0.001993794
130 0.052786363 0.052786363 0.104996646 0.22975282 0.012458004 0.012107072 0.036881108 0.053248703 0.063766345 0.08048129 0.25932655 8.46556E-10 0.007952649 0.001641898
140 0.056903973 0.056903973 0.109957169 0.23854554 0.014271903 0.011812016 0.039059155 0.0537714 0.06472012 0.0811419 0.29314673 6.2965E-10 0.008712303 0.002404193
150 0.051209426 0.051209426 0.102883986 0.226295 0.010422079 0.011420611 0.039816942 0.05305741 0.059796773 0.08006839 0.24818857 4.02581E-10 0.007822258 0.001501247
160 0.054407555 0.054407555 0.107164499 0.23325428 0.012308086 0.011514108 0.03818642 0.05476732 0.06914177 0.08078609 0.2670897 5.09291E-10 0.008878582 0.001403457
170 0.053810722 0.053810722 0.105568876 0.23197138 0.012048912 0.011561659 0.038795292 0.05286536 0.06509044 0.08179374 0.26572466 3.39706E-10 0.008823274 0.001403897
180 0.052988258 0.052988258 0.102958477 0.23019177 0.010306744 0.011484533 0.03863995 0.05366018 0.05838738 0.08014045 0.26851523 5.07206E-10 0.007443136 0.001304965
190 0.055379674 0.055379674 0.108269359 0.23532887 0.013458454 0.0126105 0.04037479 0.05116131 0.06793118 0.08121871 0.27681202 5.41363E-10 0.008690842 0.001538952
200 0.051780626 0.051780626 0.101589085 0.22755352 0.010444876 0.011364442 0.03630859 0.050317705 0.06338877 0.08100908 0.25530696 4.15137E-10 0.008185733 0.001480075
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.039443548 0.039443548 0.104953038 0.19860399 0.004480547 0.018504778 0.045134 0.04253545 0.050479617 0.061815947 0.16204703 3.72323E-06 0.007845704 0.00158867
20 0.050524607 0.050524607 0.133930303 0.22477679 0.010866623 0.040970627 0.064053625 0.05533227 0.067824066 0.06539377 0.17919685 2.05741E-06 0.02009033 0.001515825
30 0.052402805 0.052402805 0.1348322 0.22891657 0.015541649 0.058866363 0.047961455 0.07329825 0.056366853 0.072956555 0.17619486 5.94387E-07 0.020514319 0.002327148
40 0.051256524 0.051256524 0.12096036 0.22639905 0.010983861 0.023254588 0.049383994 0.07441978 0.070140794 0.082910486 0.18060051 3.00314E-07 0.019207379 0.00166354
50 0.051267052 0.051267052 0.11994868 0.22642228 0.009666085 0.016976401 0.0572509 0.06261647 0.08337076 0.07359093 0.18676947 4.98233E-07 0.019855833 0.002573184
60 0.049496081 0.049496081 0.11386743 0.22247717 0.011778341 0.019321507 0.05004405 0.061706565 0.072427385 0.07189906 0.18587373 8.04124E-07 0.020058883 0.001850511
70 0.048560495 0.048560495 0.112098717 0.22036447 0.012362056 0.021895798 0.05497312 0.05139867 0.0679441 0.06550986 0.19189109 9.12338E-07 0.017525863 0.002103506
80 0.048983753 0.048983753 0.111347737 0.22132273 0.009686956 0.021653697 0.054013036 0.054473672 0.0683569 0.0647887 0.19698375 7.85495E-07 0.017810628 0.002069383
90 0.05108366 0.05108366 0.115232204 0.22601694 0.008507939 0.02290317 0.05941409 0.054790188 0.0672797 0.0753799 0.20089215 1.04119E-06 0.019084297 0.002584158
100 0.049484016 0.049484016 0.11077446 0.22245002 0.008547222 0.021124588 0.051336087 0.055467412 0.06887612 0.07565808 0.19537593 1.03455E-06 0.016417656 0.002036024
110 0.05054124 0.05054124 0.112859597 0.2248138 0.008532953 0.02735787 0.052848577 0.056025293 0.05893893 0.07725379 0.20753527 6.50297E-07 0.014649896 0.002269133
120 0.049887057 0.049887057 0.11134138 0.22335409 0.00889026 0.0230664 0.05232882 0.05481144 0.06947364 0.07185504 0.19915302 9.2668E-07 0.016689576 0.00260148
130 0.05227106 0.05227106 0.114624717 0.22862867 0.009102572 0.022088705 0.05594286 0.055981126 0.07545797 0.07807255 0.20496728 7.19629E-07 0.018393109 0.002703738
140 0.049085165 0.049085165 0.109927742 0.22155172 0.008590626 0.02364545 0.052092195 0.0536312 0.06400545 0.07092992 0.1991491 6.39672E-07 0.016179232 0.002627839
150 0.050831696 0.050831696 0.111734662 0.22545888 0.009157714 0.02112529 0.05354362 0.05538808 0.06958353 0.084630236 0.1959997 5.63357E-07 0.016719183 0.002169046
160 0.052010723 0.052010723 0.11320649 0.22805862 0.009589119 0.02217054 0.057535175 0.05482255 0.06859484 0.074872866 0.2124232 4.7422E-07 0.017298764 0.002799693
170 0.051436705 0.051436705 0.112424355 0.22679664 0.009342629 0.020731773 0.053644046 0.05638351 0.07153681 0.07736952 0.20584235 5.34336E-07 0.017016387 0.002499485
180 0.05122375 0.05122375 0.111993094 0.22632663 0.009092827 0.021802187 0.052157465 0.057126038 0.06865697 0.07233395 0.21173841 4.90415E-07 0.016773527 0.002555619
190 0.055251136 0.055251136 0.117734482 0.23505564 0.009587382 0.019760707 0.068171956 0.055953916 0.073888734 0.10670089 0.1984176 4.20704E-07 0.016638845 0.003390926
200 0.053046262 0.053046262 0.114054637 0.23031777 0.009882971 0.021564616 0.05648321 0.05913056 0.072209984 0.0753728 0.21711051 3.46599E-07 0.016259646 0.002447967
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model has been run in forecast mode using the same format GRIB data for July 2018 
(WRF prediction) based on the same conditions as model prediction (i.e. input seven days 
data and predict weather parameters for timeslot 6, 9, 12, 24 and 48). The WRF predicted 
values are evaluated with respect to the ground truth. Finally, the model prediction and 
WRF prediction are compared to determine to what extent the deep learning model can 
be used for weather forecasting. Please refer to Appendix 7 for sample analysis of 
comparing the model prediction and WRF prediction with respect to the ground truth for 
each timeslot. Figure 5.14 shows a comparison of MSE values related to the proposed 






















Figure 5.14 Comparison of proposed model prediction with WEF prediction for long-
term forecasting.  
As per information from Figure 5.14, it is evident that the WRF model produces better 
forecasting results for the very long-term compared to the deep learning model. The 
reason for this is that the WRF model is combined with many other climate models 
(Hernández-Ceballos et al., 2014; Liu et al., 2012; NCAR/UCAR, 2019) and data comes 
into the system globally (Commerce, 2015; NCAR/UCAR, 2019). The MIMO-LSTM 
model has predicted these outputs based on five months of training data. Increasing the 
sample size of the training dataset could result in an increase in the accuracy of predictions 
in neural network models (Gulli and Pal, 2017). The Rainc and Rainnc parameters show 
much better results in the deep learning model compared to the WRF model for long-term 
forecasting. The experiments of (Yonekura et al., 2018a) already proved that the deep 
neural network models yield the highest accuracy for rain prediction.  
Contrarily, the SMOIS and snow parameters show weak results in deep learning 
compared to the WRF model at all timeslots. Simply, these error patterns are rather low 
(maximum error: Snow-0.016kg/m2, SMOIS-0.00035 m3/m3) and can be considered 
negligible. The reason for diverting these figures is that we trained and tested the model 
using the winter and spring weather data (Jan-June) and attempted to predict the summer 
(July 2018) forecast. This could be resolved by increasing the size of the sample data, 
such as training with two years of complete training data. In all other cases, the deep 
learning model provides, to some extent, a more accurate prediction than the WRF model.  
Table 5.18 and Figure 5.15 shows the comparison of overall error values of the WRF 
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Table 5.18 Comparison of overall error values of the WRF model and proposed MIMO-
LSTM model for each timeslot. Lower MSE is better and is highlighted. 
Timeslot 
 Overall MSE 
WRF Proposed deep model 
3 Hours 22793.84 12389.753 
6 Hours 19929.73 9969.903 
9 Hours 21141.912 16931.824 
12 Hours 27810.596 27809.496 
24 Hours 19621.064 62337.93 
48 Hours 30509.21 95995.89 
 
 
Figure 5.15 Comparison of overall MSE values of the WRF model and proposed deep 
learning model for each timeslot. 
As indicated in Figure 5.15, the proposed MIMO-LSTM model produces better 
predictions compared to the WRF model for predictions up to 12 hours overall. Therefore, 
we can use deep learning with MIMO-LSTM model for up to 12 hours of weather 
forecasting with higher accuracy compared to the well-established WRF model.  The 
comparison of WRF prediction vs the MIMO-LSTM model prediction for 50 random data 
samples concerning the ground truth is shown in Figure 5.16. Please refer Appendix 8 for 
a comparison of 100 random data samples for historical weather data. For each graph, the 
ground truth, WRF prediction, and the proposed deep model’s predictions are represented 





   108 
 
a) 3 Hour 
 
b) 6 Hour 
 
c) 9 Hour 
 
d) 12 Hour 
 
e) 24 Hour 
 
f) 48 Hour 
i) TSK  
 
 
a) 3 Hour 
 
b) 6 Hour 
 
c) 9 Hour 
 
d) 12 Hour 
 
e) 24 Hour 
 
f) 48 Hour 
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x) SMOIS  
Figure 5.16 Comparison of WRF prediction vs the proposed model prediction for 50 
random data samples with respect to the ground truth. 
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As per Figure 5.16, the red line-chart (deep model prediction) followed closely to the blue 
line-chart (ground truth) to some extent and diverted with time increases in many 
parameters. The green line-chart (WRF model prediction) also diverted from the blue 
line-chart when time increased, but this diversion is relatively small compared with the 
red line-chart. As shown in Figure 5.16 (vi), and Figure 5.16 (vii), the rainc and rainnc 
values are accurate in the deep learning model compared to the WRF model for up to 48 
hours.  As discussed earlier, the WRF model produces a better prediction for the Snow 
and SMOIS parameters. As shown in Figure 5.16 (x), the difference is negligible for the 
parameter SMOIS. As shown in Figure 5.16 (viii), the maximum snow values are shown 
in the 3 hours line-chart. This value is equal to 0.24 kg/m2, and this is a relatively 
negligible figure. Overall, the deep learning model delivers a better forecasting prediction 
compared to the WRF model for up to 12 hours. 
5.2.4 Computational complexity 
As discussed in Section 2.3, NWP models, such as WRF, utilises computer algorithms to 
provide a forecast based by solving a large system of non-linear mathematical equations. 
These NWP models run in major weather forecasting centres with large grids of 
supercomputers, specifically addressing global/regional forecast (Met Office, 2019). As 
described in Section 2.1, the data-driven computer modelling systems, such as ML and 
deep learning models, can be utilised to reduce the computational power of NWP systems 
(Hayati and Mohebi, 2007). The proposed model could run on a standalone computer, 
and it could easily be deployed.  
Time is taken to predict the next 48-hour weather forecast for the both WRF model and 
the proposed model shown below. These figures are based on running each model with a 
conventional computer with the hardware specified in Section 3.2.4.1. Seven days 
weather data covering the whole of the UK with 10 km resolution is the input to both 
models.  
• WRF model: 9 hours and 24 minutes 
• Proposed model: 2 minute and 12 second 
The WRF model needs more time and more computational power to solve a large number 
of mathematical equations compared to the proposed model.  Therefore, the above figures 
apparent that the proposed model is less computation complex and lightweight compared 
to the WRF model. Besides, the complexity of the NWP models (such as WRF) poses 
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significant difficulties in their implementation (Hayati and Mohebi, 2007; Powers et al., 
2017). 
Moreover, the WRF model needs a larger number of weather parameters to get a 
prediction. For instance, the GFS data consists of over 257 local and global weather 
parameters. Each of these parameters is involved in the calculation of the weather forecast 
(NCAR/UCAR, 2019; NCEI, 2019). This increased number of parameters increases the 
computational complexity of the NWP model. The proposed model uses only ten input 
parameters for a medium-range accurate forecast by reducing the computational 
complexity of the model. 
As described in Section 1.2, the proposed model can be used for weather prediction. Even, 
this model generates more accurate predictions compared to the well-recognised WRF 
model for up to 12 hours. The historical weather data is used to evaluate and validate 
these models. The only issue is the proposed model still use the WRF model to extract 
GRIB data to use as input for the new model (i.e. GFS GRIB data). On the other hand, it 
requires a minimum of three hours of access GFS data after taking the atmospheric 
measurements. This includes the time taken to upload data to the website (NCAR/UCAR, 
2019; NCEI, 2019). Besides, the WRF model also taken the time to extract the GFS data 
depend on the computer system. Hence, the input data which are used in the new model 
are not the current atmospheric measurement data (i.e. older more than 3 hours). 
Therefore, it is not practicable to use WRF data with the new model, and it will be highly 
beneficial to consider the use of local weather station data for weather forecasting. 
5.3 Using Weather Station Data 
Section 5.1 evidenced that the Neural Network approaches can be used for weather 
forecasting. Furthermore, the neural network predictions have higher accuracy compared 
to the state-of-art WRF model for up to 12 hours. The focus of this section is to get a 
weather forecast using highly accessible data instead of waiting for the GRIB-GFS data 
and extract them from the WRF model. Therefore, the goal of this section is to validate 
the proposed deep neural networks approach for a fine-grained and area-specific weather 
forecast using local weather station data for precision agriculture and other interesting 
industries. There are three steps to achieve this goal, similar to Section 5.1. 
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• Compare the performances of proposed neural network weather forecasting 
model variances (i.e. MIMO-LSTM, MISO-LSTM, MIMO-TCN, and 
MISO-TCN) with the existing approaches using local weather station data. 
• Use the proposed model for short-term forecasting. 
• Evaluate the proposed model for long-term forecasting with necessary 
changes. 
5.3.1 Comparing neural network approaches for fine-grained and area-
specific weather forecasting 
Similar to Section 5.2.1, this section aims to propose an efficient Neural Network-based 
short-term (up to 1-hour) weather forecasting model by exploring temporal modelling 
approaches of LSTM and TCN and compare its performance with the existing classic ML 
approaches, such as SR and SVR. Similar to the section mentioned above, all these ML 
approaches are evaluated in MIMO and MISO proposed models. 
 Machine learning approaches with MIMO 
As described Section 5.2.1.1, the classic ML approaches such as SR and SVR are 
compared to proposed cutting-edge deep learning approaches to propose an optimal 
weather forecasting model for the weather station data.  
5.3.1.1.1 Baseline approaches for MIMO 
5.3.1.1.1.1 SR 
The Weather station training dataset is used to train a model using the SR approach. The 
trained model is evaluated using the weather station validation dataset. The testing dataset 
is used to select the best model with the optimal MSE among a number of different models 
(i.e. model with different configurations and controls). Therefore, the testing dataset is 
not used in this experiment. The evaluation results are shown in Table 5.19. This 
evaluation is carried out using the actual values and not the normalised data (i.e. the 
normalised predictions are converted to the human-understandable form and compared 
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Table 5.19 Evaluation results for baseline-SR for MIMO model. 
Parameter MSE MAE RMSE 
Barometer 0.0091116011 0.063254585 0.095454707 
Pressure 0.0091145042 0.064218744 0.095469913 
Temperature 7.372159474 1.452545265 2.715172089 
Humidity 80.62451233 12.23548757 8.979115342 
Wind speed 4.669748612 1.215484565 2.160960113 
Wind direction 23525.56626 142.2325212 153.3804624 
Rain rate 0.009573162 0.064521265 0.097842537 
Rain 0.008228854 0.054254858 0.090713031 
Dew point 41.17251214 2.986525632 6.416581032 
Heat index 23.99016002 2.012515263 4.897975094 
5.3.1.1.2 Proposed approaches for MIMO 
5.3.1.1.2.1 LSTM 
Similar to Section 5.2.1.1.2.1, the proposed MIMO-LSTM model variance is evaluated 
with several configurations and controls to find an optimal model with least MSE. Please 
refer to Appendix 9 for a sample evaluation report. Table 5.20 presents a summary report 
of the MIMO-LSTM evaluation using the weather station testing dataset. Similar to the 
above section, the ‘save model weight at every ten epochs’ technique is used in this 
evaluation. In this section, there are 24 experiments to carry out for selected 
configurations and controls. 
As shown in Table 5.20, the optimal model with the least MSE found is in configuration 
6 with the ‘Adam’ optimiser, a fixed learning rate of 0.01, a batch size=128, and the 








   117 
Table 5.20 Evaluation of LSTM-MIMO model variance for weather station data- 
Summary report. 




Adaptive- Adam 0.518730355 




Adaptive- Adam 1.035494329 




Adaptive- Adam 0.827577624 




Adaptive- Adam 0.518730355 




Adaptive- Adam 0.577940676 




Adaptive- Adam 0.518730355 
Adaptive- SGD 0.04796627 
 
 
Figure 5.17 Evaluation results for MIMO-LSTM model variance for Configuration 6 
with ‘Adam’ optimiser. The row with the best MSE is highlighted. 
Epoch Loss Total MSE Total MAE Total RMSE Barometer Pressure Temp Humid Wspeed Wdirec Rrate Rain Dpoint Hindex
10 0.034107108 0.034107108 0.108349894 0.1846811 0.17848282 0.18107975 0.14125057 0.16029635 0.23980094 0.36036104 0.07103596 0.07001514 0.12154793 0.13671787
20 0.02954915 0.02954915 0.097619433 0.17131594 0.16997503 0.16721344 0.13647832 0.13470235 0.2125997 0.33656883 0.07093121 0.0698651 0.115691334 0.13451591
30 0.029460589 0.029460589 0.095639069 0.17164089 0.15634187 0.1594056 0.12645416 0.16868205 0.20931469 0.33754754 0.071298026 0.07196441 0.12755524 0.12659027
40 0.030160072 0.030160072 0.09788207 0.17366655 0.15201497 0.15237398 0.1378458 0.15247755 0.20528299 0.35807562 0.07142904 0.07427224 0.11790431 0.13470083
50 0.032135243 0.032135243 0.099036958 0.17926306 0.16875654 0.16392176 0.13587645 0.11894302 0.21526924 0.37893334 0.07111206 0.0701585 0.11964756 0.13844675
60 0.038044778 0.038044778 0.11161159 0.1950507 0.16662605 0.16699667 0.1454079 0.15499462 0.2383657 0.4177307 0.07439997 0.078708135 0.12452205 0.14517458
70 0.039055985 0.039055985 0.107296426 0.19762588 0.18262134 0.1796787 0.13673967 0.12177737 0.22226693 0.44563994 0.071576044 0.069509156 0.124484405 0.13397318
80 0.044833328 0.044833328 0.118214644 0.21173882 0.18815541 0.1820349 0.15417701 0.1496161 0.24355401 0.4707324 0.072379164 0.07080586 0.12935188 0.16045855
90 0.040022497 0.040022497 0.113011271 0.20005623 0.18270423 0.18232739 0.15432486 0.14645982 0.2503674 0.4190989 0.07284177 0.07008582 0.13145055 0.15003093
100 0.045218137 0.045218137 0.120721634 0.21264558 0.18412966 0.17953487 0.18040077 0.14546712 0.26546285 0.44700104 0.07271414 0.071082756 0.14310227 0.17675103
110 0.046394557 0.046394557 0.121942778 0.21539396 0.19036418 0.1857993 0.17857532 0.14336088 0.27830118 0.44919214 0.073923476 0.071478084 0.14544901 0.17259736
120 0.048002944 0.048002944 0.124086369 0.21909575 0.19139914 0.1842405 0.1859243 0.15823784 0.2959289 0.4462908 0.07420694 0.08735957 0.14099282 0.17342857
130 0.047685333 0.047685333 0.125922622 0.21836972 0.19384316 0.18824933 0.18458267 0.15603597 0.27557465 0.45250854 0.073737495 0.092991866 0.13892367 0.17700996
140 0.047595783 0.047595783 0.125146105 0.21816458 0.19053522 0.18541873 0.19088753 0.15684561 0.29177764 0.43867308 0.07587726 0.095004305 0.14030628 0.17943843
150 0.045261775 0.045261775 0.120342686 0.21274814 0.19280158 0.18801314 0.17313565 0.15217066 0.28699765 0.43123025 0.073492914 0.072714984 0.13785344 0.17013247
160 0.046797429 0.046797429 0.122366483 0.21632713 0.19975215 0.19213739 0.16777572 0.15523334 0.28630477 0.44539577 0.07301922 0.07860657 0.13787413 0.16745928
170 0.048473592 0.048473592 0.124051467 0.22016719 0.20002052 0.19621941 0.17041166 0.15043288 0.2797298 0.46162733 0.077726126 0.09459083 0.14035355 0.16887574
180 0.048263887 0.048263887 0.123495635 0.21969044 0.20017447 0.19685675 0.16918896 0.15128258 0.27796334 0.46302003 0.07536712 0.092687644 0.13888918 0.1645982
190 0.047679961 0.047679961 0.12282161 0.21835741 0.1989219 0.19419295 0.17229421 0.15354139 0.2800251 0.45702145 0.073205546 0.07558068 0.14127095 0.1671732
200 0.048023633 0.048023633 0.122941637 0.21914296 0.20049107 0.19827947 0.16691057 0.15124169 0.28853533 0.45592445 0.07356082 0.08516188 0.13837239 0.16450329
210 0.047824495 0.047824495 0.123047522 0.21868812 0.2007572 0.19678745 0.16960733 0.1502698 0.2828759 0.45781574 0.07403213 0.08011133 0.1396351 0.16388403
220 0.047216472 0.047216472 0.12116488 0.21729352 0.2015698 0.19706765 0.16812363 0.14918657 0.276571 0.45742002 0.07373597 0.07449703 0.13752253 0.1629497
230 0.047376308 0.047376308 0.121260543 0.21766101 0.2024815 0.1973666 0.17303269 0.1514307 0.2779177 0.45369834 0.07366395 0.07384433 0.13779685 0.16730632
240 0.047027571 0.047027571 0.121376976 0.21685842 0.20414717 0.19883585 0.1710688 0.15571696 0.27939624 0.44714317 0.074346974 0.075946026 0.13778639 0.16514239
250 0.047071637 0.047071637 0.121640037 0.21696 0.20229027 0.19741403 0.17249963 0.15272047 0.27612433 0.44951466 0.07429774 0.075691275 0.14039566 0.16874458
260 0.04714559 0.04714559 0.120692955 0.21713036 0.20230621 0.19904761 0.1715802 0.15218052 0.27694577 0.45147413 0.0741802 0.075611226 0.13767344 0.16615622
270 0.046221766 0.046221766 0.120168619 0.21499248 0.20673907 0.20272839 0.17280608 0.14970605 0.27405187 0.43883154 0.07373566 0.07531339 0.13909832 0.16723944
280 0.045425514 0.045425514 0.119348868 0.21313262 0.20136423 0.19800417 0.1457536 0.15358251 0.28586546 0.44248626 0.07214218 0.073825374 0.1397484 0.14823216
290 0.038534756 0.038534756 0.1114821 0.19630271 0.20765847 0.20219725 0.14186999 0.13914128 0.2575763 0.38489333 0.073577344 0.07197847 0.12700595 0.14366959
300 0.041885993 0.041885993 0.114932265 0.20466068 0.20940587 0.20403273 0.14692605 0.14193578 0.2782224 0.40514287 0.0748064 0.082206436 0.12622294 0.14768933
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According to Figure 5.17, the least MSE is equal to 0.029460589, and this value is 
recorded with the normalised data. The validation dataset is used with the above optimal 
MIMO-LSTM model variance to get a weather prediction. The results are de-normalised 
and evaluated with the ground truth, as shown in Table 5.21.  
Table 5.21 Evaluation of MIMO-LSTM model variance. 
Parameter MSE MAE RMSE 
Barometer 0.007569974 0.056349196 0.08700559 
Pressure 0.007083774 0.054011453 0.084165156 
Temperature 2.9798136 0.9351834 1.7262137 
Humidity 29.029621 3.5467129 5.387914 
Wind speed 2.0961268 1.003048 1.4478006 
Wind direction 3783.2769 43.839752 61.508347 
Rain rate 0.00114398 0.01208018 0.0338228 
Rain   0.0000109 0.00111625 0.003296755 
Dew point 19.998379 1.6345986 4.471955 
Heat index 11.032139 1.8201575 3.3214664 
 
5.3.1.1.2.2 TCN 
Similar to Section 5.2.1.1.2.2, there are different configurations and controls utilised to 
discover the optimal MIMO-TCN. The similar controls are kept constant during these 
experiments and utilise the ‘save best model’ approach. Table 5.22 shows the summary 
of the evaluation report. Please refer to Appendix 10 for a sample evaluation report. In 
this section, there are 40 experiments to carry out for selected configurations and controls.  
As per table 5.22, the optimal model for the MIMO-TCN variance is found in the 
configuration and controls of 256 filters, one TCN layer, and ‘tanh’ activation function. 
The weather station validation dataset is used to evaluate this optimal model. First, the 
predicted output for the above configuration is de-normalised and then compared with the 
ground truth, and the MSE for each parameter is calculated. The results of this process 
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Table 5.22 MIMO-TCN analysis. The optimal model with least MSE is highlighted. 
No of Filters TCN layers Activation: Linear Activation: tanh 
32 1 0.0442102 0.035241569 
 2 0.042216352 0.037659987 
 3 0.03612543 0.039659869 
 4 0.048012452 0.041983233 
64 1 0.03373083 0.033271397 
 2 0.033534372 0.036429466 
 3 0.043976752 0.039012146 
 4 0.044710453 0.039457896 
128 1 0.040125466 0.026724573 
 2 0.041897433 0.027292923 
 3 0.043650215 0.03156479 
 4 0.046015479 0.033998653 
256 1 0.032124572 0.026642543 
 2 0.03923651 0.027989856 
 3 0.041012148 0.02995659 
 4 0.04779821 0.033021454 
512 1 0.045956742 0.027268749 
 2 0.049774588 0.031444546 
 3 0.051217459 0.035659836 
 4 0.056728855 0.041142636 
 
Table 5.23 Evaluation results for optimal MIMO-TCN model variance. 
Parameter MSE MAE RMAE 
Barometer 0.003305803 0.037975818 0.057496108 
Pressure 0.003601799 0.039164443 0.060014986 
Temperature 2.8303354 0.91098636 1.68236 
Humidity 24.027027 3.205585 4.901737 
Wind speed 1.9519161 1.0310366 1.3971099 
Wind direction 4106.5347 43.897945 64.08225 
Rain rate 0.001456705 0.021238849 0.038166806 
Rain 0.0000167 0.002216114 0.004086915 
Dew point 24.394356 2.250649 4.939064 
Heat index 9.148514 1.6465291 3.024651 
5.3.1.1.3 Comparison of baseline approaches and proposed approaches for MIMO 
model 
Table 5.24 and Figure 5.18 present the evaluation results after comparing baseline-SR, 
MIMO-LSTM, and MIMO-TCN model variances. These results are evaluated using the 
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MSE matric. This is used to assess the best model after comparing the performance of all 
the models of MIMO. 
Table 5.24 MIMO model analysis of SR, LSTM, and TCN in predicting different weather 
parameters. The lower MSE is better and shown in highlighted. 
Parameter 
Model variances 
Baseline-SR MIMO-LSTM MIMO-TCN 
Barometer 0.0091116 0.007569974 0.003305803 
Pressure 0.009114504 0.007083774 0.003601799 
Temperature 7.372159 2.9798136 2.8303354 
Humidity 80.62451 29.029621 24.027027 
Wind Speed 4.669748 2.0961268 1.9519161 
Wind Direction 23525.566 3783.2769 4106.5347 
Rain Rate 0.009573162 0.001143982 0.001456705 
Rain  0.008228854 1.09E-05 1.67E-05 
Dew point 41.172512 19.998379 24.394356 
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f) Wind direction 
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j) Heat index 
  
Figure 5.18 MIMO analysis of different techniques in predicting different weather 
parameters.  
According to Table 5.24 and Figure 5.18, the MIMO-TCN model variance provides better 
results in six out of ten parameters. Therefore, the MIMO-TCN model variance has been 
selected as the proposed model in MIMO.   
 MISO neural networks 
Similar to Section 5.2.1.2, the MISO models are created with classic ML approaches such 
as SR and SVR and proposed deep learning approaches such as LSTM and TCN (i.e. 
model variances of MISO-LSTM and MISO-TCN). These models are evaluated to 
determine an optimal model for MISO. 
5.3.1.2.1 Baseline approaches for MISO 
5.3.1.2.1.1 SR 
Ten different SR models are developed to represent each parameter in multi-input SR. 
These models are trained with the training dataset and finally evaluated with the 
validation dataset. Table 5.25 presents the evaluation results after comparing the 
predicted values with the ground truth. Similar to Section 5.2.1.2.1.1, the SR prediction 
is de-normalised before comparing to the ground truth. In this section, there are ten 
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Table 5.25 Evaluation of baseline-SR for MISO model. 
Parameter MSE MAE RMSE 
Barometer 0.006052928 0.069625005 0.077800564 
Pressure 0.006040654 0.069636285 0.07772165 
Temperature 7.4294343 2.082642 2.725699 
Humidity 80.41223 6.8781376 8.967287 
Wind speed 4.660474 1.701152 2.158813 
Wind direction 23529.016 122.22709 153.39171 
Rain rate 0.006573259 0.07476329 0.08107564 
Rain 0.005008375 0.07051124 0.070769876 
Dew point 44.836395 4.6009636 6.6959987 
Heat index 23.886951 3.73143 4.887428 
 
5.3.1.2.1.2 SVR 
As described in Section 5.2.1.2.1.2, the parameters are optimised with ‘linear’ and ‘rbf’ 
kernels. Table 5.26 presents the cost values for each parameter linear kernel, and table 
5.27 presents the cost and gamma values for the rbf kernel. In parameter optimisation, 
there are 20 different codes to experiment within. The C and gamma values provided by 
Table 5.26 and Table 5.27 are used to create models for each parameter. Altogether 20 
programs are executed where one set of 10 parameters for the linear kernel with optimised 
cost values, and the other is set of 10 parameters in the ‘rbf’ kernel with optimised cost 
and gamma values. All the results are de-normalised and compared with the ground truth.  
The results of this process are presented in Table 5.28. In this section, there are 20 
different models to train and test to represent each kernel. 
Table 5.26 Cost values for SVR for linear kernel. 





Wind speed 0.1 
Wind direction 1 
Rain rate 0.1 
Rain 0.1 
Dew point 0.1 
Heat index 0.1 
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Table 5.27 Cost and gamma values for SVR for rbf kernel. 
Parameter Best cost value Best gamma value 
Barometer 1 0.1 
Pressure 1 0.1 
Temperature 1 0.2 
Humidity 10 0.2 
Wind speed 10 0.5 
Wind direction 1000 0.0001 
Rain rate 100 0.0001 
Rain 1000 0.0001 
Dew point 1 0.5 
Heat index 1 0.2 
 
Table 5.28 Evaluation results of SVR linear and rbf kernels. The evaluation metric is 
MSE. The least MSE is the best and is highlighted. 
Parameter SVR Kernel=’ rbf’ SVR Kernel=’linear’ 
Barometer 0.015126812 0.010888682 
Pressure 0.014858767 0.010738483 
Temperature 13.373324 6.6375537 
Humidity 55.036636 53.577785 
Wind Speed 2.9299066 2.6081274 
Wind Direction 6177.982 16527.996 
Rain Rate 0.002406244 0.001692935 
Rain  0.0000251 0.0000297 
Dewpoint 78.94774 84.072655 
Heat Index 42.923523 21.148586 
There are some parameters that provide better performance for the linear kernel while 
others are better for the rbf kernel. Therefore, the combined model is selected as the 
optimal model for the SVR (i.e. Barometer with linear kernel, wind direction with rbf 
kernel, etc.). 
5.3.1.2.2 Proposed approaches for MISO 
5.3.1.2.2.1 LSTM 
As described Section 5.2.1.2.2.1, the similar configurations and controls are utilised for 
the LSTM-MISO model variance. In this case, the six configurations are utilised to create 
models with two optimisers (i.e. Adam and SGD) and only for the fixed learning rate of 
0.01. The adaptive learning rate method is not used here to reduce the complexity of 
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experiments. Please refer to Appendix 11 for a sample evaluation report. Configuration 
1, configuration five and configuration six yield higher performances compared to the 
other configurations. Table 5.29 presents a summary report for the above configurations. 
In this section, 120 experiments are carried out with selected configurations and controls. 
Table 5.29 Best MSE found for each parameter in LSTM-MIMO model variance. The 















Barometer 0.014348842 0.03524592 0.014640401 0.040140964 0.015224963 0.032323095 
Pressure 0.013591958 0.03443334 0.013718473 0.041699743 0.013981406 0.032317061 
Temperature 0.011345458 0.099812315 0.012140766 0.033917827 0.011213889 0.019738242 
Humidity 0.009414103 0.022676787 0.010070267 0.027716481 0.010408232 0.01985851 
Wind speed 0.129971616 0.058718044 0.043135769 0.061063361 0.038659616 0.051772386 
Wind 
direction 
0.117587778 0.120334177 0.112957981 0.122671151 0.113660647 0.114253978 
Rain rate 0.005517046 0.005050923 0.005517046 0.005110873 0.005517046 0.00514825 
Rain  0.004974048 0.004767614 0.004974048 0.004757281 0.004974048 0.004773101 
Dew point 0.011537577 0.817569852 0.011311761 0.014811731 0.011347561 0.014364105 
Heat index 0.011079868 0.022556223 0.011915847 0.030602 0.012069368 0.021105004 
As shown in Table 5.29, the optimal MSE values are found in various configurations and 
controls in different parameters. The combination of each parameter with its optimal MSE 
is taken as the optimal model for LSTM-MISO model variance.  The weather station 
validation dataset is used with this model to get a forecast to compare its accuracy with 
the ground truth after converting the normalise data into the human-understandable 
format. The evaluation results are shown in Table 5.30. 
Table 5.30 Evaluation results for LTSM-MISO model variance. 
Parameter MSE MAE RMSE 
Barometer 0.003995666 0.035073567 0.06321128 
Pressure 0.003750399 0.03348094 0.0612405 
Temperature 2.5194325 0.7456182 1.587272 
Humidity 18.087887 2.6218567 4.2529855 
Wind speed 1.6269077 0.9049273 1.2755029 
Wind direction 3974.5454 45.148834 63.043995 
Rain rate 0.001146236 0.015885605 0.033856105 
Rain   0.0000106 0.001200271 0.003258569 
Dew point 18.107563 1.2307862 4.255298 
Heat index 7.449141 1.2544837 2.7293115 
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5.3.1.2.2.2 Exploring LSTM Single-Input Single-Output (SISO) 
While MIMO and MISO deep learning models have experimented for weather 
forecasting, the research focus has brought attention to the deep learning SISO models. 
The applicability of this SISO model experiments with the LSTM approach. The general 
architecture of the SISO-LSTM model is depicted in Figure 5.19. 
 
Figure 5.19 The proposed MISO deep model architecture for weather forecasting. 
The same MISO-LSTM optimal model variance configurations and controls are utilised 
within this SISO- LSTM model variance analysis, such as; barometer: config1-Adam, 
temperature: config5-Adam, wind direction: config5-SGD, etc. Please refer to Appendix 
12 for a sample evaluation report. Table 5.31 presents a summary of SISO- LSTM model 
variance valuation report. In this section, there are ten models to experiment which 
represent each parameter. 
Table 5.31 Evaluation results of SISO-LSTM model variance. 
Parameter MSE MAE RMSE 
Barometer 0.182388832 0.225255307 0.427070055 
Pressure 0.182223182 0.225588988 0.426876073 
Temperature 0.231083682 0.269661163 0.480711641 
Humidity 0.227312026 0.263423089 0.47677251 
Wind speed 0.237174219 0.338607592 0.487005358 
Wind direction 0.371560259 0.487503175 0.609557429 
Rain rate 0.095169354 0.122731833 0.308495307 
Rain   0.094797344 0.115317102 0.307891773 
Dew point 0.150715861 0.171364284 0.388221407 
Heat index 0.251057567 0.251057567 0.501056451 
 
The SISO-LSTM model variance performance is compared with the MIMO-LSTM and 
MISO-LSTM model variances to find its applicability. This comparison report is 
presented in Table 5.32 and Figure 5.20. All these MSE values are calculated in the 
normalised format (i.e. predicted normalised data compared with the normalised ground 
truth for the weather station testing dataset). 
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Table 5.32 Comparison of optimal MSE in each parameter for MIMO-LSTM, MISO-
LSTM, and SISO-LSTM model variances.  
Parameter 
Model variances 
SISO-LSTM MIMO-LSTM MISO-LSTM 
Barometer 0.182388832 0.15634187 0.014348842 
Pressure 0.182223182 0.1594056 0.013591957 
Temperature 0.231083682 0.12645416 0.012140766 
Humidity 0.227312026 0.16868205 0.009414103 
Wind Speed   0.237174219 0.20931469 0.038659617 
Wind direction 0.371560259 0.33754754 0.12267116 
Rain Rate 0.095169354 0.071298026 0.005050922 
Rain 0.094797344 0.07196441 0.004757281 
Dew Point 0.150715861 0.12755524 0.01131176 
Heat Index 0.251057567 0.12659027 0.011079869 
 
 
Figure 5.20 Comparison of model variances LSTM-MIMO, LSTM-MISO, and LSTM-
SISO.  
As indicated in Figure 5.20, the SISO-LSTM model variance yields higher MSE for all 
parameters. As the experiment uses only one parameter as an input for each 
training/testing model, this experiment proves that each weather parameter depends upon 
or is interrelated to other weather parameters rather than dependent upon itself. The 
prediction accuracy of a selected weather parameter depends upon its previous 
observations and the observations of the interrelated parameters (Di et al., 2015; Jincai et 
al., 1996). This is the reason the MIMO-LSTM and MISO-LSTM model variances 
provide better prediction performances compared to the SISO-LSTM model variance.  
Moreover, these results prove that the SISO deep modelling concept is not successful for 
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weather modelling. Therefore, the SISO concept is not practised with other ML 
approaches such as SR, SVR, and TCN.  
5.3.1.2.2.3 TCN 
Similar to Section 5.2.1.2.2.2, different configurations and controls are utilised to 
discover the optimal model for MISO-TCN model variance. The same controls described 
in the above section are kept constant during these experiments and use the ‘save the best 
model approach’.  Optimal MSE for each parameter is found in different configuration 
and different controls. Please refer Appendix 13 to a sample evaluation report. Table 5.33 
presents a summary of this evaluation, where the optimal MSE is found for each 
parameter. In this section, 100 different experiments are carried out to represent the 
selected configurations and controls. 
Table 5.33 Summary of configurations and controls for each parameter with least MSE. 
Parameter Optimal MSE Configuration and controls 
Barometer 0.001521964 No of filters: 256, no of TCN layers: 1, activation: tanh 
Pressure 0.002024501 No of filters: 256, no of TCN layers: 1, activation: linear 
Temperature 0.009870145 No of filters: 256, no of TCN layers: 1, activation: linear 
Humidity 0.01006111 No of filters: 64, no of TCN layers: 2, activation: linear 
Wind Speed 0.044360427 No of filters: 256, no of TCN layers: 2, activation: tanh 
Wind direction  0.115209464 No of filters: 256, no of TCN layers: 1, activation: tanh 
Rain rate 0.005125052 No of filters: 64, no of TCN layers: 4, activation: linear 
Rain 0.004834251 No of filters: 256, no of TCN layers: 4, activation: tanh 
Dew point 0.01126207 No of filters: 64, no of TCN layers: 1, activation: linear 
Heat index 0.010076128 No of filters: 256, no of TCN layers: 1, activation: tanh 
 
Table 5.34 Evaluation results for MISO-TCN model variance. 
Parameter MSE MAE RMSE 
Barometer 0.000423817 0.014543533 0.020586805 
Pressure 0.000558613 0.016262714 0.023634989 
Temperature 2.048237 0.69914323 1.4311663 
Humidity 19.33102 2.736332 4.3967056 
Wind speed 1.8668145 0.9522951 1.3663142 
Wind direction 3732.787 40.07244 61.09654 
Rain rate 0.001163059 0.009628055 0.034103647 
Rain   0.0000108 0.001413302 0.003284824 
Dew point 18.028023 1.4789369 4.245942 
Heat index 6.774312 1.2190325 2.6027508 
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Each of the individual models with the optimal MSE for each parameter (i.e. Table 5.33 
models) are combined together to make the optimal model of MISO-TCN model 
variance. This new model is evaluated using the weather station validation dataset. The 
prediction results are de-normalised and compared with the ground truth values. Table 
5.34 presents the evaluation results. 
5.3.1.2.3 Comparison of baseline and proposed approaches for MISO model 
The proposed MISO-TCN and MISO-LSTM model variances are compared with the 
classic ML MISO models of SR and SVR. The comparison results are shown in Table 
5.35 and Figure 5.21. These results are subsequently evaluated via the MSE, and these 
MSE figures are calculated for the actual prediction and ground for the weather station 
validation dataset.  
Table 5.35 MIMO analysis of SR, LSTM, and TCN in predicting different weather 
parameters. The least MSE is better and shown in highlighted. 
Parameter 
Model variances 
Baseline-SR Baseline-SVR  MISO-LSTM MISO-TCN 
Barometer 0.006052928 0.010888682 0.003995666 0.000423817 
Pressure 0.006040654 0.010738483 0.003750399 0.000558613 
Temperature 7.4294343 6.6375537 2.5194325 2.048237 
Humidity 80.41223 53.577785 18.087887 19.33102 
Wind Speed 4.660474 2.6081274 1.6269077 1.8668145 
Wind Direction 23529.016 6177.982 3974.5454 3732.787 
Rain Rate 0.006573259 0.001692935 0.001146236 0.001163059 
Rain  0.005008375 0.000025097 0.0000106183 0.0000108 
Dewpoint 44.836395 78.94774 18.107563 18.028023 
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Figure 5.21 MISO model analysis of different variances in predicting different weather 
parameters.  
As Figure 5.21 and Table 5.35 indicated, the TCN provides better prediction results for 
the MISO model compared to other models. The deep learning model with LSTM layers 
also provides significant prediction results, but out of ten, six parameters provided better 
results in TCN approach with MISO model. Thus, the TCN combined model with ten 
parameters has been selected as the MISO model. All of these ten models have ten 
different TCN configurations with a different number of TCN layers, activation function, 
and a number of filters. 
In Figure 5.18 and Figure 5.21, both LSTM and TCN deep learning models produce 
comparatively smaller errors compared to the standard regression and SVR. This implies 
that there is a non-linear interrelationship among parameters (Graves, 2012; Jozefowicz 
et al., 2015; Kavitha et al., 2016) and the selected parameter does not follow a linear path 
within selected sequential timeslots (Bishop, 2006; McCREA et al., 2005). Moreover, the 
standard regression and the SVR does not encode sequential information while LSTM 
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and TCN encode both multivariate and sequential information by taking them into another 
dimension in the input data (Bai et al., 2018; Basak et al., 2007; Jozefowicz et al., 2015). 
As seen in Fig. 5.18 and Fig. 5.21, there are some parameters that have quite large errors. 
For instance, the humidity error is higher compared to seven other parameters. The reason 
for this is that the actual humidity figures are within a higher range of 70 to 100. 
According to Eq. 3.1, part of the MSE calculation is the square value of the difference 
between actual and predicted ones. The predicted values should be a higher range figure. 
Therefore, the MSE can get higher values if the actual figures are higher and predicted 
values not much closer to the actual. The similar condition is applied to the wind direction, 
dew point, and heat index parameters.  
According to Fig. 5.18 and Fig. 5.21, the LSTM approach provides better or very similar 
results compared to the TCN approach for the parameters of wind speed, wind direction, 
rain rate, and dew point. This could be due to a higher variance of actual data in these 
parameters (Schmidhuber, 2015). These data items divert enormously from mean 
compared to the other variables such as pressure, temperature, barometer, rain, and heat 
index.  In addition, there is a difference between error values in rain and rain rate in Fig. 
5.18 and Fig. 5.21. The rain rate is classified according to the rate of precipitation per 
hour (Sachidananda and Zrnić, 1987). Therefore, the rain rate value is calculated for the 
last hour and rain is measured based on the frequency of data logged to manually calculate 
the cumulative rain. This indicates that there could be a substantial difference between 
rain and rain rate values endorsing different error values. 
5.3.2 Comparison of MIMO and MISO optimal models 
As described in Section 5.2.1, the MIMO-TCN and MISO-TCN proposed model 
variances yield better performance for short-term weather prediction for local weather 
station data. Table 5.36 and Figure 5.22 show a comparison between MIMO-TCN and 
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Table 5.36 Compare MIMO-TCN and MISO-TCN model variances. The evaluation 
matric is MSE, and lower MSE is best and is highlighted. 
Parameter MIMO MISO 
Barometer 0.003305803 0.000423817 
Pressure 0.003601799 0.000558613 
Temperature 2.8303354 2.048237 
Humidity 24.027027 19.33102 
Wind Speed 1.9519161 1.8668145 
Wind Direction 4106.5347 3732.787 
Rain Rate 0.001456705 0.001163059 
Rain  0.0000167 0.0000108 
Dewpoint 24.394356 18.028023 
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Figure 5.22 Evaluate MIMO-TCN and MISO-TCN model variances. The lower MSE is 
the best. 
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According to Table 5.36 and Figure 5.22, the proposed MISO model has lower error 
values compared to the proposed MIMO. This is probably because it took into account 
the interaction correlations between different weather parameters.  Therefore, the MISO-
TCN model has been selected as the tool to forecast the weather for a selected 
geographical area using local weather station parameters. 
The proposed MISO-TCN model is used to predict data using the validation dataset. The 
predicted parameter values are compared with the actual ones. Fig. 5.23 compares a 
random 100 samples of predicted data and the ground truth from the validation dataset. 
For each graph, the ground truth, and the proposed MISO deep model’s predictions are 
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i) Dew point 
 
j) Heat index 
Figure 5.23 Comparison of actual values and the proposed model prediction. 
Figure 5.23. Figure 5.23 demonstrates that the red colour line chart (predicted values) 
closely follows the blue line chart (ground truth) in many parameters. The predicted 
values are diverted exceedingly in rain rate and rain parameters. According to Figure 8g 
and Figure 8h, the highest figures for rain and rain rates are 0.24mm and 0.25mm/hour 
respectively. These values are relatively quite small and can be considered negligible. 
Overall, the proposed MISO model is producing effective results which can be utilised to 
the short-term weather forecasting for a selected geographical area. 
5.3.3 Proposed model for long-term weather prediction 
As described in Section 5.3.2, the MISO-TCN generated higher accuracy short-term (1-
hour) prediction for Local weather station data. The deep models of Bi-LSTM and SISO 
concepts are ignored at this stage as they are outperformed in previous sections. This 
section aims to retune the proposed MISO-TCN model for more extended periods of 2, 
3, 6, 9, 12, 18, and 24 hours. The ‘save the best model approach’ is utilised while retuning 
the models. As described in Section 3.2.5.2, if the proposed short-term model is based on 
TCN, then the performance of long-term models of TCN-WL (without loading short-term 
optimal model weights) and TCN-LW (loaded with short-term optimal model weights) 
are compared. Therefore, the proposed model variances for the long-term forecasting are 
TCN-WL and TCN-LW. The weather station training dataset is used to train/retune these 
models, and the weather station testing dataset is used to evaluate those models. The 
optimal model is chosen based on the evaluation results for each timeslot. 
In this case, there are ten individual modes for each method (i.e. TCN-WL and TCN-
LW), which represent each parameter need to retune for each timeslot. There are seven 
different timeslots. Therefore, in this section, there are 140 individual models to re-train 
and evaluate (i.e. ten parameters for seven timeslots). Comparison of overall MSE for 
TCN-WL and TCN-LW for each timeslot is shown in Table 5.37 and Figure 5.24. Please 
refer to Appendix 14 for a sample evaluation report for each timeslot. 
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Table 5.37 Comparison of TCN-WL and TCN-LW model variances. 
Time 
Overall MSE 
TCN WL TCN LW 
2 570.4730225 563.0042725 
3 720.9248047 670.3707886 
6 930.9603271 929.4086914 
9 999.4702148 945.2125854 
12 1052.606689 1052.396973 
18 1510.699463 1049.252563 
24 1299.575684 1211.212646 
 
 
a) 2 Hour 
 
b) 3 Hour 
 
c) 6 Hour 
 
d) 9 Hour 
 
e) 12 Hour 
 
f) 18 Hour 
 
g) 24 Hour 
  
Figure 5.24 Comparison of TCN-WL and TCN-WL model variances. 
As per information from Figure 5.24 and Table 5.37, the TCN-LW yields better 
performance with minimum MSE for each timeslot compared to the TCN-WL. The 
reason is that the TCN-LW has used an already trained model for a specific domain issue 
(i.e. weather forecasting) and, then retune the model weights match to the new dataset. 
This process is highly efficient and directed to an accurate result (Hochreiter and 
Schmidhuber, 1997). Therefore, TCN-LW model variance is selected as the long-term 
weather forecasting models for the weather station data. 
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Table 5.38 and Figure 5.25 present the summary of evaluation results for the optimal 
models for each parameter at each timeslot. These are calculated on the data in the 
normalised form. Appendix 15 shows the comparison of predicted results to the ground 
truth for 100 sets of random data from the validation dataset for each timeslot (i.e. after 
de-normalising the predicted data to the human-understandable format and compared 
with the ground truth). 





Figure 5.25 MSE for the best model in each timeslot: TCN-MISO long-term forecasting. 
As shown in Figure 5.25, the MSE values are increasing (i.e. accuracy of the model 
decreasing) when the prediction time increases. This has already been observed with the 
WRF data and even in the well-recognised WEF model. Similar to the short-term 
forecasting, the wind direction parameter shows higher error values compared to all the 
parameters. This reason for this is that the variance of the wind direction data is quite high  
(Schmidhuber, 2015).  
Parameter 1 2 3 6 9 12 18 24
Barometer 0.002076916 0.015901655 0.024086033 0.053096528 0.073861631 0.124978887 0.192134968 0.298616451
Pressure 0.001945692 0.011051216 0.013019966 0.047201681 0.099501107 0.120865501 0.212799633 0.269017231
Temperature 0.01216418 0.024454928 0.04524594 0.088169437 0.099630563 0.10016648 0.108323128 0.109965725
Humidity 0.010701872 0.027061418 0.04177346 0.078032536 0.103088642 0.118589158 0.120291006 0.12806465
Wind speed 0.044435158 0.075127839 0.092829066 0.120608897 0.125807085 0.139735703 0.140008575 0.149006794
Wind Direction 0.12296849 0.173362198 0.218211832 0.279203681 0.298094872 0.313163059 0.376084732 0.389930909
Rain rate 0.005708397 0.004038433 0.005178649 0.004847353 0.004399635 0.004283268 0.004718017 0.00419405
Rain 0.005812216 0.004707018 0.004419363 0.00735798 0.004468292 0.004719651 0.004471535 0.004368936
Dew point 0.011651516 0.007356989 0.009622774 0.022991496 0.028536608 0.034159852 0.040293042 0.043526875
Heat index 0.011076465 0.023467487 0.044937868 0.07848461 0.099149089 0.103952541 0.109156926 0.118862578
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The barometer and pressure predictions provide minor error values until 9 to 12 hours 
and then increase rapidly. This is because of the areas of high atmospheric pressure 
moving to the low-pressure areas and vice-versa. Usually, these areas refer to many 
hundreds of  miles (Anderberg, 2015). Therefore, it is quite hard to predict these 
parameters for quite a long time as the data is taken from a single location (i.e. location 
of the local weather station).  Moreover, the temperature, humidity, dew point, and heat 
index parameters often change while the atmospheric pressure is changing (Anderberg, 
2015; Ji et al., 2018; Society, 2011). 
Figure 5.26 shows how these MSE values change with the time for each individual 
parameter. As per Figure 5.25 (g) and Figure 5.25 (h), the rain and rain rate MSE values 
are changed marginally throughout each timeslot, and these are quite small values. This 
means the prediction accuracy is quite high for these parameters. This also proved that 
the prediction results for the rain are quite accurate for the deep neural networks 
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j) Heat index 
  
Figure 5.26 MSE change with the time: TCN-MISO long-term forecasting. 
As indicated in Figure 5.25, the proposed deep learning MISO model can be used for 
weather forecasting. There are some parameters able to produce slightly improved 
accuracy of forecasting results up to 24 hours (i.e. Rain and Rain rate) while others can 
produce slightly accurate forecasting up to 9 to 12 hours. The proposed MISO optimal 
model is used with the weather station validation dataset to get a prediction and compared 
with the ground truth and results shown in Figure 5.25. The predicted result is de-
normalised and compared with the real ground truth. A random 50 data samples are 
selected to present as it is not practical to present the whole dataset. For each graph, the 
ground truth, and the proposed MISO deep model’s predictions are represented by each 
line with blue and red colours, respectively. 
Figure 5.26 (i) and Figure 5.26 (ii) show that the predicted results of the barometer and 
pressure values change rapidly after 9 to 12 hours. However, the proposed MISO model 
can produce a more accurate prediction for these two parameters for up to 12 hours. Even 
though the parameters rain and rain rates look diverted exceedingly in Figure 5.26 (vii) 
and Figure 5.26 (viii), the actual figures are quite small and can be considered negligible 
(i.e. highest rain- 0.25 mm and highest rain rate- 0.024 mm/hour). For all other 
parameters, the predicted values closely follow the ground truth up to 9 to 12 hours and 
then divert from the actual. Overall, the proposed MISO can be used for weather 
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Figure 5.27 Comparison of proposed TCN-MISO prediction with the ground truth for 
each timeslot for random 50 datasets.  
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5.4 Discussion 
As discussed in Section 2.8, there has been no previous attempt to compare an AI-based 
weather prediction with a well-established and existing NWP model. This study has 
significantly advanced the current knowledge by comparing the above two models. As 
shown in Figure 5.15, Phase 1 of this study apparent that the AI-based deep learning 
proposed model is able to produce more accurate medium-range weather forecast (i.e. up 
to 12 hours) compared to the well-established WRF NWP model. This is also proved that 
the deep learning models have the capability of capturing non-linear or complex 
underlying characteristics of a physical process with a high degree of accuracy. Besides, 
Section 2.6 demonstrates that there are several challenges in the NWP models including 
that use of high computing power to execute a large number of non-linear simultaneous 
equations, and it requires a long time for processing. As Section 5.2.4 discussed, the 
proposed model can overcome these computational complexity issues. This also validates 
the statement in Section 2.1 that the data-driven computer modelling systems can be 
utilised to reduce the computational power of NWP systems.   
As described in Section 2.8, there is a knowledge gap which has been little or no attempt 
to compare classic ML approaches with cutting-edge deep neural network approach for 
weather forecasting. This study compared classic ML approaches such as SR and SVR 
with cutting-edge deep learning approaches of LSTM and TCN for both historical 
weather data and local weather station data with MIMO and MISO regression models. As 
shown in Figure 5.2, Figure 5.3, Figure 5.18, and Figure 5.21, it is evidenced that the 
modern deep learning approaches performed significantly better than the classic ML 
approaches in each occasion. 
As discussed in Section 2.7, the TCN has exhibits more extended memory architecture 
than LSTM with the same capacity and constantly performs better than LSTM 
architectures on a vast range of sequential modelling tasks. Section 2.8 discussed that 
there had been no attempt to utilise the TCN for weather forecasting. The cutting-edge 
TCN deep learning approach is introduced in this study for weather forecasting by filling 
the knowledge gap. Besides, as per information from Table 1.24 and Table 1.35, the TCN 
approach with the proposed model is able to produce a more accurate weather forecast 
for local weather station data compared to classic ML approaches and LSTM.  
As per information from Table 2.2 in Section 2.8, the existing AI-based weather 
forecasting models use only five or less interrelated input parameters. Besides, a complete 
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AI-based weather forecasting model has not been explored yet. This study significantly 
contributes to the current knowledge by exploring a complete AI-based weather 
forecasting model with ten input/output parameters. Even, phase 2 of this research 
demonstrates that the proposed model can be used for fine-grained area-specific weather 
forecasting for the community of users in a specific geographical area.  
5.5 Summary  
The first part of the research findings shows that the deep neural network approach can 
be utilised for weather forecasting for the historical weather data. Also, this model 
generates more accurate predictions compared to the well-established WRF model for up 
to 12 hours. The only issue is that the WRF model is still used with the proposed deep 
learning model to extract GRIB data to use as inputs. Besides, it requires a minimum of 
three hours of access GFS data after taking the atmospheric measurements, including the 
time taken to upload data to the website (National Centers for Environmental Information, 
2019; NCAR/UCAR, 2019). In accession to the WRF drawbacks, this model also needed 
the time to pull out the GFS data dependent on the data processor system. Hence, the 
input data which are used in the new model are not the current atmospheric measurement 
data (i.e. older than 3 hours). Therefore, it is not practicable to use WRF data with the 
new model, and it will be highly beneficial to consider the use of local weather station 
data for weather forecasting. 
The second part of the research findings shows that the deep neural network approach can 
be utilised for weather forecasting for a selected fine-grained geographical location. 
Further, this novel lightweight weather model can predict data more accurately up to 9 -
12 hours. Consequently, this new model could make a significant impact on a community 
of users who rely on the weather for their day-to-day activities. For example, the weather 
condition can be predicted and monitored within a few hours’ time interval, by running 
the TCN code, without relying on the regional weather forecasting. The only requirement 
is to access the local weather station data, which could be achieved by setting up an 
economical weather station in specific locations or farms.  Furthermore, a broader set of 
users who rely on favourable weather conditions could get the advantage of the model, 
such as places of interest, schools, outdoor sports centres, construction sites, etc. 
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6 Conclusion and 
Recommendation 
The first phase of this research demonstrates that the proposed lightweight model for the 
historical weather data/WRF data can be utilised for weather forecasting up to 12 hours. 
The model has outperformed the state-of-the-art WRF model for up to 12 hours. The 
proposed model is able to run on a standalone computer and it can be easily deployed in 
a selected geographical region for fine-grained, short to medium-term weather prediction. 
For instance, the proposed lightweight model could be deployed using a low-cost and 
low-power device such as NVIDIA jetson nano developer kit (cost around $99 and power 
5V/4A) (Aufranc, 2019).  Besides, the proposed model is able to overcome several 
challenges of the WRF model such as the understanding of the model, its installation, and 
its execution and portability. In particular, the deep model is portable and can be easily 
installed in a Python environment for effective results (Gulli and Pal, 2017; Skamarock 
et al., 2008). This process is highly efficient compared to the WRF model. 
The existing NWP models are limited to regional forecasting. Besides, the existing 
machine learning-based weather forecasting models are limited to predict a maximum of 
five weather parameters. The proposed new weather forecasting model can predict as 
many as ten parameters. The Phase 1 experiment results show that the neural network 
approach can be applied for weather prediction.  
The regional weather forecasting may not be accurate based on the geographical 
appearance of the location (such as the top of a mountain, land covered by several 
mountains, and the slope of the land). As a solution, a short-term weather forecasting 
system is suggested in Phase 2 for the community of users utilising local weather station 
data and the same Phase 1 architecture.  
In Phase 2, a novel lightweight weather model is introduced which can be utilised for 
accurate weather forecasting for a selected fine-grained geographical location up to 12 
hours. Consequently, this new model could make a significant impact on a community of 
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users who rely on the weather for their day-to-day activities. For example, the weather 
condition can be predicted and monitored within a few hours’ time interval by running 
the proposed model (i.e. TCN code) without relying on the regional weather forecasting 
such as WRF or Met office. The only requirement is accessing the local weather station 
data which could be achieved by setting up an economical weather station in specific 
locations or farms.   
The proposed model has advantages over the regional and global forecasting models 
including lower computational power consumption, ease of installation, and greater 
portability. While the NWP models are viable for long-range forecast and not for a fine-
grained geographical area, the proposed model could make a reliable and accurate 
prediction as this uses the data related to that specific location.                                                                                                                                                                                                                                                                                                                        
6.1 Assessing the research hypotheses 
The overall goal of this study is to obtain an effective and fine-grained weather 
forecasting model for a community of users in a specific geographical area. This has been 
achieved in two phases throughout the research study. In phase 1, it is empirically 
demonstrated that machine learning approaches can be used for weather forecasting. 
Moreover, this technology is able to produce a more accurate forecast of up to 12 hours 
when compared with the state-of-art WRF model. In phase 2, it is empirically 
demonstrated that the lightweight TCN based deep learning model can be used for 
weather forecasting using local weather stations data for a selected geographical area. The 
weather forecasting model is developed by exploring the set of models, namely MIMO 
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The proposed model with LSTM and TCN layers is classified into two 
regressions, namely MIMO and MISO. These regression models are 
compared with classic machine learning approaches such as SR and SVR 
(Please refer to Section 5.2.1.1.3 and Section 5.2.1.2.3). As per Section 
5.2.2.1, the proposed model with LSTM layers has produced optimal 
performances for weather forecasting using historical weather data/WRF 
data.  
Section 5.2.2.2 compares the proposed model prediction with the WRF 
model prediction for the WRF validation dataset. The result shows that the 
proposed model has provided better results on eight occasions out of 10 
parameters. The error rates of the remaining two parameters are negligible. 
Overall, as per information in Figure 5.6, the proposed model predicts an 
accurate short-term (i.e. 3 hours) weather forecast compared to the existing 
well-recognised WRF model. 
Consequently, the proposed LSTM model is used for long-term weather 
forecasting. and the results are compared with the well-established WRF 
model for verification purposes. As per Section 5.2.3.3, the results show that 
the proposed model can be used for the long-term weather forecasting and is 
capable of producing better predictions up to 12 hours as a whole compared 
to the state-of-art WRF model.  











As discussed in Section 5.2.4, the data-driven computer modelling systems 
can be utilised to reduce the computational power of the NWP systems. The 
proposed model could run on a standalone computer while NWP models 
usually run in large grids of supercomputers. It is also observed that the WRF 
model takes 9 hours and 24 minutes to get 48-hour weather forecast covering 
the entire UK. The proposed model can produce a similar forecast within 2 
minutes and 12 seconds. 
Moreover, the WRF model needs a larger number of local and global 
weather parameters to make a prediction and it causes an increase of the 
computational complexity in the NWP model. The proposed model further 
reduces the computational complexity by reducing the required ten 
parameters.  
This concludes that the research hypothesis H2 is valid and successful. 
H3: The 
proposed 
model can be 




Similar to assessing the hypothesis H1, the proposed models are classified 
into two regressions. These regression models are compared with the classic 
machine learning approaches (please refer to Section 5.3.1.1.3 and Section 
5.3.1.2.3). As per Section 5.3.2, the proposed model with TCN layers has 
produced the optimal performance for weather forecasting done using local 
weather station data. Besides, the proposed deep learning with TCN layer 
model predictions for the validation dataset is compared with the ground 




model for a 
community of 
users in a 
specific 
geographical 
area, such as 
a farm.  
 
truth. The results show that the proposed model is producing effective results 
and can be utilised for short-term weather forecasting for a selected 
geographical area. 
As per Section 5.3.3, the proposed weather forecasting model is used for 
long-term predictions using the validation dataset. Also, the results are 
compared with the ground truth. The results show that some parameters 
produce forecasting results with improved accuracy for up to 24 hours (Rain 
and Rainnc) while others can produce accurate forecasts up to 9 to 12 hours. 
Overall, it ensures that the proposed model can be used for long-term 
weather forecasting and it can produce slightly accurate results up to 12 
hours. 
This concludes that the research hypothesis H3 is valid and successful. 
6.2 Limitations and Recommendations 
The first phase of this research is carried out using ten different surface weather 
parameters. An increased number of inputs would probably lead to enhanced results. For 
example, there are 36 different pressure levels defined in the WRF model (Skamarock et 
al., 2008). Only the value of pressure at two meters is considered within this research. It 
is possible to increase the accuracy of the results by introducing all 36 possible pressure 
levels to the proposed model. However, this will increase the model complexity requiring 
a large number of parameters to estimate. Furthermore, weather data from January to May 
are utilised for training the deep model. An increase in the size of the training dataset 
could help in improving the results of a deep learning network (Gulli and Pal, 2017; 
Jozefowicz et al., 2015).  
Besides, the MIMO approach is utilised within the first phase of this research to predict 
the weather data. Table 5.13 and Figure 5.4 show that the MISO approach produces better 
MSE values compared to the MIMO. Therefore, there is a huge potential the MISO 
approach will increase the accuracy of the results; even though this method is less 
efficient compared to the MIMO. Moreover, the Bi-LSTM yields high accuracy, long-
term prediction compared to the LSTM as presented in Table 5.16 and Figure 5.11. 
Therefore, more accurate results could be generated by the Bi-LSTM; even if this method 
is not efficient due to the high time-consumption.  
In Phase 2 of the research, data of only 93 days are used to train the proposed model. 
Increasing the size of the training data sample could result in better prediction in ANN 
(Gulli and Pal, 2017; Jozefowicz et al., 2015). The created model can be fine-tuned with 
more data to get better performance. Furthermore, Raspberry Pi weather stations capable 
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of attaching many sensors to measure the atmospheric parameters are used in this 
research. There could be a possibility to improve the prediction by introducing some more 
weather parameters which support the Raspberry Pi weatherboard such as soil 
temperature, soil moisture, snow, solar radiation balance, and pressure at different levels. 
In addition to the above recommendations, there are some limitations to this research as 
well. The training process of the deep model is complex as there are several 
configurations and controls to manage and the time consumption is increased for training 
depending on the size of the dataset. There are some controls kept constant during the 
training process in both TCN and LSTM. Besides, there are some control experiments 
with limited possibilities (For example, Adam and SGD are the only optimisers’ 
experiments with deep learning LSTM models among many alternatives). There could be 
a possibility to improve the prediction results if the experiment uses constant controls as 
variables or controls with many different options. Again, each of these experiments 
consumes comparatively a long time for completion. As a solution, there could be a 
possibility to use high specification hardware resources to train the models (For instance, 
24 GB GPU memory with 16 core CPU and 32 GB RAM). On the contrary, these training 
experiments are carried out at once and the trained model is used for prediction. The 
prediction process is not complex nor time-consuming. Therefore, it is fairly unsought to 
only spend excessively on high specific hardware for the training process.  
The other main limitation is that the practical difficulties in selecting appropriate 
parameters for weather prediction. As there are many weather forecasting parameters (i.e. 
more than 257), it is not practically possible to classify in such a way as to identify a 
subset of parameters for the machine learning models. It is practically impossible to 
calculate the impact of removing or fixing a subset of input parameters on the generated 
model output. The other limitation is that the deep learning models prefer larger datasets 
to train models targeting accurate prediction (Dalto et al., 2015; Hochreiter and 
Schmidhuber, 1997). The training complexity is increased when increasing the size of the 
training dataset.  
6.3 Reflection and future work 
According to the results of this research, it is apparent that the proposed deep neural 
network is able to produce accurate and fine-grained medium-range weather forecasting 
results. This study has hugely contributed to the knowledge by accomplishing the main 
contribution and other contributions as described in Section 1.5. Furthermore, a wider set 
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of users who rely on favourable weather conditions could get the advantage of the model 
such as farms, places of interest, schools, outdoor sports centres, and larger construction 
sites. 
This research initially targeted on developing a fine-grained weather forecasting model. 
However, there could be a different way to carry out this research to achieve both regional 
and fine-grained forecasting by connecting data from different weather stations in 
different geographical areas. The selected weather station data can be used for fine-
grained forecast while a combination of different weather stations data could be used to 
regional forecast.  
Besides, the WRF model produces better forecasting results on a very long-term basis 
compared to the deep learning model. The reason is that the WRF model is combined 
with many other climate models (Hernández-Ceballos et al., 2014; Liu et al., 2012; 
NCAR/UCAR, 2019) and data are globally entered as input into the system (Commerce, 
2015; NCAR/UCAR, 2019). The proposed lightweight fine-grained weather forecasting 
model could be combined with existing climate model targeting a more accurate and long-
term weather forecast (i.e. over 12 hours). In the meantime, it is praiseworthy to consider 
combining the local weather station data to regional weather data. This could increase the 
accuracy of the proposed model.  
Therefore, the future studies of this research include; combining different local weather 
station data for a regional level forecast, combining the existing climate models to the 
proposed forecasting model, and combining local and regional weather forecast data for 
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8 Appendices 
Appendix 1:  List of Weathers Parameters 
A sample of weather forecasting parameters are given below (i.e. 63 parameters 
out of 257). 
 
Times 
S1 Times(Time, DateStrLen) 
Current shape = (1, 19) 
 
XLAT 
Float32 XLAT(Time, south_north, 
west_east) 
Description: LATITUDE, SOUTH IS 
NEGATIVE 





Description: LONGITUDE, WEST 
IS NEGATIVE 





Description: LAND USE 
CATEGORY 
Current shape = (1, 69, 74) 
 
NU 
Float32 NU(Time, bottom_top) 
Description: eta values on half 
(mass) levels 





Description: eta values on full (w) 
levels 
Current shape = (1, 35) 
 
S 
Float32 S(Time, soil_layers_stag) 
Description: DEPTHS OF CENTERS 
OF SOIL LAYERS 
Units: m 
Current shape = (1, 4) 
 
DS 
Float32 DS(Time, soil_layers_stag) 
Description: THICKNESSES OF 
SOIL LAYERS 
Units: m 





Description: variance of subgrid-
scale orography 
Units: m2 
Current shape = (1, 69, 74) 
 
U 
Float32 U(Time, bottom_top, 
south_north, west_east_stag) 
Description: x-wind component 
Units: m s-1 
Current shape = (1, 34, 69, 75) 
 
V 
Float32 V(Time, bottom_top, 
south_north_stag, west_east) 
Description: y-wind component 
Units: m s-1 
Current shape = (1, 34, 70, 74) 
 
W 
Float32 W(Time, bottom_top_stag, 
south_north, west_east) 
Description: -wind component 
Units: m s-1 








Units: m2 s-2 








Float32 T(Time, bottom_top, 
south_north, west_east) 
Description: perturbation 
potential temperature (theta-t0) 
Units: K 




Description: SCM ideal surface 
sensible heat flux 
Units: W m-2 




Description: SCM ideal surface 
latent heat flux 
Units: W m-2 




Description: SCM ideal surface 
skin temperature 
Units: W m-2 




Description: SCM ideal surface 
sensible heat flux tendency 
Units: W m-2 s-1 




Description: SCM ideal surface 
latent heat flux tendency 
Units: W m-2 s-1 





Description: SCM ideal surface 
skin temperature tendency 
Units: W m-2 s-1 
Current shape = (1,) 
 
MU 
Float32 MU(Time, south_north, 
west_east) 
Description: perturbation dry air 
mass in column 
Units: Pa 
Current shape = (1, 69, 74) 
 
MUB 
Float32 MUB(Time, south_north, 
west_east) 
Description: base state dry air 
mass in column 
Units: Pa 






Current shape = (1, 69, 74) 
 
P 





Current shape = (1, 34, 69, 74) 
 
PB 
Float32 PB(Time, bottom_top, 
south_north, west_east) 
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Description: BASE STATE 
PRESSURE 
Units: Pa 
Current shape = (1, 34, 69, 74) 
 
FNM 
Float32 FNM(Time, bottom_top) 
Description: upper weight for 
vertical stretching 
Current shape = (1, 34) 
 
FNP 
Float32 FNP(Time, bottom_top) 
Description: lower weight for 
vertical stretching 
Current shape = (1, 34) 
 
RDNW 
Float32 RDNW(Time, bottom_top) 
Description: inverse d(eta) values 
between full (w) levels 
Current shape = (1, 34) 
 
RDN 
Float32 RDN(Time, bottom_top) 
Description: inverse d(eta) values 
between half (mass) levels 
Current shape = (1, 34) 
 
DNW 
Float32 DNW(Time, bottom_top) 
Description: d(eta) values 
between full (w) levels 
Current shape = (1, 34) 
 
DN 
Float32 DN(Time, bottom_top) 
Description: d(eta) values 
between half (mass) levels 

















Description: T/F flag: this is an 
ARW ideal simulation 
Current shape = (1,) 
 
P_HYD 
Float32 P_HYD(Time, bottom_top, 
south_north, west_east) 
Description: hydrostatic pressure 
Units: Pa 
Current shape = (1, 34, 69, 74) 
 
Q2 
Float32 Q2(Time, south_north, 
west_east) 
Description: QV at 2 M 
Units: kg kg-1 
Current shape = (1, 69, 74) 
 
T2 
Float32 T2(Time, south_north, 
west_east) 
Description: TEMP at 2 M 
Units: K 
Current shape = (1, 69, 74) 
 
TH2 
Float32 TH2(Time, south_north, 
west_east) 
Description: POT TEMP at 2 M 
Units: K 
Current shape = (1, 69, 74) 
 
PSFC 
Float32 PSFC(Time, south_north, 
west_east) 
Description: SFC PRESSURE 
Units: Pa 
Current shape = (1, 69, 74) 
 
U10 
Description: U at 10 M 
Units: m s-1 
Current shape = (1, 69, 74) 
 
V10 
Float32 V10(Time, south_north, 
west_east) 
Description: V at 10 M 
Units: m s-1 




Description: INVERSE X GRID 
LENGTH 





Description: 2nd order 
extrapolation constant 




Description: 2nd order 
extrapolation constant 




Description: 2nd order 
extrapolation constant 








Description: minutes since 2017-
09-12 00:00:00 
Units: minutes since 2017-09-12 
00:00:00 






Description: Water vapor mixing 
ratio 
Units: kg kg-1 







Description: Cloud water mixing 
ratio 
Units: kg kg-1 
Current shape = (1, 34, 69, 74) 
 
QRAIN 
Float32 QRAIN(Time, bottom_top, 
south_north, west_east) 
Description: Rain water mixing 
ratio 
Units: kg kg-1 
Current shape = (1, 34, 69, 74) 
 
QICE 
Float32 QICE(Time, bottom_top, 
south_north, west_east) 
Description: Ice mixing ratio 
Units: kg kg-1 






Description: Snow mixing ratio 
Units: kg kg-1 






Description: Graupel mixing ratio 
Units: kg kg-1 
Current shape = (1, 34, 69, 74) 
 
QNICE 
Float32 QNICE(Time, bottom_top, 
south_north, west_east) 
Description: Ice Number 
concentration 
Units:   kg-1 






Description: Rain Number 
concentration 
Units:   kg(-1) 





Description: ANNUAL MAX VEG 
FRACTION 





Description: ANNUAL MIN VEG 
FRACTION 
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Appendix 2: Evaluation Results of MIMO-LSTM variance for 
Historical Weather Data 
The configuration 1 and configuration 6 evaluation results are shown here out of six 






Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.007332858 0.007332858 0.048614784 0.08563211 0.010371711 0.000678658 0.007284337 0.004653197 0.01674735 0.003825226 0.01403451 1.03E-07 0.012261818 0.003471669
20 0.006601568 0.006601568 0.043715446 0.08125003 0.007973646 0.000751622 0.006536934 0.004394703 0.02253835 0.006210226 0.004084814 2.33E-08 0.012403292 0.001122066
30 0.007042277 0.007042277 0.046863642 0.08391828 0.0078375 0.001714191 0.008276898 0.006594678 0.025596479 0.003592094 0.003847608 1.41E-07 0.012222861 0.000740319
40 0.0072522 0.0072522 0.047870472 0.08515985 0.007340875 0.001707832 0.012895794 0.006533101 0.024894372 0.003707454 0.002360903 1.34E-07 0.011911398 0.001170145
50 0.008471627 0.008471627 0.051866251 0.09204144 0.008341352 0.001060495 0.009887383 0.010982551 0.0294462 0.003091001 0.003130692 4.24E-08 0.017348982 0.001427575
60 0.007493469 0.007493469 0.048008396 0.08656482 0.006530265 0.00118546 0.0116699 0.008794162 0.028372591 0.002748844 0.001618594 5.05E-09 0.013069782 0.000945087
70 0.0089721 0.0089721 0.053142694 0.09472117 0.007441554 0.001009718 0.014066464 0.011558367 0.033971984 0.003010515 0.002760496 4.38E-09 0.014849813 0.001052088
80 0.007444166 0.007444166 0.048546581 0.08627958 0.006919191 0.000969841 0.011856847 0.00894155 0.025993962 0.003442479 0.001958059 1.74E-09 0.013608329 0.000751398
90 0.00722389 0.00722389 0.046968233 0.08499347 0.006443199 0.001093521 0.008772112 0.007947368 0.026738266 0.003061983 0.002968501 1.57E-08 0.014145585 0.001068347
100 0.007879228 0.007879228 0.050183286 0.08876501 0.00617072 0.001015921 0.009468304 0.015682602 0.027466776 0.003361375 0.002961195 2.08E-09 0.011728673 0.000936711
110 0.007158511 0.007158511 0.047382673 0.08460799 0.006097654 0.000963488 0.008369253 0.013452309 0.024821607 0.003198484 0.002415518 8.50E-09 0.011432038 0.000834755
120 0.008512431 0.008512431 0.051405353 0.092262834 0.006107245 0.00078595 0.009924321 0.018300904 0.029062454 0.003448997 0.004121292 2.60E-08 0.012378479 0.000994646
130 0.007572321 0.007572321 0.048118408 0.087019086 0.006896439 0.000784712 0.010194401 0.011682113 0.02637903 0.003383082 0.003870898 9.81E-09 0.011490157 0.00104237
140 0.009017411 0.009017411 0.052977246 0.09496004 0.008139383 0.000669747 0.009078103 0.01924821 0.030790556 0.003599228 0.003850834 7.25E-08 0.013774752 0.001023217
150 0.008758888 0.008758888 0.051868497 0.09358893 0.007174593 0.000993473 0.008458095 0.018778535 0.030827027 0.003496635 0.005902608 2.00E-08 0.010917694 0.0010402
160 0.008290757 0.008290757 0.050683807 0.09105359 0.006993292 0.000842474 0.010400013 0.011216189 0.032996073 0.003275004 0.004399345 1.56E-08 0.011671004 0.001114156
170 0.00870571 0.00870571 0.052485575 0.0933044 0.006690785 0.001059324 0.011030115 0.015071922 0.029613951 0.004029285 0.005312897 5.20E-08 0.01307984 0.001168931
180 0.009504732 0.009504732 0.054697582 0.09749222 0.007151719 0.000746764 0.010814284 0.017540231 0.033890273 0.003590622 0.004840082 1.07E-07 0.015236142 0.001237101
190 0.008502372 0.008502372 0.051446347 0.0922083 0.005693226 0.00094257 0.010445372 0.012690703 0.032232944 0.003350003 0.004902055 5.18E-08 0.013587017 0.001179778
200 0.008226414 0.008226414 0.049926155 0.090699576 0.006776186 0.001027592 0.01053009 0.010004113 0.030033676 0.00369946 0.004340077 3.28E-08 0.01483124 0.001021668
210 0.008515286 0.008515286 0.051478713 0.09227832 0.005722071 0.000785025 0.008292153 0.014856972 0.031103434 0.003910753 0.005573197 5.22E-07 0.013764947 0.001143788
220 0.008429375 0.008429375 0.051915655 0.09181162 0.006203071 0.000970419 0.009338698 0.014037683 0.029608034 0.003714836 0.005651081 1.03E-07 0.013441819 0.001328005
230 0.00867375 0.00867375 0.052575882 0.093132965 0.006041409 0.001266384 0.010987357 0.010918822 0.03078888 0.003736298 0.006993955 8.24E-08 0.0146744 0.001329914
240 0.008424392 0.008424392 0.050949428 0.091784485 0.006711949 0.001274459 0.008449855 0.011142487 0.031221626 0.003298751 0.006130503 9.14E-08 0.014810914 0.001203288
250 0.008363304 0.008363304 0.050712354 0.09145111 0.006348061 0.000918247 0.010227037 0.010725042 0.0297399 0.003543996 0.006627985 7.82E-08 0.014252353 0.001250345
260 0.008182694 0.008182694 0.050483157 0.09045825 0.006674636 0.000805058 0.009866027 0.011975276 0.029467048 0.003381401 0.004339044 6.69E-08 0.013912845 0.001405538
270 0.00811045 0.00811045 0.049861417 0.09005804 0.006369216 0.000794701 0.010732362 0.010739849 0.031121476 0.003780612 0.003774223 2.44E-07 0.012445986 0.001345831
280 0.008750529 0.008750529 0.052044818 0.09354426 0.006410204 0.000872171 0.011083021 0.012274734 0.033021625 0.003150826 0.004926112 1.21E-07 0.014323738 0.001442745
290 0.008524125 0.008524125 0.051374119 0.092326194 0.006271284 0.000926946 0.009688063 0.012313397 0.032380182 0.003244164 0.005563466 2.67E-07 0.013440331 0.001413151
300 0.007949504 0.007949504 0.049942916 0.08915999 0.005858063 0.0007637 0.009852529 0.012173227 0.029367166 0.003489821 0.004485081 1.23E-07 0.012034901 0.001470429
310 0.007755572 0.007755572 0.048763398 0.088065736 0.006053037 0.000676511 0.009101932 0.009540331 0.031219156 0.003228126 0.0041239 2.58E-08 0.012185729 0.001426979
320 0.008116202 0.008116202 0.050217333 0.09008996 0.005735182 0.000850982 0.010784741 0.01010419 0.03094411 0.003660771 0.006273575 6.51E-08 0.011287782 0.001520619
330 0.008361132 0.008361132 0.0511791 0.09143923 0.006236457 0.001058805 0.010278369 0.010937587 0.03313903 0.003268564 0.005042742 2.05E-08 0.012339517 0.001310227
340 0.007787381 0.007787381 0.04898291 0.08824614 0.005806712 0.000850013 0.009667984 0.008825018 0.030838024 0.003411395 0.004232732 1.19E-07 0.012490736 0.001751078
350 0.008384695 0.008384695 0.050448131 0.09156798 0.005654964 0.000740291 0.009873319 0.011088619 0.034234304 0.003122521 0.006315042 3.10E-08 0.011398595 0.001419271
360 0.007876759 0.007876759 0.049110249 0.08875111 0.005378708 0.000833559 0.010742755 0.010007641 0.031083753 0.00337442 0.003810689 3.01E-07 0.012100036 0.00143573
370 0.007977887 0.007977887 0.049181416 0.08931902 0.005303682 0.000602521 0.011192068 0.009761727 0.032091197 0.003319124 0.004198475 1.14E-07 0.01163695 0.001673015
380 0.007978098 0.007978098 0.049153367 0.0893202 0.005586417 0.000919897 0.0094065 0.010625847 0.03252793 0.003352262 0.004085217 7.62E-08 0.01169837 0.00157846
390 0.008524125 0.008524125 0.05085768 0.092326194 0.006555918 0.000772156 0.010490547 0.010195111 0.037803415 0.003102169 0.002673517 6.34E-08 0.012018439 0.001629915
400 0.008612382 0.008612382 0.051289935 0.09280292 0.005604406 0.0007092 0.009492107 0.014872189 0.035438135 0.003056502 0.004004006 6.06E-08 0.011315399 0.001631817
410 0.007500102 0.007500102 0.047691097 0.08660313 0.005561792 0.000912399 0.00818612 0.010514848 0.031199984 0.003049069 0.004379361 8.58E-09 0.009790685 0.001406752
420 0.007975556 0.007975556 0.048971091 0.08930596 0.005835863 0.000715371 0.008941129 0.010212493 0.034375556 0.003059109 0.004364154 1.76E-08 0.010699609 0.001552252
430 0.008396492 0.008396492 0.050264246 0.09163237 0.00601124 0.000770496 0.009363731 0.012554668 0.034099806 0.003291957 0.003485457 2.23E-08 0.012854167 0.001533373
440 0.008072975 0.008072975 0.049466199 0.08984974 0.005666495 0.000643868 0.009956025 0.010171617 0.034377337 0.003263218 0.00450542 4.24E-08 0.010589303 0.001556428
450 0.008089283 0.008089283 0.049619352 0.08994043 0.005371095 0.000742495 0.01029344 0.013150042 0.031653088 0.003239272 0.003778359 2.75E-08 0.010850218 0.001814794
460 0.008118608 0.008118608 0.048986065 0.09010332 0.005270368 0.000643571 0.010457949 0.008704092 0.034321178 0.003479945 0.004728452 4.61E-08 0.011872632 0.001707851
470 0.008466013 0.008466013 0.05119877 0.09201093 0.006398619 0.000667237 0.010746816 0.011629336 0.034217387 0.003414535 0.004859108 1.42E-07 0.011057256 0.001669695
480 0.008199102 0.008199102 0.049404272 0.0905489 0.005266628 0.000857882 0.00966001 0.009606856 0.036831934 0.00337732 0.003335239 1.07E-07 0.011218764 0.001836281
490 0.008168381 0.008168381 0.049602692 0.0903791 0.005869276 0.000732204 0.009827367 0.010136933 0.03502509 0.00330065 0.003845529 5.10E-08 0.011005907 0.001940795
500 0.008638437 0.008638437 0.050837425 0.0929432 0.005595418 0.000838336 0.010917228 0.010101718 0.03693253 0.003296042 0.005044478 6.02E-08 0.011700599 0.001957957
510 0.008053746 0.008053746 0.049400023 0.08974267 0.00602309 0.000804305 0.009617019 0.010164639 0.033956822 0.003226277 0.003790387 2.31E-08 0.011106661 0.001848236
520 0.008118693 0.008118693 0.049131624 0.09010379 0.005965292 0.000760074 0.008713681 0.010543994 0.034148622 0.003385052 0.003326134 6.12E-08 0.012439463 0.001904553
530 0.008562235 0.008562235 0.050696837 0.092532344 0.006325521 0.000723875 0.010135555 0.010446192 0.037863676 0.003448598 0.002908626 1.01E-07 0.011704979 0.002065233
540 0.008621424 0.008621424 0.050897413 0.092851624 0.005969696 0.000649401 0.010787565 0.011712043 0.035820838 0.003417098 0.003179187 4.82E-08 0.01244536 0.002233009
550 0.00835009 0.00835009 0.049963112 0.09137883 0.005635724 0.000626456 0.011854872 0.009510946 0.034971595 0.003503753 0.003935529 2.95E-07 0.011181403 0.002280328
560 0.00862445 0.00862445 0.051068109 0.092867926 0.00592844 0.000967484 0.010138468 0.010013742 0.03682304 0.003384073 0.004866744 4.96E-08 0.011822766 0.002299699
570 0.008329207 0.008329207 0.049876766 0.09126449 0.005706972 0.000773324 0.008635786 0.01087721 0.0360769 0.003868108 0.004746971 1.00E-07 0.010525278 0.002081428
580 0.008548386 0.008548386 0.050813268 0.09245748 0.006790149 0.000652108 0.009535897 0.011145612 0.03605444 0.00320832 0.004671527 3.78E-08 0.011355866 0.0020699
590 0.008467531 0.008467531 0.049993995 0.092019185 0.00605441 0.000685968 0.009226588 0.010643345 0.037235312 0.003541035 0.00357848 6.62E-08 0.011631548 0.002078563
600 0.008996813 0.008996813 0.051834193 0.09485154 0.00666588 0.000737797 0.009050977 0.010503701 0.040425554 0.003313339 0.004532254 1.46E-07 0.012542911 0.002195573
610 0.009213081 0.009213081 0.052699661 0.09598481 0.006381894 0.000720444 0.009804369 0.010494921 0.03963276 0.003576578 0.006261698 4.79E-07 0.012462789 0.002794888
620 0.008669626 0.008669626 0.051275465 0.09311083 0.006406974 0.000926857 0.011047188 0.010131682 0.03674354 0.003406863 0.004095312 4.01E-07 0.011907301 0.002030144
630 0.008556755 0.008556755 0.050946985 0.09250273 0.006570547 0.000899945 0.011389592 0.009089441 0.03631006 0.003523814 0.004027952 8.49E-08 0.011114432 0.002641685
640 0.008548861 0.008548861 0.050502016 0.09246005 0.006524603 0.000849517 0.010604402 0.009087962 0.036696333 0.003597077 0.004191762 1.32E-07 0.011613383 0.002323435








Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.022919753 0.022919753 0.106350055 0.15139271 0.01480351 0.015914505 0.028357795 0.024992902 0.10610191 0.004629828 0.003904601 0.00139094 0.027846517 0.001255031
20 0.014937797 0.014937797 0.087435061 0.12222029 0.005443028 0.025533063 0.024844587 0.0166966 0.05037601 0.004378898 0.003152672 0.000830909 0.016586741 0.001535464
30 0.010551107 0.010551107 0.072926591 0.10271858 0.003077003 0.017709356 0.019030832 0.01571791 0.026194561 0.004378627 0.003156501 0.000487316 0.014156938 0.001602023
40 0.00862361 0.00862361 0.065632782 0.092863396 0.002699717 0.011446186 0.01398119 0.016664233 0.017644675 0.004575321 0.004030226 0.000416301 0.013237281 0.001540969
50 0.007920666 0.007920666 0.062428687 0.088998124 0.002560776 0.009576065 0.011453209 0.016294748 0.016031148 0.004480101 0.004597088 0.000343886 0.012360503 0.00150914
60 0.007379662 0.007379662 0.059890259 0.08590496 0.002461341 0.008180406 0.009705248 0.01615697 0.015243849 0.004298628 0.004923223 0.000277495 0.011087195 0.001462265
70 0.007103786 0.007103786 0.058358713 0.084283955 0.002322306 0.007778185 0.010350655 0.014163745 0.014901795 0.004116323 0.004963364 0.000216232 0.010549539 0.001675713
80 0.0069163 0.0069163 0.057528169 0.0831643 0.002193065 0.007147738 0.010366159 0.014276747 0.014275963 0.003945937 0.004881175 0.000168344 0.01005477 0.001853106
90 0.006745501 0.006745501 0.056476522 0.082131 0.002120812 0.006674327 0.010667504 0.012230791 0.015500408 0.003807908 0.004753442 0.000125991 0.009544198 0.002029625
100 0.00666694 0.00666694 0.055917032 0.08165134 0.002046993 0.006214765 0.010278772 0.011945753 0.015853604 0.003700857 0.004530883 9.01E-05 0.009629113 0.002378585
110 0.006350168 0.006350168 0.054234504 0.07968794 0.001987501 0.005936605 0.009256597 0.010590026 0.015710885 0.003629532 0.004289136 6.26E-05 0.009248296 0.002790535
120 0.006560595 0.006560595 0.054827544 0.080997504 0.001975221 0.005459938 0.011270083 0.009953881 0.016835209 0.003579039 0.00412251 4.52E-05 0.009159302 0.003205607
130 0.006282107 0.006282107 0.053736388 0.079259746 0.001959008 0.005169312 0.010105088 0.009898826 0.015302379 0.003544565 0.004132845 3.11E-05 0.008800644 0.003877326
140 0.006134519 0.006134519 0.052703322 0.07832316 0.001984542 0.004367852 0.010321767 0.008880086 0.015395306 0.003514439 0.004060493 2.13E-05 0.008466139 0.004333274
150 0.006077367 0.006077367 0.052242808 0.07795746 0.002026109 0.003770829 0.010345699 0.008655005 0.014841182 0.003483831 0.004017103 1.40E-05 0.008368652 0.005251214
160 0.0062916 0.0062916 0.052902417 0.07931961 0.002141304 0.003596676 0.010938664 0.008522637 0.015607752 0.003445743 0.003934173 9.52E-06 0.008351986 0.006367544
170 0.006719578 0.006719578 0.054735812 0.08197304 0.002487799 0.003451406 0.014171671 0.008717527 0.015016284 0.003432927 0.00381345 6.39E-06 0.008448454 0.00764987
180 0.00717559 0.00717559 0.056163327 0.084708855 0.00285086 0.003187068 0.01628897 0.009176318 0.016658857 0.003301879 0.003588668 4.14E-06 0.008869952 0.007829195
190 0.007311285 0.007311285 0.056516144 0.08550605 0.003296586 0.003269936 0.01394545 0.009805308 0.018660069 0.003189979 0.003335487 2.69E-06 0.009508189 0.008099159
200 0.007819698 0.007819698 0.057968552 0.088429056 0.003460589 0.003436551 0.01799567 0.010983198 0.017565327 0.003131808 0.003018874 1.86E-06 0.010251438 0.008351664
210 0.007927769 0.007927769 0.057469565 0.08903802 0.003532832 0.003034635 0.014652479 0.011170417 0.020963533 0.003054603 0.002781731 1.23E-06 0.011119739 0.008966491
220 0.008427976 0.008427976 0.059062414 0.091804005 0.003618717 0.003709272 0.017447075 0.014625301 0.017108396 0.00301229 0.002422532 8.25E-07 0.01230022 0.010035133
230 0.008600433 0.008600433 0.058786951 0.09273851 0.003239252 0.003741958 0.01506228 0.013499735 0.0191369 0.002976835 0.00242122 5.40E-07 0.013356913 0.012568695
240 0.009440906 0.009440906 0.062204672 0.097164325 0.003910444 0.005481989 0.017102046 0.014011731 0.019696115 0.002954204 0.002278865 3.61E-07 0.014819136 0.014154167
250 0.011409243 0.011409243 0.068526141 0.10681405 0.003445185 0.007233956 0.029648772 0.017389359 0.018793458 0.002942688 0.002283952 2.16E-07 0.016185572 0.016169267
260 0.013753862 0.013753862 0.073979572 0.117276855 0.003089883 0.006248908 0.046071388 0.021573665 0.017409533 0.00294063 0.003072269 1.62E-07 0.017490659 0.019641522
270 0.012210927 0.012210927 0.066837845 0.11050306 0.003153417 0.00415937 0.032347582 0.02193688 0.01072695 0.002936329 0.003861729 1.02E-07 0.0184879 0.02449901
280 0.013425812 0.013425812 0.069258523 0.1158698 0.004342475 0.003966115 0.04466783 0.023887256 0.010769516 0.002939166 0.003035338 6.33E-08 0.018904861 0.02174549
290 0.016406083 0.016406083 0.075956303 0.12808624 0.006331148 0.002139897 0.067758046 0.032917827 0.012235257 0.002953079 0.004619264 4.81E-08 0.016622666 0.018483587
300 0.01419564 0.01419564 0.071005678 0.11914545 0.006991603 0.002724565 0.059648097 0.026779672 0.012612414 0.002963038 0.003822438 3.99E-08 0.015413363 0.011001171
310 0.013438285 0.013438285 0.07030409 0.11592361 0.007297562 0.002962584 0.059101153 0.021656869 0.012362898 0.002977379 0.004934575 4.21E-08 0.014570274 0.008519515
320 0.012571518 0.012571518 0.068452824 0.11212278 0.007749897 0.00410448 0.05404773 0.019767571 0.013416841 0.002985512 0.004848961 4.89E-08 0.013120239 0.0056739
330 0.011014046 0.011014046 0.065641613 0.10494783 0.00798521 0.00624928 0.042528424 0.014821881 0.011985074 0.002988927 0.004636699 4.78E-08 0.012656957 0.006287952
340 0.010086764 0.010086764 0.062282841 0.10043288 0.007031716 0.009217441 0.039148692 0.011783412 0.011308089 0.003003005 0.002386331 4.39E-08 0.01172612 0.005262788
350 0.009837128 0.009837128 0.060723291 0.0991823 0.006658524 0.012681477 0.040757984 0.008440831 0.012219885 0.003012044 0.001919304 4.14E-08 0.008417578 0.004263615
360 0.009873449 0.009873449 0.060530624 0.09936523 0.005930703 0.014946444 0.042819615 0.007566238 0.012154198 0.003017082 0.001509268 3.53E-08 0.007175275 0.003615629
370 0.010396699 0.010396699 0.061379555 0.101964206 0.005025899 0.015962444 0.049995024 0.008442455 0.013276552 0.003006447 0.001385789 3.03E-08 0.004596545 0.002275803
380 0.011244675 0.011244675 0.06320732 0.10604091 0.004838011 0.021498505 0.05748226 0.007487961 0.010333328 0.003020957 0.000990944 2.03E-08 0.004007751 0.002787008
390 0.009890947 0.009890947 0.060597495 0.09945324 0.005131297 0.017874278 0.043340154 0.008037055 0.011512732 0.003007749 0.000716017 1.40E-08 0.004269917 0.005020259
400 0.010275134 0.010275134 0.061081858 0.10136633 0.00472651 0.018236943 0.045870993 0.007796826 0.012277189 0.003003416 0.000797068 1.47E-08 0.004183396 0.005858982
410 0.011807925 0.011807925 0.064831467 0.10866427 0.005146365 0.019470718 0.05969434 0.008879089 0.010956855 0.003000044 0.000750733 1.18E-08 0.003697677 0.006483422
420 0.012237319 0.012237319 0.066146021 0.11062242 0.004967975 0.018021384 0.05922626 0.010386347 0.011895888 0.002988816 0.000754256 1.21E-08 0.004105622 0.010026628
430 0.0126717 0.0126717 0.066768149 0.11256865 0.004998065 0.01896578 0.063166395 0.010967399 0.010182713 0.002971316 0.000747457 1.46E-08 0.00390137 0.010816489
440 0.012792585 0.012792585 0.066700774 0.113104306 0.005001736 0.01671078 0.062826835 0.010287279 0.010831521 0.002950346 0.000986866 1.31E-08 0.004126715 0.014203756
450 0.013226266 0.013226266 0.066870408 0.115005516 0.004565417 0.01674015 0.06626923 0.011094343 0.010228618 0.002946888 0.000630258 1.80E-08 0.003577953 0.016209789
460 0.01426345 0.01426345 0.068439145 0.119429685 0.004715283 0.016104937 0.07541132 0.011576436 0.010482498 0.002940322 0.001015353 1.79E-08 0.003171966 0.017216375
470 0.015442147 0.015442147 0.071406572 0.12426643 0.004676826 0.016887568 0.07764603 0.013896223 0.011479707 0.002929003 0.001308052 2.10E-08 0.003159973 0.022438066
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
20 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
30 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
40 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
50 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
60 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
70 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
80 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
90 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
100 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
110 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
120 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
130 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
140 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
150 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
160 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
170 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
180 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
190 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576
200 0.571018543 0.571018543 0.554251921 0.75565773 0.71013933 0.20583192 1.2516543 1.3004148 1.0262195 0.003167429 0.000519068 0 0.3433816 0.8688576











Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.006140389 0.006140389 0.053015268 0.07836064 0.002140473 0.006157288 0.00828705 0.011404678 0.014103655 0.003428468 0.00353421 9.77E-05 0.011555845 0.000694502
20 0.004932568 0.004932568 0.04637933 0.07023224 0.002248694 0.002866784 0.008390104 0.012695679 0.010277926 0.003041345 0.0022276 4.58E-06 0.006797443 0.000775526
30 0.006071655 0.006071655 0.049175423 0.077920824 0.002260588 0.002718658 0.01286405 0.011882218 0.017224407 0.002987299 0.001729404 9.27E-07 0.007914529 0.001134476
40 0.009451755 0.009451755 0.05922275 0.09722013 0.002356356 0.002290134 0.033417087 0.010132368 0.029441977 0.002966393 0.002088828 2.43E-07 0.009470561 0.002353604
50 0.009020109 0.009020109 0.059843658 0.09497426 0.002929299 0.00274234 0.025910232 0.009680792 0.027867645 0.00296806 0.004984332 2.19E-07 0.010185719 0.002932453
60 0.009850287 0.009850287 0.059683239 0.0992486 0.002934607 0.001304112 0.022302069 0.009461621 0.025397466 0.002991158 0.01921229 2.68E-07 0.012311907 0.002587377
70 0.010027819 0.010027819 0.059161235 0.100139 0.002667511 0.002154172 0.020179644 0.009062608 0.026415868 0.003021451 0.022194255 2.57E-07 0.012512651 0.002069776
80 0.011831194 0.011831194 0.062675835 0.108771294 0.002931187 0.002375118 0.029360397 0.009259949 0.024021668 0.003040195 0.034002163 2.22E-07 0.011700327 0.00162072
90 0.008919197 0.008919197 0.053441461 0.0944415 0.0027127 0.001914507 0.015465423 0.010029245 0.019388266 0.003056933 0.024411066 1.68E-07 0.010422847 0.001790811
100 0.008936918 0.008936918 0.053274047 0.09453528 0.002844828 0.001818479 0.017893357 0.009767322 0.01842249 0.003064628 0.024230378 1.65E-07 0.009884147 0.001443392
110 0.00910366 0.00910366 0.053196233 0.0954131 0.002929413 0.001717914 0.018215006 0.009784048 0.017445734 0.003065963 0.02716167 1.69E-07 0.009305007 0.001411677
120 0.009253053 0.009253053 0.052858591 0.09619279 0.002913631 0.001811215 0.017809609 0.009311478 0.016569795 0.003066093 0.030909466 1.61E-07 0.008647543 0.001491543
130 0.009220632 0.009220632 0.052804241 0.09602412 0.002916481 0.00174266 0.01874991 0.009110638 0.01598513 0.003066021 0.030673089 1.59E-07 0.008425494 0.001536739
140 0.008868445 0.008868445 0.051939302 0.09417242 0.002912919 0.001794586 0.017162453 0.009190989 0.016436882 0.003069935 0.028232807 1.49E-07 0.008444146 0.001439587
150 0.00928363 0.00928363 0.052829444 0.096351594 0.002962097 0.001845323 0.018356903 0.009152041 0.016124101 0.003068156 0.03169862 1.55E-07 0.008202085 0.001426815
160 0.009373205 0.009373205 0.052604106 0.09681532 0.002977361 0.001822766 0.018113263 0.00896006 0.015701216 0.003064402 0.033644684 1.59E-07 0.008065596 0.001382544
170 0.009449833 0.009449833 0.052805777 0.09721025 0.002963057 0.001862865 0.018467963 0.008933318 0.01574943 0.003066327 0.03399245 1.57E-07 0.008025269 0.00143749
180 0.009301283 0.009301283 0.052493819 0.09644316 0.002977329 0.001842273 0.017917981 0.008992844 0.015956042 0.003067264 0.03276245 1.54E-07 0.008096178 0.001400307
190 0.009159879 0.009159879 0.052147382 0.09570725 0.002957153 0.001834597 0.017768199 0.008961176 0.015875231 0.003068113 0.03173608 1.52E-07 0.00798115 0.001416937
200 0.009356844 0.009356844 0.052451955 0.096730776 0.002981261 0.001856978 0.01780262 0.008937399 0.015831843 0.003066699 0.03375046 1.55E-07 0.007933801 0.001407225
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.004861248 0.004861248 0.03944366 0.069722645 0.005914994 0.000329398 0.009495722 0.005798255 0.010924905 0.002882386 0.001092145 4.11E-07 0.010381158 0.001793105
20 0.004679357 0.004679357 0.038518958 0.06840583 0.005164234 0.001172217 0.010208915 0.004393526 0.013113426 0.002760861 0.001145572 1.45E-06 0.007642087 0.001191284
30 0.004957572 0.004957572 0.038694018 0.07041003 0.005889151 0.000486901 0.008682326 0.004472998 0.013831741 0.002761903 0.001977452 1.70E-06 0.009430925 0.002040616
40 0.00507524 0.00507524 0.039068443 0.07124072 0.005650543 0.000789923 0.007519924 0.005032941 0.017053653 0.002785851 0.001884586 4.07E-06 0.008590856 0.001440049
50 0.005087072 0.005087072 0.038979462 0.07132371 0.005033014 0.000862831 0.005792975 0.005101474 0.018799176 0.002707252 0.003188049 3.64E-06 0.008206386 0.001175915
60 0.00552473 0.00552473 0.040275603 0.074328534 0.005243165 0.001073437 0.008959366 0.005196353 0.019647105 0.002767109 0.001904001 2.91E-06 0.009282386 0.001171467
70 0.005317096 0.005317096 0.038691032 0.072918415 0.005122894 0.000661152 0.006575864 0.005003905 0.02204747 0.00273307 0.002071277 2.14E-06 0.007775141 0.001178043
80 0.005705704 0.005705704 0.03979722 0.07553611 0.00598003 0.001120292 0.00602005 0.004732224 0.025832651 0.002754844 0.002143773 1.12E-06 0.007844413 0.000627636
90 0.005596329 0.005596329 0.039931477 0.07480862 0.006125335 0.000976473 0.006965253 0.005054285 0.023538865 0.002781224 0.00187794 2.73E-06 0.007875808 0.000765378
100 0.00560969 0.00560969 0.040765302 0.07489786 0.00578459 0.000798913 0.007264938 0.005413828 0.022394286 0.002651491 0.002595422 1.15E-06 0.008085025 0.001107253
110 0.005791074 0.005791074 0.041494155 0.07609911 0.005958491 0.000891161 0.008146378 0.005405059 0.022985687 0.002654804 0.002573715 1.12E-06 0.008157928 0.0011364
120 0.005839428 0.005839428 0.040488072 0.07641615 0.005498123 0.000586752 0.009965678 0.004578863 0.021859875 0.00272078 0.002034539 3.62E-06 0.009041744 0.002104307
130 0.0056141 0.0056141 0.040148722 0.07492729 0.005726966 0.000644516 0.0088342 0.004869473 0.021823477 0.002690072 0.001819911 7.82E-07 0.008376119 0.001355481
140 0.005862871 0.005862871 0.041146528 0.07656938 0.005779817 0.000610084 0.009719716 0.005146749 0.021925665 0.002713303 0.002406256 1.11E-06 0.009213756 0.001112251
150 0.006034437 0.006034437 0.041646471 0.07768164 0.005413776 0.000699619 0.010571566 0.005566212 0.023203012 0.002656599 0.002032548 9.03E-07 0.009100131 0.001100009
160 0.006256695 0.006256695 0.042639437 0.079099275 0.005995432 0.000682049 0.010585511 0.005817674 0.025983535 0.002661423 0.001936571 1.09E-06 0.007898983 0.00100468
170 0.006039092 0.006039092 0.041357248 0.077711605 0.005563336 0.00064529 0.009050801 0.005724294 0.02585202 0.002673706 0.002142167 9.24E-07 0.007668052 0.001070335
180 0.006505292 0.006505292 0.042855272 0.08065539 0.00609435 0.000613023 0.009323246 0.006102398 0.028571125 0.00269548 0.001861212 1.09E-06 0.008636193 0.001154801
190 0.006498361 0.006498361 0.043327375 0.080612406 0.005838181 0.00076622 0.01317541 0.005344067 0.025583401 0.002708602 0.001799617 6.75E-07 0.008456492 0.001310943
200 0.00658723 0.00658723 0.043192499 0.08116175 0.005423089 0.000614523 0.012505858 0.006891101 0.02555141 0.002732478 0.001839258 9.48E-07 0.00910425 0.001209379
210 0.006271544 0.006271544 0.04258063 0.07919308 0.005307211 0.000691933 0.011456299 0.006108502 0.025443042 0.00269528 0.001933951 8.02E-07 0.007895343 0.001183081
220 0.006573652 0.006573652 0.043098692 0.08107806 0.005671613 0.000602746 0.012175292 0.006891576 0.026732253 0.002727112 0.001671284 1.01E-06 0.007899092 0.001364546
230 0.006131167 0.006131167 0.041611716 0.07830178 0.005810751 0.000579029 0.008965684 0.005897127 0.026703868 0.002757207 0.001738031 1.35E-06 0.007426896 0.001431728
240 0.006620094 0.006620094 0.043428923 0.08136396 0.005854594 0.0007562 0.010440787 0.007347617 0.028265389 0.002752474 0.001651034 1.26E-06 0.007588849 0.001542742
250 0.006503075 0.006503075 0.04342466 0.08064165 0.005883333 0.000817173 0.009992057 0.005917899 0.028512111 0.002737743 0.002189918 2.31E-06 0.007520604 0.001457602
260 0.006647514 0.006647514 0.043570892 0.08153229 0.005682848 0.000658339 0.011542152 0.00696189 0.028445698 0.002799702 0.001934944 2.01E-06 0.007051103 0.001396461
270 0.006404637 0.006404637 0.042707364 0.08002897 0.005133099 0.000604966 0.009835185 0.006701052 0.028402895 0.002759583 0.001828324 1.69E-06 0.007214397 0.001565176






Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.018276248 0.018276248 0.097509523 0.13518967 0.006969704 0.026743824 0.019782048 0.024171676 0.06948714 0.00442288 0.00369892 0.001489522 0.025276568 0.000720207
20 0.010491723 0.010491723 0.07367275 0.10242911 0.003016563 0.017683031 0.016468085 0.014004315 0.026875837 0.003955931 0.002790341 0.000800964 0.018683763 0.000638397
30 0.007523045 0.007523045 0.061365407 0.08673548 0.002516259 0.009656541 0.012383327 0.012098094 0.014679401 0.00391121 0.00303135 0.000535528 0.015856147 0.000562598
40 0.006522759 0.006522759 0.055906084 0.0807636 0.002501436 0.005692685 0.011518328 0.010999072 0.012009272 0.003830122 0.003196626 0.000397381 0.014567475 0.000515194
50 0.005952916 0.005952916 0.052568104 0.07715514 0.002491464 0.004200898 0.010698189 0.010086523 0.010824773 0.003720171 0.003202032 0.000288901 0.013505651 0.000510554
60 0.005502095 0.005502095 0.050302197 0.07417612 0.002493842 0.003399132 0.010006282 0.00934145 0.01026063 0.003608489 0.003223685 0.000217228 0.011954516 0.000515698
70 0.005198917 0.005198917 0.048420096 0.07210351 0.002447826 0.002897133 0.009454106 0.008534861 0.009890192 0.003515361 0.003151641 0.000157288 0.01141835 0.00052241
80 0.004930477 0.004930477 0.047142384 0.070217356 0.002428205 0.002494656 0.009529544 0.008143179 0.009282479 0.00343884 0.003150833 0.000117734 0.010209189 0.000510106
90 0.00474864 0.00474864 0.045854159 0.068910375 0.002404724 0.00229572 0.009298923 0.007470253 0.009175058 0.003374076 0.003054555 8.73E-05 0.0098244 0.000501394
100 0.004560462 0.004560462 0.044633655 0.06753119 0.002431744 0.002158779 0.009102077 0.006859458 0.009048901 0.003310385 0.003057649 6.53E-05 0.009091093 0.000479187
110 0.004453985 0.004453985 0.043926356 0.06673818 0.002420098 0.002146414 0.008998319 0.006655634 0.00881492 0.003272729 0.002980084 4.87E-05 0.008735539 0.00046744
120 0.004355957 0.004355957 0.043357451 0.06599967 0.002534212 0.002182413 0.008570047 0.006454783 0.00912948 0.00323225 0.0030163 3.70E-05 0.007952559 0.000450506
130 0.004116224 0.004116224 0.04188745 0.06415781 0.002478839 0.002191433 0.006959129 0.006509389 0.008898494 0.003178422 0.003018756 2.80E-05 0.007458258 0.000441562
140 0.004153562 0.004153562 0.041957674 0.06444813 0.00259901 0.002093182 0.007394831 0.006686883 0.008982712 0.00314815 0.002951023 2.05E-05 0.007216162 0.000443171
150 0.004177298 0.004177298 0.042055531 0.06463202 0.002789594 0.002019832 0.007554862 0.006774078 0.009240215 0.003113639 0.0030215 1.53E-05 0.006796531 0.00044743
160 0.004201576 0.004201576 0.042109783 0.06481956 0.002856683 0.002138621 0.007472065 0.007279143 0.009165541 0.003059278 0.002941815 1.14E-05 0.006627113 0.000464072
170 0.004133309 0.004133309 0.04139621 0.064290814 0.002775918 0.002202021 0.007054817 0.007569754 0.009055813 0.003012055 0.002859891 8.68E-06 0.006326685 0.000467455
180 0.004200863 0.004200863 0.041605329 0.06481406 0.002906216 0.002147288 0.007198409 0.007529963 0.009703296 0.002991537 0.003012214 6.85E-06 0.006029691 0.000483169
190 0.00416025 0.00416025 0.041214385 0.064500004 0.003182824 0.002058711 0.008289297 0.006892907 0.009314587 0.002962265 0.002879161 5.20E-06 0.005505256 0.000512291
200 0.003944039 0.003944039 0.039649268 0.062801585 0.003082931 0.002042752 0.006270979 0.006971994 0.009410158 0.002934188 0.002997862 4.16E-06 0.005179504 0.000545865
210 0.003935014 0.003935014 0.039518267 0.06272969 0.003195882 0.002144509 0.006549131 0.007374453 0.009164603 0.002912455 0.003100918 3.50E-06 0.004341848 0.00056284
220 0.003844938 0.003844938 0.038622109 0.06200757 0.003307656 0.002010803 0.006408483 0.006311056 0.009872749 0.002897357 0.002992446 2.84E-06 0.004040619 0.000605371
230 0.003699844 0.003699844 0.037537898 0.06082634 0.003271054 0.002112675 0.005394089 0.006311009 0.009881492 0.002878811 0.003070845 2.39E-06 0.003427306 0.000648767
240 0.003880733 0.003880733 0.038505509 0.062295526 0.003460772 0.002177067 0.006689046 0.0053539 0.010723675 0.002871775 0.004023603 2.22E-06 0.00284235 0.000662919
250 0.003972302 0.003972302 0.038337381 0.063026205 0.003516005 0.002096369 0.005313642 0.004716563 0.01118155 0.002896062 0.006496077 2.29E-06 0.002806731 0.000697734
260 0.004139672 0.004139672 0.039369135 0.064340286 0.003877571 0.00225446 0.006052786 0.004741847 0.011367044 0.002885173 0.00643688 1.89E-06 0.002993184 0.000785878
270 0.004190736 0.004190736 0.039129027 0.0647359 0.004579625 0.002133449 0.005444672 0.00423032 0.01055951 0.002900269 0.008351362 1.71E-06 0.002965335 0.000741111
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist
10 0.004721519 0.004721519 0.047033001 0.06871331 0.003446905 0.004146618 0.008477717 0.007225516 0.010672996 0.003305997 0.003200098 1.78E-05 0.006056502 0.000665013
20 0.003832776 0.003832776 0.039561192 0.06190943 0.002772896 0.00117942 0.006019535 0.007741648 0.008845065 0.003020993 0.002573667 2.08E-06 0.005304109 0.000868354
30 0.003736321 0.003736321 0.03836067 0.061125454 0.002899948 0.001514204 0.007505603 0.005178714 0.009777498 0.002924363 0.002142681 7.26E-07 0.004254171 0.001165303
40 0.004015269 0.004015269 0.039578538 0.06336615 0.003516158 0.001237543 0.005074994 0.005322457 0.010736201 0.002868199 0.004398242 3.29E-07 0.005469449 0.001529115
50 0.00495179 0.00495179 0.043568926 0.07036895 0.003494516 0.000757552 0.007231866 0.004702077 0.01039515 0.002895487 0.010139717 2.78E-07 0.007693852 0.002207404
60 0.005919204 0.005919204 0.044593059 0.076936364 0.003094366 0.000681636 0.00666348 0.004229921 0.010230338 0.002862008 0.020337282 1.83E-07 0.009211532 0.001881297
70 0.006086255 0.006086255 0.04457782 0.07801445 0.003255958 0.000693281 0.006377057 0.003788839 0.010456663 0.002852097 0.023954188 1.78E-07 0.00783071 0.001653581
80 0.006207063 0.006207063 0.045426681 0.07878492 0.003328596 0.000726024 0.00650368 0.003854653 0.010383588 0.00285964 0.025049958 1.60E-07 0.00812755 0.001236785
90 0.00645173 0.00645173 0.045264536 0.08032267 0.003370777 0.000769425 0.005717801 0.003847579 0.010174222 0.002862031 0.029252822 1.59E-07 0.007313771 0.001208711
100 0.006160638 0.006160638 0.045465324 0.078489736 0.003350921 0.000797339 0.006462486 0.00392552 0.009869345 0.002854541 0.026009997 1.38E-07 0.007046655 0.001289437
110 0.005758616 0.005758616 0.044171636 0.07588555 0.00322839 0.000826149 0.006446043 0.004000034 0.009771802 0.002849549 0.022472944 1.24E-07 0.00658609 0.001405041
120 0.005224534 0.005224534 0.042149226 0.07228094 0.003097744 0.000831267 0.006266975 0.003825425 0.009591435 0.002832977 0.017944261 1.06E-07 0.006400062 0.001455089
130 0.00582586 0.00582586 0.044216623 0.076327324 0.003192985 0.000823317 0.006675315 0.003819537 0.009579162 0.002835191 0.023588413 1.13E-07 0.00618979 0.00155478
140 0.005090046 0.005090046 0.041909236 0.07134456 0.003041408 0.000838331 0.006771382 0.003861208 0.009513923 0.00283068 0.016503397 1.02E-07 0.005975151 0.001564879
150 0.00512218 0.00512218 0.042025708 0.07156942 0.003023951 0.000823596 0.006955518 0.003839195 0.009487156 0.002830792 0.016728964 1.00E-07 0.005933779 0.001598754
160 0.005368253 0.005368253 0.043068953 0.07326836 0.003030183 0.000830089 0.007159661 0.00389449 0.00941207 0.002833336 0.018976906 1.03E-07 0.00594272 0.001602975
170 0.005234579 0.005234579 0.042567282 0.07235039 0.0030158 0.000840259 0.00725017 0.003856893 0.009395935 0.002832124 0.017632648 1.00E-07 0.005877551 0.001644306
180 0.00523855 0.00523855 0.042581154 0.07237782 0.003009504 0.000832571 0.007229467 0.003867216 0.009366764 0.002831627 0.017769467 9.98E-08 0.005816042 0.001662737
190 0.005212191 0.005212191 0.042646196 0.072195515 0.002996027 0.000842756 0.007429308 0.003879517 0.009338019 0.002831891 0.017316557 9.91E-08 0.005806792 0.001680946
200 0.005086459 0.005086459 0.04208115 0.071319416 0.002976604 0.000841701 0.0072846 0.003864064 0.009331403 0.002830462 0.016256763 9.67E-08 0.005767313 0.001711585
210 0.005217077 0.005217077 0.04263928 0.07222933 0.002995869 0.000839122 0.007417573 0.003878315 0.009336223 0.002831754 0.017383272 9.86E-08 0.005792771 0.001695778
220 0.005073324 0.005073324 0.042040696 0.07122727 0.002973147 0.000841011 0.007333378 0.003857844 0.009328518 0.002830188 0.016108112 9.62E-08 0.005746737 0.001714204
230 0.00510461 0.00510461 0.042171748 0.07144656 0.002977682 0.000840755 0.007347113 0.003859553 0.009325779 0.002830497 0.016401079 9.66E-08 0.005750264 0.001713282
240 0.005125181 0.005125181 0.042266482 0.071590364 0.002979967 0.000841667 0.007387831 0.003861311 0.009324011 0.002830677 0.01656632 9.69E-08 0.005748868 0.001711057
250 0.005105088 0.005105088 0.0421926 0.071449906 0.002977589 0.000841627 0.007368818 0.003859761 0.009317897 0.00283065 0.016388323 9.66E-08 0.005746803 0.001719317
260 0.005111882 0.005111882 0.04220958 0.07149743 0.002977485 0.000841095 0.007372857 0.003860826 0.009319299 0.002830614 0.016458783 9.67E-08 0.005743424 0.001714341
270 0.00510428 0.00510428 0.042173617 0.07144424 0.002976245 0.000841667 0.007359031 0.003859111 0.009317456 0.002830601 0.016402742 9.65E-08 0.005739713 0.001716135
   180 
Appendix 3: Evaluation Results of MIMO-TCN variance for 
Historical Weather Data 
The following sample screenshots show the learning process of MIMO-TCN for each 
configuration and controls. The X-axis represents the number of epochs and the Y-axis 
represents the MSE for relevant epoch in each graph. Finally, the saved optimal model is 
evaluated (i.e. the least MSE model out of 200 epochs) and the results are shown in the 
top of each graph. These evaluation results consist of MSE, MAE, RMSE, and EV 
respectively.  
 
i) Filter 32- TCN 1- Linear activation 
 
ii) Filter 32- TCN 1- tanh activation 
 
iii) Filter 32- TCN 2- Linear activation 
 
iv) Filter 32- TCN 2- tanh activation 
 
v) Filter 32- TCN 4- Linear activation 
 
vi) Filter 32- TCN 4- tanh activation 
   181 
 
vii) Filter 64- TCN 1- Linear activation 
 
viii) Filter 64- TCN 1- tanh activation 
 
ix) Filter 64- TCN 2- Linear activation 
 
x) Filter 64- TCN 2- tanh activation 
 
xi) Filter 64- TCN 4- Linear activation 
 
xii) Filter 64- TCN 3- tanh activation 
 
xiii) Filter 128- TCN 1- Linear activation 
 
xiv) Filter 128- TCN 1- tanh activation 
   182 
 
xv) Filter 128- TCN 2- Linear activation 
 
xvi) Filter 128- TCN 2- tanh activation 
 
xvii) Filter 128- TCN 3- Linear activation 
 
xviii) Filter 128- TCN 4- tanh activation 
 
xix) Filter 256- TCN 1- Linear activation 
 
xx) Filter 256- TCN 1- tanh activation 
 
xxi) Filter 256- TCN 2- linear activation 
 
xxii) Filter 256- TCN 2- tanh activation 
   183 
 
xxiii) Filter 512- TCN 1- Linear activation 
 
xxiv) Filter 256- TCN 3- tanh activation 
 
xxv) Filter 512- TCN 2- Linear activation 
 
xxvi) Filter 512- TCN 1- tanh activation 
 
xxvii) Filter 512- TCN 3- Linear activation 
 
xxviii) Filter 512- TCN 3- tanh activation 
 
xxix) Filter 512- TCN 4- Linear activation 
 
xxx) Filter 512- TCN 4- tanh activation 
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Appendix 4: Evaluation Results of MISO-LSTM variance for 
Historical Weather Data 
The configuration 1 evaluation results with Adam and SGD is given below out of different 
configurations and controls. 
Configuration 1- Optimiser: Adam 
Parameter: Surface Temperature 
 
Parameter: Surface Pressure 
 
 
Epoch Loss Total MSE Total MAE Total RMSE
10 0.005949996 0.005949996 0.061012667 0.07713621
20 0.006669067 0.006669067 0.062296557 0.08166436
30 0.006621725 0.006621725 0.06267316 0.08137398
40 0.008510581 0.008510581 0.071322167 0.092252806
50 0.007421528 0.007421528 0.068478891 0.086148284
60 0.007615929 0.007615929 0.06793304 0.08726929
70 0.007398951 0.007398951 0.066690263 0.086017154
80 0.010540888 0.010540888 0.082478765 0.10266882
90 0.010759036 0.010759036 0.081671994 0.10372577
100 0.011908467 0.011908467 0.086473292 0.10912592
110 0.012259442 0.012259442 0.086049549 0.110722356
120 0.011782905 0.011782905 0.085788655 0.10854909
130 0.011622726 0.011622726 0.085487085 0.10780875
140 0.012107984 0.012107984 0.087014309 0.110036284
150 0.013629492 0.013629492 0.091756207 0.11674541
160 0.016383952 0.016383952 0.099303437 0.12799981
170 0.013637352 0.013637352 0.093130847 0.116779074
180 0.015278167 0.015278167 0.097568961 0.123604886
190 0.016908894 0.016908894 0.103958764 0.1300342
200 0.016227991 0.016227991 0.102737623 0.12738913
210 0.017363762 0.017363762 0.103800934 0.13177162
220 0.017813487 0.017813487 0.107937534 0.13346718
230 0.020838909 0.020838909 0.115033542 0.14435688
240 0.018435379 0.018435379 0.109100939 0.13577695
250 0.018831725 0.018831725 0.111799259 0.13722873
260 0.018090772 0.018090772 0.1095264 0.13450193
270 0.017412864 0.017412864 0.107563619 0.13195781
280 0.020766861 0.020766861 0.115774665 0.14410712
290 0.019432888 0.019432888 0.112994674 0.1394019
300 0.021243546 0.021243546 0.11703047 0.14575166
310 0.02028816 0.02028816 0.114973774 0.14243652
320 0.022218313 0.022218313 0.12036205 0.14905809
330 0.022435345 0.022435345 0.120221908 0.14978433
340 0.020060253 0.020060253 0.116958266 0.14163423
350 0.02176722 0.02176722 0.121942633 0.14753719
360 0.022346641 0.022346641 0.121822878 0.14948793
370 0.024290147 0.024290147 0.125863877 0.15585296
380 0.023724295 0.023724295 0.126046738 0.15402693
390 0.023380137 0.023380137 0.123726508 0.15290564
400 0.026677834 0.026677834 0.13242576 0.1633335
410 0.027170914 0.027170914 0.133955414 0.16483602
420 0.026066877 0.026066877 0.130570805 0.1614524
430 0.026628509 0.026628509 0.133147706 0.16318244
440 0.027763508 0.027763508 0.135335854 0.16662385
450 0.027977697 0.027977697 0.136037517 0.16726534
Epoch Loss Total MSE Total MAE Total RMSE
10 0.000690402 0.000690402 0.02165334 0.026275504
20 0.000333494 0.000333494 0.011648562 0.01826181
30 0.000197254 0.000197254 0.008853848 0.014044732
40 0.000213828 0.000213828 0.009855207 0.01462285
50 0.000233942 0.000233942 0.009884995 0.015295154
60 0.000134118 0.000134118 0.007370031 0.011580916
70 0.000166849 0.000166849 0.008154344 0.012917004
80 0.000141348 0.000141348 0.007790674 0.011888968
90 0.000100625 0.000100625 0.007031562 0.010031208
100 0.000101427 0.000101427 0.007286195 0.010071112
110 9.15E-05 9.15E-05 0.00675089 0.009566846
120 8.40E-05 8.40E-05 0.006534913 0.009164348
130 8.82E-05 8.82E-05 0.006793138 0.009392719
140 0.000104186 0.000104186 0.007303394 0.010207155
150 8.16E-05 8.16E-05 0.006567715 0.009032744
160 8.45E-05 8.45E-05 0.006455654 0.009192157
170 8.37E-05 8.37E-05 0.006488102 0.009148344
180 9.75E-05 9.75E-05 0.006997497 0.009873824
190 9.00E-05 9.00E-05 0.006841374 0.009488388
200 0.00010173 0.00010173 0.007017038 0.010086111
210 0.000103598 0.000103598 0.00722978 0.010178293
220 0.000104705 0.000104705 0.007266599 0.010232571
230 0.000110318 0.000110318 0.007392123 0.010503238
240 0.000120427 0.000120427 0.007695287 0.010973943
250 0.000118382 0.000118382 0.007915517 0.010880365
260 0.000120671 0.000120671 0.008018623 0.010985049
270 0.000128413 0.000128413 0.008162894 0.011331927
280 0.000124954 0.000124954 0.007868015 0.011178284
290 0.00011636 0.00011636 0.008053829 0.010787022
300 0.000125008 0.000125008 0.00806844 0.011180713
310 0.000132903 0.000132903 0.008628623 0.011528343
320 0.000115025 0.000115025 0.007769055 0.010724952
330 0.000121052 0.000121052 0.008230629 0.011002365
340 0.000107613 0.000107613 0.007821992 0.010373653
350 0.000122282 0.000122282 0.00820069 0.011058136
360 0.000130984 0.000130984 0.008607202 0.011444821
370 0.000117248 0.000117248 0.008034547 0.010828122
380 0.000113428 0.000113428 0.007974928 0.010650263
390 0.000121809 0.000121809 0.008290595 0.011036731
400 0.000127404 0.000127404 0.008517991 0.01128732
410 0.000131686 0.000131686 0.008574785 0.011475459
420 0.000132969 0.000132969 0.008709981 0.011531211
430 0.000137408 0.000137408 0.008857521 0.011722121
440 0.000130364 0.000130364 0.008560967 0.011417687
450 0.00013509 0.00013509 0.008661094 0.011622813
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Epoch Loss Total MSE Total MAE Total RMSE
10 0.003389316 0.003389316 0.045142062 0.058217827
20 0.004270391 0.004270391 0.049317757 0.06534823
30 0.003008846 0.003008846 0.040997274 0.054852948
40 0.003510667 0.003510667 0.043949722 0.059250884
50 0.003446197 0.003446197 0.043948359 0.05870432
60 0.003989131 0.003989131 0.047425653 0.06315956
70 0.003592478 0.003592478 0.044823572 0.059937287
80 0.00356253 0.00356253 0.044705315 0.059686933
90 0.003260346 0.003260346 0.042680823 0.05709944
100 0.003337384 0.003337384 0.044141926 0.057770092
110 0.003527082 0.003527082 0.044727496 0.059389245
120 0.003269211 0.003269211 0.043723805 0.05717701
130 0.003179259 0.003179259 0.042563572 0.05638492
140 0.003470579 0.003470579 0.044634678 0.058911618
150 0.003630232 0.003630232 0.045403515 0.060251407
160 0.003419337 0.003419337 0.044747809 0.058475096
170 0.003395028 0.003395028 0.044181027 0.05826687
180 0.003288102 0.003288102 0.044246518 0.05734197
190 0.003114719 0.003114719 0.042661137 0.055809665
200 0.00325875 0.00325875 0.043508826 0.057085466
210 0.00338112 0.00338112 0.04459773 0.0581474
220 0.003308592 0.003308592 0.044207888 0.05752036
230 0.003308252 0.003308252 0.043897799 0.057517402
240 0.003451407 0.003451407 0.044735708 0.058748674
250 0.003468584 0.003468584 0.04463756 0.058894686
260 0.003758195 0.003758195 0.047920481 0.06130412
270 0.003610205 0.003610205 0.045800371 0.060084976
Epoch Loss Total MSE Total MAE Total RMSE
10 0.00533791 0.00533791 0.054178461 0.073061004
20 0.005287072 0.005287072 0.055025631 0.07271226
30 0.004969483 0.004969483 0.053334031 0.070494555
40 0.004920537 0.004920537 0.053249888 0.07014654
50 0.004593745 0.004593745 0.050534164 0.067777164
60 0.005163534 0.005163534 0.05502913 0.071857736
70 0.004476656 0.004476656 0.049678988 0.066907816
80 0.004683924 0.004683924 0.051424607 0.06843921
90 0.004784591 0.004784591 0.052208682 0.06917074
100 0.005269012 0.005269012 0.056440138 0.07258796
110 0.004755291 0.004755291 0.052081654 0.06895862
120 0.004780227 0.004780227 0.052339138 0.06913918
130 0.004709613 0.004709613 0.051877658 0.06862662
140 0.004849132 0.004849132 0.052919027 0.06963571
150 0.00473881 0.00473881 0.052223974 0.06883902
160 0.005019185 0.005019185 0.05412081 0.07084621
170 0.004795064 0.004795064 0.052506465 0.0692464
180 0.004810877 0.004810877 0.05256588 0.06936049
190 0.004876858 0.004876858 0.052910741 0.06983451
200 0.00474291 0.00474291 0.052042921 0.068868786
210 0.004806783 0.004806783 0.052460807 0.06933097
220 0.004718274 0.004718274 0.051844828 0.06868969
230 0.004756036 0.004756036 0.052173015 0.06896401
240 0.005095623 0.005095623 0.054312322 0.07138363
250 0.004854841 0.004854841 0.052681366 0.06967669
260 0.004897482 0.004897482 0.052929836 0.069982015
270 0.004966251 0.004966251 0.053435151 0.07047163
280 0.004996868 0.004996868 0.053503513 0.07068853
290 0.004891579 0.004891579 0.052778757 0.06993982
300 0.00484442 0.00484442 0.052655972 0.06960186
310 0.004912006 0.004912006 0.053005224 0.070085704
320 0.004925566 0.004925566 0.053155832 0.07018238
330 0.004837116 0.004837116 0.052536508 0.069549374
340 0.004831143 0.004831143 0.052455318 0.06950642
350 0.004908422 0.004908422 0.052988346 0.070060134
360 0.004987215 0.004987215 0.053511272 0.07062022
370 0.004968903 0.004968903 0.053430709 0.07049044
380 0.004893579 0.004893579 0.052989215 0.06995412
390 0.004863535 0.004863535 0.052718627 0.06973904
400 0.004792861 0.004792861 0.052303982 0.06923049
410 0.004928608 0.004928608 0.053308347 0.07020404
420 0.004793899 0.004793899 0.052457826 0.06923799
430 0.004869406 0.004869406 0.05300661 0.06978113
440 0.004836523 0.004836523 0.052685028 0.06954511
450 0.004808989 0.004808989 0.052580598 0.069346875
460 0.004729356 0.004729356 0.052095129 0.06877031
470 0.004722632 0.004722632 0.052082597 0.068721406
480 0.004803591 0.004803591 0.052622628 0.069307946
490 0.004749246 0.004749246 0.052268339 0.06891477
500 0.004827775 0.004827775 0.052842127 0.069482185















Epoch Loss Total MSE Total MAE Total RMSE
10 0.010912588 0.010912588 0.077246315 0.10446333
20 0.012972375 0.012972375 0.083939431 0.11389633
30 0.014264975 0.014264975 0.090206464 0.11943606
40 0.016225185 0.016225185 0.095517711 0.12737812
50 0.015265159 0.015265159 0.093037432 0.12355225
60 0.014885264 0.014885264 0.091121534 0.12200518
70 0.013505588 0.013505588 0.087147024 0.116213545
80 0.015945124 0.015945124 0.09572755 0.126274
90 0.014434802 0.014434802 0.091270487 0.12014492
100 0.015237295 0.015237295 0.092815648 0.12343944
110 0.014341952 0.014341952 0.090448285 0.11975788
120 0.014343267 0.014343267 0.091020315 0.119763374
130 0.015208528 0.015208528 0.093823256 0.12332286
140 0.016464668 0.016464668 0.095682714 0.12831472
150 0.014844768 0.014844768 0.092097699 0.12183911
160 0.014971771 0.014971771 0.09172761 0.12235919
170 0.014655323 0.014655323 0.090432663 0.12105917
180 0.015700283 0.015700283 0.093610147 0.12530077
190 0.016760678 0.016760678 0.097115987 0.12946305
200 0.016865415 0.016865415 0.097984207 0.12986691
210 0.018218465 0.018218465 0.101471112 0.13497579
220 0.018295028 0.018295028 0.100791662 0.1352591
230 0.018236419 0.018236419 0.100417575 0.1350423
240 0.018282912 0.018282912 0.101364188 0.13521431
250 0.018391685 0.018391685 0.101682848 0.13561594
260 0.017498086 0.017498086 0.098680942 0.13228033
270 0.017923545 0.017923545 0.100377425 0.13387884
280 0.017703785 0.017703785 0.099141092 0.13305558
290 0.017728257 0.017728257 0.099308672 0.13314751
300 0.018516302 0.018516302 0.100857319 0.13607462
310 0.01914127 0.01914127 0.103407458 0.13835199
320 0.018395369 0.018395369 0.10048095 0.13562953
330 0.019012017 0.019012017 0.102686827 0.13788407
340 0.01823599 0.01823599 0.100592727 0.1350407
350 0.018791182 0.018791182 0.103062138 0.13708092
360 0.018929163 0.018929163 0.102279001 0.13758329
370 0.017946283 0.017946283 0.100098582 0.13396373
380 0.018068424 0.018068424 0.100936303 0.13441883
390 0.017581685 0.017581685 0.099799731 0.13259594
Epoch Loss Total MSE Total MAE Total RMSE
10 0.003167429 0.003167429 0.007220125 0.056279916
20 0.003167429 0.003167429 0.007220125 0.056279916
30 0.003167429 0.003167429 0.007220125 0.056279916
40 0.003167429 0.003167429 0.007220125 0.056279916
50 0.003167429 0.003167429 0.007220125 0.056279916
60 0.003167429 0.003167429 0.007220125 0.056279916
70 0.003167429 0.003167429 0.007220125 0.056279916
80 0.003167429 0.003167429 0.007220125 0.056279916
90 0.003167429 0.003167429 0.007220125 0.056279916
100 0.003167429 0.003167429 0.007220125 0.056279916
110 0.003167429 0.003167429 0.007220125 0.056279916
120 0.003167429 0.003167429 0.007220125 0.056279916
130 0.003167429 0.003167429 0.007220125 0.056279916
140 0.003167429 0.003167429 0.007220125 0.056279916
150 0.003167429 0.003167429 0.007220125 0.056279916
160 0.003167429 0.003167429 0.007220125 0.056279916
170 0.003167429 0.003167429 0.007220125 0.056279916
180 0.003167429 0.003167429 0.007220125 0.056279916
190 0.003167429 0.003167429 0.007220125 0.056279916
200 0.003167429 0.003167429 0.007220125 0.056279916
210 0.003167429 0.003167429 0.007220125 0.056279916
220 0.003167429 0.003167429 0.007220125 0.056279916
230 0.003167429 0.003167429 0.007220125 0.056279916
240 0.003167429 0.003167429 0.007220125 0.056279916
250 0.003167429 0.003167429 0.007220125 0.056279916
260 0.003167429 0.003167429 0.007220125 0.056279916
270 0.003167429 0.003167429 0.007220125 0.056279916
280 0.003167429 0.003167429 0.007220125 0.056279916
290 0.003167429 0.003167429 0.007220125 0.056279916
300 0.003167429 0.003167429 0.007220125 0.056279916
310 0.003167429 0.003167429 0.007220125 0.056279916
320 0.003167429 0.003167429 0.007220125 0.056279916
330 0.003167429 0.003167429 0.007220125 0.056279916
340 0.003167429 0.003167429 0.007220125 0.056279916
350 0.003167429 0.003167429 0.007220125 0.056279916
360 0.003167429 0.003167429 0.007220125 0.056279916
370 0.003167429 0.003167429 0.007220125 0.056279916
380 0.003167429 0.003167429 0.007220125 0.056279916
390 0.003167429 0.003167429 0.007220125 0.056279916
400 0.003167429 0.003167429 0.007220125 0.056279916
410 0.003167429 0.003167429 0.007220125 0.056279916
420 0.003167429 0.003167429 0.007220125 0.056279916
430 0.003167429 0.003167429 0.007220125 0.056279916
440 0.003167429 0.003167429 0.007220125 0.056279916
450 0.003167429 0.003167429 0.007220125 0.056279916
460 0.003167429 0.003167429 0.007220125 0.056279916
470 0.003167429 0.003167429 0.007220125 0.056279916
   187 












Epoch Loss Total MSE Total MAE Total RMSE
10 0.000519068 0.000519068 0.004258942 0.022783063
20 0.000519068 0.000519068 0.004258942 0.022783063
30 0.000519068 0.000519068 0.004258942 0.022783063
40 0.000519068 0.000519068 0.004258942 0.022783063
50 0.000519068 0.000519068 0.004258942 0.022783063
60 0.000519068 0.000519068 0.004258942 0.022783063
70 0.000519068 0.000519068 0.004258942 0.022783063
80 0.000519068 0.000519068 0.004258942 0.022783063
90 0.000519068 0.000519068 0.004258942 0.022783063
100 0.000519068 0.000519068 0.004258942 0.022783063
110 0.000519068 0.000519068 0.004258942 0.022783063
120 0.000519068 0.000519068 0.004258942 0.022783063
130 0.000519068 0.000519068 0.004258942 0.022783063
140 0.000519068 0.000519068 0.004258942 0.022783063
150 0.000519068 0.000519068 0.004258942 0.022783063
160 0.000519068 0.000519068 0.004258942 0.022783063
170 0.000519068 0.000519068 0.004258942 0.022783063
180 0.000519068 0.000519068 0.004258942 0.022783063
190 0.000519068 0.000519068 0.004258942 0.022783063
200 0.000519068 0.000519068 0.004258942 0.022783063
210 0.000519068 0.000519068 0.004258942 0.022783063
220 0.000519068 0.000519068 0.004258942 0.022783063
230 0.000519068 0.000519068 0.004258942 0.022783063
240 0.000519068 0.000519068 0.004258942 0.022783063
250 0.000519068 0.000519068 0.004258942 0.022783063
260 0.000519068 0.000519068 0.004258942 0.022783063
270 0.000519068 0.000519068 0.004258942 0.022783063
280 0.000519068 0.000519068 0.004258942 0.022783063
290 0.000519068 0.000519068 0.004258942 0.022783063
300 0.000519068 0.000519068 0.004258942 0.022783063
310 0.000519068 0.000519068 0.004258942 0.022783063
320 0.000519068 0.000519068 0.004258942 0.022783063
330 0.000519068 0.000519068 0.004258942 0.022783063
340 0.000519068 0.000519068 0.004258942 0.022783063
350 0.000519068 0.000519068 0.004258942 0.022783063
360 0.000519068 0.000519068 0.004258942 0.022783063
370 0.000519068 0.000519068 0.004258942 0.022783063
380 0.000519068 0.000519068 0.004258942 0.022783063
390 0.000519068 0.000519068 0.004258942 0.022783063
400 0.000519068 0.000519068 0.004258942 0.022783063
410 0.000519068 0.000519068 0.004258942 0.022783063
420 0.000519068 0.000519068 0.004258942 0.022783063
430 0.000519068 0.000519068 0.004258942 0.022783063
440 0.000519068 0.000519068 0.004258942 0.022783063
450 0.000519068 0.000519068 0.004258942 0.022783063
460 0.000519068 0.000519068 0.004258942 0.022783063
470 0.000519068 0.000519068 0.004258942 0.022783063
480 0.000519068 0.000519068 0.004258942 0.022783063
490 0.000519068 0.000519068 0.004258942 0.022783063
500 0.000519068 0.000519068 0.004258942 0.022783063
Epoch Loss Total MSE Total MAE Total RMSE
10 0 0 0 0
20 0 0 0 0
30 0 0 0 0
40 0 0 0 0
50 0 0 0 0
60 0 0 0 0
70 0 0 0 0
80 0 0 0 0
90 0 0 0 0
100 0 0 0 0
110 0 0 0 0
120 0 0 0 0
130 0 0 0 0
140 0 0 0 0
150 0 0 0 0
160 0 0 0 0
170 0 0 0 0
180 0 0 0 0
190 0 0 0 0
200 0 0 0 0
210 0 0 0 0
220 0 0 0 0
230 0 0 0 0
240 0 0 0 0
250 0 0 0 0
260 0 0 0 0
270 0 0 0 0
280 0 0 0 0
290 0 0 0 0
300 0 0 0 0
310 0 0 0 0
320 0 0 0 0
330 0 0 0 0
340 0 0 0 0
350 0 0 0 0
360 0 0 0 0
370 0 0 0 0
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Epoch Loss Total MSE Total MAE Total RMSE
10 0.004325722 0.004325722 0.03244979 0.06577022
20 0.005962332 0.005962332 0.035708922 0.07721613
30 0.007555746 0.007555746 0.042686129 0.0869238
40 0.010001173 0.010001173 0.049882613 0.100005865
50 0.014629738 0.014629738 0.062389513 0.120953456
60 0.013272205 0.013272205 0.058943588 0.11520506
70 0.01382341 0.01382341 0.05989389 0.117573
80 0.015730582 0.015730582 0.064035932 0.12542161
90 0.014482706 0.014482706 0.061311557 0.12034411
100 0.015374269 0.015374269 0.063061433 0.123993024
110 0.014873757 0.014873757 0.062228781 0.12195801
120 0.015024387 0.015024387 0.06239988 0.12257401
130 0.014782799 0.014782799 0.062123049 0.121584535
140 0.014277657 0.014277657 0.06069513 0.11948915
150 0.014358289 0.014358289 0.06127317 0.11982608
160 0.013906519 0.013906519 0.060346016 0.117925905
170 0.014566163 0.014566163 0.06179604 0.12069036
180 0.014224615 0.014224615 0.061239155 0.11926699
190 0.014569046 0.014569046 0.061653188 0.120702304
200 0.014610975 0.014610975 0.06177741 0.12087587
210 0.014864409 0.014864409 0.062689539 0.121919684
220 0.015094801 0.015094801 0.063214129 0.1228609
230 0.014691196 0.014691196 0.061957876 0.121207245
240 0.015136985 0.015136985 0.062810426 0.12303246
250 0.014746004 0.014746004 0.061890271 0.121433124
260 0.014862495 0.014862495 0.063038071 0.12191183
270 0.014510261 0.014510261 0.061509129 0.12045854
280 0.014483398 0.014483398 0.061466523 0.12034699
290 0.01503762 0.01503762 0.062557838 0.12262797
300 0.013848975 0.013848975 0.059960045 0.11768167
310 0.014199242 0.014199242 0.060703218 0.11916057
320 0.014331307 0.014331307 0.061180286 0.11971344
330 0.013972634 0.013972634 0.060315273 0.1182059
340 0.014185912 0.014185912 0.060668353 0.119104624
350 0.014328071 0.014328071 0.06114898 0.11969992
360 0.014303627 0.014303627 0.060952251 0.11959777
370 0.014574041 0.014574041 0.061882019 0.120722994
380 0.014524249 0.014524249 0.061479188 0.12051659
390 0.014795361 0.014795361 0.061979305 0.121636175
400 0.014597343 0.014597343 0.061517855 0.120819464
Epoch Loss Total MSE Total MAE Total RMSE
10 0.000871767 0.000871767 0.013673123 0.029525695
20 0.000975133 0.000975133 0.013090764 0.031227121
30 0.000906907 0.000906907 0.012503516 0.03011489
40 0.000919722 0.000919722 0.012971612 0.030326916
50 0.000914846 0.000914846 0.012860503 0.030246418
60 0.001078131 0.001078131 0.01419247 0.0328349
70 0.001381693 0.001381693 0.014472424 0.037171133
80 0.001257002 0.001257002 0.014952845 0.035454225
90 0.002276821 0.002276821 0.01554296 0.047716044
100 0.001223589 0.001223589 0.015404479 0.034979835
110 0.002386915 0.002386915 0.02305516 0.04885606
120 0.00141311 0.00141311 0.016683725 0.03759136
130 0.001208888 0.001208888 0.014838992 0.034769073
140 0.002033074 0.002033074 0.015350088 0.045089617
150 0.001509242 0.001509242 0.014238895 0.03884897
160 0.001049787 0.001049787 0.013145691 0.03240042
170 0.001239827 0.001239827 0.014882491 0.03521118
180 0.001150222 0.001150222 0.014761602 0.03391492
190 0.001422894 0.001422894 0.014533121 0.03772127
200 0.001092286 0.001092286 0.014607342 0.033049755
210 0.001325332 0.001325332 0.016233248 0.03640511
220 0.001462754 0.001462754 0.017296437 0.03824596
230 0.001374508 0.001374508 0.01385759 0.037074357
240 0.001800791 0.001800791 0.018578506 0.042435724
250 0.001207902 0.001207902 0.015625934 0.03475489
260 0.001389616 0.001389616 0.01696321 0.03727755
270 0.001504685 0.001504685 0.017581184 0.038790274
280 0.001197258 0.001197258 0.01537139 0.034601413
290 0.001043726 0.001043726 0.01411267 0.03230675
300 0.001148366 0.001148366 0.014873643 0.033887543
310 0.001185463 0.001185463 0.015133841 0.034430552
320 0.001032207 0.001032207 0.014178688 0.03212798
330 0.001283915 0.001283915 0.016131399 0.03583176
340 0.001433679 0.001433679 0.016780438 0.03786396
350 0.001151899 0.001151899 0.015148334 0.033939634
360 0.001161933 0.001161933 0.015165073 0.03408714
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Epoch Loss Total MSE Total MAE Total RMSE
10 0.004315138 0.004315138 0.040485377 0.065689705
20 0.002539409 0.002539409 0.033373678 0.050392553
30 0.002104029 0.002104029 0.030370576 0.045869693
40 0.002066529 0.002066529 0.029531769 0.045459095
50 0.002305738 0.002305738 0.030539084 0.0480181
60 0.002600313 0.002600313 0.031683459 0.05099326
70 0.00264985 0.00264985 0.031731029 0.051476695
80 0.002815923 0.002815923 0.032558988 0.053065278
90 0.002733463 0.002733463 0.03189345 0.05228253
100 0.002456428 0.002456428 0.030872571 0.04956236
110 0.002590396 0.002590396 0.03132886 0.050895933
120 0.002488608 0.002488608 0.030997502 0.04988595
130 0.002727123 0.002727123 0.031990594 0.05222187
140 0.002602675 0.002602675 0.031568294 0.05101642
150 0.002605658 0.002605658 0.031650928 0.051045645
160 0.002840472 0.002840472 0.032894644 0.05329608
170 0.002840692 0.002840692 0.033198184 0.053298146
180 0.003133885 0.003133885 0.034567499 0.055981115
190 0.00306771 0.00306771 0.034218803 0.05538691
200 0.003049551 0.003049551 0.034189149 0.055222735
210 0.003222539 0.003222539 0.035670724 0.05676741
220 0.0030003 0.0030003 0.033953329 0.054774996
230 0.003052424 0.003052424 0.035111932 0.055248745
240 0.003107104 0.003107104 0.035114689 0.0557414
250 0.003184718 0.003184718 0.036034041 0.056433305
260 0.003217325 0.003217325 0.036968399 0.056721468
270 0.003132088 0.003132088 0.036006978 0.05596506
280 0.003096268 0.003096268 0.035831025 0.055644125
290 0.003090005 0.003090005 0.035019572 0.05558781
300 0.003177595 0.003177595 0.037027532 0.05637016
310 0.003311395 0.003311395 0.036998136 0.05754472
320 0.003334187 0.003334187 0.037454405 0.057742424
330 0.003390932 0.003390932 0.037689651 0.05823171
340 0.003678902 0.003678902 0.038511957 0.06065395
350 0.003997269 0.003997269 0.040050354 0.06322396
360 0.004277605 0.004277605 0.040681755 0.0654034
Epoch Loss Total MSE Total MAE Total RMSE
10 0.00464657 0.00464657 0.056597094 0.06816575
20 0.002617814 0.002617814 0.043623016 0.051164575
30 0.002367853 0.002367853 0.042662164 0.048660595
40 0.001770709 0.001770709 0.036690742 0.04207979
50 0.001103444 0.001103444 0.028218266 0.033218134
60 0.000708817 0.000708817 0.021925542 0.02662362
70 0.000650205 0.000650205 0.021032854 0.025499115
80 0.000545777 0.000545777 0.019092521 0.023361873
90 0.000641337 0.000641337 0.02118701 0.025324635
100 0.000606843 0.000606843 0.020443 0.024634192
110 0.000606163 0.000606163 0.020512109 0.02462037
120 0.000575123 0.000575123 0.019829025 0.023981715
130 0.000540651 0.000540651 0.019065556 0.023251904
140 0.000579408 0.000579408 0.019796484 0.024070902
150 0.00078924 0.00078924 0.023710856 0.028093418
160 0.000606194 0.000606194 0.020242241 0.024621015
170 0.000667094 0.000667094 0.021301468 0.025828162
180 0.000698992 0.000698992 0.021877108 0.026438462
190 0.00050335 0.00050335 0.017980447 0.022435464
200 0.000691882 0.000691882 0.021783214 0.026303641
210 0.000518916 0.000518916 0.018239181 0.022779727
220 0.000587497 0.000587497 0.019703488 0.02423833
230 0.000482895 0.000482895 0.017398341 0.021974863
240 0.000439629 0.000439629 0.016254349 0.020967336
250 0.000455231 0.000455231 0.01673404 0.021336151
260 0.000469173 0.000469173 0.017092199 0.021660408
270 0.000462487 0.000462487 0.016676566 0.021505522
280 0.000469641 0.000469641 0.016938849 0.021671213
290 0.000480707 0.000480707 0.017176524 0.021925025
300 0.000486272 0.000486272 0.017477128 0.02205157
310 0.000474736 0.000474736 0.016861806 0.021788433
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Epoch Loss Total MSE Total MAE Total RMSE
10 0.00661923 0.00661923 0.064233028 0.08135866
20 0.006298636 0.006298636 0.061840736 0.07936394
30 0.006154231 0.006154231 0.060847856 0.078448914
40 0.005226318 0.005226318 0.054693734 0.072293274
50 0.005158919 0.005158919 0.05391246 0.071825616
60 0.0049421 0.0049421 0.052540797 0.07030007
70 0.005046507 0.005046507 0.053220474 0.07103877
80 0.00507771 0.00507771 0.053990803 0.07125805
90 0.005180307 0.005180307 0.05587889 0.07197435
100 0.004478428 0.004478428 0.0507512 0.06692106
110 0.004362287 0.004362287 0.051463877 0.06604761
120 0.003843528 0.003843528 0.04781587 0.061996188
130 0.003481969 0.003481969 0.043983731 0.05900821
140 0.00327017 0.00327017 0.042551359 0.0571854
150 0.00352218 0.00352218 0.046255553 0.059347957
160 0.003222834 0.003222834 0.043130612 0.056770008
170 0.003452525 0.003452525 0.046196792 0.058758184
180 0.003532083 0.003532083 0.044678175 0.059431326
190 0.003090299 0.003090299 0.041616402 0.05559046
200 0.003217705 0.003217705 0.0423378 0.056724824
210 0.003170918 0.003170918 0.042972775 0.056310907
220 0.003225273 0.003225273 0.042888279 0.056791488
230 0.003200221 0.003200221 0.043069226 0.056570496
240 0.00327754 0.00327754 0.043504032 0.057249807
250 0.003366076 0.003366076 0.04480317 0.05801789
260 0.003340131 0.003340131 0.04476016 0.057793863
270 0.003377431 0.003377431 0.044633665 0.058115672
280 0.003616478 0.003616478 0.047199397 0.06013716
290 0.003696532 0.003696532 0.047384827 0.06079911
300 0.003672661 0.003672661 0.047418997 0.060602482
310 0.004117548 0.004117548 0.051018256 0.064168125
Epoch Loss Total MSE Total MAE Total RMSE
10 0.011322848 0.011322848 0.082019111 0.10640887
20 0.007827131 0.007827131 0.065916713 0.08847108
30 0.006378119 0.006378119 0.058661536 0.07986312
40 0.005419766 0.005419766 0.05190506 0.07361906
50 0.004707667 0.004707667 0.049795712 0.068612434
60 0.006119629 0.006119629 0.06236851 0.07822806
70 0.007129335 0.007129335 0.069429404 0.08443539
80 0.005287818 0.005287818 0.057234873 0.07271738
90 0.004897259 0.004897259 0.054372708 0.06998042
100 0.005795687 0.005795687 0.060788626 0.07612941
110 0.004998208 0.004998208 0.055166647 0.070698
120 0.005531033 0.005531033 0.05913983 0.07437092
130 0.005226806 0.005226806 0.056981094 0.07229666
140 0.004757407 0.004757407 0.053395641 0.06897396
150 0.004566476 0.004566476 0.051776032 0.06757571
160 0.004066796 0.004066796 0.04725139 0.063771434
170 0.004521732 0.004521732 0.051093552 0.06724383
180 0.004120883 0.004120883 0.047569187 0.064194106
190 0.004638179 0.004638179 0.051702921 0.06810418
200 0.003934127 0.003934127 0.045550609 0.062722616
210 0.003790195 0.003790195 0.044285917 0.061564557
220 0.003803394 0.003803394 0.044441027 0.061671663
230 0.00410347 0.00410347 0.047307545 0.06405833
240 0.004397789 0.004397789 0.049827479 0.06631583
250 0.004045963 0.004045963 0.046893387 0.06360789
260 0.003732091 0.003732091 0.044288916 0.061090846
270 0.004896285 0.004896285 0.053921917 0.06997346
280 0.004394042 0.004394042 0.049886431 0.06628757
290 0.00608137 0.00608137 0.06211155 0.07798314
300 0.004780159 0.004780159 0.052229112 0.0691387
310 0.004923526 0.004923526 0.053221376 0.07016785





















Epoch Loss Total MSE Total MAE Total RMSE
10 0.011995386 0.011995386 0.088553865 0.10952345
20 0.010641815 0.010641815 0.083558399 0.10315917
30 0.009105792 0.009105792 0.075388974 0.09542427
40 0.009789752 0.009789752 0.073925953 0.098943174
50 0.010595163 0.010595163 0.074725362 0.1029328
60 0.011813101 0.011813101 0.077140978 0.108688086
70 0.01275712 0.01275712 0.078984997 0.11294743
80 0.013672509 0.013672509 0.080916442 0.11692951
90 0.014255342 0.014255342 0.08217787 0.11939574
100 0.015966474 0.015966474 0.086001702 0.12635852
110 0.015626589 0.015626589 0.085025025 0.12500635
120 0.015870135 0.015870135 0.087041119 0.12597673
130 0.016248088 0.016248088 0.08604891 0.12746798
140 0.015635962 0.015635962 0.087514664 0.12504384
150 0.015090529 0.015090529 0.083513127 0.12284351
160 0.013864973 0.013864973 0.083839003 0.117749624
170 0.014558335 0.014558335 0.080950509 0.12065793
180 0.015771016 0.015771016 0.085565691 0.1255827
190 0.013319924 0.013319924 0.077685626 0.115411974
200 0.012033987 0.012033987 0.074109537 0.109699525
210 0.011219843 0.011219843 0.073068696 0.10592376
220 0.011202527 0.011202527 0.071406737 0.105841994
230 0.009904239 0.009904239 0.069439683 0.09952004
240 0.010437482 0.010437482 0.068784629 0.10216399
250 0.010144349 0.010144349 0.067780549 0.100719154
260 0.009019323 0.009019323 0.064146394 0.09497012
270 0.008658992 0.008658992 0.062825581 0.093053706
280 0.008221732 0.008221732 0.061195732 0.09067377
290 0.00779305 0.00779305 0.060196431 0.08827825
300 0.007412029 0.007412029 0.05970253 0.08609314
310 0.008555043 0.008555043 0.063033296 0.092493474
Epoch Loss Total MSE Total MAE Total RMSE
10 0.003435665 0.003435665 0.031770317 0.05861454
20 0.003153297 0.003153297 0.024802122 0.05615423
30 0.003030591 0.003030591 0.021334248 0.0550508
40 0.002975198 0.002975198 0.020205744 0.05454538
50 0.002940716 0.002940716 0.017805794 0.05422837
60 0.002931897 0.002931897 0.015654017 0.054146994
70 0.002925053 0.002925053 0.015374983 0.054083757
80 0.002923223 0.002923223 0.014796105 0.054066833
90 0.002912509 0.002912509 0.014791884 0.05396767
100 0.002905913 0.002905913 0.013722177 0.05390652
110 0.00289047 0.00289047 0.013636058 0.05376309
120 0.002855341 0.002855341 0.014823554 0.053435393
130 0.002848399 0.002848399 0.014038999 0.05337039
140 0.002833072 0.002833072 0.013942229 0.05322661
150 0.00283352 0.00283352 0.013673553 0.05323082
160 0.002863454 0.002863454 0.012235921 0.053511247
170 0.002831799 0.002831799 0.012622883 0.05321465
180 0.002860067 0.002860067 0.011591997 0.053479597
190 0.002826046 0.002826046 0.013037381 0.05316057
200 0.002834763 0.002834763 0.012386168 0.053242486
210 0.002856114 0.002856114 0.012005765 0.05344262
220 0.002907488 0.002907488 0.010609718 0.05392113
230 0.002925584 0.002925584 0.010155271 0.05408867
240 0.002885166 0.002885166 0.010337973 0.05371374
250 0.002919455 0.002919455 0.009638143 0.054031983
260 0.002889656 0.002889656 0.009994591 0.053755518
270 0.002907378 0.002907378 0.009779388 0.05392011
280 0.002885704 0.002885704 0.010595431 0.053718753
290 0.002878443 0.002878443 0.011527904 0.053651124
300 0.002889001 0.002889001 0.011208236 0.053749423
310 0.002923131 0.002923131 0.011271158 0.05406599
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Epoch Loss Total MSE Total MAE Total RMSE
10 0.002740355 0.002740355 0.048156025 0.0523484
20 0.002342371 0.002342371 0.044418242 0.048398048
30 0.002405055 0.002405055 0.045047432 0.049041364
40 0.002325328 0.002325328 0.044243323 0.04822166
50 0.002409259 0.002409259 0.045051375 0.0490842
60 0.002342398 0.002342398 0.044474999 0.048398323
70 0.00232866 0.00232866 0.043692481 0.048256185
80 0.00294707 0.00294707 0.049265916 0.054286923
90 0.003773301 0.003773301 0.05268452 0.061427202
100 0.001496186 0.001496186 0.02915689 0.038680557
110 0.00109045 0.00109045 0.019150896 0.033021968
120 0.000502061 0.000502061 0.005585323 0.02240671
130 0.000509582 0.000509582 0.005043287 0.022573913
140 0.000507184 0.000507184 0.004924883 0.022520743
150 0.000506757 0.000506757 0.00498746 0.022511274
160 0.000503243 0.000503243 0.005157225 0.022433082
170 0.000509482 0.000509482 0.004730643 0.0225717
180 0.000511628 0.000511628 0.004849307 0.02261919
190 0.000512188 0.000512188 0.004731989 0.022631565
200 0.00051245 0.00051245 0.004558236 0.022637365
210 0.000511961 0.000511961 0.004516261 0.022626555
220 0.000509308 0.000509308 0.004689447 0.022567848
230 0.0005091 0.0005091 0.00478917 0.022563253
240 0.000507346 0.000507346 0.005009527 0.022524336
250 0.000508035 0.000508035 0.005296135 0.022539642
260 0.000509121 0.000509121 0.005408367 0.022563716
270 0.000511053 0.000511053 0.005709776 0.022606486
280 0.000509488 0.000509488 0.00562895 0.02257185
290 0.000510852 0.000510852 0.005650038 0.02260204
300 0.0005099 0.0005099 0.005418034 0.022580959
310 0.000512125 0.000512125 0.005591334 0.022630172
Epoch Loss Total MSE Total MAE Total RMSE
10 3.81E-05 3.81E-05 0.003800577 0.00617167
20 6.69E-06 6.69E-06 0.001608997 0.002586512
30 1.86E-06 1.86E-06 0.000884373 0.001362557
40 7.11E-07 7.11E-07 0.000583378 0.000843096
50 4.69E-07 4.69E-07 0.000499326 0.00068452
60 4.45E-07 4.45E-07 0.000506359 0.000667426
70 5.19E-07 5.19E-07 0.000556741 0.000720345
80 5.78E-07 5.78E-07 0.000592561 0.000760195
90 6.05E-07 6.05E-07 0.000613568 0.000777813
100 6.86E-07 6.86E-07 0.000658449 0.000828044
110 7.02E-07 7.02E-07 0.000669845 0.000837571
120 7.25E-07 7.25E-07 0.000683252 0.000851195
130 7.31E-07 7.31E-07 0.000690196 0.000854897
140 7.52E-07 7.52E-07 0.000699249 0.000867114
150 7.64E-07 7.64E-07 0.000701616 0.000874205
160 7.65E-07 7.65E-07 0.000700599 0.00087463
170 7.29E-07 7.29E-07 0.000681773 0.000853721
180 7.20E-07 7.20E-07 0.000672406 0.000848503
190 7.51E-07 7.51E-07 0.000681152 0.00086653
200 7.40E-07 7.40E-07 0.000669931 0.000860169
210 7.56E-07 7.56E-07 0.000668859 0.000869494
220 7.32E-07 7.32E-07 0.000651355 0.000855731
230 7.48E-07 7.48E-07 0.00064814 0.000865094
240 7.80E-07 7.80E-07 0.000652942 0.000883029
250 8.30E-07 8.30E-07 0.000662273 0.000910804
260 8.98E-07 8.98E-07 0.000676355 0.000947557
270 8.75E-07 8.75E-07 0.000658102 0.000935623
280 8.89E-07 8.89E-07 0.000655189 0.00094304
290 9.40E-07 9.40E-07 0.000663371 0.000969517
300 1.02E-06 1.02E-06 0.000679561 0.001011125
310 1.01E-06 1.01E-06 0.000668745 0.001004325
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Epoch Loss Total MSE Total MAE Total RMSE
10 0.00435162 0.00435162 0.054064852 0.06596681
20 0.001380475 0.001380475 0.027854023 0.037154753
30 0.000960173 0.000960173 0.018611912 0.030986652
40 0.000909574 0.000909574 0.015859125 0.030159138
50 0.000918757 0.000918757 0.015791806 0.030311013
60 0.001015686 0.001015686 0.016753705 0.03186983
70 0.001067173 0.001067173 0.017338268 0.03266762
80 0.001092124 0.001092124 0.017597275 0.033047296
90 0.001071769 0.001071769 0.017513137 0.032737873
100 0.00129776 0.00129776 0.019370907 0.036024433
110 0.001518767 0.001518767 0.021179839 0.03897137
120 0.001404195 0.001404195 0.020068381 0.037472587
130 0.001869718 0.001869718 0.023127635 0.043240238
140 0.002350691 0.002350691 0.025931427 0.04848393
150 0.002838167 0.002838167 0.028238764 0.053274453
160 0.00336581 0.00336581 0.030594392 0.058015596
170 0.003329442 0.003329442 0.029709695 0.057701316
180 0.003522614 0.003522614 0.030341069 0.059351616
190 0.004046964 0.004046964 0.032490161 0.063615754
200 0.004133778 0.004133778 0.032661923 0.06429446
210 0.003967145 0.003967145 0.032129398 0.06298528
220 0.004289886 0.004289886 0.033195632 0.06549722
230 0.004009039 0.004009039 0.031880295 0.06331698
240 0.003843906 0.003843906 0.031115863 0.06199924
250 0.004145807 0.004145807 0.032568536 0.06438794
260 0.003981705 0.003981705 0.031691601 0.063100755
270 0.003560804 0.003560804 0.029756541 0.05967248
280 0.003947956 0.003947956 0.031766975 0.06283276
290 0.003909838 0.003909838 0.031430775 0.06252871
300 0.003736707 0.003736707 0.030669629 0.061128605
310 0.003562748 0.003562748 0.029999979 0.05968876
Epoch Loss Total MSE Total MAE Total RMSE
10 0.000645901 0.000645901 0.015930841 0.025414592
20 0.000748406 0.000748406 0.015617871 0.027357014
30 0.000818298 0.000818298 0.015569233 0.028605904
40 0.000853318 0.000853318 0.015508733 0.029211616
50 0.00085819 0.00085819 0.015316221 0.029294875
60 0.000955741 0.000955741 0.016059867 0.030915061
70 0.000964856 0.000964856 0.016013952 0.031062126
80 0.001020306 0.001020306 0.016422532 0.031942233
90 0.000951668 0.000951668 0.015698387 0.030849108
100 0.001053601 0.001053601 0.016518158 0.03245922
110 0.001030748 0.001030748 0.016263691 0.032105267
120 0.000989998 0.000989998 0.015833622 0.03146423
130 0.001038893 0.001038893 0.016212813 0.032231867
140 0.001035117 0.001035117 0.016143966 0.03217323
150 0.624376297 0.624376297 0.677614765 0.79017484
160 0.618267654 0.618267654 0.702045409 0.7863
170 0.618780889 0.618780889 0.698205917 0.7866263
180 0.623948803 0.623948803 0.678734529 0.7899043
190 0.620148537 0.620148537 0.691192617 0.7874951
200 0.618163596 0.618163596 0.703023055 0.7862338
210 0.618877838 0.618877838 0.697595538 0.7866879
220 0.618003276 0.618003276 0.704785318 0.7861318
230 0.618292006 0.618292006 0.701830334 0.7863155
240 0.620873491 0.620873491 0.688303927 0.7879553
250 0.618729825 0.618729825 0.698538706 0.7865938
260 0.619320358 0.619320358 0.695087628 0.7869691
270 0.620350183 0.620350183 0.690350316 0.7876231
280 0.618493724 0.618493724 0.700198625 0.7864437
290 0.618734982 0.618734982 0.698504735 0.78659713
300 0.619473112 0.619473112 0.694304393 0.78706616
310 0.618902853 0.618902853 0.697442187 0.78670377
320 0.619228413 0.619228413 0.69557703 0.78691065
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Appendix 5: Evaluation Results of MISO-TCN model variance for Historical Weather Data 
As described in Section 5.1.1.2.4, the ‘saved the best model’ approach is utilised within MISO-TCN with different configurations and controls. Different 
models are trained and tested for TCN controls of filter size 32 and activation ‘linear’ as shown in the following first table. The fields with the least MSE 
is highlighted in the yellow. Then, further experiments are carried out with different configurations and controls to find the optimal model with least 
MSE for MISO-TCN for the chosen locations from the first table. The optimal models with Least MSE for overall experiments are highlighted in orange 
colour. 
Experiments with TCN Filter 32 and linear activation 
 
 
Experiments with TCN Filter 32 and tanh activation 
 
 
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.002453652 0.000117024 0.007725683 0.009650737 0.584595084 0.004469885 0.025263477 1.08796E-05 0.000553659 0.000121713
TCN 2 0.002995189 0.000111919 0.007443365 0.009031167 0.006752483 0.003882241 0.023368442 1.81E-06 0.000740585 0.000138616
TCN 3 0.003422687 0.000138637 0.00564751 0.008417731 0.02141227 0.00449783 0.020072713 1.34E-07 0.000874251 0.000147898
TCN 4 0.003791149 0.000943237 0.006979346 0.008473003 0.02186048 0.0040008 0.025671681 2.05E-06 0.00075906 0.000185795
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.00214117 0.000104854 0.000522798 0.000134437
TCN 2 0.019250417 0.003870775
TCN 3 0.006918387 0.009074003 0.022560284 3.93E-06
TCN 4
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Experiments with TCN Filter 64 and linear activation 
 
 
Experiments with TCN Filter 64 and tanh activation 
 
 




No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.001756939 0.000109458 0.000394593 0.000108187
TCN 2 0.015559356 0.003984757
TCN 3 0.006219904 0.009182908 0.001895714 8.55E-06
TCN 4
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.002120781 8.74041E-05 0.000376134 9.98907E-05
TCN 2 0.01665926 0.004118798
TCN 3 0.006656023 0.008955006 0.020810314 1.09E-06
TCN 4
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.001730864 0.000118985 0.000396664 0.00013462
TCN 2 0.018242057 0.003804835
TCN 3 0.005518949 0.008325078 0.023688085 6.28E-06
TCN 4
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Experiments with TCN Filter 128 and tanh activation 
 
 
Experiments with TCN Filter 256 and linear activation 
 
 
Experiments with TCN Filter 256 and tanh activation 
 
 
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.00193089 0.000114233 0.000525219 0.000113312
TCN 2 0.016153175 0.003260107
TCN 3 0.005567687 0.007609961 0.021609113 4.99E-07
TCN 4
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.001795899 0.000136203 0.000529617 0.000103382
TCN 2 0.019025626 0.003937547
TCN 3 0.004384032 0.007517624 0.024127014 1.84E-07
TCN 4
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.001738656 0.000124911 0.000407729 0.00012975
TCN 2 0.019054703 0.003953935
TCN 3 0.006049865 0.007427616 0.027586088 4.30E-07
TCN 4
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Experiments with TCN Filter 512 and linear activation 
 
 




No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.002031068 0.000107959 0.002718029 0.000119393
TCN 2 0.017963067 0.004049633
TCN 3 0.006172244 0.007435963 0.022650335 5.36E-06
TCN 4
No. of. Layers TSK PSFC U10 V10 Q2 Rainc Rainnc Snow TSLB SMOIS
TCN 1 0.002411199 0.00011554 0.000651595 0.000132483
TCN 2 0.017074438 0.003978814
TCN 3 0.005801443 0.007577378 0.025088904 5.34E-07
TCN 4
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Appendix 6: Evaluation Results of LSTM-LW, LSTM-WL, and Bi-LSTM model variances for Historical Weather Data 
Bi-directional MIMO-LSTM models are evaluated for weather forecasting using historical weather data. All Bi-LSTM models are trained for 500 epochs 
and models’ weights are saved in every 5 epochs. The WRF testing dataset is used to evaluate these saved models. A sample of 3 hours and 6 hours 
evaluation results are given below.  The optimal model with least MSE is highlighted in each timeslot. 
Bidirectional 3 hour 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist 
5 0.016445302 0.016445302 0.080928917 0.12823921 0.006236865 0.009799781 0.018420912 0.031202529 0.04156172 0.004744033 0.040650014 0.001076678 0.009769526 0.000990968 
10 0.0124013 0.0124013 0.066172013 0.11136113 0.003801145 0.005094086 0.013610125 0.022651682 0.02272952 0.004585788 0.040341944 0.000751421 0.009614749 0.000832548 
15 0.010958407 0.010958407 0.059753369 0.1046824 0.003461215 0.003893965 0.011448377 0.019295642 0.017364487 0.004489971 0.039991427 0.000582728 0.008207924 0.000848333 
20 0.010118114 0.010118114 0.055690031 0.10058883 0.003335752 0.003425037 0.010814544 0.017536374 0.014372881 0.004421863 0.03969179 0.000456714 0.006229922 0.000896255 
25 0.009470471 0.009470471 0.052238863 0.09731635 0.003324253 0.003102392 0.010091835 0.015872214 0.012739426 0.004378971 0.039505094 0.00033275 0.004408621 0.000949162 
30 0.009053576 0.009053576 0.049643884 0.0951503 0.003348792 0.002856958 0.00945571 0.01495505 0.011964563 0.004359669 0.039411504 0.000218041 0.002992453 0.000973022 
35 0.008758462 0.008758462 0.047577913 0.09358667 0.003260285 0.002635311 0.009106035 0.014192452 0.011479748 0.004357071 0.039360017 0.000139531 0.002089206 0.000964961 
40 0.008550024 0.008550024 0.046237729 0.092466325 0.003200667 0.00247109 0.008748713 0.013596987 0.011157977 0.004371846 0.03932483 9.25E-05 0.001561262 0.000974392 
45 0.008406311 0.008406311 0.045442473 0.091685936 0.003148886 0.002347683 0.008806826 0.012902564 0.010881829 0.004378691 0.03927295 6.22E-05 0.001300297 0.000961137 
50 0.008317885 0.008317885 0.044800566 0.09120245 0.003002914 0.00225462 0.008808282 0.012727348 0.010627669 0.0043781 0.039196875 4.26E-05 0.001157953 0.000982541 
55 0.008204353 0.008204353 0.044089649 0.090577886 0.002848225 0.002151547 0.008565777 0.012626899 0.010308671 0.004368059 0.039076366 2.88E-05 0.001098239 0.000970939 
60 0.008084349 0.008084349 0.043435739 0.08991301 0.002713899 0.002123344 0.008306676 0.012229469 0.01016789 0.004331122 0.038899872 1.97E-05 0.001093327 0.00095823 
65 0.007972146 0.007972146 0.042901069 0.08928687 0.00258207 0.002016048 0.008247562 0.01189272 0.00992585 0.004302433 0.03866904 1.35E-05 0.001099824 0.000972417 
70 0.007897416 0.007897416 0.042474016 0.08886742 0.002552034 0.001960596 0.008109999 0.011854332 0.009795896 0.004270409 0.038380403 1.00E-05 0.001097665 0.000942829 
75 0.007816144 0.007816144 0.04208295 0.08840896 0.002519193 0.001879814 0.008264385 0.011552198 0.009598595 0.004245164 0.03804851 7.54E-06 0.001138017 0.000908036 
80 0.007743512 0.007743512 0.041772661 0.08799723 0.002505297 0.00179395 0.00833907 0.011360248 0.009541232 0.004220296 0.03765038 6.11E-06 0.001144082 0.00087446 
85 0.007608912 0.007608912 0.041149496 0.087229066 0.002497719 0.001657346 0.007986369 0.011090861 0.009525859 0.004203678 0.03714358 5.01E-06 0.001151732 0.000826965 
90 0.007499049 0.007499049 0.040768892 0.086597055 0.002488624 0.001537482 0.008263931 0.010679039 0.009363569 0.00418842 0.036521506 4.44E-06 0.001145688 0.000797784 
95 0.007368336 0.007368336 0.039985059 0.08583901 0.002547223 0.001457883 0.007795495 0.01045306 0.0094642 0.004184844 0.035857096 4.06E-06 0.001150601 0.000768903 
100 0.007292161 0.007292161 0.039699081 0.085394144 0.002525257 0.001409718 0.007942164 0.010521431 0.009395157 0.00418781 0.035028625 3.79E-06 0.001159684 0.00074797 
105 0.007201266 0.007201266 0.039340775 0.08486027 0.002509945 0.001405521 0.007904421 0.010384054 0.009302947 0.004193177 0.03444184 3.61E-06 0.001128274 0.000738876 
110 0.007070725 0.007070725 0.038956018 0.08408761 0.002553138 0.001396897 0.007630064 0.010273772 0.009204168 0.004205052 0.033630766 3.42E-06 0.00108733 0.000722643 
115 0.007044578 0.007044578 0.038789474 0.083931975 0.00256238 0.001413533 0.007707248 0.010263166 0.009098054 0.004211185 0.03338915 3.16E-06 0.001073901 0.000723996 
120 0.00702517 0.00702517 0.0386841 0.08381628 0.002583695 0.001439641 0.007788286 0.010299048 0.00913472 0.004219944 0.03302175 2.91E-06 0.00105537 0.000706332 
125 0.006993816 0.006993816 0.038683636 0.083629034 0.002646274 0.001461208 0.007950658 0.010190069 0.009048133 0.004221677 0.03266293 2.67E-06 0.001041256 0.000713284 
130 0.006918564 0.006918564 0.038610004 0.083177894 0.00263252 0.001483994 0.007866357 0.010249249 0.008958215 0.004234938 0.032041367 2.52E-06 0.001024018 0.000692465 
135 0.006894274 0.006894274 0.038592091 0.08303176 0.002718298 0.001507298 0.007927412 0.010194406 0.008886682 0.004238013 0.03174142 2.43E-06 0.001023651 0.000703125 
140 0.006846762 0.006846762 0.038377756 0.082745165 0.002673347 0.00151876 0.007944684 0.01010805 0.008822181 0.004242504 0.03146585 2.35E-06 0.000995397 0.000694496 
145 0.00683234 0.00683234 0.038547428 0.08265798 0.0027574 0.001549707 0.008059253 0.010074364 0.008794909 0.00424493 0.031132039 2.28E-06 0.001012699 0.00069582 
150 0.006808814 0.006808814 0.038575018 0.082515545 0.002705523 0.00154449 0.008072388 0.01021398 0.00867912 0.004239629 0.030947648 2.29E-06 0.000995731 0.000687344 
   199 
155 0.00679995 0.00679995 0.038373274 0.08246182 0.002764161 0.001546399 0.008011828 0.009929869 0.008802431 0.004240147 0.030966619 2.15E-06 0.00101717 0.00071872 
160 0.006735267 0.006735267 0.038299435 0.082068674 0.002700437 0.001506535 0.00804267 0.009943075 0.008630637 0.00423801 0.030586613 2.15E-06 0.001000175 0.000702369 
165 0.006669199 0.006669199 0.038204928 0.081665166 0.002741322 0.001482134 0.00804189 0.009719342 0.008642025 0.004238706 0.030125825 2.03E-06 0.001006396 0.000692319 
170 0.006660732 0.006660732 0.038128232 0.0816133 0.002705589 0.001411054 0.008043063 0.009800504 0.008652559 0.004238972 0.030029064 1.89E-06 0.001032758 0.000691869 
175 0.00657269 0.00657269 0.038375689 0.08107214 0.002671971 0.001369162 0.0081391 0.009791267 0.008696506 0.004257556 0.029091999 1.89E-06 0.001018472 0.000688978 
180 0.0064941 0.0064941 0.038362536 0.08058598 0.002688136 0.001298536 0.008111534 0.009903667 0.008667781 0.004263512 0.028309561 1.80E-06 0.001014273 0.000682197 
185 0.006477509 0.006477509 0.038091424 0.080482975 0.002642845 0.001255456 0.008116997 0.009861741 0.008563045 0.004256928 0.028344776 1.61E-06 0.001044221 0.000687464 
190 0.0064461 0.0064461 0.038188557 0.08028761 0.002641527 0.001230966 0.008148461 0.009943428 0.008687088 0.004253775 0.027826814 1.52E-06 0.001043313 0.000684113 
195 0.006423156 0.006423156 0.038177205 0.0801446 0.002615459 0.001161338 0.008140408 0.010142223 0.008736646 0.004258383 0.027447406 1.47E-06 0.001058966 0.000669263 
200 0.006401316 0.006401316 0.038248848 0.08000821 0.002556249 0.001121079 0.008308182 0.010342464 0.008695617 0.00424909 0.027008807 1.36E-06 0.001050946 0.000679364 
205 0.006367084 0.006367084 0.038248646 0.079794005 0.002589333 0.001090066 0.008294596 0.01042477 0.008863028 0.004240986 0.026423102 1.29E-06 0.001069735 0.000673931 
210 0.00633951 0.00633951 0.038231296 0.07962104 0.002565551 0.001073501 0.008376442 0.010426684 0.008719056 0.004228722 0.026262049 1.23E-06 0.001061164 0.000680703 
215 0.006344767 0.006344767 0.038144904 0.079654045 0.002464469 0.00104369 0.008489009 0.010558456 0.00890159 0.004223409 0.02603187 1.18E-06 0.00107428 0.000659715 
220 0.006376559 0.006376559 0.037970562 0.07985336 0.002444732 0.001030115 0.008551283 0.01065255 0.008952754 0.004217016 0.02616432 1.12E-06 0.001077469 0.00067423 
225 0.006360372 0.006360372 0.037916908 0.079751946 0.002415541 0.001015549 0.008613585 0.01076027 0.008904081 0.004207726 0.025936209 1.07E-06 0.001076155 0.000673532 
230 0.006371485 0.006371485 0.037986219 0.07982158 0.002341469 0.001050446 0.008673452 0.010816983 0.009036575 0.004205024 0.02586532 1.06E-06 0.001059734 0.000664787 
235 0.006318646 0.006318646 0.037894649 0.07948991 0.002371392 0.001007641 0.008889356 0.010825 0.00885295 0.004197211 0.025307791 1.06E-06 0.001056143 0.000677912 
240 0.006330022 0.006330022 0.038110549 0.07956143 0.002361904 0.001023148 0.009108759 0.011049334 0.008740839 0.004192899 0.025129488 1.07E-06 0.001024141 0.000668635 
245 0.006347493 0.006347493 0.038030704 0.07967116 0.002202028 0.001014039 0.009313337 0.011070498 0.008529188 0.004190407 0.025452327 1.04E-06 0.001012279 0.000689793 
250 0.006362314 0.006362314 0.038052452 0.079764105 0.002257361 0.001002048 0.009468563 0.011205513 0.00861588 0.004189546 0.025214665 1.00E-06 0.000991685 0.00067688 
255 0.00633653 0.00633653 0.038214358 0.07960232 0.002230126 0.001120323 0.009604586 0.011291327 0.00839535 0.004187773 0.024879036 1.00E-06 0.000983054 0.000672716 
260 0.006408694 0.006408694 0.037977374 0.080054305 0.00229308 0.001032223 0.009603768 0.011319961 0.008664027 0.004191939 0.025290255 9.48E-07 0.000982717 0.000708017 
265 0.006414784 0.006414784 0.037786883 0.08009235 0.002195714 0.001051422 0.009395271 0.011448873 0.008538793 0.004192875 0.025659543 8.91E-07 0.000980647 0.000683813 
270 0.006414508 0.006414508 0.037691064 0.08009063 0.002192848 0.001062804 0.009476461 0.011394355 0.008416551 0.004189114 0.025761252 8.71E-07 0.000959727 0.0006911 
275 0.006435176 0.006435176 0.037862215 0.08021956 0.002159243 0.001063393 0.009641403 0.011675084 0.008502783 0.004196451 0.025477532 8.72E-07 0.00093482 0.000700172 
280 0.006464495 0.006464495 0.037834826 0.08040209 0.002192951 0.00107843 0.009655051 0.011561434 0.008463739 0.00419373 0.025851997 8.29E-07 0.00094194 0.000704859 
285 0.006386603 0.006386603 0.038049752 0.079916224 0.002110913 0.001117691 0.009799247 0.011841283 0.00832605 0.004199767 0.024860753 8.75E-07 0.000915072 0.000694381 
290 0.006508793 0.006508793 0.038155146 0.0806771 0.002229936 0.001091535 0.009731266 0.011917324 0.008644247 0.004202148 0.025640085 8.18E-07 0.000917602 0.000712978 
295 0.006532633 0.006532633 0.038055412 0.08082472 0.002150481 0.001119811 0.009813735 0.011753199 0.008556028 0.004205721 0.026123669 8.07E-07 0.00090517 0.000697712 
300 0.006544968 0.006544968 0.038201666 0.080900975 0.002147547 0.00112438 0.009877068 0.012046634 0.008572523 0.004211517 0.025874283 7.87E-07 0.000907265 0.000687677 
305 0.006545873 0.006545873 0.038134876 0.08090658 0.002129968 0.001158999 0.009633999 0.012008149 0.008603855 0.004220495 0.026119644 7.90E-07 0.000899248 0.000683584 
310 0.006498025 0.006498025 0.038084236 0.080610335 0.00211325 0.001187782 0.009640751 0.011967447 0.008281314 0.004233311 0.025998525 7.78E-07 0.000888432 0.000668656 
315 0.006588315 0.006588315 0.038005059 0.081168436 0.002150905 0.001189534 0.009637262 0.01193245 0.008438534 0.004229766 0.02669948 7.35E-07 0.000899736 0.000704753 
320 0.006639465 0.006639465 0.038301708 0.081482925 0.002218248 0.001192767 0.009592346 0.011979859 0.008789574 0.004241488 0.026780315 7.44E-07 0.000904826 0.000694486 
325 0.006586862 0.006586862 0.038222966 0.08115948 0.002143107 0.001190522 0.009602706 0.012088588 0.008669494 0.004244936 0.026337547 7.26E-07 0.000894537 0.000696463 
330 0.006565967 0.006565967 0.038187285 0.08103067 0.002117003 0.001239078 0.009555668 0.012224485 0.008363132 0.004260827 0.026306883 7.71E-07 0.000897594 0.000694227 
335 0.006654926 0.006654926 0.038334784 0.08157772 0.002201073 0.001217078 0.009671475 0.01223436 0.008749118 0.004264351 0.026618022 7.38E-07 0.000906177 0.000686868 
340 0.006650413 0.006650413 0.038118754 0.08155007 0.002146165 0.001251538 0.009521758 0.012027998 0.008614974 0.004280486 0.027085034 7.29E-07 0.000904162 0.000671284 
345 0.006686161 0.006686161 0.038308563 0.081768945 0.002126064 0.001262379 0.009517982 0.012247583 0.008634399 0.004285225 0.027195066 7.39E-07 0.00089958 0.000692594 
350 0.006759407 0.006759407 0.038578903 0.082215615 0.002165763 0.001281023 0.00981886 0.012502446 0.008648248 0.00428513 0.027278736 7.24E-07 0.00092272 0.000690417 
355 0.00667828 0.00667828 0.038474347 0.08172075 0.002088128 0.00126873 0.00956089 0.01247528 0.008590381 0.004296115 0.026895117 7.31E-07 0.000911971 0.000695461 
360 0.006757825 0.006757825 0.038809982 0.082205996 0.002162911 0.001286024 0.010103396 0.012748176 0.008671259 0.004322066 0.026685901 7.36E-07 0.000908841 0.000688945 
365 0.006779125 0.006779125 0.038578979 0.08233545 0.00215017 0.001293933 0.009963889 0.012627298 0.008577262 0.004324905 0.02723699 7.22E-07 0.000933297 0.000682788 
370 0.006781732 0.006781732 0.038673275 0.08235128 0.002175964 0.001278446 0.010232765 0.012566784 0.008664761 0.004325814 0.026938155 7.18E-07 0.000927091 0.000706822 
375 0.006847061 0.006847061 0.038812278 0.08274697 0.002175099 0.001274134 0.01008557 0.012680098 0.008961346 0.004327543 0.027346212 7.15E-07 0.000939836 0.000680053 
380 0.006754007 0.006754007 0.039539871 0.082182765 0.002153712 0.001263258 0.010798708 0.013388261 0.008755135 0.00433649 0.025240675 7.68E-07 0.000920081 0.000682979 
   200 
385 0.006815506 0.006815506 0.039819975 0.08255607 0.002168721 0.001324461 0.010603995 0.013306186 0.008739974 0.004347387 0.02598031 7.82E-07 0.000950086 0.000733154 
390 0.00682865 0.00682865 0.039386793 0.08263565 0.002101719 0.001271082 0.010477533 0.013320379 0.008832695 0.004361479 0.026297595 7.21E-07 0.000931052 0.000692251 
395 0.007022977 0.007022977 0.039432051 0.08380321 0.00225365 0.001292662 0.010629069 0.013261264 0.009268437 0.004367062 0.027493203 6.68E-07 0.00096139 0.000702367 
400 0.00692101 0.00692101 0.039909778 0.0831926 0.00219992 0.001265546 0.0118586 0.013528472 0.008858914 0.004353684 0.02551339 7.06E-07 0.000930083 0.000700786 
405 0.006935808 0.006935808 0.039419579 0.0832815 0.002178039 0.001248488 0.011066793 0.013433409 0.008746143 0.00436166 0.026684528 6.78E-07 0.000935841 0.000702507 
410 0.007038864 0.007038864 0.039903683 0.08389793 0.002169383 0.001259656 0.011238954 0.013768141 0.009045407 0.004373294 0.026888164 6.66E-07 0.000932584 0.000712388 
415 0.007062808 0.007062808 0.040207558 0.084040515 0.002270954 0.001240934 0.01128928 0.014297093 0.009141305 0.004381101 0.026362563 6.76E-07 0.000957277 0.000686895 
420 0.007059144 0.007059144 0.040020932 0.08401871 0.002238527 0.001235389 0.011357156 0.014077 0.009219006 0.00437246 0.02641718 6.65E-07 0.000962997 0.000711056 
425 0.00697869 0.00697869 0.039753658 0.083538555 0.002235777 0.001182704 0.011072928 0.014196089 0.008988183 0.004364622 0.026105734 6.60E-07 0.000951708 0.000688496 
430 0.007079464 0.007079464 0.040206725 0.08413955 0.002213086 0.001228011 0.0110453 0.014638323 0.008903974 0.004376478 0.026722865 6.54E-07 0.000965075 0.000700878 
435 0.007209226 0.007209226 0.040491747 0.08490716 0.002266296 0.001226861 0.01097983 0.014594492 0.009183284 0.004394659 0.02776175 6.66E-07 0.000964018 0.000720403 
440 0.00731192 0.00731192 0.040918953 0.08550977 0.002292326 0.001215146 0.011763393 0.014769401 0.009540241 0.004387509 0.027431088 6.39E-07 0.000983054 0.000736409 
445 0.007248156 0.007248156 0.040652389 0.0851361 0.002327919 0.001200621 0.01122485 0.014882266 0.009423583 0.004379135 0.027335798 6.22E-07 0.000990409 0.000716362 
450 0.007385839 0.007385839 0.040879269 0.085940905 0.002329739 0.001200262 0.011409188 0.015468983 0.009100204 0.004368063 0.028289836 6.21E-07 0.000989921 0.000701575 
455 0.007371617 0.007371617 0.040627137 0.08585812 0.002298096 0.001191561 0.01112972 0.014794677 0.009489088 0.004374233 0.028720876 6.03E-07 0.000984054 0.000733266 
460 0.007576906 0.007576906 0.040858852 0.08704543 0.002357822 0.001195377 0.011764705 0.014862885 0.00953272 0.004369885 0.029999558 5.69E-07 0.000976273 0.000709274 
465 0.007577001 0.007577001 0.041153706 0.08704598 0.002336633 0.001181485 0.011446679 0.015584734 0.009325815 0.00439122 0.029790195 5.63E-07 0.001008077 0.000704613 
470 0.007427984 0.007427984 0.041263756 0.08618575 0.002392231 0.001227455 0.011259315 0.0152819 0.009635469 0.004378241 0.028411357 5.87E-07 0.00098362 0.000709666 
475 0.007472597 0.007472597 0.040930664 0.086444184 0.002392147 0.001198279 0.011001897 0.01531837 0.009749885 0.00437113 0.028972188 5.38E-07 0.001036612 0.000684926 
480 0.007587413 0.007587413 0.041463044 0.08710576 0.002401936 0.001204232 0.011617867 0.01590358 0.009674365 0.004351886 0.029028116 5.46E-07 0.001008456 0.000683151 
485 0.007535771 0.007535771 0.041193628 0.08680882 0.002418264 0.001191056 0.011024548 0.015395408 0.010157772 0.004417356 0.028980354 5.35E-07 0.001074571 0.000697846 
490 0.0076955 0.0076955 0.040938873 0.08772401 0.002558803 0.00116751 0.010835593 0.015286124 0.010332707 0.004363186 0.030643703 4.80E-07 0.001086982 0.000679908 
495 0.007464616 0.007464616 0.041114863 0.08639802 0.002425724 0.001217336 0.011050604 0.015435395 0.009833541 0.004388895 0.028553851 5.20E-07 0.001000315 0.000739979 
500 0.00776562 0.00776562 0.041747418 0.08812277 0.00253126 0.001209956 0.012079123 0.015815781 0.010250852 0.004452042 0.029569484 4.77E-07 0.001031585 0.000715643 
 
Bidirectional 6 hour 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist 
5 0.020283072 0.020283072 0.08550117 0.14241864 0.005795796 0.01101351 0.017472088 0.035705972 0.04769646 0.006664174 0.0691611 0.000946195 0.007473511 0.000901915 
10 0.016304699 0.016304699 0.072829031 0.12768985 0.003950915 0.006806063 0.013731088 0.027888922 0.025361607 0.006514285 0.06835814 0.000673206 0.008999419 0.000763348 
15 0.014937036 0.014937036 0.066975049 0.122217186 0.003627025 0.005003789 0.012683022 0.024721967 0.019523941 0.006399477 0.067676 0.000553999 0.00842259 0.000758536 
20 0.014120572 0.014120572 0.06298625 0.11883001 0.003484757 0.004396359 0.012108778 0.022871446 0.01697401 0.006227641 0.06720232 0.000467664 0.006687542 0.000785199 
25 0.013598564 0.013598564 0.060136888 0.11661289 0.00345316 0.00400513 0.011760637 0.021710323 0.015817352 0.00610077 0.06696543 0.000378652 0.004973213 0.000820966 
30 0.013222089 0.013222089 0.05783162 0.114987336 0.003374769 0.003716589 0.011627837 0.021042172 0.014997928 0.006005043 0.06682305 0.000287089 0.003492809 0.000853596 
35 0.012957543 0.012957543 0.055901305 0.11383121 0.003292591 0.003458738 0.011236075 0.020737113 0.014576168 0.005911264 0.06668727 0.000200652 0.002582992 0.000892572 
40 0.012796804 0.012796804 0.054745504 0.11312296 0.003281787 0.003222171 0.011163119 0.020297425 0.014616779 0.005848166 0.066524185 0.000139766 0.001948235 0.00092641 
45 0.012696867 0.012696867 0.053568169 0.11268039 0.003167469 0.00300921 0.011310569 0.020315442 0.014475971 0.005810058 0.06620501 9.49E-05 0.001627688 0.000952375 
50 0.012452825 0.012452825 0.052376148 0.11159224 0.003098761 0.002805869 0.010849002 0.01984612 0.013941238 0.005770544 0.065755256 6.70E-05 0.001452266 0.000942214 
55 0.012361774 0.012361774 0.051843807 0.1111835 0.003070673 0.00261517 0.011114323 0.019844558 0.013811697 0.00576038 0.06503771 4.71E-05 0.001358218 0.000957949 
60 0.012199179 0.012199179 0.050853963 0.11044989 0.003003252 0.002392553 0.010882387 0.019947331 0.01371657 0.005735168 0.06400384 3.29E-05 0.001312655 0.000965182 
65 0.012084775 0.012084775 0.049970729 0.10993077 0.002985973 0.002172404 0.01105359 0.020245448 0.013554119 0.005750069 0.062786676 2.48E-05 0.001311101 0.000963527 
70 0.011867584 0.011867584 0.049326088 0.10893846 0.003020788 0.001986391 0.010998727 0.020246783 0.01339177 0.005756556 0.06101513 2.11E-05 0.001303269 0.000935371 
75 0.011861364 0.011861364 0.048622406 0.10890988 0.003075831 0.0019075 0.011108541 0.020499552 0.013480105 0.005763695 0.060538273 1.54E-05 0.001319543 0.000905157 
   201 
80 0.011743397 0.011743397 0.048138827 0.10836696 0.003035904 0.00181004 0.011249364 0.020352963 0.013073959 0.005789002 0.059997 1.21E-05 0.001271595 0.000842031 
85 0.011693995 0.011693995 0.048204493 0.10813878 0.003188309 0.001765188 0.011121104 0.020542521 0.013029117 0.005804947 0.059457872 9.55E-06 0.001216633 0.000804715 
90 0.011962067 0.011962067 0.048602177 0.10937122 0.003476371 0.001818217 0.011736421 0.020343564 0.013173824 0.005797565 0.061136123 7.23E-06 0.001298685 0.000832661 
95 0.012057689 0.012057689 0.049293634 0.10980752 0.003620019 0.001814618 0.012660196 0.0206001 0.013242989 0.005756593 0.060678802 5.96E-06 0.001329101 0.000868507 
100 0.012138938 0.012138938 0.049726903 0.110176854 0.003933187 0.001845992 0.013054737 0.020215057 0.013264145 0.005716674 0.06122468 4.78E-06 0.001270694 0.000859434 
105 0.012138503 0.012138503 0.049333219 0.11017488 0.00385986 0.001935845 0.01303928 0.019542377 0.013367185 0.005699763 0.061686806 3.66E-06 0.001301563 0.000948696 
110 0.0120815 0.0120815 0.050123985 0.10991586 0.004141289 0.002081788 0.012987152 0.02021746 0.01321769 0.005683695 0.060258348 3.11E-06 0.001306903 0.00091757 
115 0.01209875 0.01209875 0.050054357 0.10999432 0.004070074 0.002006019 0.013795078 0.020556135 0.01270554 0.005658245 0.059939936 2.87E-06 0.00135132 0.000902283 
120 0.012247756 0.012247756 0.050508955 0.11066959 0.004523458 0.001996578 0.014217135 0.021201527 0.012832319 0.005639379 0.05961708 2.37E-06 0.00159163 0.000856069 
125 0.012374806 0.012374806 0.050083175 0.111242115 0.004376336 0.002071425 0.014305913 0.021425864 0.012596155 0.005618615 0.06085536 2.15E-06 0.001650573 0.000845671 
130 0.012153958 0.012153958 0.049749073 0.11024498 0.003931904 0.002017197 0.015004235 0.021206332 0.011919542 0.005605533 0.05939762 2.18E-06 0.001665936 0.0007891 
135 0.012122378 0.012122378 0.049932274 0.11010167 0.003806406 0.00196554 0.015297734 0.021971853 0.01180574 0.005582314 0.058369383 2.26E-06 0.001652162 0.000770384 
140 0.01215045 0.01215045 0.049792756 0.11022909 0.003803087 0.001955674 0.015194052 0.02194704 0.011917475 0.0055789 0.058673512 2.32E-06 0.001689266 0.000743173 
145 0.011979202 0.011979202 0.048688586 0.10944954 0.003633966 0.001886074 0.01476237 0.021149952 0.011638853 0.005555829 0.05865814 2.23E-06 0.001747556 0.000757046 
150 0.011969389 0.011969389 0.049172537 0.10940469 0.003547166 0.002079243 0.014582463 0.022196328 0.011564954 0.005556054 0.05775659 2.43E-06 0.001653557 0.000755107 
155 0.012020088 0.012020088 0.04834729 0.10963618 0.003645465 0.001973949 0.0145608 0.02156889 0.011606275 0.005540908 0.058786727 2.10E-06 0.00175756 0.000758196 
160 0.012193034 0.012193034 0.048856148 0.11042207 0.003629277 0.002133293 0.014565049 0.023227314 0.011530462 0.005539145 0.05882422 2.00E-06 0.001729131 0.000750458 
165 0.011905682 0.011905682 0.049351129 0.10911318 0.003223231 0.002303293 0.014749652 0.024299614 0.011277486 0.00553703 0.055380993 2.24E-06 0.001519732 0.000763555 
170 0.011882161 0.011882161 0.049647516 0.10900533 0.003379542 0.002275101 0.015145252 0.023759324 0.011181873 0.005530448 0.055307783 2.25E-06 0.001454207 0.000785827 
175 0.011677248 0.011677248 0.048575993 0.108061306 0.003375287 0.002242924 0.014492277 0.021943057 0.011232816 0.005537389 0.05560357 2.29E-06 0.001502663 0.000840205 
180 0.011837538 0.011837538 0.050841545 0.10880044 0.003248716 0.002639578 0.015428361 0.024473848 0.011161918 0.005529457 0.05369677 2.37E-06 0.001369356 0.000825005 
185 0.011968568 0.011968568 0.049255404 0.109400935 0.003498985 0.002270429 0.015052092 0.02331555 0.011578996 0.005533012 0.05604362 1.96E-06 0.001544665 0.000846372 
190 0.011887666 0.011887666 0.049692967 0.10903058 0.003421328 0.002321946 0.015470515 0.023419635 0.011606169 0.005529278 0.05465453 1.79E-06 0.00156719 0.000884271 
195 0.012015055 0.012015055 0.051992716 0.10961319 0.003129713 0.002549543 0.015681542 0.027026106 0.011323893 0.005532746 0.05273266 2.09E-06 0.001447221 0.000725035 
200 0.012189446 0.012189446 0.050660448 0.11040582 0.003662334 0.0023487 0.015062252 0.02495477 0.012226945 0.005536044 0.055395562 1.69E-06 0.001809375 0.000896789 
205 0.011878647 0.011878647 0.050504374 0.10898921 0.003298584 0.002282769 0.015260537 0.025060238 0.011746533 0.005537535 0.053079803 1.83E-06 0.0016745 0.000844143 
210 0.011975367 0.011975367 0.051120447 0.109432004 0.003308591 0.002401027 0.015284161 0.025440618 0.011943692 0.005537356 0.05322503 1.73E-06 0.001754405 0.000857051 
215 0.012125042 0.012125042 0.05156825 0.11011377 0.003108511 0.002623453 0.015606795 0.026758773 0.011975015 0.00554358 0.05309695 1.68E-06 0.00174688 0.000788783 
220 0.012314088 0.012314088 0.053132603 0.110968865 0.003028995 0.002909158 0.016160449 0.02953229 0.011948812 0.005546686 0.051570017 1.72E-06 0.001702366 0.000740378 
225 0.012246625 0.012246625 0.05141172 0.11066449 0.003205124 0.002468878 0.015403035 0.02629581 0.012720717 0.005542301 0.054190487 1.74E-06 0.001811457 0.000826705 
230 0.012360165 0.012360165 0.05187031 0.11117629 0.003249622 0.00260344 0.01570764 0.027247718 0.012812477 0.005540331 0.053726822 1.65E-06 0.001872347 0.000839603 
235 0.012349058 0.012349058 0.052040621 0.1111263 0.003203389 0.002671018 0.015764432 0.028022004 0.012544308 0.005543291 0.05303271 1.60E-06 0.00185798 0.00084984 
240 0.012297012 0.012297012 0.052342656 0.110891886 0.003115809 0.002697242 0.015695889 0.028556332 0.012506455 0.005533298 0.05238839 1.61E-06 0.001760382 0.000714718 
245 0.012591197 0.012591197 0.053399754 0.11221048 0.003180271 0.002805562 0.016184926 0.029141948 0.013601908 0.005544181 0.052747793 1.59E-06 0.001924853 0.000778945 
250 0.01282933 0.01282933 0.055152352 0.113266654 0.002998343 0.002937463 0.017082902 0.033360627 0.012568306 0.005537204 0.05132485 1.60E-06 0.001785458 0.00069655 
255 0.012557032 0.012557032 0.05247708 0.11205816 0.003145988 0.00278096 0.01613221 0.029119633 0.012955025 0.005542781 0.05325668 1.54E-06 0.001885107 0.000750402 
260 0.012850909 0.012850909 0.054232123 0.11336184 0.003104773 0.002858397 0.016853996 0.031330515 0.013785317 0.005553518 0.05237899 1.42E-06 0.001863803 0.000778372 
265 0.012842666 0.012842666 0.053506862 0.11332548 0.003289551 0.002781246 0.016699564 0.030226912 0.013870067 0.005559135 0.053365484 1.35E-06 0.001895965 0.000737386 
270 0.012887508 0.012887508 0.054427195 0.11352319 0.003091768 0.002889065 0.01744891 0.031388525 0.013408399 0.005560507 0.05258538 1.39E-06 0.00182072 0.000680425 
275 0.012982596 0.012982596 0.05336613 0.1139412 0.003379294 0.002685039 0.016882846 0.03023205 0.014624385 0.005568688 0.053774454 1.32E-06 0.001953334 0.000724546 
280 0.013054973 0.013054973 0.053914821 0.11425834 0.003218212 0.002817228 0.017491035 0.031351257 0.013992707 0.005570963 0.053478792 1.24E-06 0.001910229 0.000718058 
285 0.013015018 0.013015018 0.054176334 0.11408339 0.003206475 0.002863653 0.01740574 0.03204093 0.014168329 0.005587089 0.052332852 1.21E-06 0.001828509 0.000715394 
290 0.013138344 0.013138344 0.053548442 0.114622615 0.003369723 0.002744987 0.017317666 0.031693146 0.014245844 0.005577299 0.053794276 1.21E-06 0.001911897 0.000727385 
295 0.013217019 0.013217019 0.054461158 0.1149653 0.00335466 0.002912196 0.017228257 0.03216232 0.014761167 0.005598533 0.053439245 1.19E-06 0.002037148 0.000675467 
300 0.013596723 0.013596723 0.055021713 0.11660499 0.003326168 0.002868471 0.017404366 0.034490112 0.014390147 0.00559786 0.055396836 1.10E-06 0.00182939 0.000662781 
305 0.013655821 0.013655821 0.054732068 0.11685812 0.003371921 0.002897946 0.017668158 0.03374588 0.0143982 0.005592728 0.056276727 1.05E-06 0.001981746 0.000623845 
   202 
310 0.013525199 0.013525199 0.054280788 0.11629787 0.003333917 0.002971553 0.017097956 0.03329033 0.014735045 0.005629267 0.05558564 1.02E-06 0.00196285 0.000644413 
315 0.013679245 0.013679245 0.054958076 0.116958305 0.003428404 0.003257917 0.017512677 0.034487385 0.014436325 0.005615789 0.055306934 9.63E-07 0.002093523 0.000652537 
320 0.013919373 0.013919373 0.055821436 0.1179804 0.003456901 0.00305129 0.018184757 0.036568847 0.014724218 0.005607686 0.054895796 9.61E-07 0.002106672 0.000596599 
325 0.013591864 0.013591864 0.053954697 0.11658417 0.003479815 0.002875309 0.016997635 0.033092536 0.01511288 0.005629846 0.055912394 9.25E-07 0.002173084 0.000644209 
330 0.013645133 0.013645133 0.054361123 0.11681239 0.003421082 0.003027465 0.017246382 0.0343903 0.013912953 0.005590863 0.056269776 8.90E-07 0.001988069 0.000603558 
335 0.013645179 0.013645179 0.054753805 0.11681257 0.003390091 0.003072125 0.017634345 0.03544157 0.01380104 0.005624923 0.0547711 8.77E-07 0.002076468 0.000639254 
340 0.013747623 0.013747623 0.054787182 0.11725026 0.003440397 0.003221488 0.017404838 0.035808563 0.013815288 0.005591279 0.055395063 8.46E-07 0.002135939 0.000662531 
345 0.013404222 0.013404222 0.052814826 0.11577659 0.003500754 0.002842676 0.01660208 0.031557072 0.014233407 0.005600788 0.056811787 8.83E-07 0.002223858 0.000668913 
350 0.013805563 0.013805563 0.055152165 0.11749708 0.003419449 0.003355136 0.017171312 0.036249395 0.013521639 0.00561384 0.05599203 8.36E-07 0.002074201 0.000657798 
355 0.013594757 0.013594757 0.055461644 0.11659656 0.003492537 0.003247673 0.01679604 0.03574461 0.013659252 0.005632649 0.054622248 8.47E-07 0.002098095 0.000653626 
360 0.013504926 0.013504926 0.054827842 0.11621069 0.003478961 0.003206903 0.017212719 0.034456693 0.013270222 0.005651351 0.05504093 8.66E-07 0.00206961 0.00066101 
365 0.01359639 0.01359639 0.054702218 0.11660357 0.003390926 0.003158831 0.017087717 0.03515411 0.013206264 0.005638037 0.055736538 8.30E-07 0.002003762 0.000586885 
370 0.013692585 0.013692585 0.054645754 0.117015325 0.003440414 0.003119457 0.017594103 0.03576592 0.012991038 0.005602516 0.055862077 7.62E-07 0.001901074 0.000648486 
375 0.013454794 0.013454794 0.054636067 0.11599478 0.003741279 0.003106131 0.016993122 0.033284456 0.013669538 0.005648947 0.055311654 7.93E-07 0.002118508 0.000673512 
380 0.013450399 0.013450399 0.053906397 0.11597586 0.003425759 0.003049702 0.017005092 0.033252954 0.013216514 0.005619001 0.05629567 7.66E-07 0.002000923 0.0006376 
385 0.013830193 0.013830193 0.055341305 0.11760184 0.00375245 0.003231753 0.017694408 0.035081953 0.013466531 0.005674058 0.056594625 8.25E-07 0.002113541 0.000691796 
390 0.013583637 0.013583637 0.054619155 0.116548866 0.003572627 0.0030355 0.017344283 0.034006935 0.013610338 0.005589531 0.055902053 7.64E-07 0.00207573 0.000698617 
395 0.013595666 0.013595666 0.054805203 0.11660046 0.003590111 0.003173621 0.017221453 0.034734957 0.013882463 0.005672555 0.055000562 7.75E-07 0.001991954 0.000688211 
400 0.0136242 0.0136242 0.054627656 0.116722755 0.003680607 0.003116615 0.01727205 0.033979908 0.013777962 0.005619649 0.05602342 7.14E-07 0.002090825 0.000680259 
405 0.013673297 0.013673297 0.055186604 0.116932884 0.00364887 0.003158472 0.017343637 0.03440958 0.013669376 0.005761501 0.055970766 7.20E-07 0.002029116 0.000740931 
410 0.013851557 0.013851557 0.055851909 0.11769264 0.003641144 0.003233641 0.01864124 0.03454432 0.013580881 0.00568407 0.0564521 7.14E-07 0.002011192 0.000726271 
415 0.013814764 0.013814764 0.055816762 0.117536224 0.003387633 0.00322353 0.017716281 0.03559084 0.013193762 0.005886374 0.056505125 7.10E-07 0.001906126 0.000737255 
420 0.013842125 0.013842125 0.055325031 0.117652565 0.003868009 0.003135761 0.017771631 0.035496827 0.014083816 0.005767115 0.05552738 7.80E-07 0.002054296 0.000715627 
425 0.013654262 0.013654262 0.055361481 0.11685144 0.00362289 0.003116819 0.017722517 0.034568086 0.013518014 0.005782932 0.05537769 7.84E-07 0.002076131 0.000756764 
430 0.013941099 0.013941099 0.056542415 0.11807241 0.003596877 0.003259164 0.017975096 0.036052227 0.01388706 0.005979746 0.05578662 7.77E-07 0.002100423 0.000772998 
435 0.01415842 0.01415842 0.056382637 0.118989155 0.003708975 0.003294151 0.018221568 0.036138 0.014348128 0.005910064 0.057093743 7.22E-07 0.002068955 0.000799882 
440 0.013916735 0.013916735 0.05638154 0.117969215 0.003569376 0.003311609 0.018557075 0.034427498 0.013672147 0.00609314 0.05656631 7.76E-07 0.0020614 0.000908025 
445 0.014148633 0.014148633 0.057029936 0.118948035 0.003651463 0.003206556 0.018968739 0.0373469 0.014176694 0.006045259 0.0552622 7.48E-07 0.002019025 0.000808746 
450 0.014221391 0.014221391 0.056772773 0.119253464 0.003651092 0.003263195 0.019836722 0.036042746 0.014076098 0.006025933 0.056407597 7.50E-07 0.002140369 0.000769414 
455 0.014187959 0.014187959 0.057380721 0.119113214 0.003788904 0.003224662 0.018849349 0.0364935 0.014498167 0.006168399 0.055926044 7.41E-07 0.00209379 0.000836026 
460 0.014506064 0.014506064 0.057986434 0.12044113 0.003860436 0.003278041 0.019481817 0.037749305 0.014881026 0.006538113 0.056271233 7.37E-07 0.002199759 0.000800166 
465 0.014342621 0.014342621 0.057345051 0.11976067 0.003593174 0.003160513 0.019670118 0.03641202 0.01418529 0.0064529 0.057071153 7.65E-07 0.002034632 0.000845646 
470 0.014848559 0.014848559 0.06022873 0.121854655 0.003882028 0.003261672 0.02074007 0.037861444 0.014501902 0.008232368 0.056959353 8.43E-07 0.002074829 0.000971087 
475 0.014649212 0.014649212 0.057486397 0.12103393 0.003866037 0.003094883 0.021062186 0.036374126 0.015291512 0.006331804 0.0573956 7.04E-07 0.002273189 0.000802086 
480 0.014579237 0.014579237 0.057663165 0.120744504 0.004030357 0.002972014 0.020111684 0.037135962 0.014477626 0.006465117 0.057598773 7.27E-07 0.002174665 0.000825445 
485 0.01467065 0.01467065 0.058435399 0.12112244 0.004160498 0.003139168 0.01906554 0.03726748 0.015432001 0.006809668 0.057646845 7.07E-07 0.002213482 0.000971118 
490 0.014839136 0.014839136 0.05844327 0.12181599 0.003905288 0.003073841 0.019865338 0.037794463 0.015296328 0.006954568 0.05818463 7.15E-07 0.002365275 0.000950923 
495 0.015006523 0.015006523 0.05857997 0.12250113 0.003912072 0.003094061 0.021138001 0.03857933 0.015577091 0.007202501 0.057410173 7.37E-07 0.002276697 0.000874558 
500 0.01497635 0.01497635 0.058135613 0.12237791 0.003907653 0.003008775 0.021061677 0.037248157 0.016557535 0.006968557 0.057788365 7.17E-07 0.002382882 0.000839185 
 
 
   203 
LSTM-WL evaluation for long-term forecasting 
Similar to Bi-LSTM, the MIMO LSTM-WL models are evaluated for long-term weather forecasting for different timeslots. All LSTM-WL models are 
trained for 300 epochs and model weights are saved in every 5 epochs. A sample of 6 hours and 9 hours evaluation results are given below. The optimal 
model with least MSE is highlighted in each timeslot. 
LSTM-WL 6 hour 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist 
5 0.022414174 0.022414174 0.0939502 0.14971367 0.010031259 0.011534203 0.026124865 0.03680424 0.050837882 0.007338984 0.07027322 0.000930371 0.00888613 0.001380575 
10 0.017764555 0.017764555 0.078556138 0.13328375 0.005448476 0.007926699 0.01882312 0.030983457 0.028650776 0.006941002 0.068814896 0.000664598 0.008113109 0.001279417 
15 0.016543629 0.016543629 0.073106631 0.12862204 0.005126626 0.006885565 0.017086811 0.028881341 0.023834452 0.006589848 0.06785878 0.00051417 0.007247873 0.001410818 
20 0.015928381 0.015928381 0.069497977 0.1262077 0.005119907 0.006401513 0.01653182 0.027925547 0.021921724 0.006280204 0.06744451 0.00035627 0.005916965 0.001385348 
25 0.01556949 0.01556949 0.067073478 0.12477776 0.004934089 0.00628149 0.016463816 0.02827817 0.020017596 0.006123868 0.06736065 0.000236374 0.004693503 0.001305341 
30 0.015218683 0.015218683 0.065042863 0.123364046 0.004958522 0.006093643 0.015530288 0.027653027 0.019452712 0.006081073 0.06737587 0.000171943 0.003680299 0.001189467 
35 0.014890849 0.014890849 0.063018621 0.12202806 0.004784875 0.005936836 0.015081909 0.026686836 0.018763043 0.006031819 0.06739823 0.000125545 0.002949962 0.001149432 
40 0.01464314 0.01464314 0.061136856 0.121008836 0.004503369 0.005862603 0.014901317 0.025897853 0.018304592 0.00595291 0.067393176 8.95E-05 0.002464172 0.001061873 
45 0.014501445 0.014501445 0.060067559 0.12042194 0.004308695 0.005947388 0.014748776 0.025679912 0.017746862 0.00592637 0.06738201 6.39E-05 0.002160112 0.001050407 
50 0.014333282 0.014333282 0.058737149 0.11972168 0.004105279 0.005540686 0.014688206 0.025033828 0.017667126 0.00586743 0.06737671 4.59E-05 0.001974501 0.001033139 
55 0.014168474 0.014168474 0.057566161 0.11903141 0.003949024 0.005318294 0.014299074 0.024437783 0.017531766 0.005819714 0.06736401 3.35E-05 0.001886781 0.001044756 
60 0.014018452 0.014018452 0.05680187 0.11839954 0.003848595 0.005062948 0.013860821 0.024295058 0.017118838 0.005805542 0.067337625 2.57E-05 0.001785447 0.001043923 
65 0.013952059 0.013952059 0.056447311 0.118118845 0.003739563 0.005073377 0.013713046 0.0243612 0.016786892 0.005773227 0.06730428 1.94E-05 0.001755756 0.000993832 
70 0.013791142 0.013791142 0.055635661 0.11743569 0.00361989 0.004675886 0.013439506 0.023918277 0.016526781 0.005765527 0.067250796 1.61E-05 0.001704338 0.000994357 
75 0.013718391 0.013718391 0.055307278 0.11712553 0.003569532 0.004585134 0.012831308 0.024346732 0.016213113 0.005743641 0.067178234 1.27E-05 0.001711499 0.000991982 
80 0.013665511 0.013665511 0.054882348 0.11689958 0.003554245 0.004346681 0.013029473 0.023878168 0.016245391 0.005727679 0.06712464 1.08E-05 0.001768117 0.000969945 
85 0.013620111 0.013620111 0.054640387 0.11670523 0.003517286 0.004142646 0.013241126 0.023481863 0.016259545 0.005721421 0.06703354 9.42E-06 0.001798884 0.000995377 
90 0.013548221 0.013548221 0.05447198 0.116396815 0.003464681 0.004016172 0.013299936 0.023517817 0.015773738 0.00573087 0.06692151 8.57E-06 0.001769964 0.000978954 
95 0.013532088 0.013532088 0.054565691 0.116327494 0.003537399 0.004062178 0.012953406 0.02397378 0.015505341 0.005720303 0.06681938 7.97E-06 0.001832973 0.000908155 
100 0.013401961 0.013401961 0.053868142 0.11576684 0.003515252 0.004067625 0.012702137 0.023481393 0.015084154 0.00570772 0.06673341 7.10E-06 0.00183284 0.000887977 
105 0.01342739 0.01342739 0.054330809 0.11587663 0.003558016 0.003920403 0.012778109 0.02391559 0.015144708 0.005742667 0.06655884 7.10E-06 0.001822541 0.000825932 
110 0.013391375 0.013391375 0.054094055 0.115721114 0.003765801 0.004009213 0.012740324 0.02308084 0.015330496 0.005732904 0.0664906 6.29E-06 0.001940942 0.000816336 
115 0.013396986 0.013396986 0.053979356 0.115745336 0.003767194 0.003864035 0.013132761 0.022981502 0.015216896 0.005750901 0.066406675 5.73E-06 0.001983097 0.000861071 
120 0.013408722 0.013408722 0.05390889 0.115796044 0.003873608 0.003740326 0.013787211 0.022718053 0.014923036 0.005757792 0.06622404 4.78E-06 0.002133034 0.000925347 
125 0.013330405 0.013330405 0.054064127 0.11545738 0.004022846 0.003901173 0.013042938 0.02287912 0.014646684 0.00579911 0.06614605 4.84E-06 0.002024139 0.000837146 
130 0.013450973 0.013450973 0.053999839 0.11597832 0.004281018 0.003809495 0.014188983 0.022063643 0.01493468 0.00577568 0.066178694 3.52E-06 0.002329693 0.000944331 
135 0.013318015 0.013318015 0.053663225 0.1154037 0.004639609 0.003858151 0.012810514 0.022046281 0.01462115 0.005784144 0.066059604 3.09E-06 0.002381156 0.000976452 
140 0.013393904 0.013393904 0.053864587 0.11573203 0.004823206 0.003721913 0.013456618 0.021855615 0.014829316 0.005827054 0.0658913 2.44E-06 0.002500529 0.00103105 
145 0.013263946 0.013263946 0.053636546 0.1151692 0.004730743 0.004029587 0.013253746 0.021873929 0.013993448 0.005831303 0.06560797 2.18E-06 0.002344848 0.000971699 
150 0.013501682 0.013501682 0.054140638 0.11619674 0.005223346 0.004213012 0.013554422 0.02175627 0.014723933 0.005833417 0.06589901 1.56E-06 0.00268207 0.00112979 
155 0.013577226 0.013577226 0.05393603 0.116521366 0.005482897 0.003982358 0.013483964 0.02143989 0.015108997 0.005850582 0.06590138 1.05E-06 0.003328134 0.001193012 
160 0.0136207 0.0136207 0.053583005 0.11670775 0.00509115 0.003750135 0.013938145 0.021637851 0.015425773 0.005875147 0.06601915 9.21E-07 0.003285737 0.001183 
   204 
165 0.013665296 0.013665296 0.053121848 0.116898656 0.004547733 0.003672225 0.013846602 0.022007918 0.015535436 0.005927933 0.06642256 8.56E-07 0.00338378 0.001307913 
170 0.013934235 0.013934235 0.053464004 0.118043356 0.004665324 0.003268354 0.015430715 0.022545233 0.016243972 0.006049516 0.06661181 1.01E-06 0.003308608 0.001217809 
175 0.014010166 0.014010166 0.053711154 0.11836454 0.005097196 0.003250742 0.015433976 0.02314886 0.01558116 0.006085265 0.06694055 9.49E-07 0.003414884 0.001148077 
180 0.014420222 0.014420222 0.055050784 0.12008421 0.005311596 0.003232 0.018386537 0.02401742 0.015845506 0.006120498 0.066997685 9.47E-07 0.003177639 0.001112394 
185 0.014775267 0.014775267 0.05653622 0.121553555 0.005711442 0.003410973 0.019536544 0.024743022 0.01645855 0.006048538 0.06753946 6.39E-07 0.003153228 0.001150277 
190 0.014577239 0.014577239 0.055934658 0.12073624 0.00514692 0.003484109 0.01827535 0.023872845 0.016788404 0.00625096 0.06753077 5.33E-07 0.003154038 0.001268452 
195 0.014406827 0.014406827 0.055441691 0.12002845 0.005114146 0.003765975 0.017276697 0.022904793 0.016592007 0.006209747 0.06782698 4.44E-07 0.00296904 0.00140843 
200 0.014331757 0.014331757 0.055267891 0.11971531 0.004550984 0.003938125 0.016849296 0.024165722 0.016030053 0.006225417 0.067433864 4.20E-07 0.00266482 0.001458883 
205 0.014716593 0.014716593 0.056384701 0.12131196 0.005006013 0.004088576 0.019179974 0.022896774 0.017629296 0.006232991 0.06797939 3.54E-07 0.002540496 0.00161206 
210 0.014636744 0.014636744 0.055956307 0.120982416 0.004558456 0.004171998 0.017439805 0.02597418 0.01654936 0.006365384 0.067366466 3.50E-07 0.002403612 0.001537834 
215 0.014946183 0.014946183 0.056921612 0.122254565 0.00522397 0.00422072 0.020022396 0.023313908 0.01832035 0.006207848 0.068222165 2.87E-07 0.002286863 0.001643324 
220 0.014580893 0.014580893 0.05555159 0.12075137 0.004693559 0.004251367 0.0189747 0.024894396 0.01608941 0.006198917 0.06743006 3.26E-07 0.001900649 0.001375559 
225 0.014988317 0.014988317 0.056646842 0.122426786 0.005223664 0.004129902 0.021557795 0.023748046 0.017469458 0.006052447 0.068226345 2.29E-07 0.002037242 0.001438052 
230 0.015033121 0.015033121 0.056755435 0.122609615 0.005393547 0.004043862 0.019898795 0.02479343 0.018745039 0.006166741 0.068040304 2.63E-07 0.001986947 0.00126228 
235 0.014868241 0.014868241 0.055938067 0.121935405 0.005126333 0.004153604 0.020759022 0.023604028 0.017297652 0.006010277 0.06824702 2.69E-07 0.002162058 0.001322136 
240 0.015407248 0.015407248 0.057767097 0.12412594 0.004959579 0.004366703 0.025672365 0.024410645 0.017835988 0.006081911 0.06773312 2.75E-07 0.001875328 0.001136574 
245 0.015486434 0.015486434 0.058059063 0.12444452 0.005034522 0.004639091 0.02594825 0.025861671 0.01647501 0.00631437 0.067909405 3.18E-07 0.001690307 0.000991393 
250 0.015686362 0.015686362 0.058094538 0.1252452 0.005351822 0.004347616 0.027559718 0.024339082 0.017743519 0.006254975 0.06820412 2.77E-07 0.002074024 0.000988458 
255 0.016584908 0.016584908 0.060230616 0.12878242 0.004666843 0.004411259 0.036489293 0.025277456 0.017326852 0.006375922 0.06864609 3.07E-07 0.001724786 0.000930266 
260 0.016759438 0.016759438 0.060190089 0.12945823 0.00473273 0.00428595 0.038487475 0.025006067 0.018365284 0.006247992 0.06759724 2.73E-07 0.001873241 0.000998126 
265 0.017356419 0.017356419 0.06173181 0.13174374 0.004364005 0.00418029 0.04338253 0.027419578 0.017047832 0.00628826 0.06818693 3.01E-07 0.001799595 0.000894865 
270 0.017183477 0.017183477 0.061175131 0.13108578 0.004503644 0.004042882 0.042328432 0.027004575 0.017755935 0.006259415 0.06692675 3.19E-07 0.002052663 0.000960145 
275 0.017786079 0.017786079 0.062475436 0.13336447 0.004078054 0.00405325 0.04813856 0.027838198 0.017807113 0.006272558 0.06658179 3.38E-07 0.002094215 0.000996717 
280 0.017794729 0.017794729 0.062419768 0.13339688 0.004129331 0.003905453 0.048243646 0.027460428 0.018317422 0.006252917 0.066432506 3.56E-07 0.002114279 0.001090958 
285 0.018776455 0.018776455 0.064086232 0.13702722 0.004086437 0.003621116 0.053066585 0.030437866 0.020324033 0.006339358 0.06644203 3.17E-07 0.002254828 0.001191988 
290 0.018080846 0.018080846 0.063087268 0.13446501 0.00411146 0.003838797 0.04971124 0.029782584 0.017992424 0.006091405 0.066195086 3.54E-07 0.002128396 0.00095672 
295 0.018317879 0.018317879 0.064747051 0.13534355 0.004598451 0.003867979 0.050494518 0.030142432 0.01839249 0.006138175 0.06611344 3.18E-07 0.002454073 0.000976909 
300 0.019483095 0.019483095 0.065828427 0.13958184 0.004388827 0.003982899 0.058141455 0.030979631 0.021059142 0.005971437 0.06673305 2.47E-07 0.0025314 0.001042851 
LSTM-WL 9 hour 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist 
5 0.026275521 0.026275521 0.101761362 0.16209728 0.013174409 0.011629769 0.022632407 0.041043743 0.058566898 0.009642377 0.09327717 0.001128815 0.010221067 0.001438553 
10 0.021407644 0.021407644 0.085084076 0.14631353 0.007406938 0.008504082 0.020242997 0.036150087 0.03229127 0.008403188 0.089277156 0.00062207 0.010040337 0.001138306 
15 0.019901981 0.019901981 0.078185017 0.14107437 0.006241981 0.007236892 0.019551422 0.032554295 0.026911238 0.007680261 0.08798393 0.000375009 0.009311087 0.001173685 
20 0.019184853 0.019184853 0.074631175 0.13850941 0.005766419 0.007031727 0.019357577 0.031510834 0.02361178 0.007366702 0.08775671 0.00023386 0.008048513 0.001164407 
25 0.018722763 0.018722763 0.072153713 0.13683113 0.005374539 0.006841946 0.019154776 0.03135262 0.021942195 0.007271178 0.08772898 0.000156304 0.006243635 0.001161474 
30 0.01846531 0.01846531 0.070855127 0.13588712 0.005069285 0.006831492 0.01915723 0.031442802 0.020925367 0.007291769 0.08776427 0.000114852 0.004939552 0.00111646 
35 0.01838234 0.01838234 0.069542231 0.1355815 0.004900442 0.006686455 0.019035341 0.033148192 0.019833775 0.007255781 0.0877553 7.67E-05 0.004013221 0.001118242 
40 0.018098963 0.018098963 0.067831101 0.13453238 0.004368685 0.006567199 0.019177698 0.03200961 0.0193943 0.0072393 0.08778276 5.69E-05 0.003301797 0.001091352 
45 0.01807716 0.01807716 0.066964513 0.13445131 0.004450665 0.006424032 0.01867395 0.033144794 0.01894425 0.007226858 0.08777138 4.10E-05 0.003003016 0.001091635 
50 0.017977385 0.017977385 0.065909431 0.13407975 0.004189851 0.00627675 0.017964058 0.03399596 0.018524725 0.007196101 0.0877683 3.05E-05 0.002731896 0.001095686 
55 0.017896984 0.017896984 0.06569254 0.1337796 0.004059058 0.006251269 0.01801654 0.033725362 0.018384306 0.007221302 0.087753095 2.62E-05 0.002475557 0.001057111 
60 0.017719513 0.017719513 0.064943969 0.13311465 0.004104341 0.006103051 0.017727807 0.032815482 0.018009545 0.007197962 0.08773593 2.13E-05 0.002375133 0.001104605 
65 0.017623323 0.017623323 0.064527148 0.13275285 0.003916253 0.005903432 0.017435784 0.033081055 0.017469669 0.007240002 0.08782583 1.95E-05 0.002264369 0.001077371 
70 0.017623463 0.017623463 0.064150447 0.13275339 0.004030704 0.005613887 0.017603258 0.033335596 0.017421225 0.007161198 0.08763264 1.52E-05 0.002259516 0.001161364 
   205 
75 0.017570399 0.017570399 0.064104309 0.13255338 0.003785324 0.005435103 0.01789222 0.032980144 0.017330563 0.007261488 0.087723635 1.39E-05 0.002125454 0.001156121 
80 0.017759231 0.017759231 0.064603945 0.13326375 0.003915984 0.005202694 0.019374834 0.03287042 0.017797193 0.007262243 0.08778462 1.19E-05 0.002102287 0.001270098 
85 0.017737703 0.017737703 0.064387969 0.13318297 0.003605413 0.005147065 0.020027319 0.032431446 0.017551718 0.007409593 0.08803263 1.05E-05 0.00194199 0.001219319 
90 0.018037181 0.018037181 0.0646765 0.13430256 0.003845482 0.005063482 0.021927735 0.03245828 0.018216103 0.007372594 0.08795897 6.94E-06 0.002013054 0.001509169 
95 0.018196616 0.018196616 0.065023264 0.13489483 0.004154565 0.004850584 0.021989118 0.032273322 0.019659521 0.007435813 0.08779946 4.69E-06 0.002184178 0.001614896 
100 0.018166132 0.018166132 0.06475562 0.1347818 0.004233669 0.005041287 0.021303525 0.03242171 0.019246435 0.007487273 0.08850328 3.59E-06 0.001985068 0.001435489 
105 0.018456643 0.018456643 0.064877757 0.13585524 0.00466254 0.005082296 0.022525378 0.03216174 0.020049073 0.007509431 0.08840842 1.87E-06 0.002429272 0.001736415 
110 0.018544228 0.018544228 0.064428491 0.13617717 0.004733233 0.005168534 0.02196873 0.031791255 0.020708399 0.007450937 0.0887746 1.11E-06 0.002944004 0.001901482 
115 0.018657551 0.018657551 0.064951354 0.13659266 0.005057793 0.005844035 0.020375092 0.03217637 0.022164509 0.007642551 0.08885965 9.43E-07 0.003020125 0.001434448 
120 0.018634566 0.018634566 0.064426622 0.1365085 0.005171152 0.006336034 0.018444398 0.031894263 0.021818472 0.007624168 0.08983677 5.64E-07 0.003687673 0.001532168 
125 0.018815735 0.018815735 0.065277751 0.13717046 0.005258968 0.007481029 0.018518887 0.03281355 0.021383077 0.007418594 0.09014923 4.87E-07 0.003688528 0.001445 
130 0.018927665 0.018927665 0.066517556 0.13757786 0.0053357 0.008250065 0.019256553 0.033420097 0.020541636 0.007481385 0.08996735 4.48E-07 0.003454088 0.001569332 
135 0.019681574 0.019681574 0.069689528 0.14029102 0.006026587 0.009436766 0.022533102 0.033734083 0.021607112 0.007195051 0.09040496 2.72E-07 0.003875535 0.002002279 
140 0.020120138 0.020120138 0.071065718 0.14184548 0.005295146 0.010176069 0.02778382 0.033286158 0.02061904 0.007066625 0.08969243 2.10E-07 0.004623326 0.002658555 
145 0.021055573 0.021055573 0.073563635 0.14510536 0.005363931 0.010016319 0.035667967 0.033229876 0.02092173 0.006988117 0.089711756 1.78E-07 0.005625201 0.003030641 
150 0.021037861 0.021037861 0.072436314 0.14504436 0.004981833 0.009081511 0.036600746 0.033966325 0.021078406 0.006995814 0.09017637 1.96E-07 0.004956763 0.002540646 
155 0.020950628 0.020950628 0.070046832 0.14474334 0.003823496 0.007302241 0.039900437 0.033787888 0.020587858 0.007107885 0.09086849 1.98E-07 0.00387324 0.002254545 
160 0.021077197 0.021077197 0.070608101 0.1451799 0.004234404 0.006914011 0.039934997 0.034289178 0.021835456 0.007060802 0.090543605 2.27E-07 0.003666643 0.002292638 
165 0.02048257 0.02048257 0.069262746 0.14311732 0.004102228 0.006289692 0.035845306 0.03445634 0.02169116 0.007121289 0.08972221 2.78E-07 0.003461089 0.002136113 
170 0.02012672 0.02012672 0.069059672 0.14186868 0.003732007 0.006145316 0.032608498 0.03553623 0.021019282 0.007148744 0.08995004 3.24E-07 0.00318217 0.00194459 
175 0.020295917 0.020295917 0.070570681 0.14246373 0.004724188 0.005863053 0.030224757 0.036228687 0.021303715 0.007048319 0.092555575 3.46E-07 0.003042962 0.001967561 
180 0.020665298 0.020665298 0.070388875 0.1437543 0.004638486 0.005668575 0.031259794 0.035693564 0.024027783 0.007027842 0.09365876 3.52E-07 0.002764163 0.001913653 
185 0.021428162 0.021428162 0.071173268 0.1463836 0.004628113 0.005559258 0.029682102 0.03673707 0.02297968 0.00708443 0.10340069 3.81E-07 0.002600482 0.001609425 
190 0.021031039 0.021031039 0.069704643 0.14502083 0.003725145 0.005842929 0.029785715 0.037890896 0.022835257 0.007052975 0.0984438 3.41E-07 0.002837829 0.001895507 
195 0.024521026 0.024521026 0.075673534 0.1565919 0.004951991 0.005811547 0.0268534 0.04005555 0.022324435 0.006945954 0.1339322 4.13E-07 0.002591013 0.001743762 
200 0.022560364 0.022560364 0.072370302 0.15020108 0.004412673 0.006034426 0.02924547 0.041945253 0.02361499 0.006971865 0.10876384 3.81E-07 0.002981989 0.001632744 
205 0.023215886 0.023215886 0.072955479 0.15236759 0.004165188 0.006104286 0.030297788 0.044136852 0.022941208 0.006965982 0.11285683 4.65E-07 0.003065187 0.001625072 
210 0.022184211 0.022184211 0.071171069 0.14894366 0.004208001 0.006406521 0.03192459 0.044922747 0.022219494 0.006934915 0.100244135 4.17E-07 0.003430264 0.001551017 
215 0.023176762 0.023176762 0.072991119 0.15223916 0.004520199 0.006288634 0.032815035 0.045736175 0.021763945 0.006905764 0.108771145 4.83E-07 0.0034992 0.00146705 
220 0.023802774 0.023802774 0.074021354 0.1542815 0.004319681 0.006362602 0.037907124 0.048157096 0.020278415 0.00690402 0.10918618 4.87E-07 0.003499082 0.001413057 
225 0.023675155 0.023675155 0.0740605 0.1538673 0.004399443 0.006573606 0.04055143 0.049955033 0.021022242 0.006906653 0.10204375 4.87E-07 0.003900105 0.0013988 
230 0.025199936 0.025199936 0.076297552 0.15874489 0.00465372 0.006333379 0.038374703 0.04978445 0.021169107 0.006875772 0.12000209 5.22E-07 0.003420144 0.001385463 
235 0.02542081 0.02542081 0.077143896 0.15943906 0.004392353 0.006392765 0.043201275 0.050784286 0.021771498 0.006893645 0.11545781 4.86E-07 0.003787598 0.001526365 
240 0.025194379 0.025194379 0.077277088 0.15872735 0.004416023 0.006595906 0.043406595 0.052676804 0.022848746 0.006879174 0.110119395 5.22E-07 0.003623997 0.001376623 
245 0.025665687 0.025665687 0.077790293 0.16020516 0.004461962 0.006518664 0.04261739 0.05458412 0.021702558 0.006872979 0.11495795 5.63E-07 0.003520796 0.001419885 
250 0.025713864 0.025713864 0.078707288 0.16035543 0.004103075 0.006673066 0.04418755 0.05502684 0.023130093 0.006878718 0.11225963 5.84E-07 0.003461687 0.001417425 
255 0.024951605 0.024951605 0.077653737 0.15796077 0.00418938 0.006430139 0.04034193 0.051226735 0.022446994 0.006868654 0.11306329 6.04E-07 0.003402635 0.001545694 
260 0.026092007 0.026092007 0.080365659 0.1615302 0.004729026 0.006359334 0.043436054 0.052569143 0.023253713 0.006845983 0.11835017 5.88E-07 0.003706941 0.00166912 
265 0.025028355 0.025028355 0.078354251 0.15820351 0.004311704 0.006241739 0.041254755 0.050937146 0.024167178 0.0069095 0.11108785 5.90E-07 0.003810503 0.001562581 
270 0.02478968 0.02478968 0.078273831 0.1574474 0.003670111 0.006543657 0.042346634 0.05549914 0.023357155 0.00688186 0.104307376 5.00E-07 0.003712597 0.001577768 
275 0.025452541 0.025452541 0.078594047 0.15953851 0.003633024 0.005907488 0.038150016 0.051935017 0.02300392 0.006895899 0.11972114 5.43E-07 0.003700077 0.001578297 
280 0.024821104 0.024821104 0.077332118 0.15754715 0.004035065 0.006086757 0.03949553 0.054329686 0.022337625 0.006875606 0.10976225 4.99E-07 0.003807572 0.001480436 
285 0.026223551 0.026223551 0.079322344 0.1619369 0.003893481 0.006055305 0.03718238 0.054733925 0.024720265 0.006933306 0.12361965 5.34E-07 0.0035913 0.001505357 
290 0.025797573 0.025797573 0.07924305 0.16061625 0.004103503 0.005680767 0.036171846 0.05436686 0.023839863 0.006897199 0.12142194 5.44E-07 0.003967876 0.00152533 
295 0.025530395 0.025530395 0.077953213 0.15978234 0.003908843 0.00578132 0.035028648 0.054469768 0.02353533 0.006930125 0.12070233 5.42E-07 0.003611514 0.001335535 
300 0.024644043 0.024644043 0.076778826 0.15698422 0.004212673 0.005902861 0.03405233 0.054389387 0.024067752 0.006999387 0.11186775 5.95E-07 0.003582568 0.001365119 
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LSTM-LW evaluation for long-term forecasting 
Similar to LSTM-WL, the MIMO LSTM-LW models are evaluated for long-term weather forecasting for different timeslots. All LSTM-LW models are 
trained for 200 epochs and model weights are saved in every 10 epochs. A sample of 6 hours and 9 hours evaluation results are given below. The optimal 
model with least MSE is highlighted in each timeslot. 
LSTM-LW 6 hour 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist 
10 0.011880832 0.011880832 0.047026494 0.108999215 0.00373121 0.002185203 0.012854352 0.013167098 0.014048727 0.006119361 0.063629046 2.48E-06 0.002096815 0.000974029 
20 0.011889752 0.011889752 0.051545577 0.109040126 0.005614922 0.002947571 0.011071177 0.013335191 0.01677148 0.007184937 0.059253287 2.00E-06 0.00180137 0.000915595 
30 0.011946544 0.011946544 0.046494962 0.10930026 0.003721001 0.0022465 0.012735943 0.01419268 0.013358736 0.006295456 0.064201206 7.44E-07 0.001755331 0.000957846 
40 0.012283988 0.012283988 0.048452309 0.11083315 0.003946102 0.002666186 0.015601515 0.013403405 0.013299466 0.005994819 0.065014794 3.90E-07 0.002092412 0.000820788 
50 0.011968353 0.011968353 0.047357106 0.109399974 0.003802319 0.002693907 0.012771716 0.014566889 0.013339048 0.006059668 0.06385493 3.64E-07 0.001811673 0.000783019 
60 0.01184735 0.01184735 0.047151309 0.108845524 0.003671956 0.002680889 0.013538075 0.013685755 0.013493523 0.005832097 0.06298571 2.26E-07 0.001729121 0.000856148 
70 0.011799956 0.011799956 0.046568167 0.10862758 0.003252286 0.002202216 0.011237701 0.01622022 0.015044644 0.005824219 0.06160926 1.83E-07 0.00192054 0.000688296 
80 0.011741312 0.011741312 0.045655386 0.108357325 0.003105633 0.001950991 0.013234701 0.013633886 0.012803255 0.005710668 0.06383751 1.21E-07 0.002277339 0.000859006 
90 0.012112958 0.012112958 0.04740905 0.11005889 0.003269029 0.001732615 0.013996867 0.01698269 0.013135998 0.005770418 0.06306092 1.51E-07 0.002452568 0.000728323 
100 0.012187444 0.012187444 0.048374469 0.11039675 0.003405049 0.001708889 0.013968434 0.018579261 0.013793162 0.005720335 0.061504878 1.70E-07 0.00249288 0.000701383 
110 0.012657643 0.012657643 0.05070106 0.11250619 0.004262536 0.002003955 0.015268126 0.02327254 0.012695582 0.005686414 0.06064813 1.63E-07 0.001822816 0.000916166 
120 0.012829151 0.012829151 0.049755243 0.113265835 0.003915706 0.002255355 0.01458518 0.02340477 0.012871401 0.00566747 0.062535815 1.67E-07 0.00239053 0.000665109 
130 0.013627052 0.013627052 0.053838368 0.11673497 0.004222805 0.002664993 0.016297309 0.03063119 0.013408243 0.00567446 0.060534995 1.34E-07 0.001795727 0.001040662 
140 0.013653389 0.013653389 0.053063726 0.116847716 0.004031833 0.002775423 0.014514714 0.02910935 0.014565311 0.005629259 0.06255872 1.13E-07 0.002342 0.001007178 
150 0.013472496 0.013472496 0.051782125 0.116071075 0.003526571 0.002482961 0.013233547 0.030468164 0.013498244 0.005674074 0.06269933 1.27E-07 0.002138502 0.001003449 
160 0.013516137 0.013516137 0.052800921 0.116258934 0.003454343 0.002500062 0.016590854 0.028890422 0.013912486 0.005647554 0.061493102 9.34E-08 0.001607068 0.001065381 
170 0.013407045 0.013407045 0.05258392 0.11578879 0.003472978 0.00250838 0.014671385 0.028681722 0.014318332 0.005668049 0.06124811 7.22E-08 0.002071 0.001430414 
180 0.013301829 0.013301829 0.051897612 0.11533356 0.003659899 0.002420059 0.012969964 0.027121764 0.015814813 0.005646311 0.061921947 7.29E-08 0.002188269 0.001275198 
190 0.013242478 0.013242478 0.052232255 0.11507596 0.003871053 0.002349507 0.013302174 0.026180876 0.015240627 0.005633408 0.06210364 5.09E-08 0.002199922 0.001543519 





   207 
LSTM-LW 9 hour 
Epoch Loss Total MSE Total MAE Total RMSE SkinTemp SufPres U10 V10 Humidity Rainc Rainnc Snow SolilTemp SoilMoist 
10 0.015757935 0.015757935 0.055693333 0.12553059 0.004679656 0.00337704 0.016287696 0.022693845 0.016228491 0.007961646 0.08320849 2.14E-06 0.002113115 0.001027248 
20 0.016377352 0.016377352 0.05758737 0.12797405 0.004780752 0.004161583 0.015768358 0.024669867 0.017805502 0.007928615 0.08485703 3.95E-07 0.002780593 0.001020818 
30 0.016225789 0.016225789 0.056997567 0.12738049 0.004396642 0.00394337 0.016345497 0.024135446 0.018725771 0.007424103 0.08399795 1.34E-07 0.002588698 0.000700276 
40 0.016889573 0.016889573 0.058274614 0.12995991 0.004091627 0.003541212 0.023068156 0.025812227 0.017774226 0.007382475 0.08432323 5.62E-08 0.00227121 0.000631322 
50 0.015881893 0.015881893 0.055916136 0.12602338 0.003115935 0.003512865 0.017332496 0.025864141 0.017602265 0.007014104 0.081535935 7.06E-08 0.00186925 0.000971862 
60 0.016796989 0.016796989 0.058133409 0.12960319 0.003795971 0.003075606 0.021199834 0.026161082 0.021123258 0.006922953 0.08180809 8.14E-08 0.002633235 0.001249783 
70 0.017635695 0.017635695 0.06026591 0.13279945 0.003228196 0.003066612 0.023100615 0.027171036 0.025604945 0.006963012 0.08208669 7.75E-08 0.003423439 0.001712335 
80 0.017547182 0.017547182 0.060411342 0.13246578 0.002949332 0.003273398 0.022983102 0.029731503 0.02371691 0.006989821 0.080700785 9.12E-08 0.0037328 0.001394077 
90 0.017949101 0.017949101 0.060925115 0.13397425 0.002661645 0.003416948 0.02212525 0.032491915 0.025065918 0.006881265 0.08195113 9.08E-08 0.003301371 0.001595485 
100 0.018190717 0.018190717 0.062394377 0.13487296 0.002803703 0.003402452 0.024458399 0.034984346 0.026161322 0.006845449 0.07862746 1.12E-07 0.003748103 0.000875838 
110 0.017026861 0.017026861 0.060662873 0.13048702 0.002764516 0.00336351 0.024438854 0.030594964 0.022807699 0.006948222 0.074446276 1.25E-07 0.003371792 0.00153265 
120 0.01747755 0.01747755 0.06080798 0.13220268 0.002764753 0.003259942 0.023535227 0.031763922 0.024674775 0.007017958 0.07808133 1.94E-07 0.002698125 0.000979277 
130 0.017094668 0.017094668 0.060410833 0.13074657 0.002576924 0.003335403 0.023330005 0.030339586 0.025773872 0.00703206 0.074659914 1.97E-07 0.002670562 0.001228146 
140 0.018113356 0.018113356 0.064531514 0.13458587 0.00334275 0.003557617 0.024213657 0.031598367 0.024424609 0.007457991 0.082915045 3.71E-07 0.002859531 0.000763623 
150 0.018422959 0.018422959 0.06482559 0.1357312 0.002699622 0.003552596 0.02457906 0.031169334 0.024581714 0.007370967 0.0866783 3.61E-07 0.002456277 0.001141363 
160 0.017858673 0.017858673 0.063119786 0.13363636 0.002892328 0.003501765 0.020936118 0.032180637 0.025767589 0.007646391 0.08192321 5.47E-07 0.002749522 0.000988633 
170 0.017876867 0.017876867 0.062951145 0.13370441 0.003300311 0.003563964 0.020314913 0.032290924 0.027064811 0.007804983 0.08029603 5.55E-07 0.002957341 0.001174839 
180 0.017933326 0.017933326 0.062476464 0.13391536 0.003237417 0.003455933 0.021472199 0.032769695 0.025042387 0.007832415 0.08121826 6.22E-07 0.003055916 0.001248424 
190 0.017714157 0.017714157 0.061627537 0.13309455 0.003638247 0.003581857 0.019355508 0.032510065 0.023253022 0.007725931 0.08291529 5.32E-07 0.00310764 0.001053481 








   208 
Appendix 7: Comparing WRF and Model Predictions against 
Ground Truth for Long-term Forecasting for Historical Weather 
Data 
The proposed forecasting model predictions (i.e. MIMO-LSTM) are compared with the 
ground truth and calculated the error (i.e. MSE, MAE, RMSE, and EV) values for each 
timeslot (i.e. 3-hour, 6-hour, 9-hour, 12-hour, 18-hour, 24-hour, and 48-hour). Similarly, 
the WRF model predictions are taken for the same dataset and results are compared with 
the ground truth. The evaluations results are shown in the following tables. 
3-Hour 
WRF predicted vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 4.0209727 1.3728781 2.0052364 0.598463266 
PSFC 227869.02 292.8511 477.35626 0.952012899 
U10 10.540705 2.1308465 3.2466452 0.273865967 
V10 12.0824 2.3409169 3.4759748 0.070946071 
Q2 1.11E-06 0.00075617 0.001054385 0.435844499 
Rainc 15.942339 1.0590441 3.992786 -83586.53548 
Rainnc 18.627722 2.0209315 4.3159842 -34551.06168 
Snow 0 0 0 1 
TSLB 8.140333 1.1551077 2.853127 0.898683916 
SMOIS 8.52E-05 0.003237576 0.009232116 0.999333581 
 
Proposed deep learning model prediction vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 2.7882845 1.1496421 1.6698158 0.703170069 
PSFC 123881.22 270.10614 351.96765 0.920364491 
U10 5.327054 1.6960033 2.308041 0.526840189 
V10 4.6248293 1.6266266 2.1505415 0.587397454 
Q2 7.72E-07 0.000680343 0.000878442 0.606375528 
Rainc 0.11341145 0.12714593 0.33676615 -22.36565644 
Rainnc 0.83847433 0.29947627 0.91568244 -68.36666132 
Snow 0.016857434 0.051807187 0.12983619 0 
TSLB 2.6088953 0.8744249 1.6152076 0.944945478 
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6-Hour 
WRF predicted vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 3.8616908 1.3092792 1.9651185 0.679486661 
PSFC 199244.28 255.92368 446.3679 0.964351791 
U10 8.100931 1.892945 2.8462136 0.454539605 
V10 9.456813 2.0524755 3.0751932 0.162074942 
Q2 1.05E-06 0.000719599 0.001025496 0.526853802 
Rainc 14.03519 0.9750483 3.746357 -4717.644658 
Rainnc 15.6952505 1.8532413 3.961723 -78029.06774 
Snow 0 0 0 1 
TSLB 1.8618562 0.59466535 1.3644985 0.941514505 
SMOIS 6.81E-05 0.00281954 0.008251033 0.999460899 
 
Proposed deep learning model prediction vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 3.0542436 1.2428628 1.7476394 0.684033881 
PSFC 99677.38 246.17464 315.71725 0.947786787 
U10 8.569923 2.2902873 2.9274433 0.325438266 
V10 7.3790517 2.0471332 2.716441 0.392834985 
Q2 7.24E-07 0.000651605 0.000850862 0.584265945 
Rainc 0.1278994 0.09724788 0.35763025 -1.469248733 
Rainnc 1.4281658 0.24116634 1.195059 -29.30952399 
Snow 0.000284262 0.008008379 0.01686006 0 
TSLB 1.0853431 0.65626615 1.041798 0.969951174 
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9-Hour 
WRF predicted vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 4.8804314 2.1699972 2.209169844 0.443244587 
PSFC 211367.33 263.46463 459.74704 0.963658898 
U10 8.089221 1.9187737 2.8441556 0.479886788 
V10 8.927932 2.0298445 2.9879644 0.077082639 
Q2 1.03E-06 0.000711496 0.001016092 0.352471958 
Rainc 14.073741 0.9864279 3.7514985 -3754.817955 
Rainnc 16.408337 1.9012688 4.0507207 -23480.4512 
Snow 0 0 0 1 
TSLB 1.4240651 0.50377595 1.193342 0.95203226 
SMOIS 6.39E-05 0.002740025 0.007996412 0.999494317 
 
Proposed deep learning model prediction vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 4.7985396 1.4987899 2.190557 0.020309352 
PSFC 169287.05 330.76126 411.44507 0.936599115 
U10 11.142194 2.5796661 3.3379924 0.131567981 
V10 12.19173 2.6290748 3.4916658 0.029548321 
Q2 8.99E-07 0.000737917 0.000948218 0.364967766 
Rainc 0.17841245 0.15835106 0.42238897 -9.885370822 
Rainnc 1.861943 0.34450766 1.3645303 -25.17475432 
Snow 0.004922504 0.02689071 0.07016056 0 
TSLB 1.0127658 0.59626704 1.0063627 0.969353857 
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12-Hour 
WRF predicted vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 5.9721785 1.4909863 2.443804 0.709277451 
PSFC 212751.3 265.8883 461.24973 0.964588445 
U10 8.127483 1.9504818 2.8508742 0.455252368 
V10 8.473837 1.9777623 2.9109855 0.084304162 
Q2 1.12E-06 0.000736931 0.001058385 0.306559231 
Rainc 14.091678 0.9991061 3.7538884 -3678.906364 
Rainnc 16.816736 1.9331105 4.1008215 -10991.37736 
Snow 0 0 0 1 
TSLB 1.1918795 0.43876836 1.0917324 0.971078668 
SMOIS 6.16E-05 0.002682853 0.007847165 0.999514562 
 
Proposed deep learning model prediction vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 5.14835 1.5206286 2.2689974 0.730837682 
PSFC 278060.44 441.90314 527.3144 0.918347118 
U10 11.737519 2.6507785 3.4260063 0.12629787 
V10 14.429697 2.893559 3.798644 -0.179446057 
Q2 1.18E-06 0.000860272 0.001085298 0.305365308 
Rainc 0.2467392 0.20587602 0.49672848 -17.15295028 
Rainnc 2.0544894 0.44475895 1.433349 -50.73551842 
Snow 0.004690081 0.027695747 0.068484165 0 
TSLB 0.88332826 0.58412516 0.93985546 0.978172188 
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24-Hour 
WRF predicted vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 3.0667834 1.1959156 1.7512234 0.509475117 
PSFC 196150.56 282.5408 442.8889 0.953624725 
U10 10.561917 2.1142447 3.2499104 0.262932891 
V10 10.861656 2.258384 3.2957027 0.055455091 
Q2 1.03E-06 0.000725441 0.001017325 0.324697756 
Rainc 15.557926 1.1486559 3.9443538 -191853.956 
Rainnc 18.624685 2.0981896 4.315633 -4037.288909 
Snow 0 0 0 1 
TSLB 1.400409 0.42546007 1.1833888 0.979126194 
SMOIS 7.48E-05 0.00292553 0.008646647 0.999411738 
 
Proposed deep learning model prediction vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 3.5168703 1.3444608 1.875332 0.281050306 
PSFC 623330.6 652.0653 789.5129 0.825341279 
U10 18.152727 3.4335885 4.2606015 0.089148203 
V10 19.64028 3.2381313 4.4317355 0.012588636 
Q2 1.41E-06 0.000940488 0.001188894 0.318042193 
Rainc 1.890364 0.5094838 1.3749051 -84.91942292 
Rainnc 3.5724075 0.6843118 1.8900813 -22.60096013 
Snow 0.001066969 0.011419334 0.032664493 0 
TSLB 1.9721501 0.8552 1.4043326 0.976954069 
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48-Hour 
WRF predicted vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 3.163105 1.2206486 1.778512 0.496017955 
PSFC 205029.55 294.31467 452.80188 0.951546336 
U10 11.014908 2.1830323 3.3188715 0.23495815 
V10 11.322241 2.331488 3.3648539 0.018787902 
Q2 1.07E-06 0.000745183 0.001036694 0.300172118 
Rainc 16.184252 1.1870828 4.0229654 -200574.6255 
Rainnc 19.419767 2.187251 4.4067864 -4220.760187 
Snow 0 0 0 1 
TSLB 1.4589597 0.4386343 1.2078741 0.97825771 
SMOIS 7.71E-05 0.00300141 0.008778173 0.999394688 
 
Proposed deep learning model prediction vs Ground truth 
Parameter Mean Squared Error Mean Absolute Error Root Mean Squared Error Explained Variance 
TSK 4.493951 1.4288149 2.119894 0.274816304 
PSFC 959890.44 828.9889 979.74 0.721577327 
U10 31.083189 4.3905144 5.57523 -0.612951888 
V10 24.162054 3.9043639 4.915491 -0.284100966 
Q2 2.76E-06 0.001347067 0.001660245 0.172068878 
Rainc 1.4888092 0.6026417 1.2201678 -665.7803979 
Rainnc 3.7990644 0.8607666 1.9491189 -3.817349848 
Snow 0.008917561 0.040089395 0.09443284 0 
TSLB 3.4580653 1.1488392 1.8595874 0.954103668 
SMOIS 3.00E-04 0.008149375 0.017334767 0.998027008 
 
The comparison results (i.e. proposed model predictions and WRF model predictions) are 
shown in the following graphs for each timeslot with respect to the ground truth for each 
parameter. The overall comparison graph is shown at the bottom of each timeslot. MSE 
is selected as the evaluation matrix for each graph. 
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Graphs to compare proposed model prediction vs WRF model prediction for each 








   215 
 
Graphs to compare proposed model prediction vs WRF model prediction for each 
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Graphs to compare proposed model prediction vs WRF model prediction for each 








Graphs to compare proposed model prediction vs WRF model prediction for each 
parameter for 24-Hour 
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Graphs to compare proposed model prediction vs WRF model prediction for each 
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Appendix 8: Comparison of 100 Random Samples for Historical 
Weather Data 
Comparative results of 100 data samples are shown in the following graphs. Each graph 
compares the proposed model prediction, WRF prediction, and the ground truth.  
 
a) 3 Hour 
 
b) 6 Hour 
 
c) 9 Hour 
 
d) 12 Hour 
 
e) 24 Hour 
 
f) 48 Hour 
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iv) V10 
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viii) Snow 
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ix) TSLB 
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Appendix 9: Evaluation Results of MIMO-LSTM variance for Weather Station Data 





Epoch Loss Total MSE Total MAE Total RMSE Barometer Pressure Temp Humid Wspeed Wdirec Rrate Rain Dpoint Hindex
10 0.033973697 0.033973697 0.109229047 0.18431956 0.19935271 0.19068268 0.13388583 0.13408744 0.23954566 0.35139233 0.07110414 0.06985047 0.1332392 0.138508
20 0.031351413 0.031351413 0.102048307 0.17706329 0.1881076 0.18650822 0.1316465 0.1394781 0.23181346 0.33234456 0.07151128 0.071784556 0.12476157 0.12859501
30 0.030383936 0.030383936 0.094841591 0.17430988 0.17301606 0.16689388 0.122136444 0.11631523 0.24498312 0.34294155 0.07196153 0.069767684 0.11783447 0.12668106
40 0.031714372 0.031714372 0.098796238 0.17808528 0.17465979 0.17339343 0.13782687 0.13841584 0.22533564 0.35303956 0.072076544 0.07076933 0.12345987 0.13250828
50 0.035631876 0.035631876 0.106916994 0.18876408 0.18234168 0.17459275 0.13134018 0.15158327 0.23465534 0.39212167 0.072479546 0.06968785 0.12497234 0.13345261
60 0.04001413 0.04001413 0.113715047 0.20003533 0.18390049 0.17892748 0.13392022 0.15116824 0.27386487 0.41517988 0.07311381 0.07012754 0.13456902 0.13331102
70 0.03737174 0.03737174 0.107502311 0.19331773 0.17733333 0.17025025 0.12864931 0.16290541 0.2327824 0.40932617 0.074229114 0.07209963 0.13978948 0.13494948
80 0.042316057 0.042316057 0.115823316 0.20570868 0.18514057 0.18252963 0.14302336 0.1605604 0.25121793 0.4436757 0.07336235 0.07190082 0.13738479 0.14123124
90 0.042731606 0.042731606 0.117935339 0.20671624 0.18960142 0.1857296 0.14690706 0.16819876 0.2767979 0.42670414 0.07325582 0.07248164 0.12843996 0.14556453
100 0.043046275 0.043046275 0.117282535 0.20747596 0.19866663 0.19799446 0.14468192 0.1655598 0.2698677 0.4301357 0.07199504 0.06944853 0.12917323 0.13752174
110 0.044279437 0.044279437 0.122280985 0.21042679 0.20365636 0.203061 0.14679298 0.17198837 0.2720525 0.43021742 0.071403496 0.06865177 0.13765024 0.14525093
120 0.043797126 0.043797126 0.119743602 0.20927763 0.19944057 0.19882227 0.14748427 0.17340863 0.27542245 0.42689073 0.07216136 0.06916592 0.13135277 0.14664349
130 0.044151975 0.044151975 0.118435755 0.21012372 0.20362255 0.20090525 0.14479856 0.1761154 0.27169427 0.42872554 0.07190697 0.06915091 0.13484754 0.14816122
140 0.04444433 0.04444433 0.121474599 0.21081823 0.20159288 0.19934393 0.15476726 0.17624977 0.28005788 0.42212614 0.07167983 0.070508756 0.13521603 0.15502565
150 0.043959641 0.043959641 0.120280885 0.20966554 0.20455015 0.20041436 0.14957969 0.17498395 0.2809659 0.4180703 0.07069986 0.07369417 0.1330447 0.15080275
160 0.044858061 0.044858061 0.121681253 0.21179721 0.20568785 0.20285262 0.14844412 0.17414917 0.280358 0.42665836 0.07045555 0.07035303 0.13866997 0.15158994
170 0.043864506 0.043864506 0.118911164 0.20943855 0.20534386 0.20314553 0.14828858 0.16801032 0.27949208 0.41821155 0.07130752 0.07041336 0.13771866 0.1515517
180 0.044460784 0.044460784 0.119536761 0.21085726 0.20494293 0.20277888 0.14821291 0.16499072 0.2815107 0.425801 0.07169269 0.070245616 0.13743556 0.1509316
190 0.044015249 0.044015249 0.11862213 0.20979811 0.20942618 0.20501947 0.1503266 0.16227978 0.28119904 0.41821796 0.0715199 0.07062551 0.1354591 0.15131421
200 0.044253712 0.044253712 0.119978016 0.21036567 0.20832114 0.20470951 0.1506241 0.16618754 0.277891 0.4205559 0.07213942 0.07546453 0.13652574 0.1526387







Epoch Loss Total MSE Total MAE Total RMSE Barometer Pressure Temp Humid Wspeed Wdirec Rrate Rain Dpoint Hindex
10 0.168503508 0.168503508 0.31751663 0.4104918 0.6555278 0.643936 0.31784332 0.29650363 0.33986676 0.517674 0.20076431 0.25384402 0.23288654 0.33053142
20 0.156072022 0.156072022 0.294295892 0.39505953 0.64187527 0.6294111 0.3169108 0.28774437 0.34133923 0.5131227 0.12372554 0.14792967 0.22968623 0.31555402
30 0.150592638 0.150592638 0.285703954 0.3880627 0.62781435 0.61355734 0.31602895 0.28658718 0.34268224 0.5098584 0.10424273 0.11914835 0.23106858 0.3122084
40 0.144655018 0.144655018 0.278920822 0.3803354 0.61112267 0.5948973 0.3124302 0.28169078 0.34135595 0.5067136 0.09550523 0.10609205 0.23297867 0.3070437
50 0.138265197 0.138265197 0.272275496 0.37184027 0.59133273 0.57285964 0.30908653 0.2759198 0.33883235 0.5035077 0.09120988 0.09940715 0.23516181 0.30218178
60 0.130937872 0.130937872 0.264987346 0.36185336 0.5668498 0.5457667 0.30601367 0.26804397 0.33608416 0.50010973 0.08905517 0.09571498 0.23736759 0.29699975
70 0.122503878 0.122503878 0.256869062 0.35000554 0.5355435 0.5116021 0.3042387 0.2586129 0.3333963 0.4968076 0.0880612 0.093537755 0.23935565 0.2920399
80 0.11314883 0.11314883 0.247317957 0.336376 0.49612316 0.4698489 0.30584127 0.24747437 0.33067587 0.49261114 0.08788103 0.09231873 0.24089618 0.28899938
90 0.1036663 0.1036663 0.236768854 0.32197252 0.44823852 0.42137018 0.3121789 0.23853429 0.32725006 0.48778808 0.08841022 0.09179334 0.24179086 0.29000542
100 0.095168807 0.095168807 0.226632615 0.30849442 0.39649194 0.37173805 0.32006675 0.23310629 0.32372582 0.48326412 0.08918157 0.09142414 0.24182339 0.2939028
110 0.088718998 0.088718998 0.218475551 0.29785734 0.3487776 0.3280015 0.32892793 0.23352207 0.31960255 0.47689417 0.090388715 0.09160938 0.24109483 0.30161253
120 0.083889841 0.083889841 0.211871898 0.28963742 0.31221476 0.2959448 0.33254927 0.23332515 0.31620908 0.47011158 0.09104366 0.09137426 0.2391799 0.3065437
130 0.08052611 0.08052611 0.207104636 0.28377122 0.28664234 0.27402186 0.3347493 0.23455562 0.31328413 0.46212372 0.09105167 0.09079916 0.23610933 0.3113648
140 0.077653606 0.077653606 0.203154925 0.27866396 0.27043676 0.26055673 0.3327062 0.23396358 0.31119642 0.4534156 0.0903503 0.08980182 0.2323234 0.31216532
150 0.075457358 0.075457358 0.200143629 0.27469504 0.25939718 0.25143245 0.33076975 0.2347287 0.30960292 0.44490343 0.08925742 0.0886308 0.22809528 0.3129208
160 0.073500964 0.073500964 0.197452172 0.2711106 0.25288397 0.24623284 0.32702196 0.23430674 0.3083849 0.4369739 0.08796571 0.08737635 0.22397026 0.31145304
170 0.071610654 0.071610654 0.194828618 0.26760167 0.24823156 0.24249955 0.32241118 0.23238224 0.30752245 0.42980814 0.08651469 0.086061954 0.21998021 0.3084531
180 0.069962622 0.069962622 0.192290556 0.2645045 0.2445685 0.23956333 0.317478 0.23032577 0.30701068 0.42445883 0.085019924 0.08473946 0.21628869 0.3049079
190 0.068706049 0.068706049 0.190141355 0.2621184 0.24256293 0.23805319 0.313612 0.22857872 0.3065415 0.4199944 0.08375557 0.083657764 0.21295077 0.30204147
200 0.067523283 0.067523283 0.188062888 0.25985244 0.24025765 0.23619013 0.30931953 0.22747354 0.30612013 0.41689247 0.082526006 0.08258796 0.20971672 0.298629
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Epoch Loss Total MSE Total MAE Total RMSE Barometer Pressure Temp Humid Wspeed Wdirec Rrate Rain Dpoint Hindex
10 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
20 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
30 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
40 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
50 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
60 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
70 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
80 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
90 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
100 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
110 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
120 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
130 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
140 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
150 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
160 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
170 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
180 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
190 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
200 0.518730355 0.518730355 0.530312657 0.7202294 1.0885997 1.0870552 0.7635553 0.5865449 0.5196623 0.94020414 0.07427683 0.070526935 0.38192514 0.7636248
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Epoch Loss Total MSE Total MAE Total RMSE Barometer Pressure Temp Humid Wspeed Wdirec Rrate Rain Dpoint Hindex
10 0.103525094 0.103525094 0.238541103 0.32175314 0.3518625 0.35975903 0.402552 0.2551514 0.35194117 0.47850865 0.08178038 0.08289638 0.23410618 0.3656066
20 0.072148569 0.072148569 0.194705359 0.26860484 0.24119562 0.23775117 0.3267512 0.23267108 0.315799 0.42732298 0.07699366 0.075891234 0.22913103 0.31521434
30 0.067988091 0.067988091 0.185931892 0.26074526 0.23511833 0.23137376 0.30916741 0.22855467 0.3113166 0.4236302 0.074760795 0.07387621 0.21463756 0.29957968
40 0.064642987 0.064642987 0.179549087 0.25424984 0.23075995 0.22688787 0.29286045 0.21713312 0.3098953 0.42328978 0.07346989 0.07258144 0.20531054 0.28418288
50 0.063299359 0.063299359 0.177026446 0.25159365 0.22884463 0.2250733 0.28553683 0.21505885 0.30836576 0.42282575 0.07308724 0.07221439 0.20219378 0.27726182
60 0.061934387 0.061934387 0.174632354 0.2488662 0.22771749 0.22394998 0.27712658 0.21212916 0.30762297 0.4219562 0.07275858 0.07188666 0.19984183 0.26918373
70 0.061348057 0.061348057 0.173627113 0.2476854 0.22704946 0.22330527 0.27402073 0.21142729 0.30648732 0.42145857 0.07264034 0.07178624 0.1988176 0.2659979
80 0.060832334 0.060832334 0.172780865 0.24664213 0.22648655 0.22284466 0.27095422 0.21041724 0.30569425 0.42147174 0.07255266 0.07170667 0.197753 0.262824
90 0.060526411 0.060526411 0.172144095 0.24602117 0.22604673 0.22245891 0.26921687 0.20910433 0.30554754 0.421547 0.072505645 0.07165302 0.19719596 0.26103267
100 0.06029115 0.06029115 0.171699061 0.24554256 0.22573727 0.22217993 0.26774007 0.20883486 0.30535054 0.4214982 0.0724542 0.07161057 0.19666179 0.25950003
110 0.060126788 0.060126788 0.171378711 0.24520764 0.22567631 0.22211777 0.26670074 0.20805202 0.30522227 0.42155766 0.07242811 0.071582906 0.19635774 0.25843576
120 0.060005014 0.060005014 0.171129985 0.2449592 0.22547455 0.22194235 0.26600423 0.20793621 0.30506223 0.42148426 0.07240355 0.0715639 0.19613497 0.25770658
130 0.059934633 0.059934633 0.171004705 0.24481551 0.22540045 0.22187163 0.26558548 0.20781264 0.30493605 0.4214702 0.072393246 0.07155562 0.19601196 0.2572692
140 0.059866059 0.059866059 0.170876288 0.2446754 0.22534874 0.22182392 0.26518303 0.20760056 0.30482045 0.42146793 0.07238176 0.071545824 0.19588886 0.25684926
150 0.059825285 0.059825285 0.170809771 0.24459209 0.22530395 0.22178459 0.2649473 0.20747261 0.30478206 0.4214424 0.07237673 0.071540676 0.19583459 0.2566071
160 0.059795879 0.059795879 0.170753785 0.24453196 0.22527476 0.22176109 0.26478136 0.20744446 0.30472896 0.42140582 0.07237174 0.071536824 0.19578885 0.2564345
170 0.059773587 0.059773587 0.1707174 0.24448638 0.22526133 0.22174919 0.26463774 0.20734352 0.30473006 0.42139283 0.07236889 0.071533285 0.19576158 0.25629446
180 0.059753768 0.059753768 0.170678212 0.24444585 0.2252372 0.22172594 0.26452118 0.20726155 0.30472445 0.4213896 0.0723657 0.071530096 0.19572806 0.2561751
190 0.059745758 0.059745758 0.170661113 0.24442945 0.22522525 0.22171548 0.2644717 0.20724417 0.30471218 0.42139617 0.07236424 0.07152894 0.19570917 0.25612235
200 0.059738597 0.059738597 0.170645716 0.24441479 0.22521654 0.22170846 0.26443067 0.20722225 0.3047037 0.42139614 0.072362974 0.07152792 0.19569373 0.25607896
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Appendix 10: Evaluation Results of MIMO-TCN variance for 
Weather Station Data 
Similar to Appendix 3, sample screenshots are given below to show the learning process 
of MIMO-TCN for weather station data. The X-axis represents the number of epochs, and 
the Y-axis represents the MSE for relevant epoch in each graph. Finally, the saved optimal 
model is evaluated (i.e. the least MSE model out of 200/300/400 epochs) and the results 
are shown in above each graph. These evaluation results consist of MSE, MAE, RMSE, 
and EV respectively.  
 
i) TCN1-Linear-64 filters 
 
ii) TCN1-tanh-64 filters 
 




v) TCN3-Linear-64 filters 
 
vi) TCN3-tanh-64 filters 
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xi) TCN1-Linear-128 fileters 
 
x) TCN1-tanh-128 filters 
 
xi) TCN2-Linear-128 filters 
 
xii) TCN2-tanh-128 filters 
 
xiii) TCN3-Linear-128 filters 
 
xiv) TCN3-tanh-128 filters 
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xv) TCN1-tanh-256 filters 
 
xvi) TCN1-tanh- 512 filters 
 





Appendix 11: Evaluation Results of MISO-LSTM variance for 
Weather Station Data 
The configuration 1 evaluation results are shown here with Adam and SGD optimisers 
out of several configurations and controls.  














Epoch Loss Total MSE Total MAE Total RMSE
10 0.018819744 0.018819744 0.085053361 0.13718507
20 0.016433489 0.016433489 0.075720529 0.12819317
30 0.015437085 0.015437085 0.071722687 0.12424606
40 0.016149865 0.016149865 0.074797286 0.12708212
50 0.014757629 0.014757629 0.068995964 0.12148098
60 0.014861924 0.014861924 0.068050569 0.12190949
70 0.014348842 0.014348842 0.066464941 0.11978665
80 0.014376222 0.014376222 0.067324554 0.11990089
90 0.015031401 0.015031401 0.06968993 0.12260261
100 0.014065959 0.014065959 0.065008268 0.1186
110 0.015471866 0.015471866 0.074585842 0.12438596
120 0.015484543 0.015484543 0.073156299 0.1244369
130 0.015309297 0.015309297 0.071124439 0.12373074
140 0.014673642 0.014673642 0.066477736 0.12113481
150 0.014856243 0.014856243 0.067914507 0.121886194
160 0.015040168 0.015040168 0.068229508 0.12263837
170 0.015903618 0.015903618 0.071864872 0.12610954
180 0.014889238 0.014889238 0.067028055 0.12202146
190 0.015367861 0.015367861 0.07040529 0.12396717
200 0.014944634 0.014944634 0.067828176 0.12224825
Epoch Loss Total MSE Total MAE RMSE
10 0.018635879 0.018635879 0.089953669 0.1365133
20 0.016249882 0.016249882 0.077670365 0.12747502
30 0.015125187 0.015125187 0.072253802 0.1229845
40 0.014283792 0.014283792 0.068894416 0.11951482
50 0.014213993 0.014213993 0.068559119 0.11922245
60 0.014469907 0.014469907 0.069671433 0.12029093
70 0.014179327 0.014179327 0.067520561 0.11907698
80 0.013591958 0.013591958 0.063738266 0.11658455
90 0.014208694 0.014208694 0.068164098 0.11920023
100 0.01359247 0.01359247 0.063469422 0.11658675
110 0.014234469 0.014234469 0.066503899 0.11930829
120 0.013790644 0.013790644 0.064443507 0.11743358
130 0.013762422 0.013762422 0.062999449 0.11731335
140 0.014650361 0.014650361 0.067239293 0.12103867
150 0.014363983 0.014363983 0.06737027 0.11984984
160 0.014335643 0.014335643 0.06561675 0.119731545
170 0.014480797 0.014480797 0.066963814 0.12033619
180 0.01408206 0.01408206 0.064398431 0.118667856
190 0.014000452 0.014000452 0.064349398 0.118323505
200 0.014322732 0.014322732 0.066648064 0.11967762
Epoch Loss Total MSE Total MAE Total RMSE
10 0.014804283 0.014804283 0.067665604 0.12167285
20 0.012211481 0.012211481 0.060255334 0.11050557
30 0.011345458 0.011345458 0.048464764 0.10651505
40 0.011860069 0.011860069 0.048499261 0.108903944
50 0.013556476 0.013556476 0.056891195 0.11643228
60 0.012364725 0.012364725 0.050406869 0.111196786
70 0.012216545 0.012216545 0.057358572 0.110528484
80 0.012066463 0.012066463 0.051737159 0.10984745
90 0.011725435 0.011725435 0.052091945 0.10828405
100 0.012232595 0.012232595 0.06102942 0.11060106
110 0.012413247 0.012413247 0.057107019 0.11141475
120 0.014299767 0.014299767 0.067855311 0.119581625
130 0.013205861 0.013205861 0.065199481 0.11491675
140 0.013520089 0.013520089 0.064222595 0.116275914
150 0.015301147 0.015301147 0.070151756 0.12369781
160 0.014507446 0.014507446 0.070187899 0.12044687
170 0.014287739 0.014287739 0.070086587 0.11953133
180 0.012496289 0.012496289 0.064492023 0.1117868
190 0.012962833 0.012962833 0.067690819 0.11385444
200 0.013517586 0.013517586 0.067530177 0.116265155
Epoch Loss Total MSE Total MAE Total RMSE
10 0.014964063 0.014964063 0.082681524 0.122327685
20 0.01033968 0.01033968 0.062362071 0.10168422
30 0.009414103 0.009414103 0.059814217 0.097026296
40 0.014101172 0.014101172 0.074730865 0.11874836
50 0.017145395 0.017145395 0.078471378 0.13094042
60 0.015716316 0.015716316 0.078474102 0.12536472
70 0.014333407 0.014333407 0.072925968 0.119722195
80 0.018088883 0.018088883 0.084713576 0.13449492
90 0.016205244 0.016205244 0.078092961 0.12729982
100 0.017653115 0.017653115 0.086573092 0.13286503
110 0.018172152 0.018172152 0.092026106 0.13480413
120 0.017036436 0.017036436 0.08452483 0.1305237
130 0.022782945 0.022782945 0.101320847 0.1509402
140 0.017375851 0.017375851 0.086982053 0.13181749
150 0.017169518 0.017169518 0.086249468 0.1310325
160 0.0174926 0.0174926 0.088164659 0.13225959
170 0.018556982 0.018556982 0.089664673 0.136224
180 0.017385017 0.017385017 0.085276476 0.13185225
190 0.01841868 0.01841868 0.0888396 0.13571544









Parameter: Wind Direction 
 
 






Epoch Loss Total MSE Total MAE Total RMSE
10 0.27004831 0.27004831 0.378120669 0.5196617
20 0.270037892 0.270037892 0.378113212 0.5196517
30 2.757562018 2.757562018 1.621878169 1.6605909
40 0.134729372 0.134729372 0.283255827 0.36705503
50 0.133421305 0.133421305 0.282889321 0.3652688
60 0.131365465 0.131365465 0.282461206 0.36244375
70 0.131837771 0.131837771 0.282554895 0.36309472
80 0.131978347 0.131978347 0.282586363 0.36328825
90 0.132613404 0.132613404 0.282723252 0.36416122
100 0.134219447 0.134219447 0.283074328 0.36635974
110 0.131871096 0.131871096 0.282562374 0.3631406
120 0.132779543 0.132779543 0.282757749 0.36438927
130 0.131666422 0.131666422 0.282515881 0.36285868
140 0.132271014 0.132271014 0.282650487 0.36369082
150 0.131904136 0.131904136 0.282569802 0.36318606
160 0.133388173 0.133388173 0.282881379 0.36522344
170 0.137750778 0.137750778 0.284326429 0.3711479
180 0.133556969 0.133556969 0.282921541 0.36545447
190 0.129971616 0.129971616 0.282251944 0.36051577
200 0.132744358 0.132744358 0.282750479 0.364341
Epoch Loss Total MSE Total MAE Total RMSE
10 0.118686167 0.118686167 0.233147962 0.3445086
20 0.133908525 0.133908525 0.247376153 0.36593515
30 0.117587778 0.117587778 0.22313131 0.34291074
40 0.122671984 0.122671984 0.237771822 0.35024562
50 0.130006033 0.130006033 0.246381153 0.36056352
60 0.164691161 0.164691161 0.263808946 0.40582162
70 0.129360791 0.129360791 0.252654094 0.35966763
80 0.124444087 0.124444087 0.248638382 0.35276634
90 0.152446247 0.152446247 0.267247823 0.39044365
100 0.155081816 0.155081816 0.276644519 0.39380428
110 0.135612716 0.135612716 0.249453833 0.36825633
120 0.146414063 0.146414063 0.25504098 0.38264093
130 0.16063205 0.16063205 0.273886619 0.4007893
140 0.146592511 0.146592511 0.264111569 0.382874
150 0.196865122 0.196865122 0.312011037 0.44369486
160 0.187305473 0.187305473 0.298900706 0.432788
170 0.194224812 0.194224812 0.302722305 0.44070944
180 0.221235271 0.221235271 0.321973539 0.47035655
190 0.220863562 0.220863562 0.31886314 0.46996123
200 0.230380637 0.230380637 0.328284253 0.4799798
Epoch Loss Total MSE Total MAE Total RMSE
10 0.005517046 0.005517046 0.017729989 0.07427683
20 0.005517046 0.005517046 0.017729989 0.07427683
30 0.005517046 0.005517046 0.017729989 0.07427683
40 0.005517046 0.005517046 0.017729989 0.07427683
50 0.005517046 0.005517046 0.017729989 0.07427683
60 0.005517046 0.005517046 0.017729989 0.07427683
70 0.005517046 0.005517046 0.017729989 0.07427683
80 0.005517046 0.005517046 0.017729989 0.07427683
90 0.005517046 0.005517046 0.017729989 0.07427683
100 0.005517046 0.005517046 0.017729989 0.07427683
110 0.005517046 0.005517046 0.017729989 0.07427683
120 0.005517046 0.005517046 0.017729989 0.07427683
130 0.005517046 0.005517046 0.017729989 0.07427683
140 0.005517046 0.005517046 0.017729989 0.07427683
150 0.005517046 0.005517046 0.017729989 0.07427683
160 0.005517046 0.005517046 0.017729989 0.07427683
170 0.005517046 0.005517046 0.017729989 0.07427683
180 0.005517046 0.005517046 0.017729989 0.07427683
190 0.005517046 0.005517046 0.017729989 0.07427683
200 0.005517046 0.005517046 0.017729989 0.07427683
Epoch Loss Total MSE Total MAE Total RMSE
10 0.004974048 0.004974048 0.012975779 0.070526935
20 0.004974048 0.004974048 0.012975779 0.070526935
30 0.004974048 0.004974048 0.012975779 0.070526935
40 0.004974048 0.004974048 0.012975779 0.070526935
50 0.004974048 0.004974048 0.012975779 0.070526935
60 0.004974048 0.004974048 0.012975779 0.070526935
70 0.004974048 0.004974048 0.012975779 0.070526935
80 0.004974048 0.004974048 0.012975779 0.070526935
90 0.004974048 0.004974048 0.012975779 0.070526935
100 0.004974048 0.004974048 0.012975779 0.070526935
110 0.004974048 0.004974048 0.012975779 0.070526935
120 0.004974048 0.004974048 0.012975779 0.070526935
130 0.004974048 0.004974048 0.012975779 0.070526935
140 0.004974048 0.004974048 0.012975779 0.070526935
150 0.004974048 0.004974048 0.012975779 0.070526935
160 0.004974048 0.004974048 0.012975779 0.070526935
170 0.004974048 0.004974048 0.012975779 0.070526935
180 0.004974048 0.004974048 0.012975779 0.070526935
190 0.004974048 0.004974048 0.012975779 0.070526935









Parameter: Heat Index 
 
Epoch Loss Total MSE Total MAE Total RMSE
10 0.01316156 0.01316156 0.054098692 0.11472385
20 0.012308633 0.012308633 0.037332247 0.11094427
30 0.012143813 0.012143813 0.034301712 0.11019897
40 0.01275111 0.01275111 0.03684418 0.112920806
50 0.013612931 0.013612931 0.034061623 0.11667447
60 0.012952085 0.012952085 0.041346817 0.113807224
70 0.012478923 0.012478923 0.035503921 0.111709096
80 0.011752147 0.011752147 0.038568745 0.10840732
90 0.012030619 0.012030619 0.042008007 0.10968418
100 0.011947219 0.011947219 0.039448787 0.10930333
110 0.011979941 0.011979941 0.03834703 0.10945291
120 0.011839829 0.011839829 0.039716828 0.108810976
130 0.011590301 0.011590301 0.035954659 0.10765825
140 0.013266549 0.013266549 0.049398321 0.11518051
150 0.012319759 0.012319759 0.043151327 0.110994406
160 0.011814053 0.011814053 0.041290528 0.10869248
170 0.011471883 0.011471883 0.038331006 0.10710688
180 0.011999584 0.011999584 0.043037531 0.109542616
190 0.012607652 0.012607652 0.04685286 0.112283796
200 0.011537577 0.011537577 0.04032074 0.10741312
Epoch Loss Total MSE Total MAE Total RMSE
10 0.014668656 0.014668656 0.063557267 0.12111423
20 0.01176377 0.01176377 0.050919995 0.10846092
30 0.011136857 0.011136857 0.04855798 0.105531305
40 0.011079868 0.011079868 0.048381461 0.10526096
50 0.012034796 0.012034796 0.050417939 0.10970321
60 0.013058267 0.013058267 0.059896486 0.11427278
70 0.011291652 0.011291652 0.049021982 0.106262185
80 0.015980941 0.015980941 0.069288989 0.12641574
90 0.014303416 0.014303416 0.059644434 0.11959688
100 0.01327996 0.01327996 0.057361152 0.115238704
110 0.012211812 0.012211812 0.058949437 0.11050707
120 0.013811182 0.013811182 0.065732224 0.11752098
130 0.01448827 0.01448827 0.068625232 0.12036723
140 0.013949398 0.013949398 0.065048382 0.11810757
150 0.014815486 0.014815486 0.069909425 0.12171888
160 0.014561707 0.014561707 0.068783521 0.1206719
170 0.014576847 0.014576847 0.068324918 0.12073462
180 0.013295184 0.013295184 0.064716045 0.115304746
190 0.013808108 0.013808108 0.067146395 0.117507905









500 0.039034844 0.039034844 0.141354925 0.19757238
510 0.038905948 0.038905948 0.140970376 0.19724591
520 0.038725003 0.038725003 0.140478432 0.19678669
530 0.039070229 0.039070229 0.141696024 0.19766189
540 0.038894119 0.038894119 0.141253987 0.19721591
550 0.038754687 0.038754687 0.14077446 0.19686212
560 0.038596556 0.038596556 0.140312798 0.19646004
570 0.038244792 0.038244792 0.139121108 0.19556275
580 0.038345046 0.038345046 0.139706556 0.1958189
590 0.038210714 0.038210714 0.139194949 0.19547561
600 0.038328759 0.038328759 0.139784605 0.19577733
610 0.038135049 0.038135049 0.138985229 0.19528197
620 0.038128751 0.038128751 0.138992475 0.19526584
630 0.038001543 0.038001543 0.138638471 0.19493984
640 0.037761333 0.037761333 0.138087176 0.19432276
650 0.03779199 0.03779199 0.138036805 0.19440162
660 0.03771576 0.03771576 0.137953574 0.19420546
670 0.037772744 0.037772744 0.13818372 0.1943521
680 0.037617979 0.037617979 0.13765259 0.19395354
690 0.03753376 0.03753376 0.137497853 0.1937363
700 0.037386494 0.037386494 0.137056743 0.19335587
710 0.037395825 0.037395825 0.137012638 0.19338001
720 0.037135555 0.037135555 0.136226497 0.19270588
730 0.037130439 0.037130439 0.136241783 0.1926926
740 0.037043555 0.037043555 0.135985408 0.19246702
750 0.036916417 0.036916417 0.135573832 0.19213647
760 0.036919329 0.036919329 0.135713464 0.19214402
770 0.036724609 0.036724609 0.135039355 0.19163665
780 0.036920352 0.036920352 0.135681007 0.19214669
790 0.036809331 0.036809331 0.135351569 0.19185758
800 0.036633526 0.036633526 0.134753313 0.19139887
810 0.036667807 0.036667807 0.134897043 0.1914884
820 0.036445309 0.036445309 0.134278337 0.19090654
830 0.036503091 0.036503091 0.134456454 0.19105782
840 0.036392708 0.036392708 0.134223358 0.19076873
850 0.036246162 0.036246162 0.13360064 0.19038425
860 0.036293811 0.036293811 0.13378229 0.19050933
870 0.036123928 0.036123928 0.1332934 0.19006296
880 0.036184049 0.036184049 0.133494948 0.19022104
890 0.036003166 0.036003166 0.132831709 0.189745
900 0.036004232 0.036004232 0.132972612 0.18974781
910 0.035796031 0.035796031 0.132337175 0.18919839
920 0.035884548 0.035884548 0.132609638 0.18943219
930 0.03564528 0.03564528 0.131885563 0.18879957
940 0.035782963 0.035782963 0.13233962 0.18916385
950 0.035495698 0.035495698 0.131349983 0.18840303
960 0.035565152 0.035565152 0.131600885 0.18858726
970 0.035506631 0.035506631 0.131323547 0.18843204
980 0.035578956 0.035578956 0.131615871 0.18862385
990 0.035398591 0.035398591 0.131136784 0.18814513
1000 0.03524592 0.03524592 0.130638924 0.18773897
Epoch Loss Total MSE Total MAE RMSE
10 0.195428716 0.195428716 0.351947867 0.4420732
20 0.057740241 0.057740241 0.177974075 0.24029198
30 0.050953492 0.050953492 0.167580189 0.22572881
40 0.049312287 0.049312287 0.16443421 0.2220637
50 0.048582633 0.048582633 0.163544463 0.22041468
60 0.047216438 0.047216438 0.160116704 0.21729343
70 0.046526902 0.046526902 0.158961568 0.21570095
80 0.046267174 0.046267174 0.158623183 0.21509805
90 0.045788669 0.045788669 0.157470794 0.21398288
100 0.045491433 0.045491433 0.156831207 0.2132872
110 0.045140866 0.045140866 0.156242607 0.2124638
120 0.044826442 0.044826442 0.155389876 0.21172257
130 0.044500254 0.044500254 0.154676799 0.21095082
140 0.044395329 0.044395329 0.154645052 0.21070199
150 0.044153473 0.044153473 0.154066013 0.2101273
160 0.043512595 0.043512595 0.15223819 0.20859672
170 0.043703448 0.043703448 0.153074287 0.2090537
180 0.043212039 0.043212039 0.151660897 0.20787506
190 0.043157293 0.043157293 0.151727874 0.20774333
200 0.043033303 0.043033303 0.151417779 0.2074447
210 0.042878009 0.042878009 0.151012237 0.20707005
220 0.042680188 0.042680188 0.150496431 0.20659184
230 0.042713595 0.042713595 0.150778032 0.2066727
240 0.04251258 0.04251258 0.150362183 0.20618579
250 0.042318679 0.042318679 0.149735217 0.20571505
260 0.042035639 0.042035639 0.149145862 0.20502594
270 0.041865312 0.041865312 0.148527587 0.20461014
280 0.041688725 0.041688725 0.148157075 0.20417817
290 0.041530706 0.041530706 0.147715802 0.20379084
300 0.041495232 0.041495232 0.147732465 0.20370379
310 0.041431725 0.041431725 0.147726857 0.20354785
320 0.041215525 0.041215525 0.146956629 0.20301607
330 0.041134933 0.041134933 0.146989235 0.20281748
340 0.040793121 0.040793121 0.145778256 0.20197307
350 0.04063787 0.04063787 0.145496728 0.20158836
360 0.040681902 0.040681902 0.145727801 0.20169756
370 0.040653666 0.040653666 0.145704551 0.20162754
380 0.040348281 0.040348281 0.14471084 0.20086883
390 0.040350816 0.040350816 0.144966621 0.20087512
400 0.040128638 0.040128638 0.144254611 0.20032133
410 0.039928942 0.039928942 0.143556252 0.19982228
420 0.039827181 0.039827181 0.143450605 0.1995675
430 0.039816015 0.039816015 0.143427756 0.19953951
440 0.03983716 0.03983716 0.143658997 0.19959249
450 0.039589017 0.039589017 0.142931743 0.1989699
460 0.039517582 0.039517582 0.142798294 0.19879031
470 0.039264141 0.039264141 0.142013795 0.19815181
480 0.039280435 0.039280435 0.142086969 0.19819291
490 0.039312306 0.039312306 0.142224397 0.19827332








500 0.038553719 0.038553719 0.139884486 0.196351
510 0.038515761 0.038515761 0.139842351 0.19625433
520 0.038395407 0.038395407 0.139487055 0.19594747
530 0.038128373 0.038128373 0.138679964 0.19526489
540 0.038101537 0.038101537 0.138619264 0.19519615
550 0.038047627 0.038047627 0.138501413 0.19505802
560 0.038035469 0.038035469 0.138664768 0.19502684
570 0.038037933 0.038037933 0.138688667 0.19503315
580 0.037717222 0.037717222 0.137595405 0.19420923
590 0.037758307 0.037758307 0.137850231 0.19431497
600 0.037600781 0.037600781 0.137542622 0.1939092
610 0.037703286 0.037703286 0.137828209 0.19417334
620 0.037343185 0.037343185 0.136581795 0.19324385
630 0.037501524 0.037501524 0.137163663 0.19365309
640 0.037287876 0.037287876 0.136475989 0.19310069
650 0.0372525 0.0372525 0.136424002 0.19300906
660 0.037134147 0.037134147 0.136014347 0.19270223
670 0.03697719 0.03697719 0.135542387 0.19229454
680 0.037152353 0.037152353 0.136240235 0.19274946
690 0.036947749 0.036947749 0.135423389 0.19221799
700 0.036852984 0.036852984 0.135300932 0.1919713
710 0.036859608 0.036859608 0.135400821 0.19198857
720 0.036607064 0.036607064 0.134632442 0.19132973
730 0.036641689 0.036641689 0.134645679 0.19142017
740 0.036509264 0.036509264 0.134288198 0.19107397
750 0.036521135 0.036521135 0.134434595 0.19110504
760 0.036418375 0.036418375 0.134167864 0.190836
770 0.036357402 0.036357402 0.133945154 0.19067617
780 0.036260938 0.036260938 0.133765507 0.19042304
790 0.036290495 0.036290495 0.133871333 0.19050065
800 0.036101202 0.036101202 0.133233439 0.19000316
810 0.036191998 0.036191998 0.133537962 0.19024193
820 0.035822813 0.035822813 0.132313594 0.18926914
830 0.03598196 0.03598196 0.132820245 0.18968911
840 0.035798363 0.035798363 0.132229671 0.18920456
850 0.035734988 0.035734988 0.132081946 0.18903701
860 0.035509623 0.035509623 0.131387362 0.18843998
870 0.035383178 0.035383178 0.131093866 0.18810417
880 0.035612778 0.035612778 0.131803355 0.18871346
890 0.035414547 0.035414547 0.131211507 0.18818752
900 0.035408634 0.035408634 0.131147351 0.18817183
910 0.035347409 0.035347409 0.130974726 0.18800907
920 0.03521287 0.03521287 0.130522415 0.18765093
930 0.034965945 0.034965945 0.129784747 0.18699183
940 0.035083882 0.035083882 0.130213644 0.18730693
950 0.034867518 0.034867518 0.129542204 0.18672846
960 0.034804741 0.034804741 0.129304904 0.18656029
970 0.034656039 0.034656039 0.128877581 0.18616132
980 0.034600932 0.034600932 0.128707592 0.18601327
990 0.034448337 0.034448337 0.128201727 0.18560262
1000 0.034433334 0.034433334 0.128165202 0.18556221
Epoch Loss Total MSE Total MAE RMSE
10 0.150605568 0.150605568 0.304157301 0.38807935
20 0.050104333 0.050104333 0.163805934 0.22383997
30 0.047336963 0.047336963 0.160332422 0.21757059
40 0.046666489 0.046666489 0.159116073 0.21602428
50 0.045959963 0.045959963 0.157527684 0.21438274
60 0.045687053 0.045687053 0.157012164 0.2137453
70 0.045198786 0.045198786 0.155841553 0.21260005
80 0.044746807 0.044746807 0.154976485 0.21153441
90 0.04478296 0.04478296 0.155283749 0.21161984
100 0.044259035 0.044259035 0.153816324 0.21037832
110 0.043927129 0.043927129 0.152930546 0.20958799
120 0.043788542 0.043788542 0.152753892 0.20925713
130 0.043718016 0.043718016 0.152770227 0.20908853
140 0.043427897 0.043427897 0.151893642 0.2083936
150 0.043122801 0.043122801 0.151096509 0.2076603
160 0.042817765 0.042817765 0.150261578 0.20692454
170 0.043035144 0.043035144 0.151147979 0.20744914
180 0.042839014 0.042839014 0.150651301 0.20697588
190 0.042439688 0.042439688 0.149670414 0.20600896
200 0.042424276 0.042424276 0.149668241 0.20597154
210 0.042010038 0.042010038 0.148529385 0.2049635
220 0.041867978 0.041867978 0.148007629 0.20461665
230 0.041676729 0.041676729 0.147729576 0.20414877
240 0.041535281 0.041535281 0.147366184 0.20380205
250 0.041717041 0.041717041 0.148158453 0.2042475
260 0.041257507 0.041257507 0.146786231 0.20311944
270 0.04110558 0.04110558 0.146465544 0.2027451
280 0.041164068 0.041164068 0.146652354 0.2028893
290 0.040802394 0.040802394 0.14555896 0.20199603
300 0.040904356 0.040904356 0.146060293 0.20224825
310 0.040846869 0.040846869 0.145858559 0.20210609
320 0.040657317 0.040657317 0.145361422 0.2016366
330 0.040448045 0.040448045 0.144751325 0.201117
340 0.040184139 0.040184139 0.14393346 0.20045982
350 0.040105219 0.040105219 0.143827292 0.20026287
360 0.040108359 0.040108359 0.143898232 0.20027071
370 0.039963994 0.039963994 0.143507936 0.19990997
380 0.039889505 0.039889505 0.143198625 0.19972357
390 0.039802526 0.039802526 0.142974573 0.1995057
400 0.039699056 0.039699056 0.142982547 0.19924621
410 0.039533796 0.039533796 0.142328997 0.19883108
420 0.039501308 0.039501308 0.142443608 0.19874935
430 0.039523949 0.039523949 0.142626867 0.1988063
440 0.039082928 0.039082928 0.141133554 0.19769402
450 0.039068165 0.039068165 0.141219012 0.19765668
460 0.039093646 0.039093646 0.141453866 0.19772114
470 0.038809644 0.038809644 0.140526636 0.19700164
480 0.03866874 0.03866874 0.140128282 0.1966437
490 0.038642468 0.038642468 0.140083131 0.19657686








500 0.118275869 0.118275869 0.302286926 0.34391257
510 0.23203114 0.23203114 0.365042774 0.48169607
520 0.174428316 0.174428316 0.278759713 0.41764617
530 0.112747344 0.112747344 0.295253951 0.33577868
540 0.228863637 0.228863637 0.36078329 0.47839695
550 0.172252086 0.172252086 0.275026236 0.41503263
560 0.171437757 0.171437757 0.273614822 0.41405043
570 0.262282176 0.262282176 0.40376907 0.5121349
580 0.123316232 0.123316232 0.25456079 0.35116413
590 0.126728179 0.126728179 0.254087345 0.355989
600 0.173676301 0.173676301 0.36805694 0.4167449
610 0.274984096 0.274984096 0.41901181 0.5243892
620 0.109776166 0.109776166 0.291150957 0.33132485
630 0.160796116 0.160796116 0.352984404 0.40099388
640 0.146208427 0.146208427 0.335739122 0.3823721
650 0.110506884 0.110506884 0.292199923 0.33242577
660 0.140670319 0.140670319 0.329168941 0.37506044
670 0.111287935 0.111287935 0.293287686 0.33359846
680 0.134427953 0.134427953 0.321615603 0.3666442
690 0.120727286 0.120727286 0.305194811 0.34745833
700 0.18567073 0.18567073 0.381432497 0.43089524
710 0.110156599 0.110156599 0.291699265 0.33189848
720 0.100100069 0.100100069 0.27145017 0.31638592
730 0.334826927 0.334826927 0.484853334 0.57864225
740 0.289796052 0.289796052 0.436104606 0.5383271
750 0.170942355 0.170942355 0.272752262 0.41345176
760 0.112817707 0.112817707 0.25672178 0.33588347
770 0.107406806 0.107406806 0.258640903 0.32772976
780 0.099773909 0.099773909 0.268867273 0.31587008
790 0.110819622 0.110819622 0.257320009 0.33289582
800 0.208127878 0.208127878 0.331542126 0.45621032
810 0.137601849 0.137601849 0.253088902 0.37094724
820 0.099999055 0.099999055 0.265527034 0.31622627
830 0.218940508 0.218940508 0.347089424 0.4679108
840 0.289241093 0.289241093 0.435476479 0.5378114
850 0.159842877 0.159842877 0.252898822 0.39980355
860 0.218721325 0.218721325 0.346780586 0.4676765
870 0.268718182 0.268718182 0.411564129 0.51838034
880 0.300873451 0.300873451 0.448515752 0.5485193
890 0.220575193 0.220575193 0.349383427 0.46965435
900 0.297359709 0.297359709 0.444608314 0.545307
910 0.172520747 0.172520747 0.366720879 0.4153562
920 0.121912737 0.121912737 0.306574061 0.34916005
930 0.151019584 0.151019584 0.252747486 0.3886124
940 0.226456611 0.226456611 0.424804682 0.4758746
950 0.103575632 0.103575632 0.280844765 0.32183167
960 0.136411087 0.136411087 0.253181941 0.36933872
970 0.099812315 0.099812315 0.26938843 0.31593087
980 0.177793282 0.177793282 0.372734184 0.4216554
990 0.100386475 0.100386475 0.272727925 0.31683826
1000 0.231449696 0.231449696 0.364264747 0.48109218
Epoch Loss Total MSE Total MAE RMSE
10 0.119111219 0.119111219 0.303285045 0.34512493
20 0.312812045 0.312812045 0.461592744 0.559296
30 0.28387282 0.28387282 0.429352134 0.53279716
40 0.161014433 0.161014433 0.254786451 0.40126604
50 0.173887674 0.173887674 0.277837345 0.41699842
60 0.231415039 0.231415039 0.364218307 0.48105615
70 0.219910171 0.219910171 0.348452068 0.4689458
80 0.15923633 0.15923633 0.252885952 0.39904428
90 0.121102207 0.121102207 0.305632962 0.34799743
100 0.108930465 0.108930465 0.289911783 0.33004615
110 0.101188748 0.101188748 0.275282445 0.3181018
120 0.111520652 0.111520652 0.293604617 0.3339471
130 0.099935112 0.099935112 0.270454749 0.31612515
140 0.132317342 0.132317342 0.253524692 0.3637545
150 0.282918435 0.282918435 0.428254044 0.53190076
160 0.309827111 0.309827111 0.458348059 0.55662113
170 0.124823139 0.124823139 0.309972423 0.3533032
180 0.206913131 0.206913131 0.404721497 0.45487708
190 0.288886181 0.288886181 0.435074254 0.53748137
200 0.182279446 0.182279446 0.291796018 0.426942
210 0.188833909 0.188833909 0.302291025 0.43455023
220 0.172525864 0.172525864 0.275498986 0.41536233
230 0.268288299 0.268288299 0.411048136 0.5179655
240 0.208570952 0.208570952 0.332191104 0.45669568
250 0.100323494 0.100323494 0.264534483 0.31673884
260 0.102212287 0.102212287 0.277898423 0.31970656
270 0.124125494 0.124125494 0.3091493 0.35231447
280 0.108057601 0.108057601 0.288600171 0.32872117
290 0.130224596 0.130224596 0.253708244 0.36086643
300 0.100858958 0.100858958 0.274323028 0.317583
310 0.170815829 0.170815829 0.272531453 0.41329873
320 0.224931006 0.224931006 0.423283104 0.47426894
330 0.102591886 0.102591886 0.278755036 0.32029969
340 0.231199827 0.231199827 0.429487183 0.48083246
350 0.202632299 0.202632299 0.400127765 0.45014694
360 0.118433894 0.118433894 0.302477316 0.34414226
370 0.207465276 0.207465276 0.405307255 0.45548356
380 0.111670628 0.111670628 0.25705912 0.33417156
390 0.254988155 0.254988155 0.394745802 0.5049635
400 0.17814818 0.17814818 0.285017591 0.42207605
410 0.114126881 0.114126881 0.297071832 0.3378267
420 0.221641611 0.221641611 0.35087166 0.4707883
430 0.167790237 0.167790237 0.267192168 0.40962207
440 0.226422157 0.226422157 0.357464271 0.4758383
450 0.106087595 0.106087595 0.285474633 0.3257109
460 0.117275955 0.117275955 0.301062941 0.34245577
470 0.099755438 0.099755438 0.267308495 0.31584084
480 0.196170447 0.196170447 0.313688476 0.44291136
490 0.101982503 0.101982503 0.277349179 0.319347









500 0.0259208 0.0259208 0.113291367 0.16099937
510 0.026881694 0.026881694 0.113215442 0.16395639
520 0.026011376 0.026011376 0.113018769 0.16128042
530 0.026833457 0.026833457 0.112372868 0.16380921
540 0.026403363 0.026403363 0.113487802 0.16249111
550 0.025276097 0.025276097 0.113977616 0.15898457
560 0.02528289 0.02528289 0.112861598 0.15900594
570 0.025069034 0.025069034 0.113711048 0.15833203
580 0.025516026 0.025516026 0.11289385 0.15973736
590 0.025593254 0.025593254 0.112197999 0.15997893
600 0.025520947 0.025520947 0.112056452 0.15975277
610 0.02645122 0.02645122 0.112259781 0.1626383
620 0.024948704 0.024948704 0.113180883 0.1579516
630 0.026528885 0.026528885 0.112779416 0.1628769
640 0.025859717 0.025859717 0.112208631 0.16080956
650 0.024734497 0.024734497 0.112249172 0.15727204
660 0.024671105 0.024671105 0.11175083 0.15707037
670 0.02449408 0.02449408 0.112002153 0.15650585
680 0.023966309 0.023966309 0.111843718 0.15481056
690 0.024200637 0.024200637 0.113076376 0.15556553
700 0.024755504 0.024755504 0.111203983 0.15733881
710 0.024369593 0.024369593 0.111958596 0.15610763
720 0.024966177 0.024966177 0.112011 0.15800688
730 0.024891154 0.024891154 0.111433353 0.15776931
740 0.024940242 0.024940242 0.110751209 0.1579248
750 0.025163457 0.025163457 0.111464888 0.15862994
760 0.026582856 0.026582856 0.112468827 0.1630425
770 0.025138567 0.025138567 0.111348439 0.15855147
780 0.024559981 0.024559981 0.110886724 0.15671624
790 0.02512559 0.02512559 0.110691639 0.15851055
800 0.024039196 0.024039196 0.110700058 0.15504579
810 0.023807513 0.023807513 0.110333507 0.15429683
820 0.023283831 0.023283831 0.111860219 0.1525904
830 0.0241462 0.0241462 0.1109583 0.15539047
840 0.023864067 0.023864067 0.110776379 0.15447998
850 0.025655379 0.025655379 0.111911925 0.16017297
860 0.024603861 0.024603861 0.111421893 0.15685616
870 0.023846541 0.023846541 0.111857599 0.15442325
880 0.023581225 0.023581225 0.11128966 0.1535618
890 0.024334805 0.024334805 0.111009637 0.15599617
900 0.023688245 0.023688245 0.110153284 0.15390986
910 0.023866803 0.023866803 0.10999984 0.15448885
920 0.023502714 0.023502714 0.110177811 0.15330596
930 0.023362261 0.023362261 0.110800528 0.15284719
940 0.023529632 0.023529632 0.110846496 0.15339372
950 0.024236285 0.024236285 0.110365073 0.15568008
960 0.022887007 0.022887007 0.111359291 0.15128452
970 0.023135045 0.023135045 0.10988597 0.1521021
980 0.02368224 0.02368224 0.109386628 0.15389034
990 0.022972099 0.022972099 0.110055614 0.15156549
1000 0.022676789 0.022676789 0.111310961 0.15058814
Epoch Loss Total MSE Total MAE RMSE
10 0.061859458 0.061859458 0.201196614 0.24871562
20 0.04605645 0.04605645 0.157858817 0.21460767
30 0.044244115 0.044244115 0.156180534 0.21034285
40 0.042050289 0.042050289 0.152251349 0.20506167
50 0.038860718 0.038860718 0.144886009 0.19713122
60 0.037247626 0.037247626 0.140476041 0.19299644
70 0.035496653 0.035496653 0.137041438 0.18840556
80 0.034011071 0.034011071 0.143677131 0.18442091
90 0.036408407 0.036408407 0.144146484 0.19080986
100 0.03477279 0.03477279 0.141837804 0.18647465
110 0.032582713 0.032582713 0.141920661 0.18050683
120 0.033803635 0.033803635 0.137982455 0.18385766
130 0.032961775 0.032961775 0.136030951 0.18155378
140 0.032429258 0.032429258 0.133732805 0.18008125
150 0.030794362 0.030794362 0.133705779 0.17548323
160 0.031057907 0.031057907 0.131858424 0.17623253
170 0.030302665 0.030302665 0.132083762 0.17407662
180 0.029592626 0.029592626 0.131307727 0.17202507
190 0.031571163 0.031571163 0.129196155 0.17768276
200 0.030049937 0.030049937 0.128900488 0.17334919
210 0.029618987 0.029618987 0.12763273 0.17210168
220 0.028319054 0.028319054 0.127445282 0.16828266
230 0.030036475 0.030036475 0.125573868 0.17331034
240 0.028538754 0.028538754 0.125786544 0.16893417
250 0.028866401 0.028866401 0.124380312 0.16990115
260 0.029142997 0.029142997 0.123755087 0.1707132
270 0.027742816 0.027742816 0.12275014 0.16656175
280 0.027115036 0.027115036 0.126471625 0.16466644
290 0.027348829 0.027348829 0.122899753 0.16537482
300 0.026866089 0.026866089 0.121763733 0.16390878
310 0.027250422 0.027250422 0.12096576 0.16507702
320 0.027020307 0.027020307 0.121135093 0.16437854
330 0.02734342 0.02734342 0.120862607 0.16535847
340 0.027002719 0.027002719 0.120954035 0.16432504
350 0.026814874 0.026814874 0.119754707 0.16375247
360 0.026685336 0.026685336 0.119785849 0.16335647
370 0.026292951 0.026292951 0.119458525 0.16215101
380 0.026652538 0.026652538 0.117236857 0.16325605
390 0.027094625 0.027094625 0.117181399 0.16460444
400 0.026854181 0.026854181 0.116130081 0.16387245
410 0.026773223 0.026773223 0.115811323 0.16362526
420 0.026005473 0.026005473 0.116808218 0.16126212
430 0.026620408 0.026620408 0.116500702 0.16315761
440 0.027884469 0.027884469 0.115260374 0.16698644
450 0.025440459 0.025440459 0.115977248 0.15950066
460 0.02597423 0.02597423 0.114157705 0.16116522
470 0.025834978 0.025834978 0.113919493 0.16073263
480 0.02524725 0.02524725 0.115369494 0.15889384
490 0.025800624 0.025800624 0.112924996 0.16062573







Parameter: Wind Speed 
 
 
500 0.061050986 0.061050986 0.187820782 0.24708496
510 0.060919078 0.060919078 0.187967599 0.2468179
520 0.06114557 0.06114557 0.187156998 0.24727632
530 0.060877637 0.060877637 0.187283727 0.24673393
540 0.061048967 0.061048967 0.1868227 0.24708088
550 0.060643749 0.060643749 0.188138081 0.24625951
560 0.060974413 0.060974413 0.186356471 0.24692997
570 0.060880977 0.060880977 0.186494874 0.24674071
580 0.06089864 0.06089864 0.186344793 0.24677648
590 0.060440509 0.060440509 0.18747905 0.24584651
600 0.060428357 0.060428357 0.186919313 0.24582179
610 0.06031946 0.06031946 0.186952962 0.24560021
620 0.060395657 0.060395657 0.186778589 0.24575529
630 0.060891269 0.060891269 0.185137853 0.24676156
640 0.060927306 0.060927306 0.184804237 0.24683458
650 0.060352027 0.060352027 0.185760261 0.24566649
660 0.060670255 0.060670255 0.184965229 0.24631332
670 0.06026429 0.06026429 0.185360267 0.24548785
680 0.060170595 0.060170595 0.185306397 0.24529694
690 0.059956717 0.059956717 0.185858563 0.2448606
700 0.059944746 0.059944746 0.185739269 0.24483617
710 0.060066001 0.060066001 0.184495999 0.24508366
720 0.059752388 0.059752388 0.18595452 0.24444301
730 0.060302398 0.060302398 0.183583196 0.24556547
740 0.060581896 0.060581896 0.183055317 0.24613391
750 0.05963587 0.05963587 0.185440084 0.24420457
760 0.059814671 0.059814671 0.183918092 0.24457037
770 0.059644686 0.059644686 0.184118894 0.24422261
780 0.059570861 0.059570861 0.184809077 0.24407144
790 0.059641024 0.059641024 0.183427523 0.24421512
800 0.059842413 0.059842413 0.182804918 0.24462709
810 0.059472356 0.059472356 0.183640167 0.24386956
820 0.059317943 0.059317943 0.184320035 0.24355274
830 0.059248082 0.059248082 0.184968688 0.24340929
840 0.05930772 0.05930772 0.1837322 0.24353176
850 0.059327778 0.059327778 0.182994272 0.24357294
860 0.059185118 0.059185118 0.183458418 0.24327992
870 0.059362165 0.059362165 0.182108406 0.24364352
880 0.059085892 0.059085892 0.183385142 0.24307589
890 0.059148186 0.059148186 0.182227376 0.243204
900 0.059461971 0.059461971 0.181332231 0.24384825
910 0.05891043 0.05891043 0.183444433 0.2427147
920 0.059314537 0.059314537 0.181326288 0.24354576
930 0.059701349 0.059701349 0.18059475 0.24433859
940 0.058868816 0.058868816 0.181933558 0.24262898
950 0.059077916 0.059077916 0.181012927 0.2430595
960 0.058784632 0.058784632 0.182145272 0.24245542
970 0.05894202 0.05894202 0.180845056 0.24277979
980 0.058718044 0.058718044 0.181829478 0.24231806
990 0.058777603 0.058777603 0.181148457 0.24244094
Epoch Loss Total MSE Total MAE RMSE
10 0.119271419 0.119271419 0.267809666 0.34535694
20 0.112282052 0.112282052 0.260287308 0.33508515
30 0.104294743 0.104294743 0.251612573 0.32294697
40 0.096897129 0.096897129 0.242722926 0.31128305
50 0.089101049 0.089101049 0.233265988 0.29849797
60 0.083080846 0.083080846 0.225247303 0.28823748
70 0.078300938 0.078300938 0.219115283 0.27982304
80 0.074781645 0.074781645 0.214365667 0.27346233
90 0.07224223 0.07224223 0.210262682 0.26877916
100 0.070543512 0.070543512 0.206953549 0.2656003
110 0.069022549 0.069022549 0.204329377 0.26272142
120 0.067843612 0.067843612 0.20313271 0.26046807
130 0.067440781 0.067440781 0.20104135 0.25969365
140 0.067020027 0.067020027 0.19942017 0.25888228
150 0.066072135 0.066072135 0.198842929 0.257045
160 0.065872962 0.065872962 0.197451722 0.25665727
170 0.065397465 0.065397465 0.197000766 0.2557293
180 0.065161113 0.065161113 0.19594495 0.25526676
190 0.06536088 0.06536088 0.194256621 0.25565773
200 0.064133954 0.064133954 0.194458457 0.25324684
210 0.063816168 0.063816168 0.193873516 0.25261864
220 0.063835943 0.063835943 0.192251145 0.25265777
230 0.063617983 0.063617983 0.191748485 0.25222605
240 0.063715362 0.063715362 0.191260581 0.252419
250 0.062396546 0.062396546 0.192655933 0.24979301
260 0.063328828 0.063328828 0.190294994 0.25165218
270 0.0628931 0.0628931 0.190493066 0.25078496
280 0.062134732 0.062134732 0.190796695 0.2492684
290 0.062216502 0.062216502 0.1906859 0.24943237
300 0.061753323 0.061753323 0.191397796 0.24850215
310 0.061396359 0.061396359 0.194280862 0.24778287
320 0.062092574 0.062092574 0.189646096 0.24918382
330 0.06307871 0.06307871 0.187934761 0.25115475
340 0.062240399 0.062240399 0.188423797 0.24948026
350 0.061844464 0.061844464 0.188954558 0.24868546
360 0.061405761 0.061405761 0.189640527 0.24780184
370 0.061250776 0.061250776 0.190047969 0.24748893
380 0.062878643 0.062878643 0.187093484 0.25075614
390 0.062158626 0.062158626 0.187281099 0.24931632
400 0.061137299 0.061137299 0.189377458 0.24725959
410 0.061683529 0.061683529 0.187796382 0.24836169
420 0.061584997 0.061584997 0.187753871 0.24816324
430 0.061462045 0.061462045 0.187632236 0.2479154
440 0.061242024 0.061242024 0.188143755 0.24747126
450 0.061641099 0.061641099 0.187264611 0.24827626
460 0.060672318 0.060672318 0.190309136 0.2463175
470 0.061047199 0.061047199 0.188278528 0.2470773
480 0.061063681 0.061063681 0.187802747 0.24711068
490 0.061634077 0.061634077 0.186838878 0.24826212










500 0.123400479 0.123400479 0.251640267 0.35128406
510 0.123489373 0.123489373 0.25189219 0.35141057
520 0.122636328 0.122636328 0.250533297 0.35019472
530 0.122314586 0.122314586 0.249897382 0.34973502
540 0.122334424 0.122334424 0.249636016 0.34976336
550 0.122052047 0.122052047 0.249479798 0.34935948
560 0.122293463 0.122293463 0.249772904 0.3497048
570 0.122611672 0.122611672 0.250306801 0.3501595
580 0.122832697 0.122832697 0.250866726 0.35047495
590 0.121941564 0.121941564 0.249351142 0.34920132
600 0.121696465 0.121696465 0.248904698 0.34885022
610 0.121710468 0.121710468 0.248871233 0.34887028
620 0.122169434 0.122169434 0.248969709 0.34952745
630 0.121827302 0.121827302 0.248599399 0.34903768
640 0.12209745 0.12209745 0.249415545 0.34942445
650 0.122536705 0.122536705 0.249509267 0.35005245
660 0.122020268 0.122020268 0.249044743 0.34931397
670 0.121415298 0.121415298 0.24855124 0.34844697
680 0.121574134 0.121574134 0.248489881 0.3486748
690 0.121873896 0.121873896 0.249317399 0.34910443
700 0.121524301 0.121524301 0.248194954 0.34860337
710 0.121733577 0.121733577 0.247980003 0.3489034
720 0.12117067 0.12117067 0.248160153 0.34809577
730 0.121334923 0.121334923 0.248094332 0.34833163
740 0.121765683 0.121765683 0.24869431 0.3489494
750 0.121239445 0.121239445 0.24817952 0.34819454
760 0.12148158 0.12148158 0.248162055 0.3485421
770 0.121239296 0.121239296 0.248064228 0.34819433
780 0.121258464 0.121258464 0.247572132 0.34822187
790 0.12130795 0.12130795 0.247778121 0.3482929
800 0.122739139 0.122739139 0.248818097 0.35034147
810 0.121028685 0.121028685 0.247044463 0.34789175
820 0.121215638 0.121215638 0.246831571 0.34816036
830 0.121020191 0.121020191 0.247331641 0.34787956
840 0.121512572 0.121512572 0.248268193 0.34858653
850 0.121658192 0.121658192 0.248046093 0.34879535
860 0.121689678 0.121689678 0.248589266 0.34884048
870 0.121062337 0.121062337 0.2474207 0.34794015
880 0.120866384 0.120866384 0.247341223 0.34765843
890 0.121373158 0.121373158 0.246950665 0.34838653
900 0.122341066 0.122341066 0.247878385 0.3497729
910 0.120838371 0.120838371 0.246829836 0.34761813
920 0.120723445 0.120723445 0.246633452 0.3474528
930 0.123365994 0.123365994 0.248942739 0.35123497
940 0.121198038 0.121198038 0.247003263 0.34813508
950 0.122355723 0.122355723 0.248312642 0.34979382
960 0.120842834 0.120842834 0.246966381 0.34762457
970 0.120790271 0.120790271 0.24671568 0.34754893
980 0.121064011 0.121064011 0.246524743 0.34794253
990 0.120334177 0.120334177 0.245897413 0.34689218
1000 0.121535721 0.121535721 0.247070591 0.34861973
Epoch Loss Total MSE Total MAE RMSE
10 0.207067887 0.207067887 0.41123502 0.45504713
20 0.173859779 0.173859779 0.330255492 0.41696495
30 0.167909317 0.167909317 0.318290513 0.4097674
40 0.164623283 0.164623283 0.313507657 0.40573797
50 0.160950656 0.160950656 0.308143226 0.40118656
60 0.157745203 0.157745203 0.304585525 0.3971715
70 0.155142798 0.155142798 0.301630219 0.3938817
80 0.152764936 0.152764936 0.297983268 0.39085156
90 0.149316445 0.149316445 0.293179823 0.38641486
100 0.146490619 0.146490619 0.289646492 0.38274094
110 0.143655723 0.143655723 0.284943818 0.3790194
120 0.141408349 0.141408349 0.28161962 0.37604302
130 0.139470221 0.139470221 0.278888768 0.37345713
140 0.138172642 0.138172642 0.276289175 0.3717158
150 0.136391296 0.136391296 0.273957829 0.36931193
160 0.13456867 0.13456867 0.271121688 0.36683604
170 0.134625474 0.134625474 0.270556251 0.36691344
180 0.132579972 0.132579972 0.267507827 0.36411533
190 0.131409924 0.131409924 0.266346958 0.36250505
200 0.130569717 0.130569717 0.264408795 0.36134434
210 0.130634234 0.130634234 0.263141469 0.3614336
220 0.129725347 0.129725347 0.262382802 0.36017403
230 0.129307785 0.129307785 0.261310025 0.3595939
240 0.128683618 0.128683618 0.260498907 0.358725
250 0.128373072 0.128373072 0.259913874 0.35829186
260 0.127886204 0.127886204 0.260252554 0.3576118
270 0.127553135 0.127553135 0.258614369 0.35714582
280 0.127296373 0.127296373 0.25788303 0.35678616
290 0.126818853 0.126818853 0.256719625 0.35611635
300 0.126366093 0.126366093 0.256543349 0.3554801
310 0.126814744 0.126814744 0.256804813 0.35611057
320 0.126451517 0.126451517 0.255952589 0.3556002
330 0.125664343 0.125664343 0.255810838 0.35449165
340 0.125682223 0.125682223 0.255809623 0.3545169
350 0.126125741 0.126125741 0.255669618 0.35514185
360 0.125008699 0.125008699 0.2543374 0.3535657
370 0.12469784 0.12469784 0.25437394 0.35312578
380 0.124544593 0.124544593 0.253819447 0.35290876
390 0.124594938 0.124594938 0.25364461 0.35298008
400 0.124471038 0.124471038 0.253051933 0.35280454
410 0.124640179 0.124640179 0.253406052 0.35304415
420 0.124422259 0.124422259 0.253549589 0.3527354
430 0.124449562 0.124449562 0.253181077 0.35277408
440 0.123362563 0.123362563 0.25169887 0.35123006
450 0.124031507 0.124031507 0.252787672 0.35218105
460 0.123159658 0.123159658 0.252220403 0.3509411
470 0.123122112 0.123122112 0.251865744 0.3508876
480 0.122770747 0.122770747 0.250796498 0.35038656
490 0.122946288 0.122946288 0.251334689 0.350637





Parameter: Rain Rate 
 
Epoch Loss Total MSE Total MAE RMSE 
10 0.006216895 0.006216895 0.059369456 0.07884729 
20 0.005266106 0.005266106 0.044266398 0.07256795 
30 0.005101624 0.005101624 0.038521854 0.071425654 
40 0.005059547 0.005059547 0.035364015 0.071130484 
50 0.005050923 0.005050923 0.03334664 0.071069844 
60 0.005053512 0.005053512 0.031921542 0.07108805 
70 0.005060175 0.005060175 0.030857952 0.07113491 
80 0.005068281 0.005068281 0.030020662 0.07119186 
90 0.005076721 0.005076721 0.029341763 0.07125111 
100 0.00508488 0.00508488 0.028785269 0.07130835 
110 0.005092657 0.005092657 0.028314435 0.07136285 
120 0.005099902 0.005099902 0.027914058 0.07141359 
130 0.005106584 0.005106584 0.027569506 0.07146037 
140 0.005112847 0.005112847 0.027265372 0.071504176 
150 0.005118677 0.005118677 0.026995562 0.07154493 
160 0.005124103 0.005124103 0.026754794 0.07158285 
170 0.005129118 0.005129118 0.026540103 0.071617864 
180 0.005133612 0.005133612 0.026352316 0.07164923 
190 0.005137799 0.005137799 0.02618175 0.07167844 




Epoch Loss Total MSE Total MAE RMSE 
10 0.006857423 0.006857423 0.066763532 0.08280956 
20 0.005370492 0.005370492 0.047471631 0.073283635 
30 0.005039894 0.005039894 0.040153982 0.07099221 
40 0.004913976 0.004913976 0.036158152 0.070099756 
50 0.004853175 0.004853175 0.033573542 0.06966473 
60 0.004820253 0.004820253 0.031762625 0.06942804 
70 0.004800736 0.004800736 0.030398772 0.06928734 
80 0.004788671 0.004788671 0.029336822 0.069200225 
90 0.004780915 0.004780915 0.028476347 0.06914416 
100 0.004775926 0.004775926 0.027778563 0.06910808 
110 0.004772683 0.004772683 0.027203804 0.06908461 
120 0.004770524 0.004770524 0.026704284 0.06906898 
130 0.00476914 0.00476914 0.026272483 0.06905896 
140 0.004768289 0.004768289 0.025894375 0.0690528 
150 0.004767819 0.004767819 0.025556938 0.069049396 
160 0.004767614 0.004767614 0.025263982 0.069047906 
170 0.004767587 0.004767587 0.025007012 0.06904771 
180 0.004767701 0.004767701 0.02477377 0.06904854 
190 0.004767904 0.004767904 0.024561749 0.069050014 









500 0.922229353 0.922229353 0.949507464 0.96032774
510 0.917831814 0.917831814 0.947136013 0.95803535
520 0.927153554 0.927153554 0.952070428 0.9628881
530 0.90384834 0.90384834 0.939656151 0.95070934
540 0.935473435 0.935473435 0.9564833 0.9671987
550 0.89590262 0.89590262 0.935359924 0.9465214
560 0.923562314 0.923562314 0.950171139 0.9610215
570 0.928037264 0.928037264 0.952595507 0.96334696
580 0.918513074 0.918513074 0.94749097 0.9583909
590 0.928540751 0.928540751 0.952801769 0.96360815
600 0.923064608 0.923064608 0.949885566 0.96076256
610 0.912502229 0.912502229 0.94425547 0.9552498
620 0.928167865 0.928167865 0.952576371 0.96341467
630 0.917721263 0.917721263 0.947071888 0.95797765
640 0.931183209 0.931183209 0.954165993 0.96497834
650 0.917714535 0.917714535 0.947017778 0.95797414
660 0.92481838 0.92481838 0.950757645 0.9616748
670 0.924264137 0.924264137 0.950487859 0.96138656
680 0.895482451 0.895482451 0.935046092 0.9462994
690 0.905413543 0.905413543 0.940360672 0.95153224
700 0.90535547 0.90535547 0.940342607 0.9515017
710 0.916297913 0.916297913 0.94616545 0.95723456
720 0.918863378 0.918863378 0.947554041 0.9585736
730 0.914272252 0.914272252 0.945116101 0.95617586
740 0.922144569 0.922144569 0.949269856 0.9602836
750 0.922072047 0.922072047 0.949235204 0.96024585
760 0.932525661 0.932525661 0.954755229 0.96567374
770 0.91289622 0.91289622 0.944380982 0.9554561
780 0.919817191 0.919817191 0.947993839 0.95907104
790 0.913159259 0.913159259 0.944464391 0.9555937
800 0.921453156 0.921453156 0.948868182 0.9599235
810 0.928730327 0.928730327 0.952667608 0.96370655
820 0.91809957 0.91809957 0.947062935 0.9581751
830 0.904623466 0.904623466 0.939855442 0.951117
840 0.919637132 0.919637132 0.94786932 0.95897716
850 0.893168808 0.893168808 0.933623569 0.94507605
860 0.900347221 0.900347221 0.937533216 0.9488663
870 0.921991102 0.921991102 0.949091555 0.9602037
880 0.91266753 0.91266753 0.944054803 0.9553364
890 0.90946778 0.90946778 0.942373638 0.9536602
900 0.904211002 0.904211002 0.939601446 0.9509001
910 0.908836965 0.908836965 0.942030779 0.9533294
920 0.910771051 0.910771051 0.94309452 0.95434326
930 0.917786088 0.917786088 0.946765303 0.9580115
940 0.928725318 0.928725318 0.952574405 0.96370393
950 0.910628702 0.910628702 0.94294994 0.95426863
960 0.905708911 0.905708911 0.94025038 0.9516874
970 0.937014223 0.937014223 0.956954544 0.967995
980 0.926655694 0.926655694 0.951427851 0.96262956
990 0.913900322 0.913900322 0.944669078 0.9559814
1000 0.913041883 0.913041883 0.944250829 0.9555322
Epoch Loss Total MSE Total MAE RMSE
10 0.817569852 0.817569852 0.891280751 0.90419567
20 0.891930536 0.891930536 0.932382169 0.94442075
30 0.908230911 0.908230911 0.941756436 0.9530116
40 0.911375107 0.911375107 0.944522906 0.95465964
50 0.914518842 0.914518842 0.947301591 0.9563048
60 0.894202716 0.894202716 0.937188848 0.9456229
70 0.899295741 0.899295741 0.940026017 0.9483121
80 0.91851676 0.91851676 0.949957696 0.95839286
90 0.909231566 0.909231566 0.944365458 0.95353633
100 0.895808683 0.895808683 0.936394482 0.94647175
110 0.928830867 0.928830867 0.953378572 0.96375877
120 0.922652864 0.922652864 0.949787225 0.9605482
130 0.924466016 0.924466016 0.950545877 0.9614915
140 0.910343427 0.910343427 0.942939746 0.95411915
150 0.920198919 0.920198919 0.94822447 0.95927
160 0.92198045 0.92198045 0.94913458 0.9601981
170 0.913664436 0.913664436 0.944686003 0.95585793
180 0.916224955 0.916224955 0.946037366 0.95719635
190 0.896861475 0.896861475 0.935635361 0.9470277
200 0.90948613 0.90948613 0.942513674 0.9536698
210 0.90149362 0.90149362 0.938207904 0.9494702
220 0.907759684 0.907759684 0.941606564 0.9527643
230 0.90000914 0.90000914 0.93748592 0.9486881
240 0.930614004 0.930614004 0.953783427 0.96468335
250 0.917262891 0.917262891 0.946729572 0.95773846
260 0.895944237 0.895944237 0.935393882 0.9465434
270 0.915261011 0.915261011 0.945721721 0.95669276
280 0.920008185 0.920008185 0.94821189 0.9591705
290 0.929333914 0.929333914 0.953151326 0.96401966
300 0.911346951 0.911346951 0.943667502 0.9546449
310 0.889518762 0.889518762 0.931896446 0.94314295
320 0.932272705 0.932272705 0.954777894 0.96554273
330 0.911181339 0.911181339 0.943564229 0.9545582
340 0.925861639 0.925861639 0.951424164 0.96221703
350 0.911703298 0.911703298 0.943895329 0.95483154
360 0.916972094 0.916972094 0.946655391 0.9575866
370 0.931233827 0.931233827 0.954236184 0.96500456
380 0.914451257 0.914451257 0.945369644 0.95626944
390 0.909133963 0.909133963 0.942458842 0.9534852
400 0.912255307 0.912255307 0.944207276 0.95512056
410 0.91673845 0.91673845 0.94658986 0.9574646
420 0.915632712 0.915632712 0.945978882 0.956887
430 0.896910357 0.896910357 0.936015914 0.9470535
440 0.918285187 0.918285187 0.947371125 0.95827204
450 0.912107479 0.912107479 0.944086077 0.9550432
460 0.910371464 0.910371464 0.943179345 0.95413387
470 0.916899131 0.916899131 0.946612842 0.9575485
480 0.91547997 0.91547997 0.945872569 0.9568072
490 0.916034063 0.916034063 0.946193169 0.95709664









500 0.026774279 0.026774279 0.102759331 0.16362847
510 0.026040624 0.026040624 0.101577422 0.16137108
520 0.025725716 0.025725716 0.101099408 0.16039237
530 0.02607291 0.02607291 0.100860084 0.16147108
540 0.025842859 0.025842859 0.100449676 0.16075715
550 0.026117947 0.026117947 0.100722436 0.16161048
560 0.026093517 0.026093517 0.100474004 0.16153488
570 0.025907436 0.025907436 0.099775235 0.16095787
580 0.025314632 0.025314632 0.099024996 0.15910573
590 0.025058975 0.025058975 0.098702129 0.15830027
600 0.025159265 0.025159265 0.098561835 0.15861672
610 0.025673563 0.025673563 0.098589013 0.16022971
620 0.025739342 0.025739342 0.098466394 0.16043484
630 0.025102304 0.025102304 0.097131202 0.15843707
640 0.02514133 0.02514133 0.097579152 0.15856017
650 0.025705223 0.025705223 0.097783438 0.16032848
660 0.024754913 0.024754913 0.096145103 0.15733694
670 0.024552924 0.024552924 0.09614579 0.15669374
680 0.025143863 0.025143863 0.096775861 0.15856816
690 0.024273925 0.024273925 0.095058322 0.15580091
700 0.025128947 0.025128947 0.096028928 0.15852112
710 0.026129118 0.026129118 0.098061271 0.16164503
720 0.024222566 0.024222566 0.094568793 0.155636
730 0.02442989 0.02442989 0.094323231 0.15630063
740 0.024839206 0.024839206 0.094772097 0.15760459
750 0.024141264 0.024141264 0.09371029 0.1553746
760 0.024330862 0.024330862 0.093916215 0.15598354
770 0.024228368 0.024228368 0.093498575 0.15565464
780 0.023946319 0.023946319 0.093096373 0.15474598
790 0.023663253 0.023663253 0.092987138 0.15382865
800 0.023972314 0.023972314 0.092640815 0.15482995
810 0.02384801 0.02384801 0.09215768 0.154428
820 0.023471078 0.023471078 0.092484278 0.15320274
830 0.02355403 0.02355403 0.09180348 0.15347321
840 0.023264223 0.023264223 0.091440998 0.15252614
850 0.023818818 0.023818818 0.091568102 0.15433347
860 0.023597735 0.023597735 0.091288384 0.15361553
870 0.023699791 0.023699791 0.091033609 0.15394737
880 0.023531111 0.023531111 0.090594208 0.15339854
890 0.023440173 0.023440173 0.090421533 0.15310183
900 0.023765574 0.023765574 0.09059552 0.15416086
910 0.023148367 0.023148367 0.090608986 0.15214586
920 0.023286586 0.023286586 0.089877738 0.15259944
930 0.02338884 0.02338884 0.090202476 0.1529341
940 0.022928559 0.022928559 0.090326823 0.15142179
950 0.022701502 0.022701502 0.089909476 0.15067019
960 0.023042564 0.023042564 0.089105496 0.15179777
970 0.023535562 0.023535562 0.089530988 0.15341304
980 0.022700371 0.022700371 0.089300952 0.15066643
990 0.023105978 0.023105978 0.088634982 0.1520065
1000 0.02256223 0.02256223 0.089110706 0.1502073
Epoch Loss Total MSE Total MAE RMSE
10 0.103120094 0.103120094 0.248814477 0.32112315
20 0.084978191 0.084978191 0.229556653 0.2915102
30 0.06943764 0.06943764 0.203584384 0.26351023
40 0.057763034 0.057763034 0.183960326 0.2403394
50 0.050580059 0.050580059 0.164022599 0.2249001
60 0.044708983 0.044708983 0.149433493 0.21144499
70 0.040005201 0.040005201 0.139304906 0.200013
80 0.036778816 0.036778816 0.132098731 0.19177805
90 0.035177766 0.035177766 0.127156225 0.18755737
100 0.033222886 0.033222886 0.122322589 0.18227145
110 0.032257734 0.032257734 0.120307005 0.17960438
120 0.033654003 0.033654003 0.122363799 0.18345028
130 0.032714614 0.032714614 0.121188353 0.18087181
140 0.031709725 0.031709725 0.121694576 0.17807224
150 0.032517842 0.032517842 0.121917993 0.18032706
160 0.032176061 0.032176061 0.121360193 0.17937687
170 0.03223775 0.03223775 0.121054956 0.17954876
180 0.031979279 0.031979279 0.120596212 0.17882752
190 0.032470174 0.032470174 0.120317779 0.18019482
200 0.031911328 0.031911328 0.119536988 0.17863742
210 0.031502352 0.031502352 0.118683135 0.17748901
220 0.031237932 0.031237932 0.117969356 0.17674255
230 0.031151062 0.031151062 0.117619102 0.17649664
240 0.030483695 0.030483695 0.116098704 0.1745958
250 0.0304543 0.0304543 0.115828767 0.1745116
260 0.029684551 0.029684551 0.115138455 0.17229205
270 0.02985188 0.02985188 0.114715361 0.17277697
280 0.030088447 0.030088447 0.1139999 0.17346022
290 0.028921247 0.028921247 0.11312225 0.17006248
300 0.028836136 0.028836136 0.112406919 0.16981205
310 0.028762825 0.028762825 0.11180058 0.16959608
320 0.028566373 0.028566373 0.111061737 0.16901591
330 0.028719243 0.028719243 0.110369047 0.16946754
340 0.028469881 0.028469881 0.110006616 0.16873018
350 0.028597838 0.028597838 0.109637436 0.16910896
360 0.028211299 0.028211299 0.108937973 0.1679622
370 0.027739428 0.027739428 0.108080316 0.16655159
380 0.028063962 0.028063962 0.107752577 0.16752303
390 0.027353151 0.027353151 0.106959323 0.16538787
400 0.027384716 0.027384716 0.106438282 0.16548328
410 0.027563575 0.027563575 0.106565167 0.1660228
420 0.026931913 0.026931913 0.105432423 0.16410945
430 0.027111646 0.027111646 0.105569628 0.16465615
440 0.027266617 0.027266617 0.104972747 0.16512607
450 0.026601021 0.026601021 0.104248157 0.16309819
460 0.026697475 0.026697475 0.103780249 0.16339362
470 0.027107845 0.027107845 0.103847782 0.1646446
480 0.025954129 0.025954129 0.102531885 0.16110285
490 0.026308165 0.026308165 0.102309161 0.16219792




Appendix 12: Evaluation Results of SISO-LSTM variance for 
Weather Station Data 
The same MISO-LSTM optimal model configurations and controls are utilised within this 
LSTM-SISO analysis, such as; barometer: config1-Adam, temperature: config5-Adam, 
wind direction: config5-SGD, etc. Evaluation results of these models for each parameter 




Epoch Loss Total MSE Total MAE Total RMSE 
10 0.189322228 0.189322228 0.253653132 0.435111742 
20 0.185883395 0.185883395 0.243289064 0.431141966 
30 0.185217349 0.185217349 0.242114273 0.430368852 
40 0.184870602 0.184870602 0.240164884 0.429965815 
50 0.183852257 0.183852257 0.234834608 0.428779963 
60 0.183751104 0.183751104 0.234317912 0.428661993 
70 0.183539215 0.183539215 0.232944652 0.42841477 
80 0.183160323 0.183160323 0.229442155 0.427972339 
90 0.184773325 0.184773325 0.241613974 0.429852678 
100 0.183811043 0.183811043 0.233760983 0.428731901 
110 0.183484323 0.183484323 0.233438502 0.428350701 
120 0.182893887 0.182893887 0.229050855 0.427660949 
130 0.183328021 0.183328021 0.232242415 0.428168216 
140 0.183533241 0.183533241 0.232537974 0.428407798 
150 0.183190769 0.183190769 0.232937403 0.428007907 
160 0.183076434 0.183076434 0.230328572 0.42787432 
170 0.183691284 0.183691284 0.230740969 0.428592212 
180 0.183475744 0.183475744 0.230247213 0.428340687 
190 0.185519138 0.185519138 0.241297305 0.430719326 
200 0.182832389 0.182832389 0.229418313 0.427589042 
210 0.183160545 0.183160545 0.22908875 0.427972599 
220 0.183056504 0.183056504 0.228955959 0.42785103 
230 0.183157784 0.183157784 0.231752581 0.427969373 
240 0.182857603 0.182857603 0.231447204 0.427618525 
250 0.182672697 0.182672697 0.229121545 0.427402266 
260 0.18283724 0.18283724 0.228700585 0.427594715 
270 0.182574441 0.182574441 0.227886634 0.427287305 
280 0.182685827 0.182685827 0.227136334 0.427417626 
290 0.182388832 0.182388832 0.225255307 0.427070055 




Epoch Loss Total MSE Total MAE Total RMSE 
10 0.188956253 0.188956253 0.252938722 0.434690986 
20 0.187460164 0.187460164 0.249002369 0.432966701 
30 0.185977771 0.185977771 0.2448351 0.431251401 
40 0.184505918 0.184505918 0.238437585 0.429541521 
50 0.184739505 0.184739505 0.239204526 0.429813338 
60 0.184307536 0.184307536 0.237582325 0.429310536 
70 0.184283835 0.184283835 0.23624328 0.429282931 
80 0.184205946 0.184205946 0.237204246 0.429192202 
90 0.182964698 0.182964698 0.230713725 0.42774373 
100 0.183413957 0.183413957 0.233436787 0.428268557 




120 0.183780585 0.183780585 0.235213868 0.428696379 
130 0.182771762 0.182771762 0.230337789 0.427518142 
140 0.183374939 0.183374939 0.236263018 0.428223002 
150 0.182394047 0.182394047 0.227592558 0.427076161 
160 0.182364318 0.182364318 0.22622939 0.427041354 
170 0.182352824 0.182352824 0.226544234 0.427027896 
180 0.182329364 0.182329364 0.227140549 0.427000426 
190 0.183077093 0.183077093 0.234413926 0.427875091 
200 0.182587428 0.182587428 0.228488392 0.427302502 
210 0.182383907 0.182383907 0.227612735 0.427064289 
220 0.182350946 0.182350946 0.227595174 0.427025697 
230 0.182470144 0.182470144 0.229046262 0.427165242 
240 0.182485037 0.182485037 0.228429863 0.427182674 
250 0.182533881 0.182533881 0.22959962 0.42723984 
260 0.182363238 0.182363238 0.228240483 0.42704009 
270 0.182223182 0.182223182 0.225588988 0.426876073 
280 0.182318112 0.182318112 0.226319119 0.42698725 
290 0.18259163 0.18259163 0.228478851 0.427307419 





Epoch Loss Total MSE Total MAE Total RMSE 
10 0.237543993 0.237543993 0.297102902 0.487384851 
20 0.233982241 0.233982241 0.279799471 0.483717109 
30 0.232254164 0.232254164 0.26952706 0.481927551 
40 0.231829274 0.231829274 0.265610543 0.481486525 
50 0.231204352 0.231204352 0.262441127 0.480837137 
60 0.23141607 0.23141607 0.266022293 0.481057241 
70 0.231083682 0.231083682 0.269661163 0.480711641 
80 0.231465935 0.231465935 0.264082528 0.481109067 
90 0.232015803 0.232015803 0.27562689 0.481680188 
100 0.232597793 0.232597793 0.268871612 0.482283934 
110 0.236240997 0.236240997 0.277762431 0.486046291 
120 0.2319925 0.2319925 0.270721664 0.481655998 
130 0.231766064 0.231766064 0.268548056 0.481420881 
140 0.232337369 0.232337369 0.271173117 0.482013868 
150 0.231897922 0.231897922 0.271925395 0.481557808 
160 0.232387875 0.232387875 0.265302171 0.482066256 
170 0.233132351 0.233132351 0.270276376 0.48283781 
180 0.232434086 0.232434086 0.266059912 0.482114183 
190 0.232120706 0.232120706 0.267250644 0.481789068 
200 0.232145789 0.232145789 0.26769992 0.481815098 
210 0.232453186 0.232453186 0.269836836 0.482133992 
220 0.232718833 0.232718833 0.269681152 0.482409404 
230 0.233451513 0.233451513 0.26891516 0.483168204 
240 0.233199505 0.233199505 0.269338483 0.482907346 
250 0.232293384 0.232293384 0.268105176 0.481968239 
260 0.234480451 0.234480451 0.275967871 0.484231816 
270 0.234717998 0.234717998 0.27809094 0.484477035 
280 0.23506069 0.23506069 0.281968211 0.484830579 
290 0.23476916 0.23476916 0.284297417 0.484529834 





Epoch Loss Total MSE Total MAE Total RMSE 
10 0.230880143 0.230880143 0.279789021 0.480499889 
20 0.229677666 0.229677666 0.280944075 0.479246978 
30 0.227605674 0.227605674 0.26584615 0.477080365 




50 0.228557727 0.228557727 0.274792609 0.478077114 
60 0.227434835 0.227434835 0.266483594 0.476901284 
70 0.228331184 0.228331184 0.274623099 0.477840124 
80 0.227977168 0.227977168 0.267241956 0.477469547 
90 0.228428217 0.228428217 0.272196087 0.477941646 
100 0.229628682 0.229628682 0.280709399 0.47919587 
110 0.230989785 0.230989785 0.28960577 0.480613967 
120 0.2315282 0.2315282 0.292721621 0.481173773 
130 0.230148127 0.230148127 0.28156073 0.47973756 
140 0.228678785 0.228678785 0.279704983 0.478203706 
150 0.231442974 0.231442974 0.287491769 0.481085205 
160 0.232783083 0.232783083 0.297004119 0.482475992 
170 0.234031726 0.234031726 0.307085871 0.483768257 
180 0.238877518 0.238877518 0.325233657 0.488750978 
190 0.232814257 0.232814257 0.306415171 0.482508298 
200 0.244486668 0.244486668 0.333217212 0.494455931 
210 0.250205165 0.250205165 0.358262011 0.500205122 
220 0.260835514 0.260835514 0.379819742 0.510720583 
230 0.267548016 0.267548016 0.392265111 0.517250438 
240 0.260554823 0.260554823 0.37989251 0.51044571 
250 0.266261958 0.266261958 0.391330651 0.516005774 
260 0.262357931 0.262357931 0.384352969 0.512208875 
270 0.258841379 0.258841379 0.36899195 0.508764561 
280 0.274239429 0.274239429 0.403607105 0.523678746 
290 0.26391597 0.26391597 0.385588603 0.513727525 
300 0.263275084 0.263275084 0.383773148 0.513103385 
 
 
Parameter: Wind Speed 
 
Epoch Loss Total MSE Total MAE Total RMSE 
10 0.249683342 0.249683342 0.351123389 0.49968324 
20 0.239742867 0.239742867 0.346742487 0.48963544 
30 0.239745032 0.239745032 0.336405312 0.48963765 
40 0.237223203 0.237223203 0.334010982 0.48705565 
50 0.237174219 0.237174219 0.338607592 0.48700536 
60 0.23809194 0.23809194 0.340929092 0.48794666 
70 0.241903746 0.241903746 0.34245275 0.49183711 
80 0.243690842 0.243690842 0.341261153 0.49365053 
90 0.243911919 0.243911919 0.349228904 0.4938744 
100 0.254751127 0.254751127 0.358186027 0.50472877 
110 0.247474098 0.247474098 0.348617777 0.49746769 
120 0.245561897 0.245561897 0.345305089 0.49554202 
130 0.246685981 0.246685981 0.350514213 0.49667492 
140 0.248486536 0.248486536 0.354104737 0.49848424 
150 0.249573365 0.249573365 0.353328271 0.49957318 
160 0.247490865 0.247490865 0.349925552 0.49748454 
170 0.259402071 0.259402071 0.371654301 0.5093153 
180 0.253432347 0.253432347 0.365140489 0.50342065 
190 0.250507952 0.250507952 0.36114169 0.50050769 
200 0.255403648 0.255403648 0.37231914 0.50537476 
210 0.261536919 0.261536919 0.37639449 0.5114068 
220 0.253953746 0.253953746 0.362579166 0.50393824 
230 0.259741299 0.259741299 0.374077933 0.50964821 
240 0.257121523 0.257121523 0.371407604 0.50707152 
250 0.25507509 0.25507509 0.367052882 0.50504959 
260 0.256580133 0.256580133 0.369993631 0.5065374 
270 0.254362898 0.254362898 0.369603236 0.50434403 
280 0.253406057 0.253406057 0.363907575 0.50339453 
290 0.252883354 0.252883354 0.361820106 0.50287509 







Parameter: Wind direction 
 
 
510 0.374433918 0.374433918 0.493718907 0.611910057
520 0.374362557 0.374362557 0.492419679 0.611851745
530 0.374202358 0.374202358 0.493574829 0.611720817
540 0.374276056 0.374276056 0.493041417 0.611781052
550 0.373994377 0.373994377 0.492685321 0.611550796
560 0.373935178 0.373935178 0.492009094 0.611502395
570 0.374045516 0.374045516 0.492519645 0.611592606
580 0.373862374 0.373862374 0.492198032 0.611442863
590 0.373828411 0.373828411 0.492040911 0.611415089
600 0.373903687 0.373903687 0.492341699 0.611476645
610 0.374099713 0.374099713 0.491989393 0.611636913
620 0.373698977 0.373698977 0.491896965 0.611309232
630 0.373672304 0.373672304 0.491296871 0.611287415
640 0.373882171 0.373882171 0.491842138 0.611459051
650 0.373465931 0.373465931 0.491471708 0.61111859
660 0.373498228 0.373498228 0.491725199 0.611145014
670 0.373360114 0.373360114 0.491201757 0.611032008
680 0.373306332 0.373306332 0.491320234 0.610987997
690 0.373371523 0.373371523 0.491097823 0.611041343
700 0.37327896 0.37327896 0.490245378 0.610965596
710 0.373112505 0.373112505 0.490292337 0.610829359
720 0.373081598 0.373081598 0.490595996 0.610804059
730 0.373353521 0.373353521 0.491129491 0.611026613
740 0.373151588 0.373151588 0.489998997 0.610861349
750 0.373033695 0.373033695 0.489968997 0.610764845
760 0.37295891 0.37295891 0.489717038 0.610703619
770 0.372806977 0.372806977 0.489785942 0.610579215
780 0.372777774 0.372777774 0.489963475 0.6105553
790 0.372859688 0.372859688 0.489457731 0.610622378
800 0.372739823 0.372739823 0.48921286 0.61052422
810 0.372613254 0.372613254 0.489502526 0.610420555
820 0.372561943 0.372561943 0.48904269 0.610378525
830 0.372525325 0.372525325 0.489503426 0.610348527
840 0.372478413 0.372478413 0.488886582 0.610310096
850 0.372619586 0.372619586 0.489421727 0.610425742
860 0.372547069 0.372547069 0.489243619 0.61036634
870 0.372418891 0.372418891 0.488847934 0.61026133
880 0.372508933 0.372508933 0.488822725 0.610335099
890 0.37232009 0.37232009 0.488878856 0.610180375
900 0.372207615 0.372207615 0.489221348 0.610088202
910 0.372349564 0.372349564 0.488500239 0.610204526
920 0.372013669 0.372013669 0.488359087 0.609929233
930 0.37194135 0.37194135 0.488200781 0.609869945
940 0.371881631 0.371881631 0.488221608 0.609820983
950 0.371890306 0.371890306 0.488323096 0.609828096
960 0.371861612 0.371861612 0.488677879 0.609804569
970 0.371935451 0.371935451 0.488073108 0.609865109
980 0.371774892 0.371774892 0.487613982 0.60973346
990 0.371728207 0.371728207 0.48823378 0.609695175
1000 0.371560259 0.371560259 0.487503175 0.609557429
Epoch Loss Total MSE Total MAE Total RMSE
10 0.444765006 0.444765006 0.639559642 0.666907045
20 0.423490531 0.423490531 0.576535459 0.650761501
30 0.41857029 0.41857029 0.568904266 0.646970084
40 0.414498465 0.414498465 0.563035747 0.643815552
50 0.410401789 0.410401789 0.557374823 0.640626092
60 0.406926491 0.406926491 0.552218893 0.637907901
70 0.404015067 0.404015067 0.54750508 0.635621795
80 0.400711201 0.400711201 0.543681475 0.633017536
90 0.398002308 0.398002308 0.539919025 0.630874241
100 0.395789375 0.395789375 0.535769884 0.629117934
110 0.39314028 0.39314028 0.53234666 0.627008995
120 0.391045812 0.391045812 0.52835845 0.625336559
130 0.389192609 0.389192609 0.525542258 0.623853034
140 0.387803548 0.387803548 0.523515737 0.622738748
150 0.385833931 0.385833931 0.519808066 0.62115532
160 0.3849833 0.3849833 0.517189604 0.620470225
170 0.38364197 0.38364197 0.515149704 0.619388384
180 0.382464825 0.382464825 0.512117726 0.618437406
190 0.381666102 0.381666102 0.510376522 0.61779131
200 0.381503962 0.381503962 0.510299755 0.61766007
210 0.380373095 0.380373095 0.507747033 0.616743946
220 0.379759047 0.379759047 0.507122108 0.61624593
230 0.379760393 0.379760393 0.505678654 0.616247023
240 0.379075019 0.379075019 0.504655162 0.615690684
250 0.378578976 0.378578976 0.503419235 0.615287718
260 0.378249288 0.378249288 0.502651044 0.615019746
270 0.377947245 0.377947245 0.501655604 0.614774141
280 0.377765906 0.377765906 0.501267421 0.61462664
290 0.377628138 0.377628138 0.501057392 0.614514555
300 0.377385136 0.377385136 0.500781559 0.614316804
310 0.376991167 0.376991167 0.49945704 0.613996064
320 0.376874787 0.376874787 0.498525364 0.613901284
330 0.376660104 0.376660104 0.498248137 0.613726408
340 0.376657989 0.376657989 0.497615069 0.613724685
350 0.37637178 0.37637178 0.497672751 0.613491467
360 0.376275147 0.376275147 0.497348119 0.613412705
370 0.375996316 0.375996316 0.496672289 0.613185385
380 0.376195352 0.376195352 0.497258452 0.61334766
390 0.375676137 0.375676137 0.495271322 0.612924251
400 0.375505662 0.375505662 0.495418503 0.612785168
410 0.375364496 0.375364496 0.494996171 0.612669973
420 0.375234162 0.375234162 0.495139316 0.612563599
430 0.375105784 0.375105784 0.494632461 0.612458802
440 0.374979394 0.374979394 0.495053633 0.612355611
450 0.375040635 0.375040635 0.494651297 0.612405613
460 0.374778939 0.374778939 0.4945909 0.612191914
470 0.374873097 0.374873097 0.495126031 0.612268811
480 0.374658537 0.374658537 0.493544666 0.612093569
490 0.374518704 0.374518704 0.494013599 0.611979333







Parameter: Rain rate 
 
Epoch Loss Total MSE Total MAE Total RMSE 
10 0.097492988 0.097492988 0.161976796 0.312238671 
20 0.095716642 0.095716642 0.141606634 0.309381063 
30 0.095364807 0.095364807 0.133973208 0.308811929 
40 0.095247597 0.095247597 0.129815278 0.308622094 
50 0.095199992 0.095199992 0.127137617 0.308544959 
60 0.095179598 0.095179598 0.125250952 0.308511908 
70 0.095171462 0.095171462 0.123839308 0.308498723 
80 0.095169354 0.095169354 0.122731833 0.308495307 
90 0.095170384 0.095170384 0.121843758 0.308496976 
100 0.095173078 0.095173078 0.121107177 0.308501342 
110 0.095176639 0.095176639 0.120487247 0.308507114 
120 0.095180661 0.095180661 0.119952722 0.308513631 
130 0.09518483 0.09518483 0.119492314 0.308520388 
140 0.095189025 0.095189025 0.119088559 0.308527187 
150 0.095193157 0.095193157 0.118731343 0.308533883 
160 0.095197162 0.095197162 0.118413721 0.308540374 
170 0.095201003 0.095201003 0.11813001 0.308546598 
180 0.095204736 0.095204736 0.117870475 0.308552647 
190 0.095208317 0.095208317 0.117633996 0.30855845 
200 0.095211746 0.095211746 0.117417668 0.308564007 
210 0.095214936 0.095214936 0.117224253 0.308569176 
220 0.095218089 0.095218089 0.117039576 0.308574284 
230 0.095221057 0.095221057 0.116871061 0.308579094 
240 0.095223875 0.095223875 0.116715655 0.308583659 
250 0.095226497 0.095226497 0.116574601 0.308587908 
260 0.095229032 0.095229032 0.11644119 0.308592015 
270 0.095231479 0.095231479 0.116315184 0.30859598 
280 0.095233822 0.095233822 0.116196792 0.308599777 
290 0.095236041 0.095236041 0.116086617 0.308603372 
300 0.095238216 0.095238216 0.115980559 0.308606895 
310 0.095240217 0.095240217 0.11588433 0.308610138 
320 0.095242171 0.095242171 0.115791674 0.308613304 
330 0.095243996 0.095243996 0.115706294 0.30861626 
340 0.095245796 0.095245796 0.115623092 0.308619177 
350 0.095247462 0.095247462 0.115546984 0.308621876 
360 0.095249112 0.095249112 0.11547235 0.308624549 
370 0.095250666 0.095250666 0.115402827 0.308627066 
380 0.095252216 0.095252216 0.115334127 0.308629577 
390 0.095253579 0.095253579 0.115274264 0.308631785 





Epoch Loss Total MSE Total MAE Total RMSE 
10 0.097914038 0.097914038 0.166611726 0.312912188 
20 0.095754588 0.095754588 0.143671765 0.309442382 
30 0.09525621 0.09525621 0.134903178 0.308636048 
40 0.095058482 0.095058482 0.1300577 0.308315556 
50 0.094959708 0.094959708 0.126911072 0.308155331 
60 0.094903763 0.094903763 0.124677574 0.308064543 
70 0.094869539 0.094869539 0.123003233 0.308008991 
80 0.094847239 0.094847239 0.121684452 0.30797279 
90 0.094832339 0.094832339 0.120628214 0.307948598 
100 0.094822003 0.094822003 0.119754415 0.307931816 




120 0.094809346 0.094809346 0.118373848 0.307911263 
130 0.094805567 0.094805567 0.117825408 0.307905127 
140 0.094802852 0.094802852 0.117347155 0.307900718 
150 0.094800845 0.094800845 0.11691042 0.307897459 
160 0.09479947 0.09479947 0.116532156 0.307895226 
170 0.094798499 0.094798499 0.116181879 0.307893649 
180 0.094797886 0.094797886 0.115874158 0.307892653 
190 0.094797508 0.094797508 0.115579984 0.30789204 
200 0.094797344 0.094797344 0.115317102 0.307891773 
210 0.094797334 0.094797334 0.115086304 0.307891758 
220 0.094797443 0.094797443 0.114864745 0.307891933 
230 0.094797646 0.094797646 0.11466144 0.307892263 
240 0.094797921 0.094797921 0.114472825 0.307892711 
250 0.094798251 0.094798251 0.114297963 0.307893246 
260 0.094798624 0.094798624 0.114134923 0.307893851 
270 0.094799033 0.094799033 0.113981332 0.307894517 
280 0.094799456 0.094799456 0.113840944 0.307895204 
290 0.094799903 0.094799903 0.113706818 0.307895928 
300 0.094800367 0.094800367 0.113579385 0.307896682 
310 0.094800792 0.094800792 0.113471209 0.307897372 
320 0.094801274 0.094801274 0.113356211 0.307898155 
330 0.094801752 0.094801752 0.113248592 0.307898932 
340 0.094802231 0.094802231 0.113146713 0.307899709 
350 0.094802709 0.094802709 0.113049795 0.307900485 
360 0.094803165 0.094803165 0.112961238 0.307901227 
370 0.094803645 0.094803645 0.112871767 0.307902005 
380 0.094804094 0.094804094 0.112790911 0.307902735 
390 0.094804522 0.094804522 0.112716519 0.307903429 
400 0.094804959 0.094804959 0.112642702 0.307904139 
 
 
Parameter: Dew Point 
 
Epoch Loss Total MSE Total MAE Total RMSE 
10 0.152605714 0.152605714 0.19013514 0.390647813 
20 0.152107771 0.152107771 0.176269643 0.390009963 
30 0.152693005 0.152693005 0.183754074 0.390759524 
40 0.152618194 0.152618194 0.173572083 0.390663786 
50 0.15501389 0.15501389 0.168195478 0.393718033 
60 0.155182282 0.155182282 0.165660158 0.393931824 
70 0.153150239 0.153150239 0.16443302 0.391344144 
80 0.151483955 0.151483955 0.170464348 0.389209398 
90 0.151123974 0.151123974 0.16237598 0.388746671 
100 0.150823129 0.150823129 0.163016644 0.388359536 
110 0.150715861 0.150715861 0.171364284 0.388221407 
120 0.150981259 0.150981259 0.16400496 0.388563069 
130 0.150991594 0.150991594 0.167321734 0.388576368 
140 0.150715849 0.150715849 0.164376835 0.388221391 
150 0.151384125 0.151384125 0.163549166 0.389081129 
160 0.150921206 0.150921206 0.168527095 0.388485786 
170 0.151465912 0.151465912 0.165454018 0.389186218 
180 0.151492741 0.151492741 0.167909241 0.389220684 
190 0.150858301 0.150858301 0.164509429 0.388404816 
200 0.15201214 0.15201214 0.180161488 0.389887343 
210 0.151042516 0.151042516 0.163236282 0.388641887 
220 0.1512299 0.1512299 0.16467396 0.388882887 
230 0.151826775 0.151826775 0.164088787 0.389649554 
240 0.153729293 0.153729293 0.164999117 0.392083273 
250 0.151626586 0.151626586 0.17425603 0.389392587 
260 0.152557052 0.152557052 0.165212068 0.390585524 
270 0.154135467 0.154135467 0.176122622 0.3926009 
280 0.15272009 0.15272009 0.168874653 0.390794179 
290 0.154079252 0.154079252 0.16761233 0.3925293 







Parameter: Heat index 
 
Epoch Loss Total MSE Total MAE Total RMSE 
10 0.255212246 0.255212246 0.255212246 0.505185358 
20 0.253026069 0.253026069 0.253026069 0.503016967 
30 0.25192248 0.25192248 0.25192248 0.501918798 
40 0.251057567 0.251057567 0.251057567 0.501056451 
50 0.253393284 0.253393284 0.253393284 0.503381847 
60 0.251413024 0.251413024 0.251413024 0.501411033 
70 0.251592785 0.251592785 0.251592785 0.501590256 
80 0.251081782 0.251081782 0.251081782 0.501080614 
90 0.251389701 0.251389701 0.251389701 0.501387775 
100 0.252221254 0.252221254 0.252221254 0.502216342 
110 0.251712719 0.251712719 0.251712719 0.501709796 
120 0.252418106 0.252418106 0.252418106 0.502412287 
130 0.252084571 0.252084571 0.252084571 0.502080243 
140 0.252157217 0.252157217 0.252157217 0.502152584 
150 0.253340411 0.253340411 0.253340411 0.503329326 
160 0.253314555 0.253314555 0.253314555 0.503303641 
170 0.253363568 0.253363568 0.253363568 0.50335233 
180 0.253448478 0.253448478 0.253448478 0.503436667 
190 0.252383381 0.252383381 0.252383381 0.502377727 
200 0.253053765 0.253053765 0.253053765 0.503044496 
210 0.253080448 0.253080448 0.253080448 0.503071017 
220 0.252444994 0.252444994 0.252444994 0.502439045 
230 0.253562062 0.253562062 0.253562062 0.503549463 
240 0.252704077 0.252704077 0.252704077 0.502696804 
250 0.252805422 0.252805422 0.252805422 0.502797595 
260 0.252623228 0.252623228 0.252623228 0.502616383 
270 0.252603619 0.252603619 0.252603619 0.502596876 
280 0.252148351 0.252148351 0.252148351 0.502143755 
290 0.251654976 0.251654976 0.251654976 0.501652246 










Appendix 13: Evaluation Results of MISO-TCN variance for Weather Station Data 
Similar to Appendix 5, the ‘saved the best model’ approach is utilised within MISO-TCN with different configurations and controls. TCN filter size 64 
and activation function linear is selected to train and test different models, as shown in the following first table. The fields with the least MSE is 
highlighted in yellow and green colour. Then, further experiments are carried out with different configurations and controls to find the optimal model 
with least MSE for MISO-TCN for the chosen locations from the first table. The optimal models with Least MSE for overall experiments are highlighted 
in pink colour. TCN 32 linear, TCN 32 tanh, and TCN 512 tanh models have not experimented in this section here as they have shown weaker results in 
the MISO-TCN for weather station data as shown in Appendix 5. 
Experiments with TCN Filter 64 and linear activation 
 
 
Experiments with TCN Filter 64 and tanh activation 
 
No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index
TCN1 0.00354015 0.005494023 0.012791453 0.011405239 0.04709761 0.126322064 0.005239517 0.006210215 0.01126207 0.011278534
TCN2 0.042442685 0.021834819 0.014268266 0.01006111 0.046393493 0.133475001 0.005197365 0.006290908 0.013388504 0.013983016
TCN3 0.04475502 0.041353253 0.015470253 0.012951975 0.04759925 0.140976274 0.005485423 0.006672506 0.012442742 0.015708846
TCN4 0.055579474 0.045103316 0.01622633 0.013287516 0.051208662 0.143728186 0.005125052 0.005979988 0.0124494 0.016473801
No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index







Experiments with TCN Filter 128 and linear activation 
 
 
Experiments with TCN Filter 128 and tanh activation 
 
 
Experiments with TCN Filter 256 and linear activation 
 
 
No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index




No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index




No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index









Experiments with TCN Filter 256 and tanh activation 
 
 





No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index




No of Layers Barometer Pressure Temperature Humidity Wind speed Wind direction Rain rate Rain Dew point Heat Index







Appendix 14: Evaluation of MISO-TCN variance for Long Term Forecasting for Weather Station Data 
Evaluation of MISO-TCN long-term weather forecasting is carried out in two different methods, namely TCN-WL (without loading optimal weights) 
and TCN-LW (load with optimal weights). The optimal weights are taken from in the MISO-TCN short-term weather forecasting. The ‘save the best 
model’ concept is utilised in each method in each timeslot for each parameter. The weather predictions for each timeslot using long-term optimal models 
is taken to a single file and are compared with the ground truth. The evaluation results are shown in the following tables. The overall results are shown 
in the last column of each table in each timeslot. 
TCN-WL (Without loading optimal weights) 
1 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.000423817 0.000558613 2.048237085 19.33102036 1.866814494 3732.787109 0.001163059 1.08E-05 18.02802277 6.774312019 378.0837708 
MAE 0.014543533 0.016262714 0.699143231 2.73633194 0.952295125 40.0724411 0.009628055 0.001413302 1.478936911 1.219032526 4.720003605 
RMAE 0.020586805 0.023634989 1.431166291 4.396705627 1.366314173 61.09653854 0.034103647 0.003284824 4.245942116 2.602750778 19.44437599 
Explained Variance 0.996797621 0.996156454 0.901093423 0.833309591 0.65909785 0.573306084 0.058757544 3.17E-05 0.735624433 0.899322689 0.665350038 
 
2 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.004428064 0.003049337 5.074848652 51.99474716 3.16159606 5616.935547 0.000916466 1.05E-05 11.7768774 15.77750301 570.4730225 
MAE 0.048941761 0.0383556 1.670940518 5.834616184 1.286972165 52.77642059 0.010241257 0.000723583 2.647352457 2.870783329 6.718537331 
RMAE 0.066543698 0.055220805 2.252742529 7.210738182 1.778087735 74.9462204 0.030273186 0.003241309 3.431745529 3.972090483 23.8845768 





  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.006707133 0.003592565 9.38936615 80.26189423 3.906514406 7070.062988 0.001175222 9.86E-06 15.40388584 30.21232224 720.9248047 
MAE 0.058829006 0.045041122 2.484406471 7.123254776 1.393435836 63.46803284 0.010748263 0.000937563 2.94009304 4.127209663 8.165198326 
RMAE 0.081897087 0.05993801 3.064207315 8.958900452 1.976490378 84.08366394 0.034281507 0.003140707 3.924778461 5.496573448 26.85004234 
Explained Variance 0.951001287 0.972094655 0.537258863 0.309991241 0.261973023 0.192350745 -0.209867835 0 0.74384129 0.539179325 0.429781795 
6 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.014785552 0.013024277 18.29678345 149.9286804 5.580564022 9046.199219 0.001100039 1.64E-05 36.80418396 52.7662468 930.9603271 
MAE 0.09304437 0.086297601 3.569617271 9.93812561 1.762805462 74.72014618 0.009388261 0.001289073 4.521187782 5.935126305 10.06370163 
RMAE 0.12159586 0.114123955 4.277473927 12.2445364 2.362321854 95.11151123 0.033166829 0.004052536 6.066645145 7.264038086 30.51164246 
Explained Variance 0.892837226 0.902861476 0.088444233 -0.332543015 -0.050191164 -0.02477479 -0.149203062 -0.660833716 0.428342581 0.198798299 0.129373771 
9 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.020567911 0.027455119 20.67517853 198.0704803 5.294323921 9658.273438 0.000998435 9.97E-06 45.68065643 66.65924072 999.4702148 
MAE 0.110589333 0.12786366 3.70506072 11.33890247 1.712778687 80.68969727 0.009006926 0.000774964 5.435975075 6.74786377 10.987854 
RMAE 0.143415168 0.165695861 4.546996593 14.07375145 2.300939798 98.27651215 0.031598028 0.003158045 6.758746624 8.164510727 31.61439896 
Explained Variance 0.84443903 0.794400513 -0.035512209 -0.676677704 -0.012471676 -0.095321059 -0.056598306 -0.055481553 0.294357419 -0.02293551 0.097820479 
12 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.03480228 0.033350196 20.7863903 227.8525848 6.301308155 10146.48242 0.000972028 1.05E-05 54.68219757 69.88866425 1052.606689 
MAE 0.145681247 0.140758812 3.800368547 12.21276569 1.852321982 80.26992035 0.006797587 0.000937238 5.933532238 6.908661842 11.12717056 
RMAE 0.186553687 0.182620361 4.559209347 15.09478664 2.510240555 100.7297516 0.031177357 0.003245656 7.394741058 8.359944344 32.44390106 






  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.053502895 0.058717392 17.27202415 188.8525085 5.891963005 14777.14551 0.001070688 9.98E-06 64.50003815 53.21825027 1510.699463 
MAE 0.175811559 0.185160041 3.131498098 11.53988647 1.833759189 95.67175293 0.008400062 0.00055452 6.382219315 5.681056023 12.46101093 
RMAE 0.231306925 0.242316723 4.155962467 13.74236202 2.427336693 121.5612793 0.032721367 0.003159191 8.031191826 7.295084 38.86771774 
Explained Variance 0.594287992 0.545465291 0.140019894 -0.5529387 -0.038070798 -0.532718062 -0.113400102 -0.041538596 -0.013898253 0.18016237 0.016737658 
24 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.083154261 0.074229404 20.68071556 207.6312103 5.849805355 12633.76172 0.000951781 9.75E-06 69.67667389 57.99225998 1299.575684 
MAE 0.222368494 0.205878139 3.581858158 11.18483162 1.861962318 88.39208221 0.010143428 0.000581386 6.947082996 5.474588871 11.78814125 
RMAE 0.288364798 0.272450745 4.547605515 14.40941429 2.418637037 112.4000092 0.030850943 0.003122737 8.347255707 7.615264893 36.04962921 
Explained Variance 0.372691631 0.433764696 0.029447734 -0.61262238 -0.075997949 -0.377081037 0.003142655 7.75E-07 -0.125004888 0.154587924 -0.019706488 
 
TCN-LW (Load with optimal weights) 
2 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.001473487 0.001575661 3.350741386 46.62782669 2.746556759 5557.623047 0.001346818 1.05E-05 8.254271507 11.43598938 563.0042725 
MAE 0.028378153 0.029728372 1.30325222 5.276236057 1.18815279 53.3603363 0.012054191 0.000690347 2.115549326 2.443633795 6.575800896 
RMAE 0.038386028 0.039694592 1.830502987 6.828457355 1.657273889 74.54946899 0.036699016 0.003242519 2.873024702 3.381713867 23.72771072 







  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.003160522 0.003232682 6.38130188 69.38207245 3.737125158 6593.77832 0.001393367 1.08E-05 11.93449306 18.48752022 670.3707886 
MAE 0.042463139 0.043459188 1.952229977 6.843741894 1.393076301 61.80714035 0.011515509 0.00168227 2.513658285 3.380310297 7.798926353 
RMAE 0.05621852 0.056856684 2.526124001 8.329589844 1.933164597 81.20207977 0.037327833 0.003282822 3.454633474 4.299711704 25.89151955 
Explained Variance 0.975972176 0.974835157 0.684772551 0.380838037 0.307893574 0.261131465 -0.470527768 -0.041828513 0.799235702 0.71827352 0.459058648 
 
6 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.011437681 0.010000351 11.51352119 97.35475922 4.874496937 9313.105469 0.001483254 9.94E-06 18.27707291 27.93671036 929.4086914 
MAE 0.083170295 0.076510377 2.698511362 8.470344543 1.625154853 74.73007202 0.012762412 0.001103769 3.236363983 4.1916852 9.102567673 
RMAE 0.106947094 0.100001752 3.393157959 9.866214638 2.207826376 96.50443268 0.038513038 0.003152338 4.274631691 5.285514228 30.81247711 
Explained Variance 0.913546622 0.921841443 0.429406464 0.037787199 0.116843462 -0.043914914 -0.573617935 -0.007850409 0.620260954 0.482316494 0.289662039 
9 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.020350289 0.020227928 15.25052738 184.377655 5.858074188 9165.623047 0.001075203 9.80E-06 37.45243454 43.52372742 945.2125854 
MAE 0.110765718 0.108781226 3.29406476 11.13470268 1.781769156 77.7646637 0.008765711 0.00061887 4.740557194 5.560070038 10.45047379 
RMAE 0.142654434 0.142224923 3.905192375 13.57857323 2.420345783 95.73725891 0.032790281 0.003129931 6.119839191 6.597251415 30.74431038 
Explained Variance 0.843980014 0.843306541 0.245642424 -0.671938658 0.02044785 -0.029209495 -0.085913301 1.13E-06 0.400117815 0.340500593 0.190693945 
12 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.030770708 0.027298748 17.37869263 160.9000397 5.383164406 10287.25293 0.001823783 9.79E-06 49.7885437 57.20755768 1052.396973 
MAE 0.134413332 0.126017511 3.584066391 10.14227905 1.70492661 79.62091064 0.012173633 0.00085175 5.495501995 6.344595432 10.57657604 
RMAE 0.175415814 0.16522333 4.168776035 12.6846398 2.32016468 101.4260941 0.042705774 0.003128565 7.056099892 7.563567638 32.44001239 





  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.053041022 0.04886033 15.79842567 180.3284302 6.409871101 10183.73145 0.001177394 1.11E-05 54.38592148 51.77476501 1049.252563 
MAE 0.172588706 0.162596032 3.151162863 11.19069195 1.877619386 82.50418091 0.010427825 0.000911588 6.100488186 5.939394951 11.11100578 
RMAE 0.230306372 0.221043736 3.974723339 13.42864227 2.531772375 100.9144745 0.034313172 0.003337807 7.374680996 7.195468426 32.39216995 
Explained Variance 0.594231665 0.621362448 0.216314077 -0.483261466 -0.00839293 -0.14476943 -0.237253785 -0.169569254 0.204315007 0.210426867 0.080341053 
 
24 Hour 
  Barometer Pressure Temperature Humidity Wind Speed Wind Direction Rain Rate Rain Dew Point Heat Index Overall 
MSE 0.068163186 0.068715617 16.55856705 184.592453 6.430088043 11776.50195 0.001089382 9.86E-06 63.59426498 64.31478119 1211.212646 
MAE 0.191958398 0.189573511 2.923578501 10.54314804 1.918166637 87.47290039 0.008857095 0.001064806 6.832616806 6.207621098 11.62895012 
RMAE 0.261080801 0.262136638 4.069221973 13.58648014 2.535761833 108.5195923 0.033005789 0.003139627 7.974601269 8.019649506 34.80247879 







Appendix 15: Comparison of 100 Random Samples for Weather 
Station Data 
Comparative results of 100 data samples are shown in the following graphs for weather 
station data. Each graph compares the proposed model prediction, WRF prediction, and 
the ground truth.  
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