Abstract-In multiuser wireless systems, dynamic resource allocation between users and over time significantly improves efficiency and performance. In this two-part paper, we study three types of capacity regions for fading broadcast channels and obtain their corresponding optimal resource allocation strategies: the ergodic (Shannon) capacity region, the zero-outage capacity region, and the outage capacity region with nonzero outage. In Part I, we derive the ergodic capacity region of an -user fading broadcast channel for code division (CD), time division (TD), and frequency division (FD), assuming that both the transmitter and the receivers have perfect channel side information (CSI). It is shown that by allowing dynamic resource allocation, TD, FD, and CD without successive decoding have the same ergodic capacity region, while optimal CD has a larger region. Optimal resource allocation policies are obtained for these different spectrum-sharing techniques. A simple suboptimal policy is also proposed for TD and CD without successive decoding that results in a rate region quite close to the ergodic capacity region. Numerical results are provided for different fading broadcast channels. In Part II, we obtain analogous results for the zero-outage capacity region and the outage capacity region.
I. INTRODUCTION
T HE wireless communication channel for both point-topoint and broadcast communications varies with time due to user mobility, which induces time-varying path loss, shadowing, and multipath fading in the received signal power [1] . For these time-varying channels, dynamic allocation of resources such as power, rate, and bandwidth can result in better performance than fixed resource allocation strategies [2] - [5] . Indeed, adaptive techniques are currently used in both wireless and wireline systems and are being proposed as standards for next-generation cellular systems.
By using an optimal dynamic power and rate allocation strategy, the ergodic (Shannon) capacity of a single-user fading channel with channel side information (CSI) at both the transmitter and the receiver is obtained in [6] . The corresponding optimal power allocation strategy is a water-filling procedure over time or, equivalently, over the fading states. The ergodic capacity corresponds to the maximum long-term achievable rate averaged over all states of the time-varying channel. For a fading multiple-access channel (MAC), assuming perfect CSI at the receiver and at all transmitters, the optimal power control policy that maximizes the total ergodic rates of all users is derived in [7] . The ergodic capacity region of this channel and the corresponding optimal power and rate allocation are obtained in [8] using the polymatroidal structure of the region. 1 This ergodic capacity region is a multiuser generalization of the two-user capacity region derived in [9] for the Gaussian MAC with intersymbol interference (ISI), and the corresponding optimal power allocation is a multiuser version of the single-user water-filling procedure.
In [10] , the zero-outage capacity region 2 and the optimal power allocation for the fading MAC are derived under the assumption that CSI is available at both the transmitters and the receiver. This capacity definition, in contrast with the ergodic capacity region, is important for delay-constrained applications such as voice and video, since it represents the maximum instantaneous data rate that can be maintained in all fading conditions through optimal power control. Under this adaptation policy, the end-to-end delay is independent of the channel variation. By allowing some nonzero transmission outage under severe fading conditions, the minimum outage probability for a given rate and the corresponding optimal power allocation policy are derived for the single-user fading channel in [11] and the capacity with nonzero outage is implicitly obtained. The corresponding outage capacity region for the fading MAC with nonzero outage is derived in [12] .
In Part I of this paper, we first derive the ergodic capacity of an -user flat-fading broadcast channel with transmitter and receiver CSI 3 and obtain the corresponding optimal resource allocation strategy for code division (CD) with and without successive decoding, time division (TD), and frequency division (FD). The optimal power allocation that achieves the boundary of the ergodic capacity region is derived by solving an optimization problem over a set of time-invariant additive white Gaussian noise (AWGN) broadcast channels with a total average transmit power constraint. For CD with successive decoding, the optimal power allocation is similar to that of the parallel Gaussian broadcast channels discussed in [13] , [14] , and the solution uses the results therein. We solve the optimization problem for TD and show that one of the nonunique optimal power allocation strategies is also optimal for CD without successive decoding, and the ergodic capacity regions for these two techniques are the same. TD and FD are equivalent in the sense that they have the same ergodic capacity region and the optimal power allocation for one of them can be directly obtained from that of the other [15] . Thus, we obtain the optimal resource allocation for FD as well. For TD and CD without successive decoding we also propose a simple suboptimal power allocation strategy that results in an ergodic rate region close to their capacity region. These results are then extended to frequency-selective fading broadcast channels that vary randomly.
In Part II of this paper, we first obtain the zero-outage capacity regions and the associated optimal resource allocation strategies for an -user flat-fading broadcast channel with TD, FD, and CD with and without successive decoding. We then determine the outage probability region for a given rate vector of the users and derive the optimal power allocation policy that achieves the boundaries of the outage probability regions for these different spectrum-sharing techniques. The outage capacity regions are thus obtained implicitly from the outage probability regions for given rate vectors. These results are also extended to frequency-selective fading broadcast channels.
Part I of this paper is organized as follows. In Section II, we present the flat-fading broadcast channel model. The ergodic capacity regions and the optimal resource allocation for CD with and without successive decoding, TD, and FD, as well as the suboptimal power and time allocations for TD are obtained in Section III. In Section IV, we extend our flat-fading model to the case of frequency-selective fading. Section V shows various numerical results, followed by our conclusions in the last section.
Notation: The prime is used to denote the derivative of a function throughout this paper except in the proofs about the convexity of a capacity region in the Appendix, Section B, where the prime or double prime of a symbol just denotes another symbol.
II. THE FADING BROADCAST CHANNEL
We consider a discrete-time -user broadcast channel with flat fading as shown in Fig. 1 . In this model, the signal source is composed of independent information sources, and the broadcast channel consists of independent flat-fading subchannels. The time-varying subchannel gains are denoted as and the Gaussian noises of these subchannels are denoted as . Let be the total average transmit power, the received signal bandwidth, and the noise density of , . Since the time-varying received signal-to-noise ratio (SNR) if we define 4 , we have . Therefore, for slowly time-varying broadcast channels, we obtain an equivalent channel model, which is shown in Fig. 2 . In this model, the noise density of is , . We assume that are known to the transmitter and all the receivers at time . Thus, the transmitter can vary the transmit power for each user relative to the noise density vector , subject only to the average power constraint . For TD or FD, it can also vary the fraction of transmission time or bandwidth assigned to each user , subject to the constraint for all . For CD, the superposition code can be varied at each transmission. Since every receiver knows the noise density vector , they can decode their individual signals by successive decoding based on the known resource allocation strategy given the noise densities. In practice, it is necessary to send the transmitter strategy to each receiver through either a header on the transmitted data or a pilot tone. We call the joint fading process and denote as the set of all possible joint fading states.
denotes a given cumulative distribution function (cdf) on .
III. ERGODIC CAPACITY REGIONS
Under the assumption that both the transmitters and the receiver have perfect CSI, the ergodic capacity region of a fading MAC is derived in [8] by exploiting its special polymatroidal structure. In that work, the optimal resource allocation scheme is obtained by solving a family of optimization problems over a set of parallel Gaussian MACs, one for each fading state. In this section, we derive the ergodic capacity region for the flat-fading broadcast channel under the assumption that the transmitter and all receivers have perfect CSI. The corresponding optimal resource allocation strategy is obtained by optimizing over a set of parallel Gaussian broadcast channels for CD with and without successive decoding and for TD. For FD it is shown that the ergodic capacity region is the same as for TD and the corresponding optimal power and bandwidth allocation policy can be derived directly from that of TD [15] . We will discuss extensions of the results obtained in this section to the case of frequency-selective fading channels in Section IV.
A. CD
We first consider superposition coding and successive decoding where, in each joint fading state, the -user broadcast channel can be viewed as a degraded Gaussian broadcast channel with noise densities and the multiresolution signal constellation is optimized relative to these instantaneous noise densities. Given a power allocation policy , let be the transmit power allocated to User for the joint fading state and denote as the set of all possible power policies satisfying the average power constraint where denotes the expectation function. For simplicity, we assume that the stationary distributions of the fading processes have continuous densities, 5 i.e., , .
Theorem 1:
The ergodic capacity region for the fading broadcast channel when the transmitter and all the receivers know the current channel state is given by (1) where (2) , and denotes the indicator function ( if is true and zero otherwise). Moreover, the capacity region is convex. Proof: See the Appendix, Section A.
Since this capacity region is convex 5 If Prfn = n g 6 = 0 for some i; j then, in state n n n, User i and User j can be viewed as a single user and superposition coding and successive decoding are applied to M 0 1 users. The information for User i and User j are then transmitted by time-sharing the channel.
with
, if a rate vector is a solution to the following maximization problem, it will be on the boundary surface of in (1) subject to (3) The maximization problem in (3) is equivalent to subject to:
where and the objective function (5) In (5), is the Lagrangian multiplier and can be viewed as a weighting parameter (rate reward) proportional to the priority of User . The problem in (4) is quite similar to that of the parallel AWGN broadcast channels discussed in [13] , [14] and its solution is obtained by applying the results therein. For each fading state , let the permutation be defined such that . The optimal power allocation procedure for each state as derived in [13] is essentially water filling. We now describe this optimal power allocation procedure in the following.
Initialization: Do not assign power to any user for which , with . Remove these users from further consideration.
Step 1: Denote the number of remaining users as and define the permutation such that . Then, due to the removal criterion, we have i.e.,
Step 2: Define where and assign power to User
. If the total power for state has been allocated. If not, only the power for User has been allocated. In this case, increase the noises by and do not assign power to any user for which such that with . Remove these users from further consideration. Also remove User and return to Step 1. In the above procedure, is the water-filling power level that satisfies the total average power constraint of the users in (4) instead of the total power constraint for a parallel AWGN broadcast channel as in [13] , [14] . In each iteration, this water-filling procedure consists of selecting the best receiver according to a modified noise criterion using the weighting parameter for each user , and adding power to the corresponding subchannel until a predetermined power is achieved. Note that in each iteration, some subchannels will be identified to hold no power.
This optimal power allocation procedure can be obtained in a different form through a greedy algorithm [14] This power allocation strategy is shown to be equivalent to the water-filling procedure [16] and it has a greedy interpretation in the following sense [14] : can be interpreted as the marginal weighted rate increase in the objective function in (5) when a marginal power is allocated to User at interference level . The optimal solution to (4) can be obtained greedily by allocating marginal power to the user with the largest positive marginal weighted rate increase at each interference level . This power allocation process continues until no user obtains a positive marginal 6 From (6) we see that z is defined as the smallest z for which u (z) = 0; if no such point exists, then z = 1.
weighted rate increase with the addition of power [i.e., ], in which case we allocate no more power to state .
In the special case where each user has the same rate reward , it is easily seen that the optimal power allocation policy in a fading state is to assign power to User and assign no power to any other user. We will see in the following subsection that this is actually the same as the optimal TD policy when all users have the same rate reward .
B. TD
Now we consider the TD case where, in each fading state , the information for the users will be divided and sent in time slots which are functions of . For a given power and time allocation policy , let and be the transmit power and fraction of transmission time allocated to User , respectively, for fading state , and let be the set of all such possible power and time allocation policies satisfying and (7) Theorem 2: The achievable rate region for the variable power and variable transmission time scheme is (8) where (9) Moreover, the rate region is convex. Proof: See the Appendix, Section B.
Note that in this paper we will refer to this achievable rate region as the capacity region for TD, though we do not have a converse proof due to the fact that the converse only holds for the optimal transmission strategy for this channel, which, according to Theorem 1, is CD with successive decoding.
Due to the convexity of this capacity region, with , if a rate vector is a solution to subject to (10) it will be on the boundary surface of . Based on the expression for in (9) and the average total power constraint in (7), we can decompose the maximization problem (10) into the following two problems.
1) Assuming that
, is the total power assigned to the users, i.e., , we must determine how to distribute among the users so that the total weighted rate in state is maximized. That is, we must find subject to (11) where with and (12) 2) After we obtain the expression for by solving (11), the remaining problem is how to assign the total power of the users for each state so that the total weighted rate averaged over all fading states as expressed in (10) is maximized. That is, subject to (13) where is the Lagrangian multiplier.
We solve the maximization problems (11) and (13) for the two-user case first and then generalize the results to the -user case.
1) Two-User Case: Lemma 1: When , assuming that , the solution to (11) (16) in (15) is achieved by letting if (17) if (18) if (19) Proof: See the Appendix, Section C.
From (11) we see that when , is a linear combination of . The proof of Lemma 1 in the Appendix, Section C shows that if , then , and is simply ; if , then for , and will cross each other once at some positive value , as shown in Fig. 3 . 7 In this figure, the slope of the tangent line between the curves and is and it satisfies i.e., Thus, in this case, is the continuous contour in Fig. 3 which consists of part of the curve , the tangent line, and part of the curve , as indicated with the dashdotted line which is offset slightly for clarity. The expression of is therefore as given in (15) . Note that the slope of the tangent of the curve is continuous and it decreases with the increase of . For a given fading state , from (13) we know that the optimal power satisfies (20) Therefore, for any given , is determined by the point(s) on the curve whose tangent has a slope . In the case where and , since all the points on the tangent line between and in Fig. 3 have the same tangent slope , can be any value between and : if , from Lemma 1 we know that will be time-shared by the two users; if is simply chosen as or , then it is only assigned to User 1 or to User 2, respectively. In all other cases, the point that has a tangent with slope is unique and hence so is . The unique choice of is then allocated to a single user based on its relative value compared to and as discussed in Lemma 1. Consequently, we have the following theorem.
Theorem 3: When , assuming that , the optimal power and time allocation policy that achieves the TD capacity region boundary for each fading state In the above expressions, is given in (14) and is the water-filling power level. and satisfy the total average power constraint (21) and they may not be unique. Proof: See the Appendix, Section D.
When
, the optimal power policy for User 1 and User 2 is similarly derived using appropriate substitutions for all subscripts. When , the optimal power policy is simplified as follows: if then otherwise That is, this is the same power allocation as for CD when . Note that when the cdf is continuous, , the probability measure of the set (22) is zero. Since according to Theorem 3, is defined on a subset of and the probability measure of any subset of must also be zero, the value of will not affect the power constraint (21) and is therefore uniquely determined by (21) . Moreover, in this case, with probability , at most a single user transmits in each fading state . If is not continuous, the set may have positive probability measure and for any fading state in this set, the broadcast channel can be either time-shared by the two users, occupied by a single user, or not used by any user if the fading is too severe.
2) -User Case: The optimal power and time allocation policy that achieves the capacity region boundary for the twouser case can be generalized to the -user case . In the -user case, the optimal power allocation is again obtained based on the values of functions , . Specifically, for a given in (12) , if such that , , then we can show that will not appear in the expression of , . Thus, no resources should be assigned to User in the state . That is, the optimal and are , . In the special case where each user has the same rate reward , assuming that , then , . This is because for any , , . Therefore, it is clear that the optimal power allocation policy in a fading state is to assign power to User and assign no power to any other user, which is the same as that for CD with successive decoding.
For any assuming , we know that, as shown in the proof of Lemma (23) and (24) which means that their corresponding will cross one another once at some positive , and which satisfy (23) and (24).
for large enough. Thus, if are as shown in Fig. 4 , 8 it is clear that will not appear in the expression of since, , the curve is always under the dash-dotted contour of formed by part of the curves , , , and the straight tangent lines between them. Note that the dash-dotted curve in this figure is offset slightly for clarity. In the following, we use an iterative procedure to find all the users among the remaining users whose corresponding will not appear in the expression of and identify all other users to whom the resources will be allocated later. An interpretation of this procedure based on Fig. 4 will then be given. . Increase by and return to Step 1. 8 In this figure, P , P , and P (j = 1; 2) are all functions of n n n. Their explicit dependence on n n n is not shown to simplify the notation.
Initialization
In this procedure we observe that in the first iteration, of User must be the first part of the curve where is close to zero, since and according to (25), for close to zero , it must be true that
For
, satisfying corresponds to the slope of the common tangent between the two curves and . Since , if , all the curves will always be under the contour formed by part of the curve , part of the curve , and the common tangent between them. Thus, no power should be assigned to users , . In this case, we know that part of the curve of User as well as the common tangent between the curves and must be part of . For example, in Fig. 4 , since the number of remaining users is and , if we draw the common tangents between curves and , and , and also and , the slopes of which are , , and , respectively, then it is clear that and , i.e., the slope of the tangent between and is the largest among the slopes of the three tangents. Thus, will not be part of but and the common tangent between and will. After removing those users , , and User , the number of remaining users is reduced from to and User in the first iteration becomes User in the second iteration. Similarly, in the second iteration, by comparing the slopes of the common tangents between curves and , , we may remove more users and find a new User in this iteration whose corresponding as well as the common tangent between curves and must be part of . This User becomes User in the third iteration and the iterative procedure goes on until all the users whose corresponding will be part of have been identified and all other users have been removed.
Note that in each iteration, the value of is different. where . For example, in the case shown in Fig. 4 , since only User 2 will be removed from further consideration, by the time the iterative procedure stops, we have and
The and satisfying (26) are as shown in Fig. 4 In the above policy, and satisfy the average power constraint (29) and they may not be unique, since can be any value between and . Notice that as in the two-user case, if the cdf is continuous, , the probability measure of the set 9 such that and (30) is zero and is uniquely determined by (29). Moreover, in this case, the above optimal power and time allocation policy for the -user broadcast channel implies that with probability , the information of at most a single user is transmitted in each fading state. If is not continuous then the set may have nonzero probability measure and for , as discussed before, the channel capacity region is achieved by time-sharing between two users or dedicated transmission to just one user; for any other channel state , the information of at most one user is transmitted. Thus, in all cases, the capacity region boundary of TD can be achieved by sending information to just one user in every fading state. This motivates the suboptimal TD policy we propose in the next subsection.
C. Suboptimal TD Policy
The optimal power and time allocation policy in Section III-B indicates that the capacity region in (8) is achieved by transmitting the information of at most a single user in each fading state , although it can also be achieved by a strategy that transmits the information of two users in some states by time sharing and assigns the channel to a single user or no user in the other states. Based on this observation, we now propose a suboptimal method for resource allocation. This method selects a single user in each channel state and allocates appropriate power to him according to the fading state. We now describe our method to choose the single user and his corresponding power.
In each state , , define and let where is given in (12) . Then, in the state , only the information for User is sent with transmit power , where satisfies the -user average power constraint (29).
For example, in the two-user case, by denoting , it is obvious that this suboptimal TD power allocation policy in a fading state is to assign power to User and assign no power to any other user, which is the same as the optimal TD policy.
Compared to the optimal power and time allocation policy, the advantage of this suboptimal scheme is that it is much easier to compute the water-filling power level using (29). As will be shown in Section V, the resulting rate region of the two-user case comes very close to that of the optimal TD policy. This is due to the fact that the two policies are identical except over a small set of fading states. Specifically, assuming WLOG that , in the case where the cdf is continuous, the detailed comparison of the optimal and suboptimal decision regions for the two-user fading broadcast channel in the Appendix, Section E shows that for a given , the two policies 
D. CD Without Successive Decoding
For CD without successive decoding, each receiver treats the signals for other users as interference noise. For a given power allocation policy , by denoting as the transmit power allocated to User and as the set of all possible power policies satisfying the average power constraint , we have the following theorem.
Theorem 4:
The achievable rate region for CD without successive decoding is given by (33) where The proof of the achievability follows along the same lines as that for the capacity region of CD with successive decoding given in the Appendix, Section A and is therefore omitted. Note that in this paper, as in the case of TD, we refer to this achievable rate region as the capacity region for CD without successive decoding, though we do not have a converse proof since the converse only applies to the optimal transmission strategy, which is CD with successive decoding.
In order to show that in (33) cannot be larger than the capacity region of TD in (8), we give the following lemma.
Lemma 2:
, , ,
Proof: See the Appendix, Section F.
where equality is achieved using the optimal TD policy with power allocated to at most one user in each fading state. Proof: Recall that the optimal power and time allocation policy discussed in Section III-B2) indicates that if is continuous, then with probability , no more than one user is using the broadcast channel in each fading state ; if is discontinuous, in some fading states with nonzero probability, we can either choose two users and transmit their information by time-sharing the channel, or just select one of them and transmit his information alone. Therefore, in any case, the boundary of the capacity region in (8) can be achieved by an optimal TD policy which transmits the information of at most one user through the fading broadcast channel in each channel state . Obviously, this optimal policy can be used as a power allocation policy for CD without successive decoding to eliminate interference from all other users and, therefore, to achieve the same capacity region boundary as TD. Thus, we need only to show that the capacity region of CD without successive decoding in (33) cannot be larger than the capacity region of TD in (8) . We use Lemma 2 to prove this as follows.
For CD without successive decoding, , denote . Therefore, from (36) and (37), it is clear that given a fading state , , the capacity region of the equivalent AWGN broadcast channel for CD without successive decoding is within that for equal-power TD and is, therefore, within that for optimal TD. Consequently, the capacity region of CD without successive decoding in (33) cannot be larger than the capacity region of TD in (8) .
Note that since the suboptimal TD scheme proposed in Section III-C indicates that the broadcast channel is used by no more than one user, this suboptimal policy can also be applied to CD without successive decoding.
IV. FREQUENCY-SELECTIVE FADING CHANNELS
In the previous sections we have considered a flat-fading broadcast channel model which is appropriate for narrow-band applications. For wide-band communication systems, the time-varying frequency-selective fading model is more appropriate. In this section, we will extend our previous results to this model.
First we consider an -user time-invariant spectral Gaussian broadcast channel with continuous noise spectra , where ranges over the system bandwidth [13] . For CD with successive decoding, given a power allocation policy , can be viewed as the transmit power allocated to User at frequency , . Let denote the set of all power allocation policies satisfying the total power constraint , i.e., Then it can be similarly shown as in Section III-A that the capacity region is (38) For TD, given a resource allocation policy , , and can be viewed as the transmit power and fraction of transmission time allocated to User at frequency . In this case, the set is defined as Then the achievable rate region using TD is (39) Note that the regions in (38) and (39) are actually identical to those in (1) and (8), respectively, with the role of the fading state now played by frequency . Therefore, the boundary surfaces of the regions in (38) and (39) and the corresponding optimal resource allocation strategies can be obtained by using the results in Section III. Moreover, it is clear that one of the nonunique optimal resource allocation strategies for TD can also be used for FD and CD without successive decoding to achieve the same capacity region as TD.
In the general case, where the channel is time-varying, if we assume as in [8] that the time variations are random and ergodic, and the channel varies very slowly relative to the multipath delay spread, then the channel can be decomposed into a set of parallel time-invariant spectral Gaussian broadcast channels. In this case, for each fading state , let the continuous noise spectra of the users be . The capacity regions and the optimal resource allocation strategies for CD, TD, and FD of this time-varying channel can then be obtained from the results in Section III by replacing the fading state with . That is, the average is now taken on both frequency and fading state . Note that for most physical channels the time variations are correlated, not random. The capacity region for multiuser channels under this more realistic channel model is unknown (see [17] for the capacity of a single-user time-varying frequency selective fading channel).
V. NUMERICAL RESULTS
In this section, we present numerical results for the two-user ergodic capacity regions of the Rician and Rayleigh flat-fading channels under different spectrum-sharing techniques. The capacity regions obtained analytically in the previous section lead to double-integral formulas that were solved numerically using Mathematica to obtain the numerical results in this section. In the figures below, as in [15] , the equal power TD scheme refers to the strategy that assigns the constant transmission power and total bandwidth to User 1 for a fraction of the total transmission time, and then to User 2 for the remainder of the transmission. The optimal TD scheme for both the AWGN channel and the fading channels is obtained by allocating different power to the two users. We refer to CD without successive decoding as CDWO. Since TD and FD are equivalent in the sense that they have the same capacity region, all results for TD in the figures also apply for FD.
In Fig. 5 , the ergodic capacity regions of the Rician and Rayleigh fading broadcast channels are compared to that of the Gaussian broadcast channel using the CD, TD, equal power TD, and CDWO techniques. The SNR difference between the two users is 3 dB ( and denote the average noise densities of User 1's channel and User 2's channel, respectively). The total transmission power is 10 dB and the signal bandwidth 100 kHz. The ratio of the direct-path power to the scattered-path power in the Rician fading subchannels is 6 dB.
In this figure we see that while the single-user ergodic rate (the -axis or -axis intercept) in fading is smaller than the rate in AWGN, the two-user capacity regions of both the Rician fading and the Rayleigh fading broadcast channels using either optimal CD or suboptimal TD techniques in some places dominate that of the AWGN broadcast channel using optimal CD. That is, for the fading broadcast channel, ergodic rate pairs beyond the capacity region of the nonfading broadcast channel can be achieved by applying optimal resource allocation over the joint fading channel states. However, as shown in Fig. 6 , this is not true when the difference between the average noise variances of the two users is quite large. An intuitive analytical explanation of the two cases is given in the Appendix, Section G by comparing the sum rate on a fading broadcast channel to the sum rate on an AWGN channel, where the sum rate refers to the sum of the weighted rates in (3) with equal rate reward for each user.
In Fig. 5 , for simplicity, we calculate the rate region of the fading broadcast channel for TD by applying the simple suboptimal TD power allocation policy. The resulting rate region turns out to be very close to the capacity region for optimal CD. Therefore, the capacity region using the optimal TD power policy will also come very close to that of optimal CD. This observation implies that, due to the small SNR difference between the two users, superposition encoding with successive decoding is not necessary, since time sharing is near-optimal. For the AWGN broadcast channel, the capacity region boundary of the optimal TD scheme is indistinguishable from the equal-power TD straight line, which means that when the two users have a similar channel noise power, constant power allocation is good enough for TD. The CDWO capacity region boundary (omitted from Fig. 5 but shown in figures in [15] ) includes the two endpoints of the equal-power TD line but is below this straight line due to its convexity. However, for the fading channels, optimal or suboptimal TD has a much larger capacity region than equal power TD and the capacity region for CDWO is the same as that for optimal TD.
We show in Fig. 6 that when the SNR difference between the two users is 20 dB and the total average power is 25 dB, the ergodic capacity region for CD in Rayleigh fading is now completely within the region for CD in AWGN. However, optimal TD in fading can achieve some rate pairs far beyond the capacity region of the AWGN broadcast channel using optimal TD, and the suboptimal TD power policy for Rayleigh fading results in a rate region almost as large as the capacity region with the optimal TD power policy. For both AWGN and fading channels, due to the large SNR difference between the two users, the capacity region for optimal CD is noticeably larger than that for optimal TD, and the capacity region for optimal TD is noticeably larger than that for equal power TD. Fig. 7 shows the case where the SNR difference between the two users is 20 dB and the total average power is only 10 dB. Unlike the previous cases, we see here that the ergodic single-user capacity of User 2 for the Rayleigh fading channel is larger than that for the AWGN channel due to its very low average SNR. Thus, the optimal CD or suboptimal TD scheme for fading yields a large rate region that is not achievable for the AWGN channel. However, as in Fig. 6 , due to the great SNR difference between the two users, optimal CD results in a capacity region much larger than that for suboptimal TD and the capacity region for optimal TD is significantly larger than that for equal power TD. This observation holds for both fading and AWGN channels. 
VI. CONCLUSION
We have obtained the ergodic capacity region and the optimal dynamic resource allocation strategy for fading broadcast channels with perfect CSI at both the transmitter and the receivers. These results are obtained for CD with and without successive decoding, TD, and FD. Comparisons of the capacity regions show that CD with successive decoding has the largest capacity region, while TD and FD are equivalent and they have the same capacity region as CD without successive decoding. For CD without successive decoding, the optimal power policy is to transmit the information of at most one user in each joint fading state. This policy is also optimal for TD, though other strategies which allow at most two users to time-share the channel may also be optimal. When the average channel fading condition for each user is similar, the capacity regions for optimal CD and TD are quite close to each other. However, when each user has an average channel condition quite different from that of the others, optimal CD can achieve a much larger ergodic capacity region than the other techniques. In Part II of this paper, we will derive the zero-outage capacity region and the capacity region with nonzero outage for fading broadcast channels. For narrow-band applications, since each rate vector in the outage capacity region must be achievable in every fading state unless an outage is declared, we cannot average over different fading conditions. However, the outage and ergodic capacity regions exhibit similar relative performance between the various channel-sharing techniques.
APPENDIX

A. Proof of Theorem 1
The convexity of the capacity region in (1) can be easily proved by using the idea of time-sharing [18, pp. 396-397] . We now prove the achievability and the converse of this capacity region.
1) Achievability:
We prove the achievability of the capacity region by proving the achievability of in (2) for each given power allocation policy . , the proof is similar to that of the achievability of the single-user fading channel capacity [6] . The main idea is a "time diversity" system with multiplexed input and demultiplexed output. That is, we first discretize the range of the time-varying noise density of each user into states. Therefore, there are joint channel states of the users and we denote them as , the probabilities of which are , respectively. In each joint state, the channel can be viewed as a time-invariant AWGN broadcast channel, the capacity region of which is known [19] . Given a block length , we then design an encoder/decoder pair for the users in each state with codewords of average power for each user which achieve rate , , where is the maximum achievable rate for User on the equivalent AWGN broadcast channel corresponding to state , for large enough, and These encoder/decoder pairs correspond to a set of input and output ports associated with each state. When the channel is in state , the corresponding pair of ports are connected through the channel. The codewords associated with each state are thus multiplexed together for transmission, and demultiplexed at the channel output. This effectively reduces the time-varying broadcast channel to a set of time-invariant broadcast channels in parallel, where the th channel only operates when the timevarying channel is in state . The average rate for each user is thus the sum of rates associated with each state weighted by , . Details of the proof can be found in [16] .
2) Converse: Suppose that a rate vector is achievable, then we need to prove that any sequence of codes with average total power and probability of error as must have where is
We assume that the codes are designed with a priori knowledge of the joint channel state . Since the transmitter and receivers know state up to the current time, this assumption can only result in a higher achievable rate.
As in the Appendix, Section A1), we first discretize the range of the time-varying noise density of each user into states. For a given power allocation policy , we assume that is the transmit power assigned to User when the time-varying broadcast channel is in channel state . Let be the set of all the power allocation policies which are piecewise constant in each channel state and which satisfy the average total power constraint (40). Assuming that the noise densities of the users in each channel state are constants and are denoted as , the channel states can be viewed as AWGN broadcast channels where at any given time only one of these channels is in operation and the probability that the th broadcast channel is in operation is given by , . We call this the probabilistic broadcast channel. We show in the Appendix, Section A3) that if is achievable on the probabilistic broadcast channel consisting of the broadcast channels with probabilities under the assumption of perfect transmitter and receiver CSI (i.e., at each time it is known at both the transmitter and receivers which broadcast channel is in operation), then 
, let
According to the power constraint (40), it is obvious that satisfies Thus, and
where is given in (2). Taking the limit of the left-hand side of (43), we obtain we obtain
Since the upper bound equals the lower bound by the monotone convergence theorem [20] , it is clear that
3) Capacity of a Probabilistic Broadcast Channel with CSI:
In the Appendix, Section A2), while proving the converse of the capacity region in Theorem 1 we have used the capacity of a probabilistic broadcast channel consisting of discrete AWGN broadcast channels with given probabilities under the assumption that perfect CSI is available at both the transmitter and the receivers. We now show how to prove the capacity formula of a probabilistic broadcast channel composed of two AWGN broadcast channels and two users. As will be discussed later, the results can be easily generalized to the case of channels and users ( ). Assume that two discrete degraded memoryless AWGN broadcast channels and are as shown in Fig. 8 , where , , and are finite alphabets and denotes the channel transition probability function. Note that each broadcast channel has two outputs and . In the first channel (Channel 1), the Gaussian noises are denoted as and , the noise variances of which are and , respectively. In the second channel (Channel 2), the Gaussian noises are and , the noise variances of which are and , respectively. Let and . We define the probabilistic broadcast channel consisting of two AWGN broadcast channels as a channel where Channel 1 operates with probability and Channel 2 operates with probability , and at any time only one of the two channels is in operation.
Denote as the capacity of an AWGN channel with SNR , i.e., . Let and be the transmission rates of the particular information to and , respectively. Here we do not consider the case where common information is transmitted.
, let , . Assuming that the total average power is , for fixed , we first divide the total power into the part used in Channel 1 and used in Channel 2 with . Then is divided into the power used to transmit the information to and used to transmit the information to ; is divided into the power used to transmit the information to and used to transmit the information to . Then, under the assumption of perfect CSI at both the transmitter and the receivers, the capacity region of the probabilistic broadcast channel in Fig. 8 is defined by (47) Note that this capacity region is similar to that of a parallel broadcast channel composed of two broadcast channels [21] , [22] , except that in the parallel case, both and equal . Therefore, its proof can be obtained by following very similar steps as that for the parallel broadcast channel [21] , [22] , the details of which are given in [16] .
The capacity region in (47) is equivalent to [21] , [22] (48) since it is obvious that , and every vertex of the convex hull is inside , which means . The convexity of is easily shown by using the time-sharing technique. The formulas (47) and (48) can be readily generalized to the case of channels and users by careful inspection of their structures, and the generalized formulas are also equivalent. Since we can similarly prove that the generalized formula of (48) is the capacity region of the -channel, -user probabilistic broadcast channel, the generalized formula of (47) as used in the Appendix, Section A2) must also be the capacity region.
B. Proof of Theorem 2 1) Achievability of the Rate Region:
The proof of the achievability follows along the same idea as that for the capacity region of CD with successive decoding discussed in the Appendix, Section A1) and is therefore omitted.
2 
where , . This result will be used in the following to prove the convexity of the capacity region.
, , we need to show that . Let and be the two power policies corresponding to the rate vectors and , respectively. In a given channel state , according to the two policies, the transmit power and fractions of transmission time allocated to User are and , , and , respectively. Therefore, for the two power policies, the achievable rates for User in the state are respectively. Equations (53) and (54) can also be expressed as [23] where 
Since , for large enough, . Thus, for large , , i.e., . However, . Using this and (57), it is clear that and will cross each other once at some positive value , as shown in Fig. 3 . In that figure, and are the points that satisfy where is the slope of the common tangent line in the figure. Since and can also be expressed as we have
and satisfies
i.e.,
where is given in (14) . Therefore, if , by time-sharing, in (11) can achieve the values between and on the straight line; if or , is simply or , respectively. That is, in this case, the solution to (11) is (15) .
D. Proof of Theorem 3
For a given fading state , from (13) we know that the optimal power satisfies (20) . Let and be the optimal power and fraction of transmission time allocated to user at state , respectively. From Lemma 1, we know that 1) if , then . Thus 
where , , and are all functions of and they are given in (58)-(60), respectively. Since we know from (20) that , from (15) , (17) Therefore, the second part of Theorem 3 is proved by combining a), b), and c) with A), B), and C).
E. Decision Region Comparison for Optimal and Suboptimal TD Schemes
For the suboptimal TD policy, define where is given in (31 . Therefore, for a given , the only difference between the optimal and suboptimal policy is that when , where is given in (32), the suboptimal scheme transmits the information of User 2, while the optimal scheme transmits the information of User 1. This suboptimal allocation of resources occurs only rarely. Note that the values of in the two schemes satisfying the two-user power constraint (21) are not the same, though they may be very close to each other.
F. Proof of Lemma 2
For simplicity, we denote Therefore, by induction, we know that (34) is true.
G. Comparison of the Sum Rates on a Fading Broadcast Channel and on an AWGN Broadcast Channel
In the following we consider the sum rate for an -user broadcast system. Assume WLOG that User 1 has the smallest average noise variance, i.e.,
Then for the time-invariant AWGN broadcast channel with the same noise variances, the maximum sum rate of the users will be AWGN (71) where is the total transmit power of the users. For the fading broadcast channel, it is shown that for both CD and TD, the optimal power allocation strategy in each fading state is to allocate power to User only, where , and satisfies . Therefore, the maximum sum rate of the users is fading which is equivalent to the capacity of a single-user fading channel with average noise power [6] For this equivalent single-user fading channel, given the total average power constraint , it is well known by Jensen's inequality that [6] fading (72) In the case where the average noise power of each user in a broadcast system with fading is dramatically different, most of the time the user with the best average fading condition (User 1) is chosen for transmission. Therefore, in this case, . Hence, from (71) and (72) it is clear that fading AWGN
In the case where the average noise power of each user is quite similar, in each joint fading state , only the user with the best channel condition is chosen for transmission. In this case, since at any time, the channel chosen for transmission is the best of the channels with similar average fading conditions, the equivalent single-user fading channel is much better on the average than any of the individual fading channels, i.e., . Therefore, it is very likely that fading AWGN
