We have developed a reduced model representing feedback loops of transcriptional regulation underlying circadian rhythms in Neurospora crassa. The model contains two delay differential equations that describe the dynamics of two core gene products, FRQ and WCC. In a negative feedback loop, FRQ protein represses frq transcription by binding the whitecollar complex (WCC), which consists of the WC-1 and WC-2 proteins. In a positive feedback loop, WCC indirectly enhances its own formation. The model simulates circadian oscillations, light entrainment, and a phase-response curve (PRC) similar to experimental PRCs. The Neurospora model is virtually identical to a model describing Drosophila circadian rhythm generation, illustrating that rhythm generation in these divergent organisms shares important mechanistic elements. Significant dynamic differences were found when the parameter spaces of both models were explored to analyze changes in oscillations and bifurcations to steady states. Stochastic fluctuations in molecule numbers were simulated with the Gillespie algorithm. Circadian oscillations and entrainment to light were simulated with ,80 molecules of FRQ and WCC present on average. Simulations suggest that in both Neurospora and Drosophila, only the negative feedback loop is essential for circadian oscillations. Similar models may aid understanding of circadian mechanisms in mammals and other organisms.
INTRODUCTION T
RANSCRIPTIONAL REGULATIO N appears to underlie the generation of circadian rhythms of activity in a variety of organisms ranging from fungi to mammals. The mechanism of rhythm generation has been particularly well studied in a few organisms-the fungus Neurospora crassa, mammals (mice), and the fruit fly Drosophila. In these organisms, negative and positive feedback loops have been identified that appear to underlie the generation of circadian oscillations in the levels of the products of a few "core" circadian genes (Bae et al., 2000; Glossop et al., 1999; Lee et al., 2000; Shearman et al., 2000) . These core genes are essential for rhythm generation. The negative and positive feedback loops appear to be based on circadian regulation of core gene transcription in Drosophila and mammals (Glossop et al., 1999; Shearman et al., 2000) . In Neurospora, the feedback loops are based largely on transcriptional regulation, except that in the positive feedback loop, the FRQ gene product upregulates the synthesis of the WC-1 gene product posttranscriptionally (Cheng et al., 2001; Lee et al., 2000) .
In Neurospora, Drosophila, and mammals, the negative feedback loop appears essential for generation of oscillations in core gene transcription. In each of these organisms, an interlocked positive feedback loop shares molecular components with the negative feedback loop. It has been suggested that the positive feedback loop is necessary to sustain circadian oscillations, or to increase the robustness of oscillations to parameter variability and fluctuations in gene product copy numbers (Cheng et al., 2001; Hastings, 2000) .
The negative and positive feedback loops in the circadian oscillator of Neurospora crassa operate as follows (Fig. 1A) . The white-collar proteins WC-1 and/or WC-2 activate frq transcription (Crosthwaite et al., 1997) . WC-1 and WC-2 first form a complex, termed white-collar complex or WCC, and WCC then activates frq expression (Froehlich et al., 2003 , Talora et al., 1999 . WCC can be bound by FRQ (Denault et al., 2001) . The interaction of FRQ with WCC inhibits WCC's activation of frq, because FRQ antagonizes the binding of WCC to a specific DNA sequence in the frq promoter (Froehlich et al., 2003) . This indirect repression of frq expression by FRQ appears to be the core negative feedback loop that sustains circadian oscillations in Neurospora. FRQ also activates WC-1 synthesis and WC-1 is the limiting factor for the formation of WCC (Cheng et al., 2001; Denault et al., 2001 ). Therefore, a positive feedback loop can be envisioned as follows. If WC-1 synthesis is activated, the level of WCC will increase, since WC-1 is limiting for WCC formation. The increase in WCC will activate frq transcription. The resulting increase in FRQ will increase the synthesis of WC-1, closing the loop. The positive and negative feedback loops are interlocked, because transcriptional activation of frq by WCC is common to both loops.
The Drosophila positive and negative feedback loops are interlocked as they are in Neurospora (Fig.  1B) . Transcriptional activation by the dCLOCK transcription factor is common to both loops. dCLOCK forms a heterodimer with the CYCLE protein, and the heterodimer activates per and tim transcription (Bae et al., 2000; Darlington et al., 1998 ). PER appears to bind the dCLOCK-CYCLE heterodimer and mask its DNA binding activity (Bae et al., 2000; Lee et al., 1999) thereby repressing per and tim transcription. This repression closes the negative feedback loop that begins with per and tim transcription. Positive feedback is also present. The dclock gene is repressed by dCLOCK (Glossop et al., 1999) . This repression appears to be indirect, in that dCLOCK activates expression of another core gene, vrille, with VRILLE then repressing dclock (Glossop et al., 2003) . PER appears to activate dclock by interacting with dCLOCK and blocking dclock repression Glossop et al., 1999) . Therefore, a positive feedback loop can be envisioned as follows. When dclock is activated, dCLOCK levels increase. Activation of per and tim by dCLOCK results in PER synthesis and the binding of dCLOCK by PER. Thus, repression of dclock is relieved, and dCLOCK increases further. The roles of PER/TIM and dCLOCK in the Drosophila positive feedback loop are thus analogous to the roles of FRQ and WC-1, respectively, in the Neurospora loop.
We recently developed a reduced, or simplified, model that represents the dynamics of the positive and negative feedback loops of the Drosophila oscillator with a minimal number of dependent variables (Smolen et al., 2002) . The model consists of two differential equations, each with a time delay. These delay differential equations describe the evolution of PER and dCLOCK concentrations. Such reduced models have often been found to aid intuitive understanding of the dynamics of biophysical, biochemical or genetic systems (Butera et al., 1996; Ermentrout, 2001; Rinzel, 1985; Smolen et al., 2000) .
Our goal in the present study was to develop a reduced model that provides a minimal representation of the transcriptional regulation underlying Neurospora circadian rhythm generation and compare the structure and dynamics of the Neurospora and Drosophila reduced models. The Neurospora model is developed in the following section, and the Neurospora and Drosophila models are compared in the Results. The Discussion considers the ways in which similarities in these models highlights common elements in the mechanisms of circadian rhythm generation in Neurospora and Drosophila. The Discussion also examines the ways in which similar reduced models may help to understand rhythm generation mediated by similar transcriptional regulation in other organisms, including mammals.
Studies such as these illustrate the capabilities of collaborative research carried out within the community involved in development of the in silico cellular analysis and evaluation tool, Bio-SPICE, a Simula- 
MATERIALS AND METHODS

A model of the Neurospora circadian oscillator
In order to minimize the number of variables, separate nuclear and cytoplasmic compartments were not considered. Rather, concentrations were referenced to the total cell volume. Absolute concentrations are not well known for circadian proteins, thus standard units of nM were assumed. Parameters were chosen such that the maximum concentration of FRQ during a simulated circadian oscillation is roughly 0.5 nM. The main effect of not considering separate nuclear and cytoplasmic compartments is likely to be the omission of time delays for transport of circadian gene products between compartments. These delays would contribute to the 24-h circadian oscillation period, but experimental data do not yet allow an accurate estimate of this contribution.
The Neurospora model is schematized in Figure 1A . The model represents a negative feedback loop in which FRQ binds the white-collar protein complex (WCC), thereby hindering WCC's activation of frq transcription. The model also represents a positive feedback loop in which activation of WCC synthesis by FRQ results in activation of frq transcription, increased [FRQ] , and further activation of WCC synthesis. In vivo, WCC consists (wholly or in part) of a heterodimer of the white-collar proteins WC-1 and WC-2. FRQ activates WC-1 synthesis and WC-1 is the limiting factor for the formation of WCC (Cheng et al., 2001; Denault et al., 2001) . Therefore, it is plausible that an increase in FRQ would lead to an increase in the level of WCC. WCC sometimes contains more than one copy of WC-1 (Cheng et al., 2003) . This complication is not considered in the reduced model of Figure 1A , because the model dynamics are unchanged if a fixed ratio other than 1:1 is assumed for the average number of WC-1 copies per WCC complex. The model behavior could be altered, however, if this ratio was itself under circadian control. FRQ inhibits WCC activation of frq transcription by binding to WCC. However, in constructing a reduced model, we did not explicitly represent complexes of FRQ and WCC. This simplification allows for a model with only two dependent variables, [FRQ] and [WCC] . These variables refer to total concentrations of FRQ and WCC, whether free or bound to each other.
The model consists of two delay differential equations for [FRQ] and [WCC] . The differential equations each have two terms-one for synthesis and one for degradation. Regulation of degradation was not included, therefore simple first-order degradation rate constants were assumed. The differential equation for [FRQ] is as follows: 
Here, it is assumed that the frq transcription rate is proportional to the occupancy of a regulatory DNA sequence by WCC free , and that the synthesis rate of FRQ, R sF , is proportional to the rate of frq transcription. . WC-1 levels are below those of WC-2 and are thus limiting for WCC formation (Denault et al., 2001) . Therefore, increased frq expression will upregulate WCC formation. The reduced Neurospora model does not explicitly represent the multiple phosphorylations of FRQ protein that are known to occur prior to FRQ degradation (Yang et al., 2002) . However, these FRQ phosphorylations occur over hours and are important for determining the ,24-h oscillation period, because altering the rate of FRQ phosphorylation strongly affects the period (Liu et al., 2000) . Therefore, it appears important to incorporate the effective time delay due to these phosphorylations into the model. FRQ phosphorylation could be represented by an additional time delay in equation 1. The degradation rate of FRQ might be made a delayed function of [FRQ] . However, in this case [FRQ] is no longer constrained to remain non-negative. Simulations with this model variant were carried out, and [FRQ] was often observed to become negative. Consequently, this approach was rejected. Instead, the effective delay from FRQ phosphorylation was incorporated into the delays t 1 and t 2 , which were both increased to 10 h.
For most simulations with the Neurospora model (equations 1-4), a standard set of parameter values was used, as follows:
A model for the Drosophila circadian oscillator
This model is schematized in Figure 1B . The model contains a negative feedback loop, in which PER binds dCLOCK and thereby de-activates per transcription, and a positive feedback loop, in which activation of per transcription by dCLOCK results in binding of dCLOCK by PER and de-repression of dclock. Equations are derived in Smolen et al. (2002) . The differential equation for [PER] is as follows:
In the synthesis term of equation 5, R sP represents activation of per. R sP depends on free dCLOCK as follows:
) or zero, whichever is greater.
In the synthesis term of equation 7, R sC represents repression of dclock by free dCLOCK In the Drosophila model, the effective delay resulting from multiple phosphorylations of PER prior to degradation (Edery et al., 1994) was incorporated in the same manner as for FRQ in the Neurospora model. The delays t 1 and t 2 were increased to 10 h.
Standard parameter values for the Drosophila model were as follows:
Simulation of stochastic fluctuations in molecule numbers
The Gillespie algorithm (Gibson and Bruck, 2000; Gillespie, 1977) was used for simulations in which the dependent variables were molecule numbers. First, parameters with units of concentration were rescaled to change units to molecule number. The standard parameter value sets for the Neurospora and Drosophila models, given above, were used as the starting points. Maximal reaction velocities and Michaelis constants were rescaled. Specifically, the parameters v s1 , v s2 , K 1 , and K 2 were all multiplied by a common factor. Higher factor values yield higher average molecule numbers. High average molecule numbers correspond to relatively small stochastic fluctuations of molecule numbers (expressed as percentages of the average numbers) and therefore to more regular and reproducible circadian oscillations. A common factor of 250 was found to yield large enough molecule numbers so that simulated oscillations were not overly degraded by large fluctuations.
To apply the Gillespie algorithm, the set of average reaction rates is calculated at the beginning of each simulation time step, along with the sum of these rates. For example, after conversion to units of molecule numbers, the average reaction rate for FRQ synthesis is given as v s1 * R sF , with R sF as in equation 1. Denote the set of average reaction rates by a i , with i 5 1, . . . , m. For each reduced model, m 5 4 because there is one reaction for synthesis of each protein and one for its degradation. Denote the sum of the reaction rates by a TOT . Two random numbers (r 1 , r 2 ) are each picked from a uniform distribution on (0,1). The index i of the reaction that occurs during the simulation time step is the value of i that satisfies the inequalitŷ The length t of the time step is given by using the other random number,
To account for time delays, delayed quantities were used to calculate average reaction rates. For example, the average rate of FRQ synthesis was calculated using equation 2.
Numerical methods
For integration of delay differential equations, the forward-Euler method was used, with storage of delayed quantities for later calculations. Integration time steps were reduced until no significant difference was seen upon further reduction. Final step sizes were ,2 3 10 25 h. In stochastic simulations with the Gillespie algorithm, time steps are of variable size, so delayed quantities were stored along with the time at which they were computed. Every 0.05 h, the array entries that were computed closest to t 1 and t 2 hours previously were recalled. All models were programmed in FORTRAN 77 and simulated on a Compaq XP1000 workstation. Programs can be obtained by contacting the authors.
RESULTS
Reduced models with feedback loops and time delays can represent the Neurospora and Drosophila circadian oscillators
Simulation of Neurospora circadian oscillations. The Neurospora model (Fig. 1A , equations 1-4) readily simulated large-amplitude circadian oscillations in the levels of total FRQ and total WCC ( Fig. 2A ) with a period of 23.5 h. Figure 2A also illustrates the time course of free WCC (not bound to FRQ), which only exists when the level of FRQ is below that of WCC. The mechanism of oscillation is as follows. When [FRQ] rises at the beginning of an oscillation (at t ,13 h in Fig. 2A ), free WCC is rapidly eliminated. Following the delay t 2 , the upstroke of FRQ stimulates WCC synthesis (at t ,23 h). However, following the delay t 1 , the loss of free WCC terminates FRQ synthesis by diminishing the right-hand side of equation 2 (also at t ,23 h). Degradation of FRQ continues, and the decline in FRQ regenerates free WCC (at t ,26 h). The free WCC then activates FRQ synthesis with a delay t 1 , beginning the next oscillation (at t ,36 h).
The delay t 1 is critical for oscillations. Decreasing t 1 decreased the oscillation period. For example, a t 1 of 5 h corresponds to a period of 16.7 h with other parameters as in Figure 2A . Eliminating t 1 abolished sustained oscillations, which could not be restored by varying other parameters. In contrast, if t 2 was eliminated oscillations were preserved. The oscillation period was decreased to 17.1 h, and the lags between upstrokes of [FRQ] and succeeding upstrokes of [WCC] were virtually eliminated.
Biochemical parameters are expected to vary somewhat from cell to cell, and from one member of a species to another. Because circadian rhythmicity is well preserved from one individual to the next, it is important for a model of circadian rhythmicity to be robust in that small parameter variations should not cause large changes in the period or amplitude of circadian oscillations. To test the robustness of the oscillations of Figure 2A , simulations were done in which each parameter was increased and decreased by 20% of its standard value. There are eight parameters, including t 1 and t 2 . Thus, 16 additional simulations were carried out. Oscillations were preserved in all simulations. The scatter plot in Figure 2C gives their period and amplitude. The amplitude was measured as the peak-to-minimum difference in [FRQ] . The period and amplitude never varied by more than 25% from control (23.5 h, 0.47 nM). The period was most sensitive to t 1 . Decreasing and increasing t 1 by 20% gave periods of 20.7 h and 26.5 h, respectively. The only other points with periods significantly different from control correspond to variations of t 2 . The amplitude was most sensitive to v s1 . Decreasing and increasing v s1 by 20% gave amplitudes of 0.36 nM and 0.60 nM, respectively. These results suggest the model is reasonably robust to modest parameter changes.
Simulation of Drosophila circadian oscillations. The Drosophila model (Fig. 1B , equations 5-8) simulated free-running circadian oscillations in the levels of PER and dCLOCK ( Fig. 2B ) with a period of 23.1 h. Figure 2B also illustrates the time course of free dCLOCK, which only exists when the level of PER is below that of dCLOCK. The mechanism of oscillation is as follows. When [PER] rises at the beginning of an oscillation (at t ,12 h in Fig. 2B ), free dCLOCK is eliminated. This decreases the right-hand side of equation 6 and, following the delay t 1 , terminates PER synthesis. Also, the loss of free dCLOCK increases REDUCED MODELS OF CIRCADIAN OSCILLATORS the right-hand side of equation 8. As a result, following the delay t 2 , dCLOCK synthesis is initiated (at t ,22 h). Degradation of PER along with new dCLOCK synthesis rapidly regenerates free dCLOCK (at t ,24 h). Following another delay t 1 , the free dCLOCK activates PER synthesis, beginning the next oscillation (at t ,34 h). The oscillation period and amplitude do not show large changes when parameters are varied by 20% (Smolen et al., 2002) .
The only difference between the Drosophila and Neurospora oscillation mechanisms is as follows. A PER upstroke stimulates the subsequent dCLOCK upstroke indirectly with delay t 2 , by binding and removing free dCLOCK. However, a FRQ upstroke stimulates WCC formation directly with delay t 2 .
Mutations affecting FRQ or PER phosphorylation can be simulated
In Neurospora and Drosophila, mutations are known that affect FRQ or PER phosphorylation and alter circadian periods. In Neurospora, slowing FRQ phosphorylation with kinase inhibitors, or mutating one of the FRQ phosphorylation sites, can lengthen the period to 30 h or more (Liu et al., 2000) . Because multiple phosphorylations occur prior to FRQ degradation, interfering with FRQ phosphorylation presumably delays degradation. In Drosophila, the doubletime-S mutation accelerates PER phosphorylation, shortening the period to ,18 h (Price et al., 1998) . In the Drosophila model (Fig. 1B ) and the Neurospora model (Fig.  1A) , the time required for phosphorylations of PER or FRQ was incorporated in the delays t 1 and t 2 . Therefore, to simulate mutations that accelerate or retard phosphorylation, t 1 and t 2 were diminished or enhanced. In the Neurospora model, increasing t 1 and t 2 to 13 h yields a period of 30 h, similar to observations in the presence of kinase inhibitors (Liu et al., 2000) . In the Drosophila model, decreasing t 1 and t 2 to 7 h decreases the period to 17.1 h, similar to doubletime-S.
Effects of parameter variations on reduced model dynamics
To compare the dynamics of the Neurospora and Drosophila models in more detail, each parameter was varied from 0.1 3 its standard value to 10 3 its standard value. Throughout most of these parameter ranges, oscillations were preserved. However, bifurcations to steady states did occur and illustrated differences in model dynamics.
Alterations in t 1 had a similar effect in both models, decreasing or increasing the delay between rises in [WCC free ] (or [dCLOCK free ]) and subsequent rises in [FRQ] (or [PER] ). Oscillations were preserved unless t 1 was reduced below 1 h. However, alterations in t 2 affected oscillations differently in the two models. Figure 3 illustrates this difference, as well as the effects of varying other parameters. Figures 3A1 and  3A2 illustrate, respectively, the control Neurospora and Drosophila oscillations (Fig. 2) . The effect of reducing t 2 to 2 h is illustrated in Figures 3B1 (Neurospora) and 3B2 (Drosophila). In Figure 3B1 , t 2 describes the delay with which FRQ activates WCC synthesis. Decreasing t 2 decreases the lag between a rise in [FRQ] and the subsequent rise in [WCC] without affecting the amplitude of the [WCC] oscillation significantly. However, in Figure 3B2 , t 2 describes the delay with which dCLOCK represses its own synthesis. Decreasing t 2 decreases the lag between the start of a rise in [dCLOCK] and the termination of that rise by dCLOCK autorepression. Therefore, the amplitude of the [dCLOCK] oscillation is decreased significantly.
The effect of altering the FRQ (or PER) synthesis velocity v s1 was next considered. In the Neurospora model, FRQ and WCC reciprocally activate each other's synthesis. Therefore, decreasing v s1 decreases the levels of both species. Oscillations of decreasing amplitude but similar appearance and period to Figure  3A1 Figure 3C1 illustrates the effect of abruptly changing v s1 to 0.10 nM h 21 during the oscillatory solution of Figure 3A1 . Oscillations gradually damp towards zero. In the Drosophila model, although dCLOCK activates PER's synthesis, the reverse does not occur. Therefore, decreasing v s1 only decreases [PER] . Figure 3C2 illustrates (B) Neurospora model oscillations after t 2 is decreased to 2 h. In this panel and in others where the time of the parameter change is not explicitly given, oscillations have converged to a stable limit cycle. (B2) Drosophila model oscillations after t 2 is decreased to 2 h. (C1) v s1 is decreased to 0.1 nM h 21 in the Neurospora model. At 1 h before the start of the plot, the perturbation was applied to the oscillation of Figure 2A . The resulting oscillations slowly damp to zero. C2, v s1 was decreased to 0.1 nM h 21 in the Drosophila model. (D1) In the Neurospora model, k d2 was decreased to 0.14 h 21 . The k d2 decrease was applied to the oscillation of Figure 2A at Figure 3D1 (Neurospora), k d2 was decreased to 0.14 h 21 . Oscillations slowly damp to a steady state. For Figure 3D2 ( Figure 3C1 . Either parameter change diminishes the levels of the transcriptional activator (WCC or dCLOCK), thereby also diminishing [FRQ] or [PER] .
The effect of a 90% decrease in the degradation rate constant for FRQ or PER, k d1 , is illustrated for the Neurospora model in Figure 3E1 . Oscillations are preserved, but the period is increased. The low k d1 yields a long cycle phase during which [FRQ] Figure 3E2 illustrates that the Drosophila model shows very similar behavior. The only qualitative difference is the appearance of long plateaus in [dCLOCK] , which occupy most of each circadian cycle. Each plateau is a consequence of the long cycle phase in which [dCLOCK free ] 5 0, so that no repression of dCLOCK synthesis is occurring. That cycle phase precedes the dCLOCK plateau by the delay t 2 .
In the control oscillations (Figs. 3A1 and 3A2), [dCLOCK free ] and [WCC free ] are zero during a considerable portion of the circadian cycle. During these times, decreasing K 1 or K 2 to small positive values has no effect on the dynamics of either model. In fact, decreasing these parameters, even to very small values, was not found to qualitatively alter the oscillations of Figures 3A1 and 3A2 . In contrast, increasing K 1 decreases the activation of FRQ or PER synthesis, and has a significant effect in both models, similar to decreasing v s1 . However, increasing K 2 affects the models differently. In the Neurospora model, increasing K 2 diminishes activation of WCC synthesis. Because WCC and FRQ reciprocally activate each other, oscillations in both species are damped, and behavior similar to that of Figure 3C1 is observed. In the Drosophila model, increasing K 2 diminishes dCLOCK's repression of its own synthesis. Thus, dCLOCK tends not towards zero, but rather towards a steady, relatively high value (the ratio of v s2 to k d2 ). Oscillations in [PER] 
The reduced models can simulate light responses
In Neurospora, an increase in frq transcription is observed following a light pulse (Crosthwaite et al., 1995) . Thus, exposure to light was modeled as an increase in the rate of FRQ synthesis. Entrainment to light pulses was simulated. For example, the oscillations of Figure 1A were perturbed at periodic intervals by adding a constant FRQ synthesis rate of 1.25 nM h 21 to equation 1, for a pulse duration of 1 h. With these parameters, the entrainment window for the interstimulus interval was 19-27 h. Also, as illustrated in Figure 4A , Neurospora oscillations can be entrained to light-dark cycles. For this figure, an 11:11 h cycle was simulated, with a constant FRQ synthesis rate of 0.2 nM h 21 added to equation 1 during the 11 h of "light."
The effect of light in the reduced Drosophila model can be appropriately simulated by increasing the first-order degradation rate constant for PER, k d1 in equation 5, during light exposure (Smolen et al., 2002) .
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Entrainment to light pulses was simulated (Smolen et al., 2002) . Figure 4A also illustrates entrainment of simulated Drosophila oscillations to an 11:11 h light-dark cycle. During the 11 h of "light," k d1 was increased from 0.5 to 1.8 h 21 . Comparing the Neurospora and Drosophila entrainment in Figure 4A , it is seen that the light phase coincides with the falling portion of the PER time course, and with the rising portion of the FRQ time course. This relative phasing of the PER and FRQ time courses agrees with observation (Dunlap, 1999) .
A common test of circadian rhythm models is whether they predict photic phase-response curves (PRCs) that resemble experimental curves. For the model of Figure 1A , a PRC was constructed. Light pulses were applied at evenly spaced intervals during a circadian cycle, with other model parameters as in Figure 2A . Each pulse was simulated by adding a constant FRQ synthesis rate of 1.25 nM h 21 to equation 1 for 1 h. Five cycles later, after transients had decayed and a stable oscillation was reestablished, the advance or delay caused by each light pulse was determined. Figure 4B illustrates the simulated Neurospora PRC (solid curve). For simulating this PRC, circadian time (CT) zero was chosen as 10 hours before a peak of [FRQ] during the unperturbed oscillation . The match between simulated and experimental PRCs appears quite good. The only significant difference is that the maximal simulated advance seems to precede slightly the experimental maximum. The simulated PRC was also compared to a second experimental PRC (Dharmamanda, 1980 ; also given in Ruoff et al., 2001 ). The match was again reasonable (not shown). The main difference was that the second experimental PRC is shifted a few hours to the right (crossover from delay to advance near CT 22).
By the classification of PRCs into types (Winfree, 1987) , the simulated PRC is type I (the average slope is 0 when the PRC is plotted as in Fig. 4B ). Further increases in the strength of the light pulse (i.e., in the added velocity of FRQ synthesis) also yielded a type I PRC. The Drosophila model also simulates a type I photic PRC that qualitatively resembles experimental PRCs (Smolen et al., 2002) .
Simulated oscillations are robust to stochastic fluctuations in molecule numbers
Recently, the importance of testing models of circadian rhythmicity for robustness to stochastic noise has been emphasized (Barkai and Leibler, 2000; Smolen et al., 2000) . This noise is due to stochastic fluctuations in the numbers of molecules, because of the random timing of individual biochemical reaction events. For any given model, inclusion of fluctuations might be found to produce unacceptably large random variation in oscillation period or amplitude. To test the model of Figure 1A , stochastic simulations were car- Sadakane and Nakashima, 1996) is also illustrated (squares). The means of the experimental phase shifts are displayed.
ried out to determine the minimal numbers of protein molecules necessary to sustain oscillations without large random variations in period or amplitude. Stochastic fluctuations were simulated by the Gillespie algorithm. Figure 5A illustrates a Neurospora simulation with fluctuations. Despite fluctuations, a robust oscillation pattern was preserved. Parameters were as in Figure 2A , except that concentration units were converted to numbers of molecules. Averaged over 50 oscillations, the mean copy numbers were 49 for FRQ and 38 for WCC. The period was 23.4 6 0.8 h. The FRQ average is similar to a recent estimate that ,30 FRQ molecules are present per Neurospora nucleus (Merrow et al., 1997) based on calibration of immunolabeled Neurospora FRQ against a standard curve using in vitro translated FRQ.
When fluctuations were included in the Drosophila model, a simulation very similar to that of Figure 5A  resulted (Fig. 5B) . Mean molecule numbers were 70 for PER and 76 for dCLOCK.
Oscillations are preserved when positive feedback is eliminated
Because regulation of the rate of synthesis of the transcriptional activator WCC is central to the positive feedback loop in the Neurospora model, simulations were carried out with the total concentration of WCC fixed, eliminating the regulation responsible for the positive feedback. With [WCC] fixed, the negative feedback loop still operates. FRQ still inhibits its own synthesis by binding to WCC and blocking activation of frq.
With [WCC] fixed, the Neurospora model reduces to a single delay differential equation ( 
The synthesis of P depends on the level of free transcriptional activator (not bound to P) as in equation 2 Figure 6A .
A standard parameter value set was chosen for equations 9 and 10 such that all parameter values except [A] are the same as the corresponding values in the Neurospora standard parameter value set.
[A] was given a value close to the mean value of [FRQ] in the oscillations of Figure 2A . The standard parameter values are as follows:
With these parameter values, circadian oscillations in the concentration of P are obtained as illustrated in Figure 6B . The amplitude and period of the oscillations are similar to those of [FRQ] in Figure 2A . The mechanism of oscillation is as follows. A rise in [P] leads to a fall in free A. After the delay t 1 , the loss of free A terminates the rise in [P] . P degrades and free A is regenerated. After a second delay t 1 , this rise in free A leads to the next rise in [P] . Thus, the oscillation period is somewhat more than twice t 1 , with the excess depending on the speed of changes in [P] (as determined by the parameters v s1 and k d1 ).
Entrainment of the oscillations of Figure 6B to light-dark cycles or to brief light pulses could also be simulated (not shown), with light exposure modeled as an increase in the rate of P synthesis. C the simulation of Figure 6B was redone with stochastic fluctuations in molecule numbers of P and A included. The amplitude of fluctuations relative to average molecule numbers and the variability of oscillation period were not significantly altered compared to the analogous simulation with positive feedback (Fig.  5A ). Perhaps positive feedback is necessary to maintain the robustness of oscillation period and amplitude to variations in parameter values. To test this hypothesis, a scatter plot analogous to Figure 2C was constructed for the model variant without positive feedback (equations 9 and 10). Each parameter was increased and decreased by 20% of its standard value. There are five parameters, including [A] , thus 10 additional simulations were carried out. Figure 6C overlays this scatter plot (hollow squares) on that of Figure 2C (solid squares). The variability in period and amplitude is not significantly larger in the absence versus the presence of positive feedback. The only significant effect on period occurs for variations in t 1 .
DISCUSSION
Circadian oscillations in Neurospora and Drosophila can be simulated by similar reduced models incorporating feedback and time delays
A model ( Fig. 1A) with only two delay differential equations is able to represent important biochemical elements of the circadian rhythm generator in Neurospora crassa. The biochemical elements are (1) time delays to represent the intervals between changes in the concentrations of proteins that regulate transcription and changes in the rates of appearance of gene products, and (2) positive and negative feedback loops underlying the regulation of gene expression. The two dependent variables are the concentration of the FRQ protein, which inhibits expression of its own gene in the negative feedback loop, and the concentration of the white-collar complex (WCC) which is (wholly or in part) a heterodimer of the WC-1 and WC-2 proteins.
The Neurospora model simulates circadian oscillations of core gene product concentrations ( Fig. 2A) . The oscillation period and amplitude do not undergo large changes given modest (20%) variations in parameter values (Fig. 6C) . Although experimental data exhibits considerable sample variability, it appears consistent with an antiphase relationship between FRQ and WC-1 oscillations . If WC-1 is limiting for WCC formation, FRQ and WCC oscillations might be predicted to be antiphase. Consistent with this possibility, the simulated oscillations of FRQ and WCC are approximately antiphase (Fig. 2A) . The oscillations can be entrained to simulated light pulses. The photic phase-response curve (PRC) simulated by the Neurospora model is similar to experimental PRCs (Fig. 4B) . A model variant that considers stochastic molecule number fluctuations simulates robust, reproducible circadian oscillations with average molecule numbers at ,80 for both FRQ and WCC (Fig. 5A) .
In the Neurospora model, alteration of the single term describing WCC synthesis yields a model (Fig.  1B) that describes analogous feedback loops of circadian gene regulation in Drosophila. The Drosophila reduced model also simulates circadian oscillations (Fig. 2B) , as well as light entrainment and a photic PRC similar to experimental PRCs (Smolen et al., 2002) .
Other reduced models have also been proposed to describe circadian rhythm generation (Lema et al., 2000; Ruoff et al., 1999; Scheper et al., 1999) . However, these models represent only negative feedback loops. The models of Figure 1 appear to be the simplest type that represents negative and positive feedback loops, because at least two dependent variables are needed to represent both feedback loops. At least one time delay is necessary to allow such a minimal model to simulate sustained oscillations in gene expression. Without a delay, more dependent variables would be required, because a combination of multiple reaction steps and biochemical nonlinearities in the negative feedback loop would be necessary to sustain oscillations (Griffith, 1968) .
When the positive feedback loop is eliminated, the Neurospora and Drosophila models both reduce to a model with a single differential equation, in which the total concentration of WCC (or dCLOCK) is fixed (equations 9 and 10). Stable circadian oscillations of FRQ (or PER) were simulated without positive feedback (Fig. 6B) . We also found that with or without positive feedback, oscillation period and amplitude do not vary by large amounts when modest variations are made in all parameter values (Fig. 6C) . Finally, elim-SMOLEN ET AL.
inating positive feedback does not significantly reduce the amplitude of FRQ oscillations (compare Figs. 6B and 2A) . In what way might positive feedback be important? It may regulate "output," or clock-controlled, genes (CCGs). CCGs are not part of the core feedback loops, but they are responsible for circadian variation in behaviors such as locomotion. In Neurospora, the positive feedback loop appears to drive oscillations in the level of total WC-1 and the WCC complex of WC-1 and WC-2. This complex may regulate the expression of CCGs that are not part of the core circadian mechanism. It is true that without positive feedback, the level of free WCC still oscillates due to complex formation with FRQ. However, the molecular details of WCC regulation may differ among CCGs, so that FRQ oscillations with total WCC fixed might not suffice for proper circadian regulation of all CCGs.
Posttranscriptional regulation of core gene product synthesis and stability may be involved in circadian rhythm modulation or generation in ways that the reduced models presented here fail to represent. For example, circadian regulation of Drosophila per mRNA stability has been reported (Stanewsky et al., 2002) . dclock mRNA and protein oscillations can exhibit very different phases, which may suggest that dCLOCK levels may be subject to considerable posttranscriptional regulation (Kim et al., 2002) . dCLOCK undergoes daily cycles of phosphorylation, which are likely to affect its degradation . However, it is not yet known whether posttranscriptional regulatory mechanisms are essential for rhythmicity, or serve only to modulate oscillation period and amplitude. Only the Neurospora positive feedback loop has been shown to contain an essential posttranscriptional component . Also, in Drosophila, a second positive feedback loop has recently been identified, in which the core circadian genes dclock and pdp-1 activate each other's expression (Cyran et al., 2003) . The role of this feedback loop in generating or modulating circadian oscillations has not yet been characterized.
The reduced models also do not address the possibility that redundant mechanisms for circadian rhythm generation may exist. In Neurospora devoid of functional frq, rhythmic conidiation with circadian period can be observed (Lakin-Thomas et al., 2000) although these rhythms often display a wide range of periods and poor temperature compensation (Iwasaki and Dunlap, 2000) . In transgenic Drosophila with constitutive per and tim expression, behavioral circadian rhythms are occasionally observed in constant darkness (Yang and Sehgal, 2001) . In these genetically modified Neurospora and Drosophila, the core negative feedback loops central to the models presented here are no longer present, and the mechanism of rhythm generation is not understood. Secondary circadian oscillators in Neurospora and Drosophila may be able to sustain behavioral rhythmicity. In the presence of functional FRQ, PER, and TIM, these latent oscillators might be phase locked or overriden by the primary oscillators based on FRQ, PER, and TIM.
Mammals appear to have negative and positive feedback loops of circadian gene regulation similar to those in Drosophila. Mammals possess a homolog of dCLOCK, termed CLOCK. As in Drosophila, CLOCK heterodimerizes with a partner, BMAL1. Bmal1 expression oscillates whereas clock expression does not (Shearman et al., 2000) , and BMAL1 appears limiting for the formation of the BMAL1:CLOCK heterodimer. Therefore, in a model the concentration of heterodimer might be represented by the concentration of BMAL1. Isoforms of Drosophila PER protein, denoted mPER1-3, are also present. In the mammalian positive feedback loop, mPER2 activates bmal1 transcription and BMAL1:CLOCK activates mper2 (Shearman et al., 2000) . mCRYs are also reported to activate bmal1 (Yu et al., 2002) . In the interlocked negative feedback loop, nuclear-localized mCRY proteins interact with CLOCK and BMAL1 to repress BMAL1:CLOCKmediated transcription of mcrys (Griffin et al., 1999; Kume et al., 1999; Shearman et al., 2000) and of mper1-3 (Travnickova-Bendova et al., 2002) .
A reduced model that captures these feedback interactions might be similar to the Drosophila model presented above. The mammalian model might consist of delay differential equations for two or three variables-the level of the core transcriptional activator BMAL1, the level of the mCRY transcriptional regulator, and perhaps a third variable to represent the level of mPER.
The molecular mechanism of another evolutionarily divergent eukaryote, zebrafish, also appears similar to the mechanism in mammals or Drosophila. Zebrafish CRY proteins (zCRY) inhibit zCLOCK:zBMALmediated transcription (Ishikawa et al., 2002) . In turn, zcry expression oscillates (Kobayashi et al., 2000) , and is likely to be regulated by zCLOCK, although this is not yet proven. Therefore, zebrafish may possess a CRY-CLOCK negative feedback loop similar to that in mammals.
The similarity of the Drosophila and Neurospora reduced models, and of the mechanisms of circadian REDUCED MODELS OF CIRCADIAN OSCILLATORS rhythm generation between Drosophila and mammals, suggests significant conservation of circadian rhythm generation mechanisms between these organisms. Such conservation is a priori not expected, because of the large evolutionary distance between these organisms. The evolutionary divergence time between fungi and animals was ,1.1 billion years ago (Otsuka et al., 1999) and the divergence time between arthropods and chordates was ,800 million years ago (Cutler, 2000) . Additional similarities between the Neurospora, Drosophila, and mammalian rhythm generation mechanisms have been pointed out by Lee et al. (2000) . Neurospora WC-1 shows extensive sequence similarity to mammalian BMAL1. BMAL1 is a homolog of Drosophila CYCLE, the heterodimeric partner of dCLOCK, and BMAL1 is also the heterodimeric partner of mammalian CLOCK. These similarities suggest that reduced models similar to ours, with minimal representations of the essential feedback interactions, might be useful for gaining intuitive understanding of circadian rhythm generation in a variety of eukaryotes, including zebrafish and mammals.
