Abstract: Easily computable recursive algorithms are proposed for estimating coefficients of A(z), C(z), and the covariance matrix R w of w k for the multivariate ARMA process A(z)y k = C(z)w k on the basis of the noise-corrupted observations η k ∆ = y k + ǫ k . It is shown that the estimates converge to the true ones under reasonable conditions. An illustrative example is provided, and the simulation results are shown to be consistent with the theoretical analysis.
INTRODUCTION
There is a vast amount of publications on identification of ARMA processes, e.g., Box and Jenkins (1970) , Brockwell and Davis (2001) , Choi (1992) , Hannan (1975) , Stoica (1983) , Stoica, Söderström, and Friedlander (1985) , and Stoica, McKelvey, and Mari (2000) among others. The problem may be dealt with by using various methods such as Yule-Walker equation, extended least squares, maximum likelihood, and many others. The problem may also be solved from the viewpoint of spectral factorization (Chen (2007b) , Claerbout (1966) , Lai and Ying (1992) , and Wilson (1969) ). However, all works mentioned here concern the case where the observation data are free of noise.
In this paper we consider the case where the observation is corrupted by noise, i.e., we estimate the parameters in an errors-in-variables (EIV) ARMA process. A survey of EIV methods is provided by Söderström (2007) . A recursive and strongly consistent estimate is given in Chen (2007a) for a class of EIV systems.
The multivariate ARMA process considered in the paper is as follows: Assume the process {y k } is observed with additive noise {ǫ k } ⋆ The work is supported by NSFC (Projects 60221301, 60334040, 60474004) and the Key Laboratory of Systems and Control, CAS.
The purpose of the paper is to give recursive estimates for θ A , θ C , and the covariance matrix R w of w k on the basis of observations {η k }.
The conditions used in the paper are as follows:
A2. A(z) and C(z) have no common left-factor. The matrix C q is nonsingular, and the matrix A p is also nonsingular in the case p > q.
A3. {w k } are mutually independent and identically distributed (iid) with Ew k = 0 and Ew k w
A4. {ǫ k } is iid and independent of {w k } with Eǫ k = 0 and known
Based on the observation data {η k } the recursive algorithms proposed in the paper for estimating θ A , θ C , and R w are given with the help of stochastic approximation with expanding truncations (Chen (2002) ). The estimates are proved convergent as time tends to infinity.
The rest of the paper is arranged as follows. In Section 2 the observation process {η k } is represented as an ARMA process with some desired properties. In Section 3 the coefficients θ A contained in A(z) are recursively estimated, while estimates for θ C and R w are given in Section 4. A numerical example verifying convergence of the algorithms is given in Section 5. Some concluding remarks are given in the last section. The results in Section 4 are based on a convergence theorem, which is presented as Theorem A in Appendix.
REPRESENTATION OF OBSERVATION PROCESS
From (1)(4) it follows that the observation process {η k } is generated by the following equation:
By A3 and A4 it is clear that η k is stationary and ergodic. We now show that η k can be expressed as a stable ARMA process of minimum phase with some desired properties.
Lemma 1. Assume A2-A4 hold. Then the observation process {η k } can be expressed as an ARMA process iii) det D(z) = 0 ∀z : |z| ≤ 1; and
By the innovation representation (Anderson and Moore (1979) ) the stationary process ζ k
T can be represented as
is an m×m−matrix of rational functions with H(0) = I, and both H(z) and H −1 (z) are stable (without root in {z : |z| ≤ 1}).
Denote by F k the σ−algebra generated by {∆ j , j ≤ k}. Then, ζ k ∈ F k , and hence ξ k ∈ F k . By stability of H(z), ζ k can be represented as
Since
r + 1 and hence independent of F k−i ∀i ≥ r + 1. Consequently, Eζ k ξ T k−i = 0 ∀i ≥ r + 1, and hence
where D(z) is a monic polynomial of order r. By the definition of ζ k and (5) we derive (6). Noticing that H(z) is stable and H(z) = D(z), we conclude that D(z) is stable. It remains to show the properties i)-ii).
i) Assume the converse that there is G(z) with det
, where the orders of F (z) and L(z) are less than r.
Writing the spectral functions of both sides of (8), we have
which implies that C(z) also contains a left-factor G(z). But, this is impossible, because A(z) and C(z) have no common left-factor by A2. The obtained contradiction proves i).
ii) Setting
Assume the converse: there is a non-zero m−vector µ such
Comparing the coefficients of z r in both sides of (9) we find that
Multiplying (10) from left by µ T and taking notice of the converse assumption, we derive µ T C r R w = 0, and hence µ T C r = 0 by non-singularity of R w . Thus, we have 
ESTIMATION OF A(Z)
In the case where A(z) is stable, the process {η k } is stationary and ergodic.
Set
r = max(p, q), and
From (5) we have
By noticing E(C(z)w k )ψ Let M k be a sequence of positive real numbers increasingly diverging to infinity.
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with arbitrary initial values Γ 0 , W 0 , θ 0 . Theorem 1. Assume A2-A4 hold and A(z) is stable. Then
where θ k is given by (16)-(19).
Proof. Based on Lemma 1, by Theorem 1 in Stoica (1983) we conclude that ΓΓ T > 0. Then the assertion of the theorem follows from the convergence theorem of stochastic approximation (Chen(2002) ) for the linear regression function f (θ)
Remark 1. In the literature there are many papers on AR parameter estimates, e.g., Stoica, Söderström, and Friedlander (1985) , but estimates given there mostly are nonrecursive.
ESTIMATION OF C(Z) AND R W
In the last section we have estimated A(z) in (1). It remains to estimate C(z) and R w .
In Stoica, McKelvey, and Mari (2000) it was pointed out that "the parameter estimation of moving-average (MA) signals from second-order statistics was deemed for a long time to be a difficult nonlinear problem for which no computationally convenient and reliable solution was possible". In what follows a recursive and easily computable algorithm is proposed to solve this problem. Under reasonable conditions the algorithm leads to the strongly consistent estimates.
Let
Write θ
which serves as an estimate for ζ k (= A(z)η k ).
Recursively define S
T as follows:
where
Lemma 2. Assume A2-A4 hold and A(z) is stable. Then S ρ k (z) a.s. converges to S ρ (z), the spectral function of ρ k , as k → ∞.
Proof. Noticinĝ
by Theorem 1 and ergodicity of {η k }, i, j = 1, . . . , p, we find 
Noticing (9)(27)(29) we conclude the assertion of the lemma.
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T satisfies the following algebraic equation
where S ρ is given by (21), and the matrix U (X)S ρ is obtained from U (X)S ρ by replacing its first m × m-matrix
and keeping the rest unchanged, i.e.,
. . .
Let ν k be a sequence of positive real numbers increasingly diverging to infinity. The unknown matrix X ρ is estimated by the following algorithm: T is defined from (27) with S ρ k (j) being the coefficient of 
s., and X ′ρ ∈ J. In other words, {X ρ k } converges to a solution to (31). Further,
Proof. By Lemma 2 the assertions of the theorem follow from Theorem A in the Appendix.
NUMERICAL EXAMPLE
Consider the following EIV ARMA process:
{w k } and {ǫ k } are sequences of iid random vectors, and they are mutually independent.
The spectral function S ρ (z) of ρ k is expressed by S ρ (z) = C(z)R w C T (z −1 ). Therefore, by ( 
It is seen that the factorization (35) corresponds to the stable C(z) with C 1 given in (34), while the factorization given at the right-hand side of (36) corresponds to an unstable C(z) with
According to (16)-(19) for estimating θ A and (25)-(27),(32)(33) with ν = 1 in X ρ 0 for estimating θ C and R w , more than 20 samples have been computed. As expected, the estimates for the elements a 11 , a 12 , a 21 , a 22 of A 1 converge to the true ones for all samples. It turns out that all estimates for elements of C 1 and R w converge to the stable factorization.
For an arbitrarily chosen sample Fig.1, Fig.2 and Fig.3 respectively demonstrate the estimates (denoted by dotted lines) for A 1 , C 1 and R w (denoted by solid lines), while Fig.4 shows the square errors
2 of the estimates, where θ denotes A 1 , C 1 , and R w , respectively, while θ i denotes the corresponding estimate at time i. In the special case where the observation noise ǫ k ≡ 0, the problem is reduced to the widely-studied identification of ARMA processes. However, for the multivariate ARMA process there is no recursive method for identifying its coefficients in time series analysis until the recent work Chen (2007b) , while for ELS (extended least-squares) used in systems and control for recursively identifying an ARMA process, the restrictive SPR (strictly positive realness) condition is normally required.
In this paper the observation is allowed to be noisy, and the estimation problem is more complicated in comparison with Chen(2007b) . Nevertheless, the recursive estimates are given for the unknowns of an EIV ARMA process, and they are proved to be convergent.
The numerical simulation is fully consistent with the theoretical analysis.
In A4 it is required that the covariance matrix R w of the observation noise is available. How to remove this undesirable condition belongs to further research.
