We have studied diffusion controlled growth of an isolated, misfitting precipitate in a supersaturated matrix using a phase field model. Treating our simulations as computer experiments, we have critically compared our simulation results with those from Zener-Frank and Laraia-Johnson theories for the growth of non-misfitting and misfitting precipitates, respectively. The agreement between simulations and the ZF theory is very good for 1D systems. In 2D systems with interfacial curvature, we still get good agreement between simulations and both ZF and LJ theories, but only for large supersaturations. At small supersaturations, the growth coefficient from our simulations does converge towards that from theory, but a large gap does remain when the simulations end due to overlap of diffusion fields. An interesting finding from the simulations is the less complete realization of the Gibbs-Thomson effect during growth, particularly in more supersaturated alloys. Thus, even at the same precipitate size, the curvature effects are less severe in more supersaturated alloys.
Introduction
In their classic study of diffusional growth of an isolated precipitate into a supersaturated matrix, Zener [1] and Frank [2] established the parabolic growth law: the square of the precipitate size (radius) increases linearly with time.
They used what is now referred to as a 'sharp interface' model. The Zener-Frank (ZF) theory was extended by Laraia and Johnson (LJ) to diffusional growth of elastically misfitting precipitates; the work of LJ built on the work of Eshelby [3] , Larche and Cahn [4] [5] [6] [7] , Johnson and Alexander [8] and Leo and Sekerka [9] . The main result of the LJ study is that the parabolic growth law continues to be valid for precipitates with misfit, but the growth coefficient depends on (a) misfit, (b) elastic moduli of the two phases and (c) interfacial stress and (d) compositional stress.
In the sharp interface model used by LJ, the effect of dilatational misfit (without capillary effects) is to raise the matrix interfacial composition from c m e to c m E , and therefore, to decrease the supersaturation (by a constant factor) to c ∞ − c m E . Thus, the LJ theory predicts that the growth coefficient α in misfit-ting systems is the same as that in non-misfitting systems with (c ∞ − c m E ) as the supersaturation. This conclusion is valid for systems in which diffusivity is independent of the state of stress; our study is restricted to these systems (as already mentioned, LJ have studied other stress-induced effects).
Direct experimental verification of the LJ results is extremely difficult, not only due to the 'isolated particle' assumption, but also due to lack of reliable data on stress effects on diffusion. Moreover, the assumption of isotropic interfacial energy may also be difficult to realize experimentally in crystalline alloys.
Thus, simulations can act as 'computer experiments' for validating the LJ results, since their parameters can be so tuned to make the computational model resemble that used in the LJ theory as closely as possible. Thus, the first goal of our study is a critical comparison of the sharp interface results of LJ with those from our simulations based on a (diffuse interface) phase field model.
In ZF and LJ theories, which neglect interface curvature effect, the diffusion fields at different times are self-similar. This self-similarity is broken when capillarity effect is included, since c m I (in Fig. 1a and b) is size dependent.
Capillarity, then, not only decreases the growth rate α, but also renders it size-dependent. The second goal of this study is to evaluate the extent of this reduction in α with a view to identifying the supersaturation and precipitate size regimes in which it is likely important.
Our results also allow us to address two other issues:
(a) Our simulation results on systems with low supersaturation can be used to verify the predictions of Johnson and Alexander [8] and of Leo and Sekerka [9] on the composition of a misfitting precipitate. (b) Many phase field models (including the one used in this study) make use of a phase field variable η whose primary role is to help distinguish one phase from the other. In some settings such as precipitation of an ordered phase, η may be associated with a long-range order parameter. In other settings (such as in the present work, or in solidification), η lacks a direct physical significance, and its role in the model is justified through mathematical convenience. In such cases, it is important that the computational models reproduces well-known results from analytical theories, before they are deployed in studies of more realistic systems where the latter cannot be used.
Our study is organized as follows: Section 2 presents an outline of our phase field model. In Section 3, we first establish the essential correctness of the use of a phase field variable η through a critical comparison of its results against those of 1D ZF theory, in which capillarity and elastic effects are absent. We then use the same model to study the growth of non-misfitting and misfitting circular precipitates, and critically compare our results with those from ZF and LJ theories. These results are analyzed for elucidating the elastic and capillarity effects. These results are critically discussed in Section 4, followed by a set of conclusions in Section 5.
Phase Field Model

Formulation
We consider a binary alloy at constant temperature; an isolated precipitate of phase p grows into a matrix phase m. We normalize compositions in such a way that the scaled equilibrium compositions of m and p phases are zero and unity respectively. A two-phase microstructure in this alloy is described in terms of compositon c(r, t) (conserved variable) and order parameter η(r, t) (non-conserved variable) in a periodic domain. The order parameter field η is defined in such a way that η = 0 in the m-phase and η = 1 in the p-phase; see Eq. 6 below.
The microstructural evolution in our system is governed by the Cahn-Hilliard equation [10] and the Allen-Cahn equation [11] :
where, M is the atomic mobility, µ is the chemical potential and L is the interface mobility. Chemical potential µ is defined as the variational derivative of the total free enery per atom, F , with respect to the local composition c,
The total free energy of the system F is assumed to be given by the sum of a chemical contribution F ch and an elastic contribution F el :
The chemical contribution F ch is given by the following functional:
where f (c, η) is the bulk free energy density of the system, κ c and κ η are the gradient energy coeffecients for gradients in composition and order parameter, respectively, and N V is the number of atoms per unit volume.
The bulk free energy density f (c, η) is given by,
where P, a constant, sets the height of the free energy barrier between the m-phase and p-phase.
In Eq. 6, f m (c) and f p (c) stand for free energies of m (matrix phase) and p (precipitate) phases respectively. In our work, they are assumed to take the following simple forms:
with positive constants A and B. In Eq. 6, W (η) is an interpolation function [12] , given by:
The elastic contribution to the free energy is:
where
σ el and ǫ el are elastic stress and strain tersors respectively, and ε 0 is the the position dependent eigenstrain (misfit strain). The total strain ε ij is:
where, u i is the the displacement field.
Assuming both the m and p phases to be linear elastic, we have:
where C ijkl is the elastic modulus tensor.
The stress field σ el ij obeys the equation of mechanical equilibrium:
The eigenstrain ε 0 ij and the elastic moduli C ijkl are assumed to depend on order parameter as follows:
where ε T is a constant that determines the strength of the eigenstrain, δ ij is the Kronecker delta, β(η) and γ(η) are scalar (interpolation) functions, where, Table 1 . Our non-dimensionalization procedure is the same as that used in Ref. [13] .
For a configuration at time t, the equation of mechanical equilibrium, Eq. 14, is solved using an iterative Fourier spectral technique with periodic boundary conditions (described in detail in Gururajan and Abinandanan [13] ; see also
Refs. [14] [15] [16] [17] [18] ) to yield the elastic stress and strain fields; these, in turn, are used to integrate the Cahn-Hilliard (Eq. 1) and Cahn-Allen (Eq. 2) equations over a time step ∆t to yield the configuration at t+∆t. For this time integration step, we use a semi-implicit Fourier spectral technique, due to Chen et al [19] ; the Fourier transforms are performed using the fftw-package developed by Frigo and Johnson [20] . Microstructural evolution is simulated through a repeated application of this procedure on the new configuration at the end of each time-step.
Results
In our simulations, we place a small particle of initial radius R o and composition c p e at the centre of our simulation cell with periodic boundary conditions; the initial composition outside the particle is set to c ∞ everywhere; with the normalizing scheme we have used, c ∞ is numerically the same as the super-
As the simulation proceeds, we track the particle radius, operationally defined as the distance from the centre where η = 0.5, and hence the growth coefficient α.
The simulations end when either the diffusion field or the elastic stress field from neighbouring simulation cells begin to overlap; the value of α obtained just before the simulation ends is used in the plots.
Zener-Frank Theory
We first compare our 1D simulation results with those from the Zener-Frank theory. In (Fig. 2) , we have plotted the growth coefficient α against matrix supersaturation ξ. The data points from our 1D simulations are in excellent agreement with the analytical results of ZF theory for 1D systems (the lowest curve) for all supersaturations. This agreement is not just in the growth coefficient, but also in the composition profile in the matrix phase in Fig. 2 and Fig. 3(a) .
Thus, this excellent agreement in the baseline case -the one without interface curvature and without misfit strains -is our main evidence for the essential correctness of the use of a phase field variable η in our model. .4% at a final particle size of R f = 60), but becomes less so at lower supersat-urations. At ξ = 0.1, growth coefficients from Z-F theory and our simulations differ by about 13 % at R f = 21. The main conclusion from these results is that small particle sizes, which experience a stronger effect due to interface curvature, grow slower than predicted by ZF theory.
As shown in Fig. 1a , the curvature effect may be explained using the elevation of matrix interfacial composition from c m e from zero to c m I , which results in a reduced supersaturation. Since the reduction in supersaturation for a given particle size is a larger fraction of the original supersaturation in a less concentrated matrix, the curvature effect on growth coefficient is much higher at ξ = 0.1 than at ξ = 0.4. Thus, in Fig. 4 where the instantaneous values of growth coefficient is plotted against instantaneous particle size, the data points from our simulations are much closer to the ZF result in the latter, even at a particle size of R = 20. We return to a discussion of the curvature effect in Section 4.
Similar to the 1D case in Fig. 3(a) , the composition profile in the matrix at two different sizes obtained from our simulations show good agreement, in Fig.   3 (b), with that from the Z-F theory for a matrix composition of ξ = 0.4.
Effect of a misfit strain: Laraia-Johnson Theory
In these simulations, we have used a dilatational misfit of 1 percent. The precipitate and matrix phases are elastically isotropic, with a Poisson's ratio of 0.3. The shear moduli of the two phases, however, can be different. We have considered three different cases with (µ p /µ m ) = δ = 0.5, 1.0 and 2.0, though, for the sake of clarity, we present our plots only for δ = 0.5. simulations is about 18% at R = 21 and δ = 0.5. Thus, the combined effect of misfit and capillarity in Fig. 6 mimics that of capillarity alone in Fig.2 .
In Fig. 7 , we find a good agreement between the simulated (scaled) composition profile for two different times with that for the LJ model. This agreement is similar to that for the non-misfitting case in Fig. 3b . the solid and dotted curves are from phase field simulations at two different particle sizes. The distance on the x-axis is scaled by the instantaneous particle size.
Effect of interface curvature
A more detailed assessment of the role of capillarity is possible by considering 
In the above equation, σ ij and ε ij are the stresses and strains, respectively, in the designated phase, ε T is the dilatational eigenstrain and χ is the mean interface curvature. In our 2D simulations, χ = 1/R; from Eq. 7 and Eq. 8
(with the parameter values of A = B = 1), we get Ψ m = Ψ p = 2. For the values of misfit, shear modulus and Poisson's ratio used in this study (see Table 1 ), the (constant) elasticity contribution to ∆C In Fig. 8b , we compare the theoretical value of c from simulations for ξ = 0.1 and ξ = 0.4. This figure also shows that the Gibbs-Thompson effect is less completely realized for more supersaturated alloys, leading to a better match between α from simulations and that from theory (see Fig. 2 and 6 ).
Thus, Fig. 8 reveals yet another reason for the closer agreement between ZF theory and our 2D simulations for more concentrated alloys: Gibbs-Thompson effect is less completely realized in systems with a higher supersaturation.
At ξ = 0.1, even though our results were obtained in a growth setting, the small supersaturation ensures that the precipitate experiences a large part of the Gibbs-Thomson effect is realized. Thus, we find a good agreement in c 
Discussion
As we mentioned in Section 1, the primary aim of this paper is to use our 'computer experiments' to validate the Laraia-Johnson (LJ) theory of elastic stress effects during precipitate growth. The following features of our phase field model make it resemble closely the alloy model used in the LJ theory: isotropic interfacial energy, isotropic atomic mobility, constant atomic diffusivity in the matrix (and in the precipitate too, though it's not an essential part of the LJ theory), and constant misfit the precipitate phase. While LJ theory includes cases where composition gradients may engender stress, our model parameters are such that they do not.
However, interfacial curvature (and hence, the Gibbs-Thomson effect) is one feature which is always present in phase field simulations (except in 1D), but absent in LJ and ZF theories. Its primary consequence is to dampen the growth rate. However, this dampening effect keeps decreasing with increasing particle size, and the instantaneous growth coefficient keeps rising towards that predicted by ZF and LJ theories (see Fig. 4 ).
Our 2D simulations (with and without misfit) show that the Gibbs-Thompson effect is only partially realized during growth, especially at large supersaturations. Since Gibb-Thompson effect dampens the growth rate, its partial realization helps bring the growth rate closer to the theoretically predicted rate in these alloys -see Figs. 2 and 6 for 2D growth.
Clearly, with higher (lower) atomic mobility in the p phase, Gibbs-Thompson effect can be realized more (less) completely. Thus, if the atomic mobility in the p phase is higher (lower), the approach of the growth coefficient (in Fig. 4) towards the ZF or LJ result will be delayed (hastened) to larger precipitate sizes. Our simulations, however, cannot address this issue, since they use a constant mobility in both m and p phases.
Finally, we turn to other similar studies that compared results from sharp and diffuse interface models. Specifically, we mention Chen and co-workers, who have compared their phase field results on diffusion fields around a precipitate with those obtained by solving a diffusion equation. However, the focus of their work was on diffusion fields in ternary systems [22] or on lengthening and thickening of plate-like precipitates [23] .
(1) Using a our phase field simulations as 'computer experiments', we have validated the Laraia-Johnson theory of growth of misfitting particles in systems in which composition differences do not engender stress.
(2) Capillarity effects decrease instantaneous growth rates, with this dampening effect being more pronounced at smaller sizes and at smaller supersaturations.
(3) At constant particle size, capillarity has a smaller effect in alloys with larger supersaturations, because Gibbs-Thomson effect is less completely realized.
(4) At low supersaturations, the Gibbs-Thomson effect is more completely realized, and our results on precipitate compositions are in agreement with those predicted from the theory of thermodynamics of stressed solids.
