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Abstract. This paper considers the realization of discrete time multivariable s cond order processes in 
forward and backward state space form. Using the forward and backward factorization ofthe spectral 
density and the associated infinite moving average representation f the process, the construction of
minimal order state space models in canonic forms are discussed, and the relationships between 
forward and backwa.~ canonic forms are shown. The extremal points of the set of all minimal order 
state-space r alizations are also derived. 
1. INTRODUCTION 
Consider the p-dimensional stationary Gaussian stochastic process y,, t 6 Z, Z = {0, 4-1, 4-2, 
. . .} ,  with Eyt = 0 and covariance structure Eyt+,yt' = C~(s). Denote F(dA) the spectral 
measure and ~(dA) the stochastic spectral measure of the process Yt i.e. 
yt = ] eiXtd2(dA) , C~(s) = ] ei~'F(dA) 
--71" --'If 
and E¢(dA)¢(dA)* = F(dA), see Rozanov [121. 
We are assuming that F(dA) is absolute continuous with respect o the Lebesgue meausre i.e. 
F(dA) = f(A)dA where f(A) is the spectral density matrix of the process Yr. 
In many cases when solving filtering, smoothing, identification or control problems associated 
with Yt it is convenient to consider Yt as the output of a finite dimensional linear system given 
in forward or backward state-space r presentations. 
These state-space representat ions /SSR/are  described by the following equations (the primes 
denote matrix transposition): 
Forward SSR: 
xt+l = Fxt + Get , Yt = Hxt + et (1.1) 
driven forwards in time by a white noise process et, where xt denotes the state vector, and 
Eet = O, Eeie~ = ES~j, Ex,  = O, Ex,x', = P > 0 , (1.2.a) 
Ex,e~ = O, t >_ s ( forward orthogonality condit ion). (1.2.5) 
Backward SSR: 
z B=Fsx£ I+G B e B , Y t=HBx51+e B , (1.3) 
driven backwards in time by a white noise process etB; xt B denotes the backward state vector, 
where 
Eet v = O, EeiB(el~) ' -- ZBfij , Ex~ = O, ExB(xB) ' = pB > O, (1.4.a) 
Ez,B(e tB = 0,  t < s (backward orthogonality condit ion). (1.4.b) 
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The SSR-s in (1.1), (1.2) and in (1.3), (1.4) are also called Markovian SSR-s. Forward SSR and 
backward SSR have beeen discussed by many authors. Anderson and Kailath [4] examine their 
interrelationship and properties in terms of the associated matrix fraction description, and also the 
situation where the forward and backward models have the same state covariance. The continuous 
time case is treated e.g. in Ljung and Kailath [3] where the Kalman-filter and smoothing formulae 
for the backward models are also given. Smoothing algorithms using backward models are also 
discussed in Lainiotis [15] and in Sidhu and Desai [10]. Forward and backward SSR -s are also 
applied in deriving balanced SSR used for stochastic model reduction, see e.g. Desai and Pal [11]. 
Most of the papers listed above consider the case when a particular forward SSR of Yt is given, 
and the backward SSR is derived from this model. 
The construction of forward SSR-s for a stationary stochastic processes yt was discussed in 
Lindquist and Picci [1], Akaike [14] and Faurre [2], where the covariance structure of Yt and the 
factorization of the Hankel-matrix consisted of the eovariance are utilized. Faurre [2] discusses 
also the properties of the set of all SSR-s with given order realising Yr. 
In this paper the following problems will be examined. First we show, how an appropriate state 
space may be defined for Yt in order obtain forward and backward SSR-s. This is followed by a 
study of unique parametrization, i.e. by the construction of forward and backward canonic forms, 
which are important in most applications. The approach given here is different o the previously 
cited ones, since the SSR-s and their canonic forms will be derived from the infinite moving- 
average (MA) representations of Yt associated with the forward and backward faetorization of 
the spectral density f(A). Investigating the properties of the SSR-s obtained, it will be shown 
that the extremal points of the set of all SSR-s with given order (i.e. maximal and minimal SSR-s 
in the sense of Faurre [2]) can be obtained from the maximal forward and backward factorization 
(in the sense of Rozanov [12] pp.60) of f(~). 
2. CONSTRUCTION OF MARKOVIAN STATE-SPACE REALIZATIONS 
Consider the following Hilbert-spaces generated by the y~, i = 1,.. • ,p components ofyt, t E Z 
as  
Y = {yt , t • Z}  , (2.1.a) 
Yt={Y~ , i= l , - . . ,p} ,  (2.1.b) 
Y+={Yt+T,  r _>0}={yt ,y t+ l , . . -} ,  (2.1.c) 
Y7 = {yt+T , v<0}={yt_ l ,y t _2 , . . .}  , (2.1.d) 
Due to the Gaussian assumption, the conditional expectations and orthogal projections in 
corresponding spaces defined above are identical, and we denote these by 
E{yt /YZ  } = Yt / t -1 , E (y t /Y++I )  = Yt/t+lB (2.2) 
Denote by et, e~ the forward and backward innovation processes respectively, given as 
B (2.3) et = Yt -- Yt / t -1 , eB = Yt -- Yt/t+l 
Clearly et ,e~ are both Gaussian white noise processes and let us denote the Hilbert spaces 
spanned by their components 
= {e ,  - .  ,e ,  , = ,e ,  (2 .4 )  
Define the forward and backward state-spaces of yt by 
Xt = Y+/Y~- , X~ = Y~-+I/Y t+l + , (2.5) 
respectively. The following results follow easily from the stationarity of the process yr. 
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Lemma 1. If dimXt = nt < oo for an arbitrary t E Z, then dimXt = nt = n is constant for all 
fEZ .  
Similar re,qu!t is true for dimX~. 
Lemma 2. The forward and backward state-space dimensions are equal, i.e. 
d imX~=dimX~=n for all tEZ .  (2.6) 
We note, that the stationary stochastic process Yt, t E Z is called rational iff the above property 
holds. We will consider only rational processes Yt, t E Z in the sequel. 
Defining the state spaces Xt, Xt s in (2.5), one can derive forward and backward Markovian 
state-space r presentantions for Yt, t E Z, see e.g. Faurre [2]. 
P ropos i t ion  1. Let zt and z~ be a basis for Xt and X~ defined in (2.5) respectively. Then there 
exist quadruples (F, G, H, ~) and (F B, G B, H B, ~B) that realize the rational process yt, t E Z 
in state-space form: 
xt+l = Fxt + Get , yt = Hx~ + et , Eete~ = ~ ; (2.7.a) 
x;  = + G 'e ;÷ l ,  = +e; ,  Ee ;e :  = (2.7.b) 
where the innovation processes et, e B statisfy the conditions in (1.2), (1.4). 
PROOF. The proof is based on the orthogonal decomposition of YT+I,Y +. For the forward 
realization, one can write 
Y~-+I = Y7 @ £t (2.8) 
where ® denotes direct sum of orthogonal subspaces. Then the projection Y++I/Y~-+I can be 
written as: 
Y++I/Y~-+I = Y++I/Y7 ® Y++I/Et . (2.9) 
Since Y+ 1/Y~" C Y+/YT ,  Y++I/Y7 is a subspace in Xt and also Yt/Y7 EXt .  This means, + 
that Y++I/Y~- can be generated by the basis vectors xt of Xt, and yJY~- can also be obtained 
from linear combinations of xt, i.e. there exist matrices F, G, such that the recursive formula 
between the basis vectors xt+l, x~ has the form xt+l = Fxt + Get. The observational equation 
Yt - Her + e~ and the properties in (1.2) follow directly from the definition of et in (2.3). 
Similar reasoning can be applied to obtain the backward realization in (2.7.b). [] 
The Proposition above shows only the existence of the state space realizations, but it does not 
provide a constructive procedure to get the matrices F, G, H, ( or F B, G B, H B) and does not 
display any particular structure of these matrices associated with a specific choice of basis in Xt 
or X~. 
In the next paragraph we consider the possibilities for the choice of basis based on the fac- 
torization of the spectrum f(A) and the associated infinite moving average representation of
Yt, fEZ .  
3. CANONIC STATE SPACE FORMS DERIVED FROM FORWARD AND 
BACKWARD SPECTRAL FACTORIZATION 
Denote ~ = Eete~ the covariance matrix of the one -step ahead prediction error (i.e. of the 
innovation process) for Yr. 
The process Yt is called full rank process if det E ¢ 0, and regular, if Yt /Y t -k -  "* 0 in mean 
square sense when k ~ oo. 
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It is lrnown e.g. from Wiener and Masani [8], that Yt is regular and full rank iff it has an 
absolutely continuo,-,s pectral distribution F(A) = f(A)dA s.t. logdet f(A) is integrable, and 
det E= exp (2~r) -1 logdet /(A)dA . (3.1) 
Moreover Yt has an infinite moving average/MA/representation in the form 
oo  
v, = ~ Kk ~,_k ,  (3.2) 
k=0 
where tt-k is the normalized innovation process, 
st = E-112et , E¢ke~ = 6ktIp , Ko = E 112 • (3.3) 
Using (3.2) the factorization of the spectral density f(A) can be simply obtained as: 
f(A) ---- (2~') -1 K(e i~) K'(e -i~) , (3.4) 
where 
K(eiX) = E i ik  e -ik~ 
k=O 
and, in addition if the function defined by 
co  
~'(z) = ~/<kz  k, I z I< 1, 
k=O 
where z is a complex variable, then 
[det /-~'(0)]2= exp {(2~r) - l ]  l°gdet f(A)dA} " _ ~ .  
(3.5) 
(3.6) 
(3.7) 
¢ B = EB1/2eB, E = Ee B (eB) ' , EeS(¢~)' = 5mIp, Ko B = E~ 1/2 , 
associated with the backward spectral factorization 
f(A) = (27r)-lKB(e i~) K'B(e -i:~) . (3.9) 
Using the infinite MA representations the predictions Yt+k/t-1 = Yt+k/Y ' :  k >_ 0 needed to 
construct the state space are very easy to calculate. 
We will use the following notations: 
. . ] l  Et = le t - l ,  e t -2 , "  
Xt = [Uqt-1, Y t+ lp -1 , ' " ] '  
Xt+l l t  = [Yt+llt-1, Yt+21t-1, ' " ] '  (3.10) 
where 
The factorization of f(A) in (3.4) associated with the forward moving averge representation in 
(3.2) is called the forward spectral faztorization, these will be utilized to derive forward state- 
space representations of Yr. The backward SSR-s can be derived from the infinite backward MA 
representation: 
cx~ 
v, = Z u~ ~5~, (3s) 
k=o 
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i.e. the state spaces X,, X$.l.1 are spanned by the components ofX,, 
Hilbert space Y++I/Y~" is spanned by the components of Xt+l/,.  
It follows from (3.2) that the components of X, are 
X,+I, respectively, and the 
oo 
Yt-l-k/t-1 ~--  ~ ]fi e,- i+k , k = 0 ,1 , - - -  , (3.11) 
i=k+l  
and one can write 
where H is a Hankel-matrix 
Xt = HEt  , (3.12) 
K1 K2 K3 . . . ]  
K2 ga .. .  (3.13) 
H = K3 ... 
It also follows that the components of xt+ 1 can be obtained as 
yt+klt = Yt+klt_l + Kk et , k=l ,2 , . - . ,  (3.14) 
and the relationship between x,+l and z, corresponding to the orthogonal decomposition i  (2.9) 
is given by 
X,+I = X,+l/t + f i  e, , (3.15) 
where k consists of the first block column of H . 
Since Y++t/Y~- is a subspace of Xt, any basis in X,+I/, can be expressed by the linear com- 
bination of an appropriately choosen basis zt of Xt. 
Before going into the details of a particular selection of basis vectors for Xt, we mention some 
results concerning the properties of the Hankel-matrix H and from the deterministic realization 
theory. 
It follows from Hilbert-space geometry that the rational process Yt has a Markovian SSI:t 
representation f dimension dimxt = n iff rankH = n. It is known from deterministic realization 
theory, that if rankH = n, then there exists a triple (F, G, H), such that H can be factorized as 
H=OC= [HH. . .F ] [GFG'" ]  , (3.16) 
where (H, F)  and (F, G) are completely observable and controllable pairs respectively 
(i.e. rankO = rankC = n ), and 
Kk = HFk- IG ,  k = 1,2, . . .  (3.17) 
The p x n, n x n, n x p dimensional H, F, G matrices represent the n-dimensional minimal SSR of 
Yr. Minimal realizations are unique modulo change of basis, i.e. with any nonsingular T matrix, 
f t  = HT  -1, ~' = TFT  -1, G = TG also realize Kk in the sense of (3.17). 
The matrices O and C are called observability and controllability matrices, respectively. 
Coming back to the choice of basis in Xt, the following result will be used. 
Lemma 3 Assume that the rational process Y, has a finite dimensional realization of minimum 
order n = rank H. Let the vectors hi , - - .  ,ha be a basis selected from the rows of the Hankel 
matrix H (or equivalently et Vl,.. • , vn be a basis of R n selected from the rows of the observability 
matrix O). Then the Y~+k/t-a, components of X, associated with h i , . . . ,  h,, (or v l , . . .  , vn) also 
form a basis for Xt. 
The proof of this Lemma can be obtained by the direct use of (3.12). 
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The basis selection strategies in the deterministic realization theory are called selection plans, 
see Kailath [3]. 
The basis selection from the rows of observability matrix when applying a selection plan 
/Scheme II selection plan in Kailath [6]/ is performed by choosing the first linearly indepen- 
dent vectors from left to right in the following scheme: 
, 
h'lF, h~F, (3.18) 
! k A vector hiF is included in the selected vectors iff it is linearly independent ofeach previously 
selected adjacent vectors. It can be deduced that among the selected vectors the following 
dependency relations hold: 
i --1 min (v i ,v j - -1)  p min (v l ,u j ) - - i  
h:FVi= E E alJkh; Fk + E E aiJ~h; Fk 
j= l  k j=i  k 
i=  1,... ,p, (3.19) 
//1 "31- /]2 -4- ' '  " "4- Vp : n : dimXt . 
THEOREM 1. Let (H, F) be a completely observable pair and H is of full rank. Then {vi, aijk} 
constitute a complete system of independent invariants for ( H, F) with respect to the transfor- 
mation $" = TFT  -1, [t = HT  -1 for arbitrary nonsingular matrix T. 
The proof this theorem can be obtained as the dual of the resuts in Popov [9], Theorem 1. 
Using the above results, the SSR of Yt can be obtained from (3.15) as follows. 
Proposit ion 2.. Let the basis vectors elected by Scheme II selection plan from the rows of the 
observability matrix O be arranged in the following chain: 
h~, h~F,... , h~F v'-l" h~,. . . . . .  h' F ''-1 (3.20) 
and define the associated basis for Xt as 
x,t [Y : / t_ l  , 1 i . .. yp , .  : Y t+ l / t - l ' ' ' "  ,Y t+v l -1 / t -1 ,  Y? / t - l ' "  , t+vv-1 / t -1 ]  (3.21) 
In this basis the rational process Yt has the forward Markovian SSR: 
xt+t  =Fext 'q -Geet  , (3.22.a) 
= 
0 1 
0 1 
0~110 Ot ' l l l  . . . 
9 /110  ( I '111  . . . 
He=[ 1 0 ... 0 
L 0 0 ... 0 
Yt = Hjzt -4- et , (3.22.b) 
0 
__~ lpO .~1p l  . .  
0 i 
0 
O~pp 0 Olpp 1 
0 0 
1 0 
1 
.. 0 ] 
. .  0 
; Gc = 
! 
_ IGvv. 
(3.23) 
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where K~ denotes the/-th row of Kj, and Eeie~ - 6i j  ~ . 
PROOF. It can be seen that the dependendency relations in (3.19) are also hold among the 
selected components of X~, i.e. Yt+v/t-1 , i = 1 , . . .  ,p can be obtained by the same linear 
combinations of the elements of zt as the vectors h iF  v~ are obtained in (3.19) from the linear 
combinations of the vectors in (3.20). Using (3.15), only those equations which are associated 
with the selected components of xt are retained. Then the retained elements from Xt+l/~ are 
either also among the components ofxt or can be obtained by the dependency relations in (3.19). 
The selection of the rows in/~ in correspondence with the components ofx~ results in the matrix 
K¢. The structure of He can be deduced from the observation equation Yt = Y~/~-I + e~. Since 
all of the components of Yt/t-1 are selected in ~:t , He consits of the corresponding unit vectors. 
The forward orthogonality property follows from the construction of the state-space using the 
orthogonal projections in (2.9). 
REMARK. It can be seen, that F~ , He are uniquelly defined by the invariants {L,i, ~ijk}. Due 
to the specific form of Fc , He, the SSR in (3.22) is called the observable canonic SSR of yr. For 
the construction of other canonic SSR-s see also Kallath [6]. 
It remains to show the relationship between F¢, He, G¢ and the matrices F, G, H in any 
given factorization of the Hankel matrix, in (3.16). 
Let the rows of the matrix T be constructed from the row vectors elected in (3.20). Clearly 
T is nonsingular. Then simple calculation shows, that 
Fc = TFT-1 ,  He = HT- t  , Ge = TG , (3.24) 
which corresponds to the change of basis from say xt to xt = T£'t. 
The forward Markovian SSR-s are frequently written in the form 
Xt+l=Fxt+vt ,  y t=Hxt+et ,  fEZ  (3.25) 
where the white noises vt , e~ have the covariances 
where 
Q = GEG'  , S = G~ . (3.27) 
This form will be used in the next paragraph to study the extremal points of the set of all n-order 
Markovian SSR-s. 
The previous results refer to the construction of canonic SSR-s for the rational stationary 
process Yr. If any particular minimal SSR of y, is given, these canonic forms are obtained by an 
appropriate change of basis as shown in (3.24). The construction procedure was based on the 
forward factorization of the spectrum f(~), and on the associated infinite MA representation f 
y~. This procedure can be repeated when starting with the backward factorization of f(1) in 
(3.9), and with the infinite backward MA representation (3.8) resulting in backward canonic SSR 
of y~. 
Since we are interested in the properties of backward SSR-s that can be related to a given 
forward SSR, the backward SSR will be derived directly from the forward SSR. 
Proposit ion 3. Let the forward Markovian SSR in the form (3.25)-(3.27) be given. Then the 
associated backward Markovian SSR is given by 
x B = F Iz  B ,+1 + v, , y, = H- 51 + e, , t e z ,  (3.28) 
where 
x~ = P - lx t  , Ex~(xtB)  ' = p -1  > O, HB = HPF '+ G ' ,  (3.29) 
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and v~ , e B are white noises with covariances 
z [vP1 [(v;),, (4) ' ] :  
where 
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(3.30) 
QB = p-X _ F ,p - IF ,  SB = H' - FIp-1HB, EB = Co - HBp-IH'B . (3.31) 
The white noise e B satisfies the backward orthogonality condition (1.4b) 
PROOF. This is based on the orthogonai decompositions xt = xt/Xt+k + xt -x t /X t+},  
where Xt+k {xt+k, k > O} and on the calculation of the projections B B yt/vt+ k, = P - l (x ,  - .-~ _ Vt+k 
x JX ,+k) ,  k >_ 1. o 
4. EXTREMAL FORWARD AND BACKWARD MARKOVIAN STATE-SPACE 
REPRESENTATIONS 
Denote P the set of all forward Markovian representations a sociated with a given sequence 
Kk in the infinite MA representation (3.2), or equivalently with the SSR in (3.25), where P 
satisfies (3.27). 
The properties of the set P was studied e.g. in Faurre [2], and among other properties it was 
shown that P has two extremal points characterised by 
P*_>P,  P , _<P for all PEP  (4.1) 
in the sense that P* - P is positive definite. 
The SSR-s associated with P* and P, are called maximal and minimal SSR-s, respectively. 
Faurre [2] gives two algorithms to generate t9, and P, recursively. 
It will be shown that the state-space realization (F, G, H, E,¢t) where ct satisfies the condi- 
tions of Wold decomposition has the additional property that fixing F, G, H the associated state 
covariance is minimal in the above sense. 
Let Yt be a purely nondeterministic process with Wold decomposition 
OO 
Yt = E Ki~, - i  (4.2) 
i=0  
and consider the state space realization 
xt+l = Fxt  + Get (4.3) 
Yt = Hxt -e t  , 
where et is a white noise orthogonal to the past Y 7. Let _.x t = xt [ Y~-. Then we have 
_x,+ 1 = F _x t + A~t (4.4) 
Yt =H-x ,+Ko~t  • 
So we obtained from realization (4.3) an other one for which the state vector x t belongs to Y;- 
and the matrices F and H are the same in both realizations. 
It is easy to see that E x. t ~T < E xt x~ (one can use only the properties of the orthogonal 
projection). 
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Let us consider an other realization of Yt with state vector ~, G Y[- for which the matrices H 
and F are the same as in (4.4) and the white noise is et. By the projection of yt to Y~--k we 
obtain 
y¢ = HF  ~ x_,_k + ml (4.5) 
and 
Yt = HF  k x t -k  + m2 , (4.6) 
where ml  and m2 are orthogonal to Yt--k • 
However the rows of matrices HF k generate the n-dimensional space, (the system is observable) 
and from the uniqueness of the orthogonal decomposition one can see that  
Ex_ tz t  T=E~,}T .  (4.7) 
The above results can formally be stated as follows. 
P ropos i t ion  4. Let the matrices F, H, G in the SSR (F, G, H, ~, e,) be fixed. Then the covari- 
once matr ix of the associated state vector attaines its minimum P ,  if e, sattisfies the conditions 
of Wold decomposition. 
CONCLUSION 
The construction of forward and backward SSR-s and their canonic forms for staionary Gaus- 
sion stochastic processes was discussed. The approach applied here was based on the factorization 
of spectral density and on the associated infinite MA representation (Wold decomposition) of the 
process. Utilizing the extremal property of Wold decomposition, the extremal points of the set 
of all SSR-s with given minimal order are obtained. 
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