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Abstract
We study the circuit complexity for mixed bosonic Gaussian states in harmonic lattices
in any number of dimensions. By employing the Fisher information geometry for the
covariance matrices, we consider the optimal circuit connecting two states with vanishing
first moments, whose length is identified with the complexity to create a target state from
a reference state through the optimal circuit. Explicit proposals to quantify the spectrum
complexity and the basis complexity are discussed. The purification of the mixed states is
also analysed. In the special case of harmonic chains on the circle or on the infinite line,
we report numerical results for thermal states and reduced density matrices.
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1 Introduction
The complexity of a quantum circuit is an insightful notion of quantum information theory
[1–6]. During the last few years it has attracted increasing attention also because it has been
proposed as a new quantity to explore within the (holographic) gauge/gravity correspondence
between quantum (gauge) field theories and quantum gravity models from string theory. In
this context, different proposals have been made to evaluate the complexity of a quantum
state by considering different geometric constructions in the gravitational dual [7–16].
A quantum circuit constructs a target state by applying a specific sequence of gates to a
reference state. The circuit complexity is given by the minimum number of allowed gates
that is needed to construct the target state starting from the assigned reference state. This
quantity depends on the target state, on the reference state, on the set of allowed gates
and, eventually, on the specified tolerance for the target state. Notice that this definition of
complexity does not require the introduction of ancillary degrees of freedom.
Remarkable results have been obtained over the past few years in the attempt to evaluate
complexity in quantum field theories [17–40]. Despite these advances, it remains an interesting
open problem that deserves further investigations.
In order to understand the circuit complexity in continuum theories, it is worth exploring
the complexity of a process that constructs a quantum state in lattice models whose continuum
limit is well understood. The free scalar and the free fermion are the simplest models to
consider. In particular, it is worth focussing on the Gaussian states because they provide
an interesting arena that includes important states (e.g. the ground state and the thermal
states) and that has been largely explored in the literature of quantum information [41–45].
The bosonic Gaussian states are particularly interesting because, despite the fact that the
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underlying Hilbert space is infinite dimensional, they can be studied through techniques of
finite dimensional linear algebra.
Various studies have explored the complexity of quantum circuits made by pure Gaussian
states in lattice models [17–26]. In these cases the gates implement only unitary transforma-
tions of the state. It is important to extend these analyses by considering quantum circuits
that involve also mixed states; hence it is impossible to construct them by employing only
unitary gates [6]. A natural way to construct mixed states consists in considering the system
in a pure state and tracing out some degrees of freedom. This immediately leads to con-
sider the entanglement entropy and other entanglement quantifiers (see [46–49] for reviews).
The same consideration holds within the context of the holographic correspondence, where
the gravitational dual of the entanglement entropy has been found in [50–52] (see [53–55]
for recent reviews). Quantum circuits involving mixed states naturally lead to introduce the
notions of spectrum complexity and basis complexity [28].
A method to quantify the complexity of circuits involving mixed states has been recently
investigated in [23]. In this approach, the initial mixed state is purified by adding ancillary
degrees of freedom and the resulting pure state is obtained by minimising the circuit com-
plexity within the set of pure states. This procedure requires the choice of a fixed pure state
to evaluated this circuit complexity for pure states.
In this manuscript we explore a way to evaluate the complexity of quantum circuits made
by mixed states within the framework of the Information Geometry [56–58]. The method
holds for bosonic Gaussian states and it does not require the introduction of ancillary degrees
of freedom. It relies on the fact that, whenever the states provide a Riemannian manifold and
the available gates allow to reach every point of the manifold, the standard tools of differential
geometry can be employed to find the optimal circuit connecting two states. Since the pure
states provide a submanifold of this manifold, this analysis also suggests natural quantum
circuits to purify a given mixed state.
We focus only on the bosonic Gaussian states occurring in the Hilbert space of harmonic
lattices in any number of dimensions. These are prototypical examples of continuous variable
quantum systems; indeed, they can be described by the positions and the momenta, which
are continuous variables. The bosonic Gaussian states are completely characterised by their
covariance matrix, whose elements can be written in terms of the two point correlators, and
by their first moments. The covariance matrices associated to these quantum states are
real symmetric and positive definite matrices constrained by the validity of the uncertainty
principle [41–45]. We mainly explore the bosonic Gaussian mixed states with vanishing first
moments. This set can be described by a proper subset of the Riemann manifold defined
by the symmetric and positive definite matrices [59–63] equipped with the metric provided
by the Fisher information matrix [56, 57, 64–66]. We remark that our analysis considers
quantum circuits that are made by Gaussian states only. Despite this important simplifying
assumption, the resulting quantum circuits are highly non trivial because non unitary gates
are involved.
The manuscript is organised as follows. In Sec. 2 we introduce the quantities and the main
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results employed throughout the manuscript: the covariance matrix through the Gaussian
Wigner function, the Fisher-Rao distance between covariance matrices and the corresponding
geodesics, that provide the optimal circuits. The particular cases given by pure states, ther-
mal states and coherent states (the latter ones need further results discussed in Appendix B)
are explicitly considered. In Sec. 3 we provide explicit expressions to evaluate the spectrum
complexity and the basis complexity, by employing also the first law of complexity [67, 68].
The purification of a mixed state is explored in Sec. 4, where particular optimal circuits are
mainly considered. In Sec. 5 we discuss some lower and upper bounds on the complexity.
In Sec. 6 we focus on the circuits that do not contain pure states because they can be also
parameterised through the entanglement hamiltonian matrices. The Gaussian channels un-
derlying the optimal circuits are briefly discussed in Sec. 7. In Sec. 8 we describe the approach
to the complexity of mixed states based on the purification of a mixed state through ancillary
degrees of freedom. The last analysis reported in Sec. 9 focuses on the periodic harmonic
chain in one spatial dimension and on its limiting regime given by the harmonic chain on the
infinite line. Numerical results are reported both for some quantities introduced in the other
sections and for other quantities like the mutual complexity for the thermofield double states
and for the reduced density matrices. Finally, in Sec. 10 we summarise our results and discuss
future directions.
Some appendices (A, E and D) contain the derivation of selected results reported in the
main text and related technical details. Other appendices, instead, provide complementary
analyses that expand the discussion of the main text, adding further results. In particular,
in Appendix B we explore Gaussian states with non vanishing first moments, in Appendix C
the Bures and the Hilbert-Schmidt distances are discussed, in Appendix F the complexity of
the thermofield double states is explored and in Appendix G we describe the two particular
bases employed in [23] to study the complexity of mixed states through the F1 cost function.
2 Complexity as Fisher-Rao distance and the optimal path
In Sec. 2.1 we introduce Gaussian Wigner functions (defined in terms of the covariance matrix
and of the first moment) to characterise a generic Gaussian state. The Fisher-Rao distance and
other distances are defined in Sec. 2.2. In Sec. 2.3 we discuss the Williamson’s decomposition
of the covariance matrix, a crucial tool largely employed throughout the manuscript. The
optimal circuit in the Fisher information geometry is analysed in Sec. 2.4. The special cases
given by pure states and thermal states are explored in Sec. 2.5 and Sec. 2.6 respectively.
Finally, in Sec. 2.7 some results about the complexity for the coherent states are discussed.
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2.1 Gaussian states in harmonic lattices
The hamiltonian of a spatially homogeneous harmonic lattice made by N sites with nearest
neighbour spring-like interaction with spring constant κ reads
Ĥ =
N∑
i=1
(
1
2m
pˆ2i +
mω2
2
qˆ2i
)
+
∑
〈i,j〉
κ
2
(qˆi − qˆj)2 = 1
2
rˆtHphys rˆ (2.1)
where the second sum is performed over the nearest neighbour sites. The position and mo-
mentum operators qˆi and pˆi are hermitian and satisfy the canonical commutation relations
[qˆi, qˆj ] = [pˆi, pˆj ] = 0 and [qˆi, pˆj ] = iδij (we set ~ = 1 throughout this manuscript). The
boundary conditions do not change the following discussion, although they are crucial to de-
termine the explicit expressions of the correlators. Collecting the position and momentum
operators into the vector rˆ ≡ (qˆ1, . . . , qˆN , pˆ1, . . . , pˆN )t, the canonical commutation relations
can be written in the form [rˆi, rˆj ] = iJij , where J is the standard symplectic matrix
J ≡
(
0 1
−1 0
)
(2.2)
being 1 the N×N identity matrix and 0 the matrix with the proper size having all its elements
equal to zero. Notice that J2 = −1 and J t = J−1 = −J .
The real symplectic group Sp(2N,R) is made by the real 2N×2N matrices S characterising
the linear transformations rˆ → rˆ′ = S rˆ that preserve the canonical commutation relations
[69–73]. This condition is equivalent to SJSt = J . Given S ∈ Sp(2N,R), it can be shown
that det(S) = 1, St ∈ Sp(2N,R) and S−1 = JStJ−1, hence S−t = J tSJ (we have adopted
the notation M−t ≡ (M t)−1). The real dimension of Sp(2N,R) is N(2N + 1).
The density matrix ρˆ, that characterises a state of the quantum system described by the
hamiltonian (2.1), is a positive definite, hermitean operator whose trace is normalised to one.
When the state is pure, the operator ρˆ is a projector.
A useful way to characterise a density matrix is based on the Wigner function w(r), that
depends on the vector r made by 2N real components. The Wigner function is defined through
the Wigner characteristic function associated to ρˆ, that is [43–45]
χ(ξ) ≡ Tr(ρˆ ei rˆtJ ξ) = Tr(ρˆ D̂ξ) ξ ∈ R2N (2.3)
where in the last step we have introduced the displacement operator as
D̂a ≡ e−iatJ rˆ a ∈ R2N . (2.4)
The Fourier transform of the Wigner characteristic function provides the Wigner function
w(r) ≡ 1
(2pi)2N
∫
χ(ξ) e−i r
tJ ξ dξ (2.5)
where dξ =
∏2N
i=1 dξi denotes the integration over the 2N real components of ξ.
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In this manuscript we focus on the Gaussian states of the harmonic lattices, which are the
states whose Wigner function is Gaussian [42, 43, 46, 74–77]
wG(r; γ, 〈rˆ〉) ≡ e
− 1
2
(r−〈rˆ〉)t γ−1 (r−〈rˆ〉)
(2pi)N
√
det(γ)
. (2.6)
The 2N × 2N real, symmetric and positive definite matrix γ is the covariance matrix of the
Gaussian state, whose elements can be defined in terms of the anticommutator of the operators
rˆi as follows
γi,j =
1
2
〈{rˆi − 〈rˆi〉 , rˆj − 〈rˆj〉}〉 = 1
2
〈{rˆi , rˆj}〉 − 〈rˆi〉 〈rˆj〉 = 〈rˆi rˆj〉 − 〈rˆi〉 〈rˆj〉 − i
2
Ji,j . (2.7)
The covariance matrix γ is determined by N(2N + 1) real parameters. The expressions
(2.6) and (2.7) tell us that the Gaussian states are completely characterised by the one-
point correlators (first moments) and by the two-points correlators (second moments) of the
position and momentum operators collected into the vector rˆ. It is important to remark that
the validity of the uncertainty principle imposes the following condition on the covariance
matrix [43, 70]
γ +
i
2
J > 0 . (2.8)
In [63] a real, positive matrix with an even size and satisfying (2.8) is called Gaussian matrix.
Thus, every symmetric Gaussian matrix provides the covariance matrix of a Gaussian state.
A change of base rˆ → rˆ′ = S rˆ characterised by S ∈ Sp(2N,R) induces the transformation
γ → γ′ = S γ St on the covariance matrix.
In this manuscript we mainly consider Gaussian states with vanishing first moments, i.e.
having 〈rˆi〉 = 0 (pure states that do not fulfil this condition are discussed in Sec. 2.7). In this
case the generic element of covariance matrix (2.7) becomes
γi,j =
1
2
〈{rˆi , rˆj}〉 = Re
[〈rˆi rˆj〉] (2.9)
and the Wigner function (2.6) slightly simplifies to
wG(r; γ) =
e−
1
2
rt γ−1 r
(2pi)N
√
det(γ)
. (2.10)
where we have lightened the notation with respect to (2.6) by setting wG(r; γ) ≡ wG(r; γ,0).
The quantities introduced above characterise generic mixed Gaussian states. The subclass
made by the pure states is discussed in Sec. 2.3.1.
The most familiar way to describe the Hilbert space is the Schro¨dinger representation,
which employs the wave functions ψ(q) = 〈q|ψ〉 on RN (elements of L2(RN ) depending on
q ≡ (q1, . . . , qN )t) for the vectors of the Hilbert space and the kernels O(q, q˜) = 〈q| Ô |q˜〉 for
the linear operators Ô acting on the Hilbert space [69]. In the Appendix A.1 we relate the
kernel ρ(q, q˜) = 〈q| ρˆ |q˜〉 of the density matrix to the corresponding Gaussian Wigner function
(2.10). In the Appendix A.2 we express the kernel ρA(qA, q˜A) for the reduced density matrix
of a spatial subsystem A in terms of the parameters defining the wave function of the pure
state describing the entire bipartite system.
7
2.2 Fisher-Rao distance
The set made by the probability density functions (PDF’s) parameterised by the quantities
γ is a manifold. In information geometry, the distinguishability between PDF’s characterised
by two different sets of parameters γ1 and γ2 is described through a scalar quantity D(γ1, γ2)
called divergence [57, 58], a function such that D(γ1, γ2) > 0 and D(γ1, γ2) = 0 if and only if
γ1 = γ2 and
D(γ, γ + dγ) =
1
2
∑
i,j
gij dyidyj +O
(
(dy)3
)
(2.11)
where gij is symmetric and positive definite and y denotes the vector collecting the indepen-
dent parameters that determine γ = γ(y). In general D(γ1, γ2) 6= D(γ2, γ1); nonetheless,
notice that the terms that could lead to the loss of this symmetry are subleading in the ex-
pansion (2.11). Thus, every divergence D introduces a metric tensor gij that makes M a
Riemannian manifold.
A natural requirement for a measure of distinguishability between states is the information
monotonicity [57, 58]. Let us denote by s = s(r) a change of variables in the PDF’s and
by D¯(γ1, γ2) the result obtained from D(γ1, γ2) after this change of variables. If s(r) is not
invertible, a loss of information occurs because we cannot reconstruct r from s. This infor-
mation loss leads to a less distinguishability between PDF’s, namely D¯(γ1, γ2) < D(γ1, γ2).
Instead, when s(r) is invertible, information is not lost and the distinguishability of the two
functions is preserved, i.e. D¯(γ1, γ2) = D(γ1, γ2). Thus, it is naturally to require that any
change of variables must lead to [57, 58]
D¯(γ1, γ2) 6 D(γ1, γ2) . (2.12)
This property is called information monotonicity for the divergence D.
Let us consider a geometric structure on M induced by a metric tensor gij associated to a
divergence satisfying (2.12). An important theorem in information geometry due to Chentsov
claims that, considering any set of the PDF’s, a unique metric satisfying (2.12) exists up to
multiplicative constants [56, 57].
The Wigner functions of the bosonic Gaussian states (2.6) with vanishing first moments
are PDF’s that provide a manifold MG parameterised by the covariance matrices γ. The
Chentsov’s theorem for these PDF’s leads to introduce the Fisher information matrix [56, 57,
64, 66, 78]
gij =
∫
wG(r, γ)
∂ log[wG(r; γ)]
∂yi
∂ log[wG(r; γ)]
∂yj
dr (2.13)
which provides the Fisher-Rao distance between two bosonic Gaussian states with vanishing
first moments. Denoting by γ1 and γ2 the covariance matrices of these states, their Fisher-Rao
distance reads [60–63, 65, 79]
d(γ1, γ2) ≡
√
Tr
[
(log ∆)2
] ≡ ∣∣∣∣ log(γ−1/21 γ2 γ−1/21 )∣∣∣∣2 ∆ ≡ γ2 γ−11 . (2.14)
This is the main formula employed throughout this manuscript to study the complexity of
Gaussian mixed states.
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In Appendix B we report known results about the Fisher-Rao distance between Gaussian
PDF’s with non vanishing first moments [64, 65, 78, 80–82]. We remark that (2.14) is the
Fisher-Rao distance also when the reference state and the target state have the same first
moments, that can be non vanishing [65, 79, 83]. Although an explicit expression for the
Fisher-Rao distance in the most general case of different covariance matrices and different
first moments is not available in the literature, interesting classes of Gaussian PDF’s have
been identified where explicit expressions for this distance have been found [79, 83–85].
The distance between two states can be evaluated also through the distance between the
corresponding density matrices. Various expressions for distances have been constructed and
it is natural to ask whether they satisfy a property equivalent to the information monotonic-
ity (2.12), that is known as contractivity [86–88]. A quantum operation Θ is realised by a
completely positive operator which acts on the density matrix ρˆ, providing another quantum
state Θ(ρˆ) [43, 86, 87] (see also Sec. 7). A distance d between two states characterised by their
density matrices ρˆ1 and ρˆ2 is contractive when the action of a quantum operation Θ reduces
the distance between any two given states [86, 88], namely1
d(ρˆ1, ρˆ2) > d
(
Θ(ρˆ1),Θ(ρˆ2)
)
. (2.15)
This is a crucial property imposed to a distance in quantum information theory.
The main contractive distances are the Bures distance, defined in terms of the fidelity F
as follows
d2B(ρˆ1, ρˆ2) ≡ 2 (1−F(ρˆ1, ρˆ2)) F(ρˆ1, ρˆ2) ≡ Tr
(√√
ρˆ1 ρˆ2
√
ρˆ1
)
(2.16)
the Hellinger distance
d2H(ρˆ1, ρˆ2) = 2
[
1− Tr
(√
ρˆ1
√
ρˆ2
)]
(2.17)
and the trace distance
dL1(ρˆ1, ρˆ2) ≡ Tr
∣∣ρˆ1 − ρˆ2∣∣ . (2.18)
The trace distance is the Lp-distance with p = 1 and it is the only contractive distance among
the Lp-distances. For p = 2 we have the Hilbert-Schmidt distance [87]
dHS(ρˆ1, ρˆ2) =
√
Tr
(
ρˆ1 − ρˆ2
)2
(2.19)
which is non contractive. In Appendix C we further discuss the Bures distance and the
Hilbert-Schmidt distance specialised to the bosonic Gaussian states.
The Bures distance and the Hellinger distance are Riemannian2, being induced by a metric
tensor, while the trace distance is not. Another difference occurs when we restrict to the
subset of the pure states. It is well known that the only Riemannian distance between pure
states is the the Fubini-Study distance d2FS = 2 (1− |〈ψ1|ψ2〉|), where ρˆ1 = |ψ1〉〈ψ1| and
ρˆ2 = |ψ2〉〈ψ2|. Restricting to pure states, the Bures distance becomes exactly the Fubini-
Study distance, while the Hellinger distance and trace distance become d2H = 2
(
1− |〈ψ1|ψ2〉|2
)
and d2L1 = 4
(
1− |〈ψ1|ψ2〉|2
)
respectively, namely a function of the Fubini-Study distance [88].
1In [87] both the properties (2.12) and (2.15) are called monotonicity.
2In [59] Petz has classified all the contractive Riemannian metrics, finding a general formula that provides
(2.16) and (2.17) as particular cases.
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2.3 Williamson’s decomposition
The Williamson’s theorem is a very important tool to study Gaussian states [89]: it provides
a decomposition for the covariance matrix γ that is crucial throughout our analysis.
The Williamson’s theorem holds for any real, symmetric and positive matrix with even
size; hence also for the covariance matrices. Given a covariance matrix γ, the Williamson’s
theorem guarantees that a symplectic matrix W ∈ Sp(2N,R) can be constructed such that
γ = W tDW (2.20)
where D ≡ diag(σ1, . . . , σN ) ⊕ diag(σ1, . . . , σN ) and σk > 0. The set {σk} is the symplectic
spectrum of γ and its elements are the symplectic eigenvalues (we often call D the symplec-
tic spectrum throughout this manuscript, with a slight abuse of notation). The symplectic
spectrum is uniquely determined up to permutations of the symplectic eigenvalues and it is
invariant under symplectic transformations. Throughout this manuscript we refer to (2.20)
as the Williamson’s decomposition3 of γ, choosing a decreasing ordering for the symplectic
eigenvalues. The real dimension of the set made by the covariance matrices is N(2N +1) [45].
Combining (2.8) and (2.20), it can be shown that σk > 12 [43]. A diagonal matrix is
symplectic when it has the form Υ ⊕ Υ−1. This implies that a generic covariance matrix
is not symplectic because of the occurrence of the diagonal matrix D in the Williamson’s
decomposition (2.20).
Another important tool for our analysis is the Euler decomposition of a symplectic matrix
S (also known as Bloch-Messiah decomposition) [71]. It reads
S = LX R X = eΛ ⊕ e−Λ L,R ∈ K(N) ≡ Sp(2N,R) ∩O(2N) (2.21)
where Λ = diag(Λ1, . . . ,ΛN ) with Λj > 0. The non-uniqueness of the decomposition (2.21)
is due only to the freedom to order the elements along the diagonal of Λ. By employing the
Euler decomposition (2.21) and that the real dimension of K(N) is N2, it is straightforward
to realise that the real dimension of the symplectic group Sp(2N,R) is 2N2 + N , as already
mentioned in Sec. 2.1. The simplest case corresponds to the one-mode case, i.e. N = 1, where
a 2 × 2 real symplectic matrix can be parameterised by two rotation angles and a squeezing
parameter Λ1.
The quantities explored in this manuscript provide important tools to study the entangle-
ment quantifiers in harmonic lattices. For instance, the symplectic spectrum in (2.20) for
the reduced density matrix allows to evaluate the entanglement spectrum and therefore the
entanglement entropies [49, 74–76, 90, 91] and the Euler decomposition (2.21) applied to the
symplectic matrix occurring in the Williamson’s decomposition of the covariance matrix of
a subsystem has been employed in [92] to construct a contour function for the entanglement
entropies [93, 94]. The Williamson’s decomposition is also crucial to study the entanglement
negativity [74, 95–98] a measure of the bipartite entanglement for mixed states.
3It is often called normal modes decomposition [45].
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2.3.1 Covariance matrix of a pure state
A Gaussian state is pure if and only if all the symplectic eigenvalues equal to 12 , i.e. D = 12 1.
Thus, the Williamson’s decomposition of the covariance matrix characterising a pure state
reads
γ =
1
2
W tW =
1
2
RtX 2R W = LX R . (2.22)
The last expression, which has been found by employing the Euler decomposition (2.21) for
the symplectic matrix W , tells us that the covariance matrix of a pure state can be determined
by fixing N2 +N real parameters.
The covariance matrix of a pure state satisfies the following constraint [99](
iJγ
)2
=
1
4
1 . (2.23)
After a change of basis characterised by the symplectic matrix S, the covariance matrix
(2.22) becomes γ′ = 12 SW
tWSt. Choosing S = KW−t, where K ∈ K(N), the covariance
matrix drastically simplifies to γ′ = 12 1.
In the Schro¨dinger representation, the wave function of a pure Gaussian state reads [71]
ψ(q) =
(
det(E)
piN
)1/4
e−
1
2
qt(E+iF ) q (2.24)
where E and F are N ×N real symmetric matrices and E is also positive definite; hence the
pure state is parameterised by N(N + 1) real coefficients, in agreement with the counting of
the real parameters discussed above. The L2 norm of (2.24) is equal to one.
The covariance matrix corresponding to the pure state (2.24) can be written in terms of
the matrices E and F introduced in the wave function (2.24) as follows [71]
γ =
1
2
(
E−1 −E−1F
−F E−1 E + F E−1F
)
=
1
2
W tW (2.25)
where the symplectic matrix W and its inverse are given respectively by
W =
(
E−1/2 −E−1/2F
0 E1/2
)
W−1 =
(
E1/2 F E−1/2
0 E−1/2
)
(2.26)
The expression (2.24) is employed in the Appendix A.2 to provide the kernel of a reduced
density matrix in the Schro¨dinger representation.
2.4 Mixed states
Considering the set P(N) made by the 2N × 2N real and positive definite matrices, the
covariance matrices provide the proper subset of P(N) made by those matrices that also
satisfy the inequality (2.8).
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The set P(N) equipped with the Fisher-Rao distance is a Riemannian manifold where the
length of a generic path γ : [a, b]→ P(N) is given by4 [60–63, 66]
L[γ(τ)] =
∫ b
a
√
Tr
{[
γ(τ)−1 γ˙(τ)
]2}
dτ . (2.27)
The unique geodesic connecting two matrices in the manifold P(N) has been constructed [62].
In our analysis we restrict to the subset made by the covariance matrices γ. Considering the
covariance matrix γR and the covariance matrix γT, that correspond to the reference state
and to the target state respectively, the unique geodesic that connects γR to γT is [62]
Gs(γR , γT) ≡ γ1/2R
(
γ
−1/2
R γT γ
−1/2
R
)s
γ
1/2
R 0 6 s 6 1 (2.28)
where s parameterises the generic matrix along the geodesic (we always assume 0 6 s 6 1
throughout this manuscript) and it is straightforward to verify that
G0(γR , γT) = γR G1(γR , γT) = γT . (2.29)
The geodesic (2.28) provides the optimal circuit connecting γR to γT. In the mathematical
literature, the matrix (2.28) is also known as the s-geometric mean of γR and γT. The matrix
associated to s = 1/2 provides the geometric mean of γR and γT. We remark that being γR
and γT symmetric Gaussian matrices, it can be shown that also the matrices belonging to the
geodesic (2.28) are symmetric and Gaussian [63].
By employing (D.1), we find that the geodesic (2.28) can be written in the following form
Gs(γR , γT) =
(
γT γ
−1
R
)s
γR = γR
(
γ−1R γT
)s
. (2.30)
The Fisher-Rao distance between γR and γT is the length of the geodesic (2.28) evaluated
through (2.27). It is given by
d(γR, γT) ≡
√
Tr
[
(log ∆TR)2
] ≡ ∣∣∣∣ log(γ−1/2R γT γ−1/2R )∣∣∣∣2 (2.31)
where5
∆TR ≡ γT γ−1R . (2.32)
This distance provides the following definition of complexity
C2 = 1
2
√
2
d(γR , γT) (2.33)
It is straightforward to realise that, in the special case where both γR and γT correspond to
pure states, the complexity (2.33) becomes the result obtained in [22] for the F2 complexity,
based on the F2 cost function; hence we refer to (2.33) also as F2 complexity in the following.
The matching with [22] justifies the introduction of the numerical factor 1
2
√
2
in (2.33) with
respect to the distance (2.31). Equivalently, also the κ = 2 complexity given by Cκ=2 ≡ C22
can be considered.
4An explicit computation that relates (2.13) to (2.27) can be found e.g. in appendix A of [66].
5The expression (2.31) cannot be written as || log(γT γ−1R )||2 (see Appendix D).
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We remark that the complexity (2.33) and the optimal circuit (2.28) can be applied also for
circuits where the reference state and the target state have the same first moments [65, 79, 83].
The symmetry d(γR , γT) = d(γT , γR), imposed on any proper distance, can be verified for
the Fisher-Rao distance (2.31) by observing that ∆TR ↔ ∆−1TR under the exchange γR ↔ γT.
Evaluating the distance (2.31) between γ and γ + δγ, which are infinitesimally close, one
obtains [62, 100]
d(γ, γ+δγ)2 = Tr
{[
log
(
1+δγ γ−1
)]2}
= Tr
{[
δγ γ−1 + . . .
]2}
= Tr
[
(γ−1δγ)2
]
+ . . . (2.34)
where the dots correspond to O((δγ)3) terms.
Performing a change of basis characterised by the symplectic matrix S, the matrix ∆TR
changes as follows
∆′TR = γ
′
T(γ
′
R)
−1 = S∆TR S−1 . (2.35)
From this expression it is straightforward to observe that the Fisher-Rao distance (2.31), and
therefore the complexity (2.33) as well, is invariant under a change of basis. We remark that
(2.33) is invariant under any transformation that induces on ∆TR the transformation (2.35)
for any matrix S (even complex and not necessarily symplectic).
From the expression (2.28) of the geodesic connecting γR to γT, one can show that the
change s→ 1− s provides the geodesic connecting γT to γR; indeed, we have that6
G1−s(γR , γT) = γ
1/2
T
(
γ
−1/2
T γR γ
−1/2
T
)s
γ
1/2
T = Gs(γT , γR) . (2.36)
Another interesting result is the Fisher-Rao distance between the initial matrix γR and the
generic symmetric Gaussian matrix along the geodesic (2.28) reads [62]
d
(
γR , Gs(γR , γT)
)
= s d(γR , γT) . (2.37)
The derivation of some results reported in the forthcoming sections are based on the geodesic
(2.28) written in the following form7
Gs(γR , γT) = Us γR U
t
s Us ≡ ∆s/2TR . (2.39)
This expression is interesting because the generic matrix of the optimal circuit is written
in a form that reminde a symplectic transformation of γR through the Us. Nonetheless, we
remark that in general Us is not symplectic because the covariance matrices are not symplectic
matrices. The steps performed to obtain (2.39) lead to write (2.36) as follows
Gs(γT , γR) = U
−1
s γT U
−t
s . (2.40)
6This result can be found by considering e.g. the last expression in (2.30), that gives G1−s(γR , γT) =
γT
(
γ−1T γR
)s
and becomes (2.36), once (D.1) with M = γ
1/2
T is employed.
7The expression (2.39) can be found by first writing (2.28) as
Gs(γR , γT) =
[
γ
1/2
R
(
γ
−1/2
R γT γ
−1/2
R
)s/2 ] [(
γ
−1/2
R γT γ
−1/2
R
)s/2
γ
1/2
R
]
(2.38)
and then employing (D.1) in both the expressions within the square brackets of (2.38) with f(x) = xs/2.
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Figure 1: Pictorial representation of the optimal circuit (2.28) connecting γR to γT (solid black
curve). Coloured solid curves represent the sets made by symmetric Gaussian matrices having
the same symplectic spectrum. The red curve corresponds to DR and the blue curve to DT.
It is enlightening to exploit the Williamson’s decomposition of the covariance matrices
discussed in Sec. 2.3 in the expressions for the complexity and for the optimal circuit. The
Williamson’s decomposition (2.20) allows to write γR and γT as follows
γR = W
t
RDRWR γT = W tTDTWT WR ,WT ∈ Sp(2N,R) (2.41)
where DR and DT contain the symplectic spectra of γR and γT respectively. Let us introduce
also the Williamson’s decomposition of the generic matrix along the geodesic (2.28), namely
Gs(γR , γT) = W
t
s DsWs Ws ∈ Sp(2N,R) . (2.42)
It would be insightful to find analytic expressions for Ws and Ds in terms of γR and γT. This
has been done later in the manuscript for some particular optimal circuits.
In Fig. 1 we show a pictorial representation of the optimal circuit (2.28), which corresponds
to the solid black curve. The figure displays that the symplectic spectrum changes along the
geodesic because the black curve crosses solid curves having different colours, which correspond
to the sets of matrices having the same symplectic spectrum.
In order to write the complexity (2.33) in a convenient form depending on the symplectic
spectra and on the symplectic matrices WR and WT, let us employ that, after a canonical
transformation characterised by the symplectic matrix S, the covariance matrices in (2.41)
become
γ′R = SW
t
RDRWRSt γ′T = SW tTDTWTSt . (2.43)
By choosing S = KDRW
−t
R where KDR is symplectic and such that KDRDRKtDR = DR (the
set of matrices made by KDR is a subgroup of Sp(2N,R) called stabilizer [22]), we have that
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(2.43) become respectively
γ′R = DR γ′T =
(
WTRK
t
DR
)tDT(WTRKtDR) (2.44)
where we have introduced the symplectic matrix WTR defined as follows
WTR ≡WTW−1R . (2.45)
For later convenience, let us consider the Euler decomposition (defined in Sec. 2.3) of the
symplectic matrix WTR, namely
WTR = LTRXTRRTR (2.46)
where
LTR , RTR ∈ K(N) XTR = eΛTR ⊕ e−ΛTR ∈ Sp(2N,R) (2.47)
being ΛTR a diagonal matrix with positive entries. By specifying (2.35) to (2.44), we find that
∆′TR = KDRW
t
TRDTWTRD−1R K−1DR (2.48)
which allows to write the F2 complexity (2.33) as
8
C2 = 1
2
√
2
√
Tr
{[
log
(DTWTRD−1R W tTR)]2} . (2.49)
This expression is independent of KDR and tells us that, in order to evaluate the F2 complexity
(2.33) we need the symplectic spectra DR and DT and the symplectic matrix (2.45).
By employing the Euler decomposition (2.46), the second covariance matrix in (2.44) can
be decomposed as follows
γ′T = KDRR
t
TRXTR LtTRDT LTRXTRRTRKtDR (2.50)
which cannot be further simplified in the general case. Similarly, the Euler decomposition
(2.46) does not simplify (2.49) in a significant way.
From (2.28), one finds that the geodesic Gs(γ
′
R, γ
′
T) connecting γ
′
R to γ
′
T defined in (2.44)
reads
Gs(γ
′
R , γ
′
T) = D1/2R
(
D−1/2R KDRW tTRDTWTRKtDR D
−1/2
R
)sD1/2R
=
(
KDRW
t
TRDTWTRKtDR D−1R
)sDR (2.51)
which is simpler to compute than (2.28) because γ′R is diagonal. Let us remark that Gs(γ′R, γ′T)
is different from Gs(γR, γT) but they have the same length given by (2.49). Furthermore, while
the optimal circuit (2.51) depends on the matrix KDR , its length (2.49) does not.
For pure states, both (2.49) and (2.51) simplify in a significant way, as discussed in Sec. 2.5.
8The expression (2.49) can be obtained also by first plugging (2.41) into (2.33) and then employing the
cyclic property of the trace.
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2.4.1 One-mode mixed states
For mixed states defined by a single mode (i.e. N = 1), the results discussed above significantly
simplify because the diagonal matrices DR and DT are proportional to the 2×2 identity matrix;
hence the covariance matrices of the reference state and of the target state become respectively
γR = σRW
t
RWR γT = σTW
t
TWT WR ,WT ∈ Sp(2,R) (2.52)
where σR > 1/2 and σT > 1/2.
In this case the Williamson’s decomposition for the optimal circuit (2.28) can be explicitly
written. Indeed, from (2.52) one finds that ∆TR = σT σ
−1
R W
t
TWTRW
−t
R and this leads to write
the expression (2.39) for the optimal circuit as follows
Gs(γR , γT) = σsW
t
s Ws (2.53)
where
σs = σ
s
T σ
1−s
R Ws = WR
[(
W tTWTRW
−t
R
)s/2 ]t
(2.54)
which provide the Williamson’s decomposition of the generic matrix along the optimal circuit.
By specialising the complexity (2.49) to the one-mode mixed states in (2.52) we get
C2 = 1
2
√
2
√
Tr
{[
log(σT σ
−1
R WTRW tTR)
]2}
. (2.55)
Thus, the formal expression for the complexity does not simplify significantly for the one-mode
mixed states with respect to the general case with N > 1.
2.5 Pure states
It is very insightful to specialise the results presented in Sec. 2.4 to pure states.
When both the reference state |ψR〉 and the target state |ψT〉 are pure states, the corre-
sponding density matrices are the projectors ρˆR = |ψR〉〈ψR| and ρˆT = |ψT〉〈ψT| respectively.
In this case the symplectic spectra drastically simplify to
DR = DT = 1
2
1 (2.56)
where 1 is the 2N × 2N identity matrix. This implies that the Williamson’s decompositions
in (2.41) become respectively
γR =
1
2
W tRWR γT =
1
2
W tTWT . (2.57)
The complexity of pure states can be easily found by specialising (2.49) to (2.56). The re-
sulting expression can be further simplified by employing (2.46), (2.47) and the cyclic property
of the trace. This gives the result obtained in [22]
C2 = 1
2
√
2
√
Tr
{[
log
(
WTRW tTR
)]2}
=
1
2
√
2
√
Tr
{[
log
(X 2TR)]2} = √∑
i
(ΛTR)2i (2.58)
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which can be also obtained through the proper choice of the base described below.
Since we are considering pure states, (2.26) can be employed to write WR and WT in terms
of the pairs of symmetric matrices (ER, FR) and (ET, FT) occurring in the wave functions
(2.24) of the reference state and of the target state respectively. The matrix WTR in (2.45),
that provides the complexity (2.58), can be written as follows
WTR =
(
E
−1/2
T E
1/2
R E
−1/2
T FRE
−1/2
R − E−1/2T FTE−1/2R
0 E
1/2
T E
−1/2
R
)
(2.59)
which becomes block diagonal for real wave functions (i.e. when FR = FT = 0).
As for the optimal circuit (2.28), by specialising the form (2.30) to the covariance matrices
of pure states in (2.57), we obtain
Gs(γR , γT) =
1
2
W tR
(
W tTRWTR
)s
WR . (2.60)
We find it instructive also to specialise the expression (2.39) for the optimal circuit to pure
states. Indeed, in this case ∆TR is symplectic and the result reads
Gs(γR , γT) =
1
2
W ts Ws Ws = WR U
t
s (2.61)
This expression provides the Williamson’s decomposition of the optimal circuit made by pure
states, being Ws ∈ Sp(2N,R).
A proper choice of the basis leads to a simple expression for the optimal circuit. Since
DR = 12 1, we have that KDR introduced in the text below (2.43) is an orthogonal matrix.
For pure states the convenient choice is KDR = RTR. Indeed, by specifying (2.44) to this case
we obtain that in this basis the covariance matrices γR and γT become the following diagonal
matrices
γ′R =
1
2
1 γ′T =
1
2
X 2TR . (2.62)
We remark that this result has been obtained by exploiting the peculiarity of the pure states
mentioned in Sec. 2.3, namely that, after a change of basis that brings the covariance matrix
into the diagonal form 121, another change of basis characterised by a symplectic matrix
that is also orthogonal leaves the covariance matrix invariant. The occurrence of non trivial
symplectic spectra considerably complicates this analysis (see (2.49) and (2.51)).
Specialising the form (2.30) of the optimal circuit to the covariance matrices in (2.62), the
following simple expression is obtained [22]
Gs(γ
′
R , γ
′
T) =
1
2
X 2sTR . (2.63)
This expression tells us that, for pure states, this basis is very convenient because the optimal
circuit is determined by the diagonal matrix XTR.
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2.6 Thermal states
The thermal states provide an important class of Gaussian mixed states. The density matrix
of a thermal state at temperature T ≡ 1/β is ρˆth = e−βHˆ/Z, where Ĥ is the hamiltonian (2.1)
for the harmonic lattices that we are considering and the constant Z = Tr(e−βHˆ) guarantees
the normalisation condition Trρˆth = 1.
In order to study the Williamson’s decomposition of the covariance matrix associated to a
thermal state, let us observe the matrix Hphys in (2.1) can be written as
Hphys = Qphys ⊕ P phys (2.64)
where P phys = 1m1 and Q
phys is a N ×N real, symmetric and positive definite matrix whose
explicit expression is not important for the subsequent discussion.
Denoting by V˜ the real orthogonal matrix that diagonalises Qphys (for the special case of
the harmonic chain with periodic boundary conditions, V˜ has been written in (9.6) e (9.7)),
it is straightforward to notice that (2.64) can be diagonalised as follows
Hphys = V
[
1
m
diag
(
(mΩ)21, . . . , (mΩN )
2, 1, . . . , 1
)]
V t V ≡ V˜ ⊕ V˜ (2.65)
where Ω2k are the real eigenvalues of Q
phys/m. It is worth remarking that the 2N ×2N matrix
V is symplectic and orthogonal, being V˜ orthogonal. By employing the argument that leads
to (D.10), the r.h.s. of (2.65) can be written as
Hphys = V Xphys
[
diag
(
Ω1, . . . ,ΩN ,Ω1, . . . ,ΩN
)]Xphys V t (2.66)
where we have introduced the following symplectic and diagonal matrix
Xphys = diag
(
(mΩ1)
1/2, . . . , (mΩN )
1/2, (mΩ1)
−1/2, . . . , (mΩN )−1/2
)
. (2.67)
The expression (2.66) provides the Williamson’s decomposition of the matrix Hphys entering
in the hamiltonian (2.1). It reads
Hphys = W tphysDphysWphys (2.68)
where
Dphys = diag
(
Ω1, . . . ,ΩN ,Ω1, . . . ,ΩN
)
Wphys = Xphys V t . (2.69)
The Williamson’s decomposition (2.68) suggests to write the physical hamiltonian (2.1) in
terms of the canonical variables defined through Wphys. The result is
Ĥ =
1
2
sˆtDphys sˆ sˆ ≡Wphys rˆ ≡
(
qˆ
pˆ
)
. (2.70)
Following the standard quantisation procedure, one introduces the annihilation operators
bˆk and the creation operators bˆ
†
k as
bˆ ≡ ( bˆ1, . . . , bˆN , bˆ†1, . . . , bˆ†N )t ≡ Θ−1sˆ bˆk ≡ qˆk + i pˆk√2 Θ ≡ 1√2
(
1 1
−i1 i1
)
(2.71)
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which satisfy the well known algebra given by [bˆi, bˆj ] = Jij . In terms of these operators, the
hamiltonian (2.70) assumes the standard form
Ĥ =
N∑
k=1
Ωk
(
bˆ†k bˆk +
1
2
)
. (2.72)
Thus, the symplectic spectrum in (2.69) provides the dispersion relation of the model.
The operator (2.72) leads us to introduce the eigenstates |nk〉 of the occupation number
operator bˆ†kbˆk, whose eigenvalues are given by non negative integers nk, and the states |n〉 ≡⊗N
k=1 |nk〉. The expectation value of an operator Ô on the thermal state reads
〈Oˆ〉 = Tr(ρˆthÔ) = 1Z∑
n
〈n|Ô|n〉 e−β
∑N
k=1 Ωk(nk+1/2) . (2.73)
Considering the covariance matrix of a Gaussian state defined in (2.9), by employing (2.70),
where Wphys is a real matrix, one finds that the covariance matrix of the thermal state can be
written as
γth = W
−1
phys Re 〈sˆ sˆt〉W−tphys (2.74)
in terms of the covariance matrix in the canonical variables collected into sˆ, whose elements
are given by the correlators 〈qˆk qˆk′〉, 〈pˆk pˆk′〉 and 〈qˆk pˆk′〉. These correlators can be evaluated
by first using (2.71) to write Re 〈sˆ sˆt〉 = Re (Θ〈bˆ bˆt〉Θt), where we remark that Θ is not a
symplectic matrix because it does not preserve the canonical commutation relations. Then,
by exploiting (2.73) and the action of bˆk and bˆ
†
k onto the Fock states, one computes 〈bˆ bˆ
t〉.
This leads to a diagonal matrix Re 〈sˆ sˆt〉 whose non vanishing elements are given by [43, 45]
Re〈qˆkqˆk〉 = Re〈pˆkpˆk〉 = 1
2
coth(βΩk/2) Re〈qˆkpˆk〉 = 0 . (2.75)
Combining these results with (2.74), for the Williamson’s decomposition of the covariance
matrix of the thermal state one obtains
γth = W
t
thDthWth (2.76)
where the symplectic eigenvalues entering in the diagonal matrix Dth and the symplectic
matrix Wth are given respectively by
σth,k =
1
2
coth(βΩk/2) Wth = W
−t
phys . (2.77)
We remark that Wth is independent of the temperature.
Taking the zero temperature limit β → +∞ of (2.76), one obtains the Williamson’s de-
composition of the covariance matrix of the ground state. This limit gives σth,k → 1/2, as
expected from the fact that the ground state is a pure state, while Wth does not change, be-
ing independent of the temperature. Thus, the Williamson’s decomposition of the covariance
matrix of the ground state reads
γgs =
1
2
W−1physW
−t
phys (2.78)
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where Wphys has been defined in (2.69).
It is worth considering the complexity when the reference state and the target state are
thermal states having the same physical hamiltonian Ĥ but different temperatures (we de-
note respectively by βR and βT their inverse temperatures). From (2.76), we have that the
Williamson’s decomposition of the covariance matrices of the reference state and the target
state read respectively
γth,R = W
t
thDth,RWth γth,T = W tthDth,TWth (2.79)
where Wth is independent of the temperature; hence WR = WT. This means that WTR = 1 in
this case (see (2.45)); hence the expression (2.49) for the complexity significantly simplifies to
C2 = 1
2
√
2
√
Tr
{[
log
(Dth,TD−1th,R)]2} = 12
√√√√ N∑
k=1
{[
log
(
coth(βTΩk/2)
coth(βRΩk/2)
)]2}
. (2.80)
The optimal path connecting these particular thermal states is obtained by plugging (2.79)
into (2.39). Furthermore, by exploiting (D.1) and some straightforward matrix manipulations,
we find that the Williamson’s decomposition of the generic covariance matrix belonging to
this optimal path reads
Gs(γth,R , γth,T) = W
t
thDsWth Ds = Dsth,TD1−sth,R 0 6 s 6 1 (2.81)
where the same symplectic matrix Wth of the reference state and of the target state occurs and
only the symplectic spectrum depends on the parameter s labelling the covariance matrices
along the optimal path.
It is worth asking whether, for any given value of s, the covariance matrix Gs(γth,R , γth,T)
in (2.81) can be associated to a thermal state of the system characterised by the same phys-
ical hamiltonian underlying the reference and the target states. Denoting by σs,k the sym-
plectic eigenvalues of (2.81) this means to find a temperature Ts ≡ β−1s such that σs,k =
1
2 coth(βsΩk/2). This equation can be written more explicitly as follows
coth(βs Ωk/2) =
[
coth(βT Ωk/2)
coth(βR Ωk/2)
]s
coth(βR Ωk/2) . (2.82)
We checked numerically that a solution Ts = Ts(TR, TT) for any 1 6 k 6 N does not exist.
The quantities discussed above are further explored in Sec. 9.3, where the thermal states of
the harmonic chain are considered.
2.7 Coherent states
The coherent states are pure states with non vanishing first moments [45]. They can be
introduced through the displacement operator defined in (2.4), where the real vector a ∈ R2N
can be parameterised in terms of the complex vector α ∈ CN as at = √2 (Re(α)t, Im(α)t).
The displacement operator (2.4), which is unitary and satisfies D̂−1a = D̂−a, shifts the
position and the momentum operators as follows
D̂−a rˆ D̂a = rˆ + a . (2.83)
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The coherent state |α〉 is the pure state obtained by applying the displacement operator to
the ground state
|α〉 ≡ D̂a|0〉 . (2.84)
This state is Gaussian and, from (2.4), we have that the ground state corresponds to the
coherent state with vanishing α [45]. From (2.83), (2.84) and the fact that 〈0|rˆ|0〉 = 0, for
the first moments of the coherent state (2.84) one finds
〈α|rˆ|α〉 = 〈0|D̂−a rˆ D̂a|0〉 = 〈0|rˆ + a|0〉 = a . (2.85)
By employing this property, from the definition (2.7) for the covariance matrix γcs of a coherent
state we find that
γcs+
i
2
J = 〈α|(rˆ−a) (rˆ−a)t|α〉 = 〈0|D̂−a(rˆ−a)D̂a D̂−a(rˆ−a)tD̂a|0〉 = 〈0|rˆ rˆt|0〉 (2.86)
where (2.83) has been used in the last step. Thus, the coherent states have the same covariance
matrix of the ground state, but their first moments (2.85) are non vanishing. Combining this
observation with (2.78), for γcs we find
γcs =
1
2
W−1physW
−t
phys . (2.87)
The distance (2.31), that is mainly used throughout this manuscript to study the circuit
complexity of mixed states, is valid for states having the same first moments [62, 65, 79], as
reported in the Appendix B.
In the Appendix B it is also mentioned that an explicit expression for the complexity
between coherent states is available in the literature if we restrict to the coherent states
having a diagonal covariance matrix and a = (
√
2α, 0, . . . , 0) [79, 84, 85]. These states
provide a manifold parametrised by (α, v1, . . . , v2N ), being v
2
k the k-th entry of the diagonal
covariance matrix, and whose metric is given by (B.10) with n = 2N and µ =
√
2α, namely
ds2 =
2 dα2 + 2 dv21
v21
+ 2
2N∑
k=2
dv2k
v2k
. (2.88)
Let us remind that the covariance matrices that we are considering must satisfy the con-
straint (2.8), which is equivalent σk > 1/2 for the symplectic eigenvalues, being k = 1, . . . , N .
By using (D.10), one finds that the symplectic eigenvalues of the diagonal covariance matrix
diag(v21, . . . , v
2
2N ) are σk = vk vk+N for k = 1, . . . , N . Thus, in our case the manifold equipped
with the metric (2.88) must be constrained by the conditions vk vk+N > 1/2 for k = 1, . . . , N .
The coherent states are pure states, hence their covariance matrices must satisfy the condi-
tion (2.23), which holds also when the first moments are non vanishing [45, 99]. For the class
of coherent states that we are considering, the constraint (2.23) leads to
v2k+N =
1
4v2k
k = 1, . . . , N (2.89)
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which saturate the constraints vk vk+N > 1/2 introduced above. By imposing the conditions
(2.89), the metric (2.88) becomes
ds2 =
2 dα2 + 4 dv21
v21
+ 4
N∑
k=2
dv2k
v2k
= 2
(
dα2 + 2 dv21
v21
+ 2
N∑
k=2
dv2k
v2k
)
(2.90)
which is twice (B.10) with n = N and µ = α. The geometry given by (2.90) has been found
also in [18]. The constraint (2.89) tells us that the metric (2.90) is defined on a set of pure
states, but we are not guaranteed that the resulting manifold is totally geodesic. This is
further discussed in the final part of this subsection.
Given a reference state and a target state parametrised9 by φR = (αR, vR,1, . . . , vR,N ) and
φT = (αT, vT,1, . . . , vT,N ) respectively, the square of the complexity of the circuit corresponding
to the geodesic connecting these states in the manifold equipped with (2.90) is easily obtained
from (B.11). The result reads
dcs(φR,φT) = 2
√
2
√√√√[ arccosh(1 + (αR − αT)2/2 + (vR,1 − vT,1)2
2 vR,1vT,1
)]2
+
N∑
k=2
[
log
(
vT,k
vR,k
)]2
.
(2.91)
By adopting the normalisation in (2.33), which is consistent with [17, 18], one can introduce
the complexity between coherent states as follows
C2 = 1
2
√
2
dcs(φR,φT) . (2.92)
Setting αR = 0 (or αT = 0, equivalently) in (2.92), one obtains the complexity between a
coherent state in the particular set introduced above and the ground state. As consistency
check, we observe that, by setting αR = αT in (2.92), the complexity (2.58) between pure
states is recovered.
It is instructive to compare (2.92) with the results reported in [18], where the complexity
Cκ=2 = C22 between the ground state and a bosonic coherent state has been studied through the
Nielsen’s approach [1–3]. The analytic expression for the complexity in [18] has been obtained
for reference and target states with diagonal covariance matrices and first moments with at
most one non vanishing component. Since these are the assumptions under which (2.92) has
been obtained, we can compare the two final results for the complexity. The analysis of [18]
allows to write the complexity Cκ=2 in terms of a free parameter x0 which does not occur
neither in the reference state nor in the target state. We observe that the square of (2.92)
with αR = 0 coincides with the result in [18]
10 with x0 = 2vR,1.
In the following we consider circuits in the space of the Gaussian states with non vanishing
first moments such that the reference and the target states are given by two coherent states
(2.84) originated from the same ground state, denoting their first moments by aR and aT
respectively. These states have the same covariance matrix γ0 (see (2.86)), whose symplectic
9The vector φ corresponds to the vector θ used in Appendix B restricted by the condition (2.89).
10In Eqs. (4.23) and (4.24) of [18], set i = 1,
√
2ωR,there = 1/vR,k,
√
2mthere ωk,there = 1/vT,k and ai,there =
athere/x0 = αT/(
√
2 vR,1).
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eigenvalues are equal to 1/2, being the coherent states pure states. Parametrising the reference
state by θR = (aR, γ0) and the target state by θT = (aT, γ0), a recent result obtained in [83]
and discussed in Appendix B allows us to write the circuit complexity as follows
C2 = 1
2
√
2
dFR(θR,θT) (2.93)
where dFR has been defined in (B.13). We are not able to prove that σk > 1/2 for the
symplectic eigenvalues of the symmetric and positive matrices making the geodesic whose
length is (2.93).
It is worth remarking that the expressions (2.92) and (2.93) for the complexity are defined
for different sets of Gaussian Wigner functions with a non vanishing intersection. Indeed,
(2.93) holds between PDF’s with the same covariance matrix (that can be also non diagonal),
while (2.92) is valid for diagonal covariance matrices that can be different. Moreover in (2.92),
aR and aT can have only one non vanishing components, while in (2.93) they are generic. Thus,
in order to compare (2.92) and (2.93) we have to consider reference and target states which
have the same diagonal covariance matrix and and whose first moments have only one non
vanishing component. Setting vR,k = vT,k ≡ vk with k = 1, . . . , N in (2.92), we obtain
C2 = arccosh
(
1 +
(αR − αT)2
4 v21
)
. (2.94)
Plugging γ0 = diag(v
2
1, . . . , v
2
N , (2v1)
−2, . . . , (2vN )−2) and aS = (
√
2αS, 0, . . . , 0) for S = R
and S = T in (2.93), one finds
C2 = 1√
2
arccosh
(
1 +
(αR − αT)2
2 v21
)
. (2.95)
A simple numerical inspection shows that (2.95) is always smaller than (2.94). This exam-
ple allows to conclude that the submanifold of pure states with diagonal covariance matrix
equipped with the metric (2.90) is not totally geodesics.
3 Spectrum complexity and basis complexity
In this section we discuss the spectrum complexity and the basis complexity for mixed Gaus-
sian states in harmonic lattices.
By exploiting the Williamson’s decomposition we introduce the W path as the optimal
circuit connecting two covariance matrices with WR = WT ≡ W and the D path as the
optimal circuit connecting two covariance matrices having DR = DT ≡ D. In order to study
these circuits, in Sec. 3.1 we discuss the first law of complexity for the Gaussian states that
we are considering. The lengths of a W path and of a D path are employed to study the
spectrum complexity (Sec. 3.3) and the basis complexity (Sec. 3.4) respectively. In Fig. 2 the
dashed curves correspond to W paths (see (3.18)).
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Figure 2: The solid black curve and the solid coloured curves have been defined in Fig 1.
Eq. (3.18) tells us that the dashed black curves represent the WR path and the WT path that
pass through γR and γT respectively (the auxiliary covariance matrices γ˜R and γ˜T have been
defined in (5.1)). The arcs of the dashed curves that connect the blue curve to the red curve
have the same length given by (3.19).
3.1 First law of complexity
It is worth investigating the first law of complexity [67, 68] for the states described in Sec. 2.
The derivations of the results reported below are given in the Appendix E.
Let us consider the following functional
S[q(t)] =
∫ t1
t0
L[q(t), q˙(t), t] dt (3.1)
where q0 = q(t0) and q1 = q(t1) are the initial and final configurations respectively.
It is well known that the first variation of (3.1) under an infinitesimal change of the boundary
conditions qi → qi + δqi for i = 0, 1 evaluated on a solution of the equations of motion is
δS[q(t)] =
∂L
∂q˙
δq
∣∣∣∣
t1
− ∂L
∂q˙
δq
∣∣∣∣
t0
. (3.2)
The functional we are interested in is the length functional (2.27) and the solution of
its equations of motion is given by the optimal circuit (2.28), that satisfies the boundary
conditions (2.29). In order to apply (3.2), one considers the infinitesimal variations γT →
γT + δγT and γR → γR + δγR of the covariance matrices of the reference and of the target
states that preserve the properties of these matrices. In other words, these variations are such
that also the resulting matrices are covariance matrices.
The length functional (2.27) leads to introduce the following cost function
F (γ, γ˙) =
√
Tr
[
(γ−1 γ˙)2
]
. (3.3)
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By applying (3.2) to the length functional (2.27), one obtains the first law of complexity
δd =
∑
ij
∂F
∂γ˙ij
δγij
∣∣∣∣s=1
s=0
(3.4)
where the r.h.s. is evaluated on the geodesic (2.28).
Equivalent expressions for the variation (3.4) have been derived in Appendix E. For in-
stance, it can be written as
δd =
1
d
(
Tr
{
∂sG
−1
s
∣∣
s=0
δγR
}
− Tr
{
∂sG
−1
s
∣∣
s=1
δγT
})
(3.5)
where Gs is the geodesic (2.28). Another useful expression for (3.4), which is simpler to
evaluate than (3.5), reads
δd =
1
d
Tr
{(
δγT γ
−1
T − δγR γ−1R
)
log
(
∆TR
)}
(3.6)
where ∆TR has been defined in (2.32).
We find it worth providing also an expression for the variation (3.4) that is based on the
Williamson’s decompositions (2.41). It is given by
δd =
1
d
[
2 Tr
{
log
(
γ−1T γR
) (
W−1R δWR −W−1T δWT
)}
(3.7)
+ Tr
{[
WT log
(
γ−1R γT
)
W−1T
]D−1T δDT − [WR log(γ−1R γT)W−1R ]D−1R δDR }]
where, by using (D.1), one can write the matrices within the square brackets in terms of the
matrix WTR introduced in (2.45) as follows
WT log
(
γ−1R γT
)
W−1T = log
(
WTRD−1R W tTRDT
)
(3.8)
WR log
(
γ−1R γT
)
W−1R = log
(D−1R W tTRDTWTR) . (3.9)
The form (3.7) for δd tells us that this variation can be written as the sum of four con-
tributions: two terms from the variations δWR and δWT of the symplectic matrices in (2.41)
and two terms from the diagonal and non negative variations δDR and δDT of the symplectic
spectra.
3.2 Solving δd = 0
It is natural to look for relations between γR and γT that lead to δd = 0 and, in order to find
them, let us consider the first law of complexity written in the form (3.7).
First we focus on the variations of WR and WT. When δDR = δDT = 0 in (3.7), the equation
δd = 0 becomes
Tr
{
log
(
γ−1T γR
) (
W−1R δWR −W−1T δWT
)}
= 0 . (3.10)
A trivial solution of this equation is given by
WR = WT . (3.11)
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Another solution of (3.10) is WR = MWT, where M is a constant symplectic matrix whose
elements are just real numbers, i.e. it does not contain parameters to vary. Notice that these
two simple solutions require that both WR and WT are allowed to vary.
In order to find solutions to (3.10) for any choice of the independent variations δWR and
δWT, let us first observe that, by taking the first variation of the relation W
tJ W = J , that
characterises a symplectic matrix W t, it is not difficult to realise that δX ≡ W tJ δW must
be a symmetric matrix. By using that W−1 = J−1W tJ , for the two terms in the r.h.s. of
(3.10) one obtains Tr[AW−1 δW ] = Tr(Y δX), where Y ≡ AJ−1. Since δX corresponds to a
generic infinitesimal real and symmetric matrix, Tr(Y δX) = 0 is satisfied for every δX e.g.
when Y is a real antisymmetric matrix. These observations lead us to write (3.10) as
Tr
{
log
(
γ−1T γR
)
J−1
[
δXR − δXT
]}
= 0 (3.12)
where δXR ≡ W tR J δWR and δXT ≡ W tT J δWT are real and symmetric matrices. Thus, from
(3.12), we have that (3.10) is satisfied for γ−1T γR = eY J , i.e.
γT = γR e
−Y J (3.13)
where Y is a real antisymmetric matrix that can depend on γR or γT. We remark that (3.13)
solves (3.10) for any choice of the independent variations δWR and δWT.
It is worth asking when the case WR = MWT mentioned above, where M is a symplectic
matrix made of real numbers, becomes a special case of (3.13). The Williamson’s decomposi-
tions (2.41) and WR = MWT lead to log(γ
−1
T γR)J
−1 = log(W−1T D−1T M tDRMWT)J−1. Then,
(D.1) allows us to write the transpose of this matrix as J log(W tTM
tDRMD−1T W−tT ). By in-
serting the identity 1 = J−1J between all the factors within the argument of the logarithm
occurring in this matrix, using (D.1) again and exploiting the properties of the symplectic
matrices, one arrives to
[
log(γ−1T γR)J−1
]t
= − log(W−1T M−1DRM−tD−1T WT)J−1. Comparing
this expression with the one reported above, we conclude that the matrix log(γ−1T γR)J−1 is
antisymmetric when WR = MWT and M
−1DRM−t = M tDRM . This is the case for a sym-
plectic matrix that is also orthogonal, i.e. M ∈ K(N). In particular, the special case given by
M = 1 ∈ K(N) corresponds to (3.11). Summarising, in the special case given by WR = MWT,
the matrix Y introduced in (3.13) can be written as Y = log(W−1T D−1T M tDRMWT)J−1 with
M−1DRM−t = M tDRM .
As for the terms corresponding to the variations of DR and DT in (3.7), let us observe that,
for a diagonal matrix Λ > 0, we have that Λ−1δΛ = δ log Λ and that Tr(H δ log Λ) = 0 holds
for a generic δΛ when all the elements along the diagonal of H vanish. The matrices having
vanishing elements on their main diagonal are called hollow matrices. By employing these
observations in the equation δd = 0 with δd given by (3.7), where the variations of DR and
DT are independent, we conclude that the main diagonals of the matrices within the square
brackets in (3.7) must vanish. By introducing two non vanishing hollow matrices Z and Z˜,
this gives
log
(
γ−1R γT
)
= W−1T ZWT log
(
γ−1R γT
)
= W−1R Z˜ WR (3.14)
which correspond to the terms containing δDT and δDR respectively in (3.7). By employing
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(3.8) and (3.9), one finds that the relations in (3.14) can be written respectively as
WTRD−1R W tTRDT = eZ D−1R W tTRDTWTR = eZ˜ . (3.15)
These observations tell us that δd = 0 for generic variations of γR and γT when these covari-
ance matrices are related by (3.13) with Y constrained by the conditions that the elements
on the diagonals of WT Y J W
−1
T and WR Y J W
−1
R vanish.
A rough analysis shows that this problem is too constrained for N = 1 and N = 2.
Indeed, the antisymmetric matrix Y depends on N(2N − 1) parameters and imposing that
the diagonals of Z and Z˜ vanish provides 4N constraints. In particular, when N = 1 the 2×2
antisymmetric matrix Y has only one non vanishing off diagonal element a in the top right
position and it is straightforward to check that Y J = −a1. By using also (3.13) and (3.14)
specialised to this case, we obtain that the above procedure leads to impose that WS Y J W
−1
S ,
with S = {R,T}, must have vanishing elements along the diagonal. This is possible only for
a = 0, i.e. Y = 0. Thus, when N = 1 we cannot find a solution of the form (3.13) for the
equation δd = 0 with δd given by (3.7).
3.3 Spectrum complexity
It is worth exploring the possibility to define the circuit complexity associated to the change
of the symplectic spectrum.
Let us consider a reference state and a target state such that in the Williamson’s decompo-
sitions of their covariance matrices γR and γT (see (2.41)) the same symplectic matrix occurs,
namely
γR = W
tDRW γT = W tDTW W ∈ Sp(2N,R) . (3.16)
We call W path the optimal circuit (2.28) connecting these two covariance matrices.
In order to study the Williamson’s decomposition of a matrix belonging to a W path, we
consider the expression (2.39) for the optimal circuit. When (3.16) holds, from (2.32) it is
straightforward to find that ∆TR = W
tDTD−1R W−t. Then, by employing (D.1) both in Us
and in U ts occurring in (2.39), we obtain
Gs(γR , γT) = W
t
(D1−sR DsT )W (3.17)
which tells us that the Williamson’s decomposition of the matrix along the W path is (2.42)
with
Ds = D1−sR DsT Ws = W . (3.18)
It is remarkable that the symplectic matrix Ws is independent of s. This means that
in the Williamson’s decomposition of a matrix belonging to a W path the same symplectic
matrix W occurs. In Fig. 2 the dashed curves correspond to the WR path and to the WT
path. Considering e.g. the WR path in Fig. 2, from (3.18) we have that the Williamson’s
decomposition of a generic matrix γ belonging to this WR path is given by the symplectic
matrix WR and by the symplectic spectrum corresponding to the coloured line intersecting
the dashed line of the WR path at γ.
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An interesting example of W path is given by the thermal states of a given model at different
temperatures (see Sec. 2.6). Indeed, in the Williamson’s decomposition (2.76), the symplectic
matrix Wth is independent of the temperature.
For a W path we have δd = 0 (see (3.11)); hence the W paths provide a preferred way to
connect the set of covariance matrices with symplectic spectrum DR to the set of covariance
matrices with symplectic spectrum DT.
We find it natural to define the spectrum complexity as the length of a W path because this
quantity is independent of the choice of W . In particular, from (3.16), we have that WTR = 1,
hence (2.49) simplifies to
dspectrum(γR , γT) ≡
√
Tr
{[
log
(DTD−1R )]2} =
√√√√2 N∑
k=1
[
log
(
σT,k
σR,k
)]2
(3.19)
which is independent of W . This implies that dspectrum(γR , γT) = dspectrum(DR ,DT). Thus, in
Fig. 2 the arcs of the dashed curves that connect the blue curve to the red curve have the
same length given by (3.19).
Another natural definition for the spectrum complexity is the distance between the set
of covariance matrices whose symplectic spectrum is DR (red curve in Fig. 2) and the set of
covariance matrices whose symplectic spectrum is DT (blue curve in Fig. 2). It reads
d˜spectrum(DR ,DT) ≡ min
[
d
(
W tDRW , W˜ tDT W˜
) ]
W, W˜ ∈ Sp(2N,R) (3.20)
where the minimisation over the symplectic matrices W and W˜ is difficult to perform. It is
straightforward to realise that d˜spectrum(DR ,DT) 6 dspectrum(DR ,DT).
In the simplest case of one-mode mixed states (i.e. when N = 1), the optimal circuit (3.17)
simplifies to
Gs(γR , γT) = σ
1−s
R σ
s
T W
tW =
(
σT
σR
)s
γR (3.21)
which tells us that the 2 × 2 matrix belonging to the W path is a proper rescaling of the
covariance matrix of the reference state.
3.4 Basis complexity
In order to study the circuit complexity associated to a change of basis, let us consider the
Williamson’s decompositions of two covariance matrices γR and γT having the same symplectic
spectrum, i.e.
γR = W
t
RDWR γT = W tTDWT (3.22)
that have been obtained by setting DR = DT = D in (2.41). An important example is given
by states whose density matrices ρˆT and ρˆR are related through a unitary transformation
U , namely ρˆT = UρˆRU
†. Indeed, this means that the corresponding covariance matrices are
related through a symplectic matrix (that does not change the symplectic spectrum) [43, 45].
We denote as D path the optimal circuit connecting the covariance matrices having the
same symplectic spectrum, identifying its length as a basis complexity. This basis complexity
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can be found by specifying (2.49) to (3.22) and the result is11
dbasis(γR , γT) =
√
Tr
{[
log
(DWTRD−1W tTR)]2} (3.23)
where WTR has been defined in (2.45). Notice that we have not required that all the matrices
along a D path have the same symplectic spectrum.
We find it reasonable to introduce also another definition of basis complexity as the minimal
length of an optimal circuit that connects a covariance matrix whose Williamson’s decomposi-
tion contains the symplectic matrix WR (i.e. that lies on the dashed curve on the left in Fig. 2)
to a covariance matrix having the symplectic matrix WT in its Williamson’s decomposition
(i.e. that belongs to the dashed curve on the right in Fig. 2). This basis complexity is defined
as follows
d˜basis(WR ,WT) ≡ min
[
d
(
W tRDWR , W tT D˜WT
) ] D, D˜ ∈ Diag(N,R) (3.24)
where the minimisation is performed over the set Diag(2N,R) made by the diagonal matrices
of the form diag(σ)⊕ diag(σ), being σ a vector of N real numbers σi > 1/2. It is immediate
to notice that (3.24) is a lower bound for (3.23), i.e. d˜basis(WR ,WT) 6 dbasis(γR , γT).
Specifying the form (2.39) for the optimal circuit to (3.22), it is straightforward to find that
the D path is given by
Gs(γR , γT) = W˜
t
s D W˜s W˜s ≡WR U ts (3.25)
where we remark that W˜s is not symplectic in general.
It is worth asking when W˜s is symplectic because in these cases (3.25) provides the Williamson’s
decomposition of the D path. The requirement Us ∈ Sp(2N,R) leads to[
WTR ,D
]
= 0 . (3.26)
When this condition holds, (3.23) simplifies to the following expression
dbasis(γR , γT) =
√
Tr
{[
log
(
WTRW tTR
)]2}
(3.27)
which is independent of D.
For pure states, which have D = 12 1, the condition (3.26) is trivially verified. Another
interesting example where (3.26) holds is given by the one-mode states, whereD is proportional
to the 2× 2 identity matrix. In this case we can always connect two covariance matrices with
the same symplectic spectrum through the optimal circuit (2.53), that can be written as
Gs(γR , γT) = σ W
t
s Ws (3.28)
where σR = σT ≡ σ and Ws is defined in (2.54); hence from (3.25) we have that Ws = W˜s.
When N > 1 the condition (3.26) is a non trivial requirement. For instance, when WTR is
diagonal, (3.26) is verified and (3.25) holds with W˜s = X sTRWR. The basis complexity (3.23)
simplifies to d2basis(γR , γT) = Tr
{
[log(X 2TR)]2
}
, that is independent of D.
11The result (3.23) can be obtained also by employing (2.48) with DR = DT.
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Writing WTR as a block matrix made by four N ×N matrices, it is straightforward to find
that the condition (3.26) holds whenever every block of WTR commutes with diag(σ1, . . . , σN ).
Then, we can exploit the fact that a diagonal matrix with distinct elements commutes with
another matrix only when the latter one is diagonal12. Thus, if the symplectic spectrum is non
degenerate, all the blocks of WTR must be diagonal to fulfil the condition (3.26). We remark
that the non-degeneracy condition for the symplectic spectrum is not guaranteed; indeed, the
symplectic spectrum has some degeneracy in several interesting cases. For instance, for pure
states all the symplectic eigenvalues are equal to 12 . Another important example is the reduced
covariance matrix of an interval in an infinite harmonic chain with non vanishing mass [90].
We find it worth discussing the relation between the optimal circuits considered above to
study the basis complexity and the solutions of the equation δd = 0 described in Sec. 3.2. For
the set of paths occurring in (3.24), which includes the D paths, we have δWR = δWT = 0
in (3.7). In this case, in Sec. 3.2 we found that a solution of δd = 0 is given by (3.15), where
Z and Z˜ are non vanishing hollow matrices. Restricting to the cases of D paths that satisfy
also (3.26), these relations simplify respectively to WTRW
t
TR = e
Z and W tTRWTR = e
Z˜ , whose
solution is non trivial because a matrix does not commute with its transpose in general (the
matrices satisfying this property are called normal matrices). Notice that WTR ∈ K(N) are
not admissible solutions because Z and Z˜ are non vanishing.
A slightly more general solution can be obtained by restricting to the D paths (see (3.22)).
In this case, from (3.24) with δWR = δWT = 0 and δDR = δDT ≡ δD, we have that δd = 0
becomes
Tr
{[
WT log
(
γ−1R γT
)
W−1T −WR log
(
γ−1R γT
)
W−1R
]D−1 δD} = 0 . (3.29)
By using (3.8), (3.9) and the discussion made in Sec. 3.2, one finds that (3.29) is solved when
log(WTRD−1W tTRD) − log(D−1W tTRDWTR) is a non vanishing hollow matrix. When (3.26)
also holds, this condition simplifies to the requirement that log(WTRW
t
TR)− log(W tTRWTR) is
a non vanishing hollow matrix, which is independent of D.
4 Purification through the W path
The purification of a mixed state is a process that provides a pure state starting from a mixed
state. This procedure is not unique. Considering the context of the bosonic Gaussian states
that we are exploring, in this section we discuss the purification of a mixed state by employing
the results reported in Sec. 3.
Given a mixed state that is not pure and that is characterised by the covariance matrix
γR, any circuit connecting γR to a pure state provides a purification path. A purification
path connects the covariance matrices γR to γT whose Williamson’s decompositions are given
respectively by
γR = W
t
RDWR γT =
1
2
W tTWT (4.1)
12Consider the diagonal matrix Λ = diag(λ1, . . . , λN ) with λi 6= λj and a matrix M such that [Λ,M ] = 0.
The generic element of this relation reads Mi,jλj = λiMi,j , i.e. Mi,j(λi − λj) = 0. Since λi 6= λj when i 6= j,
we have Mi,j = 0 for i 6= j.
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Figure 3: The optimal purification paths for γR and γT correspond respectively to the WR
path and to the WT path, that are represented through dashed lines. The straight black solid
line represent the set of the pure states, whose symplectic spectrum is given by D = 121.
where WR ∈ Sp(2N,R) and D 6= 12 1 are assigned, while WT ∈ Sp(2N,R) is not. Among all
the possible paths, the optimal circuit is obtained by specifying (2.28) to (4.1). The result is
G(0)s (γR,WT) ≡
1
2s
γ
1/2
R
(
γ
−1/2
R W
t
TWT γ
−1/2
R
)s
γ
1/2
R (4.2)
which depends on the symplectic matrix WT that determines the final pure state. The length
of the purification path (4.2) can be found by evaluating (2.31) for the special case described
by (4.1). It reads
d0(γR,WT) ≡
√
Tr
{[
log
(
2 γRW
−1
T W
−t
T
)]2}
. (4.3)
The optimal purification path is the purification path with minimal length, which can be
found by minimising (4.3) as WT ∈ Sp(2N,R) varies within the symplectic group. This ex-
tremization procedure selects a symplectic matrix W0 that determines the pure state through
its covariance matrix 12 W
t
0 W0. The matrix W0 is obtained by solving δd0 = 0, where d0 is
defined in (4.3). This is a special case of the analysis performed in Sec. 3.2 corresponding to
δDR = δDT = δWR = 0.
In Sec. 3.2 we have shown that a W path provides a solution to this equation, namely
W0 = WR (4.4)
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which is the trivial solution corresponding to δWR = 0. In the following we focus on the
purification process based on the W paths. We cannot prove that, among all the solution of
δd0 = 0 (see Sec. 3.2), the W path corresponds to the one having minimal length.
The WR path connects the mixed state γR = W
t
RDWR to the pure state γ0 = 12 W tRWR.
By specialising (3.17) to DT = 12 1, we find that this WR path is given by
Gs(γR , γ0) = G
(0)
s (γR,WR) =
1
2s
W tRD1−sWR (4.5)
and its length can be easily obtained by setting DT = 12 1 in (3.19), finding an expression that
depends only on D
d0(γR,WR) ≡ dspectrum(γR , γ0) =
√
Tr
{[
log
(
2D)]2} =
√√√√2 N∑
k=1
[
log(2σk)
]2
. (4.6)
It is instructive to focus on the one-mode mixed states, when the covariance matrices (4.1)
become γR = σW
t
RWR and γT =
1
2 W
t
TWT. Any purification path corresponding to a geodesic
can be written as in (2.53) with σs =
1
2 (2σ)
1−s and Ws defined in (2.54). In particular, for
the WR path we have Ws = WR and its length is given by d0(γR,WR) =
√
2 | log(2σ) |.
The thermal states are interesting examples of mixed states to explore. The Williamson’s
decomposition of the covariance matrix of a thermal state is given by (2.76). By specialising
(4.5) to this case, we obtain the W path that purifies a thermal state. It reads
Gs(γth , γ0) =
1
2s
W tthD1−sth Wth (4.7)
where it is worth reminding that the symplectic matrix Wth, given in (2.77), does not de-
pend on the temperature of the thermal state, but only on the parameters occurring in the
hamiltonian.
It is natural to ask whether the Wth path (4.7) is made by thermal states. This is the
case if, for any given s ∈ [0, 1], the symplectic spectrum of (4.7) is thermal at some inverse
temperature βs determined by the inverse temperature β of the thermal state that plays the
role of the reference state in this purification path. Using (2.77), this requirement leads to
the following condition [
coth(βΩk/2)
]1−s
= coth(βsΩk/2) (4.8)
which corresponds to (2.82) when βT → ∞, as expected. This condition depends on the
dispersion relation of the model. A straightforward numerical inspection for the periodic
chains (see Sec. 9.1) shows that (4.8) cannot be solved by βs = βs(β) for any 1 6 k 6 N ;
hence we conclude that the purification path (4.7) is not entirely made by thermal states.
The W paths provide a natural alternative way to connect two generic mixed states γR and
γT by using a path that passes through the set of pure states. In particular, by exploiting the
Williamson’s decompositions given in (2.41), one first considers the WR path that connects
γR to the pure state γ˜R,0 and the WT path that connects γT to the pure state γ˜T,0. From (4.5),
these W paths are given respectively by
Gs(γR , γ˜R,0) =
1
2s
W tRD1−sR WR Gs(γT , γ˜T,0) =
1
2s
W tTD1−sT WT (4.9)
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where
γ˜R,0 ≡ 1
2
W tRWR γ˜T,0 ≡
1
2
W tTWT . (4.10)
Then, within the set of the pure states, we consider the geodesic connecting γ˜R,0 to γ˜T,0. Our
preferred path to connect γR and γT passing through the set of pure states is obtained by
combining these three paths as follows
γR −→ γ˜R,0 −→ γ˜T,0 −→ γT (4.11)
The length dpur(γR , γT) of this path can be found by summing the lengths of its three
components. From (3.23) and (4.6), we get
dpur(γR , γT) ≡ d0(γR,WR) + dbasis(γ˜R,0 , γ˜T,0) + d0(γT,WT) (4.12)
which can be written more explicitly as follows
dpur(γR , γT) =
√
Tr
{[
log
(
2DR
)]2}
+
√
Tr
{[
log
(
2DT
)]2}
+
√
Tr
{[
log
(
WTRW tTR
)]2}
.
(4.13)
This expression provides an upper bound d(γR , γT) 6 dpur(γR , γT) on (2.31).
5 Bounding complexity
The complexity (2.33) is proportional to the length of the optimal circuit (2.28) connecting γR
to γT; hence it is straightforward to observe that the length of any other path connecting these
two covariance matrices provides an upper bound on the complexity. The analysis reported
in Sec. 3 and in Sec. 4 naturally leads to consider some particular paths.
The simplest choice is a path made by two geodesics that connect γR and γT to an auxiliary
covariance matrix γaux that does not belong to the optimal circuit (2.28) (i.e. that does not
lie on the black solid curve in Fig. 2). Natural candidates for γaux are the covariance matrices
whose Williamson’s decompositions contain either DR or DT or WR or WT. For instance,
we can choose for γaux a covariance matrix whose symplectic spectrum is DR or a covariance
matrix whose symplectic spectrum is DT (that lie respectively on the red solid curve and on
the blue solid curve in Fig. 2). Different choices for γaux lead to different bounds; hence it is
worth asking whether a particular choice provides the best bound. The answer depends on
the set where γaux is allowed to vary.
Let us consider some natural paths where only a single auxiliary covariance matrix γaux is
involved. In Sec. 3.2 we have shown that the W paths satisfy the first law of complexity with
δd = 0. Thus, natural candidates to consider for γaux are
γ˜R ≡W tTDRWT γ˜T ≡W tRDTWR (5.1)
that have been represented by black squares in Fig. 2 and Fig. 3.
By first applying the triangle inequality for the paths γR → γ˜R → γT and γR → γ˜T → γT,
and then picking the one that provides the best constraint between the D paths, we obtain
d(γR , γT) 6 dspectrum(γR , γT) + min
[
dbasis(γR , γ˜R) , dbasis(γ˜T , γT)
]
. (5.2)
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Denoting by d˜(γR , γT) the r.h.s. of this inequality, by using (3.19) and (3.23) we find that
d˜(γR , γT) =
√
Tr
{[
log
(DTD−1R )]2} (5.3)
+ min
[√
Tr
{[
log
(DRWTRD−1R W tTR)]2} , √Tr{[ log(DTWTRD−1T W tTR)]2}
]
.
The path γR → γ˜T → γT corresponds to an explicit realisation of the proposal made in Fig. 6
of [28] within the approach that we are considering, that does not require the addition of
ancillary degrees of freedom.
Better bounds could be obtained by constructing paths that involve more auxiliary covari-
ance matrices γaux. For instance, one can consider paths γR → γaux,1 → γaux,2 → γT that
involve two auxiliary covariance matrices γaux,1 and γaux,2. Referring to Fig. 2, natural paths
to consider within this class are the ones where γaux,1 belongs to the WR path and γaux,2 to
the WT path, or the ones where γaux,1 belongs to the red curve (i.e. its symplectic spectrum
is DR) and γaux,2 belongs to the blue curve (i.e. its symplectic spectrum is DT).
Another interesting path to consider is the one constructed in (4.11): it involves the two
auxiliary matrices γaux,1 = γ˜R,0 and γaux,2 = γ˜T,0 and its length is (4.12) (see Fig. 3). It is
straightforward to observe that d(γR , γT) 6 dpur(γR , γT), but it is non trivial to find the
best bound between d˜(γR , γT) and dpur(γR , γT). Since we cannot provide a general solution
to this problem, in the following we focus on simple special cases where we can show that
d(γR , γT) 6 d˜(γR , γT) 6 dpur(γR , γT).
When γT is pure, from (5.3) it is straightforward to observe that d˜(γR , γT) 6 dpur(γR , γT).
Another class of special cases that we find interesting to consider is given by the pairs (γR, γT)
such that all the matrices along the DR path connecting γR to γ˜R have the same symplectic
spectrum DR and, similarly, all the matrices along the DT path connecting γT to γ˜T have the
same symplectic spectrum DT. This means that (3.26) holds for both D = DR and D = DT;
hence (5.3) simplifies to
d˜(γR , γT) =
√
Tr
{[
log
(DTD−1R )]2}+√Tr{[ log(WTRW tTR)]2} . (5.4)
The first square root in the r.h.s. can be bounded as follows√
Tr
{[
log
(DTD−1R )]2} = √Tr{[ log(2DT)− log(2DR)]2}
6
√
Tr
{[
log
(
2DR
)]2}
+
√
Tr
{[
log
(
2DT
)]2}
(5.5)
where we have employed first that all the elements of 2D are larger than or equal to 1 (in order
to discard a positive term under the square root) and then the inequality
√
a+ b 6 √a+√b,
that holds for any a and b. By employing (5.5) in (5.4) and comparing the result against
(4.13), we can conclude that d˜(γR , γT) 6 dpur(γR , γT).
In the most general case where the first moments are non vanishing 〈rˆ〉 ≡ a 6= 0, a closed
expression for the Fisher-Rao distance is not known, as also remarked in the Appendix B,
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where the notation µ = a and Σ = γ has been adopted. Nonetheless, lower and upper bounds
on the complexity can be written by employing some known results about the Gaussian PDF’s
[79, 83, 85, 101, 102].
Given a reference state and a target state, that can be parameterised by θR = (aR, γR) and
θT = (aT, γT) respectively, let us introduce the following (2N + 1)× (2N + 1) matrix
ΓS =
(
γS + aS a
t
S aS
atS 1
)
S ∈ {R,T} . (5.6)
A lower bound for the Fisher-Rao distance, first obtained in [101], is given by
dlower(θR,θT) ≡
√
Tr
[
(log ∆Γ,TR)2
]
=
∣∣∣∣ log(Γ−1/2R ΓT Γ−1/2R )∣∣∣∣2 =
[
2N+1∑
i=1
(
log(λ˜i)
)2 ]1/2
(5.7)
where ∆Γ,TR ≡ ΓT Γ−1R and λ˜i are the eigenvalues of Γ−1/2R ΓT Γ−1/2R .
Upper bounds for the Fisher-Rao distance have been also found for non vanishing first
moments [79, 83, 85, 102]. An upper bound can be written through d
(1)
FR defined in (B.4) as
follows [102]
dupper,1(θR,θT) ≡
[ 2N∑
i=1
d
(1)
FR
(
(0, 1), (a˜i, λi)
)2 ]1/2
(5.8)
where λi is the i-th eigenvalue of γ
−1/2
R γT γ
−1/2
R , a˜i is the i-th component of a˜T,R ≡ O˜t aT,R, be-
ing aT,R ≡ γ−1/2R (aT−aR), and O˜ is the orthogonal matrix whose columns are the eigenvectors
of γ
−1/2
R γT γ
−1/2
R .
Another upper bound has been found in [85]. It has been written by introducing the
2N ×2N orthogonal matrix O such that O aT,R = (|aT,R|, 0, . . . , 0) and the following 2N ×2N
matrices
DT,R ≡ diag
(√
(|aT,R|+ 2)/2 , 1, . . . , 1
)
γT,R ≡ O−1DT,RO−t . (5.9)
These matrices are employed to identify the states corresponding to the following vectors
θ0 ≡ (0,1) θO ≡ (O aT,R , DT,R) θ∗ ≡
(
aT,R , γ
−1/2
R γT γ
−1/2
R
)
θγ ≡ (aT,R , γT,R) .
(5.10)
The upper bound reads
dupper,2(θR,θT) ≡ ddiag(θ0,θO) + daT,R(θ∗,θγ) (5.11)
where daT,R is defined in (B.6) and ddiag in (B.9). Since an inequality between the two upper
bounds in (5.8) and (5.11) cannot be found for any value of θR and θT [83], we pick the
minimum between them.
Combining the above results, one obtains
dlower(θR,θT) 6 d(θR,θT) 6 min
[
dupper,1(θR,θT), dupper,2(θR,θT)
]
(5.12)
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In order to provide a consistency check for these bounds, let us consider the case aR =
aT = a. From (5.6) we obtain
ΓT Γ
−1
R =
(
γT γ
−1
R
(
1− γT γ−1R
)
a
0 1
)
. (5.13)
By employing a formula for the determinant of a block matrix reported below (see (8.14)),
one finds that the first 2N eigenvalues of (5.13) are the eigenvalues of γTγ
−1
R , while the last
eigenvalue is equal to 1. Thus, dlower in (5.7) becomes (2.31) in this case, saturating the lower
bound. As for the upper bound in (5.12), we have (5.10) simplify to θ0 = θO = θγ = (0,1)
in this case. This implies that dupper,2 in (5.11) becomes (2.31); hence also the upper bound
is saturated.
6 Optimal path for entanglement hamiltonians
The density matrix of a mixed state can be written as follows
ρˆ ∝ e−K̂ (6.1)
where the proportionality constant determines the normalisation of ρˆ. We denote the operator
K̂ as entanglement hamiltonian, with a slight abuse of notation. Indeed, the operator K̂ is
the entanglement hamiltonian when ρˆ = ρˆA = TrHB ρˆ0 is the reduced density matrix obtained
by tracing out the part HB of a bipartite Hilbert space H = HA ⊗HB. Instead, for instance,
the thermal states are mixed states that do not correspond to a bipartition of the Hilbert
space. For these states K̂ = β Ĥ, being Ĥ the hamiltonian of the system and β the inverse
temperature.
The entanglement hamiltonians associated to some particular reduced density matrices have
been largely studied for simple models, both in quantum field theories [47, 103–110] and on
the lattice [49, 91, 111–117]. The spectrum of the entanglement hamiltonian, that is usually
called entanglement spectrum [118], is rich in information. For instance, in conformal field
theories the entanglement spectrum provides both the central charge [119] and the conformal
spectrum of the underlying model [106, 109, 110, 116, 117, 120–122]
For the bosonic Gaussian states that we are considering, the entanglement hamiltonians
are quadratic operators in terms of the position and momentum operators; hence they can be
written as follows
K̂ =
1
2
rˆtH rˆ rˆ =
(
qˆ
pˆ
)
(6.2)
where H is a 2N×2N symmetric and positive definite matrix that characterises the underlying
mixed state. We denote H as the entanglement hamiltonian matrix. It can be written in terms
of the corresponding covariance matrix γ as follows [47, 91, 111–113, 117]
H = 2 i J arccoth(2 iγ J) ≡ h(γ) (6.3)
where J is the standard symplectic matrix (2.2). The expression (6.3) holds for covariance
matrices that are not associated to pure states. Thus, in particular, the purification procedure
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reported in Sec. 4 cannot be described through the entanglement hamiltonian matrices H
defined by (6.2).
Since the matrix H is symmetric and positive definite, we can adapt to the entanglement
hamiltonian matrices many results reported in the previous discussions for the covariance
matrices.
Given the matrices HR and HT corresponding to the reference state γR and to the target
state γT respectively, we can consider the optimal path connecting HR to HT, namely
G˜s(HR , HT) ≡ H1/2R
(
H
−1/2
R HTH
−1/2
R
)s
H
1/2
R 0 6 s 6 1 (6.4)
whose boundary conditions are given by G˜0(HR , HT) = HR and G˜1(HR , HT) = HT. The
length of the geodesic (6.4) measured through the Fisher-Rao metric reads
d(HR, HT) ≡
√
Tr
{[
log
(
HTH
−1
R
)]2}
. (6.5)
The Williamson’s decomposition of the entanglement hamiltonian matrix H is given by
H = W˜ t E W˜ (6.6)
where E ≡ diag(ε1, . . . , εN ) ⊕ diag(ε1, . . . , εN ) with εk > 0. The symplectic spectrum of H
can be determined from the symplectic spectrum of γ as follows [91, 111, 112]
E = 2 arccoth(2D) = log
(D + 1/2
D − 1/2
)
. (6.7)
This formula cannot be applied for pure states, which have D = 121. The symplectic matrices
W and W˜ , introduced in (2.20) and (6.6) respectively, are related as follows [113, 117]
W˜ ≡ J tWJ = W−t . (6.8)
We find it worth expressing the distance (6.5) in terms of the matrices occurring in the
Williamson’s decompositions of HR and HT, as done in Sec. 2.4 for the covariance matrices.
These decompositions read
HR = W˜
t
R ER W˜R HT = W˜ tT ET W˜T (6.9)
where W˜R and W˜T are related respectively to WR and WT through (6.8). By using (2.49) and
the following relation
W˜TR ≡ W˜T W˜−1R = J tWTR J (6.10)
we can write the distance (6.5) as
d(HR, HT) =
√
Tr
{[
log
(ETWTR E−1R W tTR)]2} . (6.11)
The expression (6.3) (or equivalently (6.7) and (6.8)) provides a highly non trivial relation
between the set made by the covariance matrices γ that are associated to the mixed states that
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are not pure states and the set of the entanglement hamiltonian matrices H. The map h in
(6.3) is not an isometry, hence the distances are not preserved and geodesics are not sent into
geodesics. Thus, we find it worth comparing the distance d(γR, γT) = d(h
−1(HR), h−1(HT))
from (2.49) and the distance d(HR, HT) in (6.11).
For the sake of simplicity, let us explore the case of one-mode mixed states, where D = σ 1
and E = ε1 are proportional to the 2× 2 identity matrix. In this simple case the expressions
for d(γR, γT)
2 from (2.49) and for d(HR, HT)
2 from (6.11) take the form13
Tr
{[
a1+log(WTRW
t
TR)
]2}
= 2 a
(
a+Tr
[
log(WTRW
t
TR)
])
+Tr
{[
log(WTRW
t
TR)
]2}
(6.12)
with a = log(σT/σR) ≡ aσ and a = log(εT/εR) ≡ aε respectively, which can take any real value.
Being d(γR, γT) symmetric under the exchange γR ↔ γT, we can assume σR > σT without loss
of generality. Then, since the function 2arccoth(2x)x is a properly decreasing function when
x > 0, we have that 2arccoth(2σR)σR 6
2arccoth(2σT)
σT
, i.e. σT/σR 6 εT/εR, once (6.7) has been
used; hence aσ 6 aε. This does not provide a relation between d(γR, γT) and d(HR, HT)
because the r.h.s. of (6.12) does not have a well defined monotonicity as function of a, being
log(WTRW
t
TR) non vanishing in general. Thus, the one-mode case teaches us that WTR plays
a major role in finding a possible relation between d(HR, HT) and d(γR, γT). In order to find
this relation in some simple cases, the expression (6.12) naturally leads us to consider the
special cases of one-mode mixed states such that log(WTRW
t
TR) = 0. In this cases (6.12)
tells us that d(γR, γT) =
√
2 |aσ| and d(HR, HT) =
√
2 |aε|. Since a2σ 6 a2ε is equivalent to
(aσ−aε)(aσ +aε) 6 0, we observe that the latter inequality is satisfied because aσ 6 aε and14
aσ +aε = log
(σTarccoth(2σT)
σRarccoth(2σR)
)
> 0. Thus, for one-mode states such that WTRW tTR = 1 we have
that d(γR, γT) 6 d(HR, HT).
When N > 1 and WT = WR, i.e. WTR = 1 (this includes the thermal states originated from
the same physical hamiltonian), the distance (6.11) simplifies to
d(HR, HT) =
√
Tr
{[
log
(ET E−1R )]2} =
√√√√2 N∑
k=1
[
log
(
εT,k
εR,k
)]2
(6.13)
while d(γR, γT) is given by (3.19). By applying the above analysis made for the one-mode case
to the k-th mode, we can conclude that [log(σT,k/σR,k)]
2 6 [log(εT,k/εR,k)]2 for any given k;
hence d(γR, γT)
2 6 d(HR, HT)2 is obtained after summing over the modes.
By using the decompositions (6.9), one can draw a pictorial representation similar to Fig. 1
and Fig. 2 also for the entanglement hamiltonian matrices H, just by replacing each γ with
the corresponding H, each W with the corresponding W˜ and where the solid coloured lines
are labelled by the corresponding symplectic spectra E .
We find it worth discussing further the set of thermal states through the approach based
on the entanglement hamiltonian matrices because the simplicity of these matrices in this
case allows to write analytic results. For a thermal state H = βHphys, where Hphys is the
13The l.h.s. of (6.12) comes from Baker-Campbell-Hausdorff formula [123].
14This inequality comes from the fact that the function x arccoth(2x) is properly decreasing for x > 0 and
that σR > σT has been assumed.
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matrix characterising the physical hamiltonian (2.1) and β is the inverse temperature. This
implies that the symplectic eigenvalues of H are εth,k = β σphys,k, being σphys,k the symplectic
eigenvalues of Hphys.
We denote by βR and βT the inverse temperatures of the reference state and of the target
state respectively. An interesting special case is given by thermal states of the same system,
which have the same Hphys. In this case HTH
−1
R = (βT/βR) 1; hence (6.5) simplifies to
d(HR, HT) =
∣∣ log(βT/βR)∣∣√2V = √Tr{[ log (ET E−1R )]2} (6.14)
where V is the number of sites in the harmonic lattice and the last expression has been
obtained by specialising (6.11) to this case, where W˜TR = 1. Furthermore, from (6.4) it is
straightforward to observe that in this case the entire optimal circuit is made by thermal
states having the same Hphys. The optimal circuit (6.4) significantly simplifies to
G˜s(HR , HT) = βsH
phys βs ≡ βR
(
βT
βR
)s
0 6 s 6 1 . (6.15)
By employing (2.68), one finds that the Williamson’s decomposition of this optimal circuit
reads
G˜s(HR , HT) = W
t
physDsWphys Ds = βsDphys 0 6 s 6 1 (6.16)
where Wphys is independent of s. Thus, (6.15) tells us that βs is the inverse temperature of
the thermal state labelled by s along this optimal circuit.
In Sec. 9.3.3 the above results are applied to the thermal states of the harmonic chain with
periodic boundary conditions.
7 Gaussian channels
Quantum operations are described by completely positive operators acting on a quantum state,
which can be either pure or mixed, and they are classified in quantum channels and quantum
measurements [87, 124]. The quantum channels are trace preserving quantum operations,
while quantum measurements are not trace preserving [125].
The output Θ(ρˆ) of a quantum channel applied to the density matrix ρˆ of a system is
obtained by first extending the system through an ancillary system (the environment) in a
pure state |ΦE〉, then by allowing an interaction characterised by a unitary transformation U
and finally by tracing out the degrees of freedom of the environment [43, 86, 126], namely
Θ(ρˆ) = TrE
[
U †
(
ρˆ⊗ |ΦE〉〈ΦE |
)
U
]
. (7.1)
While within the set of the pure states the unitary transformations are the only operations
that allow to pass from a state to another, within the general set of mixed states also non
unitary operations must be taken into account.
In this manuscript we consider circuits in the space made by quantum Gaussian states;
hence only quantum operations between Gaussian states (also called Gaussian operations)
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can be considered [125]. The quantum channels and the quantum measurements restricted
to the set of the Gaussian states are often called Gaussian channels [43, 99] and Gaussian
measurements [44] respectively.
In the following we focus only on the Gaussian channels. A Gaussian state with vanishing
first moments is completely described by its covariance matrix; hence the action of a Gaussian
channel on a Gaussian state can be defined through its effect on the covariance matrix of the
Gaussian state. This effect can be studied by introducing two real matrices T and N as [99]
γ → T γ T t +N N = N t N + i J
2
− iT J
2
T t > 0 (7.2)
where T is unconstrained and the last inequality corresponds to the complete positivity con-
dition. The Gaussian unitary transformations are the Gaussian channels with N = 0 and
symplectic T . In this case the inequality in (7.2) is saturated. Further interesting results for
Gaussian operations have been reported e.g. in [44, 127].
We find it worth asking whether a matrix along the optimal circuit (2.28) can be obtained
by acting with a Gaussian channel on the reference state. This means finding Ts and Ns that
fulfil (7.2) for any 0 6 s 6 1 and such that
Gs(γR , γT) = Us γR U
t
s = Ts γR T
t
s +Ns 0 6 s 6 1 (7.3)
where Us is defined in (2.39). Unfortunately, we are not able to determine Ts and Ns as
functions of Us in full generality. In the following we provide some simple particular solutions.
A simple possibility reads
Ts = 0 Ns = Gs (7.4)
which satisfies the inequality in (7.2), being Gs a symmetric Gaussian matrix (see Sec. 2.4).
Another, less trivial, solution is given by
Ts = Us Ns = 0 (7.5)
where the complete positivity condition in (7.2) becomes i J2 − iTs J2 T ts > 0. We have consid-
ered numerically some cases, finding that Us satisfies the complete positivity condition only
when it is symplectic (in this case the complete positivity inequality is saturated).
An explicit example belonging to the class identified by (7.5) can be constructed by consid-
ering a particular D path where WT = XTRWR (see Sec. 3.4). In this case (3.25) holds, hence
(7.5) is realised with15
Ts = Us = W
t
R X sTRW−tR . (7.6)
A more general solution where both Ts and Ns can be non vanishing is obtained by imposing
the following relation
Ts =
[(
Gs −Ns
)
γ−1R
]1/2
(7.7)
which solves (7.3) for any symmetric Ns. The solution (7.4) is recovered from (7.7) with
Ts = 0. When Ns = 0, the relation (7.7) gives Ts =
(
Gsγ
−1
R
)1/2
= Us, where the last equality
15 The last expression in (7.6) is obtained by observing that WT = XTRWR and DT = DR into (2.39) give
Us = (W
t
R X 2TRW−tR )s/2, that becomes (7.6) once (D.1) is employed with M = W tR X 2TR and N = W−tR .
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is obtained from (2.30) and (2.39). Plugging (7.7) into the complete positivity condition in
(7.2), we obtain
Ns + i
J
2
− i [(Gs −Ns) γ−1R ]1/2 J2 [γ−1R (Gs −Ns)]1/2 > 0 (7.8)
Thus, for any Ns fulfilling this inequality, by using (7.7) we can implement our optimal circuit
(2.28) through Gaussian channels.
An interesting class of Ns that saturates (7.8) has been constructed in [128]. It is given by
Ns =
√
KtsKs Ks = T
t
s
J
2
Ts − J
2
. (7.9)
By plugging (7.9) into (7.7) first and then employing (2.30), we find the following equation
for Ts
T 2s = ∆
s
TR −
√
KtsKs γ
−1
R (7.10)
whose solutions provide realisations of the optimal circuit (2.28) through Gaussian channels.
Plugging the definition of Ks given in (7.9) into (7.10) we find
T 2s + iT
t
s
J
2
Tsγ
−1
R = ∆
s
TR + i
J
2
γ−1R . (7.11)
The real part of this relation tells us that Ts = ∆
s/2
TR = Us, while from the imaginary part
we find that T ts J Ts = J , i.e. that Ts is symplectic. The latter result and (7.9) lead to
Ks = Ns = 0.
Let us conclude by emphasising that all the explicit expressions for the Gaussian channels
given above saturate the complete positivity condition in (7.2) (more details can be found in
[128]). It would be interesting to explore also Gaussian channels where this inequality is not
saturated, as done e.g. in (7.7) and (7.8).
8 Complexity of mixed states through ancillae
In this section we discuss the approach to the complexity of mixed states explored in [23],
which is based on the introduction of ancillary degrees of freedom.
Consider a quantum system in a mixed state characterised by the density matrix ρˆ. A
pure state can be always constructed from ρˆ by adding ancillary degrees of freedom. This
purification procedure consists in first extending the Hilbert space of the system to a larger
Hilbert space Hextended ≡ H⊗Hanc through an auxiliary Hilbert space Hanc, and then finding a
pure state |Ω〉 ∈ Hextended such that the original mixed state is obtained as the reduced density
matrix given by
ρˆ = TrHanc |Ω〉〈Ω| (8.1)
where the ancillary degrees of freedom have been traced out. We remark that the purifications
discussed in Sec. 4 do not involve ancillary degrees of freedom.
There are infinitely many ways to construct Hextended and |Ω〉 such that (8.1) is satisfied;
hence a purification criterion must be introduced. Different purtification criteria have been
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considered in the literature to study different quantities. An important example is the en-
tanglement of purification [129–132]. In this manuscript we are interested in the purification
complexity [28], that has been employed in [23] to study the complexity of mixed states.
8.1 Covariance matrix of the extended system
We are interested in a generic harmonic lattice made by N sites in the Gaussian mixed state
characterised by the covariance matrix γ and by vanishing first moments. The covariance
matrix γ can be decomposed in blocks as follows
γ ≡
(
Q M
M t P
)
(8.2)
where Q and P are N×N symmetric matrices, while M is a generic N×N real matrix; hence
N(2N + 1) real parameters must be fixed to determine γ.
We consider a simplification of the purification process by focussing only on Gaussian
purifications. This means that a mixed state characterised by the covariance matrix (8.2) is
purified by introducing ancillary degrees of freedom and construcing a 2Next×2Next covariance
matrix γext that corresponds to a Gaussian pure state |Ω〉 for the extended lattice having
Next ≡ N +Nanc sites. For the sake of simplicity, we assume also that |Ω〉 has vanishing first
moments, i.e. 〈Ω|rˆext|Ω〉 = 0, being rˆtext ≡ (qˆt, qˆtanc, pˆt, pˆtanc), where we have separated the
ancillary degrees of freedom from the ones associated to the physical system.
By writing also γext through the block decomposition (8.2) we have
γext ≡
(
Qext Mext
M text Pext
)
(8.3)
where Qext and Pext are Next × Next symmetric matrices. Since the covariance matrix (8.3)
corresponds to a pure state, the condition (2.23) must hold. This tells us that the blocks
occurring in (8.3) are related by the following constraints
Qext Pext −M2ext =
1
4
1 MextQext = QextM
t
ext PextMext = M
t
ext Pext . (8.4)
The first relation tells us that Mext is determined by the product Qext Pext, while the remaining
two relations mean that MextQext and PextMext are symmetric. Thus, (8.3) is determined
by the symmetric matrices Qext and Pext, that depend on 2
Next(Next+1)
2 real parameters, as
expected also from Sec. 2.3.1 (see (2.24)).
We can impose that γext is the covariance matrix of a pure state also by using (2.22), i.e.
by requiring that the Williamson’s decomposition of (8.3) reads
γext =
1
2
W textWext =
1
2
RtextX 2extRext (8.5)
where Wext ∈ Sp(2Next,R) and the last expression has been obtained from the Euler decom-
position of Wext, that includes Rext ∈ K(Next). The symplectic matrix Wext can be partitioned
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through Next ×Next matrices as follows
Wext =
(
Uext Yext
Zext Vext
) {
UextY
t
ext and VextZ
t
ext are symmetric
UextV
t
ext − YextZtext = 1 .
(8.6)
The relation (8.5) provides the blocks in (8.3) through to the ones in (8.6). The result reads
Qext =
1
2
(
U textUext+Z
t
extZext
)
Pext =
1
2
(
V textVext+Y
t
extYext
)
Mext =
1
2
(
U textYext+Z
t
extVext
)
.
(8.7)
Another useful way to impose the purity condition on the final state of this purification
process exploits the general form (2.24) for the wave function of a pure state and the cor-
responding covariance matrix (2.25). This allows us to write the covariance matrix of the
extended system as16
γext =
1
2
(
E−1ext −E−1ext Fext
− FextE−1ext Eext + FextE−1ext Fext
)
(8.8)
where the Next ×Next symmetric matrices Eext and Fext are related to the blocks occurring in
(8.3) as follows
Eext =
1
2
Q−1ext Fext = −Q−1ext Mext . (8.9)
The second relation in (8.4) ensures that Fext is symmetric. We remark that (8.9) also tell us
that the relation Pext =
1
2(Eext + FextE
−1
ext Fext) coming from the second block on the diagonal
in (8.3) becomes the first relation in (8.4).
In order to relate γ in (8.2) to γext in (8.3), one observes that, being rˆ
t
ext ≡ (qˆt, qˆtanc, pˆt, pˆtanc),
we have that the Next ×Next blocks occurring in (8.3) can be partitioned in blocks as follows
Qext ≡
(
Q ΓQ
ΓtQ Qanc
)
Pext ≡
(
P ΓP
ΓtP Panc
)
Mext ≡
(
M ΓM
Γ˜tM Manc
)
(8.10)
where Q, P and M are the N × N blocks of γ in (8.2), while Qanc and Panc are Nanc × Nanc
symmetric matrices. Instead, Manc is a generic Nanc ×Nanc real matrix. Indeed, by plugging
(8.10) into (8.3), it is straightforward to observe that the covariance matrix (8.2) is obtained
by restricting γext to the sites corresponding to the original degrees of freedom. Instead, by
restricting γext to the ancillary sites, one gets the following 2Nanc × 2Nanc symmetric matrix
γanc ≡
(
Qanc Manc
M tanc Panc
)
. (8.11)
By changing the order of the rows and the columns, the matrix in (8.3) becomes(
γ Γ
Γt γanc
)
(8.12)
where γ is the covariance matrix (8.2), γanc is the symmetric matrix defined in (8.11) and
Γ ≡
(
ΓQ ΓM
Γ˜M ΓP
)
(8.13)
16The special case Fext = 0 has been considered e.g. in [23, 132].
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By using that (8.12) is positive definite, it can be shown that also γanc is positive definite
17;
hence γanc can be interpreted as the covariance matrix of the ancillary system made by Nanc
sites.
An alternative approach exploits the expressions in the Schro¨dinger representation discussed
in Appendix A. In particular, given the covariance matrix γ in the block matrix form (8.2),
we can construct the N × N complex matrices Θ and Φ by using (A.11) and (A.12). Then,
(A.19) provide the constraints for the blocks of Eext and Fext in terms of the complex matrices
Θ and Φ.
There are many ways to construct the pure state |Ω〉. They correspond to the freedom to
fix Nanc first and then to choose e.g. the blocks in (8.10) that are different from Q, P and M ,
provided that the constraints (8.4) are satisfied.
8.1.1 One-mode mixed states
We find it instructive to consider explicitly the simplest case of a one-mode mixed state, i.e.
N = 1. The minimal choice for the number of ancillae is Nanc = 1.
When N = 1, only a non trivial symplectic eigenvalue σ occurs; hence the Williamson’s
decomposition (2.20) and the Euler decomposition (2.21) of a symplectic matrix provide the
2× 2 covariance matrix given by
γ = σW tW = σ Rtη2R = Rt diag
(
σe2λ, σe−2λ
)
R =
(
Q M
M P
)
(8.15)
where λ is the squeezing parameter and R is a 2×2 rotation matrix, which is completely fixed
by the rotation angle θ. Notice that Q, P and M are real parameters in (8.15). Le us remark
that the pure state condition (2.23) for (8.15) gives 1 − 4dγ = 0, where we have introduced
dγ ≡ det(γ) = QP −M2. This implies that 1 − 4dγ 6= 0 for the covariance matrices (8.15)
that correspond to the mixed states that are not pure.
When Nanc = 1, the covariance matrix (8.5) of the pure state for the extended system reads
γext =
1
2
W textWext =
1
2
Rtext η
2
extRext =
1
2
Rtext diag
(
e2λ1 , e2λ2 , e−2λ1 , e−2λ2
)
Rext . (8.16)
This 4×4 covariance matrix corresponds to a pure state, hence it depends on Next(Next+1) = 6
real parameters (22 from Rext and two squeezing parameters λi), being Next = 2. Writing the
4× 4 covariance matrix γext in the form (8.3), it is straightforward to realise that 3 elements
are given by the real parameters Q, P and M . Thus, we are left with three real parameters
to construct the pure state for the extended system.
17By employing the following formula for the determinant of a block matrix
det
(
A B
C D
)
= det(A−BD−1C) det(D) (8.14)
where it is assumed that D is invertible, one finds that the eigenvalues of γanc are also eigenvalues of γext. If A
is invertible, a formula similar to (8.14) can be written where det(A) is factorised and this result can be used
to show that the eigenvalues of γ are eigenvalues of γext as well.
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We find it instructive to write explicit expressions for the elements of the covariance matrix
γext. The constraints (8.4) for the 2 × 2 matrices Qext, Pext and Mext provide six equations:
four from the first relation and one from each one of the other two relations (that can be
written in the form X = 0, where X is a 2× 2 antisymmetric matrix).
When ΓM 6= 0, the solution of this system can be written in terms of ΓQ, ΓP and ΓM as
Qanc = −1− 4dγ
4Γ2M
(
Q+
8ΓQ(M ΓM −QΓP )
1− 4dγ +
16Γ2Q
[
P Γ2M − ΓP (2M ΓM −QΓP )
]
(1− 4dγ)2
)
Manc = − 1
ΓM
(
M ΓM −QΓP +
4ΓQ
[
P Γ2M − ΓP (2M ΓM −QΓP )
]
1− 4dγ
)
Panc = −
4
[
P Γ2M − ΓP (2M ΓM −QΓP )
]
1− 4dγ
Γ˜M =
4ΓQ ΓP + 4dγ − 1
4ΓM
. (8.17)
When ΓM = 0 and ΓP 6= 0, we find
Qanc =
P (4dγ − 1)
4Γ2P
+
2M Γ˜M
ΓP
− 4Q Γ˜
2
M
1− 4dγ ΓQ =
1− 4dγ
4ΓP
(8.18)
Panc = − 4QΓ
2
P
1− 4dγ Manc = M −
4QΓP Γ˜M
1− 4dγ
while a solution does not exist for ΓM = ΓP = 0. Notice that 1− 4dγ 6= 0 in these expressions
because γ does not corresponds to a pure state.
We remark that also the analysis based on the Schro¨dinger representation reported in the
Appendix A.2 allows to conclude that the purification of a one-mode mixed state can be
realised through a pure state in an extended lattice with Next = 2 that depends on three real
parameters.
8.1.2 Block diagonal covariance matrices
Many interesting mixed states are described by a block diagonal covariance matrix γ = Q⊕P .
In this cases M = 0 in (8.2).
It is worth considering a pure state for the extended system such that Mext = 0 in the
corresponding covariance matrix (8.3). In this case (8.4) reduce to
Qext Pext =
1
4
1 ⇐⇒

QP =
1
4
1− ΓQ ΓtP
Qanc Panc =
1
4
1− ΓtQ ΓP
QΓP + ΓQ Panc = 0
P ΓQ + ΓP Qanc = 0
(8.19)
where ΓQ Γ
t
P 6= 0, being γ = Q⊕ P the covariance matrix of a state that is not pure.
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A common choice consists in considering purifications where the extended system has twice
the degrees of freedom occurring in the original one, namely Nanc = N . In these cases ΓQ, ΓP
and ΓM are N ×N matrices.
Considering the purifications with Nanc = N , a drastic simplification corresponds to require
that γ = γanc, which is equivalent to impose that Q = Qanc and P = Panc. In this case,
a solution is given by symmetric and commuting matrices ΓQ and ΓP that can be related
through the last two equations in (8.19), which give
Q = −ΓQ P Γ−1P ΓQ P Γ−1P = Γ−1P P ΓQ . (8.20)
Setting ΓP = αΓ
−1
Q with α ∈ R, the last equality is solved while the remaining relation
Q = − 1α ΓQ P ΓQ, whose validity is not guaranteed, provides ΓQ.
A different solution for the matrix equations in (8.20) can be written when Q and P can
be decomposed through three real matrices A, B and Λ as follows
Q = AΛB−1 P = B ΛA−1 . (8.21)
In this case, we can construct ΓQ and ΓP as
ΓQ = A Λ˜B
−1 ΓP = −B Λ˜A−1
[
Λ˜ ,Λ
]
= 0 (8.22)
where a new matrix Λ˜ that commutes with Λ has been introduced.
It is straightforward to check that (8.21) and (8.22) satisfy the matrix equations in (8.20).
Notice that ΓP is not proportional to Γ
−1
Q in (8.22).
An important example where Nanc = N and γ = γanc is the thermofield double state (TFD).
In Appendix F a detailed analysis for this pure state for harmonic lattices is reported. The
relations (F.25) and (F.26) tell us that the TFD corresponds to a special case18 of (8.21) and
(8.22).
The simplest case corresponds to N = Nanc = 1, which has been discussed in Sec. 8.1.1 in
the most general setting. Solving the system (8.19) for this case, one finds
Qanc = −(1− 4QP )P
4Γ2P
Panc =
4QΓ2P
4QP − 1 ΓQ =
1− 4QP
4ΓP
. (8.23)
When M = 0, the observation in the text below (8.15) tells us that 4QP − 1 6= 0 in order
to have a mixed state that is not pure to purify. Notice also that, by setting M = Γ˜M = 0
in (8.18), that holds for ΓM = 0, one finds (8.23) and Manc = 0. Thus, when Mext = 0 and
N = Nanc = 1 we can parameterise the pure state of the extended system through a single
parameter. This is consistent with the analysis reported in [23]. As final remark about the
purifications having N = Nanc = 1, let us observe that the second equation in (8.20) is trivially
satisfied, while the first one is obtained by setting Q = Qanc and P = Panc in (8.23).
18In particular, Λ and Λ˜ are the diagonal matrices in (F.13), while A = V˜ S−1 and B = V˜ S, in terms of the
matrices V˜ and S introduced in the Appendix F.
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8.2 Selection criterion for the pure state
In the previous discussion we have explored the constraints guaranteeing that the covariance
matrix γext corresponds to a pure state under the condition that γext provides the covariance
matrix γ of the given mixed state once the ancillary degrees of freedom have been traced out.
These constraints identify the parameter space of the pure states allowed by γ for a given
value of Nanc. Within this space of parameters, it is natural to introduce a quantity F whose
minimisation provides a particular pure state with certain properties. Thus, F characterises
the criterion to select the pure state provided by the purification procedure as follows
F˜(γ) ≡ min
γext
[F(γext)] (8.24)
where γext is the covariance matrix for the extended system, that is constrained as described
in Sec. 8.1, and F˜ denotes the minimal value of F as γext spans all the pure states allowed by
γ. For the bosonic Gaussian states that we are considering, the calculations can be performed
by employing either the wave functions or the covariance matrices.
For instance, the entanglement of purification for a bipartite mixed state [129–132] is (8.24),
with F given by the entanglement entropy of a particular bipartition of Hextended.
In [23, 28], the purification complexity has been introduced to quantify the complexity of
a mixed state. The definition of purification complexity is given by (8.24) in the special case
where F is the complexity of the pure state corresponding to γext with respect to a given
fixed pure state in Hextended, whose covariance matrix is denoted by γext,0. This definition of
purification complexity requires the choice of a cost function. The purification complexity
explored in [23] reads
C˜r(γ) ≡ min
γext
[ Cr(γext, γext,0)] (8.25)
where either r = 1 or r = 2, depending on whether the F1 cost function or the F2 cost function
is adopted. In [23] the purification complexity based on the F1 cost function has been mainly
studied because, for the pure states, the divergence structure of the complexity evaluated
through the F1 cost function is closer to the one obtained from holographic calculations
[17, 32]. The complexity defined through the F1 cost function depends on the choice of the
underlying basis, while the F2 cost function leads to a complexity that is independent of this
choice.
This approach to the complexity of mixed states is different from the one considered in this
manuscript. The main difference is due to the fact that in the purification procedure described
in Sec. 4 ancillary degrees of freedom have not been introduced. Moreover, the purification
complexity defined in (8.25) depends on the choice of the pure state corresponding to γext,0
(in [23] this pure state has been fixed to the one whose wave function (2.24) has Eext ∝ 1 and
Fext = 0). Furthermore, in the evaluation of the complexity of a mixed state through (8.25), no
cost is assigned to the purification process of extending the system through ancillary degrees
of freedom, being the circuit considered in (8.25) entirely made by pure states in Hextended.
Explicit computations through (8.25) are technically involved and discussing them is beyond
the scope of this manuscript. We refer the interested reader to the detailed analysis performed
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in [23]. Focussing on the simple case of one-mode thermal states, in Sec. 9.7 we compare the
complexity evaluated through the Fisher-Rao distance with the results found in [23] for the C1
complexity of mixed states based on the purification complexity. The latter quantity depends
on the basis: in Appendix G we discuss the diagonal basis and the physical basis, that have
been introduced in [23] to evaluate this C1 complexity.
9 Harmonic chains
In this section we further study some of the quantities discussed in the previous sections
by focussing on the one-dimensional case of the harmonic chain, either on the circle (i.e.
with periodic boundary conditions) or on the infinite line. In this case we obtain analytic
expressions in terms of the parameters of the circuit for some quantities and provide numerical
results for the quantities that are more difficult to address analytically. After a brief discussion
of the model in Sec. 9.1, circuits whose reference and target states are either pure or thermal are
considered in Sec. 9.2 and Sec. 9.3 respectively. In Sec. 9.4 we study the mutual complexity for
the thermofield double states (TFD’s). Numerical results for the complexity and the mutual
complexity associated to subregions are presented in Sec. 9.5 and Sec. 9.6. Finally, in Sec. 9.7
we consider a simple comparison between the complexity for mixed states discussed in this
manuscript and the one based on the purification complexity recently proposed in [23].
For the sake of simplicity, in this section we consider only examples that involve states
whose covariance matrices are block diagonal. We remark that the results discussed in the
previous sections hold also for states characterised by covariance matrices that are not block
diagonal. For instance, these states typically occur in the out-of-equilibrium dynamics of the
harmonic lattices [117, 133–135].
9.1 Hamiltonian
The hamiltonian of the periodic harmonic chain made by L sites, with frequency ω, mass m
and elastic constant κ reads
Ĥ =
L∑
i=1
(
1
2m
pˆ2i +
mω2
2
qˆ2i +
κ
2
(qˆi+1 − qˆi)2
)
(9.1)
where rˆ ≡ (qˆ1, . . . , qˆL, pˆ1, . . . , pˆL)t collects the position and momentum operators and the
periodic boundary condition qˆL+1 = qˆ1 is imposed. The canonical transformation given by
qˆi → qˆi/ 4
√
mκ and pˆi → 4
√
mκ pˆi allows to write (9.1) as
Ĥ =
√
κ/m
2
L∑
i=1
(
pˆ2i +
ω2
κ/m
qˆ2i + (qˆi+1 − qˆi)2
)
≡ 1
2
rˆtHphys rˆ (9.2)
where
Hphys =
√
κ/m
([
(ω˜2 + 2)1− T ]⊕ 1) (9.3)
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and we are naturally led to introduce
ω˜2 =
ω2
κ/m
. (9.4)
The non vanishing elements of the symmetric matrix T in (9.3) are Ti,i+1 = Ti+1,i = 1 with
1 6 i 6 L− 1 and T1,L = TL,1 = 1.
In order to find the Williamson’s decomposition (2.68) for (9.3), first one observes that the
matrix T in (9.3) is diagonalised by the following unitary matrix
U˜r,s ≡ e
2pii r s/L
√
L
(9.5)
that implements the discrete Fourier transform and it is independent of the parameters ω, m
and κ. This implies that Hphys in (9.3) is diagonalised by U ≡ U˜ ⊕ U˜ .
Since the symplectic matrix entering in the Williamson’s decomposition (2.68) is real, let
us consider the proper combinations of the eigenvectors entering in (9.5) that correspond to
the same eigenvalue. This leads to introduce the L× L real and orthogonal matrix V˜ , whose
generic element for even L is given by
V˜i,k ≡

√
2/L cos(2pii k/L) 1 6 k < L/2
(−1)i/√L k = L/2√
2/L sin(2pii k/L) L/2 + 1 6 k < L− 1
1/
√
L k = L
(9.6)
and for odd L by
V˜i,k ≡

√
2/L cos(2pii k/L) 1 6 k < (L− 1)/2√
2/L sin(2pii k/L) (L− 1)/2 + 1 6 k < L− 1
1/
√
L k = L .
(9.7)
The matrix V˜ diagonalises both T and 1 in (9.3); hence, by introducing the orthogonal matrix
V ≡ V˜ ⊕ V˜ , that is also symplectic, we have [45]
Hphys = V
[√
κ/m diag
(
Ω21, . . . ,Ω
2
L, 1, . . . , 1
)]
V −1 (9.8)
where Ωk provides the dispersion relation, which depends on the parameter ω˜ defined in (9.4)
as follows
Ωk ≡
√
ω˜2 + 4 (sin[pik/L])2 k = 1, . . . , L . (9.9)
By applying the observation made in the final part of the Appendix D to (9.8), one obtains
the Williamson’s decomposition (2.68) with the symplectic eigenvalues given by
σphys,k =
√
κ/m Ωk (9.10)
and the symplectic matrix Wphys by
Wphys = Xphys V t Xphys ≡ diag
(√
Ω1, . . . ,
√
ΩL, 1/
√
Ω1, . . . , 1/
√
ΩL
)
. (9.11)
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In these expressions the zero mode corresponds to k = L and its occurrence is due to the
invariance of the system under translations. The comparison between the expressions reported
throughout this section and the corresponding ones in Sec. 2.6 can be done once the canonical
transformation above (9.2) has been taken into account19.
9.2 Pure states
In this subsection we study the circuit complexity for pure states that are the ground states
of periodic harmonic chains having different frequencies [17].
9.2.1 Covariance matrix
The two-point correlators in the ground state of the hamiltonian (9.2), where periodic bound-
ary conditions are imposed, read
〈qˆiqˆj〉 = 1
2L
L∑
k=1
1
Ωk
cos[2pik (i− j)/L] 〈pˆipˆj〉 = 1
2L
L∑
k=1
Ωk cos[2pik (i− j)/L] (9.12)
being Ωk the dispersion relation (9.9). The periodic boundary conditions make this system
invariant under translations. The expressions in (9.12) define the elements of the correlation
matricesQgs and Pgs respectively. These matrices provide the block diagonal covariance matrix
γgs = Qgs ⊕ Pgs.
By introducing the discrete Fourier transform of the operators qˆj and pˆj in the standard
way [136], the matrices Qgs and Pgs can be written as follows
Qgs = U˜ Qgs U˜−1 Pgs = U˜ Pgs U˜−1 (9.13)
where the matrix U˜ have been defined in (9.3), while Qgs and Pgs are diagonal matrices whose
elements read
(Qgs)k,k = 1
2 Ωk
(Pgs)k,k = 1
2
Ωk k = 1, . . . , L . (9.14)
In order to find the Williamson’s decomposition of γgs, we have to consider the symplectic
matrix V introduced in Sec. 9.1. Then, the observation made in the final part of the Ap-
pendix D specified to γgs leads us to introduce the following symplectic and diagonal matrix
XC ≡ diag
(
1/
√
Ω1, . . . , 1/
√
ΩL,
√
Ω1, . . . ,
√
ΩL
)
= J tXphys J (9.15)
where Xphys has been introduced in (9.11). This matrix is related to (9.14) as follows
Qgs ⊕ Pgs = 1
2
X 2C . (9.16)
19This canonical transformation is responsible e.g. for the different definitions of Ωk in (9.9) and in Sec. 2.6
and also for the factor between (9.10) and (2.69), which is the same prefactor occurring in the hamiltonian
(9.2).
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By introducing the symplectic matrix
WC ≡ XC V t (9.17)
we have that the Williamson’s decomposition of γgs reads
γgs =
1
2
W tCWC . (9.18)
Notice that the symplectic matrices Wphys and WC, defined in (9.11) and (9.17) respectively,
are related as follows
WC = J
tXphys
(
J V tJ t
)
J = J tXphys V tJ = J tWphysJ = W−tphys (9.19)
where we have also used (9.15), (9.17), the property S−t = J tSJ of the symplectic matrices
S and the fact that symplectic V is also orthogonal (see also (2.77)).
As consistency check, we can plug (9.17) into (9.18) first and then use (9.16), finding that
γgs = V
(Qgs ⊕ Pgs)V t = V (Qgs ⊕ Pgs)V −1 . (9.20)
This tells us that V is also the orthogonal matrix that diagonalises the symmetric matrix γgs.
Let us remark that V depends only on the number of sites L of the harmonic chain.
9.2.2 Complexity
We consider the circuit complexity where the reference state and the target state are the
ground states of periodic harmonic chains whose hamiltonians are characterised by the pa-
rameters (ωR, κR,mR) and (ωT, κT,mT) respectively.
For the sake of simplicity, in our analysis we set κR = κT ≡ κ and mR = mT ≡ m; hence
only the parameter ω˜ distinguishes the reference and the target states. In this case, from
(9.20) and the fact that V is independent of the parameters ω, κ and m, it is straightforward
to find that (2.32) becomes
∆TR = V
(Qgs,TQ−1gs,R ⊕ Pgs,T P−1gs,R)V −1 (9.21)
where the diagonal matrices Qgs,R, Qgs,T, Pgs,R and Pgs,T can be easily obtained by writing
(9.14) for the reference and for the target state. By employing (9.21) and (9.14), it is straight-
forward to find that, in this case, the complexity given by (2.31) and (2.33) simplifies to [17]
C2 = 1
2
√
2
√
Tr
{[
log
(Qgs,TQ−1gs,R ⊕ Pgs,T P−1gs,R)]2} = 12
√√√√ L∑
k=1
(
log
[
ΩT,k/ΩR,k
])2
(9.22)
where
ΩS,k ≡
√
ω˜2S + 4 (sin[pik/L])
2 k = 1, . . . , L S ∈ {R,T} . (9.23)
The complexity (9.22) depends on m and κ only through the parameters ω˜R and ω˜T.
It is instructive to obtain (9.22) also as a special case of (2.58), that is written in terms
of the matrix WTR introduced in (2.45). For the pure states that have been chosen, whose
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covariance matrices have the form (9.18), WR and WT can be obtained by specialising (9.17)
to the reference and the target states considered. Since the matrix V is the same for both of
them, (2.45) simplifies to
WTR = XC,TX−1C,R = diag
[(
ΩT,1
ΩR,1
)−1/2
, . . . ,
(
ΩT,L
ΩR,L
)−1/2 ]
⊕ diag
[(
ΩT,1
ΩR,1
)1/2
, . . . ,
(
ΩT,L
ΩR,L
)1/2 ]
(9.24)
where the last expression has been found by using (9.15). Thus, in this case WTR = XTR =
XC,TX−1C,R and this leads to obtain (9.22) from (2.58).
In the thermodynamic limit L→∞, the expression (9.22) for the complexity becomes [17]
C2 = a(ω˜T, ω˜R)
√
L+ . . . ω˜R 6= ω˜T L→∞ (9.25)
where the subleading terms have been neglected and the coefficient of the leading term reads
a(ω˜T, ω˜R) ≡ 1
2
√
1
pi
∫ pi
0
(
log
[
ΩT,θ/ΩR,θ
])2
dθ ΩR 6= ΩT (9.26)
being
ΩS,θ ≡
√
ω˜2S + 4 (sin θ)
2 θ ∈ (0, pi) (9.27)
which can be easily obtained from (9.23). As consistency check, notice that a(ω˜R, ω˜R) = 0, as
expected. For large ωT, the leading term of (9.26) is
a(ω˜T, ω˜R) =
1
2
log ω˜T + . . . ω˜T →∞ . (9.28)
We find it interesting to observe that, once the limit L→∞ has been taken, either ω˜R or
ω˜T can be set to zero. For instance, setting ω˜T = 0 in (9.26) gives the following finite result
a(ω˜R, ω˜T = 0)
2 =
1
16pi
∫ pi
0
(
2 log[sin θ]− log
[
ω˜2R
4
+ (sin θ)2
])2
dθ . (9.29)
On the other hand, it is well known that the correlators 〈qˆiqˆj〉 in (9.12) diverge when the
frequency of the chain vanishes because of the occurrence of the zero mode; hence we cannot
evaluate C2 for a finite chain when either ω˜T = 0 or ω˜R = 0. This tells us that the limits
L→∞ and ω˜T → 0 do not commute.
In Fig. 4 we show the complexity C2 as function of the size L of the periodic chain. The
numerical results discussed in this manuscript have been obtained for κ = 1 and m = 1, unless
otherwise specified; hence ω˜R = ωR and ω˜T = ωT. In the left and right panels of Fig. 4 we have
ωT > ωR and ωT < ωR respectively (notice that ωR = 1 for all the panels). In the top panels
the numerical data are compared against the expression (9.25) (solid lines) obtained in the
thermodynamic limit: while in the top left panel the agreement is very good at large L, from
the top right panel we conclude that larger values of L are needed to observe a reasonable
agreement as ω˜T → 0. In the bottom panels of Fig. 4 we consider the subleading term in
(9.25): while in the bottom left panel the data agree with the horizontal lines corresponding
to a(ω˜T, ω˜R) given by (9.26), in the bottom right panel the agreement gets worse as ω˜T → 0.
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Figure 4: The complexity C2 in terms of the size L of the periodic harmonic chain. The
reference and the target states are the ground states with ω = ωR and ω = ωT respectively
(here κ = m = 1). The data reported correspond to ωR = 1 and different ωT. The solid
lines in the top panels represent (9.25), while the horizontal solid lines in the bottom panels
correspond to the constant values of a(ω˜T, ω˜R) obtained from (9.26).
Notice that the solid lines in the right panels of Fig. 4 accumulate on a limiting line as ωT → 0.
This line can be found by plugging (9.29) with ωR = 1 into (9.25).
We find it worth considering a perturbative expansion of the complexity of these pure
states when the target state is infinitesimally close to the reference state. This means that
ω˜T = ω˜R + δω˜ with |δω˜|  ω˜R. Assuming ω˜R 6= 0, we expand (9.26) as δω˜/ω˜R → 0. The first
order of this expansion gives
C2 =
√
L |δω˜|
2ω˜R
√
1
pi
∫ pi
0
[
1 +
4
ω˜2R
(sin θ)2
]2
dθ =
|δω˜|
2 ω˜R
√
1 + 2/ω˜2R
(1 + 4/ω˜2R )
3/2
√
L . (9.30)
Including also the O((δω˜)2) term in the expansion of (9.26), we find
C2 = |δω˜|
2 ω˜R
√
1 + 2/ω˜2R
(1 + 4/ω˜2R )
3/2
[
1 +
δω˜
2ω˜R
(
1− ω˜
4
R + 4ω˜
2
R + 6
4ω˜3R(ω˜
2
R + 2)(ω˜
2
R + 4)
)]√
L (9.31)
In Fig. 5 we compare the exact formula (9.22) for finite L against the first order result (9.30)
(dashed lines) and against (9.31), that includes also the second order correction (solid lines).
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Figure 5: The complexity C2 between the ground states of harmonic chains with κ = m = 1
and different frequencies, for a given ωR and as function of ωT. The data points come from
(9.22). The dashed lines correspond to the first order approximation (9.30) and the solid lines
to the second order approximation (9.31), in the thermodynamic limit and in the expansion
where ω˜T = ω˜R + δω˜.
9.3 Thermal states
The thermal states are the most natural mixed states to consider. In the following we evaluate
the complexity (2.33) when both the reference and the target states are thermal states of the
harmonic chain.
9.3.1 Covariance matrix
The two-point correlators of a periodic chain in a thermal state at temperature T read
〈qˆiqˆj〉 = 1
2L
L∑
k=1
coth[Ωk/(2T˜ )]
Ωk
cos[2pik (i− j)/L] (9.32)
〈pˆipˆj〉 = 1
2L
L∑
k=1
Ωk coth[Ωk/(2T˜ )] cos[2pik (i− j)/L] (9.33)
where Ωk is given by (9.9) and we have introduced
T˜ ≡ T√
κ/m
. (9.34)
The correlators (9.32) and (9.33) provide the generic elements of the correlation matrices Qth
and Pth respectively, which are the non vanishing blocks of the covariance matrix γth = Qth⊕Pth
of the thermal state.
Following the standard procedure, also for the thermal state one first performs the discrete
Fourier transform through the matrix U˜ in (9.5), finding that (9.13) can be written also for
the correlation matrices Qth and Pth, i.e.
Qth = U˜ Qth U˜−1 Pth = U˜ Pth U˜−1 (9.35)
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with the proper diagonal matrices Qth and Pth, whose elements are given respectively by [136]
(Qth)k,k =
coth
[
Ωk/(2T˜ )
]
2 Ωk
(Pth)k,k = 1
2
Ωk coth
[
Ωk/(2T˜ )
]
k = 1, . . . , L (9.36)
which reduce to (9.14) when T˜ → 0, as expected.
By employing the results obtained in Sec. 9.2 for the covariance matrix of the ground state,
it is not difficult to find that the Williamson’s decomposition of the covariance matrix γth of
the thermal state reads
γth = W
t
CDthWC . (9.37)
The matrix WC is the symplectic matrix (9.17) occurring in the Williamson’s decomposition
(9.18) of the ground state and Dth ≡ diag(σth,1, . . . , σth,L) ⊕ diag(σth,1, . . . , σth,L), with the
symplectic eigenvalues given by [44]
σth,k =
1
2
coth
[
Ωk/(2T˜ )
]
=
1
2
coth
[
σphys,k/(2T )
]
k = 1, . . . , L . (9.38)
From these observations, we find that
γth = V
(Qth ⊕ Pth)V t = V (Qth ⊕ Pth)V −1 (9.39)
where V is the same symplectic and orthogonal matrix introduced through (9.6) and (9.7)
for the ground state. It is straightforward to check that (9.39) becomes (9.20) as T → 0, as
expected.
9.3.2 Complexity
In order to explore the complexity of two thermal states of a periodic chain, let us con-
sider a reference state characterised by frequency ωR and temperature TR and a target state
characterised by frequency ωT and temperature TT, assuming again that κR = κT = κ and
mR = mT = m. Like (9.20), we have that also (9.21) can be adapted to this case, simply by
replacing Qgs,M with Qth,M and Pgs,M with Pth,M taken from (9.36), with M ∈ {R,T}. Thus,
the complexity given by (2.33) and (2.31) for these thermals states becomes
C2 = 1
2
√
2
√
Tr
{[
log
(Qth,TQ−1th,R ⊕ Pth,T P−1th,R)]2} (9.40)
=
1
2
√
2
√√√√ L∑
k=1
{[
log
(
ΩR,T,k
ΩT,R,k
)]2
+
[
log
(
ΩT,T,k
ΩR,R,k
)]2}
(9.41)
where we have introduced
ΩM,N,k ≡ ΩM,k coth
(
ΩN,k/(2T˜N)
)
M,N ∈ {R ,T} (9.42)
being ΩS,k the dispersion relation in (9.23). Notice that ΩM,N,k → ΩM,k as TN → 0; hence
in the limit given by T˜R → 0 and T˜T → 0, the expected expression (9.22) for pure states is
recovered.
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In the special case where ω˜R = ω˜T ≡ ω˜, the expression (9.41) simplifies to
C2 = 1
2
√√√√ L∑
k=1
[
log
(
coth(Ωk/(2T˜T))
coth(Ωk/(2T˜R))
)]2
=
1
2
√
2
√
Tr
{[
log
(Dth,TD−1th,R)]2} . (9.43)
This result is consistent with the general expression (2.49) for the complexity in the special
case where WTR = 1. This relation can be verified by setting ω˜R = ω˜T in (9.24).
Another interesting special case to explore is given by a pure reference state, i.e. T˜R = 0.
In this limit (9.41) becomes
C2 = 1
2
√
2
√√√√ L∑
k=1
[
log
(
ΩR,k
ΩT,k
coth(ΩT,k/(2T˜T))
)]2
+
[
log
(
ΩT,k
ΩR,k
coth(ΩT,k/(2T˜T))
)]2
.
(9.44)
In the low temperature limit (i.e. when T˜T  ω˜R, ω˜T), by using that cothx ' 1 + 2e−2x + . . .
as x→∞ and that log(1 + x) ' x+ . . . as x→ 0, we find that (9.44) simplifies to
C2 = 1
2
√√√√ L∑
k=1
{[
log (ΩR,k/ΩT,k)
]2
+ 4 e−2 ΩT,k/T˜T
}
+ . . . (9.45)
where the dots denote subleading terms. This expansion tells us that the first correction to
the pure state result (9.22) as T˜T → 0 is exponentially small. The high temperature regime
corresponds to T˜R  ω˜R and T˜T  ω˜T. In this limit, by using that cothx ' 1/x when x→ 0,
we find that (9.41) becomes
C2 = 1
2
√√√√ L∑
k=1
{[
log
(
T˜T/T˜R
)]2
+ 2
[
log
(
ΩR,k/ΩT,k
)]2}
. (9.46)
In the thermodynamic limit L→∞, for the complexity (9.41) we find
C2 =
√
L a
(
ω˜R, ω˜T, T˜R, T˜T
)
+ . . . (9.47)
where
a(ω˜R, ω˜T, T˜R, T˜T) ≡ 1
2
√
2
√√√√∫ pi
0
{[
log
(
ΩR,T,θ
ΩT,R,θ
)]2
+
[
log
(
ΩT,T,θ
ΩR,R,θ
)]2} dθ
pi
(9.48)
being ΩM,N,θ ≡ ΩM,θ coth
(
ΩN,θ/(2T˜N)
)
, with M,N ∈ {R ,T} (see (9.42)), written in terms of
the dispersion relation ΩS,θ given by (9.27). Notice that a(ω˜R, ω˜T, T˜R, T˜T) → a(ω˜R, ω˜T) when
T˜R → 0 and T˜T → 0, where a(ω˜R, ω˜T) has been defined in (9.26).
In Sec. 9.2 we have observed that the massless limit of the coefficient of the leading term
of the complexity of pure states is finite (see (9.29)). This happens also for thermal states.
Indeed, by setting ω˜R = ω˜T = 0 in (9.48), we find
a
(
ω˜R = 0, ω˜T = 0, T˜R, T˜T
)
=
1
2
√√√√∫ pi
0
[
log
(
coth((sin θ)/T˜T)
coth((sin θ)/T˜R)
)]2
dθ
pi
. (9.49)
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Figure 6: The complexity C2 for thermal states as function of the size L of the periodic
harmonic chain. Here κ = 1 and m = 1; hence ω˜R = ωR, ω˜T = ωT, T˜R = TR and T˜T = TT. In
all the panels TR = 0 and various values of TT are considered. Top panels: ωR = ωT = 1 (left)
and ωR = ωT = 10
−2 (right). The solid lines correspond to (9.47). Bottom panels: subleading
term log C2− 12 logL as function of logL, for TR = 0 and various values of TT. In the left panel
ωR = ωT = 1 and ωR = ωT = 10
−2 in the right panel. The horizontal solid lines correspond to
the constant values obtained from (9.48).
In Fig. 6 and Fig. 7 we report some numerical results for the complexity (2.33) between
thermal states with different temperatures and ωR = ωT ≡ ω. The data have been taken for
κ = m = 1, hence T˜R = TR and T˜T = TT.
In Fig. 6 we consider the complexity as function of the length L of the periodic harmonic
chain. For the sake of simplicity, the reference state is the ground state (i.e. TR = 0) and the
target state is a thermal state with temperature TT. In the left panels ω = 1, while in the right
panels ω = 10−2. In the top panels the data are compared against the expression (9.47) (solid
lines), while in the bottom panels the subleading term of the same expression is considered
(horizontal solid lines). The data having ω = 1 agree very well with the predictions, while for
the ones with ω  1 the agreement is worse because in these cases the values of L considered
are not large enough.
In Fig. 7 the same quantity considered in Fig. 6 is shown as function of TT. The increasing
behaviour of the curves tells us that the distance between the states increases with TT, as
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Figure 7: The complexity C2 for thermal states when TR = 0. Left panel: C2 for a chain of
length L = 50 as function of TT, reported for different values of ωR = ωT = ω. The solid lines
correspond to (9.41). Right panel: C2/
√
L as function of TT for different values of ωR = ωT = ω
and two values of L. The solid lines correspond to (9.48). The dashed black line and the solid
red line are collapsed on the curve (9.49).
expected. In the left panel we test numerically the analytic expression (9.41) for L = 50
and different values of ω. Instead, in the right panel we test numerically the formula (9.48),
obtained in the thermodynamic limit L→∞: the agreement is very good when ω & 1, while
it gets worse when ω  1. Thus, when ω is very small, larger values of L should be explored
to observe the expected agreement between the numerical data and the curve (9.48). When
TR = 0, in the latter case the curves for (9.48) collapse onto the limiting curve (9.49), obtained
by setting ωR = ωT = 0.
9.3.3 Optimal path for entanglement hamiltonians and its complexity
In Sec. 6 we have discussed the map that provides the entanglement hamiltonian in terms of
the covariance matrix of a mixed state. In the following we explore further the optimal path of
entanglement hamiltonian matrices for the periodic harmonic chain in the special case where
both the reference and the target states are thermal states.
The entanglement hamiltonian matrices HR and HT of a reference state and of a target
state that are both thermal can be obtained by applying the map (6.3) to the covariance
matrix γth = Qth ⊕ Pth introduced in Sec. 9.3.1, whose Williamson’s decomposition is (9.37).
The symplectic spectrum of the entanglement hamiltonian matrix of a thermal state can be
easily obtained by plugging (9.38) into (6.7), finding
εth,k =
Ωk
T˜
k = 1, . . . , L . (9.50)
This provides the elements of the diagonal matrix Eth entering in the Williamson’s decompo-
sition (6.6) for the thermal state. Comparing (9.50) with (9.34) and (9.38), we get εth,k =
βσphys,k, as discussed in Sec. 6 for the thermal states in any number of dimensions.
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The distance (6.11) between HR and HT can be evaluated by employing (9.24) and (9.50).
The result reads
d(HR, HT) =
√√√√ L∑
k=1
{[
log
(
TR
TT
)]2
+
[
log
(
TR ΩT,k
TT ΩR,k
)]2}
(9.51)
which can be obtained also by replacing Dth with Eth in (9.43).
In the special case of ω˜R = ω˜T, the summation in (9.51) can be easily performed, finding
d(HR, HT) =
√
2L
∣∣ log(βT/βR)∣∣ (9.52)
which corresponds to (6.14) specified to the one-dimensional harmonic chain. In this case we
can employ the discussion made in Sec. 6 for the cases where WTR = 1 (see (9.24)) to conclude
that d(γR, γT) 6 d(HR, HT).
In the periodic harmonic chain the Williamson’s decomposition of the optimal circuit con-
necting HR and HT is given by (6.16), with the symplectic eigenvalues (9.10) and the sym-
plectic matrix (9.11). Thus, the symplectic eigenvalues for the matrix labeled by s ∈ [0, 1]
along this optimal circuit are
σk,s = β
s
T β
1−s
R
√
κ/m Ωk (9.53)
where Ωk is the dispersion relation (9.9). This means that the optimal circuit is made by the
entanglement hamiltonian matrices of thermal states, as also discussed in Sec. 6. This is not
a feature of the optimal circuit connecting the covariance matrices of two thermal states, as
discussed in Sec. 2.6. This discrepancy is consistent with the fact that the map (6.3) does not
send geodesics into geodesics.
9.4 Mutual complexity of TFD’s
The thermofield double state (TFD) is a pure state obtained by entangling two equal copies
of the harmonic lattice and such that a thermal state of the original system is obtained after
the partial trace over one of the two copies. A detailed analysis of the TFD and of the circuit
complexity between two TFD’s is reported in the Appendix F.
It is worth comparing the circuit complexity of two thermal states with the one obtained
from the corresponding TFD’s. Following [23], we introduce the mutual complexity for the
TFD’s as
MTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
= 2 C2th
(
ω˜R, ω˜T, β˜R, β˜T
)− C2TFD(ω˜R, ω˜T, β˜R, β˜T) (9.54)
where Cth and CTFD are given by (9.41) and (F.38) respectively. More explicitly, (9.54) reads
MTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
= (9.55)
=
1
4
L∑
k=1
{[
log
(
ΩR,k coth
(
β˜RΩR,k/2
)
ΩT,k coth
(
β˜TΩT,k/2
))]2 − [ log(ΩR,k coth (β˜RΩR,k/4)
ΩT,k coth
(
β˜TΩT,k/4
))]2
+
[
log
(
ΩR,k coth
(
β˜TΩT,k/2
)
ΩT,k coth
(
β˜RΩR,k/2
))]2 − [ log(ΩR,k coth (β˜TΩT,k/4)
ΩT,k coth
(
β˜RΩR,k/4
))]2}
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which can be written also in terms of ΩM,N,k defined in (9.42) as follows
MTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
=
1
4
L∑
k=1
{[
log
(
ΩR,R,k
ΩT,T,k
)]2
+
[
log
(
ΩR,T,k
ΩT,R,k
)]2
(9.56)
−
[
log
(
ΩR,R,k
ΩT,T,k
)
+ log
(
cosh
(
β˜TΩT,k/2
)(
cosh
(
β˜RΩR,k/2
)− 1)
cosh
(
β˜RΩR,k/2
)(
cosh
(
β˜TΩT,k/2
)− 1)
)]2
−
[
log
(
ΩR,T,k
ΩT,R,k
)
+ log
(
cosh
(
β˜RΩR,k/2
)(
cosh
(
β˜TΩT,k/2
)− 1)
cosh
(
β˜TΩT,k/2
)(
cosh
(
β˜RΩR,k/2
)− 1)
)]2}
.
After expanding the squares and a bit of manipulation, one obtains
MTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
=
1
2
L∑
k=1
FTR,k
{
2 log
[
coth
(
β˜TΩT,k/2
)
coth
(
β˜RΩR,k/2
)]− FTR,k} (9.57)
=
1
2
L∑
k=1
FTR,k
{
log
[
coth2
(
β˜TΩT,k/2
)
cosh
(
β˜RΩR,k/2
)(
cosh
(
β˜TΩT,k/2
)− 1)
coth2
(
β˜RΩR,k/2
)
cosh
(
β˜TΩT,k/2
)(
cosh
(
β˜RΩR,k/2
)− 1)
]}
where
FTR,k = log
(
cosh
(
β˜TΩT,k/2
)(
cosh
(
β˜RΩR,k/2
)− 1)
cosh
(
β˜RΩR,k/2
)(
cosh
(
β˜TΩT,k/2
)− 1)
)
. (9.58)
For fixed k, the argument of the sum in (9.57) only depends on β˜TΩT,k and β˜RΩR,k and it
is symmetric under the exchange of T and R; hence we can fix β˜TΩT,k > β˜RΩR,k for every k
without loss of generality. This allows to show that every term of the sum (9.57) is negative20
and therefore MTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
is always negative.
The thermodynamic limit L→∞ of (9.55) gives
MTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
= aTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
L+ . . . (9.59)
where the coefficient of the linear divergence can be written in terms ΩS,θ in (9.27) as
aTFD
(
ω˜R, ω˜T, β˜R, β˜T
)
= (9.60)
=
1
4pi
∫ pi
0
{[
log
(
ΩR,θ coth
(
β˜RΩR,θ/2
)
ΩT,θ coth
(
β˜TΩT,θ/2
))]2 − [ log(ΩR,θ coth (β˜RΩR,θ/4)
ΩT,θ coth
(
β˜TΩT,θ/4
))]2
+
[
log
(
ΩR,θ coth
(
β˜TΩT,θ/2
)
ΩT,θ coth
(
β˜RΩR,θ/2
))]2 − [ log(ΩR,θ coth (β˜TΩT,θ/4)
ΩT,θ coth
(
β˜RΩR,θ/4
))]2} dθ .
We remark that the massless limit of MTFD/L diverges when L < ∞, while it is finite once
L→∞ is considered. Indeed, by setting ω˜R = ω˜T = 0 in (9.60) we find
aTFD
(
ω˜R = 0, ω˜T = 0, β˜R, β˜T
)
= (9.61)
=
∫ pi
0
{[
log
(
coth
(
β˜R sin θ
)
coth
(
β˜T sin θ
))]2 − [ log(coth (β˜R sin θ/2)
coth
(
β˜T sin θ/2
))]2} dθ
2pi
.
20We use that cosh(x/2)
cosh(x/2)−1 is a monotonically decreasing function and that
coth2(x/2)(cosh(x/2)−1)
cosh(x/2)
is a mono-
tonically increasing function when x > 0. This implies that FTR,k < 0, while the function within the curly
brackets in the last sum of (9.57) is positive for any value of k.
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This feature has been observed also for the complexity of pure states (Sec. 9.2) and for the
complexity of thermal states (Sec. 9.3).
In the limit β˜R → ∞ both the TFD in (F.8) and the thermal reference state become the
product of two ground states. In this regime, (9.61) slightly simplifies to
aTFD
(
ω˜R = 0, ω˜T = 0, β˜R →∞, β˜T
)
= (9.62)
=
∫ pi
0
{[
log
(
coth
(
β˜T sin θ
))]2− [ log(coth (β˜T sin θ/2))]2} dθ
2pi
which depends only on β˜T and can be easily studied. This function is negative for every
value of β˜T and it vanishes when β˜T →∞, as expected. When β˜T → 0 in (9.62), we find the
following logarithmic divergence
aTFD
(
ω˜R = 0, ω˜T = 0, β˜R →∞, β˜T
)
= log 2
(
log β˜T − 3
2
log 2
)
+ . . . . (9.63)
In Fig. 8 we compare the mutual complexity for the TFD in (9.55) with its thermodynamic
limit in (9.59) for various values of the parameters. In the left panel we show MTFD/L
(dashed lines) as function of ωT for fixed ωR = 1 and for two values of βR = βT ≡ β. As
L increases, the dashed curves approach the solid curves representing aTFD given in (9.60).
When ωT → 0,MTFD/L evalueted for finite L diverges, while its thermodynamic limit is finite,
as observed above. In the right panel we show MTFD/L as function of βT when βR →∞ and
ωR = ωT ≡ ω = 1. Remarkably, the curves obtained for finite number of sites coincide with
their thermodynamic limit already for L = 5. In the same panel we plot aTFD
(
ωR = 0, ωT =
0, βR →∞, βT
)
in (9.62) (red solid curve), checking also that its behaviour for βT  1 is well
reproduced by (9.63) (green dot-dashed curve).
9.5 Reduced density matrices
Important mixed states to explore are the reduced density matrices of a subsystem A.
Consider the density matrix ρˆR and ρˆT of the reference and of the target states respectively
and introduce a spatial bipartition A ∪ B of the system that induces a factorisation of the
Hilbert space, as already discussed in Sec. 6. For the Gaussian states that we are interested
in, let us denote by γR,A and γT,A the reduced covariance matrices corresponding to the
subsystem A, that characterise the reduced density matrices ρˆR,A ≡ TrB ρˆR and ρˆT,A ≡ TrB ρˆT
respectively. We remark that, whenever B 6= ∅, the reduced density matrices ρˆR,A and ρˆT,A
are mixed states, even when ρˆR and ρˆT are pure states. The reduced covariance matrix γA is
obtained by just restricting the indices of the covariance matrix of the entire system to the
ranges identifying the subsystem A.
By applying (2.33) to these mixed states, one obtains the subregion complexity
C2 = 1
2
√
2
√
Tr
{[
log
(
γT,A γ
−1
R,A
)]2}
. (9.64)
In the context of the gauge/gravity correspondence, the subregion complexity has been studied
e.g. in [10, 28, 137, 138].
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Figure 8: Comparison between the mutual complexity for the TFD state (9.55) and its ther-
modynamic limit in the periodic harmonic chain (here κ = m = 1). In the left panel we show
MTFD/L as function of ωT setting ωR = 1 and considering two values of βR = βT ≡ β and
two values of L (dashed curves). We also report aTFD in (9.60) for the same values of the
parameters (solid curves). In the right panel the dependence on βT is investigated by plotting
(9.55) for three different values of L (dashed curves) and (9.60) (black solid curve) both for
βR →∞ and ωR = ωT ≡ ω = 1. The massless limit in (9.62) is also reported (red solid curve)
and its small βT behaviour in (9.63) is checked (green dot-dashed curve).
In the following we provide numerical results of this complexity only for the simplest case
where A is an interval in an infinite harmonic chain and for some convenient reference and
target states. In order to construct the reduced covariance matrices, in this case we need the
two-point correlators of the harmonic chain in the thermodynamic limit. For a thermal state,
they can be found by taking the limit L→∞ of (9.32) and (9.33). The results can be written
in terms of Ωθ =
√
ω˜2 + 4 (sin θ)2 (see (9.27)) as follows
〈qˆiqˆj〉β = 1
2pi
∫ pi
0
coth[Ωθ/(2T˜ )]
Ωθ
cos[θ (i− j)] dθ (9.65)
〈pˆipˆj〉β = 1
2pi
∫ pi
0
Ωθ coth[Ωθ/(2T˜ )] cos[θ (i− j)] dθ . (9.66)
The limit T˜ → 0 of these expressions provides the two-point correlators in the ground state,
namely
〈qˆiqˆj〉 = 1
2pi
∫ pi
0
1
Ωθ
cos[θ (i− j)]dθ (9.67)
〈pˆipˆj〉 = 1
2pi
∫ pi
0
Ωθ cos[θ (i− j)] dθ (9.68)
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Figure 9: Subregion complexity C2 for an interval made by ` sites in an infinite harmonic
chain as function of `. The chain is in its ground state and ωR 6= ωT. Here κ = m = 1; hence
ω˜R = ωR and ω˜T = ωT. We fix ωR = 1, considering various values for ωT: ωT > ωR in the left
panels and ωT < ωR in the right panels. The subregion complexity C2 is reported in the top
panels, while its subleading term is studied in the bottom panels.
whose analytic expressions read [93]
〈qˆiqˆj〉 = µ
i−j+1/2
2
(
i− j − 1/2
i− j
)
2F1
(
1/2 , i− j + 1/2 , i− j + 1 , µ2 ) (9.69)
〈pˆipˆj〉 = µ
i−j−1/2
2
(
i− j − 3/2
i− j
)
2F1
(− 1/2 , i− j − 1/2 , i− j + 1 , µ2 ) (9.70)
where the parameter µ depends only on ω˜ as follows
µ ≡ 1
4
(
ω˜ −
√
ω˜2 + 4
)2
. (9.71)
In Fig. 9 we consider the subregion complexity for a block made by ` consecutive sites in
an infinite harmonic chain when the entire system is in its ground state and ωR 6= ωT. The
data reported in Fig. 9, where we have fixed ωR = 1, allow to conclude that
log C2 = 1
2
log `+O(1) `→∞ (9.72)
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Figure 10: Subregion complexity C2 for an interval made by ` sites in an infinite harmonic
chain as function of `. The infinite harmonic chain is in a thermal state and TR 6= TT. Here
κ = m = 1; hence ω˜R = ωR, ω˜T = ωT, T˜R = TR and T˜T = TT. We fix TR = 0, considering
various values for TT. We set ωT = ωR = 1 in the left panels and ωT = ωR = 10
−6 in the right
panels. The subregion complexity C2 is reported in the top panels, while its subleading term
is studied in the bottom panels.
where the additive constant depends on ωT. Comparing the left panels and the right panels,
we observe that larger values for ` are needed to reach the behaviour (9.72) for these choices
of ωR > ωT. We checked numerically that, when ωR 6= 1, (9.72) holds with a subleading term
that depends also on ωR.
In Fig. 10 we have reported the subregion complexity for a block made by ` consecutive
sites in an infinite harmonic chain when the entire system is in a thermal state and ωR = ωT.
In particular, we have chosen TR = 0 and various values of TT > 0. In the left panels we have
considered ωT = ωR = 1, finding a reasonable agreement with (9.72), where the subleading
constant term depends on TT. In the right panels we have fixed ωT = ωR = 10
−6, finding that
the behaviour (9.72) is more difficult to observe as TT → 0 because larger values for ` are
needed.
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9.6 Mutual complexity of reduced density matrices
The complexity of the ground states and of the thermal states, considered in Sec. 9.2 and
Sec. 9.3 respectively, grow like
√
L as L→∞, being L the number of sites composing the entire
periodic chain. Furthermore, considering an interval made by ` sites in an infinite harmonic
chain, the numerical results reported in Sec. 9.5 tell us that the subregion complexity for this
interval grows like
√
` as `→∞.
Given a spatial subregion A and the density matrices ρˆR and ρˆT, which can correspond to
pure or mixed states, let us denote by CR,T(A) the subregion complexity between the reduced
density matrices ρˆR,A and ρˆT,A introduced in Sec. 9.5.
In this subsection we consider the cases where the spatial subregion A is bipartite into two
complementary spatial subregions A1 and A2 such that A = A1 ∪A2. For this spatial config-
uration, various entanglement quantifiers like the entanglement entropies [139–144] (see e.g.
[145–148] for related calculations in the gauge/gravity correspondence) and the entanglement
negativity [96, 97, 149–153] have been studied.
The subregions A1 and A2 can be either disjoint or have a non vanishing intersection. Since
CR,T(A)2 grows with the volume of A as the number of sites in A diverges, we are naturally
led to introduce the mutual complexity for subregions as follows [23, 137]
MR,T(A1, A2) ≡ CR,T(A1)2 + CR,T(A2)2 − CR,T(A1 ∪A2)2 − CR,T(A1 ∩A2)2 (9.73)
which is finite as the number of sites in A1 and A2 diverges.
In an infinite chain, let us consider the mutual complexity when A1 and A2 are two equal
and disjoint intervals made by ` sites and separated by d sites. In Fig. 11 we report the
numerical results of the mutual complexity for this configuration as function of `, while d/`
is kept fixed (d/` = 1/2 for the data in the figure).
In the top and middle panels of Fig. 11, the reference state and the target state are the
ground states of the chains characterised by ωR and ωT respectively. The mutual complexity
is shown as function of `: for the data shown in each panel ωR is fixed and the different curves
are associated to different values of ωT. When ωT < ωR (top panels) the numerical curves
for small values of ` are increasing until they reach a maximum at a value of ` that depends
on ωT (top left panel). After the maximum, the mutual complexity decreases with `, but for
many values of ωT we cannot appreciate the finite asymptotic limit as `→∞ because larger
values of ` are needed. In the top right panel, for small enough values of ωT, the values of `
that we consider are too small to appreciate the occurrence of a maximum.
When ωT > ωR (middle panels) a similar behaviour is observed: also in these cases the
position of the maximum of the curve depends on ωT. In these cases we observe that, as
` → ∞, the mutual complexity decreases until the zero value is reached. By comparing the
two panels in the middle, one observes that the value of ` where the data vanish increases
when ωR decreases. Furthermore, from the middle panels we can appreciate also the fact that
the sign of MR,T is not definite: it is mainly positive, but for some values of the parameters
(ωT close to ωR and ` sufficiently small) the curve is negative.
In the bottom panel of Fig. 11 the reference state is a ground state again, while ρˆT is a
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Figure 11: The mutual complexity for two disjoint equal intervals made by ` sites and sepa-
rated by d sites in an infinite harmonic chain, as function of `. Since we set κ = m = 1, we
have ω˜R = ωR, ω˜T = ωT, T˜R = TR and T˜T = TT. In all the panels d/` = 0.5. In the top and
middle panels the chain is in its ground state and ωR 6= ωT: both ωT < ωR (top panels) and
ωT > ωR (middle panels) are considered. In the bottom panel a case involving thermal states
with TR = 0 and various TT > 0 is considered.
thermal state at temperature TT > 0. The curves corresponding to different values of TT > 0
decrease with ` and the asymptotic value depends on TT.
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Figure 12: One-mode mixed states: The complexity C2 from (9.74) (red solid line) and the
complexity C1 (based on the purification complexity) of [23] for the diagonal basis from (9.75)
(black dashed line) and the physical basis from (9.76) (green dashed line), as functions of βωT.
In the left panel βωR = 1, while in the right panel βωR = 10 and also Cphys1 is shown, being
βωT  1.
9.7 A comparison with the approach based on the purification complexity
We find it worth comparing our results in Sec. 9.3 for the complexity of thermal states with the
corresponding ones obtained in [23] through the approach based on the purification complexity,
that has been discussed in Sec. 8.2.
The results from [23] that we consider have been obtained using the F1 cost function (see
Appendix G for details), while the complexity (2.33) is based on the F2 cost function. These
different cost functions lead to a different scaling with the total size L of the chain. In
particular, the F1 cost function provides a complexity that diverges with L, while the F2 cost
function leads to the milder divergence given by
√
L. This feature, which has been observed
already in [17] for pure states, holds also for thermal states, as remarked in [23] for the F1
cost function and in (9.47) for our approach, that is based on the F2 cost function. Because
of this different scaling, a meaningful comparison between these two approaches can be done
only for one-mode mixed states, where L = 1. When both the reference and the target states
are pure and L = 1, both the F1 cost function and the F2 cost function provide the same
complexity [17].
Let us consider the circuit made by one-mode mixed states where the reference state is the
ground state with frequency ωR and the target state is a thermal state at inverse temperature
β with frequency ωT.
Specialising the complexity in (9.44) to this case and for m = κ = 1 we obtain
C2 = 1
2
√
2
√[
log
(
ωR
ωT
coth
βωT
2
)]2
+
[
log
(
ωT
ωR
coth
βωT
2
)]2
. (9.74)
In this simple case, analytical results have been found in [23] also through the approach
based on the purification complexity. The results for the C1 complexity, which is defined
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through the F1 cost function, are basis dependent. In [23] two particular bases have been
considered, which have been called physical basis and diagonal basis (see Appendix G for
their definitions). In the diagonal basis, the analytic result found in [23] for this case reads
Cdiag1 =

1
2
log
(
ωR
ωT
)
+
1
2
log
(
ωR
ωT
coth (βωT/2)− 1
ωR
ωT
− coth (βωT/2)
)
coth
(
βωT
4
)
6 ωR
ωT
log
[
coth (βωT/4)
]
tanh
(
βωT
4
)
6 ωR
ωT
6 coth
(
βωT
4
)
1
2
log
(
ωT
ωR
)
+
1
2
log
(
ωT
ωR
coth (βωT/2)− 1
ωT
ωR
− coth (βωT/2)
)
tanh
(
βωT
4
)
> ωR
ωT
.
(9.75)
For the physical basis analytic results are not available. In the regime βωT  1, the following
perturbative expansion has been found [23]
Cphys1 =
1
2
∣∣ log(ωR/ωT)∣∣+ log [ coth (βωT/2)] log(ωR/ωT)√
ωR/ωT −
√
ωT/ωR
+O(e−βωT) . (9.76)
The expressions for the complexity in (9.74), (9.75) and (9.76) depend only on βωT and on
the ratio ωR/ωT. As consistency check, we notice that in the limit βωT →∞, where the circuit
is made by pure states, all the expressions in (9.74), (9.75) and (9.76) become 12 | log(ωR/ωT)|,
as expected from [17].
In Fig. 12 we show the expressions for the complexity in (9.74), (9.75) and (9.76) in terms
of βωT for a fixed value of βωR (we choose βωR = 1 in the left panel and βωR = 10 in
the right panel). The curve for Cphys1 occurs only in the right panel because it exists only
in the regime of βωT  1. We find it worth remarking that curves for C2 always lie below
the curves corresponding to the complexity evaluated through the purification complexity.
Furthermore, as βωT growths, all the curves collapse on the same curve, as expected from the
above observation, since βωT →∞ corresponds to the limit where the circuit is made by pure
states. In the right panel one also notices that the complexity in the diagonal basis is smaller
than the complexity in the physical basis, as already remarked in [23].
10 Conclusions
In this manuscript we have studied the circuit complexity of the mixed bosonic Gaussian
states occurring in the Hilbert space of harmonic lattices in any number of dimensions by
employing the Fisher-Rao distance between Gaussian Wigner functions.
Considering mixed states with vanishing first moments, by applying a known result for the
symmetric and positive definite matrices [59–63] to the covariance matrices of the model we
provide the optimal circuit (2.28) when the set of allowed gates includes all the Gaussian
states that can be constructed through a covariance matrix. The length (2.31) of this optimal
circuit in the geometry determined by the Fisher information matrix is identified with the
circuit complexity (2.33) to obtain a target state from a given reference state (the tolerance is
zero for these circuits). In the special case of pure states, the known results of [17, 22] for the
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C2 complexity have been recovered. For thermal states originated from the same hamiltonian,
the expression (2.80) has been obtained.
The Williamson’s decomposition of the covariance matrix (see Sec. 2.3) is the main tool
employed throughout our analysis. This decomposition identifies the symplectic spectrum,
that is invariant under changes of basis that preserve the canonical commutation relations.
The role of the symplectic spectra and of the basis in the computation of the C2 complexity is
made manifest in the expression (2.49). Furthermore, the Williamson’s decomposition leads
to natural ways to introduce the spectrum complexity and the basis complexity for mixed
bosonic Gaussian states (see Sec. 3.3 and Sec. 3.4). This provides an explicit realisation of the
proposal made in [28].
The optimal circuits described in this manuscript allow us to study the purification of mixed
states without ancillae. Motivated by the first law of complexity, in Sec. 4 we have mainly
considered the purification of a given mixed state through the W path (4.5). Further future
analyses could lead to find the optimal purification path.
The Gaussian mixed states that are not pure in harmonic lattices can be characterised also
through their entanglement hamiltonian matrices. The optimal circuit and the corresponding
complexity in terms of the entanglement hamiltonian matrices have been investigated in Sec. 6.
It is important to understand how to construct the optimal circuits. A preliminary analysis
has been carried out in Sec. 7, where the possibility to express the optimal circuit in terms
of Gaussian channels has been explored. We have not been able to find a general solution to
this interesting problem, hence further future investigations are needed.
It is instructive to compare alternative quantitative approaches to the complexity of mixed
states. The approach described in this manuscript holds only for the bosonic Gaussian states
occurring in harmonic lattices and it provides computable expressions for a generic number of
degrees of freedom. The method discussed in [23] (see Sec. 8), that is based on the introduction
of ancillary degrees of freedom, can be formulated for every model but it leads to expressions
that are more difficult to evaluate.
A detailed analysis has been carried out in the simplest case of the harmonic chain either on
the circle or on the infinite line (see Sec. 9). Analytic or numerical results have been reported.
For the thermal states we have explored the optimal path, the corresponding circuit complexity
(see e.g. (9.41)) and the purification. Analytic and numerical results have been found for the
mutual complexity of thermofield double states (see Sec. 9.4). Finally, for the mixed states
given by reduced density matrices, we have studied the circuit complexity for an interval in the
infinite line and the mutual complexity of two disjoint intervals (see Sec. 9.6). Interestingly,
in Fig. 11 we observe that the mutual complexity of two disjoint intervals vanishes as the size
` of the two equal intervals increases, while the ratio d/` is kept fixed, being d the number of
sites separating them.
Our analysis mainly focusses on bosonic Gaussian states with vanishing first moments. It is
very interesting to explore also the complexity of mixed Gaussian states whose first moments
are non vanishing. The expression (2.33) for the circuit complexity holds also when the
reference state and the target state have the same first moments, that can be non vanishing
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[65, 79, 83]. In Sec. 2.7 we have provided results for the coherent states (pure states with
non vanishing first moments) and the complexity (2.92) has been discussed [79, 85], finding
agreement with [18]. We emphasise that an explicit expression of the Fisher-Rao distance in
the most general case of mixed states with non vanishing first moments is not available in the
literature [79, 83]. Upper and lower bounds for the complexity have been discussed in Sec. 5.
The circuit complexity of mixed states is a challenging task deserving many future studies.
The analysis reported in this manuscript in the simple setup of bosonic Gaussian states can
be extended in various directions. For instance, it is a straightforward application to study
the C2 circuit complexity in harmonic lattices in the presence of boundary and of defects
[24, 36, 39] or in time dependent scenarios [35, 154–156].
One of the main motivations of our work is to provide some tools to study complexity
in quantum field theories. Evaluating complexity of mixed states in quantum field theories
remains an important challenge. The complexity of pure states in quantum field theories
has been explored in various studies [21, 29–40] and it would be instructive to extend these
analyses to mixed states. The tools of Information Geometry, that we have largely employed
in our analysis, could provide further tools to handle this interesting problem [157].
Let us remark that our analysis has been performed by assuming that all the states of the
quantum circuits are Gaussian. It is important to go beyond this limitation by exploring the
complexity of circuits involving mixed states that are not Gaussian.
Finally, we remind that the results reported in this manuscript have been obtained in the
ideal situation where the maximal freedom is allowed in the choice of the gates. Typically,
only a limited number of gates can be employed in the construction of quantum circuits. It
is worth trying to adapt our analysis to more realistic cases by introducing a tolerance and
various kinds of restrictions in the set of the allowed gates [4, 5].
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A Schro¨dinger representation
In this Appendix we briefly discuss two aspects of the Gaussian mixed states described in
Sec. 2.1 in the Schro¨dinger representation. In Sec. A.1 we report the kernel ρ(q, q˜) = 〈q| ρˆ |q˜〉
of the density matrix corresponding to the Gaussian Wigner function (2.10). In Sec. A.2 we
consider the spatial bipartition A∪B of a system in a pure state, writing the kernel ρA(qA, q˜A)
for the reduced density matrix of the spatial subsystem A in terms of the parameters occurring
in the wave function of the pure state of the entire system.
A.1 Wigner-Weyl transform
The density matrix ρˆ, that fully characterises a mixed state, is hermitean, positive definite
and its trace is equal to one. Being a linear operator on the Hilbert space, ρˆ is completely
determined by its kernel ρ(q, q˜) = 〈q| ρˆ |q˜〉 in the Schro¨dinger representation.
In this manuscript we are interested in the states whose kernel ρ(q, q˜) is Gaussian [69].
This means that
ρ(q, q˜) = N 2ρ exp
{
− 1
2
(
qt, q˜t
)( Θ −Φ
−Φ∗ Θ∗
)(
q
q˜
)}
(A.1)
where Θ are Φ are N ×N complex matrices. Since the argument of the exponential in (A.1)
must be invariant under transposition, we have Θ = Θt and Φ = Φ†. This implies that (A.1)
is fixed by choosing N(2N + 1) real parameters: N(N + 1) real parameters in Θ and N2 real
parameters in Φ. The normalisation condition
∫
RN ρ(q, q) dq = 1 for (A.1) gives
N 2ρ =
1
piN/2
√
det[Re(Θ)− Re(Φ)] (A.2)
which is well defined when Re(Θ) − Re(Φ) is strictly positive. We remark that ρˆ = ρˆ† is
equivalent to ρ(q, q˜)∗ = ρ(q˜, q) [69]. This condition is satisfied by (A.1).
The Wigner-Weyl transform (also called Moyal transform) of ρ(q, q˜) is defined as
w(q,p) =
1
(2pi)N
∫
RN
ρ
(
q − 1
2
q˜ , q +
1
2
q˜
)
ei q˜
tp dq˜ . (A.3)
By using (A.1) and (A.2) into (A.3) and performing a Gaussian integral21, one finds that
the Wigner-Weyl transform of (A.1) is Gaussian as well. In particular, it reads
wG(q,p) =
1
piN
√
det(T )
det(T + C)
exp
{
− 1
2
[
4 qt T q +
(
p− Iq)t (T + C)−1(p− Iq)]} (A.5)
where
T +C =
1
2
[
Re(Θ)+Re(Φ)
]
T =
1
2
[
Re(Θ)−Re(Φ) ] I = Im(Φ)− Im(Θ) . (A.6)
21The following Gaussian integral∫
Rn
e−x
tAx+btx dx =
√
pin
det(A)
e
1
4
btA−1 b (A.4)
has been employed, where dx ≡∏ni=1 dxi
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Since Re(Θ) and Re(Φ) are symmetric, T and C are N × N real and symmetric matrices,
while I is a generic N × N real matrix, being Im(Θ) symmetric and Im(Φ) antisymmetric;
hence (A.5) is determined by N(2N + 1) real parameters, as expected. The complex matrices
Θ and Φ can be written in terms of the real matrices T , C and I by inverting (A.6). The
result is
Θ = 2T + C − i I + I
t
2
Φ = C + i
I − It
2
. (A.7)
The expression (A.5) can be written in the form (2.10) with γ given by (8.2) with
Q =
1
4
T−1 P = T + C +
1
4
It T−1It M =
1
4
T−1It . (A.8)
This is obtained by noticing that
det(γ) = det(Q) det
(
P −M tQ−1M) = det(T + C)
4N det(T )
. (A.9)
The matrices T , C and I can be expressed in terms of the blocks of γ in (8.2) by inverting
(A.8). The result is
T =
1
4
Q−1 C = P − 1
4
Q−1 −M tQ−1M I = M tQ−1 . (A.10)
Thus, in terms of the blocks of γ in (8.2), the complex matrices in (A.1) and (A.7) read
Θ = P −M tQ−1M + 1
4
Q−1 − iM tQ−1 (A.11)
Φ = P −M tQ−1M − 1
4
Q−1 + iM tQ−1 (A.12)
These matrices are real when γ = Q⊕ P in (8.2) is block diagonal.
We remark that the Wigner characteristic function in (2.3) is related to the kernel ρ(q, q˜)
through the following relation
ρ
(
q − q˜
2
, q +
q˜
2
)
=
∫
RN
χ(ξ) e−i q
tp˜ dp˜ ξ =
(
q˜
p˜
)
. (A.13)
Indeed, the Wigner function (2.5) is recovered by plugging (A.13) into (A.3).
A.2 Reduced density matrix
In the Schro¨dinger representation, the kernel ρA(qA, q˜A) corresponding to the reduced density
matrix ρˆA of the subsystem A of a bipartite harmonic lattice in a pure state can be computed
as follows.
Considering the wavefunction (2.24) for the pure state of the entire system, the spatial
bipartition A ∪ B of the harmonic lattice naturally leads to write the real and symmetric
matrices E and F in (2.24) as the following block matrices
E ≡
(
EA EAB
EtAB EB
)
F ≡
(
FA FAB
F tAB FB
)
. (A.14)
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In terms of the blocks introduced in (A.14), the wave function (2.24) becomes
ψ(qA, qB) = Nψ exp
{
− 1
2
[
qtA ΩA qA + q
t
B ΩB qB + 2 q
t
A ΩAB qB
]}
(A.15)
where
ΩA ≡ EA + iFA ΩB ≡ EB + iFB ΩAB ≡ EAB + iFAB (A.16)
and
Nψ =
(
det(E)
piN
)1/4
=
1
piN/4
4
√
det(EB) det
(
EA − EAB E−1B EtAB
)
. (A.17)
The kernel ρA(qA, q˜A) corresponding to the reduced density matrix ρˆA is obtained by
tracing out the degrees of freedom corresponding to the part B of the harmonic lattice. By
employing (A.15) and the Gaussian integral (A.4), one obtains
ρA(qA, q˜A) =
∫
RNB
ψ(qA, qB)ψ(q˜A, qB)
∗ dqB (A.18)
= N 2ρ exp
{
− 1
2
(
qtA , q˜
t
A
)( ΘA −ΦA
−Φ∗A Θ∗A
)(
qA
q˜A
)}
where
ΘA ≡ ΩA − 1
2
ΩAB E
−1
B Ω
t
AB ΦA ≡
1
2
ΩAB E
−1
B Ω
†
AB . (A.19)
Notice that ΘA is symmetric and ΦA is hermitean, as expected from the general expression
in (A.1). We find it worth remarking that FB does not occur in (A.19). The real and the
imaginary parts of ΘA read respectively
Re(ΘA) = EA − 1
2
(
EAB E
−1
B E
t
AB − FAB E−1B F tAB
)
(A.20)
Im(ΘA) = FA − 1
2
(
FAB E
−1
B E
t
AB + EAB E
−1
B F
t
AB
)
(A.21)
and for ΦA we have respectively
Re(ΦA) =
1
2
(
EAB E
−1
B E
t
AB + FAB E
−1
B F
t
AB
)
(A.22)
Im(ΦA) =
1
2
(
FAB E
−1
B E
t
AB − EAB E−1B F tAB
)
. (A.23)
Imposing that the trace of (A.19) is one leads to
N 2ρ =
1
piNA/2
√
det
(
EA − EAB E−1B EtAB
)
(A.24)
which is consistent with (A.2), once (A.20) and (A.22) have been employed.
If ΩAB is left invertible i.e. the NB × NA matrix Ω−1AB exists such that Ω−1AB ΩAB = 1,
we have that Ω†AB is right invertible with (Ω
†
AB)
−1 = (Ω−1AB)
†. Assuming also that ΦA is
invertible, we can isolate ΩA and EB in (A.19), finding
ΩA = ΘA + ΩAB Ω
−1
AB ΦA
(
Ω−1AB
)†
ΩtAB EB =
1
2
Ω†AB Φ
−1
A ΩAB . (A.25)
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Thus, for given ΘA and ΦA, we have the freedom to choose the NB×NB real symmetric matrix
FB and the NA ×NB complex matrix ΩAB, namely NB(NB+1)2 + 2NANB real parameters.
In the special case F = 0, that has been considered e.g. in [23, 132], the matrices in (A.16)
are real. Furthermore, from (A.21) and (A.23), we have that also ΘA and ΦA are real.
In Sec. 8 we have discussed the purification of a mixed state with N sites through the
introduction of an auxiliary lattice with Nanc sites. The results reported in this appendix can
be employed in Sec. 8 by setting N = NA and Nanc = NB. In particular, in the simplest case,
which is given by NA = NB = 1, the above counting tells us that we have three parameters
to choose. This result has been found also in Sec. 8.1.1 by using (8.17).
The above results provide a lower bound for the number NB of ancillary degrees of freedom
that must be introduced to purify a mixed state. A theorem of matrix algebra [158] guarantees
that, given two matrices M and N , the rank of their product is bounded by rank(MN) 6
min[rank(M), rank(N)]. Applying this result to the second equation in (A.19), we have that
rank(ΦA) 6 min[rank(E−1B ), rank(ΩAB)], where the fact that rank(ΩAB) = rank(Ω
†
AB) has
been used. Then, since rank(E−1B ) = NB (being E
−1
B invertible) and the rank of the NA×NB
rectangular matrix ΩAB is bounded by rank(ΩAB) 6 min[NA, NB] 6 NB, we can conclude
that NB > rank(ΦA). In [23] this argument has been applied for real matrices.
B On the Fisher-Rao distance between Gaussian PDF’s
In this appendix we report some known results about the Fisher-Rao distance between Gaus-
sian probability distribution functions [57, 64, 65, 78–84] in order to apply them to the analysis
of the complexity of mixed bosonic Gaussian states.
A Gaussian probability distribution function (PDF) in one variable (also called univariate
PDF) reads
p(x;θ) ≡ e
− 1
2
(x−µ)2/v2
√
2pi v
θ ≡ (µ, v) (B.1)
where µ ∈ R is the mean and v > 0 is the standard deviation.
These Gaussian PDF’s provide a manifold M1 once the metric is introduced through the
Fisher information matrix [57, 64, 78]
gi,j(θ) ≡
∫
R
∂ log[p(x;θ)]
∂θi
∂ log[p(x;θ)]
∂θj
p(x;θ) dx (B.2)
where i, j ∈ {1, 2}. Plugging (B.1) into (B.2), one obtains the diagonal matrix diag(1/v2, 2/v2),
that provides the following infinitesimal distance [64, 65]
ds2 =
dµ2 + 2 dv2
v2
(B.3)
which characterises the hyperbolic upper half plane H2 after the rescaling µ →
√
2µ. Thus,
by equipping the space of the univariate Gaussian PDF’s parameterised by the pair (µ, v)
with the metric characterised by the Fisher information matrix (B.2), the geodesics are either
the lines with constant µ or the half-ellipses with eccentricity 1/
√
2 ending on the axis v = 0.
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By evaluating the length of these geodesics, one finds that the Fisher-Rao distance between
two univariate Gaussian PDF’s associated to the parameters θ1 = (µ1, v1) and θ2 = (µ2, v2)
is [64, 65]
d
(1)
FR (θ1,θ2) ≡ 2 arccosh
(
1 +
1
2v1v2
[
(µ1 − µ2)2
2
+ (v1 − v2)2
])
. (B.4)
When µ1 = µ2 = µ, by using the relation arccosh(x) = log(x +
√
x2 − 1 ), one finds that
(B.4) becomes 2 log(|v2/v1|), which is the distance (2.31) specialised to Gaussian PDF’s in
one variable22.
We are interested in the manifoldMn made by the Gaussian PDF’s in n variables xt ∈ Rn,
which are (see (2.6) with n = 2N)
p(x;θ) ≡ e
− 1
2
(x−µ)t Σ−1(x−µ)
(2pi)n/2
√
det(Σ)
θ ≡ (µ,Σ) (B.5)
where µt ∈ Rn is the mean vector and Σ is a n× n positive definite symmetric matrix called
covariance matrix. The parameter space for θ has n+n(n+1)/2 real dimensions: n parameters
for µ and n(n+1)/2 for Σ. In this space, it would be interesting to have a closed form for the
Fisher-Rao distance that generalises (B.4) to n > 1. Nonetheless, important explicit results
have been obtained for some interesting submanifolds of Mn.
In 1976, S. T. Jensen [65] found that the n(n+ 1)/2 dimensional submanifoldMµ0 defined
by the Gaussian PDF’s with the same µ = µ0 is totally geodesic
23 and that the Fisher-Rao
distance in this case becomes
dµ0(θ1,θ2) ≡
[
n∑
i=1
(
log(λi)
)2 ]1/2
θj ≡ (µ0,Σj) (B.6)
where λi are the eigenvalues of Σ
−1/2
1 Σ2 Σ
−1/2
1 . The distance (B.6) is employed throughout
this manuscript to evaluate the complexity of mixed bosonic Gaussian states (see (2.31)).
Another interesting submanifoldMΣ0 to consider is given by the Gaussian PDF’s with the
same covariance matrix Σ = Σ0. The Fisher-Rao distance on this submanifold becomes the
Mahalanobis distance [79, 81]
dΣ0(θ1,θ2) ≡
√
2
[
(µ1 − µ2)t Σ−10 (µ1 − µ2)
]1/2
θj ≡ (µj ,Σ0) . (B.7)
We remark that MΣ0 is not a totally geodesic submanifold of Mn [79, 84].
It is worth considering also the submanifold Mdiag made by the Gaussian PDF’s whose
covariance matrix is diagonal, namely Σ = diag(v21, . . . , v
2
n), with vi > 0. In this submanifold
the infinitesimal distance becomes [84, 160]
ds2 =
n∑
i=1
dµ2i + 2 dv
2
i
v2i
(B.8)
22 The normalisation of (B.4) is different from the one used in [79]
23A submanifold M˜ ⊂M is totally geodesics if any geodesics in M˜ is also geodesics in M [159].
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which suggests that it is convenient to arrange the parameters as θ = (θ
(1)
1 , . . . ,θ
(1)
n ), with
θ
(1)
i ≡ (µi, vi) in this case. The infinitesimal distance (B.8) leads to write the distance between
two PDF’s in Mdiag in terms of (B.4) as follows
ddiag(θ1,θ2) ≡
[ n∑
i=1
d
(1)
FR
(
θ
(1)
i,1 ,θ
(1)
i,2
)2 ]1/2
. (B.9)
From (B.8) one concludes that the geodesics in Mdiag are the curves θ(s) such that θ(1)i (s) is
a geodesic in hyperbolic upper half plane equipped with the metric (B.3), for all 1 6 i 6 n.
Notice that we are not guaranteed that a geodesic in Mdiag is also a geodesic in Mn because
Mdiag is not a totally geodesic submanifold of Mn. Instead, a totally geodesics submanifold
of Mn is M˜diag ⊂ Mdiag, which is made by the elements of Mdiag such that µ is a given
eigenvector of Σ (see e.g. Proposition II.1 in [85]24). For instance, the Gaussian PDF’s whose
covariance matrices are proportional to the identity are contained in M˜diag and in this case µ
is the generic element of Rn.
Consider a diagonal Σ and the eigenvector µt = (µ, 0, . . . , 0) [85]. In this case the metric
(B.8) becomes
ds2 =
dµ2 + 2 dv21
v21
+ 2
n∑
i=2
dv2i
v2i
(B.10)
and the corresponding geodesics can be found as discussed above [84, 85]. By specialising
(B.9) to this case and employing (B.4), one obtains
ddiag(θ1,θ2) =
√√√√[ 2 arccosh(1 + (µ1 − µ2)2/2 + (v1,1 − v2,1)2
2 v1,1v2,1
)]2
+
n∑
i=2
[
2 log
(
v2,i
v1,i
)]2
.
(B.11)
Notice that, when Σ has a degenerate spectrum, its eigenvectors can have more than one non
vanishing components.
The Mahalanobis distance (B.7) can be applied on the submanifold MΣ0 , which is not
totally geodesic. Very recently, a closed form for the distance dFR(θ1,θ2) between PDF’s
in Mn having the same covariance matrix Σ0 has been found [83]. Since MΣ0 is not a
totally geodesic submanifold of Mn, the Mahalanobis distance (B.7) does not necessarily
correspond to the length of a geodesic connecting two PDF’s with the same covariance matrix
in Mn. Instead, the distance dFR(θ1,θ2) provides the length of the shortest path in Mn
between two PDF’s with the same Σ0. Since we are not restricting to a submanifold of Mn,
this is the proper Fisher-Rao distance in Mn between two PDF’s with the same covariance
matrix. Thus, given two Gaussians PDF’s with the same covariance matrix Σ0, we have that
dFR(θ1,θ2) 6 dΣ0(θ1,θ2).
Given two Gaussian PDF’s in Mn parametrised by θ1 ≡ (µ1,Σ0) and θ2 ≡ (µ2,Σ0),
let us consider the orthogonal matrix Π such that Π(µ2 − µ1) = (|µ2 − µ1|, 0, . . . , 0) ≡
|µ2 − µ1|e1. Being Σ0 symmetric and positive definite and Π orthogonal, also the matrix
24In [79] the submanifold M˜diag is denoted by MDµ.
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Π Σ0 Π
t is symmetric and positive definite, hence it can be decomposed as [83]
Π Σ0 Π
t = U SΣ0 U t (B.12)
where U is an upper triangular matrix with all the diagonal entries equal to one and SΣ0 is
a diagonal matrix with positive entries. The Fisher-Rao distance between θ1 = (µ1,Σ0) and
θ2 = (µ2,Σ0) in Mn found in [83] reads
dFR(θ1,θ2) = ddiag(θ0,θµ) θ0 ≡ (0,SΣ0) θµ ≡ (|µ2 − µ1|e1,SΣ0) (B.13)
where ddiag is defined in (B.11).
In order to construct the matrices Π and SΣ0 , let us introduce the unit vector m ≡ (µ2 −
µ1)/|µ2 − µ1|, observing that the orthogonal matrix Π satsfies Πm = e1. This matrix can
be constructed by considering the basis of Rn given by B =
{
m, e1, . . . , ek−1, ek+1, . . . , en
}
,
where mk 6= 0 is a non vanishing component ofm and ei is the unit vector having only the i-th
component equal to one. The standard Gram-Schmidt procedure [158] allows to construct an
orthonormal basis B¯ =
{
m,u1, . . . ,un−1
}
from B. Then, the orthogonal matrix Π in (B.12)
is the matrix whose columns are the vectors of B¯.
The Cholesky decomposition [161] allows to write a symmetric and positive definite matrix
M in a unique way as M = Lc L
t
c, where Lc is a lower triangular matrix. This result can be
related to (B.12) by considering the matrix I having 1 on the antidiagonal and 0 elsewhere,
which satisfies I = It = I−1. The matrix I Π Σ0 Πt I is symmetric and positive definite,
hence its Cholesky decomposition tells us that it can be written as I Π Σ0 Πt I = Lc Ltc in
term of a lower triangular matrix Lc. This gives Π Σ0 Π
t = I Lc Ltc I = I Lc I (I Lc I)t. Being
Lc a lower triangular matrix, we have that Uc ≡ I Lc I is an upper triangular matrix and it
satisfies
Π Σ0 Π
t = Uc U
t
c . (B.14)
This decomposition agrees with (B.12), provided that Uc = US1/2Σ0 .
For any upper triangle matrix U , we have that25
U = U˜ diag(U) (B.15)
where U˜ has 1 along the diagonal. Applying this to Uc gives S1/2Σ0 = diag(Uc) and U = U˜c.
When n = 1, the distance dFR(θ1,θ2) in (B.13) becomes d
(1)
FR (θ1,θ2) in (B.4).
The above discussion can be employed to define the complexity for coherent states, which
are pure states described by Gaussian Wigner functions with non vanishing first moments
(see Sec. 2.1 and Sec. 2.7) [45]. Let us restrict to the coherent states with diagonal covariance
matrices and first moments with a single non vanishing component. Since the coherent states
are pure states, their covariance matrices are constrained by (2.23) [45, 99]. Applying the
constraints to (B.10), one obtains the metric (2.90). This metric and the distance (B.11) lead
25Writing (B.15) in components we have Uj,k =
∑
l U˜j,lδl,kUk,k = U˜j,kUk,k. When j = k, the identity is
verified because U˜j,j = 1. When j > k, we have that Uj,k = 0 implies U˜j,k = 0, being Uk,k > 0 (which comes
from the Cholesky decomposition).
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to the expression (2.92) for the complexity for coherent states. This is consistent with the
results found in [18], as discussed in Sec. 2.7 in a more detailed way. In Sec. 2.7 we have also
exploited the distance (B.13) to compute the complexity (2.93) between two coherent states
defined by (2.84) from the same ground state. These states have the same covariance matrix,
but different first moments.
C Bures distance and Hilbert-Schmidt distance
In the literature of quantum information, different distances have been constructed for mixed
states, even in the simple case of the bosonic Gaussian states. In this appendix we discuss the
Bures distance and the Hilbert-Schmidt distance [87], that have been introduced in Sec. 2.2.
In particular, we report their expressions in terms of the covariance matrices and then consider
the special case of thermal states. An application of the Bures metric in the context of the
complexity is discussed in [162].
The Bures distance between quantum states (defined in (2.16) from the fidelity) is Rieman-
nian and contractive [88] (see Sec. 2.2). An explicit expression for the fidelity between two
bosonic Gaussian states in terms of the corresponding covariance matrices γ1 and γ2 has been
found in [113]. For vanishing first moments, it reads26
F(γ1, γ2) = Ftot
4
√
det (γ1 + γ2)
(C.1)
where Ftot is defined as
F 4tot = det
[
2
(√
1 +
(γaux J)−2
4
+ 1
)
γaux
]
γaux = J
t(γ1 + γ2)
−1
(
J
4
+ γ2 J γ1
)
.
(C.2)
The Bures distance in terms of the covariance matrices can be easily obtained by plugging
(C.1) into (2.16). A canonical transformation characterised by the symplectic matrix S in-
duces the change γi → SγiSt for the covariance matrices γi, with i = 1, 2. Simple matrix
algebra based on the property of the symplectic matrices leads to conclude that the auxiliary
covariance matrix γaux in (C.2) changes as γaux → SγauxSt and also that γauxJ → S(γauxJ)S−1.
Thus, both F 4tot in (C.1) and F(γ1, γ2) in (C.2) are left invariant by a canonical transforma-
tion. We refer to [113, 163, 164] for the Bures distance between two density matrices that are
infinitesimally close.
Let us focus on γ1 and γ2 corresponding to thermal states having temperatures Ti in
harmonic chains with frequencies ωi, elastic constants κi and masses mi, being i = 1, 2.
By using (9.39) and exploiting the fact that V depends only on the size of the chain, we
can easily diagonalise γ1 + γ2 as follows
γ1 + γ2 = V
[(Q1 +Q2)⊕ (P1 + P2)]V −1 (C.3)
26In [113] the fidelity (C.1) between two Gaussian states with non vanishing first moments is also provided.
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where the elements of Qi and Pi with i = 1, 2 are defined in (9.36) and the matrix V has been
introduced in Sec. 9.1. By employing (9.20) and the fact that V is orthogonal and symplectic,
we observe that for γaux in (C.2) we have
γaux = V M1,2 V −1 γaux J = V M1,2 J V −1 (C.4)
where
M1,2 ≡
[(Q1 +Q2)−1 ⊕ (P1 + P2)−1](J
4
+
(Q2 ⊕ P2) J (Q1 ⊕ P1)) . (C.5)
Notice thatM1,2 is not diagonal, whileM1,2 J is diagonal. From (C.3) and (C.4) one realises
that V cancels in (C.1) and (C.2), leaving the diagonal matrices Qi and Pi. After some
algebra, we find that the fidelity (C.1) for the thermal states γi with i = 1, 2 becomes
F(γ1, γ2) = 1
2L/2
L∏
k=1
[
Ω1,k Ω2,k (1 +
√
1− 4Bk)2
(σ1,kΩ1,k + σ2,kΩ2,k)(σ2,kΩ1,k + σ1,kΩ2,k)Bk
]1/4
(C.6)
where
Bk ≡ (σ1,kΩ1,k + σ2,kΩ2,k)(σ2,kΩ1,k + σ1,kΩ2,k)
(4σ1,kσ2,kΩ1,k + Ω2,k)(4σ1,kσ2,kΩ2,k + Ω1,k)
σi,k =
1
2
coth
(
Ωi,k/(2T˜i)
)
. (C.7)
The Bures distance is easily obtained by substituting (C.6) into (2.16). The result reads
dB =
√
2
√√√√ 1− 1
2L/2
L∏
k=1
[
Ω1,k Ω2,k (1 +
√
1− 4Bk)2
(σ1,kΩ1,k + σ2,kΩ2,k)(σ2,kΩ1,k + σ1,kΩ2,k)Bk
]1/4
. (C.8)
As consistency check of this expression, we can consider the limit T˜i → 0, which provides
the Bures distance between pure states. In this limit all the symplectic eigenvalues are 12 ;
hence, from (C.7) we get Bk =
1
4 . Then, the fidelity (C.6) simplifies to
F(γ1, γ2) =
L∏
k=1
[
(Ω1,k + Ω2,k)
2
4 Ω1,kΩ2,k
]−1/4
=
L∏
k=1
[
cosh
(
1
2
log
(
Ω2,k
Ω1,k
))]−1/2
(C.9)
and the Bures distance (C.8) becomes
dB(γ1, γ2) =
√
2
√√√√ 1− L∏
k=1
[
1
4
(Ω1,k + Ω2,k)2
Ω1,kΩ2,k
]−1/4
=
√
2
√√√√ 1− L∏
k=1
[
cosh
(
1
2
log
(
Ω2,k
Ω1,k
))]−1/2
(C.10)
which is equal to the Fubini-Study distance between the two states, as expected.
The other distance that we consider is the Hilbert-Schmidt distance, which has been defined
in (2.19) for two generic density operators. When the two density matrices are infinitesimally
close to each other (i.e. ρˆ′ = ρˆ+ dρˆ), this definition gives
ds2HS = Tr(dρ)
2 . (C.11)
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Focussing on Gaussian states, the Hilbert-Schmidt distance (2.19) between two mixed states
can be written in terms of their covariance matrices as follows [165]
dHS(γ1, γ2) =
√
1√
det(2γ1)
+
1√
det(2γ2)
− 2√
det[γ1 + γ2])
. (C.12)
Since a canonical transformation characterised by the symplectic matrix S induces the trans-
formation γi → γ′i = S γi St on the covariance matrices and det(S) = 1, it is straightforward
to check that dHS is invariant under canonical transformations. The infinitesimal distance for
(C.12) reads [165]
ds2HS =
1
16
√
det(2γ)
{[
Tr(γ−1dγ)
]2
+ 2 Tr
[
(γ−1dγ)2
]}
. (C.13)
The Hilbert-Schmidt distance (C.12) between the thermal states introduced in the text
above (C.3) can be evaluated by employing (9.39) and (C.3), where the diagonal matrices are
given by (9.36). Thus, for the determinants involved in (C.12), one finds
det(2γi) =
L∏
k=1
coth2
(
Ωi,k/(2T˜i)
)
(C.14)
where i = 1, 2 and
det[(γ1 + γ2)] = (C.15)
=
L∏
k=1
{
1
4
[
coth2
(
Ω1,k
2T˜1
)
+ coth2
(
Ω2,k
2T˜2
)
+
(
Ω2,k
Ω1,k
+
Ω1,k
Ω2,k
)
coth
(
Ω1,k
2T˜1
)
coth
(
Ω2,k
2T˜2
)]}
.
Plugging (C.14) and (C.15) into (C.12), in terms of the notation in (C.7) we get 27
dHS(γ1, γ2) = (C.16)
=
1
2L/2
√√√√ L∏
k=1
σ−11,k +
L∏
k=1
σ−12,k − 2L+1
L∏
k=1
{[
σ21,k + σ
2
2,k +
(
Ω2,k
Ω1,k
+
Ω1,k
Ω2,k
)
σ1,kσ2,k
]−1/2}
.
In the special case of pure states, all the symplectic eigenvalues are equal to 12 ; hence (C.16)
simplifies to
dHS(γ1, γ2) =
√√√√2{1− L∏
k=1
[
(Ω1,k + Ω2,k)2
4 Ω1,k Ω2,k
]−1/2}
=
√√√√2{1− L∏
k=1
[
cosh
(
1
2
log
(
Ω2,k
Ω1,k
))]−1}
. (C.17)
It is worth comparing the Bures and the Hilbert-Schmidt distances in the case of pure
states. From (C.10) and (C.17), one obtains
dHS =
√
2 dB
√
1− (dB/2)2 . (C.18)
The occurrence of this relation should be related to the fact that the Fubini-Study distance
is the natural distance between pure states [87, 88].
27Our definition of covariance matrix differs from the one adopted in [165] by a factor of 2.
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D Comments on some matrix identities
In this appendix we discuss some matrix identities employed throughout this manuscript.
In many matrix computations we have used the following property
f(MN) = N−1f(NM)N = M f(NM)M−1 . (D.1)
It is straightforward to prove these matrix identities when f(x) = xn and n is an integer
number. Nonetheless, (D.1) has been often employed for f(x) = log x or for f(x) = xs with
0 6 s 6 1; hence in the following we show that (D.1) holds also for these functions.
The logarithm of a matrix M is defined through the series expansion [123]
logM =
∞∑
k=1
(−1)k+1
k
(M − 1)k . (D.2)
This definition gives
N−1
[
log(NM)
]
N =
∞∑
k=1
(−1)k+1
k
N−1
(
NM − 1)kN . (D.3)
Since for the k-th term of this series we have N−1 (NM − 1)kN = (MN − 1)k, (D.3) becomes
N−1 [log (NM)]N =
∞∑
k=1
(−1)k+1
k
(MN − 1)k = log (MN) (D.4)
which provides the first equality in (D.1) for f(x) = log x. The second equality in (D.1) can
be obtained by repeating the steps in (D.3) and (D.4) for M
[
log(NM)
]
M−1 in (D.3).
In order to check that (D.1) holds also when f(x) = xs, let us observe that
(NM)s = es log(NM) =
∞∑
k=0
sk
k!
[
log (NM)
]k
. (D.5)
This leads to
N−1 (NM)sN =
∞∑
k=0
sk
k!
N−1
[
log (NM)
]k
N (D.6)
whose k-th term can be written as N−1 [ log (NM) ]kN = [ log (MN) ]k, once (D.4) has been
employed. Thus, (D.6) becomes
N−1 (NM)sN =
∞∑
k=0
sk
k!
[
log (MN)
]k
= (MN)s (D.7)
which corresponds to the first equality in (D.1) for f(x) = xs. The second equality in (D.1)
for f(x) = xs can be found by repeating the steps in (D.6) and (D.7) for M(NM)sM−1.
Another remark deserving more detailed comments concerns (2.31), where we introduced
the Fisher-Rao distance d(γR, γT) as || log(γ−1/2R γT γ−1/2R )||2, pointing out that this expression
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is not equal to || log(γT γ−1R )||2. Indeed, since ||M ||2 ≡
√
Tr (M †M) [62], we can exploit that
log(γ
−1/2
R γT γ
−1/2
R ) is real and symmetric to write
|| log(γ−1/2R γT γ−1/2R )||2 =
√
Tr
[
log
(
γ
−1/2
R γT γ
−1/2
R
)]2
=
√
Tr
[
log(γT γ
−1
R )
]2
(D.8)
where in the last equality the cyclic property of the trace has been used. On the other hand,
since [log(γT γ
−1
R )]
t = log(γ−1R γT), the matrix log(γT γ−1R ) is not symmetric, we have
|| log(γT γ−1R )||2 =
√
Tr
[
log(γ−1R γT) log(γT γ−1R )
] 6= √Tr [log(γT γ−1R )]2 (D.9)
which tells us that d(γR, γT) cannot be written as || log(γT γ−1R )||2.
We find it worth providing further details about the construction of the symplectic matrices
occurring in the Williamson’s decompositions of Ĥphys and of some covariance matrices in
Sec. 9.
Let us consider two symmetric and positive definite N × N real matrices A and B that
are diagonalised by the same orthogonal real matrix O˜. It is straightforward to write A ⊕
B = Ot(A ⊕ B)O, where O ≡ O˜ ⊕ O˜ is orthogonal and symplectic, while the diagonal
matrices A = diag(α1, . . . , αN ) and B = diag(β1, . . . , βN ) collect the eigenvalues of A and B
respectively. The Williamson’s decomposition of A⊕B reads A⊕B = W t(D ⊕D)W , where
D = diag(√α1β1, . . . ,
√
αNβN ) and the symplectic matrix W is given by
W ≡ χO χ ≡ diag((α1/β1)1/4, . . . , (αN/βN )1/4, (α1/β1)−1/4, . . . , (αN/βN )−1/4)
(D.10)
where χ is a diagonal symplectic matrix. We remark that (D.10) provides the Euler decom-
position (2.21) with X = χ, R = O and L = 1.
E Details on the first law of complexity
In this appendix we report some technical details concerning the first law of complexity and
the derivations of the results reported in Sec. 3.
The variation of the square of the distance (2.31) under the independent variations γT →
γT + δγT and γR → γR + δγR of the covariance matrices of the reference and of the target state
reads
δd2 = 2 Tr
{
log ∆TR δ
[
log ∆TR
]}
= 2 Tr
{(
log ∆TR
)
∆−1TR δ∆TR
}
. (E.1)
The last expression can be found by first observing that, since M and δM do not commute
in general, we can exploit the following formula [166]
δ logM =
∫ 1
0
[
(1− b)M + b1]−1δM [(1− b)M + b1]−1db (E.2)
When M and δM commute, by employing the matrix that diagonalises them simultaneously,
one can easily check that (E.2) becomes M−1δM = δM M−1. In the general situation where
M and δM do not necessarily commute, from the cyclic property of the trace and the fact
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that different functions of the same matrix commute we find that the first expression in (E.1)
becomes
δd2 = 2
∫ 1
0
Tr
{
log ∆TR
[
(1− b)∆TR + b1
]−2
δ∆TR
}
db
= 2 Tr
{
log ∆TR
(∫ 1
0
[
(1− b)∆TR + b1
]−2
db
)
δ∆TR
}
. (E.3)
Notice that log ∆TR and δ∆TR do not commute in general. The last expression in (E.1) is
obtained from (E.3) and ∫ 1
0
[
(1− b)∆TR + b1
]−2
db = ∆−1TR . (E.4)
Straightforward matrix manipulations and the identity δM−1 = −M−1 δM M−1 lead to
write (E.1) as
δd2 = 2 Tr
{(
log ∆TR
)
γR γ
−1
T
(
δγT γ
−1
R − γT γ−1R δγRγ−1R
)}
(E.5)
= 2 Tr
{(
log ∆TR
) (
∆−1TR δγT − δγR
)
γ−1R
}
. (E.6)
Finally, δd2 = 2d δd and (D.1) with f(x) = log x provide the expression (3.6).
In the following we compute separately the two sides of (3.4). Considering the r.h.s. of
(3.4) first, from (3.3) one obtains
∑
ij
∂F
∂γ˙ij
δγij =
Tr
[
γ−1 γ˙ γ−1 δγ
]√
Tr
[
(γ−1γ˙)2
] . (E.7)
From the expression (2.28) for the geodesic, it is not difficult to find that
G−1s = γ
−1/2
R
(
γ
−1/2
R γT γ
−1/2
R
)−s
γ
−1/2
R (E.8)
∂sGs = γ
1/2
R
[
log
(
γ
−1/2
R γT γ
−1/2
R
)](
γ
−1/2
R γT γ
−1/2
R
)s
γ
1/2
R (E.9)
∂sG
−1
s = − γ−1/2R
[
log
(
γ
−1/2
R γT γ
−1/2
R
)](
γ
−1/2
R γT γ
−1/2
R
)−s
γ
−1/2
R . (E.10)
For the subsequent discussion, let us remark that, by specifying (E.10) to s = 0 and s = 1,
and using (D.1), we find
∂sG
−1
s
∣∣
s=1
= − γ−1T log(∆TR) = log
(
γ−1T γR
)
γ−1T (E.11)
∂sG
−1
s
∣∣
s=0
= − γ−1R log(∆TR) = log
(
γ−1T γR
)
γ−1R . (E.12)
The denominator in the r.h.s of (E.7) along the geodesic (2.28) reads√
Tr
[(
G−1s ∂sGs
)2]
(E.13)
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Combining (E.8) and (E.9), we observe that, for any 0 6 s 6 1, this expression is equal to d
defined in (2.31). Furthermore, the numerator in the r.h.s. of (E.7) at the endpoints of the
geodesics can be expressed by using (E.8), (E.9) and (E.10). Thus, from (E.7) we get
∑
ij
∂F
∂γ˙ij
δγij
∣∣∣∣1
0
=
1
d
(
Tr
{
∂sG
−1
s
∣∣
s=0
δγR
}
− Tr
{
∂sG
−1
s
∣∣
s=1
δγT
})
. (E.14)
As for the l.h.s. of (3.4), let us consider d2 from (2.31). First, one notices that (D.1) gives
γ−1R f
(
γTγ
−1
R
)
= γ
−1/2
R f
(
γ
−1/2
R γT γ
−1/2
R
)
γ
−1/2
R . (E.15)
The expressions obtained by specialising this result to f(x) = log x and (log x)x−1 allow to
write (E.6) as follows
δd2 = 2 Tr
{
γ
−1/2
R
[
log
(
γ
−1/2
R γT γ
−1/2
R
)](
γ
−1/2
R γT γ
−1/2
R
)−1
γ
−1/2
R δγT
}
− 2 Tr
{
γ
−1/2
R
[
log
(
γ
−1/2
R γT γ
−1/2
R
)]
γ
−1/2
R δγR
}
. (E.16)
Then, by using (E.10) in (E.16), we obtain that δd = (2d)−1δd2 can be written as
δd =
1
d
(
Tr
{
∂sG
−1
s
∣∣
s=0
δγR
}
− Tr
{
∂sG
−1
s
∣∣
s=1
δγT
})
(E.17)
whose r.h.s. coincides with the r.h.s. of (E.14); hence (3.4) is satisfied. Furthermore, by
plugging (E.11) and (E.12) into (E.17), the expression (3.6) is obtained.
It is worth verifying that the Fisher-Rao cost function F defined in (3.3) evaluated along
the path (2.28) satisfies the Euler-Lagrange equations, namely[
∂F
∂γij
− d
ds
(
∂F
∂γ˙ij
)]∣∣∣∣
γ=Gs
= 0 . (E.18)
This consistency check can be performed first by observing that from (3.3) we have
∂F
∂γ
= −γ
−1 γ˙ γ−1 γ˙ γ−1√
Tr
[
(γ−1γ˙)2
] (E.19)
while ∂F∂γ˙ can be read from (E.7). The expression (E.19) and
∂F
∂γ˙ along the geodesics (2.28)
can be found by using (E.8), (E.9) and (E.10). Then, some algebra leads to (E.18).
We find it instructive specialising the above results to pure states. Considering the geodesic
given by (2.63), whose initial and final covariance matrices are given in (2.62), we have that
both ∆TR and ∆TR + δ∆TR are diagonal, hence they commute. This implies that (E.6) can
be obtained directly from (E.1). Indeed, since in this basis ∆TR = X 2TR, we have that (E.1)
becomes
δd2 = 2 Tr
[(
logX 2TR
)X−2TR δX 2TR ] . (E.20)
From (2.62) we find δγ′R = 0 and δγ′T =
1
2δX 2TR. Thus, (E.20) and (E.6) are equivalent in the
case of pure states.
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In order to write (E.20) in terms of the geodesics (2.28), let us consider the a-th power
(with a 6= 0) of the geodesic (2.63) and compute the derivative of the resulting matrix w.r.t.
to the parameter s along the geodesic. The result reads(
logX 2TR
) (X 2TR)s a = 2aa ∂s(Gs)a . (E.21)
Setting sa = −1 in this expression, one finds(
logX 2TR
) (X 2TR)−1 = −12 ∂sG−1s ∣∣s=1 . (E.22)
This leads to write (E.6) for pure states as follows
δd2 = −Tr
{
∂sG
−1
s
∣∣
s=1
δγT
}
(E.23)
where we have also used that δγ′T =
1
2δX 2TR in the basis that we are considering. Since δγ′R = 0,
one immediately realises that (E.23) corresponds to (E.17) for pure states.
Another natural value for s to choose in (E.21) is s = 1/2, that corresponds to the middle
point of the geodesic. Comparing (E.21) with (E.20), it is natural to consider s a = −1, i.e.
a = −2, finding that (E.20) can be written as
δd2 = −1
4
Tr
{
∂sG
−2
s
∣∣
s=1/2
δ
(X 2TR)} . (E.24)
We remark that XTR is the diagonal matrix providing the complexity in the case of pure states.
Another useful expression for δd comes from the Williamson’s decompositions (2.41). Con-
sidering variations δγ such that γ + δγ is also a covariance matrix (in particular, δγ is sym-
metric). Given the Williamson’s decomposition (2.20) for γ, let us express δγ in terms of the
variations δD and δW of the symplectic spectrum and of the symplectic matrix W respec-
tively. By using δW t = (δW )t, Tr(MN t) = Tr(M tN) and the fact that ∂sG
−1
s is symmetric
28,
we can write (E.17) as
δd =
1
d
(
Tr
{
∂sG
−1
s
∣∣
s=0
[
2W tRDR δWR +W tR δDRWR
]}
(E.25)
−Tr
{
∂sG
−1
s
∣∣
s=1
[
2W tTDT δWT +W tT δDTWT
]})
in terms of the four contributions coming from the basis variations δWR and δWT and from
the spectra variations δDR and δDT. The expression (3.7) for δd can be easily obtained by
plugging (E.11) and (E.12) into (E.25).
28This property can be proved by first transposing (E.10) and then using f(M)t = f(M t) and [f(M), g(M)] =
0, that hold for generic functions of the same matrix.
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F Thermofield double states
In this appendix we consider the thermofield double states (TFD’s) for the harmonic lattices
[167], whose circuit complexity has been explored in various studies over the last few years
[22, 25, 26].
The TFD’s are pure states constructed by entangling two equal copies of the harmonic
lattice in such a way that a thermal state of the original system is obtained by tracing out
one of the two copies. In Sec. F.1 we provide the Williamson’s decomposition of these pure
states, showing also that they are special cases of the analysis reported in Sec. 8. In Sec. F.2
the circuit complexity for TFD’s is discussed.
Consider two harmonic lattices (that will be denoted as “left” and “right” in the following)
made by the same number N of sites. These two systems can be combined creating a system
made by 2N sites (denoted as “doubled” system) whose hamiltonian reads
Ĥd ≡ 1
2
rˆtdH
phys
d rˆd =
1
2
rˆtd
(
Qphysd ⊕
1
m
1
)
rˆd Q
phys
d = Q
phys ⊕Qphys (F.1)
where rˆtd ≡ (qˆtl , qˆtr , pˆtl , pˆtr), where the subiindices refer to the left and right part of the doubled
system, and Qphys has been introduced in (2.64). For the periodic chain the matrix Qphys has
been written explicitly in (9.3).
It is not difficult to adapt the diagonalisation procedure described in Sec. 2.6 to (F.1). This
leads to construct the 4N × 4N matrix Hphysd defined in (F.1) as follows (see (2.66))
Hphysd = VdXdDdXd V td (F.2)
where we have introduced the diagonal matrix Dd ≡ Dphys⊕Dphys, the symplectic and orthog-
onal matrix Vd ≡ V ⊕ V and the symplectic diagonal matrix
Xd = S ⊕ S−1 S ≡ S ⊕ S (F.3)
where
S ≡ √m diag
(√
Ω1, . . . ,
√
ΩN
)
(F.4)
being Ωk the dispersion relation introduced through (2.65). These matrices are defined in
terms of the 2N × 2N matrices V and Dphys in (2.65) and (2.68) respectively.
Since Vd and Xd are symplectic matrices, the expression (F.2) leads us to write the Williamson’s
decomposition of Hphysd as follows
Hphysd = W
t
d DdWd Wd = Xd V td . (F.5)
This decomposition suggests to introduce the following set of canonical conjugated variables
(see Sec. 2.6)
sˆd ≡Wd rˆd sˆtd ≡ (qˆl,1, . . . , qˆl,N , qˆr,1, . . . , qˆr,N , pˆl,1, . . . , pˆl,N , pˆr,1, . . . , pˆr,N ) . (F.6)
Defining the annihilation operators and the creation operators for the two parts of the system
as in (2.71), one obtains a vector bˆ
t
d ≡
(
bˆ
t
l , bˆ
t
r , (bˆ
†
l )
t, (bˆ
†
r )
t
)
, where bˆl,k and bˆr,k are the k-th
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element of bˆl and bˆr respectively. In terms of the components of bˆd, the hamiltonian (F.1)
becomes
Ĥd =
N∑
k=1
Ωk
(
bˆ†l,k bˆl,k + bˆ
†
r,k bˆr,k + 1
)
. (F.7)
The standard quantisation procedure leads to introduce the eigenstates |nr,nl〉 ≡ |nl〉l |nr〉r
of the number operator, that can be factorised through the eigenstates |nl〉l and |nr〉r of the
number operators corresponding to the two parts. The eigenstates with nr = nl ≡ n allow to
define the thermofield double state (TFD) as follows [167]
|TFD〉 =
N∏
k=1
√
1− e−βΩk
∑
n
e−
β
2
∑N
k=1 Ωknk |n〉l |n〉r . (F.8)
When β →∞, the TFD becomes the product state of the two ground states |0〉l |0〉r.
Tracing out the degrees of freedom corresponding to one of the two parts, e.g. the right
part, in (F.8) one obtains
TrHr
(|TFD〉〈TFD|) = N∏
k=1
(
1− e−βΩk)∑
n
e−β
∑N
k=1 Ωknk |n〉l l〈n| (F.9)
which is the thermal density matrix for the left half system at temperature 1/β.
F.1 Covariance matrix
The covariance matrix of the TFD can be found through a slight generalisation of the proce-
dure described in Sec. 2.6 for the thermal states. From (2.9) and (F.6), the covariance matrix
of this pure state can be written as
γTFD = Re〈TFD| rˆd rˆtd |TFD〉 = W−1d Re
[〈TFD| sˆdsˆtd |TFD〉]W−td . (F.10)
In order to compute the matrix Re〈TFD|sˆdsˆtd|TFD〉, one first expresses the operators in sˆd in
terms of the creation and annihilation operators in bˆd and then exploits their action on (F.8).
The non vanishing elements of Re〈TFD|sˆdsˆtd|TFD〉, are
Re〈qˆl,kqˆl,k〉 = Re〈qˆr,kqˆr,k〉 = Re〈pˆl,kpˆl,k〉 = Re〈pˆr,kpˆr,k〉 = 1
2
coth(βΩk/2)
Re〈qˆr,kqˆl,k〉 = Re〈qˆl,kqˆr,k〉 = −Re〈pˆr,kpˆl,k〉 = −Re〈pˆl,kpˆr,k〉 = 1
2
1
sinh(βΩk/2)
(F.11)
where the notation 〈Ô〉 ≡ 〈TFD| Ô |TFD〉 has been adopted. By using (F.11), the covariance
matrix Re〈TFD|sˆdsˆtd|TFD〉 in (F.10) can be written as
Re〈sˆd sˆtd 〉 = Υ(+)TFD ⊕Υ(−)TFD Υ(±)TFD ≡
(
ΛTFD ±Λ˜TFD
±Λ˜TFD ΛTFD
)
(F.12)
where we have introduced the following N ×N diagonal matrices
ΛTFD ≡ 1
2
diag
(
coth(βΩ1/2), . . . , coth(βΩN/2)
)
Λ˜TFD ≡ 1
2
diag
(
1
sinh(βΩ1/2)
, . . . ,
1
sinh(βΩN/2)
) (F.13)
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which satisfy
Λ2TFD − Λ˜2TFD =
1
4
1 (F.14)
and (
ΛTFD + Λ˜TFD
)(
ΛTFD − Λ˜TFD
)−1
= diag
(
coth2
(
βΩ1/4
)
, . . . , coth2
(
βΩN/4
))
. (F.15)
Plugging (F.12) into (F.10) and employing the definition of Wd in (F.5), for the covariance
matrix of the TFD we find
γTFD = VdX−1d
(
Υ
(+)
TFD ⊕Υ(−)TFD
)
X−1d V td = QTFD ⊕ PTFD (F.16)
where (F.3) and Vd ≡ V ⊕ V have been employed to write the last expression, which is given
in terms of the following 2N × 2N symmetric matrices
QTFD = V S
−1 Υ(+)TFD S−1 V t PTFD = V SΥ
(−)
TFD S V
t . (F.17)
By using that V is an orthogonal matrix and that
Υ
(+)
TFD Υ
(−)
TFD =
1
4
1 (F.18)
which can be obtained from (F.12) and (F.14), one finds
QTFD PTFD =
1
4
1 (F.19)
as expected, being the TFD a pure state whose covariance matrix have non vanishing blocks
only along the diagonal.
In order to write the Williamson’s decompositions of γTFD, let us observe that the matrices
Υ
(±)
TFD can be diagonalised by the 2N × 2N symplectic and orthogonal matrix O as follows
Υ
(±)
TFD = O
t
((
ΛTFD ± Λ˜TFD
)⊕ (ΛTFD ∓ Λ˜TFD))O O = 1√
2
(
1 1
−1 1
)
. (F.20)
By using (D.10), (F.14) and (F.15), these matrices can be written as
Υ
(±)
TFD =
1
2
OtX±2TFDO (F.21)
where
XTFD = diag
(√
coth
(
βΩ1/4
)
, . . . ,
√
coth
(
βΩN/4
)
,
√
tanh
(
βΩ1/4
)
, . . . ,
√
tanh
(
βΩN/4
))
.
(F.22)
Plugging (F.3) and (F.21) into (F.16), one gets the Williamson’s decompositions of γTFD as
γTFD =
1
2
W tTFDWTFD (F.23)
where the 4N × 4N symplectic matrix WTFD is
WTFD =
(XTFDOS−1V t)⊕ (X−1TFDOS V t) . (F.24)
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It is instructive to express the fact that the TFD is a particular purification of a thermal
state (see (F.9)) by identifying it within the analysis reported in Sec. 8. This can be done by
setting Nanc = N and by rewriting the covariance matrix of the TFD in terms of the matrices
occurring in (8.10).
Comparing (F.16) with (8.3), we easily conclude that in this case QTFD and PTFD correspond
to Qext and Pext respectively, while Mext = 0. Then, by employing the block diagonal matrices
(F.3), (F.12) and V = V˜ ⊕ V˜ , where V˜ is the N × N orthogonal matrix (see (2.65) and
(9.6)-(9.7) for the periodic harmonic chain), we can write QTFD and PTFD as the partitioned
matrices in (8.10) with
Q = Qanc = V˜ S−1ΛTFD S−1 V˜ t P = Panc = V˜ S ΛTFD S V˜ t (F.25)
and
ΓQ = V˜ S−1Λ˜TFD S−1 V˜ t ΓP = − V˜ S Λ˜TFD S V˜ t . (F.26)
We remark that (F.25) and (F.26) satisfy the conditions in (8.20). Furthermore, Q⊕ P =
Qanc⊕Panc constructed from (F.25) provides the covariance matrix of a thermal state given in
(2.76), as expected. Thus, the TFD is a purification of the thermal state and its covariance
matrix satisfies (8.19).
F.2 Complexity
The TFD are pure states; hence the complexity of a target TFD with respect to a reference
TFD can be computed by employing (2.58). In the most general case where the target TFD
and the reference TFD originate from different hamiltonians, complicated expressions occur
because WTFD depends on the physical hamiltonian through S and V in a non trivial way.
For the sake of simplicity, let us focus on the special case where the same hamiltonian
underlies both the target TFD and the reference TFD, which are only distinguished by their
inverse temperatures βR and βT. In this case both the reference state and the target state
have the same S and V . Moreover, since (F.20) tells us that O does not contain parameters,
the reference and target states that we are considering can be distinguished only through their
matrices XTFD,R and XTFD,T. In this case, by employing (F.24) we find that the matrix defined
in (2.45) crucially simplifies to the following diagonal matrix
WTFD,TR =
(XTFD,TX−1TFD,R)⊕ (X−1TFD,TXTFD,R) . (F.27)
The circuit complexity corresponding to this choice of TFD’s can be obtained by plugging
(F.27) into (2.58). The result reads
C2 = 1
2
√
2
√
Tr
{[
log
(X 2TFD,TX−2TFD,R)]2 ⊕ [ log(X−2TFD,TX 2TFD,R)]2} (F.28)
which can be written more explicitly by employing (F.22) for these TFD’s, finding
C2 = 1√
2
√√√√ N∑
k=1
[
log
(
coth
(
βTΩk/4
)
coth
(
βRΩk/4
))]2 . (F.29)
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An interesting regime to consider corresponds to βRΩk  1. In this limit the reference
state is the product of the ground states of the two parts because only n = 0 contributes in
(F.8). In this regime the complexity (F.29) simplifies to
C2 = 1√
2
√√√√ N∑
k=1
[
log
(
coth
(
βTΩk/4
))]2
(F.30)
which is consistent with the results reported in [22].
We find it worth generalising (F.29) by considering a circuit where the reference state and
the target state correspond to different hamiltonians that have the same matrix Vd in their
decompositions (F.2). This is the case e.g. for the periodic harmonic chain explored in Sec. 9.1,
where V˜ defined in (9.6) and (9.7) depends only on the number of sites of the chain, hence it
is independent of the parameters occurring in the hamiltonian of the chain. From (F.16) and
(F.19), we have that γTFD = QTFD ⊕ 4Q−1TFD, which implies
γTFD,T γ
−1
TFD,R = QTFD,TQ
−1
TFD,R ⊕Q−1TFD,TQTFD,R . (F.31)
This allows to write the complexity (2.33) as follows
C2 = 1
2
√
2
√
Tr
{[
log(QTFD,TQ
−1
TFD,R ⊕Q−1TFD,TQTFD,R)
]2}
=
1
2
√
Tr
{[
log(QTFD,TQ
−1
TFD,R)
]2}
.
(F.32)
By applying (F.17) to this case, where the reference and target states have the same matrix
V , the argument of the logarithm in (F.32) becomes
QTFD,TQ
−1
TFD,R = V S
−1
T Υ
(+)
TFD,T S
−1
T SR
(
4Υ
(−)
TFD,R
)
SRV
t (F.33)
where we have used that
(
Υ
(+)
TFD,R
)−1
= 4Υ
(−)
TFD,R (see (F.18)). The relations in (F.3), (F.4),
(F.12) and (F.13) lead to write (F.33) as follows
QTFD,TQ
−1
TFD,R = V
(
ΛTR Λ˜TR
Λ˜TR ΛTR
)
V t (F.34)
where ΛTR and Λ˜TR are N ×N diagonal matrices whose entries read(
ΛTR
)
k,k
=
ΩR,k
ΩT,k
[
coth
(
βRΩR,k/2
)
coth
(
βTΩT,k/2
)− 1
sinh
(
βRΩR,k/2
)
sinh
(
βTΩT,k/2
)]
(
Λ˜TR
)
k,k
=
ΩR,k
ΩT,k
[
coth
(
βRΩR,k/2
)
sinh
(
βTΩT,k/2
) − coth (βTΩT,k/2)
sinh
(
βRΩR,k/2
) ] 1 6 k 6 N . (F.35)
By adapting the result given in (F.20) for Υ
(+)
TFD, we can diagonalise the matrix containing
ΛTR and Λ˜TR in the r.h.s. of (F.34) through the orthogonal matrix O. This leads to write
(F.34) as follows
QTFD,TQ
−1
TFD,R = V O
t
[(
ΛTR + Λ˜TR
)⊕ (ΛTR − Λ˜TR)]OV t (F.36)
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where the entries of the diagonal matrices within the square brackets are given by(
ΛTR+Λ˜TR
)
k,k
=
ΩR,k coth
(
βTΩT,k/4
)
ΩT,k coth
(
βRΩR,k/4
) (ΛTR−Λ˜TR)k,k = ΩR,k coth
(
βRΩR,k/4
)
ΩT,k coth
(
βTΩT,k/4
) . (F.37)
Plugging (F.36) into (F.32), we find that the orthogonal matrices V and O do not contribute
to the complexity. By employing also (F.37), one obtains
C2 = 1
2
√√√√ N∑
k=1
{[
log
(
ΩR,k coth
(
βRΩR,k/4
)
ΩT,k coth
(
βTΩT,k/4
))]2 + [ log(ΩR,k coth (βTΩT,k/4)
ΩT,k coth
(
βRΩR,k/4
))]2} . (F.38)
In the regime βRΩR,k  1 this expression simplifies to
C2 = 1
2
√√√√ N∑
k=1
{[
log
(
ΩT,k coth
(
βTΩT,k/4
)
ΩR,k
)]2
+
[
log
(
ΩR,k coth
(
βTΩT,k/4
)
ΩT,k
)]2}
(F.39)
which is consistent with the results reported in [22]29.
G Diagonal and physical bases for the C1 complexity
In this appendix we briefly discuss the definition of the C1 complexity, which is based on the
F1 cost function, hence it is a base dependent quantity. We also introduce the diagonal basis
and the physical basis, slightly extending the definition given in [23]. Some results reported
in Sec. 9.7 have been obtained by employing these bases.
In the Nielsen’s geometric approach to complexity between pure states [1–3], the circuit
connecting the reference and the target states is made by the unitary matrices ÛN(s), with
s ∈ [0, 1], which are written as follows
ÛN(s) =
←−P e−i
∫ s
0 HN(σ) dσ HN(σ) =
∑
I
Y I(σ) K̂I (G.1)
where
←−P is the path-ordered exponential indicating that the circuit is constructed from right
to left as s increases, K̂I are the hermitian generators of the unitary transformation and the
functions Y I(σ), that are called control functions, characterise the gates at a given point of
the circuit. The circuit depth is defined through cost function F as follows
D
(
ÛN
)
=
∫ 1
0
F
(
ÛN(s), Y
I(s)
)
ds . (G.2)
The complexity corresponds to the minimal circuit depth, obtained by comparing all the
possible unitary circuits connecting the reference state to the target state. The allowed cost
functions must satisfy some properties that have been discussed e.g. in [17].
In this manuscript we consider only the F1 cost function and the F2 cost function. These
cost functions are defined respectively as
F1 =
∑
I
∣∣Y I ∣∣ F2 = [ ∑
I
(
Y I
)2 ]1/2
(G.3)
29See Eq. (192) of [22] at t = 0.
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and, through (G.2), they provide the C1 complexity and the C2 complexity respectively.
Consider the harmonic lattice and the corresponding covariance matrix introduced in Sec. 2.
In [22], the complexity of pure states has been studied by employing the fact that, since a
unitary circuit can be represented as a circuit in Sp(2N,R), instead of (G.1), for this model
we can equivalently consider
U(s) = P e
∫ s
0 K(σ) dσ K(σ) =
∑
I
YI(σ)KI (G.4)
where KI are the generators of Sp(2N,R), hence the index 1 6 I 6 N(2N + 1).
The symplectic matrix U(s) in (G.4) has been discussed also in Sec. 2.5. In particular, from
(2.61) and Eq. (57) in [22], we have
Gs = U(s) γR U(s)
t =
1
2
W ts Ws G1 = γT (G.5)
being γR and γT the covariance matrices of the reference pure state and the target pure state
respectively. In [22] the symplectic matrix U(s) has been written in terms of the matrix ∆TR
defined in (2.32) as
U(s) = esK = e
s
2
log ∆TR K =
1
2
log ∆TR . (G.6)
By setting U(s) = Us defined in (2.38), one observes that U(s) in (G.6) coincides with (2.61).
Comparing (G.6) with (G.4), one observes that both K and YI (obtained by expanding K
as in (G.4)) are independent of σ. Because of this feature, the integral in (G.2) is trivial to
perform. For the cost functions in (G.3), the results read respectively
C1 =
∑
I
∣∣YI ∣∣ C2 = [ ∑
I
(YI)2 ]1/2 . (G.7)
After a change of basis, the generators KI and the control functions in (G.4) change re-
spectively as follows [17, 22]
KI =
∑
J
OIJ K˜J YI =
∑
J
OJI Y˜J (G.8)
where OIJ are the entries of an orthogonal N(2N + 1)×N(2N + 1) real matrix O. Being O
orthogonal, in (G.7) the C2 complexity is invariant while the C1 complexity is not.
In [23] the complexity of mixed states based on the purification complexity (see Sec. 8)
is mainly studied by employing the F1 cost function. In particular, this C1 complexity is
investigated in two different bases: the diagonal basis and the physical basis.
The diagonal basis in the extended system, which is in a pure state, is defined by the change
of basis corresponding to the symplectic and orthogonal matrix R introduced in (2.22).
In order to introduce the physical basis, let us consider the wave function (2.24) of the
pure state characterising the extended system. This wave function is completely described by
Next ×Next complex symmetric matrix Eext + iFext, that can be written as follows
Eext + iFext ≡
(
E + iF ΓE + iΓF
ΓtE + iΓ
t
F Eanc + iFanc
)
(G.9)
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where E and F are N×N real symmetric matrices, Eanc and Fanc are Nanc×Nanc real symmetric
matrices, while ΓE and ΓF are N ×Nanc real matrices.
In the physical basis both E + iF and Eanc + iFanc are diagonal matrices. By employing a
result of matrix algebra (see Corollary 4.4.4 of [168]), the complex and symmetric matrices
E + iF and Eanc + iFanc can be diagonalised as follows
D = X(E + iF )Xt Danc = Xanc(Eanc + iFanc)X
t
anc (G.10)
where D and Danc are real diagonal matrices with non negative entries and the matrices X
and Xanc are unitary. The physical basis is defined through the change of basis characterised
by the matrix Xphys ≡ X⊕Xanc, that brings the blocks on the diagonal of Eext + iFext in (G.9)
in their diagonal forms. In the special case of Fext = 0, the definition of physical basis given
in [23] is recovered.
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