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The studies of 1-Fibonacci word patterns and 0-Fibonacci word patterns were initiated
by Turner (1988) [18] and Chuan (1993) [2] respectively. It is known that each proper
suffix of the infinite Fibonacci word is an r-Fibonacci word pattern, r ∈ {0, 1}. In this
paper, we consider the suffixes of the two two-way infinite extensions G and G′ of the
infinite Fibonacci word. We obtain necessary and sufficient conditions for suffixes of G
and G′ to be r-Fibonacci word patterns. This gives us all the mechanical words with slope
α =
√
5−1
2 which are r-Fibonacci word patterns. All possible r-seed words of each of them
are determined. Finally, images of suffixes of G and G′ under the action of certain Sturmian
morphisms are computed.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
For any nonempty finite words u, v over the alphabet {a, b}, and r ∈ {0, 1}, define
F r(u, v) = u1u2u3 · · · ,
where u1 = u, u2 = v, and for n ≥ 3, un = un−1un−2, if r = 0, and un = un−2un−1, if r = 1. The infinite word F r(u, v) is
called an r-Fibonacci word pattern or r-FWP , generated by a pair (u, v) of r-seed words. The studies of 1-FWP and 0-FWP were
initiated by Turner [18] and Chuan [2] respectively. The Fibonacci word pattern F 1(b, ab) is precisely the infinite Fibonacci
word G0 which has prefixes x2 = b, x3 = ba, and xn = xn−1xn−2, n ≥ 4. The infinite word G0 is also called the golden
sequence. (See, for example, [2,4,5,7,11–16,18–21]). Being a 1-FWP generated by (b, ab),G0 can be constructed efficiently
by concatenating the words u1 = b, u2 = ab, un = un−2un−1, n ≥ 3.
In [18], Turner proved that F 1(u, v) = F 1(uv, uvv) for all words u, v. Therefore each 1-FWP has infinitely many pairs of
seed words. In [2], Chuan proved that all proper suffixes of the infinite Fibonacci word G0 are 0-FWP and all suffixes (proper
or not) are 1-FWPs, and obtained at least one pair of seed words for each of these Fibonacci word patterns. This provides
an efficient way to generate the suffixes of G0. The 1-FWPs were further investigated in [5] by Chuan and in [9] by Chuan et
al. They obtained infinitely many pairs of 1-seed words for each suffix of the infinite Fibonacci word. It turns out that each
such pair consists of two Fibonacci words (conjugates of the well known Fibonacci words) of consecutive orders. (See also
[7].)
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Table 1
The words xn, zn, and tn, 1 ≤ n ≤ 6.
Index n xn zn tn
0 ε
1 a b
2 b a
3 ba ε bb
4 bab b aba
5 babba bab bbabb
6 babbabab babbab ababbaba
G0 has two two-way infinite extensions G and G′ whose definitions and structures are given in Section 2.2. In this paper,
we determine which suffixes of G and G′ are r-FWPs, r ∈ {0, 1}. All possible r-seed words of such suffixes are determined.
These results generalize the work by Turner [18], Chuan [2,5,7], and Chuan et al. [9]. Necessary and sufficient conditions for
a pair (u, v) of words over {a, b} to be r-seed words that generates some suffix of G or G′ are obtained. With no extra effort,
we find all the mechanical words with slope α =
√
5−1
2 which are 0-FWPs (resp., 1-FWPs). Finally, images of suffixes of G
and G′ under the action of Sturmian morphisms in {ϕ0, ϕ1}+ are computed. Here ϕ0 and ϕ1 are the Sturmian morphisms on
{a, b}+ defined by
ϕ0 : a → bb → ba, ϕ1 :
a → b
b → ab. (1.1)
2. Preliminaries
2.1. Notations and definitions
Throughout, let Z be the set of all integers. Its elements are denoted by the lettersm, n, i, j, k, p.
LetA be an alphabet. LetA∗ be the monoid of all words overA. Let ε denote the empty word, and letA+ = A∗\{ε}. If
w = a1a2 · · · an, where ai ∈ A, n ≥ 1, the positive integer n is called the length of w, and is denoted by |w|. Define |ε| = 0.
For each c ∈ A, the number of the letter c inw is denoted by |w|c . The operators∼ and T onA+ are defined by
(a1a2 · · · an)∼ = anan−1 · · · a1,
T (a1a2 · · · an) = a2a3 · · · ana1,
T−1(a1a2 · · · an) = ana1a2 · · · an−1,
for n ≥ 1, ai ∈ A, 1 ≤ i ≤ n. Defineε = ε. For j ≥ 1, define T j(w) = T (T j−1(w)), T−j(w) = T−1(T−(j−1)(w)), where T 0
denote the identity operator on A+. A word u ∈ A+ is called a conjugate of w ∈ A+ if u = T j(w) for some integer j. The
word w is called the reversal ofw. A wordw is called a palindrome if w = w.
Letw ∈ A+. A word u ∈ A+ is called a factor ofw, denoted u ≺ w, if there exists p, q ∈ A∗ such thatw = puq. If p = ε
and q ≠ ε (resp., q = ε and p ≠ ε), then u is called a proper prefix (resp., proper suffix) of w, denoted by u <p w (resp.,
u <s w). u is called a prefix (resp., suffix) ofw, denoted by u ≤p w (resp., u ≤s w) if u <p w (resp., u <s w) or u = w. Factors,
prefixes and suffixes of an infinite word are defined similarly. Let f be an infinite word overA. For j ≥ 0, let S jf denote the
suffix of f obtained from f by deleting the first j letters of f .
2.2. Sturmian words and the Fibonacci word
Define the sequence {Fn} of Fibonacci numbers by letting F0 = 0, F1 = 1, and Fn = Fn−2 + Fn−1, n ≥ 2. Define the
following words in {a, b}+:
x1 = a, x2 = b, xn = xn−1xn−2, n ≥ 3,
cn =

ba (n odd)
ab (n even), n ≥ 3,
t0 = ε, t1 = b, t2 = a, tn = tn−2tn−3tn−2, n ≥ 3,
z3 = ε, z4 = b, zn = zn−1cn−1zn−2, n ≥ 5.
The first few xn, zn, and tn are given in Table 1. Clearly |xn| = |tn| = Fn, and |xn|b = Fn−1 for n ≥ 1. It is known that
the conjugates T j(xn), 0 ≤ j ≤ Fn − 1, of xn are all distinct. The number n is called the order of the words T j(xn). Define
Cn = {T j(xn) : 0 ≤ j ≤ Fn − 1},C =n≥1 Cn.
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The infinite Fibonacci word G0 is, by definition, the infinite word which has prefixes xn, n ≥ 2. It is known that G0 is the
characteristic Sturmian word of the irrational number α =
√
5−1
2 , that is,
the nth letter of G0 is a (resp., b)
if ⌊(n+ 1)α⌋ − ⌊nα⌋ = 0 (resp., ⌊(n+ 1)α⌋ − ⌊nα⌋ = 1), n ≥ 1. (2.1)
(See [16].) The words zn, tn, and conjugates of xn are all factors of G0. They are called standard factors (or finite Fibonacci
words), central factors, and singular factors, respectively, in general terminology of Sturmian words.
The infinite Fibonacci word G0 has two two-way infinite extensions, namely,
G =G0baG0 and G′ =G0abG0, (2.2)
whereG0 has its obvious meaning. Supposing that the boldface letter a (resp., b) in (2.2) is located at position 0 in G (resp.,
G′), it is easily seen that, for n ∈ Z, the nth letter of G is also given by (2.1), while the nth letter of G′ is given by (2.1) with
the ceiling function ‘‘⌈·⌉’’ in place of the floor function ‘‘⌊·⌋’’. Define Gm (resp., G′m) to be the suffix of G (resp., G′) starting at
the (m+ 1)st letter.
Some basic properties of factors of G and G′ are given in the following lemmas.
Lemma 2.1 (See [16,20]). (a) The infinite words G,G′, and G0 have the same factors. For each k ≥ 1, G has exactly k+ 1 factors
of length k.
(b) Cn ∪ {tn} is the set of factors of G of length Fn.
(c) If u2 is a factor of G, then u ∈ Cn, for some n ≥ 2.
(d) For each factor u of G, u4 is not a factor of G.
Lemma 2.2.
(a) Each zn is a palindrome and xn = zncn, n ≥ 3. (2.3)
(b) xn+1zn = xnzn+1, n ≥ 3. (2.4)
(c) x2n <p G0 for n ≥ 4. (2.5)
(d) tn =

bznb (n odd)
azna (n even),
n ≥ 3. (2.6)
The proof of the above lemma can be found in [1,5,20] and Section 2.2 of [16].
Lemma 2.3. Let n ≥ 3 and 0 ≤ j ≤ Fn − 2. Then
(a) T j(xn) = T j(xn−1)T j(xn−2). (2.7)
(b) T Fn−1(xn) = tn−1tn−2. (2.8)
Proof. Eqs. (2.7) and (2.8) clearly hold for n ≤ 5. Now assume that n ≥ 6.
(a) Write T j(xn) = xy, where |x| = Fn−1. Let u <p xn with |u| = j. Then clearly uxy = uT j(xn) <p x2n. By Eqs. (2.3) and
(2.4), x2n = x2n−1zn−2cn−1xn−2. Since |ux| = j + Fn−1 ≤ Fn+1 − 2 = |x2n−1zn−2|, we have ux ≤p x2n−1zn−2 <p x3n−1, and so
x = T j(xn−1). By Eqs. (2.3) and (2.4) again, x2n = xn−1x3n−2zn−3cn−2. Since |uxy| = j+ Fn ≤ 2Fn−2 = |xn−1x3n−2zn−3|, we have
uxy ≤p xn−1x3n−2zn−3 <p xn−1x4n−2; so y = T j(xn−2).
(b) Let c, d ∈ {a, b} be such that cd ≤s xn−1. Then
T Fn−1(xn) = T−1(xn−1xn−2) = T−1(zn−1cdzn−2dc)
= (czn−1c)(dzn−2d) = tn−1tn−2. 
We remark that part (a) of Lemma 2.3 generalizes Lemma 7(a) of [2]. A still more general result can be found in [12].
3. r-Fibonacci word patterns in G and G ′
We first state some general results on r-Fibonacci word patterns.
Lemma 3.1. Let u, v ∈ {a, b}+. Then
(a) F 1(u, v) = F 1(uv, uvv). (3.1)
(b) F 1(u, v) = uvF 0(u, v) = uF 1(v, uv). (3.2)
(c) If u, v have a common prefix of length j, then
S jF 0(u, v) = F 0(T j(u), T j(v)), (3.3)
S jF 1(u, v) = F 1(T j(u), T j(v)). (3.4)
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Proof. Part (a) (resp., (b), second part of (c)) has been proved in [18] (resp., [2,9]). To prove the first part of (c), let x be a
common prefix of u, v with |x| = j. Let
h1 = u, h2 = v, hn = hn−1hn−2,
k1 = T j(u), k2 = T j(v), kn = kn−1kn−2, n ≥ 3.
Then, by induction on n, h1h2 · · · hnx = xk1k2 · · · kn <p F 0(u, v). So,
F 0(u, v) = h1h2h3h4 · · · = lim
n→∞ h1h2 · · · hnx = limn→∞ xk1k2 · · · kn = xF
0(T j(u), T j(v)).
Therefore, Eq. (3.3) holds. 
By applying part (c) of the above lemma repeatedly, we obtain the following corollary.
Corollary 3.2. Let u, v ∈ {a, b}+. If u∞, v∞ have a common prefix of length j, then
(a) S jF 0(u, v) = F 0(T j(u), T j(v)).
(b) S jF 1(u, v) = F 1(T j(u), T j(v)).
Now we look at suffixes of G and G′. The following lemma is trivial.
Lemma 3.3. If X ∈ {G,G′}, m,m1,m2 ∈ Z, and m1 ≠ m2, then
(a) Xm1 ≠ Xm2 .
(b) Gm1 ≠ G′m2 .
(c) Gm ≠ G′m if m < 0; Gm = G′m if m ≥ 0.
The morphism ϕ0 in Lemma 3.4 and the proof of Lemma 3.5 below is defined by (1.1).
Lemma 3.4.
(a) ϕn−10 (a) = xn, n ≥ 1, (3.5)
ϕ0(G0) = G0. (3.6)
(b) G0 = F 1(b, ab) = bF 0(a, b). (3.7)
For the proof of Lemma 3.4, see Example 1.2.10 of [16] or [2,19].
Lemma 3.5. Let n ≥ 1. Then
(a) GFn+1 = F 0(xn, xn+1). (3.8)
(b) G0 = F 1(xn+1, xnxn+1). (3.9)
(c) F 1(xn, xn+1) = xnG0 =

G−Fn (n odd)
G′−Fn (n even).
(3.10)
In particular, G−1 = F 1(a, b).
Proof. (a),(b)
G0 = ϕn−10 (G0) (by (3.6))
= ϕn−10 (F 1(b, ab)) (by (3.7))= F 1(xn+1, xnxn+1) (by (3.5))
= xn+1F 0(xn, xn+1) (by (3.2)).
(c) F 1(xn, xn+1) = xnF 1(xn+1, xnxn+1) (by (3.2))
= xnG0 (by (3.9)).
The last equations of (3.10) clearly hold for n = 1, 2 (by Eq. (2.2)). Nowwe suppose that n ≥ 3. By Lemma 2.2, zn <p G0 and
zn is a palindrome with |zn| = Fn − 2. Therefore, zn <p X−Fn , for all X ∈ {G,G′}. Since baG0 = G−2 and abG0 = G′−2, we have
xnG0 =

znbaG0 (n odd)
znabG0 (n even)
=

G−Fn (n odd)
G′−Fn (n even). 
Now we are going to determine which suffixes of G (resp., G′) are 0-FWPs and which are 1-FWPs.
We first define a relationR on C by
R = {(u, v) ∈ C × C : (u, v) = (a, b) or vu ∈ C with |u| < |v|}. (3.11)
Note that, according to the definition of C, the condition ‘‘vu ∈ C’’ in (3.11) can be replaced by ‘‘uv ∈ C’’.
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The following lemma characterizes members ofR.
Lemma 3.6. Let u, v ∈ {a, b}+. Then the following conditions are equivalent.
(a) (u, v) ∈ R.
(b) u ∈ Cn, v ∈ Cn+1, vu ∈ Cn+2 (or uv ∈ Cn+2) for some n ≥ 1.
(c) (u, v) = (T j(xn), T j(xn+1)) for some n ≥ 1, 0 ≤ j ≤ Fn+2 − 2.
Proof. (a) ⇒ (b): Suppose that (a) holds. If (u, v) = (a, b), then (b) holds with n = 1. Now suppose that u, v, vu ∈ C
with |u| < |v|. Let n, i, k be the order of u, v, vu respectively. Since |u| < |v|, we have k > i ≥ 3. Hence Fn−1 = |u|b =
|vu|b − |v|b = Fk−1 − Fi−1 ≥ Fi − Fi−1 = Fi−2 ≥ 1; and so n ≥ 2. If i > n + 1, then Fk ≥ Fi+1 = Fi + Fi−1 > Fi + Fn = Fk,
contradiction. Thus i = n+ 1 and k = n+ 2.
(b)⇒ (c): Suppose that (b) holds. Let 0 ≤ j ≤ Fn+2− 2 be such that vu = T j(xn+2). Since v ∈ Cn+1 and u ∈ Cn, the result
follows from Lemma 2.3.
(c)⇒ (a): Clear. 
By Lemma 3.6,R =n≥1Rn, where
Rn = {(u, v) ∈ R : |u| = Fn, |v| = Fn+1}
= {(T j(xn), T j(xn+1)) : 0 ≤ j ≤ Fn+2 − 2}
= {(u, v) : u ∈ Cn, v ∈ Cn+1, vu (or uv) ∈ Cn+2}.
By Lemma 2.3, (T j(xn), T j(xn+1)), 0 ≤ j ≤ Fn+2 − 2, are all distinct, and so |Rn| = Fn+2 − 1. More characterizations of R
will be given in Theorems 3.8 and 3.9 and Corollary 5.4, the first two of which are relevant to r-FWPs.
Proposition 3.7. Let u, v ∈ {a, b}+. If F 0(u, v) (resp., F 1(u, v)) equals a suffix of G or G′, then (u, v) ∈ R.
Proof. If F 0(u, v) = (u)(v)(vu)(vuv)(vuvvu) · · · is a suffix of G or G′, then v2, (vu)2, (vuv)2 are factors of G. By Lemma 2.1,
v, vu, vuv ∈ C; so (v, vu) ∈ R. By Lemma 3.6, v ∈ Cn, vu ∈ Cn+1, vuv ∈ Cn+2, for some n ≥ 1. Since |vu| ≥ 2, we have
n ≥ 2. It then follows from Lemma 2.3(a) that u ∈ Cn−1 and so (u, v) ∈ R. The proof for F 1(u, v) is similar. 
The converse of the first part of Proposition 3.7 is also true and will be proved in Theorems 3.8(c) and 3.9(d) below. In
other words, the setR consists of all pairs of 0-seed words (resp., 1-seed words) that generate suffixes of G and G′.
Theorem 3.8. Let n ≥ 1.
(a) If 0 ≤ j ≤ Fn+2 − 2, then GFn+1+j = F 0(T j(xn), T j(xn+1)).
(b) If Fn+1 ≤ m ≤ Fn+3 − 2, then Gm = F 0(Tm−Fn+1(xn), Tm−Fn+1(xn+1)).
(c)
{F 0(u, v) : (u, v) ∈ Rn} = {Gm : Fn+1 ≤ m ≤ Fn+3 − 2}, (3.12)
{F 0(u, v) : (u, v) ∈ R} = {Gm : m ≥ 1}. (3.13)
(d) Let X ∈ {G,G′} and m ∈ Z. Then Xm is a 0-FWP if and only if m ≥ 1.
(e) The setR consists of all pairs of 0-seed words that generate proper suffixes of G0.
Proof. When n = 1, the result follows from Eq. (3.7). Since
bb = x22 <p x∞2 , and ba = x3 <p x∞3 ;
xnzn+1cn+1 = x2nxn−1 <p x∞n , and xnzn+1cn = xn+1xn <p x∞n+1, n ≥ 3,
it follows that x∞n and x∞n+1, where n ≥ 2, have a longest common prefix xnzn+1, which has length Fn+2 − 2. Now Eq. (3.8)
and Corollary 3.2(a) imply that
GFn+1+j = S jGFn+1 = S jF 0(xn, xn+1) = F 0(T j(xn), T j(xn+1)),
for 0 ≤ j ≤ Fn+2 − 2. This proves (a). Parts (b), (c) follow from part (a) immediately. Finally,
Xm is a 0-FWP ⇔ Xm = F 0(u, v) for some (u, v) ∈ R (by Proposition 3.7)
⇔ Xm = Gm1 for somem1 ≥ 1 (by Eq. (3.13))
⇔ m = m1 for somem1 ≥ 1 (by Lemma 3.3)
⇔ m ≥ 1.
This proves (d). Part (e) follows from parts (c) and (d). 
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The 0-seedwords ofGm andG′m which are contained inRn, where Fn+1 ≤ m ≤ Fn+3−2, are given in Table 2 for 1 ≤ n ≤ 5.
Theorem 3.9. Let n ≥ 1.
(a) If 0 ≤ j ≤ Fn+2 − 2, then
F 1(T j(xn), T j(xn+1)) =

G−Fn+j (n odd)
G′−Fn+j (n even).
(b) If−Fn ≤ m ≤ Fn+1 − 2, then
F 1(Tm+Fn(xn), Tm+Fn(xn+1)) =

Gm (n odd)
G′m (n even).
(c) Gm and G′m are 1-FWPs for all m ∈ Z.
(d)
{F 1(u, v) : (u, v) ∈ Rn} =
{Gm : −Fn ≤ m ≤ Fn+1 − 2} (n odd)
{G′m : −Fn ≤ m ≤ Fn+1 − 2} (n even), (3.14)
{F 1(u, v) : (u, v) ∈ R} = {Gm : m ∈ Z} ∪ {G′m : m ∈ Z}. (3.15)
(e) The setR consists of all pairs of 1-seed words that generate suffixes of G and G′.
Proof. Let Y = G (resp., G′) if n is odd (resp., even). By Eq. (3.10), that is, F 1(xn, xn+1) = Y−Fn , the result is true for n = 1 (in
this case j = 0). When n ≥ 2, as in the proof of Theorem 3.8(a), x∞n and x∞n+1 have a longest common prefix xnzn+1, which
has length Fn+2 − 2. Therefore, by Corollary 3.2(b),
F 1(T j(xn), T j(xn+1)) = S jF 1(xn, xn+1) = Y−Fn+j,
for 0 ≤ j ≤ Fn+2 − 2. This proves (a). Parts (b)–(e) follow from (a) immediately. 
The 1-seed words of Gm (resp., G′m) which are contained in Rn, where −Fn ≤ m ≤ Fn+1 − 2, are given in Table 3 for
n = 1, 3, 5 (resp., n = 2, 4, 6).
Corollary 3.10. If (u, v) ∈ Rn, where n ≥ 1, and F 0(u, v) = Gm, then
F 1(u, v) =

Gm−Fn+2 (n odd)
G′m−Fn+2 (n even).
Proof. The result follows from Theorems 3.9(a) and 3.8(a). 
Now we determine which mechanical words with slope α are 0-FWPs and which are 1-FWPs.
For α =
√
5−1
2 , each ρ ∈ R, we define two infinite words sα,ρ and s′α,ρ over {a, b} by setting the nth letter of sα,ρ to be a
(resp., b) if ⌊(n+1)α+ρ⌋−⌊nα+ρ⌋ = 0 (resp., 1), and the nth letter of s′α,ρ to be a (resp., b) if ⌈(n+1)α+ρ⌉−⌈nα+ρ⌉ = 0
(resp., 1),n ≥ 0. The infiniteword sα,ρ (resp., s′α,ρ) is called the lower (resp.,upper)mechanicalwordwith slopeα and intercept
ρ. It is known that the mechanical words with slope α are the Sturmian words with slope α (see for example [16]). It is easy
to see that
sα,(m+1)α = Gm, s′α,(m+1)α = G′m, m ∈ Z.
In particular,
sα,α = G0, sα,−α = G−2, s′α,−α = G′−2.
In [17],Mignosi proved that themechanical words sα,ρ , s′α,ρ andG0 have the same factors. It is easy to see that Proposition 3.7
is also true if ‘‘a suffix of G or G′’’ is replaced by ‘‘sα,ρ or s′α,ρ , where ρ ∈ R’’.
Corollary 3.11. Let H be a mechanical word with slope α. Then
(a) H is a 0-FWP if and only if H = Gm for some m ≥ 1.
(b) H is a 1-FWP if and only if H = Gm or G′m for some m ∈ Z.
Proof. By Eq. (3.13), each Gm,m ≥ 1, is a 0-FWP . Now if H is a 0-FWP , then by the remark right before Corollary 3.11,
H = F 0(u, v) for some (u, v) ∈ R. Thus Eq. (3.13) implies that H = Gm, for some m ≥ 1. This proves part (a). Part (b) is
proved similarly using Eq. (3.15) and the remark right before Corollary 3.11. 
The above corollary implies that among all the mechanical words having slope α, the suffixes Gm of G, wherem ≥ 1, are
the only 0-FWPs, and all suffixes of G and G′ are the only 1-FWPs.
W.-F. Chuan et al. / Theoretical Computer Science 437 (2012) 69–81 75
Table 2
0-seed words of Gm(= G′m), Fn+1 ≤ m ≤ Fn+3 − 2, 1 ≤ n ≤ 5, obtained in Theorem 3.8(b).
m n = 1 n = 2 n = 3 n = 4 n = 5
−2
−1
0
1 (T 0(x1), T 0(x2))
2 (T 0(x2), T 0(x3))
3 (T 1(x2), T 1(x3)) (T 0(x3), T 0(x4))
4 (T 1(x3), T 1(x4))
5 (T 2(x3), T 2(x4)) (T 0(x4), T 0(x5))
6 (T 3(x3), T 3(x4)) (T 1(x4), T 1(x5))
7 (T 2(x4), T 2(x5))
8 (T 3(x4), T 3(x5)) (T 0(x5), T 0(x6))
9 (T 4(x4), T 4(x5)) (T 1(x5), T 1(x6))
10 (T 5(x4), T 5(x5)) (T 2(x5), T 2(x6))
11 (T 6(x4), T 6(x5)) (T 3(x5), T 3(x6))
12 (T 4(x5), T 4(x6))
13 (T 5(x5), T 5(x6))
14 (T 6(x5), T 6(x6))
15 (T 7(x5), T 7(x6))
16 (T 8(x5), T 8(x6))
17 (T 9(x5), T 9(x6))
18 (T 10(x5), T 10(x6))
19 (T 11(x5), T 11(x6))
20
Table 3
1-seed words of Gm (n odd) and G′m (n even),−Fn ≤ m ≤ Fn+1 − 2, 1 ≤ n ≤ 6, obtained in Theorem 3.9(b).
m n = 1 n = 2 n = 3 n = 4 n = 5 n = 6
−14
−13
−12
−11
−10
−9
−8 (T 0(x6), T 0(x7))
−7 (T 1(x6), T 1(x7))
−6 (T 2(x6), T 2(x7))
−5 (T 0(x5), T 0(x6)) (T 3(x6), T 3(x7))
−4 (T 1(x5), T 1(x6)) (T 4(x6), T 4(x7))
−3 (T 0(x4), T 0(x5)) (T 2(x5), T 2(x6)) (T 5(x6), T 5(x7))
−2 (T 0(x3), T 0(x4)) (T 1(x4), T 1(x5)) (T 3(x5), T 3(x6)) (T 6(x6), T 6(x7))
−1 (T 0(x1), T 0(x2)) (T 0(x2), T 0(x3)) (T 1(x3), T 1(x4)) (T 2(x4), T 2(x5)) (T 4(x5), T 4(x6)) (T 7(x6), T 7(x7))
0 (T 1(x2), T 1(x3)) (T 2(x3), T 2(x4)) (T 3(x4), T 3(x5)) (T 5(x5), T 5(x6)) (T 8(x6), T 8(x7))
1 (T 3(x3), T 3(x4)) (T 4(x4), T 4(x5)) (T 6(x5), T 6(x6)) (T 9(x6), T 9(x7))
2 (T 5(x4), T 5(x5)) (T 7(x5), T 7(x6)) (T 10(x6), T 10(x7))
3 (T 6(x4), T 6(x5)) (T 8(x5), T 8(x6)) (T 11(x6), T 11(x7))
4 (T 9(x5), T 9(x6)) (T 12(x6), T 12(x7))
5 (T 10(x5), T 10(x6)) (T 13(x6), T 13(x7))
6 (T 11(x5), T 11(x6)) (T 14(x6), T 14(x7))
7 (T 15(x6), T 15(x7))
8 (T 16(x6), T 16(x7))
9 (T 17(x6), T 17(x7))
10 (T 18(x6), T 18(x7))
11 (T 19(x6), T 19(x7))
12
4. Determining the r-seed words of Gm and G ′m
In this section, we compute all the r-seed words of suffixes of G and G′. For X ∈ {G,G′},m ∈ Z, and r ∈ {0, 1}, define
Sr(Xm) to be the set of all r-seed words of Xm, that is, Sr(Xm) = {(u, v) ∈ R : F r(u, v) = Xm}. Define Sr(X) =m∈Z Sr(Xm).
Theorem 4.1. (a) Let X ∈ {G,G′}. Then S0(Xm) ≠ ∅ if and only if m ≥ 1.
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(b) For n ≥ 1,
S0(GFn+2−1) = S0(G′Fn+2−1) = {(T Fn−1(xn), T Fn−1(xn+1))}. (4.1)
In particular,
S0(G1) = {(x1, x2)} = R1, S0(G2) = {(x2, x3)}. (4.2)
(c) For Fn+2 ≤ m ≤ Fn+3 − 2, where n ≥ 2,
S0(Gm) = S0(G′m) =

(Tm−Fn+1(xn), Tm−Fn+1(xn+1)), (Tm−Fn+2(xn+1), Tm−Fn+2(xn+2))

. (4.3)
(d)
S0(G) = S0(G′) =

m≥1
S0(Gm) = R. (4.4)
Proof. Part (a) follows immediately from Theorem 3.8(d).
Since the suffixes Gm of G,m ≥ 1, are all distinct, part (b) (resp., (c)) follows from Theorem 3.8 and the fact that
Fk ≤ Fn − 1 ≤ Fk+2 − 2⇔ k = n− 1
(resp., Fk ≤ m ≤ Fk+2 − 2⇔ k = n+ 1 or n+ 2). Part (d) is a consequence of part (a) and Eq. (3.12). 
Similarly, the following theorem on 1-seed words is a consequence of Theorem 3.9. Part (a) of it has been obtained in [9].
Theorem 4.2. (a) If Fn − 1 ≤ m ≤ Fn+1 − 2, where n ≥ 2, then
S1(Gm) = S1(G′m) = {(Tm+Fn+p(xn+p), Tm+Fn+p(xn+p+1)) : p ≥ 0}.
(b) If−Fn ≤ m ≤ −Fn−2 − 1, when n ≥ 2, and m = −1 when n = 1, then
{(Tm+Fn+2p(xn+2p), Tm+Fn+2p(xn+2p+1)) : p ≥ 0} =

S1(Gm) (n odd)
S1(G′m) (n even).
(c) 
m<0
S1(Gm) = {(T j(xn), T j(xn+1)) : 0 ≤ j ≤ Fn − 1 and n ≥ 1 is odd},
m<0
S1(G′m) = {(T j(xn), T j(xn+1)) : 0 ≤ j ≤ Fn − 1 and n ≥ 2 is even},
m≥0
S1(Gm) =

m≥0
S1(G′m)
= {(T j(xn), T j(xn+1)) : Fn ≤ j ≤ Fn+2 − 2, n ≥ 2}.
(d)
S1(G) = (∪{Rn : n ≥ 1 is odd}) ∪

(T j(xn), T j(xn+1)) : Fn ≤ j ≤ Fn+2 − 2, n ≥ 2 is even

,
S1(G′) = (∪{Rn : n ≥ 2 is even}) ∪

(T j(xn), T j(xn+1)) : Fn ≤ j ≤ Fn+2 − 2, n ≥ 3 is odd

.
(e) S1(G) ∪ S1(G′) = R.
As an immediate consequence of Theorem 4.2(b), we express each Gm,G′m, wherem ∈ Z, as a limit of elements of C, just
like the equation G0 = limn→∞ xn.
Corollary 4.3. (a) If Fn − 1 ≤ m ≤ Fn+1 − 2, where n ≥ 2, then Gm = lim p→∞
p≥0 T
m+Fn+p(xn+p).
(b) If−Fn ≤ m ≤ −Fn−2 − 1, when n ≥ 2, and m = −1 when n = 1, then lim p→∞
p≥0 T
m+Fn+2p(xn+2p) =

Gm (n odd)
G′m (n even).
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5. Constructing conjugates of xn by recursive concatenation
In [1], Chuan considered the function which maps each finite binary string (empty or not) r = r1r2 · · · rn−2, where
ri ∈ {0, 1}, n ≥ 3, to a word wn(r) ∈ {a, b}+ defined recursively as follows. Let λ denote the empty binary string. Define
w1(λ) = a, w2(λ) = b, and for n ≥ 3,
wn(r1r2 · · · rn−2) =

wn−1(r1r2 · · · rn−3)wn−2(r1r2 · · · rn−4) if rn−2 = 0,
wn−2(r1r2 · · · rn−4)wn−1(r1r2 · · · rn−3) if rn−2 = 1. (5.1)
The binary string r = r1r2 · · · rn−2 (empty if n ≤ 2) and the integer n are called the label and order of the word
wn(r) respectively. For simplicity, we sometimes write w1 = a, w2 = b, and w(r) for wn(r) when n ≥ 3. The word
wn−1(r1r2 · · · rn−3) is called a predecessor of the wordwn(r1r2 · · · rn−2), n ≥ 2. Define C ′1 = {a},C ′2 = {b},C ′n = {wn(r) : r ∈{0, 1}+, |r| = n − 2}, n ≥ 3, and C ′ = n≥1 = C ′n. Elements of the set C ′ have been studied extensively (see [1–8,10]). It
turns out thatC ′ = C (see, for example, [1,5–7,9]), i.e., the elements ofC ′ are precisely the conjugates of the finite Fibonacci
words. Hence each conjugate of xn with n ≥ 3 can be obtained by recursive concatenation. (See Lemma 5.2 below.)
The following two lemmas contain some known results (see for example [1]) that will be used later in this paper. LetB
(resp.,B) denote the set of binary strings that does not contain the pattern 110 (resp., 001).
Lemma 5.1. Let n ≥ 3.
(a) If r1r2 · · · rn−2 is a binary string, and j =n−2i=1 riFi+1, then 0 ≤ j ≤ Fn+1 − 2.
(b) The following are equivalent:
(i) 0 ≤ j ≤ Fn+1 − 2.
(ii) There exists a unique binary string r1r2 · · · rn−2 ∈ B (resp.,B) such that j =n−2i=1 riFi+1.
(c) For binary string r1r2 · · · rn−2 ∈ B (resp.,B) and j such that 0 ≤ j ≤ Fn+1 − 2 and j =n−2i=1 riFi+1,
rn−2 = 0⇔ 0 ≤ j ≤ Fn−1 − 1 (resp., 0 ≤ j ≤ Fn − 2).
Lemma 5.2. Let n ≥ 3.
(a) If r1r2 · · · rn−2 is a binary string, thenw(r1r2 · · · rn−2) = T j(xn), where j =n−2i=1 riFi+1.
(b) If 0 ≤ j ≤ Fn − 1, then there exists a binary string r1r2 · · · rn−2 such that T j(xn) = w(r1r2 · · · rn−2).
(c) For r1r2 · · · rn−2, s1s2 · · · sn−2 ∈ {0, 1}+, w(r1r2 · · · rn−2) = w(s1s2 · · · sn−2) if and only if n−2i=1 riFi+1 ≡ n−2i=1 siFi+1
(mod Fn).
(d) C ′n = Cn and C ′ = C.
Part (b) or (d) of the above lemma imply that each conjugate of xn can be obtained by recursive concatenations just like xn.
To obtain another characterization of elements ofR, we need the following lemma.
Lemma 5.3. Let n ≥ 2.
(a) If r1r2 · · · rn−1 is a binary string, and j =n−1i=1 riFi+1, then
(T j(xn), T j(xn+1)) = (w(r1r2 · · · rn−2), w(r1r2 · · · rn−1)). (5.2)
(b) If 0 ≤ j ≤ Fn+2 − 2, then there exists a unique binary string r1r2 · · · rn−1 ∈ B (resp.,B) such that Eq. (5.2) holds.
Proof. (a) By Lemma 5.2(a),w(r1r2 · · · rn−1) = T j(xn+1),
w(r1r2 · · · rn−2) = T j−rn−1Fn(xn) = T j(xn).
Hence Eq. (5.2) holds.
(b) Let 0 ≤ j ≤ Fn+2 − 2. Then Lemma 5.1(b) implies the existence of a binary string r1r2 · · · rn−1 ∈ B (resp., B) with
j =n−1i=1 riFi+1. Now the result follows from part (a). 
Corollary 5.4. Let n ≥ 2 and u, v ∈ {a, b}+. Then the following conditions are equivalent.
(a) (u, v) ∈ Rn.
(b) There exists a unique binary string r1r2 · · · rn−1 ∈ B (resp.,B) such that
(u, v) = (wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−1)). (5.3)
(c) There exists a binary string r1r2 · · · rn−1 such that Eq. (5.3) holds.
(d) u ∈ C ′n, v ∈ C ′n+1, and u is a predecessor of v.
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Given u, v ∈ C ′ such that u is a predecessor of v, and r ∈ {0, 1}, we want to compute m ∈ Z and X ∈ {G,G′} such that
F r(u, v) = Xm. It has been proved in [9] that if u = wn(r1r2 · · · rn−2) and v = wn+1(r1r2 · · · rn−21), then F 1(u, v) = Gm,
wherem =n−2i=1 riFi+1. Formulas for the general case will be given in Theorems 5.5(b) and 5.6(c).
Now we can reformulate Theorems 3.8 and 3.9 and their corollaries in terms of the labels of the words T j(xn), using
Lemma 5.3.
Theorem 5.5. (a) If Fn+1 ≤ m ≤ Fn+3 − 2, n ≥ 1, then there is a unique binary string r1r2 · · · rn−1 ∈ B such that
Gm = F 0(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−1)). (5.4)
Furthermore, m− Fn+1 =n−1i=1 riFi+1, and
rn−1 =

0 if Fn+1 ≤ m ≤ 2Fn+1 − 2,
1 if 2Fn+1 − 2 < m ≤ Fn+3 − 2. (5.5)
(b) If r1r2 · · · rn−1 is a binary string with n ≥ 2, then
F 0(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−1)) = Gm,
where m =n−1i=1 riFi+1 + Fn+1.
Proof. (a) First use Lemma 5.3(b) to obtain a binary string r1r2 · · · rn−1 ∈ B such that Eq. (5.2) holds with j = m − Fn+1.
Then apply Theorem 3.8(b) to obtain Eq. (5.4). Eq. (5.5) follows from Lemma 5.1(c).
(b) Using Lemma 5.3(a) and Theorem 3.8(a), the proof is similar to part (a). 
Theorem 5.6. Let n ≥ 1.
(a) 0 ≤ m ≤ Fn+1 − 2 if and only if there exists a unique binary string r1r2 · · · rn−2 ∈ B such that
F 1(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−21)) =

Gm (n odd)
G′m (n even).
(b) −Fn ≤ m ≤ −1 if and only if there exists a unique binary string r1r2 · · · rn−2 ∈ B such that
F 1(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−20)) =

Gm (n odd)
G′m (n even).
(c) If r1r2 · · · rn−1 is a binary string, where n ≥ 2, then
F 1(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−1)) =

Gm (n odd)
G′m (n even),
where m =n−2i=1 riFi+1 + (rn−1 − 1)Fn.
In the following theorem, a consequence of Theorem 4.1, 0-seed words of each Xm are described explicitly using labels
of conjugates of xn.
Theorem 5.7. (a) S0(G1) = {(a, b)}, S0(G2) = {(b, ba)}, and for n ≥ 3,
S0(GFn+2−1) = {(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−1))}, (5.6)
where
r1r2 · · · rn−1 =

10 · · · 1010 (n odd)
01 · · · 010 (n even). (5.7)
(b) For Fn+2 ≤ m ≤ Fn+3 − 2, where n ≥ 2,
S0(Gm) = {(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−21)), (wn+1(r1r2 · · · rn−20), wn+2(r1r2 · · · rn−200))} , (5.8)
where r1r2 · · · rn−2 is any binary string (can be chosen to be inB) such thatn−2i=1 riFi+1 = m− Fn+2.
Proof. (a) Using Eq. (5.7), we have
n−1
i=1
riFi+1 = Fk+1 + Fk+3 + · · · + Fn−1 = Fn − 1,
where k ∈ {1, 2} and n− k is even. Eq. (5.6) now follows from Lemma 5.1(a) and Eq. (4.1).
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(b) Since 0 ≤ m− Fn+2 ≤ Fn+1 − 2, it follows from Lemma 5.1(b) that there exists a binary string r1r2 · · · rn−2 ∈ B such
that
n−2
i=1 riFi+1 = m− Fn+2. By Lemma 5.2(a),
(wn+1(r1r2 · · · rn−20), wn+2(r1r2 · · · rn−200)) = (Tm−Fn+2(xn+1), Tm−Fn+2(xn+2))
and
(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−21)) = (Tm−Fn+2+Fn(xn), Tm−Fn+2+Fn(xn+1))
= (Tm−Fn+1(xn), Tm−Fn+1(xn+1)).
Eq. (4.3) now implies Eq. (5.8). 
A similar result on 1-seed words of suffixes of Gm and G′m is given in the following theorem.
Theorem 5.8. (a) If Fn − 1 ≤ m ≤ Fn+1 − 2, where n ≥ 2, then
S1(Gm) = S1(G′m)
= {(wn+p(r1r2 · · · rn−200 · · · 0), wn+p+1(r1r2 · · · rn−200 · · · 01)) : p ≥ 0},
where r1r2 · · · rn−2 is a binary string (which can be chosen to be inB) such that m =n−2i=1 riFi+1.
(b) Let−Fn ≤ m ≤ −Fn−2 − 1, where n ≥ 2, and let m = −1 when n = 1. If n is odd (resp., even), then
S1(Gm) (resp., S1(G′m)) = {(wn+2p(r1r2 · · · rn−201 · · · 01), wn+2p+1(r1r2 · · · rn−201 · · · 010)) : p ≥ 0},
where r1r2 · · · rn−2 is any binary string (which can be chosen to be inB) such that m+ Fn =n−2i=1 riFi+1.
Proof. The results follow from Theorem 4.2 and Lemma 5.2. 
From Theorem 5.8 (or Corollary 4.3) we arrive at the following limit theorem for suffixes of G and G′.
Corollary 5.9. (a) If m ≥ 0, and m =n−2i=1 riFi+1, where ri ∈ {0, 1}, then
Gm = G′m = limp→∞wn+p(r1r2 · · · rn−200 · · · 0).
(b) Let−Fn ≤ m < 0, where n ≥ 2, and m+ Fn =n−2i=1 riFi+1, where ri ∈ {0, 1}. If n is odd (resp., even), then
Gm (resp., G′m) = limp→∞wn+2p(r1r2 · · · rn−201 · · · 01). (5.9)
(c) Let r1r2 · · · rn−2 be a binary string, where n ≥ 3. Then Eq. (5.9) holds with m =n−2i=1 riFi+1 − Fn.
Proof. Parts (a) and (b) follow from Theorem 5.8. To prove part (c), we first show that
lim
p→∞wn+2p(r1r2 · · · rn−201 · · · 01) = F
1(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−20)). (5.10)
Define
h1 = wn(r1r2 · · · rn−2), h2 = wn+1(r1r2 · · · rn−20), hk = hk−2hk−1, k ≥ 3.
By induction, we can prove that
h2p = yh1h2 · · · h2p−2, p ≥ 2,
wn+k(r1r2 · · · rn+k−2) = h1h2 · · · hk−1y, k ≥ 2,
where y = h2, ri = 0 (resp., 1) if i ≥ n− 1 and i+ n is odd (resp., even). Hence, for p ≥ 1,
wn+2p(r1r2 · · · rn−201 · · · 01) = h1h2 · · · h2p−1y <p h1h2 · · · h2p <p F 1(h1, h2),
proving Eq. (5.10). The result now follows from Theorem 5.6(c). 
Note that part (b) of Corollary 5.9 is a special case of part (c) of Corollary 5.9, in whichm is negative.
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6. Morphisms
Let ϕ0, ϕ1 be as defined in (1.1). Givenψ ∈ {ϕ0, ϕ1}+, X ∈ {G,G′},m ∈ Z, we use Lemma 3.5 and Theorem 5.6 to compute
ψ(Xm).
The following lemma has been proved in [3] (see also [8]).
Lemma 6.1. Let r1r2 · · · rn−1, where n ≥ 2, be a binary string and ψ = ϕr1ϕr2 · · ·ϕrn−1 . Then
(a) ϕr1(wn(r2r3 · · · rn−1)) = wn+1(r1r2 · · · rn−1).
(b) ψ(b) = wn+1(r1r2 · · · rn−1), ψ(a) = ϕr1ϕr2 · · ·ϕrn−2(b) = wn(r1r2 · · · rn−2).
Lemma 6.2. Let ψ = ϕr1ϕr2 · · ·ϕrn−1 , where n ≥ 2, ri ∈ {0, 1}. Then
ψ(G−1) =

Gm (n odd)
G′m (n even),
(6.1)
where
m =
n−2
i=1
riFi+1 + (rn−1 − 1)Fn. (6.2)
In particular, ϕ1(G−1) = G0, ϕ0(G−1) = G′−1.
Proof. By Lemma 6.1(b),
ψ(F 1(a, b)) = F 1(ψ(a), ψ(b)) = F 1(wn(r1r2 · · · rn−2), wn+1(r1r2 · · · rn−1)).
Hence, by Eq. (3.10) and Theorem 5.6(c), Eq. (6.1) holds withm given by Eq. (6.2). 
Note that, by Eq. (6.2),m < 0 implies that rn−1 = 0, andn−2i=1 riFi+1 < Fn. In this case,m =n−2i=1 riFi+1 − Fn.
The following theorem follows from Lemma 6.2.
Theorem 6.3. Let r1, r2, . . . , rn−2 ∈ {0, 1} with n ≥ 3, and m =n−2i=1 riFi+1 (≥ 0). Then
(a) ϕr1ϕr2 · · ·ϕrn−2(G0) = ϕr1ϕr2 · · ·ϕrn−2ϕ1(G−1) = Gm.
(b) If s1, s2, . . . , sk ∈ {0, 1}, then ϕs1ϕs2 · · ·ϕsk(Gm) = Gt , where t =
k
j=1 sjFj+1 +
n−2
i=1 riFk+i+1 ≥ 0.
(c) ϕ0(Gm) = Gt , ϕ1(Gm) = Gt+1, where t =n−2i=1 riFi+2.
Theorem 6.4. Let X ∈ {G,G′}, m < 0, ψ = ϕs1ϕs2 · · ·ϕsk , where k ≥ 1, si ∈ {0, 1}. Let t ∈ Z be defined as follows. Let
−Fn ≤ m ≤ −1, where n ≥ 2 is odd if X = G and is even if X = G′. Let r1, r2, . . . , rn−2 ∈ {0, 1} such that m+Fn =n−2i=1 riFi+1.
Let
t =
k
j=1
sjFj+1 +
n−2
i=1
riFk+i+1 − Fk+n. (6.3)
Then
ψ(Xm) =

Gt (n+ k odd)
G′t (n+ k even). (6.4)
Proof. By Lemma 6.2, and the remark after it, Xm = ϕr1ϕr2 · · ·ϕrn−2ϕ0(G−1). Hence, by Lemma 6.2 again, Eq. (6.4) holds,
where t is given by Eq. (6.3). 
Note that Eq. (6.4) can be written as
ψ(Gm) =

Gt (k even)
G′t (k odd),
ψ(G′m) =

G′t (k even)
Gt (k odd).
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