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Dynamical phase transitions (DPT) occur after quenching some global parameters in quantum systems and
are signalled by the non-analytical time evolution of the dynamical free energy, which is calculated from the
Loschmidt overlap between the initial and time evolved states. In a recent letter (M. Heyl et al., Phys. Rev. Lett.
110, 135704 (2013)), it was suggested that DPTs are closely related to equilibrium phase transitions (EPT) for
the transverse field Ising model. By studying a minimal model, the XY chain in transverse magnetic field, we
show analytically that this connection does not hold generally. We present examples where DPT occurs without
crossing any equilibrium critical lines by the quench, and a nontrivial example with no DPT but crossing a
critical line by the quench. Albeit the non-analyticities of the dynamical free energy on the real time axis do not
indicate the presence or absence of an EPT, the structure of Fisher-lines for complex times reveal a qualitative
difference.
PACS numbers: 64.70.Tg, 05.30.Rt, 05.70.Ln
The interest about non-equilibrium dynamics grew im-
mensely in the last few years [1–4] thanks to experimental
advances made with ultracold atomic gases. The wide control-
lability of these systems allow experimentalists to prepare dif-
ferent kinds of non-equilibrium initial states and it is also pos-
sible to study the dynamics with time resolution unreachable
in other physical systems [5–9]. Some of the main questions
are when and how thermalization, or more generally equili-
bration, occurs and their connection to ergodicity and integra-
bility. These were first posed by J. von Neumann already in
1929 [10].
The non-equilibrium time evolution can be characterized by
many different ways, borrowing ideas from equilibrium sta-
tistical mechanics. The ultrashort time non-equilibrium dy-
namics, revealing the role of high-energy excitations, is also
of interest as well as the stationary state reached after long
time evolution. This latter can be described by the diagonal
ensemble, which is roughly the time averaged density matrix.
The results of local measurements can be described by simpler
ensembles, i.e. by the thermal Gibbs ensemble for non inte-
grable (ergodic) systems [11] and by the generalized Gibbs
ensemble for integrable ones [12]. The Loschmidt overlap
(LO), which is the main focus of this paper, is a nonlocal ex-
pression and is entirely determined by the diagonal ensem-
ble, hence it characterizes the stationary state [13]. Analyzing
the LO proved to be useful in studying quantum chaos, deco-
herence and quantum criticality [14–17]. It is defined as the
scalar product of the initial state and the time evolved state
following a sudden global quench (SQ) as
G(t) = 〈ψ |e−iHt |ψ〉 , (1)
and can be regarded as the characteristic function of work per-
formed on the system during the quench. In a SQ the pa-
rameters of the Hamiltonian are changed suddenly from some
initial to final values, and the system, prepared initially in
the ground state |ψ〉 of the initial Hamiltonian, is assumed to
be well separated from the environment and evolves unitarily
with H.
In a recent paper, Heyl et al. [18] pointed out a similarity
between the time evolution of the LO overlap and the equilib-
rium phase transitions (EPTs). Close to phase transitions the
free energy density is non analytical function of the tempera-
ture. A method proposed by Fisher [19] to analyze the zeros of
the partition function in the complex temperature plane gives a
good understanding of these non-analyticities. In a finite sys-
tem phase transitions cannot occur, and the Fisher-zeros are
isolated and do not lie on the real axis. However, in the ther-
modynamic limit they coalesce into lines (or in general case
areas [20]) that can cross the real axis. These crossings are
responsible for the breakdown of the analytic continuation of
the free energy density as a function of temperature: knowing
the free energy above the transition temperature does not give
any informations about the free energy below.
The LO in Eq.(1) is formally similar to the canonical par-
tition function with imaginary temperature. For a large sys-
tem G(t) scales exponentially with the system size, hence it is
worthwhile to study the dynamical free energy [13, 21], which
we define as
f (t) =− lim
N→∞
1
N
lnG(t) . (2)
Under certain circumstances this quantity shows non-
analytical time-evolution. Due to the similarities with the
EPT, the notion dynamical phase transitions (DPTs) was in-
troduced in Ref. [18]. It was found that in the transverse
field Ising chain the DPTs and EPTs are ultimately related:
the time evolution of G(t) becomes non-analytic whenever
the magnetic field is quenched through the (equilibrium) crit-
ical value. Similar observations were made for non-integrable
models [22] and for complex magnetic fields [23].
The purpose of this paper is to show that this connection
is not rigorous. To this aim we investigate the anisotropic
XY chain in transverse magnetic field and show that gener-
ally DPTs can occur in quenches within the same phase, i.e.
without crossing any equilibrium phase boundary. Note that
a numerical evidence for this phenomenon was reported re-
2cently in Refs.[13, 24]. In addition, we also present a counter-
example where the quench crosses an equilibrium critical
point, but the LO remains analytic.
The XY Hamiltonian with periodic boundary conditions
reads as
H(γ,h) =
N
∑
j=1
1+ γ
2
σ xj σ
x
j+1 +
1− γ
2
σ yj σ
y
j+1− hσ zj , (3)
where γ and h are the anisotropy parameter and the homoge-
neous external magnetic field, respectively. This model can
be mapped to free fermions with the use of Jordan-Wigner
transformation as
H(γ,h) =
N−1
∑
j=1
c+j c j+1 + γc+j c+j+1− h(c+j c j−
1
2
)+ h.c. (4)
− µ(c+N c1 + γc+N c+1 + h.c) ,
where c j are fermionic operators and µ = eipiN f , N f =
∑Ni=1 c+i ci. This Hamiltonian conserves the parity of the par-
ticle number and acts differently on the even and odd sub-
spaces (sometimes referred to as Neveu-Schwarz or Ramond
sectors). The Hamiltonian in the two subspaces are formally
the same if we impose antiperiodic boundary condition for the
even and periodic boundary condition for the odd subspace.
In wavenumber space these boundary conditions translate to
different quantization of the wave numbers, k = 2piN (n+
1
2 ) in
the even and k = 2piN n in the odd subspace. In the fermionic
language the ground state is unique in a given subspace, but
when |h| < 1 the ground states with even and odd parity be-
come degenerate in the thermodinamic limit. These parity
eigenstates are the symmetric or antisymmetric combinations
of the fully polarized states, they do not possess magnetiza-
tion in the coupling direction. We start our investigation with
the parity eigenstates and we discuss polarized ground states
in the supplementary material.
The LO is calculated analytically in both of the even (e) and
odd (o) subspaces as
Gs(t) = eiϕs(t) ∏
0<k<pi
[cos(εkt)+ icos(2Θk)sin(εkt)] , (5)
where Θk = θ 1k − θ 0k is the difference between the Bogoli-
ubov angles diagonalizing the pre- (α = 0) and post-quench
(α = 1) Hamiltonians, εk ≡ ε1k and for s = o,e, εαk =
2
√
(cos(k)− hα)2 +(γα sin(k))2. The Bogoliubov angles are
determined from ei2θ αk = 2(cos(k)−hα − iγα sin(k))/εαk , and
the wave numbers are quantized with respect to the parity
of the initial state. The phase factor satisfies ϕe(t) = 0 and
ϕo(t) = t(±ε0 ± εpi )/2, where the signs depend on the posi-
tion of the initial and final Hamiltonian on the phase diagram
[25].
We focus on the real part of the dynamical free energy,
which is the same in thermodynamic limit for both sectors.
The non analytical behaviour of the dynamical free energy is
encoded in the zeros of the partition function G(t) in the com-
plex time plane [18]. Instead, following the practice in the
literature we determine these zeros in the complex "tempera-
ture" plane, i.e. the zeros of Z(z) = 〈ψ |e−zH |ψ〉 = G(−it).
Specially in the XY model the Fisher zeros from Z(z) = 0
determine the dynamical free energy completely [25]. From
Eq. (5), the Fisher zeros in the thermodynamic limit form lines
indexed by an integer number n as
zn(k) =
ipi
εk
(n+
1
2
)− 1
εk
arth [cos(2Θk)] , (6)
which agrees formally with Ref.[18], but in our case, the Bo-
goliubov angles depend on more variables, hence are more
general function of k. This increased freedom leads to in-
teresting behaviour of the Fisher lines. The main quantity
that determines the dynamical free energy is cos(2Θk), which
can be expressed analytically with the parameters of the ini-
tial and final Hamiltonian. Furthermore, cos(2Θk) = 1− 2nk,
where nk is the expectation value of the quasiparticle occupa-
tion number in the post-quench Hamiltonian and is conserved
under the time evolution. A Fisher line crosses the imaginary
axis whenever nk = 1/2, which can be interpreted as modes
with infinite effective temperature. These crossings are re-
sponsible for the non analytic time evolution of the dynamical
free energy.
Due to the parity of the cosine function it is evident that
if a Fisher line crosses the imaginary axis for a quench
(h0,γ0)→ (h1,γ1) it implies a crossing in the reversed pro-
tocol (h1,γ1)→ (h0,γ0) as well. We call this as the symmet-
ric property of DPT. This seems to be plausible in quenches
crossing critical points, but it is less trivial for quenches within
the same phase.
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FIG. 1: The phase diagram of the XY model in magnetic field. The
three studied phases (I,II,III) are marked on the plot. These gap-
less phases are separated by critical lines that form an "H" letter-like
shape. DPTs can occur in quenches within the same phase. The
domains D(h0,γ0) of the final parameters where DPTs appear are
shown for four given initial conditions (h0,γ0). Except from the re-
gion h1 < −1 the domains are determined from Eq.(7). Note that
when quenching from II to h1 <−1, non-analyticities only show up
in the top-left corner of the phase diagram and remain absent other-
wise, in spite of crossing several critical lines.
The phase diagram of the XY chain is drawn on Fig.1. The
excitation spectrum is gapless when h = ±1 or when γ = 0,
3|h|< 1. The Fisher-lines, and hence the LO show different be-
haviour for quenching between different regions in the phase
diagram. The exact values of the initial and final parameters
h0, γ0, h1, and γ1 in given phases do not modify qualitatively
the behaviour of the LO as a sign of some kind of univer-
sality. We consider 4 types of quenches, 3 of them can be
realized with quenching one parameter only, while in third
example one needs to quench both the magnetic field and the
anisotropy parameter.
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FIG. 2: The flow of Fisher-lines zn(k) (n = (−3, . . . ,2)) for various
types of quenches discussed in the main text.
DPT without EPT: Quenches not crossing critical points.
We start our discussion with quenches inside phase II, where
h0,1 > 1 and we assume that γ0 > 0 without loss of generality.
In this setup no critical lines are crossed by the parameters
of the Hamiltonian during the quench, but DPTs can occur.
Generally one can show that the k → 0,pi tails of the Fisher
lines lie in the left half plane: limk→0 Re{zn(k)} = −∞ and
limk→pi Re{zn(k)} = −∞. For small quenches the whole lines
lie in the left half plane (Fig.2a), hence the time evolution of
the dynamical free energy is analytical. However, the turn-
ing point of the Fisher lines can move to the right half plane
(Fig.2b). In this case each Fisher line crosses the time axis
twice at wave numbers k∗1 and k∗2. The non-analytical times are
given by t∗i = piεk∗i
(n+ 12 ), i= 1,2. This occurs if the anisotropy
parameter is quenched to a sufficiently negative value at fixed
magnetic field. No matter how γ is quenched, an equilibrium
critical point is never approached, but DPT shows up.
More generally for each point (h0,γ0) in phase II , the do-
main D(h0,γ0) ⊂ II of (h1,γ1), where DPT occurs is given
by
D(h0,γ0) = {(h1,γ1)|2γ0γ1 < 1−h0h1−
√
(h20−1)(h21 −1)} (7)
within phase II. The boundary of these regions is a second or-
der curve (a cone-section). A few examples for these domains
are shown on Fig.1.
Similar phenomenon can be observed in quenches inside
phase I. The Fisher lines start and end in the left half of the
complex plane, but some parts of the lines can move to the
right half plane. Given (h0,γ0) in phase I the domain of fi-
nal parameters where the non analyticities occur is given by
Eq.(7) within phase I. For example starting from the Ising
model (γ0 = 1, h0 = 0) one needs to quench the magnetic
field and the anisotropy parameter as well to see the non-
analytic behaviour (see Fig.1). However, considering smaller
anisotropy the DPT can appear by quenching solely the mag-
netic field when γ0 <
√
1+ |h0|/
√
2 is satisfied for the initial
Hamiltonian.
DPT together with EPT: Quench between phases I and
II. In this setup the quenched parameters cross at least one
critical point, and the time evolution of the dynamical free
energy is always non analytical. The asymptotic behaviour
of the Bogoliubov angles guarantee that the Fisher lines
cross the imaginary axis, that is, limk→0 Re{zn(k)} = ∞ and
limk→pi Re{zn(k)}=−∞ (Fig.2c). Because of the symmetries
of the XY model quenches between phase II and III behave in
the same way.
EPT without DPT: Quench from phase II to the critical XX
line (γ = 0, |h|< 1). In quenches II → I, III DPTs showed up
everywhere except for quenches from phase II to the boundary
of I and III. Though the asymptotic behaviour of the Bogoli-
ubov angles are similar to the I → II case, there is an interest-
ing difference as well: there are no Fisher zeros in the vicinity
of the imaginary axis. The function cos(2Θk) is not continu-
ous at ˜k = arccos( h1γ0−h0γ1γ0−γ1 ), therefore limε→0+ cos(2Θ˜k∓ε)≶
0. Hence the Fisher lines split into two sections that do not
cross the imaginary axis (Fig.2d).
By considering the XX line as the γ1 → 0 limit, then as
we approach the XX line the slope of cos(2Θk) diverges at
˜k, hence the density of Fisher zeros vanish near the imagi-
nary axis. As opposed to previous examples, when the initial
and final Hamiltonians lied in the gapped phase, quenching to
the XX line is a special case because the final parameters are
on a critical line. Nevertheless, it is still surprising that for
quenches II → I, III DPTs occur everywhere except for the
boundary of these regions.
However, non analytical behaviour in the dynamical free
energy can be observed in quenches to the critical lines as
well. One example is a quench from I or III to the XX line:
(γ0 6= 0, |h0| < 1)→ (γ1 = 0, |h1| < 1) with h1 6= h0. In this
case, one would think naively the Fisher lines would cross the
imaginary axis twice similarly to quenches I → I and I → III,
but one of the crossings does not manifest itself (Fig.2e) in a
similar manner as it was discussed in the previous paragraph.
The other example, which we only mention here, is a quench
crossing a critical line [28]: starting from III to the h = 1
critical boundary of I.
Quench from phase I to III. In this case the anisotropy pa-
rameter is quenched from positive to negative values in low
magnetic field (−1 < h0,1 < 1). The system goes through an
anisotropy transition at γ = 0. At γ > 0 the ground state po-
larization is in the x, while at γ < 0 it is in the y direction. For
4these quenches limk→0,pi Re{zn(k)} = −∞ meaning that the
Fisher lines start and end at the left half plane. However, there
is wavenumber 0 < ˜k < pi defined by cos(˜k) = h1γ0−h0γ1γ0−γ1 , for
which cos(2Θ
˜k) = −1. This means that while k goes through
the interval (0,pi) the Fisher lines come from Re{z} = −∞,
reach Re{z}=∞ at ˜k and finally go back to Re{z}=−∞ again
(Fig.2f). Hence all the Fisher lines cross the imaginary axis
twice giving rise to two emergent timescales in the dynamical
free energy (Fig.3a). This is qualitative difference between
the quenches I to II and I to III.
For EPTs, the non-analyticity of the free energy is also im-
printed in the non-analytic behaviour of other physical quan-
tities, e.g. the order parameter or its susceptibility. A similar
phenomenon is expected to occur for the DPTs as well [18].
For the XY model, the equilibrium order parameter is the
magnetization in the XY plane. Therefore, we determined
its absolute value for the non-equilibrium situation by numer-
ical evaluation of Pfaffians [26]. Whenever the Fisher line
crosses the imaginary axis once, only a single emergent non-
equilibrium timescale appears from the dynamical free en-
ergy, which matches exactly that of the magnetization. How-
ever, for quenches I → I and I → III each Fisher line crosses
the imaginary axis twice which implies two non equilibrium
timescales. Only these two timescales and their higher har-
monics (in Fig. 3d) appear in the dynamics of magnetization,
though generally we were not able to express analytically the
zeros of the magnetization by the non analytic timescales.
However, in the I → III quench protocol when γ0 and γ1 are
not too close to the γ = 0 critical line, the magnetization takes
zero values in the vicinity of the Fisher times (Fig. 3a,b).
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FIG. 3: The dynamical free energy is non analytical at Fisher times
ti,n = t∗i (n+1/2) i = 1,2 (solid and dashed lines respectively). The
time unit was chosen to be t∗1 . The longitudinal magnetization also
shows two timescales, in case b) the zeros of the magnetization ap-
proximately lie at the Fisher times, in d) the relation between them is
more involved. Quench parameters for a) and b) are (h0 = 0,γ0 = 1)
→ (h1 = 0.6,γ0 = −1) and for c) and d) are (h0 = 0,γ0 = 0.1) →
(h1 = 0.6,γ0 = 0.1)
Until now we considered quenches starting from even or
odd parity eigenstates. It is an important question whether the
non analytic behaviour is present in quenches starting from
polarized states or not. For quenches through the critical point
in the transverse field Ising model it has been shown that DPTs
can be observed, but the non-analyticities are not at the Fisher-
times of the parity subspaces [18, 22]. We found similar be-
haviour in the XY model [25].
Though we calculated the LO and the dynamical free en-
ergy directly from the time evolution of the initial wave func-
tion, they describe the stationary state after the quench [13].
That is, as the time evolution operator is diagonal in the eigen-
basis of H, G(t) depends only on the diagonal elements of the
density matrix: G(t) = Tr{ρDEe−iHt}, where ρDE is the diag-
onal ensemble. The diagonal density matrix depends on the
fermion occupation numbers nk and it can be expressed ex-
plicitly [25]
ρDE = ∏
0<k<pi
(nkn−k + cos2(Θk)(1− nk− n−k)) (8)
= ∏
0<k<pi
cos2(Θk)δnk,0δn−k,0 + sin2(Θk)δnk,1δn−k,1 (9)
From the latter form it is straightforward to reproduce Eq. (5).
The correlation between wave numbers k and −k come from
the BCS superconductor-like initial state. The LO - up to a
trivial phase factor - is the characteristic function of work done
on the system [27], hence it depends on all moments of the
energy. As it is a non-local quantity the generalized Gibbs
ensemble ρGGE ∼ e∑λknk , where λk fixes the expectation value
of nk, would not give the proper result for the LO, because it
does not describe well the correlations between nk and n−k.
With the diagonal ensemble in Eq. (8), we took into account
the correlations among the modes hence it can be applied to
calculate any moment of the energy.
Conclusion. We analyzed the dynamical free energy for
quenches in the XY model in magnetic field. The singular be-
haviour of the dynamical free energy is determined solely by
the Bogoliubov angles through the quasiparticle occupation
numbers and it is not sensitive to the spectra of the initial or
final Hamiltonians. The appearance of DPTs are connected to
the existence of modes with 1/2 occupancy probability. In this
particular system we explicitly demonstrated the existence of
DPTs without an EPT as well as the absence of DPTs in the
presence of EPTs. Though the dynamical free energy does not
distinguish between DPTs with or without EPTs, the Fisher
lines do. If the quench crosses a critical line, the Fisher lines
sweep through the whole real axis. However, for quenches
inside a given phase, the Fisher lines reach either ∞ or −∞.
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Supplementary material for "Distinct occurance of dynamical
phase transitions from equilibrium phase transitions" (Sz.
Vajna, B. Dóra)
Initial state of the parity sectors
In this section we give more details on the ground states
of the XY model in the even and odd parity sector and we
give explicitly the signs in the phase factor ϕo in Eq.(5) of the
main text. The explicit form of the initial wave function al-
low one to construct the density matrix and from Eq.(S5) the
diagonal density matrix (Eq.(9) of the main text) immediately
follows. As we discussed in the main text the XY Hamil-
tonian in the fermionic representation acts differently on the
even and odd quasiparticle sectors. In the even sector we
imposed anti-periodic boundary conditions on the fermions,
hence k ∈ {± piN ,± 3piN , . . . ,±N−1N pi}, while in the odd sector
k ∈ {0,± 2piN ,± 4piN , . . . ,pi}. In the odd sector one needs to sep-
arate wave numbers k = 0 and k = pi , because for these −k
is identical to k. Following a quench the initial state can be
expressed in terms of the fermions fk that diagonalize the new
Hamiltonian: H = ∑k εk( f+k fk − 1/2) for both sectors. In the
even subspace
|GSe〉= ∏
0<k<pi
cosΘk− sinΘk f+k f+−k |0〉ef , (S1)
where the product contains all the wave numbers and |0〉ef de-
notes the vacuum of the fk quasiparticles of the even subspace.
In the odd sector the vacuum of the fk quasiparticles lies in the
odd subspace if |h|< 1 and in the even subspace if |h|> 1.
|GSo〉= ∏cos(Θk)− sinΘk f+k f+−k |0〉of (S2a)
|GSo〉= f+pi ∏cos(Θk)− sinΘk f+k f+−k |0〉of (S2b)
|GSo〉= f+0 ∏cos(Θk)− sinΘk f+k f+−k |0〉of (S2c)
|GSo〉= f+0 f+pi ∏cos(Θk)− sinΘk f+k f+−k |0〉of (S2d)
where the product contains all the possible wave numbers ex-
cept 0 and pi , and (a) corresponds to quenches inside phase I
or phase II, (b) to quenches from I or III to the phase h <−1,
(c) to quenches from I or III to II, and (d) to quenches from
II to phase h < −1. With the knowledge of the initial states
the Loschmidt overlap in Eq.(5) of the main text can be repro-
duced easily. The phase factors for the cases discussed above
are
ϕo(t) = t(−ε0− εpi)/2 (S3a)
ϕo(t) = t(−ε0 + εpi)/2 (S3b)
ϕo(t) = t(+ε0− εpi)/2 (S3c)
ϕo(t) = t(+ε0 + εpi)/2 . (S3d)
This phase factor plays an important role in the Loschmidt
overlap (LO) of the polarized states, without this term one
would not get the step function for the phase difference be-
tween the LO of the even and odd subspace (Fig. S1).
Loschmidt overlap for polarized states
The polarized states are superpositions of the even and odd
ground states:
∣∣GSpol,±〉= 1√2 (|GSe〉± |GSo〉). The Hamilto-
nian conserves the parity, hence the LO of the polarized state
is simply the average of overlap calculated in the even and odd
ground states:
Gpol(t) = eiφe(t)|Ge(t)|+ eiφo(t)|Go(t)| (S4)
where we decomposed the complex overlap to the absolute
value and a phase factor. The overlap can be evaluated nu-
merically, and we found that the dynamical phase transitions
occur in the polarized case as well. We observed that the
phase difference φe(t)− φo(t) is a piecewise constant func-
tion in the thermodynamic limit. At t = 0 the phase differ-
ence is zero, and it is changed by pi at the Fisher points (see
6Fig.1). This means that depending on the time |Gpol(t)| =
||Ge(t)|± |Go(t)||. Though real parts of the dynamical free
energies fe and fo are equal in the thermodynamic limit, this
does not imply that |Gpol(t)| would be identically zero at cer-
tain intervals, because of the division by the system size in
the definition of the dynamical free energy. In other words
Ge/o cannot be approximated by e−N fe/o(t) when we subtract
the two terms. The non-analytic behaviour of the dynamical
free energy for polarized initial state is encoded in the small
difference between |Ge| and |Go|.
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FIG. S1: Top: dynamical free energy from parity eigenstates and po-
larized initial states. Bottom: the phase difference of the Loschmidt
overlaps in the even and the odd sectors.
Density matrix
From Eq.(S1) the initial and the time evolved density matrix
can be constructed.
ρ(t) = ∏
0<k<pi
{
nkn−k−cos2 Θk(nk +n−k)+cos2 Θk (S5)
−eiεkt cosΘk sinΘk f−k fk−e−iεkt cosΘk sinΘk f+k f+−k
}
(S6)
The density matrix is the tensor product of the reduced den-
sity matrices of (−k,k) subspace. In the basis |nkn−k〉, that is
|00〉, |01〉,|10〉 and |11〉 the density matrix looks like
ρ(t) = ∏
0<k<pi
⊗


cos2 Θk 0 0 −eiεkt cosΘk sinΘk
0 0 0 0
0 0 0 0
−e−iεkt cosΘk sinΘk 0 0 sin2 Θk


(S7)
In the time averaged density matrix ρ¯ = limT→∞ 1T
∫ T
0 ρ(t)dt
the diagonal elements will remain the same, and almost all off-
diagonal elements vanish except for degenerate wave num-
bers, which possess the same energy. For example when
h1 = 0, εk = εpi−k hence the process f+pi−k f+k−pi fk f−k is non
vanishing in the stationary state. As the time evolution is di-
agonal in the quasiparticles fk, the non-diagonal elements of
ρ¯ does not influence the Loschmidt overlap, but for the sta-
tionary expectation value of a general physical quantity one
should take into account these terms.
Loschmidt overlap from the Fisher lines
In [1] it was shown that the Fisher zeros solely determine
the non-analytic part of dynamical free energy
f (t) =− lim
N→∞
1
N
[
h(t)+∑
n,k
ln
(
1− it
zn(k)
)]
(S8)
where t denotes time, but can be extended to complex values,
zn(k) are the Fisher zeros determined in Eq.(6) of the main
text and h(t) is an entire function depending on the model
under consideration. In the XY model h(t) = iϕe/o(t) in the
even/odd sector. To see this we use the infinite product repre-
sentation of the sine function sin(x) = x∏∞n=1
(
1− x2
pi2n2
)
[2]
to prove that
∞
∏
n=−∞
(
1− 2x
pi(2n+ 1)+ 2a
)
= cos(x)+ sin(x) tan(a) (S9)
Now we substitute zn(k) and use this identity to the singular
part of f (t) in Eq.(S8)
∞
∏
n=−∞
(
1− it
zn(k)
)
= cos(εkt)+ icos(2Θk)sin(εkt) . (S10)
This is the general k term in the formula for the Loschmidt
overlap in Eq.(5) of the main text, hence the entire function
h(t) = iϕe/o(t). Because it is purely imaginary for real times,
the Fisher zeros entirely determine the (important) real part of
the dynamical free energy.
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