It is understood of course that U(x, y) and Uy(x, y) are continuous on the closed semi-infinite strip, and we shall also assume that Uxx and Uyy are continuous bounded functions of x for each y>0. Concerning G, the following three assumptions are made: A. G[U] is continuous. B. Ct[cV] is a decreasing function of U.
C. G [1] =0.
We shall call every function having these three properties a gradient function.
The above system is easily recognized as the mathematical model corresponding to the steady state temperature distribution in a semiinfinite strip of width x with the short side exposed to a gas maintained constantly at unit temperature. Boundary condition (lb) generalizes Newton's Law of cooling which in the corresponding linear problem would be (2) kUv(x, 0) = -I-[I -U(x, 0)] where k and / are familiar physical parameters ordinarily assumed to be constant. At high temperatures, where most of the heat transfer is by radiation, the well-known "fourth power law" implies that the factor / in (2) varies considerably with U(x, 0). For this reason we have replaced (2) by (lb) which, together with the three hypotheses A, B, and C on the function G[C7], is the most general physically significant boundary condition for heat transfer between solids and gases. Uy(x, 0) is, except for a constant factor, the rate of heat flow from the gas to the solid, so (lb) in conjunction with hypothesis B simply says that this rate is a decreasing function of the surface temperature of the solid. Hypothesis C is a consequence of the fact that when the surface of the solid is at the temperature of the gas the net rate of heat gain by the solid from the gas is zero.
The purpose of this paper is to prove that the problem stated has a unique solution which is bounded between 0 and 1, and to point out a method of successive approximations which, under certain conditions, converges to U(x, 0) for all x on [0, w].
The first step is to reduce the above problem to a nonlinear integral equation by application of a finite Fourier transform. Assuming, to begin with, that a solution U(x, y) does exist, the statement of the problem implies that it has a finite Fourier sine transform with respect to x, say u(n, y), which satisfies the following conditions: From this we see that in order to invert u(n, y) we must find out what function has e~ny/n for its finite cosine transform. This can easily be done by starting with the fact that 00 un £ -= -log (l -«) n-i n in the unit circle and on the circumference except at u = 1. Substituting u = e" and then equating real parts in the resulting equation gives A 1 1 E -ernv cos nx = -log (1 -2e~y cos x + e~2"). n-i n 2
This series converges uniformly not only for y>0 but also along the x-axis when x-^0 mod 2x. Hence it is the Fourier series of its sum.
From (5) it now follows that
2x J_r This is easily seen to be the same as
In other words, if there exists a function U(x, y) satisfying the original problem, it must be expressible in terms of U(x, 0) through formula (6). From (6) and the continuity hypothesis on U we get 1 r T Tl -cos (x + X)"l .
We shall now show that, for every gradient function G[t/], equation (7') has a unique bounded solution, and that this solution will always yield, through (6), a unique solution of our original boundary value problem. Let U(x, 0) =f(x) and
Ll -cos (x -X)J Then equation (7') becomes
Now evaluating the integral
Ll -«<t*-*>J 2i by expanding the integrand in power series we get that sin nx = n I K(x, X) sin n\d\. Jo
In other words, the eigen-numbers of the kernel are the natural numbers and {sin nx} are the eigen-functions.
(That these are the only eigen-functions follows from the fact that they form a complete system on [0, 7r].) Since all the eigen-numbers are positive, it follows that the symmetric kernel K(x, X) is positive definite. K(x, X) has a singularity at x=X but it is nevertheless easily seen to be square integrable, and continuous in the mean, i.e. From the Schwartz inequality and the continuity in the mean of K, the following theorem is easily proved. Theorem 1. Every bounded solution of (7) is continuous.
To prove the existence of a bounded solution of (7), we introduce the following functional transformation The sequence {/«(*)} converges from below to some function F2(x) and {f2k+i(x)} converges from above to Fi(x) where Fi(x) s^F2(x). If Fi(x)=F2(x), then this function is a fixpoint of (10) and can be shown to be a solution of (7). This will necessarily be the case if J" is a uniformly distance decreasing transformation, e.g. if T satisfies a Lipschitz condition with constant less than 1. Under this hypothesis the successive approximations defined by (10) converge in the large and an upper bound for the absolute value of the error in /"(x) is \fn(x) -fn-i(x) |, as is apparent from (13), (14), and (15).
But regardless of whether the sequence {/»(*)} converges, we can prove the existence of a solution of (7) by a simple application of the Schauder fixpoint theorem [3] . To this end let us consider the Banach space B of continuous functions on [0, ir] with norm ||/(*)|| = max |/(x) |. By the set A we shall mean those functions having the following properties:
(i) /(*) ibelongs to B;
(ii) 0£vf(*)S/i(*);
where A(xi, x2) is defined in (8).
Since the kernel K is continuous in the mean, the functions comprising A are equicontinuous, and since they are also equibounded it follows that A is compact.
To We must now show that T carries A into itself continuously. It is obvious from (12) We have now proved that A is a convex compact set in a Banach space and that T carries A into itself continuously.
The Schauder fixpoint theorem yields immediately the following result. To infer the existence of a solution of (7) we need the following Summarizing the results so far, we can say that a necessary condition for U(x, y) to be a solution of the original boundary value prob-lem is that U(x, y) be related to U(x, 0) through (6) where U(x, 0) is a bounded solution of (7). For every gradient function G, equation (7) has a unique bounded solution, and this solution is continuous, positive, and nowhere greater than 1. From this and (6) it is easily seen that 0 = U(x, y) ^ 1 for 0 ^ * ^ ir and y _ 0.
Having shown that every solution of the original boundary value problem is a bounded solution of (7) when y = 0, the question arises as to whether, for all gradient functions G, the corresponding unique bounded solution of (7) will yield through (6) a solution of the original problem. This question can be answered in the affirmative by a somewhat lengthy process involving the standard techniques of treating improper integrals and interchanging order in multiple limit processes. Since there is no novelty involved we shall omit these details and merely state that the boundary value problem is equivalent to that of finding bounded solutions of (7).
