Global spatial autocorrelation
Autocorrelation representing the relationships of adjacent regions was analyzed to detect the distribution patterns. The global autocorrelation was to detect whether or not the epidemic was clustered at the provincial level. Two counties borders to each other will be defined they're adjacent. Moran's I was used mainly to estimate the independence or correlation of neighboring counties, with the coefficient calculated as follows:
where is the number of counties; is the average incidence in the counties; and are the incidences in counties i and j; is the matrix of spatial weights. If unit i was adjacent to unit j, ; otherwise, . Moran's I Index ranges from − 1 to 1. Moran's I > 0 implies clustering in the spatial distribution, Moran's Index < 0 dispersing in the spatial distribution, and Moran's Index = 0 a random spatial distribution. Z test is usually used as a hypothesis test to confirm a spatial clustering. If P <0.05, Moran's I ≠ 0 means that the area had clustering of typhoid infections.
Local spatial autocorrelation
As global spatial autocorrelation could not locate the exact clusters, local spatial autocorrelation was employed to investigate the regional patterns. Local Moran's I was calculated as follows:
Besides, the result of local spatial autocorrelation showed significant region has four clustered types: high-high type(HH), high-low type(HL), low-high type(LH), low-low type(LL).
Spatial-temporal clusters
The retrospective spatio-temporal scan statistic based on permutation model was employed to detect the typhoid fever clusters during study period. The spatio-temporal scan statistic was defined with a window with a circular geographic base, with height corresponding to time. The base and the height of the windows were constantly adjusted to detect possible spatial-temporal clusters. The permutation model used in our study combine temporal and spatial information. The permutation mode needed the data of cases, and adjacency and population data were not necessary. Log-likelihood Ratio (LLR) was employed to identify the special clusters by comparing the observed incidence with the expected one. Eventually, Monte Carlo test was conducted to determine the most likely clusters. LLR was calculated as follows:
where is the number of cases in scanning window, is the total number of cases in study area, is the expected number of cases in scanning window, is the indicator function. If , equals to 1; otherwise, equals to 0. The relative risk (RR) was calculated as follows:
Hierarchical Bayesian Model
Hierarchical Bayesian Model, complex but flexible, has been well recognized as a powerful mean to estimate spatial and temporal effect. The prior information included in hierarchical model is generally the intrinsic constructional information and the inferred information of parameters, which can produce accurate and sound analysis, especially with large samples. Besides, the hierarchical construction simplifies the explanation and calculation of the model, based on which Gibbs sampling can be conducted. In this study, we assumed that the annual number of typhoid fever cases presented a Possion distribution as the incidences were at low level of hundred thousandth. The first formula was as follows:
is the observed number of cases at spot i in year t;
is the expected number of cases; is their ratio (the relative risk). The logit connection of was employed to construct the second formula. Bayesian models were as follows, one containing independent spatial and temporal effect, and the other containing interactive spatiotemporal effect. Model 1:
is the intercept; is independent spatial effect and assumed to obey conditional autoregressive process (CAR); is the independent temporal effect and assumed to obey first-order autoregressive process(AR1). Model 2:
is the interactive effect of spot i in year t and assumed to obey CAR. Deviance information criterion (DIC) was used to compare fitness of the two models, and the better one with low DIC was chosen. and Markov chain Monte Carlo (MCMC) algorithm to estimate parameters ( , , and ) . We ran the sample for 20000 iterations after the model was stable. 
