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 要  旨 
静止画像や動画像から特定の対象を検出する対象検出は，コンピュータによる対象の自動認識
の第一段階としてその重要性が増してきている．静止画像中には人物，動物，車，花などの対象
物，そして背景として道路，建物，植物，空などが存在する．このような画像からある 1つの対
象を検出したいとする．このとき，従来は検出したい対象の学習サンプルから前もって対象に特
有の特徴を抽出し，それらを基に学習した検出器を用いて対象を検出するのが一般的である．こ
のような手法で自動的に対象を検出する場合，入力画像中で利用される情報は，局所的な領域の
ものだけである．しかし，人間が対象を認識し，検出する際には画像全体の情報も利用している．
例えば，その画像が街頭を写した物ならば車が存在しているかもしれないし，室内ならば存在し
ないだろう．また，画像全体が劣化し，ぼやけている場合などには，その一部分である対象その
ものだけを取り出して見せられてもそれが何であるか認識し難い．だが，例えぼやけたものであ
ったとしても画像全体を与えられれば，それがどのようなシーンであるかという情報が得られる
ため，その物体が何であるかを認識することができる． 
このように，周囲の景色とそこに存在する物体との間には強い相関関係があり，人間はその関
係も用いて対象を認識している．本研究では，対象も含めた画像全体の情報，つまり文脈情報を
Gaborフィルタを利用して抽出し，得られた特徴を基に画像中に対象が存在するか否かの事前確
率，及び存在する位置の推定を行う．現在，文脈情報が混合ガウス分布に従うと仮定し，EM ア
ルゴリズムを用いて推定する方法が存在している．本研究ではそれに対し，文脈情報を基に非線
形な学習データや，未知のデータに対して強い汎化性能を持つ学習機械であるサポートベクトル
マシン（SVM）を用いて推定を行う方法を提案する．提案手法では，存在確率の推定に対してサ
ポートベクトルマシンを，存在位置の推定に対してサポートベクトル回帰（SVR）を用いる． 
実験では，対象を車として存在確率の推定，及び存在位置の推定を行った．車が存在する画像，
存在しない画像共に Label Meの 256×256画素の画像を 1/2サイズの 128×128画素にして用い
た．文脈情報が混合ガウス分布に従うと仮定し，EM アルゴリズムを用いて推定する方法とサポ
ートベクトルマシンを用いて直接推定する方法の 2種類の方法で実験した結果，存在確率の推定，
位置の推定共に提案手法であるサポートベクトルマシンを用いて直接推定する方法の方が良い推
定結果が得られた． 
 
