Large-dimensional factor model has drawn much attention in the big-data era, in order to reduce the dimensionality and extract underlying features using a few latent common factors. Conventional methods for estimating the factor model typically requires finite fourth moment of the data, which ignores the effect of heavy-tailedness and thus may result in unrobust or even inconsistent estimation of the factor space and common components. In this paper, we propose to recover the factor space by performing principal component analysis to the spatial Kendall's tau matrix instead of the sample covariance matrix. In a second step, we estimate the factor scores by the ordinary least square (OLS) regression. Theoretically, we show that under the elliptical distribution framework the factor loadings and scores as well as the common components can be estimated consistently without any moment constraint. The convergence rates of the estimated factor loadings, scores and common components are provided. The finite sample performance of the proposed procedure is assessed through thorough simulations. An analysis of a macroeconomic dataset finds new factors in contrasting with existing results using PCA.
Introduction
Factor model is a classical statistical model that serves as an important dimension reduction tool by characterizing the dependency structure of variables via a few latent factors. In the "big-data era" where more and more variables are recorded and stored, large-dimensional approximate factor model is drawing growing attention as it provides an effective way of summarizing information from large data sets. The largedimensional approximate factor models are widely used in genomics, neuroscience, computer science and financial economics. Theoretical analysis of large-dimensional approximate factor models has been studied by many researchers. Existing factor analysis procedures mainly fall into two categories: the principle component analysis (PCA) approach and the maximum likelihood estimation (MLE) method. The PCA-based method is easy to implement and provide consistent estimators for the factors and factor loadings when both the cross-section p and time dimension n are large. Representative works include, but not limited to, [6, 22, 23, 2, 20, 1, 11, 24] . It turns out that the PCA approach is equivalent to the least square optimization. The MLE-based method is more efficient than the PCA-based approach but is also computationally more suffering. Representative works, to name a few, are [3, 4, 5] .
However, the aforementioned works all assume that the fourth moments (or even higher moments) of factors and idiosyncratic errors are bounded such that the least-squares regression, or maximum likelihood estimation can be applied. This assumption is really an idealization of the complex random real world. Heavy-tailed data are often encountered in scientific fields such as financial engineering and biomedical imaging. In finance, Fama [10] discussed the power law behavior of asset returns. Cont [9] provided extensive empirical evidence of heavy-tailedness in financial returns. Jing et al. [16] and Kong et al. [17] even suggested to model the log price dynamics of an asset by pure jump processes without any moment conditions. Thus, it is imperative to develop estimation procedures that are robust to heavy-tailedness for large-dimensional factor models. As an illustration, we check the sensitivity of the PCA (or Least Square Optimization) method to the heavy-tailedness of the factor and idiosyncratic errors with a synthetic data set. We generate the factors and idiosyncratic errors from joint normal, t 3 , t 2 and t 1 distributions that will be described in detail in Section 4. Figure 1 depicts the boxplots of the factor loading and factor score estimation errors based on 1000 replications. We observe in Figure 1 that the PCA results in bigger biases and higher dispersions as the distribution tails become heavier. This is also consistent with the fourth moment condition imposed in existing papers.
In this article, we propose a robust two step (RTS) procedure to estimate the factor loadings, scores and common components without any moment constraint under the framework of elliptical distributions (FED). The FED assumes that the factors and the idiosyncratic errors jointly follow an elliptical distribution, which covers a large class of heavy-tailed distributions such as t-distribution. The FED is drawing growing attention as an important tool to simultaneously simplify the structure and capture the heavy-tailedness of the data. For example, Fan et al. [12] considered large-scale covariance estimation through the FED; and Yu et al. [27] proposed robust estimator of the factor number of a large-dimensional factor model under the FED condition. In the first step, we recover the factor space, spanned by the columns of the factor loadings, by performing PCA to the estimated spatial Kendall's tau matrix rather than the sample covariance matrix. The spatial Kendall's tau matrix shares the same eigenspace with the scatter matrix of the elliptically distributed data vectors and the scatter matrix serves as a measure of the cross-sectional dependence of the data. Since the scatter matrix has nothing to do with the moment of the data, the resulting estimated factor space from RTS is consistent to the true factor space without any moment requirement. In a second step, we estimate the factor score by a cross-sectional least square regression based on the estimated factor loadings in the first step. Due to the polarization of the elliptical distribution, the estimated factor scores are consistent up to some orthogonal transformation without any moment restriction. To the best of our knowledge, this is the first work that can estimate the factor loadings and scores (up to some orthogonal transformations) and common components for heavy-tailed data without any moment requirement on the factors and idiosyncratic errors under the FED condition. Now, let us come back to the example mentioned earlier in Figure 1 , in which we also presented the results using the RTS method. Figure 1 demonstrates that the estimated factor loadings and scores are not much sensitive to the heavy-tailedness of the factors and idiosyncratic errors. All the RTS estimates are substantially more accurate than the PCA estimates for the three t-distribution settings.
We introduce the notations adopted throughout the paper. For any vector µ = (µ 1 , . . . , µ p ) ∈ R p , let
For a real number a, denote [a] as the largest integer smaller than or equal to a. Let I(·) be the indicator function. Let diag(a 1 , . . . , a p ) be a p × p diagonal matrix, whose diagonal entries are a 1 . . . , a p . For a matrix A, let A ij (or A i,j ) be the ij entry of A, A the transpose of A, Tr(A) the trace of A, rank(A) the rank of A and diag(A) a vector composed of the diagonal elements of A. Denote λ j (A) as the j-th largest eigenvalue of a nonnegative definitive matrix A, and let A be the spectral norm of matrix A and A F be the Frobenius norm of A. For two series of random variables, X n and The rest of the paper proceeds as follows. In Section 2, we introduce the setup assumptions and multivariate Kendall's tau matrix. Estimators of the factor loadings, scores and common components are also provided. In Section 3, we establish the consistency including the convergence rate for the estimated factor loadings, scores and common components. Section 4 is devoted to thorough numerical study. A real macroeconomic data analysis is presented in Section 5. We discuss the possible future research directions and conclude the article in Section 6. All detailed proofs of the main theorems and technical lemmas are collected in the Appendix.
Methodology

Elliptical distribution and spatial Kendall's tau matrix
Consider the large-dimensional factor model for a large panel data set {y it } i≤p,t≤n ,
where y t = (y 1t , . . . , y pt ) , f t ∈ R m are the unobserved factors, L = (l 1 , . . . , l p ) is the factor loading matrix, and t = ( 1t , . . . , pt ) represents the idiosyncratic errors. The term C it = l i f t is referred to as the common component of y it . For the large-dimensional approximate factor model introduced in Chamberlain and Rothschild [7] , t is assumed to be cross-sectionally weakly dependent.
As mentioned in the introduction and precisely stated in Assumption A below, we assume that (f t , t ) is a series of temporally independent and identically distributed random vectors generated from an elliptical distribution. For a random vector Z = (Z 1 , . . . , Z p ) following an elliptical distribution, denoted by Z ∼ ED(µ, Σ, ζ), we mean that
where µ ∈ R p , U is a random vector uniformly distributed on the unit sphere S q−1 in R q , ζ ≥ 0 is a scalar random variable independent of U , A ∈ R p×q is a deterministic matrix satisfying AA = Σ with Σ called scatter matrix whose rank is q. Let the scatter matrices of f t and t be Σ f and Σ , respectively. If Σ is sparse, the model (2.1) is indeed an approximate factor model including the strict factor model, in which Σ is diagonal, as a special case. Another equivalent characterization of the elliptical distribution is by its characteristic function, which has the form exp(it u)ψ(t Σt), where ψ(·) is a properly defined characteristic function and i = √ −1. The factor loadings and scores, L and f t , are not separately identifiable as they are unobservable. For an arbitrary m × m invertible matrix H, one can always have L * = LH and f *
For reason of identifiability, we impose the following constraints:
This identification condition is also used in [14] and [27] , and it is not unique and one may refer to [3] for more detailed discussion on identification issues. It is worthy of pointing out that elliptical distributions have some nice properties as Gaussian distributions, e.g., the marginal distributions, conditional distributions and distributions of linear combinations of elliptical vectors are also elliptical. Thus, for the factor model (2.1) under the FED condition, the scatter matrix of y t , Σ y , is composed of a low-rank part LL and a sparse part Σ , i.e, Σ y = LL + Σ . For Gaussian distribution, Σ y is simply the population covariance matrix of y t . For non-Gaussian distributions, especially distributions with infinite variances, the scatter matrix is still a measure of the dispersion of a random vector. So, naturally the eigenspace of the scatter matrix Σ y sheds light into the recovery of the factor space, but this can not be reached by performing PCA to the sample covariance matrix because the covariance is meaningless for pairs of random variables with infinite variances. To tackle with this difficulty, we introduce the population spatial Kendall's tau matrix. Let X ∼ ED(µ, Σ, ζ) and X be an independent copy of X. The population spatial Kendall's tau matrix is defined as
K can be estimated by a second-order U-statistic. Specifically, assume {X 1 , . . . , X n } is a series of n independent data points following the distribution X ∼ ED(µ, Σ, ζ). The sample version spatial Kendal's tau matrix is
The spatial Kendall' tau matrix was first introduced in [8] and has been used for covariance matrix estimation in [25, 12] and principal component estimation in [18, 15] . A critical result is that the spatial Kendall's tau matrix K shares the same ordering of eigenvalues and the same eigenspace as those of the scatter matrix Σ. We cite this result directly without proof in the following Lemma 2.1.
Lemma 2.1. Let X be a continuous elliptically distributed random vector, i.e., X ∼ ED(µ, Σ, ζ) with P(ζ = 0) = 0 and K be the population multivariate Kendall's tau statistic. Further assume that rank(Σ) = q, we have
where g = (g 1 , . . . , g q ) ∼ N (0, I), and in addition K and Σ share the same eigenspace with the same descending order of the eigenvalues.
The proof of Lemma 2.1 can be found in [15] . By Lemma 2.1, estimating the eigenvectors of Σ is equivalent to estimating those of K, and thus K fits the goal of estimating the eigenvectors of Σ.
Robust two-step estimation procedure
In this section, we introduce the innovative two-step estimation procedure for large-dimensional elliptical factor model. In the first step, we propose to estimate L by the eigenvectors of the spatial Kendall's tau matrix. First, we estimate the spatial Kendall's tau matrix of y t by
As the eigenvectors of the spatial Kendall's tau matrix K y is identical to the eigenvectors of the scatter matrix Σ y , thus we estimate the factor Loading matrix L by √ p times the leading m eigenvectors of K y . In detail, let { ξ 1 , . . . , ξ m } be the leading m eigenvectors of K y and let Γ = ( ξ 1 , . . . , ξ m ). We take L = √ p Γ as the estimator of the factor loading matrix L. The number of factors m is relatively small compared with p and n. We first assume that m is known and fixed. If m is unknown, we can estimate m consistently as in [27] .
In a second step, we estimate the factors {f t , t = 1, . . . , n} by regressing y t on L. f t is estimated by the following least square optimization,
3)
. For conventional factor model, when both n and p are large, the factor loadings and the factors can be estimated by PCA, which is equivalent to solving a double least-square regression problem, see [6] or (2.4) in [12] . The two-step estimation procedure is motivated by the idea of the regression formulation.
Theoretical results
In this section, we investigate the theoretical properties of the proposed estimators L and
We need the following technical assumptions.
Assumption A We assume that
where ζ t 's are independent samples of a scalar random variable ζ, and g t 's are independent Gaussian samples from g ∼ N (0, I m+p ). m is fixed and p ≥ n. Further, ζ and g are independent and ζ/ √ p = O p (1) as p → ∞.
Therefore, (f t , t ) are independent samples from ED(0, Σ 0 , ζ) for t = 1, . . . , n where Σ 0 = I m 0 0 Σ , and Σ = AA . To make the model identifiable, we further assume that diag(
Assumption A states that (f t , t ) are i.i.d and follows the elliptical distribution. Assumption B assumes L L/p converges to a positive definite matrix with bounded maximum and minimum eigenvalues. We also require that λ j (V) are distinct to make corresponding eigenvectors identifiable. Assumption C requires that the eigenvalues of the Σ are bounded from below and above, which in essence makes the idiosyncratic errors negligible relative to the common component. In fact, under Assumption B and Assumption C, further with the Weyl's theorem, we have that the eigenvalues of Σ y show the spiked structure which is a common assumption in the large-dimensional factor model literatures, see for example, [6, 2, 1, 11, 13, 24] . In other word, the eigenvalues λ 1 (Σ y ), . . . , λ m (Σ y ) are asymptotically proportional to p while the non-spiked eigenvalues λ j (Σ y ), j > m are bounded.
Let {ξ 1 , . . . , ξ m } be the leading eigenvectors of the scatter matrix Σ y . In the following theorem, we establish a critical result which states that the leading eigenvectors of K y converges to the leading eigenvectors of Σ y with a rate of square-root n in terms of the Frobenius norm.
Theorem 3.1. Let K y be the sample version of the spatial Kendall's tau matrix in (2.2) and Γ = ( ξ 1 , . . . , ξ m ) with the columns being the leading eigenvectors of K y . Under Assumptions A, B, C, we have
where the matrix Γ is composed of the leading eigenvectors of the scatter matrix Σ y , i.e., Γ = (ξ 1 , . . . , ξ m ).
Let Λ = diag λ 1 (Σ y ), . . . , λ m (Σ y ) , with the diagonal elements λ i (Σ y ) being the ith largest eigenvalue of Σ y , then λ i p and
Further by Σ y = LL + Σ , we thus have
Then by Theorem 3.1, we have the following corollary, which establishes that L is a consistent estimator of L up to an invertible matrix H.
Corollary 3.1. Assume that the assumptions in Theorem 3.1 hold, then we have
where H = √ pL ΓΛ −1 .
In the following theorem, we establish the convergence rate of the estimated factor scores f t .
Theorem 3.2. Assume that Assumptions A, B, C hold, then
Theorem 3.2 shows that the convergence rate of f t is O p (1/ √ n). Let F = ( f 1 , . . . , f n ) and F = (f 1 , . . . , f n ) . By the results in Theorem 3.1 and Theorem 3.2, we finally show that the estimated common components are consistent to the true ones.
Theorem 3.3. Assume that Assumptions A, B, C hold, we have that as n, p → ∞,
As far as we know, this is the first time that consistent estimators for the factor loadings, scores and common components are proposed without any moment constraints.
Simulation Study
In this section, we conduct thorough simulation studies to compare the Robust Two-Step (RTS) estimator with the conventional PCA method. We use similar data-generating models as in [1] , [26] and [27] . We generate the data from the following model,
βv lt , t = 1, . . . , n, i = 1, . . . , p, where f t = (f 1t , . . . , f mt ) and v t = (v 1t , . . . , v pt ) are jointly generated from elliptical distributions. We let L ij be independently drawn from the standard normal distribution. The parameter θ controls the SNR (signal to noise ratio), ρ controls the serial correlations of idiosyncratic errors, and β and J control the crosssectional correlations. We point out that although we assume y t 's are temporally independent theoretically in Assumption A, we allow u t to be the serially correlated in the simulation studies. Before we give the data generating scenarios, we first review the multivariate t distribution. The Probability Distribution Function (PDF) of a d-dimensional multivariate t distribution t ν (µ, Σ d×d ) is
, where Γ(·) is the gamma function. In fact, multivariate t distribution with ν = 1 is the multivariate Cauchy distribution that has no finite mean. We also consider the following data generating scenarios in the simulation studies. In Scenario A, the setting perfectly fits to our assumption with no serial correlations of idiosyncratic errors and (f t , v t ) are either from light-tailed Gaussian N (0, I p+m ) or heavy-tailed t ν (0, I p+m ) with ν = 3, 2, 1. Scenario B is a simple case containing both serially and cross-sectionally correlated errors from Gaussian or t distributions. Scenario C corresponds to a case where both serially and cross-sectionally correlated errors, and strong and weak factors exist. To evaluate the empirical performance of different methods, we consider the following indices: the AVerage estimation Error for the Common Components in terms of the matrix Frobenius norm, denoted as AVE-CC; the AVerage estimation Error for the Factor Loading matrices, denoted as AVE-FL; and the AVerage estimation Error for the Factor Scroe matrices, denoted as AVE-FS. Specifically,
where R is the replication times, L r and F r are the estimators for the rth replication, and for two orthogonal matrices O 1 and O 2 of sizes p × q 1 and p × q 2 , In fact, D(O 1 , O 2 ) measures the distance between the column spaces of O 1 and O 2 , and it is a quantity between 0 and 1. It is equal to 0 if the column spaces of O 1 and O 2 are the same and 1 if they are orthogonal. As the factor loading matrix and factor score matrix are not separately identifiable, D(·, ·) particularly suits to quantify the accuracy of factor loading/score matrices estimation.
The simulation results for Scenario A, Scenario B and Scenario C are reported in Table 1, Table 2 and  Table 3 , respectively. For Scenario A, from Table 1 , we can see that in Gaussian setting, PCA performs slightly better than the RTS in terms of AVE CC, AVE FL and AVE FS while the performances are still comparable. In the heavy-tailed t 3 and t 2 settings, the RTS outperforms the PCA, in terms of AVE CC, AVE FL and AVE FS, which indicates the robustness of the RTS procedure. Besides, as the time dimension n gets larger, the RTS performs better. For Scenario B, from Table 2 , we can draw similar conclusions as for Scenario A. The results show that the proposed RTS procedure is also robust to the heavy tails in the case where both serial and cross-sectional correlations exist. For Scenario C, from Table 3 , we see that RTS still performs well when both strong and weak factors exist. It performs comparably with PCA for data from N (0, D) while performs much better than PCA for heavy-tailed data from t 3 (0, D) distribution. In addition, the performances of both the RTS and PCA methods become better as the time dimension n gets larger (from 100 to 150). In a word, from the simulation study, the proposed RTS procedure can be used as a safe replacement of the conventional PCA method in practice.
Real data analysis
In this section we apply the robust two-stage estimation procedure to a well-known real data set FRED-MD initially collected and introduced in [19] . The data set was also studied in [26, 27] and can be freely downloaded from the website http://research.stlouisfed.org/econ/mccracken/fred-md/. In this example, we use monthly series data of 128 macroeconomic variables with 724 observations from 1959-01 to 2019-04. The downloaded raw data are non-stationary and there also exists missing values. The website also provides MATLAB code of preprocessing procedure. Thus, we first transform the series data to stationary form with the provided MATLAB codes, after which two observations vanish due to the difference operators and finally a 722 × 128 panel remains. Figure 2 shows the histogram of the sample kurtosis (722 observations) for 128 macroeconomic variables. Over one third of the macroeconomic variables' sample kurtosis is larger than the theoretical kurtosis of t 5 distribution (the vertical red line in Figure 2 ). Thus it is more reasonable to model the macroeconomic variables by an elliptical factor model which takes the heavy-tailedness of the data into consideration. Although the website provides code for dealing with outliers, we skip this as the outliers are reasonable and inevitable if the real data are indeed from heavy-tailed distributions. For the missing values, we simply replace them with sample mean of non-missing observations for the variables. For the real data example, we first need to determine the factor number. There are plentiful literatures on this topic, such as [6, 21, 1, 26, 27] and so on. As far as we know, only Yu et al. [27] takes the heavytailedness of data into consideration in determining the number of factors by adopting the FED. The number of factors estimated by "ER" [1] ,"GR" [1] , "TCR" [26] , "MKER" [27] , "MKTCR" [27] are respectively 2, 2, 1, 5 and 4. By the discussion in [27] , strong or weak factors may exist and we take m = 4. We then use the RTS method to estimate the factor loading matrix. To simplify the interpretation of the factors, we adopt the orthogonal rotation method by R function varimax which minimizes the number of variables that have high loadings on each factor. Figure 3 , we can see that the first factor relies almost only on the variable "HWI", which is an abbreviation for "Help-Wanted Index for United States" and belongs to the labor market group. The second factor relies almost only on the variable "VXOCLSx", which is a variable related to the stock market. The third factor relies on the variables ""T5YFFM"" ( 1-Year Treasury C Minus FEDFUNDS), "T5YFFM" ( 5-Year Treasury C Minus FEDFUNDS), "T10YFFM" ( 10-Year Treasury C Minus FEDFUNDS), "AAAFFM" (Moodys Aaa Corporate Bond Minus FEDFUNDS) and "BAAFFM" ( Moodys Baa Corporate Bond Minus FEDFUNDS) and all these variables are related to interest and exchange rates. The fourth factor relies almost only on "UMCSENTx" (Consumer Sentiment Index). Thus we conclude that the macroeconomic situation are mainly driven by four latent factors, which we summarize as "help-wanted factor", "stock market factor", "interest and exchange rates factor" and "consumer sentiment factor". As a contrast, we also perform a factor analysis with the PCA method. The results are displayed in Figure 4 . We see that the first factor mainly relies on the variable "HWI", the same as the RTS method. This indicates that the variables related to labor markets is a dominant factor to the macroeconomic circumstances. The second factor is quite different from that by the RTS method. It relies on "CES0600000007" (Avg Weekly Hours : Goods-Producing), and " AWHMAN" (Avg Weekly Hours : Manufacturing) that also belongs to the labor market group. This is intuitively counterfactual since factors after appropriate rotational transformations are more or less uncorrelated. The third and fourth factors are so week that we can hardly draw any useful conclusions.
In a word, in the real data analysis, it is critical that the heavy-tailness of data should be taken into consideration such that reasonable conclusions can be drawn. We recommend to use the RTS method in real application as a safe alternative of the PCA method.
Discussion
We proposed a robust two-step estimation procedure for large-dimensional elliptical factor model. In the first step, we estimate the factor loadings by the leading eigenvectors of the spatial Kendall's tau matrix. In the second step, we resort to Ordinary Least Squares (OLS) regression to estimate the factor scores. We prove the consistency of the proposed estimators for factor loadings, scores and common components. Numerical studies show that the proposed procedure works comparably with the conventional PCA method when data are from Gaussian distribution while performs much better when data are heavy-tailed, which indicates that the proposed RTS procedure can be used as a safe replacement of the conventional PCA method.
In the future, we aim to propose a robust procedure for more general heavy-tailed data without the constraint of elliptical distribution. In fact, the elliptical assumption exerts a shape constraint on the distribution of the factors and the idiosyncratic errors, which may also constrain the real application. For more general case, we may in the first step start from an initial estimator of the factor loading matrix (e.g., the estimator from PCA or RTS) and then adopt the OLS regression in the second step to obtain the estimators of factor scores. We then perform the two-stage procedure iteratively until converged estimators are obtained. The theoretical analysis is more challenging and we leave this as a future work.
By Lemma 2.1, we know that Σ y and K y share the same eigenvectors (see also from [15] ). Then by the Lemma A.2, we have
Hence, by Davis-Kahan's sin θ theorem, for j ≤ m, it holds that sin ∠( ξ j , ξ j ) ≤ O p (1/ √ n), where ξ j and ξ j are j-th eigenvectors of K y and K y , respectively. Further by 1 − √ 1 − v 2 ≤ |v| for |v| ≤ 1, there exists a ∈ {1, −1} such that ξ j − aξ j 2 = O p (n −1 ).
We can modify the column signs of Γ to make a always equal to 1, which concludes the theorem.
Proof of Theorem 3.2
Proof. By Assumption A, we have
We divide g t into two parts as g t = (g 1t , . . . , g m+p,t ) = (g 1t , g 2t ), where g 1t is m-dimensional, thus f t = ζ t g 1t / g t and t = ζ t Ag 2t / g t . Recall that f t is estimated by OLS, we have
then we further have
In the following, we deal with the items I 1 , I 2 and I 3 in (A.1) respectively to finally conclude the theorem. Firstly, for the first term I 1 , we have
By simple calculations, we get that
For the term L ΓΛ −2 Γ Σ L, we have that By symmetric property, we further have that
Thus, for the first term I 1 in (A.1), we conclude that
For the second term I 2 in (A.1), we first have
and f t is O p (1) similarly as in I 1 , thus we have
For the third term I 3 in (A.1), firstly we have
By Lemma A.1, we have,
Finally, combining the results for the items I 1 , I 2 and I 3 leads to
which concludes the theorem.
Proof of Theorem 3.3
Proof. By Theorem 3.1 and Theorem 3.2, we already have
Hence, by triangular inequality, we have
