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В статье продолжается исследование, начатое в [17, 18]. Для зада-
чи возможностно-вероятностного программирования специфицируется
метод ее решения, основанный на стохастическом квазиградиенте.
Research started in [17, 18] continues in the article. Solutions method
for probablistic-possibilistic programming task based on stochastic quasi-
gradient is speciﬁed.
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Введение
В предлагаемой заметке, руководствуясь результатами, полученными в [17, 18],
для задачи максимизации возможности достижения нечеткой случайно цели стро-
ится ее эквивалентный аналог в том случае, когда параметры модели содержат в
себе элементы неопределенности возможностного и случайного типов в предполо-
жении, что распределения возможностей полностью известны, а случайные фак-
торы задаются только своими реализациями. Для построенного эквивалентного
детерминированного аналога задачи разрабатывается стохастический квазигради-
ентный метод его решения. Для моделирования комбинированного вида неопреде-
ленности используется нечеткая случайная величина, имеющая сдвиг-масштабное
представление.
1. Базовые понятия
Пусть Г есть обычное (четкое) множество элементов, обозначаемых далее через
γ ∈ Γ, P (Γ) — множество всех подмножеств Г.
Определение 1. Мерой возможности называется функция множества
pi : P (Γ)→ [0, 1],
обладающая свойствами
1)pi{∅} = 0, pi{Γ} = 1,
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2)pi{
⋃
i∈I
Ai} = sup
i∈I
pi{Ai},
для любого индексного множества I и множеств Ai ∈ P (Γ).
Определение 2. Возможностной величиной называется отображение Z : Γ →
E1, значения которого характеризуются функцией µZ : E
1 → [0, 1], называемой
распределением возможностей величины Z:
µZ(z) = pi{γ ∈ Γ|Z(γ) = z}, ∀z ∈ E1.
µZ(z) есть «возможность того, что величина Z может принять значение z». Здесь и
далее E1, En обозначают Евклидовы пространства соответствующей размерности.
Определение 3. Действительное число m называется модальным значением воз-
можностной величины Z, если µZ(m) = 1.
Определение 4. Носителем возможностной величины Z называется множество
supp(Z) = {z ∈ E1|µZ(z) > 0}.
Определение 5. Множеством α−уровня возможностной величины Z называется
множество
Zα = [Z
−
α , Z
+
α ] = {z ∈ E1|µZ(z) ≥ α}, α ∈ (0, 1].
Определение 6. Возможностная величина Z называется нечетко выпуклой, если
ее функция распределения является квазивогнутой:
µZ(λz1 + (1− λ)z2) ≥ min{µZ(z1), µZ(z2)}
∀z1, z2 ∈ E1, ∀λ ∈ [0, 1].
Пусть Z1, . . . , Zn — возможностные величины. Функция распределения сово-
купности возможностных величин определяется следующим образом:
µZ1,...,Zn(z1, . . . , zn) = pi{γ ∈ Γ|Z1(γ) = z1, . . . , Zn(γ) = zn}, (z1, . . . , zn) ∈ En.
Определение 7. Возможностные величины Z1, . . . , Zn называются минисвязан-
ными, если для любого подмножества {i1, . . . , ik} множества {1, . . . , n}
µZi1 ,...,Zik (zi1 , . . . , zik) = min{µZi1 (z1), . . . , µZik (zk)}, ∀(zi1 , . . . , zik) ∈ Ek.
Здесь µZis есть одномерные функции распределения возможности.
Пусть F(E1) — множество всех нечетких величин, чьи функции распределения
удовлетворяют условиям квазивогнутости и полунепрерывности сверху.
Если f ∈ F(E1), то ∀α ∈ (0, 1] fα = [f−α , f+α ] — замкнутый интервал E1.
Впервые определение нечеткой случайной величины было дано в работах [14,
15, 16]. Дадим определение, следуя [3].
Пусть (Ω,A, P ) — вероятностное пространство .
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Определение 8. Отображение a˜ : Ω → F(E1) называется нечеткой случайной
величиной, определенной на (Ω,A), если для любого α ∈ (0, 1], a˜α(ω) = {x|x ∈
R, a˜(ω)(x) ≥ α} = [a−α (ω), a+α (ω)]— случайный интервал, а именно, a−α (ω) и a+α (ω)—
две случайные величины, определенные на (Ω,A, P ). Обозначим множество нечет-
ких случайных величин через FR(Ω).
Приведем также еще одно определение, которое и будет использовано в даль-
нейшем [13].
Определение 9. Нечеткая случайная величина a˜ есть вещественная функция
a˜ : Ω × Γ → E1, такая, что при любом фиксированном γ ∈ Γ, величина aγ(ω)
является случайной величиной, определенной на (Ω,A, P ).
Распределение нечеткой случайной величины можно рассматривать также, как
и в случае нечеткой переменной, т.е. следующим образом:
µa˜(x, ω) = pi{γ ∈ Γ| a˜(ω, γ) = x}, ∀x ∈ E1.
Определение 10. α−уровневым множеством нечеткой случайной величины на-
зывается множество aα(ω) = {t ∈ E1 |µa˜(ω,γ)(t) ≥ α}, 0 < α ≤ 1.
2. Постановка задачи и метод ее решения
В работе рассматривается задача максимизации возможности достижения не-
четкой случайной цели:
pi{Ef0(x, ω, γ) = 0} → sup
x∈X
. (1)
Здесь f0(x, ω, γ) есть возможностно-случайная функция,
f0(·, ·, ·) : X × Ω× Γ→ E1.
При фиксированном x f0(x, ω, γ) ∈ FR(Ω), а F0(x, γ) = Ef0(x, ω, γ) — математиче-
ское ожидание f0(x, ω, γ). Методы решения задачи существенным образом зависят
от вида функции f0(x, ω, γ).
Методы решения задачи (1) основаны на построении эквивалентных аналогов.
Эти методы классифицируются как непрямые.
Рассмотрим несколько случаев представления функции f0(x, ω, γ).
2.1 Первый случай
Пусть f0(x, ω, γ) = g0(x, ω) − b0(γ), где g0(·, ·) : X × Ω → E1, b0(γ) — возмож-
ностная переменная. b0(γ) задана своей функцией распределения, а случайный
параметр известен только своими реализациями. Пользуясь определением функ-
ции распределения, получаем:
pi{Ef0(x, ω, γ) = 0} = pi{Eg0(x, ω) = b0(γ)} = µb0(γ)(Eg0(x, ω))→ sup
x∈X
.
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В случае, когда µb0(γ) является неубывающей функцией, мы можем перейти к
задаче стохастического программирования:
E(g0(x, ω))→ sup
x∈X
.
Данная задача является классической задачей стохастического программиро-
вания. Прямые методы ее решения разработаны в [6] для случая, когда случайный
параметр задан своими реализациями.
2.2 Второй случай
Теорема 1. Пусть в задаче (1) f0(x, ω, γ) = g0(x, ω, p1(γ), . . . , pl(γ)) − b0(γ), где
возможностные переменные p1(γ), . . . , pl(γ), b0(γ) являются минисвязанными. То-
гда задача (1) эквивалентна задаче
x0 → sup,


x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
x0 ≤ µb0(γ)(t),
Eg0(x, ω, ν1, . . . , νl) = t,
(x0, x, ν, t) ∈ [0, 1]×X × El+1.
(2)
Доказательство. Из определения распределения возможностей и вида функции
f0(x, ω, γ) следует, что целевая функция задачи (1) может быть записана в виде:
pi{Ef0(x, ω, γ) = 0} = pi{Eg0(x, ω, p1(γ), . . . , pl(γ)) = Eb0(γ)} =
= pi{
⋃
(ν1,...,νl,t):Eg0(x,ω,ν1,...,νl)=t
{γ ∈ Γ : p1(γ) = ν1; . . . ; pl(γ) = νl; b0(γ) = t}} =
Далее на основании свойств меры pi имеем:
= sup
(ν1,...,νl,t):Eg0(x,ω,ν1,...,νl)=t
pi{γ ∈ Γ : p1(γ) = ν1; . . . ; pl(γ) = νl; b0(γ) = t} =
Поскольку возможностные переменные являются минисвязанными, то верно
преобразование
= sup
(ν1,...,νl,t):Eg0(x,ω,ν1,...,νl)=t
min{µp1(γ)(ν1); . . . ;µpl(γ)(νl);µb0(γ)(t)} → sup
x∈X
.
Путем введения дополнительной переменной x0 ∈ [0; 1] последняя задача мо-
жет быть заменена эквивалентной задачей, содержащейся в утверждении теоремы.
Теорема доказана.
Замечание 1. При условии зависимости возможностных переменных p1(γ), . . . ,
pl(γ), но при условии сохранения независимости их от b0(γ)формула (2) принимает
вид
x0 → sup,
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

x0 ≤ µp1(γ),...,pl(γ)(ν1, . . . , νl),
x0 ≤ µb0(γ)(t),
Eg0(x, ω, ν1, . . . , νl) = t,
(x0, x, ν, t) ∈ [0, 1]×X × El+1.
Здесь µp1(γ),...,pl(γ)(ν1, . . . , νl) есть l-мерная функция распределения совокупности
возможностных переменных p1(γ), . . . , pl(γ).
Теорема 2. (Линейный случай) Пусть в задаче (1)
f0(x, ω, γ) =

 l∑
j=1
a0j(γ)xj

 k(ω)− b0(γ),
возможностные переменные a0j , . . . , a0l и b0(γ) являются минисвязанными. То-
гда задача (1) эквивалентна задаче
x0 → sup,

x0 ≤ µa0j(γ)(νj), j = 1, . . . , l,
x0 ≤ µb0(γ)(t),
Ek(ω)
l∑
j=1
νjxj = t,
(x0, x, ν, t) ∈ [0, 1]×X × El+1.
2.3 Третий случай
Теорема 3. Пусть в задаче (1)
f0(x, ω, γ) = g0(x, ω, p1(γ), . . . , pl(γ))− b0(ω, q1(γ), . . . , qm(γ)),
где возможностные переменные p1(γ), . . . , pl(γ) и q1(γ), . . . , qm(γ) являются ми-
нисвязанными. Тогда задача (1) эквивалентна задаче
x0 → sup,


x0 ≤ µpi(γ)(νi); i = 1, . . . , l,
x0 ≤ µqj(γ)(ψj); j = 1, . . . ,m,
Eg0(x, ω, ν1, . . . , νl) = Eb0(ω, ψ1, . . . , ψm),
(x0, x, ν, ψ) ∈ [0, 1]×X × El+m.
(3)
Доказательство. Из определения распределения возможностей и функции f0(x,
ω, γ) следует, что целевая функция задачи (1) может быть записана в виде
pi{Ef0(x, ω, γ) = 0} = pi{Eg0(x, ω, p1(γ), . . . , pl(γ)) =
= Eb0(ω, q1(γ), . . . , qm(γ))} =
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= pi{
⋃
(ν1,...,νl,ψ1,...,ψm):Eg0(x,ω,ν1,...,νl)=Eb0(ω,ψ1,...,ψm)
{γ ∈ Γ : p1(γ) = ν1; . . . ; pl(γ) = νl;
q1(γ) = ψ1; . . . ; qm(γ) = ψm}} =
Далее на основании свойств меры pi имеем:
= sup
(ν1,...,νl,ψ1,...,ψm):Eg0(x,ω,ν1,...,νl)=Eb0(ω,ψ1,...,ψm)
pi{γ ∈ Γ : p1(γ) = ν1; . . . ; pl(γ) = νl;
q1(γ) = ψ1; . . . ; qm(γ) = ψm} =
Так как возможностные переменные являются минисвязанными, то
= sup
(ν1,...,νl,ψ1,...,ψm):Eg0(x,ω,ν1,...,νl)=Eb0(ω,ψ1,...,ψm)
min
i=1,...,l;j=1,...,m
{µpi(γ)(νi), µqj(γ)(ψj)}
→ sup
x∈X
.
Путем введения дополнительной переменной x0 ∈ [0, 1] последняя задача мо-
жет быть заменена эквивалентной задачей, содержащейся в утверждении теоремы.
Теорема доказана.
Замечание 2. При условии зависимости возможностных переменных p1(γ), . . . ,
pl(γ) и q1(γ), . . . , qm(γ) задача примет вид
x0 → sup,

x0 ≤ µp1(γ),...,pl(γ)(ν1, . . . , νl),
x0 ≤ µq1(γ),...,qm(γ)(ψ1, . . . , ψm),
Eg0(x, ω, ν1, . . . , νl) = Eb0(ω, ψ1, . . . , ψm),
(x0, x, ν, ψ) ∈ [0, 1]×X × El+m.
Здесь µp1(γ),...,pl(γ)(ν1, . . . , νl) и µq1(γ),...,qm(γ)(ψ1, . . . , ψm) есть l-мерная и m-мерная
функции распределения совокупности возможностных переменных p1(γ), . . . , pl(γ)
и q1(γ), . . . , qm(γ).
Теорема 4. (Линейный случай) Пусть в задаче (1)
f0(x, ω, γ) =

 l∑
j=1
a0j(γ)xj

 k(ω)− b0(γ)c0(ω),
возможностные переменные a0j , . . . , a0l и b0(γ) являются минисвязанными. То-
гда задача (1) эквивалентна задаче
x0 → sup,

x0 ≤ µa0j(γ)(νj), j = 1, . . . , l,
x0 ≤ µb0(γ)(t),
Ek(ω)
l∑
j=1
νjxj = Ec0(ω)t,
(x0, x, ν, t) ∈ [0, 1]×X × El+1.
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2.4 Четвертый случай
Теорема 5. Пусть в задаче (1) f0(x, ω, γ) = g0(x, ω) − b0(x, p1(γ), . . . , pl(γ)), где
возможностные переменные p1(γ), . . . , pl(γ) являются минисвязанными. Тогда
задача (1) эквивалентна задаче
x0 → sup,


x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
Eg0(x, ω) = b0(x, ν1, . . . , νl),
(x0, x, ν) ∈ [0, 1]×X × El.
(4)
Доказательство. Из определения распределения возможностей и вида функции
f0(x, ω, γ) следует, что целевая функция задачи (1) может быть записана в виде:
pi{Ef0(x, ω, γ) = 0} = pi{Eg0(x, ω) = b0(x, p1(γ), . . . , pl(γ))} =
= pi{
⋃
(ν1,...,νl):Eg0(x,ω)=b0(x,ν1,...,νl)
{γ ∈ Γ : p1(γ) = ν1; . . . ; pl(γ) = νl}} =
Далее на основании свойств метрики pi имеем:
= sup
(ν1,...,νl):Eg0(x,ω)=b0(x,ν1,...,νl)
pi{γ ∈ Γ : p1(γ) = ν1; . . . ; pl(γ) = νl} =
Поскольку возможностные переменные являются минисвязанными, то верно
преобразование:
= sup
(ν1,...,νl):Eg0(x,ω)=b0(x,ν1,...,νl)
min{µp1(γ)(ν1); . . . ;µpl(γ)(νl)} → sup
x∈X
.
Путем введения дополнительной переменной x0 ∈ [0; 1] последняя задача мо-
жет быть заменена эквивалентной задачей, содержащейся в утверждении теоремы.
Теорема доказана.
Замечание 3. При условии зависимости возможностных переменных p1(γ), . . . ,
pl(γ), задача (4) принимает вид
x0 → sup,

x0 ≤ µp1(γ),...,pl(γ)(ν1, . . . , νl),
Eg0(x, ω) = b0(x, ν1, . . . , νl),
(x0, x, ν) ∈ [0, 1]×X × El.
Здесь µp1(γ),...,pl(γ)(ν1, . . . , νl) есть l-мерная функция распределения совокупности
возможностных переменных p1(γ), . . . , pl(γ).
Теорема 6. (Линейный случай) Пусть в задаче (1)
f0(x, ω) = g0(x, ω)−
l∑
j=1
a0j(γ)xj ,
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возможностные переменные a0j , . . . , a0l являются минисвязанными. Тогда зада-
ча (1) эквивалентна задаче
x0 → sup,

x0 ≤ µa0j(γ)(νj), j = 1, . . . , l,
Eg0(x, ω) =
l∑
j=1
νjxj ,
(x0, x, ν) ∈ [0, 1]×X × El.
3. Возможностно-вероятностные ограничения
В предыдущем разделе мы получили метод решения задачи максимизации воз-
можности достижения нечеткой случайной цели. В этом разделе мы исследуем
множество случайных ограничений по возможности:
{
pi{Efk(x, ω, γ) = 0} ≥ αk, k = 1, . . . ,m,
x ∈ X, (5)
где αk ∈ (0, 1] — заданные уровни возможности. Так же, как и выше, рассмотри
несколько представлений функций fk(x, ω, γ) и построим эквивалентную детерми-
нированную систему ограничений.
3.1 Первый случай
Рассмотрим случай, когда fk(x, ω, γ) = gk(x, ω) − bk(γ), где gk(·, ·) : X × Ω →
El, bk(γ) — возможностная переменная. bk(γ) задана своей функцией распределе-
ния, а случайный параметр известен только своими реализациями.
Основываясь на формуле преобразования нечетких величин, проводим преоб-
разование аналитического выражения распределения возможностей.
pi{Efk(x, ω, γ) = 0} = pi{Egk(x, ω) = bk(γ)} = µbk(γ)(Egk(x, ω)) ≥ αk.
Далее по аналогии с [12] при условии квазивогнутости и полунепрерывности
сверху на El для µbk(γ) получаем, что ∃νk ∈ ωαk(bk(γ)) такие, что Egk(x, ω) = νk,
где ωαk(bk(γ)) — уровневые множества для возможностных переменных bk(γ).
Таким образом, эквивалентная система ограничений имеет вид:

∃νk ∈ ωαk(bk(γ)),
Egk(x, ω) = νk,
x ∈ X, k = 1, . . . ,m.
3.2 Второй случай
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Теорема 7. Пусть в ограничениях (5) fk(x, ω, γ) = gk(x, ω, pk1(γ), . . . , p
k
l (γ)) −
bk(γ), где возможностные переменные p
k
1(γ), . . . , p
k
l (γ), bk(γ) являются минисвя-
занными, квазивогнутыми и полунепрерывными сверху. Тогда система (5) экви-
валентна системе:


∃ν¯ki ∈ ωαk(pki (γ)),
∃t¯k ∈ ωαk(bk(γ)),
Egk(x, ω, ν¯
k
1 , . . . , ν¯
k
l ) = t¯
k,
x ∈ X, k = 1, . . . ,m; i = 1, . . . , l,
где ωαk(p
k
i (γ)), ωαk(bk(γ)) — уровневые множества для переменных p
k
i (γ), bk(γ).
Доказательство. Из определения распределения возможностей и вида функции
fk(x, ω, γ) следует, что функции системы (5) могут быть записаны в виде
pi{Efk(x, ω, γ) = 0} = pi{Egk(x, ω, pk1(γ), . . . , pkl (γ)) = bk(γ)} =
= pi{
⋃
(νk1 ,...,ν
k
l
,tk):Egk(x,ω,νk1 ,...,ν
k
l
)=tk
{γ ∈ Γ : pk1(γ) = νk1 ; . . . ; pkl (γ) = νl; bk(γ) = tk}}
Далее на основании свойств метрики pi имеем:
= sup
(νk1 ,...,ν
k
l
,tk):Egk(x,ω,νk1 ,...,ν
k
l
)=tk
pi{γ ∈ Γ : pk1(γ) = νk1 ; . . . ; pkl (γ) = νkl ; bk(γ) = tk} =
Поскольку возможностные переменные являются минисвязанными, то верно
преобразование:
= sup
(νk1 ,...,ν
k
l
):Egk(x,ω,νk1 ,...,ν
k
l
)=tk
min{µpk1(γ)(ν
k
1 ); . . . ;µpk
l
(γ)(ν
k
l );µbk(γ)(t
k)} ≥ αk
При допущении, что µpk1 (γ)(ν
k
1 ), . . . , µpk
l
(γ)(ν
k
l ), µbk(γ)(t
k) квазивогнуты и полу-
непрерывны сверху, существуют t¯k ∈ ωαk(bk(γ)), на которых достигается супремум
левой части k−го неравенства. Поэтому
sup
(νk1 ,...,ν
k
l
):Egk(x,ω,νk1 ,...,ν
k
l
)=t¯k
min
i
{µpk
i
(γ)(ν
k
i )} ∧ µbk(γ)(t¯k) ≥ αk.
Из этих же соображений ∃ν¯ki ∈ ωαk(pki (γ)), такие, что Egk(x, ω, ν¯k1 , . . . , ν¯kl ) = t¯k.
Теорема доказана.
3.3 Третий случай
Теорема 8. Пусть в системе (5)
fk(x, ω, γ) = gk(x, ω, p
k
1(γ), . . . , p
k
l (γ))− bk(ω, qk1 (γ), . . . , qkm(γ)),
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где возможностные переменные pk1(γ), . . . , p
k
l (γ) и q
k
1 (γ), . . . , q
k
m(γ) являются ми-
нисвязанными, квазивогнутыми и полунепрерывными сверху. Тогда система (5)
эквивалентна следующей системе

∃ν¯ki ∈ ωαk(pki (γ)),
∃ψ¯kj ∈ ωαk(qkj (γ)),
Egk(x, ω, ν¯
k
1 , . . . , ν¯
k
l ) = Ebk(ω, ψ¯
k
1 , . . . , ψ¯
k
m),
x ∈ X, k = 1, . . . , h; i = 1, . . . , l; j = 1, . . . ,m,
где ωαk(p
k
i (γ)), ωαk(q
k
j (γ)) — уровневые множества для переменных p
k
i (γ), q
k
j (γ).
Доказательство. Из определения распределения возможностей и функции fk(x,
ω, γ) следует, что функции системы (5) могут быть записаны в виде
pi{Efk(x, ω, γ) = 0} = pi{Egk(x, ω, pk1(γ), . . . , pkl (γ)) =
= Ebk(ω, q
k
1 (γ), . . . , q
k
m(γ))} =
= pi{
⋃
(νk1 ,...,ν
k
l
,ψk1 ,...,ψ
k
m):Egk(x,ω,ν
k
1 ,...,ν
k
l
)=Ebk(ω,ψk1 ,...,ψ
k
m)
{γ ∈ Γ : pk1(γ) = νk1 ; . . . ;
pkl (γ) = ν
k
l ; q
k
1 (γ) = ψ
k
1 ; . . . ; q
k
m(γ) = ψ
k
m}} =
Далее на основании свойств меры pi имеем:
= sup
(νk1 ,...,ν
k
l
,ψk1 ,...,ψ
k
m):Egk(x,ω,ν
k
1 ,...,ν
k
l
)=Ebk(ω,ψk1 ,...,ψ
k
m)
pi{γ ∈ Γ : pk1(γ) = νk1 ; . . . ;
pkl (γ) = ν
k
l ; q
k
1 (γ) = ψ
k
1 ; . . . ; q
k
m(γ) = ψ
k
m} =
Так как возможностные переменные являются минисвязанными, то
= sup
(νk1 ,...,ν
k
l
,ψk1 ,...,ψ
k
m):Egk(x,ω,ν
k
1 ,...,ν
k
l
)=Ebk(ω,ψ
k
1 ,...,ψ
k
m)
min
i=1,...,l;j=1,...,m
{µpk
i
(γ)(ν
k
i ), µqk
j
(γ)(ψ
k
j )}
≥ αk
При допущении, что µpk
i
(γ)(ν
k
i ), µqkj (γ)(ψ
k) квазивогнуты и полунепрерывны свер-
ху, то существуют ψ¯kj ∈ ωαk(qkj (γ)), на которых достигается супремум левой части
k−го неравенства
sup
(νk1 ,...,ν
k
l
,ψ¯k1 ,...,ψ¯
k
m):Egk(x,ω,ν
k
1 ,...,ν
k
l
)=Ebk(ω,ψ¯
k
1 ,...,ψ¯
k
m)
min
i=1,...,l
{µpk
i
(γ)(ν
k
i )} ∧ min
j=1,...,m
{µqk
j
(γ)(ψ¯
k
j )}
≥ αk
Из этих же соображений ∃ν¯ki ∈ ωαk(pki (γ)) такие, что Egk(x, ω, ν¯k1 , . . . , ν¯kl ) =
Ebk(ω, ψ¯
k
1 , . . . , ψ¯
k
m).
Теорема доказана.
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3.4 Четвертый случай
Теорема 9. Пусть в ограничениях (1) fk(x, ω, γ) = gk(x, ω)−bk(x, pk1(γ), . . . , pkl (γ)),
где возможностные переменные pk1(γ), . . . , p
k
l (γ) являются минисвязанными, ква-
зивогнутыми и полунепрерывными сверху. Тогда система (5) эквивалентна си-
стеме: 

∃ν¯ki ∈ ωαk(pki (γ)),
Egk(x, ω) = bk(x, ν¯
k
1 , . . . , ν¯
k
l ),
x ∈ X, k = 1, . . . ,m; i = 1, . . . , l,
где ωαk(p
k
i (γ)) — уровневые множества для переменных p
k
i (γ).
Доказательство. Из определения распределения возможностей и вида функции
fk(x, ω, γ) следует, что функции системы (5) могут быть записаны в форме
pi{Efk(x, ω, γ) = 0} = pi{Egk(x, ω) = bk(x, pk1(γ), . . . , pkl (γ))} =
= pi{
⋃
(νk1 ,...,ν
k
l
):Egk(x,ω)=bk(x,νk1 ,...,ν
k
l
)
{γ ∈ Γ : pk1(γ) = νk1 ; . . . ; pkl (γ) = νl}}
Далее на основании свойств метрики pi имеем
= sup
(νk1 ,...,ν
k
l
):Egk(x,ω)=bk(x,νk1 ,...,ν
k
l
)
pi{γ ∈ Γ : pk1(γ) = νk1 ; . . . ; pkl (γ)} =
Поскольку возможностные переменные являются минисвязанными, то верно
преобразование
= sup
(νk1 ,...,ν
k
l
):Egk(x,ω)=bk(x,νk1 ,...,ν
k
l
)
min{µpk1(γ)(ν
k
1 ); . . . ;µpk
l
(γ)(ν
k
l )} ≥ αk
При допущении, что µpk1 (γ)(ν
k
1 ), . . . , µpk
l
(γ)(ν
k
l ) квазивогнуты и полунепрерывны
сверху, существуют ν¯ki ∈ ωαk(pki (γ)), на которых достигается супремум левой части
k−го неравенства. Поэтому
Egk(x, ω) = b
k(x, ν¯k1 , . . . , ν¯
k
l ).
Теорема доказана.
4. Прямой метод
Рассмотрим эквивалентный аналог задачи максимизации возможности дости-
жения нечеткой случайной цели
4.1 Первый случай
В первом случае получена классическая задача стохастического программиро-
вания. Для нее разработаны и широко известны методы решения [6].
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4.2 Второй случай
x0 → sup,

x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
x0 ≤ µb0(γ)(t),
Eg0(x, ω, ν1, . . . , νl) = t,
x0, x, ν, t ∈ [0, 1]×X × El+1.
(6)
Путем введения дополнительной переменной приводим ограничение в виде ра-
венства к неравенству
x0 → sup,

x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
x0 ≤ µb0(γ)(t),
Eg0(x, ω, ν1, . . . , νl)− t− τ ≤ 0,
x0, x, ν, t, τ ∈ [0, 1]×X × El+2.
(7)
Применяя стохастический метод сокращения невязок [6], получаем обобщение
на задачу с ограничениями.
Положим
φ(x0, x, ν, t, τ, u, ω) =
= x0 +
l∑
i=1
uiµpi(γ)(νi) + ul+1µb0(γ)(t) + ul+2(g0(x, ω, ν1, . . . , νl)− t− τ),
Φ(x0, x, ν, t, τ, u) = Eφ(x0, x, ν, t, τ, u, ω).
Тогда итерационная последовательность определяется следующим образом:
xs+10 =
= pX

xs0 + ρsβs
n∑
j=1
φ(xs0 +∆s, x, ν, t, τ, u
s, ωsj)− φ(xs0, x, ν, t, τ, us, ωs0)
∆s
ej

 ,
us+1 = pU (u
s + ρsµsf(x
s
0, x, ν, t, τ, ω
s0)),
где f(x, ν, t, τ, ω) = (µp1(γ)(ν1), . . . , µpl(γ)(νl), µb0(γ)(t), g0(x, ω, ν1, . . . , νl) − t − τ), ej
— орт j-й оси; ω0k, ω1k, . . . , ωsk, . . . , k = 0, 1, . . . , n,— независимые серии наблюде-
ний над ω; ρs— длина шага спуска; ∆s— величина смещения (пробного шага) по
осям координат, βs — нормирующий множитель, pX— оператор проектирования на
множество X, pU — оператор проектирования на некоторое выпуклое и замкну-
тое множество U , содержащее компоненты u∗ седловых точек (x∗, u∗) функции
Лагранжа φ(x0, x, ν, t, τ, u, ω).
При этом легко показать, что для сходимости описанного метода необходимо
сохранить следующие условия, описанные в [6]: βs ≥ 0,
∞∑
s=0
βs = ∞,
∞∑
s=0
(βs|∆s| +
β2s ) <∞.
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4.3 Третий случай
x0 → sup,


x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
x0 ≤ µqj(γ)(φj), j = 1, . . . ,m,
Eg0(x, ω, ν1, . . . , νl) = Eb0(ω, φ1, . . . , φm),
x0, x, ν, φ ∈ [0, 1]×X × El+m.
(8)
Путем введения дополнительной переменной приводим ограничение в виде ра-
венства к неравенству
x0 → sup,


x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
x0 ≤ µqj(γ)(φj), j = 1, . . . ,m,
Eg0(x, ω, ν1, . . . , νl)− Eb0(ω, φ1, . . . , φm)− τ ≤ 0,
x0, x, ν, φ ∈ [0, 1]×X × El+m.
(9)
Применяя стохастический метод сокращения невязок [6], получаем обобщение
на задачу с ограничениями.
Положим
φ(x0, x, ν, φ, τ, u, ω) =
= x0 +
l∑
i=1
uiµpi(γ)(νi) +
m∑
j=1
ul+jµqj(γ)(φj)+
ul+m+1(g0(x, ω, ν1, . . . , νl)− b0(ω, φ1, . . . , φm)− τ),
Φ(x0, x, ν, φ, τ, u) = Eφ(x0, x, ν, φ, τ, u, ω).
Тогда итерационная последовательность определяется следующим образом:
xs+10 =
= pX

xs0 + ρsβs
n∑
j=1
φ(xs0 +∆s, x, ν, φ, τ, u
s, ωsj)− φ(xs0, x, ν, φ, τ, us, ωs0)
∆s
ej

 ,
us+1 = pU (u
s + ρsµsf(x
s
0, x, ν, φ, τ, ω
s0)),
где f(x, ν, φ, τ, ω) = (µp1(γ)(ν1), . . . , µpl(γ)(νl), µq1(γ)(φ1), . . . , µqm(γ)(φm),
g0(x, ω, ν1, . . . , νl)− b0(ω, φ1, . . . , φm)− τ), ej — орт j-й оси; ω0k, ω1k, . . . , ωsk, . . . , k =
0, 1, . . . , n,— независимые серии наблюдений над ω; ρs— длина шага спуска; ∆s—
величина смещения (пробного шага) по осям координат, βs — нормирующий мно-
житель, pX— оператор проектирования на множество X, pU — оператор проектиро-
вания на некоторое выпуклое и замкнутое множество U , содержащее компоненты
u∗ седловых точек (x∗, u∗) функции Лагранжа φ(x0, x, ν, t, τ, u, ω).
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При этом легко показать, что для сходимости описанного метода необходимо
сохранить следующие условия, описанные в [6]: βs ≥ 0,
∞∑
s=0
βs = ∞,
∞∑
s=0
(βs|∆s| +
β2s ) <∞.
4.4 Четвертый случай
x0 → sup,


x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
Eg0(x, ω) = Eb0(x, ν1, . . . , νl),
x0, x, ν,∈ [0, 1]×X × El.
(10)
Путем введения дополнительной переменной приводим ограничение в виде ра-
венства к неравенству
x0 → sup,


x0 ≤ µpi(γ)(νi), i = 1, . . . , l,
Eg0(x, ω)− Eb0(x, ν1, . . . , νl)− τ ≤ 0,
x0, x, ν,∈ [0, 1]×X × El.
(11)
Применяя стохастический метод сокращения невязок [6], получаем обобщение
на задачу с ограничениями.
Положим
φ(x0, x, ν, τ, u, ω) =
= x0 +
l∑
i=1
uiµpi(γ)(νi) + ul+1(g0(x, ω)− b0(x, ν1, . . . , νl)− τ),
Φ(x0, x, ν, τ, u) = Eφ(x0, x, ν, τ, u, ω).
Тогда итерационная последовательность определяется следующим образом:
xs+10 =
= pX

xs0 + ρsβs
n∑
j=1
φ(xs0 +∆s, x, ν, τ, u
s, ωsj)− φ(xs0, x, ν, τ, us, ωs0)
∆s
ej

 ,
us+1 = pU (u
s + ρsµsf(x
s
0, x, ν, τ, ω
s0)),
где f(x, ν, τ, ω) = (µp1(γ)(ν1), . . . , µpl(γ)(νl), g0(x, ω)−b0(x, ν1, . . . , νl)−τ), ej — орт j-
й оси; ω0k, ω1k, . . . , ωsk, . . . , k = 0, 1, . . . , n,— независимые серии наблюдений над ω;
ρs— длина шага спуска; ∆s— величина смещения (пробного шага) по осям коорди-
нат, βs — нормирующий множитель, pX— оператор проектирования на множество
X, pU — оператор проектирования на некоторое выпуклое и замкнутое множе-
ство U , содержащее компоненты u∗ седловых точек (x∗, u∗) функции Лагранжа
φ(x0, x, ν, t, τ, u, ω).
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При этом легко показать, что для сходимости описанного метода необходимо
сохранить следующие условия, описанные в [6]: βs ≥ 0,
∞∑
s=0
βs = ∞,
∞∑
s=0
(βs|∆s| +
β2s ) <∞.
5. Пример
Проиллюстрируем работоспособность метода на модельном примере.
Рассмотрим задачу линейного программирования в условиях нечетких случай-
ных данных.
pi{E(a01(ω)p01(γ)x1 + a02(ω)p02(γ)x2) = 10} → sup,

pi{E(a12(ω)p12(γ)x2 − b1(γ)) = 0} ≥ α1,
pi{E(a21(ω)p21(γ)x1 + a22(ω)p22(γ)x2 − 5) = 0} ≥ α2,
x1, x2 ≥ 0,
(12)
где aij(ω), pij(γ), bi(γ) являются минисвязанными для любого фиксированного ω
и независимыми для любого фиксированного γ.
Пусть pij(γ), bi(γ) ∈ Tr(5, 1), то есть характеризуются триангулярными функ-
циями распределения с параметрами (5,1):
µa¯ij(γ)(t) = µb¯i(γ)(t) = max{0,min{11− 2t, 2t− 9}},
а aij(ω) имеют нормальное распределение с параметрами (1,1). Пусть α1 = 0.7,
α2 = 0.6.
Тогда p12(α1) = b1(α1) = [4.85; 5.15], p21(α2) = p22(α2) = [4.8; 5.2].
Построим эквивалентную задачу, опираясь на полученные выше результаты.
В результате приходим к следующей задаче нелинейного программирования:
x0 → sup,

x0 ≤ µp01(ν1),
x0 ≤ µp02(ν2),
x0 ≤ µp12(ν3),
x0 ≤ µp21(ν4),
x0 ≤ µp22(ν5),
E(a01(ω)ν1x1 + a02(ω)ν2x2 − 10) = 0,
∃ν¯11 ∈ ωα1(p12(γ)),
∃ν¯12 ∈ ωα2(p21(γ)),
∃ν¯22 ∈ ωα2(p22(γ)),
∃t¯1 ∈ ωα1(b1(γ)),
E(a12(ω)ν¯
2
1x2 − t¯1) = 0,
E(a21(ω)ν¯
1
2x1 + a22(ω)ν¯
2
2x2 − 5) = 0,
x1, x2 ≥ 0,
x0 ∈ [0; 1],
ν ∈ E5.
(13)
Применим для ее решения стохастический метод сокращения невязок. Соот-
ветствующая итерационная последовательность для x0 будет иметь вид:
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0,00 0,13 0,35 0,52 0,52 0,51 0,50 0,51 0,53 0,50 0,51 0,55 0,52 0,51 0,52 0,48 0,50
0,52 0,51 0,50 0,51 0,51 0,51 .....
Решение задачи является уровень возможности, равный примерно 0,5, который
достигается при значениях x1 = 1.2, x2 = 0.95.
Заключение
В работе специфицирован метод стохастического квазиградиента для решения
эквивалентного аналога задачи максимизации возможности достижения нечеткой
случайной цели в условиях нечетких случайных данных. В плане дальнейших ис-
следований предполагается его специфицировать и применить для решения нечет-
кой стохастической транспортной задачи.
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