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Abstract
The purpose of this thesis is to prove an existence and uniqueness theorem
for a degenerate oblique derivative problem associated with a second order
uniformly strongly elliptic differential operator with coefficients of limited reg-
ularity in the framework of Sobolev spaces.
Specifically, on a compact manifold D we study the resolvent to the boundary
value problem
{
Au = f in D
Lu = µ1(x′) ∂u∂n (x
′) + µ2(x′)u(x′) = ϕ on ∂D
for a uniformly strongly elliptic second order operator A with Cτ coefficients
and Cτ functions µ1, µ2 with µ1, µ2 ≥ 0, µ1(x′) + µ2(x′) > 0, τ ≥ 4.
Important tools are the calculus of pseudodifferential operators with non-
smooth coefficients and the resolvent construction for the Dirichlet and Neu-
mann problems in the case of non-smooth coefficients. The solvability of the
degenerate boundary value problem requires the invertibility of the hypoellip-
tic operator T = µ1Λ+µ2 on the boundary. HereΛ is the Dirichlet-to-Neumann
operator. In order to establish the invertibility, we show that for µ˜ ≥ 0 the
operators T − µ˜ form a Fredholm family of index zero and that T is injective.
In thefirst part themappingproperties and compositions of operator-valued
pseudodifferential operatorswithHo¨lder continuous coefficients and transmis-
sion condition for Cτ∗ symbols are treated, and the parametrix of hypoelliptic
operators is analyzed. In the second part, we generalize the resolvent construc-
tion for the Dirichlet problem in the non-smooth situation to all τ > 0. In the
third part, it is proven that the above boundary value problem for second order
differential operators with Cτ coefficients is solvable for τ ≥ 4.
Keywords:
Degenerate boundary value problem; pseudodifferential operatorswithHo¨lder
continuous coefficients; transmission condition for Cτ∗ symbols; hypoellipticity.
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Zusammenfassung
Ziel dieserArbeit ist der Beweis einesExistenz- undEindeutigkeitssatzes fu¨r ein
entartes Randwertproblemmit schra¨ger Ableitung zu einem gleichma¨ßig ellip-
tischenDifferentialoperator zweiterOrdnungmitKoeffizienten eingeschra¨nkter
Regularita¨t mittels Sobolevraummethoden.
Konkret betrachen wir eine kompakte Mannigfaltigkeit D die Resolvente
des Randwertproblems
{
Au = f in D
Lu = µ1(x′) ∂u∂n (x
′) + µ2(x′)u(x′) = ϕ auf ∂D
fu¨r einen gleichma¨ßig elliptischenOperatorA zweiter Ordnungmit Koeffizien-
ten in Cτ und Cτ-Funktionen µ1, µ2 mit µ1, µ2 ≥ 0, µ1(x′) + µ2(x′) > 0 und τ ≥ 4.
Wichtige Hilfsmittel sind der Kalku¨l fu¨r Pseudodifferentialoperatoren mit
nicht-glattenKoeffizientenunddieKonstruktionderResolvente fu¨r dasDirichlet-
und das Neumannproblem im Fall nicht-glatter Koeffizienten. Die Lo¨sbarkeit
des entarteten Randwertproblems mit schra¨ger Ableitung erfordert die In-
vertierbarkeit des hypoelliptischen Operators T(λ) = µ1Λ + µ2 auf dem Rand.
Dabei ist Λ der Dirichlet-Neumann Operator. Zum Nachweis der Invertier-
barkeit wird gezeigt, dass fu¨r µ˜ ≥ 0 die T(λ) − µ˜ eine Fredholmfamilie vom
Index Null bilden und dass T(λ) injektiv ist.
Im ersten Teil werden Abbildungseigenschaften und Verknu¨pfungen von
operatorwertigen Pseudodifferentialoperatoren mit ho¨lderstetigen Koeffizien-
tenundTransmissionsbedingung fu¨rCτ-Symbolebehandelt unddieParametrix
hypoelliptischer Operatoren analysiert. Im zweiten Teil verallgemeinern wir
die Konstruktion der Resolvente fu¨r das Dirichletproblem mit nicht glatten
Koeffizienten von beliebiger Regularita¨t τ > 0. Im dritten Teil wird gezeigt,
dass das obige entartete Randwertproblem fu¨r Differentialoperatoren zweiter
Ordnung mit Cτ-Koeffizienten lo¨sbar ist, falls τ ≥ 4.
Schlu¨sselworte:
Entartete Randwertaufgabe, Pseudodifferentialoperatoren mit ho¨lderstetigen
Koeffizienten, Transmissionsbedingung fu¨r Cτ-Symbole, Hypoelliptizita¨t
v
vi
Contents
1 Introduction 1
2 Preliminaries 7
2.1 Pseudodifferential Operators withNon-Smooth Coefficients and
Poisson Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Transmission Condition for a Non-Smooth Symbol . . . . . . . . 17
2.3 Differential Operator with Cτ∗ Coefficients . . . . . . . . . . . . . 19
2.4 The Behavior of Pseudodifferential Operators with Non-Smooth
Symbol at the Boundary . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Parametrices to Certain Hypoelliptic Operators . . . . . . . . . . 23
3 The Resolvent Construction for the Dirichlet Problem in the Case of
Non-Smooth Coefficients 29
3.1 Dirichlet Resolvent in Rn+ . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Neumann Resolvent in Rn+ . . . . . . . . . . . . . . . . . . . . . . 32
4 Regularity of a Degenerate Boundary Value Problem 39
4.1 The Caldero´n Projector . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 The Dirichlet-to-Neumann Operator and the
Operator T(λ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 A Priori Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Proof of Theorem 4.0.4 . . . . . . . . . . . . . . . . . . . . . . . . 61
5 Appendix 63
5.1 Details on the Resolvent Construction for the Dirichlet Problem 63
5.2 Details on the Calculation of the Second Term in the Asymptotic
Expansion of the Symbol C+λ,00 in the Caldero´n Projector . . . . . 66
vii
viii
Chapter 1
Introduction
In this thesis we shall prove a unique solvability theorem for a degenerate
oblique derivative problem with real coefficients. The background is some
work of Taira [18], [19], [20], [21] and Kannai [13].
LetD = D∪ ∂D be an n-dimensional, compact C∞ manifold with boundary.
Let
A(x,D) =
n∑
i, j=1
ai j(x)∂xi∂x j +
n∑
i=1
bi(x)∂xi + c(x)
be a second-order elliptic differential operator with real coefficients. For fixed
τ ≥ 4 we assume the following conditions:
A.1) ai j ∈ Cτ(D) (Definition 2.1.1), ai j = a ji and there exists a constant a0 > 0
such that
n∑
i, j=1
ai j(x)ξiξ j ≥ a0|ξ|2 , x ∈ D , ξ ∈ Rn.
A.2) bi ∈ Cτ(D).
A.3) c ∈ Cτ(D) and c ≤ 0 on D.
We consider the following boundary value problem: Given functions f and
ϕ defined in D and ∂D respectively, find a function u in D such that{
(A − λ)u = f in D
Lu = µ1(x′) ∂u∂n (x
′) + µ2(x′)u(x′) = ϕ on ∂D.
(1.1)
Here:
1) λ is a complex number in the sector{
λ = r2eiη,−ǫ + π < η < π − ǫ
}
(1.2)
for some 0 < ǫ < π.
2) µ1 ∈ Cτ(∂D) and µ1 ≥ 0 on ∂D.
1
3) µ2 ∈ Cτ(∂D) and µ2 ≥ 0 on ∂D.
4) ∂∂n is the normal derivative.
Our fundamental hypothesis is the following :
µ1(x
′) + µ2(x′) > 0, x′ ∈ ∂D . (1.3)
Degenerate boundary conditions of this form arise from stochastic diffusion
processes where particles are either reflected or absorbed at the boundary. It
is well known that an efficient way of studying boundary value problems is
to transform them into problems involving pseudodifferential operators on the
boundary. This method was used by Ho¨rmander [10] to study hypoellipic
boundary problems.
Problem (1.1) was considered by Taira [20] in the case of smooth coefficients
and domains. We generalize certain key results from his studies to the non-
smooth case.
We consider (A − λ,L) as an unbounded operator in Hs(D) × Hs+3/2(∂D)
(Sobolev spaces) with domainHs+2
L
=
{
u ∈ Hs+2;Lu ∈ Hs+ 32
}
. It is easy to see that
(A − λ,L) is closed and densely defined.
We obtain Theorem 4.0.4:
Under the above assumptions on A and L, the mapping
(A − λ,L) : Hs+2L (D)→ Hs(D) ×Hs+3/2(∂D)
is a topological isomorphism for all
0 ≤ s < τ − 3,
for all λ in (1.2), |λ| sufficiently large.
The structure of the present thesis is as follows:
Studies ofpseudodifferential operatorswhose symbolsp(x, ξ) satisfy aHo¨lder
and Zymund conditions in x have been found to be very useful in PDE. A num-
ber of their properties and applications have been investigated by Marschall
[14], [15] and Taylor [22], and in other places. In Chapter 2 we introduce
two types of function spaces. First, Ho¨lder space Cτ(Rn) for τ ∈ R>0. Second,
Zygmund space Cτ∗ (Rn) for τ ∈ R. We discuss the elementary properties of op-
erators with symbols in CτSm
1,δ and C
τ∗Sm1,δ for 0 ≤ δ < 1. Also the decomposition
of a symbol p ∈ Cτ∗Sm1,δ into a sum of two terms is established. One, p♯(x, ξ),
has better smoothness properties, of use in further results on operator calculus.
The other, pb(x, ξ), has no better smoothness, but does have a lower order (by a
degree depending on the smoothness of p(x, ξ)).
We consider the composition of pseudodifferential operators with non-
smooth coefficients. Wewill show under certain restrictions, that if p1 ∈ Cτ1∗ Sm11,δ1
and p2 ∈ Cτ2∗ Sm21,δ2 , for any 0 < θ < τ2, θ < N,
p1(x,Dx)p2(x,Dx) =
∑
|α|≤[θ]
1
α!
Op(∂αξp1(x, ξ)D
α
xp2(x, ξ)) + R(x,Dx),
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where R is of order m1 + m2 − (1 − δ2)θ in the sense of mapping properties in
Sobolev space (Theorem 2.1.18). In [1, Theorem 3.6], Abels proved a similar
theorem in the context of non-smooth symbols of the class Cτ∗Sm1,0, and in [15,
Theorem 3], Marschall stated a similar theorem without proof.
Then we recall the transmission condition for non-smooth pseudodifferen-
tial operators byAbels [1]. Abels investigated the effect of the transmission con-
dition for non-smooth truncated pseudodifferential operators r+p(x,Dx)(u ⊗ δ)
(Lemma 2.2.1). In [10, Theorem 2.1.4], Ho¨rmander studied boundary values on
a surface of the potential of a multiple layer with respect to a pseudodifferential
operator with smooth coefficients. In fact, he showed the following:
LetQ be a pseudodifferential operator inD ⊂ Rn such that every term in the
asymptotic expansion of the symbol
∑
q j(x, ξ) is a rational function of ξ. Then
for every u ∈ C∞0 (∂D) the boundary values
Qlmu = lim
xn→+0
DlnQ(u ⊗ δm),
where δm = Dmn δ(xn), are given by pseudodifferential operators Q
lm with sym-
bols
qlm(x
′, ξ′) =
∑
j
(2π)−1
∫
Γξ′
(Dn + ξn)
lq j(x′, 0, ξ)ξmn dξn. (1.4)
Here Γξ′ is a contour in C, which has the poles of q
j in the upper half plane in
its interior.
Nextwe combine the results ofHo¨rmander andAbels to showHo¨rmander’s
formula for non-smooth symbols with transmission property (Theorem 2.4.2).
These explicit expressions are then used to compute the terms in the symbol
expansion of certain pseudodifferential operators on the boundary. Further,
we introduce a parameter-dependent hypoellipticity condition for non-smooth
symbols and construct a parametrix for a pseudodifferential operator with
symbol in Cτ∗Sm1,δ for 0≤ δ < 1. In the smooth case, a similar parametrix was
constructed by Bilyi, Schrohe, Seiler [5] to discuss the H∞-calculus of hypoel-
liptic operators. A basic theorem says:
Let p ∈ Cτ∗Sm1,δ be hypoelliptic in the sense of Definition 2.5.1 and let 0 ≤ δ ≤
δ′ < 1. Consider the following sector:
S(ǫ) =
{
λ = r2eiη, ǫ ≤ η ≤ 2π − ǫ
}
for some 0 < ǫ < π. Then for each θ < N, θ < τ and 0 < θ < τ − [θ], there
exist right and left parametrices qr(x, ξ, λ), ql(x, ξ, λ) ∈ Cτ−[θ]∗ S01,δ′ such that the
operators
Rr(x,Dx, λ) = (p(x,Dx) − λ)qr(x,Dx, λ) − I : Hs+m−θ(1−δ′)(Rn)→ Hs(Rn),
for 
−(τ − [θ])(1 − δ) < s < τ − [θ],
−(1 − δ′)(τ − [θ] − θ) < s +m < τ − [θ],
−(1 − δ′)(τ − [θ] − θ) < s
3
and
Rl(x,Dx, λ) = ql(x,Dx, λ)(p(x,Dx) − λ) − I : Hs+m−θ(1−δ′)(Rn)→ Hs(Rn),
for { −(τ − [θ])(1 − δ′) < s < τ − [θ],
−(1 − δ)(τ − θ) < s < τ,
are bounded. The norms of Rr(x,Dx, λ) and Rl(x,Dx, λ) are O(〈λ〉−1) in S(ǫ).
The resolvent of the Dirichlet problem
(
A − λ
γ0
)
with Cτ-coefficients for
0 < τ ≤ 1 has been constructed by Abels, Grubb and Wood in [2, Theorem
4.1]. InChapter 3 we use their ideas to show a similar results for the Dirich-
let problemand theNeumannproblem
(
A − λ
γ1
)
withCτ-coefficients for all τ > 0.
Using the results of Chapter 3 we reduce in Chapter 4 the proof of the
unique solvability of (1.1) to the invertibility of the first order pseudodifferential
operator
T(λ) = µ1Λ(λ) + µ2
on the boundary ∂D, where Λ(λ) is a Dirichlet-to-Neumann type operator and
D(T(λ)) =
{
ψ ∈ Hs+ 32 (∂D);T(λ)ψ ∈ Hs+ 32 (∂D)
}
(Lemma 4.0.5). We explain here in three steps the proof of the invertibility of
T(λ).
Step 1. We show that T(λ) is a Fredholm operator if and only if Op(t1 + t0)
is a fredholm operator.
We apply Ho¨rmander’s formula (Theorem 2.4.2) to compute the first two
terms in the symbol expansion of the Caldero´n projector and the Dirichlet-
to-Neumann operator in the non-smooth situation (Lemma 4.1.1 and 4.2.1).
Then we determine the first two terms in the asymptotic expansion of T(λ) - we
denote them by t1 and t0- with the help of the first two terms in the asymptotic
expansion of the Dirichlet-to-Neumann operator Λ(λ). Since we can write
T(λ) = Op(t1 + t0) +
compact operator︷                 ︸︸                 ︷
Op(t−1 + t−2 + · · · ), (1.5)
we focus just on t1 + t0. Then
ind T(λ) = ind Op(t1 + t0).
Step 2. We prove that ind Op(t1 + t0) = 0.
First we show that t1+ t0 is hypoelliptic in the sense of Definition 2.5.1. Thenwe
use the basic theorem on hypoellipticity to construct a parameter-dependent
parametrix Op(b0) ∈ Cτ−1S0
1, 12
for t1 + t0 − µ˜ ∈ Cτ−1S11,0 for some fixed λ˜ in the
sector (1.2), where µ˜ lies in
{|µ˜| < c} or outside a suitable sector around the
4
positive real axis. As a result,Op(t1 + t0 − µ˜) is invertible for large |µ˜| and hence
is a Fredholm operator with index zero for all µ˜. By (1.5) T(λ) is a Fredholm
operator with zero index for all λ in the Sector (1.2). Since T(λ) is a Fredholm
operator, we obtain the following a priori estimate
‖ψ‖
Hs+
3
2 (∂D)
≤ C′
(
‖T(λ)ψ‖
Hs+
3
2 (∂D)
+ ‖ψ‖
Hs−
1
2 (∂D)
)
, ψ ∈ D(T(λ)). (1.6)
Step 3. We prove that T(λ) is injective.
We introduce a linear operator AL : D(AL) ⊂ Hs+2(D)→ Hs(D) with
D(AL) =
{
u ∈ Hs+2(D);Lu = 0
}
and prove the following fundamental a priori estimate for AL − λ
‖u‖2
Hs+2
+ 〈r〉s+2‖u‖2
L2
≤ C′′(η)
(
‖(AL − λ)u‖2Hs+2 + 〈r〉s‖(AL − λ)u‖2L2
)
,
with a constant C′′(η) > 0, |λ| sufficiently large, and for
0 ≤ s < τ − 3.
This shows that AL is injective (Theorem 4.3.1). In the proof of this theorem
we make use of Agmon’s method [3]. This is a technique of treating a spectral
parameter λ as a second order differential operator of an extra variable and
relating the old problem to a new one with additional variable. Then we show
that the a priori estimate (1.6) for the operator T(λ) is equivalent to the a priori
estimate
‖u‖Hs+2(D) ≤ C′
(
‖(AL − λ)u‖Hs(D) + ‖u‖Hs(D)
)
, u ∈ D(AL).
Finally, since
N
(
(A − λ,L)
)
=
{
u ∈ Hs+2L ; (A − λ,L)u = 0
}
= N(AL − λ),
we conclude that N
(
T(λ)
)
= 0. Therefore, T(λ) is injective and invertible.
Chapter 5 contains details on the resolvent construction for the Dirichlet
problem and details on the calculation of the second term in the asymptotic
expansion of the symbol C+λ,00 in the Caldero´n projector.
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Chapter 2
Preliminaries
2.1 Pseudodifferential Operators with Non-Smooth
Coefficients and Poisson Operators
In this section we recall the definitions and properties of function spaces that
will be used throughout this thesis and the mapping properties of non-smooth
pseudodifferential operators. We apply the technique outlined by Abels in [1],
extending the composition of non-smooth pseudodifferential operators from
the case δ = 0 to all 0 ≤ δ < 1, which will be the basis for the further discussion.
In the sequel let X, X0 and X1 be Banach spaces.
Definition 2.1.1. For τ ∈ (0,∞), the Ho¨lder space Cτ(Rn,X) is the set of all functions
f : Rn → X such that
‖ f ‖Cτ(Rn;X):=
∑
|α|≤[τ]
‖ ∂αx f ‖L∞(Rn;X) +
∑
|α|=[τ]
sup
x,y
‖∂αx f (x) − ∂αx f (y)‖X
| x − y |τ−[τ] < ∞.
Cf. [1, p.1471]. We write Cτ(Rn) for Cτ(Rn,C).
We will use a partition of unity
1 =
∞∑
h=0
ϕh, ϕh supported on 〈ξ〉 ∼ 2h
such that ϕh(ξ) = ϕ1(21−hξ) for h ≥ 2. To get this you can start with non-
negative ϕ0(ξ), equal to 1 for |ξ| ≤ 1, 0 for |ξ| ≥ 2, set φh(ξ) = ϕ0(2−hξ), and set
ϕh(ξ) = φh(ξ) − φh−1(ξ) for h ≥ 1. We will call this a Littlewood-Paley partition
of unity.
Proposition 2.1.2. For any ξ ∈ Rn, α, γ ∈ Zn+ and some positive constant Cα,γ:
∞∑
h=0
ϕh(ξ) = 1; (2.1)
∞∑
h=0
ϕh(D)u = u, with convergence in S
′(Rn); (2.2)
|ξγ∂α+γϕh(ξ)| ≤ Cα,γ2−|α|h , h = 0, 1, .... (2.3)
7
Proof. Cf. [22, Chapter 13, Section 9] or [6, Proposition 2.4]. 
Definition 2.1.3. Let τ ∈ R. We define the Zygmund space Cτ∗ (Rn) to consist of all u
such that
‖u‖Cτ∗ = sup
h
2hτ‖ϕh(D)u‖L∞ < ∞.
Cf. [22, p.38].
Remark 2.1.4. {
Cτ = Cτ∗ , if τ ∈ R>0 \ Z>0
Cτ ⊂ Cτ∗ , if τ ∈ Z≥0 .
Cf. [22, p.38].
Lemma 2.1.5. If τ ≥ 1 and f , g ∈ Cτ, then f ◦ g ∈ Cτ and
‖ f ◦ g‖Cτ ≤ C
(
‖ f ‖Cτ‖g‖τC1 + ‖ f ‖C1‖g‖Cτ + ‖ f ‖C0
)
. (2.4)
Proof. Inmore general form, this estimate canbe found in [11, TheoremA.8]. 
Definition 2.1.6. a) The space Smρ,δ(R
n×Rn) of symbols of order m, for 0 ≤ δ ≤ ρ ≤ 1
and δ < 1 is defined as the set of all functions p(x, ξ) ∈ C∞(Rn × Rn) such that for
all α ∈ Nn
0
and β ∈ Nn
0
, there is a constant Cα,β such that
|Dαξ∂
β
xp(x, ξ)| ≤ Cα,β〈ξ〉m−ρ|α|+δ|β|.
Here 〈ξ〉 = (1 + |ξ|2) 12 . Cf. [9, Chapter 7, Section 7.1].
b) Let 0 ≤ δ ≤ 1, τ > 0 and m ∈ R. The space Cτ∗Sm1,δ(Rn × Rn;X) is the set of all
functions p : Rn×Rn → X that are smooth with respect to ξ and are Cτ∗ with respect
to x satisfying the estimates
‖Dαξ∂
β
xp(., ξ)‖L∞(Rn;X) ≤ Cα,β〈ξ〉m−|α|+δ|β| , ‖Dαξp(., ξ)‖Cτ∗ (Rn;X) ≤ Cα〈ξ〉m−|α|+δτ
for all α ∈ Nn
0
and |β| ≤ [τ]. Cf. [1, Definition 3.1].
c) Let 0 ≤ δ ≤ 1, τ ≥ 0 and m ∈ R. The space CτSm
1,δ(R
n × Rn;X) is the set of all
functions p : Rn×Rn → X that are smooth with respect to ξ and are Cτ with respect
to x satisfying the estimates
‖Dαξp(., ξ)‖C|β|(Rn;X) ≤ Cα,β〈ξ〉m−|α|+δ|β| , 0 ≤ |β| ≤ τ
‖Dαξp(., ξ)‖Cτ(Rn;X) ≤ Cα〈ξ〉m−|α|+δτ
for all α ∈ Nn
0
.
Definition 2.1.7. For s ∈ R, we denote by Hs(Rn) the Sobolev space
Hs(Rn) = {u ∈ S′(Rn); 〈ξ〉suˆ(ξ) ∈ L2(Rn)}.
It is a Hilbert space with the following scalar product and norm
(u, v)s = (2π)
−n
∫
Rn
uˆ(ξ)vˆ(ξ)〈ξ〉2sdξ,
8
‖u‖s = ‖〈ξ〉suˆ(ξ)‖L2 .
Clearly
F : Hs(Rn)→ L2(R2, 〈ξ〉2sdξ)
is an isometry, where F is the Fourier transformation.
We define the pseudodifferential operator p(x,Dx) = Op(p) associated to a
symbol p ∈ Cτ∗Sm1,δ(Rn × Rn;L(X0,X1)), 0 ≤ δ < 1, by
p(x,Dx)u(x) = Op(p)u(x) =
∫
Rn
eixξp(x, ξ)uˆ(ξ)d¯ξ , u ∈ S(Rn;X0),
where d¯ξ := (2π)−ndξ. Write x = (x′, xn), ξ = (ξ′, ξn). For fixed x′, ξ′ define
Opn(p)u(x) =
∫
R
eixnξnp(x′, xn, ξ′, ξn)uˆ(ξn)d¯ξn , u ∈ S(Rn;X0).
Remark 2.1.8. a) Let p1 ∈ CτSm11,δ1 and p2 ∈ CτS
m2
1,δ2
for m1,m2 ∈ R, 0 ≤ δ1, δ2 < 1
and τ > 0. Then from the well-known inequality for Ho¨lder norms of products,
‖uv‖Cτ ≤ C
(
‖u‖Cτ‖v‖L∞ + ‖u‖L∞‖v‖Cτ
)
, u, v ∈ Cτ, (2.5)
we have
p1p2 ∈ CτSm1+m21,δ ,
where δ = max {δ1, δ2}. We can easily extend the inequality (2.5) to the case of n
functions, i.e. if ui ∈ Cτ for 1 < i ≤ n, then
‖u1u2...un‖Cτ ≤
n∑
j=1
‖u j‖Cτ
(
Π
n
i=1
i, j
‖ui‖L∞
)
.
In more general form, this estimate can be found in [14, p.944].
b) Let p1 ∈ Cτ∗Sm11,δ1 and p2 ∈ Cτ∗S
m2
1,δ2
for m1,m2 ∈ R and 0 ≤ δ1, δ2 < 1 . Then from
the inequality
‖uv‖Cτ∗ ≤ C
(
‖u‖Cτ∗ ‖v‖L∞ + ‖u‖L∞‖v‖Cτ∗
)
, u, v ∈ Cτ∗ , (2.6)
[4, Proposition 2.1.1], we have
p1p2 ∈ Cτ∗Sm1+m21,δ ,
where δ = max {δ1, δ2}. We can easily extend the inequality (2.6) to the case of n
functions, i.e. if ui ∈ Cτ∗ for 1 < i ≤ n, then
‖u1u2...un‖Cτ∗ ≤
n∑
j=1
‖u j‖Cτ∗
(
Π
n
i=1
i, j
‖ui‖L∞
)
.
Lemma 2.1.9. a) Let τ ∈ R>0. Then 〈D〉 := (1 − ∆) 12 : Cτ∗ → Cτ−1∗ (∆=Laplace
operator) is an isomorphism.
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b) Let τ ∈ R>0. Then there exist constants C1,C2 > 0 such that C1‖ f ‖Cτ∗ ≤
‖〈D〉 f ‖Cτ−1∗ ≤ C2‖ f ‖Cτ∗ for all f ∈ Cτ∗ .
c) Let τ ∈ R>0. Then there exists a constant C > 0 such that
‖〈D〉 f ‖Cτ−1∗ ≤ C
(
‖ f ‖Cτ−1∗ +
n∑
j=1
‖∂x j f ‖Cτ−1∗
)
.
for all f ∈ Cτ∗ .
Proof. a) Cf. [24, Chapter 13, Section 8].
b) Since 〈D〉 is an isomorphism.
c)
〈D〉 = (1 − ∆) 12 = 1 − ∆√
1 − ∆
=
1√
1 − ∆
− ∂x1√
1 − ∆
∂x1 − ... −
∂xn√
1 − ∆
∂xn .
∂xj√
1−∆ for j = 1, ..,n has zero order. Then we have
‖ f ‖Cτ∗
b)︷︸︸︷
 ‖〈D〉 f ‖Cτ−1∗ = ‖〈D〉−1 f −
∂x1√
1 − ∆
∂x1 f − ... −
∂xn√
1 − ∆
∂xn f ‖Cτ−1∗
≤ C
(
‖ f ‖Cτ−1∗ + ‖∂x1 f ‖Cτ−1∗ + ... + ‖∂xn f ‖Cτ−1∗
)
= C
(
‖ f ‖Cτ−1∗ +
n∑
j=1
‖∂x j f ‖Cτ−1∗
)
.

Lemma 2.1.10. If f ∈ Cτ(Rn)(Cτ∗ (Rn)) and there exists c > 0 such that f ≥ c > 0,
then
√
f ∈ Cτ(Rn)(Cτ∗ (Rn)).
Proof. For τ ∈ Z≥0 this is obvious.
Let 0 < τ < 1 and f ∈ Cτ. Then there exists C > 0 such that
| f (x) − f (y)| ≤ C|x − y|τ.
|
√
f (x) −
√
f (y)| = | f (x) − f (y)|√
f (x) +
√
f (y)
≤ C|x − y|
τ
2
√
c
.
Therefore
|√ f (x) − √ f (y)|
|x − y|τ ≤
C
2
√
c
.
Next we show that
(√
f
)−1 ∈ Cτ for 0 < τ < 1.
∣∣∣( √ f (x))−1 − (√ f (y))−1∣∣∣ = ∣∣∣ 1√
f (x)
(√
f (x) −
√
f (y)
) 1√
f (y)
∣∣∣ ≤ C|x − y|τ
c2
.
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Therefore ∣∣∣( √ f (x))−1 − (√ f (y))−1∣∣∣
|x − y|τ ≤
C
c2
.
Now let τ = 1 + σ, and assume that it has been shown that
√
f ∈ Cσ and(√
f
)−1 ∈ Cσ whenever f ∈ Cτ and f ≥ c > 0. If we set f (x) = 1√
x
∈ Cτ,
g = f ∈ Cτ in Lemma 2.1.5, then from (2.4) we have
∥∥∥(√ f )−1∥∥∥
Cτ
≤ C
(
c′‖ f ‖τ
C1
+ c′‖ f ‖Cτ + c′
)
≤ C′.
Therefore
(√
f
)−1 ∈ Cτ. From (2.5)
∥∥∥√ f∥∥∥
Cτ
≤
∥∥∥√ f∥∥∥
Cσ
+
n∑
j=1
∥∥∥∂x j √ f∥∥∥Cσ
≤ C′ + C′
(∥∥∥(√ f )−1∥∥∥
Cσ
‖∂x j f ‖L∞ +
∥∥∥(√ f )−1∥∥∥
L∞‖∂x j f ‖Cσ
)
= C′ + C′
(∥∥∥(√ f )−1∥∥∥
Cσ
‖∂x j f ‖L∞ +
∥∥∥(√ f )−1∥∥∥
L∞‖ f ‖Cσ+1
)
≤ C′′

Remark 2.1.11. The symbol smoothing technique has been introduced by Taylor for
scalar symbols. It extends to the vector-valued setting since it is based on elementary
estimates: If p ∈ Cτ∗Sm1,δ(Rn × Rn;X), for δ ∈ [0, 1), then for every γ ∈ (δ, 1) there is a
decomposition
p(x, ξ) = p♯(x, ξ) + pb(x, ξ) (2.7)
with
p♯ ∈ Sm1,γ(Rn × Rn;X) , pb ∈ Cτ∗Sm−(γ−δ)τ1,γ (Rn × Rn;X).
The symbol decomposition (2.7) is constructed as follows. Use the Littlewood-Paley
partition of unity ϕh , and set
p♯(x, ξ) =
∞∑
h=0
Jǫhp(x, ξ)ϕh(ξ),
where Jǫ is a smoothing operator on functions of x, namely
Jǫ f (x) = ψ(ǫD) f (x),
with ψ ∈ C∞0 (Rn), ψ(ξ) = 1 for |ξ| < 1 (e.g., ψ = ϕ0), and we take
ǫh = 2
−h(γ−δ). (2.8)
We define pb(x, ξ) to be p(x, ξ)− p♯(x, ξ), yielding (2.7). Cf. [22, p. 51, 52]. To analyze
this terms, we use the following lemma.
Lemma 2.1.12. Let f ∈ Cτ, τ > 0. Then we have
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a)
‖Dβx Jǫ f ‖L∞ ≤ C‖ f ‖C|β| ≤ C‖ f ‖Cτ for |β| ≤ τ (2.9)
‖Dβx Jǫ f ‖L∞ ≤ Cǫ−(|β|−τ)‖ f ‖Cτ∗ for |β| > τ. (2.10)
b)
‖Dβx Jǫ f ‖Cτ∗ ≤ Cβ ǫ−|β|‖ f ‖Cτ∗ . (2.11)
c)
‖ f − Jǫ f ‖Cτ−t∗ ≤ Cǫt‖ f ‖Cτ∗ for t ≥ 0. (2.12)
d)
‖ f − Jǫ f ‖L∞ ≤ Cτǫτ‖ f ‖Cτ∗ . (2.13)
Proof. a) For |β| ≤ τ:
‖Dβx Jǫ f ‖L∞ = ‖JǫDβx f ‖L∞ = ‖ǫ−n
∫
(D
β
x f )(y − x)ψˆ(
y
ǫ
)dy‖L∞
≤ ‖Dβx f ‖∞
∫
|ǫ−nψˆ( y
ǫ
)| dy ≤ C‖ f ‖C|β| ≤ C‖ f ‖Cτ
For |β| > τ: Cf. [22, Chapter 1, Section 1.3, Lemma 1.3.C].
b) Cf. [22, Chapter 13, Section 9, Lemma 9.8].
c) Cf. [22, Chapter 13, Section 9, Lemma 9.8].
d) Cf. [22, Chapter 13, Section 9, Lemma 9.8].

Lemma 2.1.13. Let p ∈ Cτ∗Sm1,δ, τ > 0. Then in the decomposition (2.7),
p♯(x, ξ) ∈ Sm1,γ (2.14)
such that
∂
β
xp
♯ ∈ Sm+δ|β|
1,γ (R
n × Rn;X) f or |β| ≤ τ, (2.15)
∂
β
xp
♯ ∈ Sm+(γ−δ)(|β|−τ)+δτ
1,γ (R
n × Rn;X) f or |β| > τ, (2.16)
and
pb(x, ξ) ∈ Cτ∗Sm−(γ−δ)τ1,γ . (2.17)
Proof. For |β| ≤ τ: We first recall that ϕh is supported in
{
2h−1 ≤ |ξ| ≤ 2h+1
}
.
Hence
D
β
xp
♯(x, ξ) =
∞∑
h=0
(
α
α′
)
Jǫh
(
∂
β
xp(x, ξ)
)
ϕh =
(
C
τ−|β|
∗ S
m+δ|β|
1,δ︷    ︸︸    ︷
D
β
xp(x, ξ)
)♯ ∈ Sm+δ|β|
1,γ
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For |β| > τ:
‖Dαξ∂
β
xp
♯(., ξ)‖L∞ = ‖
∞∑
h=0
∑
α′≤α
(
α
α′
)
JǫhD
α′
ξ ∂
β
xp(., ξ)D
α−α′
ξ ϕh‖L∞
(2.10)︷︸︸︷
≤ C sup
h
ǫ
−(|β|−τ)
h
‖Dα′ξ p(., ξ)‖Cτ∗ ‖Dα−α
′
ξ ϕh‖L∞
(2.8)︷︸︸︷
≤ C sup
h
2h(γ−δ)(|β|−τ)〈ξ〉m−|α|+δτ on
{
|ξ| ∼ 2h
}
≤ C〈ξ〉m−|α|+δτ+(γ−δ)(|β|−τ).
Therefore p♯(x, ξ) ∈ Sm
1,γ. Details on p
b(x, ξ) ∈ Cτ∗Sm−(γ−δ)τ1,γ can be found in Cf. [1,
Definition A.1] and Cf. [23, Chapter 1, Section 3, Proposition 3.2].

Theorem 2.1.14. a) If p ∈ Smρ,δ(Rn × Rn), then p(x,Dx) extends to a bounded linear
operator
p(x,Dx) : H
s+m(Rn)→ Hs(Rn)
for all s ∈ R.
b) Let τ > 0, 0 ≤ δ < 1. If p ∈ Cτ∗Sm1,δ(Rn × Rn), then p(x,Dx) extends to a bounded
linear operator
p(x,Dx) : H
s+m(Rn)→ Hs(Rn)
for every −τ(1 − δ) < s < τ.
Proof. a) Cf. [24, Chapter 7, Proposition 5.5].
b) Cf. [22, Chapter 13, Proposition 9.10].

Corollary 2.1.15. For every τ > 0 and −τ < s < τ there exists a positive constant C
such that
‖uv‖Hs ≤ C‖u‖Hs‖v‖Cτ , (2.18)
is true for any u ∈ Hs(Rn) and v ∈ Cτ(Rn).
Proof. Cf. [6, Corollary 4.5]. 
Theorem 2.1.16. Let p ∈ Sm1
1,δ1
or p ∈ Cτ∗Sm11,δ1 and q ∈ S
m2
1,δ2
, m1,m2 ∈ R, τ > 0 and
0 ≤ δ1, δ2 < 1. We denote by p♯q the symbol of p(x,Dx)q(x,Dx). It has the asymptotic
expansion
p♯q ∼
∑
α∈Nn
0
1
α!
Dαξp∂
α
xq.
Proof. Cf. [9, Chapter 7, Section 7.3, Theorem 7.13]. 
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Definition 2.1.17. Let p ∈ Cτ1∗ Sm11,δ1 and q ∈ C
τ2∗ S
m2
1,δ2
such that m1,m2 ∈ R, 0 ≤
δ1, δ2 < 1 and τ1, τ2 > 0. We define p♯[θ]q for θ ∈ (0, τ2) as follows:
p♯[θ]q :=
∑
|α|≤[θ]
1
α!
Dαξp∂
α
xq.
Cf. [1, p. 1473].
Theorem 2.1.18. Let τ2, τ1 > 0, m1,m2 ∈ R, 0 ≤ δ1, δ2 < 1, θ ∈ (0, τ2), (1−δ2)θτ2 +δ2 >
δ1 and τ := min {τ1, τ2 − [θ]}. If p1 ∈ Cτ1∗ Sm11,δ1 (Rn × Rn) and p2 ∈ C
τ2∗ S
m2
1,δ2
(Rn × Rn),
then for every s ∈ R such that −τ(1 − δ1) < s < τ, −(1 − δ2)(τ2 − θ) < s + m1 < τ2,
and −(1 − δ2)(τ2 − [θ]) < s
R(x,Dx) := p1(x,Dx)p2(x,Dx) − p1♯[θ]p2(x,Dx) : Hs+m1+m2−(1−δ2)θ(Rn)→ Hs(Rn)
is a bounded operator.
Proof. Let γ := (1−δ2)θτ2 + δ2. By Remark 2.1.11 and Lemma 2.1.13 we have the
following decompositions for p1 and p2:
p1(x, ξ) = p
♯
1
(x, ξ) + pb1(x, ξ)
with pb
1
∈ Cτ1∗ Sm1−(γ−δ1)τ11,γ , p♯1 ∈ Sm11,γ and
∂αxp
♯
1
(x, ξ) ∈ Sm1+δ1τ1
1,γ (R
n × Rn) if |α| ≤ τ1
∂αxp
♯
1
(x, ξ) ∈ Sm1+(γ−δ1)(|α|−τ1)+δ1τ1
1,γ (R
n × Rn) if |α| > τ1,
p2(x, ξ) = p
♯
2
(x, ξ) + pb2(x, ξ)
with pb
2
∈ Cτ2∗ Sm2−(γ−δ2)τ21,γ = Cτ2∗ S
m2−(1−δ2)θ
1,γ , p
♯
2
∈ Sm2
1,γ and
∂αxp
♯
2
(x, ξ) ∈ Sm2+δ2τ2
1,γ (R
n × Rn) if |α| ≤ τ2
∂αxp
♯
2
(x, ξ) ∈ Sm2+(γ−δ2)(|α|−τ2)+δ2τ2
1,γ = S
m2−(1−δ2)θ−δ2(|α|−τ2)+γ|α|
1,γ (R
n × Rn) if |α| > τ2.
Then
p1(x,Dx)p2(x,Dx) =
(II)︷               ︸︸               ︷
p1(x,Dx)p
♯
2
(x,Dx)+
(I)︷               ︸︸               ︷
p1(x,Dx)p
b
2(x,Dx) .
We will estimate (I) and (II) separately.
(I) As p1 ∈ Cτ1∗ Sm11,δ1 and pb2 ∈ C
τ2∗ S
m2−(1−δ2)θ
1,γ we conclude from Theorem 2.1.14
that
p1(x,Dx) : H
s+m1 (Rn)→ Hs(Rn) for − τ1(1 − δ1) < s < τ1 and
pb2(x,Dx) : H
s+m2+m1−(1−δ2)θ(Rn)→ Hs+m1 (Rn) for − (1 − δ2)(τ2 − θ) < s +m1 < τ2
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are bounded operators. Therefore
p1(x,Dx)p
b
2(x,Dx) : H
s+m2+m1−(1−δ2)θ(Rn)→ Hs(Rn) (2.19)
is a boundedoperator since−(1−δ2)(τ2−θ) < s+m1 < τ2 and−τ1(1−δ1) < s < τ1.
(II) p1(x,Dx)p
♯
2
(x,Dx) = p
♯
1
(x,Dx)p
♯
2
(x,Dx) + pb1(x,Dx)p
♯
2
(x,Dx). By definition
pb
1
, p♯
1
are smooth in ξ and p♯
2
is smooth in x. By Theorem 2.1.16 and Definition
2.1.17 pb
1
♯p♯
2
and p♯
1
♯p♯
2
are the symbols of pb
1
(x,Dx)p
♯
2
(x,Dx) and p
♯
1
(x,Dx)p
♯
2
(x,Dx)
respectively, with
pb1♯p
♯
2
∼
∑
α∈Nn
0
1
α!
Dαξp
b
1(x, ξ)∂
α
xp
♯
2
(x, ξ),
p♯
1
♯p♯
2
∼
∑
α∈Nn
0
1
α!
Dαξp
♯
1
(x, ξ)∂αxp
♯
2
(x, ξ).
For |α| > θ, the fact that
Dαξp
b
1 ∈ Cτ1∗ Sm1−(γ−δ1)τ1−|α|1,γ ,
∂αxp
♯
2
∈

Sm2+δ2 |α|
1,γ |α| ≤ τ2
S
m2−(1−δ2)θ−δ2(|α|−τ2)+γ|α|
1,γ |α| > τ2
,
Dαξp
♯
1
∈ Sm1−|α|
1,γ ,
implies that
Dαξp
b
1∂
α
xp
♯
2
∈

Cτ1∗ S
m1+m2−(1−δ2)|α|−(γ−δ1)τ1
1,γ θ < |α| ≤ τ2
⊂ Cτ1∗ Sm1+m2−(1−δ2)θ−(γ−δ1)τ11,γ
Cτ1∗ S
m1+m2−(1−δ2)θ−(γ−δ1)τ1−δ2(|α|−τ2)−|α|(1−γ)
1,γ |α| > τ2, |α| > θ
⊂ Cτ1∗ Sm1+m2−(1−δ2)θ−(γ−δ1)τ1−|α|(1−γ)1,γ
(2.20)
Dαξp
♯
1
∂αxp
♯
2
∈

Sm1+m2−(1−δ2)|α|
1,γ θ < |α| ≤ τ2
⊂ Sm1+m2−(1−δ2)θ
1,γ
S
m1+m2−(1−δ2)θ−δ2(|α|−τ2)−|α|(1−γ)
1,γ |α| > τ2, |α| > θ
⊂ Sm1+m2−(1−δ2)θ−|α|(1−γ)
1,γ
(2.21)
Therefore
p1♯p
♯
2
=
∑
|α|≤[θ]
1
α!
(III)︷                   ︸︸                   ︷
Dαξp1(x, ξ)∂
α
xp
♯
2
(x, ξ)+R♯(x, ξ) + Rb(x, ξ). (2.22)
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Here we have used the estimates (2.20) and (2.21) for |α| > θ and the fact that
−(1 − γ)|α| ≤ 0. By Theorem 2.1.16 and Definition 2.1.17
R♯(x, ξ) = p♯
1
♯p♯
2
− p♯
1
♯[θ]p
♯
2
∼
∑
|α|>[θ]
1
α!
Dαξp
♯
1
∂αxp
♯
2
∈ Sm1+m2−(1−δ2)θ
1,γ
Rb(x, ξ) = pb1♯p♯2 − pb1♯[θ]p♯2 ∼
∑
|α|>[θ]
1
α!
Dαξp
b
1∂
α
xp
♯
2
∈ Cτ1∗ Sm1+m2−(1−δ2)θ−(γ−δ1)τ11,γ
By Theorem 2.1.14
R♯(x,Dx) : Hs+m1+m2−(1−δ2)θ(Rn)→ Hs(Rn)
is bounded for all s ∈ R and
Rb(x,Dx) : Hs+m1+m2−(1−δ2)θ(Rn)→ Hs(Rn)
for all −τ1(1 − δ1) < s < τ1 is a bounded operator. Hence
R♯(x,Dx) + Rb(x,Dx) : Hs+m1+m2−(1−δ2)θ(Rn)→ Hs(Rn)
is bounded if −τ1(1 − δ1) < s < τ1.
(III) Now we want to replace p♯
2
by p2 in (III). Clearly
Dαξp1(x, ξ)∂
α
xp
♯
2
(x, ξ) = Dαξp1(x, ξ)∂
α
xp2(x, ξ)
−
(IV)︷                   ︸︸                   ︷
Dαξp
♯
1
(x, ξ)∂αxp
b
2(x, ξ)−
(V)︷                   ︸︸                   ︷
Dαξp
b
1(x, ξ)∂
α
xp
b
2(x, ξ) .(2.23)
We will estimate (2.23) and insert it in (2.22).
(IV) Dαξp
♯
1
∂αxp
b
2
∈ Cτ2−|α|∗ Sm1+m2−(1−δ2)θ−|α|(1−γ)1,γ , hence, since |α|(1 − γ) ≥ 0
Op(Dαξp
♯
1
∂αxp
b
2) : H
s+m1+m2−(1−δ2)θ−|α|(1−γ)(Rn) ⊂ Hs+m1+m2−(1−δ2)θ(Rn)→ Hs(Rn),
is a bounded operator for −(τ2 − [θ])(1 − δ2) < s < τ2 − [θ] .
(V) Since |α|(1 − γ) ≥ 0
Dαξp
b
1∂
α
xp
b
2 ∈ Cτ∗Sm1+m2−(1−δ2)θ−|α|(1−γ)−(γ−δ1)τ11,γ ⊆ Cτ∗S
m1+m2−(1−δ2)θ
1,γ ,
and
Op(Dαξp
b
1∂
α
xp
b
2) : H
m1+m2−(1−δ2)θ(Rn)→ Hs(Rn),
for all −τ(1 − δ1) < s < τ is a bounded operator. Therefore, by combining all
terms, we conclude that
p1(x,Dx)p2(x,Dx) − p1♯[θ]p2(x,Dx) : Hs+m1+m2−(1−δ2)θ(Rn)→ Hs(Rn),
is bounded for −τ(1 − δ1) < s < τ, −(1 − δ2)(τ2 − θ) < s + m1 < τ2 and −(1 −
δ2)(τ2 − [θ]) < s. 
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Remark 2.1.19. In [15, Theorem 3], Marschall stated a similar theorem without
proof. This provides a proof for this result.
We denote by S(R+) the space of all restrictions of functions in S(R) to R+.
Definition 2.1.20. The space Cτ∗Sm1,δ(R
N × Rn−1,S(R+)), m ∈ R, n, N ∈ N, consists
of all functions f˜ (x, ξ′, yn), which are smooth in (ξ′, yn) ∈ Rn−1 × R+, are in Cτ∗ (RN)
with respect to x, and satisfy
sup
x′∈RN
‖yln∂l
′
ynD
α
ξ′ f˜ (., ξ
′, .)‖L2yn (R+) ≤ Cα,l,l′〈ξ
′〉m+ 12−l+l′−|α| (2.24)
‖yln∂l
′
ynD
α
ξ′ f˜ (., ξ
′, .)‖Cτ∗ (RN ;L2yn (R+)) ≤ Cα,l,l′〈ξ
′〉m+ 12−l+l′−|α|+δτ (2.25)
for all α ∈ Nn−1
0
, l, l′ ∈ N0. Cf. [2, Definition A.3].
Definition 2.1.21. Let k = k(x, ξ′, yn) ∈ Cτ∗Sm−11,δ (Rn × Rn−1,S(R+)), m ∈ R. Then
we define the Poisson operator of order d by
k(x,Dx)a = F −1ξ′ 7→x′ [k(x, ξ′, yn)Fx′ 7→ξ′a(ξ′)], a ∈ S(Rn−1) .
k is called a Poisson symbol-kernel of order m. Cf. [2, Definition A.4]
Theorem 2.1.22. Let k(x, ξ′, yn) ∈ Cτ∗Sm−11,δ (Rn ×Rn−1,S(R+)), m ∈ R. Then k(x,Dx)
extends to a bounded operator
k(x′,Dx) : Hs+m−
1
2 (Rn−1)→ Hs(Rn+)
for every −τ(1 − δ) < s < τ.
Proof. Cf. [2, Theorem A.5]. 
2.2 TransmissionCondition for aNon-SmoothSym-
bol
In this section we consider a transmission condition for non-smooth pseudod-
ifferential operators. In order to understand the transmission condition we
need a characterization of the spaces F [e±S(R±)], where e± are the extension by
zero operator. In order to characterize these spaces we have to introduce the
following Fre´chet spaces H+, H−0 and Hd.
We recall thatS(R±) is the space of all restrictions of functions in the Schwartz
space S(R) to R± and that both are nuclear Fre´chet spaces. We denote by H+
and H−0 the following spaces:
H+ =
{
F (e+u) : u ∈ S(R+)
}
,
H−0 =
{
F (e−u) : u ∈ S(R−)
}
,
where e± are the operators of extension-by-zero operators from R± to R:
[e− f ](t) =
{
f (t) t ≤ 0
0 t > 0
,
17
[e+ f ](t) =
{
f (t) t ≥ 0
0 t < 0
.
We denote by H′
d
the space of all polynomials of degree ≤ d − 1 and let
Hd = H0 ⊕H′d = H+ ⊕H−0 ⊕H′d = F [e+S(R+)] ⊕ F [e−S(R−)] ⊕H′d.
Hd (d ∈ N0) consists of smooth functions h : R→ Cwhich admit an asymptotic
expansion h(t) ∼ sdtd + sd−1td−1 + ... such that
∣∣∣∂lt[tkh(t) −
d∑
j=d−N
s jt
j+k]
∣∣∣ ≤ Ck,l,N(1 + |t|)d−N−1+k−l (2.26)
for all k, l and N ∈ N, as |t| → ∞. The operators h+ = F e+r+F −1 and h− =
F e−r−F −1 are continuous projections on H+ and H−0 , respectively. Moreover
h0 : Hd = H0 ⊕H′d → H0
is the projection onto the first summand. Cf. [16, Definition 2.1].
Definition 2.2.1. Let m ∈ Z. A symbol p ∈ Cτ∗Sm1,0(Rn × Rn) is said to satisfy the
transmission condition, if there are sk,α(x, ξ′), smooth in ξ′ and in Cτ∗ w.r.t. x, such
that for any α ∈ Nn
0
and l ∈ N0
∥∥∥ξlnDαξp(·, ξ) −
m−|α|∑
k=−l
sk,α(·, ξ′)ξk+ln
∥∥∥
Cτ∗ (Rn)
≤ Ck,l,α〈ξ′〉m+1+l−|α||ξn|−1, (2.27)
when |ξn| ≥ 〈ξ′〉. The functions sk,α have to be zero after a finite number of differentia-
tions in ξ′. Hence, they are polynomial in ξ′ of degree m − k − |α| with coefficients in
Cτ∗ (Rn). Cf. [1, Definition 5.2].
Lemma 2.2.2. Let m ∈ Z and p ∈ Cτ∗Sm1,0(Rn ×Rn) satisfy the transmission condition.
Then r+p(x,Dx)(δ ⊗ a) = k(x,Dx)a for all a ∈ S(Rn−1), where k ∈ Cτ∗Sm1,0(Rn ×
R
n−1,S(R+)) is a Poisson symbol-kernel of order m+ 1. Here δ is the delta distribution
with respect to xn.
Proof. Cf. [1, Lemma 5.4]. 
Remark 2.2.3. An important tool in the calculus are ”order-reducing operators”.
There are two types, one acting over the domain and one acting over the boundary:
Λ
m
−,Rn
+
= Op(rm− (ξ))+ : H
s(Rn+)→ Hs−m(Rn+)
Λ
t
0 = Op
′(〈ξ′〉) : Hs(Rn−1)→ Hs−t(Rn−1), ∀s ∈ R ,
m ∈ Z and t ∈ R. Here Λm−,Rn
+
and Λt
0
have inverses Λ−m−,Rn
+
and Λ−t
0
. Cf. [8, Chapter
2, Section 2.5].
Definition 2.2.4. Let m ∈ R and r ∈ N0.
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1. If t ∈ Cτ∗Sm1,0(Rn−1 × Rn−1,S(R+)), s j ∈ Cτ∗S
m− j
1,0 (R
n−1 × Rn−1), j = 0, ..., r − 1, then
the associated trace operator of order d and class r is defined as
t(x′,Dx) f =
r−1∑
j=0
s j(x
′,Dx′ )γ j f + t0(x′,Dx) f ,
t0(x
′,Dx) f = F −1ξ→x′
[ ∫ ∞
0
t0(x
′, ξ′, yn) fˆ (ξ′, yn)dyn
]
,
where t0 ∈ Cτ∗Sm1,0(Rn × Rn;S(R+)) and γ j f = ∂
j
n f |xn=0.
2. If g ∈ Cτ∗Sm−11,0 (Rn × Rn−1,S(R
2
++)), k j ∈ Cτ∗Sm− j−11,0 (Rn × Rn−1,S(R+)) for j =
0, ..., r − 1, then the associated singular Green operator of order d and class r is
defined as
g(x,Dx) f =
r−1∑
j=0
k j(x,Dx′ )γ j f + g0(x,Dx) f ,
g0(x,Dx) f = F −1ξ′→x′
[ ∫ ∞
0
g0(x, ξ
′, yn) fˆ (ξ′, yn)dyn
]
.
where g0 ∈ Cτ∗Sm−11,0 (Rn × Rn−1,S(R
2
++)) and γ j f is as above.
The operators t(x,Dx) and g(x,Dx) are said to be class of−r for r ∈ N if t(x, ξ), g(x, ξ) ∈
Hr−1. Cf. [1, Definition 4.4 and Remark 5.1].
Example 2.2.5. Let γ j be a trace operator. For m ∈ Z by Grubb, [8, Theorem 2.8.1]
we have γ jOp(rm− (ξ))+ of order j +m +
1
2 and class j +m + 1.
2.3 Differential Operator with Cτ∗ Coefficients
Let us now introduce the notions of ellipticity and uniform strong ellipticity.
Since we will study in Section 3.1 the resolvent construction for the Dirich-
let problem with Cτ coefficients and uniform strong ellipticity condition, we
show that the principal symbol of a differential operator with uniform strong
ellipticity condition is contained in a sector. We also introduce the parametrix
construction of
A =
(
P+ + G
T
)
: Hs(Rn+)→
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
where P+ is a truncated pseudodifferential operator, G is a singular Green op-
erator and T is a trace operator in the case of non-smooth coefficients.
Definition 2.3.1. A linear partial differential operator of order m on a bounded domain
D in Rn is an expression of the form :
A(x,D) =
∑
|α|≤m
aα(x)D
α
=
m∑
k=0
∑
α1+α2+···+αn=k
aα1···αn (x)D
α1
1
· · ·Dαnn (2.28)
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where the complex matrix-valued coefficients aα(x) are defined on D and m ∈ N. The
principal symbol of A will be denoted by σm(A)(x, ξ) and
σm(A)(x, ξ) =
∑
|α|=m
aα(x)ξ
α,
which is a homogeneous polynomial of degree m with respect to ξ. We call A elliptic, if
for every x ∈ D and every non-zero ξ ∈ Rn
σm(A)(x, ξ) =
∑
|α|=m
aα(x)ξ
α
is invertible. The operator A is said to be uniform strong ellipticity if there exists a
constant c > 0 such that for every x ∈ D and ξ ∈ Rn
Re σ2m(A)(x, ξ) ≥ c | ξ |2m . (2.29)
The order 2m (even) in (2.29) is necessary, since by homogeneity for odd order 2m+ 1,
we have Re σ2m+1(A)(x,−ξ) = −Re σ2m+1(A)(x, ξ), so the principal symbol takes on
both positive and negative values.
Remark 2.3.2. Inequality (2.29) implies that
Re σ2m(A)(x, ξ) > 0
for each x ∈ D and ξ , 0, i.e. ellipticity.
Theorem 2.3.3. If the partial differential operator (2.28) has bounded coefficients and
satisfies a uniform strong ellipticity condition, then the spectrum of principal symbol
of A is contained in a sector
{
z = z1 + iz2; z , 0, | arg z| < π
2
− ǫ
}
for some 0 < ǫ < π2 .
Proof. Since A satisfies a uniform strong ellipticity condition we have
c | ξ |2m≤ Re σ2m(A)(x, ξ) ≤ C | ξ |2m .
For all v ∈ Cn, set z = z1 + iz2 = 〈σ2m(A)(x, ξ)v, v〉Cn , then
〈σ2m(A)(x, ξ)v, v〉Cn = Im〈σ2m(A)(x, ξ)v, v〉Cn + Re〈σ2m(A)(x, ξ)v, v〉Cn .
Since
| Im〈σ2m(A)(x, ξ)v, v〉Cn | ≤ |〈σ2m(A)(x, ξ)v, v〉Cn |
≤ c′|ξ|2m〈v, v〉Cn ≤ c′′ Re〈σ2m(A)(x, ξ)v, v〉Cn ,
we conclude that
|z2|
z1
=
| Im〈σ2m(A)(x, ξ)v, v〉Cn |
Re〈σ2m(A)(x, ξ)v, v〉Cn ≤ c
′′.
Therefore | arg z| = | arctan( z2z1 )| ≤ arctan(c′′), since z1 is positive. 
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Theorem 2.3.4. a) Let
A =
(
P+ + G
T
)
where P+ is a truncated pseudodifferential operator of order zero to R
n
+ satisfying
the transmission condition at xn = 0, G is a zero-order singular Green operator,
such that P+ + G is of class r ∈ Z, and T is a trace operator of order 12 and class r,
all with Cτ∗ -smoothness in x. ThenA maps continuously
A =
(
P+ + G
T
)
: Hs(Rn+)→
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
when
i) |s| < τ,
ii) |s − 12 | < τ ,
iii) s > r − 12 (class restriction).
b) LetA be as in (a), and classical and uniformly elliptic. Then there exists an operator
B0,
B0 =
(
R0 K0
)
:
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
→ Hs(Rn+)
with R0 of order 0 and class r (being the sum of a pseudodifferential operator and a
singular Green operator), K0 a Poisson operator of order 12 , with C
τ−[θ]
∗ -smoothness
in x, satisfies thatB0 is continuous for all s as in (a), andR = AB0−I is continuous
R :
Hs−θ(Rn+)
×
Hs−θ−
1
2 (Rn−1)
→
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
when
i) −τ + θ < s < τ − [θ]
ii) s − 12 > −τ + θ
iii) s − θ > r − 12 (class restriction)
iv) 0 < θ < τ.
Proof. Cf. [1, Theorem. A.8] and [1, Theorem 1.1, 1.2 and 6.4]. 
2.4 The Behavior of Pseudodifferential Operators
with Non-Smooth Symbol at the Boundary
Let Q be a pseudodifferential operator. Ho¨rmander showed in [11] that the
maps
C∞0 (R
n−1) ∋ u −→ lim
xn→0+
DlnQ(u ⊗ δ j)
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are given by pseudodifferential operators. Here δ j = D jnδ, δ denoting the Dirac
measure.
Abels illustrated in [1] the effect of the transmission condition for non-smooth
truncated pseudodifferential operators r+p(x,Dx)(u⊗δ). Thereforewewill show
Ho¨rmander’s formula for non-smooth symbols with the transmission property.
Lemma 2.4.1. Let u ∈ Hs(Rn−1), δ j = D jnδ, δ denoting the Dirac measure. Then
u ⊗ δ j ∈ Ht(Rn) whenever t + j < − 12 and t + j + 12 ≤ s.
Proof.
‖u ⊗ δ j‖2t =
∫
|uˆ(ξ′)|2
∫
〈ξ′〉2t(ξn)2 j d¯ξn d¯ξ′
t+ j<− 12︷︸︸︷
≤ C
∫
|uˆ(ξ′)|2〈ξ′〉2t+2 j+1 d¯ξ′
t+ j+ 12≤s︷︸︸︷
≤ C‖u‖s

Theorem 2.4.2. Let Q be a pseudodifferential operator of order m ∈ Z such that
its symbol q ∈ Cτ∗Sm1,0(Rn × Rn) has the transmission property. Then, for every u ∈
C∞0 (R
n−1), the boundary values
Qlu = γlr
+Q(u ⊗ δ), l < τ, l ∈ N0 ,
are given by pseudodifferential operators Ql with symbols
ql(x
′, ξ′) = lim
xn→0+
r+F −1ξn→xnh+[(Dxn + ξn)lq(x, ξ)].
Proof. From Lemma 2.2.2
r+q(x,Dx)(u ⊗ δ) = r+F −1ξn→xn (h+q(x, ξ)) ∈ Cτ∗Sm1,0(Rn × Rn;S(R+)) (2.30)
for every u ∈ C∞0 (Rn−1). Now we apply the differential operator Dlxn (l < τ) and
we obtain
Dlxnr
+q(x,Dx)(u ⊗ δ) = (2π)−n
∫
eix
′ξ′ uˆ(ξ′)r+
∫
eixnξn
(
(Dxn + ξn)
lq(x, ξ)
)
dξndξ
′,
here the integral in ξn has to be interpreted as an oscillatory integral. Hence
lim
xn→0+
Dlxnr
+q(x,Dx)(u ⊗ δ) = (2π)1−n
∫
eix
′ξ′ uˆ(ξ′)ql(x′, ξ′)dξ′
where
ql(x
′, ξ′) = (2π)−1 lim
xn→0+
r+
∫
eixnξn (Dxn + ξn)
lq(x, ξ)dξn
= lim
xn→0+
r+F −1ξn→xnh+[(Dxn + ξn)lq(x, ξ)]
∈ Cτ−l∗ Sm+l1,0 (Rn−1,Rn−1),
by (2.30). It follows that the operator limxn→0+ D
l
xnr
+Q(u ⊗ δ) is a pseudodiffer-
ential operator. 
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Corollary 2.4.3. If in the Theorem 2.4.2 each term q j in the asymptotic expansion
q ∼ ∑
j
q j is a rational function of ξn, then the symbols can be computed as inHo¨rmander
[10, Theorem 2.1.4] and equation (1.4) with Γξ′ . Here Γξ′ is a contour in C, which
has the poles of q j in the upper half plane in its interior.
2.5 Parametrices to Certain Hypoelliptic Operators
We start with the introduction of a notion of parameter-dependent hypoellip-
ticity condition for non-smooth symbols. We will then construct a parametrix
for pseudodifferential operators with symbols in Cτ∗Sm1,δ for 0 ≤ δ < 1. For
the Ho¨rmander classes Smρ,δ, this condition has been introduced by Ho¨rmander
in [12, Theorem 4.2]. We follow here the approach developed by O. Bilyj, E.
Schrohe and J. Seiler in [5]. In [15], Marschall has constructed the parametrix
for elliptic operators with coefficients in Cτ∗Sm1,0.
Definition 2.5.1. Let p ∈ Cτ∗Sm1,δ for some m ≥ 0, τ ∈ (0,∞), and 0 ≤ δ < 1. Consider
the following sector:
S(ǫ) =
{
λ = r2eiη, ǫ ≤ η ≤ 2π − ǫ
}
(2.31)
for some 0 < ǫ < π. We say that p(x, ξ) is hypoelliptic, if there exist constants C, c > 0
such that for x, ξ ∈ Rn, |ξ| ≥ C, the resolvent set of p(x, ξ) contains
S(ǫ) ∪ {|λ| ≤ c}
and for λ ∈ S(ǫ) ∪ {|λ| ≤ c}, α ∈ N0 and |β| ≤ [τ],
|∂βxDαξp(x, ξ) (p(x, ξ) − λ)−1 | ≤ cα,β〈ξ〉−|α|+δ
′ |β| (2.32)
| (p(x, ξ) − λ)−1 ∂βxDαξp(x, ξ)| ≤ cα,β〈ξ〉−|α|+δ
′ |β| (2.33)
‖∂βxDαξp(·, ξ) (p(·, ξ) − λ)−1 ‖Cτ−|β|∗ ≤ cα,β〈ξ〉
−|α|+δ′ |β|+δ′(τ−|β|)
= cα,β〈ξ〉−|α|+δ′τ (2.34)
‖ (p(·, ξ) − λ)−1 ∂βxDαξp(·, ξ)‖Cτ−|β|∗ ≤ cα,β〈ξ〉
−|α|+δ′ |β|+δ′(τ−|β|)
= cα,β〈ξ〉−|α|+δ′τ (2.35)
for some 0 ≤ δ ≤ δ′ < 1.
Clearly, for |ξ| ≥ C, p(x, ξ) is invertible and the spectrum of p(x, ξ) is a
subset of {λ ∈ C \ S(ǫ); |λ| < c′|p(x, ξ)|}, for any c′ > 1. Additionally, since
(p − λ)−1 = −λ−1(1 − p(p − λ)−1) and 0 is not in the spectrum of p(x, ξ), then
outside the neighborhood of λ = 0,
|(p(x, ξ) − λ)−1| = |λ|−1|1 − p(x, ξ)(p(x, ξ) − λ)−1| ≤ c′0,0〈λ〉−1, (2.36)
‖(p(·, ξ)−λ)−1‖Cτ∗ = |λ|−1‖1−p(·, ξ)(p(·, ξ)−λ)−1‖Cτ∗ ≤ |λ|−1
(
1+‖p(·, ξ)(p(·, ξ)−λ)−1‖Cτ∗
)
≤ |λ|−1
(
1 + c0〈ξ〉δ′τ
)
≤ c′0〈λ〉−1〈ξ〉δ
′τ, |ξ| ≥ C.
Now we want to construct a parameter-dependent parametrix to p − λ.
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Remark 2.5.2. Let p ∈ Cτ∗Sm1,δ. If |ξ| < C, then |p(x, ξ)| ≤ c0. We can conclude for
|λ| > c0 and |ξ| < C:
|p(x, ξ)| ≤ c0 < |λ|.
This shows that p(x, ξ) − λ is invertible for |λ| > c0 and |ξ| < C.
Definition 2.5.3. Let q0(x, ξ, λ) = ql0(x, ξ, λ) = q
r
0
(x, ξ, λ) = (p(x, ξ) − λ)−1, for
|ξ| ≥ C and λ ∈ S(ǫ), or |ξ| < C and |λ| > c0. Define for j = 1, 2, ..., [θ], θ < N , θ < τ:
a) (Right parametrix)
qrj(x, ξ, λ) = −q0(x, ξ, λ)
j∑
i=1
∑
|α|=i
1
α!
Dαξp(x, ξ)∂
α
xq
r
j−i(x, ξ, λ).
b) (Left parametrix)
qlj(x, ξ, λ) = −
j∑
i=1
∑
|α|=i
1
α!
Dαξq
l
j−i(x, ξ, λ)∂
α
xp(x, ξ) q0(x, ξ, λ) .
Note that for an arbitrary derivative ∂ = ∂x j or ∂ = ∂ξ j , we have
∂(p(x, ξ) − λ)−1 = −(p(x, ξ) − λ)−1∂p(x, ξ)(p(x, ξ) − λ)−1.
Theorem 2.5.4. Let p ∈ Cτ∗Sm1,δ satisfy the assumption of Definition (2.5.1) for some
δ′ such that 0 ≤ δ ≤ δ′ < 1.
a) Then λ 7→ 〈λ〉ql
j
(λ), λ 7→ 〈λ〉qr
j
(λ) are continuous and bounded from {λ ∈
S(ǫ); |λ| > c0} to Cτ− j∗ S j(δ
′−1)
1,δ′ for j = 0, 1, ..., [θ], θ < N, θ < τ.
b) Let qr(x, ξ, λ) =
[θ]∑
j=0
qr
j
(x, ξ, λ) and ql(x, ξ, λ) =
[θ]∑
j=0
ql
j
(x, ξ, λ). Then qr, ql are right
and left parametrices for p such that
Rr(x,Dx, λ) = (p(x,Dx) − λ)qr(x,Dx, λ) − I : Hs+m−θ(1−δ′)(Rn)→ Hs(Rn),
for 
−(τ − [θ])(1 − δ) < s < τ − [θ],
−(1 − δ′)(τ − [θ] − θ) < s +m < τ − [θ],
−(1 − δ′)(τ − [θ] − θ) < s
0 < θ < τ − [θ]
Rl(x,Dx, λ) = ql(x,Dx, λ)(p(x,Dx) − λ) − I : Hs+m−θ(1−δ′)(Rn)→ Hs(Rn),
for 
−(τ − [θ])(1 − δ′) < s < τ − [θ],
−(1 − δ)(τ − θ) < s < τ,
0 < θ < τ − [θ]
are bounded. The norms of Rr(x,Dx, λ) and Rl(x,Dx, λ) are O(〈λ〉−1) in S(ǫ).
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Proof. a) For |α1|+ |α2|+ ...+ |αl| = |α|+ j, |β1|+ |β2|+ ...+ |βl| = |β|+ j ≤ [τ], l ∈ N0
and α, β ∈ Nn
0
, Dαξ∂
β
xq
r
j
is a linear combination of terms
q0(x, ξ, λ)D
α1
ξ ∂
β1
x p(x, ξ)q0(x, ξ, λ)...D
αl
ξ ∂
βl
x p(x, ξ)q0(x, ξ, λ).
To simplify the following statement write Dα0ξ ∂
β0
x p(x, ξ) = 1. Then from
Remark 2.1.8 and (2.32)-(2.36)
‖Dαξ∂
β
xq
r
j(x, ξ, λ)‖Cτ−|β|∗ = ‖q0(x, ξ, λ)D
α1
ξ ∂
β1
x p(x, ξ)q0(x, ξ, λ)...D
αl
ξ ∂
βl
x p(x, ξ)q0(x, ξ, λ)‖Cτ−|β|∗
≤
l∑
j=0
‖Dα jξ ∂
β j
x p(x, ξ)q0(x, ξ, λ)‖Cτ−|β|∗
(
Π
l
i=0
i, j
‖Dαiξ ∂
βi
x p(x, ξ)q0(x, ξ, λ)‖L∞
)
≤ c′α,β〈λ〉−1〈ξ〉−|α|− j+δ
′(τ−|β|− j)+δ′(|β|+ j).
Therefore 〈λ〉qr
j
is continuous and bounded. Similarly we can verify a) for
〈λ〉ql
j
.
b) We define the remainders Rr
j
and Rl
j
for j = 0, 1, ..., [θ] by using Theorem
2.1.18 as follows:
(p(x,Dx) − λ)qr0(x,Dx, λ) − I =
∑
1≤|α|≤[θ]
1
α!
Op(Dαξp(x, ξ)∂
α
xq
r
0(x, ξ, λ))
+ Rr0(x,Dx, λ)
(p(x,Dx) − λ)qr1(x,Dx, λ) = −
∑
|α|=1
Op(Dαξp(x, ξ)∂
α
xq
r
0(x, ξ, λ))
+
∑
1≤|α|≤[θ]−1
1
α!
Op(Dαξp(x, ξ)∂
α
xq
r
1(x, ξ, λ))
+ Rr1(x,Dx, λ)
(p(x,Dx) − λ)qrj(x,Dx, λ) = −
j∑
i=1
∑
|α|=i
1
α!
Op(Dαξp(x, ξ)∂
α
xq
r
j−i(x, ξ, λ))
+
∑
1≤|α|≤[θ]− j
1
α!
Op(Dαξp(x, ξ)∂
α
xq
r
j(x, ξ, λ))
+ Rrj(x,Dx, λ)
such that Rr
j
(x,Dx, λ) : Hs+m+ j(δ
′−1)−θ(1−δ′)(Rn)→ Hs(Rn), for

−(τ − j)(1 − δ) < s < τ − j,
−(1 − δ′)(τ − j − θ) < s +m < τ − j,
−(1 − δ′)(τ − j − θ) < s,
0 < θ < τ − j
are bounded operators and
λ 7→ 〈λ〉‖Rrj‖L(Hs+m+ j(δ′−1)−θ(1−δ′ ),Hs) (2.37)
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is bounded.
ql0(x,Dx, λ)(p(x,Dx) − λ) − I =
∑
1≤|α|≤[θ]
1
α!
Op(Dαξq
l
0(x, ξ, λ)∂
α
xp(x, ξ))
+ Rl0(x,Dx, λ)
ql1(x,Dx, λ)(p(x,Dx) − λ) = −
∑
|α|=1
Op(Dαξq
l
0(x, ξ, λ)∂
α
xp(x, ξ))
+
∑
1≤|α|≤[θ]−1
1
α!
Op(Dαξq
l
1(x, ξ, λ)∂
α
xp(x, ξ))
+ Rl1(x,Dx, λ)
qlj(x,Dx, λ)(p(x,Dx) − λ) = −
j∑
i=1
∑
|α|=i
1
α!
Op(Dαξq
l
j−i(x, ξ, λ)∂
α
xp(x, ξ))
+
∑
1≤|α|≤[θ]− j
1
α!
Op(Dαξq
l
j(x, ξ, λ)∂
α
xp(x, ξ))
+ Rlj(x,Dx, λ),
such that Rl
j
(x,Dx, λ) : Hs+m+ j(δ
′−1)−θ(1−δ′)(Rn)→ Hs(Rn), for

−(τ − j)(1 − δ′) < s < τ − j,
−(1 − δ)(τ − θ) < s < τ,
0 < θ < τ − j
are bounded operators and
λ 7→ 〈λ〉‖Rlj‖L(Hs+m+ j(δ′−1)−θ(1−δ′ ),Hs) (2.38)
is bounded. Therefore
(p − λ)♯[θ]qr0 = I +
∑
1≤|α|≤[θ]
1
α!
Dαξp(x, ξ)∂
α
xq
r
0(x, ξ, λ),
(p − λ)♯[θ]−1qr1 = −Dξp(x, ξ)∂xqr0(x, ξ, λ) +
+
∑
1≤|α|≤[θ]−1
1
α!
Dαξp(x, ξ)∂
α
xq
r
1(x, ξ, λ),
(p − λ)♯[θ]−2 qr2 = −Dξp(x, ξ)∂xqr1(x, ξ, λ)
−
∑
|α|=2
1
α!
Dαξp(x, ξ)∂
α
xq
r
0(x, ξ, λ)
+
∑
1≤|α|≤[θ]−2
1
α!
Dαξp(x, ξ)∂
α
xq
r
2(x, ξ, λ),
....
Since qr(x, ξ, λ) =
[θ]∑
j=0
qr
j
(x, ξ, λ) and ql(x, ξ, λ) =
[θ]∑
j=0
ql
j
(x, ξ, λ), then:
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Rr(p − λ, qr) =
[θ]∑
j=0
Rrj(x,Dx, λ)
= (p(x,Dx) − λ)qr(x,Dx, λ) − (
[θ]∑
j=0
(p − λ)♯[θ]− jqrj)(x,Dx, λ)
= (p(x,Dx) − λ)qr(x,Dx, λ) − I : Hs+m−θ(1−δ′)(Rn)→ Hs(Rn),
for 
−(τ − [θ])(1 − δ) < s < τ − [θ],
−(1 − δ′)(τ − [θ] − θ) < s +m < τ − [θ],
−(1 − δ′)(τ − [θ] − θ) < s
0 < θ < τ − [θ]
is bounded and
λ 7→ 〈λ〉‖Rr‖L(Hs+m−θ(1−δ′ ),Hs) (2.39)
is continuous.
Rl(ql, p − λ) =
[θ]∑
j=0
Rlj(x,Dx, λ)
= ql(x,Dx, λ)(p(x,Dx) − λ) − (
[θ]∑
j=0
qlj♯[θ]− j(p − λ))(x,Dx, λ)
= ql(x,Dx, λ)(p(x,Dx) − λ) − I : Hs+m−θ(1−δ′)(Rn)→ Hs(Rn),
for 
−(τ − [θ])(1 − δ′) < s < τ − [θ],
−(1 − δ)(τ − θ) < s < τ,
0 < θ < τ − [θ]
is bounded and
λ 7→ 〈λ〉‖Rl‖L(Hs+m−θ(1−δ′ ),Hs) (2.40)
is continuous.

Corollary 2.5.5. Let m − θ(1 − δ′) ≤ 0. From (2.39) and (2.40) 〈λ〉Rr and 〈λ〉Rl are
bounded. If |λ| → ∞, then Rr and Rl tend to zero and we conclude with a Neumann
series argument for large |λ| ≥ R, 1 + Rr(λ) and 1 + Rl(λ) are invertible.
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Chapter 3
The Resolvent Construction
for the Dirichlet Problem in
the Case of Non-Smooth
Coefficients
3.1 Dirichlet Resolvent in Rn+
In [2] the resolvent (ADγ0 − λ)−1 and the Poisson operator Kλγ0 for the Dirich-
let problem in the non-smooth situation are constructed for 0 < τ ≤ 1 on
non-smooth domains. In this section we generalize this result to all τ > 0 on
compact manifold.
Let
A(x,D) =
n∑
i, j=1
ai j(x)∂xi∂x j +
n∑
i=1
bi(x)∂xi + c(x) (3.1)
be a second-order uniformly strongly elliptic differential operator with real
coefficients. Fix τ > 0. We assume:
(1) ai j ∈ Cτ(Rn
+
) and there exists a constant c0 > 0 such that
n∑
i, j=1
ai j(x)ξiξ j ≥ c0|ξ|2, x ∈ Rn+, ξ ∈ Rn (3.2)
(2) bi ∈ Cτ(Rn
+
)
(3) c ∈ Cτ(Rn
+
) and c ≤ 0 on Rn
+
.
Definition 3.1.1. Let s > − 32 . The Dirichlet realization of A in Hs(Rn+) is the
unbounded operator ADγ0 with domain D(A
D
γ0 ) =
{
u ∈ Hs+2(Rn+);γ0u = 0
}
.
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Theorem 3.1.2. Let A and τ be as above. Then For λ ∈ ρ(ADγ0) , −τ + 12 < s <
τ and s > − 32 , the operator
(
A − λ
γ0
)
: Hs+2(Rn+)→
Hs(Rn+)
× ;
Hs+
3
2 (Rn−1)
has an inverse
(
RD(λ) KD(λ)
)
=
(
(ADγ0 − λ)−1 Kλγ0
)
:
Hs(Rn+)
×
Hs+
3
2 (Rn−1)
→ Hs+2(Rn+).
On the rays λ = reiη with η ∈ (π2 − ǫ, 3π2 + ǫ) for 0 < ǫ < π2 (Outside the range of the
principal symbol), the inverse exists for |λ| sufficiently large. The operators RD(λ) and
KD(λ) have the structure in (5.9) and satisfy estimates (5.10), (5.11) and (5.12) .
Proof. Step 1. For λ = 0 we writeAD =
(
A
γ0
)
.
AD : Hs+2(Rn+)→
Hs(Rn+)
× ,
Hs+
3
2 (Rn−1)
is continuous for all −τ < s < τ and s > − 32 . If we use the order-reducing
operators of Remark 2.2.3 to reduce the orders to zero, then we have by an
application of Theorem 2.3.4:
AD1 =
(
I 0
0 Λ2
0
)
ADΛ−2−,R+ =
(
AΛ−2−,R+
Λ2
0
γ0Λ−2−,R+
)
: Hs(Rn+)→
Hs(Rn+)
× .
Hs−
1
2 (Rn−1)
AΛ−2−,R+ is of order zero and Λ
2
0
γ0Λ−2−,R+ is of order
1
2 and class −1. AD1 is contin-
uous for all −τ < s < τ with s > − 32 . (We do not need the restriction |s − 12 | < τ
here, since γ0 is smooth and it does not have any coefficient in Cτ.)
By Theorem 2.3.4AD
1
has a parametrix B0,D
1
of order zero and class −1,
B0,D
1
=
(
R0,D
1
K0,D
1
)
:
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
→ Hs(Rn+).
Here R0,D
1
is of order zero, and K0,D
1
is a Poisson operator of order 12 , having
symbol-kernel in CτS
− 12
1,0 (R
n × Rn−1,S(R+)). Since K0,D1 has coefficients in Cτ,
we have an extra restriction |s − 12 | < τ on s. Therefore B0,D1 is continuous for
−τ + 12 < s < τ and s > − 32 . The remainder RD1 = AD1 B0,D1 − I satisfies
RD1 =
(
AΛ−2−,R+
Λ2
0
γ0Λ−2−,R+
) (
R0,D
1
K0,D
1
)
− I =
Hs−θ(Rn+)
×
Hs−θ−
1
2 (Rn−1)
→
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
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when 0 < θ < τ, −τ + 12 + θ < s < τ − [θ] and s > − 32 + θ.
We obtain
AD1 B0,D1 = I + RD1 or
(
I 0
0 Λ2
0
)
ADΛ−2−,R+B0,D1 = I + RD1 .
Therefore
ADΛ−2−,R+B0,D1
(
I 0
0 Λ2
0
)
= I + R′D, with R′D =
(R′D1
R′D2
)
=
(
I 0
0 Λ−2
0
)
RD1
(
I 0
0 Λ2
0
)
.
Step 2. Set
BD0 = Λ−2−,R+B0,D1
(
I 0
0 Λ2
0
)
=
(
Λ−2−,R+R
0,D
1
Λ−2−,R+K
0,D
1
Λ2
0
)
=
(
RD
0
KD
0
)
.
It is a parametrix ofAD, and
ADBD0 = I + R′D.
BD0 :
Hs(Rn+)
×
Hs+
3
2 (Rn−1)
→ Hs+2(Rn+),
is continuous when
− τ + 1
2
< s < τ and s > −3
2
. (3.3)
R′D =
(R′D1
R′D2
)
:
Hs−θ(Rn+)
×
Hs+
3
2−θ(Rn−1)
→
Hs(Rn+)
×
Hs+
3
2 (Rn−1),
is continuous when
0 < θ < τ , − τ + 1
2
+ θ < s < τ − [θ] and s > −3
2
+ θ. (3.4)
The inequality (3.2) implies that the principal symbol ofA takes its values in
R−. Nowwe replaceA byA−λ0 for a large |λ0| and the parameter 〈ξ〉 = (1+|ξ|2) 12
by 〈ξ〉 = (1 + |λ0| + |ξ|2) 12 in the order reducing operators. We first prove the
theorem for some large λ0 and then extend it to all λ ∈ ρ(ADγ0 ).
The parametrix and remainder map as follows:
BD0 (λ0) =
(
RD
0
(λ0) KD0 (λ0)
)
:
Hs(Rn+)
×
Hs+
3
2 (Rn−1)
→ Hs+2(Rn+), (3.5)
RD(λ0) :
Hs−θ(Rn+)
×
Hs+
3
2−θ(Rn−1)
→
Hs(Rn+)
×
Hs+
3
2 (Rn−1)
(3.6)
for s and θ as in (3.3) and (3.4).
In order to get the exact inverses, we apply the technique developed by Abels,
Grubb and Wood in [2], which can also be invoked here. Details are given in
the appendix. 
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From Theorem 3.1.2 we easily obtain the structure of the resolvent for com-
pact manifolds with boundary. We state it for the sake of completeness.
Let D be a smooth compact manifold with boundary. We have the operator
A as in (3.1). Consider the situation, where Rn+ and R
n−1 are replaced by D and
∂D.
Theorem 3.1.3. For λ ∈ ρ(ADγ0 ) , −τ + 12 < s < τ and s > − 32 , the operator
(
A − λ
γ0
)
: Hs+2(D)→
Hs(D)
× ;
Hs+
3
2 (∂D)
has an inverse
(
RD(λ) KD(λ)
)
=
(
(ADγ0 − λ)−1 Kλγ0
)
:
Hs(D)
×
Hs+
3
2 (∂D)
→ Hs+2(D).
On the rays λ = reiη with η ∈ (π2 − ǫ, 3π2 + ǫ) for 0 < ǫ < π2 (Outside the range of the
principal symbol), the inverse exists for |λ| sufficiently large. The operators RD(λ) and
KD(λ) have the structure in (5.9) and satisfy estimates (5.10), (5.11), (5.12).
Proof. We cover the manifold with finitely many charts. We may assume that
they are chosen in such away that either the chart does not intersect the bound-
ary (”interior charts”) or else is of the formX j×[0, 1)whereX j ⊆ ∂D (”boundary
chart”). In each of these, construct a parameter-dependent parametrix to the
local representation of (A−λ, γ0) (in interior charts use a parameter-dependent
parametrix to A − λ only). With the help of partition of unity these can be
patched to global parametrix. The estimate follows from the estimates for the
local parametrices. 
3.2 Neumann Resolvent in Rn+
In this section we construct the Neumann resolvent for operators with Cτ
coefficients.
Definition 3.2.1. Let s > − 12 . The Neumann realization of A in Hs(Rn+) is the
unbounded operator ANγ1 with domain D(A
N
γ1 ) =
{
u ∈ Hs+2(Rn+);γ1u = 0
}
.
Theorem 3.2.2. Let A be as (3.1) satisfying conditions (1), (2) and (3). Then for
λ ∈ ρ(ANγ1 ), −τ + 12 < s < τ and s > − 12 , the operator
(
A − λ
γ1
)
: Hs+2(Rn+)→
Hs(Rn+)
×
Hs+
1
2 (Rn−1)
has an inverse
(
RN(λ) KN(λ)
)
=
(
(ANγ1 − λ)−1 Kλγ1
)
:
Hs(Rn+)
×
Hs+
1
2 (Rn−1)
→ Hs+2(Rn+).
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On the rays λ = reiη with η ∈ (π2 − ǫ, 3π2 + ǫ) for 0 < ǫ < π2 (Outside the range of the
principal symbol), the inverse exists for |λ| sufficiently large. The operators RN(λ) and
KN(λ) have the structure in (3.19) and satisfy estimates (3.20)-(3.24) .
Proof. Step 1. For λ = 0 we writeAN =
(
A
γ1
)
.
AN : Hs+2(Rn+)→
Hs(Rn+)
× ,
Hs+
1
2 (Rn−1)
is continuous for all −τ < s < τ and s > − 12 . If we use the order-reducing
operators of Remark 2.2.3 to reduce the orders to zero, then we have by an
application of Theorem 2.3.4:
AN1 =
(
I 0
0 Λ1
0
)
ANΛ−2−,R+ =
(
AΛ−2−,R+
Λ1
0
γ1Λ−2−,R+
)
: Hs(Rn+)→
Hs(Rn+)
× .
Hs−
1
2 (Rn−1)
AΛ−2−,R+ is of order zero and Λ
1
0
γ1Λ−2−,R+ is of order
1
2 and class 0. Then AN1
is continuous for all −τ < s < τ with s > − 12 . By Theorem 2.3.4 AN1 has a
parametrix B0,N
1
of order zero and class 0,
B0,N
1
=
(
R0,N
1
K0,N
1
)
:
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
→ Hs(Rn+).
Here R0,N
1
is of order zero, and K0,N
1
is a Poisson operator of order 12 , having
symbol-kernel in CτS
− 12
1,0 (R
n × Rn−1,S(R+)). Since K0,N1 has coefficients in Cτ,
we have an extra restriction |s − 12 | < τ on s. Therefore B0,N1 is continuous for
−τ + 12 < s < τ and s > − 12 . The remainder RN1 = A1B0,N1 − I satisfies
RN1 =
(
AΛ−2−,R+
Λ1
0
γ0Λ−2−,R+
) (
R0,N
1
K0,N
1
)
− I =
Hs−θ(Rn+)
×
Hs−θ−
1
2 (Rn−1)
→
Hs(Rn+)
×
Hs−
1
2 (Rn−1)
when 0 < θ < τ, −τ + 12 + θ < s < τ − [θ] and s > − 12 + θ.
We obtain
AN1 B0,N1 = I + RN1 or
(
I 0
0 Λ1
0
)
ANΛ−2−,R+B0,N1 = I + RN1 .
Therefore
ANΛ−2−,R+B0,N1
(
I 0
0 Λ1
0
)
= I + R′N, with R′N =
(R′N1
R′N2
)
=
(
I 0
0 Λ−2
0
)
R1
(
I 0
0 Λ2
0
)
.
Step 2. Set
BN0 = Λ−2−,R+B0,N1
(
I 0
0 Λ1
0
)
=
(
Λ−2−,R+R
0,N
1
Λ−2−,RN
+
K0,N
1
Λ1
0
)
=
(
RN
0
KN
0
)
.
33
It is a parametrix ofA, and
ANBN = I + R′N.
BN0 :
Hs(Rn+)
×
Hs+
1
2 (Rn−1)
→ Hs+2(Rn+),
is continuous when
− τ + 1
2
< s < τ and s > −1
2
. (3.7)
R′N =
(R′1
R′2
)
:
Hs−θ(Rn+)
×
Hs+
1
2−θ(Rn−1)
→
Hs(Rn+)
×
Hs+
1
2 (Rn−1),
is continuous when
0 < θ < τ , − τ + 1
2
+ θ < s < τ − [θ] and s > −1
2
+ θ. (3.8)
The inequality (3.2) implies that the principal symbol ofA takes its values in
R−. Nowwe replaceA byA−λ0 for a large |λ0| and the parameter 〈ξ〉 = (1+|ξ|2) 12
by 〈ξ〉 = (1 + |λ0| + |ξ|2) 12 in the order reducing operators. We first prove the
theorem for some large λ0 and then extend it to all λ ∈ ρ(ANγ1 ).
The parametrix and remainder map as follows:
BN0 (λ0) =
(
RN
0
(λ0) KN0 (λ0)
)
:
Hs(Rn+)
×
Hs+
1
2 (Rn−1)
→ Hs+2(Rn+), (3.9)
RN(λ0) :
Hs−θ(Rn+)
×
Hs+
1
2−θ(Rn−1)
→
Hs(Rn+)
×
Hs+
1
2 (Rn−1)
(3.10)
for s and θ as in (3.7) and (3.8).
Consider λ0 = r2eiη, η ∈ (−π, π) on a ray outside R−. We introduce an extra
variable t ∈ S1 (S1 is the unit circle), and replace r by Dt = −i∂t, now consider
A˜ = A − eiηD2t on Rn+ × S1.
Since a(x, ξ) − λ0 , 0, A˜ is elliptic on R+ × S1 and A˜N =
(
A˜
γ1
)
has a parametrix
B˜N
0
and the remainder R˜N = A˜NB˜N
0
− I as in (3.9), (3.10) with Rn+, Rn−1 replaced
by Rn+ × S1, Rn−1 × S1. For functions w of the form w(x, t) = u(x)eir0t, u ∈ S(Rn+)
and r0 ∈ 2πZ, we have
A˜N =
(
(A − eiηr2
0
)w
γ1w
)
=
(
(A − λ0)w
γ1w
)
,
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‖w‖Hs(Rn
+
×S1) ≃ ‖(1 + |ξ|2 + r20)
s
2 uˆ(ξ)‖L2 = ‖u‖Hs,r0 .
When s′ < s, then
‖w‖Hs′ (Rn
+
×S1) ≃ ‖(1 + |ξ|2 + r20)
s′
2 uˆ(ξ)‖L2
≤ 〈r0〉s′−s‖(1 + |ξ|2 + r20)
s
2 uˆ(ξ)‖L2 ≃ 〈r0〉s
′−s‖w‖Hs(Rn
+
×S1).
Since the remainder R˜N acts like RN(λ0), we find that
‖RN(λ0){u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 12 ,r0 (Rn−1) ≤ cs‖{u1,u2}‖Hs−θ,r0 (Rn
+
)×Hs+ 12 −θ,r0 (Rn−1) (3.11)
≤ c′s〈r0〉−θ‖{u1,u2}‖Hs,r0 (Rn
+
)×Hs+ 12 ,r0 (Rn−1)
for s as in (3.8). Now we want to extend it to arbitrary λ as follows: Write
λ = r2eiη = (r0 + r′)2eiη with r′ ∈ [0, 2π). Since
(1 + |ξ|2 + r20)
t
2 ≃ (1 + |ξ|2 + (r0 + r′)2) t2 , (3.12)
A − λ = A − λ0 + (λ0 − λ),
|λ0 − λ| = |r20 − r2| = |2r0r′ + r′2| ≤ c〈r0〉, (3.13)
‖BN0 (λ0){u1,u2}‖Hs+2,r(R+) ≤ cs‖{u1,u2}‖Hs,r(R+)×Hs+ 12 ,r(Rn−1), (3.14)
‖BN0 (λ0){u1,u2}‖Hs+2,r(R+) ≃ ‖(1 + |ξ|2 + |r0|2)
s+2
2 BN0 (λ0){u1,u2}‖L2
≥ 〈r0〉‖(1 + |ξ|2 + |r0|) s+22 BN0 (λ0){u1,u2}‖L2
≥ 〈r0〉‖(1 + |ξ|2 + |r0|) s2BN0 (λ0){u1,u2}‖L2
= 〈r0〉‖BN0 (λ0){u1,u2}‖Hs,r(R+), (3.15)
we have
RN(λ) = AN(λ)BN0 (λ0) − I = AN(λ0)BN0 (λ0) − I +
(
λ0 − λ
0
)
BN0 (λ0). (3.16)
Therefore
‖RN(λ){u1,u2}‖
Hs,r(Rn
+
)×Hs+ 12 ,r(Rn−1)
(3.12)︷︸︸︷
≃ ‖RN(λ){u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 12 ,r0 (Rn−1)
(3.16)︷︸︸︷
≤ ‖RN(λ0){u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 12 ,r0 (Rn−1)
+|λ0 − λ| ‖BN0 (λ0){u1,u2}‖Hs,r(R+)
(3.11),(3.15),(3.14)︷︸︸︷
≤ ds‖{u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 32 ,r0 (Rn−1)
If we define BN
0
(λ) = BN
0
(λ0), then (3.11) holds for general λ.
Fix s. Consider λ = r2eiη with r0 ≥ r1 for large r1, where for each s, c′s〈r0〉−θ ≤
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1
2 . Then ‖RN(λ)‖Hs,r×Hs+ 12 ,r < 1 and I + R
N(λ) has the inverse I + R′′N(λ) =
I +
∑
k≥1
(−RN(λ))k (converging in the operator norm for operators on Hs,r(Rn+) ×
Hs+
1
2 ,r(Rn−1)). Therefore by definition of BN
0
(λ),
AN(λ)BN0 (λ)(I + R′′N(λ)) = I.
This gives the right inverse
BN(λ) = BN0 (λ) +BN0 (λ)R′′N(λ)
=
(
RN
0
(λ) KN
0
(λ)
)
+
(
RN
0
(λ) KN
0
(λ)
)
R′′N(λ) =
(
RN(λ) KN(λ)
)
,
and
‖BN0 (λ)R′′N(λ){ f , g}‖Hs+2,r(Rn+) ≤ cs‖{ f , g}‖Hs−θ,r(Rn
+
)×Hs+ 12 −θ,r(Rn−1)
≤ c′s〈r〉−θ‖{ f , g}‖Hs,r(Rn
+
)×Hs+ 12 ,r(Rn−1).
Since
AN(λ)BN(λ) =
(
(A − λ)RN(λ) (A − λ)KN(λ)
γ1RN(λ) γ1KN(λ)
)
=
(
I 0
0 I
)
,
RN(λ) solves
(A − λ)u = f , γ1u = 0, (3.17)
and KN(λ) solves
(A − λ)u = 0 , γ1u = ϕ. (3.18)
For such large λ, RN(λ) coincides with the resolvent (ANγ1 − λ)−1 of ANγ1 . The
operator KN(λ) is the Poisson operator, which solves (3.18). Since λ ∈ ρ(ANγ1 ), it
is denoted by Kλγ1 . For each λ = r
2eiη, r1 ≤ r,
(ANγ1 − λ)−1 : Hs(Rn+)→ Hs+2(Rn+) , Kλγ1 : Hs+
1
2 (Rn−1)→ Hs+2(Rn+)
for s satisfying (3.7).
From above
RN(λ) = RN0 (λ) + R
N
0 (λ)R′′N(λ) , KN(λ) = Kλγ1 = KN0 (λ) + KN0 (λ)R′′N(λ) (3.19)
where
‖ RN0 (λ) ‖L(Hs,r(Rn+),Hs+2,r(Rn+)) , ‖ KN0 (λ) ‖L(Hs+ 12 ,r(Rn
+
),Hs+2,r(Rn
+
))
(3.20)
are O(1),
‖ RN0 (λ)R′′N(λ) ‖L(Hs−θ,r(Rn+),Hs+2,r(Rn+)) , ‖ KN0 (λ)R′′N(λ) ‖L(Hs+ 12 −θ,r(Rn
+
),Hs+2,r(Rn
+
))
(3.21)
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are O(1), and
‖ RN0 (λ)R′′N(λ) ‖L(Hs,r(Rn+),Hs+2,r(Rn+)) , ‖ KN0 (λ)R′′N(λ) ‖L(Hs+ 12 ,r(Rn
+
),Hs+2,r(Rn
+
))
(3.22)
are O(〈λ〉− θ2 ) .
For λ on the rays λ = r2eiη as in the statement of the theorem and s as in (3.7)
and (3.8). In view of [8, A.26] we have
‖RN(λ)u1‖Hs+2,r 
(
〈λ〉s+2‖RN(λ)u1‖20 + ‖RN(λ)u1‖2Hs+2
) 1
2
 C′〈λ〉 s2+1‖RN(λ)u1‖20 + C′‖RN(λ)u1‖2Hs+2
≤ ‖u1‖Hs,r  Cs
(
〈λ〉s‖u1‖20 + ‖u1‖2Hs
) 1
2
≤ C′s〈λ〉
s
2 ‖u1‖Hs (3.23)
‖KN(λ)u2‖Hs+2,r 
(
〈λ〉s+2‖KN(λ)u2‖20 + ‖KN(λ)u2‖2Hs+2
) 1
2
 C′〈λ〉 s2+1‖KN(λ)u2‖20 + C′‖KN(λ)u2‖2Hs+2
≤ ‖u2‖
Hs+
1
2 ,r
 Cs
(
〈λ〉s+ 12 ‖u2‖20 + ‖u2‖2s+ 12
) 1
2 . (3.24)
Note that ‖RN(λ)‖L(L2(Rn
+
)) is O(〈λ〉−1) on the ray. 
From the result of Theorem 3.2.2 we easily obtain the structure of the re-
solvent for compact manifolds with boundary. We state it for the sake of
completeness.
Let D be a smooth compact manifold with boundary. We have the operator
A as in (3.1). Consider the situation, where Rn+ and R
n−1 are replaced by D and
∂D.
Theorem 3.2.3. Let A be as (3.1) satisfying conditions (1), (2) and (3). Then for
λ ∈ ρ(ANγ1 ), −τ + 12 < s < τ and s > − 12 , the operator
(
A − λ
γ1
)
: Hs+2(D)→
Hs(D)
× ;
Hs+
1
2 (∂D)
has an inverse
(
RN(λ) KN(λ)
)
=
(
(ANγ1 − λ)−1 Kλγ1
)
:
Hs(D)
×
Hs+
1
2 (∂D)
→ Hs+2(D).
On the rays λ = reiη with η ∈ (π2 − ǫ, 3π2 + ǫ) for 0 < ǫ < π2 (Outside the range of the
principal symbol), the inverse exists for |λ| sufficiently large. The operators RN(λ) and
KN(λ) have the structure in (3.19) and satisfy estimates (3.20)-(3.24) .
Proof. We can show it as in the proof of Theorem 3.1.3. 
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Chapter 4
Regularity of a Degenerate
Boundary Value Problem
In this section we consider the degenerate boundary value problem for second
order uniformly strongly elliptic differential operators with non-smooth coeffi-
cients which includes as particular cases the Dirichlet and Neumann problems.
In the case of smooth coefficients, it has been proved by Taira in [18] in the
framework of Sobolev spaces and in [20] in the framework of Ho¨lder spaces.
We generalize this result to the case of non-smooth coefficients for τ ≥ 4 in the
framework of Sobolev spaces.
A key to finding a unique solution for the degenerate boundary value prob-
lem is first the idea that we can reduce the study of this problem to that of a
pseudodifferential operator T(λ) on the boundary. Next we fix λ˜ and show that
the symbol of T(λ˜) - we can actually focus on t1 + t0, the first two terms in the
asymptotic expansion - satisfies the hypoellipticity assumption of Definition
(2.5.1). We find a parametrix Op(b0(µ˜)) to T(λ˜) − µ˜ with b0(µ˜) ∈ Cτ−1S0
1, 12
. In
particular, this yields an a priori estimate for T(µ˜), (4.31). Then we consider the
realization AL of Awith boundary condition L and prove a priori estimates for
AL −λ (Theorem 4.3.1), using the a priori estimates for T(λ˜). For |λ| sufficiently
large, they imply that AL − λ is injective. Since
N
(
(A − λ,L)
)
=
{
u ∈ Hs+2L ; (A − λ,L)u = 0
}
= N(AL − λ),
we conclude that T(λ) is injective and hence invertible.
LetD = D∪ ∂D be an n-dimensional, compact C∞ manifold with boundary.
Let
A(x,D) =
n∑
i, j=1
ai j(x)∂xi∂x j +
n∑
i=1
bi(x)∂xi + c(x)
be a second-order elliptic differential operator with real coefficients. Fix τ ≥ 4.
We assume
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A.1) ai j ∈ Cτ(D), ai j = a ji and there exists a constant a0 > 0 such that
n∑
i, j=1
ai j(x)ξiξ j ≥ a0|ξ|2, x ∈ D, ξ ∈ Rn; (4.1)
A.2) bi ∈ Cτ(D)
A.3) c ∈ Cτ(D) and c ≤ 0 on D but c , 0 in D.
We consider the following boundary value problem: Given functions f and
ϕ defined in D and ∂D, respectively, find a function u in D such that{
(A − λ)u = f in D
Lu = µ1(x′) ∂u∂n (x
′) + µ2(x′)u(x′) = ϕ on ∂D
(4.2)
Here:
1) λ is a complex number in the sector{
λ = r2eiη,−π + ǫ < η < π − ǫ
}
(4.3)
for some 0 < ǫ < π.
2) µ1 ∈ Cτ(∂D) and µ1 ≥ 0 on ∂D
3) µ2 ∈ Cτ(∂D) and µ2 ≥ 0 on ∂D
4) n = (n1, · · · ,nn) is the unit exterior normal to ∂D
5) ∂∂n the normal derivative.
Our fundamental hypothesis is the following :
µ1(x
′) + µ2(x′) > 0, x′ ∈ ∂D . (4.4)
We consider (A − λ,L) as an unbounded operator in Hs+2 with domain
Hs+2
L
=
{
u ∈ Hs+2;Lu ∈ Hs+ 32
}
. Our main result here is:
Theorem 4.0.4. Under the above assumptions on A and L, the mapping(
A − λ
L
)
: Hs+2L (D)→ Hs(D) ×Hs+3/2(∂D) (4.5)
is a topological isomorphism for all
0 ≤ s < τ − 3,
for all λ in (4.3), |λ| sufficiently large.
It is easy to see that (A − λ,L) is closed: Let un ∈ Hs+2L with un → u in Hs+2,
(A − λ)un → v in Hs and Lun → g in Hs+ 32 . Since Lun → Lu in Hs+ 12 , then
Lu = g ∈ Hs+ 32 and u ∈ Hs+2
L
. Further the operator (A − λ,L) is densely defined,
since the domain Hs+2
L
(D) contains C∞(D) and so it is dense in Hs+2(D).
The proof will be proven in the remainder of this section.
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We reduce the analysis of (4.5) to the analysis of pseudodifferential op-
erator on the boundary. According to the Sections 3.1 and 3.2, there exist(
RD(λ) KD(λ)
)
and
(
RN(λ) KN(λ)
)
such that
(
A − λ
γ0
) (
RD(λ) KD(λ)
)
= I ,
(
A − λ
γ1
) (
RN(λ) KN(λ)
)
= I
for all λ in (4.3). Let L = (µ1 ∂∂n + µ2)|∂D. Then
(
A − λ
L
) (
RN(λ) KDλ)
)
=
(
I 0
LRN(λ) LKD(λ)
)
:
Hs(D)
×
D(T(λ))
→
Hs(D)
×
Hs+
3
2 (∂D)
(4.6)
with the operator T(λ) = LKD(λ) considered as an unbounded operator in
Hs+
3
2 (∂D) with domain D(T(λ)) =
{
ψ ∈ Hs+ 32 (∂D);T(λ)ψ ∈ Hs+ 32 (∂D)
}
. The idea
to use RN(λ) in (4.6) is that, since it solves (3.17), then
LRN(λ) = µ1(x
′)γ1RN(λ) + µ2(x′)γ0RN(λ) = µ2(x′)γ0RN(λ)
is an operator in Hs+
3
2 (∂D). The operator on the right hand side (4.6) has an
inverse if and only if T(λ) = LKD(λ) is invertible; in that case the inverse is
given by
(
I 0
−(LKD(λ))−1(LRN(λ)) (LKD(λ))−1
)
.
Note that T(λ) = LKD(λ) = µ2I + µ1Λ(λ) with Λ(λ) = γ1KD(λ) the Dirichlet-
to-Neumann operator. Thus one can reduce the study of problem (4.2) to that
pseudodifferential operator T(λ) on the boundary. More precisely, we have the
following:
Lemma 4.0.5. The boundary problem (4.5) is invertible if and only if (4.6) is invertible
and (4.6) is invertible if and only if the operator T(λ) : D(T(λ)) ⊂ Hs+ 32 (∂D) →
Hs+
3
2 (∂D) is invertible.
In order to study the operator T(λ) we need some notation. In a neighbor-
hood of boundary we can write the operator A = A(x,D) in the form
A(x,D) − λ =
∑
k≤2
AkD
k
xn = A2(x)D
2
xn + A1(x,Dx′ )Dxn + A0(x,Dx′ ) − λ, (4.7)
x = (x′, xn)
where 
A0(x,Dx′ ) − λ = −
∑
i, j<n
ai j(x)DxiDx j + i
n−1∑
i=1
bi(x)Dxi + c(x) − λ
A1(x,Dx′ ) = −
n−1∑
i=1
ain(x)Dxi + ib
n(x)
A2(x) = −ann
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are differential operators of order 2, 1 and zero respectively, and their symbols
are 
σ(A0 − λ) = −
∑
i, j<n
ai j(x)ξiξ j + i
n−1∑
i=1
bi(x)ξi + c(x) − λ
σ(A1) = −
n−1∑
i=1
ain(x)ξi + ibn(x)
σ(A2) = −ann.
We denote by a1(x, ξ′) and a0(x, ξ′) the principal symbols of A1(x,Dx′ ) and
A0(x,Dx′ ), respectively. We can conclude the following from (4.1):
b.1) A2(x) < 0
The principal symbol ofA has two rootswith respect to ξn and has the following
decomposition:
a2 − λ = −
n∑
i, j=1
ai jξiξ j − λ = A2(x)ξ2n + a1(x, ξ′)ξn + a0(x, ξ′) − λ
= A2(x)(κ1(x, ξ
′, λ) − ξn)(κ2(x, ξ′, λ) − ξn) (4.8)
where:
κ2(x, ξ
′, λ) = −a1(x, ξ
′)
2A2(x)
+ i
(4A2(x)(a0(x, ξ′) − λ) − a1(x, ξ′)2) 12
2A2(x)
= q1(x, ξ
′) + ip1(x, ξ′, λ) in C− (4.9)
κ1(x, ξ
′, λ) = −a1(x, ξ
′)
2A2(x)
− i (4A2(x)(a0(x, ξ
′) − λ) − a1(x, ξ′)2) 12
2A2(x)
= q1(x, ξ
′) − ip1(x, ξ′, λ) in C+ (4.10)
since A2 ∈ Cτ(D), a1(x, ξ′) ∈ CτS11,0(D × Rn−1) and a0(x, ξ′) ∈ CτS21,0(D × Rn−1), it
follows that:
1) q1(x, ξ′) ∈ CτS11,0(D × Rn−1)
2) 4A2(x)(a0(x, ξ′) − λ) − a1(x, ξ′)2 ∈ CτS21,0(D × Rn−1).
Hence κ1(x, ξ′, λ) and κ2(x, ξ′, λ) by Lemma 2.1.10 are in CτS11,0(D × Rn−1).
4.1 The Caldero´n Projector
Next we write(
A − λ
γ0
)−1
=
(
RD(λ) KD(λ)
)
=
(
Qλ + Gλ K
D(λ),
)
(4.11)
whereQλ is an inverse of A−λ and Gλ is a singular Green operator of order −2
and class 0. The operators
RD(λ) : Hs(D)→ Hs+2(D) , KD(λ) : Hs+ 32 (∂D)→ Hs+2(∂D)
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are bounded for every s satisfying
−τ + 1
2
< s < τ and s > −3
2
.
The operator A satisfies the following Green’s formula for u, v ∈ C∞0 (D):
〈Au, v〉D − 〈u,A∗v〉D = 〈Aρu, ρv〉∂D,
A =
iA1(x
′,Dx′ ) + iDnA2(x′) − i
n−1∑
i=1
Dia
in(x) iA2(x
′)
iA2(x
′) 0
 .
The adjoint of the two sided trace operator
ρ =
(
γ0
γ1 = γ0Dn
)
: Hs+2(D)→ Hs+ 32 (∂D) ×Hs+ 12 (∂D) , s > −1
2
;
is the operator
ρ∗ =
(
γ∗0 γ
∗
1
= D∗nγ∗0
)
: H−s−
3
2 (∂D) ×H−s− 12 (∂D)→ H−s−2(D) , s > −1
2
here γ∗0ϕ = ϕ(x
′)⊗ δ(xn) is a distribution supported in ∂D. Define the nullspace
N(A − λ) =
{
u ∈ Hs+2(D); (A − λ)u = 0 on D
}
.
The operator
K˜λ = Qλρ
∗
A : Hs+
3
2 (∂D) ×Hs+ 12 (∂D)→ Hs+2(D)
maps into N(A − λ) since
(A − λ)K˜λϕ = (A − λ)Qλρ∗Aϕ = ρ∗Aϕ
is supported in ∂D. Hence
K˜λ,+ = −r+Qλρ∗A : Hs+ 32 (∂D) ×Hs+ 12 (∂D)→ Hs+2(D)
acts as a left inverse of ρ. Cf. [8, p. 42]
The operator C+ = ρK˜λ,+ is a pseudodifferential projection in Hs+
3
2 (∂D) ×
Hs+
1
2 (∂D), the Caldero´n projector.
Now we study the symbols of Qλ, which is the inverse of A − λ. Write
σ(Qλ) ∼
∑
r−2− j and σ(A − λ) ∼
∑
a2−k. Then
σ(A − λ)♯σ(Qλ) = I,
♯ is the Leibniz product. We have
(a2 − λ)r−2 = 1 (4.12)
and
r−2−l = −r−2
∑ 1
α!
Dαξa2−k∂
α
xr−2− j
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with the sum taken for j < l, j + |α| + k = l and l = 1, 2, .. < τ. Here we will
confine ourselves to l = 0, 1 and compute only the first two components of the
symbol of Qλ. They are
r−2(x, ξ, λ) =
1
a2 − λ ∈ C
τS−21,0
r−3(x, ξ, λ) = −r−2
n∑
j=1
Dξ ja2∂x jr−2 − r−2a1r−2 ∈ Cτ−1S−31,0.
Then
r−2(x,Dx, λ) : Hs−2(D)→ Hs(D)
is continuous if −τ < s < τ and
r−3(x,Dx, λ) : Hs−3(D)→ Hs(D)
is continuous if −τ + 1 < s < τ − 1. Set
Qλ = Op(r−2 + r−3) + R1(λ) = Qλ + R1(λ).
If we insert the precise form of a2 − λ i.e. (4.8) in r−2 and r−3, we have
r−2(x, ξ, λ) =
1
A2(x)(κ1 − ξn)(κ2 − ξn) (4.13)
r−3(x, ξ, λ) = −
n∑
j=1
( ∂x jA2(x)Dξ j (κ1 − ξn)
A2
2
(x)(κ1 − ξn)2(κ2 − ξn)
+
∂x jA2(x)Dξ j (κ2 − ξn)
A2
2
(x)(κ1 − ξn)(κ2 − ξn)2
+
Dξ j (κ1 − ξn)∂x j (κ1 − ξn)
A2(x)(κ1 − ξn)3(κ2 − ξn) +
Dξ j (κ2 − ξn)∂x j (κ1 − ξn)
A2(x)(κ1 − ξn)2(κ2 − ξn)2
+
Dξ j (κ1 − ξn)∂x j (κ2 − ξn)
A2(x)(κ1 − ξn)2(κ2 − ξn)2 +
Dξ j (κ2 − ξn)∂x j (κ2 − ξn)
A2(x)(κ1 − ξn)(κ2 − ξn)3
)
− a1(x
′, ξ′)
A2
2
(x)(κ1 − ξn)2(κ2 − ξn)2
. (4.14)
Composition of γ1 with the operator KD(λ) in (4.11) i.e. Λ(λ) = γ1KD(λ) is a
first order pseudodifferential operator. It is called often Dirichlet-to-Neumann
operator and maps Hs+
3
2 (∂D) to Hs+
1
2 (∂D).
Now we want to construct the first two terms in the asymptotic expansion
of the symbol of Λ(λ) from the symbols of the Caldero´n projector. Let f =
(
f1
f2
)
in Hs+
3
2 (∂D) ×Hs+ 12 (∂D), then
Cλ,+ f =
(
C+λ,00
C+λ,01
C+λ,10
C+λ,11
) (
f1
f2
)
(4.15)
=
(
γ0
γ1
)
Qλ
(
γ∗0 γ
∗
1
) (iA1(x′,Dx′ ) iA2(x′)
iA2(x
′) 0
) (
f1
f2
)
=
(
γ0Qλγ∗0iA1(x
′,Dx′ ) f1 + iγ0Qλ,+γ∗0A2(x
′) f2 + γ0Qλγ∗1iA2(x
′) f1
γ1Qλγ∗0iA1(x
′,Dx′ ) f1 + iγ1Qλ,+γ∗0A2(x
′) f2 + γ1Qλγ∗1iA2(x
′) f1
)
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Hence

C+λ,00
= γ0Qλγ∗0iA1(x
′,Dx′ ) + γ0Qλγ∗1iA2(x
′)
C+λ,01
= iγ0Qλγ∗0A2(x
′)
C+λ,10
= γ1Qλγ∗0iA1(x
′,Dx′ ) + γ1Qλγ∗1iA2(x
′)
C+λ,11
= iγ1Qλγ∗0A2(x
′).
We insert Qλ instead of Qλ to construct the first two terms in the asymptotic
expansion of the symbols of

C+λ,00
= γ0Qλγ∗0iA1(x
′,Dx′ ) + γ0Qλγ∗1iA2(x
′)
C+λ,01
= iγ0Qλγ∗0A2(x
′)
C+λ,10
= γ1Qλγ∗0iA1(x
′,Dx′ ) + γ1Qλγ∗1iA2(x
′)
C+λ,11
= iγ1Qλγ∗0A2(x
′)
from Theorem 2.4.2 and the Residue Theorem as follows:
C+λ,00 f1 = γ0Qλγ
∗
0iA1(x
′,Dx′ ) f1 + γ0Qλγ∗1iA2(x
′) f1
= γ0(r−2(x,Dx, λ) + r−3(x,Dx, λ))(iA1(x′,Dx′ ) f1 ⊗ δ(xn))
+ γ0(r−2(x,Dx, λ) + r−3(x,Dx, λ))D∗n(iA2(x
′) f1 ⊗ δ(xn))
= γ0r−2(x,Dx, λ)(iA1(x′,Dx′ ) f1 ⊗ δ(xn)) + γ0r−3(x,Dx, λ)(iA1(x′,Dx′ ) f1 ⊗ δ(xn))
+ γ0r−2(x,Dx, λ)(iA2(x′) f1 ⊗D∗nδ(xn)) + γ0r−3(x,Dx, λ)(iA2(x′) f1 ⊗D∗nδ(xn))
= (2π)−n
∫
eix
′ξ′ lim
xn→+0
( ∫
Γξ′
eixnξnr−2(x′, xn, ξ′, ξn, λ)δˆ(ξn)dξn
)
(iA1(x
′,Dx′ ) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′ lim
xn→+0
( ∫
Γξ′
eixnξnr−3(x′, xn, ξ′, ξn, λ)δˆ(ξn)dξn
)
(iA1(x
′,Dx′ ) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′ lim
xn→+0
( ∫
Γξ′
eixnξnr−2(x′, xn, ξ′, ξn, λ)(D∗nδ)
∧(ξn))dξn
)
(iA2(x
′) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′ lim
xn→+0
( ∫
Γξ′
eixnξnr−3(x′, xn, ξ′, ξn, λ)(D∗nδ)
∧(ξn)dξn
)
(iA2(x
′) f1)∧(ξ′)dξ′
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= (2π)−n
∫
eix
′ξ′
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)dξn(iA1(x′,Dx′ ) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)dξn(iA1(x′,Dx′) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)ξndξn(iA2(x′) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)ξndξn(iA2(x′) f1)∧(ξ′)dξ′
= (2π)1−n
∫
eix
′ξ′ (r1)−1(x′, ξ′, λ)(iA1(x′,Dx′ ) f1)∧(ξ′))dξ′
+ (2π)1−n
∫
eix
′ξ′ (r2)−2(x′, ξ′, λ)(iA1(x′,Dx′ ) f1)∧(ξ′))dξ′
+ (2π)1−n
∫
eix
′ξ′ (r3)0(x
′, ξ′, λ)(iA2(x′) f1)∧(ξ′))dξ′
+ (2π)1−n
∫
eix
′ξ′ (r4)−1(x′, ξ′, λ)(iA2(x′) f1)∧(ξ′))dξ′
= (r1)−1(x′,Dx′ , λ)iA1(x′,Dx′ ) f1 + (r3)0(x′,Dx′ , λ)iA2(x′) f1
+ (r2)−2(x′,Dx′ , λ)iA1(x′,Dx′ ) f1 + (r4)−1(x′,Dx′ , λ)iA2(x′) f1
= (c00)0(x
′,Dx′ , λ) f1 + (c00)−1(x′,Dx′ , λ) f1
where
(D∗nδ)
∧(ξn) = 〈e−ixnξn ,D∗nδ〉 = 〈Dne−ixnξn , δ〉 = 〈ξne−ixnξn , δ〉
= ξnδˆ(xn) = ξn,
(r1)−1 = (2π)−1
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)dξn,
(r3)0 = (2π)
−1
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)ξndξn,
(r2)−2 = (2π)−1
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)dξn,
(r4)−1 = (2π)−1
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)ξndξn,
and
(c00)0(x
′,Dx′ , λ) = (r1)−1(x′,Dx′ , λ)iA1(x′,Dx′ ) + (r3)0(x′,Dx′ , λ)iA2(x′),
(c00)−1(x′,Dx′ , λ) = (r2)−2(x′,Dx′ , λ)iA1(x′,Dx′ ) + (r4)−1(x′,Dx′ , λ)iA2(x′).
If we insert (4.13) and (4.14) instead of r−2(x′, 0, ξ′, ξn, λ) and r−3(x′, 0, ξ′, ξn, λ),
we can compute the first two terms in the asymptotic expansion of the symbols
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of C+λ,00
, i.e. (c00)0 and (c00)−1:
(r1)−1(x′, ξ′, λ) =
1
2π
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)dξn
=
1
2π
∫
Γξ′
1
A2(x′)(κ1(x′, ξ′, λ) − ξn)(κ2(x′, ξ′, λ) − ξn)dξn
=
A−1
2
(x′)
2π
∫
Γξ′
1
(κ2(x′,ξ′,λ)−ξn)
κ1(x′, ξ′, λ) − ξn dξn
= iA−12 (x
′)Resξn=κ1
1
(κ2(x′,ξ′,λ)−ξn)
κ1(x′, ξ′, λ) − ξn
=
−iA−1
2
(x′)
κ1(x′, ξ′, λ) − κ2(x′, ξ′, λ)
(r3)0(x
′, ξ′, λ) =
1
2π
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)ξndξn
=
1
2π
∫
Γξ′
ξn
A2(x′)(κ1(x′, ξ′, λ) − ξn)(κ2(x′, ξ′, λ) − ξn)dξn
=
A−1
2
(x)
2π
∫
Γξ′
ξn
(κ2(x′,ξ′,λ)−ξn)
κ1(x′, ξ′, λ) − ξn dξn
= iA−12 (x
′)Resξn=κ1
ξn
(κ2(x′,ξ′,λ)−ξn)
κ1(x′, ξ′, λ) − ξn
=
−iA−1
2
(x′)κ1(x′, ξ′, λ)
κ1(x′, ξ′, λ) − κ2(x′, ξ′, λ)
(r2)−2(x′, ξ′, λ) =
1
2π
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)dξn
=
1
(κ1 − κ2)2
[−i n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
A2
2
(x′)
+
∂xnA2(x
′)
A2
2
(x′)
−
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
A2
2
(x′)
+
∂xnA2(x
′)
A2
2
(x′)
+
i
n−1∑
j=1
Dξ jκ1∂x jκ1
A2(x′)
2
κ1 − κ2
− (∂xnκ1)(x
′)
A2(x′)
2
κ1 − κ2 +
i
n−1∑
j=1
Dξ jκ2∂x jκ1
A2(x′)
2
κ1 − κ1
− (∂xnκ1)(x
′)
A2(x′)
2
κ1 − κ2 +
i
n−1∑
j=1
Dξ jκ1∂x jκ2
A2(x′)
2
κ1 − κ2
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+
(∂xnκ2)(x
′)
A2(x′)
2
κ1 − κ2 +
n−1∑
j=1
Dξ jκ2∂x jκ2
A2(x′)
1
κ1 − κ2 −
(∂xnκ2)(x
′)
A2(x′)
1
κ1 − κ2
+
a1(x
′, ξ′)
A2
2
(x′)
2
κ1 − κ2
]
=
b1
(κ1 − κ2)2
where b1(x
′, ξ′, λ) ∈ CτS0
1,0.
(r4)−1(x′, ξ′, λ) =
1
2π
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)ξndξn
=
κ1 + κ2
(κ1 − κ2)2
[−i n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
A2
2
(x′)
κ2
κ1 + κ2
+
∂xnA2(x
′)
A2
2
(x′)
κ2
κ1 + κ2
−
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
A2
2
(x′)
κ1
κ1 + κ2
+
∂xnA2(x
′)
A2
2
(x′)
κ1
κ1 + κ2
+
i
n−1∑
j=1
Dξ jκ1∂x jκ1
A2(x′)
2κ2
κ2
1
− κ2
2
− (∂xnκ1)(x
′)
A2(x′)
2κ2
κ2
1
− κ2
2
+
i
n−1∑
j=1
Dξ jκ2∂x jκ1
A2(x′)
1
κ1 − κ2 −
(∂xnκ1)(x
′)
A2(x′)
1
κ1 − κ2
+
i
n−1∑
j=1
Dξ jκ1∂x jκ2
A2(x′)
1
κ1 − κ2 +
(∂xnκ2)(x
′)
A2(x′)
1
κ1 − κ2
−
n−1∑
j=1
Dξ jκ2∂x jκ2
A2(x′)
κ1
κ2
1
− κ2
2
+
(∂xnκ2)(x
′)
A2(x′)
κ1
κ2
1
− κ2
2
+
a1(x
′, ξ′)
A2
2
(x′)
1
κ2
1
− κ2
2
]
=
(κ1 + κ2)b2
(κ1 − κ2)2 ,
where b2(x
′, ξ′, λ) ∈ CτS0
1,0. Hence
σ((c00)0(x
′,Dx′ , λ)) + σ((c00)−1(x′,Dx′ , λ))
= σ((r1)−1(x′,Dx′ , λ)iA1(x′,Dx′ )) + σ((r3)0(x′,Dx′ , λ)iA2(x′))
+ σ((r2)−2(x′,Dx′ , λ)iA1(x′,Dx′ )) + σ((r4)−1(x′,Dx′ , λ)iA2(x′))
= (r1)−1(x′, ξ′, λ)♯1ia1(x′, ξ′) + (r3)0(x′, ξ′, λ)♯1iA2(x′)
+ (r2)−2(x′, ξ′, λ)♯0ia1(x′, ξ′) + (r4)−1(x′, ξ′, λ)♯0iA2(x′)
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= (r1)−1(x′, ξ′, λ)ia1(x′, ξ′) +
n−1∑
j=1
Dξ j (r1)−1(x
′, ξ′, λ)∂x j ia1(x
′, ξ′) + R˜1
+ i(r3)0(x
′, ξ′, λ)A2(x′) + i
n−1∑
j=1
Dξ j (r3)0(x
′, ξ′, λ)∂x jA2(x
′) + R˜2
+ i(r2)−2(x′, ξ′, λ)a1(x′, ξ′) + R˜3
+ i(r4)−1(x′, ξ′, λ)A2(x′) + R˜4
=
A−1
2
(x′)a1(x′, ξ′)
κ1 − κ2 +
n−1∑
j=1
Dξ j (
A−1
2
(x′)
κ1 − κ2 )∂x ja1(x
′, ξ′) + R˜1
+
κ1
κ1 − κ2 +
n−1∑
j=1
Dξ j (
A−1
2
(x′)κ1
κ1 − κ2 )∂x jA2(x
′) + R˜2 + ib1a1(x
′, ξ′)
(κ1 − κ2)2 + R˜3
+
i(κ1 + κ2)b2A2(x′)
(κ1 − κ2)2 + R˜4,
where from Theorem 2.1.18
R˜1 : Hs−θ1 (∂D)→ Hs(∂D)
is bounded for θ1 ∈ (1, 2), −(τ − 1) < s < τ − 1 and −(τ − θ1) < s − 1 < τ,
R˜2 : Hs−2−θ2 (∂D)→ Hs(∂D)
is bounded for θ2 ∈ (1, 2), −(τ − 1) < s < τ − 1 and −(τ − θ2) < s < τ.
R˜3 : Hs−1−θ3 (∂D)→ Hs(∂D)
is bounded for θ3 ∈ (0, 1), −τ < s < τ and −(τ − θ3) < s − 2 < τ, and
R˜4 : Hs−1−θ4 (∂D)→ Hs(∂D)
is bounded for θ4 ∈ (0, 1), −τ < s < τ and −(τ − θ4) < s − 1 < τ.
Consequently we have
σ((c00)0(x
′,Dx′ , λ)) =
A−1
2
(x′)a1(x′, ξ′)
κ1 − κ2 +
κ1
κ1 − κ2 =
κ1
κ1 − κ2
(a1(x′, ξ′)
A2(x′)κ1
+ 1
)
=
−κ2
κ1 − κ2 ∈ C
τS01,0.
σ((c00)−1(x′,Dx′ )) = A−12 (x
′)
n−1∑
j=1
Dξ j (
1
κ1 − κ2 )∂x ja1(x
′, ξ′)
+ A−12 (x
′)
n−1∑
j=1
Dξ j (
κ1
κ1 − κ2 )∂x jA2(x
′)
+
ib1a1(x
′, ξ′)
(κ1 − κ2)2 +
i(κ1 + κ2)b2A2(x′)
(κ1 − κ2)2 ∈ C
τ−1S−11,0.
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C+λ,01 f2 = γ0Qλγ
∗
0iA2(x
′) f2
= γ0(r−2(x,Dx, λ) + r−3(x,Dx, λ))(iA2(x′) f2 ⊗ δ(xn))
= γ0r−2(x,Dx, λ)(iA2(x′) f2 ⊗ δ(xn)) + γ0r−3(x,Dx, λ)(iA2(x′) f2 ⊗ δ(xn))
= (2π)−nγ0
∫
eix
′ξ′
( ∫
Γξ′
eixnξnr−2(x′, xn, ξ′, ξn, λ)δˆ(xn)dξn
)
(iA2(x
′) f1)∧(ξ′)dξ′
+ (2π)−nγ0
∫
eix
′ξ′
( ∫
Γξ′
eixnξnr−3(x′, xn, ξ′, ξn, λ)δˆ(xn)dξn
)
(iA2(x
′) f1)∧(ξ′)dξ′
= (2π)−n
∫
eix
′ξ′ lim
xn→+0
( ∫
Γξ′
eixnξnr−2(x′, xn, ξ′, ξn, λ)dξn
)
(iA2(x
′) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′ lim
xn→+0
( ∫
Γξ′
eixnξnr−3(x′, xn, ξ′, ξn, λ)dξn
)
(iA2(x
′) f1)∧(ξ′)dξ′
= (2π)−n
∫
eix
′ξ′
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)dξn(iA2(x′) f1)∧(ξ′)dξ′
+ (2π)−n
∫
eix
′ξ′
∫
Γξ′
r−3(x′, xn, ξ′, ξn, λ)dξn(iA2(x′) f1)∧(ξ′)dξ′
= (2π)1−n
∫
eix
′ξ′ (r1)−1(x′, 0, ξ′, ξn, λ)(iA2(x′) f1)∧(ξ′)dξ′
+ (2π)1−n
∫
eix
′ξ′ (r2)−2(x′, 0, ξ′, ξn, λ)(iA2(x′) f1)∧(ξ′)dξ′
= r−1(x′,Dx′ , λ)(iA2(x′) f2) + r−2(x′,Dx′ , λ)(iA2(x′) f2)
= (c01)−1(x′,Dx′ , λ) f2 + (c01)−2(x′,Dx′ , λ) f2
where
(r1)−1 = (2π)−1
∫
Γξ′
r−2(x′, 0, ξ′, ξn, λ)dξn =
−iA−1
2
(x′)
κ1 − κ2 , (4.16)
(r2)−2 = (2π)−1
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)dξn =
b1
(κ1 − κ2)2 , (4.17)
and
(c01)−1 = (r1)−1(x′,Dx′ , λ)(iA2(x′)),
(c01)−2 = (r2)−2(x′,Dx′ , λ)(iA2(x′)).
If we insert (4.16) and (4.17), we can compute the first two terms in the asymp-
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totic expansion of the symbols of C+λ,01
, i.e. (c01)−1 and (c01)−2:
σ((c01)−1(x′,Dx′ , λ)) + σ((c01)−2(x′,Dx′ , λ))
= σ((r1)−1(x′,Dx′ , λ)(iA2(x′))) + σ((r2)−2(x′,Dx′ , λ)(iA2(x′)))
= (r1)−1(x′, ξ′, λ)♯1iA2(x′)) + (r2)−2(x′, ξ′, λ)♯0iA2(x′)
=
1
κ1 − κ2 +
n−1∑
j=1
Dξ j (
A−1
2
(x′)
κ1 − κ2 )∂x jA2(x
′) + ˜˜R1
− i b1A2(x
′)
(κ1 − κ2)2 +
˜˜R2
=
1
κ1 − κ2 + A
−1
2 (x
′)
n−1∑
j=1
Dξ j (
1
κ1 − κ2 )∂x jA2(x
′)
+
ib1A2(x
′)
(κ1 − κ2)2 +
˜˜R1 + ˜˜R2.
We conclude that
σ((c01)−1(x′,Dx′ , λ)) =
1
κ1 − κ2 ∈ C
τS−11,0 (4.18)
σ((c01)−2(x′,Dx′ , λ)) = A−12 (x
′)
n−1∑
j=1
Dξ j (
1
κ1 − κ2 )∂x jA2(x
′)
+
ib1A2(x
′)
(κ1 − κ2)2 ∈ C
τ−1S−21,0. (4.19)
and from Theorem 2.1.18
˜˜R1 : Hs−1−θ5 (∂D)→ Hs(∂D)
is bounded for θ5 ∈ (1, 2), −(τ − 1) < s < τ − 1 and −(τ − θ5) < s < τ, and
˜˜R2 : Hs−2−θ6 (∂D)→ Hs(∂D)
is bounded for θ6 ∈ (0, 1), −τ < s < τ and −(τ − θ6) < s < τ.
Summing up, we have shown:
Lemma 4.1.1. In the 2× 2-matrix of pseudodifferential operator C+λ in (4.15), the first
two terms in the asymptotic expansion of the symbols C+λ,00
and C+λ,01
are computed
from the two roots of the principal symbol of differential operator A − λ in (4.7) and
they have the following form:
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σ(C+λ,00) =
CτS0
1,0︷︸︸︷
(c00)0 +
Cτ−1S−1
1,0︷︸︸︷
(c00)−1
= −κ2(κ1 − κ2)−1 + A−12 (x′)
n−1∑
j=1
Dξ j (
1
κ1 − κ2 )∂x ja1(x
′, ξ′)
+ A−12 (x
′)
n−1∑
j=1
Dξ j (
κ1
κ1 − κ2 )∂x jA2(x
′) +
ib1a1(x
′, ξ′)
(κ1 − κ2)2 +
i(κ1 + κ2)b2A2(x′)
(κ1 − κ2)2
∈ Cτ−1S01,0,
σ(C+λ,01) =
CτS−1
1,0︷︸︸︷
(c01)−1 +
Cτ−1S−2
1,0︷︸︸︷
(c01)−2
= (κ1 − κ2)−1 + A−12 (x′)
n−1∑
j=1
Dξ j (
1
κ1 − κ2 )∂x jA2(x
′) +
ib1A2(x
′)
(κ1 − κ2)2
∈ Cτ−1S−11,0.
4.2 The Dirichlet-to-Neumann Operator and the
Operator T(λ)
This leads to the construction of the Dirichlet-to-Neumann operator
Λ(λ) = γ1K
D(λ) : (4.20)
Let ϕ = {ϕ0, ϕ1} ∈ ρ(N(A − λ)) satisfy
ϕ1 = Λ(λ)ϕ0. (4.21)
Then C+λϕ = ϕ, i.e. (
C+λ,00
C+λ,01
C+λ,10
C+λ,11
) (
ϕ0
ϕ1
)
=
(
ϕ0
ϕ1
)
. (4.22)
Then an insertion of (4.21) in (4.22) gives
C+λ,00 + C
+
λ,01
Λ(λ) = I
or
C+λ,01Λ(λ) = I − C+λ,00.
Since C+λ,01
is elliptic, we can construct a rough parametrix P01 = Op((p01)1) +
Op((p01)0). By (4.18) and (4.19) we have
(p01)1 =
1
(c01)−1
= κ1 − κ2 ∈ CτS11,0
(p01)0 = −(p01)1
n−1∑
j=1
Dξ j (c01)−1∂x j (p01)1 − (p01)1(c01)−2(p01)1 ∈ Cτ−1S01,0.
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Clearly
(p01)1(x
′,Dx′ , λ) : Hs+1(∂D)→ Hs(∂D)
when −τ < s < τ, and
(p01)0(x
′,Dx′ , λ) : Hs(∂D)→ Hs(∂D)
when −τ + 1 < s < τ − 1 are continuous. Therefore from Theorem 2.1.18
R˜θ7 (x′,Dx′ ) = P01(x′,Dx′ )C+λ,01(x′,Dx′ ) − I : Hs−θ7 (∂D)→ Hs(∂D)
for θ7 ∈ (1, 2), −τ + 2 < s < τ − 2, −τ + 1 + θ7 < s + 1 < τ − 1, and
˜˜Rθ7 (x′,Dx′ ) = C+λ,01(x′,Dx′ )P01(x′,Dx′ ) − I : Hs−θ7 (∂D)→ Hs(∂D)
for θ7 ∈ (1, 2), −τ+ 2 < s < τ− 2, −τ+ 1+θ7 < s− 1 < τ− 1 are bounded. Hence
the fact that
P01(I − C+λ,00) = P01(C+λ,01Λ(λ)) = (I + R˜θ3 )Λ(λ)
implies that
Λ(λ) = P01(I − C+λ,00) − R˜θ7 (λ)Λ(λ),
and since Λ(λ) has order one and R˜θ7 has negative order less than −1, R˜θ7Λ(λ)
has negative order. Therefore we get
Λ(λ) = P01(I − C+λ,00)) − R˜θ7 (λ)Λ(λ)
= Op
(
(p01)1 + (p01)0
)
Op
(
(1 − (c00)0 − (c00)−1) +
order<−1︷︸︸︷
R′
)
− R˜θ7 (λ)Λ(λ)
= (p01)1♯1(1 − (c00)0)(x′,Dx′ , λ) + ˜˜˜R1 − (p01)1♯0(q00)−1(x′,Dx′ , λ) + ˜˜˜R2
− (p01)0♯0(1 − (c00)0)(x′,Dx′ , λ) + ˜˜˜R3 − (p01)0♯0(c00)−1(x′,Dx′ , λ) + ˜˜˜R4
+
order<0︷                    ︸︸                    ︷
Op((p01)1 + (p01)0)R′ −R˜θ7 (λ)Λ(λ)
= (p01)1(1 − (c00)0) +
n−1∑
j=1
Dξ j (p01)1∂x j (1 − (c00)0) + ˜˜˜R1
− (p01)1(c00)−1 + ˜˜˜R2 + (p01)0(1 − (c00)0) + ˜˜˜R3
− (p01)0(c00)−1 + ˜˜˜R4 +
order<0︷                    ︸︸                    ︷
Op((p01)1 + (p01)0)R′ −R˜θ7 (λ)Λ(λ)
= λ1 − λ0 + ˜˜R
where from Theorem 2.1.18
˜˜˜R1 : Hs+1−θ8 (∂D)→ Hs(∂D)
is bounded for θ8 ∈ (1, 2), −(τ − 1) < s < τ − 1 and −(τ − θ8) < s + 1 < τ,
˜˜˜R2 : Hs−θ9 (∂D)→ Hs(∂D)
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is bounded for θ9 ∈ (0, 1), −(τ − 1) < s < τ − 1 and −(τ − 1 − θ9) < s + 1 < τ − 1.
˜˜˜R3 : Hs−θ10 (∂D)→ Hs(∂D)
is bounded for θ10 ∈ (0, 1), −(τ − 1) < s < τ − 1 and −(τ − θ10) < s < τ, and
˜˜˜R4 : Hs−1−θ11 (∂D)→ Hs(∂D)
is bounded for θ11 ∈ (0, 1), −(τ− 1) < s < τ− 1 and −(τ− 1−θ11) < s− 1 < τ− 1.
Therefore ˜˜R has order less than zero.
Summing up, we have shown:
Lemma 4.2.1. Let Λ(λ) be as in (4.20) the Dirichlet-to-Neumann operator. The first
two terms in the asymptotic expansion of Λ(λ) are computed from first two terms in
the asymptotic expansion of the symbols C+λ,00
and C+λ,01
of the Caldero´n projector C+λ
and they have the following form:
λ1 = (p01)1(1 − (c00)0) = (κ1 − κ2)(1 + κ2κ1−κ2 ) = κ1 ∈ CτS11,0
λ0 =
n−1∑
j=1
Dξ j (p01)1∂x j (1 − (c00)0) − (p01)1(c00)−1 − (p01)0(1 − (c00)0)
∈ Cτ−1S0
1,0.
(4.23)
We next study the operator T(λ).
T(λ) : D(T(λ)) ⊂ Hs+ 32 (∂D)→ Hs+ 32 (∂D)
ψ 7−→ LKD(λ)(ψ),
with D(T(λ)) =
{
ψ ∈ Hs+ 32 (∂D);T(λ)ψ ∈ Hs+ 32 (∂D)
}
. Then
T(λ) = µ1(x
′)Λ(λ) + µ2(x′) (4.24)
is a pseudodifferential operator of first order on the boundary ∂D, and its
symbol t(x′, ξ′, λ) has an asymptotic expansion
t(x′, ξ′, λ) = t1(x′, ξ′, λ) + t0(x′, ξ′, λ) + ...
= [iµ1(x
′)λ1(x′, ξ′, λ) + µ2(x′)] + i[µ1(x′)λ0(x′, ξ′, λ)]
+ terms of negative order .
Fix λ˜. We will see that there exists C ≥ 0, c > 0 such that t1(x′, ξ′, λ˜) +
t0(x
′, ξ′, λ˜) + µ˜ is invertible for
{|µ˜| < c} or µ˜ outside a suitable sector contained
around the positive real axis for |ξ′| ≥ C. Moreover, (t1 + t0) is hypoelliptic in
the sense of Definition (2.5.1).
1) First we show that |t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜)| ≥ C′ for large ξ′ (C′ is a positive
constant):
|t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜)| = |iµ1(x′)(λ1(x′, ξ′, λ˜) + λ0(x′, ξ′, λ˜)) + µ2(x′)|
≥
∣∣∣Re (iµ1(x′)(λ1(x′, ξ′, λ˜) + λ0(x′, ξ′, λ˜))) + µ2(x′)∣∣∣
(4.9)︷︸︸︷
≥ |µ1(x′)(p1(x′, ξ′, λ˜) + Re(iλ(x′, ξ′, λ˜)) + µ2(x′)|
≥ CDµ1(x′)|ξ′| + µ2(x′) for |ξ′| ≥ C. (4.25)
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(4.25) is true, since |p1(x′, ξ′, λ˜)+Re(iλ0(x′, ξ′, λ˜))| ≥ CD|ξ′|, for |ξ′| ≥ C. Then
for CD ≥ C′,
|t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜)| ≥ CDµ1(x′)|ξ′| + µ2(x′) ≥ C′(µ1(x′)|ξ′| + 1). (4.26)
2) We show that for all α ∈ N0 and |β| ≤ [τ] − 1∣∣∣Dαξ′∂βx′ (t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜))∣∣∣∣∣∣t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜)∣∣∣ ≤ C(1 + |ξ
′|)−|α|+ |β|2 . (4.27)
For α = β = 0 this is clear. According to Leibniz product, Dαξ′∂
β
x′ (t1 + t0) is a
linear combination of terms of the form
∂
β1
x′µ1D
α
ξ′∂
β2
x′λ1 + ∂
β1
x′µ1D
α
ξ′∂
β2
x′λ0 + ∂
β
x′µ2, |β1| + |β2| = |β| ,
and Dαξ′∂
β2
x′λ1 = O(〈ξ〉1−|α|), Dαξ′∂
β2
x′λ0 = O(〈ξ〉−|α|). Let |α| = 1.
|Dξ′ (t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜))| ≤ |iµ1Dξ′λ1| + |iµ1Dξ′λ0|
≤ C(µ1 + |ξ′|−1) ≤ C′(µ1|ξ′| + 1)(1 + |ξ′|)−1
≤ C′|t(x′, ξ′, λ˜) − µ˜|(1 + |ξ′|)−1.
If we assume that τ ≥ 4, then, since µ1 is a nonnegative Cτ function on ∂D,
we have for |γ| = 1 ≤ [τ] − 1
∣∣∣∂γx′µ1(x′)∣∣∣ ≤ √2
√∥∥∥∂γ+e jx′ µ1∥∥∥∞
√
∂
γ−e j
x′ µ1(x
′) (4.28)
[20, Lemma 4.3].
Let |β| = 1. Then∣∣∣∂x′ (t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜))∣∣∣
=
∣∣∣i∂x′ (µ1(x′)(λ1(x′, ξ′, λ˜)) + i∂x′ (µ1(x′)(λ0(x′, ξ′, λ˜)) + ∂x′µ2(x′)∣∣∣
≤ C1|∂x′µ1| |ξ′| + C2|µ1| + C3
≤ C
[
|∂x′µ1| |ξ′| + |µ1| + 1
]
(4.28)︷︸︸︷
≤ C′
[√
µ1(x′)
√
‖∂2x′µ1‖L∞ |ξ′| + µ1(x′)|ξ′| + 1
]
≤ C′
[
‖∂2x′µ1‖
1
2
L∞ |ξ′|
1
2 (µ1(x
′)|ξ′| + 1) 12 + (µ1(x′)|ξ′| + 1)
]
(4.26)︷︸︸︷
≤ C′
[
‖∂2x′µ1‖
1
2
L∞ |ξ′|
1
2 |t(x′, ξ′, λ˜) − µ˜| 12 + |t(x′, ξ′, λ˜) − µ˜|
]
= C′|t(x′, ξ′, λ˜) − µ˜|
(
|ξ′| 12 |t(x′, ξ′, λ˜) − µ˜|− 12 + 1
)
≤ C′′|t(x′, ξ′, λ˜) − µ˜|(1 + |ξ′|) 12 .
For 2 ≤ |β| ≤ [τ] − 1 assertion (4.27) is trivial. Therefore
|Dαξ′∂
β
x′ (t1(x
′, ξ′, λ˜) + t0(x′, ξ′, λ˜))|
|t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜)|
≤ C(1 + |ξ′|)−|α|+ |β|2 , α ∈ N0 , |β| ≤ [τ] − 1.
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3) Finally we show that
∥∥∥(Dαξ′∂βx′ (t1 + t0))(t1 + t0)−1∥∥∥Cτ−|β| ≤ 〈ξ′〉−|α|+ |β|2 + τ−|β|2 for
τ ∈ Z≥0 and τ ≥ 4.∥∥∥(Dαξ′∂βx′ (t1 + t0))(t1 + t0)−1∥∥∥Cτ−|β|
≤ C
∑
|γ|≤τ−|β|
∥∥∥Dγx′((Dαξ′∂βx′ (t1 + t0))(t1 + t0)−1)∥∥∥L∞
= C
∑
β˜≤γ
|γ|≤τ−|β|
∥∥∥(Dαξ′∂β+γ−β˜x′ (t1 + t0))∂β˜x′ (t1 + t0)−1∥∥∥L∞
= C
∑
β˜≤γ
|γ|≤τ−|β|
β˜1+...+β˜n=β˜
∥∥∥(Dαξ′∂β+γ−β˜x′ (t1 + t0))((t1 + t0))−1(∂β˜1x′ (t1 + t0))(t1 + t0))−1
...(t1 + t0))
−1(∂β˜nx′ (t1 + t0))(t1 + t0))
−1)∥∥∥
L∞
≤ C
∑
β˜≤γ
|γ|≤τ−|β|
β˜1+...+β˜n=β˜
∥∥∥(Dαξ′∂β+γ−β˜x′ (t1 + t0))(t1 + t0))−1∥∥∥L∞
∥∥∥(∂β˜1x′ (t1 + t0))(t1 + t0))−1∥∥∥L∞
...
∥∥∥(∂β˜nx′ (t1 + t0))(t1 + t0))−1∥∥∥L∞
≤ C′〈ξ′〉−|α|+ |β|2 + τ−|β|2 .
Now we have
(1)
∣∣∣t1(x′, ξ′, λ˜) + t0(x′, ξ′, λ˜) + µ˜∣∣∣−1 ≤ C ,
(2)
∣∣∣Dαξ′Dβx′ (t1(x′, ξ′, λ˜)+t0(x′, ξ′, λ˜))∣∣∣ ≤ C|t1(x′, ξ′, λ˜)+t0(x′, ξ′, λ˜)+µ˜|(1+|ξ′|)−|α|+ |β|2 ,
(3)
∥∥∥(Dαξ′∂βx′ (t1+t0)) (t1+t0+ µ˜)−1∥∥∥Cτ−|β| ≤ C′〈ξ′〉−|α|+ |β|2 + τ−|β|2 , τ ∈ Z≥0 and τ ≥ 4 .
We construct a parametrix to t1(x
′, ξ′, λ) + t0(x′, ξ′, λ) + µ˜ ∈ Cτ−1S11,0:
b0(x
′, ξ′, λ, µ˜) = (t1(x′, ξ′, λ) + t0(x′, ξ′, λ) + µ˜)−1
= (iµ1(x
′)(λ1 + λ0) + µ2(x′) + µ˜)−1 ∈ Cτ−1S01, 12 .
From Theorem 2.5.4 t1 + t0 + µ˜ ∈ Cτ−1S11,0 is hypoelliptic for δ′ = 12 . Then b0 is
the right and left parametrices such that:
(t1 + t0 + µ˜)♯2b0 = (t1 + t0 + µ˜)b0 +Dξ′ (t1 + t0 + µ˜)∂x′b0
+
∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 + µ˜)
= 1 +
Cτ−2S
− 12
1, 12︷                   ︸︸                   ︷
Dξ′ (t1 + t0 + µ˜)∂x′b0 +
Cτ−3S
− 32
1, 12︷                            ︸︸                            ︷∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 + µ˜) .
56
b0♯2(t1 + t0 + µ˜) = b0(t1 + t0 + µ˜) +Dξ′b0∂x′ (t1 + t0 + µ˜)
+
∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 + µ˜)
= 1 +
Cτ−2S
− 12
1, 12︷                   ︸︸                   ︷
Dξ′b0∂x′ (t1 + t0 + µ˜)+
Cτ−3S
− 32
1, 12︷                            ︸︸                            ︷∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 + µ˜) .
Therefore
Op(t1 + t0 + µ˜)Op(b0) − I = Op(Dξ′ (t1 + t0 + µ˜)∂x′b0
+
∑
|α|=2
1
α!
Dαξ′ (t1 + t0 + µ˜)∂
α
x′b0) + Rr0
Op(b0)Op(t1 + t0 + µ˜) − I = Op(Dξ′b0∂x′ (t1 + t0 + µ˜)
+
∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 + µ˜)) + Rl0.
Rr0 : Hs+1−
θ12
2 (∂D)→ Hs(∂D),
is bounded for θ12 ∈ (2, 3), −(τ−2) < s < τ−2 and − 12 (τ−1−θ12) < s+1 < τ−1,
and
Rl0 : Hs+1−θ12 (∂D)→ Hs(∂D),
is bounded for θ12 ∈ (2, 3), − 12 (τ − 2) < s < τ − 2 and −(τ − 1 − θ12) < s < τ − 1 .
Op(Dξ′ (t1 + t0 + µ˜)∂x′b0 +
∑
|α|=2
1
α!
Dαξ′ (t1 + t0 + µ˜)∂
α
x′b0) : H
s− 12 (∂D)→ Hs(∂D),
and
Op(Dξ′b0∂x′ (t1 + t0 + µ˜) +
∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 + µ˜)) : H
s− 12 (∂D)→ Hs(∂D),
are bounded if − 12 (τ − 3) < s < τ − 3. Therefore Op(t1 + t0 + µ˜) is a Fredholm
operator for
{|µ˜| < c} or µ˜ outside a suitable sector contained around the positive
real axis for |ξ′| ≥ Cwith ind Op(t1 + t0 + µ˜) = 0 from Corollary (2.5.5) and since
we can write
T(λ˜) + µ˜ =
Fredholm operator︷            ︸︸            ︷
Op(t1 + t0 + µ˜)+
compact operator︷                 ︸︸                 ︷
Op(t−1 + t−2 + · · · )
T(λ˜) + µ˜ is also Fredholm operator with
ind T(λ˜) + µ˜ = ind Op(t1 + t0 + µ˜).
Hence T(λ) is a Fredholm operator with zero index.
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For ψ ∈ D(T(λ))
‖Op(b0)T(λ)ψ‖
Hs+
3
2 (∂D)
≤ C‖T(λ)ψ‖
Hs+
3
2 (∂D)
, (4.29)
and if we set
R = Op(b0)Op(t1 + t0 − µ˜) − I = Op(Dξ′b0∂x′ (t1 + t0 − µ˜)
+
∑
|α|=2
1
α!
Dαξ′b0∂
α
x′ (t1 + t0 − µ˜)) + Rl0
: Hs−
1
2 (∂D)→ Hs(∂D)
is bounded if − 12 (τ − 3) < s < τ − 3, then
‖(I + R)ψ‖
Hs+
3
2 (∂D)
≥ ‖ψ‖
Hs+
3
2 (∂D)
− ‖Rψ‖Hs(∂D). (4.30)
From (4.29) and (4.30) we conclude the following a priori estimate,
‖ψ‖
Hs+
3
2 (∂D)
≤ ‖T(λ)ψ‖
Hs+
3
2 (∂D)
+ ‖ψ‖
Hs−
1
2 (∂D)
. (4.31)
4.3 A Priori Estimates
In this section we study the operator AL, and prove an a priori estimate for
the operator AL − λwhich will play a fundamental role in showing that T(λ) is
injective.
We associate with the problem (4.2) a linear operator AL inH
s(D) acting like
A on the domain
D(AL) =
{
u ∈ Hs+2(D);Lu = 0
}
.
We remark that the operator AL is closed. Let v j be an arbitrary sequence in
D(AL) such that v j → v inHs+2(D) and Av j → g inHs(D). Since Av j → Av = g ∈
Hs(D) and limLv j → Lv = 0 ∈ Hs+ 12 (∂D), then v ∈ D(AL).
With the help of next theorem, we show that AL is injective.
Theorem 4.3.1. Assume that condition (4.4) is satisfied. Then for every η ∈ (−π, π),
there exists a constant R(η) > 0 depending on η such that if λ = r2eiη, r ≥ 0 and
|λ| = r2 ≥ R(η), we have for all u ∈ Hs+2(D) satisfying Lu = 0 on ∂D (i.e. u ∈ D(AL))
‖u‖2
Hs+2
+ 〈r〉s+2‖u‖2
L2
≤ C′′(η)
(
‖(AL − λ)u‖2Hs+2 + 〈r〉s‖(AL − λ)u‖2L2
)
,
with a constant C′′(η) > 0, and for
0 ≤ s < τ − 3.
Proof. We introduce an auxiliary variable t in the unit circle S = R/2πZ, and
replace the parameter λ by the second-order differential operator −eiηD2t for
−π < η < π. We consider instead of the problem
{
(AL − λ)u = f in D
Lu = µ1(x′) ∂u∂n (x
′) + µ2(x′)u(x′) = 0 on ∂D
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the following boundary problem
{
Π(η)u˜ = (AL + eiηD2t )u˜ = f˜ in D × S
Lu˜ = µ1(x′) ∂u˜∂n (x
′) + µ2(x′)u˜(x′)|∂D×S = 0 on ∂D × S . (4.32)
We reduce the study of problem (4.32) to that of a pseudodifferential operator on
the boundary. According to the Sections 3.1 and 3.2, there exist
(
RD(η) KD(η)
)
and
(
RN(η) KN(η)
)
such that
(
Π(η) = (AL + eiηD2t )
γ0
) (
RD(η) KD(η)
)
= I,
(
Π(η) = (AL + eiηD2t )
γ1
) (
RN(η) KN(η)
)
= I.
Then we consider instead of (4.6), the following operator
(
Π(η)
L
) (
RN(η) KD(η)
)
=
(
I 0
LRN(η) LKD(η)
)
:
Hs(D × S)
×
D(T˜(η))
→
Hs(D × S)
×
Hs+
3
2 (∂D × S)
with
T˜(η) = LKD(η) : D(T˜(η)) ⊂ Hs+ 32 (∂D × S)→ Hs+ 32 (∂D × S)
ψ˜ 7−→ LKD(η)(ψ˜),
and D(T˜(η)) =
{
ψ˜ ∈ Hs+ 32 (∂D × S); T˜(η)ψ˜ ∈ Hs+ 32 (∂D × S)
}
. We can extend the
estimate (4.31) on ∂D × S i.e.
‖ψ˜‖
Hs+
3
2 (∂D×S) ≤ ‖T˜(η)ψ˜‖Hs+ 32 (∂D×S) + ‖ψ˜‖Hs− 12 (∂D×S). (4.33)
Now we want to show that for all u˜ ∈ Hs+2(D × S) satisfying Lu˜ = 0 on ∂D × S
the following estimate follows from (4.33)
‖u˜‖Hs+2(D×S) ≤ C′(η)
(
‖Π(η)u˜‖Hs(D×S) + ‖u˜‖Hs(D×S)
)
. (4.34)
Every element u˜(x, t) = u(x)eirt ∈ Hs+2(D × S) satisfying Lu˜ = 0 on ∂D × S can be
written in the following form:
u˜(x, t) = v˜(x, t) + w˜(x, t)
where v˜ ∈ Hs+2(D × S) is the solution of
{
Π(η)v˜ = f in D
γ1v˜ = 0 on ∂D
for all −τ + 12 < s < τ and s > − 12 from Section 3.2, then
‖v˜‖Hs+2(D×S) ≤ C(η)‖Π(η)u˜‖Hs(D×S) (4.35)
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since w˜ = u˜ − v˜ ∈ N(Π(η)). The distribution w˜ can be written as w˜ = KD(η)ψ˜,
ψ˜ = γ0w˜ ∈ Hs+ 32 (∂D × S). Applying (4.33) to the γ0w˜ then
‖γ0w˜‖
Hs+
3
2 (∂D×S) ≤ ‖T˜(η)γ0w˜‖Hs+ 32 (∂D×S) + ‖γ0w˜‖Hs− 12 (∂D×S)
≤ ‖Lw˜‖
Hs+
3
2 (∂D×S) + ‖γ0w˜‖Hs− 12 (∂D×S)
≤ ‖Lu˜‖
Hs+
3
2 (∂D×S) + ‖Lv˜‖Hs+ 32 (∂D×S) + ‖γ0u˜‖Hs− 12 (∂D×S)
+ ‖γ0v˜‖
Hs−
1
2 (∂D×S)
(4.35)︷︸︸︷
≤ C(η)‖Π(η)u˜‖Hs(D×S) + ‖u˜‖Hs(D×S) + ‖v˜‖Hs(D×S), (4.36)
and with (4.36)
‖w˜‖Hs+2(D×S) = ‖KD(η)γ0w˜‖Hs+2(D×S) ≤ ‖ψ˜‖Hs+ 32 (D×S)
≤ C(η)‖Π(η)u˜‖Hs(D×S) + ‖u˜‖Hs(D×S) + ‖v˜‖Hs+2(D×S). (4.37)
Then from (4.35) and (4.37) , we have
‖u˜‖Hs+2(D×S) ≤ ‖v˜‖Hs+2(D×S) + ‖w˜‖Hs+2(D×S)
≤ C′(η)
(
‖Π(η)u˜‖Hs(D×S) + ‖u˜‖Hs(D×S)
)
,
or
‖u(x)eirt‖Hs+2(D×S) ≤ C′(η)
(
‖Π(η)u(x)eirt‖Hs(D×S) + ‖u(x)eirt‖Hs(D×S)
)
. (4.38)
We can estimate each term of inequality (4.38) by [8, A.26] as follows:
‖u(x)eirt‖Hs(D×S) ≃
(
‖u‖2Hs(D) + 〈r〉s‖u‖2L2(D)
) 1
2 . (4.39)
‖Π(η)u(x)eirt‖Hs(D×S) = ‖(AL + eiηD2t )u(x)eirt‖Hs(D×S) (4.40)

(
‖(AL + eiηt)u‖2Hs(D) + 〈r〉s‖(AL + eiηt)u‖2L2(D)
) 1
2 .
‖u(x)eirt‖Hs+2(D×S) 
(
‖u‖2
Hs+2(D)
+ 〈r〉s+2‖u‖2
L2(D)
) 1
2 . (4.41)
If we carry equalities (4.39),(4.40) and (4.41) into inequality (4.38), then we have
‖u‖2
Hs+2(D)
+ 〈r〉s+2‖u‖2
L2(D)
(4.42)
≤ C′(η)
(
‖(AL − r2eiηt)u‖2Hs(D) + 〈r〉s‖(AL − r2eiηt)u‖2L2(D) + ‖u‖2Hs(D) + 〈r〉s‖u‖2L2(D)
)
.
To eliminate the term C′(η)‖u‖Hs(D) on the right hand side of (4.42), we need the
following inequalities [19, Chapter 8, Section 8.4, (17), (18)]:
i) For every ǫ > 0, there exists Cǫ > 0 such that
‖v1‖2
Hs+1(D)
≤ ǫ‖v1‖2
Hs+2(D)
+ Cǫ‖v1‖2L2(D) , v1 ∈ Hs+2(D). (4.43)
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ii) There exists a constant C1 > 0 independent of C′(η) ≥ 0 such that for s ≥ 0
C′(η)‖v2‖2
Hs(D)
≤ C1
(
‖v2‖2
Hs+1(D)
+ C′(η)s+1‖v2‖2L2(D)
)
, v2 ∈ Hs+1(D). (4.44)
Applying inequalities (4.43) and (4.44) to the function u and taking ǫ = 12C1C2 ,
we have
C′(η)C2‖u‖2Hs(D) ≤
1
2
‖u‖2
Hs+2(D)
+ C′(η)s+1C′′‖u‖2
L2(D)
, (4.45)
with a constant C′′ > 0. Therefore, carrying (4.45) into inequality (4.42), we
have
‖u‖2
Hs+2(D)
+ 〈r〉s+2‖u‖2
L2(D)
≤ C′(η)
(
‖(AL − r2eiηt)u‖2Hs(D) + 〈r〉s‖(AL − r2eiηt)u‖2L2(D)
+
1
2C2
‖u‖2
Hs+2(D)
+ C′(η)s
C′′
C2
‖u‖2
L2(D)
+ 〈r〉s‖u‖2
L2(D)
)
,
then with another constant C3 > 0,
‖u‖2
Hs+2(D)
+ 〈r〉s+2‖u‖2
L2(D)
≤ C′(η)C3
(
‖(AL − r2eiηt)u‖2Hs(D) + 〈r〉s‖(AL − r2eiηt)u‖2L2(D) + C′(η)s〈r〉s‖u‖2L2(D)
)
.
If r is so large that
r ≥ 2C′(η)C3,
then we can eliminate the last term C′(η)s〈r〉s‖u‖2
L2(D)
on the right hand side and
we have
‖u‖2
Hs+2(D)
+ 〈r〉s+2‖u‖2
L2(D)
≤ 2C′(η)C3
(
‖(AL − r2eiηt)u‖2Hs(D) + 〈r〉s‖(AL − r2eiηt)u‖2L2(D)
)
. (4.46)
If we take C′′(η) = 2C′(η)C3, λ = r2eiηt and R(η) = 4C′2(η)C23, then the proof is
complete. 
4.4 Proof of Theorem 4.0.4
In this section we prove Theorem 4.0.4.
Proof. We remark that
N
(
(A − λ,L)
)
=
{
u ∈ Hs+2L ; (A − λ,L)u = 0
}
= N(AL − λ).
From (4.46) AL − λ is injective, therefore (A − λ,L) is injective. Now we show
that if (A − λ,L) is injective, then T(λ) is injective.
Let ψ ∈ Hs+ 32 and T(λ)ψ = 0. We set KD(λ)ψ = u. Then(
A − λ
L
)
u =
(
(A − λ)KD(λ)ψ
LKD(λ)ψ
)
=
(
0
0
)
.
Hence u ∈ N
(
(A − λ,L)
)
and ψ = 0. This shows that N
(
T(λ)
)
= 0. Since
ind T(λ) = 0, we conclude that T(λ) is also injective. Hence T(λ) is invertible
and the proof of Theorem 4.0.4 is complete. 
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Chapter 5
Appendix
5.1 Details on the Resolvent Construction for the
Dirichlet Problem
Proof. Consider λ0 = r2eiη, η ∈ (−π, π) on a ray outside R−. We introduce an
extra variable t ∈ S1 (S1 is the unit circle), and replace r by Dt = −i∂t, now
consider
A˜D = A − eiηD2t on Rn+ × S1.
Since a(x, ξ) − λ0 , 0, A˜D is elliptic on R+ × S1 and A˜D =
(
A˜D
γ0
)
has a parametrix
B˜D
0
and the remainder R˜D = A˜DB˜D
0
− I as in (3.5), (3.6) with Rn+, Rn−1 replaced
by Rn+ × S1, Rn−1 × S1. For functions w of the form w(x, t) = u(x)eir0t, u ∈ S(Rn+)
and r0 ∈ 2πZ, we have
A˜D =
(
(A − eiηr2
0
)w
γ0w
)
=
(
(A − λ0)w
γ0w
)
,
‖w‖Hs(Rn
+
×S1) ≃ ‖(1 + |ξ|2 + r20)
s
2 uˆ(ξ)‖L2 = ‖u‖Hs,r0 .
When s′ < s, then
‖w‖Hs′ (Rn
+
×S1) ≃ ‖(1 + |ξ|2 + r20)
s′
2 uˆ(ξ)‖L2
≤ 〈r0〉s′−s‖(1 + |ξ|2 + r20)
s
2 uˆ(ξ)‖L2 ≃ 〈r0〉s
′−s‖w‖Hs(Rn
+
×S1).
Since the remainder R˜D acts like RD(λ0), we find that
‖RD(λ0){u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 32 ,r0 (Rn−1) ≤ cs‖{u1,u2}‖Hs−θ,r0 (Rn
+
)×Hs+ 32 −θ,r0 (Rn−1) (5.1)
≤ c′s〈r0〉−θ‖{u1,u2}‖Hs,r0 (Rn
+
)×Hs+ 32 ,r0 (Rn−1)
for s as in (3.4). Now we want to extend it to arbitrary λ as follows: Write
λ = r2eiη = (r0 + r′)2eiη with r′ ∈ [0, 2π). Since
(1 + |ξ|2 + r20)
t
2 ≃ (1 + |ξ|2 + (r0 + r′)2) t2 , (5.2)
A − λ = A − λ0 + (λ0 − λ),
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|λ0 − λ| = |r20 − r2| = |2r0r′ + r′2| ≤ c〈r0〉, (5.3)
‖BD0 (λ0){u1,u2}‖Hs+2,r(R+) ≤ cs‖{u1,u2}‖Hs,r(R+)×Hs+ 32 ,r(Rn−1), (5.4)
‖BD0 (λ0){u1,u2}‖Hs+2,r(R+) ≃ ‖(1 + |ξ|2 + |r0|2)
s+2
2 BD0 (λ0){u1,u2}‖L2
≥ 〈r0〉‖(1 + |ξ|2 + |r0|) s+22 BD0 (λ0){u1,u2}‖L2
≥ 〈r0〉‖(1 + |ξ|2 + |r0|) s2BD0 (λ0){u1,u2}‖L2
= 〈r0〉‖BD0 (λ0){u1,u2}‖Hs,r(R+), (5.5)
we have
RD(λ) = AD(λ)BD0 (λ0) − I = AD(λ0)BD0 (λ0) − I +
(
λ0 − λ
0
)
BD0 (λ0). (5.6)
Therefore
‖RD(λ){u1,u2}‖
Hs,r(Rn
+
)×Hs+ 32 ,r(Rn−1)
(5.2)︷︸︸︷
≃ ‖RD(λ){u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 32 ,r0 (Rn−1)
(5.6)︷︸︸︷
≤ ‖RD(λ0){u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 32 ,r0 (Rn−1)
+|λ0 − λ| ‖BD0 (λ0){u1,u2}‖Hs,r(R+)
(5.1),(5.5),(5.4)︷︸︸︷
≤ ds‖{u1,u2}‖
Hs,r0 (Rn
+
)×Hs+ 32 ,r0 (Rn−1)
If we define BD
0
(λ) = BD
0
(λ0), then (5.1) holds for general λ.
Fix s. Consider λ = r2eiη with r0 ≥ r1 for large r1, where for each s, c′s〈r0〉−θ ≤
1
2 . Then ‖RD(λ)‖Hs,r×Hs+ 32 ,r < 1 and I + R
D(λ) has the inverse I + R′′D(λ) =
I +
∑
k≥1
(−RD(λ))k (converging in the operator norm for operators on Hs,r(Rn+) ×
Hs+
3
2 ,r(Rn−1)). Therefore by definition of BD
0
(λ),
AD(λ)BD0 (λ)(I + R′′D(λ)) = I.
This gives the right inverse
BD(λ) = BD0 (λ) +BD0 (λ)R′′D(λ)
=
(
RD
0
(λ) KD
0
(λ)
)
+
(
RD
0
(λ) KD
0
(λ)
)
R′′D(λ) =
(
RD(λ) KD(λ)
)
,
and
‖BD0 (λ)R′′D(λ){ f , g}‖Hs+2,r(Rn+) ≤ cs‖{ f , g}‖Hs−θ,r(Rn
+
)×Hs+ 32 −θ,r(Rn−1)
≤ c′s〈r〉−θ‖{ f , g}‖Hs,r(Rn
+
)×Hs+ 32 ,r(Rn−1).
Since
AD(λ)B˜D(λ) =
(
(A − λ)RD(λ) (A − λ)KD(λ)
γ0RD(λ) γ0KD(λ)
)
=
(
I 0
0 I
)
,
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RD(λ) solves
(A − λ)u = f , γ0u = 0, (5.7)
and KD(λ) solves
(A − λ)u = 0 , γ0u = ϕ. (5.8)
For such large λ, RD(λ) coincides with the resolvent (ADγ0 − λ)−1 of ADγ0 . The
operator KD(λ) is the Poisson operator, which solves (5.8). Since λ ∈ ρ(ADγ0 ), it
is denoted by Kλγ0 . For each λ = r
2eiη, r1 ≤ r,
(ADγ0 − λ)−1 : Hs(Rn+)→ Hs+2(Rn+) , Kλγ0 : Hs+
3
2 (Rn−1)→ Hs+2(Rn+)
for s satisfying (3.3).
From above
RD(λ) = RD0 (λ) + R
D
0 (λ)R′′D(λ) , KD(λ) = Kλγ0 = KD0 (λ) + KD0 (λ)R′′D(λ), (5.9)
where
‖ RD0 (λ) ‖L(Hs,r(Rn+),Hs+2,r(Rn+)) , ‖ KD0 (λ) ‖L(Hs+ 32 ,r(Rn
+
),Hs+2,r(Rn
+
))
are O(1)
‖ RD0 (λ)R′′D(λ) ‖L(Hs−θ,r(Rn+),Hs+2,r(Rn+)) , ‖ KD0 (λ)R′′D(λ) ‖L(Hs+ 32 −θ,r(Rn
+
),Hs+2,r(Rn
+
))
are O(1)
‖ RD0 (λ)R′′D(λ) ‖L(Hs,r(Rn+),Hs+2,r(Rn+)) , ‖ KD0 (λ)R′′D(λ) ‖L(Hs+ 32 ,r(Rn
+
),Hs+2,r(Rn
+
))
are O(〈λ〉− θ2 )
(5.10)
for λ on the rays λ = r2eiη as in the statement of the theorem and s as in (3.3)
and (3.4). In view of [8, A.26] we have
‖RD(λ)u1‖Hs+2,r 
(
〈λ〉s+2‖RD(λ)u1‖20 + ‖RD(λ)u1‖2Hs+2
) 1
2
 C′〈λ〉 s2+1‖RD(λ)u1‖20 + C′‖RD(λ)u1‖2Hs+2
≤ ‖u1‖Hs,r  Cs
(
〈λ〉s‖u1‖20 + ‖u1‖2Hs
) 1
2
≤ C′s〈λ〉
s
2 ‖u1‖Hs (5.11)
‖KD(λ)u2‖Hs+2,r 
(
〈λ〉s+2‖KD(λ)u2‖20 + ‖KD(λ)u2‖2Hs+2
) 1
2
 C′〈λ〉 s2+1‖KD(λ)u2‖20 + C′‖KD(λ)u2‖2Hs+2
≤ ‖u2‖
Hs+
3
2 ,r
 Cs
(
〈λ〉s+ 32 ‖u2‖20 + ‖u2‖2s+ 32
) 1
2 . (5.12)
Note that ‖RD(λ)‖L(L2(Rn
+
)) is O(〈λ〉−1) on the ray. 
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5.2 Details on the Calculation of the Second Term in
theAsymptotic Expansion of the SymbolC+λ,00 in
the Caldero´n Projector
(r2)−2(x′, ξ′, λ) =
1
2π
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)dξn = − 1
2π
n−1∑
j=1
( ∫
Γξ′
∂x jA2(x
′)Dξ j (κ1 − ξn)
A2
2
(x′)(κ1 − ξn)2(κ2 − ξn)
dξn
+
∫
Γξ′
∂x jA2(x
′)Dξ j (κ2 − ξn)
A2
2
(x′)(κ1 − ξn)(κ2 − ξn)2
dξn +
∫
Γξ′
Dξ j (κ1 − ξn)∂x j (κ1 − ξn)
A2(x′)(κ1 − ξn)3(κ2 − ξn)dξn
+
∫
Γξ′
Dξ j (κ2 − ξn)∂x j (κ1 − ξn)
A2(x′)(κ1 − ξn)2(κ2 − ξn)2 dξn +
∫
Γξ′
Dξ j (κ1 − ξn)∂x j (κ2 − ξn)
A2(x′)(κ1 − ξn)2(κ2 − ξn)2 dξn
+
∫
Γξ′
Dξ j (κ2 − ξn)∂x j (κ2 − ξn)
A2(x′)(κ1 − ξn)(κ2 − ξn)3 dξn
)
− 1
2π
∫
Γξ′
ia1(x
′, ξ′)
A2
2
(x′)(κ1 − ξn)2(κ2 − ξn)2
dξn
= −
n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
2πA2
2
(x′)
∫
Γξ′
1
κ2−ξn
(κ1 − ξn)2 dξn −
i∂xnA2(x
′)
2πA2
2
(x′)
∫
Γξ′
1
κ2−ξn
(κ1 − ξn)2 dξn
−
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
2πA2
2
(x′)
∫
Γξ′
1
(κ2−ξn)2
κ1 − ξn dξn −
i∂xnA2(x
′)
2πA2
2
(x′)
∫
Γξ′
1
(κ2−ξn)2
κ1 − ξn dξn
−
n−1∑
j=1
Dξ jκ1∂x jκ1
2πA2(x′)
∫
Γξ′
1
κ2−ξn
(κ1 − ξn)3 dξn −
i(∂xnκ1)(x
′)
2πA2(x′)
∫
Γξ′
1
κ2−ξn
(κ1 − ξn)3 dξn
−
n−1∑
j=1
Dξ jκ2∂x jκ1
2πA2(x′)
∫
Γξ′
1
(κ2−ξn)2
(κ1 − ξn)2 dξn −
i(∂xnκ1)(x
′)
2πA2(x′)
∫
Γξ′
1
(κ2−ξn)2
(κ1 − ξn)2 dξn
−
n−1∑
j=1
Dξ jκ1∂x jκ2
2πA2(x′)
∫
Γξ′
1
(κ2−ξn)2
(κ1 − ξn)2 dξn −
i(∂xnκ2)(x
′)
2πA2(x′)
∫
Γξ′
1
(κ2−ξn)2
(κ1 − ξn)2 dξn
−
n−1∑
j=1
Dξ jκ2∂x jκ2
2πA2(x′)
∫
Γξ′
1
(κ2−ξn)3
κ1 − ξn dξn −
i(∂xnκ2)(x
′)
2πA2(x′)
∫
Γξ′
1
(κ2−ξn)3
κ1 − ξn dξn
− ia1(x
′, ξ′)
2πA2
2
(x′)
∫
Γξ′
1
(κ2−ξn)2
(κ1 − ξn)2 dξn
= −
n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
2πA2
2
(x′)
Resξn=κ1
1
κ2−ξn
(κ1 − ξn)2 −
i∂xnA2(x
′)
2πA2
2
(x′)
Resξn=κ1
1
κ2−ξn
(κ1 − ξn)2
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−n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
2πA2
2
(x′)
Resξn=κ1
1
(κ2−ξn)2
κ1 − ξn −
i∂xnA2(x
′)
2πA2
2
(x′)
Resξn=κ1
1
(κ2−ξn)2
κ1 − ξn
−
n−1∑
j=1
Dξ jκ1∂x jκ1
2πA2(x′)
Resξn=κ1
1
κ2−ξn
(κ1 − ξn)3 −
i(∂xnκ1)(x
′)
2πA2(x′)
Resξn=κ1
1
κ2−ξn
(κ1 − ξn)3
−
n−1∑
j=1
Dξ jκ2∂x jκ1
2πA2(x′)
Resξn=κ1
1
(κ2−ξn)2
(κ1 − ξn)2 −
i(∂xnκ1)(x
′)
2πA2(x′)
Resξn=κ1
1
(κ2−ξn)2
(κ1 − ξn)2
−
n−1∑
j=1
Dξ jκ1∂x jκ2
2πA2(x′)
Resξn=κ1
1
(κ2−ξn)2
(κ1 − ξn)2 −
i(∂xnκ2)(x
′)
2πA2(x′)
Resξn=κ1
1
(κ2−ξn)2
(κ1 − ξn)2
−
n−1∑
j=1
Dξ jκ2∂x jκ2
2πA2(x′)
Resξn=κ1
1
(κ2−ξn)3
κ1 − ξn −
i(∂xnκ2)(x
′)
2πA2(x′)
Resξn=κ1
1
(κ2−ξn)3
κ1 − ξn
− ia1(x
′, ξ′)
2πA2
2
(x′)
Resξn=κ1
1
(κ2−ξn)2
(κ1 − ξn)2
= −
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
A2
2
(x′)
1
(κ2 − κ1)2 +
∂xnA2(x
′)
A2
2
(x′)
1
(κ2 − κ1)2
−
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
A2
2
(x′)
1
(κ2 − κ1)2 +
∂xnA2(x
′)
A2
2
(x′)
1
(κ2 − κ1)2
−
i
n−1∑
j=1
Dξ jκ1∂x jκ1
A2(x′)
2
(κ2 − κ1)3 +
(∂xnκ1)(x
′)
A2(x′)
2
(κ2 − κ1)3
−
i
n−1∑
j=1
Dξ jκ2∂x jκ1
A2(x′)
2
(κ2 − κ1)3 +
(∂xnκ1)(x
′)
A2(x′)
2
(κ2 − κ1)3
−
i
n−1∑
j=1
Dξ jκ1∂x jκ2
A2(x′)
2
(κ2 − κ1)3 +
(∂xnκ2)(x
′)
A2(x′)
2
(κ2 − κ1)3
−
n−1∑
j=1
Dξ jκ2∂x jκ2
A2(x′)
1
(κ2 − κ1)3 +
(∂xnκ2)(x
′)
A2(x′)
1
(κ2 − κ1)3 +
a1(x
′, ξ′)
A2
2
(x′)
2
(κ2 − κ1)3
=
1
(κ1 − κ2)2
[−i n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
A2
2
(x′)
+
∂xnA2(x
′)
A2
2
(x′)
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−
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
A2
2
(x′)
+
∂xnA2(x
′)
A2
2
(x′)
+
i
n−1∑
j=1
Dξ jκ1∂x jκ1
A2(x′)
2
κ1 − κ2 −
(∂xnκ1)(x
′)
A2(x′)
2
κ1 − κ2
+
i
n−1∑
j=1
Dξ jκ2∂x jκ1
A2(x′)
2
κ1 − κ1 −
(∂xnκ1)(x
′)
A2(x′)
2
κ1 − κ2 +
i
n−1∑
j=1
Dξ jκ1∂x jκ2
A2(x′)
2
κ1 − κ2
+
(∂xnκ2)(x
′)
A2(x′)
2
κ1 − κ2 +
n−1∑
j=1
Dξ jκ2∂x jκ2
A2(x′)
1
κ1 − κ2 −
(∂xnκ2)(x
′)
A2(x′)
1
κ1 − κ2
+
a1(x
′, ξ′)
A2
2
(x′)
2
κ1 − κ2
]
=
b1
(κ1 − κ2)2
(r4)−1(x′, ξ′, λ) =
1
2π
∫
Γξ′
r−3(x′, 0, ξ′, ξn, λ)ξndξn = − 1
2π
n∑
j=1
( ∫
Γξ′
∂x jA2(x
′)Dξ j (κ1 − ξn)ξn
A2
2
(x′)(κ1 − ξn)2(κ2 − ξn)
dξn
+
∫
Γξ′
∂x jA2(x
′)Dξ j (κ2 − ξn)ξn
A2
2
(x′)(κ1 − ξn)(κ2 − ξn)2
dξn +
∫
Γξ′
Dξ j (κ1 − ξn)∂x j (κ1 − ξn)ξn
A2(x′)(κ1 − ξn)3(κ2 − ξn) dξn
+
∫
Γξ′
Dξ j (κ2 − ξn)∂x j (κ1 − ξn)ξn
A2(x′)(κ1 − ξn)2(κ2 − ξn)2 dξn +
∫
Γξ′
Dξ j (κ1 − ξn)∂x j (κ2 − ξn)ξn
A2(x′)(κ1 − ξn)2(κ2 − ξn)2 dξn
+
∫
Γξ′
Dξ j (κ2 − ξn)∂x j (κ2 − ξn)ξn
A2(x′)(κ1 − ξn)(κ2 − ξn)3 dξn
)
− 1
2π
∫
Γξ′
ia1(x
′, ξ′)ξn
A2
2
(x′)(κ1 − ξn)2(κ2 − ξn)2
dξn
= −
n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
2πA2
2
(x′)
∫
Γξ′
ξn
κ2−ξn
(κ1 − ξn)2 dξn −
i∂xnA2(x
′)
2πA2
2
(x′)
∫
Γξ′
ξn
κ2−ξn
(κ1 − ξn)2 dξn
−
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
2πA2
2
(x′)
∫
Γξ′
ξn
(κ2−ξn)2
κ1 − ξn dξn −
i∂xnA2(x
′)
2πA2
2
(x′)
∫
Γξ′
ξn
(κ2−ξn)2
κ1 − ξn dξn
−
n−1∑
j=1
Dξ jκ1∂x jκ1
2πA2(x′)
∫
Γξ′
ξn
κ2−ξn
(κ1 − ξn)3 dξn −
i(∂xnκ1)(x
′)
2πA2(x′)
∫
Γξ′
ξn
κ2−ξn
(κ1 − ξn)3 dξn
−
n−1∑
j=1
Dξ jκ2∂x jκ1
2πA2(x′)
∫
Γξ′
ξn
(κ2−ξn)2
(κ1 − ξn)2 dξn −
i(∂xnκ1)(x
′)
2πA2(x′)
∫
Γξ′
ξn
(κ2−ξn)2
(κ1 − ξn)2 dξn
−
n−1∑
j=1
Dξ jκ1∂x jκ2
2πA2(x′)
∫
Γξ′
ξn
(κ2−ξn)2
(κ1 − ξn)2 dξn −
i(∂xnκ2)(x
′)
2πA2(x′)
∫
Γξ′
ξn
(κ2−ξn)2
(κ1 − ξn)2 dξn
−
n−1∑
j=1
Dξ jκ2∂x jκ2
2πA2(x′)
∫
Γξ′
ξn
(κ2−ξn)3
κ1 − ξn dξn −
i(∂xnκ2)(x
′)
2πA2(x′)
∫
Γξ′
ξn
(κ2−ξn)3
κ1 − ξn dξn
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− ia1(x
′, ξ′)
2πA2
2
(x′)
∫
Γξ′
ξn
(κ2−ξn)2
(κ1 − ξn)2 dξn
= −
n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
2πA2
2
(x′)
Resξn=κ1
ξn
κ2−ξn
(κ1 − ξn)2 −
i∂xnA2(x
′)
2πA2
2
(x′)
Resξn=κ1
ξn
κ2−ξn
(κ1 − ξn)2
−
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
2πA2
2
(x′)
Resξn=κ1
ξn
(κ2−ξn)2
κ1 − ξn −
i∂xnA2(x
′)
2πA2
2
(x′)
Resξn=κ1
ξn
(κ2−ξn)2
κ1 − ξn
−
n−1∑
j=1
Dξ jκ1∂x jκ1
2πA2(x′)
Resξn=κ1
ξn
κ2−ξn
(κ1 − ξn)3 −
i(∂xnκ1)(x
′)
2πA2(x′)
Resξn=κ1
ξn
κ2−ξn
(κ1 − ξn)3
−
n−1∑
j=1
Dξ jκ2∂x jκ1
2πA2(x′)
Resξn=κ1
ξn
(κ2−ξn)2
(κ1 − ξn)2 −
i(∂xnκ1)(x
′)
2πA2(x′)
Resξn=κ1
ξn
(κ2−ξn)2
(κ1 − ξn)2
−
n−1∑
j=1
Dξ jκ1∂x jκ2
2πA2(x′)
Resξn=κ1
ξn
(κ2−ξn)2
(κ1 − ξn)2 −
i(∂xnκ2)(x
′)
2πA2(x′)
Resξn=κ1
ξn
(κ2−ξn)2
(κ1 − ξn)2
−
n−1∑
j=1
Dξ jκ2∂x jκ2
2πA2(x′)
Resξn=κ1
ξn
(κ2−ξn)3
κ1 − ξn −
i(∂xnκ2)(x
′)
2πA2(x′)
Resξn=κ1
ξn
(κ2−ξn)3
κ1 − ξn
− ia1(x
′, ξ′)
2πA2
2
(x′)
Resξn=κ1
ξn
(κ2−ξn)2
(κ1 − ξn)2
= −
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
A2
2
(x′)
κ2
(κ2 − κ1)2 +
∂xnA2(x
′)
A2
2
(x′)
κ2
(κ2 − κ1)2
−
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
A2
2
(x′)
κ1
(κ2 − κ1)2 +
∂xnA2(x
′)
A2
2
(x′)
κ1
(κ2 − κ1)2
−
i
n−1∑
j=1
Dξ jκ1∂x jκ1
A2(x′)
2κ2
(κ2 − κ1)3 +
(∂xnκ1)(x
′)
A2(x′)
2κ2
(κ2 − κ1)3
−
i
n−1∑
j=1
Dξ jκ2∂x jκ1
A2(x′)
κ2 + κ1
(κ2 − κ1)3 +
(∂xnκ1)(x
′)
A2(x′)
κ2 + κ1
(κ2 − κ1)3
−
i
n−1∑
j=1
Dξ jκ1∂x jκ2
A2(x′)
κ2 + κ1
(κ2 − κ1)3 +
(∂xnκ2)(x
′)
A2(x′)
κ2 + κ1
(κ2 − κ1)3
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−n−1∑
j=1
Dξ jκ2∂x jκ2
A2(x′)
κ1
(κ2 − κ1)3 +
(∂xnκ2)(x
′)
A2(x′)
κ1
(κ2 − κ1)3 +
a1(x
′, ξ′)
A2
2
(x′)
κ2 + κ1
(κ2 − κ1)3
=
κ1 + κ2
(κ1 − κ2)2
[−i n−1∑
j=1
∂x jA2(x
′)Dξ jκ1
A2
2
(x′)
κ2
κ1 + κ2
+
∂xnA2(x
′)
A2
2
(x′)
κ2
κ1 + κ2
−
i
n−1∑
j=1
∂x jA2(x
′)Dξ jκ2
A2
2
(x′)
κ1
κ1 + κ2
+
∂xnA2(x
′)
A2
2
(x′)
κ1
κ1 + κ2
+
i
n−1∑
j=1
Dξ jκ1∂x jκ1
A2(x′)
2κ2
κ2
1
− κ2
2
− (∂xnκ1)(x
′)
A2(x′)
2κ2
κ2
1
− κ2
2
+
i
n−1∑
j=1
Dξ jκ2∂x jκ1
A2(x′)
1
κ1 − κ2 −
(∂xnκ1)(x
′)
A2(x′)
1
κ1 − κ2
+
i
n−1∑
j=1
Dξ jκ1∂x jκ2
A2(x′)
1
κ1 − κ2 +
(∂xnκ2)(x
′)
A2(x′)
1
κ1 − κ2
−
n−1∑
j=1
Dξ jκ2∂x jκ2
A2(x′)
κ1
κ2
1
− κ2
2
+
(∂xnκ2)(x
′)
A2(x′)
κ1
κ2
1
− κ2
2
+
a1(x
′, ξ′)
A2
2
(x′)
1
κ2
1
− κ2
2
]
=
(κ1 + κ2)b2
(κ1 − κ2)2 ,
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