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GAUSSIAN COMPLEX ZEROS ON THE HOLE EVENT:
THE EMERGENCE OF A FORBIDDEN REGION
SUBHROSHEKHAR GHOSH AND ALON NISHRY
Abstract. Consider the Gaussian Entire Function
FC (z) =
∞∑
k=0
ξk
zk√
k!
, z ∈ C,
where {ξk} is a sequence of independent standard complex Gaussians. This random Taylor series
is distinguished by the invariance of its zero set with respect to the isometries of the plane C. It
has been of considerable interest to study the statistical properties of the zero set, particularly in
comparison to other planar point processes.
We show that the law of the zero set, conditioned on the function FC having no zeros in a disk
of radius r, and normalized appropriately, converges to an explicit limiting Radon measure on C, as
r → ∞. A remarkable feature of this limiting measure is the existence of a large “forbidden region”
between a singular part supported on the boundary of the (scaled) hole and the equilibrium measure
far from the hole. In particular, this answers a question posed by Nazarov and Sodin, and is in stark
contrast to the corresponding result of Jancovici, Lebowitz, and Manificat in the random matrix
setting: there is no such region for the Ginibre ensemble.
1. Introduction
In recent years, particle systems (also known as point processes) involving local repulsion have
attracted a lot of attention ([BBL96, Leb83, NS10a, PV05, Sos00, Wig34, Wig58], to provide a partial
list). Two of the most significant mathematical models of translation invariant planar point processes
embodying local repulsion are the Ginibre ensemble and the zeros of the standard Gaussian Entire
Function (GEF). Both of these processes originate in physics. The Ginibre ensemble was introduced
by J. Ginibre ([Gin65]), as a non-Hermitian Gaussian matrix model; it also turns out to be the 2D
Coulomb gas at a specific temperature. The GEF was introduced by E. Bogomolny, O. Bohigas,
and P. Leboeuf ([BBL92, BBL96]), in the form of Weyl polynomials. These two ensembles share many
similar properties. For instance, their correlations decay as exp
(−c · distance2) (see [HKPV09, NS10b,
NS10a]).
For a point process, one quantity of interest is the decay rate of the hole probability, that is, the
probability that a disk of radius r contains no points, as r →∞. One can consider this quantity as a
rough measure of the mutual repulsion (or “rigidity”) in the process (see [HKPV09, Sec. 7.2]). Both
for the Ginibre ensemble ([JLM93, Shi06]), and for the GEF zero process ([Nis10, ST05]) the hole
probability decays like exp
(−cr4 (1 + o (1))) (for the Poisson point process, which exhibits no rigidity,
the decay rate is exp
(−cr2)). A natural problem that arises is how to describe the behavior of the
point process conditioned to have such a large hole. Progress on this problem will allow us to describe
the typical configurations that produce this rare event.
Among the main results of this paper is a description of these configurations for the zero set of the
GEF, conditioned upon the hole event. We show that beyond a singular component on the boundary
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of the hole, there is a second “forbidden region” {r < |z| < √er}, in which the density of the zeros
is negligibly small. This phenomenon is rather surprising, and to the best of our knowledge, this
is, in fact, the first example where such a forbidden region in particle systems has been rigorously
established, or even heuristically understood (the appearance of some type of a forbidden region or a
gap was suspected by Nazarov and Sodin, see also [Hou05, Fig. 2]).
The work of Jancovici, Lebowitz, and Manificat [JLM93] treats in particular the case of the Ginibre
ensemble. It shows that conditioning on the hole event, also leads to the formation of a singular
component on the boundary of the hole. However, in this case there are no macroscopic restrictions
outside the hole (see also [MNSV11], and Section 8 for a short discussion of the one-dimensional case).
Figures 1.1 and 1.2 present a simulation of the hole event (with r = 13) for the GEF and the Ginibre
ensemble, respectively. For more details about this simulation, see Section 8.
Figure 1.1 - Zeros of GEF on hole event
The black “circle” are zeros of the GEF
Figure 1.2 - Ginibre ensemble on hole event
See Section 8 for details
Our result for the hole is proved in a more general setting. Given p ≥ 0, p 6= 1, we will condition
on the event that the number of zeros in the disk {|z| < r} equals ⌊pr2⌋, and study in details the
conditional distribution of the zeros as r → ∞. The case p = 0 corresponds to the hole, p < 1
corresponds to a “deficit” of zeros, while p > 1 corresponds to an “abundance” of zeros (so called
“overcrowding”). To avoid unnecessary long preliminaries, here we will only bring a special case of our
results pertaining to the case p = 0.
For a compactly supported test-function ϕ, we put
nFC (ϕ; r) =
∑
z∈Z
ϕ
(z
r
)
,
where Z is the random zero set of the GEF. The random variables nFC (ϕ; r) are called linear statistics.
In the special case where ϕ is the indicator function of the unit disk, the corresponding linear statistics
is the radial zero counting function. The classical Edelman-Kostlan formula ([HKPV09, Sec. 2.4])
gives the expected value
E [nFC (ϕ; r)] =
∫
C
ϕ
(w
r
) dm (w)
pi
= r2 ·
∫
C
ϕ (w)
dm (w)
pi
,
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where m is the Lebesgue measure on C. We also put
dµCZ0 (z) = e · dm{|z|=1} + 1{|w|≥√e} (z) ·
dm (z)
pi
,
where m{|z|=1} is the Lebesgue measure on the unit circle normalized to be a probability measure. It
is noteworthy that the equilibrium measure of the zeros 1pidm is preserved outside the disk {|z| <
√
e},
while the total mass of the singular component equals the equilibrium mass of this disk.
Let Hr denote the hole event, when there are no zeros of FC in the disk {|z| < r}. By EHr [·]
(resp. PHr [·]) we denote the conditional expectation (resp. probability) on Hr. Our main result is the
following
Theorem 1. Fix ϕ ∈ C2c (C) a twice continuously differentiable test function with compact support.
As r →∞,
EHr [nFC (ϕ; r)] = r2
∫
C
ϕ (w) dµCZ0 (w) +O
(
r log2 r
)
.
Let us write [Z] for the (random) counting measure of Z. In addition, by Zr we denote the zero
set conditioned on Hr, and write [Zr] for the corresponding counting measure. Recall that the space
R (C) of Radon (positive, locally finite) measures on C can be endowed with the vague topology (such
that the mapping (ν, φ) 7→ ∫ φ dν is continuous). The following corollary of Theorem 1 describes the
limiting distribution of the zeros (with appropriate scaling), conditioned on the hole event for large r.
Corollary 1. As r →∞, the scaled conditional zero counting measure 1r2 [Zr]
( ·
r
)→ µCZ0 in distribu-
tion, where the convergence is in the vague topology.
Let nFC (G) = [Z] (G) be the number of zeros of the GEF inside a domain G ⊂ C. Our second result
gives a quantitative upper bound for the actual number of zeros in the forbidden annulus, where the
limiting conditional expectation dµCZ0 vanishes.
Theorem 2. Suppose r is sufficiently large, ε ∈ (r−2, 1), that γ ∈ (1 + 12 log 1ε (log r)−1 , 2], and
consider the annulus
Ar,ε =
{
z ∈ C : r (1 + ε) ≤ |z| ≤ √er (1− ε)} .
We have
PHr [nFC (Ar,ε) ≥ rγ ] ≤ exp
(−Cεr2γ) ,
where C > 0 is some numerical constant.
In fact we can prove deviation bounds of similar nature for general smooth linear statistics ϕ ∈
C20 (C), see Theorem 3, Section 2 for the special case of conditioning on the hole event, and Theorem
8, Section 7 for the general setting.
Remark 1. In particular, Theorem 2 implies that for every fixed ε, δ > 0 we have
EHr [nFC (Ar,ε)] = O
(
r1+δ
)
.
This should be compared with the (unconditional) expected number of zeros
E [nFC (Ar,ε)] = (e− 1) r2 +O
(
εr2
)
.
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Our approach is based on precise estimates for the zero set of the GEF via polynomial approxi-
mations. We obtain effective deviation bounds for linear statistics of the zeros, which are inspired
by a large deviation principle (LDP) for zeros of Gaussian random polynomials due to Zeitouni
and Zelditch ([ZZ10], similar LDPs were previously obtained for eigenvalues of random matrices in
[BAG97, BAZ98, HP98]). This approach enables us to reduce a problem on the distribution of the
zeros to the solution of a constrained optimization problem in the space of probability measures. We
develop a more precise version of the LDP, which allows us to make the transition from polynomials
to entire functions (using results from complex analysis about the variation of the zeros of an analytic
function under analytic perturbations). In addition, this allows us to control the error terms, leading in
particular to Theorem 2. A key difficulty that arises in this program is that the constrained optimiza-
tion problem involves a non-standard, non-differentiable functional, which requires the application of
potential theoretic techniques.
As mentioned, the techniques of this paper can be effectively used to study other properties of the
GEF. We defer the statements of these results to Section 4 and the discussion to Section 8.
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Notation and general remarks. The letters C and c denote positive numerical constants, that do
not depend on r and on p. The values of these constants are not essential to the proof, and their value
may vary from line to line, or even within the same line. We denote by A,B,C1, C2, etc. constants
that we keep fixed throughout the proof in which they appear.
We write N = {0, 1, 2, . . . } and N+ = {1, 2, 3, . . . }. For a finite set J , we sometimes use #J to denote
the size of set (number of elements). We denote by D (a, r) the open disk {z ∈ C : |z − a| < r}. The
letter D stands for the unit disk D (0, 1). bxc is the integer part of a number x ∈ R. For a, b ∈ R, we
write a ∨ b for the maximum of the two.
Let f (r) , g (r) be positive functions. The notation g (r) = O (f (r)) means there is a constant C =
C (p) such that g (r) ≤ Cf (r) for r sufficiently large (possibly depending on p and other parameters).
The notation g (r) = o (f (r)) means g(r)f(r) −−−→r→∞ 0.
A function ϕ : C 7→ R admits ω (t) : [0,∞) 7→ [0,∞) as its modulus of continuity, if for all z, w ∈ C,
|ϕ (z)− ϕ (w)| ≤ ω (|z − w|) .
By writing ω (ϕ; t) we mean a function which is admitted as the modulus of continuity of ϕ. For
example, ϕ is Hölder continuous if ω (ϕ; t) = Cϕtα, for some Cϕ > 0, α ∈ (0, 1].
We write m for the Lebesgue measure on C, while m|z−w|=t is the Lebesgue measure on the circle
|z − w| = t, normalized to have mass 1.
Analytic functions. Let f be an entire function. We use the standard notation
Mf (r) = max {|f (z)| : |z| ≤ r} , r ≥ 0.
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We write Z (f) = {z ∈ C : f (z) = 0} for the collection of zeros of f (zero set). In principle, multiple
zeros appear as many times as their multiplicity (but in this paper all zeros are simple). We denote
by [Z (f)] the counting measure of the zeros of f , that is for a domain G:
[Z (f)] (G) = # {z ∈ G : f (z) = 0} .
We write nf (r) for the number of zeros of the function f inside the closed disk D (0, r) = {|z| ≤ r}. For
the GEF FC we usually just write M (r) = MFC (r) and n (r) = nFC (r) (these are random variables).
Let ϕ be a test function with compact support, the linear statistics of f with respect to (w.r.t.) ϕ is
given by
nf (ϕ; r) =
∑
z∈Z(f)
ϕ
(z
r
)
, r > 0.
Probability and negligible events. We denote events by E,F, etc., by Ec the complement of the event
E, and by
⊎
Ek the disjoint union of the events Ek. We write P [E] for the probability of the event
E (the probability space will always be clear from the context). An event E = E (r) will be called
negligible with respect to F (p; r) =
{
n (r) ≤ pr2} (M (p; r) = {n (r) ≥ pr2}) if P [E] = o (P [F (p; r)])
(respectively, P [E] = o (P [M (p; r)])). In that case we have P [F (p; r)] ≤ P [F (p; r) ∩ Ec] + P [E] =
(1 + o (1))P [F (p; r) ∩ Ec] .
If X is a random variable, then E [X] is its mean (expected value), and Var [X] is its variance (if
they exist). We write X|F to denote the random variable X conditioned on the event F . We have
EF [X] = (P [F ])−1 · E [X · 1F (·)], where 1F (·) is the indicator random variable of the event F .
Measures. We consider mainly probability measures on the complex plane, which we denote byM1 (C).
Sometimes we consider Radon (locally finite) measures. All the measures we work with are assumed
to be Borel measures. All sets are assumed to be Borel measurable. We denote collections (or sets) of
measures by C,D, etc.
Potential theory. Let µ ∈M1 (C). We write
Uµ (z) =
∫
C
log |z − w| dµ (w) , Σ (µ) =
∫
C
∫
C
log |z − w| dµ (z) dµ (w) =
∫
C
Uµ (z) dµ (z) ,
for the logarithmic potential and the logarithmic energy of the measure, respectively. A measure is
said to have finite logarithmic energy if |Σ (µ)| < ∞. Sometime we use the same notation for the
logarithmic potential and energy of signed measures (with finite total variation). For more details, see
Appendix B.
2. Idea of the proof
Recall the GEF is the Gaussian Entire function, given by the Taylor series
(2.1) FC (z) =
∞∑
k=0
ξk
zk√
k!
, z ∈ C,
where {ξk} is a sequence of independent standard complex Gaussians (i.e., the density of ξk with
respect to m, the Lebesgue measure on the complex plane C, is 1pi e
−|z|2). The hole event at radius
r, denoted Hr, is the event where FC has no zeros inside the disk D (0, r) = {|z| < r}. Suppose
ϕ ∈ C20 (C) is a test function, which is twice continuously differentiable and with compact support,
and define
D (ϕ) = ‖∇ϕ‖2L2(m) =
∫
C
(
ϕ2x + ϕ
2
y
)
dm (z) .
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Let nFC (ϕ; r) be the linear statistics associated with ϕ, we would like to consider an event where the
linear statistics is far from the conditional limiting measure µCZ0 . Theorems 1 and 2 will be deduced
from the following (conditional) deviation inequality.
Theorem 3. Suppose C ′ > 0 is fixed, and that r is sufficiently large. For λ ∈ (0, C ′r2) we have,
PHr
[∣∣∣∣nFC (ϕ; r)− r2 ∫
C
ϕ (w) dµCZ0 (w)
∣∣∣∣ ≥ λ] ≤ exp(− CD (ϕ) · λ2 + Cϕr2 log2 r
)
,
where C > 0 is a numerical constant and Cϕ > 0 is a constant depending only on ϕ.
A key ingredient in our proof is the fact that the zero set of the random polynomial, obtained
by truncating the Taylor series (2.1) at a large degree N (which depends on r), serves as a good
approximation for the zero set of FC. The advantage of working with the polynomial is that one can
write down a closed form expression for the joint density of its zeros. We can then identify any given
instance of such a random zero set with the corresponding empirical measure (i.e., the probability
measure with equal weights on the zeros). Another key ingredient is that at the exponential scale,
this joint density can be further approximated by a certain functional that acts on the empirical
measure. For the problem at hand, we can focus our attention on the behavior of this functional on
an appropriate subset of empirical measures, namely those that put no mass on the “hole”.
2.1. Truncation of the Taylor series. Suppose r > 0 is large. Let ϕ be a test function supported
on the disk D (0, B), where B ≥ 1 is fixed. Let N ∈ N be a large parameter (depending on r). We
also introduce the large parameter L = r +O
(
1
r
)
. We will work with the scaled polynomials
(2.2) PN,L (z) =
N∑
k=0
ξk
(Lz)
k
√
k!
, z ∈ C.
Roughly speaking, L would correspond to the size of the hole, and N is the degree of polynomial
truncation of FC. As a matter of fact, we will choose N such that α
def
= Nr−2 is of order log r. In
what follows, we denote by Ereg an event for which the (scaled) zeros of the polynomial PN,L serve
as a good approximation for the zeros of FC inside the disk D (0, Br). We can choose Ereg so that
P
[
Ecreg
] ≤ exp (−Ar4), for some large constant A > 0. For the details see Subsection 4.1.
2.2. The joint distribution of the zeros of PN,L. Put dµL (w) = L
2
pi e
−L2|w|2 dm (w), where m is
Lebesgue measure on C (µL is a probability measure). Let us denote by z1, . . . , zN the zeros of the
polynomial PN,L, and in addition write z = (z1, . . . , zN ). Lemma 11 (in Appendix A) shows that the
joint probability density of the zeros (in uniform random order), with respect to Lebesgue measure on
CN , is given by
f (z) = f (z1, . . . , zN ) = A
N
L |∆ (z)|2
∫
C
N∏
j=1
∣∣qz (w)∣∣2 dµL (w)
−(N+1) ,
where
qz (w) =
N∏
j=1
(w − zj) ,
|∆ (z)|2 = ∏j 6=k |zj − zk|, and ANL is the normalization constant.
For a probability measure µ ∈ M1 (C) we denote by Uµ (z) , Σ (µ) its logarithmic potential and
logarithmic energy, respectively (for the definitions we refer to the notation section of the introduction).
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Let µz = 1N
∑N
j=1 δzj be the empirical probability measure of the zeros. Instead of working with the
squared Vandermonde |∆ (z)|2, we would like to work with the logarithmic energy functional Σ (µ) .
However, the latter is not well-defined for discrete measures. Thus, it will be required to introduce the
smoothed empirical measure µtz = µz ? m{|z|=t}, where t = t (r) > 0 is a small parameter.
Consider the functional Iα :M1 (C)→ [0,∞] given by
Iα (ν) = 2 sup
w∈C
{
Uν (w)− |w|
2
2α
}
− Σ (ν) .
The uniform probability measure on the disk D (0,
√
α), denoted by µα, is known to be the unique
global minimizer of Iα. In Section 4.2 we show that one can bound f (z) by
exp
(
−N2
[
Iα
(
µtz
)
− Iα (µα) + o (1)
])
.
Let Z ⊂ CN be a nice subset of possible ‘configurations’ of the zeros. Roughly speaking, for such Z,
we show that
P [{z ∈ Z} ∩ Ereg] =
∫
Z∩Ereg
f (z) dm (z) ≤ exp
(
−N2
[
inf
z∈Z
Iα
(
µtz
)
− Iα (µα) + o (1)
])
.(2.3)
For the reader who is acquainted with the theory of large deviations, this upper bound is similar in
spirit to the large deviations upper bound for empirical measures of random polynomials obtained in
[ZZ10].
2.3. Conditioning on the hole event and a constrained optimization problem. On the hole
event Hr, there are no zeros of PN,L inside the disk
{|z| ≤ (1− δ) rL} (for a small δ > 0, depending
on r). The factor 1 − δ appears as a side-effect of the truncation of FC. The factor L is the result of
the scaling of the zeros. Choosing the parameter L slightly smaller than r, we see that µtz (D) = 0 for
t > 0 sufficiently small (D is the unit disk). The upper bound (2.3) suggests that in order to bound
the probability of the hole event we should find the minimizer of Iα over the set
H = {ν ∈M1 (C) : ν (D) = 0} .
Since the functional Iα is lower semi-continuous and strictly convex, this minimizer exists and is unique.
If the value of this minimizer happens to agree with the lower bound for the hole probability, we can
consider this minimizing measure to be (an appropriately scaled limit of) the empirical measure of the
most likely configuration of zeros that gives rise to the hole event Hr.
To be somewhat more precise, we set t = r−C2 , for some constant C2 ≥ 4. Let us first obtain an
upper bound for the probability of the hole event. As suggested by the discussion above, we want to
consider the configurations in
Z =
{
z ∈ CN : µtz (D) = 0
}
.
Since
{
µtz : z ∈ Z
}
⊂ H, using (2.3) we obtain the bound
P [Hr ∩ Ereg] ≤ exp
(
−N2
[
inf
z∈H
Iα
(
µtz
)
− Iα (µα) + o (1)
])
.
In Section 5 we find that the minimizer of Iα (ν) over the set H is given by
dµαZ0 (z) =
e
α
dm{|z|=1} +
1
α
1{√e≤|z|≤√α} (z) ·
dm (z)
pi
.
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A short calculation shows that
(2.4) exp
(
−N2
[
inf
ν∈H
Iα (ν)− Iα (µα)
])
= exp
(−N2 [Iα (µαZ0)− Iα (µα)]) = exp(−e24 r4
)
.
Since P
[
Ecreg
] ≤ exp (−Ar4), for some large constant A > 0, we obtain the required bound for P [Hr].
See Section 4 for a proof (for general p ≥ 0, p 6= 1).
2.4. Large deviations for linear statistics. Now we would like to consider configurations where
the empirical measure is ‘far’ from the minimizing measure µαZ0 . Recall N = αr
2 and that α is a large
parameter. It follows that µCZ0 (D (0,
√
α)) = α, and thus
(2.5) r2
∫
C
ϕ (w) dµCZ0 (w) = N ·
∫
C
ϕ (w) dµαZ0 (w) .
In addition, on the event Ereg, we have∫
C
ϕ (w) dµtz (w) = N · nFC (ϕ; r) (1 + o (1)) .(2.6)
Consider now the event
L (0, ϕ, λ; r) =
{∣∣∣∣nFC (ϕ; r)− r2 ∫
C
ϕ (w) dµCZ0 (w)
∣∣∣∣ ≥ λ} .
By (2.5) and (2.6), on the event L (0, ϕ, λ; r) ∩Hr ∩ Ereg we have µtz (D) = 0, and∣∣∣∣∫
C
ϕ (w) dµtz (w)−
∫
C
ϕ (w) dµαZ0 (w)
∣∣∣∣ ≥ λN − error terms.(2.7)
Therefore, we now consider the configurations in
Z ′ =
{
z ∈ CN : µtz (D) = 0 and
∣∣∣∣∫
C
ϕ (w) dµtz (w)−
∫
C
ϕ (w) dµαZ0 (w)
∣∣∣∣ ≥ λN (1 + o (1))
}
.
In order to obtain a large deviation bound for the linear statistics, we need some estimates for the
convexity of the functional Iα. By Claim 13 we have for any measure ν ∈ H which satisfies∣∣∣∣∫
C
ϕ (w) dν (w)−
∫
C
ϕ (w) dµαZ0 (w)
∣∣∣∣ ≥ x,
the following bound
(2.8) Iα (ν) ≥ Iα
(
µαZ0
)
+
2pi
D (ϕ)
· x2.
This implies that for z ∈ Z ′ we have
Iα
(
µtz
)
≥ Iα
(
µαZ0
)
+
2pi
D (ϕ)
·
(
λ
N
)2
− error terms.
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Finally, the bound (2.3) (together with the lower bound for P [Hr], see Section 6) gives
P [L (0, ϕ, λ; r) ∩Hr ∩ Ereg] ≤ P [Z ′ ∩ Ereg] ≤ exp
(
−N2
[
inf
z∈Z′
Iα
(
µtz
)
− Iα (µα) + o (1)
])
≤ exp
(
−N2
[
C
D (ϕ)
·
(
λ
N
)2
+ Iα
(
µαZ0
)− Iα (µα)]+ error terms)
≤ P [Hr] exp
(
− C
D (ϕ)
· λ2 + error terms
)
,
hence we obtain Theorem 3. See Subsection 7.3 for the details.
3. Preliminaries
Throughout the paper we will use the following standard bounds for the factorial
(3.1)
(
k
e
)k
≤ k! ≤ 3
√
k
(
k
e
)k
, k ≥ 1.
The lower bound follows immediately from the series expansion for ex, and the upper bound by
induction and using the inequality
(
1 + 1k
)k+ 12 > e. Recall that for a standard Gaussian random
variable ξ, we have |ξ|2 ∼ exp (1), i.e. P [|ξ| ≥ λ] = exp (−λ2). In what follows, we frequently use the
estimate
P [|ξ| ≤ λ] ∈
[
λ2
2
, λ2
]
, λ < 1.
3.1. Estimates for the GEF. When studying the distribution of the zeros of the GEF, it is usually
easier to work with a truncation of its Taylor series. We use simple estimates for the ‘tail’ of the series,
to control the error that is introduced by the truncation.
Let {ξk}∞k=0 be a sequence of i.i.d. standard complex Gaussians. We need the following simple
estimates.
Lemma 1. Let r > 2. We have
P
[
∀k |ξk| ≤
√
r6 + k
]
≥ 1− Ce−r6 .
Proof. For all k ≥ 0, we have
P
[
|ξk| ≤
√
r6 + k
]
= 1− exp (− (r6 + k)) .
Therefore, using the independence of the ξks
P
[
∀k |ξk| ≤
√
r6 + k
]
=
∞∏
k=0
(
1− exp (− (r6 + k))) = exp( ∞∑
k=0
log
[
1− exp (− (r6 + k))])
≥ exp
(
−2 ·
∞∑
k=0
exp
(− (r6 + k))) ≥ exp(−4 · e−r6) ≥ 1− 4 · e−r6 .

Lemma 2. Let x ≥ 10. For N ∈ N,
P
[
N∑
k=0
|ξk|2 > x (N + 1)
]
≤ exp
(
−Nx
2
)
.
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Proof. Let t ∈ (0, 1). Using Markov’s inequality and the independence of the ξks, we get
P
[
N∑
k=0
|ξk|2 > x (N + 1)
]
= P
[
exp
(
t ·
N∑
k=0
|ξk|2
)
> etx(N+1)
]
≤ e−tx(N+1)E
[
exp
(
t ·
N∑
k=0
|ξk|2
)]
= e−tx(N+1)
(
E
[
et|ξ|
2
])N+1
,
where ξ is a standard complex Gaussian. Using the fact E
[
et|ξ|
2
]
= 11−t , and taking t =
x−1
x , we then
have
P
[
N∑
k=0
|ξk|2 > x (N + 1)
]
≤ (xe1−x)N+1 ≤ exp(−1
2
Nx
)
,
since x ≥ 10. 
For N ∈ N define the tail of the GEF to be the series
TN (z) =
∞∑
k=N+1
ξk
zk√
k!
, z ∈ C.
Lemma 3. Let r > 0 be sufficiently large, λ > 4, and B ∈
[
0,
√
λ
2
]
. Outside an exceptional event of
probability at most exp
(−Cr6), we have for any N ∈ N, such that N ≥ λr2,
|TN (z)| ≤ exp
(
N
2
log
(
4B2
λ
))
, |z| ≤ Br.
Proof. By the previous lemma, after discarding an exceptional event, we may assume |ξk| ≤
√
r6 + k
for all k ∈ N. Let us write
dk =
√
r6 + k · r
k
√
k!
, k ∈ N.
Then, for k ≥ N ,
dk+1
dk
=
√
1 +
1
r6 + k
· r√
k + 1
≤
√
2
λ
.
Therefore, for |z| ≤ Br, we have
|TN (z)| ≤
∞∑
k=N+1
|ξk| B
krk√
k!
=
∞∑
k=N+1
Bk · dk ≤ BN+1dN+1
∞∑
k=0
(
B
√
2
λ
)k
≤ C ·BN+1 · dN+1.
Using (3.1),
dN+1 =
√
r6 +N + 1 · r
N+1√
(N + 1)!
≤ C
√
r6 +N + 1
(
er2
N + 1
)N+1
2
≤ CN2
(
3
λ
)N+1
2
≤
(
7
2λ
)N
2
,
since CN2 ≤ ( 76)N2 , for N sufficiently large. Similarly CB ≤ N ≤ ( 87)N/2 for N sufficiently large,
hence the required estimate is obtained. 
For the upper bound estimate we need an ‘a priori’ bound for the number of zeros of the GEF inside
a disk. The following estimate follows immediately from [Kri06, Theorem 3].
Corollary 2. Let r > 0 be large enough. We have
P
[
nF (r) ≥ r3
] ≤ exp (−r6) .
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LetMFC (ρ) = max {|FC (z)| : |z| ≤ ρ}. We want to avoid the event where the GEF is very small (in
absolute value) inside a large disk. We use the following simple estimate (cf. with the more accurate
[Nis10, Lemma 7]).
Lemma 4. Let x > 0. For ρ > 1 we have
P [MFC (ρ) ≤ exp (−x)] ≤ exp
(−2xρ2) .
Proof. Assuming MFC (r) ≤ exp (−x) < 1 and using Cauchy’s estimate for the coefficients of FC we
find that
|ξk| ρ
k
√
k!
≤MFC (ρ) ≤ exp (−x) , ∀k ∈ N.
Notice that the sequence ρ
k
√
k!
is increasing from k = 0 to k =
⌊
ρ2
⌋
. Therefore, we get
|ξk| ≤ exp (−x) , k ∈
{
0, . . . ,
⌊
ρ2
⌋}
,
and the probability of this event is at most exp
(−2x (⌊ρ2⌋+ 1)) ≤ exp (−2xρ2). 
We also want to control the probability the GEF is too large inside a large disk (this is a very rare
event).
Lemma 5 (See [ST05, Lemma 1]). For ρ > 0 large enough, we have
P
[
MFC (ρ) ≥ exp
(
ρ2
)] ≤ exp (− exp (ρ2)) .
3.2. Perturbation of Zeros of Analytic Functions. Let f be an entire function and denote by
w1, . . . , wm the zeros of f in D (0, r) (including multiplicities). For 0 < γ ≤ 14 , set
Cγ (r) =
m⋃
k=1
D (wk, γ) , Eγ (r) = D (0, r) \Cγ , and mf (r; γ) = min
z∈Eγ
|f (z)| .
The following theorem is a restatement of a theorem of Rosenbloom ([Ros69, Theorem 4]) for the unit
disk. It gives an effective lower bound for the modulus of an analytic function, outside a neighborhood
of its zeros.
Theorem 4. Let f be an entire function, and γ ∈ (0, 14]. Suppose that |f (z0)| ≥ 1 for some z0 ∈ C
with |z0| = ρ > 0. Let 0 < r ≤ ρ2 , and suppose that Eγ (r) 6= ∅, then
mf (r; γ) ≥ exp
(
−C logMf (3ρ) log 1
γ
)
.
We can use the previous theorem to control the perturbation of the zeros of analytic functions, when
we add an ‘error term’ of small modulus.
Lemma 6. Let f, g be entire functions, and B, ρ ≥ 1. Suppose that f has at most M > 0 zeros in the
disk D (0, 2Bρ) and let 0 < γ < ρ2M . In addition, assume Mg (2Bρ) < mf (2Bρ; γ). Then,
nf+g (ρ
′ − 2Mγ) ≤ nf (ρ′) ≤ nf+g (ρ′ + 2Mγ) , ∀ρ′ ∈ (2Mγ, 2Bρ− 2Mγ) .
Furthermore, if ϕ is a test function supported on D (0, B), with modulus of continuity ω (ϕ; t), then
|nf (ϕ; ρ)− nf+g (ϕ; ρ)| ≤M · ω
(
ϕ;
2Mγ
ρ
)
.
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Proof. Let Cγ = Cγ (2Bρ). We can write Cγ =
⋃
Cj where Cj are the connected components of Cγ
(tangent disks are not connected). Notice that the diameter of each component is at most 2γ ·M ,
and that by Rouché’s theorem the number of zeros of f and f + g is the same in each component.
Therefore, we find that
nf (ρ
′) ≤ # {zeros of f in components intersecting |z| ≤ ρ′}
= # {zeros of f + g in components intersecting |z| ≤ ρ′}
≤ nf+g (ρ′ + 2Mγ) .
The lower bound is obtained in the same way. Similarly, if w,w′ ∈ Cj are two points in the same
component Cj , then ∣∣∣∣ϕ(wρ
)
− ϕ
(
w′
ρ
)∣∣∣∣ ≤ ω(ϕ; 2Mγρ
)
.
We conclude that
|nf (ϕ; ρ)− nf+g (ϕ; ρ)| =
∣∣∣∣∣∣
∑
z∈Z(f)
ϕ
(
z
ρ
)
−
∑
z′∈Z(f+g)
ϕ
(
z′
ρ
)∣∣∣∣∣∣ ≤M · ω
(
ϕ;
2Mγ
ρ
)
.

Remark 2. If f has no zeros in the disk D (0, 2Bρ), then, under the assumptions of the lemma, f + g
also has no zeros there. Thus, the results of the lemma follow also in this case.
3.3. Truncation of the GEF. We now explain how to truncate the power series FC, such that we
can obtain a polynomial whose zeros (inside a disk D (0, Cr)) are very close to the zeros of FC. This
introduces some technical complications. Let N ∈ N. We would like to split the GEF in the following
way,
FC (z) =
N∑
k=0
ξk
zk√
k!
+
∞∑
k=N+1
ξk
zk√
k!
def
= PN (z) + TN (z) , z ∈ C.
We now define a ‘regular’ event, on which the GEF has desirable properties. The complement of this
event is negligible. An additional technical issue is the fact we need control over the leading coefficient
of PN , that is over |ξN | (we want to keep it not too small). This means that in order to make the
exceptional set small, we have to pick a random value for N . Recall that nFC (r) is the number of zeros
of FC in the disk {|z| ≤ r}, and that
MFC (r) = sup
|z|≤r
|FC (z)| .
Lemma 7. Let ρ > 0 be sufficiently large, A ≥ 1, λ > 16, and B ∈
[
1,
√
λ
2
]
. There exist an event Ereg
with the following properties:
(1) P
[
Ecreg
] ≤ exp (−C ·AB4ρ4)+ exp (−Cλρ4).
(2) On the event Ereg we have:
(a) For any N ∈ N with N ≥ λρ2 we have |TN (z)| ≤ exp
(
N
2 log
(
16B2
λ
))
, ∀ |z| ≤ 2Bρ.
(b) nFC (2Bρ) ≤ (2Bρ)3 .
(c) MFC (6Bρ) ≤ exp
(
36 ·B2ρ2).
(d) MFC (4Bρ) ≥ exp
(−AB2ρ2).
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(3) Let N0 =
⌊
λρ2
⌋
+ 1, N1 =
⌊
2λρ2
⌋
+ 1. We have Ereg =
⊎N1
N=N0
ENreg, where on the event ENreg
we have |ξN | ≥ exp
(−ρ2).
(4) For any N ∈ {N0, . . . , N1} we have
∑N
k=0 |ξk|2 ≤ Cλρ4.
Proof. The properties in (2) follow by combining the statements of Lemma 3, Corollary 2, Lemma 4,
and Lemma 5. The probability of the exceptional event in Lemma 4 is the largest one.
Since the ξk are independent, the probability that |ξk| < exp
(−ρ2) for all k ∈ {N0, . . . , N1} is
at most exp
(−C (N1 −N0 + 1) ρ2) ≤ exp (−Cλρ4). To make the events ENreg disjoint (this is not
essential for our estimates), we can choose N to be smallest value of k ∈ {N0, . . . , N1} such that
|ξk| ≥ exp
(−ρ2).
Finally, by Lemma 2, we have
P
[
N1∑
k=0
|ξk| > 3λρ4
]
≤ P
[
N1∑
k=0
|ξk| > ρ2 (N1 + 1)
]
≤ exp
(
−N1
2
· ρ2
)
≤ exp (−Cλρ4) .

We would now like to apply Lemma 6 to show that we can approximate the zeros of the GEF.
Lemma 8. Let ρ,A, λ,B be as above. In addition, let γ > 0 and M0 = 8B3ρ3. Suppose γ ≤ ρ2M0 ,
λ = o (ρ) and that B2A log 1γ = o
(
λ log
(
λ
16B2
))
is satisfied. Then, on the event Ereg, we have
mFC (2Bρ; γ) > MTN (2Bρ) , ∀N ∈ {N0, . . . , N1} ,
and on ENreg we also have
1
|ξN |
N∑
k=0
|ξk|2 ≤ exp
(
Cρ2
)
.
In particular, this implies,
nPN (ρ− 2M0γ) ≤ nFC (ρ) ≤ nPN (ρ+ 2M0γ) .
Furthermore, if ϕ is a test function supported on D (0, B), with modulus of continuity ω (ϕ; t), then
|nFC (ϕ; ρ)− nPN (ϕ; ρ)| ≤ CM0 · ω
(
ϕ;
2M0γ
ρ
)
.
Proof. The bound for 1|ξN |
∑N
k=0 |ξk|2 follows immediately from the previous lemma. LetN ∈ {N0, . . . , N1}.
On Ereg we have the bound
|TN (z)| ≤ exp
(
N
2
log
(
16B2
λ
))
, ∀ |z| ≤ 2Bρ.
According to Property (2d) in the previous lemma, and the maximum modulus principle, there exists
a point z0, with |z0| = 4Bρ and |FC (z0)| ≥ exp
(−AB2ρ2). We now set
F˜ (z) =
FC (z)
FC (z0)
, M˜ (t) = sup
{∣∣∣F˜ (z)∣∣∣ : |z| ≤ t} .
Thus, using Property (2c), we find that log M˜ (6Bρ) ≤ CB2ρ2 + AB2ρ2. Applying Theorem 4 to the
function F˜ , we find that
mFC (2Bρ; γ) ≥ exp
(
− (CB2ρ2 +AB2ρ2) log 1
γ
)
≥ exp
(
−CB2ρ2 ·A log 1
γ
)
,
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where we used the fact that |FC (z)| ≥
∣∣∣F˜ (z)∣∣∣ exp (−AB2ρ2). In order to obtain mFC (2Bρ; γ) >
|TN (z)| for all z ∈ D (0, 2Bρ), we should have
N
2
log
(
16B2
λ
)
< −CB2ρ2 ·A log 1
γ
,
which is satisfied by our requirements on λ and γ (recall N is of order λρ2). Finally, by Lemma 7,
Property 2b, we have that M def= n (2Bρ) ≤ 8B3ρ3 = M0 (w.l.o.g. we may assume that M > 0, see
the remark after Lemma 6). Lemma 6, applied to the functions FC and −TN , then implies,
nPN (ρ− 2Mγ) ≤ nFC (ρ) ≤ nPN (ρ+ 2Mγ) ,
and
|nFC (ϕ; ρ)− nPN (ϕ; ρ)| ≤ CM · ω
(
ϕ;
2Mγ
ρ
)
.

Remark 3. When applying the previous lemma, the parameters A,B will be arbitrary, but fixed (not
depending on ρ). In addition, λ = log ρ, and γ = ρ−C , with some constant C ≥ 4.
3.4. Logarithmic potential and linear statistics. The following result is known as Jensen’s for-
mula.
Theorem 5. Let ν ∈M1 (C) and r > 0. Then,
Uν (0) +
∫ r
0
ν
(
D (0, t)
)
t
dt =
1
2pi
∫ 2pi
0
Uν
(
reiθ
)
dθ.
In case ν is a radial measure, we have∫ r
0
ν
(
D (0, t)
)
t
dt = Uν (r)− Uν (0) .
Proof. This follows from the Poisson-Jensen formula in the disk D (0, r) ([ST13, Theorem 4.10]),
applied to the subharmonic function Uν (z), and integration by parts. 
For a function φ : C 7→ R, with φx, φy ∈ L2 (C), we recall
D (φ) =
∫
C
(
φ2x + φ
2
y
)
dm (z) =
∫
C
|∇φ (z)|2 dm (z) .
Let ν, µ ∈ M1 (C) be probability measures with compact support and finite logarithmic energy, and
let σ = ν − µ be a signed measure (with σ (C) = 0). It is known ([Lan72, Theorem 1.20], see also
[ST13, Proof of Lemma I.1.8]) that
D (Uσ (w)) =
∫
C
|∇Uσ (w)|2 dm (w) = −2pi · Σ (ν − µ) <∞,
and in particular that |∇Uσ (w)| ∈ L2 (C) . We also mention that (as to be expected) Σ (ν − µ) ≤ 0,
with equality if and only if ν = µ ([Lan72, Theorem 1.16], [ST13, Lemma I.1.8]).
The following result allows us to get a lower bound for the ‘distance’ between two measures, in
terms of linear statistics (cf. [Pri11, Eq. (3.10)]).
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Lemma 9. Suppose ϕ ∈ C20 (C) is a compactly supported test function, which is twice continuously
differentiable. Let ν, µ ∈ M1 (C) be probability measures with compact support and finite logarithmic
energy. Then ∣∣∣∣∫
C
ϕ (w) dν (w)−
∫
C
ϕ (w) dµ (w)
∣∣∣∣ ≤ 1√2pi√D (ϕ)√−Σ (ν − µ).
Proof. Let us write σ = ν−µ, and recall that dσ (z) = 12pi∆Uσ (z) dm (z) in the sense of distributions.
Integrating by parts, and using the Cauchy–Schwarz inequality, we get∣∣∣∣∫
C
ϕ (w) dσ (w)
∣∣∣∣ = 12pi
∣∣∣∣∫
C
∆ϕ (w)Uσ (w) dm (w)
∣∣∣∣ = 12pi
∣∣∣∣∫
C
∇ϕ (w) · ∇Uσ dm (w)
∣∣∣∣
≤ 1
2pi
√∫
C
|∇ϕ (w)|2 dm (w)
√∫
C
|∇Uσ (w)|2 dm (w)
=
1
2pi
√
D (ϕ)
√
D (Uσ (w)) =
1√
2pi
√
D (ϕ)
√
−Σ (ν − µ).

4. Probability of large fluctuations in the number of zeros - Upper bound
Given p ≥ 0, p 6= 1, we find in this section an asymptotic upper bound for the probability of the
event P
[
n (r) =
⌊
pr2
⌋]
, as r →∞, where n (r) = nFC (r) is the number of zeros of the GEF inside the
disk {|z| ≤ r}. Recall the GEF is given by the random Taylor series
FC (z) =
∞∑
k=0
ξk
zk√
k!
, z ∈ C,
where {ξk} is a sequence of independent standard complex Gaussians. Almost surely all of the zeros
of FC are simple, so we can ignore multiplicities in this paper. The well-known Edelman-Kostlan
formula ([HKPV09, Sec. 2.4]) implies that the mean number of zeros per unit area is 1pi , and in
particular E [n (r)] = r2. The asymptotic behavior of the variance Var [n (r)] was originally computed
by Forrester and Honner in [FH99]:
Var [n (r)] = κ1r + o (r) , r →∞,
with an explicit constant κ1. It was shown in the paper [NS12] that the normalized random variables
n(r)−r2√
Var[n(r)]
converge in distribution to a standard Gaussian random variable (asymptotic normality).
We wish to find the precise logarithmic asymptotics of the probability of the event where n (r) is
(very) far from its expected value r2. To formulate our theorem, we define a function q (p) : [0,∞)→
[0, e] as follows:
(1) In case p ∈ (0, 1) ∪ (1, e), take q 6= p to be the solution of p (log p− 1) = q (log q − 1).
(2) In the remaining cases, put q = e for p = 0, q = 1 for p = 1, and q = 0 for p ≥ e.
Note that q can be written explicitly in terms of p, using the Lambert function [CGH+96].
Theorem 6. Fix p ∈ [0,∞) \ {1}. With q = q (p) as above, we have as r →∞
P
[
n (r) =
⌊
pr2
⌋]
= exp
(−Zpr4 +O (r2 log2 r)) ,
where
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Zp =
∣∣∣∣∣
∫ q(p)
p
x log xdx
∣∣∣∣∣ .
Remark 4. A simple calculation shows
Zp =
{∣∣ 1
4
[
q2 (2 log q − 1)− p2 (2 log p− 1)]∣∣ p ∈ (0, e) \ {1} ;
1
4p
2 (2 log p− 1) p ≥ e.
The case Z0 = e
2
4 , corresponding to the hole event {n (r) = 0}, follows from the results in [Nis12] (with
a slightly better error term). See Section 8 for a graph of this function.
In this section we obtain the upper bound in Theorem 6. The proof is slightly more general than
necessary for proving the results of this section, as we are going to use it again in Section 7. In Section
6, we prove the lower bound in Theorem 6.
Remark 5. Many parameters appear in the course of the proof. Ultimately they all depend on p and
r, that appear in the statement of Theorem 6. The parameter B ≥ 1 is fixed (but can be arbitrarily
large), the parameter A depends only on p, for the other parameters we have
γ = t = r−C2 , λ = log r, L = r +O
(
1
r
)
,
where C2 ≥ 4 is fixed. In addition,
N ∈ {⌊λr2⌋+ 1, ⌊2λr2⌋+ 1} , α = Nr−2 ≤ 3 log r.
4.1. Truncation of the power series. Let B ≥ 1 be a fixed constant, and suppose that r > 0 is
large. Denote by n (r) = nFC (r) the number of zeros of the GEF inside the disk D (0, r). We wish to
approximate FC by a polynomial, in such a way that the zeros of the polynomial are close to the zeros
of the GEF inside the larger disk D (0, Br).
Suppose ϕ is a continuous test function supported on the disk D (0, B), where B ≥ 1. Let A ≥ 1,
λ > 16, and γ = r−C2 , with C2 ≥ 4. In addition, put N0 =
⌊
λr2
⌋
+1, N1 =
⌊
2λr2
⌋
+1. We now wish to
apply Lemma 7 and Lemma 8 with ρ = r. We notice that if A = O (1), λ = log r, then the conditions
of both lemmas are satisfied. We find that there exist events Ereg and ENreg, N ∈ {N0, . . . , N1}, such
that
Ereg =
N1⊎
N=N0
ENreg, P
[
Ecreg
] ≤ exp (−C ·AB4r4) .
Put M0 = 8B3r3, and K0 = 2M0γ ≤ Cr3−C2 = O
(
1
r
)
. If we write
PN (z) =
N∑
k=0
ξk
zk√
k!
, z ∈ C,
then, on the event ENreg, we have
nPN (r −K0) ≤ n (r) ≤ nPN (r +K0) , K0 = 16B3r3γ ≤ Cr3−C2 = O
(
1
r
)
,(4.1)
|nFC (ϕ; r)− nPN (ϕ; r)| ≤ CM0 · ω
(
ϕ;K0r
−1) ,(4.2)
GAUSSIAN COMPLEX ZEROS ON THE HOLE EVENT 17
and
(4.3)
1
|ξN |
N∑
k=0
|ξk|2 ≤ exp
(
Cr2
)
.
4.1.1. Choice of the parameter A. Let n (r) be the number of zeros of the GEF FC (z) in the disk
{|z| ≤ r}. We assume that one of the following two events occurs:
Case 1. n (r) ≤ pr2, where p ∈ [0, 1).
Case 2. I: n (r) ≥ pr2, where p ∈ (1, e). II: n (r) ≥ pr2, where p ∈ [e,∞).
We always assume that r is sufficiently large for all the different asymptotic estimates that we use (this
might depend on p in Case 2.II.). We remark that, if C > 0 is a sufficiently large numerical constant,
then events with probability at most exp
(−Cr4) would be negligible events in Case 1 and Case 2.I.
In Case 2.II. the same holds with exp
(−Cp2 log p · r4). Let C1 > 0 be a sufficiently large numerical
constant, we then set
A = C1
(
1 ∨ p2 log p) .
We choose C1 such that the event Ecreg is negligible.
4.1.2. The parameters L and α. Let L > 0 be a large parameter. For N ∈ {N0, . . . , N1} we set
α = Nr−2, and remark that α ≤ 3 log r. We will pick the precise value of L later, but in all cases it
holds that L = r + O
(
1
r
)
, and therefore L2 = r2 + O (1). In the rest of the section, it will be more
convenient to consider the scaled polynomials
PN,L (z) =
N∑
k=0
ξk
(Lz)
k
√
k!
.
Rewriting (4.1) and (4.2) in terms of PN,L, we get
nPN,L
(
r −K0
L
)
≤ n (r) ≤ nPN,L
(
r +K0
L
)
,(4.4) ∣∣∣nFC (ϕ; r)− nPN,L (ϕ; rL)∣∣∣ ≤ CM0 · ω (ϕ;K0r−1) .(4.5)
4.2. Estimates for the joint distribution of the zeros of PN,L. We denote the zeros of the
polynomial PN,L by z1, . . . , zN (in uniform random order). In many cases it will be convenient to
use the vector notation z = (z1, . . . , zN ). Recall that N = αL2 + O (α). We will frequently use the
notation |∆ (z)|2 = ∏j 6=k |zj − zk| and the (probability) measure
dµL (w) =
L2
pi
e−L
2|w|2 dm (w) ,
where m is Lebesgue measure on C. Using a change of variables from the coefficients of the polynomial
PN,L to the zeros (see Lemma 11, Appendix A), we find that the joint distribution of the zeros, w.r.t.
m (z), the Lebesgue measure on CN , is given by
(4.6) f (z) = f (z1, . . . , zN ) = ANL |∆ (z)|2
(∫
C
∣∣qz (w)∣∣2 dµL (w))−(N+1) ,
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where qz (w) =
∏N
j=1 (w − zj) is the monic polynomial corresponding to PN,L, and the normalizing
constant ANL is given by
ANL =
N ! ·∏Nj=1 j!
piNLN(N+1)
= exp
(
1
2
N2 log
(
N
L2
)
− 3
4
N2 +O (N (logN + logL))
)
.
= exp
(
1
2
N2 log
(
N
L2
)
− 3
4
N2 +O
(
L2 log2 L
))
,(4.7)
where we used α ≤ 3 log r = 3 logL+O (1). By Lemma 12, Appendix A, we have
S (z)
def
=
∫
C
∣∣qz (w)∣∣2 dµL (w) ≥ sup
w∈C
{∣∣qz (w)∣∣2 e−L2|w|2} def= A (z) .
4.2.1. Estimates for A (z) and S (z). In order to bound the density (4.6) from above, we need a simple
lower bound for A (z). We will use the identity ([ST13, Example 0.5.7])
(4.8)
1
2pi
∫ 2pi
0
log
∣∣teiθ − z∣∣ dθ = log (t ∨ |z|) .
Claim 1. We have
A (z) ≥
 N∏
j=1
(1 ∨ |zj |)
2 exp (−L2) .
Proof. Using (4.8) with t = 1, the inequality follows by replacing supremum with an average over the
unit circle,
1
2
logA (z) = sup
w∈C
{
log
∣∣qz (w)∣∣− L2
2
|w|2
}
≥ 1
2pi
∫ 2pi
0
log
∣∣qz (eiθ)∣∣ dθ − L2
2
=
N∑
j=1
log (1 ∨ |zj |)− L
2
2
.

Now we clearly have,
Claim 2. For b > 1, ∫
CN
A (z)
−b
dm (z) ≤ exp (bL2) · ( Cb
b− 1
)N
.
Proof. By the previous claim,∫
CN
A (z)
−b
dm (z) ≤ exp (bL2) · ∫
CN
 N∏
j=1
(1 ∨ |zj |)
−2b dm (z)
= exp
(
bL2
) · [∫
C
(1 ∨ |z|)−2b dm (z)
]N
≤ exp (bL2) · ( Cb
b− 1
)N
.

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We will also need a probabilistic upper bound for S (z) .
Claim 3. On the event ENreg we have
S (z) ≤ exp (Cα logα · L2) .
Proof. In Claim 15, Appendix A we show that∫
C
∣∣qz (w)∣∣2 dµL (w) = ( N∑
k=0
|ξk|2
)
·
(
|ξN |2 L
2N
N !
)−1
.
On the event ENreg, applying (4.3) (and using N ! ≤ NN ), we have,(
|ξN |−2
N∑
k=0
|ξk|2
)
·
(
L2N
N !
)−1
≤ exp (Cr2)(N
L2
)N
≤ exp (CL2 + CαL2 logα) ≤ exp (Cα logα · L2) .

4.2.2. Upper bound for the probability. Consider a set Z ⊂ CN . We think about Z as a collection of
possible ‘configurations’ of the zeros of PN,L. We are interested in bounding the probability of these
configurations. We introduce the functional I? : CN → R:
I? (z) =
{
2 supw∈C
{
1
N · log
∣∣qz (w)∣∣− L22N |w|2}− 1N2 ∑j 6=k log |zj − zk| ∀j 6= k, zj 6= zk;
∞ otherwise.
.
Notice that the supremum term above is equal to 12N logA (z). We will show, that at the exponential
scale, the probability of the configurations we consider is bounded above by the minimum of the
functional I? over Z.
Rewriting the joint density of the zeros (4.6), we have
f (z) = ANL |∆ (z)|2 S (z)−(N+1) = ANL exp
∑
j 6=k
log |zj − zk|
S (z)−(N+1) .
On the event ENreg (and using S (z) ≥ A (z)) we get
S (z)−(N+1) ≤ A (z)−(1+ 1N )S (z) 1N A (z)−N
≤ A (z)−(1+ 1N ) exp (C logα) · exp (−N logA (z)) .
Thus, if we introduce the set
E = Z ∩ {z ∈ CN : S (z) ≤ exp (Cα logα · L2)} ,
then by combining Claim 2 (with b = 1 + 1N ), Claim 3, and (4.7), we obtain
P
[
Z ∩ ENreg
] ≤ ANL · exp (C logα) · ∫
E
exp
∑
j 6=k
log |zj − zk| −N logA (z)
A (z)−(1+ 1N ) dm (z)
≤ ANL · exp (C logα) · (CN)N · exp
(
−N2 · inf
z∈E
I? (z)
)
≤ exp
(
−N2 · inf
z∈Z
I? (z) +
1
2
N2 log
(
N
L2
)
− 3
4
N2 +O
(
L2 log2 L
)) ·
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Let ν ∈M1 (C) be a probability measure. We now introduce the functional
Iα (ν) = 2 sup
w∈C
{
Uν (w)− |w|
2
2α
}
− Σ (ν) ,
where Uν (w) and Σ (ν) are the logarithmic potential and the logarithmic energy of the measure ν,
respectively (see notation in Section 1). We discuss this functional in more details in Section 5.
Define the empirical probability measure of the zeros by
µz =
1
N
N∑
j=1
δzj ,
where δz is a Dirac delta measure at the point z ∈ C. A technical issue is the fact that the logarithmic
energy of the empirical measure is not defined. To resolve it, we smoothen the empirical measure by
defining
µtz = µz ? m|z|=t =
1
N
N∑
j=1
m|z−zj |=t,
where m|z−w|=t is the (normalized) Lebesgue measure on the circle |z − w| = t. We now wish to
compare I? (z) and Iα
(
µtz
)
.
4.2.3. Comparing I? (z) and Iα
(
µtz
)
. We will now show that for t > 0 sufficiently small we have
I? (z) ≥ Iα
(
µtz
)
− C
(
1
N
log
1
t
+
t√
α
+
1
L2
)
.
The proof consists of two simple claims.
Claim 4. We have
1
N2
∑
j 6=k
log |zj − zk| ≤ Σ
(
µtz
)
+
C log 1t
N
.
Proof. Note that∫
log |z − w| dm|w−a|=t = 1
2pi
∫ 2pi
0
log
∣∣z − a+ teiθ∣∣ dθ = log (|z − a| ∨ t) .
Since the logarithm is a subharmonic function, we have
1
N2
∑
j 6=k
log |zj − zk| ≤ 1
N2
∑
j 6=k
∫
log |z − w| dm|z−zj |=tdm|w−zk|=t
≤ 1
N2
N∑
j,k=1
∫
log |z − w| dm|z−zj |=tdm|w−zk|=t +
C log 1t
N
=
∫
log |z − w| dµtz (z) dµtz (w) +
C log 1t
N
.

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Let us write Bα (ν) = Iα (ν) + Σ (ν) = 2 · sup
{
Uν (w)− |w|
2
2α : w ∈ C
}
. By Claim 16 in Appendix
B, we have
Bα (ν) = 2 sup
|w|≤√α
{
Uν (w)− |w|
2
2α
}
.
Claim 5. For t > 0 sufficiently small, we have
1
N
logA (z) = 2 sup
w∈C
{
1
N
log
∣∣qz (w)∣∣− L2
2N
|w|2
}
≥ Bα
(
µtz
)
− C
(
1
L2
+
t√
α
)
.
Proof. Using the fact µtz is the convolution of µz and m|z|=t (and the linearity of µ 7→ Uµ (w)), we can
write
Bα
(
µtz
)
= 2 sup
|w|≤√α
{
Uµtz (w)−
|w|2
2α
}
= 2 sup
|w|≤√α
{
1
2pi
∫ 2pi
0
Uµz
(
w + teiθ
)
dθ − |w|
2
2α
}
.
By the definition of A (z), for any θ ∈ [0, 2pi],
Uµz
(
w + teiθ
)− L2
2N
∣∣w + teiθ∣∣2 = 1
N
N∑
j=1
log
∣∣w + teiθ − zj∣∣− L2
2N
∣∣w + teiθ∣∣2
=
1
N
log
∣∣qz (w + teiθ)∣∣− L2
2N
∣∣w + teiθ∣∣2 ≤ 1
2N
logA (z) .
Recall that NL2 =
αr2
L2 = α
(
1 +O
(
L−2
))
. Notice that for |w| ≤ √α and for t ≤ 1, we have
L2
2N
∣∣w + teiθ∣∣2 ≤ L2
2N
|w|2 + Ct√
α
≤ |w|
2
2α
(
αL2
N
)
+
Ct√
α
≤ |w|
2
2α
+
C
L2
+
Ct√
α
.
Hence,
1
2pi
∫ 2pi
0
Uµz
(
w + teiθ
)
dθ − |w|
2
2α
≤ 1
2pi
∫ 2pi
0
[
Uµz
(
w + teiθ
)− L2
2N
∣∣w + teiθ∣∣2] dθ + C
L2
+
Ct√
α
≤ 1
N
sup
w∈C
{
log
∣∣qz (w)∣∣− 1
2
L2 |w|2
}
+
C
L2
+
Ct√
α
.

4.3. Reduction to a modified weighted energy problem. For a set ZN ⊂ CN , after combining
the estimates above (and using N = αL2 +O (α), α ≤ C logL) , we find that
P
[
ZN ∩ ENreg
] ≤
(4.9)
exp
(
−N2
[
inf
z∈ZN
Iα
(
µtz
)
− 1
2
log
(
N
L2
)
+
3
4
]
+ L2 logL ·O
(
logL+ log
1
t
+ tL2
√
logL
))
·
4.3.1. Choosing the parameters t and L. We now choose t = r−C2 (with C2 ≥ 4) and recall that
γ = r−C2 , K0 = 16B3r3γ ≤ Cr3−C2 = O
(
1
r
)
. Consider again the two cases we described at the
beginning of the section. In Case 1, we set L = (1 + t)−1 (r −K0). Since L = r + O
(
1
r
)
, and using
(4.4) we find
(4.10) nPN,L (1 + t) = nPN (r −K0) ≤ n (r) ≤ pr2 =
pN
α
=⇒ µtz (D) ≤
p
α
.
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Similarly, in Case 2, we set L = (1− t)−1 (r +K0), and get
(4.11) nPN,L (1− t) = nPN (r +K0) ≥ n (r) ≥ pr2 =
pN
α
=⇒ µtz
(
D
) ≥ p
α
.
Define the set
LNϕ,τ,λ = L
N
ϕ,τ,λ (t) =
z :
∣∣∣∣∣∣ 1N
N∑
j=1
ϕ (zj)− τ
∣∣∣∣∣∣ ≥ λ+ ω (ϕ; t)
 .
Notice that
∣∣ϕ (zj)− ∫ ϕdm|z−zj |=t∣∣ ≤ ω (ϕ; t), hence, if z ∈ LNϕ,τ,,λ, then∣∣∣∣∫
C
ϕ (w) dµtz (w)− τ
∣∣∣∣ ≥ λ.
4.3.2. Completing the reduction. For x ≥ 0, we define the following sets of measures:
Fx =
{
ν ∈M1 (C) : ν (D) ≤ x
α
}
,
Mx =
{
ν ∈M1 (C) : ν
(
D
) ≥ x
α
}
,
Lϕ,τ,x =
{
ν ∈M1 (C) :
∣∣∣∣∫
C
ϕ (w) dν (w)− τ
∣∣∣∣ ≥ x} .
Clearly we have,
(4.12)
{
µtz : µ
t
z (D) ≤
p
α
}
⊂ Fp,
{
µtz : µ
t
z
(
D
) ≥ p
α
}
⊂Mp,
{
µtz : z ∈ LNϕ,τ,λ
}
⊂ Lϕ,τ,λ.
We thus reduced an estimate for the probability, to a minimization problem for a functional acting on
(general) probability measures.
4.4. The upper bound in Theorem 6. We remind the two cases of the theorem:
Case 1. n (r) ≤ pr2, where p ∈ [0, 1).
Case 2. I: n (r) ≥ pr2, where p ∈ (1, e). II: n (r) ≥ pr2, where p ∈ [e,∞).
Recall α ≤ 3 log r, t = r−C2 (C2 ≥ 4), L = r + O
(
1
r
)
, and N = αr2 = αL2 + O (α). In Case 1, using
(4.9), (4.10) and the first inclusion (4.12), we get
logP
[{
n (r) ≤ pr2} ∩ ENreg] ≤ logP [{nPN,L (1 + t) ≤ pNα
}
∩ ENreg
]
≤ −N2
[
inf
ν∈Fp
Iα (ν)− 1
2
log
(
N
L2
)
+
3
4
]
+ L2 logL ·O
(
logL+ log
1
t
+ tL2
√
logL
)
= −N2
[
inf
ν∈Fp
Iα (ν)− 1
2
logα+
3
4
]
+O
(
N2
L2
+ r2 log2 r
)
= −N2
[
inf
ν∈Fp
Iα (ν)− 1
2
logα+
3
4
]
+O
(
r2 log2 r
)
.
By 7, Subsection 5.2.1, the minimal value of the functional Iα (ν) over the set Fp =
{
ν ∈M1 (C) : ν (D) ≤ pα
}
is given by
inf
ν∈Fp
Iα (ν) =
1
2
logα− 3
4
+
q2 (2 log q − 1)
4α2
− p
2 (2 log p− 1)
4α2
,
where q = q (p) > 1 is the solution of the equation q (log q − 1) = p (log p− 1).
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Summing up over N ∈ {N0, . . . , N1}, we get
P
[{
n (r) ≤ pr2} ∩ Ereg] ≤ N1∑
N=N0
P
[{
nPN,L (1 + t) ≤
pN
α
}
∩ ENreg
]
≤
N1∑
N=N0
exp
(
−N
2
4α2
[
q2 (2 log q − 1)− p2 (2 log p− 1)]+O (r2 log2 r))
= exp
(
−r
4
4
[
q2 (2 log q − 1)− p2 (2 log p− 1)]+O (r2 log2 r + log r))
≤ exp
(
−1
4
[
q2 (2 log q − 1)− p2 (2 log p− 1)] r4 +O (r2 log2 r)) .(4.13)
Notice that Ecreg is a negligible event, and therefore we can use the simple bound P
[{
n (r) ≤ pr2}] ≤
P
[{
n (r) ≤ pr2} ∩ Ereg] + P [Ecreg]. The upper bounds in Case 2.I. and Case 2.II. are obtained in a
similar way. We leave the details for the reader. This completes the proof of the upper bound in
Theorem 6.
5. Modified energy problems
Let ν ∈ M1 (C) be a probability measure and α > 0. In this section we consider the problem of
minimizing the functional
Iα (ν) = 2 sup
w∈C
{
Uν (w)− |w|
2
2α
}
− Σ (ν) def= Bα (ν)− Σ (ν) ,
over probability measures with compact support, restricted to certain (closed and convex) subsets of
M1 (C). We mention that this functional is lower semi-continuous and strictly convex. It is known
that Σ (ν) is an upper semi-continuous and strictly concave functional ([HP98, Proposition 2.2]). Note
that Bα (ν) is lower semi-continuous and convex as the supremum of affine functionals. This implies
that a unique minimizer of Iα (ν) exists over closed and convex subsets ofM1 (C) . In a more general
setting, it is proved in [ZZ10, Lemma 29] that the global minimizer of Iα (ν) is the uniform probability
measure on the disk D (0,
√
α).
It will be useful to make the following definition
gν (z) = Uν (z)− |z|
2
2α
− Bα (ν)
2
.
Notice that gν (z) ≤ 0 for all z ∈ C.
Remark 6. Since in our case the minimizers turn out to be compactly supported, it is enough to
identify the minimizing measure among measures with compact support (since we can approximate an
arbitrary measure using measures with compact support). In general, some energy problems can have
solutions which are not compactly supported, even in case the global minimizer has compact support
(e.g., [GZ15, Theorem 1.3]).
5.1. The principle of domination. The key tool that we need from potential theory is a special
case of the principle of domination ([ST13, pg. 43]).
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Theorem 7. Let νand µ be probability measures with compact support and finite logarithmic energy.
If
Uν (z) ≤ Uµ (z) + C, µ− a.e. in z,
then
Uν (z) ≤ Uµ (z) + C, ∀z ∈ C.
We apply it using the next claim (cf. [ZZ10, Lemma 29]).
Claim 6. Let ν and µ be probability measures with compact support and finite logarithmic energy. If
µ− a.e. in z we have gν (z) ≤ gµ (z), then Iα (µ) ≤ Iα (ν).
Proof. By the assumption and using the previous theorem, we find
Uν (z)− Bα (ν)
2
≤ Uµ (z)− Bα (µ)
2
, z ∈ C.
Now,
Σ (ν) =
∫
C
Uν (z) dν (z) ≤
∫
C
Uµ (z) dν (z) +
Bα (ν)−Bα (µ)
2
=
∫
C
Uν (z) dµ (z) +
Bα (ν)−Bα (µ)
2
≤
∫
C
Uµ (z) dµ (z) +Bα (ν)−Bα (µ) = Σ (µ) +Bα (ν)−Bα (µ) .

Therefore, in order to establish that a certain measure µ minimizes the value of the functional
Iα (ν) (maybe over some subset ofM1 (C)), it is sufficient to show that for any other measure ν, the
inequality gν (z) ≤ gµ (z) is satisfied on the support of µ (this is mainly useful for problems where the
minimizer is a radially symmetric measure).
5.2. Identifying the minimizing measures. We consider here the solution of rotation symmetric
minimization problems for the functional Iα (ν) (that is, a rotation of a measure that satisfies the
constraint continues to satisfy it). If µ is a measure that satisfies a rotation symmetric constraint,
then its radial symmetrization µrad also satisfies this constraint (we define µrad as the normalized
integral over all the rotations of µ w.r.t. the origin). By the radial symmetry and the convexity of the
functional Iα (ν), we have that Iα (µrad) ≤ Iα (µ). This implies the solution is a radial measure, and
we will consider these minimization problems over the set of radially symmetric measures.
5.2.1. The case p ∈ [0, 1). We now consider the minimization problem over the set of measures
Fp = Fp,α =
{
ν ∈M1 (C) : ν (D) ≤ p
α
}
.
Notice that this is a closed set of measures, since D is an open set. It is also clearly convex.
We define q = q (p) > 1 as the solution of the equation q (log q − 1) = p (log p− 1). We now show
that the minimizing measure is given by
µZp (z) = µ
α
Zp (z) =
1
α
[
1{|z|≤√p} (z) + 1{√q≤|z|≤√α} (z)
]
· m (z)
pi
+
q − p
α
m{|z|=1},
where m{|z|=1} is the normalized Lebesgue measure on {|z| = 1}, and m is Lebesgue measure on C.
After a straightforward computation one obtains the following
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Claim 7. The logarithmic potential of the measure µZp given above (on its support) is:
UµZp (z) =
logα
2
− 1
2
+

|z|2
2α 0 ≤ |z| ≤
√
p;
q(1−log q)
2α |z| = 1;
|z|2
2α
√
q ≤ |z| ≤ √α.
In addition, we have
B
(
µZp
)
= logα− 1, Iα
(
µZp
)
=
logα
2
− 3
4
+
q2 (2 log q − 1)
4α2
− p
2 (2 log p− 1)
4α2
.
The results above imply that gµZp (z) = 0 on the support of µZp except for |z| = 1, and there we
have gµZp (z) =
q(1−log q)
2α − 12α . It remains to prove the following simple result.
Claim 8. Let ν be a radially symmetric measure with compact support. If ν (D) ≤ pα , then gν (z) ≤
q(1−log q)
2α − 12α for all z with |z| = 1.
Proof. Since ν is radial we have by Jensen’s formula (5),
Uν (1)− Uν (√p) =
∫ 1
√
p
ν (|z| ≤ t)
t
dt ≤ p
α
∫ 1
√
p
1
t
dt = −p log p
2α
.
Now,
gν (z) = gν (1) = Uν (1)− 1
2α
− Bα (ν)
2
≤ Uν (1)− 1
2α
−
[
Uν (
√
p)− p
2α
]
≤ p (1− log p)
2α
− 1
2α
=
q (1− log q)
2α
− 1
2α
.

Since for any radially symmetric measure ν with compact support we have gν (z) ≤ gµZp (z) on the
support of µZp , Claim 6 implies that µZp is the minimizing measure over the set Fp.
5.2.2. The case p > 1. In a similar way to the previous problem, we now consider the minimization
problem over the convex set of measures
Mp =Mp,α =
{
ν ∈M1 (C) : ν
(
D
) ≥ p
α
}
,
where p ∈ (1, α). Notice that in this case the setMp is closed, since D is a closed set.
Here there are two cases. In case p ∈ (1, e) the minimizing measure is given by
µZp (z) = µ
α
Zp (z) =
1
α
[
1{|z|≤√q} (z) + 1{√p≤|z|≤√α} (z)
]
· m (z)
pi
+
p− q
α
m{|z|=1},
where q = q (p) < 1 is defined as the solution of the equation q (log q − 1) = p (log p− 1). It is
not difficult to check that gµZp (z) vanishes on the support of µZp , except for |z| = 1. That is, the
supremum of Uν (w)− |w|
2
2α is attained on the (non-singular) support of µZp .
Notice that as p tends to e, q (p) tends to 0. In case p ∈ [e, α) the measure is given by
µZp (z) =
p
α
m{|z|=1} +
1
α
1{√p≤|z|≤√α} (z) ·
m (z)
pi
,
and we see that the µZp -measure of the interior of the unit disk is zero. Again gµZp (z) vanishes on
the support of µZp , except for |z| = 1.
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The proofs that the measures above are the minimizers of the functional Iα (ν) over the setMp are
very similar to the case p < 1, and are left to the reader. A straightforward computation gives
Iα
(
µZp
)
=
{
logα
2 − 34 + q
2(2 log q−1)
4α2 − p
2(2 log p−1)
4α2 p ∈ (1, e) ;
logα
2 − 34 − p
2(2 log p−1)
4α2 p ∈ [e, α) .
5.3. ‘Variational’ characterization of the minimizers. The following simple results will be of use
in Section 7.
Claim 9. Let µ, ν ∈M1 (C) be probability measure with finite logarithmic energy and let t ∈ [0, 1] be
small. Then
Σ (tν + (1− t)µ) = Σ (µ)− 2t
[
Σ (µ)−
∫
C
Uν (w) dµ (w)
]
+O
(
t2
)
.
Proof. From the definition of the logarithmic energy we have
Σ (tν + (1− t)µ) = t2Σ (ν) + (1− t)2 Σ (µ) + 2t (1− t)
∫
C
Uν (w) dµ (w)
= Σ (µ)− 2t
[
Σ (µ)−
∫
C
Uν (w) dµ (w)
]
+O
(
t2
)
.

Claim 10. Let µ, ν ∈M1 (C) and let t ∈ [0, 1]. Then
Bα (tν + (1− t)µ) ≤ Bα (µ) + t [Bα (ν)−Bα (µ)] .
Proof. By the definition of B (ν), and the linear properties of the logarithmic potential,
Bα (tν + (1− t)µ) = 2 sup
w∈C
{
tUν (w) + (1− t)Uµ (w)− |w|
2
2α
}
≤ t · 2 sup
w∈C
{
Uν (w)− |w|
2
2α
}
+ (1− t) · 2 sup
w∈C
{
Uµ (w)− |w|
2
2α
}
= tBα (ν) + (1− t)Bα (µ) .

In the following lemma we derive a characterization of the minimizers of the functional Iα (ν).
Lemma 10. Let C ⊂ M1 (C) be a closed and convex set of measures. Suppose µmin ∈ C is the unique
minimizer of Iα (ν) over the set C. For µ ∈ C, we have that∫
C
Uν (w) dµ (w)− Bα (ν)
2
≤
∫
C
Uµ (w) dµ (w)− Bα (µ)
2
, ∀ν ∈ C,
if and only if µ = µmin.
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Proof. Suppose µ = µmin and let t > 0 be small. For ν ∈ C, we have that µt = tν + (1− t)µmin ∈ C.
Therefore, using the previous claims
Iα (µmin) ≤ Iα (µt)
= Bα (tν + (1− t)µmin)− Σ (tν + (1− t)µmin)
≤ Bα (µmin) + t [Bα (ν)−Bα (µmin)]
−Σ (µmin) + 2t
[
Σ (µmin)−
∫
C
Uν (w) dµmin (w)
]
+O
(
t2
)
= Iα (µmin) + t
[
Bα (ν)−Bα (µmin) + 2
{
Σ (µmin)−
∫
C
Uν (w) dµmin (w)
}]
+O
(
t2
)
.
Since t > 0 can be arbitrarily small, this implies
Bα (ν)−Bα (µmin) + 2
{
Σ (µmin)−
∫
C
Uν (w) dµmin (w)
}
≥ 0.
In the other direction, assume∫
C
Uν (w) dµ (w)− Bα (ν)
2
>
∫
C
Uµ (w) dµ (w)− Bα (µ)
2
,
for some ν ∈ C. Using the argument above, we can find another measure µt such that Iα (µt) < Iα (µ),
thus µ is not the minimizer. 
Let C ⊂ M1 (C) be a closed and convex set of measures, and let µmin be the measure that minimizes
Iα (ν) over all ν ∈ C. We will need the following simple bound.
Claim 11. For any ν ∈ C we have
−Σ (ν − µmin) ≤ Iα (ν)− Iα (µmin) .
Proof. By the above lemma∫
C
Uν (w) dµmin (w) ≤
∫
C
Uµmin (w) dµmin (w) +
Bα (ν)
2
− Bα (µmin)
2
= Σ (µmin) +
Bα (ν)
2
− Bα (µmin)
2
,
which implies
−Σ (ν − µmin) = −Σ (ν) + 2
∫
C
Uν (w) dµmin (w)− Σ (µmin)
≤ Bα (ν)− Σ (ν)− [Bα (µmin)− Σ (µmin)] = Iα (ν)− Iα (µmin) .

6. Probability of large fluctuations in the number of zeros - Lower bound
The goal of this section is to obtain the lower bound in Theorem 6, that is, we are looking for a
lower bound for the probability P
[
n (r) =
⌊
pr2
⌋]
, where p ≥ 0, p 6= 1 is fixed. Let us write
(6.1) k0 = k0 (r, p) =
⌊
pr2
⌋
.
The main idea is to use Rouché’s theorem. More precisely, we explicitly construct an event where the
term
∣∣∣ξk0 zk0√k0! ∣∣∣ in the Taylor series of the GEF dominates the sum over all the other terms (on the
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circle {|z| = r}). This simple but effective method originally appeared in the paper [ST05], and was
later used in many other problems of this type.
6.1. Outline of the proof. We use the notation
bk = bk (r) =
rk√
k!
, k ∈ N,
and, using (3.1), we have the following bounds
(6.2)
1
2k
1
4
(
er2
k
) k
2
≤ bk ≤
(
er2
k
) k
2
, k ≥ 1.
Let us consider the event {n (r) = k0} (with k0 given by (6.1)). Rouché’s theorem implies that
Ep = Ep (r)
def
=
|ξk0 | bk0 > ∑
k 6=k0
|ξk| bk
 ⊂
|ξk0 | rk0√k0! >
∣∣∣∣∣∣
∑
k 6=k0
ξk
zk√
k!
∣∣∣∣∣∣
 ⊂ {n (r) = k0} .
We will construct an event that is contained in Ep, and thus obtain a lower bound for the probability
of the event {n (r) = k0}. Depending on p, we define an interval Ip ⊂ R+. We consider two main
cases:
Case 1. 0 ≤ p < e.
– In this case we define q = q (p) 6= p to be the non-trivial solution of q (log q − 1) =
p (log p− 1).
– We set Ip = [p, q] in case p < 1, and Ip = [q, p] in case p > 1.
Case 2. p ≥ e.
– In this case we set Ip = [0, p].
In general, our strategy is to ‘suppress’ the terms bk for which kr2 ∈ Ip (by choosing |ξk| to be small),
except for the main term bk0 . We will also assume |ξk0 | ≥ 1, which happens with a constant probability.
By (6.2), this implies
|ξk0 | bk0 ≥ exp
(
p
2
log
(
e
p
)
r2 − C log (pr2))
≥ exp
(
p
2
log
(
e
p
)
r2 − C log r
)
,(6.3)
for r sufficiently large (or |ξk0 | bk0 ≥ 1 in case p = k0 = 0).
6.1.1. Sketch of the proof in case p < 1. We now explain the idea of the proof in Case 1 (the proof of
the other case is similar). Using bounds for the factorial, we find
(6.4)
bk0
bk
= exp
(
p
2
log
(
e
p
)
r2 − k
2
log
(
er2
k
)
+ error terms
)
.
Put k1 =
⌊
qr2
⌋
+ 1, where q = q (p) as defined above. The estimate (6.4) implies that bk0bk is small for
k not in the range {k0, . . . , k1}. That is, the tail∣∣∣∣∣∣
∑
k/∈{k0,...,k1}
ξk
zk√
k!
∣∣∣∣∣∣ ≤
∑
k/∈{k0,...,k1}
|ξk| bk,
GAUSSIAN COMPLEX ZEROS ON THE HOLE EVENT 29
is small compared to |ξk0 | bk0 , with sufficiently large probability. To make the sum over k ∈ {k0 + 1, . . . , k1}
small, we consider the event where a |ξk| is at most
(
bk0
bk
)−1
, for k in this range. The probability of
this event is
exp
−2 · ∑
k∈{k0+1,...,k1}
log
(
bk0
bk
)
+ error terms
 .
We obtain the lower bound in Theorem 6, after verifying
2 ·
∑
k∈{k0+1,...,k1}
log
(
bk0
bk
)
= −Zpr4 + error terms,
where Zp =
∫ q
p
x log xdx.
6.2. The main terms. Consider now p ≥ 0, p 6= 1. We define the set of main terms by
(6.5) M =
{
k ∈ N : k
r2
∈ Ip, k 6= k0
}
.
For k ∈ N+, let us define Ap,k = bk0bk . From (6.2), we find the following bounds
−C log (k0 + 1) ≤ logAp,k −
[
p
2
log
(
e
p
)
r2 − k
2
log
(
er2
k
)]
≤ C log (k + 1) ,
thus, for r sufficiently large,
(6.6)
∣∣∣∣logAp,k − [p2 log
(
e
p
)
r2 − k
2
log
(
er2
k
)]∣∣∣∣ ≤ C1 log (k + 1) ,
for some numerical constant C1 > 0. Notice that if k = αr2 for some α ≥ 0, then
p
2
log
(
e
p
)
r2 − k
2
log
(
er2
k
)
=
[
p log
(
e
p
)
− α log
( e
α
)] r2
2
= [p (1− log p)− α (1− logα)] r
2
2
.
This means that M contains the terms for which the expression above is non-positive. Since Ap,k ·
exp (−2C1 log (k + 1)) ≤ 1 for k ∈M , we have
P
[
|ξk| ≤ 1
6r2 · (k + 1)2C1
·Ap,k
]
≥ C
r4 (k + 1)
4C1
A2p,k
≥ exp
(
p log
(
e
p
)
r2 − k log
(
er2
k
)
− C log ((p+ 1) r)
)
≥ exp
(
p log
(
e
p
)
r2 − k log
(
er2
k
)
− C log r
)
,
for r sufficiently large. We notice that in Case 1 there at most 3r2 elements in M . We introduce the
following event:
E1M =
{
|ξk| ≤ 1
6r2 (k + 1)
2C1
·Ap,k, for all k ∈M
}
.
Clearly on the event {|ξk0 | ≥ 1} ∩ E1M , we have∑
k∈M
|ξk| bk ≤
∑
k∈M
Ap,k
6r2
· bk ≤ 1
2
bk0 ≤
1
2
|ξk0 | bk0 .
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On the other hand,
P
[
E1M
]
=
∏
k∈M
P
[
|ξk| ≤ 1
6r2 · (k + 1)2C1
·Ap,k
]
≥ exp
(∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)
− C log r
])
≥ exp
(∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)]
+O
(
r2 log r
))
.
By Corollary 3, Section 6.4, we have∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)]
= −Zp · r4 +O
(
r2 log2 r
)
.
Case 2 is similar, and now there are at most
⌊
2pr2
⌋
elements in M . Consider the event:
E2M =
{
|ξk| ≤ 1
4pr2 (k + 1)
2C1
·Ap,k, for all k ∈M
}
.
On the event {|ξk0 | ≥ 1} ∩ E2M , we have∑
k∈M
|ξk| bk ≤
∑
k∈M
Ap,k
4pr2 (k + 1)
2C1
· bk ≤ 1
2
bk0 ≤
1
2
|ξk0 | bk0 .
We also have, for r sufficiently large,
P
[
E2M
]
=
∏
k∈M
P
[
|ξk| ≤ 1
4pr2 (k + 1)
2C1
·Ap,k
]
≥ exp
(∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)
− C log r
])
≥ exp
(∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)]
+O
(
r2 log2 r
))
.
6.3. Tail bounds. For technical reasons we consider two parts of the ‘tail’ separately, the far tail
and the close tail.
6.3.1. The far tail. Let r > 0 be sufficiently large, α > 10, and N =
⌊
αr2
⌋
+ 1. Recall the tail of the
GEF is given by
TN (z) =
∞∑
k=N+1
ξk
zk√
k!
, z ∈ C.
By Lemma 3 we have, outside an exceptional event ET of probability at most exp
(−Cr6),
|TN (z)| ≤ exp
(
N
2
log
(
4
α
))
, |z| ≤ r.
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We will take
α = α (p) =
{
16 0 ≤ p ≤ 11;
5 + p p > 11.
If p ≤ 11, then p2 log
(
e
p
)
> −8, and therefore by (6.3) we have |TN (z)| ≤ exp
(−8r2) < 14 |ξk0 | bk0 ,
when r is sufficiently large. Similarly for p > 11, we have p2 log
(
e
p
)
> 5+p2 log
(
4
5+p
)
, and
|TN (z)| ≤ exp
(
5 + p
2
log
(
4
5 + p
)
· r2
)
<
1
4
|ξk0 | bk0 .
6.3.2. The close tail. We now consider all the terms such that kr2 /∈ Ip, but k ≤ N . For these terms
we have k2 log
(
er2
k
)
≤ p2 log
(
e
p
)
r2, and the lower bound of (6.6) implies bk ≤ bk0 (k + 1)C1 . In Case
1, we notice there are at most
⌊
17r2
⌋
elements in the close tail, let us denote their indices by M ′.
Introduce the following event:
E1M ′ =
{
|ξk| ≤ 1
70r2 (k + 1)
C1
, for all k ∈M ′
}
.
On the event {|ξk0 | ≥ 1} ∩ E1M ′ we have∑
k∈M ′
|ξk| bk ≤
∑
k∈M ′
1
70r2 (k + 1)
C1
· bk < 1
4
bk0 ≤
1
4
|ξk0 | bk0 .
In addition,
P
[
E1M ′
] ≥ b17r2c∏
k=0
1
2
·
(
1
70r2 (k + 1)
C1
)2
≥ (Cr4+2C1)−Cr2 ≥ exp (−Cr2 log r) .
Similarly, in Case 2, there are at most
⌊
6r2
⌋
elements in the close tail. Let us again denote their indices
by M ′. Consider the event:
E2M ′ =
{
|ξk| ≤ 1
24r2 (k + 1)
C1
, for all k ∈M ′
}
.
On the event {|ξk0 | ≥ 1} ∩ E2M ′ we have∑
k∈M ′
|ξk| bk ≤
∑
k∈M ′
1
24r2 (k + 1)
C1
· bk < 1
4
bk0 ≤
1
4
|ξk0 | bk0 .
Now, for k ∈M ′ we have k ≤ r3 (for r sufficiently large), and therefore
P
[
E2M ′
] ≥ ∏
k∈M ′
1
2
·
(
1
24r2 (k + 1)
C1
)2
≥
b6r2c∏
k=0
Cr−2(2+3C1)
≥ exp (−Cr2 log r) .
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6.4. Combining the estimates and finishing the proof. We start with a simple computation.
Recall that
Zp =
∣∣∣∣∣
∫ q(p)
p
x log xdx
∣∣∣∣∣ ,
and consider the function
l (x) = p log
(
e
p
)
− x log
( e
x
)
, x ≥ 0.
Claim 12. With q (p) and Zp defined as before, we have
Zp =
∣∣∣∣∣
∫ q(p)
p
l (x) dx
∣∣∣∣∣ .
Proof. Let us consider Case 1, for p < 1. Set t (x) = x log
(
e
x
)
and q = q (p). We have∫ q
p
[
p log
(
e
p
)
− x log
( e
x
)]
dx = (q − p) p log
(
e
p
)
−
∫ q
p
t (x) dx
= (q − p) p log
(
e
p
)
− xt (x)|qx=p +
∫ q
p
xt′ (x) dx
= (q − p) p log
(
e
p
)
− qt (q) + pt (p)−
∫ q
p
x log x dx
= q
(
p log
(
e
p
)
− q log
(
e
q
))
−
∫ q
p
x log xdx
= −
∫ q
p
x log x dx,
where in the last line we used the definition of q = q (p). The other cases are proved in a similar
way. 
By the definition of the set M (see (6.5)), we get
Corollary 3. For r sufficiently large∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)]
= −Zp · r4 +O
(
C (p) r2
)
,
where C (p) = max
{
p log
(
p
e
)
, 1
}
.
Proof. The function l (x) has a single minimum at x = 1, thus∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)]
= r2
∑
k∈M
l
(
k
r2
)
= −
∣∣∣∣∣
∫ q(p)
p
l (x) dx
∣∣∣∣∣ r4 +O (C (p) r2) ,
with C (p) as above (in Case 2 we take q (p) = 0). 
Finally, notice that the events {|ξk0 | ≥ 1}, ET , EjM , and EjM ′ are all independent (j ∈ {1, 2}).
Therefore, combining our estimates from Section 6.2 and Section 6.3, we find that the probability of
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the event
{
|ξk0bk0 | >
∑
k 6=k0 |ξk| bk
}
is at least
exp
(∑
k∈M
[
p log
(
e
p
)
r2 − k log
(
er2
k
)]
+O
(
r2 log2 r
))
.
Hence, by 3, for r sufficiently large we have the bound,
P
[
n (r) =
⌊
pr2
⌋] ≥ exp (−Zpr4 +O (r2 log2 r)) ,
thus proving the lower bound in Theorem 6.
7. The conditional distribution of the zeros
In this section we describe the distribution of the zeros of the GEF, conditioned on a prescribed
number of zeros inside the the disk {|z| ≤ r} (recall that we denote this number by n (r)). We will
again consider two main cases:
Case 1. Deficiency in the number of zeros: F (p; r) =
{
n (r) ≤ pr2}, where p ∈ [0, 1).
– In particular, this implies the case p = 0 of Theorem 1.
Case 2. Overcrowding of zeros: M (p; r) =
{
n (r) ≥ pr2}, where p > 1.
– We consider separately the range p ∈ (1, e), and the range p ∈ [e,∞).
For each of the cases we define the limiting conditional distribution, by the following Radon measures:
dµCZp (z) =

[{
1{0≤|w|≤√p} (z) + 1{√q≤|w|} (z)
}]
· dm (z)
pi
+ (q − p) dm{|z|=1} p ∈ [0, 1) ;[
1{0≤|w|≤√q} (z) + 1{√p≤|w|} (z)
]
· dm (z)
pi
+ (p− q) dm{|z|=1} p ∈ (1, e) ;
1{√p≤|w|} (z) ·
dm(z)
pi + p · dm{|z|=1} p ≥ e.
Here m{|z|=1} is Lebesgue measure on the circle |z| = 1, normalized to be a probability measure and
1A (z) is the indicator of the set A. We recall that q = q (p) was defined before the statement of
Theorem 6.
Suppose now ϕ ∈ C20 (C) is a test function, which is twice continuously differentiable and with
compact support, and recall
D (ϕ) = ‖∇ϕ‖2L2(m) =
∫
C
(
ϕ2x + ϕ
2
y
)
dm (z) .
Let nFC (ϕ; r) be the linear statistics associated with ϕ, recall that E [nFC (ϕ; r)] = r2· 1pi
∫
C ϕ (w) dm (w),
and consider the event
L (p, ϕ, λ) = L (p, ϕ, λ; r) =
{∣∣∣∣nFC (ϕ; r)− r2 ∫
C
ϕ (w) dµCZp (w)
∣∣∣∣ ≥ λ} .
The following theorem shows that conditioned on the event F (p; r) (orM (p; r)), the value of nFC (ϕ; r)
is unlikely to be far from r2
∫
C ϕ (w) dµ
C
Zp
(w). Recall that by EF (p;r) [·] (resp. PF (p;r) [·]) we denote
the conditional expectation (resp. probability) on the event F (p; r).
Theorem 8. Suppose C ′ > 0 is fixed. For λ ∈ (0, C ′r2) and r sufficiently large we have,
PF (p;r) [L (p, ϕ, λ; r)] , PM(p;r) [L (p, ϕ, λ; r)] ≤ exp
(
− Cp
D (ϕ)
· λ2 + Cϕr2 log2 r
)
,
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where Cϕ > 0 is some constant that depends on ω (ϕ, t) - the modulus of continuity of the function ϕ,
and Cp > 0 is a constant depending only on p (and which can be replaced by an absolute constant for
p ≤ e).
Remark 7. It will be clear from the proof, that we can take the test function ϕ depending on r, such
that its modulus of continuity satisfies ω (ϕ, t) = O
(
rC3tC4
)
, for some numerical constants C3, C4 > 0.
In that case, the constant Cϕ will depend only on C3 and C4.
This theorem implies the convergence in distribution of the zero counting measure, conditioned on
the event F (p) (or M (p)). We denote by Zpr the zero set of FC conditioned on the occurrence of the
event F (p; r), and write [Zpr ] for the corresponding counting measure (similar definitions can be made
for the event M (p)).
Theorem 9. Let ϕ ∈ C20 (C) be a fixed test function. As r →∞,
EF (p;r) [nFC (ϕ; r)] , EM(p;r) [nFC (ϕ; r)] = r2
∫
C
ϕ (w) dµCZp (w) +O
(
r log2 r
)
.
In addition, as r →∞, the scaled zero counting measure 1r2 [Zpr ]
( ·
r
)→ µCZp in distribution, where the
convergence is in the vague topology. That is, for any continuous test function φ with compact support,
we have
1
r2
∫
C
φd [Zpr ]
( ·
r
)
=
1
r2
∑
z∈Zpr
φ
(z
r
)
d−−−→
r→∞
∫
C
φ (w) dµCZp (w) .
An analogous result holds for the event M (p; r).
7.1. Preliminaries. Notice that for any p ≥ 0, if α is sufficiently large, then µCZp (D (0,
√
α)) = α.
We are going to work with the following probability measures, which are the normalized truncations
of µCZp :
dµαZp (z) =

1
α
[
1{|z|≤√p} (z) + 1{√q≤|z|≤√α} (z)
]
· dm (z)
pi
+
q − p
α
dm{|z|=1} p ∈ [0, 1) ;
1
α
[
1{|z|≤√q} (z) + 1{√p≤|z|≤√α} (z)
]
· dm (z)
pi
+
p− q
α
dm{|z|=1} p ∈ (1, e) ;
1
α1{√p≤|z|≤√α} (z) ·
dm(z)
pi +
p
αdm{|z|=1} p ∈ [e, α) .
In Section 5, we showed that these measures are the minimizers of the functional I (ν) = Iα (ν) over
the sets Fp =
{
ν ∈M1 (C) : ν (D) ≤ pα
}
, where p < 1, andMp =
{
ν ∈M1 (C) : ν
(
D
) ≥ pα}, where
p > 1.
We introduce the following notation
Lϕ,τ,λ def=
{
ν ∈M1 (C) :
∣∣∣∣∫
C
ϕ (w) dν (w)− τ
∣∣∣∣ ≥ λ} .
The key tool that we will use is the next claim, which can be seen as an effective form of the fact that
I (ν) is strictly convex. It shows that if a measure ν ∈ Fp (orMp) is far from the minimizer µαZp (with
respect to the test function ϕ), then I (ν) is relatively large.
Claim 13. Let τ =
∫
C ϕ (w) dµ
α
Zp
(w). For any compactly supported measure ν ∈ Fp ∩Lϕ,τ,λ, we have
I (ν)− I
(
µαZp
)
≥ 2pi
D (ϕ)
· λ2.
The same result holds if we replace Fp byMp.
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Proof. In Section 5, we prove that the measure µαZp minimizes I (ν) over the set Fp. Now, combining
Lemma 9 and Claim 11 we have for ν ∈ Fp
λ ≤
∣∣∣∣∫
C
ϕ (w) dν (w)−
∫
C
ϕ (w) dµαZp (w)
∣∣∣∣ ≤ 1√2pi√D (ϕ)
√
−Σ
(
ν − µαZp
)
,
≤ 1√
2pi
√
D (ϕ)
√
I (ν)− I
(
µαZp
)
.
The same proof applies forMp as well. 
7.2. Truncation of the power series and estimates for the joint distribution of the zeros.
We start by recalling some of the results we proved in Section 4. Let r > 0 be sufficiently large. Put
α = Nr−2, λ = log r, t = γ = r−C2 , with C2 ≥ 4, and N0 =
⌊
λr2
⌋
+ 1, N1 =
⌊
2λr2
⌋
+ 1. Let ϕ be a
test function supported on the disk D (0, B), with fixed B ≥ 1. We found that there exist events Ereg
and ENreg, N ∈ {N0, . . . , N1}, such that
Ereg =
N1⊎
N=N0
ENreg, E
c
reg is negligible.
If we introduce the scaled polynomial
PN,L (z) =
N∑
k=0
ξk
(Lz)
k
√
k!
, z ∈ C,
then, on the event ENreg, we have
nPN,L
(
r −K0
L
)
≤ n (r) ≤ nPN,L
(
r +K0
L
)
,(7.1) ∣∣∣nFC (ϕ; r)− nPN,L (ϕ; rL)∣∣∣ ≤ CM0 · ω (ϕ;K0r−1) ,(7.2)
where M0 = 8B3r3, and K0 = 2M0γ ≤ Cr3−C2 = O
(
1
r
)
.
Remark 8. To find the event Ereg we applied Lemma 7 and Lemma 8. We may choose the parameter
A in Lemma 7 to be arbitrarily large (but fixed). For r sufficiently large this gives,
P
[
Ecreg
] ≤ exp (−CAr4) ,
where CA is a constant depending on A (and B), such that CA →∞ as A→∞.
We choose the parameter L as follows:
(7.3) L = L (r;B) =
{
(1 + t)
−1
(r −K0) in Case 1;
(1− t)−1 (r +K0) in Case 2.
Now, for τ ∈ R, η ≥ 0, define the following set
LNϕ,τ,η = L
N
ϕ,τ,η (t) =
z :
∣∣∣∣∣∣ 1N
N∑
j=1
ϕ (zj)− τ
∣∣∣∣∣∣ ≥ η + ω (ϕ; t)
 .
Put ZN =
{
nPN,L (1 + t) ≤ pr2
} ∩ LNϕ,τ,η ⊂ CN . We showed in Section 4.3 that
(7.4)
{
µtz : z ∈ ZN
}
⊂
{
µtz : µ
t
z (D) ≤
p
α
and z ∈ LNϕ,τ,λ
}
⊂ Fp ∩ Lϕ,τ,η def= Z,
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where we used (4.12). The bound (4.9) gives
(7.5) logP
[{
nPN,L (1 + t) ≤ pr2
} ∩ LNϕ,τ,η ∩ ENreg]
≤ −N2
[
inf
ν∈Z
Iα (ν)− 1
2
log
(
N
L2
)
+
3
4
]
+ L2 logL ·O
(
logL+ log
1
t
+ tL2
√
logL
)
= −N2
[
inf
ν∈Z
Iα (ν)− 1
2
logα+
3
4
]
+O
(
r2 log2 r
)
.
We can bound the probability of the event P
[{
nPN,L (1 + t) ≥ pr2
} ∩ LNϕ,τ,η ∩ ENreg] in a similar way.
7.3. Large fluctuations in the number of zeros and linear statistics. Let κ ≥ 0 be sufficiently
large (depending on r). Recall the event
F (p)∩L (p, ϕ, κ) = F (p; r)∩L (p, ϕ, κ; r) = {nFC (r) ≤ pr2}∩{∣∣∣∣nFC (ϕ; r)− r2 ∫
C
ϕ (w) dµCZp (w)
∣∣∣∣ ≥ κ} .
By the definition of the measures µαZp and µ
C
Zp
, we have for α sufficiently large (depending on p and
B)
r2
∫
C
ϕ (w) dµCZp (w) = r
2 · α
∫
C
ϕ (w) dµαZp (w) = N ·
∫
C
ϕ (w) dµαZp (w) .
In addition, using (7.2), we get∑
z∈Z(PN,L)
ϕ
(
z ·
( r
L
)−1)
= nPN,L
(
ϕ;
r
L
)
= nFC (ϕ; r) +O
(
M0 · ω
(
ϕ;K0r
−1)) ,
where Z (PN,L) = {z1, . . . , zN} is the zero set of the polynomial PN,L. Since rL = 1 + O
(
r2−C2
)
by
(7.3), and because ϕ is supported inside D (0, B), we obtain
N∑
j=1
ϕ (zj) =
N∑
j=1
ϕ
(
zj ·
( r
L
)−1)
+O
(
N ·B · r2−C2)
= nFC (ϕ; r) +OB
(
r4−C2 log r + r3 · ω (ϕ;Cr2−C2))
= nFC (ϕ; r) +OB (N · E1 (ϕ; r)) ,
where N · E1 (ϕ; r) = r3
(
r2−C2 + ω
(
ϕ;Cr2−C2
))
, using N = O
(
r2 log r
)
.
Remark 9. If the test function ϕ depends on r in such a way that its modulus of continuity satisfies
ω (ϕ, t) = O
(
rC3tC4
)
, for some numerical constants C3, C4 > 0, then we can choose C2 sufficiently
large to make CB ·N · E1 (ϕ; r) ≤ C, for r sufficiently large.
We conclude that on the event L (p, ϕ, κ; r) ∩ ENreg, we have
(7.6)
∣∣∣∣∣∣ 1N
N∑
j=1
ϕ (zj)−
∫
C
ϕ (w) dµαZp (w)
∣∣∣∣∣∣ ≥ κN − CB · E1 (ϕ; r) def= κ1N ,
with some constant CB ≥ 1, depending only on B. Let τ =
∫
C ϕ (w) dµ
α
Zp
(w) and assume that κ is
sufficiently large so that κ1 > 0. Claim 13 (with λ = κ1N ) implies that
Iα (ν) ≥ Iα
(
µαZp
)
+
C
D (ϕ)
·
(κ1
N
)2
, ν ∈ Z.
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By (7.5), (7.6), we have
logP
[
F (p; r) ∩ L (p, ϕ, κ; r) ∩ ENreg
] ≤ logP [{nPN,L (1 + t) ≤ pr2} ∩ LNϕ,τ,κ1 ∩ ENreg]
≤ −N2
[
Iα
(
µαZp
)
+
C
D (ϕ)
·
(κ1
N
)2
− 1
2
logα+
3
4
]
+O
(
r2 log2 r
)
≤ logP [F (p; r)]− C
D (ϕ)
· κ21 +O
(
r2 log2 r
)
,(7.7)
where we used the bound κN ≥ κ1N + ω (ϕ; t) in the first inequality (since ω (ϕ; t) ≤ E1 (ϕ; r)), and the
bound
−N2
[
Iα
(
µαZp
)
− 1
2
logα+
3
4
]
= −Zpr4 ≤ logP [F (p; r)] +O
(
r2 log2 r
)
,
from Section 6, in the third inequality.
7.3.1. Finishing the proof of Theorem 8. Rewriting (7.7) we find that
P
[
F (p) ∩ L (p, ϕ, κ) ∩ ENreg
] ≤ P [F (p)] exp(− C
D (ϕ)
· κ21 +O
(
r2 log2 r
))
,
with κ1 = κ−CBN ·E1 (ϕ; r). By Remark (9), if ω (ϕ, t) = O
(
rC3tC4
)
with some constants C3, C4 > 0,
we can choose C2 sufficiently large, so that κ1 ≥ κ− C, if r is sufficiently large. We thus have,
P [F (p) ∩ L (p, ϕ, κ)] ≤ P [Ecreg]+ N1∑
N=N0
P
[
F (p) ∩ L (p, ϕ, κ) ∩ ENreg
]
≤ P [Ecreg]+ (N1 −N0 + 1)P [F (p)] exp(− CD (ϕ) · κ21 +O (r2 log2 r)
)
≤ P [Ecreg]+ P [F (p)] exp(− CD (ϕ) · κ2 + CκD (ϕ) +O (r2 log2 r)
)
.
We can assume w.l.o.g. that sup {ϕ (w) : w ∈ C} = 1, and that D (ϕ) > c for some constant c =
c (B) > 0 (since ϕ is supported on D (0, B)). In addition, by Remark 8, we can choose C5 > 0 as large
as we wish (but fixed). such that P
[
Ecreg
] ≤ exp (−C5r4) for r sufficiently large. Finally, we conclude
that for κ ≤ Cr2, we have
P [F (p) ∩ L (p, ϕ, κ)] ≤ P [F (p)] exp
(
− C
D (ϕ)
· κ2 +O (r2 log2 r)) .
This completes the proof of Theorem 8 in the case p ∈ [0, 1). The proofs of the other cases go along
the same lines, and we leave them to the reader. We note that in the case p ≥ e, the constant in the
statement of the theorem may depend on p.
Remark 10. Recall that F (0) = F (0; r) = Hr is the hole event for {|z| < r}. Let ε ∈
(
r−2, 1
)
and
γ ∈ (1, 2]. Theorem 2 in Section 1 follows from Theorem 8 by considering a positive (say radial) test
function ϕ = ϕε, such that
ϕ (z) = ϕ (|z|) =
{
1 1 + ε ≤ |z| ≤ √e− ε;
0 |z| ≤ 1 or |z| ≥ √e.
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We note that one can construct such a ϕ so that it satisfies D (ϕ) = O
(
ε−1
)
and ω (ϕ, t) = O
(
ε−1t
)
.
This implies
PF (0)
[
nFC
({
r (1 + ε) ≤ |z| ≤ √er (1− ε)}) > rγ] ≤ PF (0) [nFC (ϕ; r) > rγ ]
≤ exp
(
− C
D (ϕ)
r2γ
)
≤ exp (−Cεr2γ) ,
provided rγ > C5
√
D (ϕ)r log r (which is satisfied if γ ∈
(
1 + 12 log
1
ε (log r)
−1
, 2
]
, and r is sufficiently
large).
7.4. Convergence of the counting measure - Proof of Theorem 1. The proof of Theorem 1
is straightforward and we include it for completeness. We will need the following result, we leave its
simple proof to the reader.
Claim 14. Let X be a real random variable with finite mean, and a ∈ R, T ≥ 0. We have
E |X − a| ≤ T +
∫ ∞
0
P [|X − a| > s+ T ] ds.
We write Xϕ = Xϕ (r) = nFC (ϕ; r)|F (p) for the random variable nFC (ϕ; r) conditioned on the event
F (p). Applying Claim 14 to X = Xϕ, a = r2
∫
C ϕ (w) dµ
C
Zp
(w), T = Cr log2 r, and using Theorem 8,
we get ∣∣∣∣E [Xϕ]− r2 ∫
C
ϕ (w) dµCZp (w)
∣∣∣∣ ≤ E [∣∣∣∣Xϕ − r2 ∫
C
ϕ (w) dµCZp (w)
∣∣∣∣]
≤ C
(
r log2 r +
√
D (ϕ)
)
.
Recall that [Zpr ] is the counting measure of the zeros of FC on the event F (p; r), and denote by[
Z˜pr
]
= 1r2 [Zpr ]
( ·
r
)
the scaled counting measure. In order to prove[
Z˜pr
]
v−−−→
r→∞ µ
C
Zp in distribution,
we have to show that for every φ ∈ C0 (C) a continuous test function with compact support, the
random variable ∫
C
φ (w) d
[
Z˜pr
]
(w) =
1
r2
nFC (φ; r)|F (p) = r−2Xφ,
converges in distribution to
∫
C φ (w) dµ
C
Zp
(w) (since the limit is a constant, this is the same as conver-
gence in probability). Suppose φ is supported on the disk D (0, B), where B ≥ 1, and let ϕ ∈ C20 (C)
be a smooth test function, supported on the disk D (0, B + 1), such that |ϕ− φ| ≤ δ. In particular,
we have
|Xφ −Xϕ| ≤ δ · nFC (B + 1) ,∣∣∣∣∫
C
φ (w) dµCZp (w)−
∫
C
ϕ (w) dµCZp (w)
∣∣∣∣ ≤ CδB.
By Theorem 6, we have
PF (p)
[
nFC (B + 1) > CB,pr
2
] ≤ exp (−Cr4) ,
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for some constant CB,p, depending only on B and p. Therefore,
P
[∣∣∣∣r−2Xφ − ∫
C
φ (w) dµCZp (w)
∣∣∣∣ > ε]
≤ P
[∣∣∣∣r−2Xϕ − ∫
C
ϕ (w) dµCZp (w)
∣∣∣∣ > ε− CδB]+ P [|Xφ −Xϕ| > εr2]
≤ P
[∣∣∣∣r−2Xϕ − ∫
C
ϕ (w) dµCZp (w)
∣∣∣∣ > ε− CδB]+ PF (p) [nFC (B + 1) ≥ εδ r2] .
Choosing δ sufficiently small, depending on ε, φ, and p, and using Theorem 8, we find that
P
[∣∣∣∣r−2Xφ − ∫
C
φ (w) dµCZp (w)
∣∣∣∣ > ε] ≤ exp (−Cε,φ,pr4) .
This concludes the proof of Theorem 9.
8. Discussion
In this paper, we considered the GEF,
FC (z) =
∞∑
k=0
ξk
zk√
k!
, z ∈ C.
The zero set of FC is the only translation invariant zero set of a Gaussian entire function up to scaling
(and multiplication by a non-random entire function with no zeros, see [HKPV09, Sec. 2.5]). We
mention that there exist similar constructions for other domains with transitive groups of isometries
(the hyperbolic plane, the Riemann sphere, the cylinder and the torus, see [HKPV09, Sec. 2.3] for
some examples).
8.1. Asymptotic probability of large fluctuations in the number of zeros.
8.1.1. The Hyperbolic GAF. The hyperbolic GAF is the following Gaussian Taylor series,
FD (z) =
∞∑
k=0
ξkz
k, |z| < 1.
It is known that its zero set is invariant with respect to the isometries of the unit disk ([HKPV09, Sec.
2.3]). Peres and Virág [PV05] proved that this zero set is a determinantal point process (see [HKPV09,
Chap. 4]); this is the only example of this type). Denote by nFD (r) the number of zeros of FD in
D (0, r) (0 < r < 1). Using the representation of nFD (r) as a sum of independent Bernoulli random
variables, they found the asymptotics of the hole probability, as r → 1 (see [HKPV09, Corollary
5.1.8.]). More recent results about the hole probability for GAFs in the unit disk can be found in
[BNPS18, SK13].
8.1.2. Some known results for the GEF and other Gaussian entire functions. Let us denote by n (r) =
nFC (r) the number of zeros of the GEF inside the disk D (0, r). As we mentioned in Section 4,
the Edelman-Kostlan formula implies that E [n (r)] = r2. In the paper [ST05], Sodin and Tsirelson
considered large fluctuations in the number of zeros of the GEF, and proved that for every δ ∈ (0, 14],
P
[∣∣n (r)− r2∣∣ ≥ δr2] ≤ exp (−c (δ) r4) , as r →∞,
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with some unspecified positive constant c (δ). In the case where the GEF has no zeros in the disk
D (0, r) (i.e. the ‘hole’ event) they showed P [n (r) = 0] ≥ exp (−Cr4). In the paper [Nis10], the
second author found that the logarithmic asymptotics of the hole probability are given by
logP [n (r) = 0] = −e
2
4
r4 + o
(
r4
)
, r →∞.
This result was later generalized by the second author to include entire functions represented by
Gaussian Taylor series with arbitrary coefficients (see [Nis12, Nis13]).
8.1.3. Large fluctuations results for the Ginibre ensemble. Let us denote by [G] the random counting
measure of the infinite Ginibre ensemble. It is known that this process is a determinantal point process.
In particular, for a compact set K ⊂ C, the random variable [G] (K) can be expressed as a sum of
independent Bernoulli random variables ([HKPV09, Theorem 4.5.3 and Remark 4.5.4]). Shirai [Shi06]
proved the following result (corresponding to our Theorem 6):
P
[
[G] (D (0, r)) = ⌊pr2⌋] = exp (−Gp · r4 + o (r4)) , as r →∞,
where
Gp =
∣∣∣∣∫ p
1
(1− x+ x log x) dx
∣∣∣∣ .
This provides a rigorous proof for some of the results of the paper [JLM93] (obtained for the finite
Ginibre ensemble, in particular). The graphs of the constants Gp and Zp are shown in Figure 8.1.
Recently, Adhikari and Reddy [AR16] found the asymptotics of the hole probability for non-circular
domains (for both the finite and infinite Ginibre ensembles). We plan to consider this problem for the
GEF in a future paper.
Figure 8.1 - The constants Gp and Zp, p ∈ [0, e].
8.1.4. Some related results for the Gaussian unitary ensemble (GUE). A problem similar to ours has
been studied in the physical literature ([MNSV11]) in the one-dimensional setting. More precisely,
consider Hermitian Gaussian random matrices (sampled from the GUE ensemble). Since the matrix
is Hermitian, the eigenvalues are real, and the point process of eigenvalues is one-dimensional. The
problem which is analogous to ours, is to find the limiting conditional distribution of the eigenvalues,
given that there is a “gap” in the (macroscopic) interval
(
−w√N,w√N
)
, where the dimension of the
matrix N goes to infinity, and w > 0 is a fixed number. Considering a constrained variational problem
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somewhat similar to our case, the authors are able to obtain a description of the minimizing measure.
An important feature of this minimizing measure is that it has a density with respect to the Lebesgue
measure (unlike the two-dimensional setting, where we find the appearance of a singular component in
both the Ginibre and the GEF zero ensembles). Furthermore, there is no forbidden region, compared
to our result in the case of the GEF zero ensemble.
8.2. The Jancovici-Lebowitz-Manificat Law. In the paper [NSV08], Nazarov, Sodin, and Volberg
studied a wider range of fluctuations in the random variable n (r). For fixed b > 12 and any ε > 0, they
obtained the following result
−rψ(b)+ε ≤ logP [∣∣n (r)− r2∣∣ > rb] ≤ −rψ(b)−ε, r ≥ r0 (b, ε) ,
where
ψ (b) =

2b− 1 12 < b ≤ 1;
3b− 2 1 ≤ b ≤ 2;
2b b ≥ 2.
Some of the cases were previously proved by Krishnapur in [Kri06] (and also in [ST05]), in particular
he showed
logP
[
n (r) > rb
]
= −
(
b
2
− 1
)
(1 + o (1)) r2b log r, b > 2, r →∞.
These results are in agreement with a law discovered earlier by Jancovici, Lebowitz, and Manificat in
their physical paper [JLM93]. This paper considered charge fluctuations of a one-component Coulomb
system of particles of one sign embedded into a uniform background of the opposite sign (the finite
Ginibre ensemble being a special case).
Our methods allows us to also consider smaller fluctuations in n (r). For fixed constants a, b, with
a > 0 and b ∈ ( 43 , 2), we have
(8.1) P
[
n (r) =
⌊
r2 − arb⌋] , P [n (r) = ⌊r2 + arb⌋] = exp(−2a3
3
· r3b−2 (1 + o (1))
)
, r →∞.
We can actually obtain the lower bound for b ∈ (1, 2). Previously, Krishnapur ([Kri06]) found the
lower bound
P
[
n (r) =
⌊
r2 + arb
⌋] ≥ exp (−a3r3b−2 (1 + o (1))) , b ∈ (1, 2) , r →∞.
It is plausible the result (8.1) holds in the whole range b ∈ (1, 2).
8.3. Large deviations and the modified weighted energy functional I (ν). Let us fix α ≥ e,
and for N ∈ N write L =
√
α−1N . Consider the following polynomials with independent standard
complex Gaussian coefficients ξk,
PN,L (z) =
N∑
k=0
ξk
(Lz)
k
√
k!
, z ∈ C.
Denote by µN = 1N
∑N
j=1 δzj the empirical measure of the zeros of PN,L. In [ZZ10], Zeitouni and
Zeldich prove a large deviation principle (LDP) for the sequence of measures µN (and for more general
Gaussian polynomials). For ν ∈M1 (C), a probability measure on C, let Uν (z), Σ (ν) be its logarithmic
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potential and logarithmic energy, respectively (see the notation section for the definitions). In addition,
let us define the following functional
(8.2) I (ν) = Iα (ν) = 2 sup
w∈C
{
Uν (w)− |w|
2
2α
}
− Σ (ν) ,
which in the terminology of large deviations is called the rate function. The LDP means that for a
Borel subset C ⊂ M1 (C), we have
(8.3) − inf
ν∈C◦
I (ν) +Aα ≤ lim inf
N→∞
1
N2
logP [µN ∈ C] ≤ lim sup
N→∞
1
N2
logP [µN ∈ C] ≤ − inf
ν∈C
I (ν) +Aα,
where C (resp. C◦) is the closure (resp. interior) of C in the weak topology, and Aα = logα2 − 34 .
Remark 11. This functional was introduced for the first time in the paper [ZZ10]. In the papers
[BAG97, BAZ98, HP98] on large deviations for (Gaussian) random matrices, the following functional
appears
J (ν) = Jα (ν) =
∫
C
|w|2
α
dν (w)− Σ (ν) .
In potential theory, the functional J (ν) is known as the weighted energy functional (see [ST13]).
Let nPN,L (D) be the number of zeros of PN,L in the unit disk. Combining the LDP with the results
of Section 5, gives (for a fixed α)
lim
N→∞
1
N2
logP
[
nPN,L (D) ≤ pL2
]
= −Zp, p ∈ (0, 1) ,
lim
N→∞
1
N2
logP
[
nPN,L (D) ≥ pL2
]
= −Zp, p ∈ (1, α) ,
where Zp is the constant appearing in Theorem 6. In the case p = 0, the LDP can only give a non-
trivial upper bound, since the set F0 = {ν ∈M1 (C) : ν (D) = 0} has empty interior. Theorem 6 can
be seen as an effective version of the LDP for the zeros of the GEF (for these particular questions).
8.4. The conditional distribution of the zeros. In the context of large deviations theory, the
convergence of the empirical measure to a limit measure under conditioning is called the Gibbs condi-
tioning principle (see [DZ96], [DZ10, Sec. 7.3]). This limit measure is given by the minimizer of a rate
function under the constraint. In our case, the measure µCZp is the limit of measures αµ
α
Zp
as α→∞.
Here the probability measures µαZp are the minimizers of the functional Iα (ν) in (8.2).
The paper [JLM93] describes in particular the limiting conditional distribution for the finite Ginibre
ensemble (i.e. the minimizers of the functional Jα (ν)). One obtains the following limiting measures:
dµ˜αZp (z) =

1
α
[
1{|z|≤√p} (z) + 1{1≤|z|≤√α} (z)
]
· dm(z)pi + 1−pα dm{|z|=1} p ∈ [0, 1) ;
1
α
[
1{|z|≤1} (z) + 1{√p≤|z|≤√α} (z)
]
· dm(z)pi + p−1α dm{|z|=1} p ∈ (1, α) .
We see there is no additional “forbidden region” for the eigenvalues. In general a gap appears for
the Ginibre ensemble (only) in the region where there are less points than the expected value (see
[ASZ14]). In the case of the disk and its complement, we showed that a gap appears in both regions
for the GEF.
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8.4.1. Simulation of the conditional distribution. It is possible to simulate the conditional distribution
of the zeros (say on the hole event) using a modified Metropolis-Hastings algorithm [LB14], which
takes into account the constraint. For the results of such a simulation of the Ginibre ensemble, see
for example [GN18, Fig. 8]. However, it seems like this method is only efficient in practice for a few
hundreds of the GEF zeros.
To produce the figures in Section 1 we used two different methods. Figure 1.1 (zeros conditioned
on a hole) is created using the ideas of the proof of the lower bound of Theorem 6 in Section 6. Since
standard complex Gaussians which are conditioned to be very small in modulus are approximately
uniform, we generate such random variables, in a way that the GEF will have no zeros inside the disk
of radius r = 13. Figure 1.2 is created by simply moving the eigenvalues of a large random Ginibre
matrix from the disk {|z| < 13} to the boundary (for a more convincing simulation see the reference
above).
8.5. Large deviations for linear statistics. Let ϕ ∈ C20 (C) be an arbitrary compactly supported
test function. The following result is known as Offord’s estimate (see [HKPV09, Theorem 7.1.1],
[Sod00]),
P
[∣∣∣∣nFC (ϕ; r)− r2pi
∫
C
ϕ (w) dm (w)
∣∣∣∣ ≥ λ] = P [∣∣∣∣∫
C
ϕ
(w
r
)
dnFC (w)−
1
pi
∫
C
ϕ
(w
r
)
dm (w)
∣∣∣∣ ≥ λ]
≤ 3 exp
(
−piλ
‖∆ϕ‖L1(m)
)
, λ > 0,
where we used
∥∥∆ϕ ( ·r )∥∥L1(m) = ‖∆ϕ‖L1(m). We mention that this bound is valid in general for
Gaussian analytic functions. The following bound can be derived from our proof of Theorem 8,
P
[∣∣∣∣nFC (ϕ; r)− r2pi
∫
C
ϕ (w) dm (w)
∣∣∣∣ ≥ λ] ≤ exp
(
− C‖∇ϕ‖2L2(m)
· λ2 +O (r2 log2 r)) , λ > 0.
Appendix A. The Joint Distribution of The Zeros
Let L > 0 and N ∈ N+. We want to find the joint probability density of the zeros of the polynomial
P (z) = PN,L (z) =
N∑
k=0
ξk
(Lz)
k
√
k!
,
where ξk are i.i.d. standard complex Gaussians. This requires a change of variables, from the coef-
ficients to the zeros (cf. the more general [ZZ10, Proposition 3]). We use the fact that the Jacobian
determinant of this transformation can be expressed in a simple way in terms of the zeros.
Lemma 11. Let z = (z1, . . . , zN ) be the zeros of PN,L (z) in uniform random order. The joint
distribution of z, w.r.t. Lebesgue measure on CN , is given by
f (z) = f (z1, . . . , zN ) = A
N
L |∆ (z)|2
∫
C
N∏
j=1
|w − zj |2 dµL (w)
−(N+1) ,
where
ANL =
N ! ·∏Nj=1 j!
piNLN(N+1)
= exp
(
1
2
N2 log
(
N
L2
)
− 3
4
N2 +O (N (logN + logL))
)
.
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Remark 12. Recall that |∆ (z)|2 = ∏j 6=k |zj − zk| and dµL (w) = L2pi e−L2|w|2 dm (w), where m is
Lebesgue measure on C.
Proof. Let ξ = (ξ0, . . . , ξN ). The joint density of ξ w.r.t. Lebesgue measure on CN+1 is given by
(A.1) g
(
ξ
)
=
1
piN+1
exp
(
−
N∑
k=0
|ξk|2
)
, ξ ∈ CN+1.
We now define the monic polynomials corresponding to PN,L (z),
qz (z) =
PN,L (z)
ξN · LN√N !
= zN + bN−1zN−1 + · · ·+ b0 =
N∏
j=1
(z − zj) ,
where
bk =
ξk
ξN
·
√
N !√
k!
· Lk−N , k ∈ {0, . . . N − 1} .
The Jacobian of the map T1 : z 7→ b that takes the zeros of the polynomial to the coefficients is given
by |∆ (z)|2 (see for example [HKPV09, Lemma 1.1.1]). Clearly, the Jacobian of the (complex) linear
map T2 : b 7→ ξ is given by
N−1∏
k=0
N !
|ξN |2 k! · L2(N−k)
=
(N !)
N+1
|ξN |2N
∏N
k=1 k! · LN(N+1)
def
= |ξN |−2N ·A′.
Therefore, after doing the change of variables from (ξ0, . . . , ξN ) to (z, ξN ), and using Claim 15, we
arrive at the joint density,
g′ (z, ξN ) =
1
piN+1
· |ξN |
2N
A′
· |∆ (z)|2 · exp
(
− |ξN |2 L
2N
N !
·
∫
C
∣∣qz (w)∣∣2 dµL (w)) .
We now integrate out ξN , and use the fact
1
pi
∫
C
|w|2N e−B|w|2dm (w) = N ! ·B−(N+1),
to get
f (z) =
1
piN
· 1
A′
·N !
(
N !
L2N
)N+1
|∆ (z)|2
[∫
C
∣∣qz (w)∣∣2 dµL (w)]−(N+1)
=
N ! ·∏Nk=1 k!
piNLN(N+1)
|∆ (z)|2
[∫
C
∣∣qz (w)∣∣2 dµL (w)]−(N+1) .
Stirling’s approximation for the factorial shows that
N ! ·
N∏
k=1
k! =
N2 logN
2
− 3
4
N2 +O (N logN) .

Claim 15. Let L > 0 and k ∈ N. We have
(A.2)
∫
C
|w|2k dµL (w) = k!
L2k
.
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In addition, for N ∈ N+ let PN,L (z) =
∑N
k=0 ξk
(Lz)k√
k!
, and let qz (z) be the corresponding monic
polynomial. Then, ∫
C
|PN,L (w)|2 dµL (w) =
N∑
k=0
|ξk|2 ,
and thus ∫
C
∣∣qz (w)∣∣2 dµL (w) = (|ξN |2 L2N
N !
)−1
·
N∑
k=0
|ξk|2 .
Proof. Notice that for any k ∈ N,∫
C
|w|2k dµL (w) = L
2
pi
∫
C
|w|2k e−L2|w|2 dm (w) = 2L2
∫ ∞
0
t2k+1e−L
2t2 dt
= L2
∫ ∞
0
ske−L
2s ds =
k!
L2k
.
Therefore, using the orthogonality of zj and zk w.r.t. the measure µL, we have∫
C
|PN,L (w)|2 dµL (w) =
N∑
k=0
|ξk|2 L
2k
k!
·
∫
C
|w|2k dµL (w) =
N∑
k=0
|ξk|2 .

The following estimate is sometimes called the Bernstein-Markov property of the measure µL (cf.
[ZZ10, pg. 3939]).
Lemma 12. Let L > 0 and let h be a polynomial of degree N . We have
sup
w∈C
{
|h (w)|2 e−L2|w|2
}
≤
∫
C
|h (z)|2 dµL (z) .
Proof. Introduce the reproducing kernel (with respect to µL)
ΠN,L (w, z) =
N∑
k=0
L2k
k!
(wz)
k
, z, w ∈ C.
It has the following basic properties:
1. h (w) =
∫
C
ΠN,L (w, z)h (z) dµL (z) ,
2. ΠN,L (w,w) =
∫
C
|ΠN,L (w, z)|2 dµL (z) ,
3. ΠN,L (w,w) ≤ eL2|w|2 .
The first two properties follow from (A.2) and Property 3 is clear from the definition. Applying the
Cauchy-Schwarz inequality, we find
|h (w)|2 ≤
(∫
C
|h (z)|2 dµL (z)
)(∫
C
|ΠN,L (w, z)|2 dµL (z)
)
≤
(∫
C
|h (z)|2 dµL (z)
)
eL
2|w|2 ,
where we used the fact µL is a probability measure. 
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Appendix B. Some background on Logarithmic Potential Theory
All the required background on weighted logarithmic potential theory can be found in the book
[ST13], notice that we use here the opposite sign convention for the logarithmic potential of a measure.
Let ν ∈M1 (C) be a probability measure. Consider the following weighted energy functional
J (ν) = Jα (ν) =
∫
C
|w|2
α
dν (w)− Σ (ν) ,
where α > 0 is a parameter. We recall that the logarithmic potential and logarithmic energy of ν are
given by:
Uν (z) =
∫
C
log |z − w| dν (w) , Σ (ν) =
∫
C
Uν (z) dν (z) =
∫
C2
log |z − w| dν (z) dν (w) .
The logarithmic energy Σ (ν) is an upper semi-continuous and strictly concave functional, on measures
with finite logarithmic energy and compact support ([HP98, Proposition 2.2]). Since
∫
C |w|2 dν (w) is
a continuous linear functional, it follows that the functional J (ν) is lower semi-continuous and strictly
convex.
It is known (see [ST13, Example IV.6.2], but notice the different scaling) that the global minimizer
of this functional is the uniform measure on the disk D (0,
√
α) which we denote by µαeq. This measure
is sometimes called the equilibrium or extremal measure. An easy calculation shows
Uµαeq (z) =
{ |z|2
2α +
logα
2 − 12 |z| ≤
√
α;
log |z| |z| ≥ √α, Σ
(
µαeq
)
=
logα
2
− 1
4
,
and
Fα
def
=
∫
C
|w|2
2α
dµαeq (w)− Σ
(
µαeq
)
=
1
4
−
(
logα
2
− 1
4
)
=
1
2
− logα
2
.
LetH be the set of all subharmonic functions g (z) on C that are harmonic for large |z|, and g (z)−log |z|
is bounded from above near ∞. By Theorem I.4.1 in [ST13], we have
Uµαeq (z) + Fα =
|z|2
2α
= sup
{
g (z) : g ∈ H and g (w) ≤ |w|
2
2α
, ∀ |w| ≤ √α
}
.
We summarize the implications in the following claim.
Claim 16. Let ν ∈M1 (C) be a probability measure with compact support, and define
B (ν) = 2 sup
w∈C
{
Uν (w)− |w|
2
2α
}
.
We have
B (ν) = Bα (ν)
def
= 2 sup
|w|≤√α
{
Uν (w)− |w|
2
2α
}
.
Proof. Notice Uν (z) is a subharmonic function, that is harmonic for large |z|, and Uν (w) − log |z| is
bounded from above near ∞. Since,
Uν (z)− Bα (ν)
2
≤ |z|
2
2α
, z ∈ D (0,√α) ,
GAUSSIAN COMPLEX ZEROS ON THE HOLE EVENT 47
we have
Uν (z)− Bα (ν)
2
≤ Uµαeq (z) + Fα =
|z|2
2α
, z ∈ C,
which implies B (ν) ≤ Bα (ν). 
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