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Abstract 
Two homotopy invariant Nielsen type numbers exist for periodic points of a self-map 
f : X+X of a compact connected ANR X, namely NP,(f), the Nielsen type number of 
period II, and Nan,(f), the Nielsen type number of the nth iterate. The first is a lower 
bound for the number of periodic points of least period n, and the second a lower bound 
for the number of periodic points of all periods m Q n. Both these Nielsen type numbers are 
extended here to the case where the ANR X is no longer connected. Calculations and many 
examples are given. 
Keywords: Nielsen type numbers; Periodic points; Nonconnected ANR’s 
AMS CMOS) Subj. Class.: Primary 55M20; secondary 54H25 
1. Introduction 
The purpose of this paper is to extend a study of periodic points of self-maps 
f : X + X on a compact path-connected ANR, which was recently carried out by 
two of the authors and Piccinini (see [7,91) to the case where the space X is no 
longer path-connected. Such an extension is clearly trivial in the fixed point case 
where the fixed points of the map f can be studied componentwise, but it is less 
straightforward when periodic points are considered. Hence our extension has 
some merit of its own. But its main motivation is the fact that it is needed as 
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background material for an extension of the results from [7,9] in a different 
direction, namely to maps of pairs of spaces f : (X, A) + (X, A). Such maps of 
pairs are the setting of relative Nielsen theory, which has since its start with [12] 
developed rapidly and led to several applications. Thus a study of periodic points 
for maps of pairs of spaces is a natural and, we hope, useful one, and our results 
are contained in a separate paper [81. 
The reason why periodic points on a nonconnected space have to be considered 
in [S] is the following. In the fixed point case, relative Nielsen theory obtains 
information about the fixed points of a map of pairs f : (X, A) + (X, A) from 
fixed point data of the induced map f : X + X and of the restriction f = f 1 A : A 
+A, and the same will be done for periodic points in [8]. But in applications of 
relative Nielsen theory the subspace A of X is frequently not connected, and so 
maps on a nonconnected space enter the picture. 
Before we outline the methods and results of this paper, let us consider a 
concrete example of a map of pairs of spaces which (in this, and in modified and 
generalized forms) will be used here and in [8] repeatedly to illustrate the 
machinery which we develop. 
Example 1.1 (The “Banana Example”). Let X be the solid torus X= S’ X D2. 
First we define a self-map g of the core S’ x {O} of X. We regard the core as the 
subset {eie: 0 G 8 < 2~1 of C, and let g be the standard map of degree 3 given by 
g(eie) = e3ie. There are eight points of g which are fixed points of g2 and hence 
have least period 2 or less for g, namely eirri14 for j = 0, 1,. . . ,7. We use the 
notation from [7] and label them [ j12, where the 2 is a book-keeping device which 
keeps track of the period. According to the theory developed in [71, the irreducible 
periodic point classes of period 2 of g are those represented by a point [j12 for 
which j is not divisible by 1 + deg(g) = 4, and all periodic point classes of period 2 
are essential (see Section 2 for the definitions of these concepts, or [lo, Ch. 111.41 
and [7]). Next we select integers dj for j = 0, 1,. . . ,7, and define a subspace A and 
a self-map f of A which will depend on the dj. We let A = SA U Sl U Si U * * * U S$ 
be the subspace of X = S’ X D2 which consists of the eight boundary circles of the 
disks {e jTi14} x D2, with j = 0, 1,. . . , 7. The map f maps each circle of A to 
another circle of A in a fashion compatible with the map g, i.e., the range of S,r is 
S:, where k = 3 j mod 8, and so that the restriction of f to S; is a standard map of 
degree dj. From the maps g and f we obtain a self-map of the subspace 
(S’ x (0)) UA of X. We can now extend this map to a map f : (X, A) + (X, A) by 
defining f on each of the eight pieces {eie x D2: jn/4 ( 19 G (j + 1)~/4] of X. 
Each such piece is shaped like a piece of a banana, and the map f maps each 
piece into the union of three pieces so that each piece is stretched according to the 
map g and “twisted” according to the map f until a continuous map f : (X, A) + 
(X, A) (determined up to homotopy) is obtained. 
As usual in Nielsen theory we will obtain information about the periodic points 
for the map f in this example, and for maps on nonconnected spaces in general, by 
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introducing homotopy invariant lower bounds for the number of periodic points of 
the given map f. By a periodic point of period n of a map f : X -+ X we mean, as 
usual, a fixed point of the nth iterate f” of f, and by a periodic point of least 
period n we mean a point x EX with f”(x) =x but fk(n) #x for all k <n. For 
these two kinds of periodic points two Nielsen type numbers were introduced in 
[lo] and studied for self-maps of compact path-connected ANR’s in [7,9]. (See also 
[5] for a less general definition of the first of these numbers.) The first of these 
numbers, NP,(f), is called the Nielsen type number of period n. It is a lower 
bound for the number of periodic points of least period II of f. The second, 
N@#), is called the Nielsen type number of the nth iterate. It is a lower bound 
for the number of fixed points of f n. (Note that the symbol NF,( f > is used in [lo] 
instead of N@,Jf h> Both have the usual basic properties of Nielsen type numbers 
of homotopy invariance, commutativity and homotopy type invariance, and both 
are, as usual in Nielsen fixed point theory, hard to compute. In this paper, both 
Nielsen type numbers will be extended to the case of a map on a nonconnected 
space. 
There are basically two ways to do this. First, one could simply extend the 
definitions which exist for path-connected spaces to not necessarily path-connected 
ones in the obvious way. One disadvantage here is that it is not immediately clear 
how to extend the calculations. So we use a second method which uses the existing 
definitions for the Nielsen type numbers on the components of the space. The 
basic idea is to simply divide each geometric orbit into the disjoint union of 
periodic orbits on path-connected spaces, and then to let the algebra follow this 
procedure. (See the introduction to Section 3, or the proof of Proposition 3.lO(iii).) 
This method allows us to use existing calculations and has the further advantage 
that some of the proofs can be obtained by a simple application of the commuta- 
tive law. 
Our paper is organised in the following way. We first review, in Section 2, those 
definitions and results from [7,9] which are needed here and in [S]. Then we 
define, in Section 3, the Nielsen type number of period n, i.e., the number NP,( f ), 
and the Nielsen number of the nth iterate, i.e., the number NQn,( f 1, for maps f on 
spaces with finitely many path-components (Definitions 3.4), illustrate these defini- 
tions on an example (Example 3.5) and list the basic properties of these numbers 
(Proposition 3.10). Finally we give, in Section 4, some calculations of NP,( f > and 
N@,(f) on nonconnected spaces. Many of these calculations will be used again in 
Bl. 
We deal in this paper with maps f : X +X on a compact ANR (metric) space 
X, and so we can assume without loss of generality that the number of path-com- 
ponents of X is finite. There exists a fixed point index theory for such maps (see 
e.g. [2, Ch. VI), which we can use to define essential fixed point and periodic point 
classes. We frequently refer to [7;9;10, Ch. III], and so knowledge of these sources 
is helpful to the reader. 
We wish to thank Boju Jiang for helpful discussions. 
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2. Preliminaries and review of concepts 
In this section we recall some concepts from existing studies concerning periodic 
points of self-maps on path-connected spaces. Two approaches to such a study 
exist, namely the covering space approach of [lo] and the modified fundamental 
group approach of [7,9]. As we make use of all three of these sources, we assume 
some familiarity with both approaches, but we give here an overview of the 
notation, definitions and results which we shall use, and discuss two examples 
which illustrate these concepts. This section also contains some background 
material which will be needed in [8]. 
Let f : X-+X be a self-map of a path-connected compact ANR and let 
f” : X-+X be its nth iterate. We write @(f”) for the fixed point set of f” and 
FPC(f”) for the set of lifting classes of f n to the universal covering X weighted 
by the index [lo, Il.4 and III.l.lO]. We choose a basepoint x,, of X, and often 
write r for the fundamental group r,(X, x,). Let ,F, EX be the class of the 
constant path at x,,. If we now choose a path w : x,, +f&,>, then this choice 
determines a special lift f of f so that f(Z,> is the point in k which is the class of 
the path w. The nth iterate fen of f; which is a lift of f “, is called a reference for 
f n. With respect to this reference every other lifting class has a coordinate, and, 
using this reference, the set of lifting classes can be identified with the set of 
f:-conjugacy classes (see e.g. [lo, p. 26, Lemma 1.41 and the material below). This 
latter set is useful for computational purposes. 
The method in [7,9] deals directly with the set of &-conjugacy classes, but 
defines them using only f and w. Note that in this approach paths and path classes 
are identified. We define a function f”” : r,(X, x,) --) rr,(X, x0) (which coincides 
with f:> to be the composition of f G : ri(X, no) -+ r,(X, f “(x,>) with conjuga- 
tion by no = o + f(w) + * * * +f “-‘(w). The set of f ““-conjugacy classes is de- 
noted by Coker(1 -f n-j and called the set of (algebraic) n-periodic point classes of 
f no. Hence there exists a bijection 
X:FPC(f”) +Coker(l -f”“) 
which is obtained by assigning to each lifting class of FPC( f ‘9 its coordinate in 
Coke& -f ‘,I. 
The set Coker(1 -f .“‘) fits into the following exact sequence of sets and 
functions (see [7, Proposition 1.41): 
O+Fix(f”“) +r- ‘-‘“” r --) Coker( 1 -f”“) + 0. (I) 
When r is Abelian (or more generally when f is eventually commutative), there is 
a natural group structure on Coker(1 -f ““I, and then the above sequence is an 
exact sequence of groups and homomorphisms. 
An index for the algebraic n-periodic point classes in Coker(1 -f ‘,> is defined 
in 171 by using the usual fixed point index of the geometric n-periodic point classes 
of f (i.e., of the fixed point classes of f “; see e.g. [2, p. 871 or [lo, Definition 4.1, p. 
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171 for the definition of the index of a fixed point class). We write @(f”)/ N for 
the set of these classes. It can be regarded as a subset of Coker0 -f”“) via a 
natural injection 
p:@(fn)/m -,Coker(l -f”“) 
(see [7, Proposition 1.141). We denote the elements of Coker(1 -f”“> by Greek 
symbols such as (Y, or (Y” if we wish to emphasize the role of rz, and define the 
index of (Y = (Y” E Coker(1 -f”“) as the fixed point index i(f, F”) of the fixed 
point class F” of f” if (Y” =p(F”) for some F”, or as 0 otherwise. The elements 
(Y” E Coker(1 -f”“) with nonzero index are said to be essential (otherwise, they 
are called inessential). It follows that the bijection X : FPC(f”) + Coker(1 -f”“> is 
index preserving. Hence this bijection allows us to use the language from [lo] as 
well as from [71 and [91, and we shall use whatever is most convenient for 
references to the literature. The elements of FPC(f”) as well as those of Coker(1 
-f”“) are referred to as (algebraic) n-periodic point classes, and we suppress x 
and write (Y (or a”) for these elements in either case. 
The Nielsen number N(f”) of f” is then defined as the number of essential 
n-periodic point classes in FPC(f”), or equivalently the number of such classes in 
Coker(1 -f”). If X is a Jiang space (i.e., if its Jiang group J(X) equals P), then 
N(f”) = 0 if L(f”) = 0, and N(f”) = #(FPC(f”)) respectively #(Coked1 -f”“)) 
if L(f”) # 0 (see e.g. [lo, II.3 and 11.41.) In the latter case the injection p defined 
above is a bijection. In Example 1.1, if f: X+X is the map obtained from 
f:(X, A) --t (X, A) by ignoring the condition f(A) CA, if x0 is the point on the 
core of X which corresponds to [O]* and if w is the constant path at x,,, then it is 
easy to see from the sequence (1) that Coker(1 -f*“> = Z,, and that the 2-peri- 
odic point classes are in one-to-one correspondence with this group. 
If X and Y are both path-connected and f : X+X and g : Y + Y are maps, 
then a map h : X + Y is said to be a morphism from f to g if the diagram 
f 
x-x (2) 
h I I h 
g 
Y-Y 
is commutative (that is if h 0 f = g 0 h). Now such an h induces correspondences 
h * : FPC(f) + FPC(g) as in [lo, pp. 43-441 and h * : Coker(1 -f”> --j Coker(1 - 
f”) as in [6, 2.91. The correspondence which sends h to h * defines the fiied point 
class functor (see [lo, Ch. III]). As h is also a morphism from f” : X+X to 
g” : Y + Y for each n E Z,, it induces a correspondence h * : FPC(f”) + FPC(g”). 
Thus we obtain, by assigning FPC(f”) to f : X-+X and h * to the morphism 
h : X * Y, a functor called the periodic point class finctor. We write h * : Coker(1 
- f”“) --) Coke&l - g ‘(n-j) in the fundamental group approach (see [6, p. 2761). 
Two correspondences of the n-periodic point classes, which we denote by f* 
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(respectively f”) and L,,,, play a key role in the definition of the Nielsen type 
numbers for periodic points. The first is obtained from the fact that f : X+X is a 
morphism from f ’ : X + X to itself for all n E Z +, and hence induces a corre- 
spondence 
f* :FPC(f”) -+FPC(f”). (3) 
We denote the corresponding function in the fundamental group approach by 
[f”]: Coker(1 -f”“> + Coker(1 -f”“). Note that both f* and [f”] depend on n 
as well as on f. 
Proposition 2.1. The two functions f* : FPC(f”) + FPC(f”) and [f"l : Coked1 - 
f”“) --f Coker(1 -f”“> are index preserving bijections. 
Proof. See [lo, 111.3.31 and [7, 1.5 and Corollary 1 of 1.141. 0 
The proof of the above proposition uses the fact that (f*)” (respectively [f”]“) 
is the identity ([lo, 111.3.3(iv)] or [7, 1.5(u)]); this allows us to partition FPC(f”) 
(respectively Coke& -f”“)> into orbits under the action of f* (respectively [f”I>. 
We use the notation Orb,(f) in both cases to denote the resultant quotient set of 
FPC(f”) respectively Coker(1 -f”“). The meaning will be determined by the 
context. The elements of Orb,(f) are called orbits, or n-orbits for clarity. The 
orbit of (Y is denoted by (a). The number of elements in an orbit is called the 
length of the orbit, and will be denoted by I = /((a>). Since f* and [f”] are index 
preserving, we can speak of orbits as being essential or inessential. 
The second correspondence 
L m,n : FPC( f”) + FPC( f”) (4) 
is defined for any pair m, n E Z, with m I n in [lo, Definition 3.1, p. 541 (with L 
used instead of I,&, and in [7, 1.81 (with [L~,~] instead of L,,,); we use the 
notation L,,, as a compromise. It is clear from the definitions that 1 I m and m I n 
implies 
Ll,n = Gn,, 0 Ll,, . . FPC( f’) --$ FPC( f”) 
and 
f * O bl,, = bn,, of*:FPC(f”)+FPC(f”) 
(see [lo, Proposition 3.2, p. 541). In the fundamental group approach L,,, is the 
function defined by 
n/m-l 
L 
m,n = iFo firno 
I I 
: Coker( 1 - f ma> --, Coker( 1 - f .,), 
and it satisfies similar equations (see [7, 1.8 and 1.121). 
We say that an orbit (a) E Orb,(f > is reducible to (p) E Orb,(f) if L,,,((@)) 
= (a), and (as in [7, Definition 1.91) that an orbit (a) E Orb,( f > is reducible to m, 
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with m I n, if there exists a (p) E Orb,(f), for some m I n, such that L&(P)> = 
((Y). The smallest positive integer d = d((a)) to which (a) reduces is its depth. If 
(a) is not reducible to any m I n with m # n, then that element is said to be 
irreducible. We will use the symbol IEO,(f) to denote the set of irreducible 
essential orbits in Orb,(f) for a self-map f and positive integer n, i.e., we define 
IEO,(f) = {(a> E Orb,(f): ( > (Y is irreducible and essential]. 
The following result follows immediately from the definitions (see also [7, 1.311, 
but it is crucial to the understanding of our theory. 
Proposition 2.2. Zf (a) E Orb,(f) IS an essential orbit, then (CY) contains at least 
d(( (Y >) periodic points. 
This statement reflects the geometric insight that if x is a periodic point of least 
period n, then so are the distinct points f(x), f2<x>, . . . , f”-‘(x). We illustrate 
this fact, and the proposition, with an example from [7] that we will need again in 
Section 3. 
Example 2.3. As in [7, Example 2.31 (see also [lo, Example 4, pp. 67-681) consider 
the projective space RP3 as the quotient space of S3 = {cue’@‘, ve’?: u2 + v2 = 11 
modulo identification of antipodal points and let t : lRP3 + lQP3 be induced by the 
map ?: S3 + S3 given by ?(ue’$, veie> = (ue3’“, rie3ie). Then 7 = r,(lRP3) = Z, 
and P: T + T is the identity for any choice of w, and so it follows from the 
sequence (1) that Coker(1 - tno) = h, for all n. Each of the two orbits (cu”) of 
Orb,(t) consists of a single class a”, and L,,, is multiplication by n/m. Now every 
periodic point class of t is essential, and if n = 2’ for some r > 0, then (czY;> is 
irreducible, where &Y; denotes the n-periodic point class of t” which corresponds 
to the generator of Z,. This shows that the single class (Y;, for n even, contains at 
least n periodic points. 
In view of Proposition 2.2 the Nielsen type number of period n is defined by 
NC(f) =n+(IEO,(f)) 
(see [7, 2.11 and [lo]). Example 2.3 shows the advantage of the definition of NP,( f > 
over simply counting the irreducible essential n-periodic point classes (which in 
Example 2.3 would be 1). The same example also shows the advantage of these 
definitions over the more natural, but less general one of Halpern [5], which would 
only have counted one n-periodic point in this case. 
We will extend the following proposition in Section 3. It shows that NP,(f) is a 
homotopy invariant lower bound. As usual we write MP,( f I= min{#P,(g) : g = f}, 
where P,(f) is the set of periodic points of f of least period n. 
Proposition 2.4 ([lo, 111.4.10 and 4.121 and [7, Proposition 2.21). Zf X is a compact 
path-connected ANR and f : X + X a self-map, then 
(i) NP,( f) is homotopy invariant; 
(ii) MP,(f > 2 NP,(f 1. 
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Recall further from [9, Definitions 3.5, 3.7 and 3.111 that for a finite set of orbits 
S = {(a)i : i E I} of a self-map f the height h(S) of S is defined as Ci E Id((a 
and the set S is said to be a set of n-representatives if every essential m-orbit (/3) 
with m I n is reducible to some ((r)i E S. Finally the Nielsen type number for the nth 
iterate N@,,(f) is defined as 
N@J f) = min{ h( S) : S = set of n-representatives}. 
The following proposition, which shows, among other things, that N@,,(f) is a 
homotopy invariant lower bound, will be generalized in Section 3. The proposition 
follows from the definition of N@,$f) in the nonconnected case and the corre- 
sponding properties in the connected case (see [9]). As usual we write M@,,(f) for 
min{#@(g”): g -f}, where @(g”) is the fixed point set of g”. 
Proposition 2.5 ([lo, 111.4.4.9, 4.10 and 121 and [8, Proposition 3.121). Zf X is a 
compact path-connected ANR and f : X + X a self-map, then 
(i) N@J f 1 is homotopy invariant; 
(ii) M@,(f) > N@,(f) > E,,,JVP,(f ); 
(iii) N@,( f > b N@,( f ‘/“> for every m I n. 
As usual for Nielsen type numbers, both NP,( f > and N@,(f > also satisfy 
commutativity and hence homotopy type invariance (see [10,7,9]). 
In order to illustrate the definition of N@,( f ), and prepare the way for an 
example which we shall use in Section 3, we give the following example. As in 
Example 1.1 we shall use here, and in further concrete examples, the notation for 
periodic points from [7,9] (compare e.g. [7, Examples 1.7 and 1.111). 
Example 2.6. Let g : S’ + S’ be the standard map of degree 2. We will calculate 
NQd(g) by finding an appropriate set of 4-representatives for g. Using the 
sequence (11, we can identify the 4-periodic point classes, i.e., the elements of 
Coker(1 -g40), with the elements of Z,, which we write as [ j14, where j = 
0, l,..., 14. Then the set Orb,(g) is (([014), ([114), ([314), ([514), ([714)], where 
W14> = UO14L (D14> = U14, M4, [414, k314L ([314> = {[314, b14, U4, [914), ([514> = 
([514, [1014], and ([714) = ([714, [1414, [1314, [1114]. Similarly we can identify the 
2-periodic point classes with the elements [k I* of Z,. They have orbits ([Ol* > = {[Ol*) 
and ([l]*) = {[l]*, [2]*}. Finally, for period 1, we have one class [Oli, and of course 
one orbit. Now pi 2 is multiplication by (1 + 2) = 3, and L*,~ is multiplication by 
1 + 2* = 5, and so’the orbits ([014) and (lOI*) are reducible to 1, while ([514) is 
reducible to 2. Therefore the set 
s = {([Ol’), ([I]*), ([114), ([314), ([714)} 
is a set of 4-representatives with minimal height, and so NQ4,(g) = h(S) = 15. 
We shall also need 
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Proposition 2.7. If X and Y are path-connected compact AIVR’s and if h : X --) Y is a 
morphtimfiomf:X+Xtog:Y + Y, then the following diagram commutes: 
FPC(f”) * FPC(f”) f. FPC(f”) 
(5) 
FPC( g”) 2 FPC(g”) g. FPC( g”) 
Proof. This is clear from the definition of h * and the equality h 0 f = g Q h, as we 
can use a diagram of the form of diagram (2) to obtain diagram (5) (see also [lo, 
111.3.21). EI 
We close this section with a reminder about the homotopy invariance of the 
periodic point class functor. It follows from [lo, 111.3.4(i)] that if X is a path-con- 
nected space and F = {fi) :X+X a homotopy, then there exists for all n E Z + an 
index-preserving bijection F, : FPC( f,“> + FPC(f;) so that the diagram 
FPC( fo”) * FPC( f;) L FPC( fo”) 
I F. I F. I F. 
(6) 
FPC(f;“) k FPC( f;) fl. FPC( f;) 
is commutative for every m I n. We note that we can deduce from the above 
diagram that if S is a set of n-representatives for fO, then F,(S) is a set of 
n-representative for fi. 
We also see from [lo, 111.1.61 that if F = If,) : X+X, G = {g,): Y + Y and 
H = {h,] : X -+ Y are homotopies among maps on path-connected spaces with 
h, 0 f, = g, 0 h, for all 0 < t d 1, then the next diagram, in which the vertical index 
preserving bijections are again induced by the homotopies, 
FPC(f,“) =+ FPC(g;) 
I 
F. 
I 
G* 
FPC(f;) = FPC(g;) 
(7) 
commutes for all n E Z,. 
Commutative diagrams similar to (51, (6) and (7) exist in the fundamental group 
approach. 
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3. Nielsen type numbers for periodic points on non path-connected spaces 
In [7,9] (following [lo]) Nielsen type numbers NP,(f) and N@,(f) were studied 
which are lower bounds, respectively, for the minimum number of points of least 
period II, and of points of all periods dividing IZ. But the definitions and results in 
these sources applied only to path-connected spaces. In this section we will show 
how we can, simply by using various facets of the commutative law, extend the 
theory to non path-connected compact ANR’s. It is important to keep in mind that 
the number of path-components of such spaces is finite, as this fact will be used in 
the definitions and in some proofs. We begin with an example. 
Example 3.1. Consider the space X which consists of the disjoint union of three 
copies Sj, S: and S: of S’. If g : Si --$ Si, h : Si -+ Si and k : Si -+ Si are maps, 
then g, h and k define a map f : X+X. The problem is to determine Nielsen 
type numbers which are lower bounds for the number of periodic points of f. 
Now clearly periodic points of f may occur in any of the components Si, St or 
Si of X. Moreover, if x is a periodic point of f in Si, then g(x) and h(g(x)) are 
periodic points of f in Si and Si respectively. Thus the fixed point set of f3” is 
@(f3”) =@((khg)“) u@((gkh)“) u@((hgk)“). 
That is, the set of periodic points of f is the union of the periodic points of the 
maps khg, gkh and hgk. Note, however, that we are now dealing with the disjoint 
union of periodic points on a disjoint union of path-connected spaces. Therefore it 
should be clear from the definition of the Nielsen type number of the nth iterate 
N@,Jf) given in Section 2 that if 3]n, then N@,,,(khg)+N@,,,(gkh) + 
N@,,,(hgk) is a lower bound for M@,(f), i.e., for the minimum number of 
periodic points of least period IZ for all maps in the homotopy class of f. By the 
commutative Iaw for Nielsen type numbers [lo, 111.4.101 we see that al1 three of 
these numbers are equal. Thus a reasonable definition for N@,Jf) on this non 
path-connected space would be 
N@,Af) = 3 +%,,(khg) 
if 3 In, and zero otherwise. If d is the product of the degrees of k, h and g, this 
definition gives N@Jf) = 3 * 11 - d”i3 I (see [9, Corollary 4.111). Similarly, a rea- 
sonable definition for NP,(f) would be 3 * NP,,,(khg) if 3 I n, and zero otherwise. 
The idea then, which we will flesh out below, is that we can define Nielsen type 
numbers on non path-connected spaces in terms of the corresponding Nielsen type 
numbers on path-connected spaces. 
Consider for the moment the following modification of Example 3.1. 
Example 3.2. Let X again consist of three copies Si, Si and Si of S1, but this time 
letf:X~Xbedefinedintermsofmapsg:S:~S~,h:S:jS:andk:S:-,S:. 
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It should be clear that it is g and h that determine the periodic points of X, and 
that k adds nothing to the situation. 
These examples motivate the following definition. 
Definition 3.3. Let X be a compact (not necessarily path-connected) ANR and let 
f : X+X be a self-map of X. A set consisting of I> 1 distinct components 
IX,, X,7..., X1) of X is called an f-cycle in X (or simply a cycle) if f(Xi> cX,,, 
for i = 1,. . . ,I - 1 and f(X)) LX,. We call I the length of the cycle, and denote 
the cycle by [Xi]. 
Note that in the case 1 = 1 the definition of an f-cycle X, of length 1 says that 
f(X,> LX,. It is clear that cycles are disjoint in X, but their union need not be the 
whole of X as a component need not belong to a cycle. We see in Example 3.2 
how this can happen. 
Now let f : X+X be a map and let Xj, with j = 1, 2,. . . , r, be those compo- 
nents of X which belong to an f-cycle. We define an equivalence relation - on 
the set J, = (1,. . . , r) as follows: i -j if either Xi and Xj belong to the same 
f-cycle, or if i = j. We denote the equivalence class of i E J, by [i], and the set of 
equivalence classes of J, by C(f). Hence the elements of C(f) correspond to the 
f-cycles [Xi] = IX,: k E [ill. 
We define the component function c : C(f) + N as follows: if i E [k], then c(i) is 
the least integer with f”“‘(X,) LX,. In other words, c(i) is the length of the cycle 
to which the component X, belongs. Clearly c(i) = c(j) if i, j E [k], i.e., if Xi and 
Xj belong to the same cycle, and so the component function c is well defined. 
The above discussion motivates the following definitions for Nielsen type 
numbers on non path-connected spaces in terms of the corresponding Nielsen type 
numbers on path-connected ones. In these definitions, and in the rest of this paper 
as well as in [S], we shall write fj” : Xi + X, for the restriction fjm = f” I X, of f” 
to Xi. Thus in Example 3.1, with Xj = S;, we have f: = khg : Si + S: and f: = 
kh : S; + S;. 
Definition 3.4. Let X be a compact (not necessarily path-connected) ANR and 
f : X +X a self-map of X. The Nielsen type number of period n NP,(f), and the 
Nielsen type number of the nth iterate N@,,,(f) are 
NP,( f > = cc< j) . NP,,/,(j,( f;(j)) 
and 
N@,(f > = cc(j) *N@n,/,,j,( f~“‘)~ 
where the summations are taken over all equivalence classes [ jl E C( f > for which 
n/c(j) is an integer, and where NPn,c(jJ f ‘(j)) and NGn,,,,,( f ‘(j)) are the Nielsen 
type numbers of ficci) on the path-connected space Xi. 
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It is clear that if X is path-connected, then NP,(f) and N@,(f) are the 
numbers defined in Section 2. When X is not path-connected, then we have some 
work to do to show that this definition makes sense. In particular we will need to 
see that if Xi and Xi are in the same f-cycle, then NPn,CCiJf~(i)) = A!P,,,CCjJfjc(i)) 
and N@nn/c(i)(fFCi)) = N@n/,,j, (f”(j)>. This in fact follows easily from the commuta- , 
tive law for the path-connected case [lo, 111.4.91. However, we will outline in 
Lemma 3.8 and its Corollary 3.9 a proof that uses irreducible orbits and sets of 
n-representatives, as we will need the particulars in the proof of Proposition 
3.ll(iii) and in [8]. 
First we give an example. As it will be needed in [8], we have introduced a map 
of pairs f : (X, A) + (X, A) and used the notation f= f 1 A from [8,12]. 
Example 3.5 (The “Projecfiue Banana Example”). The construction of this example 
is a variation of the one used in the “Banana Example” 1.1. The space X = S’ X 0’ 
is replaced by S’ x Is, where Z is the closed interval, the subspaces ,S,r are 
replaced by RPj3, and g is chosen as a map of degree 2. To be precise, let 
t : RP3 + RP3 be the map defined in Example 2.3 and let e : RP3 + I5 be an 
embedding by which we regard RP3 as a subspace of Z5. By the Tie&e extension 
theorem there exists an extension w : I5 + Z5 of e 0 t : RP3 + Z5. As in Example 2.6 
let [O]*, [l]* and [2]* represent the 2-periodic point classes of the standard map 
g : S’ + S’ of degree 2. If x0 E RP3 is a fixed point of w, then g defines a 
self-map of the subspace S’ x (x0) of X. Now let RPj3, for j = 0, 1, 2, be the 
subspaces {[j]*} X RP3 of X and let A = IWPJ U RPf U IRP;. We define a self-map 
f of A which maps each subspace RP3 of A onto another such subspace in a 
fashion compatible with g as follows. We identify each ‘WP? with RP3, write 
fj=fIRPj3, and let f,=t:RP~+RP~, f,=t:RP:+RP~ and f2=id:RP;+ 
RPf, where id stands for the identity map. By using w we can clearly extend the 
self-maps f of A and g of S’ x (x,,} to a map f :(X, A) + (X, A). Note that ff, 
i.e., the restriction of f’ to [WPf, is the map t, and so NP,(f) =NP,(f,,) + 
2NP,(f,) = 2 + 2 - 2 = 6 and NG2(f) = 8. More generally, if n is odd, then 
N@,(f) = N@,,(fJ = 2, but if 12 is even, then n is of the form IZ = m * 2’ with m 
odd and r > 0, and we get that N@,Jf) = N@Jf,-J + 2N@,,,,(_?i? = 2’+i + 2 - 2’ 
= r+2 2 . 
We now extend some further definitions and notations from Section 2 for 
self-maps of a path-connected space to the case of self-maps f : X+X of a 
compact space X which is not necessarily path-connected. First we define the set 
of all n-periodic orbits of f, and we shall again denote this set by Orb,( f ). Recall 
that if X is path-connected, then Orb,(f) is a quotient of FPC(f “), or of 
Coker(1 -f .“> depending on the approach taken. If X is no longer path-con- 
nected, if [Xi] is an f-cycle with length c(i) and if j E [i], then Orb,(f) should 
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include all the n/c(i)-orbits of fjc@) on the path-connected spaces Xi. And so we 
define 
Orb,( f ) = LI Orbn/c(ij( .fFci’)) 
c(i)/n,jE[il 
where LI denotes the disjoint union which is taken over all equivalence classes [i] 
of J,. with c(i) I n, and all j E [il. We will again denote the elements of Orb,(f) by 
symbols such as (a), and if we wish to emphasize that ((u) is an element of 
Orb,(f) for a particular n, we will write (a ‘/@)) (for an appropriate i) instead of 
(a). If we wish to emphasize that (a) is an orbit of fjcCi) for a particular j, we 
shall add a subscript, and write ((Ye>. 
Definition 3.6. The n-periodic orbit ((Ye) E Orb,(f) is called reducible to (pj) 
(with the same j> if (aj> E Orb,,,,j,(f;(i)) and (pj> E Orbm,CCj,(f~o)> for some 
ml nT and if im,c,j),n/c(j) (( pj)> = (ai>. If no such (pj) (other than (cuj)) exists, 
then (aj > is called irreducible. 
As in Section 2 we will use IEO,(f) to denote the set 
IQ(f) = {(a> E Orb,(f): ( > (Y is irreducible and essential]. 
We will also, when working in a particular cycle [X,1, refer to the subsets 
IEO n,cCi)(fic(i)) of Orb,(f) with the obvious meaning. For example, let us consider 
the “Projective Banana Example” 3.5. We write [Olin and [l]r for the two n-peri- 
odic point classes of fj = f 1 lWj3. Then we get 
Orb,(f) = {([Oli>, ([II:), ([Ol:), ([ll:), ([Ol:>, <[lli>}, 
while IEO,(y) = I([Olk>, ([llh)), and 
IEO,(f) = {([I];>, ([O]:>, ([I]:), @I:), ([l]:)}. (8) 
We define the depth d((a)) of an orbit and the height h(S) of a set S of orbits 
as in Section 2, but the reader should keep in mind that these definitions only 
make sense when we apply them to the maps fJ@) rather than to f. 
Now let [Xi] be a cycle of f : X-+X, and consider the following commutative 
diagram: 
C(I) 
xi f, xi (9) 
xi+l 
f:!‘I x, 
1+1 
Lemma 3.7. Let X be a compact ANR, f : X + X a self-map of X, and [Xi] a cycle 
off. Then, for each positive integer n, 
(i) the induced function fi * : Orb,( ft(‘)) --+ Orb,( f$i> is an index-preseruing bijec- 
tion; 
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(ii) if (a) E Orb,(fF(‘)), then d(( a)) = d<f, *(((Y))>; in particular if (a) is irre- 
ducible, then fi * (((Y )I is also irreducible; 
(iii) if S is a set of n-representatives for the self-map ffCi) : Xi +Xi of the path-con- 
nected space Xi, then fi ,(S) is a set of n-representatives for f$j : Xi+I + Xi+1; 
moreover the height h(S) = h( fi * (23)). 
Proof. We first show that, for all k, the function fi * : Orb,(f”(‘)) + Orb,( ft_$ is 
an index-preserving bijection, as this is required in all three parts of the proposi- 
tion. To show that it is a bijection we merely observe that, by 16, 1.41 or [lo, 11.1.61, 
its inverse is fCi+I) . ‘w- ’ That it is index preserving follows from the definition of the 
index of a periodic point class (see Section 2) and the commutative law for the 
index as in [6, 3.41 or in [lo, 11.5.21. This completes the proof of (i). For (ii), we use 
Proposition 2.7, applied to diagram (7). Finally for (iii), suppose that m I n, and 
that (a) E Orb,( fi’!i,‘> is essential. Then since fi .+ : Orb,( fF(‘)) + Orb,( f$j> is 
bijective, there exists a (p) E Orb,(f,“(‘)) with fi,((p)) = ((Y). Now since S is a 
set of n-representatives, there exists a ( y ) E S with ( y ) E OrbJ ft(‘)> for some k 
such that z k,m((y)) = (p). Clearly fi*((y)) Efi*(S), and the required equality 
Q&ft*((Y))) = (o) f o 11 ows by an application of Proposition 2.7 to diagram (7). A 
similar argument shows that the depth d((y)) = d(fi*((r))), and so the last part 
also follows. 0 
We use this lemma to obtain two corollaries, and stress that in the first one the 
maps occurring in the Nielsen type numbers are maps on path-connected spaces. 
Corollary 3.8. Let X be a compact ANR, f : X + X a self-map of X, and [Xi] a cycle 
of f. Then NPn/,(i)( ff”‘) = NP,,,J f;“‘) and N@,,,,,J fF(‘)) = N@n,co( fF(‘)) for 
all integers n > 0 and for all j E [il. 
Proof. We see from Lemma 3.7(i) that fi induces a bijection between 
IEO n /c(i,( fit”‘) and IEon /c(i) (f”(‘)). Therefore the first part of the corollary follows I + 1 
by iteration if necessary. For the second part, let Si and Sj be sets of n/c(i)-repre- 
sentatives for fFti) and f;(j) respectively with the property that h(Si) = 
N@n/,-(i,(ft”‘) and h(Sj) = N@n/,,i, (f eci)). Suppose, without loss of generality, that , 
i < j G c(i). Then we see from Lemma 3.7 that ( fi * )‘-‘(,!Q is a set of n/c(i)-repre- 
sentatives, and so h(SJ = h(( fi * )j%S,>) > h(Sj). Similarly h(Sj) > h(Si), and so 
h(Si) = h(Sj) as required. q 
Corollary 3.9. Zf f : X+X is a self-map of a compact ANR, then NP,(f) = 
h(IEO,(f 1). 
Proof. It is clear from Lemma 3.7 that we have h(IEO,,,,i,(f~(‘))) = 
h(IE0 n,c(i)( f;(‘))) for each cycle [Xi] of f and for each i E [il. Since the elements 
of IEO,,,,J fi”“) are irreducible, this number is simply NP,,,,Ci,(f~‘i’), and the 
result follows. 0 
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Corollary 3.9 can be used to recalculate the number M’,(f) found in Example 
3.5. Using equation (8) we get iVP,(f) = 2 - 1 + 4 = 6. 
Proposition 3.11 will generalize Propositions 2.4 and 2.5. In particular it will 
show that the two Nielsen type numbers which we have introduced in the 
nonconnected case are homotopy invariant lower bounds. To prove it, we use an 
extension of the concept of a set of n-representatives to the non path-connected 
situation, and so we define as in the path-connected case that if S is a subset of 
Orb,, Jf) = LI {Orb,(f) : m I n), then S is called a set of n-representatives if every 
essential class in Orb,,.(f) is reducible to some element in S. Using this 
definition we can obtain an expression for N@,(f) for a self-map f : X --*X of a 
nonconnected compact ANR which is of the same form as the definition of 
N@,(f) in the path-connected case, namely 
Proposition 3.10. Zf f : X-+X is a self-map of a compact ANR, then 
N@,J f) = min{ h( S) : S = set of n-representatives} . 
Proof. A proof can be obtained along the lines of the proof of Corollary 3.9. 0 
Proposition 3.11. Let X be a compact ANR and let f : X + X be a self-map of X. The 
foBowing statements hold true: 
(i) NP,,( f ) and N@,,( f 1 are homotopy invariant; 
(ii) #Pn(f)~~P~(f)~NP~(f); 
(iii) #~(f”).M~~,(f)~N~~,(f)~C,,, NP,(f); 
(iv) N@,(f) > N@,( f ““9 for every m I n. 
Proof. For the first part let H : f = g be a homotopy. Then it is not hard to see that 
the f-cycles and g-cycles coincide, and that H” : f n = g” for any n. In particular 
we have for each cycle [Xi] that f;ci) = gC(‘) for all j E [i], and the result then 
follows from the homotopy invariance of the corresponding Nielsen type numbers 
on the path-connected spaces X, (see Section 2, Propositions 2.4(i) and 2.5(i)). 
Parts (ii) and (iv> follow similarly from the definitions and the corresponding 
properties of the Nielsen type numbers on path-connected spaces in [7, 2.21 and [9, 
3.121 or [lo, 111.4.91. 
The second inequality of (iii) follows from the definitions. For the proof of the 
first part of (iii> we can simply use the equivalent property on the path-compo- 
nents. However, we need a proof in terms of n-representatives that we can adapt 
in [S] to maps of pairs of spaces. We use the fundamental group approach. In 
particular, we think of the set Orb,,J f) = LI {Orb,( f 1: m I n) as a union of 
quotients of sets of the form Coke& -fi mc(j)o). We take this approach because it 
allows us, with the help of the injection p of Section 2, to use geometric as well as 
algebraic periodic point classes. We partition the set @,(f “) as follows: two 
elements x and y of @(f ‘7 belong to the same element of the partition if and only 
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if x and y belong to the same component Xj of X, and if there is a nonnegative 
integer 4 such that x = (fF”‘)q(y). 
We will use this partition to construct a set of n-representatives for f whose 
height is less than or equal to #(@(f”)>. We denote the elements of this partition 
of @(f”) by symbols such as Q,?, where j refers to the component Xj of X of 
which Q,? is a subset, and m is the cardinality of the set. It is not hard to see that, 
for any x E Qy, 
Qi”= (x, f;“‘(x), (,(i))2(n),...,(f;c(i))m-1(X)}, 
and that m is the smallest positive integer with the property that (fi’“‘>“(x> =x. 
Each Qj” determines an orbit (Fim), where 4”’ is a geometric m-periodic point 
class of ficci) in @((f~(V)/- , and hence (via the injection p of Section 2) an 
orbit (p(Fj”)) of an algebraic m-periodic point class of f;(j) in Orb,(f,‘(j)>. Now 
let S be the set of all orbits of algebraic periodic point classes determined in this 
way. If we use the functions fj”” on the path-connected spaces Xj to define the 
depth of a periodic point class as in Section 2, then we have from [7, Corollary 2 to 
Proposition 1.141 that m a d((F;“)) a d((p(F,“))), where d((4m)) is defined to 
be the least integer k for which there is a nonempty periodic point class Fk of 
period k whose orbit ( Fk) is contained in ( Fjm). It follows that 
where each sum is taken over S. 
It remains to show that S is a set of n-representatives. Let (a) E Orb,,,(f) be 
an essential orbit, Let Fjp be a geometric p-periodic point class of f’(i) with 
M-$9) = (a>, and let x E Fjp. Then x E Q,? for some element Q,? of the 
partition of @(f”>, and so x E @((fi”(j’)“) follows from the structure of Qy. If Fjm 
is the geometric m-periodic point class of x in @((f~“‘>“)/- , then clearly m I p, 
and so Fjm must be a subset of Fjp. It follows from the commutativity of the second 
diagram in [7, 1.141 that 
*m,p((P(ll;m))) = (a>, 
i.e., that (a) is reducible to the element (p(F;ln)) of S as required. 0 
Using commutativity, homotopy type invariance of NP,(f) and N@,(f) can be 
proved in the usual way. 
4. Some calculations of M’,(f) and N@,(f) for non path-connected spaces 
In this section we make some calculations of NP,(f) and N@“,(f) for non 
path-connected spaces. We will use many of these calculations in [S]. 
Let us for a moment return to the case where f : X+X is a map on a 
path-connected compact ANR. Recall that the Jiang subgroup J(f) of f : X+X 
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is the subgroup of ?T&X) consisting of those y E 7r,(X) for which there is a 
self-homotopy H of f with the property that H(x,; ) = y, where x0 is the base 
point of X (see [lo, 11.3.5]), and that J(f”) = a,(X) implies that every fixed point 
class of FPC(f”) has the same index (see [lo, 11.4.21). Therefore we define that a 
self-map f : X + X of a compact path-connected ANR is n-Jiang like if for every 
m I n the fixed point classes of FPC(f”) are either all essential or all inessential. 
There are many Jiang-like spaces that are not Jiang and they include, for instance, 
nilmanifolds ([1,3], see also [ll, Section 41) and the so-called weak Jiung spaces 
studied by Fade11 and Husseini [4, p. 911. 
Now we consider the case where X is not necessarily path-connected. The next 
two propositions, whose proofs follow along the lines of Lemma 3.7, emphasize the 
power of the technique developed in Section 3. 
Proposition 4.1. Let f : X -+ X be a self-map of a compact ANR. If [ Xi1 is a cycle of 
f and iffy”“’ : Xi -+ Xj is n-J&g like for some j E [i] and some positive integer n, then 
f;(i) is n-Jiang like for all k E [il. 
Recall that in the path-connected case, a self-map f : X + X of a compact ANR 
is called n-toral [7, 3.41 if (i) for every m I n and every am E FPC( f “9 the depth 
d(( am)) equals the length I(( a”)), and (ii) for every m I n the correspondence L,,,, 
is injective. For example, f is n-toral if rr(X) is Abelian and the kernel of the 
homomorphism 1 - f no :r,(X) -+ r,(X) is trivial (see [7, 3.51 for details of this 
and other examples). 
Proposition 4.2. Let f : X -+ X be a self-map of a compact AiVR. Zf [ Xi1 is a cycle of 
f and fFci) : Xj + Xi is n-toral for some j E [i] and some positive integer n, then fiCi) 
is n-toral for all k E [il. 
The above two propositions allow us to choose the simplest space in the cycle to 
make our calculations. For example, if Xi is a Jiang space for some i, then frCi) is 
nJiang like for any n and for any j E [il. 
Example 4.3. Let f : X--f X be a self-map of a compact ANR X which consists of 
a single cycle [Xi], and assume that Xj, for some j E [i], is the real projective 
m-space R Pm. If the induced homomorphism f c(i)0 is not the zero-homomor- 
phism and if the Lefschetz numbers L(fi ‘@jk) # 0 for any k I2’, then A!P,( f) = n 
and N@,(f) = 2n for n = 2’ * c(i). (Use [7, 2.31 and [9, 4.51.) 
We now extend the definitions of nJiang like and n-toral to spaces which need 
not be path-connected. We will say that a self-map f of a compact ANR X is 
n-Jiang like, respectively n-toral, if for each cycle [Xi1 of f all maps fF@) are 
n/c(i)Jiang like, respectively n/c(i)-toral, whenever n/c(i) is an integer and 
j E [il. Thus in Example 3.1 the map f is n-Jiang like for any n, and if the product 
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of the degrees of g, h and k is not + 1, then f : X-+X is n-toral for every n (see 
[7, 3.51). On the other hand, the map f in the “Projective Banana Example” 3.5 is 
nJiang like for all n, but it is not n-toral for any n > 1. 
Let R(f) denote the Reidemeister number of the map f, which is the cardinal- 
ity of FPC( f) or of Coker(1 -f "1, and call a self-map f : X+X of a compact 
ANR eventually commutative if each map fFci) is eventually commutative. Recall 
from [lo, Ch. II, Theorem 2.5, p. 291 that if a map f : X+X is eventually 
commutative, then the Reidemeister number R( f > = #Coker(l - f * >, where 
f * : H,(X) + H,(X). Recall too that in exactly this situation our Coker(1 -f “> 
coincides with Coker(1 -f *) [6, 2.71, and so there is no ambiguity in the following 
corollary which we obtain by using [9, 4.111. 
eventual& commutative, and if N(( fi- ) 4) n/c(i)) = R((j;W)~/W) 
off, then 
Corollary 4.4. Let f : X +X be a self-map sf a compact ANR. Zf f is n-toral and 
for each cycle [Xi] 
N@,(f) = cc(j) * #(Coker(l - (f;(j));ic(j))), 
where the summation is taken over all equivalence classes [j 
n/c(j) is an integer and (f~“‘)“*/““’ : H,(Xj) + H,(Xj). 
‘1 E C(f) for which 
The assumptions of Corollary 4.4 are, for example, satisfied if the map f is 
n-toral and if, further, for each cycle [Xi] there exists a space Xj E [Xi1 which is 
either a weak Jiang space or a nilmanifold and the restriction of f to Xi satisfies 
L(( fjc(j))n/c(j)) # 0. 
We use Corollary 4.4 to make some calculations of the Nielsen type number for 
the nth iterate for the map f which is the map on the subspace A in the “Banana 
Example” 1.1, for specifically chosen values of dj. These calculations will be used 
in several examples of [S, Sections 2 and 41, and so we have again included the map 
of pairs f : (X, A) + (X, A) which is needed there. 
Example 4.5. Let f : (X, A) + (X, A) be a map constructed as in Example 1.1. 
Hence the f-cycles of A are [A,] = C!$, [A,1 = {S:, S;>, [A,1 = ISi, S,$, [A41 = 
(Si} and [A,] = {S:, S$). We select the integers dj as follows: d, = 1; d, = 1, 
d, = 5; d, = 2, d, = 2; d, = 2; d, = 7, d, = 1. Then it follows from Corollary 4.4 
that 
N@i(f)=N(&)+N(&)=O+ 11-21=1, 
N@,(f) =N((fo)“) + 2N(j:) + 2N(f;) +N((fq)‘) +2N@) 
=0+211-5]+2]1-41+11-22]+2]1-7] =29, 
NQ3(f)=N(f;)+N(j2)=O+ ll-231 =7, 
N%(f) =N($‘) +2N((f:)3) +~N((!z?)~) +N(!:) +2N((f,Z)3) 
=0+211-531+211-431+11-261+211-731 =1121. 
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The following is an easy generalization (to non path-connected spaces) of [9, 
Theorem 4.21. It will be needed in some proofs of 181. 
Proposition 4.6. Let f : X + X be a self-map of a compact ANR. Zf, for a fixed n, 
every essential orbit (CP’~(~)) with (m/c(i)) I n reduces only to essential orbits, then 
N@Pz,(f) = CNP,(f ). 
mln 
Our final corollary, which is obtained by Mobius inversion, simultaneously 
generalizes [7, 3.71 and [9, Corollary 4.61. 
Corollary 4.7. Let f : X + X be a self-map of a compact ANR. Let n be fixed and 
suppose that, for every m 1 II, every essential orbit (a) reduces only to essential orbits. 
Let P(n) = {pi,. . . , pk} be the set of all primes dividing n. Then 
NP,(f > = c (-l)#‘N@n:.(f 1 
TCPbl) 
where n : T = nCIP E .p>-‘. 
We use this corollary in our final example. 
Example 4.8. If f is the map defined in Example 4.5, we have from Corollary 4.7 
that 
N&(f) =N%(!) -N%(f) -N%(f) +N%(!) 
= 1121- 7 - 29 + 1 = 1086. 
The result of this calculation can be checked from the definition of NJ’,(f). 
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