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1 Introduction
It is well documented that the standard consumption-based capital asset
pricing model (C-CAPM) has serious problems with matching the high
historical average excess return on equity (the “equity premium puzzle”).1
This has spurred a large literature that attempts to refine the model. In
particular, several papers have argued that we should consider adding idi-
osyncratic risk, recalibrate the risk aversion parameter, or assume habit
persistence.2
This paper evaluates these suggestions by studying the cross-sectional
performance of a conditional asset pricing model. The basic idea is that
several refinements of C-CAMP suggest that the conditional risk premium
should – in a cross-section of assets – be linearly related to the condi-
tional covariance with consumption growth, but with a time-varying slope
coefficient (the “effective” or “local” risk aversion).
The main results are that the conditional model generates pricing errors
of the same order of magnitude as the unconditional model (which are
large), and that the estimated slope coefficients appear to be more or less
uncorrelated with macro variables, except possibly with survey measures
of growth and inflation uncertainty.
The outline of the rest of the paper is as follows: section 2 derives the
relation between the expected return and covariance in the basic model
and several refinements; section 3 presents the results for the 25 Fama and
French (1993) portfolios; and section 4 concludes.
2 C-CAPM: basic model and refinements
2.1 Basic framework
This section derives a simple relation between an asset’s risk premium and
its covariance with aggregate consumption growth.
The basic asset pricing equation says
Et−1(Zit Mt ) = 0, (1)
1 See, for instance, Campbell (2001) and Cochrane (2001) for overviews.
2 See, for instance, Mankiw (1986), Constantinides and Duffie (1996), Epstein and Zin
(1989), and Campbell and Cochrane (1999).
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where Zit is the excess return of holding asset i from period t − 1 to t , Mt
is a stochastic discount factor (SDF), and Et−1 denotes the expectations
(conditional on the information set in t − 1). To simplify the analysis,
assume that the excess return, Zit , and the log SDF, ln Mt , have a bivariate
normal distribution. Use Stein’s lemma (see Appendix B) and rearrange
(1) to express the risk premium (expected excess return) as
Et−1(Zit ) = − Covt−1(Zit , ln Mt ). (2)
We can relax the assumption that the excess return is normally distributed:
(2) holds also if Zit and ln Mt have a bivariate mixture normal (condi-
tional) distribution – provided ln Mt has the same mean and variance in all
the mixture components (see Appendix B). This restricts the log discount
factor to have a normal distribution, but allows the excess return to have a
distribution with fat tails and skewness. (This is discussed in some detail
below).
The unconditional version of (2) is obtained by taking unconditional
expectations of (1) and assuming that we can apply Stein’s lemma (possi-
bly extended as above) on the unconditional distribution to get
E(Zit ) = − Cov(Zit , ln Mt ). (3)
The next couple of sections discusses a number of different models
of the SDF: the standard constant relative risk aversion (CRRA) model,
Epstein–Zin recursive utility, a model with habit persistence, and a model
with idiosyncratic risk.
2.2 The standard CRRA model
With CRRA, the SDF has the form Mt = (Ct/Ct−1)−γ , where γ is the
risk aversion parameter and Ct is the consumption level.3 The log SDF is
therefore
ln Mt = −γct , (4)
where ct is the growth rate of consumption, that is, ct = ln(Ct/Ct−1).
With identical investors, consumption growth equals aggregate consump-
tion growth.
3 A time discount rate would cancel in (1) and is therefore suppressed.
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Using (4) in (3) and (2) gives
E(Zit ) = Cov(Zit ,ct )γ , and (5)
Et−1(Zit ) = Covt−1(Zit ,ct )γ. (6)
Alternatively, this could be rearranged in beta form.4
The intuition for these expressions is that an asset that has a high payoff
when consumption is high, that is, when marginal utility is low, is consid-
ered risky and will require a risk premium.
A key implication of (5) is that, in a cross-section of assets, the expected
return is linearly related to the covariance with aggregate consumption
growth. The conditional expression, (6), is similar, except that it requires
information on the conditional means and covariances. I will later dem-
onstrate that recent refinements of the consumption-based model (habit
persistence and idiosyncratic risk) also give expressions similar to the con-
ditional expression (6), except that the effective risk aversion coefficient
might be different in different time periods.5
2.2.1 The gains and losses from using Stein’s lemma
The gain from using (the extended) Stein’s lemma is that the unknown
relative risk aversion, γ , does not enter the covariances. This facilitates
the empirical analysis considerably.6
The price of using (the extended) Stein’s lemma is that we have to
assume that consumption growth is normally distributed and that the excess
return have a mixture normal distribution. The latter is not much of a price,
since a mixture normal can take many shapes and have both skewness and
excess kurtosis.
In any case, Figure 1 suggests that these assumptions might be reason-
able. The upper panel shows unconditional distributions of the growth of
US real consumption per capita of nondurable goods and services and of
the real excess return on a broad US equity index. (See Appendix A for
details on the data). The non-parametric kernel density estimate of con-
sumption growth is quite similar to a normal distribution, but this is not
the case for the US market excess return which has a lot more skewness.
4 For instance, (5) would be E(Zit ) = βic Var(ct )γ where βic = Cov(Zit ,ct )/
Var(ct ).
5 Lettau and Uhlig (2002) also provide simple (but different) analytical expressions for
these models – mostly with the aim to discuss the equity premium and riskfree rate puzzles.
6 Otherwise, the relevant covariance would be between Zit and (Ct/Ct−1)−γ .
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Fig. 1 Density functions of consumption growth and equity market excess returns, 1957–
2004. The kernel density function of a variable x is estimated by using a N (0, σ ) kernel
with σ = 1.06 Std(x)T −1/5. The normal distribution is calculated from the estimated mean
and variance of the same variable. See Appendix A for details on data sources and transfor-
mations
While it is difficult to get information about the shape of the conditional
distributions, the unconditional distribution of forecast errors may provide
some clues, at least if the means of the conditional distributions change
more than other moments. (It would be the correct measure if the other
moments do not change at all.) The lower panel shows the distributions
of forecast errors from a vector autoregression of consumption growth,
equity market excess return, the “cay” variable of Lettau and Ludvigson
(2001), and the 3-month T-bill rate. These distributions show the same
general pattern as the unconditional distributions: consumption growth is
almost normally distributed, but the market return is not.7
7 In addition, implied (risk neutral) distributions derived from options on equity typically
show distinct non-normal patterns, while the subjective distributions of output growth (as
a proxy of consumption growth) reported by professional forecasters typically look similar
to normal distributions – see Giordani and Söderlind (2005).
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2.2.2 The relation to the equity premium puzzle
Most studies of the consumption-based asset pricing model have focused
on the problem of reconciling the low volatility of consumption growth
with the high excess return of an aggregate equity portfolio [this is the
equity premium puzzle of Mehra and Prescott (1985)]. The basic approach
in those studies is to “fit” the unconditional pricing equation (5) to a broad
equity market index only – and then assess whether the implied risk aver-
sion coefficient is plausible.
To illustrate this approach, write (5) as
E(Zit )
︸ ︷︷ ︸
6.5%
= Corr(Zit ,ct )
︸ ︷︷ ︸
0.16
Std(Zit )
︸ ︷︷ ︸
17%
Std(ct )
︸ ︷︷ ︸
1%
γ, (7)
where the numbers are for the real excess return on US equity and con-
sumption growth, 1957–2004. To fit this equation, the risk aversion, γ ,
needs to be around 250, which is an extremely high value. Even if we
pretend that the correlation is as high as possible (1 instead of 0.16), γ
needs to be around 40.
Recent asset pricing theory (discussed in detail below) has made sub-
stantial progress towards accounting for the equity premium puzzle by
introducing recursive utility functions, habit persistence, or idiosyncratic
risk. The way these new models achieve this is by either changing the rele-
vant measure of consumption risk or the interpretation of the risk aversion
parameter. The focus of this paper is to evaluate these models by studying
their performance in a cross-section of returns.
2.3 C-CAPM refinements
This section discusses several refinements of the C-CAPM: Epstein–Zin
preferences, habit persistence, and idiosyncratic risk. It is shown that all
these refinements imply (without adding too strong assumptions) that the
conditional pricing model (6) should hold – although the risk aversion
coefficient may need to be reinterpreted and might be time-varying.
2.3.1 The CRRA model as a special case of Epstein–Zin preferences
The recursive utility function in Epstein and Zin (1989) has different
parameters for the risk aversion and the elasticity of intertemporal sub-
stitution. This generally gives a complicated pricing expression, but it
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coincides with the CRRA model in special cases. In particular, this hap-
pens if all wealth is marketable and there are no one-period innovations
in the consumption-wealth ratio. To get this result we need either iid mar-
ket returns or an elasticity of intertemporal substitution equal to one. (See
Appendix B for details.) In these cases, testing the pricing performance of
the CRRA model is the same as testing the Epstein–Zin model.
2.3.2 Habit persistence
The habit persistence model of Campbell and Cochrane (1999) has a CRRA
utility function, but the argument is the difference between consumption
and a habit level, Ct −Xt , instead of just consumption. The habit is parame-
terized in terms of the “surplus ratio” St = (Ct − Xt )/Ct , which measures
how much aggregate consumption exceeds the habit. Since this ratio is
external to the investor, marginal utility becomes (Ct −Xt )−γ = (Ct St )−γ .
The log SDF is therefore
ln Mt = −γ (st + ct ), (8)
where st is the log surplus ratio. The process for st is assumed to be a
non-linear AR(1) (constant suppressed)
st = φst−1 + λ(st−1)ct , (9)
where λ(st−1) ≥ 0 is a decreasing function of st−1.
It is straightforward to show (see Appendix B) that the conditional pric-
ing expression is the same as (6), but with
κt = γ [1 + λ(st−1)] (10)
instead of just γ . The model therefore has the same cross-sectional impli-
cation as the conditional CRRA model. The only difference is that the
slope coefficient will be time-varying since it involves 1 + λ(st−1).
Since the log surplus ratio, st , is unobservable, the unconditional pric-
ing expression is not well suited for empirical testing – unless we make
some further assumptions. In particular, it can be shown (see Appendix B)
that if we assume that λ(st−1) is a constant λ and that the excess return is
unpredictable (at least by st−1) then the unconditional pricing expression
is the same as (5), but with
κ = γ (1 + λ) (11)
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instead of γ . The only difference to the standard CRRA model is the extra
1 + λ term. This special case clearly ruins several of the interesting fea-
tures of the model in Campbell and Cochrane (1999), so using (11) should
probably be interpreted as focusing on a more standard habit persistence
model. In contrast, the conditional expression (10) is a direct implication
of the Campbell and Cochrane (1999) model.
2.3.3 Idiosyncratic risk
The volatility of aggregate consumption may underestimate the risk faced
by investors if there are uninsurable individual shocks. Such shocks mean
that the consumption growth of investor j is the aggregate consumption
growth plus an idiosyncratic component. His log SDF is therefore ln M jt =
−γct − γ u jt+δ , where u jt+δ is the idiosyncratic shock. For analytical
convenience, I let the shock be realized a split second (δ) after the asset
return and aggregate consumption. Using the law of iterated expectations,
the Euler equation of investor j , Et−1(Zit M jt ) = 0, can now be written
Et−1[Zit exp(−γct ) Et exp(−γ ujt+δ)] = 0. (12)
To simplify, assume that the distribution of the idiosyncratic shock, con-
ditional on the information set in t , is normal. It is important that the mean
of this distribution does not depend on the return (or else the shock is
insurable) or consumption growth (or else the shock is non-idiosyncratic).
I therefore assume that the mean is always zero. In contrast, the variance is
assumed to be 2λ(εt ) where λ(εt ) is some function of the aggregate shock,
εt = ct − Et−1 ct . To simplify, I approximate λ(εt ) by a + bt−1εt ,
where bt−1 is known in t − 1.8
With these assumptions, it can be shown (see Appendix B) that the
conditional pricing expression is the same as (6), but with
κt = γ (1 − γ bt−1) (13)
instead of γ . If b = 0, so idiosyncratic risk has a constant variance, then it
drops out of the pricing expression and we are back in the standard CRRA
model: idiosyncratic shocks have no effect on risk premia unless their var-
iance depends on the aggregate shock (see Mankiw 1986; Constantinides
and Duffie 1996).
8 This is similar to Lettau (2002) who assumes that εt and λ(εt ) have a bivariate normal
distribution.
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Instead, if bt−1 < 0, so bad times (negative consumption surprise) are
also risky times, then the idiosyncratic shocks add to the expected return.
However, the implication for the cross-sectional pattern of expected returns
is the same as in the conditional CRRA model without idiosyncratic shocks.
In contrast, the unconditional pricing expression is not that easily tested.
However, if we assume that consumption growth is unpredictable and bt−1
is constant, then it can be shown (see Appendix B) that the unconditional
pricing expression is the same as (5), but with γ (1 − γ b) instead of γ .
2.3.4 Summary of the testable implications
All these models imply (without adding too strong assumptions) that the
conditional pricing model (6) should hold – although the risk aversion
coefficient may need to be reinterpreted and is likely to be time-varying
(driven by habits and/or the movements in the variance of the idiosyncratic
shocks).
With some additional strong assumptions (unpredictable consumption
changes and excess returns, linear time series process for the log surplus
ratio), also the unconditional pricing expression (5) should hold – provided
we reinterpret the risk aversion coefficient.
3 Empirical evidence
3.1 Unconditional pricing
This section presents results for unconditional average excess returns and
covariances with consumption growth.
3.1.1 The estimation framework
To estimate and test the model, a GMM framework is used. The moment
conditions give the traditional estimators of the means and covariances,
and the slope coefficient in (5) is estimated as a LS regression of the mean
returns on the covariances (and a constant).
Allowing for a constant implies that we focus on how differences in
covariances are related to differences in risk premia. That is, the focus is
on whether C-CAPM can explain the variation in risk premia among the
25 portfolios, not the general level of them.
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Table 1 Historical risk premia (annualised %), 1957–2004
Size B/M
1 2 3 4 5
1 7.6 12.4 13.5 15.7 18.6
2 5.4 9.2 11.7 12.1 13.5
3 5.9 9.4 9.2 11.5 12.8
4 6.9 7.2 9.8 10.7 11.2
5 5.8 7.0 7.6 7.4 8.4
Results are shown for the 25 equally-weighted Fama–French portfolios, formed according
to size and book-to-market (B/M) ratios
By estimating this system jointly, the uncertainty about the means and
covariances are incorporated into the test of the slope coefficient and errors
in (5). See Appendix C for details.
The asset data are real quarterly returns on the 25 Fama and French
(1993) equally weighted portfolios in excess of a real T-bill rate. The
consumer price index is used as the deflator for the returns. The real con-
sumption per capita is for nondurable goods and services, and is measured
leading one quarter.9 More details on data are given in Appendix A.
The historical (1957–2004) average excess returns (risk premia) are
shown in Table 1. The table forms the portfolios into a 5 × 5 matrix where
the firms in cell i j belong to the i th quintile of firm size and j th quin-
tile of book-to-market (B/M) value ratio. Smaller firms have had higher
risk premia than larger firms, and value firms (high B/M ratios) have had
higher risk premia than growth firms (low B/M ratios). There is therefore
a non-trivial cross-section of risk premia for the model to explain.
3.1.2 The estimation results
The main result is that the unconditional model is soundly rejected. The
hypothesis that all the pricing errors [deviations from (5)] are zero, is
rejected at a significance level below 1%. For comparison, it can be noticed
that the rejection of the traditional CAPM is as strong.10 Although this
9 It is unclear if returns should be related to what is recorded as consumption this quarter
or the next. The reason is that consumption is measured as a flow during the quarter, while
returns are measured at the end of the quarter. I choose to show the results for ct+1 since
they are somewhat more supportive of the consumption-based model – but the difference is
not large.
10 To derive CAPM from (3), assume that the log SDF is an affine function of the market
excess return.
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Fig. 2 Expected excess returns and the covariance with consumption growth (uncondi-
tional), 1957–2004. Excess returns are real returns in excess of the real return on a 1-month
Treasury Bill. To annualise the expected returns and covariances, quarterly figures are mul-
tiplied by 4. See Appendix A for details on data sources and transformations
finding is based on a traditional (asymptotic) GMM approach, it is also
verified by a Monte Carlo study: the simulations suggest that the model
should be rejected at a somewhat higher significance level – but still below
1% (see section 3.2 for details on the simulation experiment).
Figure 2 illustrates the findings. The vertical axis shows (annualised)
mean excess returns and the horizontal axis shows unconditional covari-
ances with consumption growth. The data points and the fitted line from
the estimation are marked, although the scales of the axes are different
than used in the estimation (the figure has means that are scaled by 100
and covariances that are scaled by 10,000). The overall pattern is that a
higher covariance is associated with a higher risk premium (the R2 is 0.4),
but there are large deviations.
The “pricing errors” (difference between historical and fitted risk pre-
mia) are shown in Table 2. There is a great dispersion (around zero), which
is the reason for the rejection of the model. The results are dominated by
the tendency of “mean reversion” of the model: portfolios with high his-
torical risk premia (see Table 1) are underestimated (have positive pricing
errors) and vice versa. This tendency is natural (and also obvious from
Figure 2), but the main concern is the magnitude of the errors: the pric-
ing errors appear to be very large. This impression is emphasised by the
relative pricing errors (errors divided by the historical risk premia) shown
in Table 3. The model completely fails in pricing the growth firms (low
B/M), whereas the other portfolios seem to be more in line with the model
predictions.
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Table 2 Historical minus fitted risk premia (annualised %) from the unconditional model,
1957–2004
Size B/M
1 2 3 4 5
1 −6.7 −1.6 1.0 3.2 4.7
2 −4.0 −0.6 1.8 2.1 1.7
3 −3.7 0.8 0.1 2.0 2.7
4 −1.6 −1.3 1.7 2.1 −0.2
5 −3.0 −0.2 0.2 −0.3 −0.9
Results are shown for the 25 equally-weighted Fama–French portfolios, formed according
to size and B/M ratios
Table 3 Relative errors of risk premia (in %) of the unconditional model, 1957–2004
Size B/M
1 2 3 4 5
1 −88.7 −13.2 7.1 20.5 25.2
2 −74.4 −6.1 15.4 17.0 12.5
3 −63.1 8.3 1.6 17.5 21.4
4 −22.9 −18.1 17.8 20.1 −1.8
5 −52.7 −3.2 3.1 −3.5 −10.9
The relative errors are defined as historical minus fitted risk premia, divided by historical
risk premia. Results are shown for the 25 equally-weighted Fama–French portfolios, formed
according to size and B/M ratios
In general, these results are consistent with earlier findings in, for in-
stance, Breeden et al. (1989) and Lettau and Ludvigson (2001).11
The point estimate of the slope coefficient is above 200 (see Figure 2),
which is indeed very high. In any case, we should not interpret this as a
direct measure of the traditional risk aversion coefficient – since it may
(under the strong assumptions discussed above) reflect risk aversion as
well as habit persistence and idiosyncratic risk. The t-statistic of the slope
coefficient is 1.7, so the hypothesis of a zero slope can be rejected at the
10% level, and the hypothesis of a negative slope can be rejected at the 5%
level.
To sum up, the bulk of the evidence on the unconditional model is against
the basic CRRA model – mostly because it does not price the 25 assets
with sufficient precision. However, this can only be interpreted as evidence
11 Bansal et al. (2005) get more positive results by focusing on the covariance between
consumption and cash flows.
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against the refined models (habit persistence and idiosyncratic risk) under
very strong assumptions. To say more about the refinements, we need to
study the conditional pricing equation.
3.2 Conditional pricing
This section presents results for conditional (time-varying) risk premia and
covariances.
3.2.1 The estimation framework
To estimate the conditional moments, I use a combination of a VAR model
and a multivariate volatility model. The models are estimated in a recur-
sive way (longer and longer sample), and all moments (expected values
and covariances) are based on “out-of-sample” forecasts. This approach
retains the well-known efficiency of VAR models, while avoiding the risk
of “in-sample” overfitting.12 To be precise, I estimate the following model.
First, I specify a simple VAR(2) model with four variables: consumption
growth, the excess return on the US equity market (Remt ), the “cay” variable
of Lettau and Ludvigson (2001) (cayt ) and a 3-month T-bill rate (rt ). Let xt
be the vector [ct , Remt ,cayt , rt ]. The VAR is estimated recursively (longer
and longer sample). The first estimation is done with data for 1947Q1–
1956Q4 and a prediction is then made for 1957Q1 – the difference to the
actual outcome is then the out-of-sample forecast error for 1957Q1. The
sample is then extended one quarter, and the forecast error for 1957Q2 is
generated, and so forth. The forecasting equation for consumption growth
in t is then an affine function of the vectors xt−1 and xt−2. If we let ut be
the forecast error, we can write actual consumption growth as
ct = a0t−1 + a1t−1xt−1 + a2t−1xt−2 + ut , (14)
where the coefficients (ait−1) carry time subscripts to remind us that they
are estimated on data up to and including t − 1.
Second, the conditional asset pricing equation
Zit = αt + κtωi t−1 + εi t (15)
12 See Goyal and Welch (2004) and Campbell and Thompson (2005) for a recent discussion
of the in-sample versus out-of-sample predictability of equity returns.
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is estimated period-by-period – by using the cross-section of returns and
conditional covariances (denoted ωi t−1, see below). This allows both the
intercept and the slope coefficient to vary freely between periods.
Third (and finally), the conditional covariance (of asset i and consump-
tion growth) is estimated by an exponentially moving average estimator
similar to the RiskMetrics approach
ωi t−1 = 0.25εi t−1ut−1 + 0.75ωi t−2. (16)
The last two equations form a kind of “GARCH-in-mean” system, where
the conditional covariance (known in t−1) is allowed to predict the return in
period t – just as suggested by the conditional pricing model. Replacing the
RiskMetrics approach with a “dynamic conditional correlation multivari-
ate GARCH” (see Engle 2002) gives similar results, but with occasional
numerical problems (especially in the Monte Carlo experiment discussed
below), which speaks in favour of the simpler approach. The weights of
0.25 and 0.75 are approximately the same as the corresponding coefficients
in the GARCH model.
This approach is designed to focus on whether the cross-sectional var-
iation in covariances can explain the cross-sectional variation in returns
(just like the unconditional test). This means that there are some special
features that need explaining. Consider the cross-sectional regression (15)
for period t − 1. It has actual returns (not expected returns) as the depen-
dent variable. Therefore, the time-varying intercept (αt−1) picks up com-
mon movements (predictable or not) in returns, and the residual (εi t−1)
will pick up asset specific (idiosyncratic) news about returns, but no com-
mon innovations. As a consequence, the “conditional covariance” ωi t−1
in (16) – which is based on the residuals (εi t−1) from the cross-sectional
regression – leaves out one component of the true covariance: the inno-
vations in returns that are common for all assets. Of course, that does not
matter for the results of the cross-sectional regression in t (when ωi t−1 is
a regressor), since common movements in covariances are anyway loaded
into the intercept (αt ).
The estimation framework used here differs considerably from the scaled
factor model in Lettau and Ludvigson (2001). They impose the restriction
that the time variation (using a beta representation) is a linear function of
some conditioning variables (specifically, the cay variable) only – and they
cannot distinguish between the time variation in the effective risk aversion
and the time variation in the covariance. In contrast, (15) and (16) allow
the effective (or local) risk aversion to vary freely between periods at the
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same time as an explicit measure of the conditional covariance is used:
this allows a clean interpretation of the estimated slope coefficient.
Rather, the estimation framework is more similar to that in Duffee
(2005), who also estimates a conditional covariance – by projecting the
cross-product of the innovations [εi t−1ut−1 in (16)] on to a set of instru-
ments. Overall, the main difference is that the current paper focuses on
the cross-section of returns, whereas Duffee (2005) focused on the market
returns. [A somewhat smaller difference is that Duffee (2005) restricts the
effective risk aversion to be a time-invariant function of some prespecified
macro-variables].
The potential drawbacks of the formulation in (15) are that the cross-
section (here 25 portfolios) may be too small, so the estimates of the slope
coefficient become noisy – and that the model for the conditional covari-
ance may be misspecified.
3.2.2 The estimation results
The main result is that the conditional model is easily rejected. The hypoth-
esis that all assets are (on average, over time) correctly priced is rejected
at a significance level below 1%. That is, the time-averages of the pricing
error of the model (15), ∑Tt=1 εi t/T , are significantly different from zero
for at least some assets. Since the model cannot get the time-average of the
excess returns right, there is little point in looking at more stringent tests
(for instance, whether the pricing errors are forecastable).
The test is done by forming a Wald statistic, where the covariance matrix
of the average pricing errors is estimated by a Newey–West method (using
one lag). This approach is complicated by the fact that the cross-sectional
regression contains “generated regressors.” It would perhaps be possible
to set up a GMM framework to handle this (as I did for the unconditional
test), but the time-varying parameters would require a very large num-
ber of moment conditions – and the properties of this system is virtually
unknown. Instead, I perform a Monte Carlo simulation based on (14), (15)
and (16) with 25,000 replications. See Appendix C for details. The simu-
lated distribution looks like a χ2 distribution (as we may have hoped) but
with more degrees of freedom than expected – the distribution is moved to
the right. The same holds for the unconditional test, but to a smaller extent.
In any case, the hypothesis that all assets have zero time-averages of the
pricing errors is still easily rejected at the 1% significance level.
Figure 3 illustrates the unconditional performance of the conditional
model. In terms of (15), the figure shows the averages of κtωi t−1 + εi t
against the averages of their fitted values (κtωi t−1). This is a much more
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Table 4 Historical minus fitted average risk premia (annualised %) from the conditional
model, 1957–2004
Size B/M
1 2 3 4 5
1 −2.0 1.2 2.9 4.4 7.0
2 −3.8 −1.5 1.3 0.9 1.7
3 −3.2 −0.4 −1.6 1.5 2.2
4 −1.6 −2.1 0.4 1.2 −0.3
5 −2.5 −1.4 −0.9 −1.8 −1.5
Results are shown for the 25 equally-weighted Fama–French portfolios, formed according
to size and B/M ratios
revealing (and fairer) evaluation than just comparing the average returns –
since the model in (15) has a free parameter (αt ) for the market-wide return
in every period: the figure highlights the contribution of the conditional
covariance. Overall, the conditional model appears to do approximately as
well as the unconditional model, or even slightly worse (the uncentred R2
is only 0.33, compared to 0.40 for the unconditional model).
Table 4 shows the (time-averages of the) pricing errors. The pattern is
fairly similar to the results from the unconditional model: the pricing errors
are of similar magnitudes, and there is a general tendency of mispricing
all growth firms and also the small value firms.
It is thus clear that the model fails the econometric tests. But, could it
still make some sense – from an economic point of view? That is, do the
Fig. 3 Average excess returns (over and above the market wide return) and fitted values from
the conditional model, 1957–2004. The figure shows
∑T
t=1(Zit −αt )/T =
∑T
t=1(κtωi t−1+
εi t )/T from (15) against
∑T
t=1 κtωi t−1/T
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Fig. 4 Slope coefficient the conditional pricing equation, 1957–2004. The figure shows a
centred moving average of ±2 quarters of the slope coefficient in (15), estimated on the 25
equally-weighted Fama–French portfolios, formed according to size and B/M ratios
estimated slope coefficient (the effective or local risk aversion) behave in
a way that is consistent with the refinements of C-CAPM? Several pieces
of evidence suggest not.
First, the slope coefficients in (15) are often estimated to be negative.
A Bonferroni joint test of the hypothesis that all the slope coefficients are
positive13 is rejected using both traditional and simulated critical values
at the 10% level (but not at the 5% level). To reduce sampling uncertainty
(noise) Figure 4 shows (centred) moving averages of ±2 quarters of the
slope coefficients. There are clearly many periods of negative values –
which is at odds with the theoretical models surveyed above.
Second, the estimated coefficients fluctuate a lot – and in a way that
appears hard to reconcile with the ideas behind the C-CAPM refinements.
There is some relation to the NBER recessions (shaded areas in Figure 4) –
the slope coefficient (effective or local risk aversion) increases rapidly dur-
ing several recessions. On the other hand, it fails to increase during several
other recessions, and there are many dramatic movements that appear to
be unrelated to the business cycle. Correlations with the macro variables
in the VAR discussed before are very low (at most 0.06), and the same is
true for the correlation with the equity market volatility. The only possible
exception is that there is a positive correlation (around 0.15) between the
slope coefficient and a moving average of the equity market return.
13 The test at the 5% significance level compares the smallest t-statistic with the 0.05/(num-
ber of slope coefficients) percentile of a standard normal distribution. See, for instance,
Mittelhammer et al. (2000).
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Since asset pricing is all about beliefs about the future, it is also inter-
esting to relate the results to survey data. The Survey of Professional
Forecasters is a quarterly survey of some 30 forecasters’ views on key
economic variables, conducted by the Federal Reserve Bank of Philadel-
phia. The respondents, who supply anonymous answers, are professional
forecasters from the business and financial community. (See Appendix A
for details on the data.) It turns out that there is little correlation between
the slope coefficient and the (median) point forecast of future inflation,
GDP growth, or business profitability. The best support for the model is
that there is a reasonably strong correlation with uncertainty about fu-
ture inflation (1969–2004) and also uncertainty about future GDP growth
(1982–2004), but this evidence is only from relatively short subsamples.
To sum up, the conditional model gives little support to the C-CAPM
refinements: the pricing errors are large and the estimated effective risk
aversions do not appear to be correlated with the sort of macro variables
that the C-CAPM refinements suggest.
These findings are quite different from those in Lettau and Ludvigson
(2001) who find that a scaled factor model works reasonably well. This
suggests that it might be important to have an explicit measure of the con-
ditional covariance. The findings are somewhat more in line with those
of Duffee (2005), who showed that there is a negative relation between
the conditional covariance and the conditional expected market return.
Although the current paper focuses on the cross-sectional aspects, it also
finds a negative slope coefficient for many periods (and several other prob-
lems with the model).
4 Summary
This paper studies if the consumption-based asset pricing model can ex-
plain the cross-sectional dispersion of conditional expected returns.
It is shown that the CRRA model and friends (Epstein–Zin utility, habit
persistence, and idiosyncratic shocks) share the same implications for the
cross-sectional dispersion of risk premia: the conditional expected return
should be linearly increasing in the conditional covariance of the asset
return with aggregate consumption growth – but with a time-varying slope
coefficient.
This is studied on quarterly data for the 25 Fama–French portfolios
(1957–2004). There is little support for the consumption-based model: the
pricing errors are large and the slope coefficient (the effective risk aversion)
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seems to be unrelated to most variables that could proxy for idiosyncratic
risks or habits.
A Data appendix
The nominal stock returns and the nominal interest rate are from the web
site of French (2001). These monthly returns are converted to quarterly
returns by multiplying the monthly gross returns, for instance, the gross
returns for January, February, and March are multiplied to generate a quar-
terly gross return. The 25 (equally weighted) portfolios are formed along
the quintiles of size (firm market values) and book value/market values.
Real returns are calculated by dividing the nominal gross return by the
gross inflation rate over the same period. Inflation is calculated from the
seasonally adjusted CPI for all urban consumers (available at http://research.
stlouisfed.org/fred2/).
Quarterly growth of real consumption per capita of nondurable goods
and services is calculated from the seasonally adjusted number in NIPA
tables (available at http://www.bea.doc.gov/). The growth rate is calcu-
lated as a weighted average of the growth rate of nondurable goods and the
growth rate of services (chained 2000 dollars), where the (time-varying)
weight is the relative (current dollar) size of nondurable goods in relation
to services.
The data of the Survey of Professional Forecasters is from the Federal
Reserve Bank of Philadelphia (http://www.phil.frb.org/). For details, see
Croushore (1993). Also, see Giordani and Söderlind (2005) for a descrip-
tion of how to estimate the uncertainty from the probability distributions
in the survey.
B Asset pricing appendix
B.1 Derivation of Stein’s lemma for a special case of mixture normals
This section proves that Stein’s lemma continues to hold if x and y have a
bivariate mixture normal distribution, provided the marginal distribution
of y is normal.
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Let the pdf of (x, y) be a mixture of n bivariate normal distributions
pdf
([
x
y
])
=
n
∑
i=1
αiφ
([
x
y
]
;
[
Ei (x)
Ei (y)
]
,
[
Vari (x) Covi (x, y)
Covi (x, y) Vari (y)
])
,
with
n
∑
i=1
αi = 1,
and where φ(z;µ,) is the normal pdf with mean vector µ and covariance
matrix .
Direct calculations give
Cov[x, h(y)] =
n
∑
i=1
αi {Covi [x, h(y)] + Ei (x) Ei [h(y)]} − E(x) E[h(y)].
If Ei [h(y)] is a constant E[h(y)], then this simplifies to
Cov[x, h(y)] =
n
∑
i=1
αi Covi [x, h(y)].
Since Covi [x, h(y)] = Covi (x, y) Ei [h′(y)] (Stein’s lemma) for all states,
we get (since Ei [h′(y)] = E[h′(y)])
Cov[x, h(y)] = E[h′(y)]
n
∑
i=1
αi Covi (x, y).
If Ei (y) = E(y), then the sum equals Cov(x, y), following the same argu-
ment as above. Note, however, that for both Ei (y) = E(y) and Ei [h(y)] =
E[h(y)] to be true requires that Vari (y) = Var(y). This means that the
marginal distribution of y must be a normal distribution.
B.2 Derivation of (2) and (3) (basic model)
If x and y have a bivariate normal distribution and h(y) is a differentia-
ble function such that E[|h′(y)|] < ∞, then Cov[x, h(y)] = Cov(x, y)
E[h′(y)]. The moments can be interpreted as either unconditional or con-
ditional moments. See, for instance, Cochrane (2001). Here, this gives
Cov(Zit , Mt ) = Cov(Zit , ln Mt ) E(Mt ). Since (1) can be written E(Zit )
E(Mt ) = − Cov(Zit , Mt ), (2) and (3) follow.
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B.3 Derivation of the results on Epstein–Zin utility
Epstein and Zin (1989) show that if all wealth is marketable, then the Euler
equation for the excess return of asset i is
Et−1[(Ct/Ct−1)−θ/ψ Rθ−1mt Zit ] = 0, where θ = (1 − γ )/(1 − 1/ψ),
where Rmt is the market gross return, γ the risk aversion, and ψ the elas-
ticity of intertemporal substitution.
If Ct/Wt = 1/αt , then we can substitute for wealth in the budget restric-
tion to get Ctαt = Rmt (αt−1Ct−1 − Ct−1), or Ct/Ct−1 = Rmt (αt−1 −
1)/αt which in turn gives (Ct/Ct−1)αt/(αt−1 − 1) = Rmt . Using in the
Euler equation gives Et−1[(Ct/Ct−1)−γ αθ−1t Zit ] = 0. Campbell (1993)
shows that there are no innovations in αt if ψ = 1 and that α is a con-
stant if the market returns are iid or if ψ = 1 and all innovations are
homoskedastic.
B.4 Derivation of (10) and (11) (habit persistence)
Use (9) in (8) to get ln Mt = −γ (φ − 1)st−1 − [1 + λ(st−1)]γct . Since
st−1 is known in t −1, the conditional covariance is Covt−1(Zit , ln Mt ) =
Covt−1(Zit ,ct )[1 + λ(st−1)]γ . Use in (2) to get (10).
If λ(st−1) is a constant λ, then unconditional equation (3) becomes
E(Zit ) = Cov[Zit , γ (φ − 1)st−1 + (1 + λ)γct ]. The st−1 term can-
cels if it cannot predict Zit which gives E(Zit ) = Cov(Zit ,ct ) γ (1+λ).
B.5 Derivation of (13) (idiosyncratic risk)
We have that Et exp(−γ u jt+δ) = exp[γ 2λ(εt )], and ct = Et−1 ct +εt .
Equation (12) can therefore be written Et−1{Zit exp[−γ Et−1 ct −γ εt +
γ 2λ(εt )]} = 0. Letting λ(εt ) = a +bt−1εt and cancelling the non-random
term (γ 2a) gives Et−1{Zit exp[−γ Et−1 ct − εtγ (1 − bt−1γ )]} = 0.
Clearly, the exp[] term then corresponds to Mt in (1).
The conditional expression (2) becomes
Et−1(Zit ) = − Covt−1
[
Zit ,−γ Et−1 ct − γ εt (1 − bt−1γ )
]
= Covt−1 (Zit , εt ) γ (1 − bt−1γ ),
since Et−1 ct is known already in t −1. We can replace εt in this expres-
sion by ct if we want to.
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The unconditional expression (3) becomes
E(Zit ) = Cov
[
Zit , γ Et−1 ct + εtγ (1 − bt−1γ )
]
.
If Et−1 ct cannot predict Zit , then γ Et−1 ct cancels. If, in addition,
Et−1 ct and bt−1 are constants (which certainly implies that they cannot
forecast Zit ), then we get
E(Zit ) = Cov(Zit ,ct )γ (1 − bγ ).
C Econometric appendix
C.1 Unconditional test
Let there be N assets. The original moment conditions are
gT (β) = 1T
T
∑
t=1




(ct − µc) = 0
(Zit − µi ) = 0 for i = 1, 2, . . . , N
[(ct − µc)(Zit − µi ) − σci ] = 0 for i = 1, 2, . . . , N
(Zit − α − σciκ) = 0 for i = 1, 2, . . . , N ,




where µc is the mean of ct , µi the mean of Zit , σci the covariance of
ct and Zit . This gives 1+3N moment conditions and 2N +3 parameters,
so there are N − 2 overidentifying restrictions.
To estimate, we define the combined moment conditions as
AgT (β) = 0(2N+3)×1, where
A(2N+3)×(1+3N ) =






1 01×N 01×N 01×N
0N×1 IN 0N×N 0N×N
0N×1 0N×N IN 0N×N
0 01×N 01×N σ ′ic
0 01×N 01×N 11×N






.
These moment conditions mean that means and covariances are estimated
in the traditional way, and that κ is estimated by a LS regression of E Zit
on a constant and σci . The test that the pricing errors are all zero is a Wald
test that gT (β) are all zero, where the covariance matrix of the moments
are estimated by a Newey-West method (using one lag).
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See Cochrane (2001) 11 for the formulas for the covariance matrix of
the parameters and the test of the sample moment conditions.
C.2 Monte Carlo simulations
The data generating process in the simulations of (14 ), (15) and (16) is as
follows.
Consumption growth is generated by simulating the VAR discussed in
connection with (14): the VAR parameters are those estimated from the
full historical sample (not time-varying), and the covariance matrices of
the shocks (time-varying) are from an adjusted RiskMetrics estimation
based on the historical residuals.
The adjustment amounts to making sure that the covariance matrix
is guaranteed to be positive definite. This is achieved by an approach
similar to that in models of “dynamic conditional correlation multivari-
ate GARCH” (see Engle 2002). In short, the procedure is this: (1) first
the (time-varying) variances are estimated; (2) (time-varying) covariance
matrices of standardized residuals are estimated; (3) the (time-varying)
correlation matrices of the standardized residuals from step (2) are recom-
bined with the (time-varying) variances from step (1) to create time-varying
covariances matrices.
The returns are generated from (15) to (16) where all the parameters are
time-varying and taken from historical estimations, including the (time-
varying) covariance matrices of the residuals in (15) – which are estimated
by the adjusted RiskMetrics approach discussed above.
To do the simulations of the unconditional test, I scramble the historical
κt and ωi t−1 so they are uncorrelated. The simulated data then satisfy an
unconditional model, since by taking unconditional expectations of (15)
we have E Zit = E αt + E κt E ωi t−1.
To simulate the properties of the Bonferroni test, all κt are set to zero.
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