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POSITIVITY OF THE TWO-DIMENSIONAL
BROWN-RAVENHALL OPERATOR
STEFAN WALTER
Abstract. We determine the critical coupling of the two-dimensional Brown-
Ravenhall operator with Coulomb potential. Boundedness from below has
essentially been proven by Bouzouina, whose work however contains a trivial
error leading to a wrong constant exactly one half of the actual critical con-
stant. Furthermore we show that the operator is in fact positive. Our proof of
that is for the most part analogous to Tix’s proof of the corresponding result
for the three-dimensional operator.
1. Introduction and partial wave analysis
The two-dimensional free Dirac operator is defined in the Hilbert space L2
(
R2,C2
)
by
D =
c~
i
σ1
∂
∂x1
+
c~
i
σ2
∂
∂x2
+mc2σ3,
where ~ denotes Planck’s constant, c the speed of light, m the electron mass and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
the Pauli matrices. D is a self-adjoint operator on H1
(
R2,C2
)
, therefore we can
define
Λ+ := χ(0,∞)(D).
Λ+ is obviously a projection and H+ := Λ+
(
L2
(
R2,C2
))
is called the positive
spectral subspace of D.
Finally the two-dimensional Brown-Ravenhall operator with Coulomb potential
is defined in the Hilbert space H+ by
B = Λ+
(
D − δ|x|
)
Λ+, δ > 0
By scaling this operator is unitarily equivalent to the one with m = ~ = c = 1
up to the factor mc2 and a change of δ to δ
~c . In the following we will drop m, c
and ~. The positivity of the three-dimensional Brown-Ravenhall operator has been
proven by Tix [6] and, by an alternative method, Burenkov and Evans [2]. Here
we are interested in the two-dimensional result because of its importance in the
description of graphene.
Our main theorem is
Theorem 1.1. Let
δc :=
(
Γ(14 )
4
8pi2
+
8pi2
Γ(14 )
4
)−1
.
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If δ ≤ δc, then
B ≥ (1− 2δ),
in particular B is positive. If δ > δc, then B is unbounded from below.
The approximate value of δc is 0.378.
The first part of the proof has been carried out by Bouzouina [1], unfortunately
with a small error that leads to a wrong value of δc. We proceed to sketch his
development without proofs and correct the error where it was introduced.
The free Dirac Operator corresponds in Fourier Space to the 2× 2 matrix mul-
tiplication operator given by
D(p) =
(
1 p1 − ip2
p1 + ip2 −1
)
,
which has the pointwise eigenvalues ±E(p), where
E(p) =
√
|p|2 + 1.
Λ+ corresponds to the pointwise projection onto the eigenspace of E(p). Thus
the Fourier transform of any element of H+ can be written as u · ξ, where u is an
element of L2
(
R2
)
and ξ denotes the normed eigenvector associated with E(p). So
we can reduce the quadratic form belonging to B to one over L2
(
R2
)
:
〈ψ,Bψ〉 =
∫
E(p)|u(p)|2 dp− δ
2pi
∫ ∫
u(p)u(p′)K(p,p′) dpdp′ =: 〈u,bu〉,
where
K(p,p′) =
(E(p) + 1)(E(p′) + 1) + pp′
N(p)N(p′)|p− p′|
and
N(p) :=
√
2E(p)(E(p) + 1).
For u ∈ L2 (R2) we can write
u(p) = u
(
reiθ
)
=
1√
2pi
∑
k∈Z
1√
r
ak(r)e
ikθ ,
where the ak are in L
2((0,∞)). Using this decomposition we get
Theorem 1.2. For any u ∈ L2
(
R2,
√
1 + |p|2 dp
)
holds
〈u,bu〉 =
∑
k∈Z
〈ak, bkak〉,
where
〈ak, bkak〉 =
∫ ∞
0
e(r)|ak(r)|2 dr − δ
pi
∫ ∞
0
∫ ∞
0
ak(r)ak(r′)Kk(r, r′) drdr′
and for k ≥ 0
Kk(r, r
′) = β1(r, r′)Qk−1/2
(
1
2
(
r
r′
+
r′
r
))
+ β2(r, r
′)Qk+1/2
(
1
2
(
r
r′
+
r′
r
))
,
whereas for k < 0
Kk(r, r
′) = β1(r, r′)Q−k−1/2
(
1
2
(
r
r′
+
r′
r
))
+ β2(r, r
′)Q−k−3/2
(
1
2
(
r
r′
+
r′
r
))
.
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We have used
β1(r, r
′) =
(e(r) + 1)(e(r′) + 1)
n(r)n(r′)
, β2(r, r
′) =
rr′
n(r)n(r′)
,
and
e(r) =
√
r2 + 1, n(r) =
√
2e(r)(e(r) + 1).
The Qi are Legendre functions of the second kind.
Proof. This is Lemma 2.1 and Lemma 2.2 of [1] with the difference that theKk(r, r
′)
of [1] are incorrectly twice as big as here. In the proof of Lemma 2.1 Bouzouina
claims that for any q ∈]0, 1[ and any l, l′ ∈ Z∫ 2pi
0
∫ 2pi
0
eilθe−il
′θ′√
1− q cos(θ − θ′) dθdθ
′ = 4piδl,l′
∫ 2pi
0
cos(lθ)√
1− q cos(θ) dθ,
when in fact∫ 2pi
0
∫ 2pi
0
eilθe−il
′θ′√
1− q cos(θ − θ′) dθdθ
′ =
∫ 2pi
0
ei(l−l
′)θ′
∫ 2pi
0
eil(θ−θ
′)√
1− q cos(θ − θ′) dθdθ
′
= 2piδl,l′
∫ 2pi
0
eilθ√
1− q cos θ dθ = 2piδl,l′
∫ 2pi
0
cos(lθ)√
1− q cos θ dθ,
as ∫ 2pi
0
sin(lθ)√
1− q cos θ dθ = 0.

The Legendre functions Qk−1/2, k ∈ N occurring in Theorem 1.2 are positive on
]1,∞[ and (Qk−1/2)k∈N is a decreasing sequence (see [1, Lemma 2.2]). From that
it is easy to verify that K0 ≥ Kk for all k ∈ Z. Therefore we have
Corollary 1.3. We have
inf
{
〈u,bu〉|u ∈ L2
(
R
2,
√
1 + |p|2 dp
)
, ||u||2 = 1
}
= inf
{
〈f, b0f〉|f ∈ L2
(
(0,∞),
√
1 + r2 dr
)
, ||f ||2 = 1
}
Proof. This is Corollary 2.4 of [1]. 
2. Positivity of the operator
In view of Corollary 1.3 it suffices to prove the equivalent of Theorem 1.1 for the
form b0.
Theorem 2.1. If δ ≤ δc, then
(2.1) b0 ≥ (1− 2δ).
Proof. The first part is an adaptation of the three-dimensional case in [6]. Therefore
we will be brief. It suffices to prove (2.1) for δ = δc. Then the general case is proven
in the following way:
〈f, b0f〉 =
(
1− δ
δc
)∫ ∞
0
e(p)|f(p)|2 dp
+
δ
δc
(∫ ∞
0
e(p)|f(p)|2 dp− δc
pi
∫ ∞
0
∫ ∞
0
f(p′)f(p)K0(p, p′) dpdp′
)
≥
4 S. WALTER(
1− δ
δc
)
||f ||2 + δ
δc
(1− 2δc)||f ||2 = (1− 2δ)||f ||2
Finally we need only consider positive f . By a simple calculation one gets
β1(p, p
′) =
1
2
√
1 +
1
e(p)
√
1 +
1
e(p′)
and
β2(p, p
′) =
1
2
√
1− 1
e(p)
√
1− 1
e(p′)
By the usual application of the Cauchy-Schwarz inequality introducing positive trial
functions h0 and h1 (for details see [6]) we have
〈f, b0f〉 ≥ inf
p∈[0,∞)
E(p) · ||f ||2,
where
E(p) := e(p)− δc
2pi
((
1 +
1
e(p)
)
I0(p)
h0(p)
+
(
1− 1
e(p)
)
I1(p)
h1(p)
)
and
Ik(p) :=
∫ ∞
0
hk(p
′)Qk−1/2
(
1
2
(
p
p′
+
p′
p
))
dp′.
It remains to choose h0 and h1 such that this infimum is 1−2δc. Note that choosing
h0(p) = h1(p) =
1
p as Evans et al. did in [3] would result in the infimum being
finite, i.e. boundedness of the operator from below, but negative. Similarly to Tix
we look for k = 0, 1 at the functions gk(re
iθ) := rae−reikθwith a > −2, so that the
gk are in L
1
(
R
2
)
. Let the Fourier transform on R2 be defined as usual by
f̂(p) :=
1
2pi
∫
R2
e−ip·xf(x) dx.
It is a well known theorem [5, Theorem IV.1.6] that for f ∈ L1 (R2) of the form
f(reiθ) = f0(r)e
ikθ the Fourier transform is again of this form, more precisely:
f̂(peikφ) = eikφ(−i)k
∫ ∞
0
Jk(pr)f0(r)r dr,
where the Jk are Bessel functions of the first order. With [4, 6.621.1] it follows that
(2.2) ĝk(pe
iφ) = eikφ(−i)k(p2 + 1)− a+22 Γ(k + a+ 2)P−ka+1
(
(p2 + 1)−
1
2
)
.
Let now a = − 12 . From the integral representation [4, 8.714.1]
Pµν (cosφ) =
√
2
pi
sinµ(φ)
Γ
(
1
2 − µ
) ∫ φ
0
cos
((
ν + 12
)
t
)
dt
(cos t− cosφ)µ+ 12 , 0 < φ < pi, µ <
1
2
and the fact that the gamma function is positive for positive argument it follows
that the radial part of gk, i.e.
fk(p) := (p
2 + 1)−
3
4Γ
(
k +
3
2
)
P−k−1/2
(
(p2 + 1)
1
2
)
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is positive. Now we calculate the Fourier transform of 1|x|gk in two different ways.
On the one hand(
1
| · | · gk
)̂
(peiφ) =
1
2pi
(
1̂
| · | ∗ ĝk
)
(peiφ) =
1
2pi
∫
R2
ĝk(p
′)
|peiφ − p′| dp
′ =
=
1
2pi
eikφ(−i)k
∫ ∞
0
∫ 2pi
0
p′
eikφ
′
fk(p
′)√
p2 + p′2 − 2pp′cosφ′
dφ′dp′
=
1
pi
√
p
eikφ(−i)k
∫ ∞
0
√
p′fk(p′)Qk−1/2
(
1
2
(
p
p′
+
p′
p
))
dp′,
where the last identity follows from Lemma 2.2 of [1]. On the other hand, setting
a = − 32 instead of a = − 12 in (2.2), we get(
1
| · | · gk
)̂
(peiφ) = eikφ(−i)k(p2 + 1)− 14Γ
(
k +
1
2
)
P−k−1/2
(
(p2 + 1)−
1
2
)
.
Now let
hk(p) :=
√
p(p2 + 1)−
3
4Γ
(
k +
3
2
)
P−k1/2
(
(p2 + 1)−
1
2
)
,
which is positive. Then
Ik(p) = pi
√
p(p2 + 1)−
1
4Γ
(
k +
1
2
)
P−k−1/2
(
(p2 + 1)−
1
2
)
.
Therefore
E(p) = e(p)− δc
(e(p) + 1)P−1/2
(
1
e(p)
)
P1/2
(
1
e(p)
) + (e(p)− 1) · 1
3
·
P−1−1/2
(
1
e(p)
)
P−11/2
(
1
e(p)
)

and
inf
p∈[0,∞)
E(p) = inf
x∈(0,1]
f(x),
where
f(x) :=
(
1
x
− δc
((
1
x
+ 1
)
P−1/2(x)
P1/2(x)
+
(
1
x
− 1
)
· 1
3
·
P−1−1/2(x)
P−11/2(x)
))
.
Now we proceed to show that infx∈(0,1] f(x) = 1 − 2δc. According to [4, 8.704]
we have
Pµν (x) =
1
Γ(1− µ)
(
1 + x
1− x
)µ
2
F
(
−ν, ν + 1; 1− µ; 1− x
2
)
and therefore
f(x) =
(
1
x
− δc
((
1
x
+ 1
)
F
(
1
2 ,
1
2 ; 1;
1−x
2
)
F
(− 12 , 32 ; 1; 1−x2 ) +
(
1
x
− 1
)
· 1
3
· F
(
1
2 ,
1
2 ; 2;
1−x
2
)
F
(− 12 , 32 ; 2; 1−x2 )
))
.
By definition
F (a, b; c;x) =
∞∑
k=0
(a)k(b)k
(c)kk!
xk
for |x| < 1, where
(a)k := a(a+ 1) · · · (a+ n− 1), (a)0 := 1.
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So we have for 0 < x ≤ 1
F
(
−ν, ν + 1; 1− µ; 1− x
2
)
=
∞∑
k=0
(−ν)k(ν + 1)k
(1− µ)kk!2k (1− x)
k.
We see at once, that f(1) = 1 − 2δc. Examining the series above for ν = ± 12 and
µ = 0,−1 we notice that for ν = − 12 all terms are positive, whereas for ν = 12 all
terms except the first one are negative. Furthermore we can estimate∣∣∣∣∣
∞∑
k=3
(−ν)k(ν + 1)k
(1 − µ)kk!2k (1− x)
k
∣∣∣∣∣ ≤
∣∣∣∣ (−ν)3(ν + 1)3(1 − µ)33!23
∣∣∣∣ (1−x)3·2 ≤ ∣∣∣∣(−ν)2(ν + 1)2(1− µ)22!22
∣∣∣∣ (1−x)2.
So we have
f(x)− (1− 2δc) ≥ 1
x
− δc
(
1
x
+ 1
)
1 + 18 (1 − x) + 9128 (1− x)2
1− 38 (1 − x)− 15128 (1− x)2
−
−
(
1
x
− 1
)
· 1
3
· 1 +
1
16 (1− x) + 3128 (1 − x)2
1− 316 (1− x)− 5128 (1 − x)2
− (1− 2δc).
After some calculation this equals
((49152−114688δc)(1−x)+(−27648+48128δc)(1−x)2+(−4224+16128δc)(1−x)3+
+(1800− 3504δc)(1− x)4 + (225− 540δc)(1 − x)5)/
(3x(128− 48(1− x)− 15(1− x)2)(128− 24(1− x)− 5(1− x)2)).
The denominator is obviously positive and so are −4224 + 16128δc, 1800− 3504δc
and 225− 540δc. Thus the term above is positive, if
(49152− 114688δc) + (−27648+ 48128δc)(1− x) ≥ 0
and this is the case if x ≥ 0.4. Therefore f(x) ≥ (1− 2δc) for x ≥ 0.4.
To show that f(x) ≥ (1 − 2δc) for x ≤ 0.4 we need the series expansion at 0
[4, 8.775]:
Pµν (x) =
2µ cos
(
1
2 (ν + µ)pi
)
Γ
(
ν+µ+1
2
)
√
piΓ
(
ν−µ
2 + 1
) (1− x2)µ2 ∞∑
k=0
(
ν+µ+1
2
)
k
(
ν−µ
2
)
k(
1
2
)
k
k!
x2k+
+
2µ+1 sin
(
1
2 (ν + µ)pi
)
Γ
(
ν+µ
2 + 1
)
√
piΓ
(
ν−µ+1
2
) x(1 − x2)µ2 ∞∑
k=0
(
ν+µ
2 + 1
)
k
(−ν+µ+1
2
)
k(
3
2
)
k
k!
x2k
for 0 ≤ x < 1. So we have
P−1/2(x) =
1
2pi
∞∑
k=0
(
Γ
(
1
4 + k
)2
Γ
(
1
2 + k
)
k!
x2k − Γ
(
3
4 + k
)2
Γ
(
3
2 + k
)
k!
x2k+1
)
P1/2(x) =
1
2pi
∞∑
k=0
(
−Γ
(
3
4 + k
)
Γ
(− 14 + k)
Γ
(
1
2 + k
)
k!
x2k +
Γ
(
1
4 + k
)
Γ
(
5
4 + k
)
Γ
(
3
2 + k
)
k!
x2k+1
)
√
1− x2P−1−1/2(x) =
1
4pi
∞∑
k=0
(
Γ
(− 14 + k)2
Γ
(
1
2 + k
)
k!
x2k − Γ
(
1
4 + k
)2
Γ
(
3
2 + k
)
k!
x2k+1
)
√
1− x2P−11/2(x) =
1
4pi
∞∑
k=0
(
−Γ
(
1
4 + k
)
Γ
(− 34 + k)
Γ
(
1
2 + k
)
k!
x2k +
Γ
(
3
4 + k
)
Γ
(− 14 + k)
Γ
(
3
2 + k
)
k!
x2k+1
)
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To arrive at an estimate we first show that the function mapping x to Γ(x)
Γ(x+ 12 )
is
strictly decreasing on (0,∞). For x > 0
d
dx
Γ(x)
Γ
(
x+ 12
) = Γ′(x)Γ (x+ 12)− Γ(x)Γ′ (x+ 12)
Γ
(
x+ 12
)2 = Γ(x)ψ(x) − Γ(x)ψ
(
x+ 12
)
Γ
(
x+ 12
) ,
where
ψ(x) :=
Γ′(x)
Γ(x)
.
According to [4, 8.361]
ψ(x) =
∫ ∞
0
(
e−t
t
− e
−xt
1− e−t
)
dt
and therefore ψ is strictly increasing and Γ(x)
Γ(x+ 12 )
is strictly decreasing on (0,∞).
If we denote the nth coefficient of the respective power series by an, we get in each
of the four cases for k ≥ 1∣∣∣∣ a2ka2k+1
∣∣∣∣ ≥ Γ
(
3
4 + k
)
Γ
(
1
4 + k
)
Γ
(
3
2 + k
)
Γ
(
5
4 + k
)
Γ
(
3
4 + k
)
Γ
(
1
2 + k
) = k + 12
k + 14
> 1
and ∣∣∣∣a2k+1a2k+2
∣∣∣∣ ≥ Γ
(
5
4 + k
)
Γ
(
3
4 + k
)
(k + 1)!
Γ
(
7
4 + k
)
Γ
(
5
4 + k
)
k!
=
k + 1
k + 34
> 1.
So starting from a2, the coefficients alternate and their absolute values decrease
strictly. Therefore
P−1/2(x) ≤
1
2pi
(
Γ
(
1
4
)2
√
pi
− 4pi
3
2
Γ
(
1
4
)2x+ Γ
(
1
4
)2
8
√
pi
x2
)
P1/2(x) ≥
1
2pi
(
8pi
3
2
Γ
(
1
4
)2 + Γ
(
1
4
)2
2
√
pi
x− 3pi
3
2
Γ
(
1
4
)2x2
)
√
1− x2P−1−1/2(x) ≤
1
4pi
(
32pi
3
2
Γ
(
1
4
)2 − 2Γ
(
1
4
)2
√
pi
x+
4pi
3
2
Γ
(
1
4
)2x2
)
√
1− x2P−11/2(x) ≥
1
4pi
(
4Γ
(
1
4
)2
3
√
pi
− 16pi
3
2
Γ
(
1
4
)2 x− Γ
(
1
4
)2
2
√
pi
x2
)
.
One can easily check that each of the right sides is positive for x ≤ 0.4. Plugging
this in and cancelling we get
f(x)−(1−2δc) ≥ 1
x
−
(
Γ(14 )
4
8pi2
+
8pi2
Γ(14 )
4
)−1((
1
x
+ 1
)
Γ
(
1
4
)4 − 4pi2x+ 18Γ ( 14)4 x2
8pi2 + 12Γ
(
1
4
)4
x− 3pi2x2
−
−
(
1
x
− 1
)
8pi2 − 12Γ
(
1
4
)4
x+ pi2x2
Γ
(
1
4
)4 − 12pi2x− 38Γ ( 14)4 x2
)
−
(
1− 2
(
Γ(14 )
4
8pi2
+
8pi2
Γ(14 )
4
)−1)
.
The right side equals ∑4
n=0 bnx
n(
Γ
(
1
4
)8
+ 64pi4
)(
8Γ
(
1
4
)4 − 96pi2x− 3Γ ( 14)4 x2)(16pi2 + Γ (14)4 x− 6pi2x2) ,
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where
b0 = 8 Γ
(
1
4
)16
− 256 Γ
(
1
4
)12
pi2 + 3072 Γ
(
1
4
)8
pi4 − 98304pi8
b1 = −8 Γ
(
1
4
)16
+ 3072 Γ
(
1
4
)8
pi4 − 40960 Γ
(
1
4
)4
pi6 + 98304pi8
b2 = −3 Γ
(
1
4
)16
+192 Γ
(
1
4
)12
pi2−2944 Γ
(
1
4
)8
pi4+4096 Γ
(
1
4
)4
pi6+36864pi8
b3 = 3 Γ
(
1
4
)16
− 24 Γ
(
1
4
)12
pi2 − 128 Γ
(
1
4
)8
pi4 + 10752 Γ
(
1
4
)4
pi6 − 36864pi8
b4 = −12 Γ
(
1
4
)12
pi2 + 288 Γ
(
1
4
)8
pi4 − 1536 Γ
(
1
4
)4
pi6
One easily verifies that in the fraction above the denominator is positive as well as
b0 and b3, while b1, b2 and b4 are negative, so
4∑
n=0
bnx
n ≥ b0 − b1 · 0.4− b2 · 0.42 − b4 · 0.44 > 0.

3. Unboundedness above the critical constant
The following is inspired by [3].
Lemma 3.1. Let ν = ± 12 and
Iν =
∫ ∞
0
1
p
Qν
(
1
2
(
p+
1
p
))
dp.
There exists C ∈ R such that for all 1 < a < b∫ b
a
∫ b
a
1
p
1
p′
Qν
(
1
2
(
p
p′
+
p′
p
))
dp′dp ≥ Iν · log
(a
b
)
+ C
Proof. According to [7, p.334] for t > 1 and ν > −1 we have the integral represen-
tation
Qν(t) =
∫ t−√t2−1
0
xν√
x2 − 2tx+ 1 dx ≤ (t−
√
t2 − 1)
∫ t−√t2−1
0
xν−1√
x2 − 2tx+ 1 dx.
If 0 < p < 1 and t = 12
(
p+ 1p
)
, then t−√t2 − 1 = p; we conclude that
Qν+1
(
1
2
(
p+
1
p
))
≤ p Qν
(
1
2
(
p+
1
p
))
.
According to [4, 8.832.3] the derivative of the Legendre functions is given on (1,∞)
by
d
dx
Qν(x) =
(ν + 1)(Qν+1(x)− x Qν(x))
x2 − 1 .
Let α ∈ R and 0 < p < 1:
d
dp
{
Qν
(
1
2
(
p+
1
p
))
· pα
}
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=
(ν + 1)
(
Qν+1
(
1
2
(
p+ 1p
))
− 12
(
p+ 1p
)
Qν
(
1
2
(
p+ 1p
)))
· 12
(
1− 1p2
)
1
4
(
p2 + 1p2
)
− 12
pα
+α Qν
(
1
2
(
p+
1
p
))
pα−1
=
2(ν + 1)
(
1
2
(
p+ 1p
)
Qν
(
1
2
(
p+ 1p
))
−Qν+1
(
1
2
(
p+ 1p
)))
·
(
1
p2 − 1
)
(
1
p − p
)2 pα
+α Qν
(
1
2
(
p+
1
p
))
pα−1
≥
2(ν + 1)
(
1
2
(
p+ 1p
)
Qν
(
1
2
(
p+ 1p
))
− p Qν
(
1
2
(
p+ 1p
)))
1
p − p
pα−1
+α Qν
(
1
2
(
p+
1
p
))
pα−1
= (ν + 1 + α) Qν
(
1
2
(
p+
1
p
))
pα−1.
Therefore the function
p 7→ Qν
(
1
2
(
p+
1
p
))
· pα
is increasing on (0, 1), if α ≥ −ν − 1, which is satisfied by ν = ± 12 and α = − 12 .
Thus∫ b
a
1
p
∫ a
0
1
p′
Qν
(
1
2
(
p
p′
+
p′
p
))
dp′dp =
∫ b
a
1
p
∫ a
p
0
1
p′
Qν
(
1
2
(
p′ +
1
p′
))
dp′dp
≤
∫ b
a
1
p
√
p
a
Qν
(
1
2
(
a
p
+
p
a
))∫ a
p
0
1√
p′
dp′dp = 2
∫ b
a
1
1
p
Qν
(
1
2
(
p+
1
p
))
dp ≤ Iν
and∫ b
a
1
p
∫ ∞
b
1
p′
Qν
(
1
2
(
p
p′
+
p′
p
))
dp′dp =
∫ b
a
1
p
∫ p
b
0
1
p′
Qν
(
1
2
(
p′ +
1
p′
))
dp′dp
≤ 2
∫ b
a
1
p
Qν
(
1
2
(
p
b
+
b
p
))
dp = 2
∫ b
a
1
1
p
Qν
(
1
2
(
p+
1
p
))
dp ≤ Iν .
From this the assertion of the lemma follows with C = −2Iν . 
Theorem 3.2. If δ > δc, b0 is unbounded from below.
Proof. Let 1 < a < b and define for p > 0
f(p) := χ(a,b)(p) ·
1
p
.
We have for p, p′ ∈ (a, b)
β1(p, p
′) ≥ 1
2
and
β2(p, p
′) =
1
2
√
1− 1
e(p)
√
1− 1
e(p′)
≥ 1
2
(
1− 1
e(p)
)(
1− 1
e(p′)
)
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≥ 1
2
(
1− 1
p
− 1
p′
)
≥ 1
2
− 1
a
.
From [1] we know that
I−1/2 =
Γ
(
1
4
)4
4pi
and I1/2 =
16pi3
Γ
(
1
4
)4 .
The facts collected above and Lemma 3.1 are used in the following estimate. From
now on we replace some terms that do not depend on a or b by the word ’const’:
δ
pi
∫ b
a
∫ b
a
1
p
1
p′
K0(p, p
′) dpdp′
≥ δ
2pi
(
Γ
(
1
4
)4
4pi
ln
(
b
a
)
+
16pi3
Γ
(
1
4
)4 ln( ba
)(
1− 2
a
))
+ const
≥ δ
(
Γ
(
1
4
)4
8pi2
+
8pi2
Γ
(
1
4
)4
)
ln
(
b
a
)(
1− 2
a
)
+ const
=
δ
δc
ln
(
b
a
)(
1− 2
a
)
+ const.
Furthermore ∫ b
a
e(p)
1
p2
dp ≤
∫ b
a
p+ 1
p2
dp ≤ ln
(
b
a
)
+ 1.
Thus
〈f, b0f〉 ≤ c
(
1− δ
δc
(
1− 2
a
))
ln
(
b
a
)
+ const.
Since δδc > 1, we can choose a large enough so that(
1− δ
δc
(
1− 2
a
))
< 0.
If we keep a fixed and let b go to infinity, 〈f, b0f〉 tends to negative infinity, while
||f ||2 = ( 1a − 1b ) ≤ 1. This concludes the proof. 
The proof of Theorem 1.1 is now complete.
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