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#A : the cardinality of a set A
2A : the power set of a set A
1A : an indicator function of a subset A of a set U
[n] : {1, 2, . . . , n}
N : the set of all integers greater than zero
Z : the set of all integers
Z+ : the set of all non-negative integers
R : the set of all real numbers
R+ : the set of all non-negative real numbers
B(x, r) : an open ball with radius r centered at x
Cb(S) : the set of all bounded continuous functions from a topological space S to R
∥g∥∞ : the uniform norm sup{|g(s)| | s ∈ S} for g ∈ Cb(S)
B(S) : the set of all Borel sets on a topological space S
P(S) : the set of all Borel probability measures on a topological space S
P(·) : a probability measure
E[·] : the expectation with respect to P
Bernoulli(p) : the Bernoulli distribution with parameter p ∈ [0, 1]
Bin(n, p) : the binomial distribution with parameters n ∈ N and p ∈ [0, 1]
Pois(c) : the Poisson distribution with parameter c ≥ 0
We use the Bachmann–Landau big-O, little-o, and some related notation associated with
n tending to ∞. For non-negative functions f(n) and g(n),
• f(n) = O(g(n)) means that there exists a constant C ≥ 0 such that for sufficiently
large n, f(n) ≤ Cg(n) holds; and
• f(n) = o(g(n)) means that for any ε > 0 and for sufficiently large n, f(n) ≤ εg(n)
holds; and
• f(n) = Ω(g(n)) means that g(n) = O(f(n)); and
• f(n) = ω(g(n)) means that g(n) = o(f(n)); and
• f(n) ≍ g(n) means that f(n) = O(g(n)) and f(n) = Ω(g(n)); and
• f(n) ∼ g(n) means that limn→∞ f(n)/g(n) = 1.
For a random variable X and a probability measure ν, we also use the symbol ∼. The
notation X ∼ ν indicates that the distribution of X coincides with ν. For a, b ∈ R, let





Large complex systems such as social and biological networks are modeled by random
graphs where each vertex represents an object and each edge represents a connection
between two individual objects. Random graph theory provides a good understanding of
such large complex systems. The Erdős–Rényi graph model has been extensively studied
since the 1960s as a typical random graph model ([13, 8, 9]). An Erdős–Rényi graph with
parameters n ∈ N and p ∈ [0, 1] is a random graph with n vertices where the edge between
each pair of vertices is included independently with the probability p. Its distribution is
denoted by G(n, p). In random graph theory, one of the main themes is searching for
phase transitions of some graph properties, and the behavior of the random graph around
the phase transition should be studied as a further theme.
In some application areas, however, we are sometimes more interested in relations
among multiple objects rather than pairwise relations. To deal with the interest, we
can use simplicial complexes instead of graphs as mathematical models to represent such
relations. Here, a simplicial complex is a discrete geometric object formed by some sim-
plices (e.g. vertices, edges, solid triangles, and solid tetrahedra) following proper rules
(Definition 1.2.1, see also Figure 1.1). In the growing field of topological data analysis,
simplicial complexes are critical in capturing the hidden geometric structure in a given
data, mostly represented as a set of numerous points in a Euclidean space such as an
atomic configuration in the three-dimensional space. Given such data points, by assign-
ing a ball with some radius to each data point, we can construct a simplicial complex
by the intersectional relationship formed by those balls. Consequently, we can gain some
geometric information from the simplicial complex generated from the given data points.
Since data could be drawn from a distribution and contain some noises, it is significant
to study random simplicial complexes.
The systematic study of random simplicial complexes has its origin in the work of
Linial and Meshulam ([20, 23]). They introduced the d-Linial–Meshulam complex model
associated with d ∈ N. A d-Linial–Meshulam complex with parameters n ∈ N and











possible d-dimensional simplices is included
independently with the probability p. Its distribution is denoted by Yd(n, p). Note that
2
Y1(n, p) is identical to G(n, p).
As another random simplicial complex model, Kahle [18] introduced the random clique
complex model. Given an undirected graph G containing no loops or multiple edges, its
clique complex X(G) is defined as the inclusion-wise maximal simplicial complex among
other simplicial complexes whose underlying graphs are identical to G. Informally speak-
ing, X(G) is constructed from G by adding an i-dimensional simplex to each complete
subgraph of G with i+1 vertices for all i ≥ 0. A random clique complex with parameters
n ∈ N and p ∈ [0, 1] is the clique complex of an Erdős–Rényi graph sampled from G(n, p),
and its distribution is denoted by C(n, p).
We later introduce two properties, homogeneity and spatial independence, that are
satisfied with the two typical models above. We here describe each of them briefly (see
Section 1.3.1 for the precise definitions). Let X be a random simplicial complex whose
vertex set is contained in a vertex set V . We say that X is homogeneous if the distribution
of X is invariant under any permutations on V . In other words, all the vertices in V
are equal for X in a sense. We also say that X is spatially independent if any two
simplicial complexes whose vertex set is contained in V appear in X independently under
the condition of the appearance of the intersection of these two simplicial complexes. Note
that whenever X is spatially independent, any two disjoint simplicial complexes appear
in X independently.
Throughout this thesis, we focus on homogeneous and spatially independent random
simplicial complexes and study their topological properties. When we have good un-
derstanding of topological properties of homogeneous and spatially independent random
simplicial complexes, we can learn how far a concerning randomly-generated simplicial
complex is from the homogeneous and spatially independent one topologically. Such an
approach has been drawing attention as topological hypothesis testing in topological data
analysis.
In Subsections 1.1.1, 1.1.2, and 1.1.3, we describe the three topics of this thesis indi-
vidually, and summarize our contributions to each topic. Before proceeding, we briefly
describe the concepts of simplicial complexes and their homology groups informally. For
the precise definitions, see Section 1.2.
Simplicial complexes and homology groups
A simplicial complex X on a finite set V is a collection of subsets of V , which is closed
under taking subsets. For example, V ′ = {1, 2, 3, 4, 5} and
X ′ = {∅, {1}, {2}, {3}, {4}, {5}, {1, 2} {1, 3}, {2, 3}, {2, 4}, {3, 4}, {4, 5}, {2, 3, 4}}.
Each element in X of cardinality i+ 1 is called an i-dimensional simplex. The dimension
of X is defined as the maximum dimension of simplices in X. When we interpret i-
dimensional simplices as vertices, edges, solid triangles, solid tetrahedra, and higher-
dimensional analogs of triangles corresponding to i = 0, 1, 2, 3, . . ., respectively, we obtain
the geometric realization of X. For example, the geometric realization of X ′ is shown in
Figure 1.1.
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Figure 1.1: The geometric realization of X ′
A simplicial complex on V of dimension at most one can be naturally regarded as a
simple undirected graph on V . Given a graph G, we can consider the cyclomatic number
of G, which is the minimum number of edges that must be removed from G to contain no
cycles. Such kind of cycle counting can be extended to simplicial complexes with algebraic
methods.
Given a finite simplicial complex X, its kth homology group1 Hk(X;Z) is an abelian
group generated by all the k-dimensional holes in X. For example, H0(X ′;Z) = {0},
H1(X
′;Z) ≃ Z, and H2(X ′;Z) = {0}, which correspond that X ′ is connected and has
one cycle and no cavities, respectively. Furthermore, letting Y be a triangulation of the
two-dimensional torus T2 = S1 × S1, we have H0(Y ;Z) = {0}, H1(Y ;Z) ≃ Z2, and
H2(Y ;Z) ≃ Z, which correspond that T2 is connected and has two independent cycles
and one cavity, respectively.
The kth homology group supplies a way to count the independent k-dimensional holes
in a simplicial complex. The number of the independent k-dimensional holes is called the
kth Betti number of X, denoted by βk(X) (see Section 1.2.2 for the precise definition).
The family of the homology groups, the so-called homology, is one of the most powerful
tools for investigating the structure of a simplicial complex topologically.
1.1.1 Limit theorems for Betti numbers
In this subsection, we state the motivation and contributions of the first topic of this
thesis, dealt with in Chapter 2.
Motivation
It is an early discovery by Erdős and Rényi [9] that the Erdős–Rényi graph model G(n, p)
shows a dramatic change at p = 1/n, the so-called threshold probability. Let Gn ∼
G(n, c/n) be an Erdős–Rényi graph for some c > 0. When c < 1, the probability that
Gn contains at least one cycle converges to 1 −
√
1− c exp(c/2 + c2/4) as n tends to
infinity. While when c ≥ 1, the probability converges to one as n tends to infinity, i.e.,
Gn contains at least one cycle asymptotically almost surely. In particular, p(n) = o(1/n)
1In this thesis, we always consider the reduced homology (see Section 1.2 in detail).
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implies that Gn contains no cycles asymptotically almost surely, and p = ω(1/n) implies
that Gn contains at least one cycle asymptotically almost surely. They also studied the
asymptotic behavior of the number of connected components of Gn. The following is a
version of Theorem 6 in [9]:
Theorem 1.1.1 ([9]). Let c > 0 be fixed, and let Gn ∼ G(n, c/n) be an Erdős–Rényi













where ξ(Gn) denotes the number of connected components of Gn.
The infinite sum in Eq. (1.1.1) comes from counting the number of tree components





Figure 1.2: Illustration of Theorem 1.1.1
There are growing interests in random simplicial complexes as a higher-dimensional
counterpart of random graphs. As mentioned before, an Erdős–Rényi graph can be re-
garded as a 1-Linial–Meshulam complex, and the appearance of cycles in a graph can
be described as the nontriviality of the first homology group. Thus, it is natural to seek
the appearances of higher-order homology groups of d-Linial–Meshulam complexes when
d ≥ 2. Given this perspective, there are systematic studies on the threshold probability
p = p(n) for the appearance of the dth homology group of a d-Linial–Meshulam complex
Y ∼ Yd(n, p). Aronshtam and Linial [2] found an upper bound of the threshold probability
for the appearance of Hd(Y ;K) with any field coefficient K. Linial and Peled [21] proved
that the upper bound is tight as long as the characteristic of the field K is zero2. They also
studied the asymptotic behavior of the Betti numbers of the d-Linial–Meshulam complex
Y around the threshold probability p = p(n). The following theorem follows immediately
from Theorems 1.1 and 1.3 in [21] using the Euler–Poincaré formula:
Theorem 1.1.2 (cf. Theorems 1.1 and 1.3 in [21]). Let d ∈ N and c > 0 be fixed,
and let Yn ∼ Yd(n, c/n) be a Linial–Meshulam complex. Then, βd−1(Yn)/nd converges to
2The characteristic of a field K is zero if and only if K contains a field that is isomorphic to Q.
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∣∣∣∣ > ε) = 0.
For the exact values of hd(c), see Section 2.1. The function hd(c)/d! is strictly de-
creasing with respect to c, as seen in Figure 1.3. When d = 1, Theorem 1.1.2 implies
Theorem 1.1.1, and h1(c) = h(c).
Figure 1.3: Illustration of Theorem 1.1.2 for d = 2.
Here, we are interested in the counterparts of Theorem 1.1.2 for more general random
simplicial complexes, including random clique complexes. Afra Zomorodian computed
the Betti numbers of a random clique complex Cn,p ∼ C(n, p) with n = 100. Figure 1.4,
reprinted from Figure 4 in [19] illustrates the behavior of the Betti numbers βk(Cn,p).
In Figure 1.4, we can see that the Betti numbers βk(Cn,p) behave almost unimodal with
respect to parameter p whenever k ≥ 1.
Figure 1.4: The Betti numbers of a random clique complex sampled from C(100, p). This
figure is reprinted from Figure 4 in [19].
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Contributions
In Chapter 2, we obtain a generalization of Theorem 1.1.2 to a class of homogeneous
and spatially independent random simplicial complexes (Theorem 2.1.1). By applying
Theorem 2.1.1 to the d-Linial–Meshulam complex model, the convergence in probability







for any r ∈ [1,∞). Moreover, since the random clique complex possesses homogeneity
and spatial independence as well as the d-Linial–Meshulam complex, Theorem 2.1.1 also
yields the following theorem as a special case:
Theorem 1.1.3. Let k ≥ 0 and c > 0 be fixed, and let Cn ∼ C(n, p) be a random clique
complex with p = (c/n)1/(k+1). Then, βk(Cn)/nk/2+1 converges to ck/2hk+1(c)/(k + 1)! in




[∣∣∣∣βk(Cn)nk/2+1 − ck/2hk+1(c)(k + 1)!
∣∣∣∣r] = 0
for any r ∈ [0,∞).
Figure 1.5: Illustration of Theorem 1.1.3 for k = 1.
When k ≥ 1, the limiting constant ck/2hk+1(c)/(k + 1)! is unimodal with respect
to c. Informally speaking, when k = 1, the unimodality comes from the competitive
relationship between the effect of creating cycles with an increasing number of edges and
that of filling cycles with an increasing number of solid triangles. In fact, the presence
of these two effects complicates the situation and make the critical difference between
Linial–Meshulam complexes and general homogeneous and spatially independent random
simplicial complexes, including random clique complexes.
To prove Theorem 2.1.1, we use the concept of the local weak convergence of simplicial
complexes, which is a generalization of the Benjamini–Schramm convergence of graphs
introduced in Benjamini–Schramm [4] and Aldous–Steele [1]. The local weak convergence
is critical to read off the asymptotic behavior of the Betti numbers. This kind of approach
has been studied in various contexts ([7, 21]). Specifically, inspired by the significant work
in [21], we show the local weak limit theorem for homogeneous and spatially independent
random simplicial complexes (Theorem 2.2.4).
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1.1.2 Vanishing and expectation of Betti numbers
In this subsection, we state the motivation and contributions of the second part of this
thesis, dealt with in Chapter 3.
Motivation
Erdős and Rényi showed that the threshold probability for the connectivity of an Erdős–
Rényi graph that follows G(n, p) is p = (log n)/n. Specifically, the following Theorem
holds:
Theorem 1.1.4 ([8, Theorem 1]). Let ε > 0 be fixed, and let Gn ∼ G(n, p(n)) be an
Erdős–Rényi graph. If
p(n) ≥ (1 + ε) log n
n
,
then asymptotically almost surely Gn is connected, i.e., limn→∞ P(Gn is disconnected) = 0.
Since graph connectivity can be regarded as the vanishing of the zeroth homology
group, it is natural to study a higher-dimensional counterpart of the threshold proba-
bility for the connectivity of the Erdős–Rényi graph. As a significant work, Linial and
Wallach [23] studied a d-Linial–Meshulam complex that follows Yd(n, p), and proved that
the threshold probability for the vanishing of the (d−1)st homology group with any finite
field coefficients is p = (d log n)/n. This result can be regarded as a higher-dimensional
generalization of Theorem 1.1.4. The following similar result for the random clique com-
plex model was obtained by Kahle [17]:
Theorem 1.1.5 ([17, Theorem 1.1 (1)]). Let k ≥ 0 and ε > 0 be fixed, and let
Cn ∼ C(n, p(n)) be a random clique complex. If
p(n) ≥
(




then asymptotically almost surely βk(Cn) = 0, i.e., limn→∞ P(βk(Cn) > 0) = 0.
Contributions
Our first contribution in Chapter 3 is a generalization of Theorem 1.1.5 to homoge-
neous and spatially independent random simplicial complexes (Theorem 3.1.1). In The-
orem 3.1.1, we also provide an upper estimate of the small probability that the Betti
number is positive. Applying Theorem 3.1.1 to the random clique complex model, we
have the following theorem as a special case:
Theorem 1.1.6. Let k ≥ 0, ν ≥ 1/(k+1), and ε > 0 be fixed, and let Cn ∼ C(n, p(n))
be a random clique complex. Then, for sufficiently large n,
p(n) ≥
(
(ν + ε) log n
n
)1/(k+1)
implies that P(βk(Cn) > 0) ≤ nk/2+1−ν(np(n)k+1)k/2−kν.
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When ν = k/2 + 1 + η for some η ≥ 0 in the theorem above, the conclusion implies
that P(βk(Cn) > 0) = o(n−η) from a straightforward computation. Specifically, in the
case of η = 0, this claim corresponds to Theorem 1.1.5.
The proof of Theorem 3.1.1 is held in the same idea as that of Theorem 1.1.5 with
quantitative modifications. One of the key ingredients of the proof of Theorem 3.1.1 is the
cohomology vanishing theorem ([3, 12], see also Theorem 3.3.1). This theorem provides a
criterion where the Betti number vanishes in terms of links of simplicial complexes and the
spectral gap of the Laplacian on the underlying graph of each link. When the cohomology
vanishing theorem is combined with the fact that each link of a homogeneous and spatially
independent random simplicial complex has an Erdős–Rényi graph-like structure, the
estimate of the probability that the Betti number is positive is reduced to the analysis of
the spectral gap of an Erdős–Rényi graph.
Our second contribution in Chapter 3 is an upper estimate of the expectation of
the Betti number of a homogeneous and spatially independent random simplicial com-
plex (Theorem 3.1.5). As a special case, we again speak with the random clique complex
Cn ∼ C(n, p(n)). As mentioned above, if
p(n) ≥
(




for some η ≥ 0 and ε > 0, then Theorem 1.1.6 implies that P(βk(Cn) > 0) = o(n−η). We,
therefore, obtain a simple upper estimate of the expectation E[βk(Cn)] as follows:





P(βk(Cn) > 0) = o(nk+1−η).
We are then interested in an upper estimate of E[βk(Cn)] when p(n) = O(((log n)/n)1/(k+1)),
especially, Eq. (1.1.2) does not hold. The following theorem gives a new upper estimate
of the expectation of the Betti number:
Theorem 1.1.7. Let k ≥ 0 and l ∈ N be fixed, and let Cn,p ∼ C(n, p) be a random
clique complex. Then, there exists C ≥ 0, depending only on k and l, such that
E[βk(Cn,p)] ≤ nk+1p(
k+1
2 ){1 ∧ C(npk+1)−l}
for any n ∈ N and p ∈ [0, 1].
To prove Theorem 3.1.5, we introduce a new upper estimate of the Betti numbers
of general finite simplicial complexes, which can be regarded as a quantitative gener-
alization of the cohomology vanishing theorem (Theorem 3.4.1). Informally speaking,
Theorem 3.4.1 states that the Betti number is dominated by the number of small eigen-
values of the Laplacian of a simple random walk on the underlying graph of each link.
Combining this theorem with the structure of each link, the upper estimate of the Betti
number is reduced to the analysis of the eigenvalues of the Laplacian of a simple random
walk on an Erdős–Rényi graph.
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1.1.3 Persistent homology of random filtration of simplicial com-
plexes
In this section, we state the motivation and contributions of the third part of this thesis,
dealt with in Chapter 4 in detail.
Motivation
Let Kn be the complete graph on [n] = {1, 2, . . . , n}. Let En denote the edge set of Kn,
i.e., En = {e ⊂ [n] | #e = 2}. To each edge e ∈ En, we assign an independent random
variable ue that follows the uniform distribution on [0, 1]. Let Wn denote the minimum
weight of spanning trees3 of Kn, i.e.,
Wn :=
{ ∑
e : edge in T
ue
∣∣∣∣∣ T is a spanning tree of Kn
}
.
Theorem 1.1.8 (Frieze’s ζ(3)-limit theorem [11]). It holds that Wn converges to ζ(3) =∑∞
k=1 k
−3 in probability as n→ ∞. In other words, for any ε > 0,
lim
n→∞
P(|Wn − ζ(3)| > ε) = 0.
The concept of the random filtration of graphs is critical in proving Theorem 1.1.8, as




[n], {e ∈ En | ue ≤ t}
)
for t ∈ [0, 1].
Note that Gn(t) is an Erdős–Rényi graph that follows G(n, t) by the definition. We call
Gn = {Gn(t)}t∈[0,1] an Erdős–Rényi graph filtration. The following relationship between








where each ti ∈ [0, 1] indicates the ith random time when the number of connected
components of Gn(t) decreases, and β0(Gn(t)) is the zeroth (reduced) Betti number of
Gn(t) that coincides with the number of connected components of Gn(t) minus one. The
computation of Wn, therefore, can be reduced to the detailed analysis of β0(Gn(t)).
In the growing interest of random simplicial complexes as a higher-dimensional gen-
eralization of random graphs, Hiraoka and Shirai [15] studied a higher-dimensional coun-
terpart of (1.1.3) in terms of persistent homology. The theory of persistent homology can
capture topological features that persist in a filtration of simplicial complexes ([6, 25],
see also Section 4.1). We specifically obtain a family of pairs of birth and death times
of higher-dimensional holes (e.g. cycles and cavities) in a rigorous way. The difference
between the birth and death times is called a lifetime, which measures the persistence
of each hole in the filtration. Hiraoka and Shirai investigated the lifetime sum Lk(X )
3A spanning tree of Kn is a tree that includes all the vertices in [n].
10
which is defined as the sum of all the lifetimes of the kth persistent homology associated




βk(X(t)) denotes the kth (reduced) Betti number of X(t) ([15, Proposition 2.2], see also
Proposition 4.1.2). The integral expression is called the lifetime formula. This can be
regarded as a higher-dimensional generalization of the second identity of Eq. (1.1.3). As
a remark, they also obtained a relation analogous to the first identity in terms of the
minimum weight of spanning acycles rather than spanning trees [15, Theorem 1.1].
From such an insight in [15], the lifetime sums of several typical random filtrations
of simplicial complexes were studied as a higher-dimensional analog of Theorem 1.1.8.
Typical random filtrations, seen in Section 4.2, includes a d-Linial–Meshulam complex
filtration Yd,n = {Yd,n(t)}t∈[0,1] with Yd,n(t) ∼ Yd(n, t) and a random clique complex
filtration Cn = {Cn(t)}t∈[0,1] with Cn(t) ∼ C(n, t). For these models, Hiraoka and Shirai
proved several order estimates of lifetime sums.
Theorem 1.1.9 ([15, Theorem 1.2]). Let d ∈ N, and let Yd,n = {Yd,n(t)}t∈[0,1] be a
d-Linial–Meshulam complex filtration. Then,
E[Ld−1(Yd,n)] ≍ nd−1.
The proof of Theorem 1.1.9 in [15] is based on the lifetime formula and the fact that
βd−1(Yd,n(t)) is nonincreasing with respect to t. Hence, the same approach is invalid for
the random clique complex filtration. Using the method of acyclic matching in the context
of discrete Morse theory, they also proved the following:
Theorem 1.1.10 ([15, Theorem 6.10]). Let k ≥ 0 be fixed. There exist constants
c, C > 0 such that for sufficiently large n,
cnk/2+1−1/(k+1) ≤ E[Lk(Cn)] ≤
{
Cnk log n (k = 0, 1),
Cnk (k ≥ 2).
(1.1.4)
The presence of a gap between the upper and lower order estimates of E[Lk(Cn)] was
pointed out in [15]. Moreover, the asymptotic behavior of E[Ld−1(Yd,n)]/nd−1 as n → ∞
was also investigated, and a possible limiting constant Id−1(Yd) was obtained by a heuristic
argument. For the exact value of Id−1(Yd), see Example 4.2.2. Their argument was based
on Theorem 1.1.2.
Contributions
In Chapter 4, we obtain a limit theorem for lifetime sums for a larger class of random fil-
trations of simplicial complexes (Theorem 4.2.1). The class includes the Linial–Meshulam
complex filtration and the random clique complex filtration as special cases. Applying
Theorem 4.2.1 to the d-Linial–Meshulam complex filtration and the random clique com-
plex filtration, we obtain the following theorems:
Theorem 1.1.11. Let d ∈ N be fixed, and let Yd,n = {Yd,n(t)}t∈[0,1] be a d-Linial–
Meshulam complex filtration. Then, Ld−1(Yd,n)/nd−1 converges to a positive constant







In particular, E[Ld−1(Yd,n)] ≍ nd−1.
Theorem 1.1.12. Let k ≥ 0 be fixed, and let Cn = {Cn(t)}t∈[0,1] be a random clique
complex filtration. Then, Lk(Cn)/nk/2+1−1/(k+1) converges to a positive constant Ik(C) in




[∣∣∣∣ Lk(Cn)nk/2+1−1/(k+1) − Ik(C)
∣∣∣∣] = 0.
In particular, E[Lk(Cn)] ≍ nk/2+1−1/(k+1).
For the exact values of Id−1(Yd) and Ik(C), see Examples 4.2.2 and 4.2.3, respectively.
Theorem 1.1.11 gives a rigorous proof of the convergence of Lk(Yd,n)/nd−1 to Id−1(Yd).
Moreover, Theorem 1.1.12 implies that the exponent of the lower estimate in Eq. (1.1.4)
is the exact one.
To prove Theorem 4.2.1, the lifetime formula and Theorems 2.1.1 and 3.1.5 are es-
sential. From the lifetime formula, the computation of the lifetime sum is reduced to
the analysis of the integral of the Betti numbers with respect to the filtration parameter.
Consequently, Theorems 2.1.1 and 3.1.5 can be used as powerful tools.
1.2 Basic notions
In this section, we provide the formal definitions of simplicial complexes and their homol-
ogy and cohomology groups.
1.2.1 Simplicial complexes
Definition 1.2.1. Let V be a set, and let X be a collection of finite subsets of V . X
is called an abstract simplicial complex on V if X satisfies the following two conditions:
(1) {v} ∈ X for all v ∈ V ,
(2) If σ ∈ X and τ ⊂ σ, then τ ∈ X.
In what follows, we always omit the word “abstract” in the definition above, and simply
call X a simplicial complex. We say that X is a simplicial complex if X is a simplicial
complex on some set V , and let V (X) denote its vertex set V . Note that every simplicial
complex includes the emptyset.
We shall describe some terminology and notation for a given simplicial complex X
below. Each element σ ∈ X is called a simplex in X, and every subset of σ is called a
face of σ. For σ ∈ X, its dimension dimσ is defined as #σ − 1. A simplex σ in X with
dimσ = k is called a k-simplex in X. The dimension of X is defined as the supremum
of the dimensions of the simplices in X. For k ≥ −1, let Fk(X) denote the set of all k-
simplices in X, and define fk(X) := #(Fk(X)). Note that F−1(X) = {∅} and f−1(X) = 1.
For each k-simplex τ in X, we define the degree deg(X; τ) of τ in X as the number of
(k + 1)-simplices in X containing τ . X is said to be locally-finite if every simplex in X
has a finite degree. In particular, when X is a finite set, X is said to be finite.
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A simplicial complex Y that is contained in X is called a subcomplex of X. Note that
the vertex set V (Y ) can be strictly contained in the vertex set V (X). For a simplex τ in
X, we denote by K(τ) the subcomplex of X consisting of all the faces of τ . For k ≥ −1,
the k-skeleton X(k) of X is a subcomplex defined by X(k) :=
⊔k
j=−1 Fj(X). Each simplicial
complex of dimension at most one can be naturally regarded as a simple undirected graph.
In this sense, the 1-skeleton X(1) is often called the underlying graph of X.
1.2.2 Homology and cohomology
We provide the definitions of homology and cohomology groups for finite simplicial com-
plexes briefly. LetX be a finite simplicial complex on V . An ordered sequence (v0, v1, . . . , vk)
consisting of k + 1 elements in V is called an ordered k-simplex in X if {v0, v1, . . . , vk} ∈
Fk(X). The collection of all ordered k-simplices of X is denoted by Σk(X). By conven-
tion, we set Σ−1(X) := {∅}. Two ordered simplices are said to be equivalent if they can
be transformed into each other by an even permutation. We denote the equivalence class
of an ordered simplex σ = (v0, v1, . . . , vk) by ⟨σ⟩ or ⟨v0, v1, . . . , vk⟩, and call it an oriented
k-simplex.
For k ≥ 0, a k-chain on X is a formal sum of oriented k-simplices in X with coefficients
Z under the relation that ⟨v0, v1, . . . , vk⟩ = −⟨v1, v0, . . . , vk⟩ for any oriented k-simplices.
The group of k-chains on X is denoted by Ck(X;Z). We set C−1(X;Z) = Z by convention.





(−1)i⟨v0, . . . , v̂i, . . . , vk⟩
for σ = ⟨v0, v1, . . . , vk⟩ ∈ Ck(X;Z). Here, the hat symbol over vi indicates that this
vertex is deleted from σ. We also define a homomorphism ∂0 : C0(X;Z) → Z such that
∂0⟨v⟩ = 1 for v ∈ V . For k ≥ 0, define Zk(X;Z) := ker ∂k and Bk(X;Z) := Im ∂k+1.
From a straightforward calculation, ∂k ◦∂k+1 = 0 for all k ≥ 0, i.e., Zk(X;Z) ⊃ Bk(X;Z).
The kth homology group Hk(X;Z) of X is defined as the quotient group Hk(X;Z) :=
Zk(X;Z)/Bk(X;Z). Since Hk(X;Z) is finitely generated, the following unique decompo-
sition holds:
Hk(X;Z) ≃ Zβk(X) ⊕ Tk, (1.2.1)
where βk(X) ∈ Z+ is called the kth Betti number of X and Tk is the torsion group4 of
Hk(X;Z).
Remark 1.2.2. In many contexts, ∂0 is often defined to be a zero operator. In such
case, β0(X) coincides with the number of connected components of X. The Betti number
β0(X) as defined above, however, is equal to the number of connected components of
X minus one. {βk(X)}k≥0 in our definition is often called the reduced Betti numbers,
although, throughout this thesis, we omit the word “reduced” for simplicity.
For k ≥ 0, a Z-valued function φ on Σk(X) is called a k-cochain onX if φ is alternating,
i.e., if φ((vξ(0), vξ(1), . . . , vξ(k))) = (sgn ξ)φ((v0, v1, . . . , vk)) for all (v0, v1, . . . , vk) ∈ Σk(X)
4Given an abelian group G, the torsion group TG is the subgroup of G consisting of all the elements
that have finite order.
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and permutations ξ on {0, 1, . . . , k}. The group of k-cochains on X is denoted by
Ck(X;Z). We set C−1(X;Z) = Z by convention. For k ≥ 0, the kth coboundary map
dk : C




(−1)iφ((v0, . . . , v̂i, . . . , vk+1)) (1.2.2)
for φ ∈ Ck(X;Z) and σ = (v0, . . . , vk+1) ∈ Σk+1(X). For φ ∈ C−1(X;Z) = Z, let d−1φ be
the function on Σ0(X) that is identically equal to φ. For k ≥ 0, define Zk(X;Z) := ker dk
and Bk(X;Z) := Im dk−1. By a simple calculation, dk ◦ dk−1 = 0 for all k ≥ 0, i.e.,
Zk(X;Z) ⊃ Bk(X;Z). The kth cohomology group Hk(X;Z) of X is defined as the
quotient group Hk(X;Z) := Zk(X;Z)/Bk(X;Z).
Through the discussion above, we define the homology and cohomology groupsHk(X;Z)
and Hk(X;Z) with coefficients in Z. We can, however, choose other coefficients, espe-
cially, a field coefficient. Given a field K, we can define the kth homology and cohomology
groups Hk(X;K) and Hk(X;K), respectively, in the exact same way by substituting K for
Z. In this case, each of them has a K-vector space structure, and Hk(X;K) and Hk(X;K)
are isomorphic. Moreover, when K = Q, Eq. (1.2.1) implies that
Hk(X;Q) ≃ Qβk(X).
Consequently, βk(X) = dimHk(X;Q) = dimHk(X;Q). In what follows, we always con-
sider rational coefficients and omit the indication of Q. For example, we denote Zk(X;Q),
Bk(X;Q), and Hk(X;Q) by Zk(X), Bk(X), and Hk(X), respectively.
1.3 Random simplicial complexes
1.3.1 Homogeneity and spatial independence
In this subsection, we introduce two key properties, homogeneity and spatial indepen-
dence, for random simplicial complexes. Throughout this subsection, let n ∈ N be fixed.
A simplicial complex △n := 2[n] is called the complete simplicial complex on [n]. Let Sn
denote the set of all subcomplexes of △n. For any permutation g on [n] and subcomplex
X = {σλ}λ of △n, we define gX := {g(σλ)}λ, where g(σλ) denotes the image of σλ ⊂ [n]
under g. Note that gX is also a subcomplex of △n. We now define homogeneity and spa-
tial independence for Sn-valued random variables. In what follows, we call an Sn-valued
random variable a random subcomplex of △n.
Definition 1.3.1 (Homogeneity). A random subcomplex Xn of △n is homogeneous if
the distribution of Xn is invariant under any translations on Sn induced by permutations
on [n]. More precisely, the homogeneity of Xn means that Xn and gXn have the same
distribution for any permutation g on [n].
Definition 1.3.2 (Spatial independence). A random subcomplexXn of △n is spatially
independent if, for any subcomplexes Y1 and Y2 of △n,
P(Y1 ∪ Y2 ⊂ Xn)P(Y1 ∩ Y2 ⊂ Xn) = P(Y1 ⊂ Xn)P(Y2 ⊂ Xn). (1.3.1)
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The following lemma is useful:
Lemma 1.3.3. The following are equivalent:
(1) Xn is spatially independent.
(2) For any subcomplex Y1 and Y2 of △n with P(Y2 ⊂ Xn) > 0,
P(Y1 ⊂ Xn | Y2 ⊂ Xn) = P(Y1 ⊂ Xn | Y1 ∩ Y2 ⊂ Xn). (1.3.2)
(3) For any subcomplexes Y1 and Y2 of △n with P(Y1 ∩ Y2 ⊂ Xn) > 0,
P(Y1 ∪ Y2 ⊂ Xn | Y1 ∩ Y2 ⊂ Xn)
= P(Y1 ⊂ Xn | Y1 ∩ Y2 ⊂ Xn)P(Y2 ⊂ Xn | Y1 ∩ Y2 ⊂ Xn). (1.3.3)
(4) For any subcomplexes Y1, Y2, and Z of △n with Y1 ∩ Y2 ⊂ Z and P(Z ⊂ Xn) > 0,
P(Y1 ∪ Y2 ⊂ Xn | Z ⊂ Xn) = P(Y1 ⊂ Xn | Z ⊂ Xn)P(Y2 ⊂ Xn | Z ⊂ Xn). (1.3.4)
Proof. Both (1)⇔(2) and (1)⇔(3) follow immediately from the definitions of the condi-
tional probability and simplicial complexes.
For (4)⇒(3), suppose that Y1 and Y2 are subcomplexes of △n with P(Y1∩Y2 ⊂ Xn) > 0.
By setting Z in (4) as Y1 ∩ Y2, we obtain Eq. (1.3.3).
For (1)⇒(4), suppose that Y1, Y2, and Z are subcomplexes of △n such that Y1∩Y2 ⊂ Z
and P(Z ⊂ Xn) > 0. Since Y1 ∩ (Y2 ∪ Z) = Y1 ∩ Z, (1) implies that
P(Y1 ∪ (Y2 ∪ Z) ⊂ Xn)P(Y1 ∩ Z ⊂ Xn) = P(Y1 ⊂ Xn)P(Y2 ∪ Z ⊂ Xn).
From (1), we also have
P(Y1 ∪ Z ⊂ Xn)P(Y1 ∩ Z ⊂ Xn) = P(Y1 ⊂ Xn)P(Z ⊂ Xn).
Therefore, noting that P(Y1 ∩ Z ⊂ Xn) ≥ P(Z ⊂ Xn) > 0,
P(Y1 ∪ Y2 ∪ Z ⊂ Xn)P(Z ⊂ Xn) =
P(Y1 ⊂ Xn)P(Z ⊂ Xn)
P(Y1 ∩ Z ⊂ Xn)
P(Y2 ∪ Z ⊂ Xn)
= P(Y1 ∪ Z ⊂ Xn)P(Y2 ∪ Z ⊂ Xn).
By dividing both sides in the equation above by P(Z ⊂ Xn)2, the conclusion follows.
By a simple calculation, Eq. (1.3.2) implies that for any subcomplexes Y and Z1 ⊂ Z2
with P(Z2 ⊂ Xn) > 0,
P(Y ⊂ Xn | Z1 ⊂ Xn) ≤ P(Y ⊂ Xn | Z2 ⊂ Xn). (1.3.5)
Given a homogeneous and spatially independent random subcomplex Xn of △n, we
introduce two types of parameters: for k ≥ −1,
qk := P(τ ∈ Xn) and rk := P(σ ∈ Xn | τ ∈ Xn).
Here, τ ∈ △n is an arbitrary fixed k-simplex, and σ ∈ △n is a (k + 1)-simplex containing
τ . Furthermore, when qk = 0, we regard rk = 0 by convention. Note that whenever
qk > 0, we have rk = P(σ, τ ∈ Xn)/P(τ ∈ Xn) = P(σ ∈ Xn)/P(τ ∈ Xn) = qk+1/qk.
Moreover, a straightforward calculation with Eq. (1.3.1) implies that both qk and rk are
nonincreasing with respect to k.
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1.3.2 Models
As a fundamental example of homogeneous and spatially independent random subcom-
plexes of △n, we describe the multi-parameter random simplicial complex model, which
were introduced in [5, 10]. The Linial–Meshulam complex model and the random clique
complex model are special cases of this model, as seen later.
Let p = (p0, p1, . . . , pn−1) be a multi-parameter with pi ∈ [0, 1] for all i = 0, 1, . . . , n−1.
We start with [n] and retain each vertex independently with probability p0. Next, each
edge with both end points retained is added independently with probability p1. Iteratively,
for i = 2, 3, . . . , n−1, each i-simplex whose all faces of dimension less than i were included
before the current step is added independently with probability pi. The resulting random
simplicial complex is called a multi-parameter random simplicial complex with parameter
p = (p0, p1, . . . , pn−1). Its distribution is denoted by X(n,p).
For a subcomplex Y ⊂ △n and a multi-parameter random simplicial complex Xn,p
with a parameter p = (p0, p1, . . . , pn−1), we can compute P(Xn,p = Y ), as below. A
k-simplex σ = {v0, v1, . . . , vk+1} in △n is an external k-simplex in Y if σ /∈ Y and
{v0, . . . , v̂i, . . . , vk} ∈ Y for every i = 0, 1, . . . , k. Let Ek(Y ) indicate the set of all the
external k-simplices in Y , and define ek(Y ) := #(Ek(Y )). Then,
P(Xn,p = Y ) =
n−1∏
i=0





i (1− pi)ei(Y ). (1.3.6)
Furthermore,
P(Y ⊂ Xn,p) =
n−1∏
i=0






The homogeneity of Xn,p follows immediately from Eq. (1.3.6). Moreover, Xn,p is spatially
independent. Indeed, Eq. (1.3.7) yields that for any subcomplexes Y1 and Y2 of △n,












= P(Y1 ⊂ Xn,p)P(Y2 ⊂ Xn,p).
Consequently, any multi-parameter random simplicial complexes are homogeneous and
spatially independent. The reverse, however, is also true in the following sense:
Proposition 1.3.4. Let Xn be a homogeneous and spatially independent random sub-
complex of △n. Then, there exists a parameter p = (p0, p1, . . . , pn−1) such that Xn ∼
X(n,p).
Proof. For simplex ∅ ̸= σ ∈ △n, we denote by ∂σ the simplicial complex consisting of
all the faces of σ, that are distinct from σ. For 0 ≤ k ≤ n − 1, we define a parameter
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p = (p0, p1, . . . , pn−1) by
pk :=
{
P([k + 1] ∈ Xn | ∂[k + 1] ⊂ Xn) if P(∂[k + 1] ⊂ Xn) > 0,
0 otherwise.
Let Y be a subcomplex of △n. Then,
P(Xn = Y ) =
n−1∏
i=0











∣∣∣∣∣∣ X(i−1)n = Y (i−1)
 . (1.3.8)
Now, let i = 0, 1, . . . , n− 1 be fixed. Since
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∩
τ∈Ei(Y )




























p(S, T ), (1.3.9)
where
p(S, T ) = P
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∣∣∣∣∣∣ Z ⊂ Xn



















































The third line follows from useing Eq. (1.3.4) iteratively. In the fourth line, we use
Eq. (1.3.2) and Z ⊂ Y (i−1). Thus,
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σ∈Ei(Y )
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i (1− pi)ei(Y )P(X(i−1)n = Y (i−1)).
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Thus, from Eq. (1.3.8), we obtain





i (1− pi)ei(Y ),
which implies that the distribution of Xn is identical to X(n,p) from Eq. (1.3.6).
Note that the parameters qk and rk for a multi-parameter random simplicial complex
with parameter p = (p0, p1, . . . , pn−1) are calculated from Eq. (1.3.7) as follows:
qk =

1 (k = −1),∏k
i=0 p
(k+1i+1)
i (0 ≤ k ≤ n− 1),
0 (k ≥ n)
and rk =

p0 (k = −1),∏k+1
i=0 p
(k+1i )
i (−1 ≤ k ≤ n− 2),
0 (k ≥ n− 1).
(1.3.11)
By choosing the parameter p = (p0, p1, . . . , pn−1) of multi-parameter random simplicial
complexes, we can construct various examples of homogeneous and spatially independent
random subcomplexes of △n as special cases.
Example 1.3.5 (d-Linial–Meshulam complex). Let 1 ≤ d < n and p ∈ [0, 1] be fixed.
Define p = (p0, p1, . . . , pn−1) by
pi :=

1 (0 ≤ i ≤ d− 1),
p (i = d),
0 (d+ 1 ≤ i ≤ n− 1).
The corresponding random simplicial complex is a d-Linial–Meshulam complex that fol-
lows Yd(n, p). Then, from Eq. (1.3.11), we obtain
qk =

1 (−1 ≤ k ≤ d− 1),
p (k = d),
0 (k ≥ d+ 1)
and rk =

1 (−1 ≤ k ≤ d− 2),
p (k = d− 1),
0 (k ≥ d).
When d = 1, we obtain an Erdős–Rényi graph that follows G(n, p).
Example 1.3.6 (Random d-clique complex). Let 1 ≤ d < n and p ∈ [0, 1] be fixed.
Define p = (p0, p1, . . . , pn−1) by
pi :=

1 (0 ≤ i ≤ d− 1),
p (i = d),
1 (d+ 1 ≤ i ≤ n− 1).
The corresponding random simplicial complex is called a random d-clique complex with




1 (−1 ≤ k ≤ d− 1),
p(
k+1
d+1) (d ≤ k ≤ n− 1),
0 (k ≥ n)
and rk =

1 (−1 ≤ k ≤ d− 2),
p(
k+1
d ) (d− 1 ≤ k ≤ n− 2),
0 (k ≥ n− 1).
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When d = 1, we obtain a random clique complex that follows C(n, p), and
qk =

1 (k = −1, 0),
p(
k+1
2 ) (1 ≤ k ≤ n− 1),
0 (k ≥ n)
and rk =

1 (k = −1),
pk+1 (0 ≤ k ≤ n− 2),
0 (k ≥ n− 1).
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Chapter 2
Limit theorems for Betti numbers
In this chapter, we consider a sequence of homogeneous and spatially independent random
subcomplexes of △n and give a limit theorem for the Betti numbers. In Section 2.1, we
state the main limit theorem and apply this result to several typical random simplicial
complex models. In Section 2.2, we describe the notion of local weak convergence of sim-
plicial complexes. In this framework, we study the asymptotic behavior of homogeneous
and spatially independent random subcomplexes of △n. This result is critical for the proof
of the main theorem. In Section 2.3, we give the proof of the main theorem, invoking the
previous section.
2.1 Statement of the main result (Theorem 2.1.1)
We describe the value hd(c), as seen in Theorem 1.1.2, according to Section 1 of [21]. Let
d ∈ N be fixed. Let xd ∈ (0, 1] be the smallest root of (d+ 1)(1− x) + (1 + dx) log x = 0.
Note that x1 = 1. Using the function ψd(x) := −(log x)/(1− x)d, we define
cd :=
{
1 (d = 1),
ψ(xd) (d ≥ 2).
From a straightforward calculaiton, cd = (1 + d)(1 − e−(d+1)) + O(d3e−2d) (d → ∞).
Specifically, c2 = 2.754 · · · and c3 = 3.907 · · · . Now, letting td,c ∈ (0, 1] be the smallest















(0 ≤ c < cd),





Recall the definitions of the parameters qk and rk described in Subsection 1.3.1. The
following theorem is the main result in this chapter:
Theorem 2.1.1. Let k ≥ 0 and c > 0 be fixed, and let Xn be a homogeneous and
spatially independent random subcomplex of △n. If nk+1qk = ω(1) and nrk ∼ c, then
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βk(Xn)/(n





[∣∣∣∣βk(Xn)nk+1qk − hk+1(c)(k + 1)!
∣∣∣∣r] = 0
for any r ∈ [1,∞).
The proof of Theorem 2.1.1 is left to Section 2.3. We apply this theorem to several
typical random simplicial complex models.
Example 2.1.2 (d-Linial–Meshulam complex). Let d ∈ N and c > 0 be fixed. Consider
a d-Linial–Meshulam complex Yn ∼ Yd(n, c/n). Letting k = d − 1, we have qk = 1 and
rk = p for sufficiently large n, as seen in Example 1.3.5. Therefore, nk+1qk = nd = ω(1)






Example 2.1.3 (Random d-clique complex). Let d ∈ N, k ≥ d−1, and c > 0 be fixed.
Consider the random d-clique complex Cn ∼ Cd(n, p) with p = (c/n)1/(
k+1
d ). Note that
qk = p
(k+1d+1) and rk = p(
k+1




d+1) = n(k+2)d/(d+1)c(k+1−d)(d+1) = ω(1) and nrk = np(
k+1
d ) = c.









[∣∣∣∣βk(Xn)nk+1qk − hk+1(c)(k + 1)!
∣∣∣∣r]cr(k+1−d)/(d+1) = 0.
When d = 1, it corresponds with Theorem 1.1.3.
2.2 Local weak convergence
In this section, we define the local weak convergence of simplicial complexes and state
the local weak limit theorem for homogeneous and spatially independent random subcom-
plexes of △n. This limit theorem is critical in proving Theorem 2.1.1, dealt with in the
next section. The local weak convergence of simplicial complexes has been defined in sev-
eral contexts ([7, 21]) as analogs of the Benjamini–Schramm convergence of graphs, which
was introduced by Benjamini and Schramm [4] and Aldous and Steele [1]. Specifically,
Linial–Peled [21] considered the (marked bipartite) graph whose edge structure is defined
by the inclusion-wise relationship among simplices in a simplicial complex, and discussed
about the Benjamini–Schramm convergence for the graphs induced from Linial–Meshulam
complexes. In this thesis, we propose a different definition of the local weak convergence
of simplicial complexes to achieve our purpose. The definition here is also according to
that of the Benjamini–Schramm convergence of graphs.
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2.2.1 Definition
A k-rooted simplicial complex is a pair (X, τ) of a simplicial complex X and a k-simplex τ
in X, called a k-root. A k-rooted simplicial complex (X, τ) is locally-finite if X is locally-
finite. We say that two k-rooted simplicial complexes (X, τ) and (X ′, τ ′) are equivalent,
denoted by (X, τ) ≃ (X ′, τ ′), if (X, τ) and (X ′, τ ′) are root-preserving isomorphic, and
the equivalence class of (X, τ) is denoted by [X, τ ]. Given a k-rooted simplicial complex
(X, τ), consider a sequence of subcomplexes (Xl)∞l=0 iteratively as follows: X0 := K(τ);
and for l ≥ 0,




where Bl is the set of all the simplices of X containing at least one k-simplex of Xl. We
also set X∞ :=
∪∞
l=0Xl. Then, we define k-rooted simplicial complexes X(τ) and (X, τ)l
for l ≥ 0 by
X(τ) = (X∞, τ) and (X, τ)l := (Xl, τ).
We say that (X, τ) is connected if X(τ) = (X, τ). When k = 0, X(τ) is the connected
component including the vertex τ as its root. For each l ≥ 0, we denote by [X, τ ]l the
equivalent class of (X, τ)l, and similarly X[τ ] is the equivalent class of X(τ). We say that
a simplex is of distance l from the root τ if the simplex lies in Xl \Xl−1.
Let Sk denote the set of all equivalent classes of locally-finite and connected k-rooted
simplicial complexes. We define a metric on Sk by letting the distance between [X1, τ1]
and [X2, τ2] be 2−L, where L is the supremum of those l ≥ 0 such that (X1, τ1)l ≃ (X2, τ2)l.
This metric, denoted by dloc, is called the local distance, and the convergence with respect
to the local distance is called the local convergence. This makes (Sk, dloc) into a complete
and separable metric space. Furthermore, dloc is an ultrametric, i.e., for any αi ∈ Sk (i =
1, 2, 3),
dloc(α1, α3) ≤ max{dloc(α1, α2), dloc(α2, α3)}.
We can endow Sk with its Borel σ-algebra B(Sk) with respect to this topology, and
speak about the weak topology on P(Sk), which indicates the set of all Borel probability
measures on Sk. We say that a sequence of Borel probability measure µ1, µ2, . . . ∈ P(Sk)









for all f ∈ Cb(Sk). Since (Sk, dloc) is separable ultrametric space, the weak convergence
is characterized by the convergence of mass on all the balls.
Lemma 2.2.1. Let µ, µ1, µ2, . . . be a sequence of Borel probability measure on Sk. Then,
µn converges weakly to µ if and only if, for any [X, τ ] ∈ Sk and r > 0,
lim
n→∞
µn(B([X, τ ], r)) = µ(B([X, τ ], r)).
Corollary 2.2.2. Let [X, τ ], [X1, τ1], [X2, τ2], . . . be a sequence of random variables
taking values in Sk. Then, [Xn, τn] converges to [X, τ ] in distribution if and only if, for
any [X ′, τ ′] ∈ Sk and l ≥ 0,
lim
n→∞
P((Xn, τn)l ≃ (X ′, τ ′)l) = P((X, τ)l ≃ (X ′, τ ′)l).
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In most situations, we are much interested in a sequence of non-rooted finite simplicial
complexes and their convergence. Given a finite simplicial complex X with dimX ≥ k,







Here, δX[τ ] means the Dirac measure at X[τ ] ∈ Sk. The probability measure λX,k can be
regarded as the distribution of the local structure around a uniformly chosen k-simplex.
Definition 2.2.3. Let (Xn)∞n=1 be a sequence of finite simplicial complexes with
dimXn ≥ k, and let ν ∈ P(Sk). We say that Xn converges locally weakly to ν as
n→ ∞ if λXn,k converges weakly to ν as n→ ∞.
2.2.2 Local weak limit theorem (Theorem 2.2.4)
We here provide a local weak limit theorem for homogeneous and spatially independent
random subcomplexes of △n. To state the theorem, we introduce a higher-dimensional
version of the Galton–Watson tree with Poisson offspring distribution.
Let k ≥ 0 be fixed. We say that a k-rooted simplicial complex (T, τ) is a k-rooted tree
if T can be constructed by the following process: initially, the simplicial complex consists
of k-simplex τ ; iteratively, at each step l = 0, 1, 2, . . ., to every k-simplex τ ′ of distance
l from τ , we pick a non-negative number m(τ ′) of the new vertices v1, v2, . . . , vm(τ ′), and
add the (k + 1)-simplices τ ′ ∪ {v1}, τ ′ ∪ {v2}, . . . , τ ′ ∪ {vm(τ ′)} to the simplicial complex
constructed before the current step. In addition, a simplicial complex T is a (k + 1)-tree
if (T, τ) is a k-rooted tree for some k-simplex τ in T .
A k-rooted Poisson tree with parameter c > 0 is a random k-rooted tree. Throughout
its generative process, each number m(τ ′) follows Pois(c) independently of any others. In
what follows, let (PTk(c), τo) denote a k-rooted Poisson tree that is defined on a probability
space (Ω′,F ′,P′). Note that [PTk(c), τo] is an Sk-valued random variable. We denote its
distribution by νk(c) ∈ P(Sk).
This section aims to prove the following local weak limit theorem for homogeneous
and spatially independent random subcomplexes of △n:
Theorem 2.2.4. Let k ≥ 0 and c > 0 be fixed, and let Xn be a homogeneous and
spatially independent random subcomplex of △n. If nk+1qk = ω(1) and nrk ∼ c, then for
any open set U ⊂ P(Sk) such that νk(c) ∈ U ,
lim
n→∞
P(λXn,k ∈ U | dimXn ≥ k) = 1.
In other words, Xn under P(· | dimXn ≥ k) converges locally weakly to νk(c) in distribu-
tion as n→ ∞.
2.2.3 Breadth-first traversal for simplicial complexes
In what follows, let k ≥ 0 be fixed. The proof of Theorem 2.2.4 is based on an exploration
of a simplicial complex from a selected k-simplex. This exploration can be regarded as a
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higher-dimensional version of the breadth-first traversal of graphs. Given a locally-finite
simplicial complex X and a k-simplex τ in X, we start traversing X layer-wise from τ , and
then move towards the next-level k-simplices. More precisely, we build a k-rooted tree
(Ti, τ), a current k-simplex τi, and a bijective map φi from a subset Si of Nf :=
⊔∞
m=0Nm
to Fk(Ti) for i = 0, 1, 2, . . ., iteratively. Here, we equip Nf with a total order as follows:
for two elements i = (i1, i2, . . . , im) and i′ = (i′1, i′2, . . . , i′m′), we set i < i′ if m < m′ or if
m = m′ and there exists l = 1, 2, . . . ,m such that (i1, i2, . . . , il−1) = (i′1, i′2, . . . , i′l−1) and
il < i
′
l. We start with T0 := K(τ), S0 = {∅}, φ0(∅) := τ , and τ1 := τ ; and for i ≥ 1, we
define




where Mi := {σ ∈ Fk+1(X) | K(σ)∩Ti−1 = K(τi)}. If mi := |Mi| = 0, then set φi := φi−1.
Otherwise, set Fk(Ti) \ Fk(Ti−1) = {ρj,1, ρj,2, . . . , ρj,k+1}mij=1, where ρj,1, ρj,2, . . . , ρj,k+1 are
contained in a common (k + 1)-simplex, and extend φi−1 to φi satisfying φ−1i (ρl,j) :=
(φ−1i−1(τi), (k+1)(l−1)+ j). Finally, if Fk(Ti) ⊋ {τ1, τ2 . . . , τi}, then we renew the current
k-simplex to
τi+1 := min(Fk(Ti) \ {τ1, τ2, . . . , τi}),
where the minimum is taken with respect to the total order in Fk(Ti) induced from (Si, <)
by φi. Otherwise, the process stops, and we encode I := i.
We extend the sequence of τi’s, Ti’s, and mi’s, respectively, i.e., we define τi := τI ,
Ti := TI , and mi := mI = 0 for i > I, respectively. Furthermore, for i ≥ 0, we define
ci :=
{
#{v ∈ V (Ti−1) | τ (n)i ∪ {v} ∈ X \ Ti−1} (i ≤ I),
0 (i > I).
Clearly, (X, τ) is a k-rooted tree if and only if ci = 0 for all i = 1, 2, . . . , I. We often denote
τi, Ti, mi, I, and ci by τi(X, τ), Ti(X, τ), mi(X, τ), I(X, τ), and ci(X, τ), respectively, to
indicate the simplicial complex and the initial k-simplex.
Now, let τ ∈ Fk(△n) be fixed, and let Xn be a homogeneous and spatially independent
random subcomplex of △n with P(τ ∈ Xn) > 0. We define a probability space (Ωτ ,Fτ ,Pτ )
by
Ωτ := {τ ∈ Xn}, Fτ := {B ∈ F | B ⊂ Ωτ}, and Pτ (·) := P(· | Ωτ ). (2.2.1)
Given τ appearing in Xn, we can consider the breadth-first traversal of Xn from τ , and
obtain τi(Xn, τ), Ti(Xn, τ), mi(Xn, τ), I(Xn, τ), and ci(Xn, τ) that are defined on the
probability space (Ωτ ,Fτ ,Pτ ). In what follows, we denote τi(Xn, τ), Ti(Xn, τ), mi(Xn, τ),






i , I(n), and c
(n)
i , respectively for the simplicity.
We additionally define a filtration F (n) = (F (n)i )∞i=1 on (Ωτ ,Fτ ,Pτ ) by
F (n)i := σ(T
(n)
j ; 1 ≤ j ≤ i).
Then, (m(n)i )∞i=1 is F (n)-adapted, and I(n) is an F (n)-stopping time.
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2.2.4 Some estimates about the breadth-first traversal
To prove Theorem 2.2.4, we additionally introduce a parameter: for k ≥ 0, define sk =
P(τ1 ∪ τ2 ∈ Xn | τ1, τ2 ∈ Xn). Here, τ1 and τ2 are arbitrary fixed k-simplexes in △n such
that dim(τ1 ∩ τ2) = k − 1. By convention, when P(τ1, τ2 ∈ Xn) = 0, we regard sk = 0.
Since P(τ1, τ2 ∈ Xn) = P(τ1 ∈ Xn)P(τ2 ∈ Xn)/P(τ1 ∩ τ2 ∈ Xn) from Eq. (1.3.1), whenever
rk−1 > 0,
sk =
P(τ1 ∪ τ2 ∈ Xn)
P(τ1, τ2 ∈ Xn)
=
P(τ1 ∪ τ2 ∈ Xn)
P(τ1 ∈ Xn)






A simple calculation implies that sk is also nonincreasing with respect to k. The following
lemma gives basic relationships among qk, rk, and sk:
Lemma 2.2.5. Let k ≥ 0 be fixed. Then, the following holds:
(1) qk ≤ qk+10 , which implies that nk+1qk = ω(1) ⇒ nq0 = ω(1).
(2) rk ≥ q0sk+1k , which implies that nq0 = ω(1) and nrk ≍ 1 ⇒ sk = o(1).
(3) qksk+1k ≥ r
k+1
k , which implies that sk = o(1) and nrk ≍ 1 ⇒ nk+1qk = ω(1).
In particular, if nrk ≍ 1, then the following are equivalent:
• nk+1qk = ω(1).
• nq0 = ω(1).
• sk = o(1).
Proof. Note that q−1 = 1, r−1 = q0 and that rk is nonincreasing with respect to k. Since
qk = rk−1qk−1 = rk−1rk−2qk−2 = · · · = rk−1rk−2 · · · r0q0,
we have qk ≤ qk+10 . We also have qk ≥ rk+1k−1, which implies that s
k+1
k qk ≥ (skrk−1)k+1 =
rk+1k . Furthermore, recalling sk is nonincreasing with respect to k, we have
rk = rk−1sk = rk−2sk−1sk = · · · = q0s0s1 · · · sk ≥ q0sk+1k .
Lemma 2.2.6. Let T ⊂ △n be a (k + 1)-tree, and let σ1, σ2, . . . , σi ∈ Fk+1(△n) \ T .
Suppose that P(T ⊂ Xn) > 0. Then, P(σj /∈ Xn for all j = 1, 2, . . . , i | T ⊂ Xn) ≥ 1−isk.
Proof. To each j = 1, 2, . . . , i, there exist two distinct k-faces τj, τ ′j of σj such that
K(σj) ∩ T ⊂ K(τj) ∪K(τ ′j).
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We, therefore, have












P(σj ∈ Xn | τj, τ ′j ∈ Xn) (from Eq. (1.3.5))
= isk.
The following proposition is significant in proving Theorem 2.2.4:







> 0 and isk < 1. Then, for any σ ∈ Fk+1(△n) \ T containing
τi+1(T, τ),
Pτ (σ ∈ Xn | T (n)i = T ) ≤ (1− isk)−1sk. (2.2.2)
Moreover, if K(σ) ∩ T = K(τi+1(T, τ)), then
(1− isk)rk ≤ Pτ (σ ∈ Xn | T (n)i = T ) ≤ (1− isk)−1rk. (2.2.3)
Furthermore, the events {{τi+1(T, τ) ∪ {v} ∈ Xn} : v ∈ [n] \ V (T )} are independent and
identically distributed random variables under Pτ (· | T (n)i = T ).




{w /∈ V (Tj−1(T, τ)) and τj(T, τ) ∪ {w} ∈ Xn \ T}.
Set v as the vertex such that σ = τi+1(T, τ) ∪ {v}, and define
E := (Ev)





Note that {T (n)i = T} = {T ⊂ Xn} ∩E ∩ F . Since the event F is independent of both E
and {σ ∈ Xn} ∩ E under Pτ (· | T ⊂ Xn) from Proposition 1.3.4, we obtain
Pτ (σ ∈ Xn | T (n)i = T ) =
Pτ ({σ ∈ Xn} ∩ E ∩ F | T ⊂ Xn)
Pτ (E ∩ F | T ⊂ Xn)
=
Pτ ({σ ∈ Xn} ∩ E | T ⊂ Xn)
Pτ (E | T ⊂ Xn)
. (2.2.4)
By applying Lemma 2.2.6 to the numerator and the denominator, respectively, we have
Pτ ({σ ∈ Xn} ∩ E | T ⊂ Xn) ≤ Pτ (σ ∈ Xn | T ⊂ Xn) ≤ sk (2.2.5)
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and
Pτ (E | T ⊂ Xn) ∈ [1− isk, 1]. (2.2.6)
Eq. (2.2.2) follows from Eqs. (2.2.4), (2.2.5), and (2.2.6).
Now, suppose that K(σ) ∩ T = K(τi+1(T, τ)), then
Pτ ({σ ∈ Xn} ∩ E | T ⊂ Xn) = Pτ (E | σ ∈ Xn, T ⊂ Xn)Pτ (σ ∈ Xn | T ⊂ Xn)
= Pτ (E | σ ∈ Xn, T ⊂ Xn)Pτ (σ ∈ Xn | K(σ) ∩ T ⊂ Xn)
= Pτ (E | σ ∈ Xn, T ⊂ Xn)rk
∈ [(1− isk)rk, rk]. (2.2.7)
In the last line, we use Lemma 2.2.6 since K(σ)∪T is also (k+1)-tree. From Eqs. (2.2.4),
(2.2.6), and (2.2.7), we obtain Eq. (2.2.3).
Lastly, we concern the independence of the events {{τi+1(T, τ) ∪ {v} ∈ Xn} : v ∈







{τi+1(T, τ) ∪ {v} ∈ Xn}


















Pτ ({τi+1(T, τ) ∪ {v} ∈ Xn} ∩ (Ev)c | T ⊂ Xn)



















Pτ (τi+1(T, τ) ∪ {v} ∈ Xn | T (n)i = T ),
completing the proof.
We next consider m(n)i+1 and c
(n)
i+1 under Pτ (· | T
(n)
i = T ).







> 0 and isk < 1. Then,
Eτ [m(n)i+1 | T
(n)





≤ {(1− isk)−1 + f0(T )− k − 1}rk.
Here, µ denotes the distribution of m(n)i+1 under Pτ (· | T
(n)
i = T ). Furthermore,
Eτ [c(n)i+1 | T
(n)
i = T ] ≤ (f0(T )− k − 1)(1− isk)−1sk.
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Proof. For any v ∈ [n] \ V (T ), we define ξv := 1{τi+1(T,τ)∪{v}∈Xn}. From Proposition 2.2.7,
ξv’s are independent and identically distributed random variables under Pτ (· | T (n)i = T ),








Eτ [m(n)i+1 | T
(n)
i = T ] =
∑
v∈[n]\T
P(τi+1(T, τ) ∪ {v} ∈ Xn | T (n)i = T ) ≤ (1− isk)−1nrk.
Furthermore, we note that m(n)i+1 ∼ Bin(n − f0(T ), p) under Pτ (· | T
(n)
i = T ). Using a
well-known result on the total variation distance between the binomial and the Poisson
distributions, we, therefore, have
dTV(µ,Pois(n−f0(T ))p) ≤ p ≤ (1− isk)−1rk. (2.2.8)
Moreover, we have
dTV(Pois(n−k−1)rk ,Pois(n−f0(T ))rk) ≤ (n− k − 1)rk − (n− f0(T ))rk
= (f0(T )− k − 1)rk. (2.2.9)
From Eqs. (2.2.8) and (2.2.9), we obtain
dTV(µ,Pois(n−k−1)rk) ≤ dTV(µ,Pois(n−f0(T ))p) + dTV(Pois(n−k−1)rk ,Pois(n−f0(T ))p)
≤ (1− isk)−1rk + (f0(T )− k − 1)rk.
Lastly, again from Proposition 2.2.7, we have
Eτ [c(n)i+1 | T
(n)
i = T ] =
∑
v∈V (T )\τi+1(T,τ)
P(τi+1(T, τ) ∪ {v} ∈ Xn \ T | T (n)i = T )
≤ (f0(T )− k − 1)(1− isk)−1sk.
Let i ≥ 0 be fixed, and suppose that isk < 1. Denoting the expectation with respect
to Pτ by Eτ , we have
Eτ [m(n)i+1 | F
(n)
i ] = Eτ [m
(n)
i+11{fk(T (n)i )≥i+1}




Eτ [m(n)i+1 | T
(n)
i = T ]1{T (n)i =T}
≤ (1− isk)−1nrk. (from Lemma 2.2.8)
In the second line, the summation is taken over all (k + 1)-trees T ⊂ △n such that
P(T (n)i = T ) > 0 and fk(T ) ≥ i+ 1. Therefore,













Eτ [f0(T (n)i )] = k + 1 +
i−1∑
j=0
Eτ [m(n)j+1] ≤ k + 1 + i(1− isk)−1nrk. (2.2.10)
Furthermore,
Eτ [c(n)i+1 | F
(n)
i ] = Eτ [c
(n)
i+11{fk(T (n)i )≥i+1}




Eτ [c(n)i+1 | T
(n)




(f0(T )− k − 1)(1− isk)−1sk1{T (n)i =T} (from Lemma 2.2.8)
≤ (E[f0(T (n)i )]− k − 1)(1− isk)−1sk
≤ i(1− isk)−2nrksk. (from Eq. (2.2.10))
In the second and third line, the summations are also taken over all (k+1)-trees T ⊂ △n
such that P(T (n)i = T ) > 0 and fk(T ) ≥ i+ 1. Therefore,




i ]] ≤ i(1− isk)−2nrksk.
Furthermore, for I ≥ 0 with Isk < 1,
















≤ I2(1− Isk)−2nrksk/2. (2.2.11)
We now define a nondecreasing sequence of F (n)-stopping times (I(n; r))∞r=0 by
I(n; r) := sup{1 ≤ i ≤ I(n) | the distance of τ (n)i from τ is less than r}
for r ≥ 1, and we set I(n; 0) := 0.
Lemma 2.2.9. Let l ∈ N be fixed, and let α be a k-rooted tree such that fk(αl−1)sk < 1.
Then,
|Pτ ((T (n)I(n;l), τ) ≃ αl)− P




where cn := (n− k − 1)rk.
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Proof. For i ≥ 0, we define a random k-rooted tree (T̃ (n)i , τ) as follows: we start with
(T
(n)
i , τ); and to each τ
(n)
j (j = i + 1, i + 2, . . . , fk(T
(n)
i )), we add a k-rooted Poisson tree
with parameter cn as a branch rooted at τ
(n)
j . Let Zj denote the degree of root τ
(n)
j in
the k-rooted Poisson tree for j = i+ 1, . . . , I(h+ 1). We may assume that each k-rooted
Poisson tree is defined on the same probability space (Ω,F ,P) to be independent of Xn
and others. Note that (T̃ (n)0 , τ) ∼ (PTk(cn), τo). We now define I(h) := fk(αh−1) for
h = 1, 2, . . . , l and set I(0) := 0. Then,
|Pτ ((T (n)I(n;l), τ) ≃ αl)− P
′((PTk(cn), τo)l ≃ αl)|
= |Pτ ((T̃ (n)I(l), τ)l ≃ αl)− Pτ ((T̃
(n)






|Pτ ((T̃ (n)i+1, τ)l ≃ αl)− Pτ ((T̃
(n)






|Pτ ((T̃ (n)i+1, τ)h+1 ≃ αh+1)− Pτ ((T̃
(n)
i , τ)h+1 ≃ αh+1)|. (2.2.12)
The last inequality follows from that in both cases of (T̃ (n)i+1, τ)l and (T̃
(n)
i , τ), all branches
rooted at the k-simplices of distance h + 1 from τ are mutually independent k-rooted
Poisson trees with parameter cn.
Now, we estimate the summand in the last line of Eq. (2.2.12) for some fixed 0 ≤ h ≤







> 0. For T ∈ T (n)i and (a1, a2, . . . , aI(h+1)−i) ∈ Z
I(h+1)−i
+ , we define a
new (k + 1)-tree T (a1, a2, . . . , aI(h+1)−i) as follows: to each j = i + 1, i + 2, . . . , I(h + 1),



















to T . For T ∈ T (n)i , we additionally define M(T, αh+1) as
the set of all the (a1, a2, . . . , aI(h+1)−i) ∈ ZI(h+1)−i+ such that (T (a1, a2, . . . , aI(h+1)−i), τ) ≃
αh+1. We then have




Pτ ((m(n)i+1, Zi+2, . . . , ZI(h+1)) ∈ M(T, αh+1) | T
(n)












Pτ ((Zi+1, Zi+2, . . . , ZI(h+1)) ∈ M(T, αh+1) | T (n)i = T )Pτ (T
(n)












Furthermore, a simple calculation implies that
|Pτ ((m(n)i+1, Zi+2, . . . , ZI(h+1)) ∈ M(T, αh+1) | T
(n)
i = T )− Pois⊗I(h+1)−icn (M(T, αh+1))|
≤ sup
A∈ZI(h+1)−i+
|Pτ ((m(n)i+1, Zi+2, . . . , ZI(h+1)) ∈ A | T
(n)
i = T )− Pois⊗I(h+1)−icn (A)|
≤ sup
A∈Z+
|Pτ (m(n)i+1 ∈ A | T
(n)
i = T )− Poiscn(A)|
≤ {(1− isk)−1 + f0(T )− k − 1}rk. (from Lemma 2.2.8) (2.2.15)
Combining Eqs. (2.2.13), (2.2.14), and (2.2.15), we obtain
|Pτ ((T̃ (n)i+1, τ)h+1 ≃ αh+1)− Pτ ((T̃
(n)










≤ {(1− isk)−1 + Eτ [f0(T (n)i )]− k − 1}rk
≤ (1− isk)−1(1 + inrk)rk. (from Eq. (2.2.10)) (2.2.16)
Eqs. (2.2.12) and (2.2.16) together imply that
|Pτ ((T (n)I(n;l), τ) ≃ αl)− P









(1− isk)−1(1 + inrk)rk





Proposition 2.2.10. Let c > 0 and τ ∈ Fk(△n) be fixed, and let Xn be a homogeneous
and spatially independent random subcomplex of △n. If nk+1qk = ω(1) and rk ∼ c/n, then
Xn[τ ] under Pτ converges to [PTk(c), τo] in distribution as n→ ∞.
Proof. Let [α] ∈ Sk and l ∈ N. From Corollary 2.2.2, it suffices to prove
lim
n→∞
Pτ ((Xn, τ)l ≃ αl) = P′((PTk(c), τo)l ≃ αl).
Since sk = o(1) from Lemma 2.2.5, we may assume skfk(αl) < 1. We define








Noting that (Xn, τ)l = (T
(n)
I(n;l), τ) given the event Qn, we have
|Pτ ((Xn, τ)l ≃ αl)− Pτ ((T (n)I(n;l), τ) ≃ αl)|
≤ |Pτ ({(Xn, τ)l ≃ αl} \Qn)− Pτ ({(T (n)I(n;l), τ) ≃ αl} \Qn)|
≤ Pτ ({(Xn, τ)l ≃ αl} \Qn) ∧ Pτ ({(T (n)I(n;l), τ) ≃ αl} \Qn)
≤ Pτ ({I(n; l) ≤ fk(αl−1)} \Qn)




. (from Eq. 2.2.11) (2.2.17)
From Eq. (2.2.17) and Lemma 2.2.9, we obtain
|Pτ ((Xn, τ)l ≃ αl)− P′((PTk(cn), τo)l ≃ αl)|
≤ |Pτ ((Xn, τ)l ≃ αl)− Pτ ((T (n)I(n;l), τ) ≃ αl)|
+ |Pτ ((T (n)I(n;l), τ) ≃ αl)− P












P′((PTk(cn), τo)l ≃ αl) = P′((PTk(c), τo)l ≃ αl).
These estimates complete the proof.
We can also prove the two-root version of Proposition 2.2.10 in the same manner.
For τ ̸= τ ′ ∈ Fk(△n) such that P(τ, τ ′ ∈ X) > 0, we define a probability space
(Ωτ,τ ′ ,Fτ,τ ′ ,Pτ,τ ′) by
Ωτ,τ ′ := {τ, τ ′ ∈ X}, Fτ,τ ′ := {B ∈ F | B ⊂ Ωτ,τ ′}, and Pτ,τ ′(·) := P(· | Ωτ,τ ′).
Proposition 2.2.11. Let c > 0 and τ ̸= τ ′ ∈ Fk(△n) be fixed, and let Xn be a
homogeneous and spatially independent random subcomplex of △n. If nk+1qk = ω(1)
and rk ∼ c/n, then (Xn[τ ], Xn[τ ′]) under Pτ,τ ′ converges to ([PTk(c), τo], [PT′k(c), τ ′o]) in
distribution as n→ ∞. Here, [PT′k(c), τ ′o] is an independent copy of [PTk(c), τo].
2.2.5 Proof of Theorem 2.2.4




[∣∣∣∣fi(Xn)ni+1qi − 1(i+ 1)!
∣∣∣∣r] = 0.
In particular, limn→∞ P(fi(Xn) > 0) = 1.
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Indeed, if the equation above holds for any m ∈ N, then for r ∈ [1,∞),
E
[∣∣∣∣fi(Xn)ni+1qi − 1(i+ 1)!
























P(τ1 ∈ Xn, τ2 ∈ Xn, . . . , τm ∈ Xn),
where the summation is taken over all the τ1, . . . , τm ∈ Fi(△n) such that for each h =
l + 1, . . . ,m, the simplex τh is disjoint from all others. Am,l therefore is nondecreasing



































for any m ∈ N. We use an inductive argument on m ∈ N. When m = 1, the conclusion


































Here, the summations of the first and second lines are taken over all the τ1, . . . , τm ∈
Fi(△n) such that for each h = l + 2, . . . ,m, the simplex τh is disjoint from all others and


















































Proof of Theorem 2.2.4. It suffices to prove that for any g ∈ Cb(Sk),
lim
n→∞




E[(λXn,kg)2 | dimXn ≥ k] = (νk(c)g)2. (2.2.22)
Indeed, Eqs. (2.2.21) and (2.2.22) together imply that
lim
n→∞
E[(λXn,kg − νk(c)g)2 | dimXn ≥ k] = 0.
In particular, λXn,kg under P (· | dimXn ≥ k) converges to νk(c)g in distribution as
n→ ∞ for any g ∈ Cb(Sk), which is equivalent to the conclusion.
Suppose that g ∈ Cb(Sk), and we concern Eq. (2.2.21). We define a finite measure



















P(ρ ∈ Xn, Xn[ρ] ∈ A)
= P(τ ∈ Xn, Xn[τ ] ∈ A)/qk (from the homogeneity of Xn)
= Pτ (Xn[τ ] ∈ A)
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for any A ∈ B(Sk), we have E[λ′Xn,kg] = (Eλ
′
Xn,k





′[g([PTk(c), τo])] = νk(c)g. (2.2.23)
We also have




















[∣∣∣∣ 1{fk(Xn)>0}P(fk(Xn) > 0) − 1






From Lemma 2.2.12, the last line converges to zero as n → ∞. Thus, we obtain
Eq. (2.2.21) from Eq. (2.2.23).
We next concern Eq. (2.2.22). Let τ, τ ′ ∈ Fk(△n) be fixed to be disjoint. Using the

































































The first term of Eq. (2.2.24), therefore, converges to (νk(c)g)2 as n → ∞. From








































Since qI−1 = qI−2rI−2 = qI−3rI−3rI−2 = · · · = q0r0r1 · · · rI−2 ≥ q0rI−1k , we have nIqI−1 =
nq0(nrk)
I−1 = ω(1) from Lemma 2.2.5, which implies that the last line of Eq. (2.2.25)




2] = {νk(c)g}2. (2.2.26)
We also have


























[∣∣∣∣ 1{fk(Xn)>0}P(fk(Xn) > 0) − 1







The last line converges to zero from Lemma 2.2.12 as n→ ∞. Thus, we obtain Eq. (2.2.22)
from Eq. (2.2.26).
2.3 Proof of the main result
In this section, we give the proof of Theorem 2.1.1. As mentioned before, Theorem 2.2.4
is critical for the proof. To read off the asymptotic behavior of the kth Betti numbers
from the local weak convergence, we also use two different quantities. One is the empirical
spectral distribution of the kth up Laplacian, which is responsible for the upper estimate
of the kth Betti number. The other is the number of maximal k-simplices after some
collapsing phases, which is used for the lower estimate of the kth Betti number. This
approach is basically according to the idea taken in [21] for the proof of Theorem 1.1.2.
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2.3.1 Up Laplacian and empirical spectral distribution
Let X be a locally-finite simplicial complex. For k ≥ 0, we consider the Hilbert space
ℓk(X) = {φ : Σk(X) → R, alternating |
∑
σ∈Σk(X) φ(σ)







We denote by ℓ′k(X) the space of all φ ∈ ℓk(X) with finite support, and let (eτ )τ∈Fk(X)
be a canonical orthonormal basis of ℓ′k(X). For k ≥ 0, the operator dk : ℓk(X) → ℓk+1(X)
can be defined on ℓ′k(X) by the linear extension of Eq. (1.2.2). Since ℓ′k(X) is a dense
subset of ℓk(X), dk is a densely-defined operator. We, therefore, can consider the adjoint
operator δk+1 : ℓk+1(X) → ℓk(X) with respect to the inner products (·, ·)k and (·, ·)k+1.
The kth up Laplacian on ℓk(X) is defined by Lupk (X) := δk+1dk. Note that L
up
k (X) is a
densely-defined symmetric and non-negative definite operator with respect to the inner
product (·, ·)k.
A densely-defined symmetric operator L on a Hilbert space H is essentially self-adjoint
if the closure of L is self-adjoint. Associated with an essentially self-adjoint operator L
and a vector ψ ∈ H with ∥ψ∥k = 1 is the spectral measure µL,ψ, which is a unique





for all m ≥ 0. In a case when N := dimH < ∞, L is self-adjoint, and µL,ψ is a discrete
measure supported on the eigenvalues of L. Let λi and ψi (i = 1, . . . , N) be the eigenvalues
of L, including repeated values, and the corresponding orthonormal basis of eigenvectors,














Now, let k ≥ 0, and let (X, τ) be a k-rooted simplicial complex such that Lupk (X) is
essentially self-adjoint. The spectral measure associated with Lupk (X) and eτ is called the
rooted spectral measure of (X, τ), and denoted by µ(X,τ). As mentioned above, whenever







where λi and ψi (i = 1, . . . , fk(X)) are the eigenvalues of Lupk (X), including repeated




































= µLupk (X). (2.3.1)
This implies that the rooted spectral measure µ(X,τ) is the local contribution of τ to the
empirical spectral distribution µLupk (X).
2.3.2 Continuity of empirical spectral distribution
Let S ′k denote the set of all [X, τ ] ∈ Sk such that L
up
k (X) is essentially self-adjoint operator.
Note that (PTk(c), τo) ∈ S ′k P′-almost surely for c > 0 (cf. Claim 3.3 in [21]). We now
define a transition kernel Mk : S ′k × B(R) → [0, 1] by Mk([X, τ ], B) := µ(X,τ)(B) for any
[X, τ ] ∈ Sk and B ∈ B(R). Since taking the rooted spectral measure is continuous (cf.
Lemma 3.2 in [21]), S ′k ∋ [X, τ ] 7→ Mk([X, τ ], ·) ∈ P(R) is continuous. Furthermore, Mk
induces a map ×Mk : P(S ′k) → P(R) defined by
(×Mk)(ν) := (νM)(·) =
∫
S′k
ν(d[X, τ ])M([X, τ ], ·)
for ν ∈ P(S ′k). Then, ×Mk is also continuous. Indeed, suppose that (νn)∞n=1 converges
weakly to ν in P(S ′k), and let f ∈ Cb(R). Since Mkf ∈ Cb(S ′k), we have (νnMk)f =
νn(Mkf) −−−→
n→∞
ν(Mkf) = (νMk)f . This means νnM converges weakly to νMk as n→ ∞.











Mk(X[τ ]) = λX,kMk. (2.3.2)
The first identity follows from Eq. (2.3.1). In the second identity, we use µX(τ) = µ(X,τ)
for any τ ∈ Fk(X). Then, the following limit theorem for empirical spectral distribution
for homogeneous and spatially independent random subcomplexes of △n holds:
Theorem 2.3.1. Let c > 0 be fixed, and let Xn be a homogeneous and spatially inde-
pendent random subcomplex of △n. If nk+1qk = ω(1) and nrk ∼ c, then for any open set
U ⊂ P(R) such that E′[µ(PTk(c),τo)] ∈ U ,
lim
n→∞
P(µLupk (Xn) ∈ U | dimXn ≥ k) = 1.
In other words, µLupk (Xn) under P(· | dimXn ≥ k) converges to E
′[µ(PTk(c),τo)] ∈ P(R) in
distribution as n→ ∞.
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Proof. Note that µLupk (Xn) = λXn,kMk from Eq. (2.3.2). Moreover, Theorem 2.2.4 implies
that λXn,k under P(· | dimXn ≥ k) converges locally weakly to νk(c) in distribution
as n → ∞. Since ×Mk : S ′k → P(R) is continuous, λXn,kMk under P(· | dimXn ≥
k) also converges weakly to νk(c)Mk in distribution as n → ∞ from the continuous
mapping theorem. Thus, the conclusion follows from νk(c)Mk = E′[Mk([PTk(c), τo])] =
E′[µ(PTk(c),τo)].
2.3.3 Upper and lower bounds of the asymptotics of Betti num-
bers
In this subsection, let k ≥ 0 be fixed, and let Xn be a homogeneous and spatially inde-
pendent random subcomplex of △n. Suppose that nk+1qk = ω(1) and nrk ∼ c for some
c > 0. An upper bound of the asymptotic behavior of βk(Xn) follows immediately from
Theorem 2.3.1.







> E′[µ(PTk(c),τo)({0})] + ε
∣∣∣∣ dimXn ≥ k) = 0.


















> E′[µ(PTk(c),τo)({0})] + ε







> E′[µ(PTk(c),τo)({0})] + ε
∣∣∣∣ dimXn ≥ k)
= lim sup
n→∞
P(µLupk (Xn)({0}) > E
′[µ(PTk(c),τo)]({0}) + ε | dimXn ≥ k)
= 0.
In the last line, we use the semi-continuous mapping theorem (cf. [24, Theorem 1.2.8])
with the upper semi-continuous map P(R) ∋ µ 7→ µ({0}) ∈ R. Thus, the conclusion
follows.
We now turn to provide a lower bound of the asymptotic behavior of the kth Betti
numbers.
Proposition 2.3.3 (A version of the Morse inequality). Let X be a finite simplicial
complex. For every k ≥ 0,
βk(X) ≥ fk(X)− fk+1(X)− fk−1(X).
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Proof. Since fk(X) = dim(ker dk) + rank dk, we obtain
βk(X) = dim(ker dk)− rank dk−1
= (fk(X)− rank dk)− rank dk−1
≥ fk(X)− fk+1(X)− fk−1(X).
Proposition 2.3.3 yields the following lower bound of the asymptotic behavior of the
kth Betti numbers:










∣∣∣∣ dimXn ≥ k) = 0.
















∣∣∣∣ dimXn ≥ k)+ P(fk−1(Xn)fk(Xn) > ε/2
∣∣∣∣ dimXn ≥ k) .



















































(∣∣∣∣fk+1(Xn)fk(Xn) − ck + 2









∣∣∣∣ dimXn ≥ k) = 0, (2.3.4)
completing the proof.
Lemma 2.3.4 gives a simple and useful lower bound of the asymptotic behavior of the
kth Betti numbers. There, however, is still room for improvement on this lower bound.
To do that, we use the number of maximal k-simplices in Xn after some collapsing phases.
Let X be a simplicial complex. A simplex τ in X is free if there exists a unique inclusion-
wise maximal simplex στ in X strictly containing τ . We call (στ , τ) a free pair. A collapse
by the free pair (στ , τ) is a removal of all the simplices η in X such that τ ⊂ η ⊂ στ .
When dim στ = dim τ + 1, the collapse is called an elementary collapse by (στ , τ). We
denote Rk(X) as a subcomplex of X obtained by removing all inclusion-wise maximal
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(k+1)-simplices σ containing at least one free k-simplex together with an arbitrary chosen
free k-face of σ. Note that X and Rk(X) are homotopy equivalent, especially, βk(X) =
βk(Rk(X)) whenever X is finite. We define R0k(X) := X and R
l+1
k (X) := Rk(R
l
k(X)) for
l ≥ 0. We also define Slk(X) by removing all the maximal k-simplices from Rlk(X).
When X is finite, we have fk(Rlk(X)) = Ik(Rlk(X)) + fk(Slk(X)), where Ik(Rlk(X))
denotes the number of maximal k-simplices of Rlk(X). Furthermore,
fk(X)− fk(Rlk(X)) = fk+1(X)− fk+1(Rlk(X)) = fk+1(X)− fk+1(Slk(X)).
From these equations, we obtain
Ik(R
l
k(X)) = fk(X)− fk+1(X) + fk+1(Slk(X))− fk(Slk(X)).








= fk(X)− fk+1(X)− fk−1(X) + fk+1(Slk(X))− fk(Slk(X))









Now, for l ≥ 0, we define Dl : Sk → R by






Furthermore, Dl induces ×Dl : P(Sk) → R ∪ {∞} defined by
(×Dl)(ν) := νDl =
∫
Sk
Dl dν for ν ∈ P(Sk).
Lemma 2.3.5. Dl is continuous and lower bounded. Furthermore, ×Dl is lower semi-
continuous.
Proof. Suppose that ([Xn, τn])∞n=1 is a sequence in Sk, and [Xn, τn] converges to [X, τ ] in
Sk. By the definition of the local distance, there exists N ∈ N such that n ≥ N implies
that (Xn, τn)l+1 ≃ (X, τ)l+1. Since both 1{τ∈Slk} and 1{τ∈Slk} deg(S
l
k; τ) depend only of
simplices of distance at most l+1 from τ , we, therefore, have Dl([Xn, τ ]) = Dl([X, τ ]) for
n ≥ N .
For the latter part, suppose that sequence (νn)∞n=1 converges weakly to ν in P(Sk).





νn(Dl ∧ A) = ν(Dl ∧ A).
By taking A→ ∞, we have lim infn→∞ νnDl ≥ νDl. This means the conclusion.
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From the discussion above, we have the following lower bound of the asymptotic
behavior of the kth Betti numbers:









+ E′[Dl([PTk(c), τo])]− ε
∣∣∣∣ dimXn ≥ k) = 0.


















Since ×Dl : P(Sk) → R ∪ {∞} is lower semi-continuous, Theorem 2.2.4 and the semi-
continuous mapping theorem together imply that for ε > 0,
lim sup
n→∞
P(λXn,kDl < E′[Dl([PTk(c), τo])]− ε | dimXn ≥ k)
= lim sup
n→∞
P(λXn,kDl < νk(c)Dl − ε | dimXn ≥ k)
= 0. (2.3.6)
Thus, the conclusion follows from Eqs. (2.3.3), (2.3.4), and (2.3.6) in the same manner as
the proof of Lemma 2.3.4.
The following proposition follows immediately from Lemmata 2.3.4 and 2.3.6:









+ (0 ∨ E′[Dl([PTk(c), τo])])− ε
∣∣∣∣ dimXn ≥ k) = 0.
2.3.4 Some estimates about the higher-dimensional Poisson tree
Let k ≥ 0 be fixed. To proceed proving Theorem 2.1.1, we must estimate the values
E′[µ(PTk(c),τo)({0})] and E′[Dl([PTk(c), τo])] in Propositions 2.3.2 and 2.3.7, respectively.
In this subsection, we provide an overview of the estimates of these two values. For the
complete proofs, see Section 4 of [21].
Let (T, τ) be a k-rooted tree such that Lupk (T ) is essentially self-adjoint, and let
σ1, σ2, . . . , σm denote the (k + 1)-simplices in T that contain the root τ . For 1 ≤ j ≤ m
and 1 ≤ r ≤ k + 1, we denote by τj,r the k-faces of σj distinct from τ . Let (Tj,r, τj,r) be
the branch rooted at τj,r.
Lemma 2.3.8 ([21, Lemma 4.1]). If there exists some 1 ≤ j ≤ m such that for all












The following upper estimate for E′[µ(PTk(c),τo)({0})] follows from applying of the re-
cursive formula in Lemma 2.3.8 to the k-rooted Poisson tree:




t+ ct(1− t)k+1 − c
k + 2
(1− (1− t)k+2)
∣∣∣∣ t ∈ [0, 1], t = exp(−c(1− t)k+1)}
= hk+1(c).
Next, we turn to estimate E′[Dl([PTk(c), τo])]. To do that, the concept of k-rooted tree
pruning is valid. For a k-rooted tree (T, τ), we define the pruning operator Qk as below.
Initially let {τ1, τ2, . . . , τm} be the set of all the free k-simplices in T that are distinct
from τ , and let σi be the unique (k + 1)-simplex in T that contains τi. Let Q̃k(T ) be a
simplicial complex obtained from T by removing all the simplices τj, σj (j = 1, 2, . . . ,m),
and define the pruning Qk(T ) of T as the k-rooted tree (Q̃k(T ))(τ). Furthermore, we
define Q0k((T, τ)) := (T, τ) and Q
l+1
k ((T, τ)) := Qk(Q
l
k((T, τ))) for l ≥ 0.
Lemma 2.3.10 ([22, Lemma 3.3]). For c > 0, let (tc,l)l≥−1 be a sequence of real numbers
defined by









follows the Poisson distribution with parameter
c(1− tc,l−1)k+1 for every l ≥ 0.
We now give a lower bound of E′[Dl([PTk(c), τo])] using the values (tc,l)l≥−1 in the
lemma above.
Lemma 2.3.11. Let c > 0 be fixed. Then, for any l ≥ 1,
P′(τo ∈ Slk(PTk(c))) ≤ 1− tc,l−1 − c(1− tc,l−2)k+1tc,l−1
and





(1− tc,l−1)k+1(1− tc,l)− 1 + tc,l−1 + c(1− tc,l−2)k+1tc,l−1.
Proof. Since {τo ∈ Slk(PTk(c))} ⊂ {δc,l−1 ≥ 2}, we have
P′(τo ∈ Slk(PTk(c)))
≤ P′(δc,l−1 ≥ 2)
= 1− exp(−c(1− tc,l−2)k+1)− c(1− tc,l−2)k+1 exp(−c(1− tc,l−2)k+1)
= 1− tc,l−1 − c(1− tc,l−2)k+1tc,l−1.
Given the event {δc,l ≥ 2}, we have
1{τo∈Slk(PTk(c))} deg(S
l
k(PTk(c)); τo) = δc,l.
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We, therefore, have
E′[deg(Slk(PTk(c)); τo); τo ∈ Slk(PTk(c))]
≥ E′[1{τo∈Slk(PTk(c))} deg(S
l
k(PTk(c)); τo); δc,l ≥ 2]
= E′[δc,l; δc,l ≥ 2]
= c(1− tc,l−1)k+1 − c(1− tc,l−1)k+1 exp(−c(1− tc,l−1)k+1)






E′[deg(Slk(PTk(c)); τo); τo ∈ Slk(PTk(c))]− P′(τo ∈ Slk(PTk(c)))
≥ c
k + 2
(1− tc,l−1)k+1(1− tc,l)− 1 + tc,l−1 + c(1− tc,l−2)k+1tc,l−1.
2.3.5 Proof of Theorem 2.1.1
For l ≥ 0 and c > 0, we define




(1− tc,l−1)k+1(1− tc,l)− 1 + tc,l−1 + c(1− tc,l−2)k+1tc,l−1
)
.











> hk+1(c) + ε
∣∣∣∣ dimXn ≥ k) = 0.





















+ (0 ∨ E′[Dl([PTk(c), τo])])− ε/2
∣∣∣∣ dimXn ≥ k) .
In the last, we use Lemma 2.3.11. Furthermore, the last line converges to zero from







∣∣∣ > ε ∣∣∣∣ dimXn ≥ k) = 0. (2.3.7)
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Moreover, given the event {dimXn ≥ k},∣∣∣∣βk(Xn)nk+1qk − hk+1(c)(k + 1)!
∣∣∣∣ ≤ ∣∣∣∣βk(Xn)nk+1qk − βk(Xn)(k + 1)!fk(Xn)
∣∣∣∣+ ∣∣∣∣ βk(Xn)(k + 1)!fk(Xn) − hk+1(c)(k + 1)!
∣∣∣∣
≤
∣∣∣∣fk(Xn)nk+1qk − 1(k + 1)!
∣∣∣∣+ ∣∣∣∣βk(Xn)fk(Xn) − hk+1(c)
∣∣∣∣.




(∣∣∣∣βk(Xn)nk+1qk − hk+1(c)(k + 1)!
∣∣∣∣ > ε) = 0.
Lastly, noting that βk(Xn)/(nk+1qk) ≤ fk(Xn)/(nk+1qk), a simple calculation yields the
conclusion, again using Lemma 2.2.12.
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Chapter 3
Vanishing and expectation of Betti
numbers
Throughout this chapter, let k ≥ 0 be fixed, and let Xn be a homogeneous and spatially
independent random subcomplex of △n. In Section 3.1, we give an upper estimate of the
probability that the kth Betti number of Xn is positive (Theorem 3.1.1). We also give
a new upper estimate of the expectation of the kth Betti numer of Xn (Theorem 3.1.5).
Furthermore, we apply these theorems to several typical random simplicial complex mod-
els. In Section 3.2, we review the concept of links of simplicial complexes and show that
each link of Xn has an Erdős–Rényi graph-like structure. In Section 3.3, we state the co-
homology vanishing theorem, which is a key tool to prove Theorem 3.1.1. Combining the
cohomology vanishing theorem with the link structure of Xn, the proof of Theorem 3.1.1
is reduced to the analysis of an Erdős–Rényi graph. In Section 3.4, we provide the proof
of Theorem 3.1.5. To do that, we additionally state a quantitative generalization of the
cohomology vanishing theorem. This theorem is critical for the proof of Theorem 3.1.5 as
well as the cohomology vanishing theorem for the proof of Thereom 3.1.1. The contents
of this chapter are based on the published paper [14].
3.1 Statements of the main results
3.1.1 Vanishing of Betti numbers (Theorem 3.1.1)
In this subsection, we state an upper estimate of the probability that the kth Betti number
of Xn is positive. As we will see below, this is a generalization of Theorem 1.1.5 to homo-
geneous and spatially independent random subcomplexes of △n (cf. [10, Theorem 1.1]).
Theorem 3.1.1 ([14, Corollary 3.5]). Let θ ∈ (0, 1], ν ≥ θ, δ > 0, and M > 0 be fixed.
Then, for sufficiently large n,
rk ≥
(ν + δ) log n
n
and Mr1−θk ≥ rk−1 (3.1.1)
together imply that P(βk(Xn) > 0) ≤ nk+1qk(nrk−1)−ν/θ.
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Note that when we choose θ = M = 1 in the theorem above, the condition Mr1−θk ≥
rk−1 is automatically satisfied. Thus, the following simple corollary holds:
Corollary 3.1.2. Let ν ≥ 1 and δ > 0 be fixed. Then, for sufficiently large n,
rk ≥
(ν + δ) log n
n
implies that P(βk(Xn) > 0) ≤ nk+1qk(nrk−1)−ν.
The proof of Theorem 3.1.1 is left to Section 3.3. We here apply Theorem 3.1.1 and
Corollary 3.1.2 to several typical random simplicial complex models.
Example 3.1.3 ([14, Example 3.7 (3)]). Consider the d-Linial–Meshulam complex
Yn,p ∼ Yd(n, p). Letting k = d− 1, we obtain qk = 1, rk−1 = 1, and rk = p. Suppose that
ν ≥ 1 and δ > 0. Then, Corollary 3.1.2 implies that for sufficiently large n,
p ≥ (ν + δ) log n
n
implies that P(βd−1(Yn,p) > 0) ≤ nd−ν . Furthermore, when ν = d+ η for some η ≥ 0, the
conclusion implies that P(βk(Yn,p) > 0) = o(n−η).
Example 3.1.4 ([14, Example 3.8 (3)]). Consider the random clique complex Cn,p ∼
C(n, p). For 0 ≤ k ≤ n − 1, we obtain qk = p(
k+1




= 0 by convention. Suppose that ν ≥ 1/(k+1) and δ > 0. Then, Theorem 3.1.5 with
θ = 1/(k + 1) and M = 1 implies that for sufficiently large n,
p ≥
(
(ν + δ) log n
n
)1/(k+1)
implies that P(βk(Cn,p) > 0) ≤ nk+1p(
k+1
2 )(npk)−(k+1)ν = nk/2+1−ν(npk+1)k/2−kν , which
coincides with Theorem 1.1.6. Furthermore, when ν = k/2 + 1 + η for some η ≥ 0, the
conclusion implies that P(βk(Cn,p) > 0) = o(n−η). Specifically, in the case of η = 0, this
claim corresponds to Theorem 1.1.5.
3.1.2 Expectation of Betti numbers (Theorem 3.1.5)
We state upper and lower estimates of the expectation of the kth Betti number of Xn.
Theorem 3.1.5 ([14, Theorem 3.6]). Let l ∈ N. There exists a constant C ≥ 0,
depending only on k and l, such that for all n ∈ N,
E[βk(Xn)] ≤ nk+1qk{1 ∧ C(nrk)−l}.
Here, if rk = 0, then the right-hand side is interpreted as nk+1qk.
The following lower estimate for the expectation of the kth Betti number follows from
Proposition 2.3.3 (see also Section 6 of [10]):
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together imply that E[βk(Xn)] ≥ ε0nk+1qk.



































































∼ nk+1/(k + 1)!.
The proof of Theorem 3.1.5 is left to Section 3.4. We here apply Theorem 3.1.5 and
Proposition 3.1.6 to several typical random simplicial complex models.
Example 3.1.7 ([14, Example 3.7 (1)(2)]). Consider the d-Linial–Meshulam complex
Yn,p ∼ Yd(n, p). Letting k = d − 1, we obtain qk = 1, rk−1 = 1, and rk = p. Then, the
following estimates hold:
(1) Theorem 3.1.5 implies that for l ∈ N, there exists C ≥ 0, depending only on k and
l, such that
E[βd−1(Yn,p)] ≤ nd{1 ∧ C(np)−l}.
(2) Proposition 3.1.6 implies that for 0 ≤ c < k+2, there exists ε0 > 0, depending only
on d and c, such that for sufficiently large n,
p ≤ c
n
implies that E[βd−1(Yn,p)] ≥ ε0nd.
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Example 3.1.8 ([14, Example 3.8 (1)(2)]). Consider the random clique complex Cn,p ∼
C(n, p). For 0 ≤ k ≤ n − 1, we obtain qk = p(
k+1
2 ), rk−1 = pk, and rk = pk+1. Then, the
following estimates hold:




2 ){1 ∧ C(npk+1)−l}.
This corresponds with Theorem 1.1.7.
(2) Proposition 3.1.6 implies that for c1, c2 > 0 with (k + 1)/c1 + c2/(k + 2) < 1, there







implies that E[βk(Cn,p)] ≥ ε0nk+1p(
k+1
2 ).
3.2 Links of simplicial complexes
The concept of links of simplicial complexes is critical for the proofs of both Theorems 3.1.1
and 3.1.5. Given a D-dimensional simplicial complex X and a j-simplex τ in X with
−1 ≤ j ≤ D, we define the link lk(X; τ) of τ in X by
lk(X; τ) := {σ ∈ X | τ ∩ σ = ∅ and τ ∪ σ ∈ X}.
Note that lk(X; τ) is also a simplicial complex of dimension at most D− j− 1. When the
codimension of τ in X is no more than two, i.e., D− j ≤ 2, then lk(X; τ) can be regarded
as a graph. Furthermore, note that lk(X; ∅) = X by the definition.
Let τ be a (k − 1)-simplex in △n, and consider the link lk(Xn; τ) given τ appearing
in Xn. We define V (Xn; τ) and E(Xn; τ) as the vertex set and the edge set of lk(Xn; τ),
respectively, and define N(Xn; τ) := #(V (Xn; τ)). These are random variables that are
defined on the probability space (Ωτ ,Fτ ,Pτ ) in Eq. (2.2.1). In what follows, given a finite
vertex set V , let G(V, p) indicate the distribution of an Erdős–Rényi graph on V with a
parameter p. Furthermore, X(V,p) denotes the distribution of a multi-parameter random
simplicial complex constructed from the vertex set V , instead of [n], according to p. The
following lemma concerns the structure of the links of Xn and states that the underlying
graph of each link has an Erdős–Rényi graph-like structure:
Lemma 3.2.1 ([14, Lemma 3.11]). Suppose that n ≥ k + 2 and P(τ ∈ Xn) > 0.
Then, the distribution of (lk(Xn; τ))(1) under Pτ is identical to X([n] \ τ,p) with p =
(rk−1, rk/rk−1, 0, . . . , 0). Here, we set 0/0 := 0. In particular, the distribution of N(Xn; τ)
under Pτ is equal to Bin(n− k, rk−1).
Proof. For every vertex v ∈ [n] \ τ ,
Pτ (v ∈ V (Xn; τ)) = P(v ∈ V (Xn; τ) | τ ∈ Xn) = P(τ ∪ {v} ∈ Xn | τ ∈ Xn) = rk−1.
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Moreover, Lemma 1.3.4 implies that the events {{v ∈ V (Xn; τ)} : v ∈ [n] \ τ} are inde-
pendent under Pτ .
Next, let V ⊂ [n] \ τ with Pτ (V (Xn; τ) = V ) > 0. Note that given τ appearing in Xn,
{V (Xn; τ) = V } =
∩
s∈V
{τ ∪ {s} ∈ Xn} ∩
∩
s∈[n]\(V ∪τ)
{τ ∪ {s} /∈ Xn}.
Lemma 1.3.4, therefore, implies that for each edge {v, w} with v, w ∈ V ,
Pτ ({v, w} ∈ E(Xn; τ), V (Xn; τ) = V )
= Pτ
(
{τ ∪ {v, w} ∈ Xn} ∩
∩
s∈V \{v,w}
{τ ∪ {s} ∈ Xn} ∩
∩
s∈[n]\(V ∪τ)
{τ ∪ {s} /∈ Xn}
)
= Pτ (τ ∪ {v, w} ∈ Xn)
( ∏
s∈V \{v,w}
Pτ (τ ∪ {s} ∈ Xn)
)( ∏
s∈[n]\(V ∪τ)







In the same manner, we also have P(V (Xn; τ) = V ) = r#Vk−1(1− rk−1)n−#V−k. Thus,







Moreover, the events {{v, w} ∈ E(Xn; τ) : v < w ∈ V } are independent under Pτ (· |
V (Xn; τ) = V ). Thus, the conclusion follows from the definition of the multi-parameter
random simplicial complex model.
3.3 Proof of Theorem 3.1.1
3.3.1 Cohomology vanishing theorem
The cohomology vanishing theorem provides a criterion for the vanishing of the Betti
number of a simplicial complex. Kahle [17] applied this theorem to the random clique
complex model in proving Theorem 1.1.5. The cohomology vanishing theorem is also
valid in proving Theorem 3.1.1. To state the cohomology vanishing theorem, we give the
definition of the Laplacian of a simple random walk on graphs.
Let V be a finite set, and let E be a collection of subsets of V whose cardinalities are
two. We call the pair G = (V,E) a simple undirected graph on V . Here, V and E are
regarded as a vertex set and an edge set, respectively. In what follows, we omit the word
“simple undirected”, i.e., a graph always means a simple undirected graph. Let G = (V,E)
be a finite graph with V ̸= ∅. We say that v ∈ V is adjacent to w ∈ V if {v, w} ∈ E. The
degree of a vertex v ∈ V , denoted by deg(G; v), is defined as #{w ∈ V | {v, w} ∈ E}.
A vertex v ∈ V is isolated if deg(G; v) = 0. The averaging matrix A[G] = (avw)v,w∈V
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associated with G is defined by
avw :=

1/ deg(G; v) if w is adjacent to v,
1 if v is isolated and v = w,
0 otherwise.
The Laplacian L[G] of a simple random walk on G is defined by L[G] := IV − A[G],
where IV = (δvw)v,w∈V using the Kronecker delta notation. From a simple discussion, all
the eigenvalues of L[G] are real, and they lie in the interval [0, 2] since the transpose of
A[G] is a stochastic matrix. The nonzero vectors that are constant on each connected
component of G are eigenvectors corresponding to the eigenvalue zero. Furthermore, the
multiplicity of the zero eigenvalues coincides with the number of connected components
of G. When #V ≥ 2, the second smallest eigenvalue of L[G], counting multiplicities, is
called the spectral gap of G, and denoted by λ2[G].
A simplicial complex X is a pure D-dimensional if, for every simplex σ in X, there
exists someD-simplex that contains σ. Note that a pureD-dimensional simplicial complex
is D-dimensional. The following is a special case of Theorem 2.1 in [3]:
Theorem 3.3.1 (Cohomology vanishing theorem [12, 3]). Let D ≥ 1 be fixed, and let
X be a pure D-dimensional finite simplicial complex. If λ2[lk(X; τ)] > 1−D−1 for every
(D − 2)-simplex τ in X, then βD−1(X) = 0.
As long as we define λ2[G] := 1 for #V ≤ 1, the pure D-dimensionality in the theorem
above can be immediately removed as follows:
Corollary 3.3.2 ([14, Corollary 2.12]). Let D ≥ 1 be fixed, and let X be a finite




> 1−D−1 for every (D− 2)-simplex τ in X, then
βD−1(X) = 0.
3.3.2 Spectral gap theorem and the proof of Theorem 3.1.1
From Theorem 3.3.1 and Lemma 3.2.1, we can reduce the upper estimate of the probability
that the Betti number is positive to the analysis of the spectral gap of an Erdős–Rényi
graph. The following theorem states that the spectral gap of an Erdős–Rényi graph
Gn ∼ G(n, p(n)) is unlikely to be small when p is sufficiently large:
Theorem 3.3.3 (Theorem 1.1 in [16], spectral gap theorem in [17]). Let η ≥ 0, δ > 0,
and ε > 0 be fixed, and let be Gn,p ∼ G(n, p) an Erdős–Rényi graph. Then, for sufficiently
large n,
p ≥ (1 + η + δ) log n
n
,
implies that P(λ2[Gn,p] > 1− ε) ≥ 1− εn−η.
Combining Theorem 3.3.3 with Theorem 3.3.1 and Lemma 3.2.1 yields the following
lemma:
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Lemma 3.3.4 ([14, Proposition 3.4]). Let ρ ≥ 1 and δ > 0 be fixed. Then, there exists








together imply that P(βk(Xn) > 0) ≤ nk+1qk(nrk−1)−ρ.
Proof. Combining Corollary 3.3.2 with the homogeneity of Xn,





















qk−1Pτ ′(λ2[lk(Xn; τ ′)(1)] ≤ 1− (k + 1)−1),
where τ ′ is an arbitrary fixed (k − 1)-simplex in △n. From Lemma 3.2.1, we have
lk(Xn; τ
′)(1) ∼ X([n] \ τ ′, (rk−1, rk/rk−1, 0, . . . , 0)) and N(Xn; τ ′) ∼ Bin(n− k, rk−1) under
Pτ ′ . Denoting µn := Eτ ′ [N(Xn; τ ′)] = (n− k)rk−1, the Chernoff bound yields that
Pτ ′ [|N(Xn; τ ′)− µn| > µ3/5n ] ≤ exp(−µ1/5n /5).
If K0 ≥ 2k, then Eq. (3.3.1) implies that µn ≥ nrk−1 − k ≥ nrk−1/2 ≥ K0/2. Thus, by
taking K0 sufficiently large, depending only on k, ρ, and δ, we have
rk
rk−1







Applying Theorem 3.3.3 with ε = (k + 1)−1 ∧ 2−ρ, we obtain









εm−(ρ−1)Pτ ′(N(Xn; τ ′) = m) + exp(−µ1/5n /5)
≤ ε⌊µn − µ3/5n ⌋1−ρ + exp(−µ1/5n /5)
≤ 2εµ1−ρn .
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In the third line, we use the fact that the distribution of λ2[lk(Xn; τ ′)(1)] under Pτ ′(· |
N(Xn; τ
′) = m) is identical to that of λ2[G] with G ∼ G(m, rk/rk−1). Combining these
estimates, we have










Theorem 3.1.1 follows immediately from Lemma 3.3.4.
Proof of Theorem 3.1.1. We set
r̄ =
(ν + δ) log n
n
.


































































(ν/θ + δ/(2θ)) log(nrk−1)
n
.
We now choose K0 in Proposition 3.3.4 where ν/θ and δ/(2θ) are substituted for ρ and
δ in the proposition, respectively. From Eq. (3.1.1), we also have rk−1 ≥ rk ≥ K0/n for
sufficiently large n. Thus, Proposition 3.3.4 yields the conclusion.
3.4 Proof of Theorem 3.1.5
3.4.1 Quantitative generalization of the cohomology vanishing
theorem
The main purpose of this subsection is to generalize Theorem 3.3.1 to an upper estimate
of Betti number. This estimate is crucial to prove Theorem 3.1.5. To state the estimate,
we introduce a quantity that counts the number of small eigenvalues of the Laplacian of
a simple random walk on a graph. Let G = (V,E) be a finite graph with V ̸= ∅, and let
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λi (i = 1, 2, . . . ,#V ) be the eigenvalues of L[G], which may not be distinct. For α ≥ 0,
we define
γ(G;α) := # {i | λi ≤ α} − 1.
By convention, γ(G;α) := 0 when #V = 0. The following theorem gives a new upper
estimate of the Betti numbers of general finite simplicial complexes:










Note that the one-dimensional skeleton lk(X; τ)(1) can be regarded as a graph. Under





= γ(lk(X; τ); 1−D−1) = 0
for every (D − 2)-simplex in X. We then have βD−1(X) = 0 from Theorem 3.4.1. Thus,
this theorem is a generalization of Theorem 3.3.1. The proof of Theorem 3.4.1 is based
on quantitative modifications of the proof of Theorem 3.3.1. For the detailed discussion,
see Section 2 of [15].
3.4.2 Eigenvalues of the Laplacian on Erdős–Rényi graph
From Theorem 3.4.1 and Lemma 3.2.1, we can reduce the upper estimate of E[βk(Xn)]
to the analysis of the number of small eigenvalues of the Laplacian of a simple random
walk on an Erdős–Rényi graph. Hence, we discuss the eigenvalues of the Laplacian on an
Erdős–Rényi graph.
Let h ∈ N, and let G = (V,E) be a graph. We say that w = (v0, v1, . . . , vh) ∈ V h+1
is a walk on G of length h if {vi, vi+1} ∈ E for all i = 0, 1, . . . , h − 1. When v0 = vh, we
call the walk w = (v0, v1, . . . , vh) a closed walk. Let Wh(G) denote the set of all closed
walks on G of length h. Given a closed walk w = (v0, v1, . . . , vh) ∈ Wh(G) on a graph G,
we define a subgraph G(w) = (V (w), E(w)) by
V (w) := {vi | i = 0, 1, . . . , h− 1} and E(w) := {{vi, vi+1} | i = 0, 1, . . . , h− 1}.
We additionally define the multiplicity ms(w) of s ∈ V (w) by
ms(w) := #{i = 0, 1, . . . , h− 1 | vi = s}.
Furthermore, for 1 ≤ v, e ≤ h, we define






where Kv is the complete graph on [v]. In other words, wv,eh is the number of closed walks
w of length h on an unlabeled v-vertex set that traverse exactly e distinct edges. The
following properties are fundamental:
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Lemma 3.4.2 ([14, Lemma 3.12]). Let l ∈ N and 1 ≤ v, e ≤ 2l be fixed. Then,
(1) if wv,e2l > 0, then e ≥ v − 1;
(2) if we+1,e2l > 0, then e ≤ l.
Proof. (1) Suppose that w ∈ W v,e2l (Kv). Applying the Euler–Poincaré formula to the
graph G(w), we obtain v − e = 1− β1(G(w)) ≤ 1, which implies the conclusion.
(2) Suppose that w ∈ W e+1,e2l (Ke+1). Then, G(w) is a tree since G(w) is connected
and v = e+1. Therefore, w passes through each edge of G(w) at least twice, noting that
w is a closed walk. Thus, we obtain 2l ≥ 2#E(w), which implies the conclusion.
The following lemma gives an upper estimate of the expectation of the number of
small eigenvalues of the Laplacian on an Erdős–Rényi graph:
Lemma 3.4.3 ([14, Lemma 3.13]). Let α < 1 be fixed, and let Gn,p ∼ G(n, p) be an
Erdős–Rényi graph. Let λi (i = 1, 2, . . . , n) be the eigenvalues, which may not be distinct,
of the Laplacian L[Gn,p]. Then, for l ∈ N and n ≥ 2l,
E[#{i ∈ [n] | λi ≤ α}] ≤
(2l)!









Proof. Set µi := 1− λi for i = 1, 2, . . . , n. Then, µi (i = 1, 2, . . . , n) is the eigenvalues of
the averaging matrix A[Gn,p] since L[Gn,p] = I[n] − A[Gn,p]. Therefore,














Hence, we calculate tr(A[Gn,p]2l). Let {Xij}1≤i<j≤n be independent and identically dis-
tributed random variables, and X12 ∼ Bernoulli(p). Furthermore, we set Xii = 0 for all
i ∈ [n] and Xji = Xij for 1 ≤ i < j ≤ n. We may assume that the Erdős–Rényi graph
Gn,p is generated by {Xij}1≤i<j≤n as follows:
Gn,p = ([n], {{i, j} | Xij = 1}).












s=1Xis = 0 and i = j),
0 (otherwise).
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i0 ̸=i1,i1 ̸=i2,...,i2l−1 ̸=i0








i0 ̸=i1,i1 ̸=i2,...,i2l−1 ̸=i0


























Here, the second line follows from that for each i = 1, . . . , n, aii ̸= 0 if and only if ais = 0
for all s ̸= i. The fourth line follows from that aij = 0 unless i and j are adjacent. In the
last inequality, we use that each ij has at least one adjacent vertex in V (w).
Since E[I(Gn,p)] = n(1− p)n−1, we estimate the expected value of the first term of the









































E[(Zv + 1)−mi(w)], (3.4.2)
where Zv ∼ Bin(n − v, p). In the last line, we use Lemma 3.4.2 (1). From a simple
calculation, we also have
E[(Zv + 1)−mi(w)] ≤
mi(w)!




















































(n− v + 1)2lp2l
≤ (2l)!






Combining the estimates above yields the conclusion.
3.4.3 Upper estimates of expectation of Betti numbers
Combining Lemma 3.4.3 with Theorem 3.4.1 and Lemma 3.2.1, we obtain the following
upper estimate of E[βk(Xn)]:
Lemma 3.4.4. Let M > 0 and l ∈ N be fixed. Then, there exists K1 > 0 and C,








together imply that E[βk(Xn)] ≤ Cnk+1qk(nrk)−l.

















(1); 1− (k + 1)−1
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′)(1); 1− (k + 1)−1
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where τ ′ is an arbitrary fixed (k − 1)-simplex in △n. From Lemma 3.2.1, we have
lk(Xn; τ
′)(1) ∼ X([n] \ τ ′, (rk−1, rk/rk−1, 0, . . . , 0)) and N(Xn; τ ′) ∼ Bin(n − k, rk−1) un-
der Pτ ′ . We again denote µn := Eτ ′ [N(Xn; τ ′)] = (n − k)rk−1. Choose K1 ≥ 2k ∨ 2
such that ⌊x − x3/5⌋ ≥ 2l and x1/l ≥ M log x for x ≥ K1/2. From Eq. (3.4.3), we have














′)(1); 1− (k + 1)−1
)
+ 1 | N(Xn; τ ′) = m]Pτ ′(N(Xn; τ ′) = m)
+ Eτ ′ [γ
(
lk(Xn; τ
′)(1); 1− (k + 1)−1
)





















Pτ ′(N(Xn; τ ′) = m)
+ Eτ ′ [N(Xn; τ ′); |N(Xn; τ ′)− µn| > µ3/5n ]− 1


























Pτ ′(N(Xn; τ ′) = m).
Since µn ≥ K1/2, we can choose K1 sufficiently large, depending only on k, M , and l,
such that Av ≤ 2 for all 1 ≤ v ≤ 2l, in advance.








































Since nrk−1 ≥ µn ≥ K1/2, we have (nrk−1)1/l ≥M log(nrk−1) ≥ nrk. The last line of the












We next concern the second term of the last line of Eq. (3.4.4). Since N(Xn; τ ′) ∼









= (n− k)rk−1(1− rk)n−k−1
≤ nrk−1 exp(−(n− k − 1)rk)
≤ ek+1nrk−1 exp(−nrk)
≤ C ′′nrk−1(nrk)−l
for sufficiently large C ′′, depending only on k and l.
Lastly, since the Chernoff bound implies that
Pτ ′(|N(Xn; τ ′)− µn| > µ3/5n ) ≤ exp(−µ1/5n /5),
the third term of Eq. (3.4.4) is dominated by (µ2n + µn)1/2 exp(−µ
1/5
n /10), which is less
than one for sufficiently large K1.
Combining these estimates, we have







≤ (k + 1)




Next, combining Theorem 3.3.3 with Theorem 3.4.1 and Lemma 3.2.1 yields the fol-
lowing upper estimate of E[βk(Xn)] in the same manner as the proof of Lemma 3.3.4:
Lemma 3.4.5 ([14, Proposition 3.4]). Let ρ ≥ 1 and δ > 0 be fixed. Then, there exists








together imply that E[βk(Xn)] ≤ nk+1qk(nrk−1)1−ρ.
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qk−1Eτ ′ [N(Xn; τ ′);λ2[lk(Xn; τ ′)(1)] ≤ 1− (k + 1)−1],
where τ ′ is an arbitrary fixed (k − 1)-simplex in △n. From Lemma 3.2.1, we have
lk(Xn; τ
′)(1) ∼ X([n] \ τ ′, (rk−1, rk/rk−1, 0, . . . , 0)) and N(Xn; τ ′) ∼ Bin(n− k, rk−1) under
Pτ ′ . Let µn again denote Eτ ′ [N(Xn; τ ′)] = (n− k)rk−1. Then, we have
Pτ ′ [|N(Xn; τ ′)− µn| > µ3/5n ] ≤ exp(−µ1/5n /5)
from the Chernoff bound. If K2 ≥ 2k and Eq. (3.4.5) holds, then µn ≥ nrk−1 − k ≥











Applying Theorem 3.3.3 with ε = (k + 1)−1 ∧ 2−ρ, we obtain




mPτ ′(λ2[lk(Xn; τ ′)(1)] ≤ 1− (k + 1)−1 | N(Xn; τ ′) = m)Pτ ′(N(Xn; τ ′) = m)




mεm−(ρ−1)Pτ ′(N(Xn; τ ′) = m)
+ Eτ ′ [N(Xn; τ ′)2]1/2Pτ ′(|N(Xn; τ ′)− µn| > µ3/5n )1/2
≤ εµn(⌊µn − µ3/5n ⌋)1−ρ + (µn + µ2n)1/2 exp(−µ1/5n /10)
≤ 2εµ2−ρn .











We now turn to prove Theorem 3.1.5.
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Proof of Theorem 3.1.5. Since






it suffices to prove that
E[βk(Xn)] ≤ Cnk+1qk(nrk)−l
for some constant C, depending on only k and l. We choose K1 and C in Lemma 3.4.4
with M = l + 2. We also take K2 in Lemma 3.4.5 with ρ = l + 1 and δ = 1, and set






(l + 2) log(nrk−1)
n
,
then Lemma 3.4.5 implies that






(l + 2) log(nrk−1)
n
,
then Lemma 3.4.4 implies that
E[βk(Xn)] ≤ Cnk+1qk(nrk)−l.
Otherwise, since nrk ≤ nrk−1 ≤ K, we have







These estimates complete the proof.
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Chapter 4
Persistent homology of random
filtration of simplicial complexes
In this chapter, we study an increasing family of random simplicial complexes, called a
random filtration of simplicial complexes. In section 4.1, we review the basics of persistent
homology and lifetime sum, that is, the sum of lifetimes. In section 4.2, we introduce a
large class of random filtrations of simplicial complexes associated with the homogeneity
and spatial independence, and state a limit theorem for lifetime sums of the random
filtrations. Furthermore, we apply the limit theorem to several typical random filtration
models. Moreover, we consider the asymptotic behavior of the expectation of the lifetime
sums under a weaker assumption. In section 4.3, we provide the proofs of the main
theorems. In section 4.4, we consider the sum of the powers of lifetimes and study their
asymptotic behaviors. The contents of this chapter are partially based on the published
paper [14].
4.1 Persistent homology and lifetime sum
Let X be a finite simplicial complex. A collection X = {X(t)}t≥0 of subcomplexes of X
is called a right-continuous filtration of X if




′) for t ≥ 0.
For t > 0, we define X(t−) :=
∪
t′<tX(t
′). Then, X(t) ̸= X(t−) at only finitely many t’s
since X is a finite simplicial complex.
Let K be a field, and let K[R+] be a K-vector space of formal linear combinations of





where aj ∈ K and tj ∈ R+ for all j. The product of two elements is defined as the
linear extension of (azs)(bzt) := abzs+t for a, b ∈ K and s, t ∈ R+. Then, K[R+] with this
operation can be a graded ring.
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Let k ≥ 0 be fixed. The kth persistent homology Hk(X ;K) of X = {X(t)}t≥0 with co-






Then, Hk(X ;K) has a graded module structure over the graded ring K[R+] with ho-
momorphisms ι∗ : Hk(X(s);K) → Hk(X(t);K) induced by the inclusion map ι : X(s) →
X(t) (0 ≤ s ≤ t). The following structure theorem of the persistent homology is funda-
mental:
Theorem 4.1.1 ([25, 15]). For each k ≥ 0, there exist unique indices p, q ∈ Z+ and
{bi}p+qi=1 , {di}
p












where (za) denotes an ideal in K[R+] generated by the monomial za for each a ∈ R+.
The indices bi’s and di’s in the theorem above indicate the times of the appearance
and disappearance, respectively, and they are called the kth birth and death times of
k-dimensional holes in the filtration X = {X(t)}t≥0, respectively. We set di := ∞ for
p + 1 ≤ i ≤ p + q by convention. To each i = 1, 2, . . . , p + q the kth lifetime li is defined









((di ∧ T )− (bi ∧ T )).
For a filtration whose filtration parameter t varies in a finite interval [0, T0], we can also




X(t) (0 ≤ t ≤ T0),
X(T ) (t > T0).
Whenever X̃ is a right-continuous filtration, we define Lk(X ;K) := (Lk(X̃ ;K))T0 . Also,
(Lk(X ;K))T := (Lk(X̃ ;K))T for T ∈ [0, T0].
In what follows, we always consider rational coefficients for the persistent homology,
i.e., K = Q, and we simply denote Hk(X ;Q) and Lk(X ;Q) by Hk(X ) and Lk(X ), respec-
tively. The following formula is a higher-dimensional generalization of Eq. (1.1.3):
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Proposition 4.1.2 (Lifetime formula [15, Proposition 2.2]). Let X = {X(t)}t≥0 be a









βk(X(t)) dt for T ≥ 0.
Note that both sides of the equations above can be infinity.
4.2 Statements of the main results
In this section, we consider a class of random filtrations and give some asymptotic results of
their lifetime sums. Recall that Sn is the set of all subcomplexes of △n. Let Xn : [0,∞)×
Ω → Sn be a stochastic process taking values in Sn. In other words, Xn is a family
{Xn(t)}t≥0 of random subcomplexes of △n, that are defined on a common probability
space (Ω,F ,P). A stochastic process Xn : [0,∞) × Ω → Sn is called a homogeneous and
spatially independent right-continuous random filtration of △n if the following holds:
• Xn(t, ·) : Ω → Sn is a homogeneous and spatially independent random subcomplex
of △n for each fixed t ≥ 0; and
• Xn(·, ω) : [0,∞) → Sn is a right-continuous filtration of △n P-almost sure ω ∈ Ω.
Let Xn = {Xn(t)}t≥0 be a homogeneous and spatially independent right-continuous ran-
dom filtration of △n. We define qk(t) and rk(t) as corresponding to the qk and rk in
Eq. (1.3.1), respectively. For k ≥ −1,
qk(t) := P(τ ∈ Xn(t)) and rk(t) := P(σ ∈ Xn(t) | τ ∈ Xn(t)).
Here, again, τ ∈ △n is an arbitrary fixed k-simplex, and σ ∈ △n is a (k + 1)-simplex
containing τ . Furthermore, when qk(t) = 0, we regard rk(t) = 0 by convention. Note
that whenever qk(t) > 0, we have rk(t) = P(σ ∈ Xn(t))/P(τ ∈ Xn(t)) = qk+1(t)/qk(t).
Moreover, both qk(t) and rk(t) are nonincreasing with respect to k for fixed t ≥ 0. Note
that qk(t) and rk(t) are dependent of n in general, though we do not indicate n for the
simplicity.
4.2.1 Limit theorem for lifetime sums (Theorem 4.2.1)
Let Xn = {Xn(t)}t≥0 be a homogeneous and spatially independent right-continuous ran-
dom filtration of △n. We state a limit theorem for the lifetime sum of Xn = {Xn(t)}t≥0.
Theorem 4.2.1. Let 0 ≤ a <∞ and 0 < b, c1, c2 <∞ such that a/b < k+1. Suppose
that there exists t0 > 0 such that
qk(t) = c1t
a and rk(t) = c2tb for t ∈ (0, t0]. (4.2.1)
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The proof of Theorem 4.2.1 is left to Section 4.3. We here apply Theorem 4.2.1 to
several typical random filtration models.
We introduce the multi-parameter random filtration model. To each simplex σ ̸= ∅ in
△n we assign an independent non-negative random variable uσ with distribution function
Fσ, and we set u∅ := 0. We define Xn = {Xn(t)}t≥0 by
Xn(t) := {σ ∈ △n | uτ ≤ t for every face τ of σ}.
We additionally assume that Fσ’s are identical for equal-dimensional simplices, and denote
pi(·) := Fσ(·) for σ ∈ △n with dimσ = i. Then, Xn(t) is a multi-parameter random
simplicial complex with parameter p(t) = (p0(t), p1(t), . . . , pn−1(t)) for each t ≥ 0 by the
definition. Xn = {Xn(t)}t≥0, therefore, is a homogeneous and spatially independent right-
continuous random filtration of △n. We call this random filtration a multi-parameter
random filtration with parameter p(·) = (p0(·), p1(·), . . . , pn−1(·)). Note that Xn(t) can
be expressed as
Xn(t) = {σ ∈ △n | wσ ≤ t},
where wσ := max{uτ | τ ⊂ σ}.
The d-Linial–Meshulam complex filtration model and the random d-clique complex
filtration model can be regarded as special cases of the multi-parameter random filtration
model with appropriate choices of p(·) = (p0(·), p1(·), . . . , pn−1(·)).
Example 4.2.2 (d-Linial–Meshulam complex filtration). Let 1 ≤ d < n be fixed, and
define p(t) = (p0(t), . . . , pn−1(t)) by
pi(t) :=

1 (0 ≤ i ≤ d− 1),
t (i = d),
0 (d+ 1 ≤ i ≤ n− 1)
for t ∈ [0, 1].
The corresponding random filtration Yd,n = {Yd,n(t)}t∈[0,1] is the d-Linial–Meshulam com-
plex filtration. When d = 1, this random filtration corresponds to the Erdős–Rényi graph
filtration Gn = {Gn(t)}t∈[0,1]. Letting k = d − 1, we obtain qk(t) = 1 and rk(t) = t
for t ∈ [0, 1] for sufficiently large n (cf. Example 1.3.5). Theorem 4.2.1 with a = 0 and









hd(s) ds in L1.
This corresponds to Theorem 1.1.11.
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Example 4.2.3 (Random d-clique complex filtration). Let 1 ≤ d < n be fixed, and
define p(t) = (p0(t), . . . , pn−1(t)) by
pi(t) :=

1 (0 ≤ i ≤ d− 1),
t (i = d),
1 (d+ 1 ≤ i ≤ n− 1)
for t ∈ [0, 1].
The corresponding random filtration Cd,n = {Cd,n(t)}t∈[0,1] is called a random d-clique
complex filtration. Note that the case where d = 1 corresponds to the random clique
complex filtration Cn = {Cn(t)}t∈[0,1]. Letting k ≥ d− 1, we obtain
qk(t) = t
(k+1d+1) and rk(t) = t(
k+1
d )









































sk/2−1+1/(k+1) ds in L1.
This corresponds to Theorem 1.1.12.
4.2.2 Asymptotics of lifetime sums (Theorems 4.2.4 and 4.2.5)
Let Xn = {Xn(t)}t≥0 be a homogeneous and spatially independent right-continuous ran-
dom filtration of △n. When we are interested in the growth exponent of the expectation
of the lifetime sum of Xn, we can weaken the assumption of Theorem 4.2.1. To state
the results, we introduce some functions induced by qk(·)’s and rk(·)’s. The generalized
inverse function řk of rk is defined by
řk(u) = inf{t ≥ 0 | rk(t) > u} for u ≤ 1,





qk(s) ds for t ∈ [0,∞],
Φk(u) = Qk(řk(u)) and Ψk(u) = Qk(řk−1(u)) for u ∈ [0, 1].
Note that Φk(u) ≥ Ψk(u) for each u ∈ [0, 1] since řk(u) is nondecreasing with respect to
k. Moreover, řk(·), Φk(·), and Ψk(·) are nondecreasing right-continuous functions. The
following theorem gives the upper estimate of the expectation of lifetime sums:
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Theorem 4.2.4 (A version of Theorem 4.3 in [14]). (1) Suppose that there exist A >
0 and u0 ∈ (0, 1) such that for sufficiently large n,
Φk(u0) > 0 and Φk(u/2) ≥ AΦk(u) for u ∈ (0, u0]. (4.2.2)
Then, for any m ∈ N, there exists a constant C ≥ 0 such that for sufficiently large
n,




for T > 0.














(2) Suppose that for all m ≥ 0, there exist u0 ∈ (0, 1) such that for sufficiently large n,
Φk(u) ≤ um for u ∈ (0, u0].
Then, for all m ∈ N, there exists a constant C ≥ 0 such that for sufficiently large
n,
E[(Lk(Xn))T ] ≤ C(1 + T )n−m for T > 0.






then E[Lk(Xn)] = O(n−m) for all m ≥ 0.
We next give the lower estimate of the expectation of lifetime sums.
Theorem 4.2.5 (A version of Theorem 4.4 in [14]). Suppose that there exist u0 ∈ (0, 1),
B > 1, and D ∈ [0, (k + 2)/(4(k + 1))) such that for sufficiently large n,
Φk(Du) ≥ BΨk(u) for u ∈ (0, u0].
Then, there exists some c > 0 such that for sufficiently large n,






In particular, E[Lk(Xn)] = Ω(nk+1Φk(1/n)).
The next corollary follows immediately from Theorems 4.2.4 and 4.2.5, and is useful for
typical random filtration models. For simplicity, we assume that qk(·), rk(·), and rk−1(·)
are independent of n for sufficiently large n, depending only on k. This assumption does
not exclude the typical models such as the d-Linial–Meshulam complex filtration and the
random d-clique complex filtration. In the following corollary, we consider such sufficiently
large n:
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Corollary 4.2.6 ([14, Corollary 4.5]). Let 0 ≤ a < ∞ be fixed, and assume that
Ψk(u) = o(Φk(u)) as u → 0 and
∫∞
0
t1+δ dqk+1(t) < ∞ for some δ > 0. If there exist
c1, c2 > 0 and u0 ∈ (0, 1) such that
c1u
a ≤ Φk(u) ≤ c2ua for u ∈ (0, u0],
then E[Lk(Xn)] ≍ nk+1−a.
Example 4.2.7 (d-Linial–Meshulam complex filtration). Let 1 ≤ d < n be fixed. Con-




(0, 0) (k ≤ d− 2),
(u, 0) (k = d− 1),
(1/2, u2/2) (k = d),
(0, 0) (k ≥ d+ 1).
From Corollary 4.2.6, we, therefore, have
E[Lk(Yd,n)] ≍
{
nd−1 (k = d− 1),
nd+1 (k = d).
As a remark, Lk(Yd,n) = 0 almost surely when k ̸= d − 1, d by the definition of the
d-Linial–Meshulam complex filtration.
Example 4.2.8 (Random d-clique complex filtration). Let 1 ≤ d < n be fixed. Con-


























(d ≤ k ≤ n− 1),
(0, 0) (k ≥ n).






As a remark, E[Lk(Cd,n)] = 0 almost surely when k ≤ d−2 by the definition of the random
d-clique complex filtration.
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4.3 Proofs of the main results
4.3.1 Proof of Theorem 4.2.1
Combining Theorems 2.1.1 and 3.1.5 with Proposition 4.1.2, we can prove Theorem 4.2.1.
Proof of Theorem 4.2.1. Let T > 0. By assumption, we can take 0 < t0 ≤ T such that


























Theorem 2.1.1, therefore, implies that
lim
n→∞
Un(s) = 0 (4.3.1)
for any fixed s > 0.
We now take l ∈ N such that l > 1 ∨ (a + 1)/b. From Theorem 3.1.5, there exists
























≤ 1 ∧ Cs−l. (4.3.2)
Eqs. (4.3.1) and (4.3.2), therefore, together imply that hk+1(s) ≤ 1 ∧ Cs−l, applying
Fatou’s lemma to an appropriate subsequence. This estimate implies that Ik <∞. From
Proposition 4.1.2, we have
E
[∣∣∣∣ (Lk(Xn))Tnk+1−(a+1)/b − Ik




















































The second line follows from the change of variable formula with t = (s/(c2n))1/b. In the
third line, we use Fubini’s theorem. From Eq. (4.3.2),
sup
n∈N
Un(s) ≤ (1 ∧ Cs−l) +
1
(k + 1)!
hk+1(s) ≤ 2 ∧ 2Cs−l
for s > 0. Thus, supn∈N Un(s)s(a+1)/b−1 is Lebesgue integrable over [0,∞). From the






(a+1)/b−1 ds = 0.

































[∣∣∣∣ (Lk(Xn))Tnk+1−(a+1)/b − Ik
∣∣∣∣] = 0,
which means the conclusion.
4.3.2 Proofs of Theorems 4.2.4 and 4.2.5
We use the following fundamental relations repeatedly in the proofs: for t ≥ 0, u ≤ 1,
and ε > 0,
• řk(rk(t)− ε) ≤ t ≤ řk(rk(t)); and
• rk(řk(u)− ε) ≤ u ≤ rk(řk(u)) if ε ≤ řk(u) <∞.
Proof of Theorem 4.2.4. (1) We always consider sufficiently large n satisfying Eq. (4.2.2)
and 1/n ≤ u0. Then, for any j ∈ N,
Φk(u/2
j) ≥ AjΦk(u) for u ∈ (0, u0].
Thus, the following estimate holds: for 0 ≤ K ≤ 1
Φk(Ku) ≥ AKγΦk(u) for u ∈ (0, u0], (4.3.4)
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where γ = − log2A ≥ 0. By letting u = u0 and K = v/u0 in Eq. 4.3.4, we obtain
Φk(v) ≥ AΦk(u0)vγ for v ∈ (0, u0]. (4.3.5)
Let m ∈ N and choose l ∈ N such that l ≥ γ + m. From Theorem 3.1.5, there exists
C ≥ 0 such that for all n,
E[βk(Xn(t))] ≤ nk+1qk(t){1 ∧ C(nrk(t))−l}.





nk+1qk(t) dt = n
k+1Φk(1/n). (4.3.6)
Next, suppose t > Sn. Then, rk(t) ≥ rk(Sn) ≥ 1/n. Let Ξ(t) = −(nrk(t))−l, which is a













































Qk(t) dΞ(t) + Cn
k+1(Φk(u0) + T )(nu0)
−l. (4.3.7)
For the second term of Eq. (4.3.7), we combine l ≥ γ + m with Eq. (4.3.5). Then, we
have
Cnk+1(Φk(u0) + T )(nu0)
−l ≤ CΦk(u0) + T
Aul0Φk(u0)
nk+1−mΦk(1/n). (4.3.8)
We now turn to estimate the first term of Eq. (4.3.7). Define Ξ̌(u) = inf{t ≥ 0 | Ξ(t) > u}
for u ∈ R. Then, for any ε > 0, we have∫
(Sn+ε,t0]
































In the second line, we use Eq. (4.3.4) with K = 1/(nrk(t − ε)) and u = rk(t − ε). Note
that
0 ≤ K ≤ 1
nrk(Sn)
≤ 1 and 0 < rk(Sn) ≤ u ≤ rk(t0 − ε) ≤ u0
for t ∈ (Sn + ε, t0]. The fourth line follows from the change of variable formula with













Combining Eqs. (4.3.6), (4.3.8), and (4.3.9), the first conclusion given in Theorem 4.2.4 (1)
follows.
Now, suppose that δ > 0 satisfies M := supn∈N
∫∞
0
t1+δ dqk+1(t) < ∞. For σ ∈ K(n),
define wσ = inf{t ≥ 0 | σ ∈ Xn(t)}. Moreover, define Un = max{wσ | σ ∈ Fk+1(△n)}.
The distribution function of wσ for σ ∈ Fk+1(△n) is equal to qk+1(·). Take m ∈ N such
that m ≥ (γ + k + 2)/δ. From the first conclusion with this m, there exists a constant
C ≥ 0 such that for sufficiently large n,
E[(Lk(Xn))nm ] ≤ Cnk+1Φk(1/n)














βk(Xn(t)) dt ;Un > n
m
]
≤ E[(Lk(Xn))nm ] + nk+1E[Un ;Un > nm]
≤ Cnk+1Φk(1/n) + nk+1n−mδE[U1+δn ].
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For the second term, we have















Φk(1/n). (from Eq. (4.3.5))
The final conclusion in part (1) of the theorem follows by combining these estimates.
(2) Let l ∈ N and εn = n−1/2. From the assumption, there exists u0 ∈ (0, 1) such that
for sufficiently large n, Φk(u) ≤ ul for all u ∈ (0, u0]. Moreover, rk(t) ≥ εn for t ≥ řk(εn).

















≤ (c+ CT )nk+1−l/2.
The second conclusion of part (2) of the theorem follows in the same manner as that
of part (1).
Proof of Theorem 4.2.5. We always consider sufficiently large n such that α/(Dn) ≤ u0.
Let α = k/2 + 1. Define
S̃n = řk−1(α/(Dn)) and T̃n = řk(α/n).
Suppose that S̃n ≥ T̃n for infinitely many n. Then, Ψk(α/(Dn)) = Qk(S̃n) ≥ Qk(T̃n) =
Φk(α/n) for such n. Since Φk(α/n) ≥ BΨk(α/(Dn)) for sufficiently large n by assumption,
we have Φk(α/n′) = 0 for some n′, which implies Φk(u) = 0 for u ∈ [0, α/n′]. Thus, the
conclusion holds.
Hence, we assume that S̃n < T̃n for sufficiently large n. If t ∈ [S̃n, T̃n), then
rk−1(t) ≥ rk−1(S̃n) ≥
α/D
n
and rk(t) ≤ lim
ε↓0


















Theorefore, from Proposition 3.1.6, there exist n0 ∈ N and ε0 > 0 such that n ≥ n0
implies that
E[βk(Xn(t))] ≥ ε0nk+1qk(t) for t ∈ [S̃n, T̃n).
















4.4 Sum of the powers of lifetimes
Given α > 0 and a right-continuous filtration X = {X(t)}t≥0 of a finite simplicial complex
X, we define the sum of the αth powers of kth lifetimes L(α)k (X ) by
L
(α)




Here, bi and di are the notation in Eq. (4.1.1) with K = Q. When α ̸= 1, it is difficult
to analyze the asymptotic behavior for L(α)k (Xn) for general homogeneous and spatially
independent right-continuous random filtration Xn of △n because Proposition 4.1.2 is
no longer valid in this case. In special cases, however, where all the birth times bi in
Eq. (4.1.1) are zero, we can obtain a formula for the sum of the powers of lifetimes, as
shown below. Note that the d-Linial–Meshulam complex filtration Yd,n = {Yd,n(t)}t∈[0,1]
satisfies this property almost surely because Yd,n(0) has all the (d − 1)-simplices and no
d-simplices in △n. In this section, we consider the random filtration Yd,n = {Yd,n(t)}t∈[0,1]
and give a limit theorem for L(α)d−1(Yd,n) with a general α > 0.
Let X = {X(t)}t≥0 be a right-continuous filtration of a finite simplicial complex X,
and let bi and di (i = 1, . . . , p + q) be the birth and death times associated with the kth
persistent homology Hk(X ), respectively.
Proposition 4.4.1 ([14, Proposition 4.9]). Let φ be a right-continuous nondecreasing







where φ(t−) = limε↓0 φ(t− ε). In particular,
L
(α)




























The second conclusion is obtained by applying the first conclusion with φ(t) = tα.
Applying the proposition above to the d-Linial–Meshulam complex filtration Yd,n =








We now denote the Lr-norm on (Ω,F ,P) by ∥ · ∥Lr for r ∈ [1,∞). The following theorem
is obtained in the same manner as the proof of Theorem 4.2.1:
Theorem 4.4.2 ([14, Theorem 4.11]). Let d ≥ 1 and α > 0 be fixed, and let Yd,n =
{Yd,n(t)}t∈[0,1] be a d-Linial–Meshulam complex filtration. Then, for any r ∈ [1,∞) and





→ I(α)d−1 in L

















Then, Example 2.1.2 implies that
lim
n→∞
Un(s) = 0 (4.4.1)
for any fixed s > 0.
We now take l ∈ N such that l > 1 ∨ rα. From Example 3.1.8, there exists C ≥ 0,







≤ 1 ∧ Cs−l. (4.4.2)
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Eqs. (4.4.1) and (4.4.2), therefore, together imply that hk+1(s) ≤ 1 ∧ Cs−l, applying
Fatou’s lemma to an appropriate subsequence. This estimate yields that I(α)d−1 < ∞.




















































(1 ∧ C1/rs−l/r) + 1
d!
(1 ∧ Cs−l).
for s > 0. Thus, supn∈N Un(s)sα−1 is Lebesgue integrable over [0,∞). From the dominated
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