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Many practical and physical problems in ﬁelds of science and
engineering are formulated as boundary or initial value prob-
lems. The nonlinear boundary value problems are crucial in
various applications as they arise frequently in many areas
of science and engineering. For example, the deﬂection of aoduction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ). 
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dniformly loaded rectangular plate supported over the entire 
urface by an elastic foundation and rigidly supported along 
he edges, satisﬁes a fourth-order diﬀerential equation see for 
xample [6,8,12–15,20,28–30,41] . 
Spectral methods play prominent roles in solving various 
inds of diﬀerential equations. It is known that there are three 
ost widely used spectral methods, they are the tau, colloca- 
ion, and Galerkin methods. Collocation methods have become 
ncreasingly popular for solving diﬀerential equations, in partic- 
lar, they are very useful in providing highly accurate solutions 
o nonlinear diﬀerential equations (see, for example [1,6,8,12–
5,19,20,28–30,41,49] ). 
High even-order diﬀerential equations have been extensively 
iscussed by a large number of authors due to their great im-
ortance in various applications in many ﬁelds. For example, 
n the sequence of papers [18,16,17] , the authors treated such 
quations by the Galerkin method. They constructed suitable 
asis functions which satisfy the boundary conditions of the 
iven diﬀerential equation. For this purpose, they used com- 
act combinations of various orthogonal polynomials. The sug- 
ested algorithms in these articles are suitable for handling one- 
nd two-dimensional linear high even-order boundary value 
roblems. 
In this paper, we aim to give a new algorithm for handling
oth of linear and nonlinear even-order initial and boundary 
alue problems based on employing ultraspherical wavelets col- 
ocation method (UWCM). 
Wavelets cover a great area in mathematical models, and they 
ave been used to handle a wide range of medical and engi-
eering disciplines; in particular, wavelets are very appropriate 
n signal analysis, image segmentations, time frequency analy- 
is and fast algorithms for easy implementation. Wavelets give 
ccurate representation of a variety of functions and operators. 
oreover, wavelets connect between fast numerical algorithms, 
see [11,38,32] ). 
Legendre wavelets have been previously employed for solv- 
ng various diﬀerential and integral equations (see for exam- 
le, [35,34,36,46–48] ). Also, ﬁrst and second kinds Chebyshev 
avelets have been used for solving some integer and fractional 
rders diﬀerential equations (see for example, [7,56,31,25] ). 
ecently, Abd-Elhameed et al. in [2,3] , have introduced 
ew Chebyshev wavelets algorithms for solving second-order 
oundary value problems. Up to now, and to the best of our
nowledge, the use of ultraspherical wavelets in various spectral 
umerical applications is traceless in the literature. This gives us 
 motivation to introduce and use the ultraspherical wavelets in 
arious applications. 
The outlines of this paper are organized as follows. In Sec- 
ion 2 , we give some relevant properties of ultraspherical poly- 
omials and their shifted forms. Moreover, in this section, ul- 
raspherical wavelets are constructed. In Section 3 , the con- 
ergence of the ultraspherical wavelets expansion is proved. 
ection 4 is concerned with presenting and implementing a 
umerical algorithm for solving even-order linear and non- 
inear initial or boundary value problems based on employ- 
ng ultraspherical wavelets together with the spectral colloca- 
ion method. Section 5 is concerned with considering some nu- 
erical examples aiming to illustrate the eﬃciency and appli- 
ability of the developed algorithm. Conclusions are given in 
ection 6 . . Some properties of ultraspherical polynomials and 
ltraspherical wavelets 
his section is concerned with presenting an overview on ul- 
raspherical polynomials and their shifted polynomials. Also, 
ltraspherical wavelets are constructed in this section. 
.1. Some properties of ultraspherical polynomials 
he ultraspherical polynomials are a class of symmetric Ja- 
obi polynomials. They are a sequence of orthogonal polyno- 
ials deﬁned on the interval ( −1, 1) with respect to the weight
unction w (x ) = (1 − x 2 ) α− 1 2 associated with the real parameter 
α > − 1 2 ) . Explicitly, they satisfy the orthogonality property 
 1 
−1 
(1 − x 2 ) α−
1 
2 C (α) m (x ) C 
(α) 
n (x ) dx = 
{ 
π 2 1 −2 α (n +2 α) 
n ! (n + α) ( (α) ) 2 , m = n, 
0 , m  = n . 
(1) 
lso, they are the eigenfunctions of the following singular Sturm–
iouville equation 
1 − x 2 ) D 2 φm (x ) − (2 α + 1) x D φm (x ) + m (m + 2 α) φm (x ) = 0 , 
 ≡ d 
dx 
. 
or more properties of ultraspherical polynomials, one can be referred 
o [5] . 
The following integral formula (see, [5] ) is needed 
 
C (α) n (x ) w (x ) dx = −
2 α (1 − x 2 ) α+ 1 2 
n ( n + 2 α) C 
(α+1) 
n −1 ( x ) , n ≥ 1 . (2) 
lso, the following theorem is useful in deriving the convergence 
heorem for the expansion of the ultraspherical wavelets. 
heorem 1 ( [22] Bernstein-type inequality) . The following in- 
quality holds for ultraspherical polynomials: 
 sin θ ) α | C (α) n ( cos θ ) | < 
2 1 −α 
(
n + 3 α2 
)
(α) 
(
n + 1 + α2 
) , 0 ≤ θ ≤π, 0 < α < 1 . 
(3)
.2. Shifted ultraspherical polynomials 
he shifted ultraspherical polynomials are deﬁned on [0 , 1] by
∼
 
(α) 
n (x ) = C (α) n (2 x − 1) . All results of ultraspherical polynomi-
ls can be easily transformed to give the corresponding results 
or their shifted polynomials. The orthogonality relation for 
∼
 
(α) 
n (x ) with respect to the weight function ˜ ω = (x − x 2 ) α−
1 
2 is 
iven by 
 1 
0 
(x − x 2 ) α−
1 
2 
∼
C 
(α) 
n (x ) 
∼
C 
(α) 
m (x ) dx = 
⎧ ⎨ 
⎩ 
π 2 1 −4 α (n + 2 α) 
n ! ( n + α) ( (α) ) 2 , m = n, 
0 , m  = n .
or more properties of ultraspherical polynomials see [40] . 
.3. Construction of ultraspherical wavelets 
avelets constitute of a family of functions constructed from 
ilation and translation of single function called the mother 
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 wavelet. If the dilation parameter A and the translation parame-
ter B vary continuously, then the following family of continuous
wavelets is obtained: 
ψ A,B (t) = | A | −1 / 2 ψ 
(
t − B 
A 
)
, A, B ∈ R , A  = 0 . (4)
Ultraspherical wavelets ψ (α) nm (t) = ψ(k, n, m, α, t) have ﬁve ar-
guments: k, n can be assumed to be any positive integer, m is
the degree for the ultraspherical polynomial, α is the known ul-
traspherical parameter and t is the normalized time. They are
deﬁned on the interval [0 , 1] by 
ψ (α) nm (t) = 
⎧ ⎨ 
⎩ 2 
k +1 
2 ξm,αC (α) m 
(
2 k +1 t − 2 n − 1 ), t ∈ [ n 
2 k 
, 
n + 1 
2 k 
] , 
0 , otherwise, 
(5
where 0 ≤ m ≤ M, 0 ≤ n ≤ 2 k − 1 , and 
ξm,α = 2 α (α) 
√ 
m ! (m + α) 
2 π ( m + 2 α) . (6)
Remark 1. It is worth noting here that ψ 
( 1 2 ) 
nm (t) is identical to
Legendre wavelets (see, [35] ), ψ (0) nm (t) is identical to ﬁrst kind
Chebyshev wavelets (see, [7] ) and ψ (1) nm (t) is identical to second
kind Chebyshev wavelets (see, [56] ). 
3. Function approximation and convergence analysis 
A function f (t) deﬁned on [0 , 1] may be expanded in terms of
ultraspherical wavelets as 
f (t) = 
∞ ∑ 
n =0 
∞ ∑ 
m =0 
c nm ψ (α) nm (t) , 
where 
c nm = 
(
f (t) , ψ (α) nm (t) 
)
w = 
∫ 1 
0 
(t − t 2 ) α−
1 
2 f (t) ψ (α) nm (t) dt . (7)
Also, this function can be approximated by the truncated ﬁnite
series 
f (t) ≈
2 k −1 ∑ 
n =0 
M−1 ∑ 
m =0 
c nm ψ (α) nm (t) . 
Now, we state and prove the following important theorem which
ascertains that the ultraspherical wavelets expansion of a func-
tion f (x ) with bounded second derivative, converges uniformly
to f (x ) . 
Theorem 2. A function f (x ) ∈ L 2 ˜ ω[0 , 1] , ˜ ω =
(x − x 2 ) α− 1 2 , 0 < α < 1 can be expanded as an inﬁnite se-
ries of ultraspherical wavelets, which converges uniformly to
f (x ) , provided | f ′′ (x ) | ≤ L . Explicitly, the expansion coeﬃcients
in ( 7 ) satisfy the inequality 
| c nm | < 
4 L (1 + α) 2 (m + 1 + 3 α2 ) 
√ 
m ! (m + α) 
(m + α2 ) 
√ 
(m + 2 α) (m − 2) 4 (n + 1) 5 2 
, ∀ n ≥ 0 , m > 2 . 
(8
Proof. From relations (5) and (7) , one can write c nm = 2 k +1 2 ξm,α
∫ n +1 
2 k 
n 
2 k 
f (t) C (α) m 
(
2 k +1 t − 2 n − 1 )ω(2 k t − n ) dt . (9)
Integration of the right hand side of (9) by parts, and making
use of relation (2) , yield 
c nm = 2 
5 −k 
2 α ξm,α
m (m + 2 α) 
∫ n +1 
2 k 
n 
2 k 
f ′ (t) C (α+1) m −1 
(
2 k +1 t − 2 n − 1 ) (2 k t − n ) 
×(1 − 2 k t + n ) ω(2 k t − n ) dt . (10)
Another integration by parts and making use of the substitu-
tion: 2 k +1 t − 2 n − 1 = cos θ , enable one to write 
c nm = 
√ 
2 (α) 2 ξm,α
2 2 α+ 
5 k 
2 (m − 1) 2 (m + 2 α − 1) 2 
×
∫ π
0 
f ′′ 
(
1 + 2 n + cos θ
2 k +1 
)
C (α+2) m −2 ( cos θ ) ( sin θ ) 
2 α+4 dθ . 
(11)
Now, assuming that m > 2 , taking into account the assumption
| f ′′ (t) | ≤ L , and with the aid of Theorem 1 , we obtain 
| c nm | ≤
√ 
2 | (α) 2 ξm,α | 
2 2 α+ 
5 k 
2 (m − 1) 2 (m + 2 α − 1) 2 
×
∫ π
0 
∣∣∣∣ f ′′ 
(
1 + 2 n + cos θ
2 k +1 
)∣∣∣∣ | C (α+2) m −2 ( cos θ ) | ( sin θ ) 2 α+4 dθ
≤
√ 
2 L | α| (1 + α)ξm,α | 
2 2 α+ 
5 k 
2 (m − 1) 2 (m + 2 α − 1) 2 
×
∫ π
0 
| C (α+2) m −2 ( cos θ ) | ( sin θ ) 2 α+4 dθ
< 
√ 
2π L | α| (1 + α) | ξm,α | 
(
m + 1 + 3 α2 
)

(
3+ α
2 
)
2 3 α+ 
5 k 
2 (m − 1) 2 (m + 2 α − 1) 2 (α + 2)
(
m + α2 
)

(
2 + α2 
) . 
Knowing that α > 0 , n < 2 k − 1 , and with the aid of relation (6) , we get 
| c nm | < 
2 L | α| (1 + α)
(
3+ α
2 
)

(
m + 1 + 3 α2 
)√ 
m ! (m + α) 
4 α (2 + α2 )
(
m + α2 
)√ 
(m + 2 α) (m − 2) 4 (n + 1) 5 2 
< 
4 L (1 + α) 2 
(
m + 1 + 3 α2 
)√ 
m ! (m + α) 

(
m + α2 
)√ 
(m + 2 α) (m − 2) 4 (n + 1) 5 2 
. 
This completes the proof of the theorem. 
Note 1. It should be noted here that, for large values of m and n ,
and making use of the well known Stirling’s formula (see, [33] ),
it can be easily shown that | c nm | is of O(n − 5 2 m −2 ) . 
Note 2. It is worthy to note here that the result obtained in
Theorem 2 may be improved but with some extra conditions
on the function f (x ) , to be concise, if f is diﬀerentiable p -times
for some p > 1 and | f (p) (x ) | ≤ L , we can show that | c nm | is of
O(n −p− 1 2 m −2 ) . 
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Table 2 Comparison between UWCM and the solution in [37] 
for Example 1 . 
x Method in [37] UWCM Exact solution 
0.1 0 .99503720 0 .99503719 0 .99503719 
0.2 0 .98058067 0 .98058067 0 .98058067 
0.3 0 .95782628 0 .95782628 0 .95782628 
0.4 0 .92847670 0 .92847669 0 .92847669 
0.5 0 .89442718 0 .89442719 0 .89442719 
0.6 0 .85749292 0 .85749292 0 .85749292 
0.7 0 .81923192 0 .81923192 0 .81923192 
0.8 0 .78086880 0 .78086880 0 .78086880 
0.9 0 .74329414 0 .74329414 0 .74329414 
1 0 .70710678 0 .70710678 0 .70710678 . Solution of high even-order diﬀerential equations 
n this section, and based on the ultraspherical wavelets expan- 
ion along with the spectral collocation method, we reduce the 
 νth-order initial and boundary value problems with their ini- 
ial or boundary conditions to systems of linear or nonlinear 
lgebraic equations which can be eﬃciently solved. 
Consider the 2 νth-order diﬀerential equations 
 
(2 ν) (x ) + φ(x, u (x ) , u ′ (x ) , . . . , u (2 ν−1) (x ) ) = 0 , x ∈ (0 , 1) , 
(12) 
ubject to the initial conditions 
 
(i) (0) = a i , i = 0 , 1 , . . . , 2 ν − 1 , (13) 
r the Dirichlet boundary conditions 
 
(i) (0) = a i , u (i) (1) = b i , i = 0 , 1 , . . . , ν − 1 . (14) 
he approximate solution of (12) can be expanded in terms of 
ltraspherical wavelets as: 
 k,M,α (x ) = 
2 k −1 ∑ 
n =0 
M ∑ 
m =0 
c nm ψ (α) nm (x ) . (15) 
ubstitution of (15) into (12) , enables one to write the residual
f (12) as 
 (x ) = 
2 k −1 ∑ 
n =0 
M ∑ 
m =2 ν
c nm D 2 νψ (α) nm + φ
⎛ 
⎝ x, 2 
k −1 ∑ 
n =0 
M ∑ 
m =0 
c nm ψ (α) nm , 
×
2 k −1 ∑ 
n =0 
M ∑ 
m =1 
c nm Dψ (α) nm , . . . , 
2 k −1 ∑ 
n =0 
M ∑ 
m =2 ν−1 
c nm D 2 ν−1 ψ (α) nm 
⎞ 
⎠ . (16) 
he application of the collocation method (see for example, [9] ) 
mplies that 
 (x i ) = 0 , i = 1 , 2 , . . . , 
(
2 k (M + 1) − 2 ν), (17) 
here x i are the ﬁrst (2 k (M + 1) − 2) roots of C (α) 2 k (M+1) . More-
ver, the use of boundary conditions (13) gives 
 
k −1 ∑ 
n =0 
M ∑ 
m =0 
c nm D (i) ψ (α) nm (0) = a i , i = 0 , 1 , . . . , 2 ν − 1 , (18) 
hile the use of (14) gives 
 
k −1 ∑ 
n =0 
M ∑ 
m =0 
c nm D (i) ψ (α) nm (0) = a i , 
2 k −1 ∑ 
n =0 
M ∑ 
m =0 
c nm D (i) ψ (α) nm (1) = b i , 
i = 0 , 1 , . . . , ν − 1 . (19) 
qs. (17) with (18) or (19) generate a set of 2 k (M + 1)
n the unknown expansion coeﬃcients, { c nm : 0 ≤ n ≤ 2 k − 1 ; Table 1 Maximum absolute error E for Example 1 . 
α M E M E M 
1 5 4.01 × 10 −6 8 1.79 × 10 −8 11 
1 
2 3.77 × 10 −6 5.09 × 10 −9 
0 3.03 × 10 −6 1.28 × 10 −8 
−0 . 49 2.71 × 10 −6 1.07 × 10 −8  ≤ m ≤ M} . This system of equations can be solved with
he aid of a Newton’s iterative method with the initial guess
 nm = 10 −m , to obtain the unknown components of the vector
 , and hence the required spectral wavelets solution u k,M,α (x )
iven by (15) can be obtained. In fact, solving such sys-
em of nonlinear equations and its convergence is not an 
asy task, and is to be considered as one disadvantage of
sing Newton’s method. The interested reader is referred to 
he useful references [26,42,39] for the theory of Newton’s 
ethod – (Linearization and iteration of nonlinear operator 
quations, the convergence of Newton’s method, Uniqueness 
f the solution) – for solving generalized systems of nonlin- 
ar algebraic equations in Banach spaces. In reality, New- 
on’s method provides a powerful tool for the theoretical 
s well as the numerical investigation of nonlinear operator 
quations. 
. Numerical results and discussions 
xample 1. Consider the singular Lane–Emden initial value 
roblem (IVP) (see, [37] ): 
 
′′ + 1 
x 
u ′ + u 5 = 0 , x ∈ (0 , 1] , u (0) = 1 , u ′ (0) = 0 , 
(20)
ith the exact solution u (x ) = (1 + x 2 3 ) 
− 1 2 . In Table 1 , the max-
mum absolute error E is listed for k = 0 and various values
f M ; and in Table 2 , we give a comparison between the so-
ution resulted from the application of UWCM for the case cor-
esponds to k = 0 , M = 11 and α = −0 . 49 , with the numerical
olution obtained in [37] in case of k = 0 , M = 11 . 
xample 2. Consider the singular boundary value problem 
BVP) (see, [37] ): E M E M E 
6.49 × 10 −11 14 1.44 × 10 −13 17 4.44 × 10 −16 
1.32 × 10 −11 3.26 × 10 −14 4.44 × 10 −16 
2.90 × 10 −11 4.94 × 10 −14 3.33 × 10 −16 
3.21 × 10 −11 3.80 × 10 −14 2.22 × 10 −16 
New ultraspherical wavelets collocation method for solving 2nth-order initial and boundary value problems 323 
Table 3 Maximum absolute error E for Example 2 . 
α M E M E M E M E M E 
1 3 5.97 × 10 −6 5 1.99 × 10 −8 7 3.84 × 10 −11 9 1.19 × 10 −12 11 9.10 × 10 −15 
1 
2 2.23 × 10 −6 6.02 × 10 −9 1.06 × 10 −11 2.86 × 10 −13 2.55 × 10 −15 
0 1.63 × 10 −7 2.85 × 10 −10 3.00 × 10 −13 8.43 × 10 −15 8.88 × 10 −16 
−0 . 49 5.82 × 10 −7 1.10 × 10 −9 1.45 × 10 −12 3.64 × 10 −14 9.99 × 10 −16 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 u ′′ + 0 . 5 
x 
u ′ = e u (0 . 5 − e u ) , x ∈ (0 , 1] , u (0) = ln 2 , 
u (1) = 0 , (21)
with the exact solution u (x ) = ln ( 2 x 2 +1 ) . In Table 3 , the maxi-
mum absolute error E is listed for k = 1 and various values of
M , while in Table 4 we give a comparison between the approx-
imate solution resulted from the application of UWCM for the
case corresponds to k = 0 , M = 11 and α = 1 with the numeri-
cal solution obtained in [37] in case of k = 0 , M = 11 . 
Remark 2. We mention here that comparisons in Tables 2 and
4 illustrate that with the same number of retained modes, the
UWCM solutions to Examples 1 and 2 are more accurate than
those obtained by Nasab et al. in [37] , and comparing favorably
with the analytical solutions of these two examples. Table 4 Comparison between UWCM and the solution in [37] 
for Example 2 . 
x Method in [37] UWCM Exact solution 
0.1 0 .68319682 0 .68319684 0 .68319684 
0.2 0 .65392655 0 .65392646 0 .65392646 
0.3 0 .65392655 0 .60696948 0 .60696948 
0.4 0 .54472710 0 .54472717 0 .54472717 
0.5 0 .47000366 0 .47000362 0 .47000362 
0.6 0 .38566250 0 .38566248 0 .38566248 
0.7 0 .29437106 0 .29437106 0 .29437106 
0.8 0 .19845088 0 .19845093 0 .19845093 
0.9 0 .09982033 0 .09982033 0 .09982033 
1 0 .00000000 0 .00000000 0 .00000000 
 
 
 
 
 
Table 5 Maximum absolute error E for Example 3 . 
λ R e α M E M E 
1 10 1 9 1.01 × 10 −7 11 1.46
1 
2 9.02 × 10 −8 1.17
0 7.64 × 10 −8 8.83
−0 . 49 5.90 × 10 −8 4.92
2 50 1 9 2.69 × 10 −8 11 1.64
1 
2 2.15 × 10 −8 9.89
0 1.60 × 10 −8 3.59
−0 . 49 9.23 × 10 −9 1.08
1 10 3 1 9 1.23 × 10 −4 11 2.35
1 
2 5.22 × 10 −4 5.27
0 8.88 × 10 −4 7.24
−0 . 49 2.22 × 10 −5 2.35Example 3 (Burgers’ Equation) . Consider the singular BVP
(see, [44] ): 
1 
R e 
(
u ′′ + λ
x 
u ′ − λ
x 2 
u 
)
= u u ′ + f (x ) , x ∈ (0 , 1] , 
u (0) = 0 , u (1) = cosh 1 , (22)
where f (x ) is chosen such that the exact solution of (22) is
u (x ) = x 2 cosh x . Approximate solutions of this problem are
computed for the cases correspond to the two choices λ = 1 ,
R e = 10 and λ = 2 , R e = 50 . The absolute errors for such
cases are displayed in Table 5 for k = 0 and for various values of
α, while in Table 6 we give a comparison between the errors ob-
tained using the B-Spline collocation (BSC) solution in [44] and
UWCM, while Fig. 1 illustrates a comparison between the exact
solution and some numerical solutions. 
Remark 3. We mention here that Table 6 illustrates that we ob-
tained more accurate solutions than those obtained in [44] in
spite of BSC divides the interval into 80 equal parts ( n = 80 )
which increase the complexity of the algorithm, while in the
present algorithm ( k = 0 ). 
Example 4. Consider the fourth-order nonlinear beam equa-
tion (see, [44,10,4,51,52] ): Table 6 The best maximum absolute errors of Example 3 . 
λ = 1 , R e = 10 λ = 2 , R e = 50 
BSC [44] ( n = 80 ) 1.967 × 10 −15 1.085 × 10 −15 
UWCM ( k = 0 ) 1.330 × 10 −16 1.460 × 10 −16 
M E M E 
 × 10 −10 13 1.20 × 10 −13 15 1.33 × 10 −15 
 × 10 −10 8.94 × 10 −14 7.32 × 10 −15 
 × 10 −11 5.55 × 10 −13 2.79 × 10 −14 
 × 10 −11 8.98 × 10 −11 4.53 × 10 −12 
 × 10 −11 13 2.88 × 10 −15 15 1.46 × 10 −16 
 × 10 −12 1.22 × 10 −15 2.22 × 10 −16 
 × 10 −12 3.92 × 10 −15 3.72 × 10 −15 
 × 10 −12 2.05 × 10 −12 3.05 × 10 −12 
 × 10 −7 13 5.22 × 10 −11 15 4.68 × 10 −12 
 × 10 −8 2.57 × 10 −11 1.25 × 10 −12 
 × 10 −8 9.27 × 10 −11 5.71 × 10 −11 
 × 10 −8 3.59 × 10 −8 6.24 × 10 −8 
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Figure 1 Diﬀerent solutions of Example 3 . 
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(4) = 6 e −4 u − 12 
(1 + x ) 4 , x ∈ [0 , 1] , (23) 
 (0) = 0 , u (1) = ln 2 , u ′′ (0) = −1 , u ′′ (1) = −1 
4 
, (24) 
ith the exact solution u (x ) = ln (1 + x ) . In Table 7 , the maxi-
um absolute error E is listed for k = 1 and various values of
 , and in Table 8 we give a comparison between the best errors
esulted from diﬀerent numerical solutions. 
xample 5. Consider the fourth-order linear equation (see, 
24,43,45,54,55,27] ): 
 
(4) + x u = 0 , x ∈ [0 , 1] , (25) 
 (0) = 1 , u (1) = 0 , u ′′ (0) = 0 , u ′′ (1) = −4 e, (26) Table 7 Maximum absolute error E for Example 4 . 
α M E M E M 
1 6 2.46 × 10 −5 8 1.54 × 10 −7 10 
1 
2 2.52 × 10 −5 1.46 × 10 −7 
0 2.56 × 10 −5 1.37 × 10 −7 
−0 . 49 2.59 × 10 −5 1.25 × 10 −7 
Table 8 Comparison between the best errors for Example 4 . 
Method in [44] Method in [10] Method in [4] 
1.25 × 10 −12 6.30 × 10 −11 5.40 × 10 −8 
Table 9 maximum absolute error E for Example 5 . 
α M E M E M 
1 7 1.26 × 10 −3 9 1.05 × 10 −5 11 
1 
2 1.35 × 10 −3 1.10 × 10 −5 
0 1.44 × 10 −3 1.15 × 10 −5 
−0 . 49 1.56 × 10 −3 1.21 × 10 −5 ith the exact solution u (x ) = x (1 − x ) e x . In Table 9 , the max-
mum absolute error E is listed for k = 1 and various values of
 , while in Table 10 we give a comparison between the best
rrors obtained by diﬀerent errors. 
emark 4. We mention here that Tables 8 and 10 illustrate that
WCM is more accurate than other algorithms used by diﬀer- 
nt authors (see, [4,10,24,27,43–45,51,52,54,55] ). 
xample 6. Consider the singular BVP (see, [37] ): 
 
′′ + e 1 x u ′ + u = 6 x + x 3 + 3 x 2 e 1 x , x ∈ (0 , 1] , 
u (0) = 0 , u (1) = 1 , (27) 
ith the exact solution u (x ) = x 3 . Eq. (27) is solved by applying
he algorithm described in Section 4 for the case corresponds 
o α = k = 0 and M = 4 , to obtain the approximate solution
 0 , 4 , 0 (x ) . Expanding u 0 , 4 , 0 (x ) in terms of the ﬁst kind Chebyshev
avelets, we get 
 0 , 4 , 0 (x ) = c 0 , 0 ξ0 + c 0 , 1 ξ1 (2 x − 1) + c 0 , 2 ξ2 (8 x 2 − 8 x + 1) 
+ c 0 , 3 ξ3 (32 x 3 − 48 x 2 + 18 x − 1) 
= c 0 + c 1 (2 x − 1) + c 2 (8 x 2 − 8 x + 1) 
+ c 3 (32 x 3 − 48 x 2 + 18 x − 1) , (28) 
here c i = ξi c 0 ,i , i = 0 , 1 , 2 , 3 . Now, the residual of Eq. (27) is
iven by 
 (x ) = 32 c 3 x 3 + 8 c 2 x 2 − 48 c 3 x 2 − 8 c 2 x + 210 c 3 x 
+ c 1 (2 x − 1) + c 0 + 17 c 2 − 97 c 3 − x 3 − 6 x 
+ e 1 x (6 c 3 (16 x 2 − 16 x + 3 )+ 8 c 2 (2 x − 1) + 2 c 1 − 3 x 2 ). 
(29) E M E M E 
5.56 × 10 −10 12 2.62 × 10 −12 14 3.44 × 10 −15 
5.06 × 10 −10 2.45 × 10 −12 1.30 × 10 −13 
4.28 × 10 −10 2.49 × 10 −12 1.32 × 10 −12 
3.57 × 10 −10 2.18 × 10 −12 2.35 × 10 −13 
Method in [51] Method in [52] UWCM 
2.70 × 10 −12 6.70 × 10 −12 3.44 × 10 −15 
E M E M E 
3.75 × 10 −8 13 7.12 × 10 −11 15 7.43 × 10 −14 
3.81 × 10 −8 6.99 × 10 −11 8.59 × 10 −14 
3.86 × 10 −8 6.81 × 10 −11 7.26 × 10 −14 
3.89 × 10 −8 6.57 × 10 −11 6.92 × 10 −14 
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Table 10 Comparison between the best errors for Example 5 . 
Method [24] [43] [45] [54] [55] [27] UWCM 
E 4.98 × 10 −11 5.01 × 10 −11 1.67 × 10 −9 5.40 × 10 −5 2.70 × 10 −5 6.38 × 10 −13 6.92 × 10 −14 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 13 Maximum absolute error E for Example 8 . 
k M E k M E 
0 3 5.69 × 10 −4 1 2 1.12 × 10 −6 
4 1.35 × 10 −5 3 1.97 × 10 −8 We satisfy Eq. (29) at the ﬁrst two roots of the shifted Chebyshev
polynomial T ∗4 (x ) , namely at x 1 , 2 = 1 4 (2 ±
√ 
2 − √ 2 ) . Further-
more, the use of the boundary conditions yields, 
c 0 − c 1 + c 2 − c 3 = 0 , (30)
c 0 + c 1 + c 2 + c 3 = 1 , (31)
and solution of the resulted system of equations gives, 
c 0 = 5 16 , c 1 = 
15 
32 
, c 2 = 3 16 , c 3 = 
1 
32 
, 
and consequently 
u 0 , 4 , 0 (x ) = 5 16 + 
15 
32 
(2 x − 1) + 3 
16 
(8 x 2 − 8 x + 1) 
+ 1 
32 
(32 x 3 − 48 x 2 + 18 x − 1) = x 3 , (32)
which is the exact solution. 
Example 7. Consider the following linear eighth-order BVP
(see, [50,45,21,23,53] ): 
y (8) − y = −8 e x ; 0 < x < 1 , y (0) = 1 , 
y (1) (0) = 0 , y (2) (0) = −1 , y (3) (0) = −2 , 
y (4) (0) = −3 , y (5) (0) = −4 , y (1) (1) = −e, 
y (2) (1) = −2 e, (33)
with the exact solution y (x ) = (1 − x ) e x . In Table 11 , the max-
imum absolute error E is listed for various values of k and M ,
while in Table 12 , a comparison between the best error resulted
from the application of UWCM for the case λ = 1 2 – to numer-
ically solve (33) – with the numerical algorithms obtained in
[50,45,21,23,53] is displayed. This comparison shows that ourTable 11 Maximum absolute error E for Example 7 . 
k = 0 M 11 12 13 
E 3.04 × 10 −9 2.65 × 10 −10 5.81 × 10 −12 
k = 1 M 8 9 10 
E 5.47 × 10 −6 5.87 × 10 −8 5.44 × 10 −10 
Table 12 Comparison between the best errors for Example 7 . 
x UWCM [50] [45] 
0.25 4.44 × 10 −16 2.55 × 10 −15 3.03 × 10 −10
0.5 2.66 × 10 −16 9.65 × 10 −14 7.73 × 10 −9 
0.75 1.22 × 10 −16 5.63 × 10 −13 3.12 × 10 −8 
1 1.54 × 10 −17 9.23 × 10 −13 4.39 × 10 −8 suggested numerical method is more accurate than those devel-
oped in [50,45,21,23,53] . 
Example 8. Consider the following nonlinear second-order
boundary value problem: 
y ′′ (x ) + (y ′ (x ) )2 − y (x ) = sinh 2 x, y (0) = 1 , y (1) = cosh 1 , (34)
with the exact solution y (x ) = cosh x . 
In Table 13 , we list the maximum absolute error E , for vari-
ous values of k and M . 
Example 9. Consider the following second-order linear singular
initial value problem (see [35] ): 
y ′′ (x ) + f (x ) y ′ (x ) + y (x ) = g(x ) , y (0) = 0 , y ′ (0) = 1 , (35)
where 
f (x ) = 
⎧ ⎪ ⎨ 
⎪ ⎩ 
−4 x + 4 
3 
, 0 ≤ x < 1 
4 
, 
x − 1 
3 
, 
1 
4 
≤ x ≤ 1 , 
and g(x ) is chosen such that the exact solution of (35) is
y (x ) = e x sin x 
1+ x 2 . We apply UWCM with λ = 1 , k = 2 . In
Table 14 , we list the maximum absolute error for various val-
ues of M , while in Fig. 2 , the exact solution is compared with14 15 16 
3.65 × 10 −13 8.95 × 10 −14 5.66 × 10 −16 
11 12 13 
5.22 × 10 −12 5.77 × 10 −14 8.47 × 10 −16 
[21] [23] [53] 
 2.16 × 10 −9 4.58 × 10 −9 3.89 × 10 −10 
1.16 × 10 −7 9.84 × 10 −9 1.16 × 10 −7 
1.05 × 10 −6 1.09 × 10 −5 1.05 × 10 −6 
4.22 × 10 −6 1.86 × 10 −4 4.22 × 10 −6 
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Table 14 Maximum absolute error E for Example 9 . 
M E M E 
2 2.98 × 10 −4 6 1.85 × 10 −10 
4 1.70 × 10 −5 8 9.12 × 10 −11 
Figure 2 Numerical and exact solutions of Example 9 . 
Table 15 Comparison between diﬀerent errors for Example 9 . 
x 0.2 0.4 0.6 0.8 
Method in 
[35] 
4.30 × 10 −12 1.24 × 10 −11 2.97 × 10 −12 4.35 × 10 −12 
Present 
method 
6.47 × 10 −13 1.21 × 10 −12 1.74 × 10 −12 2.32 × 10 −12 
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[he three numerical solutions correspond to k = 2 , M = 2 , k =
 , M = 4 and k = 2 , M = 6 , also in Table 15 we give a compar-
son between the error obtained in [35] and the present method, 
 = 2 , M = 8 . 
ote 3. It is worthy to note here that the results obtained
n Example 9 are in complete agreement with the results ob- 
ained by Abd-Elhameed et al. [3] , as expected the second kind
hebyshev wavelets is a direct special case of the ultraspherical 
avelets. 
. Conclusions 
n this paper, a new algorithm for obtaining numerical spec- 
ral solutions for 2 νth-order linear and nonlinear diﬀerential 
quations is developed and implemented. Actually the deriva- 
ion of this algorithm is based on constructing the shifted ul- 
raspherical wavelets and applying spectral collocation method. 
he developed algorithm has the advantage that, high ac- 
urate approximate solutions are achieved using a few num- 
er of ultraspherical wavelets. The obtained approximate solu- 
ions are very close to the analytical ones. One disadvantage 
f the proposed method is how to handle the nonlinear sys- 
em using Newton’s method, this has been discussed deeply in 
ection 4 . cknowledgment 
he authors would like to thank the referees for careful reading
nd very helpful comments to improve this paper. 
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