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Introduction
Understanding the nature of trajectories can help in analyzing their behavior. A spati-
otemporal trajectory is a time stamped sequence generated by tracking the location of a 
moving object [1]. This sequence is represented by a series of space and time instances. A 
vast number of real-life applications are using mobile services sensors and Global Posi-
tion Systems (GPS) to collect trajectory data. They apply trajectory mining techniques to 
discover knowledge which provides useful information for social networks, transporta-
tion systems, and urban computing.
Several trajectory data mining techniques have been proposed such as pattern 
mining, clustering, classification, time series analysis, and anomaly detection. These 
techniques can help the city to detect road networks by tracing the movement of 
people in this city [2]. Trajectory mining techniques can translate collected geospa-
tial coordinates and transform them into text information such as points of interest 
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(POI). Additionally, analyzing traffic flow can help authorities to understand factors 
influenced by this flow such as air quality, noise pollution, and peoples physical and 
mental health.
Individuals movement patterns can be detected using GPS devices [3]. Mining these 
patterns can uncover valuable information such as mode of transport (e.g., walk, bike, 
bus, car) and locations of significance. When the semantic description is provided 
along with trajectory data, activities associated with each location can be recognized 
like restaurants, shopping centers, and working places. In addition to the GPS sen-
sors, Radio frequency identification (RFID) has been used. RFID is used in a vast 
number of applications such as warehouse management systems to monitor and con-
trol their operations [4]. RFID sensors can collect manufacturing data which can be 
useful for discovering trajectory patterns.
Despite the usage of trajectory mining in a wide range of application areas, there 
are some limitations which should be addressed. First, some studies conducted tra-
jectory analysis in a reasonable granularity level (e.g., day, week). However, when a 
higher level of granularity is considered (e.g., hour, minute), more interesting patterns 
can be detected. Second, many studies relied on numerical features to uncover traffic 
movements behavior. Meanwhile, in our study, we use both numerical data (i.e., lon-
gitudinal) and textual data (i.e., city districts) to label our clusters and produce more 
interesting patterns. Adding the district dimension will enrich our analysis since 
taxi drivers and passengers can identify areas with various traffic conditions. Third, 
previous studies applied clustering algorithms such as K-means and DBSCAN. The 
main drawback of these algorithms is the lack of the ability to fine-tune the clusters 
once they are produced. Therefore, we apply a novel algorithm called Random Swap 
clustering (RS) [5] which proved to have a significant improvement for the quality of 
clusters. Generating the correct traffic clusters will improve the accuracy of detected 
patterns, thus, will provide taxi drivers and passengers with meaningful insights and 
recommendations.
Given these limitations, our main contribution is to establish a data-driven 
approach to enhance the traffic in Porto city by delivering a set of recommendations 
based on trajectory analysis. Unlike previous studies, our study extracts insights on a 
high granularity level where taxi trips are processed based on the day and hour they 
started. This study applied clustering for both origin and destination points to provide 
useful guidelines. We used two clustering techniques, HDBSCAN and RS clustering 
on the origin and destination points. We clustered 168 files as we set the granularity 
level to 1 h (i.e., 24 h × 7 days).
The novelty of our study is using a combination of efficient algorithms such as Ran-
dom Swap (RS) clustering and sequential pattern mining (SPADE) to detect traffic 
in different districts and timestamps. Previous experiments proved that RS is more 
efficient than other algorithms such as K-means [6]. It produces clusters with higher 
quality as it minimizes the sum of square error (SSE) and the centroid index (CI). 
Moreover, we added more useful features to taxi trips dataset by using Google Maps 
to extract districts. This feature enables our analysis to detect areas with a high num-
ber of trips at any given day and hour, which makes it a multi-dimensional approach 
(i.e., space vs. time analysis).
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Paper organization
The remaining of the paper is organized as follows. “Related work” section presents and 
discusses related work. “Methodology” section presents the main concepts and meth-
odology of applying RS clustering and sequential pattern mining to produce insights 
and recommendations for taxi drivers and passengers, followed by results in “Results” 
section. “Discussion” section presents discussion on implications of our methodology 
and results. “Limitations and future work” section presents future work and enhance-
ments. “Conclusions” section presents conclusions followed by acknowledgments and 
references.
Related work
Various trajectory mining techniques were proposed such as clustering and sequential 
pattern mining. For trajectory data clustering, some studies relied on textual features to 
cluster their datasets. They utilized semantic trajectories where textual description and 
photos are provided for each trajectory point. In [7], the authors generated patterns and 
regions of interest (ROI) by analyzing semantic trajectories. They introduced SimDB-
SCAN clustering algorithm which they extracted from extending DBSCAN algorithm. 
They clustered areas based on their similarities and included Flickr photos of trajectory 
points for user preferences description. Efficient models combined trajectory points 
with regions of interest (ROI).
However, most studies relied on numerical data such as longitudinal coordinates to 
cluster trajectory points. In [8], the authors clustered origin and destination points for 
trips trajectories (OD). The purpose of their approach was to detect household travel 
patterns by identifying attractive places, then visualizing clusters based on spatial dis-
tribution and temporal direction. In [9], the authors proposed a spatial clustering 
algorithm called R-FDBSCAN. It is based on DBSCAN, but the size of clusters was con-
trolled using an additional parameter R. They clustered the pickup points (i.e., origin) for 
different periods. The experiments showed that their algorithm had multiple advantages 
in terms of time performance and clustering outcome. By visualizing their clusters on 
the map of Beijing, they showed that pickup hotspots were highly synchronized with the 
daily regularity of the city residents. In [10], the author discovered attractive areas and 
interesting patterns by clustering pickup and drop-off points (i.e., origin and destination) 
in different periods. They analyzed the distribution of clusters in five main periods; then 
they measured the flow among clusters (i.e., inter-clusters flow). Finally, they extracted 
the level of attractiveness for each area and period. In [11], the authors proposed a new 
approach called density peaks clustering (DPC). The purpose was to discover hot spots 
by using density peaks feature. They combined their algorithm with image analysis tech-
niques to improve the efficiency of DPC algorithm. Their experiments showed that DPC 
could be used to detect long term hot spots.
However, some previous studies clustered grids of data instead of clustering pickup 
and drop-off points. In [12], the authors divided trajectory dataset into smaller grids; 
then they applied DBSCAN clustering on each grid for each timestamp. They found a 
congestion level in certain areas. In [13], the authors proposed a grid-based clustering 
algorithm GRIDBSCAN to explore attractive areas. The GRIDBSCAN required two 
parameters, size of grid k and grid density threshold ʎ. The model considered both 
Page 4 of 26Ibrahim and Shafiq  J Big Data            (2019) 6:39 
spatial and temporal constraints. Their algorithm was able to extract the areas which had 
massive traffic and frequent activities. Some studies focused on the taxi driver instead 
of the regions and districts. In [14], the authors analyzed the impact of the taxi driver’s 
behavior on his daily profit margin. They used K-means to group drivers based on their 
driving duration and distance. Then they studied these groups in terms of spatial and 
temporal driving patterns. The driving patterns were extracted using DBSCAN algo-
rithm. Their experiments showed that high-profit drivers had more frequent trips than 
low-profit drivers. Moreover, high-profit drivers had more trips with duration.
Another trajectory mining technique is sequential pattern mining. It is used to dis-
cover repeated subsequences in a set of sequences. Time series data is an ordered form 
of sequences where data is represented over time. Trajectory data can be considered as 
a time series sequence which consists of a set of ordered longitudinal locations. In [15], 
the authors mentioned that a discretization process is required to perform sequential 
pattern mining. For example, when dealing with financial time series data, numerical 
amounts of money should be associated with symbols based on the defined intervals. In 
[16], the authors performed spatiotemporal trajectory region-of-interest (ROI) sequen-
tial pattern mining. They used Flickr photos for Queensland taken by tourists to repre-
sent each ROI point in a trajectory. They applied the sequential pattern mining (SPM) 
framework to mine the ROI dataset, and they were able to uncover exciting patterns in 
the east coast and Brisbane.
One essential technique of mining trajectory data is the data visualization. For exam-
ple, traffic data has become a main part of human life as people tend to spend a decent 
time on roads every day [17]. Visualization of traffic data can provide a natural inter-
pretation that integrates human capabilities. Taxi trajectories charts can explore con-
gestion areas and traffic jams. Detected taxi flow patterns can produce more insights 
and recommendations to both taxi drivers and passengers. In [18], the authors provided 
more insights into human activity and patterns for New York City residents. They used 
taxi trips dataset along with a wide range of spatiotemporal queries which use origin 
and destination features. The end user could choose a sample of the taxi dataset and 
generate a spatial distribution of trips in different districts of New York City. In [19], the 
authors proposed a visualization model that described passenger status (e.g., vacant and 
occupied) and the speed of the vehicle. The model used MongoDB database to store taxi 
trips dataset. After that, they applied DBSCAN clustering to visualize passenger pickup 
points. Their model provided an interactive visualization for the taxi movements. In 
[20], the authors proposed a model to visualize taxi trips in Beijing. They relied on some 
factors like daily operation time, driver residence location, and driver rest periods. Their 
experiments showed that taxi traffic formed 20% of the Beijing traffic, and the vacant 
taxis rate was more than busy taxis rate. In our paper, visualization is the last stage of our 
system as we can notice in Fig. 1. We use map visualization for taxi clusters in different 
districts of Porto city. Moreover, we use spatiotemporal heatmaps to describe the traffic 
status in a given day and hour of the day. Additionally, we use R Shiny interactive visuali-
zation to generate sequential patterns based on the selection of the end user.
Some previous studies applied trajectory data mining techniques to build recommen-
dation systems. For example, on taxi trips, services offered to passengers are not efficient 
as taxi drivers can experience traffic jams and congestions. The lack of guidelines and 
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recommendations could affect both driver and passenger; the taxi driver is not able to 
drop off the passenger on the planned time. Additionally, his car is consuming more gas 
while being stuck in high traffic areas. On the other hand, if a passenger is looking for a 
vacant taxi, it would be difficult to get one in the low traffic areas where there are a few 
numbers of taxis [21]. Authors proposed several techniques to build an effective recom-
mendation system that can help both drivers and passengers such as clustering, classifi-
cation, and regression prediction.
However, in our study, we perform clustering to detect traffic in origin and destina-
tion. Detecting the traffic in origin will help taxi drivers to identify the hot spots in the 
city; they can detect places where they can likely pick up passengers. While detecting 
traffic in trips destination can help passengers to identify hot areas where trips end, thus, 
they can find more vacant taxis to ride. Table 1 summarizes the related work in the field 
of taxi trips clustering techniques.
Methodology
This section presents our methodology design and details, and the dataset chosen.
System architecture
The final deliverable of our study is a set of recommendations and insights which can 
enhance the traffic by performing two main tasks, clustering taxi trips for a given district 
Fig. 1 Three stages system architecture
Table 1 Existing taxi clustering techniques
Studies Clustering algorithm Features
Takimoto et al. [7] SimDBSCAN Clustered semantic trajectory
Qi and Liu [9] R-FDBSCAN Clustered pickup points with tuning the clusters size
Liu et al. [11] DPC Clustered pickup points with image analysis
Saptawati [12] DBSCAN Clustered grids of spatial data
Linjiang et al. [13] GRIDBSCAN Clustered grids of spatiotemporal data
Naji et al. [14] K-means
DBSCAN
Clustered drivers’ profiles, then clustered driving patterns
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and period, and detecting taxi movements among different districts. Figure 1 describes 
our solution architecture. It shows that our solution has three stages; the first stage is 
the preprocessing and sampling stage. In this stage, we cleaned the dataset and extracted 
features required for our analysis such as weekday, hour of the day, and city districts. 
Moreover, we divided the main dataset into small subsets; each subset contained taxi 
trips that started in a specific weekday and hour of the day. As we had 7 weekdays and 
24 h of the day, the outcome of this stage was 168 subfiles. The second stage had the two 
models we built to get more insights into the city traffic; these models were clustering 
and sequential pattern mining. As clustering and sequential pattern mining are unsu-
pervised learning models, their output is a set of taxi movement patterns over Porto city 
districts. For the clustering, we applied two types of algorithms, a centroid-based algo-
rithm called Random Swap (RS) and a density-based algorithm called HDBSCAN. After 
that, we conducted a comparative analysis for these two algorithms in terms of process-
ing time and quality of clusters; then we selected the optimal algorithm to be used for 
the last stage. For the sequential pattern mining, we used a subset of the original dataset; 
then we extracted the flow of taxi trips over different districts in Porto city. The last stage 
was visualizing taxi trips based on outputs from stage two. We used Tableau Desktop 
[22] to visualize taxi trips clusters and plot them on Porto city map. Tableau maps were 
generated for both origin points and destination points.
Additionally, we visualized the flow of taxi trips with the arrows to display the direc-
tion of each flow by using Pereira’s Porto city map [23]. The visualization of the traffic 
status was implemented by generating a heatmap for taxi trips on weekdays and hour of 
the day. Finally, we assume that the generated set of insights and recommendations can 
be useful for taxi drivers, passengers, and transportation authorities in Porto city.
Dataset description
In our study, we used a taxi trajectory dataset which represented 442 taxi trajectories in 
Porto city, Portugal [24]. This dataset contained all taxi trips traveled from June 2013 to 
June 2014. The original CSV file had 1.7 million trips with an approximate size of 2 GB. 
Each trip was a separate tuple with several attributes; trip id was the unique attribute 
used to identify each trip. The call type attribute defined the area where the taxi was 
requested like central area, random street, or taxi station. The phone number from 
which the cab was requested was stored in origin call attribute, and if the cab started 
from a station, the origin stand attribute described the point where the trips started.
The taxi driver could be identified using taxi id attribute, the start time of each trip 
was represented by a Unix timestamp attribute. The day type (i.e., weekday, holiday, or 
weekend) was represented by day-type attribute, and the missing attribute indicated the 
status of GPS reading. If the reading could not be captured, the missing attribute had a 
value of true; otherwise, if the reading was captured the attribute had a value of false. The 
attribute that described the trajectory of each trip was a polyline; this attribute stored a 
sequence of longitudinal coordinates. Each pair of values was a combination of longitude 
and latitude coordinates for a specific location. The time frequency for this attribute was 
15 s, which meant that a new pair of coordinates (i.e., new longitude and latitude) was 
added every 15 s. The number of pairs in this attribute represented the length of the trip; 
therefore, if there were 40 pairs of coordinates in polyline attribute, then the duration 
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was 40 × 15 s since the time frequency is 15 s. Thus, the trip duration was 600 s which 
meant that this trip lasted for 10 min.
Dataset preprocessing
We downloaded the taxi trajectory CSV file from the UCI Machine Learning Repository 
website [25]. After that, the SQLite DB browser [26] was used to import the CSV file 
as a table called taxi data. In order to include successfully captured GPS data, all rows 
with a true value missing attribute were deleted. To perform analytical techniques on 
this dataset, we converted the Unix timestamp attribute into windows timestamp with 
the following format “year–month–day hour–minute–second”. Next was the extraction 
of the first and last pairs of the polyline attribute. The first pair represented the trip start 
location, and the last pair represented the trip end location. Next was the calculation 
of duration for each trip by multiplying the number of pairs with the time frequency 
(i.e., 15 s). In addition, the start time of each trip was extracted, weekday (e.g., Saturday, 
Sunday, etc.), month (e.g., Jan, Feb, Mar, etc.), and year. Based on our queries, the first 
trip in the dataset started on the 30th of June 2013 at 20:00, while the last trip started on 
the 30th of June 2014 at 19:59. Then, our previous calculations were added to the table 
as new attributes (i.e., trip start time, trip end time, duration, weekday, month, year, trip 
start location, trip end location). After preparing the final version of our table in SQLite 
DB browser, we extracted this table as a CSV file, then Delimit software [27] was used to 
browse the CSV file and partition the polyline attribute into smaller attributes.
The polyline attribute was divided into pairs; then each pair was separated into a single 
attribute where every single attribute represented a longitude or a latitude reading. The 
number of attributes generated from Delimit partitioning varied and was different for 
each trip. Therefore, longer trips had more attributes generated from the partitioning 
process. For example, if there was a trip with a duration of 5 min (i.e., 300 s), and with a 
time frequency of 15 s, we got 40 attributes generated from Delimit partitioning. How-
ever, if there was a trip with a duration of 30 min (i.e., 1800 s) and a time frequency of 
15 s, then we got 240 generated attributes.
Dataset sampling
As the number of taxi trips in the dataset was 1.7 million trips, sampling was required 
for this dataset to apply trajectory mining techniques such as clustering and sequential 
pattern mining. When analyzing the whole dataset, these techniques can face limitations 
such as space and memory issues; they cannot handle the processing of this massive 
amount of taxi trips. Therefore, we extracted a subset from the original taxi trips data-
set; this subset represented taxi trips which started in May. This month was chosen as 
it is one of the best times to visit Porto city because of the beautiful weather and cheap 
hotels.
Porto districts extraction
This dataset had longitude and latitude coordinates without having the description of 
the district for each location. To perform techniques like sequential pattern mining, we 
need to use the name of the district where the taxi is located. This approach used Google 
Maps [28] to divide Porto city into smaller rectangles. For the districts of Porto city, we 
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relied on the Porto urban distinctions research conducted by Pereira in 2018 [23]. In 
his study, he divided Porto city into 18 various districts; he identified the location (i.e., 
central, periphery, Atlantic) and the nature of each district (i.e., historical). In Google 
Maps, the distance measurement feature was used to plot the corner points for each dis-
trict, after that another point was plotted as Google Maps drew a line between these two 
points to calculate the distance between them. We kept plotting new points until we had 
rectangles of all districts in Porto city, each district was a rectangle area with four cor-
ners. In the end, there were 18 districts as shown in Fig. 2. To distinguish each district, 
we extracted the four corners coordinates for each district. For each plotted point on 
Google Maps, longitude and latitude coordinates of each corner were identified by using 
the right mouse click. As the city was divided into multiple rectangles, the assumption 
was to generate equiangular, which means a generation of a rectangle where each paral-
lel side are equal in length. Therefore, it was said that a taxi belongs to a district if its 
current longitude lies between right and left longitude coordinates of the district, and 
its current latitude lies between lower and upper-latitude coordinates of the district. 
Table 2 describes the extracted districts and the longitude and latitude coordinates for 
each border (i.e., four borders for each district).
The final step was to scan the three CSV files and insert the district for each longitudi-
nal coordinate according to the districts coordinates in Table 2. To accomplish this, we 
imported the districts coordinates into an Oracle table using Oracle Application Express 
[29]. Then the CSV files were stored in three Oracle tables.
After that, a PL/SQL script was created to scan all CSV files in a loop and compare 
each longitudinal coordinate with the border coordinates of each district. The trip coor-
dinates were assigned to a district if they lied within its borders. If the trip coordinates 
did not lie within any district, then the value ‘no district’ was assigned to that point. 
Furthermore, there were few trip points which were lying in more than one district; this 
could be due to the manual rectangles plotting. There could be a slight overlap between 
rectangles (i.e., districts) when plotting the corners and drawing the borders in Google 
Maps. If there were more than one district, the trip point was assigned to any one of 
Fig. 2 Porto city districts as drawn in Google Maps
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these districts. At the end of this approach, there were three tables with the following 
attributes, weekday, start time, longitudinal coordinates, and districts corresponding to 
each pair of longitudinal coordinates.
HDBSCAN clustering
After extracting the districts from longitudinal coordinates in the CSV files, the cluster-
ing technique was applied to categorize taxi trips based on Euclidean distance meas-
ure. In our study, we first used density-based clustering to detect taxi trips clusters in 
each subset. Additionally, spatial clustering was applied on both taxi trips origin points, 
and taxi trips destination points in the 168 subsets created in the first stage as shown 
in Fig. 1. Trips that started at the same hour on the same day were clustered together. 
Therefore, the original CSV file was sampled into small subsets (i.e., weekday vs. hour). 
Applying the clustering on the whole CSV file was improper as trips were starting at dif-
ferent periods. To prepare the CSV files for clustering, we eliminated taxi trips which 
had missing longitudinal coordinates using R sqldf package [30]. 
Our first clustering algorithm adopted a hierarchical density-based spatial clustering 
of applications with noise method called HDBSCAN [31]. This algorithm is based on the 
traditional density-based clustering algorithm DBSCAN [32]. Therefore, this algorithm 
is efficient in detecting random shapes like neighborhoods in the city. It can discover 
various density areas and can identify trips which are noise. The DBSCAN algorithm 
requires two initial parameters, the maximum distance between points and the mini-
mum number of points in a cluster. Previous studies indicated that DBSCAN is sensitive 
to these parameters; improper values for initial parameters could cause a poor cluster-
ing outcome and would impact the size and number of clusters generated. Therefore, 
Table 2 Porto city districts border coordinates
District Lower Lat. Upper Lat. Right long. Left long.
Sao Nicolau 41.139357 41.143865 − 8.611466 − 8.621299
Se 41.139193 41.148208 − 8.600352 − 8.611466
Vitoria 41.144025 41.152879 − 8.611251 − 8.621298
Santo Ildefonso 41.148047 41.164788 − 8.60056 − 8.611249
Cedofeita 41.152879 41.165274 − 8.611247 − 8.628137
Miaragaia 41.14274 41.152881 − 8.621298 − 8.627924
Bonfim and Campnha 41.139827 41.165101 − 8.577693 − 8.600565
Massarelos 41.14435 41.17252 − 8.627924 − 8.639681
Lordelo Do Ouro 41.146765 41.172843 − 8.639467 − 8.661271
Foz Do Douro 41.144509 41.17284 − 8.661271 − 8.703385
Matosinhos 41.172523 41.210809 − 8.664262 − 8.732013
Perafita 41.210875 41.262566 − 8.675873 − 8.73124
Maia 41.210921 41.262463 − 8.585343 − 8.675948
Ramalde and Aldoar 41.172683 41.210647 − 8.628359 − 8.664262
Paranhos 41.164609 41.210949 − 8.577473 − 8.627925
Sao Pedro Fins 41.210791 41.263121 − 8.540443 − 8.58532
Alfena 41.21103 41.262843 − 8.492282 − 8.540443
Corujeiera and Roque 41.140778 41.211122 − 8.491102 − 8.57768
Vila Nova De Gaia 41.07919 41.136052 − 8.571571 − 8.67612
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applying HDBSCAN will enhance the traditional DBSCAN since it requires only one ini-
tial parameter which is the minimum number of points in a cluster.
This algorithm calculates the reachability distance among points; then it builds a den-
drogram for significant clusters. To implement the HDBSCAN algorithm, an R script 
[33] was created which reads each CSV subfile, the script used R hdbscan package [34]. 
The script scanned every pair of longitudinal coordinates separately. Each pair is a point 
in the dataset where the HDBSCAN was executed, in each iteration the script called 
hdbscan function which took two parameters, the CSV pair of coordinates and the mini-
mum number of points MinPts. In terms of MinPts parameter, the optimal value was 
to be set by a domain expert, but since it was not applicable to work along with domain 
experts in our study, the MinPts was set to log(n), where n is the number of points to be 
clustered. After executing the hdbscan function, the script extracted the cluster number 
C and stored it as a new attribute in each CSV files as shown in Fig. 3.
Random Swap (RS) clustering
We used the same 168 subsets generated from the first stage for our clustering. The sec-
ond algorithm is a centroid-based; it is called Random Swap [5]. Random Swap (RS) is 
an efficient clustering algorithm that is used to fine-tune the location of K-means [6] 
centroids. Its primary purpose is to improve the clustering quality and generate the cor-
rect clusters by swapping centroids iteratively. For each iteration, RS swap centroids and 
calls K-means, then it measures the quality of clustering by relying on two main factors, 
the centroid index (CI) and the normalized sum of square errors (MSE). If the CI value 
is 0, this means the clustering outcome is accurate. If the value is greater than 0, it means 
that there are some missing clusters in some areas. Calculating CI require a ground truth 
table which was not available in our study. Therefore, we relied on normalized sum of 
square errors (MSE) to measure the quality of our clusters.
HDBSCAN Clustering
Input: 168 CSV files-origin (weekday vs. hour of the day)
168 CSV files-destination (weekday vs. hour of the day)
Output: clustered CSV files with an extra attribute, cluster
number C for each pair of coordinates
Algorithm: HDBSCAN (CSV files)
1. Read the CSV file
2. Iterate i from 1 to nPairCoordinates
3. Extract longitude and latitude for pair i
4. Count = number of nonempty records of 
longitude
5. MinPts = Round of Log (Count)
6. If MinPts = 1 
// The cluster cannot contain one point only 
Break;
Else
// Apply the clustering for this pair of coordinates
Ci = HDBSCAN (longitude, latitude, MinPts)
7. add Ci attribute to the CSV file
8. Export a new CSV file for visualization
Fig. 3 HDBSCAN clustering Pseudo-Code, based on [31]
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The K-means algorithm required one parameter which is the number of clusters k. 
In our experiment, we visualized the optimal number of clusters by using within sum 
of squares average method (WSS) [35]. We created an R script that used a package 
called factoextra [36]. This package had a function called fviz_nbclust; this function 
read each subset and visualized the WSS optimal number of clusters plot. Then we 
relied on the Elbow method and the plot to choose the number of clusters where we 
observe that adding another cluster does not improve the WSS value. We used this 
value for k parameter in the K-means algorithm. The next step is to apply the RS algo-
rithm, the R script for this algorithm was available on the University of Eastern Fin-
land Machine Learning website [37]. We used the same R script in our experiments 
by changing the parameters described in Table 3.
As we could observe from Fig. 4, the RS will keep iterating and minimizing the nor-
malized sum of square errors (MSE). It will keep iterating until no significant reduc-
tion is observed. It starts with removing a cluster and creating a new one in a different 
area; then it calculates MSE value for new clusters before applying K-means on this 
set of clusters. After that, it calculates the MSE value after every K-means execution 
and compares it to the MSE value before K-means execution. If the new value is less 
than the old value, it assigns the centroids and clusters to the new value and applies 
Table 3 RS customized parameters
Parameter Value
Dataset Taxi trips dataset
Clusters k value from WSS
Iterations 5000
Random Swap (RS) Clustering
Input: 168 CSV files-origin (weekday vs. hour of the day)
168 CSV files-destination (weekday vs. hour of the day)
Output: clustered CSV files with an extra attribute, a 
cluster number C for each pair of coordinates
Algorithm: RS (CSV files, C, P)
1. Read the CSV file
2. K-means (CSV files, C, P, k)
3. Calculate MSE
4. Select Random centroids Ci
5. Select Random clusters Pi
6. Iterate j from 1 to T
7. Create new clusters based on selected Ci and Pi
8. K-means (CSV files, Ci, Pi, k)
9. If MSEi < MSE (clusters improved)
Change centroids and clusters to Ci and Pi
Return to step 2 with new clusters and centroids
Else
Exit with current clusters and centroids
10. add C attribute to the CSV file
11. Export a new CSV file for visualization
Fig. 4 RS clustering Pseudo-Code, based on [5]
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K-means for another iteration. Otherwise, it will choose the old centroids and clus-
ters; then it will exit.
In our study, we used the RS algorithm with K-means clustering. K-means is a well-
known algorithm that is used on a wide scale; it calculates the centroid for each cluster 
and assigns each point to the closest cluster. It keeps calculating centroids and reas-
signing points to their new clusters until there is no change in clusters (i.e., conver-
gence). However, RS can be used with any centroid-based clustering algorithms such as 
K-means++, x-means, and global K-means as we can observe from Fränti’s study [5]. 
Moreover, the author applied the RS algorithm on different datasets with various dimen-
sionality and scalability.
Results
This section presents results from the methods chosen and applied on the dataset.
Comparative analysis
After applying HDBSCAN and RS clustering on the 168 CSV files, we decide which clus-
tering algorithm is optimal relying on a set of factors. These factors are quality of clus-
ters, mean of sum of square error (MSE), and the processing time in seconds.
Quality of clusters
To measure the quality of clusters for both algorithms, we used the Silhouette coefficient 
[38]. This coefficient measures the average distance between a given point p and the rest 
of the points in the same cluster. Let us assume that this distance is b(p), where p is the 
given point. After that, it measures the average distance between the point p and points 
from the nearest cluster, let us name it a(p), where p is the given point. The Silhouette 
score is the difference between b(p) and a(p), the last step is to normalize the score, this 
is done by dividing the difference by the maximum value of a and b as we can observe 
from the Silhouette coefficient equation:
The Silhouette coefficient indicates how much a point is close to its cluster. If the value 
is negative, it means the point is far from its cluster. If the value is zero, it means the 
point is located between two clusters. If the value is positive, it means the point is close 
to its cluster. Therefore, to have good quality clusters, we need b(p)≫ a(p) since we 
want the Silhouette coefficient to be close to 1.
To extract the Silhouette coefficient for our clusters, we applied two R packages, 
cluster  [39], and vegan  [40]. We calculated the Silhouette coefficient 168 times for 
HDBSCAN algorithm and 168 times for RS algorithm. Furthermore, we repeated the 
calculation twice, once for taxi trips origin and once for taxi trips destination. The fol-
lowing table shows the factors we extracted as we executed our R scripts for both HDB-
SCAN and RS.
After calculating the Silhouette coefficient, we compared the scores for both algo-
rithms HDBSCAN and RS. In our comparison, we considered both taxi trips origin and 
taxi trips destination. Figure  5 shows the Silhouette coefficient scores for HDBSCAN 
s(p) =
b(p)− a(p)
max
{
a(p), b(p)
} , where − 1 ≤ s(p) ≤ 1
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and RS for the 168 trips origin CSV files. As we can observe from the figure, the RS 
algorithm significantly outperformed the HDBSCAN as the quality of clusters was 
higher for most of the days and hours. We can notice that the RS clusters were robust 
for three periods, Friday 10:00 A.M., Wednesday 4:00 A.M., and Thursday 4:00 A.M. 
Other RS clusters were reasonable with a Silhouette coefficient varied between 0.45 and 
0.8. Meanwhile, HDBSCAN clusters were weaker as their Silhouette coefficient ranged 
between 0.05 and 0.47. Figure 6 shows the Silhouette coefficient scores for HDBSCAN 
and RS for the 168 trips destination CSV files. We can notice from the figure that the 
RS algorithm significantly outperformed the HDBSCAN as the quality of clusters was 
higher for all days and hours. Additionally, we had robust clusters for the same periods, 
Friday 10:00 A.M., Wednesday 4:00 A.M., and Thursday 4:00 A.M.. Other RS clusters 
were reasonable with a Silhouette coefficient varied between 0.37 and 0.65. Meanwhile, 
HDBSCAN clusters were weak as some clusters had a negative Silhouette coefficient. 
The HDBSCAN coefficient values ranged between − 0.15 and 0.26.
Mean of sum of square error (MSE)
As we know from statistics, this factor is a normalization for the sum of square error 
(SSE). It represents the amount of clustering error produced. A reduction in the MSE 
value means that the RS algorithm successfully improved the clustering output. MSE 
value can be calculated using the following equation:
MSE =
SSE
N .D
where SSE =
N∑
i=1
�xi − cpi
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Fig. 5 Silhouette coefficient for trips origin
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 where N is the number of data points in the dataset, x is the dataset, c is the centroid, 
and p is the partition.
The RS algorithm we executed used K-means as shown in the R script [37]. However, 
RS is a generic algorithm which can be used with any centroid clustering algorithm. 
When executing the RS algorithm in R, we set the iterations to 5000 as shown in Table 3. 
Additionally, we plot WSS using fviz_nbclust function; then we manually set the optimal 
value for the number of clusters k. To compare the MSE value before clustering and MSE 
value after clustering, we printed the MSE value twice. Once before executing the RS 
function and once after each iteration of the RS function. Figure 7 shows the MSE value 
before and after executing the RS algorithm for the 168 trips origin CSV files.
We can observe that MSE value was reduced significantly when applying RS algo-
rithm along with K-means. The RS MSE values ranged from 0.000031 to 0.0000431. 
While K-means MSE values ranged from 0.000096 up to 0.307779. The RS algorithm 
successfully reduced the MSE value for every dataset clustered. Figure 8 shows the MSE 
value before and after executing the RS algorithm for the 168 trips destination CSV files. 
We can observe that the MSE value was reduced significantly when applying RS algo-
rithm along with K-means. The RS MSE values ranged from 0.00014 to 0.000971. While 
K-means MSE values ranged from 0.000321 up to 0.308451. The RS algorithm success-
fully reduced the MSE value for every dataset clustered.
Processing time
We used proc.time function in our R scripts to calculate the processing time of each 
algorithm. It works as a stop-watch where it first initializes the starting time, then after 
we execute the algorithm, it calculates the ending time and subtracts the starting time 
from the ending time. The difference (i.e., elapsed time) is calculated in seconds. We 
extracted the processing time for the three algorithms HDBSCAN, K-means, and RS. In 
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addition, the execution time was calculated twice, once for taxi trips origin and once for 
taxi trips destination.
However, the processing time difference between the three algorithms was large. 
Therefore, we used the log-scale for processing time to reduce the variability in the visu-
alization. Figure 9 shows the processing times of HDBSCAN, K-means, and RS for taxi 
trips origin CSV files. We can observe that the processing time for the RS algorithm was 
more significant than the other algorithms. This amount of time was due to the num-
ber of iterations made by RS algorithm to swap centroids and reduce the MSE value, 
thus, enhance the clustering outcome. Also, the number of iterations include both suc-
cessful and unsuccessful swaps. The primary challenge for the RS algorithm is that the 
number of swaps is unknown and can depend on multiple factors such as the size of the 
neighborhood α and the number of clusters k. For the HDBSCAN and K-means, the pro-
cessing time for K-means was less than HDBSCAN for all periods. Figure 10 shows the 
processing time of HDBSCAN, K-means, and RS for taxi trips destination CSV file. We 
can observe that the processing time for the RS algorithm was more significant than the 
other algorithms. This amount of time was due to the number of iterations made by RS 
algorithm. For the HDBSCAN and K-means, the processing time for K-means was less 
than HDBSCAN for all periods.
Clusters visualization (Tableau)
Based on the comparative analysis, it was apparent that the RS clustering algorithm was 
more efficient than other algorithms in terms of clusters quality. Therefore, we decided 
to use the RS algorithm for our cluster’s visualizations. We used Tableau Desktop Soft-
ware [22] to plot the taxi trips clusters on Porto city map. First, we created a connec-
tion and defined every CSV file as a data source for the Tableau workbook. Then we 
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identified each pair of longitude and latitude coordinates as geographical attributes, 
then we created a new datasheet, and we plotted the longitude and latitude attributes as 
columns and rows respectively. To visualize the clusters on Porto city map, we added a 
new cluster column as an attribute in the datasheet; then we assigned the color property 
to this attribute to distinguish different clusters while viewing the map. in addition, we 
used the district feature we extracted previously in our maps, we added a new column 
for the district.
Figure 11 shows all taxi trips that started on Friday at 06:00 P.M. The map shows three 
clusters of trips and displays the names of the district in Porto city. The districts names 
were derived from the district feature which we extracted previously as shown in Table 2. 
We can notice that most taxi trips started from central areas (i.e., the blue cluster) like Se 
and Sao Nicolau. The yellow cluster indicated that a high number of trips began in west 
areas like Matosinhos, while the red cluster represented the trips which began in east 
areas like Bonfim and Campanha but with less density. Moreover, when the user picked 
one of the trips, the map displayed a white box with the longitudinal coordinates besides 
the area which provided more insights into the taxi trips clusters.
Figure 12 shows all taxi trips that ended on Monday at 06:00 A.M. The map shows two 
clusters of trips, the blue cluster which represented trips ended in central and eastern 
areas, and the yellow cluster which represented trips ended in west and north areas. We 
can notice that the blue cluster has a low density, while the yellow cluster has a high den-
sity for trips ending in Porto international airport. Table 4 shows details about extracted 
factors for each of the algorithms used. 
Taxi trips heatmap
To help taxi drivers and passengers identify areas with high or less traffic, we created 
an R script to generate a heatmap for taxi trips based on their frequency. First, we cal-
culated the number of trips for each period (i.e., weekday and hour of the day), then 
we imported the counts into an R script. After that, we used two R packages, ggthemes 
Fig. 11 Trips origin clusters on Friday at 6:00 P.M.
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Fig. 12 Trips destination clusters on Monday at 6:00 A.M.
Table 4 Extracted factors for each algorithm
Algorithm Processing time (seconds) Silhouette coefficient MSE
HDBSCAN [31] Yes Yes No
RS [5] Yes Yes Yes
K-means [6] Yes No Yes
Fig. 13 Heatmap for taxi trips
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[41] package to create a friendly theme heatmap, and ggplot2 [42] package to generate 
the heatmap based on the selected theme and the taxi trips frequencies. We built one 
heatmap to represent both trips origins and trips destination as the number of trips was 
the same in both CSV files. Figure 13 shows the heatmap of taxi trips for each weekday 
and hour of the day. The darker the color was, the higher traffic we had for that period. 
We can notice that the highest number of trips was on Saturday in midnight hours (i.e., 
20:00–00:00), this was likely because that most people were spending more time outside 
their homes as the weekend was coming ahead. Moreover, for the all weekdays except 
Friday, we can observe that most traffic occurred between early morning hours and 
afternoon hours (i.e., 3:00–14:00). On Friday, most of the day had high traffic starting 
from early morning hours until midnight.
Sequential pattern mining
To help the transportation authorities to get more insights into the flow of taxi trips 
among different districts, we applied the sequential pattern mining technique. Sequen-
tial pattern mining is used to discover patterns in datasets where data is displayed as a 
sequence. In our dataset, a set of taxi trips is considered a time series sequences of dis-
tricts, each trip travels and navigates into a different district over time. Each time series 
sequence should have an alphabet which represents the items in that sequence; in our 
study our alphabet contained seven elements; each element was the name of a district in 
Porto city.
The first step in our analysis was to prepare the CSV file for sequential pattern min-
ing. The CSV file had to be in a long format where each taxi trip sequence was split into 
subsequences; each subsequence had one event. All subsequences of a given trip had to 
be ordered in the CSV file according to their timestamp. For example, if there was a taxi 
trip which navigated through five districts, T1 = {Santo Ildefonso, Se, Vitoria, Miragaia, 
Vitoria}. Then this trip was displayed in the CSV file as follows:
In addition, in the CSV file, it was assumed that all events had a size of 1 as each dis-
trict was a separate event. All trips with a duration of 5 min were extracted and con-
verted from wide format into a long format as shown in Table 5. To convert the CSV file 
from wide to long format, we created a PL/SQL script which read all districts in a row, 
then inserted each district in that row as a new record in the CSV file. When adding dis-
tricts, the script ignored repeated districts in the same row as many trips stayed in the 
same district for a while. The script avoided patterns which had repeated districts such 
as {Paranhos, Paranhos}. In the CSV file, some trips navigated over two districts, while 
Table 5 Trip sequence distribution over time
Trip Time Event Size
T1 1 Santo Ildefonso 1
T1 2 Se 1
T1 3 Vitoria 1
T1 4 Miragaia 1
T1 5 Vitoria 1
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other trips navigated over four districts. After preparing the CSV file, there was 5542 
trips and 15,921 rows.
Next, we created an R script using arules [43–45] and arulesSequences [46] pack-
ages. The CSV file which had the taxi trips in the long format was imported, then the 
script called cspade function which was based on the sequential pattern discovery using 
equivalence classes (SPADE) algorithm [47]. SPADE algorithm builds a lattice tree for 
the time series sequence; then it performs three scans to decompose the lattice tree into 
smaller subtrees processed separately. After that, it generates patterns with a support 
value associated with each pattern. The cspade function took one parameter which was 
the minimum support value, if a generated sequence support value was greater than the 
minimum support value, then it was a frequent sequence (i.e., pattern). However, setting 
an improper value for minimum support value could cause poor performance in terms 
of results and execution time. For example, if the script sets a high minimum support 
value, this could generate a few patterns and ignore some significant patterns in the time 
series sequence. And if it sets a low minimum support value, the algorithm could gener-
ate many insignificant patterns.
In the R script, when we set the minimum support value to 0.01, the algorithm gener-
ated 146 patterns. In order to shortlist the generated patterns and visualize them on the 
Porto city map, we set the minimum support value to 0.04 which generated 41 patterns 
in the end. From 41 patterns, 14 patterns were single patterns with one district, 24 pat-
terns were two-districts and 3 patterns were three-districts patterns.
Table 6 Patterns generated by SPADE algorithm
Sequence Support value
<{VITORIA}, {SE}> 0.115662
<{MASSARELOS}, {LORDELO DO OURO}> 0.099603
<{VITORIA}, {MIRAGAIA}> 0.098
<{SE}, {SANTOILDEFONSO}> 0.095
<{SE}, {VITORIA}> 0.094
Fig. 14 Taxi trips flow over different districts in Porto city
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The Table 6 shows the top five generated two-districts patterns with the highest sup-
port values.
Furthermore, to have a better understanding of patterns generated, we visualized 25 
patterns with highest support values to analyze the flow of taxi trips among Porto city’s 
districts. Figure 14 shows Porto city urban distinctions based on the author’s work [23] 
along with our generated patterns. Each pattern was plotted as an arrow to define its 
flow and the navigation districts. The arrows in red represented trips patterns over two 
districts, and the blue arrows represented trip patterns over three districts. It was appar-
ent that most of the patterns generated were trips with two districts. Moreover, most 
trips patterns were flowing in the Central areas like Sao Nicolau, Se, Vitoria, Miaragaia, 
Santo Ildefonso. It meant that these districts have a lot of facilities that keep people and 
tourists actively engaged. However, we identified some patterns heading North to Para-
nhos and West to Lordelo Do Ouro, Foz Do Douro, and Matosinhos.
Interactive visualization analysis
To provide an interactive visualization which could help people to learn more from our 
dataset, and to give the chance to explore the dataset by passing different parameters, we 
created R shiny [48] slides for sequential pattern mining technique applied previously. 
By using R shiny, applications which run through web browsers can be created without 
the need to learn other programming languages.
For the sequential pattern mining, we took the same R script we created previously. 
However, the script used the shinyapp function which had two parts, ui, and server. The 
ui part defined what appeared to the user in the slides, and server part defined what 
the user wanted to do internally to visualize the data. In the ui part, usually, all fields 
(i.e., parameters) which were visible the first time we run our R shiny presentation were 
defined. The idea behind using R shiny was to create an interactive sequential pattern 
mining with dynamic parameters instead of static values. For instance, instead of pass-
ing a minimum support value of 0.04 to the cspade function as the script did previously, 
we could create an input parameter which takes any given value and retrieves sequential 
patterns accordingly. In this case, the user can run the SPADE algorithm several times, 
each time with a different support value.
This approach was applied by creating an input parameter in the ui part; the input field 
was a dropdown list where the user had the option pick one of the displayed support val-
ues which were 0.01, 0.02, 0.03, and 0.04.
After that, the script called the cspade function in the server part and passed the value 
of the input field created. It plotted the patterns and their support values in a table on 
the R shiny slide. Figure  15 shows the slides generated from R shiny script when the 
script runs the presentation. As it can be noticed from the slide, R shiny gave the user 
the ability to view any number of patterns per page. The default value for the minimum 
support value was 0.04, and once the script runs the presentation R shiny would display 
all the patterns with support value larger or equal to 0.04. Additionally, the user could 
sort patterns based on their support value in an ascending or descending order. And if 
the user wanted to search for a specific pattern, he could enter the district name in the 
search box.
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For example, if the user wanted to display all the patterns where Se district was part 
of, he could fill the search box with the value “Se”, and press return to refresh the page 
and view the patterns again. Furthermore, when the user selected different support 
value from the list like 0.01, it was apparent that more patterns were generated, and the 
number of pages increased. This increase in pattern numbers was because of the cspade 
function in the server part; it generated more insignificant patterns when the user pro-
vided a low support value as discussed earlier.
Overall, R shiny interactive visualization could provide the ability to apply trajectory 
mining techniques like sequential pattern mining in a dynamic mode. Passing a param-
eter each time would implement the same method but with different behavior and out-
come. Therefore, transforming data mining techniques into the interactive visualization 
mode could enhance the understanding of their mechanism.
Discussion
In this section, we explain how our system and results are beneficial to taxi drivers, pas-
sengers, and the transportation management authorities in Porto city.
Transportation recommendations and insights
Our system was able to identify the traffic in different districts and timeframes. In addi-
tion, it consisted of an efficient clustering algorithm (i.e., RS algorithm) which was able to 
detect traffic in Porto city districts. Moreover, RS was capable of visualizing traffic with 
various densities for all weekdays and hours of the day. For example, we could observe 
that more people are arriving at Porto international airport on Monday at 6:00 A.M. as 
shown in Fig. 12. Clustering and visualizing taxi trips data can provide useful guidelines 
for taxi drivers, passengers, and Porto transportation authorities. These guidelines can 
be utilized by different parties in the city to have more insights into the traffic flow.
In terms of taxi drivers, they can use the heatmap and clusters visualizations to avoid 
high traffic districts during their trip as they want to take the fastest route to drop off 
Fig. 15 R shiny slide for sequential pattern mining
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their passenger with no delays. Additionally, they can rely on the origin clusters visu-
alizations (e.g., Fig. 11) to seek high traffic districts when they are vacant. Usually, high 
traffic districts of trips initiations mean that there is a high demand for taxis in that area; 
thus, taxi drivers can likely find passengers. In terms of passengers, the system should 
be able to decrease the waiting time. Our heatmap and destination clusters visualiza-
tions (e.g., Fig. 12) can help passengers to identify taxi availability in a specific area. For 
example, if the traffic status of trips destination is high (e.g., Porto international airport), 
this means that many taxis are ending their trips at that place. Thus, passengers are more 
likely to find vacant taxis in this area and timeframe.
Providing recommendations and guidelines for taxi drivers can save them time and 
effort. Additionally, It can maximize their profit by providing them with traffic status on 
a given route. Meanwhile, it can reduce the waiting time for passengers who are trying to 
find a vacant taxi.
Urban computing
Trajectory mining techniques can provide knowledge of traffic flow and taxi trips behav-
ior in the city. This knowledge can be utilized to enhance the services provided to people. 
For example, sequential pattern mining technique used previously can help authorities 
to identify the taxi trips flow over various regions. High flow areas can be a good indica-
tion of the functionality of certain areas (e.g., educational, business, industrial, etc.). For 
example, most discovered patterns were located in the central city areas; this could be a 
strong sign that most facilities such as universities, shopping centers, hospitals, and res-
taurants are not distributed over Porto city districts. Therefore, it can be concluded that 
most places which attract people are in the central areas of Porto city, not in the north 
or west areas. This information can help transportation authorities to reduce traffic in 
the central areas by providing a reliable bus and subway services. Furthermore, they can 
plan to establish new infrastructures in urban areas to avoid road networks issues such 
as traffic congestions which wastes a lot of gas and cause serious environmental prob-
lems like air and noise pollution.
Human and machine intelligence combination
Our study used visual analytics in all applied techniques. Heatmaps were created to visu-
alize the traffic for each district, weekday, and hour of the day. In clustering, Tableau 
maps were used to visualize trips clusters and their density. In sequential pattern min-
ing, Porto city map was used to visualize taxi trips flow among various districts in the 
city. Furthermore, we applied R shiny interactive visualizations to show how the user can 
choose different parameters and get a better understanding of sequential patterns. Visu-
alization is an essential technique for intelligent transportation systems; it can enhance 
the knowledge of moving vehicles and traffic data. Visualization analytics can provide a 
useful interpretation of traffic data which can help humans and decision makers in acci-
dent monitoring, route planning, and traffic jams reduction.
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Limitations and future work
We applied three clustering algorithms in our system, HDBSCAN, K-means, and RS. 
The RS algorithm outperformed the HDBSCAN in terms of quality of clusters. Moreo-
ver, the RS algorithm outperformed the K-means in terms of MSE error reduction. How-
ever, the only drawback of the RS algorithm was the processing time. The RS algorithms 
iterated and calculated the MSE value repeatedly after every K-means execution until no 
significant reduction was detected. This process consumed time as we had many itera-
tions depending on some factors like the size of the dataset and the number of clusters.
Multiple methods can be applied to reduce the processing time of the RS clustering 
algorithm. One method is to apply the RS algorithm with a different clustering algorithm 
like Fast K-means [49]. The RS algorithm is a generic centroid algorithm which swaps 
centroids to tune-up the generated clusters. In our experiments, we applied RS with 
the traditional K-means. In K-means, a full search was applied for every iteration. The 
K-means full search process involves the calculation of the distance between all points 
and their centroids in each iteration. Full search is done even if the distance between the 
points and their centroid is not changing. This type of search consumes time as it scans 
all points and centroids even if there were some static clusters (i.e., no centroid change). 
However, Fast K-means has a different mechanism. This algorithm measures the activity 
classification for its clusters in every iteration, after that it labels the points and centroids 
which have no change in distance as static. Then, in the next iteration, it performs a par-
tial search for the active clusters only. Thus, in Fast K-means, the processing time will be 
improved as the distance calculations between points and centroids in static clusters will 
be skipped.
Another method to improve the RS processing time is to apply each iteration in par-
allel. In every RS iteration, the algorithm swaps the centroids then calls K-means clus-
tering. We can reduce the computation of every K-means execution by utilizing some 
parallel processing platforms such as MapReduce. Moreover, instead of executing 
K-means on a single node, the MapReduce can execute K-means on thousands of nodes 
in parallel [50]. Thus, MapReduce will significantly improve the processing time for both 
K-means and RS clustering.
A significant challenge in our study was finding an approach to extract the descrip-
tion (i.e., district) for each longitudinal coordinate. Google services were used to extract 
the district based on the longitude and latitude of each trip. However, it was a time-
consuming process, and it produced an imbalanced dataset where 90% of districts were 
assigned to “Porto”. Therefore, we divided the Porto city into 18 equiangular by using 
Google Maps. Still, dividing the city into rectangular districts is not a practical approach 
as neighborhoods tend to have different shapes. A good approach is to rely on geometri-
cal tools to divide the city into uniform shapes such as polygons.
Another promising approach is to build a robust interactive visualization application. 
By using R shiny, many slides of the presentation can be created where each slide repre-
sents a separate trajectory mining technique such as clustering and sequential pattern 
mining. We plan to create dynamic slides which can be fed by any online trajectory min-
ing datasets. This application can help users to understand the mechanism of different 
techniques when they have the chance to interact with various visualizations.
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Conclusions
Our system was built based on RS clustering and sequential pattern mining. In terms of 
sequential patterns, the system was able to detect 146 patterns. By minimizing the mini-
mum support value to 0.04, we detected 41 patterns. Most of these patterns flew over 
the central districts of the city. In addition, three patterns had a sequence of 3 districts, 
while the rest of the patterns had a sequence of two districts.
We applied three clustering algorithms for taxi trips origin and destination points. 
These algorithms were HDBSCAN, K-means, and RS. The RS algorithm outperformed 
HDBSCAN in terms of the quality of clusters. The RS algorithm outperformed K-means 
in terms of the mean of square error (MSE) reduction. While the K-means process-
ing time was less than HDBSCAN, the processing time for the RS clustering was much 
higher than both HDBSCAN and K-means. Visualizing taxi trips RS clusters on Porto 
city map and including the city districts was fruitful. We were able to detect some dis-
tricts with high traffic such as Porto international airport and Matosinhos west area. The 
taxi trips heatmap was useful in identifying taxi trips behavior and periods with more 
traffic. For example, we could know that Saturday midnight hours are busy. Moreover, in 
terms of day time hours, it is busier in the weekdays while it is less busy on Sunday.
The proposed system can be used to provide vacant taxis with guidelines of the traf-
fic status in areas where taxis start (origin). Furthermore, it can guide occupied taxis 
to avoid areas with high traffic (route prediction) which mitigates the traffic congestion 
issue. Moreover, this system can help passengers to identify areas where they can find 
vacant taxis (destination). Overall, this system shows the feasibility of applying trajectory 
data mining techniques on taxi trips dataset to enhance the road network services and 
reduce traffic jams in Porto city.
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