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False discovery rateReceiver operating characteristic (ROC) has been widely used to evaluate statistical methods, but a fatal
problem is that ROC cannot evaluate estimation of the false discovery rate (FDR) of a statistical method and
hence the area under of curve as a criterion cannot tell us if a statistical method is conservative. To address this
issue, we propose an alternative criterion, work efﬁciency. Work efﬁciency is deﬁned as the product of the
power and degree of conservativeness of a statistical method. We conducted large-scale simulation
comparisons among the optimizing discovery procedure (ODP), the Bonferroni (B-) procedure, Local FDR
(Localfdr), ranking analysis of the F-statistics (RAF), the Benjamini-Hochberg (BH-) procedure, and
signiﬁcance analysis of microarray data (SAM). The results show that ODP, SAM, and the B-procedure
performwith low efﬁciencies while the BH-procedure, RAF, and Localfdr workwith higher efﬁciency. ODP and
SAM have the same ROC curves but their efﬁciencies are signiﬁcantly different.l rights reserved.© 2011 Elsevier Inc. All rights reserved.1. Introduction
Large-scale identiﬁcation of genes differentially expressed across
different conditions has become very popular in the current genomic
studies. A microarray dataset usually contains expressions of ten
thousands or more of genes [1,2]. The conventional methods [3–7] are
not appropriated for such a statistical analysis of large-scale data. For
example, in the identiﬁcation of 10,000 genes differentially expressed,
at least 500 ﬁndings are expected by chance at a signiﬁcance level of
0.05 [5,8]. To address such a crucial statistical problem arising in large-
scale data analysis, more and more statistical methods are being
developed. The methods published thus far roughly fall into the
following four categories: (a) parametric methods such as the
shrunken t-test [9,10], regression model approach [11], analysis of
variance (ANOVA) methods [12,13], and mixture model approach [6];
(b) nonparametric approaches such as signiﬁcance analysis of
microarray data (SAM)[5], samroc [14], ranking analysis of microarray
data (RAM) [7], and ranking analysis of F-statistics (RAF) [15];
(c) adjusted p-value approaches such as Bonferroni (B-) procedure,
the Holm procedure [16], the Hochberg procedure [17], the
Benjamini–Hochberg (BH-) procedure [18], the Benjamini-Liu proce-
dure [19], the Westfall and Young procedure[20], and the Bayesian
local FDR[4]; and (d) optimal parametric approaches such as the
optimal discovery procedure (ODP) [2,21].Therefore, comparison among the existing statistical methods has
become more important than development of a new statistical
method because experimental scientists are faced with too many
method choices for their data analyses [22]. At the early stage, Pan
[23] used the real microarray data to compare the traditional t-test
method, regression approach [11], and their own mixture model
approach [6] in the rejection region. This comparison was limited to
classical statistics so that the conclusion is still only applicable to
single tests. Broberg [14] utilized both the simulated cDNA data and
the real microarray data to compare samroc [14], SAM [5], t-test,
Wilcoxon rank-sum test, and Bayesian methods [24]. In this





where FP and FN are referred to as false positive
rate and false negative rate, respectively. The curve of FP versus FN for
the C-values was used to evaluate performances of these ﬁve
methods. According to these curves, Broberg found that samroc
performed best among these methods. However, the estimated C-
values from the real data are meaningless for the method evaluation
while the true C-values are unknown in the real data. Tan and Yan [25]
compared the powers of four adjusted p-value procedures, the B-
procedure, the Holm procedures [16], the BH-procedure [18], and the
Benjamini-Liu procedure [19]. In their comparison, the B-procedure
shows the lowest power while the BH-procedure has the highest
power among these adjusted p-value procedures. Recently, Storey et
al. [2] compared ODP [26], SAM [5], t/F-test [12,27], Shrunken t/F-test
[9,10], Bayesian local FDR [4], and empirical Bayesian methods [28].
Given a certain cutoff of the q-value [29], they found that the ODP
method has a much higher power to identify a gene differentially
expressed than the other methods. A large-scale comparison of
Fig. 1.Histograms of null p-values. 3770 null p-values were obtained using the software
package EDEG from three null datasets where 3770 genes are null genes without
differential expressions among four conditions each with sample size of 6 (panel A), 12
(panel B), and 4 (panel C), respectively. These histograms show that p-values for the
null genes in simulated datasets follow a uniform distribution.
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began with Choe et al.'s work on their “golden spike data” [30]. The
golden spike dataset has been applied by some authors [22,31,32] to
evaluate the existing methods. It may be valuable in a large-scale
comparison of statistical methods because genes differentially
expressed between the two conditions are known. However, several
criticisms [33–35] indicated that this golden spike dataset contains
artifact factors which lead to a non-uniform p-value distribution for
the null genes and hence it is not suitable for evaluating the methods
of false discovery rate (FDR) control [34]. To avoid the problem,
Pearson [22] used the ROC curves of true positive rate versus false
positive rate to compare and evaluate two-sample methods. ROC is a
very useful tool for visually evaluating various methods because ROC
can display a proﬁle of true positive rate versus false-positive rate, but
a fatal drawback of ROC analysis is that the true positive rate and false
positive ratemust be known,while in real data, they are unknown and
hence the area under curve (AUC) as a criterion cannot be used to
quantitatively evaluate an FDR estimator. For a large-scale analysis of
data, FDR is unknown and hence must be estimated for us to
determine if its ﬁndings are reliable. FDR estimation is very important
for an experimental scientist or statistician to choose a statistical
method in practice because if a method signiﬁcantly underestimates
its FDR in ﬁndings, then it would provide more false ﬁndings than
expected or if it overestimates its FDR, then many truly differentially
expressed genes would be lost. For this reason, paired with power, we
here propose degree of conservativeness as a criterion to evaluate FDR
estimation of a statistical method. The degree of conservativeness
provides a degree of conﬁdence that the ﬁndings of a method are true.
If a method has an extremely high power to ﬁnd a gene differentially
expressed but a low degree of conservativeness, its ﬁndings then
would have a low degree of conﬁdence. Conversely, if a method
possesses of a very high degree of conservativeness but a low power,
then this method would loss many true ﬁndings. Therefore, power or
degree of conservativeness alone is not a good criterion for evaluation
of statistical methods. Here we proposework efﬁciency that is deﬁned
as the product of power and conservativeness. Thework efﬁciency can
be used to evaluate work ability of a method in ﬁnding a gene truly
differentially expressed in amicroarray dataset. Thus, the two kinds of
methods above would have low work efﬁciencies. But, if a method
offers a higher power and a higher degree of conservativeness for its
ﬁndings, then it would work well. Therefore, the work efﬁciency is a
useful and comprehensive criterion for evaluation of statistical
methods.
We use simulation to illustrate how our efﬁciencyworks in a large-
scale comparison and in comprehensive and objective evaluation of
several existing statistical methods. In this study, we choose ODP as
one of the typical cases for our work efﬁciency because ODP has been
declared to have an extremely high power relative to the other
methods [2,26]. In addition, like ODP, SAM also can use q-value to
identify genes differentially expressed, thus we can conveniently
make a comparison between ODP and SAM. On the other hand, both
SAM and RAF are nonparametric methods, we choose RAF to compare
to SAM. The B-procedure is the other typical case because it is the
most stringent among all adjusted p-value procedures and it is
extremely conservative but also its power is extremely low. The BH-
procedure has an upper bound for the false discovery rate (FDR) with
either a strong or weak control. In particular, Localfdr [4,36] was
developed from the BH procedure. Hence the BH procedure and
Localfdr are interestingly chosen to be compared.
In Methods and criterion for comparison section, we construct
simulated datasets of 7 scenarios with treatment effects, proportion of
differentially expressed genes, sample size, and noise distribution,
and deﬁne the degree of conservativeness and work efﬁciency. In the
Results section, we ﬁrst globally and visually outline the plot curves of
the true-estimated FDR (q-value for ODP and/or SAM) of these chosen
methods and then look at how their powers and degrees ofconservativeness are in response to change in sample size, proportion
of genes differentially expressed, treatment effect, and noise variance.
Finally, we use work efﬁciency to evaluate these 6 chosen statistical
methods.2. Methods and criterion for comparison
In order to avoid a possible bias in the estimation of FDR or q-value in
simulating data, we pre-simulated datasets of 3770 genes that had no
differential expressions among four groups each having 4, 6, and 12
replicates. We then used EDGE [37] to compute 3770 null p-values in
each dataset. As expected by Storey et al. [29,33], the null p-values are
roughly uniformly distributed on the interval [0, 1] in these three
datasets (Fig. 1). Thus, our follow-up simulations satisfy the fundamental
requirement for estimations of q-values and FDRs.
Our simulation study was carried out by creating microarray
datasets of 3770 genes each with group means of any random
numbers and noise variances of ~105 and ~104 in four groups each
with 6 biological replicates. The treatment effect τ was randomly
392 Y.-D. Tan / Genomics 98 (2011) 390–399assigned to a given proportion of genes where τ= AU. To make it
more difﬁcult to identify a gene that displays differential expressions,
we set 0bU≤1 as a uniform distribution. In other words, the
treatment effect value in differentially expressed genes is uniformly
distributed in 0bτ≤A and varies with genes. The genes with
treatment effects for differential expressions were marked for
comparison. Our simulation design was set at three replication levels
R=4, 6, and 12 replicate observations, three treatment effect levels
A=50, 100, and 200, and two proportion levels of genes differentially
expressed, P=10% and 20%. We considered four simulation exper-
iments to examine (a) responses of these chosen statistical methods
to change in the proportion of genes differentially expressed,
(b) sensitivities of these chosen statistical methods to treatment
effects, (c) response of these chosen statistical methods to sample
size, and (d) robustness of these chosen statistical methods to noise
variances. All experiments were conducted by using a normal
pseudorandom generator and each simulation produced 30 repeated
datasets.
We applied these chosen statistical methods to our simulated
datasets. In order to avoid a possible bias occurring between programs
by different authors for performing the same statistical methods, we
used the versions published by authors [5,15,18,36,37]. We set 3
levels of FDR or q-value cutoffs: 0.04–0.05, 0.001–0.01, and≤0.001for
ODP, SAM, and RAF, Localfdr and only α=0.05 for the Bonferroni
procedure and the Benjamini–Hochberg procedure.
The false positives were counted in the ﬁndings at each of given
thresholds. These result sets (numbers of positives, and true and
estimated numbers of false positives) at each FDR (q-value) level were
collected across the 30 simulated datasets in each scenario. Here we
deﬁned NP as the number of positives identiﬁed by a method, NTFP and
NEFP as true and estimated numbers of false positives in NP positives
and d as the difference between NEFP and NTFP, i.e., d=NEFP−NTFP.
Then we calculated maximums, minimums, means, and standard
deviations (SD) of NP, NEFP and NTFP in each scenario. The degree of
conservativeness is deﬁned as
C d≥0ð Þ = ∑
K a<FDR<bð Þ
k=1
Ik = K a < FDR≤bð Þ
for SAM, RAF, and Localfdr and
C d≥0ð Þ = ∑
K a<q−value<bð Þ
k=1
Ik = K a < q−value≤bð Þ
for ODP where Ik is the indicator for result set k, Ik=1 if dk≥0, Ik=0,
otherwise. a and b are lower and upper bounds of a given FDR (q-value)
level between which number (K) of ds are collected across the 30
simulated datasets in each scenario. The work efﬁciency, a criterion for
comprehensive evaluation of a statistical method, is deﬁned as
f = C d≥0ð Þρ × 100
where ρ=NP/(P×G) is described as power of a method in ﬁnding a
positive gene in G genes in which P is a given proportion of the genes
differentially expressed. Note that degree of conservativeness is
independent of power, therefore, we always have 0≤ f≤1 for a given
method at a given FDR or q-value level.
3. Results
3.1. Estimation of FDR or q-value
In order to globally and visually outline the FDR estimation of a
statistical method, we plotted the true FDR along y-axis versus the
estimated FDR along x-axis on the multiple simulated datasets,
similarly do the same for q-value. Fig. 2 shows 5 panel proﬁles inwhich the curves of the true FDRs versus the estimated ones obtained
from the 30 simulated datasets in one scenario where we set and
randomly assigned strong treatment effects (τ=200U, 0bU≤1) to
20% of the genes differentially expressed among four groups each
having 6 replicates. Fig. 2A shows the results of ODP from which one
can see that when the estimated q-value (equal to min FDR) is larger
than about 0.30, all these curves are over the standard line (red line)
expected by the true q-value equaling the estimated one, indicating
that these q-values are underestimated in these simulated datasets.
However in SAM, all curves arebelow the standard linewhen the q-value
is larger than about 0.30, so estimation of q-value is absolutely
conservative in this region (Fig. 2B). However, when q-value is b0.3,
theseplot curves are distributed either over or below the standard line in
both ODP and SAM. We can see from Fig. 2B and C that the estimate of
FDR in SAM is well consistent with that of q-value. It is clear in Fig. 2D
that estimation of FDR in RAF is quite conservative at the FDR≤0.1.
Localfdr estimation of FDR is conservative along the whole FDR cutoffs
(0.0–1.0) (Fig. 2E).
3.2. Responses of statistical methods to change in proportion of genes
differentially expressed among multiple groups
A robust statistical methodmust performwell on the various types
of microarray data. First of all, it must have a normal response to
change in the proportion of genes differentially expressed. Too weak
or too strong a response could lead to losing power or losing
conservativeness. Since in practice how many of genes have
differential expressions in response to the experimental conditions
is unknown, we used simulated datasets to compare responses of
these statistical methods to change in proportion of the differentially
expressed genes. Table 1 summarizes the results of the six chosen
statistical methods for identifying positive genes in the 30 simulated
datasets of 3770 genes in the scenarios of the weak treatment effects
(τ= 50 U) where 10 and 20% of genes were set to be differentially
expressed among four groups each with 6 replicates. The B-procedure
does not ﬁnd any false positives (NTFP=0) at the signiﬁcance level of
0.05 and also does not estimate ones (NEFP=0). Therefore, as
expected, it indeed is completely conservative (indicated by C≤0.05
(d≥0)=100%), but it, as expected, has the lowest power (indicated
by the number of positive genes (NP)) among these methods. The BH-
procedure is also a conservative method [C≤0.05(d≥0)=100%], but it
obtained about two times the number of ﬁndings more than the B-
procedure. Both SAM and RAF are nonparametric analysis methods. In
the case of 10% of the genes differentially expressed, they both did not
detect genes of interest in the region of 0.001bFDR≤0.01. RAF found
more positive genes with conservativeness of 100% and 93% for
estimation of FDR, respectively, than SAM in the regions of
0.04bFDR≤0.05 and FDR≤0.001. In the datasets where 20% of the
genes are differentially expressed among four groups, both SAM and
RAF found nothing in 0.001bFDR≤0.01, but RAF appears to have a
much higher power and a higher degree of conservativeness to ﬁnd
positive genes than SAM at the other FDR cutoff levels. Localfdr has a
number of ﬁndings similar to that the BH-procedure identiﬁed in
0.04bFDR≤0.05 with conservativeness of 100% for estimation of FDR.
Unlike SAM and RAF, Localfdr can ﬁnd genes at the other FDR cutoff
levels with a high degree of conservativeness. The ODP approach, as
expected, displays an extremely high power to ﬁnd a positive gene. For
example, ODP identiﬁed, on average, 125 positive genes in
0.04bFDR≤0.05 across these 30 datasets in which 20% of genes have
differential expressions, while the BH-procedure, Localfdr, and RAF
found, on average, 73, 71, and 76 positive genes, respectively.
However, except for that at FDR≤0.001, the ODP approach shows an
extremely low degree of conservativeness across all given FDRN0.001.
As seen in Fig. 1A, ODP underestimates, on average, 3.4–4.0 false
positives in the q-value cutoff range from 0.01 to 0.05 and 1.2–1.9 of
the ones in 0.001bq-value≤0.01. At q-value ≤0.001, ODP shows a
Fig. 2. Linear plots of the true versus estimated FDR (or q-value). In Fig. 2 A and B, the true q-values were calculated using the false positives recorded in the ﬁndings obtained by ODP
and SAM, respectively, and the estimated q-values were given by the EDEG and SAM, respectively. In Fig. 2 C, D, and E, the true FDRs were calculated using the false positives recorded
in ﬁndings obtained by SAM, RAF, and Localfdr, and the estimated FDR values were given by SAM, RAF, and Localfdr, respectively. The ﬁndings were obtained by ODP, SAM, RAF, and
Localfdr from the 30 simulated datasets consisting of 3,770 genes of which treatment effects≤200 U were randomly assigned to 20% of genes differentially expressed among four
groups each with sample size of 6.
393Y.-D. Tan / Genomics 98 (2011) 390–399high degree of conservativeness [C≤0.001(d≥0)=89.9%], but has
lower power than RAF and the BH-procedure. When the proportion
of the differentially expressed genes increases from 10% to 20%, SAM
increases about 1.4 fold of ﬁndings, displaying a weak response to
change in proportion of the differentially expressed genes, while ODP
increases, on average, 2.3 fold and Localfdr increases, on average, about
2.6 fold, showing a strong response. RAF, the B-procedure, and the BH-
procedure appear to be normally responsive to the change, that is, thenumber of their ﬁndings increases as the same or approximate fold as
does the proportion of the differentially expressed genes.
3.3. The sensitivities of statistical methods to treatment effects
The sensitivity to treatment effects on expression variations of
genes is another important character of a statistical method for
analysis of microarray data. To fully demonstrate the sensitivities of
Table 1
Statistical method comparisons in the identiﬁcation of genes in 30 simulated datasets of 3770 genes, sample size of 6, treatment effect values≤50, and noise variances of ~105.
Np NEFp NTFp d=NEFP−NTFP
Mean SD Mean SD Mean SD Mean Var Cab(d≥0)
10% of the genes having differential expressions among 4 groups
B-procedure 15.0 4.774 0 0 0 0 0 0 100
BH-procedure 28.8 7.0314 1.442 0.352 0.056 0.236 1.386 0.095 100
ODP
0.04bq≤0.05 54.9 8.286 2.5 0.506 5.891 2.751 3.435 6.473 19.6
0.001bq≤0.01 34.5 7.214 0 0 0.901 1.071 0.901 1.147 45.3
qb0.001 15.38 9.402 0 0 0.02 0.14 0.02 0.02 98
SAM
0.04bFDR≤0.05 25.2 6.745 1.097 0.324 0.4 0.736 0.742 0.153 74.3
0.001bFDR≤0.01 – – – – – – – – –
FDRb0.001 19.6 2.663 0 0 0.308 0.48 0.308 0.231 69.2
RAF
0.04bFDR≤0.05 43.0 1.414 2 0 0 0 2 0 100
0.001bFDR≤0.01 – – – – – – – – –
FDR≤0.001 25.4 6.254 0 0 0.066 0.255 0.066 0.065 93.3
Localfdr
0.04bFDR≤0.05 27.5 6.468 1.267 0.458 0.066 0.256 1.201 0.313 100
0.001bFDR≤0.01 18.3 6.253 0 0 0 0 0 0 100
FDR≤0.001 3.7 1.915 0 0 0 0 0 0 100
20% of the genes having differential expressions among 4 groups
B-procedure 31.4 8.285 0 0 0 0 0 0 100
BH-procedure 73.313 9.286 3.666 0.464 1 0.011 2.666 0.575 100
ODP
0.04bq≤0.05 124.8 14.939 5.469 0.858 9.146 3.235 3.781 7.162 11.5
0.001bq≤0.01 79.6 13.69 0.278 0.448 1.424 1.272 1.174 1.257 29.9
qb0.001 34.0 20.242 0 0 0.108 0.331 0.108 0.11 89.9
SAM
0.04bFDR≤0.05 30.2 15.975 1.349 0.743 1.196 1.04 0.819 0.490 41.20
0.001bFDR≤0.01 – – – – – – – –
FDRb0.001 22.9 12.887 0 0 0.533 0.516 0.533 0.267 46.70
RAF
0.04bFDR≤0.05 76.2 11.239 3.385 0.506 1.455 0.968 1.93 0.744 100
0.001bFDR≤0.01 – – – – – – – – –
FDR≤0.001 50.9 8.547 0 0 0.062 0.247 0.062 0.061 93.8
Localfdr
0.04bFDR≤0.05 71.7 10.455 3.5 0.65 1.003 0.966 2.497 0.74 100
0.001bFDR≤0.01 47.1 11.199 0.467 0.516 0.065 0.252 0.402 0.256 100
FDR≤0.001 7.1 3.998 0 0 0 0 0 0 100
394 Y.-D. Tan / Genomics 98 (2011) 390–399statistical methods to treatment effects, we simulated 30 datasets of
3770 genes in each of three scenarios in which treatment effects
τ=50U, 100 U, and 200 U (0bU≤1) were randomly assigned to 20%
of the genes (see Methods and criterion for comparison section)
differentially expressed among four groups each with 6 replicates.
Tables 1 and 2 offer the statistical results (mean and SD) for the
numbers of positives (NP), the estimated and true numbers (NEFP and
NTFP) of false positives, and their differences (d=NEFP−NTFP)
obtained by these six statistical methods from the simulated
microarray data where genes are differentially expressed in response
to these three different treatment effects (50U, 100U, and 200U)
among the four groups. It is clear that the B- and BH-procedures
always have conservativeness of 100% for the estimation of FDR,
indicating that their ﬁndings are absolutely reliable in the given FDR
region and their conservativeness is completely insensitive to
treatment effects. However, at a level of FDR≤0.05, the ﬁndings
obtained by the B- and BH-procedures in the strong treatment effects
(τ=200U) are respectively 2.14 and 1.94 times more than in the
moderate treatment effects (τ=100U). The ODPmethod still shows a
very high power and a very low degree of conservativeness relative to
the other methods in the FDR cutoff range of 0.001–0.05, no matter
what the treatment effects are given. By comparing Tables 1 and 2, it is
obvious that SAM performs with a poor power and a low degree of
conservativeness in the weak treatment effects (τ=50U), but its
performance was signiﬁcantly improved by the strong treatmenteffects, in other words, SAM is strongly sensitive to treatment effects.
In the weak and moderate treatment effects (τ=50U andτ=100U),
RAF outperforms SAM and Localfdr but in the strong treatment effects
(τ=200U), RAF and Localfdr have a similar power and degree of
conservativeness in 0.001bFDR≤0.05. At FDR≤0.001, RAF signiﬁ-
cantly outperforms Localfdr.
3.4. Responses of the statistical methods to sample size
It is well known that many microarray experiments, especially,
multiple-group microarray experiments, have been conducted in
small sample sizes because of the high cost. Therefore, it is necessary to
inspect responses of these methods to sample size. Our simulation
experiments were respectively carried out in samples of 4 and 12
replicates for each of four groups and 20% of the genes differentially
expressed in response to treatment effects τ=200U. The results
obtained by applying these six methods to these simulated datasets
are summarized in Table 3. Table 3 shows that in the samples of 4
replicates, SAM did not identify any positive genes in the FDR cutoff
range of 0.001~0.05, while ODP still shows its high powers with an
extremely low degree of conservativeness for estimation of q-value
relative to the othermethods. In the FDR cutoff range of 0.04~0.05, RAF
and Localfdr have similar results but the former possesses higher
degrees of conservativeness than the latter. In the FDR cutoff range of
0.001–0.01, RAF does not workwhile Localfdr still workswell. The BH-
Table 2
Statistical method comparison in the identiﬁcation of genes in 30 simulated datasets of 3770 genes, sample size of 6, and 20% of the genes differentially expressed among 4 groups,
and noise variances of ~105.
Np NEFp NTFp d=NEFP−NTFP
Mean SD Mean SD Mean SD Mean Var Cab(d≥0)
Treatment effect values≤100
B-procedure 111.867 7328 0 0 0 0 0 100
BH-pocedue 220.133 18.481 11.007 2.637 4.333 2.63 6.439 5.761 00
ODP
0.04bq≤0.05 276.655 45.969 12.442 2.232 18.503 5.258 6.133 15.592 .
0.001bq≤0.01 200.151 45.805 0.793 0.772 2.459 2.249 1.793 2. 41 27.6
qb0.001 91.385 55. 22 0 0 0.065 0.249 0.065 0.062 93.6
SAM 0
0.04bFDR≤0.05 204.684 14.02 9.061 0.849 9.158 2. 89 1.669 0.816 47.4
0.001bFDR≤0.01 32.692 1168 0.881 0.139 0.808 0.793 0.656 0.164 44.2
FDRb0.001 117.71 8.931 0 0 0429 0.646 0.29 0.18 64.3
RAF 0
0.04bFDR≤0.05 1.273 18.119 9.773 1.193 3.91 2.233 5.86 4.598 100
0.001bFDR≤0.01 151.933 7.592 1 0 0.126 0.333 0.8 0.11 100
FDR≤0.001 122.333 6737 0 0 0.067 0.258 0.067 0.07 93.3
Localfdr
0.04bFDR≤0.05 222.667 17.79 10.867 0.834 5.8 2.445 5.383 5.648 100
0.001bFDR≤0.01 16.4 12.403 1.867 0.352 0.41 0.746 1.459 0.557 93.3
FDR≤0.001 56.67 7.363 0 0 0 0 0 0 100
Treatment effect values≤200
B-procedure 240.040 20.538 0 0 0 0 0 0 100
BH-procedure 385.500 26.461 19275 1.323 8.45 2.799 10.825 5.793 100
ODP
0.04bq≤0.05 461.43 3.106 20.477 2.414 29.799 5.676 9.322 18.381 2
0.001bq≤001 372.180 45.386 1676 1.153 3.92 2.968 2.531 4.068 21.4
q0.001 14.828 103.154 0 0 0.061 0.293 0.061 0.06 95
SAM
0.04bFDR≤0.05 410.500 23.365 17.592 1.34 16.25 3817 2.39 7.331 50
0.001bFDR≤0.01 316.040 24.277 1.51 0.845 1.4 1.346 0.845 0.37 49.3
FDRb0.01 281.467 15.231 0 0 0.333 0.61 0.333 0.381 73.3
RAF
0.04bFDR≤0.05 385.933 16.047 18.133 0.915 7.546 2.399 10.587 3.523 10
0.001bFDR≤001 297.200 18.755 2.8 0.414 0.254 0.438 2.546 0.47 100
FDR≤0.001 227667 8.13 0 0 0 0 0 0 100
Localfdr
0.04bFDR≤0.05 390.733 21.75 18.8 1.424 7.816 3.31 10.984 12.208 100
0.001bFDR≤0.01 339.133 19.533 3.267 0.58 0.684 0.55 2.605 0.896 93.3
FDR≤0.001 209.067 58.179 0 0 0.15 0.332 0.125 0.11 86.7
395Y.-D. Tan / Genomics 98 (2011) 390–399procedure performs similarly to RAF in 0.04bFDR≤0.05. In the sample
of 12 replicates, ODP has 75–84 more positive genes in the q-value
cutoff range of 0.001~0.05 than SAM, 58–83more thanRAF, and 28–60
more than Localfdr but its degrees of conservativeness for estimation
of q-value in its ﬁndings still are very low. RAF, the BH-procedure, and
localfdr show similar performances in 0.04bFDR≤0.05, but localfdr
outperforms RAF in the FDR cutoff range of 0–0.01. In the FDR cutoff
range of 0–0.05, RAF displays conservativeness of 100% for estimation
of FDR, while Localfdr displays conservativeness of 86.7% in
0.001bFDR≤0.01, and 100% at the other cutoff levels.
3.5. Robustness of statistical methods to noise variances in microarray
datasets
We simulated two different microarray datasets by using two sets of
different expression noise variances (see Methods and criterion for
comparison section) so thatwe can ascertain robustness of the six chosen
methods to different data. According to real microarray datasets [15], the
expression noise variances were set to be ~105 for the ﬁrst null dataset
and ~104 for the second one. The results can be found in Tables 2 and 4. It
is clear that when the expression noise variance were small, all methods
obviously improved their powers but SAM performs specially well.
Comparing Table 4 with Table 2, we can see that SAM increases 200%
~243%of theﬁndings at the FDR cutoff levels from0.001 to 0.05when the
noise variances was reduced from ~105 to ~104; while ODP, RAF, andLocalfdr increase 160%–180%, 179–190%, 171%–183%, respectively. The B-
procedure and the BH-procedure increase 208% and172%, respectively.
However, in any case, ODP shows the highest power but has a lowdegree
of conservativeness, while the B-procedure has an extremely small
number of ﬁndings. RAF, localfdr, and the BH procedure perform
similarly: high power and conservativeness of 100% in most cases.
3.6. Work efﬁciencies of the statistical methods
As deﬁned in the Methods and criterion for comparison section,
work efﬁciency is employed to comprehensively evaluate work ability
of a statistical method in ﬁnding a true differentially expressed gene in
a given scenario. Table 5 provides work efﬁciencies of these methods
in the FDR (q-value) cutoff range of 0.04–0.05 in 7 scenarios. As seen
in Table 5, ODP works with very low efﬁciencies in all 7 scenarios. In
scenarios A and B (weak treatment effects), SAM works with low
efﬁciencies. In scenario F (small sample size), SAM does not work and
ODP has work efﬁciency of zero. However, in scenarios C (moderate
treatment effects), D (strong treatment effects) or E (larger sample
size), SAM works with higher efﬁciencies. The B-procedure, as
expected, works with very low efﬁciencies compared to the BH-
procedure in all the given scenarios. RAF the BH-procedure, and
Localfdr work with high efﬁciencies in all 7 scenarios. For the weak
treatment effects, RAF slightly outperforms the BH-procedure and
Localfdr. Localfdr has almost the same work efﬁciencies with the BH-
Table 3
Statistical method comparison in the identiﬁcation of genes in 30 simulated datasets of 3770 genes, treatment effect values≤200, 20% of the genes having differential expressions
among 4 groups, and noise variances of ~105.
Np NEFp NTFp d=NEFP−NTFP
Mean SD Mean SD Mean SD Mean Var Cab(d≥0)
Sample size of 12
B-procedure 175.000 14.407 0 0 0 0 0 0 100
BH-procedure 286.200 20.365 14.26 1.0183 6.933 3.369 7.327 8.624 100
ODP
0.04bq≤0.05 347.720 20.549 15.825 1.488 28.455 7.845 12.93 42.93 7.5
0.001bq≤0.01 267.788 19.853 1.089 0.875 3.634 2.911 2.588 5.691 15.2
qb0.001 123.513 71.485 0 0 0.032 0.229 0.032 0.053 97.6
SAM
0.04bFDR≤0.05 263.462 16.606 11.751 1.412 11.692 3.276 1.741 2.474 38.5
0.001bFDR≤0.01 192.745 14.21 1.191 0.447 1.02 1.14 0.861 0.475 54.9
FDRb0.001 172.733 10.99 0 0 0.333 0.488 0.333 0.238 66.7
RAF
0.04bFDR≤0.05 289.867 16.331 13.867 0.99 8.08 2.326 5.787 4.073 100
0.001bFDR≤0.01 179.733 18.081 1.6 0.507 0 0 1.6 0.257 100
FDR≤0.001 119.933 5.405 0 0 0 0 0 0 100
Localfdr
0.04bFDR≤0.05 286.867 19.773 13.8 1.082 7.811 3.274 5.989 8.7 100
0.001bFDR≤0.01 239.733 18.313 2.067 0.258 0.74 1.062 1.619 0.378 86.7
FDR≤0.001 134.667 33.027 0 0 0 0 0 0 100
Sample size of 4
B-procedure 12.895 3.68 0 0 0 0 0 0 100
BH-procedure 33.578 5.862 1.679 0.293 1.052 0.779 1.649 0.082 0.842
ODP
0.04bq≤0.05 75.437 9.599 3.394 0.52 8.577 2.278 5.183 4.723 0
0.001bq≤0.01 41.064 9.396 0.021 0.144 1.837 1.069 1.816 1.108 7.8
qb0.001 16.768 10.423 0 0 0.143 0.38 0.143 0.145 86.8
SAM
0.04bFDR≤0.05 – – – – – – – – –
0.001bFDR≤0.01 – – – – – – – – –
FDRb0.001 6.267 2.685 0.000 0.000 0.733 1.033 0.733 1.067 60
RAF
0.04bFDR≤0.05 31.429 9.395 1.429 0.514 0.641 0.841 0.791 0.331 78.6
0.001bFDR≤0.01 – – – – – – – – –
FDR≤0.001 23.400 4.12 0 0 0 0 0 0 100
Localfdr
0.04bFDR≤0.05 31.667 6.499 1.467 0.516 1.067 0.887 0.672 0.377 66.7
0.001bFDR≤0.01 16.4 4.222 0 0 0 0 0 0 100
FDR≤0.001 1.867 1.552 0 0 0 0 0 0 100
396 Y.-D. Tan / Genomics 98 (2011) 390–399procedure in all given scenarios, implying that Localfdr does not
signiﬁcantly improve the performance at FDR≤0.05 even though
Localfdr is derived from the BH-procedure [4,36], By comparingTable 4
Statistical method comparison in the identiﬁcation of genes in 30 simulated datasets of 3
differential expressions among 4 groups, and noise variances of ~104.
Np NEFp
Mean SD Mean SD
B-procedure 233.833 13.465 0 0
BH-procedure 380.300 28.162 19.015 1.408
ODP
0.04bq≤0.05 446.797 25.338 20.105 1.889
0.001bq≤0.01 358.786 26.96 1.502 1.087
qb0.001 165.756 96.132 0 0
SAM
0.04bFDR≤0.05 410.308 23.907 18.665 2.053
0.001bFDR≤0.01 322.352 23.093 1.548 0.883
FDRb0.001 286.767 16.768 0 0
RAF
0.04bFDR≤0.05 382.267 19.458 18.633 1.033
0.001bFDR≤0.01 288.967 15.688 2.700 0.466
FDR≤0.001 220.600 9.919 0 0
Localfdr
0.04bFDR≤0.05 380.067 17.56 18.133 1.125
0.001bFDR≤0.01 321.933 12.635 2.933 0.258
FDR≤0.001 176.733 29.109 0 0scenario G to scenario C, it is obvious that, except for ODP, all the other
methods remarkably improve their work efﬁciencies when the
expression noise variances of the genes become small.770 genes, sample size of 6, treatment effect values ≤100, 20% of the genes having
NTFp d=NEFP−NTFP
Mean SD Mean Var Cab(d≥0)
0 0 0 0 100
7.367 3.011 11.648 5.262 100
31.769 9.316 11.764 66.356 6.5
4.1 3.38 2.778 6.684 23.2
0.127 0.412 0.127 0.169 89.6
16.923 5.693 4.035 8.164 61.5
1.563 1.746 1.145 0.856 46.5
0.467 0.776 0.467 0.602 66.7
8.847 3.578 9.787 9.865 100
0.155 0.354 2.545 0.32 100
0 0 0 0 100
8.015 2.406 10.118 5.463 100
0.463 0.644 2.479 0.665 93.3
0 0 0 0 100
Table 5
Work efﬁciencies of 6 statistical methods in 7 cases at 0.04bFDR (q-value) ≤0.05.
A B C D E F G
B-procedure 3.9788 4.1611 14.8365 31.8355 23.2095 1.7102 31.0123
BH-
procedure
7.648 9.7232 29.1954 51.1273 37.9576 3.7957 50.4377
ODP 2.8572 1.903 2.6785 1.2245 3.4588 0 3.8517
SAM 4.9608 1.6489 12.8674 27.2215 13.4526 – 33.4668
RAF 11.4058 10.1 28.2855 51.1847 38.4439 3.2763 50.6985
Localfdr 7.294 9.509 29.531 51.821 38.046 2.801 50.406
Case A: sample size=6, treatment effect value=50, 10% of genes having differential
expressions, noise variances of ~105.
Case B: sample size=6, treatment effect value=50, 20% of genes having differential
expressions, noise variances of ~105.
Case C: sample size=6, treatment effect value=100, 20% of genes having differential
expressions, noise variances of ~105.
Case D: sample size=6, treatment effect value=200, 20% of genes having differential
expressions, noise variances of ~105.
Case E: sample size=12, treatment effect value=200, 20% of genes having differential
expressions, noise variances of ~105.
Case F: sample size=4, treatment effect value=200, 20% of genes having differential
expressions, noise variances of ~105.
Case G: sample size=6, treatment effect value=100, 20% of genes having differential
expressions, noise variances of ~104.
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As indicated above, the real data have many limitations in
evaluation of methods, simulation therefore is an ideal alternative
approach. Using simulation, one can realize various comparisons
among statistical methods. As seen in the Results section, the 7
simulated scenarios fully display the properties of these chosen
statistical methods, while one “golden spike” dataset could not do so.
However, these 7 scenarios would possibly present in the real
microarray experiments. For example, the two sets of noise variances
were set based on two real microarray datasets. Therefore, these
simulated results may reﬂect the main properties of these statistical
methods in the real microarray data. In particular, in our simulation
study, the treatment effect value is deﬁned in a uniform distribution:
0bτ≤A. This makes the simulated evaluation unbiased and close to
reality because a part of the treatment effect values are mixed with
expression noises. However, due to the laborious strength, we did not
consider responses of these methods to different distributions.
For a large-scale statistical behavior, an ideal statistical method
should be able to achieve a high power at a reasonable level of
conservativeness. We compared the powers and degrees of conser-
vativeness of these six chosenmethods in seven possible scenarios. As
expected, the B-procedure is over conservative and has an extremely
low power in all given scenarios. The BH-procedure has two opposite
properties: strong and weak controls of FDR, depending on the
deﬁnition of p-values [5,25]. For the strong control, as seen in our
simulated results, it tends to be conservative; for the weak control, its
power is high [25]. By being contrary to the B-procedure, our
simulated results showed that ODP has extremely high powers,
which are similar to those Storey declared [2,26], but very low degrees
of conservativeness when q-valueN0.001 in all given scenarios. Thus,
ODP works with very low efﬁciencies. In most cases, the degree of
conservativeness of SAM declines from 100% to about 20% as the FDR
cutoff point decreases from 1 to smaller than 0.001 (Fig. 2B and C).
SAM, however, when expression noise variances are small or
treatment effects become strong, has conservatives of about 60% at
FDR≤0.05. RAF and Localfdr tend to have stringent conservativeness,
in particular, when treatment effect becomes strong and the
proportion of differentially expressed genes in the dataset increases.
The relatively low power of SAM is due to the use of a fudge factor
S0 and permutation. For example, when a simulated dataset has large
expression noise variances, S0 is often over 6 in samples of 6 replicates
and even rises to 21 in the case of sample sizes of 4. As a result, SAMloses many of the true positive genes, or even does not ﬁnd any
positive genes in such datasets. Contrarily, when S0 is small, SAM
displays a high power to ﬁnd a positive gene. For instance, given the
same sample sizes, treatment effect values, and the proportion of the
genes differentially expressed, SAM has the averaged fudge effect S0 of
2.25 across the 30 simulated datasets with small expression noise
variance for each gene; while, in the datasets with large expression
noise variances, the S0-value reaches, on average, 16.09. Correspond-
ingly, SAM respectively found 286–410 and 118–205 positive genes
(Table 4) in the FDR cutoff range of 0.001–0.05 in these two sets of
simulated data. Since S0 is assigned to all genes to be tested in SAM, t-
statistics for all these genes are simultaneously shrunken and the
shrinking effect is positively proportional to t-value, in other words, the
larger the t-value is, themore the t-value is shrunken. This phenomenon
was also shown in Fig. 2 in Tusher et al. [5] and also occurs in the r-
statistic for multiple-samples.
On the other hand, although permutation technology has been
widely applied to populations or to larger samples to produce an
empirical distribution that is used as an estimate of a null distribution,
it cannot remove the treatment effects from the empirical distribu-
tion. In particular, when the sample sizes are small, the treatment
effect residues are signiﬁcantly enlarged. As a result, the empirical
distribution would unlikely be converged to the null distribution. The
mathematical proof has been given by Tan et al. [7].
To avoid these problems occurring in empirical distributions
generated in the scenarios of small sample sizes, RAF used the
randomly splitting (RS) approach proposed by Tan et al. [7] to
estimate the null distribution. By using the RS approach, as treatment
effects are completely removed from differences between the means
of two subsamples of a sample, the RS distribution could well
approximate to the null distribution. RAF and Localfdr have a higher
rate of true positive genes to true false positive genes in ﬁndings than
SAM and ODP in either a bad scenario or a good scenario when the
true false positive rate is smaller than 0.1.
The optimal discovery procedure (ODP), by optimizing discoveries
based on the Neyman–Pearson (NP) likelihood ratio [38] and using q-
value for evaluating false ﬁndings, shows an extremely high power.
However, when sample sizes are small, the optimal procedure would
produce an incorrect or false optimization for a multiple-test because
the data under the alternative distribution contains much more
untruthful information in small samples than in large samples. For
example, ODP for identifying gene i differentially expressed between
or among groups is estimated by the statistic S^ODP xið Þ[2,26]. In large
samples, S^ODP xið Þ for gene i is well optimized without question by using
the information of similarities between gene i and all the other genes
because if some of these genes have signals similar to gene i, then its
likelihood under the alternative distribution would substantially
contribute to the estimated ODP statistic for gene i. However, when
the information of similarities is false, the statistic S^ODP xið Þ for gene i
would become untruthful. In microarray data, many of the high
expression similarities between genes are spurious [39] because of the
small sample effect. We checked the discoveries of the ODP method
from our simulated data and indeed found this phenomenon. This is
why the ODP method, as seen in Storey [26], Storey et al. [2], and in
Tables 1–4, has such a high power but so low a degree of
conservativeness, or say, low efﬁciency.
On the other hand, the ODP method chooses q-value to evaluate a
ﬁnding. Both our simulated results and Choe et al.'s [30] experimental
results showed that the estimated q-values were much less than the
true q-values. Dabney and Storey [33] criticized that Choe et al.'s [30]
results were completely due to ﬂaws in their experimental design.
They stressed that the null p-value distribution should follow the
uniform distribution, otherwise, q-values would be underestimated.
They simulated the datasets according to Choe et al.'s [30] experi-
mental data and found that the observed p-value distribution
signiﬁcantly deviated from the uniform distribution. This is true
A                                                                B
Fig. 3. ROC curves. A: treatment effects≤100 U, 10% of the genes differentially expressed among 4 groups each with sample size of 6, and the data noise variance of ~105. B: treatment
effects≤100 U, 20%of the genesdifferentially expressed among4groups eachwith sample size of 6, and thedata noise varianceof ~104. Since inRAFand Localfdr the largest numbers ofﬁndings
are less than number of genes due to▵N0, the true and false positive rates are also less than 1.
398 Y.-D. Tan / Genomics 98 (2011) 390–399[40]. The uniform distribution of the null p-values seems like a safe
assumption that is guaranteed by the laws of statistics. However, the
uniform distribution that the null p-value follows is just a basic
requirement but still could not guarantee that the estimated q-values
are conservative. For example, Fig. 1 displays that these 3770 null p-
values obtained by ODP from the null simulation experiments with
sample sizes of 6 roughly follow the uniform distribution. However, as
seen in Fig. 2 A, in ODP, the q-values were underestimated along
almost the whole range of q-values across 30 simulated datasets
where the treatment effects were randomly assigned to 20% of the
null genes, whereas, as shown in Fig. 1C, in SAM, for the same datasets,
the q-values larger than 0.3 in the samples of 6 were overestimated.
This phenomenon is consistent with the fact that ODP has many more
ﬁndings than SAM and demonstrates that the number of false
positives in the ODP ﬁndings is much more than estimated, so its
degrees of conservativeness are very low.
Localfdr performs identiﬁcation of the genes differentially
expressed by splitting an observed distribution into two components:
null and alternative distributions with proportion π0 and π1=1-π0
and using the BH-procedure to estimate FDR at a set of thresholds.
Hence, the Localfdr performance is to a large extent dependent on the
estimate of π0. If π0 is overestimated, then its estimate of FDR would
be conservative and its power would be lower; if π0 is under-
estimated, then its estimate of FDR would be underestimated and its
power would be higher. An appropriate estimate of π0 will improve
the power of Localfdr. As shown in Fig. 2E, and Tables 1–4, Localfdr,
like RAF, also displays very high conservativeness. Accordingly in our
experience, π0 is overestimated in most cases. Unlike Efrone et al.'s
version of Localfdr, the McLachlan et al.'s version does not use the
fudge factor S0 to construct z-score and Z-statistics for each gene.
Therefore, unlike SAM, McLachlen et al.'s Localfdr has a higher power
even in small sample sizes and/or large data variance. But as shown in
Table 5, McLachlen et al.'s Localfdr does not signiﬁcantly improve the
performance compared to the BH-procedure at FDR≤0.05.
Fig. 3 shows that SAM and ODP have the same ROC curves.
However, as seen in Table 5, SAM obviously works better than ODP.
Although the ROC curves demonstrate that RAF and Localfdr outper-
form ODP and SAM, ROC, as pointed out above, cannot evaluate
estimates of FDR, in other words, ROC cannot display degrees of
conservativeness. Tables 1–4 show that the B-procedure has 100%
degree of conservativeness in all scenarios, but its power is so low,
hence it would loss many genes truly differentially expressed if it
performs in practice. Contrarily, ODP has an extremely high power but
its degree of conservativeness is so low due to the fact that it utilitiesfraudulent similar information between genes in small samples,
hence, its ﬁndings contains many more false positives than expected.
Therefore, the B-procedure would be chosen if only degree of
conservativeness is considered or ODP would be performed if the
power is considered as a sole criterion. However, these two methods
would work with very low efﬁciencies in identifying genes truly
differentially expressed. While RAF and Localfdr have 100% degree of
conservativeness in most of the scenarios but also have high powers
compared to the B-procedure in all scenarios, in brief, they work with
high efﬁciencies. These indicate that the work efﬁciency is better than
ROC in the evaluation of a large scale statistical method.References
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