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ABSTRACT 
Consider a matrix A of order m x n defined on a field 3. Let x and y be vectors in 
the column spans of A and A’ respectively. The vectors x and y are said to be separable 
if A admits a partition into disjoint matrices of the same order (A = A1 @ AZ) such that 
x belongs to the column span of AZ and y to that of A’, . Additional conditions imposed 
on Al and A2 reflect stronger shades of separability or of inseparability. For complex 
matrices, star separability is one such instance. Necessary and sufficient conditions are 
obtained for separability and star separability of the pair (x, y). An EP matrix and its 
transpose (conjugate transpose in the complex case) have the same column span. It is 
shown that in the class of EP matrices, the separability of the pair (x, x) for every x in the 
column span of the matrix characterizes the skew symmetric matrices, and in the class 
of complex EP matrices, inseparability of similar pairs characterizes the almost definite 
matrices of Duffin and Morley. 
1. CONCEPT OF SEPARABILITY 
We recall the definition of disjoint matrices [7]. 
DEFINITION 1. (Disjoint matrices). A pair of matrices of the same order is 
said to be disjoint if their column spans are virtually disjoint (that is, have only the 
null vector in common) and so are the row spans. 
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Let A E .Fmxn, and let A’, M(A) denote respectively the transpose and the 
column span of A. Consider a pair of vectors X, y; 
x E M(A), y E M(A’). (1.1) 
DEFINITION 2. (Separability). The vectors x and y are said to be separable 
if there exists a direct sum decomposition of A into disjoint components A1 and 
A2 such that 
A = Al @ A2, (1.2) 
Y E MM;), x E M(A2). (1.3) 
Note that a pair of vectors X, y satisfying (1 .l) is separable if at least one of 
x and y is a null vector. Additional conditions imposed on the components Al 
and A2 imply stronger shades of separability. Thus for complex matrices one may 
demand one of the following additional conditions: 
A2A; = 0, (1.4) 
A;A2 = 0, (1.5) 
both A2A; = 0, A;A2 = 0, (1.6) 
each individually consistent with the disjointness requirement. Here the conditions 
(1.1) and (1.3) are to be replaced by 
x E M(A), Y E h-VA*), (1.7) 
Y E M(A;), x E M(A2). (1.8) 
Modifications necessary for real matrices are obvious. 
It was shown by Hartwig [5] that the condition (1.2) is equivalent to requiring 
that 
A1 <- A, A2 <- A, (1.9) 
where <- is the minus partial order of Hartwig [5] and Nambooripad [ 151. Lemma 
1.1, which we reproduce below, combining Theorems 2.1 and 2.2 in [9], lists in 
addition two other equivalent conditions. 
LEMMA 1.1. The following statements are equivalent: 
A = AI CB A29 (l.lOa) 
A1 <- A, A2 <- A, (l.lOb) 
T A1 (Al + Az)-Az = 0 for every choice ofthe g-inverse, (l.lOc) 
(A-1 c IA;] n IA& (l.lOd) 
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Notation Implication 
Al@,,Az A=AI@Az,AzA;=O 
A1 @I A2 A=At@Az,A;A2=0 
AI a* A2 A=A1@A2,A2A;=0,A;A2=0 
TABLE 1. LEVELSOFDISJOINTNESS 
Let D denote a map from Fmx” to P(Fn”“), the power set of Fx”‘, where 
for every A E Fmxn, G(A) is a subset of (A-]. Let us write A @ B if 
G(B - A) = 0, (B - A)G = 0 (1.11) 
for some matrix G E G(A) [ 111. It is known that for the complex field, for each 
of the choices 
G(A) = {A,], {AT], or IA+], 
the relation @ as defined by (1.11) is indeed a partial order [lo, 21. The partial 
orders are denoted respectively by <;, ~7, and <*. For the definition of the 
), and the Moore- minimum norm g-inverse (A;), the least squares g-inverse (AI 
Penrose inverse (A+) the reader is referred to [ 161. 
In Theorem 1.1 recorded below, the equivalences (1.12) and 
by Theorem 2.4 in [ 11, while (1.14) is due to Drazin [2]. 
(1.13)arecovered 
THEOREM 1.1. 
(1.2),(1.4) w Ai <, A,i = 1,2, 
(1.2), (1.5) M Ai <I A, i = 1,2, 
(1.2), (1.6) _ Ai <* A, i = 1,2. 
(1.12) 
(1.13) 
(1.14) 
The notation in Table 1 captures the various levels of disjointness represented 
by the additional conditions (1.4), (1.5), or (1.6) reinforcing (1.2). The nomencla- 
ture introduced in Table 2 will be used in the sequel. 
We shall now prove Theorem 1.2. 
THEOREM 1.2. (Separation theorem). Let A E .Fmxn, y E M(A’), x E 
M(A). The vectors x and y are separable if and only if 
y/A-x = 0 VA-. (1.15) 
Pro05 +: Assume separability of x and y, and let A = Al cI~ A2 be the 
direct sum decomposition that is used to justify this assumption. Using Lemma 
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Nomenclature \ Defining conditions 
m-separability y E M(A;), x E M(A2), A = Al G& A2 
Z-separability y E M(A;), x E M(Ad, A = Al ~3% A2
*-separability y E M(A;), x E M(Ad, A = AI cl% A2 
TABLE 2. LEVELS OF SEPARABILITY 
1.1, it is seen that 
A=Al@Az j AlA-A2=0 VA- 
=+ y’A;AlA-A2A;x = 0 VA- 
=+ y’A-x = 0 VA- =+ (1.15). 
+: Assume now that (1.15) holds. Let the columns of the matrix L = (x : L 1) 
form a basis of M(A). Use this basis to write 
A=LR 
and partition R as 
By construction 
A = AI $ A2, 
where At = L1 RI and A2 = x w’. Observe that 
y’ = y’A-A = y’A-(AI + AZ) = y’A--AI 
on account of (1.15). Thus y E M(A;). Trivially x E M(Az), and thus x and y 
are separable. n 
REMARK 1. In the present context, since the assumption x E M(A), y E 
M(A’) implies that y/A-x is invariant under choice of the g-inverse, the condition 
(1.15) in Theorem 1.2 could be replaced by an apparently weaker condition 
y/A-x = 0 (1.15alt) 
for some choice of the g-inverse A-. 
We now prove Theorem 1.3, which was suggested to the author by R. B. Bapat. 
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THEOREM 1.3. x, y are separable with reference to A ifand only if 
(1.16) 
Proo$ The proof depends on the fact that 
are nonsingular matrices and when n E M(A), y E M(A’) 
An appeal to Theorem 1.2 establishes Theorem 1.3. n 
THEOREM 1.4. (a) Let x, y be separable with reference to A, and A <- B. 
Then so are x, y with reference to B as well. 
(b) Let x, y be separable with reference to A, and B <- A. lfx E M(B), y E 
M (B’), then x and y are separable with reference to B as well. 
Proo$ (a): By Theorem 1.2, separability of x, y with reference to A im- 
plies x E M(A), y E M(A’), and y’A-x = 0 V A-, A -c- B implies 
x E M(B), y E M(B’), and by Lemma 1.1 {B-} c {A-). Hence 
y’B-x = 0 VB-. 
(b): Here the inclusions x E M(B), y E M( B’) are assumed, and so is the 
condition that y/A-x = OVA-. The assumption B i- A implies {A-] c {B-). 
Choose and fix B- = (B-)0, say, such that (B-)0 E {A-}. Then 
y’(B-)0x = 0. (1.17) 
Since x E M(B), y E M(B’), from (1.17) we conclude 
y’B-x = 0 VB-, 
as noted under Remark 1. n 
REMARK 2. One may at this stage presume to enquire if the separability of 
the pair x , y is preserved under other perturbations of the reference matrix A. For 
example, if x , y are separable with reference to A, are they so with reference to 
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(1 .a) A’, when A is square and of index 1, that is, Rank A = Rank A2 ? 
(1. b) A#, the group inverse of A, under the same condition as in (1 .a)? 
Furthermore, 
(1 .c) Are y and x separable with reference to A+ in the complex case? 
The answers are negative in all three cases. Consider the following counterexam- 
ples: 
For (1 .a): 
A= ;; , x=y=(;). 
( 1 
Note that here 
For (1.b): 
A=(;;), x=(i), y=(i). 
Here 
For (1.~): 
A=(;;), x=(y), y=(i). 
REMARK 3. y’A-x = c # 0 corresponds to the state of inseparability of x 
and y. Since x E M(A), y E M(A’), clearly 
y/A-x = c VA- e (xy’/c)A-(xy’/c) = xy’/c VA- 
* IA-1 c I(xY’/c)-1 
es xy’/c <- A 
+ A = (xy’/c) ~3 (A - xy’/c). 
Here xy’/c is an outer inverse of A-. If A and B are distinct matrices of the 
same order and one is not a multiple of the other, a parallel argument was used in 
[ 121 to show that A and B have distinct classes of outer inverses and no one class 
is contained in the other. If x E M(A), y E M(A’), x and y are inseparable, and 
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one considers an arbitrary decomposition of A = A1 CB A:! such that x E M(A2), 
then either y E M(A!J or y belongs neither to M(A’,) nor to M(A;), as if united 
with x by the nuptial vow “till death do us part.” Looked at it from another angle 
if the matrix T of rank m - 1 is an annihilator of x, in the sense that TX = 0, 
then T also annihilates y even though it may be accidental, that is, y # M[(TA)‘] 
though a subset of M(A’). 
2. CHARACTERIZATIONS OF SKEW SYMMETRIC AND ALMOST DEF- 
INITE MATRICES 
DEFINITION 3. (EP matrix [4]). A square matrix A E 3mxm is called EP if 
M(A) = M(A’)[M(A) = M(A*) in the complex case]. 
Symmetric (A’ = A), skew symmetric (A’ = -A), and nonsingular matrices 
are examples of EP matrices. The list is nonexhaustive. 
We first prove a lemma we need elsewhere in this section. 
LEMMA 2.1. A skew symmetric matrix has a skew symmetric g-inverse. 
ProojY The proof consists in verifying that if the matrix A is skew symmetric 
and G is a g-inverse of A, then GA’G’ and G’A’G are skew symmetric g-inverses 
ofA. n 
REMARK 4. Let the field 3 be of characteristic larger than 2. For an arbitrary 
matrix G E 3mxm, write 
G 
G + G’ 
--, G 
G - G’ 
sym - 
2 
skw = -. 
2 
(2.1) 
The formula 
G = Gsym + &kw (2.2) 
provides the unique decomposition of the vector space F”” into qygrn and 
3 mxm, skw respectively the vector spaces spanned by symmetric and skew symmetric 
matrices, which are clearly virtually disjoint. If A E 3&‘Gm and G E {A-}, then 
G sym is a symmetric g-inverse of A; likewise, if A E 3zzm and G E {A-), then 
G skw is a skew symmetric g-inverse of A. Computationally, whenever it is defined, 
G skw is simpler than GA’G’ or G’A’G, as suggested in the proof of Theorem 2.1. 
It is seen similarly that when the assumption made about 3 is satisfied, Gsym is a 
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simpler choice for a symmetric g-inverse of a symmetric matrix A than 
GAG’ or G’AG, (2.3) 
which are universally valid. For another computation of a symmetric g-inverse 
which is of universal validity the reader is referred to [ 17, p. 2441. 
THEOREM 2.1. Let A be EP and x E M(A) = M(A’). Then the pair (x, x) 
is separable for each such x tfand only if A is skew symmetric. 
Proof =+: The “if” part is a simple consequence of Lemma 2.1 and Theorem 
1.2. 
e=: As in the proof of Theorem 1.2, it is seen that the EP matrices A for which 
(x, x) is separable for every x E M(A) = M(A’) are precisely those for which 
x/A-x = 0 
for some choice of A- whenever x = Au for arbitrary u. That is, 
u’A’A-Au = 0 (2.4) 
for arbitrary u. However, since A is EP, noting that the equality of column spans 
of A and A’ also implies the equality of their row spans, it is seen that 
A(Z -A-A) = 0 =+ A’(Z - A-A) = 0. 
Therefore (2.4) simplifies to 
u’A’u = 0 
for arbitrary u, which is equivalent to 
u’Au = 0 
for arbitrary u. This shows A is skew symmetric. n 
A matrix A E Cmxm is said to be almost definite (a.d. [3]) if x*Ax = 0 j 
Ax = 0. It is known that an a.d. matrix is also EP [ 14, Lemma 2. l] and that for an 
EP matrix in general A(Z -A-A) = 0 + A*(Z -A-A) = 0 + A* = A*A-A. 
We shall now prove 
THEOREM 2.2. Let A E Cm”“’ and A be EP Then for each nonnull x E 
M(A) = M(A*), the pair (n, x) is inseparable ifand only if 
A is a.d. (2.5) 
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Proo$ +: Let (x, x) be inseparable for every nonnull x E M(A). Then x E 
M(A), x*A-x = 0 + x = 0. That is, x = Au, u*A*A-Au = 0 j Au = 0. 
Or, equivalently since A is EP, 
u*A*u = 0 (or equivalently, u*Au = 0) (2.6) 
implies Au = 0. Thus A is a.d. 
+: The steps in the proof of the =+ part are indeed reversible. 
3. STRONG SEPARABILITY 
Here we restrict our attention to the complex field. It may look surprising 
initially that the Z- or m-separability is no stronger than separability itself. This is 
shown in Theorem 3.1. 
THEOREM 3.1. Let A E Cm”” ,x E M(A), y E M(A*). Then x and y are l- 
or m-separable if and only if they are separable. 
Proo$ First we prove the equivalence of m-separability with separability. As 
in the proof of Theorem 1.2, consider a rank factorization of A in which the left 
factor is 
L = (x : LI), 
where the matrix L 1 is now required to span the orthogonal complement of M(x) 
in M(A). Let 
b, the corresponding right factor of A. Put A = A 1 @AZ, where A 1 = L 1 RI, A2 = 
x w*. Observe that by construction 
A;Al = 0. 
The rest of the proof follows the same pattern as in the proof of Theorem 1.2 
remembering to replace the prime (I) with an asterisk (*) wherever it appears. 
This we have already done while defining separability for complex matrices. The 
equivalence of I-separability with separability can be proven on similar lines, 
starting with a right factor of rank factorization of A such as R = ($) with M (R;) 
as the orthogonal complement of M (y) in M (A*). Routine modifications required 
in the proof will be clear to the reader. Alternatively, the same result follows from 
the following chain of equivalences: I-separability of (x, y) with reference to 
A +S m-separability of (y, x) with reference to A* e separability of (y, x) with 
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reference to A* e separability of (x, y) with reference to A. The various links 
in the chain are too trivial to need further elaboration. n 
The *-separability provides the first real encounter with strong separability 
conditions. Consider the real matrix 
and the pair of vectors 
The partition 
(;)(123)@(g),,,,) 
is the unique decomposition of A satisfying the Z-separability condition for the 
pair (x, y). The uniqueness follows from the fact that in a two dimensional vector 
space like M(A) in this example the orthogonal complement of M([ 1 0 01’) is 
one dimensional. Since this decomposition does not simultaneously satisfy the 
m-separability condition, *-separability of the pair (x, y) is ruled out. 
Lete2 e2 1, , . . . , ez be the k distinct nonnull eigenvalues of AA*, and El, &2, . . . , Ek 
be the corresponding eigenspaces. Then it is well known that 
M(A) = El @ E2 69.. . $ Ek. (3.1) 
ef, e,2, .. . . ez are also the distinct nonnull eigenvalues of A* A. If Z?r, &_, . . . , & are 
the corresponding eigenspaces, we have similarly 
M(A*)=&&@J&&. (3.2) 
Since x E M(A) and y E M(A*), let these vectors be decomposed as in (3.1) 
and (3.2) respectively. We write 
X=X1 +Xz+...+Xk, where xi E Ei, i = 1,2, . . . . ‘k, (3.3) 
y = Yl + Y2 +...+ Yk, where yi ~&,i = 1,2 ,..., k. (3.4) 
THEOREM 3.2. Let A E Cmxm, x E M(A), y E M(A*). For x and y to be 
*-separable it is necessary and s@icient that 
x;Ayi = 0, i = 1, 2, . . . . k. (3.5) 
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A;A:! = 0, A,A; = 0. 
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(3.6) 
Assume further that 
x E M(&), Y E M(A;). 
(3.6) implies that AA* = AlA; + AzA;, (AzAl)*AlAF = 0. This shows that a 
nonnull eigenvalue of A2A; is also an eigenvalue of AA* and the corresponding 
eigenspace is contained in that of AA*. Thus in the resolution (3.3) of X, each 
xi E M(A2) (possibly trivially so, when xi is a null vector). Similarly, in the 
resolution (3.4) of y, each yi E M(A;). Hence 
AgAA; = 0 + XTAyi = 0, i = 1,2, . . . . k j (3.5). 
e=: Assume now that (3.5) holds. Whenever i # j, i, j = 1,2, . . . . k, the 
vectors A*xi and yj are eigenvectors of A*A corresponding to distinct eigenvalues 
ef and e?. Hence 
xfAyi = 0. (3.7) 
Let P denote the orthogonal projector 
p=-@ 
XrXi 
(3.8) 
projecting onto a subspace of M(A), where the summation extends over those 
indices i for which xi # 0. Put 
A1 = (I - P)A, A2 = PA. 
Trivially, A;Al = A*P(Z - P)A = 0 = ATAT. Further, 
x;AA*(Z - P) = .$x,*(Z - P) = e”(x; - 
=k A2A; =O=AlA;. 
(3.9) 
XT) =o 
Trivially, Xi E M(A2) if Xi is a null vector. If Xi is nonnull, 
A2A*xi = 
XiXrAA*xi 
Xi*Xi 
= efxi + xi E M(A2), i = 1, 2, . . . . k 
* x=x Xi E M(A2). 
From (3.5) and (3.7) it is seen that 
A2yj = 0, j = 1, 2, . ..) k. 
250 SUJIT KUMAR MITRA 
Hence 
$Yj = A*Ayj = (ATA, + A;Az)yj = A;Alyj. 
This implies 
yj E M(A;), i = 1, 2, . . . . k +y=Cyj EM(A;). n 
We have seen in Remark 2 that the separability of vectors x and y with reference 
to the complex matrix A does not necessarily imply that of y, x with reference to 
A+. Theorem 3.3 gives a sufficient condition for this to be true. 
THEOREM 3.3. Let x, y be *-separable with reference to A. Then so are y, x 
with reference to A+. 
Proo$ Let x, y be *-separable with reference to A. Then there exists a 
partition of A, 
A = A1 CD* AZ, (3.10) 
such that x E M(A2). y E M(A;). By Theorem 2 of [6], (3.10) implies 
A+ = A; 63, A;. (3.11) 
Also x E M(A2) = M[(Al)*] and 
y E M(A;) = M(A;). 
Hence y, x are *-separable with reference to A+. n 
4. SEPARABILITY OF MULTIDIMENSIONAL SUBSPACES 
The concept of separability can be extended in a routine manner to subspaces 
of arbitrary dimensions, M(X) and M(Y), such that 
M(X) c M(A) 
and 
M(Y) c M(A’). 
Thus, two such subspaces will be said to be separable if there exists a direct sum 
decomposition 
A=Al$A2 
such that 
M(Y) c AhA’& M(X) c MC&). 
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One can show, similarly to Theorems 1.2 and 1.3, that M(X) and M(Y) are 
separable with reference to A if and only if 
Y’A-X = 0 for some choice of a g-inverse A-, (4.1) 
or equivalently, 
Rank = RankA. (4.2) 
Extensions of Theorems 3.1 and 3.3 to this wider context are fairly routine. We 
omit the details. In what follows we outline the proof of an extension of Theorem 
3.2. 
Let X E Cmxs, Y E Cnxr, M(X) c M(A), M(Y) c M(A*). 
Let x(*) and ycV) denote the uth and uth columns of X and Y respectively. Let 
these vectors be decomposed as in (3.3) and (3.4) respectively. 
We write 
X(u) = .qu)l + X(u)2 + . . . + X(u),, where X(u)i E &i, i = 1,2, . . . . k, 
Y(v) = Y(v)1 + Y(v)2 + . . . + Y(V)S? where y(v)i E &, i = 1, 2, . . . . k. 
Since *-separability of M(X) and M(Y) implies *-separability of the pair of 
vectors xcU) and y(,) for every pair (u, u), u = 1,2, . . . . s and u = 1,2, . . . . t, 
an appeal to Theorem 3.2 shows that for *-separability of M(X) and M(Y), the 
following condition must hold: 
X;u)iAY(u)i = 0, (4.3) 
i = 1, 2, . . . . k; u = 1, 2, . . . . s; u = 1, 2, . . . . t. 
That the condition (4.3) is also sufficient to ensure the *-separability of M(X) 
and M(Y) can be seen as follows. Let A denote the matrix 
A = (X(1)19 X(2)1 9 ...1 X(,)1* . . . . X(l)k, X(2)/c, . . . . X(s)k). 
The orthogonal projector onto M(A) is given by 
P = A(A*A)-A*. (4.4) 
Define A1 = (I - P)A, A2 = PA. Trivially, AzAl = A*P(Z - P)A = 0 = 
AiA2. Also, noting that when x(u)i is nonnull 
the corresponding row of PAA*(Z - P) is given by 
efXf,)i ( z - P) = 0. 
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This is trivially true if xcu)i is null. Having thus established 
A2A; = AlA; = 0, 
we conclude A = A1 G3* AZ. 
Sincex(,)i E M(B), we havex = Cix(u)i E M(P). This implies Pnc(,) = 
~(~1. Further,x(,) E M(X) c M(A). Hencex(,) = Aw forsomevector w. Thus 
xcu) = Px(,) = PAW E M(PA) = M(A2) =+ M(X) c M(A2). As in (3.7) 
it is seen that for each pair (u, u), u = 1,2, . . . . s; u = 1,2, . . . . t, 
(4.5) 
whenever i # j = 1,2, . . . . k. This in turn, on account of (4.3) and (4.4), implies 
A2y(,jj=0, u=l,2 ,..., t, j=l,2 ,..., k. 
When y(v)j is a null vector, trivially y(“)j E M(A;). If it is nonnull, 
e;y(v)j = A*Ay(v)j = ATAlY(v)j 
* Y(v)j E M(AT) * Y(V) = cj.Y(u)j E M(A;) * M(Y) E &(A;). Thus 
M(X) and M(Y) are *-separable. 
In the next section, we shall discuss a problem in the study of which the concepts 
of separability of vectors and of vector spaces, as introduced in this paper, play an 
important role. 
5. TWO DEFINITIONS OF THE SHORTED MATRIX: INDIVIDUAL PATH- 
OLOGIES 
Let A E Fmxn, U E .Fmxp, V E _Wxn, S = M(U), J = M(V’). Consider 
the following two classes of matrices: 
Cl = {B E Fmxn, M(B) c S, MUI’) c J-1, (5.1) 
C2 = (B E Cl, B -=- A}. (5.2) 
Imitating the Krein-Anderson-Trapp definition of the shorted positive operator, 
the shorted matrix was defined as follows: 
DEFINITION 4. [13]. There always exists B E Cl for which Rank(A - B) is 
minimal. If there exists a unique matrix A, in Ct such that 
Rank(A - A,) 5 Rank(A - B) VB E Cl, (5.3) 
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then A, is called the shorted matrix of A relative to S and 3, and denoted by 
Sl(AlS, ,7). 
Define the bordered matrix 
(5.4) 
It was shown in [8, 131 that the shorted matrix Sl(AIS, 3) exists, implying the 
existence of an unique matrix A, E Cl satisfying (5.3), if 
Rank F = Rank 
A 0 V + Rank U = Rank(A U) + Rank V, (5.5) 
and that this condition is also necessary unless precisely one of the two matrices 
U and V’ with columns spanning S and J respectively is null. Note that the 
case where both U and V are null is covered under (5.5). The condition (5.5) is 
independent of the choice of the spanning matrices U and V’. 
Let 
be a g-inverse of F. It was further shown in [8, 131 that when holds, St (AIS, J) 
can be computed using any one of the expressions involved in the following string 
of equalities: 
UC4V = AC2V = VC3A = A - AClA, 
which are invariant under the choice of G. 
(5.6) 
DEFINITION 5. [9]. If C2 has a unique maximal element A,, under the minus 
order such that B E Cz implies 
then A,, is called the shorted matrix of A relative to S and J and denoted by 
S2(AlS, .7). 
The author has shown in [9] that if the condition (5.5) holds, then C2 has a 
unique maximal element under the minus order. Further, (5.5) is also necessary 
unless C2 = {O}. 
We have seen earlier that if at least one of the matrices U and V is null, then 
Cl = (0). Also, since the null matrix is trivially dominated under the minus order 
by any matrix of the same order, here C2 = {0} too. There is just one more way 
in which C2 can be [O} when 0 E Ct and Ct has at least two elements. This 
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corresponds to the case where M(U1) = S n M(A) and M(V[) = J fl M(A’) 
are both of positive dimensions and separable with reference to A. If C2 contains 
a nonnull member, then using the rank factorization of this matrix, one can isolate 
a matrix xy’ of rank 1 such that 
xy’ <- A. 
Thus (x, y) constitutes an inseparable pair relative to A. However, x E M(U1) 
and y E M( V;). This contradicts the separability assumption made about M( U1) 
and M(V,‘). 
Conversely, if M(U1) and M(V/) are inseparable with reference to A, then 
VIA-Ul # 0. 
If the (i, j)th entry of this matrix is c # 0, then ui (the jth column of Ut) and ui 
(the i th column of V;) are inseparable with reference to A. Further, Uj VI /c <- A. 
Since by construction uj E S, ui E 3, we conclude that ujui/c is a nonnull 
member of C2. This implies that either &(AlS, 3) does not exist, or if it does, 
&(AIS, 3) is nonnull. 
The shorted matrix, in situations when (5.5) holds, is called a regular shorted 
matrix. Here Definitions 4 and 5 lead to the same end product, and the common 
matrix, which we may denote by S(AJS, J), has many attractive properties, e.g., 
MISCAIS, .?->I = S n M(A), (5.6a) 
M[%AIS, 3’1 = J n MW’), (5.6b) 
{S(AlS, 37-l = IA- + Xl, (5.7) 
where A- is an arbitrary g-inverse of A, and X an arbitrary solution of VXU = 0. 
Since {A-) = {(A-)0 + Y}, where (A-)0 is a fixed g-inverse of A and Y is an 
arbitrary solution of AYA = 0, we have 
{A- + Xl = ((A-)0 + Zl, (5.8) 
where Z = Y + X is an arbitrary solution of VlZU1 = 0. 
It may not be assumed that a regular shorted matrix is necessarily nonnull, 
since (5.5) is trivially true when U and V are both null, and then Cl = C:! = {O}. 
When precisely one of U and V is a null matrix, and additionally (5.5) is not true, 
we have an irregular situation (irregularity of type 1). An irregularity of type 1 
can arise in one of only two possible situations: 
u = 0, M (V’) fl M (A’) is of positive dimension (5.9a) 
or 
v = 0, M(U) f~ M(A) is of positive dimension. (5.9b) 
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TINS for an irregular shorted matrix of type 1, both sides of (5.7) are equal to 
3 nxm. However, for such matrices exactly one of (5.6a) and (5.6b) holds. 
For type 2 irregular matrices C2 = (0}, 0 E Ct and Cl has at least two elements. 
Here the damage on account of irregularity is more severe. The scenario is as 
follows. $,(AIS, 3) is defined and equal to 0, though Sl (AIS, 3) is not defined. 
S fl M(A) and ,7 n M(A’) being both of positive dimensions implies that both 
(5.6a) and (5.6b) are untrue. Further, since 
VI (A-)o~I = 0, 
noting that VI A-U1 is invariant under choice of the g-inverse, we have (A-)0 E 
{Z}. Hence 
{A- + X} = ((A-)0 + Z} = {Z}. 
VI and Ul being both nonnull,we note that (Z} is a proper subset of 3flxm. On the 
other hand, $(AIS, 3) being 0, the set of its g-inverses coincides with the whole 
of 3nxm. Thus (5.7) is also untrue. 
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