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Density Functional Theory (DFT) within the Generalized Gradient Approximation
(GGA) is known to poorly reproduce the experimental properties of liquid water.
The poor description of the dispersion forces in the exchange correlation functionals
is one of the possible causes. Recent studies have demonstrated an improvement in
the simulated properties when they are taken into account. We present here a study
of the eects on liquid water of the recently proposed semi-empirical correction of
Grimme et al. [J. Chem. Phys. 132, 154104 (2010)]. The dierence between stan-
dard and corrected DFT-GGA simulations is rationalized with a detailed analysis
upon modifying an accurate parametrised potential. This allows an estimate of the
typical range of dispersion forces in water. We also show that the structure and dif-
fusivity of ambient-like liquid water are sensitive to the fth neighbor position, thus
highlighting the key role played by this neighbor. Our study is extended to water at
supercritical conditions, where experimental and theoretical results are much more
scarce. We show that the semi-empirical correction by Grimme et al. improves signi-
cantly, although somewhat counter-intuitively, both the structural and the dynamical
description of supercritical water.
a)Author whom correspondence should be addressed. Electronic mail: guillaume.ferlat@impmc.upmc.fr
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I. INTRODUCTION
Liquid water is present everywhere and has a crucial role in many chemical, biological
or geological processes. A massive amount of experimental and theoretical studies has been
carried out in order to understand the behavior of this uid1 but its properties at a micro-
scopic scale remain somewhat elusive2. Although water is well described in a large range of
thermodynamic conditions by a variety of existing classical potentials, a universal potential,
able to provide a satisfactory description at all conditions or of all calculated properties,
is still lacking, and the question of the transferability of potentials is thus always crucial.
Ab initio molecular dynamics (AIMD), where atomic forces are calculated directly from rst
principles and the electronic structures, is conceptually free of these limitations but expensive
in computational power. This problem is solved normally using the density functional the-
ory (DFT) with generalized gradient approximation (GGA) or hybrid exchange-correlation
functionals.
Unfortunately precedent studies of liquid water with this method3{17, give results which
seriously dier from experimental data and even among each other. For example, radial dis-
tribution functions and self-diusion coecients within AIMD-GGA seemingly correspond
to experimental results obtained at temperatures 20 % lower than the simulated one. At
rst, a practical but empirical solution was to some extent successfully employed, namely
to perform simulations at temperatures 20 % higher than the target one. However, this
approach cannot be considered satisfying for a detailed description and understanding of
water properties.
The origin of the dierences between AIMD-GGA and experiments is still unclear: the
poor description of the dispersion forces in the GGA functionals is one of the hypothesis but
the neglect of quantum nature of the nuclei is another possible explanation. On one hand,
the latter assumption has been studied in liquid water by Chen et al18, Schwegler et al.5,
and Morrone and Car19. They suggest that the quantum eects inuence the structure and
diusion of the water, but their extent remains unclear.
On the other hand, dierent approaches have been used to include the dispersion forces
in DFT-GGA, such as \pure" density (DF)20 or nonlocal van der Waals (vdW-DF)21{25
functionals, self-consistent polarization density functional theory (SCP-DFT)26, maximally
localized Wannier functions27,28, semi-empirical C6R
 6 potential corrections (DFT-D)29{34
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or modications in the pseudo-potentials, as in the dispersion-corrected atom-centered po-
tentials (DCACP) scheme35,36. Calculations performed with these dierent methods in the
case of the water in clusters37{39 or bulk16,40{43 systems clearly show that the dispersion
forces provide a signicant improvement in the simulated properties. Recent work of Wang
et al.42 using vdW-DF of Dion et al.22 highlights the role of anti-tetrahedral structures to
explain the improvement of the structure and the self-diusion.
In this study we employ the latest semi-empirical parametrisation of \DFT-D" scheme
proposed by Grimme et al. in 201034 (Grimme-D3) to model the London dispersion in-
teractions in liquid water at ambient-like conditions simulated with BLYP44,45 exchange-
correlation functional. In parallel we have modied a popular classical potential to estimate
the range and eects of the dispersion forces in classical simulations and to compare them
with the AIMD results. We conrm the conclusions of Wang et al.42, and we show that the
fth neighbor is a key observable for the structure and self-diusivity of the ambient liquid
water. Finally, the transferability of this correction is studied with simulations of water at
supercritical-like conditions, where Grimme-D3 correction similarly improve the structural
and dynamical results.
II. METHODS
A. Ab initio molecular dynamics
1. Computational Details
We carried out AIMD-DFT calculations using a hybrid Gaussian plane-wave (GPW)
method46 as implemented in the QUICKSTEP/CP2K code47,48. This approach combines
a Gaussian basis set for the wave functions with an auxiliary plane wave (PW) basis set
for the density. We chose a triple-zeta valence doubly polarized (TZV2P) basis set since it
has been shown to provide a good compromise between accuracy and computational cost9.
After tests, listed in the appendix on the parameters of the plane-wave grid we chose to use
a charge density cut-o of 400 Ry and NN50 smoothing. Core electrons were replaced by
the Goedecker-Teter-Hutter (GTH) norm-conserving pseudo-potentials49,50. The BLYP44,45
approximation is one of the most widely used exchange-correlation (XC) functionals to
describe liquid water. We thus use it as representative of typical DFT-GGA accuracy in
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this work.
We took the London dispersion interactions into account using the scheme proposed re-
cently by Grimme and co-workers and hereafter called Grimme-D334. In this approach, the
total energy as obtained from the usual self-consistent Kohn-Sham XC (BLYP) is supple-
mented by a dispersion correction energy (Edisp) which is a sum of two- and three-body
inter-atomic terms. The analytical form of these terms, varying as r-n (n = 6, 8, ...) and
r 3 in the two-body and three-body terms, respectively, is determined by calculating the
interaction coecient in a rst-principles manner, and tting the two residual parameters
to high-level, beyond DFT, ab-initio data. In our calculations, the two-body terms are lim-
ited to the n=6 and n=8 contributions. Simulations restricted to two-body terms only are
hereafter referred to as BLYP-D3(2b). We also investigate the inuence of the three-body
terms in calculations taking also the corresponding term into account; these calculations are
denoted as BLYP-D3.
Born-Oppenheimer molecular dynamics simulations were carried out in the NVT ensem-
ble with a Nose-Hoover thermostat chain, yielding trajectories from 50 up to 120 ps (see
Table I) with a time step of 0.5 fs. Two dierent thermodynamic points were investigated
that we shall refer to, in the following, as ambient- and supercritical-like conditions. They
correspond to temperature-density of 323 K-1.00 g cm 3 and 673 K-0.58 g cm 3, respectively.
Our systems contain 128 D2O molecules in periodic cubic boxes of length 15.746 (ambient-
like) and 18.754 A (supercritical-like). For the sake of testing the DFT potential energy
surfaces, one would like to simulate the absolute experimental temperatures (i.e. 298 K at
ambient). However, the rationale for targeting the temperature 323 K for the ambient-like
conditions is to prevent the eect of slow dynamics on the phase-space sampling. The initial
congurations for the ab-initio simulations were taken from classical simulations. Water
properties were analysed after an equilibration time of 20 ps at ambient-like and 10 ps at
supercritical-like conditions. A the end of the runs, the eective temperature has been
calculated from the velocities self-correlation functions.
B. Classical molecular dynamics
In order to obtain a deeper understanding of the role and characteristic length of London
dispersion interactions in AIMD calculations, we also carried out classical molecular dy-
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namics (CMD) simulations. In this case, since typical model potentials intrinsically contain
the long-range vdW interactions, their progressive suppression can provide an interesting
comparison with respect to BLYP results. To this end, we chose a popular pair-potential,
TIP4P/200551, which is given by the sum of a Coulomb and a Lennard-Jones (LJ) term.
We modied the attractive r 6 part of the latter term, which in the chosen model only acts
between oxygen atoms, by using a cuto function (f ijc ) as follows:
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Here d = 20; f ijc (r) ' 1 if r  rijc and f ijc (r) ' 0 if r  rijc . rijc , the cuto radii, has been
modied in a large range to study its inuence on structure and dynamics. Simulations were
performed with oxygen-oxygen LJ cuto radius rOOc ranging from 2.5 to 8.0 A and then with
the non-modied Lennard-Jones potential, which corresponds to rOOc =1.
The classical molecular dynamics calculations were carried out in the NVT ensemble
with Nose-Hoover thermostat chain using the DLPOLY v2.2 code52. The trajectories were
run for 10 ns with a time step of 1 fs. Water properties were collected and calculated
after an equilibration time of 200 ps. Our systems contain 1024 H2O molecules in periodic
cubic boxes of length 31.492 and 37.509 A, corresponding to the same ambient-like and
supercritical-like AIMD densities, and the temperatures are also the same in the CMD and
AIMD simulations.
III. RESULTS AND DISCUSSIONS
A. Ambient-like conditions
1. Ab initio study of the Grimme-D3 correction
Oxygen-oxygen (gOO's) and oxygen-hydrogen (gOH's) radial distribution functions ob-
tained from the simulations are presented in Figure 1 along with the experimental results53.
The relevant maxima and minima of the gOO's are collected into Table II.
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The radial distribution functions (RDF) obtained with BLYP show signicant overstruc-
turing compared to the experimental data, in agreement with previous standard BLYP
results6,8,9. In contrast, simulations with the Grimme-D3 correction yield gOO and gOH
that are less structured (see Table II) than BLYP, and thus signicantly closer to neutron
scattering experimental data53. We note that the eect of the three-body term within the
Grimme-D3 correction (referred to as BLYP-D3) is very marginal.
Self-diusion coecients (D) calculated with Einstein and Green-Kubo formulas give
very similar results (see Table III).
Our estimate of D in BLYP heavy water at 323 K is very small (D ' 0.01-0.03 A2 ps 1)
compared to the experimental value54 at T = 318 K (D = 0.30 A2 ps 1). Finite-size eects
aecting the numerical results must, however, be taken into account when performing this
comparison. These corrections are inversely proportional to the length of the cell and to the
viscosity. Since the latter quantity is unknown in our calculations, we instead follow Ref. 14,
where the experimental result is adjusted to represent a hypothetical periodic system of 128
water molecules. We obtain modied values of 0.24 A2 ps 1 at 318 K. Thus, even accounting
for this modication, the diusion in BLYP water remains clearly underestimated. This is
in line with the observed overstructuring (gure 1). The Grimme-D3 correction provides a
signicant improvement (D = 0.17 A2 ps 1), analogously to the results (0.21-0.26 A2 ps 1)
obtained with other London dispersion-corrected functionals40,42. However, the obtained
value still underestimates the experimental one, meaning that a temperature shift is still
needed for BLYP-D3 water to be as diusive as real water. This is consistent with the recent
work of Yoo and Xantheas43.
In order to gain further insight, we proceeded to a detailed local structural analysis of
BLYP and BLYP-D3 water. At each MD conguration the nearest neighbors of each water
molecule were determined and ordered according to their distances. By averaging over all
the congurations and water molecules, oxygen-oxygen radial distribution functions of each
nth neighbor, hereafter called gOOn , were calculated. See e.g. Refs 57 and 58 for similar
analysis in water and amorphous ices59.
Figure 2 shows the obtained gOOn for rst tetrahedral shell neighbors (n=1-4). One can
note that in BLYP-D3 water the rst coordination shell is shifted outwards with respect to
BLYP water, which of course results in a broader and less pronounced gOO rst peak (Figure
1). Note that this corresponds to an increase of only 1 % in the average distances (dOOn). The
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gOO second peak is also less pronounced since the corresponding neighbors (n= 5-24) are more
uniformly distributed and over a larger r-range (not shown). These destructuring eects can
be explained in term of mutual, non-hydrogen-bonded attraction among molecules belonging
to dierent shells, which partly compensated the stronger hydrogen bonding properties of
BLYP water. The inuence of the London dispersion correction is especially noticeable in
the fth- and sixth-neighbor distributions. Indeed, these distributions are shifted by 0.15 A
to smaller distances in BLYP-D3 compared to BLYP (see Figure 3). Thus, these neighbors
with BLYP-D3 fall in the region of the rst minimum (3.3-3.5 A) of BLYP, resulting in a
less marked distinction between the rst and second shell of neighbors.
Using the neighbors indexation, angular distribution functions formed by a water molecule
and two of its nth neighbors, Pi j(), can be constructed. The average over all the triplets
involving neighbors inside the rst coordination shell is thus dened by < P(1:4) (1:4)() >=
1=6
P4
i;j=1;i<j Pi j(). As seen in Figure 3, this distribution peaks at around  = 109
, i.e.
close to the tetrahedral angle. By considering the triplets which involve the 5th and any
of the rst four neighbors, we dene < P5 (1:4)() >= 1=4
P4
i=1 P5 i(). The value of this
quantity implies (cf Figure 3) that the fth neighbor preferentially occupies anti-tetrahedral
positions at  = 180 and  ' 70, the peak at about 45  being due to steric eects. This is
the case in both BLYP and BLYP-D3 calculations, although in the latter case all the peaks
are less marked, revealing a more disordered angular structure.
The geometric criteria rOO < 3.5 A and \OH O < 30 for a hydrogen bond were chosen to
evaluate the number of hydrogen bonds (HB) per molecule distribution (see Figure 4). An
average number of HB of 3.80 and 3.68 is obtained with BLYP and BLYP-D3, respectively.
This dierence is essentially due to the ratio between the four-fold and the three-fold HB
congurations decreasing from about 4:1 with BLYP to 2:1 with BLYP-D3.
The vibrational spectra (see Figure 4) obtained from the velocity auto-correlation func-
tions are a complementary source of information regarding hydrogen bonding. Four peaks
are observed, at around 70, 340 (libration), 1080 (D-O-D bending) and 2230 (O-D stretch-
ing) cm 1. BLYP-D3 results slightly dier from BLYP ones on the O-D stretching peak (
' 2240 cm 1 vs  ' 2210 cm 1) and on the second libration peak ( ' 330 cm 1 vs  '
375 cm 1) frequencies. These slight shifts in BLYP-D3 results indicate a weaker hydrogen-
bonded network.
Thus, all the obtained results give a consistent picture. With the Grimme-D3 correction
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the rst shell of neighbors is more perturbed by the presence of the fth neighbor. The
hydrogen-bonded network is thus weaker, which explains the increase in the self-diusion
coecient.
2. Classical molecular dynamics study of dispersion forces
Ten simulations at dierent cuto radii, rOOc , have been performed at T = 323 K. The
properties of each simulated water sample were compared with the ones of the non-modied
potential.
We observe three dierent behaviors of the oxygen-oxygen radial distribution function
(gOO): results at representative radii are shown in Figure 5. At r
OO
c > 4 A, there is no
noteworthy dierence in the gOO compared to the non-modied potential. Indeed, Lennard-
Jones interactions are practically negligible beyond these distances. At rOOc < 2.7 A, the gOO
is less structured than with the non-modied potential. The cuto radius is (unphysically)
smaller than the average nearest-neighbor distance from dOO1 and all molecules are further
away from one another. Finally, for rOOc between 2.7 and 4 A, the gOO is over-structured,
similar to the standard BLYP results.
The self-diusion coecient (D) obtained at rOOc = 6 A (and with the non-modied
potential) is 0.35 A2 ps 1. D slightly increases with decreasing cuto radius until D = 0.40
A2 ps 1 at rOOc = 3.7 A (see Figure 6). A sharp decrease in D is observed at r
OO
c values
between 2.7 and 4.0 A with a minimum of D = 0.14 A2 ps 1 obtained at rOOc = 2.95 A. At
smaller rOOc , D continues to increase. Interestingly, the overstructuring of the gOO and the
decrease of D are most pronounced at the same cuto radius, rOOc = 2.95 A.
The behavior obtained at rOOc = 2.95 A (overstructuring and lower diusivity) is qual-
itatively similar to the one obtained with BLYP in AIMD. In the same way, the behavior
obtained with the non-modied potential and at the ab-initio level with the Grimme-D3
correction is similar, as expected. This is illustrated in Figure 7a. Thus, the suppression
of the dispersion forces in the classical potential with respect to the full potential can be
described as the direct counterpart of the absence of dispersion forces in AIMD. To con-
rm this qualitative picture, we analyze in more details the structure obtained from the
classical simulations using rOOc = 2.95 A, which will be denoted as modied-MD, and the
non-modied MD potential. The results are compared with the ab-initio ones in Figure 7.
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The two maxima in gOO are much higher in modied-MD water (Figure 7a) than in the
non-modied MD. At rOOc = 2.95 A the rst four average distances (dOOn) shorten by about
1.5 %. The second shell neighbors (n=5-24) contract around the mean distance of the 12th
neighbor, dOO12 = 4.47 A, from [3.40 A ; 5.62 A] in MD to [3.50 A ; 5.60 A] in modied-MD.
The fth neighbor average distance is shifted from 3.40 to 3.50 A at a distance fully within
the second coordination shell (Figure 7b). More interestingly, the fth neighbor distance
distributions indicate a clear analogy between ordinary BLYP and modied-MD on one
hand, and between London dispersion-corrected BLYP and non-modied MD on the other
hand. This analogy is further supported by ner structural data such as the orientational
correlations. The oxygen-oxygen angular distribution functions (P ()) conrms the weaker
interaction between the two shells. In modied-MD, like in BLYP water, the rst four
neighbors have a clear tetrahedral geometry, whereas the fth neighbor is more localized at
the anti-tetrahedral positions  = 180 and  = 70.
Our analysis thus sheds new light on the validity of DFT-based simulations of bulk water
at ambient conditions. Even if the position in the phase diagram are dierent in ab initio
and classical simulations, our results clearly indicate that BLYP water is analogous, from
both the structural and the diusive points of view, to studying classical water with a LJ
potential truncated at shorter distances than the LJ potential well.
B. Supercritical-like conditions
At supercritical-like conditions, in analogy with the results at ambient-like conditions,
BLYP-D3 simulations gives almost identical results with BLYP-D3(2b), see for instance
Table IV. This conrms that the three-body contributions in Grimme-D3 are negligible in
the studied range of pressures and temperatures. Thus, in the following we will only present
the results obtained with BLYP and BLYP-D3, comparing to experimental data whenever
available.
1. Ab-initio study of van der Waals eects
The oxygen-oxygen radial distribution functions (gOO) are shown in Figure 8. The max-
imum in gOO at ca. 3 A is more pronounced with BLYP-D3 than with BLYP. This is in
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contrast with the ambient case where the opposite situation is observed. A second peak,
hardly present with BLYP, is clearly visible with BLYP-D3.
Compared to the experimental data60 both ab-initio results yield the rst peak at a
larger radius, but BLYP-D3 is in signicantly better agreement than BLYP. At distances
between 5 and 7 A there is no visible second peak in the experimental data. This latter
dierence, however, might well be below the poorer experimental accuracy at these extreme
conditions. Indeed, one should keep in mind that the partial distribution functions of Ref. 60
are aected by uncertainties arising from dierent sources. In particular, the contribution
from the oxygen-oxygen partial to the total neutron scattering data is about 1 %, due to
the strong neutron absorption resulting from the high-pressure experimental setup. In an
attempt to reduce the artefacts in the analysis of the experimental data arising from a Fourier
transformation, we compare in Figure 9 the neutron total structure factors calculated from
our congurations with the experimental one60.
At Q below 1 A 1 both the experimental and BLYP-D3 results show a strong increase
in the signal which is not observed with BLYP. The Q = 0 A 1 limit can be computed
from the compressibility of the system61 and it is found to be 1.28 using the value of the
compressibility of water at 673 K and 500 bar62. This value is consistent with the low Q
experimental data. The increase in the signal at low Q with BLYP-D3 is thus in good
agreement with the experimental behavior, contrary to the BLYP data. We believe that the
inability of BLYP to catch the strong low-Q increase points to a signicant deciency which
is corrected, if not over-corrected, by BLYP-D3.
The self-diusion coecients (D) are presented in Table IV. The self-diusion coecient
in BLYP heavy water at 673 K (D = 5.2 A2 ps 1) is very close to experimental values at the
same temperature55,63 (D = 5.7 A2 ps 1). Use of the Grimme-D3 correction gives a smaller
value (D = 4.6 A2 ps 1). A similar trend is observed in the classical simulations: D = 5.5
A2 ps 1 for modied-MD versus D = 4.4 A2 ps 1 for non-modied MD.
As it could be anticipated from the absence of well-dened minima in the gOO, the nearest
neighbors are almost continuously distributed (Figure 10), showing no clear coordination
shells. The eect of the dispersion correction (BLYP-D3) is to shorten the average distance
of each neighbor distribution.
The angular distribution functions (Pi j()) from BLYP and BLYP-D3 simulations (see
Figure 10) conrm the loss of the tetrahedral geometry: only the rst two (or three) neigh-
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bors show a reminiscence of the tetrahedral angle distribution. The intensity of this peak
show tiny dierences between dierent simulations: while the rst two neighbors are more
localized with BLYP than BLYP-D3, the inverse is the case for the third one.
The hydrogen bonding connection has been calculated (Figure 11) using the geometric
criteria used previously. At supercritical conditions, most of the molecules have either one ('
30 %) or two (' 30 %) HB. There is a nite number of molecules having no HB at all (' 15
%), in contrast to the ambient situation. The HB average number per molecule is markedly
reduced at supercritical conditions compared to the ambient ones: from about 3.80 to 1.56
with BLYP. Addition of the Grimme-D3 correction tends to increase the average number of
HB per molecule, from 1.56 with BLYP to 1.76 with BLYP-D3. At supercritical conditions
most water molecules are not HB saturated and thus free to create (instantaneous) new HB.
As a result, the decrease of the average distance to the nearest neighbors with BLYP-D3
(Figure 10) allows for a slightly larger number of HB.
Compared to the vibrational spectra obtained at ambient conditions, libration peaks are
shifted (see Figure 11) to lower (20 and 160 cm 1 vs 70 and 340 cm 1) and O-D stretching
peaks to higher frequencies. The D-O-D bending frequency is less aected, with a shift from
1080 to 1065 cm 1. These shifts can be interpreted in terms of a weakening of hydrogen-
bonds.
IV. CONCLUSIONS
We have performed AIMD calculations of liquid water at ambient-like and supercritical-
like conditions with pure BLYP functional and BLYP with Grimme-D3 correction. Classical
molecular dynamics simulations have been carried out using dierent potentials with or with-
out dispersion forces to provide a simple yet informative interpretation of London dispersion
correction (or lack thereof) in the DFT-GGA study of liquid water. In particular, we have
shown that standard BLYP is similar to classical MD simulations carried out with a model
potential where the LJ interaction is truncated beyond an unrealistic short distance.
We observed that the structural and diusive properties of water are signicantly better
described with respect to experiments if Grimme-D3 correction is included than in ordinary
BLYP water. At ambient-like conditions, the BLYP-D3 structure is softer because of a more
uniform spatial distribution of the neighbors. Improvement of the diusion is explained by
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the location of the fth and sixth neighbors as bridges between the rst and the second shell
of coordination. These neighbors, very localized at the anti-tetrahedral positions in BLYP
water, are closer to the rst four tetrahedral neighbors with Grimme-D3 correction. This
displacement creates a more disorganized conguration where hydrogen-bonds are weaker
and the dierent shells of neighbors less separated, resulting in an easier diusion of water
molecules. Finally, our preliminary study of water at supercritical-like conditions indicates
the Grimme-D3 correction to BLYP has an opposite eect with respect to ambient-like
conditions, but even in this case the agreement with experiments is improved.
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Appendix: Charge density cuto and convergence
The convergence of the auxiliary PW basis set is controlled by a charge density cuto.
While a relatively low cuto of 280 Ry has commonly been used in liquid water43, the im-
portance of large and well-converged basis-sets has been pointed out12. We thus investigated
the eect of the PW cuto on the geometry and energetics of water dimers and then on the
bulk liquid properties.
In liquid water, because of the disorder, congurations far from the optimal hydrogen-
bond arrangement can contribute to the observed properties. For this reason, two charac-
teristic dimer congurations (attractive and purely repulsive) are commonly used to bench-
mark the interaction energy curves.40 Both congurations have been obtained from the
TIP4P/200551 monomer geometry: the monomers geometry being xed, the only degree of
freedom is the O-O distance (rOO) between the monomers.
The interaction energy curves (see Figure 12) show that the convergence is not reached
at a charge density cuto of 280 Ry. Use of a larger cuto of 500 Ry improves the obtained
curves though the purely repulsive conguration remains problematic. The origin of this
eect is the relative position of the monomers with respect to the discrete real-space grid
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used to integrate the exchange-correlation energy density. To correct this spurious numerical
eect, we have used the NN50 smoothing method implemented in QUICKSTEP47. This
amounts to evaluate the exchange correlation functional averaged density over grid elements
by employing a nearest neighbors smoothing operator, Sq, acting on the density and dened
as (Eq. (18) of ref.47):
(Sqf)i;j;k =
q3
q3 + 6q2 + 12q + 8
(A.1)

1X
l= 1
1X
m= 1
1X
n= 1
q jlj jmj jnjfi+l;j+m;k+n:
The obtained interaction energy curves are smoothed and identical at both charge-density
cutos (Figure 12). The observed oscillations without smoothing are consistent with the
benchmark calculations reported in reference 47. Use of smoothing is more important than
use of a larger cuto. We have chosen to use a cuto of 400 Ry with the NN50 smoothing
method in our AIMD simulations.
We now focus on the eect of the Grimme correction on the intermolecular interaction
within the dimer. The energy curves show that the interaction with Grimme-D3 correction
is more attractive (or less repulsive) up to approximatively 3.6 A in both congurations
(see Figure 12) although the position of the minimum is unchanged. The geometry of the
hydrogen-bonded dimer conguration was then fully relaxed: Binding energies (Eint) of 4.68
and 5.59 kcalmol 1 were obtained with BLYP and BLYP-D3, respectively. The dierence
(0.9 kcalmol 1) compares relatively well with the recent estimation of the London dispersion
contribution to the binding energy (1.5 kcalmol 1) obtained from variational Monte-Carlo64.
The BLYP-D3 value is slightly higher yet quite close to previously determined theoretical
values (5.02-5.47 kcalmol 1) using other London dispersion correction37,39,40 and using higher
ab initio level64{66 (around 5 kcalmol 1).
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FIG. 1. (a) Oxygen-oxygen (gOO) and (b) oxygen-hydrogen (gOH) radial distribution functions
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erent methods and from experimental neutron scattering data53 at ambient-
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FIG. 2. Oxygen-oxygen radial distribution functions (gOOn) of neighbors for n=1 to 4 [1,4] obtained
from BLYP and BLYP-D3 simulations at ambient-like conditions.
T [K]  [g cm 3] Method Duration [ps]
317 1.00 BLYP 57
322 1.00 BLYP-D3(2b) 126
322 1.00 BLYP-D3 122
684 0.58 BLYP 51
659 0.58 BLYP-D3(2b) 92
668 0.58 BLYP-D3 107
TABLE I. Summary table of our ab-initio simulations: temperature (T ), equivalent light-water
density (), method and duration of the trajectory.
Method T [K] gmaxOO I g
min
OO I g
max
OO II
r ' 2.8 A r ' 3.4 A r ' 4.5 A
BLYP 317 3.30 0.40 1.44
BLYP-D3(2b) 322 2.74 0.81 1.14
BLYP-D3 322 2.76 0.80 1.14
Exp. D2O
53 298 2.75 0.78 1.16
TABLE II. Maxima (gmaxOO I, g
max
OO II) and minima (g
min
OO I) values of the gOO obtained from the
dierent methods and from experimental neutron scattering data53 at ambient-like conditions.
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FIG. 3. (a) Oxygen-oxygen radial distribution functions (gOOn) of 4
th, 5th and 6th neighbors and
(b) average oxygen-oxygen angular distribution functions (P ()) between the rst four neighbors
(P(1:4) (1:4)()) and between the rst four neighbors and the 5th neighbor (P5 (1:4)()) obtained
from BLYP and BLYP-D3 simulations at ambient-like conditions.
FIG. 4. (a) Distribution of number of hydrogen bonds per molecule and (b) vibrational spectra of
heavy water obtained from BLYP and BLYP-D3 simulations at ambient-like conditions.
FIG. 5. Oxygen-oxygen radial distribution functions (gOO) obtained at ambient-like conditions
from the simulations using the non-modied potential and the modied potentials with a cuto
radius (rOOc ) of 4.0, 3.2, 2.95 and 2.5 A.
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FIG. 6. Evolution of the self-diusion coecient (D) obtained from the simulations using a modied
potential as a function of the cuto radius (rOOc ).
FIG. 7. Comparison of classical and ab-initio simulation results obtained with (non-modied MD
and BLYP-D3) or without (modied MD and BLYP) dispersion forces in ambient-like liquid wa-
ter. (a) Oxygen-oxygen radial distribution functions (gOO). (b) Oxygen-oxygen radial distribution
functions of 5th neighbor (gOO5). (c) Average oxygen-oxygen angular distribution functions of the
angles between the rst four neighbors (P(1:4) (1:4)()). (d) Average oxygen-oxygen angular distri-
bution functions of the angles between the rst four neighbors and the 5th neighbor (P5 (1:4)()).
FIG. 8. Oxygen-oxygen radial distribution function (gOO) calculated from the BLYP and BLYP-D3
simulations and from experiments60 at supercritical-like conditions.
FIG. 9. Neutron total structure factor (F (q)) calculated from the BLYP and BLYP-D3 simulations
and from experiments60 at supercritical-like conditions.
FIG. 10. (a) Oxygen-oxygen radial distribution functions of the rst ve neighbors (gOOn) and (b)
average oxygen-oxygen angular distribution functions (P ()) of the angles between the two rst
neighbors (1-2) and the angles between the rst two neighbors and the 3rd neighbor (i-3) obtained
from BLYP and BLYP-D3 simulations at supercritical-like conditions.
FIG. 11. (a) Distribution of number of hydrogen bonds per molecule and (b) vibrational spectra
of heavy water obtained from BLYP and BLYP-D3 simulations at supercritical-like conditions.
FIG. 12. Interaction energy curves obtained in attractive (top) and purely repulsive (bottom)
congurations of D2O dimer with a charge density cuto of 280 and 500 Ry and with or without
smoothing (S) method with BLYP and BLYP-D3 functionals.
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Method T [K] DEinst [A
2 ps 1] DGK [A2 ps 1]
BLYP 317 0.01 0.03
BLYP-D3(2b) 322 0.16 0.17
BLYP-D3 322 0.17 0.16
BLYP-DCACP40 325 0.21
DRSLL-PBE42 303 0.21
DRSLL42 300 0.26
Expt. D2O
54 298 0.19
Expt. D2O
55 303 0.21
Expt. D2O
54 318 0.30
Expt. H2O
56 298 0.23
Expt. H2O
56 318 0.36
TABLE III. Self-diusion coecients obtained with Einstein (DEinst) and Green-Kubo (DGK)
formula compared with experimental data and other studies at ambient-like conditions. The ex-
perimental values have not been modied for the nite size eects here (see text).
Method T [K] DEinst [A
2 ps 1] DGK [A2 ps 1]
BLYP 684 5.1 5.2
BLYP-D3(2b) 659 4.2 4.0
BLYP-D3 668 4.6 4.5
Expt. H2O
63 673 5.7
Expt. D2O
55 623 4.4
TABLE IV. Self-diusion coecients obtained with Einstein (DEinst) and Green-Kubo (DGK) for-
mula compared with experimental data at supercritical-like conditions.
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