Determining the press-fit quality of pieces in advance is of the utmost importance because it enables the reduction of the time that is invested in the process and the prevention of material losses. High predictive accuracy is essential in a classification model; however, several studies have shown that the class category of a new instance may be insufficient information for decision making. To provide additional information to the user, this study presents a novel system that is based on a hybrid model, which, in addition, to using a classifier, extracts a set of class association rules that enable the determination of which patterns influence the new instance to belong to a class category. To select the classifier, the accuracy, recall and F-measure metrics were utilized. The rules were obtained with the Apriori algorithm to show that this knowledge is automatically represented in an ontological scheme with the objective of applying the Pellet reasoner.
I. INTRODUCTION
Data mining consist of a set of techniques that enable the extraction of useful and comprehensible information from large volumes of data. Increasingly many organizations are attempting to utilize available information, with the aim of detecting trends and behaviors in advance by using predictive techniques, to facilitate proactive decision-making [1] .
Predictive models enable the estimation of future values of dependent variables. To realize this objective, a set of tests and training interactions is required, which is used to generate a model. Although the most common task for predictive models is classification, this paper proposes a hybrid model that incorporates a descriptive technique of data mining that uses association rules. This approach will enrich the results that are provided by a conventional predictive system, because, in addition to providing the class of the instance under treatment, it will identify the most frequent patterns and use these patterns to produce a new instance of a class, this with the objective of facilitating decision-making.
A set of association rules can be difficult for a user to interpret. Hence, this model includes a module that converts The associate editor coordinating the review of this manuscript and approving it for publication was Shadi Aljawarneh . these rules into an ontological scheme, in order to present the obtained knowledge automatically to facilitate understanding. The use of an ontology offers semantics and a representation of the data that is derived from available information, thereby enabling the use of reasoners to make inferences about axioms.
A. RELATED WORK
In recent years, several predictive models have been proposed, which apply various solution techniques. Some use statistical techniques such as multivariate analysis [2] or regression [3] . Others use the classification techniques such as neural networks [4] , decision trees [5] , support vector machines [6] , and Bayesian networks [7] , among others.
Recently, several researchers have investigated hybrid models that combine two or more techniques. In the solution that was proposed by [8] , classification and clustering are applied to create a model for predicting the loss of clients. To perform the grouping, the k-means method was applied to filter data to detect existing outliers. In the classification task, the MLP (multilayer perceptron) neural network method was used. The predictive model that was proposed by [9] also combines clustering and classification, although decision trees are applied as a classifier. In other work, a hybrid VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ classification model that integrates artificial neural networks and multiple linear regression in sequence is proposed for obtaining a more accurate classification result [10] . There are cases in which it is necessary to combine classification methods with descriptive techniques, such as association rules, so as not to treat the classifier only as a black box, namely, to realize higher transparency without losing predictive precision [11] .
Previous solutions combine data mining techniques to yield higher accuracy results; however, they do not incorporate additional knowledge of the user into the class category. The approach of Wang et al. is similar to the method that is proposed in the present investigation because it combines classification and association rule techniques [12] . However, the generated rules are only used to improve the prediction, and these patterns are not disclosed to the user.
Regarding works that are related to the representation of association rules in ontological schemes, in [13] , Paiva et al. conducted a study that aims at using association rule mining to discover patterns in unstructured sources. The identified patterns are compared with the concepts of an existing ontology through a measure of similarity and depending on the similarity between the terms, this ontology will be enriched. For this, they propose a process that includes analyzing the source document, obtaining association rules via FP-Growth and mapping frequent itemsets.
In [14] , Idoudi et al. propose a method that uses knowledge that is extracted from large databases through the generation of association rules, to enrich the existing ontologies in a knowledge base with new semantic relationships that are identified among concepts, with the objective of increasing the knowledge of the domain. The proposed method consist of the following six steps: representation of the ontological relationships in rule format; extraction of rules with the Apriori algorithm; mapping of the association rule items of the database to the concepts of an ontology; classification of the association rules into three categories (new, existing and unexpected); validation of the new relationships by an expert in the domain; and enrichment of the ontology with the newly validated relationships.
A post-processing model of the association rules that are generated from a database is proposed, for which the main objective is to eliminate redundancy. The model is composed of two knowledge representations: a domain ontology that contains concepts and relations in the context of the database and another domain ontology that is derived from the previous one. The ontologies are represented by rule schemas [15] . The rule schemas are compared with the association rules that were generated from the database, and those that are not present in the ontology are discarded.
II. MATERIALS AND METHODS

A. ASSOCIATION RULES
Association Rule Mining is a popular and well-researched method to discover interesting relations between variables in large databases. It is intended to identify strong rules discovered in databases using different measures of interestingness [16] , an association rule is an implication of the form X ⇒ Y , where X and Y are disjoint item sets, that is X Y = ∅. X is called Antecedent, while Y is called Consequent, the rule means X implies Y . The strength of an association rule can be measured in terms of its support and confidence.
Consider T = {t 1 , t 2 , . . . , t n } a set of transactions, each of which contains a set of k items, referring to the values of the attributes. The support of an association rule X ⇒ Y is the fraction of transactions of T that contain X Y . On the other hand, the confidence of X ⇒ Y is the fraction of transactions that contain X Y of the total of those containing X .
Association rules must meet user specifications for minimum support and confidence values. To achieve this, in the process of generating rules, the support is used to determine which sets of items are presented most frequently in the database and later, the confidence parameter allows to determine which rules are valid from the sets of previously obtained elements.
Apriori is considered the most representative method of the association rules, the process of obtaining the patterns is carried out in two stages: in the first one the frequent itemsets are obtained and in the second, from the frequent itemsets identified, the rules are obtained of valid association. For this, the minimum values of the support and trust parameters are required as inputs (Agrawal, 1994) . In the stage of obtaining the frequent itemsets, two types of sets are generated: C k and L k , the set L k contains the frequent itemsets of size k and C k the set of itemsets called Candidates, also of size k [17] .
The process begins with obtaining the set of candidate items of size one (C 1 ), which is integrated by the items derived from the original database. Subsequently, the set L_1 is obtained, consisting of the items C 1 that exceed the minimum support value. For frequent itemsets of size two and up (k ≥2), the set of candidate itemsets is not obtained from the original database but from the product of L k−1 × L k−1 . For all values of k, the set of frequent itemsets is obtained by filtering the candidate itemsets (C k ) that exceed the minimum support, repeating this task until a null set L k arises or the maximum number of items in the database.
Finally, to obtain the association rules, the trust value of all sets of frequent itemsets previously obtained is verified, from those that exceed the minimum required trust value, the final list of association rules is formed.
Regarding algorithms that are related to the associative classification, have been proposed such as Classification based Association (CBA) and Classification based on Multiple Association Rules (CMAR).
CBA is an algorithm that has two main components: a rule generator and a classifier constructor. Therefore, CBA can be characterized as a two-stage algorithm since the rules and the classifier are obtained at different times. The CBA rule generator, namely CBA-RG, uses an adaptation of the Apriority algorithm to identify classification rules, where the training data set is traversed multiple times to find frequent itemsets. Li et al. [18] conducted an experimental study that showed that the increased number of rules may cause serious problems, such as over fitting of the training data set and misleading classification, which occurs when multiple rules in the classifier cover a single test object with multiple class labels.
CMAR is a method that, instead of relying on a single rule for classification, determines the class label based on a set of rules. Given a new case for prediction, it selects a small set of high confidence, highly related rules and analyzes the correlation among those rules [19] .
RIDOR is a method that utilizes the RIpple-DOwn Rule learner. It generates a default rule and the exceptions for the default rule that have the lowest (weighted) error rate. Then, it identifies the ''best'' exceptions and iterates until the error is zero. Thus, it performs a tree-like expansion of exceptions. The exceptions are a set of rules that predict classes other than the default class. IREP is used to generate exceptions [20] .
RIPPER is a method that learns fuzzy rules instead of conventional rules and unordered rule sets instead of rule lists. Moreover, to deal with uncovered examples, it uses an efficient rule stretching method [21] .
B. CLASSIFICATION
The classification technique refers to the problem of categorizing observations into classes. Predictive modelling uses samples of data for which the class is known to generate a model to classify new instances. Classification is the set of data mining techniques used to fit discrete (categorical) data to a known structure in order to be able to form predictions for the class label of unlabelled data. Typically, classification algorithms are done in three phases, the first two phases, training and testing, use labelled data, that is, data which have known class labels.
The training uses a portion of the data to fit a classifying model to the data. In the testing phase, then uses the models to try and predict the class labels and validates the predictions using the actual values in order to determine how accurate the model is. The feedback from this determines how well the models work, and whether new models to be built or not.
Once an acceptable model is built that passes the testing phase, the classifier is deployed on unlabelled data. This is called the deployment phase. Common classification algorithms include Bayesian classification, decision trees, back-propagation and neural networks, and genetic and evolutionary learners.
K-nearest neighbors (KNN)
is a method based on learning by analogy, the training samples are described by n-dimensional numeric attributes. Each sample represents a point in an n-dimensional space. In this way, all of the training samples are stored in multi-dimensional pattern space [22] .
When given an unknown sample, a k-nearest neighbors classifier searches the pattern space for the k training samples that are closest to the unknown sample. The comparisons between the instances are made by means of a neighbourhood criterion defined in terms of some type of metric, one of the most known is the Euclidean distance, which is evaluated by 2 (1)
Other common metrics are Manhattan, Chebyshev and Gower. This last, unlike the previous ones, is used when the data set contains both numerical and categorical variables [23] . The process starts by specifying the data of the new instance, later it is important to indicate the number of neighbours to evaluate, as well as to select the metric with which to calculate the distance between the instances. The next step is to calculate the distance that exists between the new instance and the others, then the results are sorted in ascending order and from its closest neighbours it is verified which is the class more frequent to assign it to the new instance.
Naive Bayes is a probabilistic multivariate classifier based on the Bayes theorem. The multiple attributes correspond to different software metrics and software modules, respectively. Using the conditional probability P(E|H), it can be calculated the probability of an event E using its prior knowledge P(H): (P(E|H) = (P(E|H) * P(H))) /P(E) Naive Bayes classifier calculates these probabilities for every attribute. This step trains the naive Bayes model which is later used for prediction [24] .
The mentioned model is trained on the raw data which is a combination of the training and validation data part. After the conditional probabilities are calculated they have used in naive Bayesian equation: h bayes = argmax P(H) P(E| H) to calculate the posterior probability (MAP estimation) for each class. The class with the highest posterior probability is the outcome of the prediction which in our case predicts the faultprone code or non-fault-prone code.
C4.5 is a method is based on a decision tree. It is a structure that resembles a graphic flow, where each internal node denotes the proof of an attribute. In this method, each value of the time series is considered as an attribute, the tree is made up of several branches, where each branch represents an output of the test and each terminal node (leaf node) represents a class label. The node at the top of the tree is the root node and the routes from the root to the leaf represent classification rules [25] .
This method obtains information gain through the calculation of entropy, this in order to measure how well an attribute separates the set of instances according to their classes. The construction of the tree starts with the incorporation of an empty root node; later, it is checked if the different instances have the same value for the class attribute, if so, only one node is obtained, later for all the not class attributes it is evaluated which of them provide the highest information gain by calculating entropy with H(X) = − P(X)/log P(X).
The process starts by specifying the data of the new instance. Afterwards, it is important to indicate the number of neighbors to evaluate, as well as to select the metric with which the distance between the instances will be calculated. 
C. ONTOLOGIES
Ontologies are necessary for defining the essential concepts and the basic vocabulary that are associated with a domain [26] . An ontology enables the use of a semantic representation that includes components such as concepts or classes, relationships and axioms. This representation enables the incorporation of axioms; a reasoner can be used to make inferences [27] .
III. PROPOSED MODEL
Typically, for performing the prediction task, it is necessary to create a predictive model by applying a classification algorithm to a set of previously prepared training data. However, the proposed model is considered a hybrid model because it includes both a predictive technique and a descriptive technique: the former is used to perform the classification, and the latter is used to generate the class association rules, the latter with the objective of identifying general scenarios and scenarios that are particular but relevant to the data set under study. In Figure 1 , the processes and components of the model are illustrated.
A. MINABLE VIEW
The minable view is a data set that has been pre-processed, which is the determining component in the processes of the model for obtaining valid and useful information. The quality of the discovered information depends not only on the data mining algorithms that are used but also on the quality of the data to be mined. Hence, to constitute the first view, it is necessary to collect and integrate the data and to prepare the data for required tasks such as data cleaning and transformation.
B. CLASSIFIER
Several methods are available for classification; however, one of the dilemmas that a user faces when performing the prediction task is to choose the algorithm that responds most effectively according to the characteristics of the database under treatment. In the present model, the application of various solution approaches to the data set is proposed, such as decision trees, probabilistic and neighborhood-based, where the method than realizes the best performance is selected.
C. GENERATION OF THE CLASSIFICATION RULES
The generation of the association rules consists of using the data of the minable view to identify the correlations that occur more frequently according to the values of the support and trust parameters. This obtained information will serve as a basis for providing the user of a series of candidate recommendations.
As discussed above, many algorithms are available that enable the generation of rules of this type, which have characteristics that make them unique. The model that is proposed here uses the Apriori method [16] , which is one of the most frequently referenced methods in the literature and is widely used by the scientific community.
In a association rule, both the background and the substitute may contain one or more items; therefore, this stage consists of choosing, among all the generated rules, the class association rules, that contain only one item. In the successor, the category of the class is specified. The result of the application of this step will be a set of rules that is composed of one or more attribute-value pairs in the antecedent and the class tag in the successor.
D. REPRESENTATION OF RULES IN AN ONTOLOGICAL SCHEME
The basic representation of information that is extracted in an ontological scheme is an indispensable component for providing recommendations to the user. Its main advantage is that it enables the storage of information in a more readable form for the computer, so that deductive reasoning can be applied. The knowledge-base is integrated into an ontology that enables the specification of its structure and a set of instances.
Once the rules have been generated, the next step is to represent them in an ontological scheme. As there is no method in the literature for performing this task, one was developed. This method was implemented by utilizing the components of class association rules (attribute-value pairs and class names) and ontologies (concepts, data properties, equivalent classes and axioms) and considering the characteristics that some of the elements have in common.
Algorithm 1 permits to represent classification rules in an ontology. The steps of the proposed are as follows: Identify the different categories of the class that are in the information of the rule successor or consequent, obtain the names of the attributes and their different values from the information in the antecedents of the rules. Create an ontology with the elements that were obtained in the two previous steps (equivalence classes, data properties and axioms). Once the elements of the ontology have been integrated, the axioms are added, which must be assigned to their corresponding equivalence classes. An axiom must be created for each rule with the data of the antecedent.
In the classification rules, the successor refers to the class category. According to Figure 3 , categories of classes can be mapped to OWL classes, specifically to an equivalence class. The correlations of the antecedent of each rule can be represented by assigning to its corresponding equivalence class.
The language that was used to create the ontology was OWL DL since it is one of the most robust languages, because is expressive, is flexible and is efficient.
Categories are represented as equivalence classes (owl: Class), attributes are represented as properties (owl: Dat-aProperty), and axioms are assigned to equivalence classes (owl: Equivalent Class). Example of this is shown in Figure 2 .
Once the information has been represented in a formal language that is easy to interpret by the computer, reasoners like Pellet and Hermit can be used to make inferences about the generated axioms.
IV. CASE STUDY
To evaluate the proposed model, the prediction of the quality of fittings under pressure is considered as a case study. This type of adjustment is of substantial importance, since there are several processes in which it is frequently necessary to couple an axis with a hole. One approach is to classify the types of adjustment into mobile, indeterminate and pressed.
The type of assembly that is considered in the present work is called press fitting, in which the pieces are tightened prior to fitting.
The tightening depends on the adjustment objective; for example, if the piece is of cylindrical type, the maximum measurement of the hole is smaller than the minimum measurement of the axis prior to the fitting. Therefore, the assembly must be conducted under pressure, thereby giving rise to a radial pressure between the two parts. As illustrated in Figure 3 , the tightening occurs when the difference between the internal (real) measurements of the outer and the inner part is negative.
In press fitting, it is highly important to follow the proper procedure for obtaining a correct coupling; the main risk is the use of an insufficient shrinkage pressure.
The effectiveness of pressure adjustment is necessary in all its applications; therefore, it is highly useful to detect in advance those cases where the quality of the adjustment is not guaranteed. The tightening that is caused by strong adjustments produces a dilation of the inner ring or a contraction of the outer ring and, with it, a decrease in the internal radial clearance. Therefore, the internal radial clearance must be adapted to the selected settings.
Based on the type of adjustment treated, the parts that are used for the case study are a bearing with 6 millimeters in internal diameter and an axis of 6 millimeters in outer diameter. The data that are used for the experimental analysis correspond to adjustments that are made in a universal press, models SHIMADZU UH-500K1 and ZME-005, as shown in Figure 4 .
The data that refer to the quality of adjustment were recorded in various experimental tests on the mounting device using a device that includes the press, which is called the screen display.
The maximum assembly force was monitored and whether its value was within or outside the predetermined range was judged. Whether the correct or incorrect adjustment value was assigned to the class was also determined. For considering the type of adjustment in treatment, it was necessary to include the roughness and diameter variables of both the hole and the axis in the training data set. It is important to consider the tolerances of the diameters of the pieces, in such a way that the maximum difference between the axis diameter and the hole diameter is varied in one or two steps.
The data set that was used consists of 260 instances and eight attributes, including the class. The attribute type of the material used is nominal and includes three categories: 2J30, 3J1 and 1J50. The attributes of shaft diameter, hole diameter, shaft roughness, hole roughness, clearance and temperature were discretized to generate the corresponding class association rules. For example, the temperature attribute was divided into three categories: less than 18 degrees, between 19 and 23 degrees and greater than 23 degrees. The categorical values of the data set attributes (including the class) are listed in Table 1 .
A. CONSTRUCTION OF THE PREDICTIVE MODEL
To construct the predictive model, the performances of three of the most referenced classifiers in the literature, namely, closest neighbors (KNN), naive Bayes (NB) and decision trees (C4.5), are compared using the Weka tool (with the IBk, naive Bayes and J48 methods, respectively). These algorithms were briefly discussed in the introduction section.
To determine which algorithm performs the best, the obtained results were evaluated using the following measures: precision, recall and F-measure. Precision refers to the percentage of instances that have been correctly labelled as positive; recall or sensitivity refers to the percentage of true positives, namely, the proportion of positive instances that were correctly classified; finally, the F-measure refers to the harmonic mean of the precision and recall measures (Saito and Rehmsmeier, 2015). These measures are listed in Table 2 .
In addition, the cross-validation method was used to compare the performances of the learning algorithms, which consists of dividing the data into two sets: training and validation. In the basic form of cross-validation, the database is divided into k partitions of equal or almost equal size.
The procedure is comprised of the execution of empirical training and validation tasks consecutively. Therefore, a data partition is maintained for empirical validation, while the remaining k-1 partitions are used to learn in each iteration.
To compare the performance of the classifiers, the Weka tool was used. For the implementation of the prediction system and recommendations, a Java framework was developed, which includes the generation of class association rules.
B. RESULTS
The experiments were conducted on the three machine learning methods to compare their performances on the training data set consisting of 260 instances. Table 3 presents the performance results in terms of each of the measures for the three classification methods.
According to the classification results, the naive Bayes method outperformed the others, accuracy, recall and F-measure values of 0.896, 0.786 and 0.815, respectively.
With respect to the set of class association rules that were generated from the source database, Table 4 lists the patterns that were detected more frequently in terms of each of the methods.
Respect to Apriori method, with a confidence value of greater than 0.85, were obtained eight rules, four of the rules are related to the correct type of adjustment and three to the category of an incorrect class. The CBA method generated three rules are associated to the incorrect class and two to the correct class. The RIPPER method generated six of the incorrect class and one to the category of an incorrect class and finally, the RIDOR method generated only rules related to the incorrect class.
The rules that were presented most frequently were represented in an ontological scheme with the method described previously, creating the necessary equivalence classes and axioms. The resulting ontology is shown in Figure 5 . In Figure 6 , the axioms that correspond to the incorrect fit class are listed, for which the Protegé tool was used.
The stages of the methodology were programmed in Java, for the representation of rules in ontological scheme the JENA library was used. The following lines show a code section from the generated ontology in the OWL language, which includes the two-class categories; each data property corresponds to each attribute that is involved in the ruleset, and the two axioms that are created by the equivalence class corresponds to the first two generated classification rules. Once the ontology has been represented, it is possible to apply a reasoner to the data values of the new instance to obtain both the class to which it belongs and the series of recommendations found. In Figure 7 , the user interface where the prediction is made with the data of a new instance is shown, for which the Java-developed framework is used with the Weka API, and the Naive Bayes method was programmed to provide better performance. To program the part that displays the axioms that are related to the data of the new instance, the JENA library with the Pellet reasoner was used.
According to the results that are displayed, the system, in addition to providing the class, provides the user with a series of patterns that correspond with the values that were entered for each attribute of the new instance. This outcome is attained because the framework includes a method for determining which of the previously obtained rules are related to the values of the new instance.
V. CONCLUSION
This document proposes a hybrid approach that combines data mining techniques with artificial intelligence techniques. Our own proposed approach was utilized with a predictive model. The main advantages of using a combination of predictive and descriptive techniques are summarized as follows:
The user obtains recommendations in addition to the class. The proposed model provides the user with more elements for decision making.
According to the validation, the model can customize can customize the recommendations that are provided to the user because the results that are output are based on the correlation of the newly input instance data with the existing patterns in the historical database.
The proposed model can be further enriched by other techniques; hence, the incorporation of expert knowledge through the use of ontological schemes is suggested to provide more resources for the issuance of recommendations.
Another task that will yield additional benefits is the incorporation of grouping techniques into the preparation of the source data set, which will facilitate the detection of atypical instances.
RENÉ CRUZ GUERRERO received the Ph.D. degree in computer science from the Autonomous University of the State of Hidalgo, México. He is currently a Research Professor with the Technological Institute ITESA. His main research interests include data mining, artificial intelligence, big data, and deep learning.
MARÍA DE LOS ÁNGELES ALONSO
LAVERNIA received the Ph.D. degree in computer science from the Instituto Politécnico Nacional (IPN), México. She is currently a Research Professor with UAEH. Her main research interests include artificial intelligence, pattern recognition, and data mining.
ISAIAS SIMÓN MARMOLEJO received the Ph.D. degree in advanced manufactured from CIATEQ, México. His main research interests include holonic systems, manufacturing systems, and artificial intelligence. VOLUME 7, 2019 
