The discrete-event nature of on-line data from an automated manufacturing system o ers many challenges for on-line fault detection. In this paper, the template monitoring method is developed as a simple but versatile method of using discrete event signals for fault monitoring of manufacturing systems. This monitoring method is easily distributable, suitable for monitoring highly concurrent systems, and has low computational requirements. This paper describes template monitoring using event observations, and demonstrates a method for automatically generating template monitoring models from timed automata speci cations.
Introduction
The input and output signals of automated manufacturing systems can often be characterized as a timed function of discrete events. The events may represent changes in logic levels of discrete sensors, such as limit switches, or changes in inputs to discrete actuators, such as turning on or o a motor. Modern manufacturing systems increasingly use communication networks, where the events may represent higher level \messages" between networked manufacturing devices.
In automated manufacturing systems, it is important to promptly detect deviations in system operation. A fault occurs when a system deviates from its speci ed acceptable operations, and such deviations can lead to production of poor quality product or to expensive damage from malfunctioning equipment. The problem we address in this paper is how to promptly detect faults using the discrete event signals of the manufacturing system. The issue is illustrated by considering the following simple example (Chand, 1993a ).
An automated bottling line is shown in gure 1. As bottles enter the conveyor, they pass a proximity switch which generates an event PS ". A limit switch is tripped (LS ") when the bottle enters the ll station. The ll valve is then opened (F V "). When the uid in the bottle reaches a given level, a photoeye detector is triggered (P E ") and the ll valve is closed (F V #). The bottle is then pushed onto an exiting conveyor.
An example timed observation for the bottling line is shown in gure 2. A fault monitoring system must analyze this observation information to determine if the system is operating correctly.
Several characteristics of this example should be noted. First, information regarding the system operation must be determined from the sequencing and timing of events. Thus an initial system state may not be known. Secondly, events which are sequential or close in time may not be related due to the multiple entities in the system that are producing the events. For example, a bottle triggering the limit switch LS " at a given time may not trigger the proximity switch until much later, after several other unrelated events PS " may have occurred in the meantime due to the entry of other bottles on the conveyor. This paper presents a method of fault detection using the discrete event signals from automated manufacturing systems. The method we propose, template monitoring, uses sets of timing and sequencing relationships to establish when events are expected to occur, and to determine if an event has occurred in the appropriate context of other events. The method is especially well suited for operation over distributed control architectures. It avoids maintaining an explicit state estimate, and is thus able to operate with unknown initial startup conditions and following faulty observations.
Monitoring of manufacturing system events has typically been accomplished by simple watchdog timers, but these are not adequate for representing complex sequences of events. Several alternative methods of monitoring have been proposed, using various models as state-followers (state observers), where the model is run in synchrony with the plant events, and the current model state de nes the set of next expected events. A commercial monitoring system based on automata state-following is described by Dersin and Florine (Dersin and Florine, 1986 ). Ozveren and Willsky developed a state estimate method for untimed automata operating under faulty event observations in (Ozveren and Willsky, 1990) . State-following monitoring methods have been examined using Petri net process models by Valette et al (Sahraoui et al., 1986 , Valette et al., 1989 ) . Holloway and Krogh developed a fault monitoring method for monitoring events from manufacturing systems with a mixture of both continuous dynamics and discrete dynamics (Holloway and Krogh, 1992) . State follower methods are typically not well suited to monitoring over a distributed architecture because of the di culty of decomposing a state estimate into distributed pieces. Chand addressed this problem by starting with distributed state models representing short sequences of events, called discrete-event signatures (Chand, 1993a , Chand, 1993b .
One of the limitations of traditional state-follower techniques is that they are unable to e ectively track numerous concurrent event streams that use the same event signals (such as in the bottle example above). State followers need to distinguish between the concurrent event streams to maintain accurate state estimates, but easily become \confused" as the set of possible states among the concurrent system elements grows very large. The same di culty arises following an erroneous event or when the system starts from an unknown initial state. In the framework below, we avoid maintaining an explicit representation of the state. Rather, the set of current expectations that are maintained in the template monitoring system represent an implicit, alternative state space which can easily represent concurrent event streams and the state uncertainty corresponding to these streams. Moreover, the template monitoring method we describe can be directly and easily implemented in a distributed manner.
In the following section, we describe the distributed control and communications environment that we consider. In sections 3 and 4, we de ne template models of event relationships and then describe the monitoring method. In section 5, we describe a method for determining templates from timed automata speci cations. Details of the monitoring method and the automata conversion method are found in (Holloway and Chand, 1994) . In section 6, we brie y introduce state-conditional templates, an extension to the event monitoring templates.
The Distributed Monitoring Environment
One of the primary motivations behind the development of our template monitoring method was the recognition of the trend towards highly distributed control architectures for modern manufacturing facilities. A typical facility may contain several PLCs (programmable logic controllers) or PCs.
Individual devices and equipment may also have their own dedicated controllers. Information for monitoring may come directly from devices or may occur as messages over a communications media. Our challenge is to develop a monitoring method speci cally suited to operate within this distributed environment.
The distributed environment we consider is shown in gure 3 below. The template monitoring method was developed speci cally for application to manufacturing systems, and was thus developed under consideration of the environment of modern manufacturing systems. The following list describes some of the desired attributes that guided the development of our method:
Low processor requirements: A fault monitoring method should be relatively simple with low computational requirements. First, it is sometimes advantageous if the monitoring can be done using the control and communications processors which already exist on the factory oor rather than requiring the purchase and installation of dedicated monitoring equipment.
Second, many manufacturing systems operate at high speed, and the monitoring system must be able to collect and analyze the event observation information in real-time. This may preclude the use of overly complex monitoring methods for many types of processors.
Easily distributed: The trend in manufacturing is away from centralized control systems and towards distributed control systems. A distributed control system takes advantage of the inherently decentralized nature of many manufacturing processes, while reducing cabling costs and control bottlenecks. In addition, distributed control systems can be designed to improve fault tolerance, since they can include redundancies and will not have a centralized point of failure. A monitoring system should be adaptable to the architecture of the control system, whether it is centralized or distributed.
Applicable to modeled and observed behaviors: A fault monitoring system should distinguish between observations of acceptable and unacceptable behaviors. Ideally, knowledge from the system designer or operator should be available to the monitor as a model of correct or incorrect operation. Section 5 demonstrates how our proposed models can be determined from more intuitive models such as timed automata, as well as from simple notions of sequencing and timing. Furthermore, the system representations in our template monitoring method consists of basic relationships of event timing and sequencing. Such relationships are similar to relationships that could be identi ed by experts familiar with the process.
Functional under unknown startup conditions and improper observations: Many fault monitoring methods operate as state-followers, maintaining an internal representation of system state which then indicates which future events are expected (Holloway and Krogh, 1992 , Dersin and Florine, 1986 , Sahraoui et al., 1987 . However, in general, state followers su er from several di culties. Often an initial system state is not known, thus complicating the startup of the state-followers. State-followers may have di culty in maintaining an appropriate state estimate when identical events are occurring from several systems operating in parallel. Most importantly, however, state-followers may have di culty in continuing monitoring after a fault has been detected since the state estimate has been corrupted. In manufacturing systems, some faults may not warrant a system shutdown, so the monitoring system should be able to continue functioning after a fault has been detected. The template monitoring method was designed speci cally to avoid the di culties of maintaining state estimates and thus continue to operate after inappropriate observations. Suitable for highly concurrent systems: The bottling line example shows that a manufacturing system is often composed of numerous subsystems, each operating in parallel. For example, note that each bottle generates its own timed sequence of events, and the monitored observations consist of the interleaving of the timed sequences of all the bottles. A monitoring system should be able to verify the timing and sequencing characteristics of multiple parallel system elements, even when they share the same events. Template monitoring was developed to address this.
The above list indicates requirements that guided the development of the template monitoring method. The template monitoring method satis es these requirements, as described in the subsequent sections.
Template Models
At the core of the template monitoring method are the templates which characterize the event sequencing and timing relationships of a correctly operating system. A template represents an expression of the form e trig ) (c 1 or c 2 or : : : c n ) where e trig is the triggering event of the template. Each c i is a possible consequence associated with the template, and is represented by a pair (e c i ; t c i ) where e c i is an event and t c i is a time interval t c i = t min c i ; t max c i ] <, a closed interval of the real line. A template indicates that whenever the trigger event e trig occurs, for at least one template consequence c, the event e c occurs within a time delay t c . Formally, a template m is written as (e m ; C m ), where e m is the triggering event and C m is the set of consequences for the template. Figure 4 below illustrates a template triggered by event e 1 and with consequences (e 2 ; 3; 4]) and (e 3 ; 10; 12]). When e 1 occurs, e 2 should occur within 3 to 4 time units, or e 3 should occur within 10 to 12 time units.
The time delay interval t c associated with a template consequence may represent a positive or negative delay. A template with all positive delays among its consequences is referred to as a forward template. A forward template thus indicates a set of events, one of which should occur (following its given time delay) in the future after the occurrence of the triggering event. A template with all negative delays among its consequences is referred to as a backward template. The consequences in a backward template indicate a set of events, one of which should have occurred (within its given negative time delay) prior to the triggering event. Forward templates thus establish predictions following the trigger event, whereas backward templates indicate an expected context in which the trigger event occurs. Note that a template can have both negative and positive consequence delays, and thus be neither a forward nor a backward template.
An expectation is a pair (t; m) where m is a template and t is a time at which the trigger event of the template occurred. In (Holloway and Chand, 1994) , a rather obvious but important result is proved for distributed fault monitoring using templates. Consider a template set M as a speci cation of the characteristics of a correctly operating system, and consider any distribution of the templates over the n processors.
The result states that the given observations do not correspond to the template speci cation if and only if one or more processors has declared a fault. The important point is that this is true for any distribution of templates. A template monitoring system can thus be highly distributed, without any processor needing to maintain state estimates.
To further illustrate the construction of expectations from templates, let us consider the bottle lling station of Figure 1 . A forward template for the trigger event (P S ") can be written as (P S ") ) (LS "; 3:5; 5:0])
This template states that when a trigger event (P S ") occurs corresponding to the entry of a bottle on the conveyor, the bottle should then pass over the limit switch within 3.5 to 5.0 seconds later, thus generating the signal LS ". An expectation with the expiration time of (t+5.0) seconds, where t is the instant when (P S ") occurs, is posted on the list of expectations. This expectation is removed at time (t+5.0) seconds (the expiration time of the expectation). If the bottling line is operating correctly, i.e. the limit switch went high within 3.5-5.0 secs. of the proximity switch, then no error is declared. If no bottle was detected by the end of the time period, then an error is posted.
Determining Templates from Timed Automata
The preceding section shows that templates can be used in a distributed fault detection method if the speci cation of correct operation is represented as a set of templates. In many cases, however, a speci cation is de ned in an alternative modeling framework. In this section, we consider specications in terms of timed automata, which can in turn be derived from certain classes of sequential function charts. Timed automata have been studied extensively in the context of real-time system veri cation (Alur and Henzinger, 1992, Alur and Dill, 1992) . In this section, we summarize results on how timed automata models can be converted into template sets, and present results on the e ectiveness of the template monitor in terms of the automata speci cation.
A timed automaton is a state machine where each state q has an associated time interval d(q).
When the automaton enters a given state q at a time t, it will remain in that state for at least t min time units and for at most t max time units, where d(q) = t min ; t max ]. Figure 7 shows a simple example of a timed automaton, where the graph nodes are states, and the nearby intervals represent the time delay interval d(q) of the state. For this paper, we assume that no delay interval is zero, and that for each state and any given event label, there exists at most one incoming arc with that event label to that state, and at most one outgoing arc with that event label from that state. For a given state q, we let in(q) denote the set of events associated with arcs leading into state q.
Our template monitoring method is motivated by manufacturing examples, such as the bottling line, where several entities are generating the same event sequences in parallel. Furthermore, note that the the number of bottles on the conveyor over time is not constant, but changes depending on how frequently bottles enter and leave the conveyor line. If the event sequence generated by each bottle is represented by a timed automaton, then the monitor should determine whether the observations are consistent with the parallel operation of some unknown number of instances of the timed automaton. Let V G (t) be the set of observation trajectories characteristic of the parallel operation of any nite number of the timed automaton G over the time period t. Thus, for any nite number of the timed automata, the parallel operation at any time t will be the union of the events (if any) generated at time t by each of the instances of the timed automated, and the timed sequence representing this parallel operation will be an element of the set V G . (Note that the timed automaton model we consider does not need to be have a connected state graph, so it may actually represent a set of di erent possible automata.) The fault detection problem that we address is to determine if an observed trajectory is an element of V G (t).
The generation of templates from a timed automata model is done in two parts, corresponding to generating a set of forward templates and then a set of backward templates. First, a set of forward templates M f (G) is generated from the timed automaton model G. Then, a reversed automaton G rev is constructed from G by reversing all arcs and negating all state delay times. The set of forward templates from this reversed automaton then become the set of backward templates
Before describing the generation of the template set M f , consider a nonempty sequence of states := (q 0 q 1 q n ) corresponding to a directed path of states in automaton G. Next, consider any deviation or extension to the path , in other words, consider a state sequence 0 = (q 0 q 1 q k q 0 )
(for some k, 1 k n) which also represents a path in the automaton but which is a deviation of (i.e. k < n and q 0 6 = q k+1 ) or is an extension of one state beyond the sequence (i.e. k = n). Let e be the event label in G between states q k and q 0 , and let t be the sum of the state delay times from q 0 to q k along the sequence . The pair (e; t) is called an exit consequence for state sequence , and the set of all such exit consequences is de ned as C exit ( ).
To illustrate the concept of exit consequences, consider the state sequence = (q 1 q 2 q 4 q 5 ) for the automaton of gure 7. There are three possible deviations or extensions of the sequence: (q 1 q 3 ), (q 1 q 2 q 3 ), and (q 1 q 2 q 4 q 5 q 1 ). The set of exit consequences is then The set M f (G) of forward templates for an automata G is generated using exit consequences of state sequences, as shown in gure 8. Consider any event sequence which could be generated by two or more state sequences in the automata. For example, in the automata of gure 7, the event sequence (e 2 ) could result from state sequence (q 2 ; q 4 ) or (q 3 ; q 5 ). For each such state sequence , and for each event e that leads into the state sequence (i.e. is an entry event to the rst state in the sequence ), a template (e; C) is created. The set C of consequences for this template consists of the union of the set C exit ( ) of exit consequences for and any set C exit (q) of exit consequences for any other state q for which e is an incoming event. The template thus will maintain context over a repeated event sequence; it is triggered by an event preceding the repeated sequence, and its consequence represent events that follow the repeated sequence. The set M f (G) of forward templates consists of all templates generated in this way. The set M f (G) will be nite as long as there are no in nite sequences of events which could be generated by two or more in nite state sequences. This condition is typically easily veri ed by ensuring that there are no two distinct cycles of G which generate identical event sequences, The set of such duplicated event sequences can e ciently be determined since a longer duplicated sequence must necessarily be an extension of a shorter duplicated sequence.
The generation of M f (G) can be illustrated using the automata of gure 7 again. As already mentioned, the event sequence e 2 could result from state sequence (q 2 q 4 ) or (q 3 q 5 ). For = (q 2 q 4 ), this results in template (e 1 ; f(e 6 ; 1; 2]); (e 3 ; 1:2; 2:8])g). Note that we may also consider the empty event string ". The state sequences corresponding to the empty event string are all of length one and correspond to each state in G. Thus, for state sequence (q 1 ), we have template (e 4 ; f(e 1 ; 0:5; 1]); (e 5 ; 0:5; 1])g). For state sequence (q 4 ), we have template (e 2 ; f(e 3 ; 0:2; 0:8]); (e 4 ; 1:5; 1:9])g).
The consequence with event e 4 results from e 2 being an incoming event for state q 5 as well as q 4 .
It can be seen that the consequences of the templates derived from these single state sequences represent the simple relationships of subsequent expected events following a trigger event. The templates generated by considering longer state sequences are used to maintain context of future events when there may be intermediate events which could be ambiguous. These ambiguous intermediate events could be generated by several di erent state sequences in the model. The templates that represent relationships between the events preceding and the events following these ambiguous intermediate event sequences ensure that the automata event language can be correctly monitored.
The set M b (G) of backward templates is derived in an identical manner using the reversed automaton G rev . The complete set of forward and backward templates derived from the automaton in gure 7 is shown in table 1. A mentioned before, the forward templates establish predictions of future events, and result in declared faults when the predictions do not come true. Backward templates establish a necessary context in which an event should occur. They result in a declared fault if an event was not precede by the appropriate events. It is necessary to have both forward and backward templates when monitoring systems with interleaved event sequences.
We now present two results on the e ectiveness of using a template monitor to determine if the observations are consistent with the state automaton model, i.e. to determine if v 2 V G (t).
To more clearly describe our theorems, we use the result described in the previous section on the ability of the distributed monitoring algorithm to determine if the templates are satis ed. The rst theorem is as follows (Holloway and Chand, 1994) .
Theorem 1 : Let G be an automaton such that V G (t) is the speci cation of acceptable system observations over any time period t. Consider that there are n monitor processors executing the distributed monitor update procedure of gure 6, where each monitor i, 1 i n has template set M i with M 1 M 2 M n = M f (G) M b (G). A fault is declared by some monitor processor i only if v 6 2 V G (t).
The above result states that if an observation trajectory is in V G (t), then it is accepted by the template monitor algorithm using the template set M f (G) M b (G). This can be restated as the following result: if a fault is declared by the distributed monitor algorithm of the preceding section 4 using template set M f (G) M b (G), then the observation trajectory is not consistent with the automaton speci cation of correct operation. This implies that there are no false alarms with respect to the automaton speci cation.
The second theorem requires a restriction on the class of automata models. Assume that each event in the automaton is associated with at most one arc in the automaton. This is referred to as the unique event labeling condition (UEC). The following theorem shows that the automaton model and the templates M f (G) M b (G) are equivalent speci cations when the UEC is true (Holloway and Chand, 1994) .
Theorem 2 : Let G be an automaton satisfying the UEC such that V G (t) is the speci cation of acceptable system observations over any time period t. Consider that there are n monitor processors executing the distributed monitor update procedure of gure 6, where each monitor i, 1 i n has its own template set M i with M 1 M 2 M n = M f (G) M b (G). A fault is declared by at least one monitor processor if and only if v 6 2 V G (t).
The above theorem implies that under the UEC, a fault is declared by the distributed monitor algorithm of section 4 if and only if the observations do not correspond to the automaton specication of correct operation. This means that the timed event language accepted by the distributed template monitoring method is equal to the language V G . If V G is an accurate representation of the correct operation of the system, then this implies that there are no false alarms and no missed observable faults.
Note: Although the unique event label restriction for the preceding theorem is acceptable in many cases, it appears that the result should be applicable for a broader class of automata models, perhaps under some alternative assumptions. Current research is attempting to determine more general results. Future research will also examine a modi cation of the template monitoring procedure to speci cally monitor single automata observations, rather than the multiple parallel automata traces we consider above.
6 State-conditioned templates For illustration of state conditioned templates, let us consider a simple two conveyor transport system shown in Figure 9 . The conveyors transport trays which are randomly generated from a source. A sensor S1 detects the presence of a tray at the source. If a tray is present, the conveyor motor M1 is turned on. This causes the tray to move to conveyor 1. Sensor S2 detects the presence of the tray on conveyor 1. If there is no tray on the next conveyor, M2 is turned on. The tray moves from conveyor 1 to conveyor 2 and then onto a sink.
In the above example, we can construct a state conditioned template for the consequence of the trigger event S2 " as follows. to turn on. If M2 is on, an expectation is posted for the sensor S3 to turn on. As before, if the event in the consequence does not occur in the time period t seconds, then an error is declared.
Summary and Discussion
This paper describes a new approach for distributed monitoring of discrete event dynamic systems.
The approach has several advantages over monitoring methods which rely on explicit maintenance of the state. First, the structure of the method allows it to be easily distributed. This is important as manufacturing communication and control systems become more decentralized. Second, the method is well suited for monitoring processes which exhibit multiple concurrent event streams.
Furthermore, by avoiding explicitly maintaining state estimates, the method operates well under unknown initial state information and under erroneous observations. Moreover, the simplicity of the approach allows it to be used for real-time monitoring and diagnosis of manufacturing systems.
In this paper, we described the automatic generation of templates from automata models.
Future investigations will consider extensions of template models such as the state-conditional templates introduced in section 6. Such extensions may be necessary to represent more powerful formal models. It would also be worthwhile to be able to develop template models directly from control software and system design documents.
Additional research also will involve examining the learning of template models from observations of the manufacturing system. The e ectiveness of templates depends on the \tightness" of the intervals associated with the template. Large and conservative values for the intervals can cause improper and faulty observations to be undetected. Current research is examining the re nement of template time intervals using both o -line analysis of training data and real-time statistical observers. 
