Foraging honeybees (Apis mellifera) were trained individually to discriminate between targets that contained 5-/il or 20-^1 drops of sucrose solution. Neither latency of response on singlestimulus trials nor preference on choice trials proved sufficiently sensitive to provide a detailed picture of the course of learning as a function of amount of reward, but measures of resistance to extinction supported the assumption that the slope of the acquisition function increases with amount of reward while its asymptote remains the same. Like rats in a double runway, the honeybees tended to respond less rapidly after large than after small reward, which does not require an associative interpretation. Other results showed that 5-and 20-/il drops of sucrose are differentially reinforcing in consequence of their ingestive properties rather than their visual appearance.
Foraging honeybees (Apis mellifera) were trained individually to discriminate between targets that contained 5-/il or 20-^1 drops of sucrose solution. Neither latency of response on singlestimulus trials nor preference on choice trials proved sufficiently sensitive to provide a detailed picture of the course of learning as a function of amount of reward, but measures of resistance to extinction supported the assumption that the slope of the acquisition function increases with amount of reward while its asymptote remains the same. Like rats in a double runway, the honeybees tended to respond less rapidly after large than after small reward, which does not require an associative interpretation. Other results showed that 5-and 20-/il drops of sucrose are differentially reinforcing in consequence of their ingestive properties rather than their visual appearance.
In recent experiments on the role of amount of reward in the learning of honeybees (Buchanan & Bitterman, 1988) , individual foragers were trained with targets of two different colors, one of which always contained 5 pi of a 50%-sucrose solution and the other 20 n\ of the same solution, after which preference was measured in an extinction test in which neither target contained sucrose. When the number of training trials with the two targets was the same, the animals responded more in extinction to the one that before had contained the larger amount of reward, but the difference in amount could be offset by a difference in frequency. When the number of 5-jtl training trials was at least three times the number of 20-ti\ trials, the animals responded more in extinction to the 5-n\ target; when the number of 5-fil training trials was twice the number of 20-fil trials, the animals responded equally often to the two targets in extinction.
Although the sucrose presented on a target is nominally a reward, in the sense that the animal must land on the target in order to take it (Grossmann, 1970) , conditioned responding to the target is most simply interpreted in classical rather than instrumental terms-that is, as the expression of an association between the target and the reward. In attempting to develop such an account of their data, Buchanan and Bitterman (1988) considered two possibilities suggested by the vertebrate literature (Spence, 1956) . One theory, characterized as representational (Tolman, 1932) , is that the animals learn about amount of reward as such: Training with different amounts of reward produces different memories or expectancies, which is to say, associations with different second terms or significates. The second theory, characterized as nonrepresentational, is that the significates are the same (sucrose or sweetness in each case) and that the associations differ only in strength, either asymptotically (Hull, 1943) , or in rate of approach to a common asymptote (the equal-asymptote assumption), or both (Rescorla & Wagner, 1972) . All of BuThis research was supported by Grant BNS-8709785 from the National Science Foundation.
Correspondence concerning this article should be addressed to M. E. Bitterman, Bekesy Laboratory of Neurobiology, 1993 EastWest Road, Honolulu, Hawaii 96822. chanan and Bitterman's data for honeybees could be understood without reference to representation on the assumption that associative strength grows to a common asymptotic value at a rate twice as rapid for 20-^1 as for 5-/J rewards.
The derivation was as follows: The associative strengths of the 5-fil target (F 5 ) and the 20-/J target (F 20 ) at the end of training under each of nine experimental conditions were computed by using the simple linear equation
where V represents associative strength; AK, the change in associative strength with each reinforcement; ft, the learning rate (.02 for the 5-^1 reward and .04 for the 20-^1 reward); and X, the common asymptote (taken as 1). On the basis of previous discrete-trials choice experiments (Couvillon & Bitterman, 1987 , 1988 , the associative strength of each target at the outset of the training (the associative strength established in pretraining with feeding to repletion) was assumed to be .3. Then the relative associative strength of the large-reward target, r 20 , was computed as K 20 •*• (F 20 + K 5 ), and the probability of choosing the large-reward target, P 20 , was read from the function relating P and r that was found by Couvillon and Bitterman to provide the best fit to all of their discretetrials data. (That function is designated by its two parameters as K = .75 and s = .625.) For the nine different experimental conditions, the Pearson correlation between P 20 and the obtained proportion of responses to the 20-^1 target in extinction was .97.
Some distinctive implications of the nonrepresentational equal-asymptote theory were tested and confirmed in a subsequent series of three experiments (Buchanan & Bitterman, 1989) . In the first experiment one of two targets contained 20 nl of sucrose solution on Trials 1-16 and 5 n\ on Trials 17-32, while the opposite was true of the other target. On the equal-asymptote assumption, the terminal associative strengths of the two targets ought to have been exactly the same, and, in fact, no differential response to them was found in a subsequent extinction test. In the second experiment 20 differentially rewarded trials with each of two targets-enough to produce a clear preference for the 20-/J target when given directly after pretraining-were given after 10 feedings to repletion on each that were calculated to bring their associative strengths close to the hypothetical common asymptote. No differential response to them was found in a subsequent extinction test. In the third experiment there were 12 feedings to repletion on one target, and on another there were 12 feedings to repletion followed by 15 trials with 5 jul that ought not to have made the animals any less likely to approach it if the equal-asymptote assumption is correct. No differential response to the two targets was found in a subsequent extinction test.
As Buchanan and Bitterman (1989) noted, these results differ in important respects from those for vertebrates, although not in any simple way. It has been known since Crespi (1942) , for example, that the runway performance of rats not only declines with a downshift in amount of reward but typically to a level below that of control animals trained from the outset with the small reward. This so-called successive negative contrast effect, which has been taken as evidence for representation, seems not, however, to be a general phenomenon of vertebrate learning (Bitterman, 1987) . In experiments with goldfish (e.g., Lowes & Bitterman, 1967) , performance did not decline at all after substantial downshift in amount of reward, although persistent differences in the performance of unshifted controls trained with the larger and smaller amounts speak against an equal-asymptote interpretation.
The comparison is complicated further by the discovery of successive negative contrast in honeybees trained with different concentrations of sucrose in an experiment in which a consummatory measure was used: Couvillon and Bitterman (1984) found honeybees more reluctant to take 20% sucrose on a target that previously contained 50% sucrose than on a target that previously contained 20% sucrose. It is conceivable, of course, that concentration of sucrose is represented and amount is not; because representation must depend on perception, the discrepant results for amount and concentration may be understandable, if not in terms of the different measures used, then in terms of the different ways in which the two properties of reward are detected. Runway experiments with rats (Flaherty, 1982) also have yielded an amountconcentration discrepancy, in that running speed shows successive negative contrast with reduction in the amount but not in the concentration of sucrose solution, although the fact that consummatory behavior in the goal box shows the effect with downshift in concentration suggests that rats do in some sense represent concentration. In any case, the honeybee results for amount of reward are unique in their support of a nonrepresentational equal-asymptote interpretation and are of special interest because they suggest that the role of amount of reward may not be the same in the learning of honeybees as in the learning of vertebrates. However reasonable it may be to expect some fundamental differences in the learning of honeybees and vertebrates (Bitterman, 1975) , such differences have thus far proved difficult to find (Bitterman, 1988) .
Experiment 1
Our purpose in this experiment was to look for a measure of the course of acquisition more satisfactory than resistance to extinction, the measure used by Bitterman (1988, 1989 ). An obvious disadvantage of resistance to extinction is that the course of acquisition must be inferred from the performance of independent groups of animals with different numbers of training trials; to give repeated extinction tests to a single group of animals in the course of continued training, as sometimes had been done (Menzel, 1968; Menzel & Erber, 1972) , unacceptably confounds the effects of training and extinction. Another disadvantage of resistance to extinction as a measure of acquisition is that it is determined not only by the effects of reinforcement but also by the effects of nonreinforcement, which may be quite complex (Couvillon & Bitterman, 1984) . Does nonreinforcement reduce associative strength, produce inhibition, generate some conditionable competing response, or all three? What is wanted, clearly, is a measure of performance in a series of reinforced acquisition trials.
Two such measures, which were considered and rejected by Buchanan and Bitterman (1988) on the basis of preliminary observations, are choice and latency. Choice between two simultaneously presented targets, although perhaps not as sensitive to small differences in associative strength as is resistance to extinction (Couvillon & Bitterman, 1989) , works reasonably well with feeding to repletion versus no food as the alternative consequences (Couvillon & Bitterman, 1987 , 1988 . It does not, however, seem to yield clear evidence of discrimination with 20 versus 5 /tl of sucrose as the alternative consequences, which is, in fact, to be expected from Couvillon and Bitterman's model; with equal frequencies of reinforcement at growth rates of .02 and .04, the P x values never can get much beyond .60. As to latency, the problem is twofold: For measuring the latency of the first response on each visit, there is no convenient zero-point, no meaningful point at which to start the clock as the animal returns from the hive to the laboratory window. In repeated trials with small rewards, the time elapsed between leaving one target and landing on its replacement can be sharply defined, but the distance to be traveled in the Bitterman (1988, 1989) experiments was small, which may be the reason that latency did not vary reliably with amount. Here we attempted to circumvent the latter difficulty by substantially increasing the distance between successively presented targets.
Method
Subjects. The subjects were 16 honeybees (Apis mellifera) from our own hives situated near the laboratory. All were experimentally naive.
Procedure. The main difference between our training situation and Bitterman's (1988, 1989) was that instead of a single window, we used two immediately adjacent windows (each 55 cm wide and 55 cm high) separated by a thin (2 cm) wooden partition around which the animal was required to fly from one window to the other. In the pretraining, which otherwise was much the same as in Buchanan and Bitterman's experiments, experience with both windows was given. A single bee was selected at random from a group of foragers at a feeding station, which provided 10%-to 15%-sucrose solution; it was carried to the laboratory and set down at a large drop (> 150 til) of 50% sucrose solution on a pretraining target (half yellow and half orange) that was centered on the shelf of one of the two windows (the left for half the animals and the right for the rest). There the animal was marked with a spot of colored lacquer as it fed to repletion, after which it was permitted to leave for the hive. Typically, the animal came back to the laboratory after a few minutes, continuing to shuttle back and forth from the hive as long as sucrose was available there. If the marked animal did not come back after its first placement, it was carried again from the feeding station, where it usually could be found, to the pretraining target. When the animal did return to the first window, it was picked up after a few seconds of feeding and placed on a pretraining target centered on the sill of the alternative window, where it was permitted to feed to repletion. On subsequent visits a pretraining target was presented either at one or the other of the windows, in quasi-random order. The pretraining ended after the animal had returned twice to each window of its own accord.
The training targets were 2.5-cm Plexiglas squares faced with our standard (readily discriminable) yellow and orange plastics. The targets used on each training visit were selected at random from two large pools of yellow and orange targets to which they were returned after washing (to randomize irrelevant odors) at the conclusion of the visit. For half the animals in each group, an orange target always contained a 5-^1 drop of 50%-sucrose solution on training visits, and a yellow target always contained a 20-^1 drop; for the rest, the coloramount relation was reversed.
Arriving from the hive on each training visit, an animal found one yellow and one orange target, set 10 cm apart on the shelf of one of the windows. (Because the zero-point problem already noted made the initial latency worthless, and because Bitterman's [1988, 1989] pilot work had provided only fragmentary data on choice, the first trial of each visit was used to obtain more systematic data.) Half the choice trials with which the visits began were given in the left window and the rest in the right, in quasi-random order, and the positions of the two colors also were randomly interchanged from one choice trial to the next. When the animal landed on one of the two targets (Target 1) and made contact with the reward, the alternative target was removed, and a new target (Target 2) was centered on the shelf of the adjoining window, to which the animal flew after taking the sucrose on Target 1; the time between leaving Target 1 and landing on Target 2, defined as the latency of response, was recorded. Then Target 1 was removed, another new target (Target 3) was centered on the shelf of the arrival window, the time between departure from Target 2 and landing on Target 3 was measured, and so forth, until the animal was replete and returned to the hive. As expected, the latencies of response on the single-stimulus trials were long to begin with and declined progressively as training continued.
When an arriving animal chose the 20-/jl target, the three succeeding single-stimulus trials were given (equally often) in the sequence 20-5-5 or 5-5-20; when it chose the 5-^1 target, the sequence was 5-20-20 or 20-20-5. When further single-stimulus trials were required before the animal returned to the hive, a running record kept by the experimenter made it possible, at least approximately, to preserve the balance in the number and sequence of 20-jil and 5-#J presentations. The actual number of trials was, of course, determined by the animal rather than by the experimenter. The eight animals of Group 56, which had 56 training visits, averaged 142 responses to the 20-^1 target and 134 responses to the 5-/jl target (including those on the initial choice trials). The eight animals of Group 12, which had 12 training visits, averaged 31 responses to the 2Q-/J.I target and 30 responses to the 5-/J target.
Arriving from the hive after its last training visit, each animal was given an extinction test. A pair of targets was set out as usual (the positions of the colors balanced within groups), but now instead of sucrose there were drops of water (unacceptable and distinguishable from sucrose only by taste). The target of the large-reward color contained a 20-/d drop of water, and the target of the small-reward color contained a 5-itl drop of water. In the experiments of Bitterman (1988, 1989) , who were interested only in what the animals had learned about color, the drop-size difference was eliminated in the extinction tests. In our experiment, however, the formal comparison of latency and extinction measures required that the training and extinction stimuli be kept the same. In accordance with the standard practice in this laboratory, the extinction test lasted for 10 min, during which all contacts of the animal with each of the targets were recorded by the experimenter, who pressed hand-held switches. The switches activated counters programmed to print stored frequencies at 30-s intervals.
Our main interest in this experiment was, of course, in Group 56, with which we began. Group 12 played only a supplementary role that ought now to be specified. From the equal-asymptote model developed to account for the Bitterman (1988, 1989 ) data, we predicted that for Group 56, the associative strengths of both the targets would be high and not very different from each other at the end of training. In extinction, therefore, there would be relatively little difference in response to them. If latency were a sensitive measure of associative strength, the two acquisition curves would be expected to diverge at first and then to converge, but if the two curves did not differ at all, there would be no way of deciding whether latency was an insensitive measure or whether the two targets were not discriminated under our novel experimental conditions. It was to help decide between these two possibilities that Group 12 was added. If the targets were discriminated, as we had every reason to believe, Group 12 would show a clear preference for the 20-/J target in extinction.
Results
In the choice tests with which the training visits began, every animal of Group 56 went more frequently to the 20-fil than to the 5-jul target (p < .01), but as expected on the basis of the equal-asymptote model and the pilot work of Bitterman (1988, 1989) , the preference was not very strong. For the 56 training visits, the proportion of choices of the 20-fj.l target was .59, which was also the proportion predicted from the model.
In the treatment of latency, only the first three scores on each visit were used, because every animal had at least three single-stimulus trials on almost every visit, but on a substantial number of visits, there were no more than three such trials. The latency scores for the three single-stimulus trials of each visit, the first, second, and third, taken separately, were transformed to natural logarithms, grouped into four categories, and averaged over seven blocks of eight visits each. The four categories were 20-20 (latency of response to the 20-^1 target after a 20-u.l trial), 5-20 (20 after 5), 5-5, and 20-5. Because the latency of response on any given trial could in principle be influenced both by the target to which the animal was going (a prospective effect) and by the target which it was leaving (a postingestive or retrospective effect), both possibilities were evaluated statistically, the former by comparing 20-20 and 5-20 latencies with 5-5 and 20-5, and the latter by comparing 20-20 and 20-5 latencies with 5-5 and 5-20. The structure of the situation was such, it may be noted, that the entire flight from one window to the other was subject to retrospective influence, but only the second leg of the flight (after the animal had rounded the wooden partition separating the two windows and could see the next target) to prospective influence, which for that reason might prove to be smaller.
Analysis of variance yielded a significant effect of blocks of visits, F(6, 42) = 16.43, p < .0001, which is illustrated in Figure 1 along with the absence of a prospective effect, F(l, 7) = 1.51, p = .2589; the 20-^1 target was approached no more rapidly than the 5-jil target. There is, however, a significant retrospective effect, F(l, 7) = 9.08, p = .0196-more rapid response after 5 pi than after 20 n\ of sucrose-and a significant interaction of Preceding Amount of Reward x Trials, F(2, 14) = 11.03, p = .0013. The interaction is illustrated in Figure 2 , which is based on latencies in the last three blocks of visits, when performance had stabilized. The data indicate that the retrospective effect was limited largely to the first single-stimulus trial of each visit: After consuming 5 n\ of sucrose on the choice trial, the animals went more quickly to the opposite window than they did after consuming 20 jil of sucrose. Analysis of these data yielded a significant effect of preceding amount of reward, F(l, 7) = 6.72, p = .0358, and a significant interaction of Preceding Amount x Trials, F(2, 14) = 4.39, p = .0330. Figure 3 , in which the Trial 1 latencies are plotted over blocks of visits, shows the retrospective effect to be present from the first block of visits.
The performance of the 56-visit animals in the extinction test is plotted in Figure 4 reliably with a small group of animals. The obtained mean preference was 56%.
As has already been noted, the function of Group 12 was to be sure that the targets used were clearly discriminable under the novel training conditions that we used. In 12 visits the animals of Group 12 averaged 31 trials with the 20-/tl target and 30 trials with the 5-^1 target, which was predicted to produce a 63% preference for the 20-/ul target in extinction-F 20 = .803, F 5 = .612, r 20 = .565, and P 20 = .63-and the preference actually obtained was 63%. The extinction curves are plotted in Figure 5 , again in terms of the mean cumulative number of responses to each target over successive 30-s intervals. Analysis of variance here did yield a significant stimulus effect, F(\, 7) = 6.86, p = .0345, as well as a significant blocks effect, F(3, 21) = 10.77, p = .0002. The extinction results support the assumption that the two amounts of reward generated differences in associative strength that were substantial early in training and diminished as training continued. Latency declined with continued training but was insensitive at any point to the differences in associative strength produced by the two amounts of reward.
Experiment 2
The retrospective effect found in Experiment 1 was not entirely unanticipated. Experiments with rats have shown that the speed of response in the second alley of a double runway varies inversely with amount of reward in the first goal box (e.g., McHose & Ludvigson, 1965) , a relation variously attributed to transient motivational decrement or to response competition. Furthermore, there were our own informal observations that honeybees clumsily take off for the hive after feeding to repletion on the shelf of a laboratory window, which suggested that flying ability may be impaired by the sheer weight of the food ingested. Our purpose in Experiment 2 was to replicate the retrospective effect under somewhat simpler conditions.
One simplification was to eliminate the difference in target color, which made it possible to look for visual discrimination of drop size apart from the threat of overshadowing by color. A second simplification was to alternate the 20-/*1 and 5-pl trials instead of scheduling them in quasi-random order, a procedure designed to provide better control of cumulative intake on each visit. The alternating schedule introduced the possibility that the animals might learn to respond differentially to the aftereffects of the two different amounts of reward, as it has been claimed that rats do (Capaldi & Cogan, 1963; Wolach, Sayeed, & Foster, 1972) , although those claims are unconvincing in the absence of controls for nonassociative effects on performance, such as motivational decrement and response competition. Evidence of learned alternation in honeybees would provide some, but by no means unequivocal, support for representational theory: If two different amounts of reward are to be represented differently, they must have different stimulus properties, which would be demonstrated by differential conditioning.
Method
Subjects. The subjects were 8 honeybees from our own hives. All were experimentally naive.
Procedure. With two exceptions, the treatment of these animals was exactly the same as that of the animals in Group 56 of Experiment 1. The first is that each of them was pretrained, trained, and extinguished with targets of only a single color, 4 with orange and 4 with yellow. The second was that large and small rewards were regularly alternated. If on the choice trial with which each training visit began (half of them in one of the two windows, half in the other, in quasirandom order), an animal chose the target that contained 20 pi of sucrose solution, the first single-stimulus trial (in the opposite window) was with 5 pi, the second with 20 pi, the third with 5 pi, and so forth, until the animal returned to the hive of its own accord. If the 5-pl target was chosen, the first single-stimulus trial was with 20 pi, the second with 5 pi, and so forth. In the 56 training visits, the mean number of rewards of each amount, which here again could not be exactly controlled, was 157 for the larger and 144 for the smaller amount. Arriving from the hive after the 56th training visit, each animal was given a standard extinction test as in the previous experiment, but now the two targets were both of the single training color and differed only in that one contained a 20-pl drop of water and the other a 5-pl drop of water.
Results
The data both for acquisition and for extinction argue against the visual discrimination of drop size. On the 56 choice trials with which the training visits began, the preference for the target with the larger drop averaged only 50.2%, a value not significantly greater than chance, and in extinction there was a small but insignificant preference for the target with the smaller drop. In Figure 6 , the extinction curves are plotted in terms of the mean cumulative number of responses to each target over successive 30-s intervals. Analysis of variance yielded a significant effect of 2.5-min blocks, F(3, 21) = 36.21, p < .0001, with neither a significant stimulus effect, F( 1, 7) < 1, nor a significant Stimulus x Blocks interaction, F(3, 21) < 1.
Latencies of response on single-stimulus trials were analyzed exactly as in Experiment 1, except, of course, that prospective and retrospective effects could not be distinguished because they were confounded in the alternation schedule: The animals flew either from the smaller to the larger reward or from the larger to the smaller. A prospective effect can be ruled out, however, because the two targets were identical except for the drops they contained, and the visual discrimination of drop size is ruled out by the choice and extinction data. The significant tendency to respond more rapidly on small-to-large trials than on large-to-small trials, F(l, 7) = 9.08, p = .0196, therefore can be treated as a retrospective effect, which in further analysis looks very much the same as the retrospective effect of the previous experiment.
In Figure 2 , asymptotic performance (performance in the last three blocks of visits) is compared with asymptotic retrospective performance in Experiment 1; the effect in both cases is limited largely to the first single-stimulus trial of each visit. Analysis of the results of Experiment 2, like the analysis of the results of Experiment 1, yielded a significant effect of preceding amount of reward, F(l, 7) = 29.75, p = .0010, and a significant interaction of Preceding Amount x Trials, F(2, 14) = 6.32, p = .0111. Figure 7 , in which the Trial 1 latencies of Experiment 2 are plotted over blocks of visits, closely resembles the corresponding Figure 3 for Experiment 1 and indicates again that the effect is present from the first block of visits. There is no evidence, then, of associative control by preceding amount of reward.
Discussion
The extinction results of Experiment 1, in which the number of reinforced trials for one of the groups was substantially greater than in the Bitterman (1988, 1989) experiments, lend further support to the equal-asymptote interpretation. There is now more direct evidence than before that differences in associative strength generated by the two different amounts of reward tend to disappear with continued training, in that the mean preferences for the 20-^1 target shown by the two groups in the extinction test were very close to those predicted from the theory. Unfortunately, however, our efforts to provide an explicit picture of the course of acquisition in training with the different amounts of reward came to nothing. Although the failure of the choice measure was correctly anticipated on the basis of Couvillon and Bitterman's model, there was reason to hope for success with latency of response. Latency does provide a useful measure of learning to shuttle back and forth between the two windows in which the animals are fed, but it proves to be insensitive, at least in the procedure we used, to differences in associative strength generated by the different amounts of reward. The almost identical results of Experiment 2 confirm the impression from the results of Experiment 1 that there is no prospective effect at all. One reason for the lack of a prospective effect may be that the portion of the flight path in which the properties of the target being approached are discriminable (the prospective portion) is relatively small. Another reason may be that the retrospective influence is so strong. The retrospective influence found in Experiment 1 and replicated in Experiment 2 is reminiscent of the doublerunway results for rats (McHose & Ludvigson, 1965) , although the determinants may be quite different; as to the determinants of the results for rats, there is certainly not much agreement. Slower responding in honeybees after the consumption of 20 ^1 as compared with 5 iA of sucrose solution is perhaps due to motivational decrement, but the simplest explanation may be a purely mechanical one, which is that the bees are slowed by the weight of sucrose in the crop. An experiment in our situation with a 5-/J drop on each trial promises to provide a fairly precise plot of the relation of latency to amount ingested, which will be of interest to students of foraging (cf. Schmidt-Hempel, 1986) .
Despite the alternating schedule of reinforcement, the retrospective effect of Experiment 2 seemed to have no associative component. From the results of Experiment 2 alone, it might be argued that the Trial 1 latency difference reflects at least in part some sequential learning that is obscured on subsequent trials by a performance ceiling, but the almost identical results of Experiment 1, in which magnitude of reward was unpredictable from one trial to the next, rules out that interpretation. As has already been argued, representational theory requires that the sensory aftereffects of different amounts of reward be discriminable, although that interpretation is not contradicted by the lack of evidence of differential conditioning in our experiments. We can say now only that there still is no need for a representational assumption.
Although honeybees can be trained to discriminate the presence versus absence of a 20-/J drop of sucrose or even, under special circumstances, of a 5-^1 drop (Walker, Lee, & Bitterman, 1990) , there was no evidence in Experiment 2 of visual discrimination between drops of the two sizes. In Experiment 1, in which target color and size of drop were correlated, there was a significant preference for the target that contained the larger drop, but there was no such preference in Experiment 2, in which the two targets were of the same color. These results suggest that the acquired preference of honeybees for targets on which 20-/tl drops of sucrose are found as compared with targets on which 5-/ul drops of sucrose are found is based not on the visual properties of the drops but on their ingestive properties alone. Other evidence that distinguishes between visual size and reinforcement value has been reported: Honeybees without special training fail to discriminate between identical targets of which one contains a 5-fil drop of sucrose and the other nothing (Walker et al., 1990 ), but we ourselves have found in as yet unpublished experiments that a preference develops rapidly when the two targets are different in color. Unlike concentration of sucrose, which is detected on initial contact, amount of sucrose is detected only as ingestion is prolonged, and its role in learning may prove to be unique for that reason. Needless to say, however, very little still is known even about the role of concentration in the learning of honeybees.
