Abstract. This paper concerns the Lateral Gene Transfer Problem. This minimization problem, defined by Hallet and Lagergren [6] , is that of finding the most parsimonious lateral gene transfer scenario for a given pair of gene and species trees. Our main results are the following:
Introduction
A fundamental problem in the field of evolutionary molecular biology is that of inferring information on the evolutionary relationships between taxa from a given set of gene trees (i.e., an evolutionary model for a set of gene families). The underlying assumption is that gene families evolve in the same way as species; therefore a gene tree should determine the species tree. Unfortunately, there are a number of biological events, such as gene duplications, gene losses and lateral gene transfers (also called horizontal gene transfers) (e.g., see [5, 9] ) that may occur during evolution and that generate "differences" between a gene and a species tree. For these reasons, a single gene tree is usually not sufficient to reliably build the species trees, but it is necessary to consider a set a gene families to perform the construction. Since the gene trees may contain contradictory information, a natural problem that arises is that of reconciling the different gene trees into a single species tree. Such a reconciliation process can be naturally formulated as an optimization problem where the goal is to minimize the number of biological events necessary to explain the "disagreements" between the gene trees and the species tree.
Several models have been proposed to solve the reconciliation problem. Each of these models is based on the assumption that only a restricted class of genomic events may occur. Here we focus on the so-called lateral gene transfer model defined by Hallett and Lagergren [6] . According to this model, all differences between the gene and the species trees are explained in terms of lateral gene transfer events. A lateral gene transfer is an event that causes some portion of the evolution represented by an arc in the gene tree to occur along one arc in the species tree, and the remaining portion of evolution to occur along another arc of the species tree. We say that the lateral transfer occurs between these two arcs of the species tree and involves the arc from the gene tree. Given a gene tree T and a species tree S (which we assume to be correct), an interesting optimization problem is that of identifying a scenario that is able to explain the differences between the two trees with the minimum number of lateral transfers. We refer to this problem as the Lateral Gene Transfer Problem, in short as the LGT Problem.
In this paper we investigate efficient approximability issues of the LGT Problem. We consider both the special case of activity level one and the general case of activity level some α ≥ 1, and establish hardness of efficient approximation for both cases. More specifically, we will prove that, unless P=NP, no algorithm can achieve an approximation ratio smaller than 1 + ε for some constant ε > 0. By easy calculations we also provide explicit values of ε for the above claim. We also show that an upper bound on the cost of any 1-active lateral transfer scenario is given by n − 2 where n is the number of leaves in the gene tree, and show that this upper bound is tight by explicitly giving a pair of species and gene trees with this cost.
Basic Definitions and Notations
In the remaining sections we consider just rooted binary trees, i.e., trees where all vertices have out-degree at most two and all arcs are directed from the root to the leaves. Given a rooted tree T , we denote with V (T ) the set of vertices and with A(T ) the set of arcs. The leaves of T are denoted by L(T ) and the root by r(T ). We say that two distinct vertices v, v are children of u in T if u, v , u, v ∈ A(T ). We denote the left son of a vertex u ∈ V (T ) as ls T (u), the right son as rs T (u), and the parent of u as p T (u).
Let F be a rooted forest, that is, a union of disjoint rooted trees. If two vertices u, v ∈ V (F ) are connected by a directed path from u to v, then v is a descendent of u in F , and we write v ≤ F u (note that every node is a descendent of itself). If u = v, then v is a proper descendent of u in F ( < F ). Similarly, we can define ancestors ( ≥ F ) and proper ancestors ( > F ). Moreover, let T be a rooted tree and X ⊂ V (T ). Then T [X] denotes the forest of subtrees induced by X.
Let {t i : 1 ≤ i ≤ n} be a forest of non-empty rooted directed trees over a label set L. We use the notation T =≺ t 1 · t 2 · . . . · t n to represent the tree built by connecting the subtrees t i as shown in Figure 1 . As a shorthand, we allow the notation ≺
A mixed graph G is a graph where arcs may be both directed and undirected. We denote the set of directed arcs as A(G) and the undirected arcs, or edges, as E(G). ε(A) indicates the set of edges underlying A(G). Given a set of arcs A and a mixed graph G, we denote by G ∪ A the mixed graph with arcs A(G) ∪ A, egdes E(G), and vertices V (G). Similarly is defined G ∪ E, where E is a set of edges. A directed mixed cycle is a cycle on a mixed graph that may contain both arcs and edges, and where the cycle can be traversed so that the direction of the arcs that are part of the cycle is respected. Given a graph G and an arc x, y ∈ A(G), we say that we subdivide arc x, y if we replace it with a path from x to y that doesn't traverse any vertex in V (G) \ {x, y}. We say that a graph H is a subdivision of a graph G, if H is obtained from G by subdividing some of the arcs in A(G) and adding new arcs between vertices in V (H) \ V (G).
Finally, a (1 + ε)-approximate solution (or simply an (1 + ε)-approximation) of a minimization problem is a solution with an objective value no larger than 1+ε times the value of the optimum, and an algorithm achieving such a solution is said to have an approximation ratio of at most 1 + ε.
Basic Concepts of the Evolutionary Model
In this section we define some basic concepts for the evolutionary model we consider. We will first briefly introduce the concepts of a gene tree and a species tree. We will then present the concept of least common ancestor mapping and define a reconciliation model based on lateral gene transfer events.
Consider a set I of N biological taxa. The model for their evolutionary history is a rooted full binary tree S, where each of the N leaves is uniquely labeled by one element from I, and each internal node is unlabeled. Such tree S is called a species tree. An internal node in a species tree is equivalently treated as a subset (or cluster ), which contains the labels of all leaves of the subtree rooted at that node. Thus, we can express the relation "m is a descendant of n" in set theory notation by m ⊂ n.
A gene tree T is a model for the evolution of a gene family. It is a rooted full binary tree where the internal nodes are unlabeled and the leaves are labeled by elements from I. As opposed to a species tree, labels in a gene tree may not be unique. In this case, internal nodes are represented by a multiset 
as a correspondence between nodes of the gene tree T and nodes of the species trees S. For any node t ∈ T , λ T,S (t) is the least common ancestor of t in S, i.e., λ T,S (t) = lca S (t). The function λ T,S is known as the LCA mapping from T to S.
The Lateral Gene Transfer Model
We are now ready to introduce the evolutionary model based on the concept of lateral gene transfers. This model was developed by Hallet and Lagergren [6] . It assumes a simplified evolutionary process where the only biological events that can occur are the so-called lateral gene transfers. In this framework, a natural problem is that of finding the most parsimonious scenario that explains in a biologically meaningful way how, via these events, the differences between the gene tree and the species tree arose. The definition of lateral transfer scenario is based on the concept of lateral transfer scheme.
Definition 1. A lateral transfer scheme for a species tree S is a pair (S , A ) where S is a subdivision of S and
A ⊆ { x, y : x, y ∈ V (S ) \ V (S), x = y} such that:
the mixed graph S ∪ ε(A ) does not contain a directed mixed cycle. 2. the tail of each arc in A has in-degree 1 and out-degree 2 in S ∪ A . 3. the head of each arc in A has in-degree 2 and out-degree 1 in S ∪ A .
A lateral transfer scheme shows where the lateral transfers have occurred during evolution. The arcs in A represent the set of lateral transfers. Note that the first condition in Definition 1 ensures that the scheme for a species tree S respects the partial order of evolution implied by S. Clearly, this is a required property for the model.
A lateral transfer scheme is meaningful when combined to the notion of scenario. A scenario is a mapping of a gene tree into a subdivision of a species tree. This mapping describes how the gene tree has evolved by showing at which point of evolution lateral gene transfers have occurred. In order for a scenario to be biologically meaningful, it must satisfy the conditions stated in the definition below.
An important parameter for this model is the activity level α. The parameter α measures the number of genes that are allowed to be simultaneously active in the genome of a taxa. Roughly speaking, an α-active scenario permits at most α copies of a gene to be mapped to the same ancestral taxon. In previous models, the presence of multiple copies of a gene was always assumed to be caused by a gene duplication event. The notion of acitivity level in a lateral transfer scenario overcomes this restriction, by postulating that this multiplicity may be generated by lateral transfer events alone.
We will first give the definition for the special case of 1-activity, and then state the definition for the general α-active case where α ≥ 1.
Definition 2. A 1-active lateral transfer scenario (or 1-active scenario) for a species tree S and a gene tree T is a triple (S , A , g) where (S , A ) is a lateral transfer scheme for S and g
is a function such that:
, and
The cost of a 1-active scenario (S , A , g) w.r.t. T is given by |A |.

Definition 3. A lateral transfer scenario (or scenario) for a species tree S and a gene tree T is a triple (S , A , g) where (S , A ) is a lateral transfer scheme for S and g
T [g(r(S ))] is connected and r(T ) ∈ g(r(S )).
if v 1 and v
t. T is given by:
) be a scenario for S and T . We say that an arc of T is invloved into a lateral transfer if it belongs to the following set:
, where x, y ∈ A }
Problem Definitions
In this paper we investigate the following optimization problems:
1-active LGT Problem
Instance: A species tree S and a gene tree T , such that L(T ) ⊆ L(S). Goal : Find a 1-active lateral transfer scenario for S and T with minimum cost.
α-active LGT Problem
Instance: A species tree S and a gene tree
Goal : Find an α-active lateral transfer scenario for S and T with minimum cost.
Note that one can easily convert the above optimization problems into their decision version by having an extra integer τ as input and requiring the minimum cost to be ≤ τ . We call the decision versions of these problems the 1-active τ -
LGT Problem and α-active τ -LGT Problem respectively. It was shown in [7] that the α-active τ -LGT Problem is NP-complete.
Inapproximability Reductions: Key Concepts and Results
In [10] Papadimitriou and Yannakakis defined the class of MAX-SNP optimization problems and a special approximation-preserving reduction, the so-called L-reduction, that can be used to show MAX-SNP-hardness of an optimization problem. The version of the L-reduction that we provide below is a slightly modified but equivalent version that appeared in [4] . An optimization problem is MAX-SNP-hard if any problem in MAX-SNP Lreduces to that problem. If this problem is also in MAX-SNP, then it is MAX-SNP-complete. The importance of proving MAX-SNP-hardness results comes from a result proved by Arora et al. [1] which shows that, assuming P =NP, for every MAX-SNP-hard problem there exists a constant ε > 0 such that no polynomial time algorithm can achieve an approximation ratio better than 1 +ε. 
Precise Statements of Our Results
Theorem
Hardness of Approximation of 1-Active LGT PROBLEM (Proof of Theorem 1(a))
In the following we will show that Max-2Sat-B L-reduces to the 1-active LGT Problem. Max-2Sat-B is the variation of Max-2Sat where the number of occurrences of each variable is bounded by a constant B. It is known from [2] that Max-2Sat-B is MAX-SNP-complete for B ≥ 3; thus the existence of an L-reduction will imply the result. Let X = {X 1 , . . . , X n } be a set of n variables and let Φ = (C 1 , . . . , C m ) be a formula in 2-CNF, where each clause C i is on two variables from X and where the number of occurrences of each variable is bounded by a constant B. We will refer to the j th variable in the i th clause as literal C i,j . The goal of
Max-2Sat-B is to find a truth assignment on X that maximizes the number of satisfied clauses. Given an instance of Max-2Sat-B, we will now exhibit how to build an instance of the 1-active LGT Problem such that Conditions 1 and 2 of Definition 4 are satisfied. In other words, we will construct a gene tree T and a species tree S from Φ and prove that this transformation is an L-reduction. Our construction of T and S from Φ is taken from the NP-completeness proof given in [7] . The only difference is that in our case the index j in C i,j ranges between 1 and 2, rather than 1 and 3 (their reduction is from 3Sat). A detailed description of this procedure is here omitted.
An important parameter used in the following proof is τ , defined as τ = 9m + 6k, where
, since the maximum number of occurrences is bounded by B for each variable in Φ; hence, τ ≤ γm, where γ = 9 + 6B(B − 1). Also, let τ + = τ + m + 1. To ease our presentation, we will adopt the same notation used in [7] throughout the rest of the proof.
Let Ψ be a truth assignment on the variable set X, i.e. Ψ : X i −→ {true, false}, for every i = 1, . . . , n. We show that there is a correspondence between truth assignments on Φ and scenarios for T and S. The proof of the following claim is omitted due to page limits.
Claim 1. Given a truth assignment Ψ on Φ that satisfies ρ clauses, ρ ≤ m, it is always possible to build in polynomial time a 1-active lateral transfer scenario for T and S with cost τ + (m − ρ).
It is now easy to show that the first condition of Definition 4 is satisfied. Starting from an optimal truth assignment Ψ OP T that satisfies OP T Φ clauses from Φ, by Claim 1 we can build a 1-active scenario of cost τ + (m − OP T Φ ). If we denote by OP T T,S the cost of the optimal scenario on T and S, then OP T T,S ≤ τ + (m − OP T Φ ) ≤ (γ + 1)m. Moreover, it is not hard to see that a random truth assignment satisfies each clause with probability 3/4, and hence it is not hard to find (even deterministically) an assignment OP T Φ that satisfies 3m/4 clause (e.g., see [8] ). Thus, without loss of generality we may assume that
OP T Φ ≥ 3m/4. By combining the two inequalities we have OP T T,S ≤ a · OP T Φ , where a =
4(γ+1) 3
. This completes the first part of the proof. Lets now verify the second condition. Suppose we are given a 1-active lateral transfer scenario for T and S of cost c . We can assume without loss of generality that c ≤ τ + m, otherwise we could choose any scenario built from an arbitrary assignment to replace the given one. Observe that Claims 1-8 in [7] are true for the given scenario, while Claim 9 in [7] must be slightly modified to fit our construction. This is the modified result:
Claim 2. [7] In any 1-active scenario for T and S, at least one element of
X i = {r(T i,j ) : 1 ≤ j ≤ 2} is
the tail of an arc involved in a lateral transfer, for every i. This requires ≥ m lateral transfers.
Proof. Follows from the observation that, by the 1-activity conditions, only one element from X i may be mapped to r(B Si ). ❑ Note that Claims 1-8 in [7] together with Claim 2 imply that a lower bound on the cost of any lateral transfer scenario for T and S is equal to τ . We now show that, starting from the given scenario, it is always possible to build in polynomial time a new scenario of cost ≤ c , which induces a consistent truth assignment on Φ. This new scenario and its induced truth assignment will satisfy Condition 2 of Definition 4 with b = 1.
Let X v be a variable from the variable set X and
We say that a literal C i,j is well-assigned if the corresponding gene subtreẽ T i,j has exactly two arcs involved in lateral transfers. This implies that either lca T (c i,j , d i,j ) ∈ g(lca S (c i,j , d i,j )) or lca T (c i,j , d i,j ) ∈ g(lca S (a i,j , b i,j ) ).
We also say that literal C i,j is inconsistent with respect to C i ,j if one of the two following conditions holds:
Let I i,j be the set of all literals that are inconsistent w.r.t. C i,j and i i,j = |I I,J |. Proof. By Claims 7 and 8 in [7] ,τ is a lower bound on the number of arcs in F v that are involved in lateral transfers. The first part of the claim follows immediately from the fact that for each non well-assigned literal C i,j at least three transfers are required forT i,j , that is an additional transfer for every literal w.r.t. the minimum scenario. Now suppose that C i,j ∈ Ω v is well-assigned, and assume that lca (c i,j , d i,j ) ), i.e. C i,j is true. Consider a second literal C i ,j ∈ Ω v that is inconsistent w.r.t. C i,j , and assume for example that C i,j = C i ,j . If C i ,j is not well-assigned, thenT i ,j has at least three arcs involved in lateral transfers. Conversely, if C i ,j is inconsistent and well-assigned, it is straightforward to verify that lca T (a i ,j , b i ,j ) ), since any different mapping would require more than two arcs fromT i,j involved in transfers. Moreover, the path from p T (b i ,j ) to a i ,j in T blocks the path from p S (β i ,j ,i,j ) to α i ,j ,i,j in S, where by blocks we mean that at least one vertex belonging to the path on T is mapped to a vertex from the path on S. Equally, the path from p T (d i,j ) to c i,j in T blocks the path from p S (δ i,j,i ,j ) to γ i,j,i ,j in S. Now, since both paths are blocked, for any valid scenario built under these assumptions at least three arcs in the subtree ε i ,j ,i,j must be involved in lateral transfers. An example of this case is given in figure 2 .
For the symmetric case where (c i ,j , d i ,j ) ), i.e. C i,j is false and C i ,j is true, a similar argument shows thatT i ,j or ε i,j,i ,j require at least three lateral transfers.
We can therefore conclude that in both cases at least seven arcs from the subtreesT i ,j , ε i,j,i ,j and ε i ,j ,i,j are involved in lateral transfers; that is, the given scenario requires on these subtrees at least one transfer more than the minimum scenario, which reaches the lower bound of six implied by Claims 7-8 in [7] . A similar reasoning establishes the same result for the cases where Hence, for every literal not consistently assigned w.r.t C i,j , at least one additional lateral transfer is required. Thus, ≥τ v + i i,j arcs of F v are involved in transfers. ❑
We will now describe a simple procedure to build a new scenario of cost ≤ c that is based on the given scenario as a starting point. Construct a truth assignment Ψ : X −→ {true, false} on Φ in the following way. For each variable X v , v = 1, . . . , n, check if there exists (can be done in linear time) some literal C i,j ∈ Ω v which is well-assigned. If this is the case, assign to X v the truth value read from (a i,j , b i,j ) . If no literal in Ω v is wellassigned, then assign to X v an arbitrary truth value. Now follow the procedure described in Claim 1 and build a scenario from Ψ . As a shorthand, call LT S I the given scenario and LT S F the new scenario built from Ψ .
We say that a clause C i is satisfied by a lateral transfer scenario on T and S if exactly one element from the set {r(T i,j ) | 1 ≤ j ≤ 2} is the tail of an arc involved in a lateral transfer. Clearly, this is true only if ∃j s.
LT S F has cost c a = τ + (m − ρ), where ρ is the number of clauses that Ψ satisfies. In other words, LT S F has a minimum number of transfers on all subtrees of S, except on the subtrees B Si corresponding to those clauses C i that are not satisfied by Ψ , where an additional lateral transfer (w.r.t. the minimum cost scenario on this tree) is required. Claims 1-8 in [7] and Claim 2 establish that τ is a lower bound for any valid scenario, hence c ≥ τ . Moreover, a clause that is not satisfied in LT S F can be satisfied by LT S I only by a non wellassigned literal C i,j (in the case where C i,j ∈ Ω v and X v is arbitrarily assigned) or by a literal which is inconsistent w.r.t. the chosen assignment Ψ (X v ). By Claim 3, this implies that LT S I has at least one lateral transfer more than the minimum scenario for each clause that is true in LT S I and false in LT S F . Hence, c ≥ τ + (m − ρ).
Therefore, given any scenario on S and T , we are able to build in polynomial time a new scenario of cost τ + (m − ρ) ≤ c which corresponds to a valid truth assignment on Φ that satisfies ρ clauses. The theorem follows.
Hardness of Approximation of the α-Active LGT PROBLEM (Proof of Theorem 2(a))
Once again, we L-reduce from Max-2Sat-B. Let T * and S * respectively be the gene and species tree of the α-active LGT Problem instance. Build T * and S * by following the procedure given in [7] . The details on this construction are here omitted. Starting from an optimal truth assignment Ψ OP T that satisfies OP T Φ clauses from Φ, first create a 1-active scenario on T and S by applying the construction described in Claim 1. Use this scenario to construct an α-active scenario for T * and S * as shown in [7] . . Consider now an α-active scenario for T * and S * of cost c * . We can assume w.l.o.g. that c * ≤ τ * + m; if this were not the case, any scenario built from an arbitrary truth assignment would do better, and we could use this scenario as a starting point. Notice that any α-active scenario requires at least α − 1 lateral transfers for subtrees T 1 , . . . , T α−1 and S * . Therefore, at most τ + m transfers are involved in the partial scenario for T and S * . By Claim 11 of [7] , the α-active scenario for T and S * induces a 1-active scenario for T and S of cost ≤ τ + m. It has been shown that any 1-active scenario for T and S of cost c induces a truth assignment on Φ that satisfies ρ clauses, where ρ is s.
. Thus, the the second condition of Definition 4 is satisfied with b = 1. This concludes our proof.
Hard Inapproximability Bounds (Proofs of Theorem 1(b) and Theorem 2(b))
Berman and Karpinski [3] proved that it is NP-hard to approximate Max-2Sat-3 to within a factor 2012/2011−κ, for every κ > 0. The following result from [10] allows us to compute approximation ratios that are NP-hard to achieve for the 1-active and α-active LGT Problem from that of Max-2Sat-3. Proposition 1 can be stated equivalently as follows: if approximating Π to within an approximation ratio smaller than 1 + ε is NP-hard, then achieving an approximation ratio for Π smaller than 1 + ε/(ab) is also NP-hard.
Consider the L-reduction for the 1-active case. We have a = 40+24B(B−1) 3 , which implies a = 184/3 for B = 3, and b = 1. It follows that, for the 1-active
LGT Problem it is NP-hard to achieve an approximation ratio of 370027/370024 − κ, for every κ > 0.
Similarly, for the α-active case, a =
, which implies a = 188/3 for B = 3, and b = 1. This shows that it is NP-hard to approximate the α-active LGT Problem to within a factor of 378071/378068 − κ, for every κ > 0. (i)
(ii) Fig. 3 . An example of scenario built from the construction procedure illustrated below. (i) is the gene tree and (ii) the scenario built on the species tree. The dashed arcs are the lateral transfers. Here, {b1b2} ∈ g(x1), {b3b4} ∈ g(x2), {b1b2b3b4} ∈ g(x3) and g(x4), {b5} ∈ g(x5) and g(x6), r(T ) ∈ g(r(S)). Note that this isn't the minimum scenario.
Upper Bound of Cost of 1-Active Scenario (Proof of Lemma 1)
We first describe a procedure to build a 1-active scenario of cost n − 2 for any given gene and species trees. Let T be a gene tree and S be a species tree that satisfy L(T ) = L(S). We order the internal vertices (i.e. all vertices except the leaves) of T , by imposing the ordering produced by a post-order traversal on the subtree of T containing the internal nodes only. Recall that a post-order traversal processes all vertices of a tree by recursively visiting all subtrees, then finally processing the root. Let {a 1 , a 2 , . . . , a n−1 } be the ordered sequence of internal vertices, where a n−1 is the root of T .
In the following description we will slightly abuse of notation, by applying the concepts of parent and children to nodes of S . In this context, p S (v), where v ∈ V (S ) has in-degree one, denotes the tail of v's unique incoming arc; ls S (v) and rs S (v), where v ∈ V (S ) ∩ V (S), respectively refer to the nodes of S that are first in the paths from v to ls S (v) and from v to rs S (v). We will now build a scenario (S , A , g) for T and S by creating the following lateral transfers: -from arc p S (g −1 (ls T (a i ))), g −1 (ls T (a i )) to arc p S (g −1 (rs T (a i ))), g −1 (rs T (a i )) , involving a i , rs T (a i ) from T, for every i from 1 to n − 2. Note that the post-ordering ensures that both children of a i have been processed when vertex a i is considered, hence g −1 (rs T (a i )) and g −1 (rs T (a i )) are defined. Also, observe that all lateral transfer in this scenario are incident on arcs of S that connect parents to leaves. Now, let b = lca S (g −1 (ls T (r(T )), g −1 (ls T (r(T ))), and for all vertices v i belonging to the path connecting ls S (b) to g −1 (ls T (r(T )), place ls T (r(T ) ∈ g(v i ). Similarly, for all vertices u i belonging to the path connecting rs S (b) to g −1 (rs T (r(T )), place rs T (r(T ) ∈ g(u i ). Finally, map all vertices in the path from the root of S to b, to the root of T .
It is straightforward to verify that the resulting scenario does not contain mixed cycles, since all transfers are non-intersecting by construction. In addition, all conditions from Definition 2 are satisfied, hence the procedure yields a valid 1-active scenario. It is also easy to see that the running time of this algorithm is linear in the size of the trees.
We now show that this upper bound is tight by giving a simple example of a gene tree and a species tree that require at least n − 2 lateral transfers for any 1-active scenario.
Let L be the set of labels {a i : 1 ≤ i ≤ n}, where n is a positive constant. Consider the gene tree T and species tree S shown in figure 4 , both over the same set of labels L:
