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GENERATING SERIES OF THE POINCARE´ POLYNOMIALS OF
QUASIHOMOGENEOUS HILBERT SCHEMES
A. BURYAK AND B. L. FEIGIN
Abstract. In this paper we prove that the generating series of the Poincare´ polynomials of
quasihomogeneous Hilbert schemes of points in the plane has a beautiful decomposition into an
infinite product. We also compute the generating series of the numbers of quasihomogeneous
components in a moduli space of sheaves on the projective plane. The answer is given in terms
of characters of the affine Lie algebra ŝlm.
1. Introduction
The Hilbert scheme (C2)[n] of n points in the plane C2 parametrizes ideals I ⊂ C[x, y] of
colength n: dimCC[x, y]/I = n. There is an open dense subset of (C
2)[n], that parametrizes the
ideals, associated with configurations of n distinct points. The Hilbert scheme of n points in
the plane is a nonsingular, irreducible, quasiprojective algebraic variety of dimension 2n with
a rich and much studied geometry, see [11, 21] for an introduction.
The cohomology groups of (C2)[n] were computed in [6] and we refer the reader to the papers
[5, 15, 16, 19, 24] for the description of the ring structure in the cohomology H∗((C2)[n]).
There is a (C∗)2-action on (C2)[n] that plays a central role in this subject. The algebraic
torus (C∗)2 acts on C2 by scaling the coordinates, (t1, t2) · (x, y) = (t1x, t2y). This action lifts
to the (C∗)2-action on the Hilbert scheme (C2)[n].
Let Tα,β = {(t
α, tβ) ∈ (C∗)2|t ∈ C∗}, where α, β ≥ 1 and gcd(α, β) = 1, be a one dimensional
subtorus of (C∗)2. The variety
(
(C2)[n]
)Tα,β parametrizes quasihomogeneous ideals of colength
n in the ring C[x, y]. Irreducible components of
(
(C2)[n]
)Tα,β were described in [7]. Poincare´
polynomials of irreducible components in the case α = 1 were computed in [3]. For α = β = 1
it was done in [12].
For a manifold X let H∗(X) denote the homology group of X with rational coefficients. Let
Pq(X) =
∑
i≥0 dimHi(X)q
i
2 . The main result of this paper is the following theorem (it was
conjectured in [3]):
Theorem 1.1. ∑
n≥0
Pq
((
(C2)[n]
)Tα,β)
tn =
∏
i≥1
(α+β)∤i
1
1− ti
∏
i≥1
1
1− qt(α+β)i
.(1)
There is a standard method for constructing a cell decomposition of the Hilbert scheme(
(C2)[n]
)Tα,β using the Bialynicki-Birula theorem. In this way the Poincare´ polynomial of this
Hilbert scheme can be written as a generating function for a certain statistic on Young diagrams
of size n. However, it happens that this combinatorial approach doesn’t help in a proof of
Theorem 1.1. In fact, we get very nontrivial combinatorial identities as a corollary of this
theorem, see Section 1.1.
We can describe the main geometric idea in the proof of Theorem 1.1 in the following way.
The irreducible components of
(
(C2)[n]
)Tα,β can be realized as fixed point sets of a C∗-action on
cyclic quiver varieties. Theorem 1.4 tells us that the Betti numbers of the fixed point set are
1
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equal to the shifted Betti numbers of the quiver variety. Then known results about cohomology
of quiver varieties can be used for a proof of Theorem 1.1.
In principle, Theorem 1.4 has an independent interest. However, there is another application
of this theorem. In [4] we studied the generating series of the numbers of quasihomogeneous
components in a moduli space of sheaves on the projective plane. Combinatorially we managed
to compute it only in the simplest case. Now using Theorem 1.4 we can give an answer in a
general case, this is Theorem 1.5. We show that it proves our conjecture from [4].
1.1. Combinatorial identities. Here we formulate two combinatorial identities that follow
from Theorem 1.1. We denote by Y the set of all Young diagrams. For a Young diagram Y let
rl(Y ) = |{(i, j) ∈ Y |j = l}|,
cl(Y ) = |{(i, j) ∈ Y |i = l}|.
For a point s = (i, j) ∈ Z2≥0 let
lY (s) = rj(Y )− i− 1,
aY (s) = ci(Y )− j − 1,
see Figure 1. Note that lY (s) and aY (s) are negative, if s /∈ Y .
s ♠ ♠
♥
♥
♥
aY (s) = number of ♥
lY (s) = number of ♠
Y
Figure 1.
The number of boxes in a Young diagram Y is denoted by |Y |.
Theorem 1.2. Let α and β be two arbitrary positive coprime integers. Then we have∑
Y ∈Y
q♯{s∈Y |αl(s)=β(a(s)+1)}t|Y | =
∏
i≥1
(α+β)∤i
1
1− ti
∏
i≥1
1
1− qt(α+β)i
.
In the case α = β = 1 another identity can be derived from Theorem 1.1. The q-binomial
coefficients are defined by [
M
N
]
q
=
M∏
i=1
(1− qi)
N∏
i=1
(1− qi)
M−N∏
i=1
(1− qi)
.
By P we denote the set of all partitions. For a partition λ = (λ1, λ2, . . . , λr), λ1 ≥ λ2 ≥ . . . ≥ λr,
let |λ| =
∑r
i=1 λi.
Theorem 1.3. ∑
λ∈P
∏
i≥1
[
λi − λi+2 + 1
λi+1 − λi+2
]
q
t
λ1(λ1−1)
2
+|λ| =
∏
i≥1
1
(1− t2i−1)(1− qt2i)
.
Here for a partition λ = (λ1, λ2, . . . , λr), λ1 ≥ λ2 ≥ . . . ≥ λr, we adopt the convention
λ>r = 0.
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1.2. Cyclic quiver varieties. Quiver varieties were introduced by H. Nakajima in [20]. Here
we review the construction in the particular case of cyclic quiver varieties. We follow the
approach from [22].
Let m ≥ 2. We fix vector spaces V0, V1, . . . , Vm−1 and W0,W1, . . . ,Wm−1 and we denote by
v = (dimV0, . . . , dimVm−1), w = (dimW0, . . . , dimWm−1) ∈ Z
m
≥0.
the dimension vectors. We adopt the convention Vm = V0. Let
M(v, w) =
(
m−1⊕
k=0
Hom(Vk, Vk+1)
)
⊕
(
m−1⊕
k=0
Hom(Vk, Vk−1)
)
⊕
(
m−1⊕
k=0
Hom(Wk, Vk)
)
⊕
(
m−1⊕
k=0
Hom(Vk,Wk)
)
.
The group Gv =
m−1∏
k=0
GL(Vk) acts on M(v, w) by
g · (B1, B2, i, j) 7→ (gB1g
−1, gB2g
−1, gi, jg−1).
The map µ : M(v, w)→
m−1⊕
k=0
Hom(Vk, Vk) is defined as follows
µ(B1, B2, i, j) = [B1, B2] + ij.
Let
µ−1(0)s =
{
(B, i, j) ∈ µ−1(0)
∣∣∣ if a collection of subspaces Sk ⊂ Vkis B-invariant and contains Im(i), then Sk = Vk } .
The action of Gv on µ
−1(0)s is free. The quiver variety M(v, w) is defined as the quotient
M(v, w) = µ−1(0)s/Gv,
see Figure 2.
The variety M(v, w) is irreducible (see e.g.[22]).
We define the (C∗)2 × (C∗)m-action on M(v, w) as follows:
(t1, t2, ek) · (B1, B2, ik, jk) = (t1B1, t2B2, e
−1
k ik, t1t2ekjk).
1.3. C∗-action on M(v, w). In this section we formulate Theorem 1.4 that is a key step in the
proofs of Theorems 1.1 and 1.5.
Let α and β be any two positive coprime integers, such that α + β = m. Define the in-
tegers λ0, λ1, . . . , λm−1 ∈ [−(m − 1), 0] by the formula λk ≡ −αk mod m. We define the
one-dimensional subtorus T˜α,β ⊂ (C
∗)2 × (C∗)m by
T˜α,β = {(t
α, tβ, tλ0 , tλ1 , . . . , tλm−1) ∈ (C∗)2 × (C∗)m|t ∈ C∗}.
For a manifold X we denote by HBM∗ (X) the homology group of possibly infinite singular
chains with locally finite support (the Borel-Moore homology) with rational coefficients. Let
PBMq (X) =
∑
i≥0
dimHBMi (X)q
i
2 .
Theorem 1.4. The fixed point set M(v, w)T˜α,β is compact and
PBMq (M(v, w)) = q
1
2
dimM(v,w)Pq
(
M(v, w)T˜α,β
)
.
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V0
Vm−1
Vm−2 V2
V1
W0
Wm−1
Wm−2 W2
W1
B1
B2
B1
B2
B1
B2
B1
B2
j i
j
i
j
ij
i
j
i
Figure 2. Cyclic quiver variety M(v, w)
1.4. Quasihomogeneous components in the moduli space of sheaves. Here we formu-
late our result that relates the numbers of quasihomogeneous components in a moduli space of
sheaves with characters of the affine Lie algebra ŝlm.
The moduli space M(r, n) is defined as follows (see e.g.[21]):
M(r, n) =
{
(B1, B2, i, j)
∣∣∣∣∣
1)[B1,B2]+ij=0
2)(stability) There is no subspace
S ( Cn such that Bα(S) ⊂ S (α = 1, 2)
and Im(i) ⊂ S
}/
GLn(C),
where B1, B2 ∈ End(C
n), i ∈ Hom(Cr,Cn) and j ∈ Hom(Cn,Cr) with the action of GLn(C)
given by
g · (B1, B2, i, j) = (gB1g
−1, gB2g
−1, gi, jg−1),
for g ∈ GLn(C).
The variety M(r, n) has another description as the moduli space of framed torsion free
sheaves on the projective plane, but for our purposes the given definition is better. We refer
the reader to [21] for details. The variety M(1, n) is isomorphic to (C2)[n] (see e.g.[21]).
Define the (C∗)2 × (C∗)r-action on M(r, n) by
(t1, t2, e) · [(B1, B2, i, j)] = [(t1B1, t2B2, ie
−1, t1t2ej)].
Consider two positive coprime integers α and β and a vector
~ω = (ω1, ω2, . . . , ωr) ∈ Z
r
such that 0 ≤ ωi < α + β. Let T
~ω
α,β be the one-dimensional subtorus of (C
∗)2 × (C∗)r defined
by
T ~ωα,β = {(t
α, tβ, tω1, tω2 , . . . , tωr) ∈ (C∗)2 × (C∗)r|t ∈ C∗}.
In [4] we studied the numbers of the irreducible components ofM(r, n)T
~ω
α,β and found an answer
in the case α = β = 1. Now we can solve the general case.
We define the vector ~ρ = (ρ0, ρ1, . . . , ρα+β−1) ∈ Z
α+β
≥0 by ρi = ♯{j|ωj = i} and the vector
~µ ∈ Zα+β≥0 by µi = ρ−iα mod α+β.
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Let Ek, Fk, Hk, k = 1, 2, . . . , α + β, be the standard generators of ŝlα+β. Let V be the irre-
ducible highest weight representation of ŝlα+β with the highest weight ~µ. Let x ∈ V be the high-
est weight vector. We denote by Vp the vector subspace of V generated by vectors Fi1Fi2 . . . Fipx.
The character χ~µ(q) is defined by
χ~µ(q) =
∑
p≥0
(dimVp)q
p.
We denote by h0(X) the number of connected components of a manifold X .
Theorem 1.5. ∑
n≥0
h0
(
M(r, n)T
~ω
α,β
)
qn = χ~µ(q).
In [14] the authors found a combinatorial formula for characters of ŝlm in terms of Young
diagrams with certain restrictions. In [8] the same combinatorics is used to give a formula
for certain characters of the quantum continuous gl∞. Comparing these two combinatorial
formulas it is easy to see that Conjecture 1.2 from [4] follows from Theorem 1.5.
Remark 1.6. There is a small mistake in Conjecture 1.2 from [4]. The vector ~a′ = (a′0, a
′
1, . . . , a
′
α+β−1)
should be defined by a′i = a−αi mod α+β. The rest is correct.
1.5. Organization of the paper. We prove Theorem 1.4 in Section 2. Then using this result
we prove Theorem 1.1 in Section 3. In Section 4 we derive the combinatorial identities as a
corollary of Theorem 1.1. Finally, using Theorem 1.4 we prove Theorem 1.5 in Section 5.
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2. Proof of Theorem 1.4
In this section we prove Theorem 1.4. The Grothendieck ring of quasiprojective varieties is
a useful technical tool and we remind its definition and necessary properties in Section 2.1.
2.1. Grothendieck ring of quasiprojective varieties. The Grothendieck ring K0(νC) of
complex quasiprojective varieties is the abelian group generated by the classes [X ] of all complex
quasiprojective varieties X modulo the relations:
(1) if varieties X and Y are isomorphic, then [X ] = [Y ];
(2) if Y is a Zariski closed subvariety of X , then [X ] = [Y ] + [X\Y ].
The multiplication in K0(νC) is defined by the Cartesian product of varieties: [X1] · [X2] =
[X1 ×X2]. The class [A
1
C] ∈ K0(νC) of the complex affine line is denoted by L.
We need the following property of the ring K0(νC). There is a natural homomorphism of
rings θ : Z[z]→ K0(νC), defined by θ(z) = L. This homorphism is an inclusion (see e.g.[17]).
2.2. Proof of Theorem 1.4. Let r =
∑m−1
i=0 θi. For an arbitrary ~ν ∈ Z
r let Γ~να,β ⊂ T
~ν
α,β be
the subgroup of roots of 1 of degree m. Let
~θ = (0, . . . , 0︸ ︷︷ ︸
w0 times
, λ1, . . . , λ1︸ ︷︷ ︸
w1 times
, . . . , λm−1, . . . , λm−1︸ ︷︷ ︸
wm−1 times
) ∈ Zr
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Lemma 2.1. 1. We have the following decomposition into irreducible components
M(r, n)Γ
~θ
α,β =
∐
v∈Zm≥0∑
vk=n
M(v, w).(2)
2.The T
~θ
α,β-action on the left-hand side of (2) corresponds to the T˜α,β-action on the right-hand
side of (2).
Proof. Let Γm be the group of roots of unity of degree m. By definition, a point [(B1, B2, i, j)] ∈
M(r, n) is fixed under the action of Γ
~θ
α,β if and only if there exists a homomorphism λ : Γm →
GLn(C) satisfying the following conditions:
ζαB1 = λ(ζ)
−1B1λ(ζ),
ζβB2 = λ(ζ)
−1B2λ(ζ),(3)
i ◦ diag(ζθ1, ζθ2, . . . , ζθr)−1 = λ(ζ)−1i,
diag(ζθ1, ζθ2, . . . , ζθr) ◦ j = jλ(ζ),
where ζ = e
2π
√−1
m . Suppose that [(B1, B2, i, j)] is a fixed point. Then we have the weight
decomposition of Cn with respect to λ(ζ), i.e. Cn =
⊕
k∈Z/mZ V
′
k , where V
′
k = {v ∈ C
n|λ(ζ) ·
v = ζkv}. We also have the weight decomposition of Cr, i.e. Cr =
⊕
k∈Z/mZW
′
k, where
W ′k = {v ∈ C
r|diag(ζθ1, . . . , ζθr) · v = ζkv}. From conditions (3) it follows that the only
components of B1, B2, i and j that might survive are:
B1 : V
′
k → V
′
k−α,
B2 : V
′
k → V
′
k−β,
i : W ′k → V
′
k ,
j : V ′k → W
′
k.
Let us denote V ′−αk mod m by Vk and W
′
−αk mod m by Wk. Then the operators B1, B2, i, j act as
follows: B1,2 : Vk → Vk±1, i : Wk → Vk, j : Vk →Wk. The first part of the lemma is proved. The
second part of the lemma easily follows from the proof of the first part and from the definition
of the T˜α,β-action. 
In [4] it is proved that the varietyM(r, n)T
~θ
α,β is compact. Therefore, M(v, w)T˜α,β is compact.
We denote byM(r, n)
Γ
~θ
α,β
v the irreducible component ofM(r, n)
Γ
~θ
α,β corresponding toM(v, w).
Let M(r, n)
T
~θ
α,β
v =
(
M(r, n)
Γ
~θ
α,β
v
)T ~θα,β
. We denote by Iv the set of irreducible components of
M(r, n)
T
~θ
α,β
v and let M(r, n)
T
~θ
α,β
v =
∐
i∈Iv
M(r, n)
T
~θ
α,β
v,i be the decomposition into the irreducible
components. We define the sets Cv,i by
Cv,i =
{
z ∈M(r, n)
Γ
~θ
α,β
v
∣∣∣∣∣ limt→0,t∈T ~θα,β tz ∈M(r, n)T
~θ
α,β
v,i
}
.
Lemma 2.2. 1) The sets Cv,i form a decomposition of M(r, n)
Γ
~θ
α,β
v into locally closed subvari-
eties.
2) The subvariety Cv,i is a locally trivial bundle over M(r, n)
T
~θ
α,β
v,i with an affine space as a fiber.
QUASIHOMOGENEOUS HILBERT SCHEMES 7
Proof. The lemma follows from the results of [1, 2]. The only thing that we need to check is
that the limit lim
t→0,t∈T
~θ
α,β
tz exists for any z ∈M(r, n)
Γ
~θ
α,β
v .
Consider the varietyM0(r, n) from [23]. It is defined as the affine algebro-geometric quotient
M0(r, n) = {(B1, B2, i, j)|[B1, B2] + ij = 0}//GLn(C).
It can be viewed as the set of closed orbits in {(B1, B2, i, j)|[B1, B2] + ij = 0}. There is
a morphism π : M(r, n) → M0(r, n). It maps a point [(B1, B2, i, j)] ∈ M(r, n) to the unique
closed orbit that is contained in the closure of the orbit of (B1, B2, i, j) in {(B1, B2, i, j)|[B1, B2]+
ij = 0}. The (C∗)2 × (C∗)r-action on M0(r, n) is defined in the same way as on M(r, n). The
variety M0(r, n) is affine and the morphism π is projective and equivariant (see e.g.[23]).
By [18], the coordinate ring ofM0(r, n) is generated by the following two types of functions:
a) tr(BaNBaN−1 · · ·Ba1 : C
n → Cn), where ai = 1 or 2.
b) χ(jBaNBaN−1 · · ·Ba1i), where ai = 1 or 2, and χ is a linear form on End(C
r).
From the inequalities −m < θk ≤ 0 it follows that both types of functions have posi-
tive weights with respect to the T
~θ
α,β-action. Therefore, for any point z ∈ M0(r, n) we have
lim
t→0,t∈T
~θ
α,β
tz = 0. The morphism π is projective, so the limit lim
t→0,t∈T
~θ
α,β
tz exists for any
z ∈M(r, n)
Γ
~θ
α,β
v . The lemma is proved. 
Denote by d+v,i the dimension of the fiber of the locally trivial bundle Cv,i →M(r, n)
T
~θ
α,β
v,i .
Lemma 2.3. The dimension d+v,k doesn’t depend on k ∈ Iv and is equal to
d+v,k =
1
2
dimM(v, w).
Proof. The set of fixed points of the (C∗)2×(C∗)r-action onM(r, n) is finite and is parametrized
by the set of r-tuples D = (D1, D2, . . . , Dr) of Young diagrams Di such that
∑r
i=1 |Di| = n
(see e.g.[23]).
Let p ∈ M(r, n)(C
∗)2×(C∗)r be the fixed point corresponding to an r-tuple D. Let R((C∗)2 ×
(C∗)r) = Z[t±11 , t
±1
2 , e
±1
1 , e
±1
2 , . . . , e
±1
r ] be the representation ring of (C
∗)2 × (C∗)r. Then the
weight decomposition of the tangent space TpM(r, n) of the variety M(r, n) at the point p is
given by (see e.g.[23])
TpM(r, n) =
r∑
i,j=1
eje
−1
i
∑
s∈Di
t
−lDj (s)
1 t
aDi (s)+1
2 +
∑
s∈Dj
t
lDi(s)+1
1 t
−aDj (s)
2
 .(4)
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For a computation of d+v,k we choose an arbitrary (C
∗)2 × (C∗)r-fixed point p in M(r, n)
T
~θ
α,β
v,k .
Let D be the corresponding r-tuple of Young diagrams. We have
d+v,k =
∑
i,j
♯
{
s ∈ Di
∣∣∣ θj−θi−αlDj (s)+β(aDi (s)+1)≡0 mod mθj−θi−αlDj (s)+β(aDi (s)+1)>0 }
+
∑
i,j
♯
{
s ∈ Dj
∣∣∣ θj−θi+α(lDi (s)+1)−βaDj (s)≡0 mod mθj−θi+α(lDi (s)+1)−βaDj (s)>0 }
=
∑
i,j
♯
{
s ∈ Di
∣∣∣ θj−θi−αlDj (s)+β(aDi (s)+1)≡0 mod mθj−θi−αlDj (s)+β(aDi (s)+1)>0 }
+
∑
i,j
♯
{
s ∈ Di
∣∣∣ θj−θi−αlDj (s)+β(aDi (s)+1)≡0 mod mθj−θi−αlDj (s)+β(aDi (s)+1)<m }
=
∑
i,j
♯
{
s ∈ Di|θj − θi − αlDj(s) + β(aDi(s) + 1) ≡ 0 mod m
}
+
∑
i,j
♯
{
s ∈ Di
∣∣∣ θj−θi−αlDj (s)+β(aDi (s)+1)≡0 mod m0<θj−θi−αlDj (s)+β(aDi (s)+1)<m } .
It is easy to see that the last sum is equal to zero, thus
d+v,k =
∑
i,j
♯
{
s ∈ Di|θj − θi − αlDj (s) + β(aDi(s) + 1) ≡ 0 mod m
}
.
On the other hand
dimM(r, n)
Γ
~θ
α,β
v =
=
∑
i,j
♯
{
s ∈ Di|θj − θi − αlDj(s) + β(aDi(s) + 1) ≡ 0 mod m
}
+
∑
i,j
♯
{
s ∈ Dj|θj − θi + α(lDi(s) + 1)− βaDj(s) ≡ 0 mod m
}
=2
∑
i,j
♯
{
s ∈ Di|θj − θi − αlDj(s) + β(aDi(s) + 1) ≡ 0 mod m
}
.
Hence d+v,k =
1
2
dimM(r, n)
Γ
~θ
α,β
v =
1
2
dimM(v, w). 
From Lemmas 2.2 and 2.3 it follows that[
M(r, n)
Γ
~θ
α,β
v
]
= L
1
2
dimM(v,w)
[
M(r, n)
T
~θ
α,β
v
]
.
Using the (C∗)2×(C∗)r-action it is easy to get a cell decomposition of the varietiesM(r, n)
Γ
~θ
α,β
v
and M(r, n)
T
~θ
α,β
v,k . Therefore[
M(r, n)
Γ
~θ
α,β
v
]
= PBMq
(
M(r, n)
Γ
~θ
α,β
v
)∣∣∣∣
q=L
,[
M(r, n)
T
~θ
α,β
v,k
]
= Pq
(
M(r, n)
T
~θ
α,β
v,k
)∣∣∣∣
q=L
.
The theorem is proved.
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3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. First of all, in Section 3.1 we remind the reader a
notion of a power structure over the Grothendieck ring K0(νC). This technique allows us to
simplify some combinatorial computations. Then in Section 3.2 we review standard combina-
torial constructions related to Young diagrams. In Section 3.3 we review a connection between
Hilbert schemes and quiver varieties and do an important step in the proof of Theorem 1.1.
Instead of considering the Tα,β-fixed point set in the Hilbert scheme (C
2)[n], we first look at the
fixed point set of a finite subgroup of Tα,β. Finally, in Section 3.4 we combine everything and
prove the theorem.
3.1. Power structure over K0(νC). In [10] there was defined a notion of a power structure
over a ring and there was described a natural power structure over the Grothendieck ring
K0(νC). This means that for a series A(t) = 1 + a1t + a2t
2 + . . . ∈ 1 + t · K0(νC)[[t]] and for
an element m ∈ K0(νC) one defines a series (A(t))
m ∈ 1 + t · K0(νC)[[t]] so that all the usual
properties of the exponential function hold. We also need the following property of this power
structure. For any i ≥ 1 and j ≥ 0 we have (see e.g.[10])
(1− Ljti)L = 1− Lj+1ti.(5)
3.2. Cores and quotients. In this section we review the well known construction of anm-core
and an m-quotient of a Young diagram.
The set Corem is defined as the set of Young diagrams Y such that for any box s ∈ Y we
have lY (s) + aY (s) + 1 6≡ 0 mod m. For a Young diagram Y let
wi(Y ) = ♯{(p, q) ∈ Y |p+ q ≡ i mod m}.
We remind the reader that we consider a Young diagram as a subset of Z2≥0. Let
Πm−1 =
{
λ = (λ0, λ1, . . . , λm−1) ∈ Z
m
∣∣∣∣∣
m−1∑
k=0
λk = 0
}
.
Define the map Ψ: Corem → Π
m−1 by
Corem ∋ Y 7→ (λ0, λ1, . . . , λm−1), λi = wi+1(Y )− wi(Y ).
The map Ψ is a bijection (see e.g.[13],Ch.2.7).
There is also a bijection (see e.g.[13],Ch.2.7.)
Φ: Y → Corem ×Y
m,Φ(Y ) = (Φ(Y )0,Φ(Y )1, . . . ,Φ(Y )m).
We don’t give a construction of this map, we will only list all necessary properties. The diagram
Φ(Y )0 is called the m-core of the diagram Y and the m-tuple (Φ(Y )1,Φ(Y )2, . . . ,Φ(Y )m) is
called the m-quotient. The bijection Φ has the following properties (see e.g.[13],Ch.2.7.):
|Y | = |Φ(Y )0|+m
m∑
i=1
|Φ(Y )i|;(6)
wi(Y ) = wi(Φ(Y )0) +
m∑
i=1
|Φ(Y )i|;(7)
♯{s ∈ Y |lY (s) + aY (s) + 1 ≡ 0 mod m} =
m∑
i=1
|Φ(Y )i|.(8)
10 A. BURYAK AND B. L. FEIGIN
3.3. Hilbert schemes and quiver varieties. For an ideal I ⊂ C[x, y] of codimension n let
V (I) = C[x, y]/I and B1, B2 ∈ GL(V (I)) be the operators of the multiplications by x and y
correspondingly. Let i : C → V (I) be the linear map that sends 1 ∈ C to the unit in C[x, y].
Define the map f : (C2)[n] →M(1, n) by I 7→ [(B1, B2, i, 0)]. This map is an isomorphism (see
e.g.[21]).
For integers µ and ν let Γν,µ be the finite subgroup of (C
∗)2 defined by
Γν,µ =
{
(ζjν, ζjµ) ∈ (C∗)2
∣∣∣∣ζ = exp(2πim
)}
.
It is clear that the isomorphism f transforms the Tα,β-action on (C
2)[n] to the T
~0
α,β-action on
M(1, n) and the Γα,β-action to the Γ
~0
α,β-action. Thus, by Lemma 2.1, we have(
(C2)[n]
)Γα,β
=
∐
v∈Zm≥0∑
vi=n
M(v, e0),
(
(C2)[n]
)Tα,β
=
∐
v∈Zm≥0∑
vi=n
M(v, e0)
T˜α,β ,(9)
where by e0 we denote the vector (1, 0, . . . , 0) ∈ Z
m
≥0. Until the end of this section we consider
a quiver variety M(v, e0) as a subset of M(1,
∑
vi) = (C
2)[
∑
vi].
The last factor C∗ of the product (C∗)2 × C∗ acts trivially on M(1, n), so now we start to
consider only the (C∗)2-action on M(1, n).
3.4. Proof of Theorem 1.1. For a vector v ∈ Zm≥0 let |v| =
∑m−1
i=0 vi. By (9) and Theorem 1.4,
we have ∑
n≥0
Pq
((
(C2)[n]
)Tα,β)
tn =
∑
v∈Zm≥0
q−
1
2
dimM(v,e0)PBMq (M(v, e0)) t
|v|.
If the variety M(v, e0) is nonempty, then (see e.g.[23])
dimM(v, e0) = 2v0 −
m−1∑
i=0
(vi − vi+1)
2.(10)
Here we follow the convention vm = v0. For λ ∈ Π
m−1 let
v0(λ) =
1
2
m−1∑
k=0
λ2k,
n(λ) = mv0(λ) +
m−2∑
k=0
(m− 1− k)λk.
Using these notations and formula (10) we get∑
v∈Zm≥0
q−
1
2
dimM(v,e0)PBMq (M(v, e0)) t
|v| =
=
∑
λ∈Πm−1
tn(λ)
∑
v∈Zm≥0
vi+1−vi=λi
PBMq (M(v, e0))
(
q−
1
m t
)m(v0−v0(λ))
.
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Lemma 3.1. For any λ ∈ Πm−1 we have∑
v∈Zm≥0
vi+1−vi=λi
PBMq (M(v, e0)) t
|v| =
tn(λ)∏
i≥1
(1− qitmi)m−1(1− qi+1tmi)
.
Before a proof of this lemma we introduce a new notation and prove two useful lemmas.
In the proof of Lemma 2.2 we used the morphism π : M(r, n) → M0(r, n). We have
M0(1, n) = S
n(C2) (see e.g.[21]). Slightly changing notations we denote now by π the morphism
M(1, n) → Sn(C2). It can be described explicitly as follows. Let [(B1, B2, i, j)] ∈ M(1, n).
We can make B1 and B2 simultaneously into upper triangular matrices with numbers λi and
µi on the diagonals. The morphism π is given by π(B1, B2, i, j) = {(λ1, µ1), . . . , (λn, µn)} (see
e.g.[21]).
It is useful to note that the subgroups Γα,β and Γ1,−1 of (C
∗)2 coincide, therefore
M(1, n)Γα,β =M(1, n)Γ1,−1.
For any Γ1,−1-invariant subset Z ⊂ C
2 and any vector λ ∈ Πm−1 let
HZ,λ(t) =
∑
v∈Zm≥0
vi+1−vi=λi
[
M(v, e0) ∩ π
−1(S |v|Z)
]
t|v|.
We denote by Cx the x-axis in the plane C
2.
Lemma 3.2. For any λ ∈ Πm−1 consider the unique diagram Yλ ∈ Corem such that Ψ(Yλ) = λ.
Then we have
HCx,λ(t) =
t|Yλ|∏
i≥1
(1− Litmi)m
.(11)
Proof. The set of fixed points of the (C∗)2-action on M(1, n) is parametrized by the set of
Young diagrams Y such that |Y | = n. Let p be the fixed point corresponding to a Young
diagram Y , then, by (4), we have
Tp(M(1, n)) =
∑
s∈Y
(
t
−lY (s)
1 t
aY (s)+1
2 + t
lY (s)+1
1 t
−aY (s)
2
)
.(12)
We choose γ ≫ 1 and for each point p ∈M(v, e0)
(C∗)2 we define the attracting set Cp as follows
Cp = {z ∈M(v, e0)| limt→0,t∈T1,−γ tz = p}.
Clearly, if z ∈ Cx, then limt→0,t∈T1,−γ tz = 0, and if z ∈ C
2\Cx, then tz goes to infinity. By
[1, 2], the sets Cp form a cell decomposition of M(v, e0) ∩ π
−1(S |v|Cx). Using (12) we obtain[
M(v, e0) ∩ π
−1(S |v|Cx)
]
=
∑
Y ∈Y
wi(Y )=vi
L♯{s∈Y |lY (s)+aY (s)+1≡0 mod m}.(13)
The formula (11) follows from (13) and properties (6),(7) and (8). 
Lemma 3.3. For any Y ∈ Corem we have |Y | = n(Ψ(Y )).
Proof. Consider the quiver varietyM(w(Y ), e0). From the properties of the bijection Φ it follows
that if Y ′ is a Young diagram such that |Y ′| = |Y | and w(Y ) = w(Y ′), then Y ′ = Y . Thus,
the (C∗)2-fixed point set in M(w(Y ), e0) consists of only one point. Using the Bialynicki-Birula
theorem we can construct a cell decomposition of M(w(Y ), e0) and it is easy to see that the
unique cell has dimension 0. Therefore,M(w(Y ), e0) is just a point. By (10), w0(Y ) = v0(Ψ(Y ))
and clearly |Y | = n(Ψ(Y )). 
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Proof of Lemma 3.1. For λ = ~0 this lemma was proved in [9].
Since [M(v, e0)] = P
BM
q (M(v, e0))
∣∣
q=L
, it is sufficient to prove that∑
v∈Zm≥0
vi+1−vi=λi
[M(v, e0)] t
|v| =
tn(λ)∏
i≥1
(1− Litmi)m−1(1− Li+1tmi)
.
The Γ1,−1-action on C
2\Cx is free. Therefore, if the intersection ofM(v, e0) with π
−1(S |v|(C2\Cx))
is nonempty, then v0 = v1 = . . . = vm−1. We get
HC2,λ(t) = HCx,λ(t)HC2\Cx,~0(t).(14)
We denote by O the origin of C2. Let
HO(t) =
∑
n≥0
[M(1, n) ∩ π−1(Sn(O))]tn.
From [9] (see Theorem 1) it follows that
HC2\Cx,~0(t) = HO(t
m)[(C
2\Cx)/Γ1,−1].
It is easy to check that [(C2\Cx)/Γ1,−1] = L
2 − L. Therefore we have
HC2\Cx,~0(t) =
(∏
i≥1
1
(1− Li−1tmi)
)L2−L
by (5)
=
∏
i≥1
1− Litmi
1− Li+1tmi
.(15)
If we combine formulas (11), (14) and (15) and also Lemma 3.3, we get the proof of the
lemma. 
Using Lemma 3.1 we get∑
λ∈Πm−1
tn(λ)
∑
v∈Zm≥0
vi+1−vi=λi
PBMq (M(v, e0))
(
q−
1
m t
)m(v0−v0(λ))
=
=
(∏
i≥1
1
(1− tmi)m−1(1− qtmi)
)( ∑
λ∈Πm−1
tn(λ)
)
.
By Lemma 3.3,
∑
λ∈Πm−1 t
n(λ) =
∑
Y ∈Corem
t|Y |. We have (see e.g.[9])∑
Y ∈Corem
t|Y | =
∏
i≥1
(1− tmi)m
(1− ti)
.
This completes the proof of the theorem.
4. Proofs of Theorems 1.2 and 1.3
Here we prove two combinatorial identities from Section 1.1.
4.1. Proof of Theorem 1.2. Consider the (C∗)2-action on
(
(C2)[n]
)Tα,β . Let p ∈ (C2)[n] be
the fixed point corresponding to a Young diagram Y . By (4), the weight decomposition of
Tp(((C
2)[n])Tα,β) is given by
Tp(((C
2)[n])Tα,β) =
=
∑
s∈Y
α(lY (s)+1)=βaY (s)
t
lY (s)+1
1 t
−aY (s)
2 +
∑
s∈Y
αlY (s)=β(aY (s)+1)
t
−lY (s)
1 t
aY (s)+1
2 .(16)
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Let γ be a big positive integer γ. By [1, 2], the variety
(
(C2)[n]
)Tα,β has a cellular decomposition
with the cells Cp =
{
z ∈
(
(C2)[n]
)Tα,β ∣∣∣ limt→0,t∈T1,γ tz = p}. By (16), we have dimCp = ♯{s ∈
Y |αlY (s) = β(aY (s) + 1)}. Thus, we have∑
n≥0
Pq(((C
2)[n])Tα,β)tn =
∑
Y ∈Y
q♯{s∈Y |αlY (s)=β(aY (s)+1)}t|Y |.
Now Theorem 1.2 follows from Theorem 1.1.
4.2. Proof of Theorem 1.3. In [12] it is proved that the set of irreducible components of the
variety ((C2)[n])T1,1 is parametrized by partitions λ such that λ1(λ1−1)
2
+ |λ| = n. The Poincare´
polynomial of the irreducible component corresponding to a partition λ is equal to (see [12])∏
i≥1
[
λi − λi+2 + 1
λi+1 − λi+2
]
q
.
Combining this fact with Theorem 1.1 we get the proof of Theorem 1.3.
5. Proof of Theorem 1.5
Let α + β = m. Similar to Lemma 2.1 we have the decomposition
M(r, n)Γ
~ω
α,β =
∐
v∈Zm≥0
|v|=n
M(v, ~µ),(17)
and the T ~ωα,β-action on the left-hand side of (17) corresponds to the T˜α,β-action on the right-hand
side. Using Theorem 1.4 we get∑
n≥0
h0
(
M(r, n)T
~ω
α,β
)
qn =
∑
v∈Zm≥0
dimHBM1
2
dimM(v,~µ)
(M(v, ~µ))q|v|.
In [20] it is proved that the space
⊕
v∈Zm≥0
HBM1
2
dimM(v,~µ)
(M(v, ~µ)) is an irreducible highest weight
representation of ŝlm with the highest weight ~µ. This completes the proof of Theorem 1.5.
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