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We present the existence of entire large positive radial solutions for the non-monotonic
system u = p(|x|)g(v), v = q(|x|) f (u) on Rn where n 3. The functions f and g satisfy
a Keller–Osserman type condition while nonnegative functions p and q are required to
satisfy the decay conditions
∫∞
0 tp(t)dt < ∞ and
∫∞
0 tq(t)dt < ∞. Further, p and q are
such that min(p,q) does not have compact support.
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1. Introduction
We consider the semilinear elliptic system
{
u = p(|x|)g(v),
v = q(|x|) f (u), x ∈Rn, (1)
for n 3. We are concerned with existence of entire large solutions of (1); i.e. classical solutions such that u(|x|) → ∞ and
v(|x|) → ∞ as |x| → ∞.
One of the authors began investigating the solution structure of elliptic systems of this type in [6]. For g(v) = vα and
f (u) = uβ , it was shown the system has entire large positive radial solutions if the functions p and q are nonnegative, not
compactly supported, and decay properly at inﬁnity. In addition, [6] shows the set of central values, {(u(0), v(0))}, such that
the system has an entire solution is a closed, bounded, and convex subset of R+ × R+ . Since then, several authors have
studied entire positive solutions for similar systems (see for example [2,9,10] and references therein). A key feature common
to all results known to us is that the functions f and g are required to be non-decreasing. This condition is necessary to
construct monotonic sequences of functions converging to solutions of (1). The combination of the absence of a meaningful
maximum principle for systems and a lack of monotonicity of the functions has been the major hurdle in understanding the
solution structures for this type of system. This is reﬂected by the vacuum between results for systems and those for the
corresponding single equations. This paper marks our ﬁrst step toward ﬁlling this gap. In particular, we prove similar results
for f and g being non-monotonic, rather “banded” between monotonic functions. We note that our work is comparable to
the generalization (see [7]) of the single equation u = p(x) f (u) studied in [1,5]. However, the methods employed in the
study of single equations do not carry over naturally to systems.
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satisfy the Keller–Osserman condition (see [4,8]). A function h satisﬁes the Keller–Osserman condition when
∞∫
1
[ s∫
0
h(t)dt
]−1/2
ds < ∞. (2)
In place of these conditions, we require the function
G(t) = min
[
inf
ts
(
f (s)
)
, inf
ts
(
g(s)
)]
(3)
to satisfy the following properties:
G(0) = 0, (4)
G(s) > 0 for s > 0, (5)
∞∫
1
[ s∫
0
G(t)dt
]−1/2
ds < ∞. (6)
Notice conditions (4) and (5) are equivalent to f (0) = g(0) = 0 and f (s) > 0, g(s) > 0 for s > 0 as in [2,9]. We have not
been able to show, however, that condition (6) is necessarily true when f and g satisfy the Keller–Osserman condition.
We maintain the original decay conditions for p and q, and we require min(p,q) not have compact support as in [2,9].
We now present our main theorems.
Theorem 1. Suppose p and q are nonnegative C(Rn) functions such that
∞∫
0
tp(t)dt < ∞,
∞∫
0
tq(t)dt < ∞, (7)
andmin(p,q) does not have compact support. Let f and g be C[0,∞) functions which are locally Lipschitz continuous on (0,∞) such
that G satisﬁes (4), (5), and the Keller–Osserman condition (6). Then there are inﬁnitely many entire positive solutions of system (1).
Using the notation R+ ≡ [0,∞), and deﬁning the set of central values
S = {(a,b) ∈R+ ×R+: u(0) = a, v(0) = b} (8)
where (u, v) is an entire solution of (1), we have the following theorem.
Theorem 2. Given the hypotheses of Theorem 1, the set S is a closed bounded subset of R+ ×R+ .
Finally, deﬁning the edge set
E = {(a,b) ∈ ∂ S: a > 0, b > 0}, (9)
we have an existence theorem for entire large solutions of (1).
Theorem 3. Given the hypotheses of Theorem 1, any entire positive radial solution of system (1) with central value (u(0), v(0)) ∈ E is
large.
2. Preliminaries
In this section, we deﬁne various functions used throughout the proofs of our theorems. We also present two lemmas
that will aid in our main arguments.
Given system (1), let
ψ
(|x|)=min (p(|x|),q(|x|)), (10)
φ
(|x|)=max (p(|x|),q(|x|)). (11)
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∞∫
0
tψ(t)dt < ∞,
∞∫
0
tφ(t)dt < ∞, (12)
when p and q satisfy (7).
Given system (1), we deﬁne the following function:
H(t) = max
[
max
0st
(
f (s)
)
, max
0st
(
g(s)
)]
. (13)
With G as in (3), and under the hypotheses of Theorem 1, H and G are nonnegative, non-decreasing, and continuous
functions satisfying G(0) = H(0) = 0 and H(t) > 0, G(t) > 0 when t > 0. Further,
G(t) f (t) H(t),
G(t) g(t) H(t).
Notice the function H necessarily satisﬁes the Keller–Osserman condition (2) while G satisﬁes this requirement by hypoth-
esis.
Next, we present lemmas concerning existence of non-entire solutions to system (1).
Lemma 1. Under the hypotheses of Theorem 1, for any central values (c,d) ∈ R+ × R+ , c > 0, d > 0, system (1) has a solution in a
ﬁnite ball of radius ρ centered at 0 (denoted by B(0,ρ) ⊂Rn).
Proof. Note that radial solutions of (1) are solutions of the system⎧⎪⎨
⎪⎩
u′′ + n − 1
r
u′ = p(r)g(v),
v ′′ + n − 1
r
v ′ = q(r) f (u).
(14)
Thus, solutions of (1) are simply ﬁxed points of the operator T : C[0,∞) × C[0,∞) → C[0,∞) × C[0,∞) given by
T (u, v) = (uˆ, vˆ) =
{
c + ∫ r0 t1−n ∫ t0 sn−1p(s)g(v)dsdt, 0 r < ρ,
d + ∫ r0 t1−n ∫ t0 sn−1q(s) f (u)dsdt, 0 r < ρ.
To prove such a ﬁxed point exists, we will apply a version of Schauder’s Fixed Point Theorem.
We consider the Banach space C[0,ρ] × C[0,ρ], ρ > 0 with norm ‖(u, v)‖∞ = max{‖u‖∞,‖v‖∞}. Deﬁne the subset
X = {(u, v) ∈ C[0,ρ] × C[0,ρ]: ∥∥(u, v) − (c,d)∥∥∞ min (c,d)}.
Clearly X is closed, bounded, and convex in C[0,ρ] × C[0,ρ]. Further, T is a compact operator. If we can show T maps X
into X , then Schauder’s Fixed Point Theorem will guarantee we have a solution.
Let (u, v) ∈ X be arbitrary and ‖(u, v)‖∞  Q . We have the estimate
r∫
0
t1−n
t∫
0
sn−1p(s)g
(
v(s)
)
dsdt 
r∫
0
t1−n
t∫
0
sn−1φ(s)H
(
v(s)
)
dsdt
 H
(
v(r)
) r∫
0
t1−n
t∫
0
sn−1φ(s)dsdt
 H(Q )ρ
ρ∫
0
φ(s)ds.
Similarly, we may show
r∫
t1−n
t∫
sn−1q(s) f
(
v(s)
)
dsdt  H(Q )ρ
ρ∫
φ(t)dt.0 0 0
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∫ ρ
0 φ(t)dt < min (c,d). Doing so, we then have T (u(r), v(r)) = (uˆ(r), vˆ(r))
where
c  uˆ(r) = c +
r∫
0
t1−n
t∫
0
sn−1p(s)g
(
v(s)
)
dsdt  c +min (c,d),
and similarly d vˆ(r) d+min(c,d) for all 0 r  ρ . Thus (uˆ, vˆ) ∈ X . Therefore a ﬁxed point of T , a solution to (1) in the
ball B(0,ρ), exists. 
We have not yet shown that the set S is bounded. One may wonder if S may be R+ ×R+ . We will prove S is indeed
bounded in the proof of our main theorems. For now, we assume S 
=R+ ×R+ , and we give the following lemma.
Lemma 2. Suppose S 
=R+ ×R+ . Given the hypotheses of Theorem 1, let (u, v) be a radial solution to system (1) with central values
(c,d) /∈ S, c > 0, d > 0, and deﬁne the set
Rsol =
{
r > 0: there exists a solution of (1) in B(0, r) such that
(
u(0), v(0)
)= (c,d)}.
Deﬁne Rc,d = sup Rsol. Then
lim
r→Rc,d
u(r) = lim
r→Rc,d
v(r) = ∞.
Proof. From Lemma 1, Rsol 
= ∅, and since (c,d) /∈ S , Rc,d < ∞. Let (u, v) be a solution of (1) in B(0, Rc,d) with central
values (c,d). Since u′  0 and v ′  0, limr→Rc,d u(r) and limr→Rc,d v(r) exist (possible inﬁnity). We will show the limits are
inﬁnity. For contradiction, suppose limr→Rc,d u(r) = A < ∞. This implies
lim
r→Rc,d
v(r) = lim
r→Rc,d
(
d +
r∫
0
t1−n
t∫
0
sn−1q(s) f
(
u(s)
)
dsdt
)
 d + H(A)
Rc,d∫
0
t1−n
t∫
0
sn−1q(s)dsdt
< ∞.
Thus we may let limr→Rc,d v(r) = B < ∞, and u(Rc,d) = A and v(Rc,d) = B are well deﬁned. Now consider system (14) over
the interval Rc,d  r  Rc,d + 	 , where 	 > 0. We rewrite system (14) as a ﬁrst order vector ordinary differential equation as
follows
U ′ = F (r, U ), (15)
where
U =
⎛
⎜⎝
U1
U2
U3
U4
⎞
⎟⎠=
⎛
⎜⎝
u
v
u′
v ′
⎞
⎟⎠ ,
F (r, U ) =
⎛
⎜⎝
0 0 1 0
0 0 0 1
0 0 1−nr 0
0 0 0 1−nr
⎞
⎟⎠ U +
⎛
⎜⎝
0
0
p(r)g(U2)
q(r) f (U1)
⎞
⎟⎠ .
Clearly F is Lipschitz continuous in a small neighborhood of r = Rc,d . Standard ODE theory (see, for example, Theo-
rem 2.2.1 of [3]) then gives that (15) has a unique solution in B(0, Rc,d + 	) contradicting our deﬁnition of Rc,d . Therefore
limr→Rc,d u(r) = limr→Rc,d v(r) = ∞. 
3. Proofs of main theorems
Proof of Theorem 1. Let z be a positive entire large solution to the single equation
z = (p(r) + q(r))H(z) (16)
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a + b < z(0), a solution to the system
u(r) = a +
r∫
0
t1−n
t∫
0
sn−1p(s)g
(
v(s)
)
dsdt, 0< r,
v(r) = b +
r∫
0
t1−n
t∫
0
sn−1q(s) f
(
u(s)
)
dsdt, 0< r, (17)
exists and therefore is an entire solution to (1). First, given any nonnegative a and b it is clear that (17) has a solution on
some, perhaps quite small, interval [0, r0]. Now, assuming a + b < z(0), we show that existence extends to [0,∞). To do
this, let
R = sup{γ ∣∣ Eq. (17) has a positive solution on [0, γ ]}.
If R = ∞, then the theorem is proved. If, on the other hand, R < ∞, we shall show that
u(r) + v(r) < z(r) for all r ∈ [0, R] (18)
which yields, since z is entire, u(R) + v(R) < ∞ and hence u′(R) < ∞ and v ′(R) < ∞. This would, in turn, mean that the
solution to (17) can be extended beyond the interval [0, R] to some interval [0, R + ε] (ε > 0), contradicting the deﬁnition
of R . To prove (18), we observe that u(0) + v(0) = a + b < z(0) so that
R0 ≡ sup
{
β > 0
∣∣ u(r) + v(r) < z(r) for all r ∈ [0, β]}> 0.
If R0 = R , then (18) is established. Thus suppose R0 < R . We now have
u(R0) + v(R0) = a + b +
R0∫
0
t1−n
t∫
0
sn−1
[
p(s)g
(
v(s)
)+ q(s) f (u(s))]dsdt
 a + b +
R0∫
0
t1−n
t∫
0
sn−1
[
p(s)H
(
v(s)
)+ q(s)H(u(s))]dsdt
 a + b +
R0∫
0
t1−n
t∫
0
sn−1
[
p(s) + q(s)]H(z(s))dsdt
< z(0) +
R0∫
0
t1−n
t∫
0
sn−1
[
p(s) + q(s)]H(z(s))dsdt
= z(R0).
Thus u(R0)+ v(R0) < z(R0) which means that there exists R1 > R0 such that u(r)+ v(r) < z(r) on [0, R1], contradicting the
deﬁnition of R0. Therefore (18) holds and hence the proof is complete. 
We can further relax the hypotheses of this theorem. We did not use the functions G or ψ directly in this proof. Rather,
H and p + q had the necessary properties for the entire large solution z to exist. Instead of requiring that G satisfy the
Keller–Osserman condition (6) and ψ not have compact support, we need only f or g satisfy this condition and p or q not
have compact support. We provide the following corollary.
Corollary 1. Suppose p and q are nonnegative C(Rn) functions that satisfy (7) and p or q does not have compact support. Let f
and g be C[0,∞) functions such that f (0) = g(0) = 0, f (s) > 0 and g(s) > 0 for s > 0, and f or g satisﬁes the Keller–Osserman
condition (2). Then there are inﬁnitely many entire positive solutions of system (1).
Proof. Without loss of generality, suppose f satisﬁes the Keller–Osserman condition. Then H still satisﬁes (2) since
∞∫
1
[ s∫
0
H(t)dt
]−1/2
ds <
∞∫
1
[ s∫
0
f (t)dt
]−1/2
ds < ∞.
Also, p + q does not have compact support, and our argument then proceeds exactly like the proof of Theorem 1. 
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ulescu in [2]. Since ψ is radial and does not have compact support, choose R > 0 such that ψ(|x|) > 0 for |x| = R . Let η be
a large, nonnegative radial solution to
η = ψ(|x|)G(η/2) (19)
in B(0, R). This large solution exists due to Theorem 1 of [5].
Suppose there then exists an entire radial solution u, v to (1) with central values u(0) = a and v(0) = b such that
(a,b) ∈ S . Note that
g
(
v(r)
)
 G
(
v(r)
)
 G
(
u(r) + v(r)
2
)
if v(r) u(r),
f
(
u(r)
)
 G
(
u(r)
)
 G
(
u(r) + v(r)
2
)
if u(r) v(r).
Using this fact, we see
(u + v) = p(r)g(v) + q(r) f (u)
ψ(r)
(
g(v) + f (u))
ψ(r)G
(
u(r) + v(r)
2
)
.
We also have that η(|x|) → ∞ as |x| → R , but u, v ∈ C2(B(0, R)). The maximum principle then implies
u + v  η (20)
in this ball. Speciﬁcally, u(0) + v(0) = a + b η(0). The set S is bounded.
To show S is closed, we will show the set contains its boundary. Let (a0,b0) ∈ ∂ S and consider a positive, increasing
sequence {Rk} such that Rk → ∞ as k → ∞ and ψ(|x|) > 0 for |x| = Rk . We can ﬁnd such a sequence since ψ is radial and
does not have compact support. Then we have
B
(
(a0,b0),1/Rk
)∩ S 
= ∅.
For each k  1, we denote the arbitrary point (ak0,bk0) ∈ B((a0,b0),1/Rk) ∩ S . Note that (ak0,bk0) → (a0,b0) as k → ∞. We
deﬁne the sequence
(uk, vk) =
{
ak0 +
∫ r
0 t
1−n ∫ t
0 s
n−1p(s)g(vk)dsdt, r  0,
bk0 +
∫ r
0 t
1−n ∫ t
0 s
n−1q(s) f (uk)dsdt, r  0,
(21)
where each (uk, vk) is an entire solution of (1). These solutions exist since each (ak0,b
k
0) ∈ S .
Now let ηk be a large solution to (19) on B(0, Rk). It is an easy exercise to prove ηk+1  ηk . Thus the sequence {ηk}
converges to some function η on Rn (an entire large solution to (19) by [5]). Then each uk + vk  η due to (20). Examining
(uk, vk) over [0,1] × [0,1], we have
uk(r) + vk(r) η(1) < ∞ for 0 r  1.
Thus {uk} and {vk} are each uniformly bounded on [0,1]. The nonnegative sequences of derivatives {u′k} and {v ′k} are also
bounded on [0,1] implying the sequence has a uniformly convergent subsequence. Call this subsequence {(w1k , z1k )}, and let(
w1k , z
1
k
)→ (uˆ1, vˆ1) uniformly on [0,1] × [0,1] as k → ∞.
Notice (uˆ1, vˆ1) is a solution to (1) in B(0,1) with central value (a0,b0) ∈ ∂ S . Likewise, the subsequences {w1k } and {z1k } are
each uniformly bounded and equicontinuous on [0,2], so there exists a subsequence {(w2k , z2k )} of {(w1k , z1k )} such that(
w2k , z
2
k
)→ (uˆ2, vˆ2) uniformly on [0,2] × [0,2] as k → ∞.
Since {(w2k , z2k )} ⊆ {(w1k , z1k )}, we see (uˆ2, vˆ2) = (uˆ1, vˆ1) on [0,1] × [0,1]. Continuing, we obtain a sequence {(uˆk, vˆk)}, each
a solution to (1) in B(0,k) with central value (a0,b0) ∈ ∂ S , and each solution satisﬁes(
uˆk(r), vˆk(r)
)= (uˆ1(r), vˆ1(r)) for r ∈ [0,1],(
uˆk(r), vˆk(r)
)= (uˆ2(r), vˆ2(r)) for r ∈ [0,2],
...(
uˆk(r), vˆk(r)
)= (uˆk−1(r), vˆk−1(r)) for r ∈ [0,k − 1].
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Thus (uˆk, vˆk) converges to (u, v) where(
u(r), v(r)
)= (uˆk(r), vˆk(r)) if 0 r  k.
This convergence is uniform on bounded sets, and thus (u, v) is an entire solution to (1). Hence we have an entire solution
with central value (a0,b0) ∈ ∂ S . Conclude ∂ S ⊂ S , implying S is closed. 
Theorems 1 and 2 provide a limited geometric description of the set of central values S . We give this description in the
following corollary.
Corollary 2. Given the hypotheses of Theorem 1, the set of central values S satisﬁes T1 ⊆ S ⊆ T2 where T1 = {(a,b): 0 a+b  z(0)}
and T2 = {(a,b): a + b  η(0)}. The function z is given in (16) and η is an entire large solution to (19). See Fig. 1.
Proof. The set T1 was constructed in the proof of Theorem 1 to show the existence of entire solutions. We created T2 in
Theorem 2 to show the set of central values S is closed and bounded. 
We ﬁnally present our proof for entire large solutions of system (1).
Proof of Theorem 3. Let (a,b) ∈ E . From Theorem 2, ∂ S ⊆ S . Therefore, let (u, v) be an entire solution of system (1) with
central values (a,b). Further, since (a,b) ∈ ∂ S , we may choose (ak,bk) /∈ S , ak > 0, bk > 0, where (ak,bk) ∈ B((a,b),1/k).
From Lemma 1, there exists a solution in a ﬁnite ball B(0, Rak,bk ) with central values (ak,bk). For simplicity, we will abbre-
viate Rak,bk ≡ Rk . We write each solution as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
uk = ak +
r∫
0
t1−n
t∫
0
sn−1p(s)g(vk)dsdt, 0 r  Rk,
vk = bk +
r∫
0
t1−n
t∫
0
sn−1q(s) f (uk)dsdt, 0 r  Rk.
From Lemma 2, we have for each Rk
lim
r→Rk
uk(r) = lim
r→Rk
vk(r) = ∞.
Note if {Rk} is bounded, then there exists a convergent subsequence Rk j → R . We will show R = ∞ implying {Rk} is
unbounded.
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vk = bk +
r∫
0
t1−n
t∫
0
sn−1q(s) f
(
vk(s)
)
dsdt
 bk + H
(
uk(r)
) ∞∫
0
t1−n
t∫
0
sn−1q(s)dsdt
 C1uk(r) + C2H
(
uk(r)
)
.
The value C1 is any upper bound on bk/ak , and
C2 =
∞∫
0
t1−n
t∫
0
sn−1q(s)dsdt  1
n − 2
∞∫
0
sq(s)ds < ∞.
Next, deﬁne
h(t) = H(C1t + C2H(t)).
It is an easy matter to show that h(0) = 0, h(s) > 0 for s > 0, and h satisﬁes the Keller–Osserman condition (2). Lemma 1
from [5] then guarantees
F (s) =
∞∫
s
1
h(t)
dt
is well deﬁned for all s > 0. Note
F ′(s) = −1
h(s)
< 0 and F ′′(s) = h
′(s)
(h(s))2
> 0.
We now have
uk = p(r)g(vk)
 p(r)H(vk)
 p(r)H
(
C1uk(r) + C2H
(
uk(r)
))
= p(r)h(uk).
Then, we may calculate
F (uk) = F ′(uk)uk + F ′′(uk)|∇uk|2
= −1
h(uk)
uk + h
′(uk)
|h(uk)|2 |∇uk|
2
 −1
h(uk)
p(r)h(uk)
= −p(r).
Rewriting the Laplacian in radial form and multiplying by rn−1, we obtain(
rn−1 d
dr
F (uk)
)′
−rn−1p(r).
Integrating over [0, r] where 0< r < Rk gives us
d
dr
F (uk)−r1−n
r∫
sn−1p(s)ds.0
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−F (uk(r))−
Rk∫
r
t1−n
r∫
0
sn−1p(s)dsdt.
That is,
F
(
uk(r)
)

Rk∫
r
t1−n
r∫
0
sn−1p(s)dsdt.
Since F ′(s) < 0 for s > 0, we have
uk(r) F−1
( Rk∫
r
t1−n
r∫
0
sn−1p(s)dsdt
)
.
Now, we let k → ∞ so Rk → R and uk → u. We have
F−1
( R∫
r
t1−n
r∫
0
sn−1p(s)dsdt
)
 u(r).
Finally, letting r → R , we have
lim
r→R F
−1
( R∫
r
t1−n
r∫
0
sn−1p(s)dsdt
)
= ∞ lim
r→R u(r).
However, u(|x|) and v(|x|) have central values (a,b) ∈ E ⊂ S and are entire. Thus R = ∞, and our proof is complete. 
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