ABSTRACT
INTRODUCTION
Equipment reliability and maintenance drastically affect the three key elements of competitiveness --quality, cost, and product lead time. Well-maintained machines hold tolerances better, help reduce scrap and rework, and raise consistency and quality of the Pad 111. The recent nrsh to embrace computer-integrated manufacturing (CIM) has hrther increased the use of relatively unknown and untested technology. Today, many factories are still performing maintenance on equipment in a reactive, or breakdown, mode. This is due to traditional process monitoring systems can only detect machine or process faults when they occur. Reactive maintenance is expensive because of extensive unplanned downtime and damage to machinery [2-111.
One of the major problems in monitoring processes and machines is that the degradation of the sensors, actuators, and other components cannot be monitored using conventional techniques.
The conventional methods of fault detection in manufacturing processes only permit recognition when limit values of measurable output signals (primarily on sensors) have already been transgressed. Most of the fault detection schemes are based on the logic diagram, state table, and rulebased event [12-141. A fault is detected when it occurs. Therefore, the operation has to be stopped to diagnose the problem. The machine also has to be stopped or reset when the fault is detected. Currently, no proven technique has been employed to monitor the degradation of a machine and its process in order to adaptively prevent faults or failure. If U.S. machine tool utilization, for example, went from 50 percent to 100 percent (based on unlimited mean-time-between-failure), investment could be cut in half [l] .
Greenwood and Stevenson from Netrologic, Inc.
[ 151 have estimated tool wear using neural networks. Uhrig and Guo [16] have used the back-propagation
TEXTURE SEGMENTATION
Image segmentation refers to the process of partitioning or decomposition of an image into a finite number of contiguous regions each of which is uniform or homogeneous with respect to some image property. Grey scale images are characterized by pixels of varying intensity. Any image can be described by the texture or the nature of the distribution of the grey levels across the image. Typically, the properties of this grey level distribution or texture are described in terms of the first, second and higher order statistics. Among them, one of the most frequently used measures is the conditional probability density function (CPDF) f(i,jId,O). The CPDF f(i, j l d , 8 ) represents the probability that two pixels seperated by an interpixel distance d and orientation 8 have intensities i and j respectively. The co-occurrence matrix is used as an estimate of CPDF. In [6], several scalar texture features or measures derived from the co-occurrence matrix which can be used for image classification, have been defined. These scalar measures may also be computed from sum and difference histograms [7] . Compared to computing the full co-occurrence matrix, sum and difference histograms are computationally fast and require much less storage. Except for 2 scalar measures-angular second moment and entropy, all scalar measures can be obtained exactly using the sum and difference histograms. Angular second moment and entropy can be obtained approximately using the sum and difference histograms. Scalar measures were computed for the la' image. In this paper, based on some preliminary analysis and experimentation, we use the scalar measures f5 and f9 for image segmentation. The scalar measures f5 and f 9 are described by the following equations: target detection and remote sensing. This usually involves a single object against a background, uniform illumination, and orthographic imaging conditions. During the helicopter flight, we have several objects at various ranges, slant illumination, and perspective imaging conditions. In our image (see: fig. 1 ) the camera optical axis and the illumination direction are not the same. This gives rise to an image which shows variation in tone (brightness) across the image. As a result, texture-based methods depending upon actual pixel intensity levels and their local variations give rise to a segmentation that is affected by the camera and illumination geometry. This problem has been addressed in [4] . Results in [4] indicate that it may be possible to combine several different texture measures and methods in a hierarchical way in order to achieve an object segmentation which is useful in enhancing range information. Object segmentation may also be achieved by an alternate approach based on Neural Networks (NN).
The difference between the N N approach and the other methods [4] is that the NN approach requires training.
In section 11, we investigate the use of thresholds derived from histograms of scalar texture features for partitioning an image into different object categories. Section I11 describes the scalar texture features used to train a feedforward NN. Back-propagation is used to adjust the weights in the N N [5]. In section IV, we evaluate the performance of the trained N N network for the classification of the whole image. Also, in section IV, the generalization of the network approach to subsequent images in the sequence is examined. A sequential NN is described in section V. Finally, conclusions are drawn in section. VI. Similarly, for the f9 histogram these are-0 < f 9 < 2.1, 2.1 < f 9 < 2.9 and 2.9 5 f 9 < 4. These thresholds lead to the segmentations shown in fig. 4 and fig. 5 . It may be seen from the segmentation results in fig. 4 that it is possible to separate the image into 2 categories-wall from not-wall, using 6. On the other hand, ill may be used to separate the image into 3 categories-wall, objects and table. Here, we assume that the image, shown in fig. 1 , has 3 categories, namely wall, table and objects. These results illustrate that it may be possible to partition the image into several different categories using the scalar measures. In the next section we use f9 to train a NN for classification of the image into 3 categories.
NEURAL NET TRAINING
A Feedforward Multilayer NN with 1 node in the input layer, 4 nodes in the hidden layer and 3 nodes in the output layer was used for classification. The NN was trained with f 9 using back propagation. For training and NN performance evaluation, several rectangular regions from the wall, table and objects were chosen. These regions are shown in fig. 6 . In the figure, the labels W, T and 0 correspond to wall, table and objects. From each of these regions 80 pixels were randomly chosen for training of the NN. The performance of the trained NN for the training samples is summarized in table 1. The legends-W, T, 0 and U represent wall, table, objects and unknown. The table shows that all the wall and the object samples were classified correctly. Out of 80 table samples, 77 were clas sified correctly and 3 samples could not be classified at all.
The U (unknown category) is that in which all 3 outputs of the NN were below a threshold of 0.6. The 3 NN outputs for the 240 pixels (80 from wall, 80 from table and 80 from objects) are shown in 7. It may be noted that for each pixel all 3 outputs have a value and therefore, each In the next section we evaluate the performance of the trained NN for all samples within the rectangular regions, shown in fig. 6 . Subsequently, we classify all the pixels of the 80th image, shown in fig. 2 , using the NN trained on the 1" image. This will illustrate the ability of the NN, using scalar texture features, to generalize to other images in the sequence.
IV. RESULTS
For each pixel in the image in fig. 1 , the f9 values were input to the trained N N for classification into wall, table, object or unknown categories. The resulting segmentation is shown in fig. 9 . The white pixels in fig. 9 correspond to the unknown category. It is interesting to note that the white pixels are usually along the edges separating two categories. The segmentation result presented here The N N performance for all the pixels in the rectangular regions in fig. 6 is summarized in table 2. The rectangular regions in fig. 6 seen that 98% of the wall pixels, 87.2% of the table pixels and 63.4% of the object pixels were classified correctly.
To evaluate the ability of the NN to classify pixels of another image in the sequence, the f9 value of each pixel in the 80th image was input to the trained NN. The resulting segmentation is shown in fig. 10 . By comparing fig. 10 to fig. 9 , it may be seen that the N N trained on the lJz image results in a meaningful segmentation of the 80th image in the sequence. This example illustrates the ability of the NN, using scalar texture features, to generalize to other images in the sequence. As the camera is brought closer to scene, the texture properties of the objects in the scene may change and therefore, the NN will have to be re- trained beyond a certain number of images. The ability of different scalar measures to separate the various categories in an image varies and it may be possible to use several scalar measures either together or separately to achieve a better image segmentation. In the next section we describe how sequential NNs may improve classification.
V. SEQUENTIAL NEURAL NETS
In fig. 4 we showed that with f5 a binary classification leading to pixels on the wall and not on the wall is possible. Similarly, we have shown in fig. 5 that with f9, the image can be segmented into 3 classes-wall, table and objects. A NN composed of a NN based on f5 cascaded with a NN based on f 9 may be constructed to achieve improved image segmentation. To explore this idea, a NN was trained with f5 values of the pixels of the image in fig. 1 to obtain 2 categories-wall and not-wall. This consisted of 1 node in the input layer, 3 nodes in the hidden layer and 1 node in the output layer. A second NN was trained with f9 values of the pixels of the image in fig. 1 to obtain 3 categories-wall, table and objects. This NN consisted of 1 node in the input layer, 4 nodes in the hidden layer and 3 nodes in the output layer. To evaluate the performance of the cascaded NN, the f5 values of all the pixels in fig. 1 were input into the l#r NN to classify pixels into wall or not-wall pixels. The f9 values of the not-wall pixels were input to the 2nd NN to classify as wall, table and object pixels. The resulting segmentation is shown in fig. 11 . By comapring fig. 11 to fig. 9 , it a p pears that the number of pixels in the unknown category are markedly reduced. This example shows that several NNs, each trained on a different scalar measure, may be cascaded to result in an improved image segmentation.
VI. CONCLUSIONS
Image segmentation using thresholds derived from histogram of the scalar measures was described. A neural net for image segmentation using scalar measures was presented. The neural net was trained using back propagation. The performance of the neural network on the training samples and the convergence characteristics were discussed. The trained network was then used for classification of pixels of the whole image. The resulting segmentation result was shown and the neural net classification performance was evaluated. The same neural net was used for classification of pixels of another image in the sequence. By this example, the ability of the trained neural net, using scalar texture features, to generalize to images in the sequence was shown. A sequential neural net, consisting of 2 neural nets in cascade, was described. Each of the component neural nets were trained using separate scalar features. The sequential neural net was then used for classification of pixels of the whole image resulting in improved segmentation.
The results of segmentation based on thresholds selected from the histogram of the scalar measures indicate that scalar measures are useful in image segmentation. A neural net can be trained with the scalar measures to perform image segmentation. Using several neural nets in cascade, where each neural net is trained on a different scalar measure, may improve the image Segmentation. In the future, several other scalar measures will be investigated and the methods developed in this work will be applied to outdoor images.
