Introduction
For graph definitions and notations, we follow [1] . A graph G = (V , E) consists of a finite set V (=(V (G))) and a subset E (=(E(G))) of {(u, v) | u = v and (u, v) is an unordered pair of elements of V }. We say that V is the vertex set and E is the edge set of G. We use n(G) to denote |V (G)|. Two vertices u and v are adjacent if (u, v 
) ∈ E. A graph H is a subgraph of graph G if V (H) ⊆ V (G) and E(H) ⊆ E(G). Let S be a subset of V (G). The subgraph of G induced by S, denoted G[S], is the graph with the vertex set S and the edge set {(u, v) | (u, v) ∈ E(G) and u, v ∈ S}. We use G − S to denote the graph G[V (G) − S].
A vertex cut is a set S ⊆ V (G) such that G − S has more than one component. A graph is k-connected if every vertex cut has at least k vertices. The connectivity of G, κ(G), is the minimum size of a vertex cut. In other words, κ(G) is the maximum k such that G is k-connected. A complete graph has no cut set. We adopt the convention that κ(K n ) = n − 1 where K n is the complete graph with n vertices. A path is a sequence of vertices represented by v 0 , v 1 , . . . , v k with no repeated vertex and (v i , v i+1 ) is an edge of G for 0 ≤ i ≤ k − 1. We also write the path v 0 , v 1 , . . . , v k as v 0 , . . . , v i , Q , v j , . . . , v k where Q is a subpath from v i to v j . A hamiltonian path of a graph G is a path that contains all vertices of V (G). A graph G is hamiltonian connected if there is a hamiltonian path between every two different vertices. A cycle is a path with at least three vertices $ This work was supported in part by the National Science Council of the Republic of China under Contract NSC 96-2221-E-009-137-MY3.
such that the first vertex is the same as the last vertex. A hamiltonian cycle of G is a cycle that traverse every vertex of G.
A graph is hamiltonian if it has a hamiltonian cycle. Let P = x 1 , x 2 , . . . , x k be a path of the graph G connecting x 1 and x k .
We use P −1 to denote the path x k , x k−1 , . . . , x 1 . We use V (P) to denote the set {x 1 , x 2 , . . . , x k } and I(P) to denote the set V (P) − {x 1 , x k }. Let P 1 and P 2 be two paths of a graph G. We say that P 1 and P 2 are internally-disjoint if I(P 1 ) ∩ I(P 2 ) = ∅.
Let u and v be two vertices of a graph G. A k-container of G between u and v, C k (u, v), is a set of k-internally-disjoint paths between u and v [2] . It follows from the Menger Theorem [3] that there is a k-container between any two distinct vertices
A graph G is k * -connected if there exists a k * -container between any two distinct vertices. The spanning connectivity of G, κ * (G), is defined as the largest integer k such that G is w * -connected for 1 ≤ w ≤ k if G is a 1 * -connected graph. It is obvious that a 1 * -connected graph is actually a hamiltonian connected graph and that a 2 * -connected graph is actually a hamiltonian graph. Moreover, any 1 * -connected graph except K 1 and K 2 is 2 * -connected. Thus, the concept of a k * -connected graph is a hybrid concept of connectivity and hamiltonicity. Recently, the spanning connectivity of graphs have been studied extensively [4] [5] [6] [7] [8] [9] [10] .
There is a Menger type theorem similar to the spanning connectivity of a graph. Let x be a vertex in a graph G and 
every choice of x and U with |U| = k and x ∈ U. The spanning fan-connectivity of a graph G, κ *
In this paper, some relationship among
Moreover, some sufficient conditions for a graph to be k * f -connected are presented. There is another Menger type theorem similar to the spanning connectivity and spanning fan-connectivity of a graph. Let 
there exists a spanning (U, W )-pipeline for every choice of U and W with |U| = |W | ≤ k and U = W . The spanning pipeline-connectivity of a graph G, κ *
In Section 2, we establish some relationships among κ(G), κ * (G), and κ * f (G). Section 3 gives sufficient conditions for a graph to be k * f -connected. In Section 4, spanning pipeline-connectivity is included. Section 5 gives an example to illustrate the differences between κ(G), κ
Let u be a vertex of G and let H be a subgraph of G. The neighborhood of u with respect to H, denoted by
Let u and v be any two non-adjacent vertices of G, we use G + (u, v) to denote the graph obtained from G by adding the edge (u, v).
is a hamiltonian connected graph with at least three vertices.
Proof. Let G be a 1 * -connected graph with at least three vertices and let x be any vertex of G. Assume that U = {y} with x = y. Obviously, there exists a hamiltonian path P 1 joining x and y. Apparently, {P 1 } forms a spanning 1-(x, U)-fan. Thus,
Let Q be a hamiltonian path of G connecting y 1 and y 2 . We write
and only if
G is a complete graph. 
Suppose that G is not a complete graph. There exists a vertex cut S of size κ(G). Let x and y be any two vertices in different connected components of G − S. Obviously, y is not in any (x, S)-fan of G. Thus, κ * f (G) < κ(G).
Some sufficient conditions for a graph to be k * f -connected
Since the concept of spanning fan-connectivity is a generalization of hamiltonicity, we review some previews results concerning hamiltonian graphs and hamiltonian connected graphs.
Lemma 2 ([12]). Every graph G with at least three vertices and δ(G) ≥ n(G)
2 is 2 * -connected. Moreover, every graph G with at least four vertices and δ(G) ≥
Lemma 3 ([13,14]). Let u and v be two non-adjacent vertices of G with d G (u) + d G (v) ≥ n(G). Then G is 2 * -connected if and
only if G + (u, v) is 2 * -connected. Moreover, suppose that d G (u) + d G (v) ≥ n(G) + 1, then G is 1 * -connected if and only if G + (u, v) is 1 * -connected.
Lemma 4 ([15]). A graph G is 2 * -connected if d G (u) + d G (v) ≥ n(G) for all non-adjacent vertices u and v. Moreover, a graph G is
1 * -connected if d G (u) + d G (v) ≥ n(G) + 1
for all non-adjacent vertices u and v.
For comparison, we list the preview results concerning spanning connectivity.
Lemma 6 ([9]). Let k be a positive integer. Suppose that u and v are two non-adjacent vertices of G with d G
(u)+d G (v) ≥ n(G)+k. Then κ * (G) ≥ k + 2 if and only if κ * (G + (u, v)) ≥ k + 2.
Lemma 7 ([9]). Let k be a positive integer. Then
κ * (G) ≥ k + 2 if d G (u) + d G (v) ≥ n(G) + k
for all non-adjacent vertices u and v.
Note that Lemma 5 (Lemmas 6 and 7, respectively) generalizes the result of Lemma 2, (Lemmas 3 and 4, respectively) in spanning connectivity. The following theorem on spanning fan-connectivity is analogous to that on spanning connectivity in Lemma 6 [9] .
Lemma 8. Let u and v be two non-adjacent vertices of G with d G (u) + d G (v) ≥ n(G) + 1, and let x and y be any two distinct vertices of G. Then G has a hamiltonian path joining x to y if and only if G + (u, v) has a hamiltonian path joining x to y.
Proof. Since every path in G is a path in G+(u, v), there is a hamiltonian path of G+(u, v) joining x to y if G has a hamiltonian path joining x to y.
Suppose that there is a hamiltonian path P of G + (u, v) joining x to y. We need to show that there is a hamiltonian path of G between x and y. If (u, v) ∈ E(P), then P is a hamiltonian path of G between x and y. Thus, we consider that (u, v) ∈ E(P). Without loss of generality, we write P as z 1 
Then R is a hamiltonian path of G between x and y.
Theorem 2. Assume that k is a positive integer. Let u and v be two non-adjacent vertices of G with d G
Let x be any vertex of G and U = {y 1 , y 2 , . . . , y t } be any subset of V (G) such that x ∈ U and t ≤ k + 1. We need to find a spanning t-(x, U)-fan of G.
Since
. By Lemma 3, we can find a spanning (x, U)-fan of G if t = 1, 2. Thus, we consider the case t ≥ 3. Without loss of generality, we may assume that (u, v) ∈ P 1 . Therefore, we can write P 1 as x, H 1 , u, v, H 2 , y 1 . Let P i = w i , P i , y i be the path obtained from P i by deleting x. Thus, we can write P i as x, w i , P i , y i for 1 ≤ i ≤ t. Note that x = w i and P i = y i if w i = y i for every 2 ≤ i ≤ t.
Without loss of generality, we may assume that d P 2 (u)
Obviously, n(P 2 ) ≥ 2. We write P 2 = w 2 = z 1 , z 2 , . . . , z r = y 2 . We claim that there exists an index j in {1, 2, . . . , r − 1} such that (z j , v) ∈ E(G) and (z j+1 , u) ∈ E(G). Suppose that this is not the case.
We get a contradiction. We set
. . , z r = y 2 , and Q i = P i for 3 ≤ i ≤ t. Then {Q 1 , Q 2 , . . . , Q t } forms a spanning t-(x, U)-fan of G. See Fig. 1 for illustration.
Without loss of generality, we may assume that d P 2 (u) Fig. 2 for illustration. We note that Theorem 2 analogizes the result of Lemma 3 in spanning fan-connectivity. By Theorem 2, we can obtain the following theorem. Suppose that
We obtain a contradiction. Thus,
Obviously, n(P 2 ) ≥ 2. We write P 2 = x 2 = z 1 , z 2 , . . . , z r = y 2 . We claim that there exists an index j in {1, 2, . . . , r − 1} such that (z j , v) ∈ E(G) and (z j+1 , u) ∈ E(G). Suppose this is not the case. Then d P 2 (u) + d P 2 (v) ≤ r + r − (r − 1) = r + 1 = n(P 2 ) + 1. We get a contradiction. We set Q 1 = x 2 = z 1 , z 2 , . . . , z j , v, H 2 , y 1 , Q 2 = x 1 , H 1 , u, z j+1 , z j+2 , . . . , z r = y 2 , and Q i = P i for 3 ≤ i ≤ t. Then {Q 1 , Q 2 , . . . , Q t } forms a spanning (U, W )-pipeline of G. See Fig. 4 for illustration. Case 2: U ∩ W = ∅. Let |U ∩ W | = r. Without loss of generality, we assume that x i = y i for t − r + 1 ≤ i ≤ t. We note that Theorems 6-8 are analogous to Lemmas 3, 4 and 2 in spanning pipeline-connectivity respectively. By Theorem 6, we can obtain the following theorem. 
δ(G)
= m + k + 1 for some integer k with 1 ≤ k ≤ m − 1, and d G (u) + d G (v) ≥ 2δ(G) = 2m + 2k + 2 for all two distinct vertices
