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Abstract: This paper describes a go algorithm based on deep learning and playout. The algorithm runs on a
small resource environment which consists of one CPU and one GPU. The best next move can be obtained by
using a Value-Monte-Carlo tree search method. It is one of the best-rst search methods. The proposed method
omits the process of tree policy which has been proposed by AlphaGo. Instead of tree policy, the method adds
the top 20 candidates with the highest probability in synchronization with SL policy network as leaves of the
node when expanding a leaf node. The win/loss function according to the rollout policy advocated by AlphaGo
is substituted by playout, which is commonly used in ordinary Monte-Carlo tree search. As a node evaluation
value, not an ordinary UCB1 value but an action value advocated by AlphaGo is adopted. Numerical experiments
conrmed the statistical signicance of the proposed method and claried both the best mixing parameter value















プレイアウトの改善では、LGRF（Last Good Reply with











アルファ碁の特徴は、教師付学習の SL Policy Network、
強化学習の RL Policy Network、盤面評価関数の Value
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Network、これら 3 つの深層学習を駆使する点にある。
従来のプレイアウトの代わりとなる Rollout Policy の導
入や Tree Policy の採用といった提案も同時になされて
いる。Tree Policyは APV-MCTS（Asynchronous Policy
and Value-MCTS）のノード展開時に威力を発揮する。
アルファ碁の再現を目指すオープンソースプロジェク
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通常の MCTSでは多腕バンディット問題の解決で有効



















探索木において、ある第 t 手目の局面ノード st からひ
とつ下の局面ノードに降りる際の手 at の決定は式 (1) に
従う。特に、加重平均とバイアス項の和 Q(s; a) + u(s; a)
はアクション値（action value）と呼ばれる。
at = arg max
a
fQ(st; a) + u(st; a)g (1)
Q(s; a) = (1  )  Wv(s; a)
Nv(s; a)
+   Wr(s; a)
Nr(s; a)
(2)










Wv: Value Network出力 [ 1; 1]の積算評価値
Nv: Value Networkの試行回数
Wr: プレイアウトの勝敗 f1; 0gの積算値
Nr: プレイアウトの試行回数
P : SL Policy Networkによる着手確率
ここで、式 (2)の 0    1はMixingパラメータ、式
(3)の Cpuct は Explorationパラメータ（定数）である。
























leaf node u = (s, a)
X
図 1 Value-MCTSの概念図















の盤面を評価する。ノード v でいえば、Wv(v) を計算す
ることになる。RocAlphaGo が提供する Value Netrwork
では、畳み込みニューラルネットの最終層が全結合ネッ
トワークと双曲線正接関数（hyperbolic tangent function）
で表現されている。よって、出力結果は  1  tanhx  1
となる。出力結果が [0;+1] の範囲では、+1に近づくほど
自分手番の勝利確率が高く、+0 に近いと自分手番の勝利














（node expansion threshold）という。図 1は、白番葉ノー
ド sが今展開されて、白石 aが打たれ、新たな子ノード局面
uが生成された状態を示している。葉ノード生成時には必
ずプレイアウトが 1回試行される。併せて Value Network
で盤面評価値も計算する。図の葉ノード u では黒手番で











式 (1)のアクション値 Q(X; a) + u(X; a)が最大となる手




が提供されている。教師付学習の SL Policy Network、強
化学習の RL Policy Network、そして盤面評価関数となる






いては 6・2 節で述べる。SL Policy Network と RL Pol-
icy Networkの 2つはネットワーク構造が同じなので、SL
Policy Networkと Value Networkについてのみ言及する。
アルファ碁では SL Policy Network への入力チャネル
が 48、Value Networkのそれが 49である。手番情報とな
る Player colorの 1チャネル分が単純に追加されている。
それに対して RocAlphaGoは両ネットワークとも 48であ
る。盤面（19  19）の 1 交点の特徴を 48 ビットで表現
するが、RocAlphaGoでは表 1のようにチャネルを使う。
最後の Zeros は文字通り 0 で埋めることを意味する。こ
こを RocAlphaGoでは手番情報に切り替えて、入力を 48
チャネルにしている。よって、入力層での 1盤面の構成に
は、19 19 の上下左右に 2つのダミー交点を零パディン
グで追加して 23 23 48チャネル、ビット数でいえば、
25,392 bitsが必要となる。ダミー交点を追加するのは、あ
とで 5 5 フィルターで畳み込む際、盤端の特徴が消失し
ないようにするためである。
入力層の構成だけでなく、中間層となる畳み込み層の第
1 層から第 12 層も SL Policy Network と Value Network
は全く同じ構成をとる。ともに第 1層だけは 5 5 の 192
フィルターを使い、第 2層から第 12層までは 3 3 の 192
表 1 RocAlphaGoの盤面 1交点の特徴表現
SL Policy Network Value Network bits
Stone color Stone color 3
Ones Ones 1
Turns since Turns since 8
Liberties Liberties 8
Capture size Capture size 8
Self atari size Self atari size 8
Liberties after move Liberties after move 8
Ladder capture Ladder capture 1
Ladder escape Ladder escape 1
Sensibleness Sensibleness 1
Zeros Player color 1
Total 48
フィルターを使う。活性化関数には単純な max(0; x) で
記述される ReLU 関数（Rectied Linear Unit function）
を利用する。第 13層の畳み込みもやはり両者とも同じで
ある。ただし、出力が 1 1 の 1フィルタとなり、活性化
関数にはやはり ReLU関数を使う。第 14層も両者とも同
じ。ただし、Flatten関数で 19  19 の 2次元配列を 361
個の要素からなる 1次元配列に整形している。
第 15層と第 16層の構成は SL Policy Networkと Value
Networkで完全に異なる。SL Policy Networkが盤面交点
の着手確率を出力するのに対し、Value Networkは盤面の
勝敗指数を [ 1; 1] の実数で出力するからである。両者の
















る。ロールアウトは SL policy Network が 1 手 3ms かか










void Simulation となっている。提案法では、関数 Simu-
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表 2 RocAlphaGo深層学習の第 15層と第 16層の違い
SL Policy Network Value Network
第 15層 361個の交点に Bias値を加算 361個を全結合して 256個のノード
値を出力
第 16層 361個の交点から softmax関数で着
手確率を算出
256 個を全結合して tanh 関数で勝
敗指数を算出
くつかの Ray の関数が呼び出されている。これらの関数
を Python 言語から呼び出せるように Cython 言語 9) を
使ってラッパークラスを用意する。例えば、wrapper.pyx
と wrapper.pxd を用意する。拡張子 \pyx" をもつファイ
ルは Cythonの実装ファイルであり、拡張子 \pxd"をもつ
ファイルは Cythonの定義ファイルである。






する。プラットフォーム Linux, アーキテクチャ x86 64,
Pythonバージョン 3.6の環境で setuptoolsパッケージの
setup 関数と Cython.Build パッケージの cythonize 関数
を使用した場合、wrapper.cython-36m-x86 64-linux-gnu.so
という名前の共有ライブラリが生成される。このライブラ













1. 直前からの着手距離 d = 2; 3; 4
2. MD2パターン
3. 戦術的特徴
1つ目の特徴である着手距離 d = 2; 3; 4は MD2パター
ンの範囲内に収まることに注意されたい。
2つ目の特徴であるMD2パターンについて簡単に説明
する。今、交点 (x; y) からの碁盤 x 軸方向の偏差を dx、
y 軸方向の偏差を dy とする。このとき点 (x; y)における
MDn(x; y) のパターン領域の交点集合とは、マンハッタ
ン距離が n以下となる領域を指す。よってMD2のパター























MDn(x; y) = f(x; y) j 1  jdxj+ jdyj  ng (4)
3つ目の特徴である戦術的特徴とは、次のようなヒュー
リスティックなものである。
 直前の着手で呼吸点数が 1, 2, 3 になった自分の連に
隣接する相手連を取る手
 直前の着手で呼吸点数が 2, 3 になった自分の連に隣
接する相手連をアタリにする手
 直前の着手で呼吸点数が 1, 2, 3 になった自分の連の
呼吸点に打つ手










まず、RocAlphaGo が提供する SL Policy Network を





面を学習済み SL Policy Network を使って作成し、そこ
から乱数で適当に 1 手打ち、学習盤面とする。学習盤面







る。実対戦で使うのは学習済みの SL Policy Networkと学
習済みの Value Networkの 2つだけである。
Value-MCTSの木探索を選択、評価、更新、展開の 4つ





試行する。学習済み Value Network は一度も実行さ
れていない場合のみ非同期に起動する。








着手確率 P (s; a)を子ノードに与え、プレイアウトを














葉ノード展開時に使用する SL Policy Networkの優先度は
高い。そのため割り込み処理ができるようにする。
探索プロセスでは、Virtual Loss13) という手法を併用し








このとき Value Network は非同期に起動され、ノードの












Value Networkからの出力と C++で開発された Rayのプ










数値実験の PC 環境は主として、OS Ubuntu 16.04
LTS, CPU Intel Core i7 3930K (6Core/3.20GHz), GPU
NVIDIA GeForce GTX 1080Ti である。主なソフトウェ
アのメジャーバージョンは、Python 3.6、Cython 0.28、
CUDA 9.0、Keras 2.1、tensorow-gpu 1.12などである。
事前の予備実験として 4つの囲碁エンジンの棋力を 9路
盤総当たり戦にて先手 500局、後手 500局、計 1000局で
計測した。4つの囲碁エンジンとは、Ray Ver.8, Fuego1
Ver.1.1, Pachi2 Ver.11.00, GNU Go3 Ver.3.8である。す
べて公開されている定評のある囲碁エンジンである。連続
対戦には GoGui4 Ver.1.4.9の gogui-twogtp.jarをシェル
スクリプトから使用した。
9路盤での勝敗と勝率は表 3のようになり、結果は棋力




採用した。対局数は 9 路盤と同じ先手 500 局、後手 500
局、計 1000局である。一手 30秒、持ち時間 20分、プレ
イアウト数 8000回を起動オプションでそれぞれ指定した。
コミは 6 目半である。ただし、GNU Go についてはモン
テカルロ木探索が 19路盤では使えないため、通常の思考
ルーチンによる対局とした。
表 3の 9路盤での対局結果を参考に、1回戦を Ray vs.
1 Fuego https://sourceforge.net/projects/fuego/
2 Pachi http://pachi.or.cz/
3 GNU Go http://www.gnu.org/software/gnugo/
4 GoGui https://sourceforge.net/projects/gogui/
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表 3 総当たり戦による囲碁エンジンの 9路盤での棋力（先手 (B) からみた 500局の勝敗と勝率）
XXXXXXXXXXXX先手 (B)
後手 (W)
Ray (W) Fuego (W) Pachi (W) GNU Go (W)
Ray (B) | 399勝 101敗 (79.8%) 383勝 117敗 (76.6%) 476勝 24敗 (95.2%)
Fuego (B) 244勝 256敗 (48.8%) | 328勝 172敗 (65.6%) 486勝 12敗 (97.2%)
Pachi (B) 158勝 342敗 (31.6%) 246勝 254敗 (49.2%) | 496勝 4敗 (99.2%)
GNU Go (B) 15勝 485敗 ( 3.0%) 24勝 476敗 ( 4.8%) 32勝 468敗 ( 6.4%) |
表 4 トーナメント方式による囲碁エンジンの 19路盤での棋力（先手 (B)からみた 500局の勝敗と勝率）
XXXXXXXXXXXX先手 (B)
後手 (W)
Ray (W) Fuego (W) Pachi (W) GNU Go (W)
Ray (B) | 465勝 35敗 (93.0%) 486勝 14敗 (97.2%) |
Fuego (B) 40勝 460敗 (8.0%) | | 415勝 85敗 (83.0%)
Pachi (B) 11勝 489敗 (2.2%) | | 437勝 63敗 (87.4%)
GNU Go (B) | 81勝 419敗 (16.2%) 66勝 434敗 (13.2%) |
図 3 SL Policy Networkの学習推移
Pachiと Fuego vs. GNU Goで対戦させ、それぞれの勝者
同士で Ray vs. Fuegoを決勝戦とした。1回戦の敗者同士
で Pachi vs. GNU Goの 3位決定戦も実施した。19路盤
で得られた勝敗と勝率を表 4 にまとめる。勝率は 9 路盤
同様、先手からみた 500局の勝敗数から計算している。19






教師付学習の SL Policy Network で使用したデータ数
やパラメータは、棋譜数 59,976、盤面数 94,731,144、エ
ポック数 7、ミニバッチ 16 である。ネットワーク構造
は conv2d 1 input, conv2d 113, atten 1, bias 1, activa-




図 4 Value Networkの学習推移
強化学習の RL Policy Network のネットワーク構造は
SL Policy Networkと同じである。使用したパラメータは、
save-every=10, game-batch=10, iterations=6000, record-
every=1である。自己対戦の初期重みには、SL Policy Net-
work を使って得られた最終エポック後の HDF5 フォー
マット形式の weightを使用した。強化学習に要した時間
は 20 日 10 時間 10 分であった。強化学習後の weight を
使って Rayと先手 250局、後手 250局、計 500局を対戦
させた。結果は 142勝 358敗と Rayに負け越していた。
最後に盤面評価関数として機能する Value Network を
CNN（Convolutional Neural Network：畳み込みニューラ
ルネットワーク）で学習させた。CNN に与えるデータ
セットの作成には学習済み SL/RL Policy Network を使
用した。作成したデータセット数は 194,122 個、盤面数
で 1,552,976 個である。Value Network のネットワーク
構造は conv2d 1 input, conv2d 113, atten 1, dense 1,
dense 2 となっている。CNN のパラメータはバッチサイ









SL Policy Networkと Value Networkの学習済み CNN
の重み係数がHDF5形式で得られたので、これら 2つの重
みを使用したCygoとRayを自動対戦させた。コミは予備
実験と同じ 6目半である。式 (3)の定数 Cpuct の値は 5と





















ノード展開閾値 nthr を 20 に固定して  の値を横軸に
0.30.8の範囲で 0.1ごとに変化させた場合の Cygoの勝
数と勝率をプロットすると図 5 を得た。図 5 棒グラフが
対局 500回のうちの Cygoの勝数であり、これを左縦軸で
示す。折れ線グラフは勝率であり、右縦軸で%表示する。
 = 0:7のとき、Cygoの勝数が 343で最大となり、その
ときの勝率は 68.6%であった。
既存手法の Ray と提案法の Cygo の両者で棋力に差が
あるか否かを判定するために二項検定を行った。今、帰無
仮説を「 = 0:3のとき、Rayと提案法の Cygoで棋力の
差はない」とし、対立仮説を「 = 0:3のとき、2つの手法
で棋力の差はある」とする。帰無仮説が成立すると仮定し
て、有意水準 5%で検定を行う。p値が有意水準 (= 0:05)
未満ならば、帰無仮説は棄却され、対立仮説が採択され
る。つまり、19路盤囲碁で  = 0:3のとき、既存手法 Ray
の棋力と提案法 Cygoの棋力に差がある、といえる。の
値が 0:4 0.8についても同様の二項検定を行った。
有意水準 5%（ = 0:05）で勝敗数を基に二項検定を行っ
た結果が表 5 である。両者の棋力に「差があるとは言え
ない」という結果になったのは  = 0:5のときであった。
Mixingパラメータの値が 0:6    0:8であれば、有意水
































































図 5 ノード展開閾値 nthr を 20に固定した Cygoの勝数と勝率





























































図 6 Mixingパラメータ を 0.7に固定した Cygoの勝数と勝率
準 5% のもとで、Cygo の棋力と Ray の棋力で差がある、
といえる。最も勝率が高かったのは  = 0:7のときで、そ
のときの勝率は 68.6%であった。残念ながら、  0:5で
Cygo の棋力の統計的有意性は消失し、0.4 以下では Ray
に明らかに棋力で劣ることも統計的に明らかとなった。
次に、Mixingパラメータを  = 0:7に固定して、ノー
ド展開閾値 nthr を横軸 10  30の間で 5刻みに変化させ
た場合の Cygoの勝数をプロットすると図 6になった。有
















計算時間である。Mixing パラメータ  = 0:7、ノード展
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表 5 ノード展開閾値 nthr を 20に固定したときの Cygoの棋力
 win lose win-rate (%) p-value condence interval p-value < 
0.3 117 383 23.4  0.198 { 0.274 Yes
0.4 172 328 34.4 2.785e-12 0.302 { 0.387 Yes
0.5 231 269 46.2 0.098 0.418 { 0.507 No
0.6 277 223 55.4 0.018 0.509 { 0.598 Yes
0.7 343 157 68.6  0.643 { 0.726 Yes
0.8 327 173 65.4 5.331e-12 0.610 { 0.696 Yes
 is less than 2.200e-16.
表 6 Mixingパラメータ を 0.7に固定したときの Cygoの棋力
nthr win lose win-rate (%) p-value condence interval p-value < 
10 330 170 66.0 7.408e-13 0.617 { 0.701 Yes
15 332 168 66.4 1.902e-13 0.621 { 0.705 Yes
20 343 157 68.6  0.643 { 0.726 Yes
25 320 180 64.0 3.940e-10 0.596 { 0.682 Yes
30 324 176 64.8 3.548e-11 0.604 { 0.690 Yes
 is less than 2.200e-16.
開閾値 nthr = 20、プレイアウト数 6000 という条件下で
連続 150 回だけ Ray と対戦させると、1 局当りの平均で
Cygoは 4038.0sec（約 1時間 7分 18秒）を消費していた。
一方の Rayは 267.8sec（約 4分 28秒）の計算時間しか消
費していなかった。Cygo が使用する CPU プロセス数を
デフォルトの 2から 8まで増やしても、同条件下で Cygo
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