Despite multiple successful applications of high-throughput computational materials design from first principles, there is a number of factors that inhibit its future adoption. Of particular importance are limited ability to provide high fidelity in a reliable manner and limited accessibility to non-expert users. We present example applications of a novel approach, where high-fidelity first-principles simulation techniques, Density Functional Theory with Hybrid Screened Exchange (HSE) and GW approximation, are standardized and made available online in an accessible and repeatable setting. We apply this approach to extract electronic band gaps and band structures for a diverse set of 71 materials ranging from pure elements to III-V and II-VI compounds, ternary oxides and alloys. We find that for HSE and G0W0, the average relative error fits within 20%, whereas for conventional Generalized Gradient Approximation the error is 55%. For HSE we find the average calculation time on an up-to-date server centrally available from a public cloud provider to fit within 48 hours. This work provides a cost-effective, accessible and repeatable practical recipe for performing high-fidelity first-principles calculations of electronic materials in a high-throughput manner.
I. INTRODUCTION
Materials design and discovery based on first-principles modeling is an inter-disciplinary research area that recently received much attention with multiple success stories reported in the field of catalysis, hydrogen storage materials, Li-ion batteries, photovoltaics, topological insulators, carbon capture, piezoelectrics, and thermoelectrics [1] [2] [3] [4] [5] . These efforts enabled the integration of computational materials science with information technology (e.g., web-based dissemination, databases and data-mining), expanded access to properties computed by first-principles modeling approaches to new communities and promoted new collaborative work. Nevertheless, when compared with the more established computeraided design and engineering sector, there is still much room for improvement in the way first-principles modeling is performed with respect to the accessibility and repeatability of high fidelity calculations.
High-throughput virtual screening produced large repositories of data for its further consumption by other scientists, notably the Materials Project 1 , AFLOW 2 , and the open quantum materials database 3 . Other initiatives, like AIIDA 4 , also provided a set of building blocks for the construction of the simulation workflows. Recently, other approaches like NOMAD 5 , emerged with the idea of an open access data repository aimed to allow for advanced data analytics and the creation of machine learning models. Other notable example includes the Computational 2D Materials Database 6,7 targeted at the applications in semiconductor area. The efforts above include a significant computer science aspect and created software tools that facilitate the execution of simulations in a high-throughput way, such as Pymatgen 8 , Atomic Simulations Environment 9 , AIIDA stack 4 and similar. These tools facilitate the adoption of the original techniques by other computational materials scientists and help organize and standardize the community efforts. Naturally, the data-centric approaches to the development of new materials followed after [10] [11] [12] [13] [14] . Additionally, the area of cloud computing as applied to the first-principles materials modeling emerged in the last few years 15, 16 . We present the approach conceived and implemented by Exabyte Inc. inside its web-based modeling platform since 2014. The approach is focused on the accessibility and repeatability of modeling workflows, is designed to support creation and execution of multiscale models online, and is reminiscent to NanoHUB.org 17 . Compared to standalone software tools, such an approach allows users to focus on the physical essence of the problem and removes any obstacles related to the computational complexity, such as installation and parallelization concerns. Our approach enables access for (eg. experimental) scientists without direct knowledge of modeling techniques, promotes the exchange of ideas, and extends creative breadth of the resulting research. By relying on centrally-available cloud-based high performance computing the platform yields the computational power to facilitate high fidelity in a reproducible way 18 , and its data-centric nature eliminates unnecessary repetition, facilitates collaboration, and embraces traceability, version control and other computer science paradigms 4 . In this manuscript we report the example application of the above platform 19 to the electronic structural properties of semiconducting materials. We use Density Functional Theory in the plane-wave pseudopotential approximation 20, 21 and obtain the electronic band structures and band gaps for a diverse set of 71 compounds ranging from pure elements to ternary oxides and further referred to as ESC-71. We provide the results for the Generalized Gradient Approximation 22 , the Hybrid Screened Exchange 23 and the GW approximation 24 . We compare the results with the available experimental data and present the assessment of the accuracy levels for each model. For the first time ever this work presents all the following combined together: the results, the tools that generated the results, the simulations with all associated data, and an easy-to-access way to reproduce, improve and contribute results for other materials into a centralized ever-growing repository. 25 . 
II. METHODOLOGY
A. General logic
Execution flow
We demonstrate the general execution flow employed in this work in Fig. I . We start from the design of the simulation workflows (designated by (1) in the figure). We represent the logic of the workflows through a data structure encoded using a JavaScript Object Notation (JSON) using a data convention further referred to as Exabyte Data Convention (EDC). Next, we upload the initial structures for the materials to be studied (branch (2) in the figure). After that, we create and execute the simulation jobs using the cloud-based high-performance computing infrastructure assembled on-demand by our software (corresponding to branch (3) in the figure), and collect the resulting properties in a database. Finally, we analyze the results either through a graphical user interface or by means of the RESTful application programming interface (API). The general execution flow, including all the above components and the associated entities are freely available online. The users of Exabyte platform can clone the associated entities (eg. materials, workflows) -and re-create our calculations in order to reproduce or further improve the results.
Workflow units
Within the EDC each workflow contains multiple units and each unit contains the corresponding input parameters for the simulation engine(s) used within. We logically separate each individual unit into pre-processors, main execution, and post-processors parts as demonstrated in Fig. I . The pre-processors are ran before the main part and are used for auxiliary tasks, such as creating the required system folders for data on disk. The main execution part is where the main simulation is done. Post-processors are used to assert the completion of the simulation or attempt the main simulation again with a set of adjusted parameters. For the work described in this manuscript we used the error correction logic implemented in 1 . After asserting the validity of the simulation a set of material properties is extracted, organized into JSON data structures, and stored in the database.
Workflows
An example workflow for HSE calculations utilized in this work in shown in Fig. I . We start with obtaining the relaxed structures, and then self-consistently precalculate the electronic wavefunctions and charge density. These steps are done within the GGA. Next, we repeat the self-consistent calculation, this time including the exchange interaction within HSE. Next, we run an auxiliary step to assist with the construction of the reciprocal path for the final part of the calculation -the non-self-consistent HSE calculation. The latter produces the resulting band gap and band structure properties.
B. Materials
All materials studied in this work constitute the E71set and are divided in 7 categories according to their stoichiometric composition. The categories together with their shorthand names are listed in Table I . We attempted to cover a diverse set of semiconductor stoichiometries accessible to the modeling from first principles. We prioritized compounds with smaller number of atoms within the crystal unit cell, however did not impose a hard limit on the unit cell size. Most of the structures studied have 4 or less atoms inside the unit cell, the largest unit cell has 32 atoms. We further sub-categorized materials into groups by the associated difficulty levels for the simulation workflows involved, as explained below. The details about the materials studied, including the corresponding categories and the results are given in Table III . Our approach is similar to that of 26 , with an attempt to improve the range of compounds studied and include materials with potential industrial applications. Table I . Summary of the material categorization employed in this work with counts. Nat -number of sites (atoms) in the crystal unit cell.
C. Workflows
In order to organize the information about the simulation workflows we employ the categorization illustrated in Table II . The categorization depends on: (a) whether the semi-core electronic states are included in the pseudopotentials, (b) whether the treatment of spin-orbit coupling is considered within the calculation, and (c) whether the treatment of magnetic interactions is included. Larger numbers, as included in Table II do not necessarily correspond to the higher computational difficulty (see Fig.16 , for example). Difficulty 1 (D1) workflows are GGA calculations with default set of pseudopotentials, as implemented in VASP 5.4.4 27 . In terms of theory, the even difficulty numbers, (eg. 2) workflows are similar to the nearest odd (eg. 1), except for the inclusion of semi-core states in the pseudopotential for the following elements: Ga, Ge, In, Sn, Ti, Pb, Bi, Li, Na, Ca, K, Rb, Sr, Cs, Ba. Readers may consult the data online for further detailed information about the types of semi-core states included 25 . We prioritize the most comprehensive set whenever available, such that if a pseudopotential with only p and both p and s states are present, we use the latter.
The difficulty 3 and 4 workflows incorporate spin-orbit coupling (SOC). We treated all materials that contain elements with atomic number Z > 45 (Rh) as the ones that require spin-orbit coupling to be included in the calculations. This is, notably, a somewhat "loose" approach, as there exists a well known spin-orbit splitting effect for GaAs, for example 28 . We argue, however, that since the latter effect is of the order of 100 meV it would not be critical to the results of this study. This statement is further supported by the band gap value for GaAs found in this work. For the difficulty levels 5 and 6 we incorporate collinear magnetism as follows: we switch on the magnetic interactions and set the initial magnetic moments to a pre-defined value for all ferromagnetic atoms (V, Cr, Mn, Fe, Co, Ni). When more than one atom is present in the unit cell, we alternate the signs for the magnetic moment effectively creating an anti-ferromagnetic arrangement in this case. Lastly, the difficulty 7 workflows have all three, and, due to the nature of the computational implementation, resolve the non-collinear magnetic interactions. Table II. Summary of the simulation workflows categorization employed in this work. "Semi-core" indicates that the pseudopotentials with semi-core states were used, "SOC" stands for the inclusion of the spin-orbit coupling, and "Magnetism" is used to denote the inclusion of collinear magnetic moments, except for the difficulty 7 when spin-orbit coupling and magnetism are included both, which lead to the treatment of noncollinear magnetic interactions. 27, 32 . Within the generalized gradient approximation the exchange-correlation effects were modeled using the Perdew-Berke-Ernzerhof (PBE) 22 functional. All calculations were performed with the largest default plane wave cutoff energy of the pseudopotentials involved. The energies of all calculations were converged to within 10 −4 eV. The Gaussian method was chosen as the smearing algorithm, the blocked Davidson iteration scheme 33 was chosen as the electron minimization algorithm, and ions were updated using the conjugated gradient algorithm. A smearing value of 50 meV was chosen for all the calculations. The semi-empirical Grimme-D2 correction to the Kohn-Sham energies were incorporated in all of our calculations 34 . The Heyd-Scuseria-Ernzerhof (HSE) calculations incorporate a 25% short-range Hartree-Fock exchange 23 . The screening parameter µ is set to 0.2Å −1 . GW calculations were performed at the non-self-consistent G 0 W 0 level. The number of unoccupied bands for the band gap calculation step was set to the total number of plane waves in the SCF step.
We implemented sampling in the reciprocal cell based on k-points per reciprocal atom (KPPRA) with a uniform unshifted grid. In our calculations, KPPRA of 2,000 were used unless specified otherwise. The density of states (DOS) calculations were performed within a denser grid with KPPRA of 16,000 using tetrahedron interpolation as implemented in VASP 27 . We ran most of the calculations within a single compute node described in the next subsection. For some G 0 W 0 calculations in particular, the memory requirements were larger than the resources available on a single node, however and efficient parallelization scheme for memory distribution is yet to be implemented for GW calculations in VASP at the moment of this writing. To accommodate the calculations within the available memory, we reduced the precision in a controlled way as follows: we limited the number of bands to 1000 at most, instead of using all available, then we reduced the KPPRA value to reduce memory requirements. The details about the cases with reduced precision are summarized in the footnotes of TableIII.
Hardware
All calculations were performed using the hardware available from Microsoft Azure cloud computing service 35 . We utilized the "H16r" and "H16mr" instances specifically designed to handle high performance computing workloads. The instances are based on the Intel Xeon E5-2667 v3 Haswell 3.2 GHz (3.6 GHz with turbo) with 16 cores per node, and 112 and 224 GB of memory respectively. The instances carry a low latency, high-throughput network interface optimized and tuned for remote direct memory access. Computational resources were provisioned and assembled on-demand by software implemented and available within the Exabyte platform 19 . Most of the calculations were executed within a two-week period with a few requiring further work beyond that time frame. The peak size of the computational infrastructure used during this work was administratively limited to 125 nodes or 2000 total computing cores.
E. Data extraction
The relevant data for each workflow unit is extracted from the calculation output, parsed and stored in the database in the JSON format according to EDC. For instance, the forces on each atom after the volume relaxation are extracted and shown in the results page for each material. The band structure and the density of states (DOS) are also extracted from the band structure and density of states calculations, respectively. Thus, results for each material can be viewed online on Exabyte platform 25 . The platform also support a programmatic way of extraction of the data associated with materials and simulations through a RESTful application programming interface 36 , partly used in this work as well.
F. Repeatability
The materials, workflows, batch jobs for each material with the associated properties, and files for each step of the simulation workflows are all made readily available online 25 . The Exabyte platform now contains all materials and workflows mentioned in this work, so readers may create an account, copy one or more materials to their account collection, copy a workflow similarly, and use the simulations designer as mentioned in Fig. I to recreate the simulation for this material. Furthermore, users can introduce modifications to our workflow and further improve the results. Fig. 4 shows a comparison of the calculated band gaps within GGA, HSE and G 0 W 0 with their experimental values for all the materials where the experimental data is available. We also include the results of Materials Project 1 (further referred to as MP) calculated within GGA (or GGA+U approach when specifically noted) for reference. As expected, in can be seen that the GGA underestimates the band gaps, and HSE and G 0 W 0 both significantly improve the results. A linear regression model fit to the three different levels of theory is shown in Fig.5 . From the figure it can be seen that when a simple linear fit y = kx + b to the data is used, the resulting values for the model-wise errors based on the coefficient of proportionality k are as follows: GGA -35%, HSE -17%, G 0 W 0 -7%. A. Elements Fig. 6 shows band gaps of elemental materials compared with experimental values. The gap for Te was measured to be 0.3 eV in 123 , however our GGA band structure does not have a gap. The lattice parameter a of our relaxed structure is underestimated by 2.23%. Table III . Data for materials studied in this work. "Diff." -difficulty level. "Calc." and "Expt." have lattice constants of the relaxed structure and the experimental values, respectively. Lattice constants of the primitive unit cell are given, unless otherwise noted. A linear relationship between the two materials is assumed to determine the experimental lattice constant for alloys. The HSE and G0W0 values are compared with references when available: "HSE " and "G0W 0 ". Reduced precision calculations are indicated in footnotes. "HSE03" -HSE03 approach 23 . "GW" indicates the full GW approximation, "sc-GW" -self-consistent GW calculations. Materials for which the DFT+U approach was used are also noted. MP-GGA value is 0.186 eV, however in their case the lattice parameter is overestimated by 1.37%
III. RESULTS
42 . The re- duction in lattice parameter in our case can be attributed to the vdW correction. In another study the meta-GGA-SCAN functional is seen to predict the lattice parameters well 124 , however the calculated HSE band gap is larger than the experimental value by 40%. An exact-exchange mixing parameter of 0.125 was needed to reproduce the correct experimental gap for Te in 124 . Our G 0 W 0 calculation predicts Te to be metallic.
Ge has the experimental band gap of 0.75 eV 40 . We find the lattice parameter of the relaxed configuration within 0.5% of the experimental value 40 . Both HSE and G 0 W 0 overestimate the band gap by 16.21% and 13.51% correspondingly. While MP predicts Ge to be metallic, our calculation predicts a band gap of 0.16 eV within the GGA. We attribute this to the inclusion of semi-core states in our case.
For Si, the GGA band gap is underestimated by 48.7%. Both HSE and G 0 W 0 predict band gap of Si very well: within 3.6% and 0.9% correspondingly.
For boron, our GGA band gap is 19.5% less compared to the experimental value 40 . The MP GGA band gap for boron is underestimated by 4%. We attribute this difference to the inclusion of vdW correction in our case. Our lattice parameter a is about 4% smaller compared to that of MP which results in smaller band gap. Similar trend is observed for Se where our lattice parameter is underestimated by 7%.
For other materials in this category -P, As and Se we find G 0 W 0 to underestimate the gaps by 54%, 50% and 25.5%, respectively. Incorporating partially selfconsistent GW 0 corrects the errors to 11.1%, 21% and 10.23%, respectively. Due to the small value of the gaps for P and As, the Gaussian smearing used during the calculation (50meV) can contribute to the error significantly. Table V . Band gaps calculated with partially self-consistent GW calculations. For all the calculations the self-energy of the non-diagonal components were included. The iteration of the quasi-particle (QP) energy shifts and the energy cut-off used are also tabulated.
Material

B. III-V semiconductors
Fig . 8 has the band gaps for category 35. For BP, AlAs, GaP, GaN and AlN, HSE and G 0 W 0 predicts band gap within 8.1% and 7% accuracy, respectively. For GaAs, HSE predicts the band gap within 0.4%. The G 0 W 0 overestimates the band gap by 15.4%, which might be due to the fact that the band gap estimate is performed on a grid as explained in sections II and IV. Among the materials considered, BN has smaller GGA band gap compared to MP. Inclusion of vdW in our case reduces the lattice parameter by 2.4% which reduces the GGA band gap.
Our GGA band gap of BN is 26.3% smaller compared to MP value. Also the MP GGA band gap predicts the band gap within 1.7% of HSE band gap of BN. This is due to the absence of vdW interaction within the BN layers in MP calculations. While the lattice parameter a of MP GGA matches within 0.8% 125 , lattice parameter c is overestimated by 23% which in turn causes the larger gap value that is close to experiment. We also find that within G 0 W 0 , the band gap has an error of 27.5%. We employed self-consistent GW calculation to improve the band gap, and find that 4 iterations reduce the band gap error to 11.8%. Fig. 10 shows the band gaps for category 26. The bonding nature of the materials in this category is ionic and covalent. As a result, the inclusion of vdW interaction does not affect the lattice parameters much, except for BaSe and BaTe. Due to the inclusion of vdW interaction, our lattice parameters are smaller compared to MP results and hence the gaps are smaller as well. Our HSE band gap of MgS is underestimated by 19.67% compared to 26 . We attribute this difference to the smaller lattice constant due to vdW correction in our case.
C. II-VI
D. Dichalcogenides   Fig. 11 has the results for category DC. All the materials within this category are layered two-dimensional structures. For these materials, the inclusion of vdW interaction is critical to get the lattice parameter c correctly. For HfSe 2 Fig. 11 has results for binary oxides. Within this category MP GGA band gaps match closely with our values, except in the case of NiO. While the MP has a gap of 2.498 eV, our calculation predicts material to be metallic. This discrepancy is due to the use Hubbard correction by MP, since a U value of 6.2 eV was employed there. Our HSE and G 0 W 0 calculations predict the band gaps within 30% and 5.4% of the experimental value, respectively. Further improvement can be obtained using the self-consistent GW approach as demonstrated in Table. V.
F. Ternary oxides
The calculated band gaps for materials in category TO is compared with experimental band gap in Fig. 12 . Within this category the experimental band gaps are found only for LaCoO 3 and SrTiO 3 , as shown in Table.III. For LaCoO 3 , both GGA and HSE predict the material to be metallic. In G 0 W 0 we get a gap of 0.24 eV for LaCoO3, however, since we do not calculate the full band structure as explained in section II, a further study might be required to confirm the result. For SrTiO3 HSE predicts the gap very well with a 0.4% error while G 0 W 0 has an error of 10.7%. Fig. 9 has results for AL category. InGaAs has no gap within GGA, while the HSE predicts the gap within 6.1% of the experimental band gap. The G 0 W 0 calculation overestimates the band gap by 54.7%, we attribute this to the lack of the full band structure calculation and indirect nature of the gap. In the case of AlInAs G 0 W 0 overestimates the band gap by 43.9% for the same reason, while HSE has a 23.7% larger value than experimental.
G. Semiconductor alloys
H. Other materials
Materials for which experimental data is not found are plotted in Fig. 13 . Our GGA band gap matches well with MP band gap. HSE and G 0 W 0 improves the result. The band gap difference of B 2 O 3 within GGA between our calculation and MP can be attributed to the vdW interaction included in our calculations. Due to the localization (DFT+U) effect included in MP, VO 2 is semiconducting while our calculation shows VO 2 as metallic.
Within GGA, NaOsO 3 is predicted to be metallic both by us and MP. HSE opens a band gap of 1.34 eV. G 0 W 0 predicts a band gap of 0.12 eV. We believe that selfconsistent GW may increase the band gap closer to the HSE value. All levels of theory predict GdMn 2 O 5 to be semiconducting.
IV. DISCUSSION
We meant this study as a practical "end-to-end" benchmark of the ability of the current generation of pseudopotential density functional theory (DFT) to predict the electronic properties of materials. We also focused our attention on how it can be applied in an accessible way with minimal additional computational setup (i.e. no specialized hardware or compilation routines). As it was recently demonstrated in a comprehensive overview of the DFT simulation engines in 128 , most of them are inter-changeable with respect to the results delivered within the same model approximation. We selected VASP 27 as one of the most used tools in the space. Unlike the previous benchmarks, however, that considered computing aspects exclusively 18,129 , we went further and calculated the properties for a diverse set of material compounds.
A. Accessibility
The problem of accurate calculations of the electronic band gaps has been around for nearly as long as the computing itself. Although much effort was put into producing a way to obtain reliable high fidelity results, an accessible and repeatable option is still largely missing 4,5 .
Our work is an attempt to demonstrate how a standardized approach to the creation and execution of the firstprinciples modeling workflows developed by Exabyte Inc. can resolve the above. We present an accessible, repeatable and cost-effective way to deploy first-principles modeling workflows. Furthermore, we make the data freely available on the web, and provide an intuitive way to reproduce our work. Recently there has been much attention to high-throughput first-principles calculations of materials properties, which lead to the proliferation of the online databases and the development of the associated software tools [1] [2] [3] [4] [5] . Our approach has similar capabilities, as demonstrated by this work, and is accessible to a larger community, in particular, to those without first-hand knowledge of DFT.
Another important recent advancement came from the data-centric approaches where large repositories of data can be used together with machine learning techniques in order to build predictive models 13, 14 . Such models are able to deliver the predictions much faster, as they do not require the solution of physical equations. Our data-centric platform can power the construction of such models, with the potential to achieve improved accuracy of predictions by basing them on more accurate DFT results. Others approached the problem from a more traditional perspective attempting to construct DFT functionals capable of delivering high accuracy for the calculations of the electronic band structures 130 . We will refrain here from discussing transferability from one material class to another for any such functional. Instead, we would like to point out that in practical applications the bottleneck that prevents the adoption of any of the aforementioned techniques is the human time required to get a prediction with a certain expected level of precision. Surely, reliably delivering high-fidelity results quickly is the best, however, an approach that takes a long time to compute but little to set up and oversee can work just as well. 
B. Fidelity and error analysis
When comparing with the available experimental data we point out some important conditions used within our approach that are known to affect the calculation results. Firstly, we conduct the structural relaxation within the GGA and subsequently use the resulting structure for HSE and GW calculations. GGA is largely believed to work well for the ground-state properties of materials, and thus little change is expected when the structures are relaxed with HSE, for example 26 . Secondly, in order to improve the treatment of van-der-Waals (vdW) interaction within our models we introduce a correction as implemented in VASP 34, 131 . This improves the results for layered materials especially, where the layered materials are considered. This is due to the fact that layered materials are self-passivated and the inter-layer interaction is dominated by the vdW interaction. Lastly, due to the computational complexity of the current implementation for G 0 W 0 within VASP, we calculate the band gaps using the electronic eigenvalues on a grid of points inside the Brillouin zone, instead of using the standard path 2 as we did for GGA and HSE. The latter fact affects the fidelity of results for indirect gap semiconductors especially where the band extrema are located far from high symmetry points sampled by the grid. Due to constraints to the availability of memory, we reduced precision for few materials as indicated in Table III . The reduced number of k-points within the irreducible Brillouin zone may have contributed to the error as well. Figures 14 and 15 have the data about the average errors per material category. Width of each column are proportional to the number or materials in each difficulty or category. We have omitted categories and difficulties that have experimental band gap available for less than 3 materials. We find that the GGA calculations have the largest error. HSE and G 0 W 0 improve the band gap by similar margin. Category D3 has the largest error, although, notably, the sampling per this category is substantially less than for D1 and D2, for example. The dichalcogenides (DC) produced the largest error by material type, although it also has to be noted that the sampling in this category is lowest. We attribute this to the applied vdW correction in the layered materials.
The lattice constants c of layered materials are sensitive to the type of vdW correction applied. Case specific vdW correction to the material can improve error in lattice constants and reduce the error. Even though HSE and G 0 W 0 calculations improve the band gap for this category, we suspect correct inter-layer spacing can improve the band gaps further. We also find that for category EL, the G 0 W 0 band gaps give larger error compared to HSE calculations. The self-consistent GW calculations improve the band gap for EL materials substantially (discussed in Sec. IV C in detail). Category 26 and 35 compounds had most accurate predictions within HSE and G 0 W 0 . Category TO materials are excluded from Fig.  15 due to low sample count.
C. Further improvements to accuracy
There exist multiple ways to further improve the accuracy of the results obtained in this work. For the GW calculations, the self-consistent GW approach can improve the results. Table V summarizes the band gaps calculated with self-consistent GW. We find the approach where the non-diagonal components of the self-energy are included to provide the best accuracy 132 within a manageable time frame. We believe that executing the selfconsistent GW calculations in a high-throughput manner is already possible for the materials studied in this work. In practice, it would presently require using compute nodes with extra large memory. Although such nodes are readily available from public cloud providers, the current computational implementation in VASP is not optimized for this regime and thus we would expect the resulting calculations to be more expensive and less reliable.
Another way to improve the accuracy of the results would be to use a dynamically adjustable value for the HSE mixing parameter similar to how it is done in 133 . This approach would be more computationally intensive as it requires the convergence of the static dielectric constant with respect to the mixing parameter to be achieved during the calculation. Alternatively, a "hybrid" scheme could be considered where initially the improved value for the mixing parameter is calculated "on-the-fly" based on a statistical model, and then a "single-shot" HSE calculation is executed.
Lastly, the precision of the resulting calculations can be improved by addressing the concerns stated in the previous sub-section related to the sampling in the Brillouin zone. We used an approach based on the KP-PRA, whereas introducing the logic for explicit convergence into the resulting workflows could be beneficial. For G 0 W 0 calculations in particular a more thorough approach to treating the convergence of the end results with respect to the size of the pseudopotential basis set might be beneficial. We assumed the default recommended value of the cutoff and used all available planewave states (bands) for the summation whenever possible. When memory concerns arised we reduced the fidelity in a controlled way as explained in the section II. Table VI . Average errors and the associated average calculation time for the HSE and GGA cases studied in this work. *Exact* and *Zero* values are constructed through a simple logarithmic fit of the HSE/GGA data for the (hypothetic) models that would produce exact and zero-fidelity results correspondingly.
D. Computational time and cost
In order to provide insights about the feasibility of further improved approaches and the ability to obtain the ultimate exact accuracy, we construct a simple logarithmic regression using the data obtained for the GGA and the HSE results. We exclude G0W0 because the results for it did not include the full band structure calculations, thus its set of computed properties is different. We assume that the average simulation lifetime increases exponentially as the average error is dropping. This is, of course, an overly simplified treatment and is only meant to produce qualitative results. We base our logic on the fact that the calculation of exchange interaction as employed within the HSE formalism includes the integral sums over the electronic states, and thus increasing the number of individual computations to the square of the number of wavefunctions. As can be seen from Table IV C, within this logic one would need to run a simulation for about 30 days on average in order to produce an exact result. On the opposite side, a simulation with a runtime of less than 0.1 sec would fail to produce a meaningful result.
Our motivation for the above is to provide a metric of the extent to which the physics-based first-principles modeling can augment the trial-and-error experimental approach when compared with respect to the capital and time investments required. We suggest that for the equivalent of one month of calculation time (human time) on a commodity compute server readily available from a cloud provider it is possible to obtain results that are accurate well within 20% and potentially within 1-5% range for the properties that we study in the current work. There are, admittedly, many factors that can adversely affect the result and many ways to optimize and improve upon the setup we used. Nevertheless, it is clear that the high fidelity results are not prohibitively expensive already today, and with the advancements in computing technology will become more and more prevalent. Furthermore, when compared with the capital spends required to manufacture and prototype the materials in experiment, even the "Exact" scenario we considered above appears attractive. Moreover, when data-centric community efforts without repetition are taken into account, the costs are further amortized. We believe that the correct approach to materials development from nanoscale is to use both high-fidelity simulations and experiments in a collaborative "funnel"-like scenario similar to how the computeraided design and engineering is applied at present.
E. Future outlook
We believe that the landscape of computational materials design is rapidly evolving toward a data-driven science where the modeling results are aggregated and classified by their precision/accuracy. We believe, however, that the major improvements in way computational materials science is used would be significantly delayed if possible at all when only performed by means of the selected few. As the volume and variety of data available to community is growing at an accelerated speed, the veracity of this data also becomes increasingly important. The approach described in this work can solve both aforementioned concerns. The improved creative ideation with contributions from people with multiple backgrounds is enabled by modeling workflows accessible in a standardized and repeatable way and the shift away from the "medieval artisan-like" model 4 still prevalent nowadays. On the other hand, this work provides first proof that high precision is also achievable, perhaps only for electronic materials at this moment, using existing first-principles modeling techniques. We believe that a hybrid data-driven approach with roots in high-fidelity modeling is most powerful.
V. CONCLUSIONS
We report on the application of a novel approach to materials modeling from nanoscale implemented within the Exabyte platform 19 to a diverse representative set of 71 semiconducting materials (ESC-71). The approach makes high-fidelity techniques such as pseudopotential Density Functional Theory with Hybrid Screened Exchange (HSE) and G 0 W 0 approximation available in an accessible, repeatable and data-centric manner. We introduce a categorization for the materials according to the level of approximation used and explain the implementation of the corresponding modeling workflows. We present the results for the electronic band gaps obtained within the Generalized Gradient Approximation (GGA), HSE and G 0 W 0 , analyze the level of fidelity for the prediction delivered by each of the models used, and discuss the corresponding computational costs.
We compare the results with experimental data and prior similar calculation attempts, when available. We find the average relative error to be within 20% for HSE and GW results and within 55% for GGA. We further find the average calculation time on a current up-to-date compute server centrally available from a public cloud provider to fit within 30 min and 48 hours respectively for GGA and HSE. For the first time ever we present not only the results and the associated data, but also an easy-to-access way to reproduce and extend the results by means of Exabyte platform. 25 Our work provides an accessible, repeatable, and extensible practical recipe for performing high-fidelity first-principles calculations in a high-throughput manner.
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