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U ovom radu donosimo pregled nekoliko algoritama koji rjesˇavaju jedan od poznatijih pro-
blema u teoriji grafova, problem pronalaska maksimalnog toka minimalne cijene u mrezˇi.
U prvom poglavlju ukratko c´e se ponoviti nekoliko pojmova koji su kljucˇni za sam
problem, kao sˇto su pojam grafa (tj. mrezˇe), puta i ciklusa. U drugom dijelu poglavlja
opisat c´emo i problem nalaska maksimalnog toka u tezˇinskom grafu, sˇto predstavlja bitan
dio rjesˇavanja pocˇetnog problema.
U drugom poglavlju, polazec´i od definicije funkcije cilja koju je potrebno minimizi-
rati, uvest c´emo nekoliko pojmova koji c´e biti temelj za predlozˇene algoritme, a neki od
njih su pojam potencijala i reduciranih cijena. Uz nekoliko tvrdnji koje c´emo pritom do-
kazati dobit c´emo i teoretsku podlogu koja c´e jamcˇiti ispravnost algoritama. Konacˇno, u
ovom poglavlju predstavit c´emo i tri algoritma koji na razlicˇite nacˇine rjesˇavaju problem
maksimalnog toka minimalne cijene.
Zadnje poglavlje bit c´e usmjereno k usporedbi performansi prikazanih algoritama. Osim
uspjesˇnosti pronalaska tocˇnog rjesˇenja, zanimat c´e nas i neka druga svojstva, kao sˇto su vri-
jeme izvodenja i broj iteracija svakog od algoritama.
1
Poglavlje 1
Osnovni pojmovi teorije grafova.
Maksimalni tok u mrezˇi
1.1 Uvodni pojmovi
Na pocˇetku ovog poglavlja ponovit c´emo neke osnovne definicije i rezultate koji su poznati
u teoriji grafova.
U matematici razlikujemo usmjerene i neusmjerene grafove. Usmjereni graf G se
najcˇesˇc´e definira kao uredeni par (V, E) gdje je V skup vrhova, a E skup bridova, pri cˇemu
je E ⊆ V × V . Neusmjereni graf tada se definira kao usmjereni graf kod kojeg za svaki
brid (i, j) postoji i obratni brid ( j, i). U ovom radu prvenstveno c´emo promatrati usmjerene
grafove, a smatrat c´emo i da izmedu svaka dva para vrhova (i, j) postoji najvisˇe jedan brid
koji odgovara tom paru vrhova. Preciznije, najvisˇe jedan brid spaja neka dva vrha. Na






Slika 1.1: Primjer usmjerenog grafa
Stupanj nekog vrha definira se kao broj svih bridova koji ulaze i izlaze iz tog vrha. Primje-
rice, za graf sa slike 1.1 vrijedi da je stupanj vrha 4 jednak 3. Nadalje, kao konkretni zapis
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grafa cˇesto se koristi matrica susjedstva ukoliko broj vrhova nije prevelik. Ako broj vrhova
V grafa G oznacˇimo s n, onda se radi o matrici dimenzije n × n, pri cˇemu u retku i i stupcu
j pisˇe 1 ako postoji brid od vrha i do j, a 0 inacˇe. Za prethodni graf matrica izgleda ovako:

1 2 3 4 5
1 1 1 0 0 0
2 0 0 0 1 0
3 0 0 0 1 1
4 0 0 0 0 1
5 0 0 0 0 0
.
Sˇetnja u usmjerenom grafu G = (V, E) je niz v1−v2−. . .−vk, gdje za sve 1 ≤ i ≤ k−1 vrijedi
da postoji e ∈ E takav da je e = (vi, vi+1). Put je sˇetnja u kojoj se vrhovi ne ponavljaju.
Put se najcˇesˇc´e pamti pomoc´u liste prethodnika, gdje se za svaki vrh pamti tko je njegov
prethodnik u tom putu. Primjerice, za put 1 − 2 − 4 − 5 u prethodnom grafu, vrh 1 nema
prethodnika, dok su za vrhove 2, 4 i 5 prethodnici 1, 2, 4, redom. Ciklus se definira kao
sˇetnja u kojoj su prvi i zadnji vrh jednaki.
U teoriji grafova javlja se i podjela na tezˇinske i grafove bez tezˇina. Tezˇinski grafovi
najcˇesˇc´e se mogu dijeliti na one koji imaju tezˇine na bridovima i/ili vrhovima. Kazˇemo da
graf ima tezˇine na bridovima ako je zadana funkcija w : E → R, a da ima tezˇine na vrho-
vima ako je zadana i funkcija h : V → R. U ovom radu javljat c´e se grafovi koji c´e imati
tezˇine i na bridovima i na vrhovima. Tezˇine na bridovima imat c´e znacˇenje maksimalne
kolicˇine toka koji je moguc´e prenijeti tim bridom (odnosno, radi se o kapacitetu toka) te
uvjetno i cijene koju pritom plac´amo, dok tezˇine na vrhovima oznacˇavaju razliku u kolicˇini
toka koju taj vrh prima i sˇalje dalje.
Kapacitet i cijena mogu se definirati kao funkcije U : E → R+, C : E → R, dok se
tezˇine, tj. zahtjevi pojedinih vrhova definiraju funkcijom b : V → R.
1.2 Algoritmi za trazˇenje najkrac´ih puteva
Mnogi algoritmi za pronalazak najkrac´ih puteva koriste se upravo u slucˇaju tezˇinskih gra-
fova. Neki od najpoznatijih su breath-first search (BFS), Dijkstrin, Floyd-Warshallov te
Bellman-Fordov algoritam, a neke od njih koristit c´emo i u ovome radu. Ovdje c´emo
opisati Dijkstrin i Bellman-Fordov algoritam.
Dijkstrin algoritam vjerojatno je najpoznatiji algoritam za pronalazak najkrac´ih puteva
u grafu. Za dani pocˇetni vrh s, algoritam pronalazi najkrac´u udaljenost od vrha s do svakog
drugog vrha u grafu. Osim najkrac´e udaljenosti, za svaki vrh v najcˇesˇc´e se pamti i prethod-
nik tog vrha u najkrac´em putu sˇto kasnije omoguc´uje da se za svaki vrh pronade najkrac´i
put do tog vrha.
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Opisˇimo ukratko rad algoritma. Struktura podataka koja se najcˇesˇc´e koristi u algoritmu
je prioritetni red ili neka druga struktura koja ima logaritamsko vrijeme dohvac´anja naj-
manjeg elementa u skupu, pri cˇemu je kriterij minimalnosti udaljenost od pocˇetnog vrha.
U pocˇetku ta struktura sadrzˇi samo pocˇetni vrh s s udaljenosˇc´u nula. U svakoj iteraciji iz
strukture se dohvac´a vrh v koji ima trenutno najkrac´u udaljenost od pocˇetnog vrha te se
brisˇe iz strukture. Za svakog od njegovih susjeda u usporeduje se njegova najkrac´a udalje-
nost od vrha s s udaljenosˇc´u vrha v od s zbrojenom s duljinom brida (v, u). Ako prolaskom
kroz vrh v dobivamo krac´u udaljenost, najkrac´a udaljenost za vrh u se azˇurira i kao pret-
hodnik vrha u se postavlja vrh v te se vrh u dodaje u strukturu podataka ako put do njega
do sada nije postojao ili se azˇurira, inacˇe. Kada u strukturi ne ostane niti jedan vrh, algori-
tam staje. Ako je broj vrhova u grafu n, a broj bridova m, slozˇenost Dijkstrinog algoritma
uporabom efikasne strukture podataka je O(m log n).
Kako bi algoritam radio ispravno, nuzˇno je da sve duljine bridova budu nenegativne.
Primjer kada algoritam ne bi dao tocˇan rezultat u slucˇaju da je neki brid negativne duljine
vidljiv je na slici 1.2. Buduc´i da je duljina brida (3, 1) negativna i po apsolutnoj vrijed-
nosti vec´a od zbroja duljina preostala dva brida, algoritam c´e u svakom prolasku ciklusa







Slika 1.2: Primjer grafa za koji Dijkstrin algoritam ne radi ispravno
Bellman-Fordov algoritam takoder pronalazi najkrac´e udaljenosti i puteve od nekog
pocˇetnog vrha do svih drugih vrhova u tezˇinskom grafu. Za razliku od Dijkstrinog algo-
ritma, tocˇna rjesˇenja mogu se pronac´i i u slucˇaju da neki od bridova imaju negativnu duljinu
(cijenu). Ipak, algoritam ne radi ispravno ako se u grafu pojavi negativni ciklus (tj. ciklus
u kojem je zbroj tezˇina bridova negativna).
Kao i Dijkstrin algoritam, i Bellman-Fordov algoritam kroz iteracije pokusˇava sma-
njiti cijenu kojom je moguc´e doc´i od pocˇetnog do svakog drugog vrha u grafu. Medutim,
pri tome se ne koristi prioritet u odnosu na cijenu koji bi neki vrh mogao imati, nego se
kroz iteracije prolaze svi bridovi grafa i pokusˇava smanjiti cijena najkrac´eg puta do pojedi-
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nog vrha. Po zavrsˇetku i-te iteracije algoritam c´e pronac´i sve najkrac´e puteve koji koriste
najvisˇe i bridova. Buduc´i da najdulji put koji nije ciklus mozˇe imati n − 1 brid, ukupan
broj iteracija mora biti n − 1. Ako se u n-toj iteraciji cijena puta do nekog vrha promijeni,
tada se pojavio najkrac´i put koji prolazi kroz n bridova, sˇto je jedino moguc´e ako postoji
negativan ciklus u grafu.
Bellman-Fordov algoritam ocˇito ima slozˇenost O(mn), sˇto je losˇije nego u slucˇaju Dij-
kstrinog algoritma. Ipak, prednost Bellman-Fordovog algoritma je sˇto je upotrebljiv i na
grafovima koji imaju neke bridove negativne tezˇine. Takoder, algoritam c´emo koristiti i u
slucˇaju kada budemo htjeli provjeriti postojanje negativnog ciklusa u grafu.
1.3 Maksimalni tok kroz mrezˇu
Prvi problem koji c´emo rjesˇavati u ovom radu je problem pronalaska maksimalnog toka
kroz graf, koji u kontekstu ovog problema cˇesˇc´e nazivamo mrezˇom. Ovaj problem donekle
je slicˇan problemu pronalaska najkrac´eg puta u mrezˇi i oba se javljaju u problemu prona-
laska maksimalnog toka minimalne cijene. Ipak, bitna razlika je ta sˇto u problemu nalaska
maksimalnog toka moramo voditi racˇuna o gornjoj granici toka koju pojedini brid u mrezˇi
dopusˇta, dok kod trazˇenja najkrac´eg puta minimiziramo cijenu kojom mozˇemo doc´i do
pojedinog vrha.
Definirajmo problem maksimalnog toka: u povezanoj mrezˇi u kojoj bridovi imaju ka-
pacitete, potrebno je poslati maksimalnu kolicˇinu toka izmedu dva istaknuta vrha, izvora
i ponora, tako da niti kod jednog brida kapacitet nije premasˇen. Preciznije: Neka je dana
mrezˇa G = (V, E) s nenegativnim kapacitetima ui j, za svaki brid ei j = (i, j) ∈ E. Neka je
U = max{ui j : (i, j) ∈ E}. Tok definiramo kao broj xi j, pri cˇemu je 0 ≤ xi j ≤ ui j. Dalje, pret-
postavimo da postoje dva vrha koje zovemo izvor s i ponor t. Cilj je pronac´i maksimalan
moguc´i tok od s do t tako da su zadovoljeni svi kapaciteti i zahtjevi u pojedinim vrhovima,
tj. da vrijedi Kirchoffov zakon o odrzˇanju toka u mrezˇi. Za svaki vrh promatramo razliku
toka koji izlazi i ulazi u taj vrh. Izvor s ima visˇak toka od f jedinica toka, dok ponor t ima
manjak toka od f jedinica; za sve ostale vrhove kolicˇina toka koji izlazi iz vrha mora biti
jednaka kolicˇini toka koji ulazi u taj vrh. Dakle, zadatak je pronac´i vrijednosti xi j kojima
se maksimizira vrijednost f uz sljedec´e uvjete:








f za i = s
0 za sve i ∈ V \ {s, t}
− f za i = t
0 ≤ xi j ≤ ui j, za sve (i, j) ∈ E.
(1.1)
Skup x = {xi j} zvat c´emo tok u mrezˇi dok c´emo broj f zvati vrijednost toka u mrezˇi. Lijeva
strana izraza (1.1) jednaka je razlici toka koji izlazi i ulazi u vrh i.
Pretpostavke koje vrijede za mrezˇu:
• mrezˇa je usmjerena;
• svi kapaciteti su prirodni brojevi. Uocˇimo da ako i nije tako, buduc´i da racˇunala
u memoriji pamte brojeve kao racionalne, mnozˇenjem s dovoljno velikim brojem
(najmanjim zajednicˇkim visˇekratnikom nazivnika svih brojeva) mozˇemo postic´i da
su svi kapaciteti zaista prirodni brojevi;
• u mrezˇi ne postoji put od izvora do ponora koji prolazi samo lukovima koji imaju be-
skonacˇan kapacitet. Ova pretpostavka je bitna jer onda ocˇito vrijednost maksimalnog
toka nije odozgo omedena;
• mrezˇa ne sadrzˇi paralelne lukove, odnosno, ne postoji visˇe lukova koji direktno po-
vezuju neka dva vrha.
1.4 Rezidualna mrezˇa i rezovi
Rezidualna mrezˇa jedan je od kljucˇnih pojmova koji se javljaju u slucˇaju trazˇenja maksi-
malnog toka. Drugi naziv koji bi dobro opisivao ovu mrezˇu je i mrezˇa preostalog toka.
Rezidualna mrezˇa sastoji se od istog skupa vrhova kao i originalna mrezˇa, dok se za svaki
brid originalne mrezˇe u rezidualnoj pojavljuje jedan ili dva brida. Pretpostavimo da brid
(i, j) ima trenutni tok od xi j jedinica. Tada je moguc´e poslati josˇ ui j − xi j jedinica toka od
vrha i do vrha j. U rezidualnoj mrezˇi tada se definira da brid (i, j) ima tzv. rezidualni kapa-
citet jednak ui j−xi j. Ako je tok xi j pozitivan, tada definiramo da u rezidualnoj mrezˇi postoji
i obrnuti brid ( j, i) rezidualnog kapaciteta xi j. Mozˇemo zakljucˇiti da rezidualni kapacitet
ri j nekog brida (i, j) ∈ E ima dvije komponente: ui j − xi j, sˇto oznacˇava neiskorisˇteni tok na
bridu (i, j) te trenutni tok xi j na bridu ( j, i). Rezidualnu mrezˇu definiranu nekim tokom x
c´emo odsad nadalje oznacˇavati s R(x). Na sljedec´oj slici vidljiva je konstrukcija rezidualne
mrezˇe.






























Slika 1.3: Primjer konstrukcije rezidualne mrezˇe
Rez je particija skupa vrhova V na dva skupa S i T = V \ S . Za takav rez koristit c´emo
oznaku [S ,T ]. Za rez kazˇemo da je s − t rez ako je s ∈ S i t ∈ T . Za brid (i, j) ∈ E
za koji je i ∈ S i j ∈ T kazˇemo da je izlazni brid reza [S ,T ], a ako je i ∈ T i j ∈ S
govorimo o povratnom bridu reza [S ,T ]. Neka (S ,T ) oznacˇava skup svih izlaznih, a (T, S )
skup svih povratnih bridova reza [S ,T ]. Na slici 1.4 prikazan je jedan s− t rez dane mrezˇe.
Isprekidanim linijama prikazani su izlazni i povratni bridovi. Za konstruirani rez vrijedi

























Slika 1.4: Prikaz reza [S ,T ] za S = {1, 3, 5}, T = {2, 4, 6}
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Kapacitet s − t reza [S ,T ], u oznaci u[S ,T ] je suma kapaciteta svih izlaznih bridova, tj.
u[S ,T ] =
∑
(i, j)∈(S ,T )
ui j. (1.2)
Minimalni rez definira se kao s − t rez cˇiji je kapacitet najmanji.
Pokazˇimo sada neka svojstva minimalnog reza. Sumiranjem jednadzˇbi (1.1) po svim











Uocˇimo da se prethodni izraz mozˇe pojednostaviti. Ako za neka dva vrha p i q vrijedi da se
oba nalaze u skupu S te postoji brid (p, q) ∈ E, ocˇito se pojavljuje izraz xpq za i = p, j = q
te izraz −xpq za i = q, j = p, pa se ta dva izraza ponisˇte u gornjoj sumi. Takoder, ako i p
i q pripadaju skupu T , tada se izraz xpq ne pojavljuje u sumi. Ovime zakljucˇujemo da je
jednakost (1.3) ekvivalentna s:
f =
∑





Prva suma u prethodnoj jednakosti odgovara kolicˇini toka iz vrhova skupa S u vrhove
skupa T , dok druga suma odgovara toku iz vrhova skupa T u vrhove skupa S . Dakle, iz
gornje jednadzˇbe zakljucˇujemo da je tok u bilo kojem s− t rezu [S ,T ] jednak f . Buduc´i je
0 ≤ xi j ≤ ui j te ∑
(i, j)∈(T,S )
xi j ≥ 0, vrijedi:
f ≤
∑
(i, j)∈(S ,T )
ui j = u[S ,T ]. (1.5)
Time smo dokazali da je vrijednost proizvoljnog toka manja ili jednaka od kapaciteta bilo
kojeg s − t reza u mrezˇi.
Sada nam je cilj pokazati na koji nacˇin je moguc´e povec´ati trenutni tok u mrezˇi ukoliko
on nije maksimalan. Definirajmo pojam puta povec´anja toka kao usmjereni put od izvora
do ponora u rezidualnoj mrezˇi. Nadalje, definiramo kapacitet puta povec´anja toka kao
minimalni rezidualni kapacitet bilo kojeg brida na tom putu. Primjerice, rezidualna mrezˇa
na slici 1.3b sadrzˇi samo jedan put povec´anja toka: 1 − 3 − 2 − 4. Njegov rezidualni
kapacitet je δ = min{r13, r32, r24} = min{1, 2, 1} = 1. Uocˇimo da je po definiciji kapacitet
puta povec´anja toka δ uvijek nenegativan. Upravo taj tok δ mozˇemo iskoristiti kako bismo
povec´ali trenutni tok u mrezˇi. Time dobivamo i ideju za algoritam: sve dok postoji neki put
povec´anja toka u rezidualnoj mrezˇi, identificiraj kapacitet δ tog puta i povec´aj tok u mrezˇi.
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Algorithm 1 Korisˇtenje puta povec´anja toka
1: x = 0
2: while R(x) sadrzˇi usmjereni put od s prema t do
3: pronadi usmjereni put P od s prema t u R(x)
4: δ = min{ri j : (i, j) ∈ P}
5: dodaj δ jedinica toka na putu P u R(x), tj. za svaki brid (i, j) ∈ P:
· ri j = ri j − δ
· r ji = r ji + δ
6: azˇuriraj rezidualnu mrezˇu R(x)
7: end while
Pokazˇimo sada na jednom primjeru kako je moguc´e pronac´i maksimalan tok u mrezˇi.
Na slici 1.5a prikazana je originalna mrezˇa koja je ujedno i rezidualna na pocˇetku trazˇenja
toka. Pretpostavimo da algoritam najprije pronade put 1 − 3 − 4. Rezidualni kapacitet
tog puta je δ = min{r13, r34} = min{4, 5} = 4. Nakon povec´anja toka, rezidualni kapacitet
brida (1, 3) postaje nula, kapacitet brida (3, 4) pada na 1, dok se kapaciteti bridova (4, 3) i
(3, 1) postavljaju na 4. Na slici 1.5b prikazano je stanje rezidualne mrezˇe nakon povec´anja
toka. Neka je kao sljedec´i put od izvora do ponora pronaden put 1 − 2 − 3 − 4. Rezidualni
kapacitet tog puta je δ = min{r12, r23, r34} = min{2, 3, 1} = 1. Nakon povec´anja toka za
1 duzˇ tog puta, kapaciteti bridova (1, 2), (2, 3), (3, 4) smanjeni su za 1, dok se kapaciteti
bridova (4, 3), (3, 2) i (2, 1) povec´avaju za 1, kako je i prikazano na slici 1.5c. Konacˇno,
preostao je josˇ jedan put od izvora do ponora i to je put 1 − 2 − 4 rezidualnog kapaciteta
δ = min{r12, r24} = min{1, 1} = 1. Nakon povec´anja puta, dolazimo do konacˇnog stanja
rezidualne mrezˇe koje je prikazano na slici 1.5d.
1.5 Ford-Fulkersonov algoritam
U ovom odlomku opisat c´emo detaljnije korake u pronalazˇenju maksimalnog toka u mrezˇi,
tj. zanimat c´e nas prvenstveno dva pitanja. Prvo, kako identificirati postoji li u mrezˇi
put povec´anja toka te drugo, da li algoritam staje u konacˇno mnogo vremena i daje li na
kraju maksimalan moguc´i tok. Najpoznatiji algoritam za pronalazˇenje maksimalnog toka
je Ford-Fulkersonov algoritam kojeg su 1956. godine objavili L. R. Ford i D. R. Fulkerson.
Ford-Fulkersonov algoritam koristi tehniku pretrazˇivanja u sˇirinu (eng. breath-first search,
BFS) kako bi pronasˇao put od izvora do ponora. Za svaki vrh u mrezˇi pamti se da li je bio
posjec´en na nekom putu u rezidualnoj mrezˇi krenuvsˇi od izvora. U trenutku kada algoritam
dode do nekog vrha i, on pokusˇava doc´i do svakog od njegovih susjeda u rezidualnoj mrezˇi
koji josˇ nisu bili posjec´eni. Ako je j jedan od takvih susjeda, tada se biljezˇi da se mozˇe
stic´i do vrha j te j biljezˇi da je njegov prethodnik vrh i - na taj nacˇin c´e na kraju pretrage











































Slika 1.5: Primjer trazˇenja maksimalnog toka. Tezˇine bridova predstavljaju rezidualne
kapacitete.
vrhova biti moguc´e odrediti put od izvora do ponora ukoliko on postoji. Ako se na kraju
pretrazˇivanja pokazˇe da se do ponora mozˇe doc´i, dobili smo jedan put povec´anja toka.
Nakon toga algoritam sˇalje maksimalnu kolicˇinu toka koji je moguc´ po tom putu, te se
ponovno vrac´a na pronalazak novog puta od izvora do ponora u modificiranoj rezidualnoj
mrezˇi. Algoritam zavrsˇava u trenutku kada se pretragom u sˇirinu ispostavi da nije moguc´e
doc´i do ponora, cˇime se zapravo implicira da ne postoji put povec´anja toka u mrezˇi.
Pokazˇimo ispravnost Ford-Fulkersonovog algoritma, tj. da prilikom zavrsˇetka algo-
ritma zaista dobivamo maksimalni tok u mrezˇi. U svakom koraku postoje dvije moguc´nosti:
put od izvora do ponora postoji pa je moguc´e povec´ati tok ili put ne postoji pa ponor nije
oznacˇen te algoritam zavrsˇava. Potrebno je pokazati da u drugom slucˇaju mrezˇa ima mak-
simalni tok. Neka skupu S pripadaju svi vrhovi koji su oznacˇeni te skupu T vrhovi koji su
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Algorithm 2 Ford-Fulkersonov algoritam
1: while true do
2: postavi POSJEC´EN[v] = f alse za sve vrhove v
3: postavi RODITELJ[v] = −1 za sve vrhove v
4: inicijaliziraj prazni red Q
5: postavi POSJEC´EN[s] na true i stavi s na kraj reda Q
6: while red Q nije prazan i POSJEC´EN[t] == false do
7: ukloni vrh i sa pocˇetka reda Q
8: for za svaki brid (i, j) u rezidualnoj mrezˇi do
9: if ri j > 0 i vrh j josˇ nije posjec´en then
10: postavi RODITELJ[ j] = i
11: postavi POSJEC´EN[ j] = true










22: procedure povec´aj tok
23: pomoc´u oznaka roditelja iz niza RODITELJ pronadi put P od izvora s do ponora t
24: δ = min{ri j : (i, j) ∈ P}
25: povec´aj tok na putu P za δ jedinica toka
26: end procedure
ostali neoznacˇeni. Ocˇito, S ∪ T = V . Takoder, uocˇimo da je s ∈ S te t ∈ T . Buduc´i da
algoritam nije mogao oznacˇiti niti jedan vrh iz T , zakljucˇujemo da je ri j = 0 za sve bridove
(i, j) ∈ (S ,T ). Kako je ri j = ui j − xi j, dobivamo da je xi j = ui j za svaki brid (i, j) ∈ (S ,T ),
pa je nuzˇno xi j = 0, za svaki brid (i, j) ∈ (T, S ) u rezidualnoj mrezˇi. Sada je:
f =
∑






(i, j)∈(S ,T )
ui j = u[S ,T ]. (1.6)
Dakle, vrijednost toka jednaka je kapacitetu s − t reza [S ,T ]. U jednakosti (1.5) imali
smo da je vrijednost toka uvijek manja ili jednaka od vrijednosti svakog s − t reza. Dakle,
sada smo dobili da je f poprimio gornju granicu, a kapacitet reza svoju donju granicu,
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odnosno, f je maksimalan tok, a u[S ,T ] je minimalan rez. Time smo dokazali i sljedec´i
bitan teorem, u literaturi cˇesto poznat kao Max-Flow Min-Cut Theorem.
Teorem 1.5.1. Maksimalni tok u mrezˇi od izvora s do ponora t jednak je minimalnom
kapacitetu svih moguc´ih s − t rezova.
Zapravo smo usput dokazali josˇ jedan teorem koji je usko povezan s ispravnosˇc´u Ford-
Fulkersonovog algoritma.
Teorem 1.5.2. Tok x∗ je maksimalan ako i samo ako rezidualna mrezˇa R(x∗) ne sadrzˇi niti
jedan put povec´anja toka.
Iskazˇimo josˇ jedan rezultat opisanog algoritma.
Propozicija 1.5.3. Ako su kapaciteti svih bridova prirodni brojevi, onda i dobiveni maksi-
malni tok kao rjesˇenje ima samo prirodne brojeve.
Dokaz. Dokaz mozˇemo provesti matematicˇkom indukcijom po broju koraka u pronalazˇenju
novih puteva povec´anja toka. Buduc´i da algoritam zapocˇinje s nul tokom, odnosno tokom
koji je na svim bridovima jednak nula, baza indukcije je zadovoljena. Kada se pronade neki
put povec´anja toka, tok kroz mrezˇu se povec´ava za minimum od svih kapaciteta bridova na
tom putu, sˇto je po pretpostavci indukcije prirodan broj (uocˇimo da su svi kapaciteti na tom
putu barem jedan). Dakle, novi rezidualni kapaciteti na bridovima na kojima postoji tok c´e
ponovno biti prirodni brojevi. Buduc´i da se tok u svakom koraku povec´ava barem za jedan,
u konacˇno mnogo koraka doc´i c´emo do maksimalnog toka u mrezˇi koja c´e, induktivno, tada
imati takoder kolicˇine toka po bridovima s vrijednostima u prirodnim brojevima. Time je
dokaz dovrsˇen. 
Slozˇenost Ford-Fulkersonovog algoritma
Ocijenimo slozˇenost Ford-Fulkersonovog algoritma. Neka je |V | = n, |E| = m, te neka je
U najvec´a vrijednost kapaciteta kojeg neki brid ima u mrezˇi. Uocˇimo da svaka iteracija
algoritma zapocˇinje oznacˇavanjem vrhova do kojih mozˇemo doc´i nekim putem u rezidu-
alnoj mrezˇi ako krenemo od izvora s. Buduc´i da prilikom posjete nekog vrha algoritam
pokusˇava doc´i do svakog od njegovih susjeda, ocˇito slozˇenost ovog pretrazˇivanja metodom
BFS-a iznosi O(m) jer je moguc´e da se pokusˇaju ispitati svi postojec´i bridovi u mrezˇi. U
drugom dijelu svake iteracije u kojoj se pronade put povec´anja toka potrebno je na tom
putu povec´ati tok u rezidualnoj mrezˇi, sˇto zahtjeva O(n) koraka. Potrebno je josˇ odrediti
koliko je puta moguc´e pronac´i neki put povec´anja toka. Kako su svi kapaciteti odozgo
omedeni s U, ocˇito kapacitet bilo kojeg s − t reza mozˇe biti najvisˇe nU, pa je i maksimalni
tok, zbog (1.5), omeden odozgo s nU. U svakoj iteraciji Ford-Fulkersonovog algoritma u
kojoj ponor bude oznacˇen tok c´e se povec´ati barem za jedan. Iz svega navedenog slijedi da
je slozˇenost Ford-Fulkersonovog algoritma O(nmU).
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1.6 Primjene maksimalnog toka
Na kraju ovog poglavlja ukratko c´emo opisati neke situacije gdje se ideja maksimalnog
toka mozˇe primijeniti.
Trazˇenje dopustivog toka






x ji = b(i), za i ∈ V
0 ≤ xi j ≤ ui j, za sve (i, j) ∈ E.
(1.7)





Primjer gdje se problem dopustivog toka mozˇe primjeniti u praksi je problem trans-
porta robe izmedu proizvodacˇa i potrosˇacˇa. U tom problemu, poznata je kolicˇina robe koju
odredeni proizvodacˇ mozˇe proizvesti, kolicˇina robe koju neki potrosˇacˇ mozˇe zahtijevati i
maksimalna kolicˇina robe koja se mozˇe prevesti odredenim putem izmedu proizvodacˇa i
potrosˇacˇa. Potrebno je odrediti mozˇe li se roba prevesti na nacˇin da svi uvjeti budu zado-
voljeni.
Kako bismo problem transporta modelirali pomoc´u problema trazˇenja dopustivog toka,
proizvodacˇe i potrosˇacˇe prikazˇimo kao vrhove u mrezˇi. Svaki proizvodacˇ i ima suficit
robe; njegov odgovarajuc´i b(i) je vec´i od nule i po vrijednosti odgovara kolicˇini robe koju
taj proizvodacˇ mozˇe proizvesti. S druge strane, svaki potrosˇacˇ j ima deficit robe; njegov
b( j) je manji od nule i po vrijednosti odgovara kolicˇini robe koju taj potrosˇacˇ zahtijeva.
Brid izmedu proizvodacˇa i i potrosˇacˇa j postoji ako postoji transportni put izmedu tog
proizvodacˇa i potrosˇacˇa i ima kapacitet ui j. Cilj je pronac´i tok x = {xi j} u mrezˇi tako da su
zadovoljeni uvjeti (1.7).
Rjesˇavanje problema dopustivog toka mozˇe se svesti na problem trazˇenja maksimalnog
toka u mrezˇi. U odnosu na pocˇetnu mrezˇu, uvedimo dva dodatna vrha koje zovemo izvor s
i ponor t. Za svaki vrh i za koji je b(i) > 0 mrezˇi dodajmo bridove (s, i) kapaciteta b(i). Na-
dalje, za svaki vrh i za koji je b(i) < 0 mrezˇi dodajmo bridove (i, t) kapaciteta −b(i). Ovako
definirana mrezˇa cˇesto se naziva i transformirana mrezˇa. Ukoliko rjesˇavanjem problema
maksimalnog toka od izvora s do ponora t u transformiranoj mrezˇi dobijemo rjesˇenje u
kojem su bridovi od izvora te bridovi prema ponoru zasic´eni (tj. vrijednost toka u njima
jednaka je njihovom kapacitetu), onda i problem trazˇenja dopustivog toka ima rjesˇenje. U
suprotnom, rjesˇenje ne postoji.
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Pokazˇimo ukratko da su ta dva problema zaista ekvivalentna. Ako tok x zadovoljava
(1.7), onda je isti tok uz xsi = b(i) za svaki brid od izvora s do vrha i za koji je b(i) > 0
te xit = −b(i) za svaki brid od vrha i za koji je b(i) < 0 do ponora t, maksimalan u
transformiranoj mrezˇi (jer su svi bridovi koji izlaze iz izvora zasic´eni). S druge strane,
neka je x maksimalan tok u transformiranoj mrezˇi gdje su svi bridovi od izvora i prema
ponoru punog kapaciteta. Uocˇimo da tada za svaki vrh i ∈ V vrijedi da je lijeva strana
jednadzˇbe (1.7) jednaka nula. Maknemo li vrhove izvora i ponora te bridove koji iz njih
izlaze i ulaze, ocˇito vrijednost izraza
∑
j:(i, j)∈E
xi j − ∑
j:( j,i)∈E
x ji poraste za b(i) ako je izvor bio
povezan s i, a smanji se za b(i) ako je i bio povezan s ponorom. Zakljucˇujemo da je tada
zadovoljena jednadzˇba (1.7).
Problem gradskog vijec´a
Pretpostavimo da u nekom gradu ima g gradana G1,G2, . . . ,Gg, k klubova K1,K2, . . . ,Kk i
p politicˇkih stranaka P1, P2, . . . , Pp. Svaki gradanin je cˇlan najmanje jednog kluba i mozˇe
pripadati najvisˇe jednoj stranci. Svaki klub nominira jednog od svojih cˇlanova u gradsko
vijec´e, ali tako da je broj cˇlanova u vijec´u koji pripadaju stranci Pi najvisˇe ui. Problem je
odrediti mozˇe li se vijec´e sastaviti tako da budu zadovoljeni svi uvjeti.
Prikazˇimo primjerom kako se ovaj problem mozˇe svesti na problem odredivanja mak-
simalnog toka. Neka je g = 7, k = 4, p = 3 i neka su sve pripadnosti gradana klubovima
i strankama prikazane na sljedec´em grafu. Graf sadrzˇi dva specijalna vrha, izvor s i ponor
t, te cˇvorove G1, . . . ,G7,K1, . . . ,K4, P1, . . . , P3. Takoder, pojavljuju se bridovi (s,Ki) za
svaki klub Ki, (Ki,G j) ako gradanin G j pripada klubu Ki, (G j, Pk) ako gradanin G j pripada
politicˇkoj stranci Pk te bridovi (Pk, t) kapaciteta uk za svaku politicˇku stranku Pk. Svi ostali
bridovi koje smo naveli imaju kapacitet 1.
Sada je potrebno pronac´i maksimalan tok u grafu. Ako on iznosi k, tada je moguc´e
sastaviti vijec´e; u suprotnom to nije moguc´e. Dokaz ove tvrdnje mozˇe se provesti tako da
se pokazˇe da svaki tok vrijednosti k u ovom grafu daje moguc´nost sastavljanja vijec´a te
tako da se pokazˇe da ako je moguc´e sastaviti vijec´e, onda postoji tok vrijednosti k.










































Slika 1.6: Primjer mrezˇe za problem gradskog vijec´a
Poglavlje 2
Maksimalni tok minimalne cijene u
mrezˇi
2.1 Uvod
U ovom poglavlju obradit c´emo glavnu temu ovoga rada, pronalazak maksimalnog toka
minimalne cijene u mrezˇi. Ova tema kombinira poznate rezultate iz podrucˇja najkrac´ih
puteva u mrezˇi, kao i rezultate i metode iz prethodnog poglavlja, gdje smo dali osnovne
pojmove i algoritme vezane za problem nalaska maksimalnog toka u mrezˇi. Na pocˇetku,
razmotrit c´emo nekoliko pitanja koja se prirodno javljaju.
1. Koliko je tezˇe rijesˇiti problem maksimalnog toka minimalne cijene od problema
maksimalnog toka?
2. Mogu li se metode koje smo iskoristili kod problema maksimalnog toka primijeniti i
na ovaj problem?
3. Mogu li se neki od poznatih algoritama za pronalazˇenje najkrac´ih puteva u mrezˇi
jednostavno prilagoditi ovome problemu?
U sljedec´ih nekoliko odlomaka uvest c´emo neke pojmove koje c´e pojedini algoritmi koris-
titi, kao sˇto su pojam potencijala vrha, reducirane cijene bridova, negativan ciklus u mrezˇi
i sl.
Definirajmo sada precizno problem maksimalnog toka minimalne cijene. Neka je po-
novno G = (V, E) usmjereni graf, takav da svaki brid (i, j) ∈ E ima pridruzˇen kapacitet ui j,
ali i cijenu prolaska jedne jedinice toka kroz taj brid ci j. Takoder, za svaki vrh v zadan je
iznos b(v) koji predstavlja razliku toka koji se nalazi u vrhu v. Ako je b(v) > 0, onda u vrhu
v imamo visˇak (suficit) pa kolicˇina toka koji izlazi iz v treba za b(v) biti vec´a od kolicˇine
toka koja ulazi. Ako je b(v) < 0, onda u vrhu v imamo manjak (deficit) i kolicˇina toka koja
16
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ulazi u vrh v treba za |b(v)| biti vec´a od kolicˇine koja izlazi. (Mozˇemo zamisˇljati da vrhovi v
sa suficitom proizvode b(v) jedinica toka, dok vrhovi v s deficitom potrazˇuju |b(v)| jedinica
toka.). Potrebno je odrediti tok minimalne cijene tako da zahtjevi vrhova budu balansirani
na opisani nacˇin.
Problem maksimalnog toka minimalne cijene stoga mozˇemo definirati ovako: potrebno










x ji = b(i), za sve i ∈ V,
0 ≤ xi j ≤ ui j, za sve (i, j) ∈ E.
(2.2)
Za tok x koji zadovoljava uvjete (2.2) kazˇemo da je dopustivi tok. Nadalje, za proizvoljni





x ji = bx(i), za sve i ∈ V. (2.3)
Vrijednost bx(i) mozˇemo promatrati kao trenutnu razliku u toku u vrhu i. Ako je bx(i) = b(i)
za svaki vrh i, onda je tok x dopustiv.
Ponovno, neka postoje neke pretpostavke na mrezˇu:
• sve vrijednosti (zahtjevi na vrhovima, kapaciteti i cijene) su prirodni brojevi;
• mrezˇa je usmjerena;
• zahtjevi na vrhovima mrezˇe, dakle deficiti i suficiti zadovoljavaju uvjet ∑
v∈V
b(v) = 0;
• mrezˇa ne sadrzˇi paralelne bridove, odnosno, ne postoji visˇe bridova koji direktno
povezuju neka dva vrha.
2.2 Potencijali i reducirane cijene
Neki od algoritama koje c´emo kasnije analizirati koriste pojmove potencijala i reduciranih
cijena. Svakom vrhu v ∈ V pridruzˇimo broj pi(v) koji se zove potencijal vrha v. Na temelju
potencijala pi = (pi(1), pi(2), . . . , pi(n)), definira se i pojam reduciranih cijena bridova kao:
cpii j = ci j − pi(i) + pi( j). (2.4)
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Pretpostavimo da je pi =
#»
0 i da se potencijal vrha v postavi na pi(v). Po definiciji (2.4) ocˇito
se reducirana cijena brida koji izlazi iz vrha v smanjuje za pi(v), dok se reducirana cijena
svakog brida koji ulazi u vrh v povec´ava za pi(v). Dakle, smanjenje vrijednosti funkcije z
iznosi pi(v) pomnozˇeno s razlikom toka koji izlazi i ulazi u vrh v.
Nadalje, po definiciji (2.2) znamo da razlika toka koji izlazi i ulazi u vrh v mora biti upravo
b(v). Time zakljucˇujemo da porastom potencijala vrha v za neki iznos pi(v) dolazi do sma-
njenja vrijednosti minimizacijske funkcije za pi(v)b(v). Ukoliko ovaj postupak ponovimo
za svaki vrh v ∈ V , dobivamo da vrijedi:
z(0) − z(pi) =
∑
v∈V
pi(v)b(v) = pib. (2.6)
Sa pib oznacˇili smo skalarni produkt vektora pi i b. Za dani potencijal, pib je konstanta,
tj. ne ovisi o toku x. Stoga, ako neki tok minimizira z(pi), on minimizira i z(0). Time smo
dokazali sljedec´u propoziciju.
Propozicija 2.2.1. Problemi maksimalnog toka minimalne cijene s cijenama cpii j i ci j imaju
isto optimalno rjesˇenje. Pritom vrijedi:
z(pi) = z(0) − pib. (2.7)
Dokazˇimo josˇ sljedec´a dva bitna svojstva vezana za potencijale i reducirane cijene.
Propozicija 2.2.2.











ci j − pi(k) + pi(l).
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Dokaz.

















Posljednja jednakost vrijedi zbog cˇinjenice da se u ciklusu svaki vrh pojavljuje jed-
nom kao pocˇetni vrh te jednom kao zavrsˇni vrh u bridu, pa se svaki vrh pojavi s
pozitivnim i negativnim predznakom u sumi.
















ci j − pi(k) + pi(l).
Uocˇimo da za razliku od izraza za ciklus ovdje dolazi do ponisˇtavanja vrijednosti
potencijala pi za sve vrhove u putu osim za pocˇetni i zavrsˇni vrh.

2.3 Dekompozicija toka i uvjeti optimalnosti
Kao i u slucˇaju problema maksimalnog toka, i ovdje c´emo problem rjesˇavati pomoc´u rezi-
dualne mrezˇe. Dakle, za svaki brid (i, j) ∈ E rezidualnog kapaciteta ri j = ui j − xi j postoji i
brid ( j, i) kapaciteta r ji = xi j. Za svaki brid koji postoji u originalnoj mrezˇi, njegova cijena
u rezidualnoj mrezˇi je takoder ci j. Buduc´i se u rezidualnoj mrezˇi slanjem toka obrnutim
bridom ( j, i) tok u originalnoj mrezˇi ponisˇtava, definira se da je cijena tog brida −ci j u re-
zidualnoj mrezˇi.
Promotrimo sljedec´i nacˇin definiranja toka u mrezˇi: neka je P bilo koji put u rezidualnoj
mrezˇi, te pretpostavimo da svakim bridom tog puta pustimo tok f (P). Slicˇno, neka je C
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bilo koji ciklus u rezidualnoj mrezˇi, te neka svakim bridom tog ciklusa prolazi tok f (C).
Sada za bilo koji brid (i, j) mozˇemo odrediti tok koji njime prolazi - to je jednostavno suma
tokova svih puteva i svih ciklusa koji sadrzˇe taj brid.
Dakle, ako znamo tokove na putevima i ciklusima, znamo i tok na pojedinom bridu. Pos-
tavlja se pitanje mozˇe li se napraviti i obratno, tj. da iz tokova na bridovima rekonstruiramo
tokove na putevima i ciklusima. Ponovimo ukratko da za vrh i kazˇemo da ima visˇak u toku
x ako je bx(i) > 0 (jer iz njega visˇe toka izlazi nego sˇto ulazi), dok za vrh kazˇemo da ima
manjak u toku x ako je bx(i) < 0.
Dokazˇimo sljedec´i teorem.
Teorem 2.3.1. Svaki tok x mozˇe se prikazati pomoc´u tokova na putevima i ciklusima tako
da:
(a) Svaki usmjereni put s pozitivnim tokom povezuje vrh s visˇkom toka s vrhom s manj-
kom toka.
(b) Najvisˇe n + m puteva i ciklusa ima pozitivan tok, te najvisˇe m ciklusa ima pozitivan
tok.
Dokaz. Pokazˇimo da se svaki tok x mozˇe podijeliti na tokove na putevima i ciklusima.
Neka je v0 suficitni vrh, tj. vrh koji ima visˇak u toku. Tada postoji neki brid (v0, v1) koji
ima pozitivan tok. Ako je v1 deficitni vrh, pronasˇli smo put s pocˇetkom u suficitnom, a
krajem u deficitnom vrhu, pa smo prvi dio teorema dokazali. U suprotnom, iz (2.3) slijedi
da postoji neki vrh v2 tako da brid (v1, v2) ima pozitivan tok. Analogno nastavimo dalje. U
nekom trenutku ili c´emo pronac´i deficitni vrh ili c´emo zatvoriti ciklus. Buduc´i da je broj
vrhova n, ovaj postupak c´e sigurno zavrsˇiti u n koraka. U slucˇaju da se radi o nekom putu
P gdje je zavrsˇni vrh vk, definiramo f (P) = min{bx(v0),−bx(vk),min{xi j : (i, j) ∈ P}}, te
postavimo bx(v0) = bx(v0) − f (P), bx(vk) = bx(vk) + f (P), xi j = xi j − f (P). Ako se radilo o
ciklusu C, onda definiramo f (C) = min{xi j : (i, j) ∈ C} te postavimo xi j = xi j − f (C).
Ovaj postupak ponavljamo dok zahtjevi svih vrhova ne postanu nula. Nakon toga, pro-
nalazimo vrh koji ima barem jedan izlazec´i brid s pozitivnim tokom, te nastavljajuc´i dalje
sa sljedec´im vrhom, zatvorimo ciklus te na tom ciklusu ponovnom ponisˇtimo tok. S pos-
tupkom prestajemo kada vektor x postane nula. Na ovaj nacˇin ocˇito cijeli tok x mozˇemo
prikazati pomoc´u tokova na putevima i ciklusima. Uocˇimo nadalje da smo prilikom prona-
laska puteva svaki puta zahtjev nekog vrha sveli na nulu ili smo tok na nekom bridu sveli
na nulu. Slicˇno, prilikom pronalaska ciklusa tok na barem jednom bridu je postavljen na
nulu. Time smo dokazali i da je moguc´e pronac´i najvisˇe n + m usmjerenih puteva i ciklusa
te najvisˇe m ciklusa jer je broj bridova u mrezˇi m. 
Uocˇimo bitnu posljedicu ovog teorema: ako u nekoj mrezˇi svi vrhovi imaju zahtjeve nula,
tj. nemaju niti deficit niti suficit, tada se tok na toj mrezˇi mozˇe prikazati samo pomoc´u
najvisˇe m usmjerenih ciklusa.
POGLAVLJE 2. MAKSIMALNI TOK MINIMALNE CIJENE U MREZˇI 21
Sada smo spremni dokazati vazˇan rezultat za problem maksimalnog toka minimalne
cijene.
Teorem 2.3.2. Dopustivo rjesˇenje x∗ je optimalno rjesˇenje problema maksimalnog toka
minimalne cijene ako i samo ako rezidualna mrezˇa R(x∗) ne sadrzˇi ciklus negativne cijene
(odnosno, ciklus u kojem je suma cijena svih bridova negativna).
Dokaz. Pretpostavimo da je x dopustivi tok i neka R(x) sadrzˇi negativni ciklus. Tada ocˇito
x ne mozˇe biti optimalno rjesˇenje jer slanjem dodatnog toka kroz taj ciklus funkcija z
poprima manju vrijednost. Dakle, ako je x∗ optimalan tok, R(x∗) ne sadrzˇi negativni ciklus.
Pretpostavimo sada da je x dopustivi tok i neka R(x) ne sadrzˇi negativni ciklus. Takoder,
neka je x∗ optimalan tok takav da je x , x∗. Prikazˇimo tok x∗ u rezidualnoj mrezˇi R(x)
dodavanjem toka x′ . Definirajmo tok x′ na sljedec´i nacˇin:





Iz drugog uvjeta (2.8) slijedi da x′i j i x
′
ji ne mogu oba biti pozitivni u istom trenutku. Ako je
x∗i j ≥ xi j definiramo x′i j = x∗i j− xi j, x′ji = 0. Uocˇimo, buduc´i je x∗i j ≤ ui j, to je x′i j ≤ ui j− xi j =
ri j. Zakljucˇujemo da se kolicˇina toka x′i j mozˇe dodati toku xi j, a da kapacitet brida ne bude
premasˇen. S druge strane, ako je x∗i j < xi j, definiramo x
′
i j = 0, x
′
ji = xi j − x∗i j. Zbog
x′ji ≤ xi j = r ji, kolicˇina toka x′ji se mozˇe dodati toku x ji. Buduc´i su i tok x i tok x∗ dopustivi,
tj. zadovoljavaju uvjet (2.1), iz konstrukcije toka x′ vrijedi da, ako bismo promatrali samo
taj tok u mrezˇi, svi vrhovi imaju balans u toku, tj. kolicˇina toka koji izlazi iz svakog vrha
jednaka je kolicˇini toka koji ulazi u vrh. Nakon dokaza teorema 2.3.1 zakljucˇili smo da se
takav tok mozˇe prikazati pomoc´u najvisˇe m usmjerenih ciklusa. Buduc´i da R(x) ne sadrzˇi
negativne cikluse, a cijena toka x′ je cx∗ − cx, ocˇito je cx∗ − cx ≥ 0, tj. cx∗ ≥ cx. S druge
strane, kako je x∗ optimalan tok, cx∗ ≤ cx. Dakle, cx∗ = cx. Iz ovoga slijedi da je i x
optimalan tok. Ovime smo dokazali da ako je x dopustiv tok i R(x) ne sadrzˇi negativni
ciklus, onda je x optimalan.

Sljedec´i teorem daje josˇ jedan uvjet po kojem mozˇemo prepoznati optimalnost rjesˇenja
nasˇeg problema.
Teorem 2.3.3. Dopustivo rjesˇenje x∗ je optimalno rjesˇenje problema maksimalnog toka
minimalne cijene u mrezˇi ako i samo ako za neki niz potencijala pi vrijedi sljedec´i uvjet:
cpii j ≥ 0, za svaki brid (i, j) ∈ R(x∗). (2.9)
Dokaz. Teorem c´emo dokazati tako da pokazˇemo ekvivalentnost s teoremom 2.3.2. Neka
je x∗ tok koji zadovoljava (2.9). Pokazˇimo da tada ne postoji negativni ciklus u mrezˇi.
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Zaista, po pretpostavci je tada
∑
(i, j)∈C







ci j ≥ 0, pa R(x∗) ne sadrzˇi negativne cikluse.
Pretpostavimo sada da je dopustivi tok x∗ ujedno i optimalan, tj. R(x∗) ne sadrzˇi ne-
gativne cikluse te neka d(v) predstavlja najkrac´u udaljenost od nekog pocˇetnog cˇvora do
cˇvora v u R(x∗), pri cˇemu udaljenost vrhova mjerimo koristec´i cijene ci j. Buduc´i da mrezˇa
ne sadrzˇi negativne cikluse, to ocˇito za svaki vrh vrijedi d( j) ≤ d(i) + ci j, za svaki brid
(i, j) ∈ R(x∗). Stoga je ci j − (−d(i)) + (−d( j)) ≥ 0, tj. cpii j ≥ 0, za pi = −d. Dakle, za tok x∗
svojstvo (2.9) vrijedi. 
Rezultat prethodnog teorema najcˇesˇc´e c´emo spominjati kao uvjet optimalnosti reduciranih
cijena u odnosu na potencijale pi. Teorem koji slijedi pokazat c´e povezanost reduciranih
cijena i kolicˇine toka na bridovima.
Teorem 2.3.4. Dopustivo rjesˇenje x∗ je optimalno rjesˇenje problema maksimalnog toka
minimalne cijene u mrezˇi ako i samo ako postoje potencijali pi takvi da vrijede sljedec´i
uvjeti na tok i reducirane cijene:
(a) Ako je cpii j > 0, onda je x
∗
i j = 0.
(b) Ako je 0 < x∗i j < ui j, onda je c
pi
i j = 0.
(c) Ako je cpii j < 0, onda je x
∗
i j = ui j.
Dokaz.
(a) Najprije se podsjetimo cˇinjenice koju smo ranije naveli: ako se u originalnoj mrezˇi
pojavljuje brid (i, j) koji ima cijenu ci j te se u rezidualnoj mrezˇi pojavi brid ( j, i) sa
tokom x ji = xi j > 0, tada je njegova cijena −ci j. Pretpostavimo sada da je cpii j > 0.
Ako bi se u rezidualnoj mrezˇi pojavio brid ( j, i) s tokom x∗ji > 0, tada bi njegova
cijena bila cpiji < 0. Medutim, to je kontradikcija s teoremom 2.3.3 i pretpostavkom
da je x∗ optimalan tok. Dakle, tok na bridu (i, j) se ne mozˇe ponisˇtiti, tj. x∗i j = 0.
(b) U slucˇaju da je 0 < x∗i j < ui j, rezidualna mrezˇa sadrzˇi bridove (i, j) i ( j, i) i tokovi
na oba brida su pozitivni. Po teoremu 2.3.3, cpii j ≥ 0 i cpiji ≥ 0. No, cpii j = −cpiji. To je
jedino moguc´e ako je cpii j = 0.
(c) Uocˇimo da u slucˇaju cpii j < 0 i postojanju brida (i, j) u rezidualnoj mrezˇi dobivamo
kontradikciju s teoremom 2.3.3. Dakle, taj brid se ne pojavljuje u rezidualnoj mrezˇi,
iz cˇega zakljucˇujemo da tok na tom bridu mora biti maksimalan, tj. x∗i j = ui j.

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2.4 Algoritmi
U ovom odlomku prikazat c´emo tri razlicˇita algoritma koji rjesˇavaju problem maksimalnog
toka minimalne cijene. Za svakog od njih bit c´e opisana ideja, primjer na kojem se mozˇe
vidjeti uporaba tog algoritma te analiza slozˇenosti.
Algoritam s ponisˇtavanjem negativnih ciklusa
Teorem 2.3.2 posluzˇit c´e kao temelj za prvi algoritam koji rjesˇava dani problem, a koji smo
nazvali algoritam s ponisˇtavanjem negativnih ciklusa. Algoritam je osmislio Morton Klein
i opisao ga u radu [11]. Ideja algoritma je da, krenuvsˇi od nekog dopustivog rjesˇenja, u
svakoj iteraciji pokusˇa popraviti funkciju cilja z. Algoritam najprije pronade neki dopustivi
tok pomoc´u proizvoljnog algoritma za pronalazak maksimalnog toka u mrezˇi, primjerice,
Ford-Fulkersonovim algoritmom primjenjenim na transformiranu mrezˇu (dakle mrezˇu s
dodanim izvorom i ponorom) kako je objasˇnjeno u odlomku 1.6. U svakoj iteraciji cilj je
pronac´i neki negativni ciklus u rezidualnoj mrezˇi. Ako on postoji, rjesˇenje nije optimalno
po prethodno navedenom teoremu. Tada je moguc´e poslati odredenu kolicˇinu toka kroz
taj ciklus i na taj nacˇin popraviti trenutnu vrijednost funkcije z. Nakon toga postupak
pronalazˇenja novog negativnog ciklusa se ponavlja. U slucˇaju da nije moguc´e pronac´i novi
negativni ciklus, teorem 2.3.2 jamcˇi da smo pronasˇli optimalni tok i algoritam staje.
Algorithm 3 Algoritam s ponisˇtavanjem negativnih ciklusa
1: pronadi dopustivi tok x u mrezˇi i na temelju njega izgradi rezidualnu mrezˇu R(x)
2: while R(x) sadrzˇi negativni ciklus do
3: identificiraj negativni ciklus C u mrezˇi R(x)
4: δ = min{ri j : (i, j) ∈ C}
5: dodaj δ jedinica toka u ciklusu C
6: azˇuriraj rezidualnu mrezˇu R(x)
7: end while
Jedna od pretpostavki koje koristimo pri ovom algoritmu je da su svi kapaciteti i zah-
tjevi na vrhovima cijeli brojevi (u slucˇaju racionalnih brojeva mozˇemo ih svesti na cijele,
kao sˇto smo napravili i u razmatranju kod maksimalnog toka).
Pokazˇimo na jednostavnom primjeru rad ovog algoritma. Na slici 2.1a prikazana je
originalna mrezˇa. Pokraj svakog vrha v napisana je vrijednost b(v), odnosno, razlika toka
koji treba izlaziti i ulaziti iz tog vrha, dok su kapacitet i cijena slanja jedinice toka napisani
na svakom od bridova na mrezˇi.
Prvi korak ovog algoritma zahtjeva pronalazak nekog dopustivog toka u mrezˇi, sˇto se mozˇe
postic´i pronalaskom maksimalnog toka pomoc´u Ford-Fulkersonovog algoritma. Tokovi na
POGLAVLJE 2. MAKSIMALNI TOK MINIMALNE CIJENE U MREZˇI 24
pojedinim bridovima koji se na taj nacˇin pronadu prikazani su na slici 2.1b Uocˇimo da smo
trenutno postigli rjesˇenje vrijednosti
∑
(i, j)∈E
ci jxi j = 1 · 2 + 4 · 3 + 2 · 4 + . . . + 1 · 0 = 54. Na
slici 2.1c prikazana je pripadna rezidualna mrezˇa. U svakoj iteraciji algoritma pokusˇava se
pronac´i negativan ciklus u rezidualnoj mrezˇi. Uporabom, primjerice, Bellman-Fordovog
algoritma moguc´e je pronac´i ciklus 1−2−3−1 cijene 1 + 2 + (−4) = −1. Njegov kapacitet
je min{r12, r23, r31} = min{1, 3, 3} = 1. Rezidualna mrezˇa nakon povec´anja toka za jednu
jedinicu na tom ciklusu prikazana je na slici 2.1d. Trenutna vrijednost funkcije z je 53.
U drugoj iteraciji pronalazi se negativan ciklus 3 − 4 − 5 − 3 cijene 2 + 1 + (−5) = −2 cˇiji
je kapacitet min{r34, r45, r53} = min{3, 3, 4} = 3. Povec´anjem toka za tri jedinice toka u tom
ciklusu dobivamo stanje rezidualne mrezˇe kao sˇto je vidljivo na slici 2.1e.
Nakon toga, nije moguc´e pronac´i sljedec´i negativan ciklus u rezidualnoj mrezˇi te algoritam
zavrsˇava. Rekonstrukcijom iz rezidualne mrezˇe dobivamo tokove na originalnoj mrezˇi
prikazane na slici 2.1f. Zakljucˇujemo da je optimalna vrijednost funkcije cilja z jednaka
1 · 3 + 4 · 2 + 2 · 5 + . . . + 1 · 3 = 47.





































































































































Slika 2.1: Primjer uporabe algoritma s ponisˇtavanjem negativnih ciklusa
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Analizirajmo slozˇenost algoritma s ponisˇtavanjem negativnih ciklusa. Kao i do sada,
neka n oznacˇava broj vrhova, a m broj bridova u originalnoj mrezˇi te neka je sa U oznacˇen
maksimalan kapacitet od svih bridova i sa C najvec´a cijena koja se pojavljuje za prijenos
jedinice toka na nekom od bridova. Uocˇimo da je funkcija cilja z odozgo omedena s mUC.
Dopustivi tok koji se zahtjeva na pocˇetku algoritma mozˇe se pronac´i u vremenu O(nmU)
pomoc´u Ford-Fulkersonovog algoritma. U svakoj iteraciji u kojoj se pronade negativan




Zakljucˇujemo da se vrijednost funkcije uvijek smanjuje jer se radi o negativnom ciklusu.
Buduc´i su po pretpostavci sve vrijednosti cijeli brojevi, algoritam c´e zavrsˇiti u O(mUC)
iteracija. U svakoj od iteracija potrebno je i utvrditi postojanje negativnog ciklusa, sˇto
se Bellman-Fordovim algoritmom mozˇe napraviti u vremenskoj slozˇenosti O(nm). Dakle,
slozˇenost ovog algoritma je O(nm2UC).
Algoritam s trazˇenjem najkrac´ih puteva
Za razliku od algoritma s ponisˇtavanjem negativnih ciklusa koji je u svakoj iteraciji odr-
zˇavao dopustivost rjesˇenja i tezˇio k optimalnom, algoritam s trazˇenjem najkrac´ih puteva
odmah c´e pronac´i uvjete optimalnosti kako je opisano u teoremu 2.3.3, ali c´e u svakom ko-
raku popravljati neispravne tokove kako bi se zadovoljili zahtjevi na vrhovima. Algoritam
su nezavisno pronasˇli autori Masao Iri [8], William S. Jewell [9] te Robert G. Busacker i
Paul J. Gowen [5].
Definirajmo pojam balansa vrha i kao:
e(i) = b(i) − bx(i) (2.10)
Ako je e(i) > 0 kazˇemo da je e(i) visˇak vrha i, a ako je e(i) < 0 kazˇemo da je manjak tog
vrha |e(i)|. Ako je, pak, e(i) = 0, kazˇemo da je vrh i balansiran. Neka je S skup svih vrhova
s visˇkom te D skup svih vrhova s manjkom toka. Ocˇito mora vrijediti
∑
i∈S
e(i) = − ∑
i∈D
e(i)
kako bi problem imao rjesˇenje. Takoder, jasno je da ako postoji vrh s visˇkom mora postojati
i vrh s manjkom toka. Ideja algoritma je u svakoj iteraciji pronac´i vrh i s visˇkom, vrh j s
manjkom u toku te poslati maksimalni moguc´i tok po najkrac´em putu od i do j. Iteracije
se ponavljaju dok svi vrhovi ne zadovolje svoje zahtjeve, tj. dok god postoji vrh s visˇkom
(a onda i vrh s manjkom) toka.
Dokazˇimo sada neke bitne rezultate koje c´emo koristiti prilikom ovog algoritma. Pritom
napomenimo da c´e vazˇnu ulogu imati pojam reduciranih cijena kojeg smo definirali ovako
(2.4).
Propozicija 2.4.1. Pretpostavimo da za neki tok x vrijedi da reducirane cijene cpii j zado-
voljavaju uvjet (2.9) u odnosu na potencijale pi. Neka vektor d oznacˇava vektor najkrac´ih
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udaljenosti od nekog vrha s do svakog drugog vrha u rezidualnoj mrezˇi R(x) u odnosu na
reducirane cijene cpii j. Tada vrijedi:
(a) Za tok x zadovoljen je uvjet (2.9) i u odnosu na potencijale pi′ = pi − d.
(b) Reducirane cijene cpi
′
i j su jednake nula na svim bridovima (i, j) na najkrac´em putu od
vrha s do nekog vrha t.
Dokaz.
(a) Kako vektor d predstavlja vektor najkrac´ih udaljenosti od vrha s do svakog drugog
vrha u rezidualnoj mrezˇi u odnosu na reducirane cijene cpii j, vrijedi:
d( j) ≤ d(i) + cpii j, za sve (i, j) ∈ R(x).
Kako je cpii j = ci j − pi(i) + pi( j), to je d( j) ≤ d(i) + ci j − pi(i) + pi( j). Taj izraz mozˇemo
zapisati i u obliku ci j − (pi(i) − d(i)) + (pi( j) − d( j)) ≥ 0, tj. cpi′i j ≥ 0. Dakle, i uz
potencijale pi′ zadovoljen je uvjet (2.9).
(b) Za svaki brid (i, j) na nekom najkrac´em putu vrijedi d( j) = d(i) + cpii j. Tada uvrsˇtava-
njem u jednadzˇbu cpii j = ci j − pi(i) + pi( j) dobivamo da je cpi
′
i j = 0.

Opisˇimo sada ukratko algoritam. Kako ne bismo morali u svakom koraku trazˇiti vrhove
s visˇkom ili manjkom toka, dodat c´emo dva posebna vrha u mrezˇu: vrh s kojeg c´emo
zvati izvor te vrh t kojeg c´emo zvati ponor. Sve vrhove i kod kojih je u pocˇetku algoritma
e(i) > 0 povezat c´emo s izvorom bridom (s, i) cˇiji je kapacitet e(i), a cijena nula, dok c´emo
vrhove i kod kojih je e(i) < 0 povezati s ponorom bridom (i, t) kapaciteta −e(i) i cijene nula.
Sada c´emo trazˇenje puta od vrha s visˇkom do vrha s manjkom ekvivalentno zamijeniti s
trazˇenjem puta od izvora do ponora. Propozicija 2.4.1 omoguc´uje da u svakoj iteraciji od
vektora potencijala pi oduzmemo vektor najkrac´ih udaljenosti te da je za taj novi vektor
potencijala pi′ zadovoljen uvjet (2.9) (uz pretpostavku da je isti zadovoljen i za potencijale
pi). Kada put od izvora do ponora visˇe ne bude postojao, iz odlomka 1.6 znamo da c´e tok
biti dopustiv. Buduc´i da c´e uvjet (2.9) biti stalno zadovoljen, po teoremu 2.3.3 tok c´e tada
biti optimalan.
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Algorithm 4 Algoritam s trazˇenjem najkrac´ih puteva
1: x = 0, pi =
#»
0
2: e(i) = b(i), za svaki i ∈ V
3: uvedi dva nova vrha: izvor s i ponor t
4: vrh s povezˇi s vrhovima i za koje je e(i) > 0 bridom (s, i) kapaciteta e(i) i cijene 0





7: while e(s) > 0 do
8: Dijkstrinim algoritmom pronadi najkrac´e udaljenosti d od vrha s do svakog vrha u
rezidualnoj mrezˇi u odnosu na reducirane cijene cpii j
9: neka je P najkrac´i put od s do t
10: pi = pi − d
11: δ = min{e(s),min{ri j : (i, j) ∈ P}}
12: dodaj δ jedinica toka na putu P
13: azˇuriraj rezidualnu mrezˇu i vektor e
14: end while
Pogledajmo sada rad algoritma na primjeru mrezˇe koja je bila i u slucˇaju algoritma s
ponisˇtavanjem negativnih ciklusa. Na slici 2.2a prikazana je originalna mrezˇa, pri cˇemu
je pokraj svakog vrha napisana trazˇena razlika u toku koji izlazi i ulazi u vrh, dok su
na svakom od bridova zarezom odvojeni kapacitet i cijena slanja jedinice toka po tom
bridu. Na slici 2.2b dodani su vrhovi s i t te dodatni bridovi kako smo opisali ranije.
Svaki vrh na pocˇetku ima potencijal nula. Dijkstrinim algoritmom pronalazimo duljine
najkrac´ih puteva od s do svakog od preostalih vrhova, te dobivamo da je vektor d jednak
(0, 0, 0, 2, 4, 5, 10, 4), pri cˇemu prvi i zadnji element u tom vektoru oznacˇavaju duljinu puta
do vrhova s i t. Novi potencijali (naznacˇeni pokraj vrhova), reducirane cijene bridova te
pronadeni najkrac´i put P koji prolazi vrhovima s, 2, 3, 4, t prikazani su na slici 2.2c. Na tom
putu P moguc´e je poslati δ = min{e(s),min{rs2, r23, r34, r4t}} = min{7,min{2, 7, 5, 2}} = 2
jedinice toka. Stanje rezidualne mrezˇe nakon povec´anja toka prikazano je na slici 2.2d.
Buduc´i je e(s) = 5, nastavljamo dalje. Novi vektor najkrac´ih udaljenosti u mrezˇi je d =
(0, 0, 1, 1, 1, 1, 1, 2). Promijenjeni potencijali, reducirane cijene, kao i najkrac´i put od s do
t prikazani su na slici 2.2e. Rezidualna mrezˇa nakon povec´anja puta od 3 jedinice toka
vidljiva je na slici 2.2f. e(s) > 0 pa postoji sljedec´i najkrac´i put od s do t. Vektor d sada
iznosi: d = (0, 0, 1, 1, 3, 3, 1, 3). Potencijali nakon ovog koraka, kao i reducirane cijene
te pronadeni najkrac´i put prikazani su na slici 2.1g. Na putu P koji prolazi vrhovima
s, 1, 3, 5, t moguc´e je povec´ati tok za 2 jedinice toka, te je mrezˇa nakon povec´anja toka
prikazana na slici 2.1h. Uocˇimo da je sada e(s) = 1, te c´e nakon pronalaska iduc´eg puta
algoritam zavrsˇiti.






















































































































































































































































































































































































Slika 2.1: Primjer uporabe algoritma s trazˇenjem najkrac´ih puteva
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Taj put P sada prolazi vrhovima s, 1, 3, 6, t, a pripadni δ je 1. Konacˇno, nakon slanja toka
od δ jedinica toka dolazimo do stanja kakvo je prikazano na slici 2.1j. Zakljucˇujemo da je,
buduc´i je e(s) = 0, algoritam dosˇao do dopustivog toka i da su svi zahtjevi na vrhovima
zadovoljeni. Originalna mrezˇa s pronadenim tokom prikazana je na slici 2.1k i vrijednost
funkcije cilja je 47, kao sˇto je bilo i prilikom rjesˇavanja istog problema s algoritmom s
ponisˇtavanjem negativnih ciklusa.
Analizirajmo josˇ ukratko i slozˇenost algoritma. Svaka iteracija algoritma pronalazi naj-
krac´i put od izvora s do ponora t, te na tom putu pronalazi povec´anje toka od barem jedne
jedinice toka. Ako sa K oznacˇimo najvec´i zahtjev (suficit ili deficit) nekog vrha, n broj
vrhova te m broj bridova u mrezˇi, onda zakljucˇujemo da je maksimalan moguc´i broj itera-
cija algoritma jednak nK. Nadalje, u svakoj iteraciji potrebno je i pronac´i najkrac´i put od
izvora do ponora, sˇto je moguc´e u slozˇenosti O(m log n) uz uporabu Dijkstrinog algoritma
koji koristi neku strukturu koja ima logaritamsko vrijeme dohvac´anja najmanjeg elementa,
kao sˇto je, primjerice, struktura set u standardnoj biblioteci programskog jezika C++. Time
zakljucˇujemo da je vremenska slozˇenost ovog algoritma O(nmK log n).
Primal-dual algoritam
Primal-dual algoritam slicˇan je algoritmu s trazˇenjem najkrac´ih puteva po tome sˇto takoder
odrzˇava zadovoljenost uvjeta (2.9) s tokom kojeg postepeno dovodi do dopustivog toka.
Medutim, umjesto slanja maksimalnog toka po jednom pronadenom najkrac´em putu, tok
se sˇalje po svim najkrac´im putevima koji trenutno postoje od izvora do ponora. Algoritam
su prvi opisali L. R. Ford i D. R. Fulkerson u radu [6].
Kao i u prethodnom algoritmu, uvest c´emo dva dodatna vrha, izvor s i ponor t te do-
datne bridove kako je prije bilo opisano. Uz rezidualnu mrezˇu, promatrat c´emo i tzv. nul-
mrezˇu koja je podmrezˇa rezidualne mrezˇe i koju oznacˇavamo s R0(x) u odnosu na tok x.
Nul-mrezˇa sadrzˇi samo one bridove u rezidualnoj mrezˇi koji imaju reducirane cijene jed-
nake nula u odnosu na neki potencijal pi. Rezidualni kapaciteti u nul-mrezˇi su jednaki kao
u rezidualnoj mrezˇi. U svakoj iteraciji algoritma, nakon pronalaska najkrac´ih udaljenosti
u rezidualnoj mrezˇi azˇuriraju se potencijali i reducirane cijene te se tada konstruira nul-
mrezˇa. Prema propoziciji 2.4.1, u R0(x) postoji barem jedan put cijene nula od s do t.
Medutim, tih puteva mozˇe biti i visˇe. Zato se mozˇe odjednom preko visˇe razlicˇitih nul-
puteva poslati nova kolicˇina toka. Ford-Fulkersonovim algoritmom u nul-mrezˇi se prona-
laze putevi povec´anja toka te c´e tok kasnije biti dodan u rezidualnoj mrezˇi. Svaki nul-put
odgovara jednom putu preko kojeg mozˇemo povec´ati tok u mrezˇi. Nakon toga, rezidualna
mrezˇa se azˇurira te se cijeli algoritam ponavlja dok visˇak toka na izvoru na postane nula.
Zaista, ako algoritam ne pronade neki put od izvora do ponora u rezidualnoj mrezˇi, tok
je maksimalan pa i dopustiv prema pokazanom u odlomku 1.6. Zbog ispunjenosti uvjeta
(2.9), taj tok je i optimalan.
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Algorithm 5 Primal-dual algoritam
1: x = 0, pi =
#»
0
2: e(i) = b(i), za svaki i ∈ V
3: uvedi dva nova vrha: izvor s i ponor t
4: vrh s povezˇi s vrhovima i za koje je e(i) > 0 bridom (s, i) kapaciteta e(i) i cijene 0





7: while e(s) > 0 do
8: Dijkstrinim algoritmom pronadi najkrac´e udaljenosti d od vrha s do svakog vrha u
rezidualnoj mrezˇi u odnosu na reducirane cijene cpii j
9: pi = pi − d, azˇuriraj reducirane cijene
10: pronadi nul-mrezˇu R0(x) u odnosu na nove reducirane cijene cpii j
11: posˇalji maksimalni tok od s do t u R0(x)
12: azˇuriraj rezidualnu mrezˇu R(x) i vektor e
13: end while
Buduc´i da bi iteracije ovog algoritma na primjeru kojeg smo do sada koristili izgledale
potpuno isto kao i prilikom korisˇtenja algoritma s trazˇenjem najkrac´ih puteva, rad primal-
dual algoritma pokazat c´emo na drugom primjeru. Neka je dana mrezˇa koja je prikazana
na slici 2.2a. Kao i do sada, uz vrhove su prikazane razlike u toku koji treba izlaziti i ulaziti
u vrh, a na bridovima su zarezom odvojeni kapacitet i cijena slanja jedinice toka po tom
bridu. Dodavanjem vrhova izvora i ponora te dodatnih bridova koji ih povezuju s mrezˇom
dobivamo situaciju kao na slici 2.2b. Algoritmom za pronalazˇenje najkrac´ih udaljenosti od
s do svakog od vrhova u mrezˇi dobivamo da je vektor udaljenosti d jednak (0, 0, 0, 1, 2, 1),
pri cˇemu je poredak vrhova s, 1, 2, 3, 4, t. Nove reducirane cijene prikazane su uz vrhove
na slici 2.2c, dok se pripadna nul-mrezˇa mozˇe vidjeti na slici 2.2d. Pritom su na nul-mrezˇi
prikazani samo kapaciteti jer su reducirane cijene svih prikazanih bridova nula. Primjetimo
da sada postoje dva puta kojima se mozˇe povec´ati tok u mrezˇi: s − 1 − 3 − t te nakon toga
s− 2− 3− t. Time u jednoj iteraciji kroz dva razlicˇita puta u nul-mrezˇi mozˇemo ukupni tok
povec´ati za dvije jedinice toka. Na kraju prve iteracije stanje rezidualne mrezˇe prikazano
je na slici 2.2e. U sljedec´oj iteraciji pronalazimo da je vektor najkrac´ih udaljenosti d =
(0, 0, 0, 1, 0, 1). Nakon azˇuriranja potencijala i reduciranih cijena, stanje mrezˇe je kao na
slici 2.2f. Nul-mrezˇa trenutne rezidualne mrezˇe vidljiva je na slici 2.1g. Ponovno postoje
dva puta povec´anja toka: s−1−4−t te s−2−4−t; oba dopusˇtaju povec´anje za jednu jedinicu
toka. Nakon povec´anja toka stanje rezidualne mrezˇe izgleda kao na slici 2.1h. Uocˇimo da
je sada e(s) = 0, cˇime su zahtjevi svih vrhova zadovoljeni pa algoritam staje. Optimalni tok
za originalnu mrezˇu prikazan je na slici 2.1i te je minimalna vrijednost funkcije z jednaka
6.














































































































































































Slika 2.1: Primjer uporabe primal-dual algoritma
Uocˇimo da se u svakoj iteraciji algoritma visˇak izvora smanji barem za jednu jedinicu toka
jer se uspije pronac´i barem jedan put od izvora do ponora. Takoder, primjetimo da nakon
sˇto se posˇalje maksimalna kolicˇina toka kroz bridove iz nul-mrezˇe, rezidualna mrezˇa visˇe
ne sadrzˇi put od s do t koji bi prolazio iskljucˇivo kroz bridove s cijenom nula. To znacˇi da se
potencijal ponora u svakom koraku smanji barem za jedan. Ako ponovno sa K oznacˇimo po
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apsolutnoj vrijednosti najvec´i zahtjev nekog vrha u originalnoj mrezˇi, sa C najvec´u cijenu
slanja jedinice toka nekim od bridova, zakljucˇujemo da potencijal ponora ne mozˇe biti nizˇi
od −nC. Uz to, visˇak izvora u svakoj iteraciji smanji se barem za 1, a u pocˇetku je ogranicˇen
s nK. Time zakljucˇujemo da je broj iteracija ogranicˇen s min{nK, nC}. U svakoj iteraciji po-
trebno je pronac´i i najkrac´e puteve od izvora do svakog od vrhova, sˇto je moguc´e u vremenu
O(m log n). Takoder, maksimalan tok u nul-mrezˇi mozˇe se pronac´i Ford-Fulkersonovim al-
goritmom u vremenskoj slozˇenosti O(nmU), gdje je U najvec´i kapacitet nekog od bridova.
Dakle, slozˇenost primal-dual algoritma je O(min{nK, nC} · (m log n + nmU)).
Uocˇimo na kraju da niti jedan od predlozˇena tri algoritma nema polinomijalnu slozˇenost,
tj. slozˇenost ovih algoritama ne ovisi samo o broju vrhova i bridova, vec´ i o kapacitetima i
cijenama bridova te zahtjevima vrhova. Ipak, postoje slozˇeniji algoritmi koji imaju polino-
mijalnu slozˇenost te se mogu pronac´i u knjizi [4].
2.5 Primjene problema maksimalnog toka minimalne
cijene
U ovom odjeljku opisat c´emo nekoliko situacija gdje se ideja problema maksimalnog toka
minimalne cijene mozˇe primijeniti.
Problem transporta
Pretpostavimo da u nekoj zemlji postoji n gradova G1, . . . ,Gn, a izmedu nekih od gradova
postoje cijevi za transport odredene tekuc´ine. Svaka od m postojec´ih cijevi ima neki ka-
pacitet i cijenu slanja jedne litre tekuc´ine kroz tu cijev. Iz grada G1 zˇeli se poslati l litara
tekuc´ine kroz dane cijevi do grada Gn, ali tako da cijena bude minimalna moguc´a te da ka-
pacitet niti jedne cijevi ne bude premasˇen. Poznato je da se izmedu svaka dva para gradova
u toj zemlji tekuc´ina mozˇe prevesti preko dane mrezˇe cijevi.
Ovo je jedna od najosnovnijih i najpoznatijih primjena problema maksimalnog toka mini-
malne cijene koja predstavlja tip problema kada imamo samo jedan vrh s visˇkom, tj. manj-
kom toka.
Problem dodjeljivanja poslova
Neka je dano n radnika i n poslova koje je potrebno obaviti. Svaki od radnika mozˇe oba-
viti bilo koji posao i pri tome trazˇiti odredenu plac´u za taj posao. Svi poslovi moraju biti
obavljeni, pri cˇemu svaki od radnika mora obaviti tocˇno jedan posao i svaki posao smije
biti obavljen od strane tocˇno jednog radnika. Zadatak je minimizirati ukupnu cijenu koju
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je potrebno izdvojiti za plac´e radnika.
Problem mozˇemo i ovako formulirati:
Neka je dana matrica C dimenzije n× n. Svaki element matrice sadrzˇi jedan prirodan broj,
te neka je ci j element na presjeku i-tog retka i j-tog stupca. Taj element predstavlja plac´u
koju i-ti radnik trazˇi za obavljanje j-tog posla. Zadatak je odabrati tocˇno po jedan broj











xi j = 1, za sve i = 1, . . . , n,
n∑
i=1
xi j = 1, za sve j = 1, . . . , n,
xi j ∈ {0, 1}, za sve i, j = 1, . . . , n.
(2.12)
Dopustivo rjesˇenje ocˇito postoji; primjerice, uvijek je moguc´e odabrati dijagonalne ele-
mente matrice C i svi uvjeti c´e biti zadovoljeni. Kako bismo pronasˇli optimalno rjesˇenje,
matricu c´emo transformirati u bipartitnu mrezˇu, kao sˇto je prikazano na slici 2.2. Svaki brid
(Ri, P j) ima kapacitet 1 i cijenu ci j, a zahtjevi pojedinih vrhova su 1, odnosno -1. Buduc´i
su sve veze u mrezˇi tipa Ri−P j, nema negativnih ciklusa pa rjesˇenje sigurno postoji i mozˇe
















Slika 2.2: Mrezˇa za problem dodjeljivanja
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Primjerice, za matricu: 1 3 22 6 43 7 6





U ovom poglavlju bit c´e predstavljeni rezultati testiranja tri prikazana algoritma. Us-
pjesˇnost algoritama testirali smo na primjerima mrezˇa koje su generirane programom NET-
GEN, a koji je javno dostupan na adresi [1]. Taj program ima moguc´nost generiranja
razlicˇitih tipova mrezˇa u ovisnosti o broju vrhova, bridova, kapacitetima, cijenama, broju
vrhova sa suficitom ili deficitom toka te josˇ mnogo toga.
Sve prethodno navedene algoritme implementirali smo u programskom jeziku C++.
Glavni razlog odabira ovog jezika bila je uporaba raznih struktura podataka koje su efi-
kasno implementirane u standardnoj biblioteci jezika, kao sˇto su red, skup, vektor i druge.
Rezidualna mrezˇa prikazana je na nacˇin da za svaki vrh postoji vektor objekata u kojima se
cˇuva oznaka susjeda te udaljenost i cijena pripadnog brida. Takoder, struktura skup (eng.
set) omoguc´ila je da Dijkstrin algoritam bude efikasno implementiran, sˇto je dovelo do
boljih performansi nekih od algoritama. Implementacije algoritama dostupne su na CD-u
prilozˇenom uz ovaj rad.
Prvi kriterij uspjesˇnosti kojeg su na svim generiranim primjerima ispunila sva tri algo-
ritma bila je tocˇnost rjesˇenja. Kako bismo zaista utvrdili da smo dobili ispravno rjesˇenje,
tj. vrijednost funkcije cilja z, kao referentno rjesˇenje koristili smo rjesˇenje koje smo dobili
prilikom pokretanja test primjera u programskom jeziku Python. U njemu postoji modul
networkx [2], koji ima ugradenu funkciju za rjesˇavanje problema maksimalnog toka mini-
malne cijene.
Nadalje, jedno od svojstava koje smo htjeli provjeriti je i vrijeme izvrsˇavanja programa.
Sva testiranja izvrsˇena su na racˇunalu sa sljedec´im specifikacijama: HP ProBook 4710s,
Intel Core2Duo T5870 (2GHz), 4GB RAM, Windows 10 x64. U tu svrhu generirali smo
16 razlicˇitih test primjera pomoc´u programa NETGEN. Dobiveni su sljedec´i rezultati:
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Algoritam s poni tavanjem negativnih ciklusa
Algoritam s tra enjem najkra ih puteva
Primal-dual algoritam
Slika 3.1: Usporedba sva tri algoritma po vremenu izvrsˇavanja
S prethodnog grafa jasno uocˇavamo da algoritam s ponisˇtavanjem negativnih ciklusa ima
mnogo dulje vrijeme izvrsˇavanja na danim test-primjerima od preostala dva algoritma.
Isto tako, na ovim primjerima vidljivo je i to da algoritam s trazˇenjem najkrac´eg puta i
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primal-dual algoritam imaju podjednako vrijeme potrebno za izvrsˇavanje. Buduc´i se radilo
o primjerima mrezˇa s dosta malim brojem bridova, preostala testiranja na vec´im mrezˇama
provodit c´emo samo na ta dva brzˇa algoritma.
Kako bismo provjerili odnose vremena izvrsˇavanja i broja iteracija dva algoritma, ge-
nerirali smo primjere koji imaju vec´i broj vrhova i bridova. Broj vrhova bio je u intervalu
od 500 do 3000, dok je broj bridova rastao do 56000. Polovica vrhova u svakoj mrezˇi nije
imala niti suficit niti deficit, dok je od preostalih vrhova polovica imala suficit, a polovica
deficit. Algoritam s pronalazˇenjem najkrac´ih puteva i primal-dual algoritam usporedili smo























































Algoritam s tra enjem najkra ih puteva
Primal-dual algoritam
Slika 3.2: Usporedba performansi algoritama za mrezˇe s m = 8000 bridova.



















































Algoritam s tra enjem najkra ih puteva
Primal-dual algoritam



















































Algoritam s tra enjem najkra ih puteva
Primal-dual algoritam
Slika 3.4: Usporedba performansi algoritama za mrezˇe s m = 40000 bridova.



















































Algoritam s tra enjem najkra ih puteva
Primal-dual algoritam
Slika 3.5: Usporedba performansi algoritama za mrezˇe s m = 56000 bridova.
Analiziranjem vremena izvrsˇavanja ova dva algoritma, uocˇavamo da se odnos algo-
ritama po vremenu trajanja mijenja kako broj bridova raste. Zaista, dok je broj bridova
bio 8000, primal-dual algoritam imao je nesˇto vec´e vrijeme izvrsˇavanja od algoritma s
trazˇenjem najkrac´ih puteva. Porastom broja bridova, primal-dual algoritam postupno je
imao krac´e vrijeme, pogotovo s porastom broja vrhova u mrezˇi.
Primal-dual algoritam je kroz sve testove imao jednak ili manji broj iteracija od drugog
algoritma. Za fiksni broj bridova, razlika u broju iteracija je rasla kako je broj vrhova
rastao. Takoder, jasno se vidi da porastom broja bridova razlika u broju iteracija dostizˇe i
nekoliko stotina, pa primjerice, za n = 3000,m = 56000 taj broj iznosi 566.
Analiziranjem slozˇenosti svakog od prikazana tri algoritma jasno je da je algoritam
s ponisˇtavanjem negativnih ciklusa imao najvec´e vrijeme izvrsˇavanja. Testiranjem smo
uspjesˇno potvrdili cˇinjenicu koju smo pokazali u prethodnom poglavlju da gornja granica
u broju iteracija za primal-dual algoritam sigurno nije vec´a od gornje granice za algoritam
s trazˇenjem najkrac´ih puteva. Slozˇenost pojedine iteracije primal-dual algoritma nesˇto
je losˇija od slozˇenosti iteracije za algoritam s trazˇenjem najkrac´ih puteva, pa je stoga i
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vrijeme izvrsˇavanja bilo nesˇto dulje u odnosu na drugi algoritam kod primjera gdje razlika
u broju iteracija nije bila velika. Ipak, kada je razlika u broju iteracija porasla, primal-dual
algoritam imao je za koju sekundu brzˇe vrijeme izvrsˇavanja.
Zakljucˇak
Glavna tema ovog rada bio je problem nalazˇenja maksimalnog toka minimalne cijene u
mrezˇi. U prvom dijelu rada naveli smo neke poznate rezultate iz teorije grafova te defi-
nirali pojam maksimalnog toka u mrezˇi i nacˇin njegova nalaska, sˇto predstavlja bitan dio
pocˇetnog problema. Osim toga, naveli smo i neke primjere iz svakodnevnog zˇivota gdje
se problem maksimalnog toka mozˇe pojaviti. U drugom dijelu definirali smo problem
maksimalnog toka minimalne cijene te uveli nove pojmove kao sˇto su pojam potencijala i
reduciranih cijena. Oni su omoguc´ili da razvijemo teoriju i dokazˇemo neke rezultate koji
daju optimalne uvjete za rjesˇenje problema. Sredisˇnji dio rada predstavlja opis tri algo-
ritma koji rjesˇavaju pocˇetni problem i cˇije smo performanse kasnije testirali na razlicˇitim
tipovima mrezˇa. Svojstvo da je dopustivo rjesˇenje ujedno i optimalno ako rezidualna mrezˇa
ne sadrzˇi negativan ciklus dalo je uvjete za prvi od algoritama koji smo opisali, algoritam s
ponisˇtavanjem negativnih ciklusa. Unatocˇ jednostavnoj implementaciji, uporaba Bellman-
Fordovog algoritma za pronalazak negativnog ciklusa u svakoj iteraciji dovela je to toga da
se ovaj algoritam pokazao kao najlosˇiji od opisana tri algoritma. Preostala dva algoritma,
algoritam s trazˇenjem najkrac´ih puteva i primal-dual algoritam bazirala su se na posljedi-
cama teorema koji su povezivali pojmove potencijala, reduciranih cijena i kapaciteta bri-
dova. Oba algoritma imala su dosta slicˇne performanse prilikom testiranja na mrezˇama s
vec´im brojem vrhova i bridova. Slozˇenost jedne iteracije primal-dual algoritma sugerira da
bi taj algoritam mogao imati losˇije vrijeme izvrsˇavanja od algoritma s trazˇenjem najkrac´ih
puteva. Medutim, uocˇili smo da porastom broja vrhova i bridova primal-dual algoritam
ima dosta manji broj iteracija od drugog algoritma pa je to utjecalo na cˇinjenicu da je
primal-dual algoritam imao nesˇto krac´e vrijeme izvrsˇavanja od algoritma s trazˇenjem naj-
krac´ih puteva. Stoga mozˇemo zakljucˇiti da se primal-dual algoritam pokazao kao najbolji
od ovdje opisana tri algoritama.
Na kraju josˇ napomenimo da opisana tri algoritma imaju pseudopolinomijalnu slozˇenost,
tj. ne ovise samo o broju vrhova i bridova u mrezˇi, vec´ i o kapacitetima i cijenama bridova
kao i o zahtjevima pojedinih vrhova. U literaturi se mogu nac´i i neki polinomijalni al-
goritmi koji su predstavljeni osamdesetih godina prosˇlog stoljec´a. Ti algoritmi su dosta
slozˇeniji od ovdje opisanih algoritama i koriste se u slucˇaju vrlo velikih mrezˇa koje se
javljaju u svakodnevnom zˇivotu.
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Sazˇetak
U ovom radu proucˇavali smo problem maksimalnog toka minimalne cijene u mrezˇi. Radi se
o poznatom problemu u podrucˇju teorije grafova, a kao sˇto smo i pokazali, ima sˇiroku pri-
mjenu i u svakodnevnom zˇivotu. Kako bismo istrazˇili teoretsku pozadinu ovog problema,
uveli smo pojmove potencijala i reduciranih cijena. To nam je omoguc´ilo da dokazˇemo ne-
koliko rezultata u pogledu optimalnih uvjeta za rjesˇenje problema, a koji su nam posluzˇili
kao osnova za dokazivanje tocˇnosti danih algoritama. Pokazali smo da teorija maksimalnog
toka minimalne cijene povezuje neke poznate rezultate iz teorije maksimalnog toka i prona-
laska najkrac´ih puteva u mrezˇi. Najvec´i dio ovog rada odnosi se na tri algoritma: algoritam
s ponisˇtavanjem negativnih ciklusa, algoritam s trazˇenjem najkrac´ih puteva i primal-dual
algoritam. Pokazali smo nekoliko svojstava tih algoritama te analizirali njihove vremenske
slozˇenosti. Testiranjem na skupu podataka koji je ukljucˇivao mrezˇe razlicˇitih broja vrhova
i bridova potvrdili smo pretpostavku da primal-dual algoritam ima najbolje performanse
od sva tri prikazana algoritma.
Summary
In this work we study the minimum cost flow problem. This problem is well known in
graph theory and has wide applications in everyday life. In order to explore the theoretical
background of the problem, we introduced the notions of potentials and reduced costs. This
enabled us to prove several results regarding optimality conditions for the problem solution,
which served as a basis for showing the correctness of algorithms that solve the problem.
The theory of the minimum cost flow problem combines several well known facts from
the theory of the maximum flow and the shortest path problems. Large part of this work
is focused on three algorithms: the cycle-canceling algorithm, the successive shortest path
algorithm and the primal-dual algorithm. We presented a number of properties of these
algorithms and analyzed their time complexities. Testing on a dataset that included graphs
of varying sizes and densities has confirmed our assumption that the primal-dual algorithm
has the best performance among the presented algorithms for solving the minimum cost
flow problem.
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