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Abstract
The Global Positioning System (GPS) has become widely used in modern
life and most people use GPS to find locations, therefore the accuracy of
these locations is very important.
In this thesis, we will use Longitude and Latitude from raw GPS data
to estimate the location of a GPS receiver. To improve accuracy of the
estimation, we will use two methods to delete outliers in Longitude and
Latitude: the Euclidean distance method and the Mahalanobis distance
method. We will then use two methods to estimate the location: Maximum
Likelihood and Bootstrap method.
The confidence ellipse and the simultaneous confidence intervals are
used to construct confidence regions for bivariate data, and we compared
the two methods. In this thesis, we also did some simulations to under-
stand the effect of sample size and variance in the linear regression model
for AIC and BIC, and use these two criteria to find a best model to fit the
multivariate linear regression model with response variables Latitude and
Longitude.
This thesis forms part of a larger project to detect land movement, such
as that seen in landslides using low cost GPS devices. We therefore con-
sider methods for detecting changes in location over time.
In this thesis, we used converted Longitude, Latitude and Altitude (in
meters) from the same GPS data set after deleting outliers as our variables
and applied two methods (Hotelling’s T 2 chart method and Multivariate
exponentially weighted moving average method) to detect changes in lo-
cation in our data.
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Chapter 1
Introduction
Positioning in the Global Positioning System (GPS) can be performed in
either of two ways: point positioning or relative positioning. GPS point
positioning employs one GPS receiver that measures the code pseudor-
anges to determine the user’s position instantaneously, as long as four or
more satellites are visible to the receiver. The expected horizontal position-
ing accuracy from the civilian C/A-code receivers has gone down from
about 100m (2 drms) when selective availability was on, to about 22m (2
drms) in the absence of selective availability [43]. GPS point positioning
is used mainly when relatively low accuracy is acceptable. This includes
recreational applications and low accuracy navigation [12].
GPS relative positioning, however, employs two GPS receivers simul-
taneously, tracking the same satellites. If both receivers track at least four
common satellites, a positioning accuracy level of the order of a subcen-
timeter to a few meters can be obtained [18]. Carrier-phase and/or pseu-
dorange measurements can be used in GPS relative positioning, depend-
ing on the accuracy requirements. The former provides the highest pos-
sible accuracy. GPS relative positioning is used for high-accuracy appli-
cations such as surveying and mapping, geographic information systems
(GIS), and precise navigation [12].
GPS pseudorange and carrier-phase measurements are both affected
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by several types of random errors and biases (system errors). These errors
may be classified into three groups, those originating at the satellites, those
originating at the receiver, and those that are due to signal propagation
[24].
The errors originating at the satellites include ephemeris or orbital er-
rors, satellite clock errors, and the effect of selective availability. The errors
originating at the receiver include receiver clock errors, multipath errors,
receiver noise, and antenna phase center variations. The signal propaga-
tion errors include the delays of the GPS signal as it passes through the
ionospheric and tropospheric layers of the atmosphere. In addition to the
effect of these errors, the accuracy of the computed GPS position is also
affected by the geometric locations of the GPS satellites as seen by the re-
ceiver. The more spread out the satellites are in the sky, the better the
obtained accuracy [12].
This thesis forms part of a larger research project to develop a system
for detecting land movement using low cost GPS devices. The broader
goal of the research project is to use changes in positions of these GPS
devices to indicate land movement such as that seen in landslides. Point
positioning will be used since a low cost system is required.
In this thesis, a single GPS device will be placed in a fixed location and
its position will be estimated from its position readings, many of which
will be inaccurate. Methods for detecting changes in locations will then be
considered.
1.1 Research Goals
In this thesis, the goals are:
1. Estimate the position of a GPS device from multiple measurements
taken sequentially throughout the day.
We use longitude and latitude in radians to estimate the position of
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a GPS device and also use longitude, latitude and altitude converted
to meters to estimate the position of a GPS device.
2. Determine whether position measurements are dependent on other
factors.
3. Detect changes in position of receiver from position measurement.
There are lots of statistical methods for position estimation.
Bayesian-filter techniques for location estimation is introduced by Fox
et al. (2003). This technique provides a powerful statistical tool to help
manage measurement uncertainty and perform multi-sensor fusion and
identity estimation. It also discusses different belief representations and
their properties in the context of location estimation for pervasive com-
puting [14].
Using Linear Discriminant Analysis (LDA) to estimate location is in-
troduced by Zhou et al. (2006). They proposed a selector method with
LDA among different kinds of mobile location estimation algorithms and
provide a more accurate estimation for location service. The LDA is a sta-
tistical method based on the variance analysis and its main idea is to use
projection to separate different class data [48].
Another method for mobile location estimation is introduced by Lin
and Juang (2003). This estimation is based on differences of signal atten-
uations in Global System for Mobile Communications (GSM). The advan-
tages of this proposed method is that the method does not need perfect
path loss modelling, it also reduces the shadowing impact on location, it
has low computational complexity, and it can be applied in existing sys-
tems without hardware development [29].
An approach to location estimation is introduced by Roos et al. (2002).
This approach is called the statistical modelling approach. They present a
location estimation method based on a statistical signal power model and
also present encouraging empirical results from simulated experiments
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supported by real-world field tests. The advantages of the approach in-
cludes certain types of flexibility that presented itself in the present work
[39].
A landslide is a type of mass movement that causes damage in many
areas. Elastic image registration and the change-unchanged conditional
statements procedure is introduced by Shariff et al. (2011) for historical
analysis of the land movement in landslide areas. Landslide areas were
detected using the amount of pixel movement during a registration pro-
cess [21].
Kostiuk outlined the use of remote sensing data to detect sea level
change in 2002. Remote sensing data is useful to check if there has been
significant change in a coastline or to detect various types of environment
conditions [27].
Light detecting and ranging (LIDAR) is being used in aerial and terres-
trial scanning, offering laser images and measurements that can seemingly
strip away vegetation and structures, see changes in landforms as they
happen, and create a permanent record of how the landscape looked at a
particular moment in time including right after a natural disaster. LIDAR
is a good analytic tool to help with detecting land movement [34].
1.2 Thesis Outline
The outline of the rest of this thesis is as follows:
Chapter 2 describes position estimation of a GPS device using Lon-
gitude, Latitude and Altitude. It introduces two methods to detect and
delete outliers.
Chapter 3 introduces a bootstrap method to estimate the position and
the bootstrap simultaneous confidence intervals (SCI) to construct confi-
dence intervals for bivariate data.
Chapter 4 investigates the performance of AIC and BIC in linear re-
gression models and uses AIC and BIC to select the multivariate linear
1.2. THESIS OUTLINE 5
regression models for the response variables: Longitude and Latitude.
Chapter 5 uses two change point methods to detect any change in po-
sition of receiver in our time frame for Longitude, Latitude and Altitude.
Chapter 6 concludes what we did in this thesis and some discussion of
the results in this thesis.
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Chapter 2
Position Estimation using GPS
Data
2.1 Introduction
In this chapter, the aim is to estimate the location of a GPS receiver using
Longitude and Latitude, and to construct a confidence region for the loca-
tion. The method is used for this chapter is assuming that the data that we
used follow a normal distribution.
We work on the GPS data set. Each observation of the GPS data set is
from a fixed location GPS navigation device that received GPS signals for
the purpose of determining the device’s current location on Earth.
There are 12 variables and 2913 observations in this data set. The 12
variables are:
• ”NavV alid” is valid navigation.
• ”NavType” is the GPS position fix type.
• ”GPSWeek” is GPS week number, weeks since January 6, 1980.
• ”GPSTOW” is GPS time of week in seconds ×10−3.
7
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• ”Satellites used for solution”.
• ”NumSats” is the number of satellites used.
• ”Latitude” is in degrees (+ = North)× 107.
• ”Longitude” is in degrees (+ = East)× 107.
• ”Altitude.MSL” is in meters ×102.
• ”Altitude.Ellipsoid” is in meters ×102.
• ”Horizontal error” is in meters ×102.
• ”V ertical error” is in meters ×102.
The 2913 observations were collected over a 40-hour period. The bivariate
data used are Latitude and Longitude from a GPS device, and are esti-
mated from satellites. The new data set used for the project consists of
those observations for which NumSats is greater than zero, otherwise an
observation is not valid. Removing these observations leaves 2671 obser-
vations in the data set.
For clear understanding and presentation, Latitude and Longitude are
divided by 107, converting them into degrees. GPSTOW is divided by
3600000, converting GPSTOW into hours.
The rescaled Latitude and Longitude are plotted below:
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Figure 2.1: Observations of Longitude and Latitude
From this plot, we can clearly see what values of Longitude and Lat-
itude are most common for the positions of the observations. Also we
notice there are some outliers. So we need to remove outliers to improve
estimation of the position of the GPS navigation device.
The 3D plot below is Latitude and Longitude against GPSTOW.
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Figure 2.2: 3D plot for Longitude, Latitude and GPSTOW
From the plot, we can see there is a main straight line parallel to the
time variable and some points which are further away from the line, these
are outliers. We can see the outliers occur close together in time.
2.2 Detecting and deleting outliers
What are outliers?
In statistics, an outlier is an observation that is numerically distant from
the rest of the data [3].
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In many data analysis tasks a large number of variables are being recorded
or sampled. One of the first steps towards obtaining a coherent analysis is
the detection of outlying observations. Although outliers are often consid-
ered as errors or noise, they may carry important information. Detected
outliers are candidates for abnormal data that may lead to model misspec-
ification, biased parameter estimation and incorrect results. It is therefore
important to identify them prior to modelling and analysis [5].
Outliers are best detected visually whenever this is possible. For a sin-
gle random variable which is one dimensional, the outliers are the obser-
vations that are far from the others [20].
Outlier detection is a very important process in data analysis.
There are three fundamental approaches to the problem of outlier de-
tection. One of the approaches concerns the detection of outliers with no
prior knowledge of the data [17]. This type of outliers is the type that we
are dealing with.
There are four criteria introduced to determine outliers: PanTa crite-
rion, Grubbs criterion, Dixon criterion and Chauvenet criterion. These
criteria require normally distributed data, otherwise the reliability of the
judgement will be affected [16].
There are many ways to detect and delete outliers. Probably one of the
simplest statistical outliers detection techniques is described here: Lau-
rikkala et al. (2003) uses information box plots to pinpoint outliers in both
univariate and multivariate data sets. For multivariate data sets the au-
thors note that there are no unambiguous total orderings but recommend
using the reduced sub-ordering based on the generalised distance met-
ric using the Mahalanobis distance measure. The Mahalanobis distance
measure includes inter-attribute dependencies so the system can compare
attribute combinations [17].
The Mahalanobis distance, given by√
(xi − µ)TC−1(xi − µ),
calculates the distance from a point xi to the centroid (µ) defined by cor-
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related attributes with the covariance matrix (C).
An outlier determining method is applied for multivariate data, by us-
ing reduced sub-ordering of each multivariate observation xi to a scalar
ri as shown in the equation below. These scalars can then be ordered as
univariate observations [8].
r2i = (xi − x0)′Γ−1(xi − x0)
where x0 is a reference point (or an origin) and Γ−1 weights variables in-
versely to their scatter.
Two classes of models are proposed for the detection of outliers by
Kitagawa (1979) [23]. The best approximating model is obtained by mini-
mizing AIC, so that we no longer need to determine type and number of
outliers and hypothesis test.
Zhao (2003) [47] analyses and compares some methods for judging the
outliers in univariate and multivariate cases. To detect outliers in the nor-
mal distribution, there are many methods: (1) Grubbs test, (2) t test, (3)
Dixon test, (4) Nair test , (5) Skewness-Kurtosis test. Zhao (2003) states
these test methods have limitations in some situations. The test methods
1,4,5 all use the mean of the data to estimate the mean parameter, so the
stability is poor. The test methods 1 and 3 can not test many outliers.
The test methods 2 and 3 are only used for small sample sizes. The test
method 4 can only be used if the variance is known. So it states that using
robust estimation tests of the parameters for the population is a good way
to judge outliers.
Using Mahalanobis distance method can not always detect outliers, be-
cause it is based on the mean and variance-covariance matrix of the data
which are affected by the outliers. Computing distance by robust methods
is a better way to detect outliers in multivariate dimensions [37].
In our example, we want to delete outliers from our bivariate data.
From Figure 2.1, we can see some outliers in the bottom right corner from
the main points group and some outliers on top and around the main
2.2. DETECTING AND DELETING OUTLIERS 13
points group. There are two distances we will use to delete these out-
liers, one is the Euclidean distance and the other one is the Mahalanobis
distance.
In the Euclidean distance and Mahalanobis distance, the steps to delete
outliers are as follows:
1. Let Longitude be denoted byX and Latitude be denoted by Y . Com-
pute the means X¯ and Y¯ for X and Y respectively.
2. Let Xi be each observation for X and Yi be each observation for Y ,
where i = 1, ..., n. Compute distance between the means (X¯, Y¯ ) and
each observation (Xi, Yi).
• for Euclidean distance:
di =
√
(Xi − X¯)2 + (Yi − Y¯ )2
• for Mahalanobis distance:
di =
√√√√[(Xi
Yi
)
−
(
X¯
Y¯
)]T
ˆcov(X, Y )−1
[(
Xi
Yi
)
−
(
X¯
Y¯
)]
3. Sort di from smallest to largest and delete the largest 1% .
4. Repeat these above steps k times and stop when√
(X¯k − X¯k−1)2 + (Y¯k − Y¯k−1)2 < 1× 10−7.
5. Use the data at (k − 1)th step as the new data set for estimation.
In step 4, 1× 10−7 is chosen after trying different stopping numbers.
The result of deleting outliers can be clearly seen from the plots below.
Each plot is combined with part of the data before deleting outliers (ex-
cluding observations in the bottom right corner) and the data after delet-
ing outliers. In Figure 2.3, the red region is the data set after deleting
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outliers using the Euclidean distance method. In Figure 2.4, the red region
is the data after deleting outliers using the Mahalanobis distance method.
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Figure 2.3: Combined plot with data after deleting outliers by the Eu-
clidean distance method
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Figure 2.4: Combined plot with data after deleting outliers by the Maha-
lanobis distance method
From Figure 2.3 and Figure 2.4, we can see that both methods work
well for deleting outliers. The data set left after using the Mahalanobis
distance method is smaller than the data set left after using the Euclidean
distance method. This can be seen as the red region is smaller in Figure 2.4
than in Figure 2.3.
Figure 2.5 and Figure 2.6 shows the difference in means for X and Y
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between deletion step k and k-1 calculated as:
∆2mean = (X¯k−1 − X¯k)2 + (Y¯k−1 − Y¯k)2
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Figure 2.5: Difference of means between steps k and k− 1 using Euclidean
distance method
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Figure 2.6: Difference of means between steps k and k − 1 using Maha-
lanobis distance method
From the above two figures, we can see that there is a big difference
between Step 1 and Step 2 in means for both methods, that is because of
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the outliers that are very far away from the main observations (clearly seen
in the previous figure 2.1). After deleting those outliers in the first step the
difference in means between each step for both methods is not steady, but
the trend in the difference in means gets smaller.
Figure 2.7 and Figure 2.8 show Var(X) + Var(Y ) at each deletion step k
calculated as:
σ2k = σ
2
xk
+ σ2yk
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Figure 2.7: Values of Var(X) + Var(Y ) after each Euclidean deletion step k
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Figure 2.8: Values of Var(X)+Var(Y ) after each Mahalanobis deletion step
k
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From the above two figures, we can see that there is a big difference
between Step 1 and Step 2 in variance for both methods, it is because of
the outliers are far away from the main observations. After deleting those
outliers in the first step, the difference in variance at each step for both
methods gets smaller and smaller.
From the R output, there are 2362 observations left after step k = 13
when the Euclidean distance method is used. The sample mean and variance-
covariance matrix are given by:
(
X¯
Y¯
)
=
(−40.98097°
174.959°
)
and
S =
 2.224118× 10−9 4.476475× 10−10
4.476475× 10−10 2.584478× 10−9
 .
There are 2198 observations left after step k = 20 when the Maha-
lanobis distance method is used. The sample mean and variance-covariance
matrix are given by:
(
X¯
Y¯
)
=
(−40.98097°
174.959°
)
and
S =
 1.465203× 10−9 3.940516× 10−10
3.940516× 10−10 1.558219× 10−9
 .
From the two sample means, we can see that there is no difference in
means for the two methods.
2.3 Estimation of mean and variance-covariance
matrix
In this project, we assume the distribution for the bivariate data is normal.
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The density function of the distribution for a random vector (X, Y ) is:
f(X, Y ) =
1
(2pi)|Σ|1/2 exp
−1
2
[(
X
Y
)
−
(
µ1
µ2
)]T
Σ−1
[(
X
Y
)
−
(
µ1
µ2
)]
The likelihood joint density function for f(X, Y ) will be
L =
n∏
i=1
 1(2pi)|Σ|1/2 exp
−1
2
[(
Xi
Yi
)
−
(
µ1
µ2
)]T
Σ−1
[(
Xi
Yi
)
−
(
µ1
µ2
)]
The log likelihood function for f(X, Y ) will be
ln(L) = −nln(2pi)−n
2
ln|Σ|−1
2
n∑
i=1
[(Xi
Yi
)
−
(
µ1
µ2
)]T
Σ−1
[(
Xi
Yi
)
−
(
µ1
µ2
)] ,
where µ1 is the mean of X , µ2 is the mean of Y , n is the number of obser-
vations and Σ is the covariance matrix denoted by
Σ =
 σXX σXY
σXY σY Y
 .
Maximum-likelihood estimation (MLE) is a method of estimating the pa-
rameters of a statistical model. In general, for a fixed set of data and a
underlying statistical model, the method of maximum likelihood selects
values of the model parameters that gives the observed data the great-
est probability (i.e., parameters that maximize the likelihood function).
Maximum-likelihood estimation gives a unified approach to estimation,
which is well-defined in the case of the normal distribution and many
other problems.
The maximum likelihood method is used to estimate the mean and the
variance covariance matrix for the observations after deleting outliers.
1. Maximum likelihood estimation of the mean µ = (µ1, µ2).
Maximizing the log-likelihood over µ is equivalent to minimizing the
following function over µ:
L(µ) =
n∑
i=1
[(Xi
Yi
)
−
(
µ1
µ2
)]
Σ−1
[(
Xi
Yi
)
−
(
µ1
µ2
)]T
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Its derivative with respect to µ =
(
µ1
µ2
)
is
∂Ł
∂µ
=
n∑
i=1
Σ−1 [(Xi
Yi
)
−
(
µ1
µ2
)]T
Setting the derivative equal to 0, we have
µˆ =
(
µˆ1
µˆ2
)
=
1
n
n∑
i=1
(
Xi
Yi
)
=
(
X¯
Y¯
)
2. Maximum likelihood estimation of the variance covariance matrix.
The maximum likelihood estimators of Σ is [20]:
Σˆ =
1
n
n∑
i=1
[(
Xi
Yi
)
−
(
X¯
Y¯
)] [(
Xi
Yi
)
−
(
X¯
Y¯
)]T
=
(n− 1)
n
S
where S = 1
n−1
∑n
i=1
[(
Xi
Yi
)
−
(
X¯
Y¯
)] [(
Xi
Yi
)
−
(
X¯
Y¯
)]T
.
The MLE estimates for µ and Σ of longitude and latitude are the same
as the sample estimates in section 2.2. That is because our sample size is
large.
2.4 Confidence region
A (1 − α)100% confidence region for the mean of a 2-dimensional normal
distribution and sample size n is given by the set of µ ∈ R2 that satisfies
the inequality:
n
[(
X¯
Y¯
)
−
(
µ1
µ2
)]
S−1
[(
X¯
Y¯
)
−
(
µ1
µ2
)]T
≤ 2(n− 1)
(n− 2) F2,n−2(α) (2.1)
The inequality defines a 2-dimensional ellipsoid centred at (X¯, Y¯ ) [20].
To construct a confidence ellipse, we need to get the eigenvalue and
eigenvector pairs for S denoted by λ1, e
′
1 and λ2, e
′
2. The eigenvectors e
′
1, e
′
2
are used to make the directions for axes of the ellipse through the means
2.4. CONFIDENCE REGION 21
(X¯, Y¯ ). The half-lengths of the major and minor axes of the ellipse are
given by [20]
√
λ1
√√√√2(n− 1)
(n− 2) F2,n−2(α)
and √
λ2
√√√√2(n− 1)
(n− 2) F2,n−2(α).
An indication of the elongation of the confidence ellipse is provided by the
ratio of the lengths of the major and minor axes. This ratio is
√
λ1√
λ2
.
The ”ellipse” function from the package ’mixtools’ in R implements the
method for constructing confidence ellipses in Johnson and Wichern. It is
used to plot the 95% confidence region for X and Y after deleting outliers.
”ellipse” is used to draw a two-dimensional ellipse that traces a bivariate
normal density contour for a given mean vector, covariance matrix, and
probability content.
The Euclidean distance method and 95% confidence region plot is be-
low:
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Figure 2.9: 95% confidence ellipse after Euclidean distance method delet-
ing outliers
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The Mahalanobis distance method and 95% confidence region plot is
below:
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Figure 2.10: 95% confidence ellipse after Mahalanobis distance method
deleting outliers
2.5 Position estimation in meters
Since Longitude, Latitude and Altitude can be converted to meters and
in some situations need to be in meters, we convert them in this section.
The longitude, latitude and altitude from original data set are converted
to earth-centred, earth-fixed (ECEF) Cartesian. ECEF also known as ECR
(Earth Centred Rotational) is a Cartesian coordinate system, and is some-
times known as the ”conventional terrestrial” system. It represents po-
sition as an X, Y, and Z coordinate. The point (0,0,0) is defined as the
centre of mass of the Earth, hence the name Earth-Centred. Its axes are
aligned with the International Reference Pole (IRP) and International Ref-
erence Meridian (IRM) that are fixed with respect to the surface of the
Earth, hence the name Earth-Fixed. Let Latitude be denoted by X in me-
ters, Longitude be denoted by Y in meters and Altitude be denoted by Z
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in meters. The formula for conversion from degree to meters is below:
X = (N + alt)× cos(lat)× cos(lon)
Y = (N + alt)× cos(lat)× sin(lon)
Z = ((1− e2)×N + alt)× sin(lat)
where alt is height above WGS84 ellipsoid in meters, lat is Latitude in ra-
dians, lon is Longitude in radians, a = 6378137, e = 8.1819190842622e− 2,
N = a/
√
1− e2 × sin(lat)2 is prime vertical radius of curvature. WGS84
stands for World Geodetic System of 1984. It is a 3-D, Earth-centered offi-
cial GPS reference system. It is used in mapping, charting, navigation and
so on [32].
After converting, the two distance methods are used to delete outliers
as in the previous section 1.2.1, i.e. the Euclidean distance method and
the Mahalanobis distance method. The difference in this section is that
three variables are used instead of two variables. The three variables are
converted longitude, converted latitude and converted altitude, they are
denoted by X, Y and Z. The steps to delete outliers are below:
1. Compute the means X¯ , Y¯ and Z¯ for longitude, latitude and altitude
respectively.
2. Let Xi be each observation for longitude, Yi be each observation for
latitude and Zi be each observation for altitude, where i is from 1
to n. Compute the distance between the mean (X¯, Y¯ , Z¯) and each
observation (Xi, Yi, Zi).
• for Euclidean distance
di =
√
(Xi − X¯)2 + (Yi − Y¯)2 + (Zi − Z¯)2
• for Mahalanobis distance
di =
√√√√√√√√


Xi
Yi
Zi
−

X¯
Y¯
Z¯


T
cov(X, Y, Z)−1


Xi
Yi
Zi
−

X¯
Y¯
Z¯


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3. Sort di from smallest to largest and delete the largest 1% .
4. Repeat above steps k times and stop when
√
(X¯k − X¯k−1)2 + (Y¯k − Y¯k−1)2 + (Z¯k − Z¯k−1)2 < 0.001
5. Use the data at (k − 1)th step as the new data set for estimation.
Note that in step 4 we choose< 0.001, this is based on after trying different
stopping values.
The 3D plot for the three variables of the observations before deleting
outliers is :
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Figure 2.11: 3D plot for the three variables of the observations
The 3D plot for the three variables of the observations after deleting
outliers by Euclidean distance method is:
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Figure 2.12: 3D plot for the three variables of the observations after delet-
ing outliers by Euclidean distance method
The 3D plot for the three variables of the observations after deleting
outliers by Mahalanobis distance method is:
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Figure 2.13: 3D plot for the three variables of the observations after delet-
ing outliers by Mahalanobis distance method
There are 2362 observations left after Euclidean distance method delet-
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ing outliers and the mean is (X¯, Y¯ , Z¯) = (−3569.6589, 5210.4389, 885.7719)
in kilometres. There are 2486 observations left after Mahalanobis distance
method deleting outliers and the mean is (X¯, Y¯ , Z¯) = (−3569.6371, 5210.4498, 885.7902)
in kilometres.
The same formulae are used as in the previous section 2.4 to construct
a 95% confidence region in a 3 dimension plot.
The 3D plot for the three variables of the observations after deleting
outliers by Euclidean distance method with 95% confidence region is:
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Figure 2.14: 3D plot for Longitude, latitude and altitude with confidence
ellipse
The 3D plot for the three variables of the observations after deleting
outliers by Mahalanobis distance method with 95% confidence region is:
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Figure 2.15: 3D plot for Longitude, latitude and altitude with confidence
ellipse
2.6 Simulations about outliers
The Euclidean distance method and the Mahalanobis distance method
both work well for deleting outliers in GPS data. We want to do some
more simulations to test these two methods in three situations and to test
which method is better for deleting outliers. These three situations are:
when outliers are far away from the data points, when outliers are near
the data points, and when outliers are inside the data points.
9800 realisations of bivariate normal data are simulated using R with
mean (µ1, µ2) = (5, 10) and variance-covariance matrix Σ =
 3 1
1 4
, and
is combined with 200 outliers around the data with the same variance-
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covariance matrix and they are also normally distributed.
The three situations for outliers are:
1. The outliers are far away from the data points. The mean for the first
100 outliers is chosen to be (0, 0), and the rest 100 outliers is chosen
to be (10, 0).
2. The outliers are near the data points. The mean for the first 100 out-
liers is chosen to be (−2, 10), and the rest 100 outliers is chosen to be
(12, 10).
3. The outliers are inside the data points. The mean for the first 100
outliers is chosen to be (2, 7), and the rest 100 outliers is chosen to be
(8, 7).
Then the two methods are used to delete outliers: the Euclidean distance
method and the Mahalanobis distance method. The steps for deleting out-
liers are similar to the previous section, the only difference is Step 4: we
stop when the difference of the means between each step is less than 0.001.
The green dots and red dots are outliers.
The plots of simulated data and outliers are below:
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Figure 2.16: Outliers in three situations and removing outliers using two
methods
From the plots, we can see that we can easily remove outliers if the
outliers are far away from the data, and that it is hard to remove outliers
when the outliers are inside the data. This situation happen in our GPS
data, that some outliers are inside the GPS data. Therefore we can not
remove them and they will influence our accuracy of estimation.
From the R output, we see that it takes more steps to delete outliers
using the Euclidean distance method than using the Mahalanobis method.
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The Euclidean distance method does not use the covariance matrix for the
bivariate data, so the correlation for the bivariate data is 0. We can also
see the shape of data after using the Euclidean distance method deleting
outliers are upright from the plots. By using the Mahalanobis distance
method, we get the similar covariance matrix as the covariance matrix for
the data. The means after the two methods are used are not different.
Overall, we conclude that the Mahalanobis distance method works better.
2.7 Summary
In this chapter, we worked on the GPS data set, and estimated the position
for the GPS navigation device. We create two methods to delete outliers
in a bivariate data set, one is the Euclidean distance method and the other
one is the Mahalanobis distance method. Then we construct a confidence
region for the bivariate data set. The two methods are tested by simulating
data in R, and they work well. When we convert degrees to meters for
the GPS data set, we get similar results. For an investigative study, we
could do some more work for detecting the difficult outliers that may lie
inside the data. In this chapter, we assumed the data is bivariate normally
distributed, but they are unlikely to be because they are spatial. In the next
chapter, we will test for normality and apply the non-parameter method
for our data.
Chapter 3
Non-parametric estimation
3.1 Test of normality of the observations
In the previous chapter, the estimation method was based on the assump-
tion of normality of longitude and latitude. In this section, we test whether
this assumption is met and investigate a non-parametric approach to the
estimation process after removal of the outliers.
The ’mvnormtest’ package in R is used to test the normality of obser-
vations for bivariate data with X(Longitude) and Y (Latitude) in degrees.
This package performs the Shapiro-Wilk test for multivariate normality.
The test statistic is [44]:
W ∗ =
1
2
2∑
p=1
Wp
where Wp is Shapiro-Wilk’s statistic evaluated on the pth variable, where
in this case p = 1, 2. The formula for Wp is [42]:
Wp =
(
∑n
i=1 aix(i))
2∑n
i=1(xi − x¯)2
where x(i) is the ith smallest number in the observations, x¯ is the obser-
vations mean, ai is constant and given by (a1, ..., an) = m
TV −1
[(mTV −1)(V −1m)]1/2
where m = (m1, ...,mn)T are the expected values of the order statistics of
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independent and identically distributed random variables sampled from
the standard normal distribution, V is the covariance matrix of those order
statistics, and n is the number of observations.
W ∗ is normally distributed with the following approximations [44]:
µ∗ = E(W ∗) = E
1
2
2∑
p=1
Wp
 = E(W ) = 1− eµn+σ2n/2
and
σ2∗ = Var(W ∗) = Var
1
2
2∑
p=1
Wp
 = 1
2
Var(W ) =
1
2
[e2(µn+σ
2
n) − e2µn+σ2n ].
Where W is the Shapiro-Wilk’s test, µn is the observation mean, and σ2n is
the observation variance.
After the test, the result is p− value < 2.2× 10−6, it means X and Y are
not normally distributed.
3.2 Introduction of bootstrap method
After the Second World War, widespread use of computers led to a signif-
icant development in mathematical statistics. This development did not
only solve difficult computation problems of the past, but also developed
new statistical theories that used the new powerful computing capacity
efficiently. The bootstrap method is one of the statistical theories that in-
terested statisticians. Since 1980, statisticians have done a lot of research
work in the application and theoretical basis of bootstrap method.
The bootstrap is called a re-sampling procedure which is used for re-
sampling from the original data set [9].
There are two important problems in applied statistics. One is how to
to determine an estimator for a particular parameter of interest. The other
one is how to evaluate the accuracy of the estimator using the standard
error and confidence interval [9].
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From the time that Efron presented the bootstrap method in 1979 until
now, the method has been greatly developed and widely used in a variety
of statistical fields. As the bootstrap is quite comprehensive, it has been
applied to a wider range of problems, such as logistic regression, cluster
analysis, non-linear regression, time series analysis, complex surveys and
other finite population problems rather than just estimation of standard
error and confidence interval [9].
It is not just bound to the world of statistics, but has also been success-
fully applied in various fields that include accounting, ecology, biology
and so on [9].
The non-parametric bootstrap is defined as follows: Given a sample of
n independent identically distributed random vectors X1,X2, ...,Xn and a
real-valued estimator θ(X1,X2, ...,Xn) (denoted by θˆ) of the distribution
parameter θ, a procedure (the bootstrap) to assess the accuracy of θˆ is de-
fined in terms of the empirical distribution function Fn. This empirical dis-
tribution function assigns a probability mass 1/n to each observed value
of the random vectors Xi for i = 1, 2, ..., n [9].
The empirical distribution function is the maximum likelihood estima-
tor of the distribution for the observations when no parametric assump-
tions are made. The bootstrap distribution for θˆ − θ is the distribution
obtained by generating θˆ values by sampling independently with replace-
ment from the empirical distribution Fn. The bootstrap estimate of the
standard error of θˆ is then the standard deviation of the bootstrap distri-
bution for θˆ − θ [9].
The bootstrap is often categorised as a computer-intensive method.
The reason is that in most practical problems, a large number of samples is
required where it is deemed to be useful the estimation is complex. In the
case of confidence interval and hypothesis testing at least 1000 bootstrap
replications are required [9].
The cause of differs between a typical bootstrap sample and the origi-
nal sample are the random collections of observations. Some observations
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may be repeated multiple times and some observations will not appear at
all in bootstrap samples [9].
Note that the bootstrap method can fail in several situations such as:
the samples size is too small, distribution with infinite moments, estimat-
ing extreme values and long-range dependence [9].
3.3 Bootstrap mean estimates
For population distributions with finite first moments, the mean is a nat-
ural measure of central tendency. The sample mean is the ”best” estimate,
and bootstrapping adds nothing to the parametric approach. For some
distributions for which the sample mean does not converge in probability
to the population mean, we estimate the median instead of the mean since
the population median always exists and is consistently estimated by the
sample median. Again, the bootstrap adds nothing to the point estimation,
but it is useful in estimating standard errors and percentiles [9].
Estimating the bootstrap mean is straightforward, there are only two
steps:
1. Take B bootstrap samples.
2. Calculate the mean for each bootstrap sample. So we get B bootstrap
sample means.
3.4 Bootstrap Confidence Intervals
There are three standard methods of construction of confidence intervals
using bootstrap for multivariate data [11].
1. Bootstrap Percentile Method:
Suppose we have 1000 bootstrap replications of θˆ, denoted by (θ∗1, θ∗2, ..., θ∗1000).
After ranking them from bottom to top, the bootstrap percentile confi-
dence interval at 95% level of confidence would be [θ∗(25), θ
∗
(975)]. The Boot-
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strap Percentile Method is valid when the sampling distribution of θˆ is
approximately symmetric around θ.
2. Centred Bootstrap Percentile Method:
The centred bootstrap percentile confidence interval at coverage level
95% is [2θˆ − θ∗(975), 2θˆ − θ∗(25)].
3. Bootstrap-t Method:
The 95% bootstrap-t confidence interval is [θˆ− sˆe · tˆ(1−0.05), θˆ− sˆe · tˆ(0.05)].
Where sˆe is the estimated standard error of the coefficient in the orig-
inal model, tˆ(1−0.05) denotes the 1 − 0.05 percentile of the bootstrapped
Student’s t-test tˆ = (θˆ∗ − θˆ)/sˆeθˆ∗ .
3.5 Bootstrap method for the confidence ellipse
of bivariate data
In the first section, we tested the normality of the bivariate data set, and
the result is that the data are not normally distributed. Since the data is not
normally distributed, it is better to use the bootstrap method to construct
the confidence ellipse for the means of the bivariate data rather than using
the maximum log-likelihood method to compute the means and variance-
covariance matrix and construct a confidence region based on the normal-
ity assumption.
The steps to construct the 95% confidence ellipse for the bivariate data
are:
1. Take 1000 bootstrap samples, i.e. B = 1000.
2. Calculate the mean for each bootstrap sample.
3. Construct a confidence ellipse using the inequality (2.1).
We use these steps to construct a 95% confidence ellipse for the boot-
strap means. There are two plots below, the data we used for the first plot
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is the data after deleting outliers using the Euclidean method and the data
we used for the second plot is the data after deleting outliers using the
Mahalanobis method.
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Figure 3.1: Combined bootstrap confidence ellipse and data confidence
ellipse after using the Euclidean distance method for deleting outliers
3.5. BOOTSTRAPMETHODFORTHECONFIDENCEELLIPSEOF BIVARIATEDATA37
l llllll l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
lll
l
l
l l l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
ll
l
l l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l l l
l
l
l l
l
lll
l
l
l
l
l
lllllllll
l
l
l
l
l l ll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
ll
l
l
l
l
lll
lll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
ll
l
l
lll
ll
l
l
l
l
l
l
l
l
l
l
l
l
lllll
l
l
l
l
l
ll l
l
l
llll lllll
l l
l l
l
l
l
l
l
l
l
lll
l
l
l
l
ll
l l l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
lll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
lll
l
llll
l
l
lll
l
l
l ll l
l
l l l
l l
l
ll
l l l
l
l l
lll
l
l
ll
ll
ll
l
l
ll l
l
l
l
ll
l
l
lll
l
l l
l
ll
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
ll
l
l
l
l
l lll
l
l
l
l
l
l
l
l l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
lll
l
l
l l
l
l
l
l l
l l
l
l
l
l
l l
l lll
l
llllllllll
l
l
l
l l
ll
ll
l l
l l
llll
lllll l
lll
ll
l
l
l l
lll
l
l
l
l
l
ll
l
ll
ll
lllll lll
l
l
ll
l
l
l
l
ll
l
l
l l
l
l
llllll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
llllllll
lllll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
ll
l
l
ll
l
l
ll
l
l
l
l
l
l l
l
ll
l
l
l
l l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
lll
l
l
ll
l
l
l
l
ll
ll l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l l
l
l
ll
l
l
lllllllll
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
ll
l
lll
ll
l
lll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
ll
l
l
l
l
llll
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
ll
ll
lll
l
ll
ll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l l l l l l lll
llllllll
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l l
174.9589 174.9590 174.9590 174.9590 174.9591 174.9592 174.9592
−
40
.9
81
10
−
40
.9
81
00
−
40
.9
80
90
Latitude in degrees
Lo
ng
itu
de
 in
 d
eg
re
es
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
Figure 3.2: Combined bootstrap confidence ellipse and data confidence
ellipse after using the Mahalanobis distance method for deleting outliers
The black dots and black circle are from the original data and confi-
dence ellipse, the red dots are the bootstrap samples means, and the yel-
low circle is the confidence ellipse for the bootstrap sample means. From
the plots, we can see the bootstrap confidence is much smaller than the
confidence ellipse for the original data means because the bootstrap con-
fidence ellipse uses the variance-covariance matrix of bootstrap samples
means instead of the data.
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From the R output, when the Euclidean distance method is used, the
mean and variance-covariance matrix for the bootstrap sample means are
given by: (
X¯
Y¯
)
=
(−40.98097°
174.959°
)
and
S =
 2.459720× 10−11 2.757104× 10−12
2.757104× 10−12 1.177883× 10−11
 .
When the Mahalanobis distance method is used, the mean and variance-
covariance matrix for the bootstrap sample means are given by:(
X¯
Y¯
)
=
(−40.98097°
174.959°
)
and
S =
 1.082630× 10−11 1.418083× 1012
1.418083× 1012 1.123571× 1011
 .
Comparing the mean for the bootstrap sample and the mean for the
observations, we notice that the two means are the same. The variance-
covariance matrix for the bootstrap sample are much smaller than for the
observations.
3.6 Bootstrap SCI
There are two methods to construct the simultaneous confidence intervals
(SCI) based on the percentile bootstrap approach. The methods are intro-
duced by Mandel and Betensky in 2008 [31].
Suppose that the data X was generated by a law F and we are inter-
ested in SCI for (θ1, ..., θm) = (θ1(F ), ..., θm(F )). We want to construct SCI
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for (θ1, ..., θm) with a simultaneous coverage of 1−α based on B bootstrap
samples. The algorithms are below [31]:
Algorithm 1
1. Generate B bootstrap samples from Fˆ , an estimate of F . For each
sample, Xb, calculate the estimates θ˜b = (θ˜b1, ..., θ˜bm).
2. For each coordinate j, order the bootstrap estimates and denote
them by θ˜(1j) < θ˜(2j) < ... < θ˜(Bj). Define r(b, j) to be the rank of
θ˜bj , i.e., θ˜bj = θ˜(r(b,j)j).
3. Define the sample-b rank r(b) = maxjr(b, j) to be the largest rank
associated with the b’th bootstrap estimate.
4. Calculate r1−α/2, the 1− α/2 percentile of r(b).
5. Take the upper limits of the SCI to be θ˜(r1−α/21), ..., θ˜(r1−α/2m). Con-
struction of the lower limit is analogous.
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Algorithm 2
1. Repeat Steps 1 and 2 of Algorithm 1.
2. Define the relative ranks r∗(b, j) = |r(b, j) − (B + 1)/2| and their
signs s∗(b, j) = sign{r(b, j) − (B + 1)/2}. Thus, a high r∗(b, j)
means an extreme estimate of θj , either small s∗(b, j) = −1 or
large s∗(b, j) = 1.
3. Define r∗(b) = maxjr∗(b, j) to be the largest relative rank of the
b’th bootstrap estimate and let s∗(b) be the associated sign. It is
possible that the maximum is obtained at several j’s. r∗(b) is well
defined in such cases but the corresponding sign may not. If this
is the case, choose s∗(b) arbitrarily.
4. Let r(b) = (B+ 1)/2 + r∗(b)s∗(b) be the original rank correspond-
ing to the most discrepant coordinate of the b’th sample.
5. For all j and all b, replace θ˜bj with θ˜(r(b)j). This yields one rank
for each bootstrap estimate with a possibility of ties,i.e., the new
estimates are comparable with respect to the relation >.
6. Apply Algorithm 1 on the new values generated in Step 5.
In our data, we have X and Y as our bivariate data set that after delet-
ing outliers using the Euclidean method. Since the results from the two
deleting methods are similar, we choose only one method here. We choose
B to be 1000. Here j ∈ {1, 2} and m = 2. θ˜ is the mean for each bootstrap
sample. We use Algorithm 1 and Algorithm 2 to find the upper limits
and use min in Step 3 in both algorithms to find the lower limits, then use
these two limits as diagonal points to construct a rectangle which is the
confidence region. We use α is 0.05, so that we construct a 95% confidence
region. We use a similar way to do the SCI for our bivariate data, we do
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not need to generate bootstrap samples in Algorithm 1 step 1, we use the
bivariate data set instead, then order the data and follow the rest of the
steps.
The plot for the bivariate data SCI and bootstrap SCI obtained using
algorithm 1 is shown below. The black dots are our bivariate data and the
red dots are the simulated means using the bootstrap method. The red
rectangle is the bivariate data SCI and the blue rectangle is the bootstrap
SCI:
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Figure 3.3: Original data confidence region and Bootstrap confidence re-
gion using algorithm 1
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The plot for the bivariate data SCI and bootstrap SCI obtained using
algorithm 2 is shown below. The red rectangle is the bivariate data SCI
and the blue rectangle is the bootstrap SCI:
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Figure 3.4: Original data confidence region and Bootstrap confidence re-
gion using algorithm 2
The algorithm based on the simple percentile bootstrap method does
not always work well. The difference between the two algorithms is Al-
gorithm 2 uses relative ranks but Algorithm 1 uses the ranks themselves
[31].
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Algorithms 1 and 2 implicitly assume that there are no ties. In the pro-
cess for our bivariate data and bootstrap sample mean data, there are ties.
The two algorithms for constructing simultaneous confidence intervals do
not seem as good as constructing the confidence ellipse, this is because the
confidence ellipse is using the bivariate set together and the covariance
for the bivariate data set, but the SCI calculates the upper and lower limits
separately for each variable and we have some ties in our data.
3.7 Summary
In this chapter, the bootstrap method is used because we found that the
data is not normally distributed using the Shapiro-Wilk’s statistic. We use
the bootstrap method to estimate the means of the bivariate data and con-
struct the confidence ellipse by using bootstrap sample means and boot-
strap sample covariance matrix. We also construct the confidence rectan-
gle for the bivariate data, based on the percentile bootstrap approach.
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Chapter 4
Multivariate Linear Regression
Models
In this chapter, the aim is to determine whether position measurements
and accuracy of the GPS readings are related to other characteristics such
as the number of satellites, navigation type and others. We use multi-
variate linear regression models to determine this. We start by plotting
latitude and longitude without outliers removed against the other charac-
teristics, with the aim of determining whether outliers are related to any
other characteristics. If outliers systematically occur at specific values of a
given characteristic, then that can be used to inform the process of outlier
removal. The characteristics include GPSTOW, Nav Type, Num Sats, and
Altitude.MSL (see section 2.1 for definition). The 3D plots are below:
45
46 CHAPTER 4. MULTIVARIATE LINEAR REGRESSIONMODELS
 80  90 100 110 120 13017
4.
95
61
74
.9
58
17
4.
96
01
74
.9
62
17
4.
96
41
74
.9
66
17
4.
96
81
74
.9
70
17
4.
97
2
−40.990
−40.988
−40.986
−40.984
−40.982
−40.980
−40.978
GPS Time of week in hours
La
tit
ud
e 
in
 d
eg
re
es
Lo
ng
itu
de
 in
 d
eg
re
es
lllll lll l
l
l
l ll
l
l
ll
ll ll
lll l
ll
l ll
l
l
l
l
l
l
l
ll ll ll l
l
l llll ll l ll
l l
l
l l
lll
l l
ll ll
l ll ll ll lll l l
l
lll lll lll lll ll
l
l lll l l l
l
l
l ll ll l
ll ll ll l l lll
l
lll ll ll llll l lll l
l
llll lll l
l
ll
l
l
ll lll ll l l
l
llll l
l
l l ll
l
ll
ll
l
l l l ll ll
l
l ll l
l
l llll lll ll lll ll l
l
ll l
ll
l
l
ll l
l
l
llll
l
l
Figure 4.1: Latitude, Longitude against GPSTOW
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Figure 4.2: Latitude, Longitude against Nav Type
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Figure 4.3: Latitude, Longitude against Num Sats
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Figure 4.4: Latitude, Longitude against Altitude.MSL
From these plots, we can see that GPSTOW has a linear relationship
with Latitude and Longitude. We need to investigate more by fitting data
in multivariate linear regression model.
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The 3D plots below are replotted after using the Euclidean distance
method for removing outliers.
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Figure 4.5: Latitude, Longitude against GPSTOW
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Figure 4.6: Latitude, Longitude against Nav Type
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Figure 4.7: Latitude, Longitude against Num Sats
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Figure 4.8: Latitude, Longitude against Altitude.MSL
From these plots, we can see that the extreme outliers are occur un-
der the following condition: Number of satellites is 3, Navigation type
between 106 and 1016, Altitude is above 200 meters.
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4.1 The Basic Principle
The linear regression model with a single response variable is:
Y = β0 + β1z1 + · · ·+ βrzr + ε
where Y is the response variable, z1 · · · zr are the predictor variables, β0 · · · βr
are the unknown regression coefficients and ε is the error term.
If we havem response variables and a single set of r predictor variables
z1 · · · zr, then it is called the multivariate multiple linear regression model.
Each of the m responses is assumed to follow its own regression model, so
that
Y1 = β01 + β11z1 + · · ·+ βr1zr + ε1
Y2 = β02 + β12z1 + · · ·+ βr2zr + ε2
...
Ym = β0m + β1mz1 + · · ·+ βrmzr + εm
The error term ε′ = [ε1, ε2, · · · , εm] has E(ε) = 0 and Var(ε) = Σ. Thus, the
error terms associated with different response variables may be correlated.
Conceptually, we can let [zj0, zj1, · · · , zjr] denote the values of the pre-
dictor variables for the jth observation, j = 1, ..n and Y′j = [Yj1, Yj2, · · · , Yjm]
be the response variables, and let ε′j = [εj1, εj2, · · · , εjm] be the errors. Thus,
we have an n× (r + 1) design matrix
Z =

z10 z11 . . . z1r
z20 z21 . . . z2r
...
... . . .
...
zn0 zn1 · · · znr
 .
If we now set
Y =

Y11 Y12 . . . Y1m
Y21 Y22 . . . Y2m
...
... . . .
...
Yn1 Yn2 · · · Ynm
 = [Y(1)|Y(2)| · · · |Y(m)]
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β =

β01 β02 . . . β0m
β11 β12 . . . β1m
...
... . . .
...
βr1 βr2 · · · βrm
 = [β(1)|β(2)| · · · |β(m)],
ε =

ε11 ε12 . . . ε1m
ε21 ε22 . . . ε2m
...
... . . .
...
εn1 εn2 · · · εnm
 = [ε(1)|ε(2)| · · · |ε(m)] =

ε
′
(1)
−
ε
′
(2)
−
...
−
ε
′
(m)

′
,
the multivariate linear regression model is
Y = Zβ + ε
with E(ε(i)) = 0 and Cov(ε(i)ε(k)) = σikI, for i, k = 1, 2, ...,m.
The m observations on the jth trial have covariance matrix Σ = {σik},
but observations from different trials are uncorrelated. Here β and σik are
unknown parameters; the design matrix Z has jth row [zj0, zj1, ..., zjr].
Given the outcomes Y and the values of the predictor variables Z with
full column rank, we determine the least squares estimates βˆ(i) exclusively
from the observations Y(i) on the ith response. In conformity with the
single-response solution, we take
βˆ(i) = (Z
′Z)−1Z′Y(i)
Collecting these univariate least squares estimates, we obtain
βˆ = (Z′Z)−1Z′Y
For any choice of parameters B = [b(1)|b(2)| · · · |b(m)], the matrix of errors
is Y − ZB.
The error sum of squares and crossproducts matrix is:
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(Y − ZB)′(Y − ZB) =
(Y(1) − Zb(1))′(Y(1) − Zb(1)) · · · (Y(1) − Zb(1))′(Y(m) − Zb(m))
...
...
(Y(m) − Zb(m))′(Y(1) − Zb(1)) · · · (Y(m) − Zb(m))′(Y(m) − Zb(m))

The section b(i) = βˆ(i) minimizes the ith diagonal sum of squares (Y(i) −
Zb(i))
′(Yi −Zb(i)). Consequently, tr[(Y−ZB)′(Y−ZB)] is minimized by
the choice B = βˆ. Also, the generalized variance |(Y − ZB)′(Y − ZB)| is
minimized by the least squares estimates βˆ.
So we have matrix of predicted values
Yˆ = Zβˆ = Z(Z′Z)−1Z′Y
and we have a resulting matrix of residuals
εˆ = Y − Yˆ = [I− Z(Z′Z)−1Z′]Y
Note that the orthogonality conditions among residuals, predicted values,
and columns of the design matrix which hold in the univariate case are
also true in the multivariate case because
Z′[I− Z(Z′Z)−1Z′] = Z′ − Z′ = 0
which means the residuals are perpendicular to the columns of the design
matrix
Z′εˆ = Z′[I− Z(Z′Z)−1Z′]Y = Z′ − Z′ = 0
and to the predicted values
Yˆ′εˆ = βˆ
′
Z′[I− Z(Z′Z)−1Z′]Y = 0.
Furthermore, because
Y = Yˆ + εˆ,
we have
Y′Y = Yˆ′Yˆ + εˆ′ε.
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4.2 Inference in Multivariate Regression
The least squares estimators
βˆ = [βˆ(1)|βˆ(2)| · · · |βˆ(m)]
of the multivariate regression model have the following properties:
• E[βˆ(i)] = β(i) or E[βˆ] = β.
• Cov(βˆ(i), βˆ(k)) = σik(Z′Z)−1, i, k = 1, ...,m.
• E(εˆ) = 0 and E( 1
n−r−1 εˆ
′εˆ) = Σ.
Also εˆ and βˆ are uncorrelated.
This means that, for any observation z0
z′0βˆ = [z
′
0βˆ(1)|z′0βˆ(2)| · · · |z′0βˆ(m)]
is an unbiased estimator, i.e.,
E[z′0βˆ] = z
′
0β
We can also determine from these properties that the estimation errors
z′0β(i) − z′0βˆ(i)
have covariances
E[z′0(β(i) − βˆ(i))(β(k) − βˆ(k))′z0] = σikz′0(Z′Z)−1z0.
For a multivariate regression model with full rank (Z) = r + 1, n ≥
r + 1 +m, and normally distributed error ε,
βˆ = (Z′Z)−1Z′Y
is the maximum likelihood estimator of β and
βˆ ∼ N(β,Σ)
54 CHAPTER 4. MULTIVARIATE LINEAR REGRESSIONMODELS
where Σ = Cov(βˆ(i), βˆ(k)) = σik(Z′Z)−1, i, k = 1, ...,m.
Also, the maximum likelihood estimator of βˆ is independent of the
maximum likelihood estimator of the positive definite matrix Σ given by
Σ =
1
n
εˆ′εˆ =
1
n
(Y − zβˆ)′(Y − zβˆ)
and
nΣˆ ∼ Wp,n−r−1(Σ)
all of which provide additional support for using the least squares esti-
mate when the errors are normally distributed βˆ and n−1εˆ′εˆ are the maxi-
mum likelihood estimators of β and Σ. Wp,n−r−1(Σ) is a wishart distribu-
tion with n− r − 1 degree of freedom.
These results can be used to develop likelihood ratio tests for the mul-
tivariate regression parameters.
4.3 Model selection
We use model selection to determine which, if any characteristics are re-
lated to longitude and latitude.
Statistical modelling is a critical tool in scientific research. Statistical
models are used to understand phenomena with uncertainty, to determine
the structure of complex systems, to control such systems and to make
reliable predictions in various natural and social science fields [26].
There are many ways to measure the goodness of fit of a statistical
model and to find the best fitted model from a set of models. Akaike in-
formation criterion (AIC) and Bayesian information criterion (BIC) are two
widely used model selection criteria. We start by investigating the perfor-
mance of AIC and BIC for the linear regression models and then apply it
to the multivariate linear regression case in our data.
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4.3.1 AIC
The Kullback-Leibler (K-L) information is a function denoted as ”I” for
information. This function has two arguments: f represents the full real-
ity and g is a model. Then, the K-L information I(f, g) is the ” informa-
tion” lost when the model g is used to approximate the full reality, f . We
need to find a candidate model that minimizes I(f, g), over the hypothesis
test, represented by models. The model with the smallest information loss
would be the best model and therefore would represent the best hypothe-
sis [2].
The K-L information is defined by integral for continuous distributions
(eg., the normal or gamma) [2]:
I(f, g) =
∫
f(X) log
(
f(X)
g(X|θ)
)
dX.
The K-L information is defined by summation for discrete distributions
(eg., Poisson, binomial, or multinomial) [2]:
I(f, g) =
k∑
i=1
pi log
(
pi
pii
)
.
Here, there are k possible outcomes of the underlying random variables;
the true probability of the ith outcome is given by pi, while the pi1, ..., pik
constitutes the approximate probability distribution.
Akaike’s main steps started by using a property of logarithms to rewrite
K-L information for continuous distribution as [2]
I(f, g) =
∫
f(X) log(f(X))dX −
∫
f(X) log(g(X|θ))dX.
Thus, K-L information can be expressed as [2]
I(f, g) = Ef [log(f(X))]− Ef [log(g(X|θ))],
each expectation with respect to the true distribution f .
The expectation of [log(f(X))] does not change from model to model; it is
a constant. Thus, we are only left with the second expectation,
I(f, g)− C = −Ef [log(g(X|θ))].
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Akaike’s discovery of a relationship between the K-L information and the
maximized log-likelihood has allowed major practical and theoretical ad-
vances in model selection and the analysis of complex data sets [2].
Akaike found that he could not estimate the K-L, but he could estimate
the expectation of the K-L information. This second expectation is over
the data (denote these data as y)
Ef [log(g(X|θˆ))],
where the estimates θˆ are based on the data (y).
He showed that the critical issue became the estimation of
EyEX [log(g(X|θˆ(y))].
This double expectation, both with respect to truth f , is the target of all
model selection approaches based on K-L information [2].
Akaike realized that this complex entity was closely related to the log-
likelihood function at its maximum. However, the maximized log-likelihood
is biased upward as an estimator of this quantity. He found that under
certain conditions, this bias is approximately equal to K, the number of
estimable parameters in the approximating model. Thus under mild con-
ditions, an asymptotically unbiased estimator of [2]
EyEX [log(g(X|θˆ(y))] is log(L(θˆ|data))−K.
Akaike’s final step defined ”an information criterion” (AIC) by multiply-
ing both terms by −2. Thus, both terms in log(L(θˆ|data) −K were multi-
plied by -2 to get [2]
AIC = −2 log(L(θˆ)|data) + 2K.
For a univariate linear regression model, the formulae for AIC can be
written as:
AIC = 2K − 2ln(L)
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where 2K is a penalty term, K is the number of parameters in the model,
and L is the maximized value of the likelihood function for the estimated
model.
Given any two estimated models, the model with lower value of AIC is
the preferred one.
AIC is an estimator of relative expected Kullback-Leibler information and
it is applicable for both nested and non nested models [7]. Another way of
writing ln(L) is:
ln(L) = −n
2
(log(2pi) + log(RSS/n) + 1),
This equation is used for Gaussian distribution, where RSS is a residual
sum of squares:
RSS =
n∑
i=1
(yi − f(xi))2
From the formula, we can see if we increase the sample size n , ln(L) will
decrease, then AIC and BIC will increase. If we increase the variance, the
RSS will increase and in turn the ln(L) will decrease while AIC and BIC
will increase.
Extension of the AIC criterion to the multivariate linear regression model
has been developed [40].
The multivariate regression candidate model is defined by
Y = Zβ + ε
where the rows of the matrix Y of dimension n × m correspond to m re-
sponse variables on each of n individuals, Z is an n× (r+1) known matrix
of covariance values, and β is an (r + 1) × m matrix of unknown regres-
sion parameters. The rows of the error matrix ε of dimension n × m are
assumed to be independent, with identical Nm(0,Σm) distributions where
Σm is a m×m matrix of error covariance.
In this case, the total number of unknown parameters in the model is
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(r + 1)m for β and m(m+ 1)/2 for the covariance matrix Σm. Thus, AIC is
AIC = −2ln(L) + 2{(r + 1)m+m(m+ 1)/2}
4.3.2 BIC
BIC is also a criterion to measure the goodness of fit of a statistical model.
It is an evaluation criterion for models defined in terms of their posterior
probability. It is closely related to AIC. The formula for BIC is:
BIC = Kln(n)− 2ln(L)
Kln(n) is the penalty term, K is the number of parameters in the model, n
is the number of observations or sample size and L is the maximized value
of the likelihood function for the estimated model.
Given any two estimated models, the model with a lower value of BIC is
the preferred one.
The penalty term in BIC is larger than in AIC when the sample size n is
bigger than 7.
For multivariate linear regression models, the BIC is given by:
BIC = −2ln(L) + ln(n){(r + 1)m+m(m+ 1)/2}
4.4 Results
AIC and BIC are two common information criteria for the model selection.
But some problems have been found as well.
For univariate autoregressive (AR) model selection based on small sam-
ples, Hurvich and Tsai (1989) have shown that AIC can in fact be quite
biased, sometimes leading to severe over fitting, and have presented a
corrected version (AIC) which is more nearly unbiased and consequently
tends to select much better models than AIC [19].
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AIC has been proposed as approximately unbiased estimators for their
risks or underlying criterion functions. For selecting multivariate linear
regression models, the modified AIC reduces bias in situations where the
collection of candidate models includes both underspecified and over spec-
ified models. In a simulation study it is verified that the modified AIC
provides better approximations to their risk functions, and better model
selection than AIC [15].
The model selection literature has been generally poor at reflecting the
deep foundations of the Akaike information criterion (AIC) and at mak-
ing appropriate comparisons to the Bayesian information criterion (BIC).
There is a clear philosophy, a sound criterion based in information the-
ory, and a rigorous statistical foundation for AIC. AIC can be justified as
Bayesian using a savvy prior on models that is a function of sample size
and the number of model parameters. Furthermore, BIC can be derived as
a non-Bayesian result. Therefore, arguments about using AIC versus BIC
for model selection cannot be from a Bayes versus frequentist perspective
[7].
Ichikawa (1998)’s simulation results in a factor analysis indicated that
the ability of AIC to select a true model rapidly increased with sample size
but at larger sample size it continued to exhibit a slight tendency to select
complex models. Similarly, Markon and Krueger (2004) reviewed existing
work on factor analysis and noted that AIC performs relatively well in
small samples, but is inconsistent and does not improve in performance in
large samples whilst BIC in contrast appears to perform relatively poorly
in small samples, but is consistent and relatively poor in larger sample
sizes [1].
Before applying AIC and BIC to our data, we use simulations to test
reliability and stability of these criteria.
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4.4.1 Univariate linear regression models
Simulations on the effect of sample size and variance on AIC and BIC for
linear regression models:
First, set the true model. The true model is
Yi = α + β1Xi1 + β2Xi2 + β3Xi3 + εi.
We choose α = 0.5, β1 = 2, β2 = 10, β3 = 10, Xi1, Xi2, Xi3 are all nor-
mally distributed with Xi1 ∼ N(5, 5), Xi2 ∼ N(10, 5), Xi3 ∼ N(20, 5), and
εi ∼ N(0, σ2).
Secondly, choose different sample size. The sample sizes are 5, 10, 20, 30,
40, 50, 60, 70, 80, 90, 100. And also choose different values of σ2, so that
σ2 ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 2, 5}.
Thirdly, simulate X1, X2, X3 and we can get values of Y by using the
model above.
Fourth, fit the model with the true model (i.e. Model 1) and other models
using the R function ”lm”. There are 7 models to be fitted, they are:
Model 1: Yi = α + β1Xi1 + β2Xi2 + β3Xi3 + εi
Model 2: Yi = α + β1Xi1 + β2Xi2 + εi
Model 3: Yi = α + β2Xi2 + β3Xi3 + εi
Model 4: Yi = α + β1Xi1 + β3Xi3 + εi
Model 5: Yi = α + β1Xi1 + εi
Model 6: Yi = α + β2Xi2 + εi
Model 7: Yi = α + β3Xi3 + εi
and get AIC and BIC for each model.
From the outputs, for each sample size and variance, most of the true
models have the smallest values for AIC and BIC, which means the true
model fits best for the data Y , that is what we expect. Only when the vari-
ance is 5 or sample size is 5 or 10,the smallest value for AIC and BIC are
not from the true model fit, but the true model is still the best fit model
since the difference between the value of AIC for a true model fit and the
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model with smallest value for AIC is less than 2.
From the outputs, for true models, when σ2 = 0.1, 0.2, increasing sample
size implies a decrase in AIC and BIC. When σ2 ≥ 0.3, the trends for AIC
and BIC are increasing.
From the outputs B.4, we can easily see when we have a constant sample
size, increasing the value of variance will increase AIC and BIC.
The graphs are put together and the aim is to have a clearer under-
standing about the effect of sample size and variance. The first graph is
to compare AIC and BIC when variance is constant, testing the effects on
sample size. The blue dots are AIC and red dots are BIC.
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Figure 4.9: The effects on sample size for AIC and BIC
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The second graph is to show the effects on variance for AIC and BIC
when sample size is constant.
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Figure 4.10: The effects on variance for AIC and BIC
The next two graphs are AIC against (variance/sample size) and BIC
against (variance/ sample size).
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Figure 4.11: AIC against (variance/sample size)
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Figure 4.12: BIC against (variance/sample size)
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The last two graphs are 3D Scatter plots for AIC and BIC with different
sample sizes and variances.
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Figure 4.13: AIC with different sample size and variance in 3D
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Figure 4.14: BIC with different sample size and variance in 3D
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From these graphs, we can see for a small variance, eg. σ2 = 0.1, in-
creasing the sample size will give smaller AIC and BIC, but when σ2 ≥ 0.3,
increasing the sample size will give larger AIC and BIC. AIC and BIC are
not consistent with variance when changing the sample size. From Figure
4.13 and Figure 4.14, we can see when the values of σ2/n are bigger, the
values of AIC and BIC are close to 0. When the values of σ2/n close to 0,
the values of AIC and BIC are spread between 1000 and -200.
Three typical tables are given below for comparing the proportion of
picking the true models with different sample sizes and variances,all re-
maining tables are inserted in appendix B.4.
methods proportion
n = 5, σ2 = 20 AIC 0.619
BIC 0.649
n = 10, σ2 = 20 AIC 0.577
BIC 0.531
n = 50, σ2 = 20 AIC 0.974
BIC 0.924
n = 100, σ2 = 20 AIC 0.998
BIC 0.994
Table 4.1: The proportion of picking the true models with σ2 = 20, different
sample sizes
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methods proportion
n = 5, σ2 = 0.1 AIC 1
BIC 1
n = 5, σ2 = 1 AIC 0.997
BIC 0.996
n = 5, σ2 = 5 AIC 0.890
BIC 0.909
n = 5, σ2 = 10 AIC 0.747
BIC 0.801
n = 5, σ2 = 20 AIC 0.619
BIC 0.649
Table 4.2: The proportion of picking the true models with sample size n =
5, different σ2
(β1, β2, β3) (0.2,1,1) (1,5,5) (2,10,10)
σ2 AIC BIC AIC BIC AIC BIC
1 1 1 1 1 1 1
2 1 0.995 1 1 1 1
5 0.732 0.428 1 1 1 1
10 0.326 0.118 1 10.995 1 1
15 0.234 0.060 0.974 0.873 1 1
20 0.171 0.031 0.856 0.643 1 0.997
25 0.098 0.023 0.736 0.429 0.995 0.951
Table 4.3: The proportion of picking the true models with sample size is
100, different σ2 and parameters
From the appendix B.4, the first four tables compare the proportions of
picking the true models in AIC and BIC when variance is fixed and chang-
ing sample size. For each table, we can see when the sample size is getting
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bigger, the proportion gets bigger and close to 1. In the fourth table, we can
see that the proportions for n=5 are bigger than the proportions for n=10,
which indicates that there is some inconsistency for a small sample size.
The next four tables compare the proportions of picking the true models
in AIC and BIC when the sample size is fixed and we change variance.
We can easily see that increasing variance will decrease the proportion.
The last table compares the proportions of picking the true models in AIC
and BIC when the sample size is fixed to 100 with different variances and
parameters. We can see that bigger values of parameters will give bigger
values of proportions and AIC performs better than BIC. The proportion of
choosing the true models in BIC is smaller than the proportion of choosing
the true models in AIC with fixed variance, sample size and parameters.
4.4.2 Multivariate linear regression models
In this section, we use the GPS data to estimate the multivariate linear re-
gression models. The data used for this estimation is NumSats are greater
than 0 without outliers removed. There are 6 variables in this estimation: 2
dependent variables (response variables): Longitude (X) and Latitude (Y )
in degrees, and 4 independent variables (predictor variables): GPSTOW in
hours (Z1), NavType (Z2), NumSats (Z3) and Altitude.MSL in meters (Z4).
The number of the observations is 2671. NavType and NumSats are used
as factors. AIC and BIC are used to find the best fit model for the data.
There are 11 GPS position fix types: 4, 6, 14, 16, 204, 206, 1006, 1013, 1015,
1016, 1206. There are 5 NumSats: 3, 4, 5, 6, 7.
Model 1 is the full model that includes all variables :
(
X
Y
)
=
(
β01
β02
)
+
(
β11
β12
)
Z1 +
(
β21
β22
)
Z2 +
(
β31
β32
)
Z3 +
(
β41
β42
)
Z4 +
(
εX
εY
)
AIC for model 1 is :-75155.59, and BIC for model 1 is -75043.67.
Then we use the backward elimination method to test AIC and BIC for the
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reduced models to see if there are better fitted models. After the test, we
find the model which has the smallest AIC and BIC, it is the best fit model
for the data. the model is below:
(
X
Y
)
=
(
β01
β02
)
+
(
β11
β12
)
Z1 +
(
β21
β22
)
Z2 +
(
β41
β42
)
Z4 +
(
εX
εY
)
AIC for this model is: -75155.51, and BIC for this model is: -75063.34.
The summary statistics for the predicted variables in the fitted model
are below:
NavType Frequency Percentage
4 1194 0.4470
6 104 0.0389
14 198 0.0741
16 10 0.0037
204 766 0.2868
206 11 0.0041
1006 59 0.0221
1013 6 0.0022
1015 183 0.0685
1016 11 0.0041
1206 129 0.0483
Total 2671 1
Table 4.4: Tables of summarised frequency and percentage for the Nav-
Type in the fitted model
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Variables Median Mean S.D.
GPSTOW (hours) 102.70 102.5 11.68443
AltitudeMSL (meters) 31.01 44.39 153.8322
Table 4.5: Tables of summarised statistics for GPSTOW and AltitudeMSL
in the fitted model
After the model selection, we use R to summarise the fitted model to
estimate the parameters for the model. The tables for output are below:
Coefficient Estimate S.E. p− value
Intercept 1.750× 109 3.630× 102 < 2× 10−16
GPSTOW −9.107× 10−7 9.777× 10−7 0.351707
(NavType) 6 −2.709× 102 2.142× 102 0.205998
(NavType)14 −4.781× 102 1.609× 102 0.002992
(NavType)16 6.139× 102 6.647× 102 0.355797
(NavType)204 36.55 96.93 0.706157
(NaveType)206 2.179× 103 6.341× 102 0.00600
(NavType)1006 −9.358× 102 2.806× 102 0.000865
(NavType)1013 1.785× 102 8.568× 102 0.834951
(NavType)1015 −1.162× 102 1.762× 102 0.509384
(NavType)1016 −7.464× 102 6.340× 102 0.239212
(NavType)1206 2.029× 102 1.944× 102 0.296612
AltitudeMSL -0.5910 2.784× 10−3 < 2× 10−16
Table 4.6: Tables of summarised variables for Longitude
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Coefficient Estimate S.E. p− value
Intercept −4.098× 108 3.762× 102 < 2× 10−16
GPSTOW 3.082× 10−6 1.013× 10−6 0.00237
(NavType) 6 −4.473× 102 2.220× 102 0.04400
(NavType)14 1.409× 103 1.668× 102 < 2× 10−16
(NavType)16 −7.534× 102 6.888× 102 0.27415
(NavType)204 1.811× 102 1.005× 102 0.07151
(NaveType)206 −4.771× 102 6.572× 102 0.46787
(NavType)1006 1.679× 103 2.908× 102 8.71× 10−9
(NavType)1013 -41.61 8.880× 102 0.96263
(NavType)1015 3.031× 102 1.826× 102 0.09699
(NavType)1016 1.747× 102 6.571× 102 0.79037
(NavType)1206 2.901× 102 2.014× 102 0.14995
AltitudeMSL -0.3587 2.885× 10−3 < 2× 10−16
Table 4.7: Tables of summarised variables for Latitude
Variable D.f. p− value
GPSTOW 2 3.49× 10−7
factor(NavType) 20 < 2× 10−16
AltitudeMSL 2 < 2× 10−16
Table 4.8: Tables of summarised MANOVA results for model 3
From the Table 4.8, we see that the p-values of the three variables are
all very small and indicates we can not reject any of them. It means they
all have a relationship with Longitude and Latitude.
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4.5 Summary
Since AIC and BIC are the most commonly used methods for the selection
of good models, we use AIC and BIC as criteria in this chapter for the lin-
ear regression models. We tested whether AIC and BIC are influenced by
sample size and variance values and found GPSTOW, NavType and Alti-
tudeMSL are the three variables in the best fitted model for the bivariate
response variables; Longitude and Latitude.
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Chapter 5
Change Point Detection
In this chapter, we would like to investigate if there are some shifts in
the location based on the GPS data we used in previous chapters. We
use the Longitude, Latitude and Altitude converted to meters as our three
observed variables (after deleting outliers). We separate the observations
into 41 groups based on GPSTOW, as the measurement is one hour per
group.
Multivariate statistical process control (SPC) carries out ongoing checks
to ensure that a process is in-control and to detect when it is out of con-
trol. An in-control process is one in which variations in process measure-
ments can be attributed to chance causes. In this study, the process mea-
surements are the location coordinates for the GPS receiver. The chance
causes include number and position of satellites, atmospheric conditions
which lead to variation in the location coordinates when the receiver has
not moved. The aim in this chapter is therefore to investigate methods for
detecting changes in location coordinates that can be attributed to move-
ment rather than chance causes.
These checks on the process are traditionally done by T 2, multivari-
ate cumulative sum (CUSUM), and multivariate exponentially weighted
moving average control charts. These traditional SPC charts assume that
the in-control true parameters are known and use these assumed true val-
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ues to set the control limits. But the reality is that true parameter values
are seldom, if ever, known exactly. In such cases, the statistical process
control procedure is then divided into two phases. In Phase I, historical
data is used to compute initial control limits. Any points outside the lim-
its are investigated and possibly discarded, and if necessary the limits are
recomputed. In Phase II, the limits and parameter estimates from Phase I
are used for real-time monitoring.
The Phase I study needs large samples but some industrial settings
have a paucity of relevant data for estimating the process parameters [45].
Zamba and Hawkins (2006) [46] outlined an attractive alternative to tradi-
tional charting methods when monitoring for a step change in the mean
vector. Their method is based on an unknown-parameter likelihood ratio
test for a change in mean of p-variate normal data.
Hawkins and Olwell (1997) also introduced use of Shewhart charting-
Hotelling’s T 2 for a multivariate quality control problem and the use of
CUSUM charting for a smaller but persistent shifts. They proposed that
regression adjustment can be helpful in resolving the problem in diagnos-
ing shifts [10].
Pettitt (1979) presented some simple techniques for testing for a change
of distribution in a sequence of observations when the initial distribution
is unknown. For discrete Bernoulli and Binomial data, exact and conser-
vative tests have been developed which are simple to use. For continuous
data, approximate tests are developed which are both simple and robust
against changes in distributional form [36].
Lai (1995) introduced Control Charts for Multivariate and Serially Cor-
related Sample, Statistical Quality Control and Shewhart’s Control Charts
and Moving Average Charts for Detection of Mean Changes [28].
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5.1 Hotelling’s T 2 chart
We consider two methods for detecting location shifts. The first method
uses T 2 statistics for an observed vector Xi and calculates the upper con-
trol limit (UCL) to see if there is a change for the mean [46]. In our case,
Xi is the mean for each group, i is from 1 to 41 based on the GPSTOW as
the measurement for one hour per group and in each group we have three
variables: Longitude, Latitude and Altitude.
The T 2 statistic for an observed vector Xi is given by
T 2i = (Xi − X¯)′S−1(Xi − X¯).
The T 2i statistic has a chi-squared distribution with p degrees of freedom.
X¯ = 1
n
∑n
j=1 Xj is a mean vector, and S =
1
n−1
∑n
j=1(Xi − X¯)(Xi − X¯)′
is a covariance matrix. X¯ and S are determined from historical data to
estimate the true mean µ and covariance matrix Σ if these are unknown.
In our case, X¯ and S are the mean and covariance matrix for all 41 groups.
At each time point i, T 2i is used to test the hypothesis:
H0 : µi = µ
H1 : µi 6= µ
T 2i ∈ [0,∞), so even though we have a two-sided alternative hypothesis,
we can only detect differences, but not the direction of the difference.
The UCL is calculated as:
UCL =
(n− 1)(n+ 1)p
n(n− p) Fα,p,n−p
where Fα,p,n−p is the upper αth percentile point of the F distribution with
(p, n − p) degrees of freedom. In here, α is 0.05 and p is 3. The plot shows
T 2 and UCL below, the value of UCL is 1.473646.
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Figure 5.1: Values of T 2 method in observation time with UCL
5.2 Multivariate exponentially weighted moving
average
The second method is the multivariate exponentially weighted moving
average (MEWMA). It is due to Lowry et al. (1992) [30], and is based on
the recursion
M0 = µ,
Mi = γXi + (1− γ)Mi−1.
A shift is signalled if Ci = (Mi − µ)′Σ−1(Mi − µ) > h, where h(> 0)
is a threshold set according to a desired false-alarm rate, the value of h
is chosen to achieve a specified in-control average run length (ARL). The
parameters µ and Σ denote the true mean and covariance matrix for the
data, respectively. Mi is a smoothed estimate of the current mean vector
and γ is the smoothing constant lying between 0 and 1. This chart is sen-
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sitive to small persistent shifts in any direction, with small values of the
tuning constant γ used to detect small shifts and larger values used for
larger shifts [30].
5.2.1 Determine the value of h
In order to find h, we need to decide on the in-control ARL first. The
threshold value, h, is largely determined by simulation [10]. We choose
an in-control ARL of about a year, or approximately 8760 hours. This
means our MEWMA will signal a change in mean once a year, on average,
when there has been no shift. In other words we will have one false alarm
once a year. That is sensible, since investigation of vertical land move-
ment around the New Zealand coastline showed that the relative sea level
change in 2004 in Wellington was -0.34mm [4]. Therefore in the absence of
a landslide, land movement is minimal.
We set γ to be 0.4 since we want to detect small shifts. The time frame
is 10000 hours, so we have 10000 mean vectors. In each hour, we simu-
late 50 data points from a normal distribution with the mean vector µ and
covariance matrix the same as those for the observed data with outliers
removed. For a given value of h, we ran the simulation 100 times, and
each time we got a run length. We then calculated the ARL for the 100
simulations. The ARL is calculated by determining the median of the 100
run lengths rather than mean of the 100 run lengths, and this is because
the run lengths are skewed [22].
The table below shows different h values and their corresponding ARL
values.
Table 5.1: Simulated ARL and h
h 0.065 0.08 0.095 0.1 0.1068
ARL (in hours) 168 720 2160 4320 8760
Frequency of false alarm Weekly Monthly 3 months 6 months 1year
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5.2.2 Results
The histogram below shows the frequency of the run length values, be-
cause there are some infinite values in the run lengths and they can not
appear in the histogram, so we choose the median to be the ARL.
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We tried different values of h to get an ARL close to a year. We found that
when h is 0.1068, that the ARL is 8224 hours (close to a year), therefore we
choose 0.1068 as our h value. Now we have found h, we can use h = 0.1068
in our observations, and then plot Ci and h together. The plot is below:
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Figure 5.2: Observation times and Ci with h
5.2.3 Table of results of h for different values of γ and ARL
The h value in Figure 5.2 is small, and is influenced by the value of γ, so
we want to test different γ values and see the results of h. The table below
shows that when γ increases, the corresponding h increases.
Frequency of false alarm Weekly Monthly 3 months 6 months 1year
ARL(in hours) 168 720 2160 4320 8760
γ = 0.2 0.027 0.0355 0.04 0.043 0.047
γ = 0.4 0.065 0.08 0.095 0.1 0.1068
γ = 0.6 0.115 0.142 0.16 0.18 0.186
γ = 0.8 0.18 0.221 0.25 0.265 0.285
γ = 1 0.265 0.32 0.373 0.4 0.435
Table 5.2: Results of h in different values of γ and ARL
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5.3 Discussion
From Figure 5.1, we can see that most of the T 2 values are below the UCL
and only two T 2 are above, that suggests a special cause, and will require
more investigation. From Figure 5.2, we can see that the h value is too
small and more than half of the points Ci are above the h line, that is be-
cause in the observations, the data is not normally distributed and also is
influenced by the chosen value of γ. From Table 5.2, we can see that if we
choose γ to be 1 and ARL to be 1 year, hwill be 0.435, which is greater than
all the values of points Ci.
Chapter 6
Discussion
The main goal of this thesis was to use GPS data to estimate the location
of a GPS device and investigate methods for detecting movement of the
device.
In chapter 2, the first part is to estimate the position of a GPS device
using inaccurate Longitude and Latitude measurements. As there were
outliers in the data set, we created two methods for deleting the outliers:
the Euclidean distance method and the Mahalanobis distance method.
The difference between the two distance methods is that the Mahalanobis
distance takes into account the correlations of the data set and is scale-
invariant. For our data set, Longitude and Latitude are correlated, hence
the Mahalanobis distance method is more suitable for our data. After
deleting outliers, we use maximum likelihood estimation to estimate the
means and variance-covariance matrix for the new data set based on the
assumption that the data is normally distributed.
After we test for normality, we find the data is not normal distributed,
therefore we use the bootstrap method to estimate the position and con-
struct a confidence ellipse for the bootstrap sample means. From the re-
sults, the mean for the data and bootstrap sample mean are the same, this
implies we get the same estimated position from the two methods. Three
methods for constructing confidence regions are used. One is to construct
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a confidence ellipse based on the sample means and sample covariance
matrix, the other two methods construct the simultaneous confidence in-
tervals (SCI) based on the percentile bootstrap approach. By comparing
the three methods, the confidence ellipse presents a better result for con-
structing a confidence region for the data.
Second, we determined that the position measurements (i.e. Longitude
and Latitude) are dependent on other factors (i.e. GPSTOW, NavType and
Altitude.MSL ) by using AIC and BIC for the different fitted linear models
and finding the smallest values of AIC and BIC (i.e. the best fitted model
for the data). Some simulations in different sample sizes and variances for
univariate linear regression models are used here to test the reliability and
stability of AIC and BIC. The results show that when the sample size and
variance are big, AIC and BIC are reliable and stable for choosing the right
linear regression models.
We could use spatial regression models to apply to our data, because
our data is GPS data. The spatial data is not generally independent, so
that statistical inference in ordinary regression models applied to spatial
data is suspect, a number of attempts have been made to provide a regres-
sion framework in which spatial dependency is taken into account. These
approches may generally be decribed as spatial regression models [13].
After the estimation of location, we use two methods to detect the
change point for the location. One method is by using T 2 statistics for
the observations and calculating the upper control limit to see if there is a
change for the mean. The other method is the multivariate exponentially
weighted moving average. The results from the two methods both show
that there are movements or change points during the observation time
interval. This is not correct, because the device was not moved in the time
during which data was collected. The reason maybe because of the choice
of γ = 0.4 results in too many false positive signals.
Appendix A
Glossary
C/A-code : C/A-code is coarse acquisition code, it is one of the two GPS
codes. Each code consists of a stream of binary digits, zeros and ones,
known as bits or chips [12]. The C/A code is a pseudo-random code
(PRN) which looks like a random code but is clearly defined for each
satellite. It is repeated every 1023 bits or every millisecond. There-
fore each second 1023000 chips are generated. Taking into account
the speed of light the length of one chip can be calculated to be 300
m [25].
drms : Distance Root Mean Squared. DRMS is a single number that ex-
press 2D accuracy. In order to compute the DRMS of horizontal po-
sition errors, the standard errors (σ) from the known position in the
directions of the coordinate axis are required. DRMS is the square
root of the average of the square errors which is defined as: DRMS =√
σ2x + σ
2
y [41].
selective availability : Selective availability (SA) was an intentional degra-
dation of public GPS signals implemented for national security rea-
sons. In May 2000, at the direction of President Bill Clinton, the U.S
government discontinued its use of Selective Availability in order to
make GPS more responsive to civil and commercial users worldwide
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[33].
Carrier-phase measurement : the carrier phase measurement is a mea-
sure of the range between a satellite and receiver expressed in units
of cycles of the carrier frequency. This measurement can be made
with very high precision (of the order of millimetres), but the whole
number of cycles between satellite and receiver is not measurable
[35].
pseudorange measurement : Time that the signal is transmitted from the
satellite is encoded on the signal, using the time according to an
atomic clock onboard the satellite. Time of signal reception is recorded
by receiver using an atomic clock. A receiver measures difference in
these times: pseudorange = (timedifference)×(speedoflight). Pseudor-
ange is almost like range, except that it includes clock errors because
the receiver clocks are far from perfect [6].
ephemeris or orbital errors : The satellite ephemeris bias is the discrep-
ancy between the true position (and velocity) of a satellite and its
known value. This discrepancy can be parameterised in a number of
ways, but a common way is via the three orbit components: along-
track, crosstrack and radial. Orbit error is a residual bias, arising
from mismodelling of the satellite trajectory, or accepting as ”true”
an ephemeris that has errors. In the case of the Broadcast Ephemerides
within the GPS Navigation Message, these errors can range from
(usually) less then 10m to (very rarely) up to 100m [38].
Multipath error : Errors caused by the interference of a signal that has
reached the receiver antenna by two or more different paths. This is
usually caused by one path being bounced or reflected. The impact
on a pseudo-range measurement may be up to a few metres. In the
case of carrier phase, this is of the order of a few centimetres [38].
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ionospheric layer : The ionosphere is that region of space containing elec-
trically charged species. The ionosphere is the layer of the atmo-
sphere from 50 to 500 km that consists of ionized air.
tropospheric layer : The troposphere is the lowest portion of Earth’s at-
mosphere.
antenna phase center : Antenna phase center is the electronic center of
the antenna. It often does not correspond to the physical center of the
antenna. The radio signal is measured at the Antenna Phase Center.
receiver noise : In a GPS receiver the noise translates into errors in range
measurement.
satellites clock error : The built in clock of the GPS receiver is not as accu-
rate as the atomic clocks of the satellites and the slight timing errors
leads to corresponding errors in calculations.
receiver clock error : The receiver clock is synchronised to GPS through
the normal operation of code-correlating receivers to about 0.1 msec
accuracy under SA. Therefore residual biases of the order of a dekame-
tre (tens of metres) remain, and must be accounted for in some way.
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Appendix B
R code and tables
B.1 R code for chapter 2
#This is Euclidean distance method
pkts<-read.table("bin_pkts.txt",header=T, sep="\t");str(pkts)
pkts1<-pkts[pkts$NumSats>0,]; str(pkts1)
T<-pkts1$GPSTOW/(1000*60*60)#in hours
lo<-pkts1$Longitude/10ˆ4
la<-pkts1$Latitude/10ˆ4
lonew<-lo-min(lo)
lanew<-la-min(la)
plot(lonew,lanew)
m<- c(numeric(0),numeric(0))
for (i in 1:1000) {
m<-rbind(m,c(mean(lonew),mean(lanew)))
d<-sqrt((lonew-mean(lonew))ˆ2+(lanew-mean(lanew))ˆ2)
quantile(sort(d),probs=0.99)
nd <- cbind(lonew,lanew,T,d)
d1 <- subset(nd, nd[,4]<quantile(sort(d),probs=0.99))
lonew<-d1[,1]
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lanew<-d1[,2]
T <- d1[,3]
err <- sqrt((mean(lonew)-m[i,1])ˆ2+(mean(lanew)-m[i,2])ˆ2)
if (err<0.0001){
m<-rbind(m,c(mean(lonew),mean(lanew)))
break
}
}
#this is mahalanobis distance method
pkts<-read.table("bin_pkts.txt",header=T, sep="\t");str(pkts)
pkts1<-pkts[pkts$NumSats>0,]; str(pkts1)
T<-pkts1$GPSTOW/(1000*60*60)#in hours
lo<-pkts1$Longitude/10ˆ4
la<-pkts1$Latitude/10ˆ4
lonew<-lo-min(lo)
lanew<-la-min(la)
set<-cbind(lonew,lanew)
cov(set)
lo<-lonew-mean(lonew)
la<-lanew-mean(lanew)
lola<-cbind(lo,la)
m<- c(numeric(0),numeric(0),numeric(0))
for (i in 1:1000) {
m<-rbind(m,c(mean(lonew),mean(lanew)))
lo<-lonew-mean(lonew)
la<-lanew-mean(lanew)
d<-numeric(0)
for(j in 1:length(lonew)){
distance<-c(lo[j],la[j])%*%(solve(cov(cbind(lonew,lanew))))%*%
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c(t(lo[j]),t(la[j]))
d<-c(d,distance)
}
nd <- cbind(lonew,lanew,T,d)
d1 <- subset(nd, nd[,4]<quantile(sort(d),probs=0.99))
lonew<-d1[,1]
lanew<-d1[,2]
T <- d1[,3]
err <- sqrt((mean(lonew)-m[i,1])ˆ2+(mean(lanew)-m[i,2])ˆ2)
if (err<0.0001){
m<-rbind(m,c(mean(lonew),mean(lanew)))
break
}
}
#################################################################
#Simulations about outliers in three situations and using the two
methods to delete outliers
library(mvtnorm)
# let the outliers far from data
sigma <- matrix(c(3,1,1,4), ncol=2)
x1<- rmvnorm(n=9800, mean=c(5,10), sigma=sigma,method="chol")
colMeans(x1)
var(x1)
plot(x1,ylim=c(-5,20),xlim=c(-5,15),xlab="x",ylab="y",pch=20,
main="Outliers out of the data")
x2<-rmvnorm(n=100,mean=c(0,0),sigma=sigma,method="chol")
x3<-rmvnorm(n=100,mean=c(10,0),sigma=sigma,method="chol")
points(x2,col="red",pch=19)
points(x3,col="green",pch=19)
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x<-rbind(x1,x2,x3)
points(mean(x[,1]),mean(x[,2]),col="yellow",pch=20)
colMeans(x)
# let the outliers inside the data
sigma <- matrix(c(3,1,1,4), ncol=2)
x1<- rmvnorm(n=9800, mean=c(5,10), sigma=sigma,method="chol")
colMeans(x1)
var(x1)
plot(x1,ylim=c(-5,20),xlim=c(-5,15),xlab="x",ylab="y",
main="Outliers inside the data",pch=20)
x2<-rmvnorm(n=100,mean=c(2,7),sigma=sigma,method="chol")
x3<-rmvnorm(n=100,mean=c(8,7),sigma=sigma,method="chol")
points(x2,col="red",pch=19)
points(x3,col="green",pch=19)
x<-rbind(x1,x2,x3)
#points(mean(x[,1]),mean(x[,2]),col="yellow",pch=20)
# let the outliers near the data
sigma <- matrix(c(3,1,1,4), ncol=2)
x1<- rmvnorm(n=9800, mean=c(5,10), sigma=sigma,method="chol")
colMeans(x1)
var(x1)
plot(x1,ylim=c(-5,20),xlim=c(-10,20),xlab="x",ylab="y",
main="Outliers near the data",pch=20)
x2<-rmvnorm(n=100,mean=c(-2,10),sigma=sigma,method="chol")
x3<-rmvnorm(n=100,mean=c(12,10),sigma=sigma,method="chol")
points(x2,col="red",pch=19)
points(x3,col="green",pch=19)
x<-rbind(x1,x2,x3)
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#Euclidean distance
x<-rbind(x1,x2,x3)
y<-c(rep(1,9800),rep(2,100),rep(3,100))
z<-cbind(x,y)
z1<-z[,1]
z2<-z[,2]
z3<-z[,3]
d<-sqrt((z1-mean(z1))ˆ2+(z2-mean(z2))ˆ2)
m<- c(numeric(0),numeric(0))
for (i in 1:10000) {
m<-rbind(m,c(mean(z1),mean(z2)))
d<-sqrt((z1-mean(z1))ˆ2+(z2-mean(z2))ˆ2)
quantile(sort(d),probs=0.99)
nd <- cbind(z1,z2,z3,d)
d1 <- subset(nd, nd[,4]<quantile(sort(d),probs=0.99))
z1<-d1[,1]
z2<-d1[,2]
z3<- d1[,3]
err <- sqrt((mean(z1)-m[i,1])ˆ2+(mean(z2)-m[i,2])ˆ2)
if (err<0.001){
m<-rbind(m,c(mean(z1),mean(z2)))
break
}
}
#Mahalanobis distance
y<-c(rep(1,9800),rep(2,100),rep(3,100))
z<-cbind(x,y)
z1<-z[,1]
z2<-z[,2]
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z3<-z[,3]
m<- c(numeric(0),numeric(0))
for (i in 1:10000) {
m<-rbind(m,c(mean(z1),mean(z2)))
z1d<-z1-mean(z1)
z2d<-z2-mean(z2)
d<-numeric(0)
for(j in 1:length(z1)){
distance<-c(z1d[j],z2d[j])%*%(solve(cov(cbind(z1,z2))))%*%
c(t(z1d[j]),t(z2d[j]))
d<-c(d,distance)
}
nd <- cbind(z1,z2,z3,d)
d1 <- subset(nd, nd[,4]<quantile(sort(d),probs=0.99))
z1<-d1[,1]
z2<-d1[,2]
z3<- d1[,3]
err <- sqrt((mean(z1)-m[i,1])ˆ2+(mean(z2)-m[i,2])ˆ2)
if (err<0.001){
m<-rbind(m,c(mean(z1),mean(z2)))
break
}
}
B.2 R code for chapter 3
#bootstrap for means(Mahalanobis)
pkts<-read.table("bin_pkts.txt",header=T, sep="\t");str(pkts)
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pkts1<-pkts[pkts$NumSats>0,]; str(pkts1)
T<-pkts1$GPSTOW/(1000*60*60)#in hours
lo<-pkts1$Longitude/10ˆ4
la<-pkts1$Latitude/10ˆ4
lonew<-lo-min(lo)
lanew<-la-min(la)
set<-cbind(lonew,lanew)
cov(set)
lo<-lonew-mean(lonew)
la<-lanew-mean(lanew)
lola<-cbind(lo,la)
m<- c(numeric(0),numeric(0),numeric(0))
for (i in 1:1000) {
m<-rbind(m,c(mean(lonew),mean(lanew)))
lo<-lonew-mean(lonew)
la<-lanew-mean(lanew)
d<-numeric(0)
for(j in 1:length(lonew)){
distance<-c(lo[j],la[j])%*%(solve(cov(cbind(lonew,lanew))))%*%
c(t(lo[j]),t(la[j]))
d<-c(d,distance)
}
nd <- cbind(lonew,lanew,T,d)
d1 <- subset(nd, nd[,4]<quantile(sort(d),probs=0.99))
lonew<-d1[,1]
lanew<-d1[,2]
T <- d1[,3]
err <- sqrt((mean(lonew)-m[i,1])ˆ2+(mean(lanew)-m[i,2])ˆ2)
if (err<0.0001){
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m<-rbind(m,c(mean(lonew),mean(lanew)))
break
}
}
x<-nd[,1]
y<-nd[,2]
library(mixtools)
library(mvtnorm)
ellipse(mu=c(mean(x),mean(y)),sigma=cov(cbind(x,y)), alpha = .05,
npoints = 100)
id<-c(1:length(x))
data_or<-data.frame(id,x,y)
B<-1000
meanvec<-matrix(rep(0,2*B),nrow=B)
for(b in 1:B){
sampleb<-sample(data_or$id,length(x),replace=TRUE)
meanvec[b,1]<-mean(data_or[sampleb,2])
meanvec[b,2]<-mean(data_or[sampleb,3])
}
meanvec
cov(meanvec)
points(meanvec,col="red",pch=19)
ellipse(mu=colMeans(meanvec),sigma=cov(meanvec), alpha = .05,
npoints = 100,col="yellow")
#bootstrap confidence ellipse for means (Euclidean)
pkts<-read.table("bin_pkts.txt",header=T, sep="\t");str(pkts)
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pkts1<-pkts[pkts$NumSats>0,]; str(pkts1)
T<-pkts1$GPSTOW/(1000*60*60)#in hours
lo<-pkts1$Longitude/10ˆ4
la<-pkts1$Latitude/10ˆ4
lonew<-lo-min(lo)
lanew<-la-min(la)
m<- c(numeric(0),numeric(0))
for (i in 1:1000) {
m<-rbind(m,c(mean(lonew),mean(lanew)))
d<-sqrt((lonew-mean(lonew))ˆ2+(lanew-mean(lanew))ˆ2)
quantile(sort(d),probs=0.99)
nd <- cbind(lonew,lanew,T,d)
d1 <- subset(nd, nd[,4]<quantile(sort(d),probs=0.99))
lonew<-d1[,1]
lanew<-d1[,2]
T <- d1[,3]
err <- sqrt((mean(lonew)-m[i,1])ˆ2+(mean(lanew)-m[i,2])ˆ2)
if (err<0.0001){
m<-rbind(m,c(mean(lonew),mean(lanew)))
break
}
}
x<-nd[,1]
y<-nd[,2]
plot(x,y)
library(mixtools)
library(mvtnorm)
ellipse(mu=c(mean(x),mean(y)),sigma=cov(cbind(x,y)), alpha = .05,
npoints = 100)
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id<-c(1:length(x))
data_or<-data.frame(id,x,y)
B<-1000
meanvec<-matrix(rep(0,2*B),nrow=B)
for(b in 1:B){
sampleb<-sample(data_or$id,length(x),replace=TRUE)
meanvec[b,1]<-mean(data_or[sampleb,2])
meanvec[b,2]<-mean(data_or[sampleb,3])
}
meanvec
cov(meanvec)
points(meanvec,col="red",pch=19)
ellipse(mu=colMeans(meanvec),sigma=cov(meanvec), alpha = .05,
npoints = 100,col="yellow")
#use algoritm 1 to find the limits
id<-c(1:length(x))
data_or<-data.frame(id,x,y)
B<-1000
meanvec<-matrix(rep(0,2*B),nrow=B)
for(b in 1:B){
sampleb<-sample(data_or$id,length(x),replace=TRUE)
meanvec[b,1]<-mean(data_or[sampleb,2])
meanvec[b,2]<-mean(data_or[sampleb,3])
}
x<-meanvec[,1]
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y<-meanvec[,2]
rank.x<-rank(x)
rank.y<-rank(y)
rank<-cbind(rank.x,rank.y)
r<-numeric(0)
for(i in 1:1000){
rank.max<-max(rank[i,])
r<-c(r,rank.max)
}
r
all<-cbind(x,y,rank.x,rank.y,r)
sort.all<-all[order(all[,5]),]
a<-sort.all[length(x)*0.975,1]
b<-sort.all[length(x)*0.975,2]
r<-numeric(0)
for(i in 1:length(x)){
rank.min<-min(rank[i,])
r<-c(r,rank.min)
}
all<-cbind(x,y,rank.x,rank.y,r)
sort.all<-all[order(all[,5]),]
c<-sort.all[length(x)*0.025,1]
d<-sort.all[length(x)*0.025,2]
plot(meanvec,xlab="Bootstrap mean of latitude",
ylab="bootstrap mean of longitude",col="red",pch=19)
rect(c,d,a,b , density = NULL, angle = 90,
col =NA, border ="blue")
#use algorithm 2 to find the limits
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id<-c(1:length(x))
data_or<-data.frame(id,x,y)
B<-1000
meanvec<-matrix(rep(0,2*B),nrow=B)
for(b in 1:B){
sampleb<-sample(data_or$id,length(x),replace=TRUE)
meanvec[b,1]<-mean(data_or[sampleb,2])
meanvec[b,2]<-mean(data_or[sampleb,3])
}
x<-meanvec[,1]
y<-meanvec[,2]
rank.x<-rank(x)
rank.y<-rank(y)
#step 2
rank.x.star<-abs(rank.x-1001/2)
sign.x<-sign(rank.x-1001/2)
rank.y.star<-abs(rank.y-1001/2)
sign.y<-sign(rank.y-1001/2)
#step 3
rank.star<-cbind(rank.x.star,rank.y.star,sign.x,sign.y)
r.star<-r.star.col<-r.star.sign<-c(rep(0,1000))
r.star.mat<-cbind(r.star,r.star.col,r.star.sign)
for(i in 1:1000){
r.star.mat[i,1]<-a<-max(rank.star[i,1:2])
r.star.mat[i,2]<-ifelse((a==rank.star[i,1]),1,2)
r.star.mat[i,3]<-rank.star[i,r.star.mat[i,2]+2]
}
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#step 4
all<-cbind(rank.star,r.star.mat)
r.b<-1001/2+r.star.mat[,1]*r.star.mat[,3]
#step 5
all<-cbind(x,y,rank.x,rank.y,r.b)
new.rank.x<-r.b
new.rank.y<-r.b
all<-cbind(x,y,new.rank.x)
sort.all<-all[order(all[,3]),]
e<-sort.all[length(x)*0.975,1]
b<-sort.all[length(x)*0.975,2]
for(i in 1:length(x)){
r.star.mat[i,1]<-a<-min(rank.star[i,1:2])
r.star.mat[i,2]<-ifelse((a==rank.star[i,1]),1,2)
r.star.mat[i,3]<-rank.star[i,r.star.mat[i,2]+2]
}
all<-cbind(rank.star,r.star.mat)
r.b<-(length(x)+1)/2+r.star.mat[,1]*r.star.mat[,3]
#step 5
all<-cbind(x,y,rank.x,rank.y,r.b)
new.rank.x<-r.b
new.rank.y<-r.b
all<-cbind(x,y,new.rank.x)
sort.all<-all[order(all[,3]),]
c<-sort.all[length(x)*0.025,1]
d<-sort.all[length(x)*0.025,2]
plot(meanvec,xlab="Bootstrap mean of latitude",
ylab="bootstrap mean of longitude",pch=19,col="red")
rect(c,d,e,b, density = NULL, angle = 90,
col =NA, border = "blue")
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B.3 R code for chapter 4
#Simulation of AIC and BIC with different sample size and variance in
different models.
> alpha<-0.5
> beta1<-2
> beta2<-10
> beta3<-10
>
> samplesize <-c(5,10,20,30,40,50,60,70,80,90,100)
> variance <-c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5)
>
> for (j in 1:length(variance)){
+ currentvariance=variance[j]
+ print(currentvariance)
+ for (i in 1:length(samplesize)) {
+ currentsize = samplesize[i]
+ print(currentsize)
+ x1<-rnorm(currentsize,5,5)
+ x1
+ x2<-rnorm(currentsize,10,5)
+ x2
+ x3<-rnorm(currentsize,20,5)
+ x3
+ y<-rnorm(currentsize,alpha+beta1*x1+beta2*x2+beta3*x3,
currentvariance)
+ y
+ fit1<-lm(y˜x1+x2+x3)
+ f1 = c(AIC(fit1),BIC(fit1))
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+ print(f1)
+ fit2<-lm(y˜x1+x2)
+ f2 = c(AIC(fit2),BIC(fit2))
+ print(f2)
+ fit3<-lm(y˜x2+x3)
+ f3 = c(AIC(fit3),BIC(fit3))
+ print(f3)
+ fit4<-lm(y˜x1+x3)
+ f4 = c(AIC(fit4),BIC(fit4))
+ print(f4)
+ fit5<-lm(y˜x1)
+ f5= c(AIC(fit5),BIC(fit5))
+ print(f5)
+ fit6<-lm(y˜x2)
+ f6 = c(AIC(fit6),BIC(fit6))
+ print(f6)
+ fit7<-lm(y˜x3)
+ f7 = c(AIC(fit7),BIC(fit7))
+ print(f7)
+ }
+
+ }
#compare AIC and BIC in different sample size
alpha<-0.5
beta1<-2
beta2<-10
beta3<-10
samplesize <-c(5,10,20,30,40,50,60,70,80,90,100)
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variance <- c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5)
par(mfrow=c(3,4))
for (j in 1:length(variance)){
currentvariance=variance[j]
AICv <-c(0,0,0,0,0,0,0,0,0,0,0)
BICv <-c(0,0,0,0,0,0,0,0,0,0,0)
for (i in 1:length(samplesize)) {
currentsize = samplesize[i]
print(currentsize)
x1<-rnorm(currentsize,5,5)
x2<-rnorm(currentsize,10,5)
x3<-rnorm(currentsize,20,5)
y<-rnorm(currentsize,alpha+2*x1+10*x2+10*x3,currentvariance)
fit1<-lm(y˜x1+x2+x3)
AICv[i] = AIC(fit1)
BICv[i] = BIC(fit1)
}
plot(AICv˜samplesize,type="o",col="blue",xlab="sample size",
ylab="criterion",main=paste(c("variance=",currentvariance),
collapse=""),pch=19)
lines(BICv˜samplesize, type="o", pch=19, lty=2, col="red")
}
#compare AIC and BIC in different sd
samplesize <-c(5,10,20,30,40,50,60,70,80,90,100)
variance <- c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5)
par(mfrow=c(3,4))
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for (j in 1:length(samplesize)){
currentsize=samplesize[j]
AICv <-c(0,0,0,0,0,0)
BICv <-c(0,0,0,0,0,0)
for (i in 1:length(variance)) {
currentvariance = variance[i]
x1<-rnorm(currentsize,5,5)
x2<-rnorm(currentsize,10,5)
x3<-rnorm(currentsize,20,5)
y<-rnorm(currentsize,0.5+2*x1+10*x2+10*x3,currentvariance)
fit1<-lm(y˜x1+x2+x3)
AICv[i] = AIC(fit1)
BICv[i] = BIC(fit1)
}
plot(variance,AICv,type="o",col="blue",xlab="variance",
ylab="criterion",main=paste(c("n=",currentsize),collapse=""),
pch=19,lty=1)
lines(BICv˜variance, type="o", pch=19, lty=2, col="red")
#pch=19 mean solid circle
}
# plot AIC and BIC vs variance/sample size.
alpha<-0.5
beta1<-2
beta2<-10
beta3<-10
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samplesize <-c(5,10,20,30,40,50,60,70,80,90,100)
variance <- c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5,10,20)
A <- numeric(0)
B <- numeric(0)
for (j in 1:length(variance)){
currentvariance=variance[j]
print(currentvariance)
for (i in 1:length(samplesize)) {
currentsize = samplesize[i]
print(currentsize)
x1<-rnorm(currentsize,5,5)
x1
x2<-rnorm(currentsize,10,5)
x2
x3<-rnorm(currentsize,20,5)
x3
y<-rnorm(currentsize,alpha+beta1*x1+beta2*x2+beta3*x3,currentvariance)
y
fit1<-lm(y˜x1+x2+x3)
f1 = AIC(fit1)
f2=BIC(fit1)
f1[1]
f2[1]
A <- c(A,f1[1])
B<-c(B,f2[1])
}
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}
A
B
samplesize<-rep(c(5,10,20,30,40,50,60,70,80,90,100),14)
samplesize
variance<-c(rep(0.1,11),rep(0.2,11),rep(0.3,11),rep(0.4,11),
rep(0.5,11),rep(0.6,11),rep(0.7,11),rep(0.8,11),
rep(0.9,11),rep(1,11),rep(2,11),rep(5,11),rep(10,11),rep(20,11))
variance
VS<-variance/samplesize
VS
plot(B˜VS,xlab="Variance/Sample size",ylab="BIC")
plot(A˜VS,xlab="Variance/Sample size",ylab="AIC")
# 3d scatterplots for AIC and BIC with different sample sizes and
variances.
alpha<-0.5
beta1<-2
beta2<-10
beta3<-10
samplesize <-c(5,10,20,30,40,50,60,70,80,90,100)
variance <- c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5,10,20)
A <- numeric(0)
B <- numeric(0)
for (j in 1:length(variance)){
currentvariance=variance[j]
print(currentvariance)
for (i in 1:length(samplesize)) {
currentsize = samplesize[i]
print(currentsize)
x1<-rnorm(currentsize,5,5)
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x1
x2<-rnorm(currentsize,10,5)
x2
x3<-rnorm(currentsize,20,5)
x3
y<-rnorm(currentsize,alpha+beta1*x1+beta2*x2+beta3*x3,currentvariance)
y
fit1<-lm(y˜x1+x2+x3)
f1 = AIC(fit1)
f2=BIC(fit1)
f1[1]
f2[1]
A <- c(A,f1[1])
B<-c(B,f2[1])
}
}
A
B
samplesize<-rep(c(5,10,20,30,40,50,60,70,80,90,100),14)
samplesize
variance<-c(rep(0.1,11),rep(0.2,11),rep(0.3,11),rep(0.4,11),
rep(0.5,11),rep(0.6,11),rep(0.7,11),rep(0.8,11),
rep(0.9,11),rep(1,11),rep(2,11),rep(5,11),rep(10,11),rep(20,11))
variance
library(scatterplot3d)
scatterplot3d(samplesize,variance,A, zlim=c(-800,800),
main="3D Scatterplot",xlab="Sample size",ylab="Variance",
zlab="AIC")
scatterplot3d(samplesize,variance,B, zlim=c(-800,800),
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main="3D Scatterplot",xlab="Sample size",ylab="Variance",
zlab="BIC")
library(rgl)
plot3d(samplesize, variance, A, col="red", size=2)
#simulation for proportion of picking the true models in different
variance and sample size with fixed parameters betas.
alpha<-0.5
beta1<-2
beta2<-10
beta3<-10
samplesize <-c(5,10,20,30,40,50,60,70,80,90,100)
variance <- c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5,10,20)
numberOfRuns <- 1000.0
for (j in 1:length(variance)){
currentvariance=variance[j]
for (i in 1:length(samplesize)) {
currentsize = samplesize[i]
count <- 0
for (k in 1:numberOfRuns){
x1<-rnorm(currentsize,5,5)
x2<-rnorm(currentsize,10,5)
x3<-rnorm(currentsize,20,5)
y<-rnorm(currentsize,alpha+2*x1+10*x2+10*x3,currentvariance)
fit1<-lm(y˜x1+x2+x3)
f1 = BIC(fit1)
fit2<-lm(y˜x1+x2)
f2 = BIC(fit2)
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fit3<-lm(y˜x2+x3)
f3 = BIC(fit3)
fit4<-lm(y˜x1+x3)
f4 = BIC(fit4)
fit5<-lm(y˜x1)
f5= BIC(fit5)
fit6<-lm(y˜x2)
f6 = BIC(fit6)
fit7<-lm(y˜x3)
f7 = BIC(fit7)
if(f1==min(c(f1,f2,f3,f4,f5,f6,f7))){
count <- count +1
}
}
print(sprintf("variance: %f sample size: %d proportion: %f",
currentvariance,currentsize,count/numberOfRuns))
}
}
#simulation for proportion of picking the true models in different
variance and parameters with fixed sample size.
alpha<-0.5
beta1<-c(0.2,0.5,1,2)
beta2<-c(1,2,5,10)
beta3<-c(1,2,5,10)
samplesize <-100
variance <- c(0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,2,5,10,20)
numberOfRuns <- 1000.0
for (j in 1:length(variance)){
currentvariance=variance[j]
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for (k in 1:3) {
currentk=c(beta1[k],beta2[k],beta3[k])
count <- 0
for (k in 1:numberOfRuns){
x1<-rnorm(100,5,5)
x2<-rnorm(100,10,5)
x3<-rnorm(100,20,5)
y<-rnorm(100,alpha+currentk[1]*x1+currentk[2]*x2+currentk[3]*x3,
currentvariance)
fit1<-lm(y˜x1+x2+x3)
f1 = AIC(fit1)
fit2<-lm(y˜x1+x2)
f2 = AIC(fit2)
fit3<-lm(y˜x2+x3)
f3 = AIC(fit3)
fit4<-lm(y˜x1+x3)
f4 = AIC(fit4)
fit5<-lm(y˜x1)
f5= AIC(fit5)
fit6<-lm(y˜x2)
f6 = AIC(fit6)
fit7<-lm(y˜x3)
f7 = AIC(fit7)
if(f1==min(c(f1,f2,f3,f4,f5,f6,f7))){
count <- count +1
}
}
print(sprintf("variance: %f beta: %f proportion: %f",
currentvariance,currentk,count/numberOfRuns))
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}
}
B.4 Tables for chapter 4
Tables of simulation results for proportion of picking the true models
variance is 1, different sample sizes
methods proportion
n = 5, σ2 = 1 AIC 0.997
BIC 0.996
n = 10, σ2 = 1 AIC 1
BIC 1
n = 50, σ2 = 1 AIC 1
BIC 1
n = 100, σ2 = 1 AIC 1
BIC 1
variance is 5, different sample sizes
methods proportion
n = 5, σ2 = 5 AIC 0.890
BIC 0.909
n = 10, σ2 = 5 AIC 0.995
BIC 0.991
n = 50, σ2 = 5 AIC 1
BIC 1
n = 100, σ2 = 5 AIC 1
BIC 1
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variance is 10, different sample sizes
methods proportion
n = 5, σ2 = 10 AIC 0.747
BIC 0.801
n = 10, σ2 = 10 AIC 0.872
BIC 0.859
n = 50, σ2 = 10 AIC 1
BIC 1
n = 100, σ2 = 10 AIC 1
BIC 1
variance is 20, different sample sizes
methods proportion
n = 5, σ2 = 20 AIC 0.619
BIC 0.649
n = 10, σ2 = 20 AIC 0.577
BIC 0.531
n = 50, σ2 = 20 AIC 0.974
BIC 0.924
n = 100, σ2 = 20 AIC 0.998
BIC 0.994
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sample size is 5, different variances
methods proportion
n = 5, σ2 = 0.1 AIC 1
BIC 1
n = 5, σ2 = 1 AIC 0.997
BIC 0.996
n = 5, σ2 = 5 AIC 0.890
BIC 0.909
n = 5, σ2 = 10 AIC 0.747
BIC 0.801
n = 5, σ2 = 20 AIC 0.619
BIC 0.649
sample size is 10, different variances
methods proportion
n = 10, σ2 = 0.1 AIC 1
BIC 1
n = 10, σ2 = 1 AIC 1
BIC 1
n = 10, σ2 = 5 AIC 0.995
BIC 0.801
n = 10, σ2 = 10 AIC 0.872
BIC 0.859
n = 10, σ2 = 20 AIC 0.577
BIC 0.531
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sample size is 50, different variances
methods proportion
n = 50, σ2 = 0.1 AIC 1
BIC 1
n = 50, σ2 = 1 AIC 1
BIC 1
n = 50, σ2 = 5 AIC 1
BIC 1
n = 50, σ2 = 10 AIC 1
BIC 1
n = 50, σ2 = 20 AIC 0.974
BIC 0.924
sample size is 100, different variances
methods proportion
n = 100, σ2 = 0.1 AIC 1
BIC 1
n = 100, σ2 = 1 AIC 1
BIC 1
n = 100, σ2 = 5 AIC 1
BIC 1
n = 100, σ2 = 10 AIC 1
BIC 1
n = 100, σ2 = 20 AIC 0.998
BIC 0.994
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n = 100, different σ2 and β
(β1, β2, β3) (0.2,1,1) (1,5,5) (2,10,10)
variance AIC BIC AIC BIC AIC BIC
1 1 1 1 1 1 1
2 1 0.995 1 1 1 1
5 0.732 0.428 1 1 1 1
10 0.326 0.118 1 10.995 1 1
15 0.234 0.060 0.974 0.873 1 1
20 0.171 0.031 0.856 0.643 1 0.997
25 0.098 0.023 0.736 0.429 0.995 0.951
B.5 R code for chapter 5
#simulation for ARL in 100 times
library(MASS)
x<-list()
RL<-numeric(0)
for(j in 1:100){
xn<-c(numeric(0),numeric(0),numeric(0))
for(i in 1:10000){
x[[i]]<-mvrnorm(50,m,S)
xn<-cbind(xn,colMeans(x[[i]]))}
xn1<-t(xn)
m1<-t(m)
r<-1
n<-2
N=10001
Cn<-numeric(0)
Mn<-matrix(NA,N,3)
while(n <= N){
Mn[1,]<-m
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Mn[n,]<-r*xn1[n-1,]+(1-r)*Mn[n-1,]
Cn[n]<-(Mn[n,]-m1)%*%solve(S)%*%t(Mn[n,]-m1)
n<-n+1
Cn<-c(Cn,Cn[n])
}
Cn<-Cn[2:10001]
Cn1<-cbind(Cn,c(1:10000))
a<-Cn1[Cn1[,1]>0.4,2]
RL[j]<-min(a)
RL<-c(RL,RL[j])
}
RL<-RL[1:100]
RL
hist(RL)
ARL<-median(RL)
ARL
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