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Abstract. We show, in a particular case, the optimality of the conjecture of Perrin extending the 
Schreier formula of the free group to the free monoid. For this purpose, we construct a family 
of codes of minimal cardinality associated with finite abelian groups generated by two elements. 
RhmC. Nous montrons, dans un cas particulier, l’optimalite d’une conjecture de Perrin qui &end 
au mono’ide libre la formule de Schreier du groupe libre. Pour cela, nous construisons une famille 
de codes de cardinalite minimale associes aux groupes abeliens finis B deux generateurs. 
1. Introduction 
Dans cet article, nous etudions des proprietes h&es au monoh’de syntaxique d’un 
langage rationnel. Pour presenter les resultats quelques definitions sont nkessaires. 
On dit qu’un groupe G est un groupe syntaxique d’une partie L clu monoi’de libre 
A* si G est, a un isomorphisme pres, un groupe maximal du monoi’de syntaxique 
M(L) de L. 
Schiitzenberger a demontre dans [13] que, si X est une partie finie de A*, le 
degr6 des groupes syntaxiques non cycliques de X* est borne par une fonction qui 
ne depend que de Card(X). En d’autres termes, pour Card(X) fixe, seulement un 
nombre fini de groupes peuvent &re des groupes syntaxiques de X*. De facon 
g&&ale, ce resultat montre que les groupes syntaxiques dependent seulement du 
nombre Card(X) et non pas de la somme des longueurs des mots de X, comme ce 
serait le cas pour le monoi’de syntaxique lui-meme. IJne propriete combinatoire sur 
les mots [2,3] a permis d’obtenir l’inegalite Card(X) 2 d. 
Le probleme que nous etudions ici est celui de l’optimalite des bornes. 
Perrin conjecture dans [9] que la formule de Schreier sur les groupes libres reste 
encore valable dans le cas des monoi’des libres. Rappelons tout d’abord cette formule. 
Si F est un groupe libre de rang r et K est un sous-groupe d’index fini & alors le 
rang n de X verifie l’Cgalit6 
(r-l)d=n-1. 
Par consequent, si X est un ensemble de generateurs de 
(r-l)dsCard( 
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Pertin a conjecture que c&e inegalite reste valable lorsque X est une partie finie 
de A* telle que le monoi’de syntaxique de X* contienne un groupe maximal de 
degre ci et de rang r. &tons que le cas r = I correspond aux groupes cycliques 
pour lesquels Ie rhltat est trivialement v&ilk5 puisque pour X = {ad}, le monoi’de 
syntaxique de X* est isomorphe au groupe cyclique de degre d. Pour r =2, on 
trouve l’inegalite 
Card(X) 2 d + 1 
deja conjecturee par Schiitzenberger [13]. On sait que cette dernikre inegalite est 
verifiee pour des classes particulieres de parties finies de A*, les codes biprefixes 
maximaux et les parties finies d’un code a groupe, et le but de cet article est de 
montrer que cette borne est optimale pour les groupes abgliens de rang 2. Plus 
precisement, pour chaque groupe abelien G de rang 2 et de degre d, on trouve une 
par-tie X c {a, 6)” de cardinal d + 1 telle que G soit un groupe syntaxique de X*. 
Ce travail est divik en plusieurs parties. Tout d’abord une partie consistant de 
rappels et permettant de fixer nos notations. Ensuite, nous introduisons la notion 
de codes a groupe qui est a la base de ce travail. La construction enoncee plus haut 
utilise un theoreme de Klerlein [7] sur les circuits hamiltoniens dans les graphes 
de Cayley d’un groupe abelien. l’dous presentons ici ce resultat, avec nos notations, 
dans le cas des groupes abeliens de rang 2. En!k, danc: une derniere partie constituee 
d’exemples, nous montrons que les ensembles obtenus precedemment sont des bases 
pour des sous-groupes du groupe libre sur l’alphabet {a, b}, d’indice d, ce qui montre 
le bien-fondi de la conjecture de Perrin enoncee plus haut. 
sppels et notations 
2.1. Mots 
Soit A un alphabet fini, A* le monoi’de libre sur A que nous considererons plonge 
dans le groupe libre A@ sur A. On note 1 l’ilement neutre de A@ ou encore le mot 
vide de A* et on pose A’ = A*\{ 1). 
Pour tout w E A*, on note IwI la longueur de w et, pour Q E A, 1 wla le nombre 
d’occurrences de la lett-e a dans w. 
Soient u, v E A*. On dit que u est facteur (respectivement facteur gauche, facteur 
droit ) de v ~1 v E A*uA* (respectivement v e uA*, v E A* u); u est un facteur propre 
de v si de plus u # v et il est un fucteur in teme si I- L A+uA’. 
Pour toute partie L c A*, on note F(L) (respectivement FP( L), FI( L)) l’ensemble 
des facteurs (respectivement facteurs propres, facteurs internes) des mots de L et 
on pose E= A*\ L. 
2.2. Codes 
La terminologie que nous employons est celle du livre [l] que nous prenons 
comme reference. e lecteur pourra y trouver des preuves des rkaltats qui sont 
simplement &on& ici. 
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Rappelons tout d’abord que, pour tout sous-monoilde M de A*, l’ensemble 
(M - 1) - (A4 - 1)2 est l’unique ensemble minimal de generateurs de M. Pour une 
partie X de A*, now noterons X* le sous-monoi’de de A* engendre par X. 
Soit X une partie de A*. On dit que X est un code (sur A) si tout mot de X* a 
une unique factorisation en mots de X, c’est a dire si, pour tout n, m 2 1 et xl, . . . , x,, 
x;, . . . , XL E X, la condition 
x1x2...xn - x’,x; . . . x:, 
ir fl. plique n = m et xi = xi pour tout i = 1, . . . , n. 
En d’autres termes, X est un code ssi le sous-monoi’de X* engendre par X est 
libre et X est son ensemble minimal de generateurs (appele aussi sa base). NOUS e 
utiliserons a plusieurs reprises l’argument que si X est un code reconnaissable, alors 
F(X) # A*. 
On dit que X est pr$ixe si aucun mot de X nest facteur gauche propre d’un 
autre mot de X et on montre facilement que toute partie prefixe de A+ est un code, 
appele code pr@ixe. On verifie qu’une partie X de A+ est un code prefixe ssi X* 
est unitaire ri droite, c’est a dire: pour tout u, v E A*, u et uv E X* entrake v E X*. 
Un code (code prefixe) X est maxima2 si, pour tout code (code prefixe) Y c-A+, 
la condition X c Y implique X = Y. La propriete de maximalite pour les codes 
rationneis se traduit par le fait que F(X*) = A* et pour les codes prefixes rationnels 
par la propriete de comple’tude ci droite: pour tout u E A*, uA* n X* # 0. 
La notion de code sufixe est symCtrique acelle de code prefixe: il suffit d’echanger 
les mots gauche-droite. 11 en est de mgme des notions de monoi’de unitaire ci gauche 
et complet h gauche et on dit qu’une partie X c A+ est un code bipr@ixe si X est a 
la fois prefixe et suffixe. 
2.3. Monoi’de syntaxique et automate minimal 
Nous renvoyons le lecteur au livre de Eilenberg [4] pour les preuves des resultats 
enoncis ici concernant les notions d’automates, de mono’ide de transitions, etc. . . I 
Soit LE A* une partie quelconque. Le monoi’de syntaxique de L, note M(L), est 
le quotient de A* par la congruence la plus grossiere telle que L soit union de 
classes. Cette congruence, appelee crrngruence syntaxique de L, a pour expression: 
U = v (mod L) si et seulement si 
V(f,g)EA*xA* fugE L ssi fvgE L. 
Le morphisme canonique de A* sur (L) est appele le morphisme svntaxique de I 
L. On si it que ML) est isomorphe au monoi’de des transitions de l’automate 
minimal de L, not d(L), et par la suite nous les identifieron D’apr*s le thhhe 
de Kleene, M(L) est fini ssi L est une partie rationnelle de 
Rappelons qu’une partie L est de la forme L = X*, avec X un code prefixe, ssi 
l’automate minimal de L a un seul etat terminal confondu avec l’etat initial; nous 
noterons 1 cet etat et nous poserons d(L) = (0, 1,l). En notant Ic, le morphisme 
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syntaxique de L, nous avons alors: 
L={wEA*t.q.l+(w)= 1). 
Nous dirons qu’un groupe G est un groupe syntaxique de L si G est isomorphe 5 
un groupe maximal du monoi’de syntaxique de L. 
Le lecteur pourra trouver dans le livre [lo] des calculs eff ectifs de monoi’des 
syntaxiques de langages ainsi que des groupes y apparaissant. 
2.4. Groupes 
Nous rappelons tout d’abord le resultat de factorisation des groupes abeliens. 
ThGorkme fondamental ties groupes abCPiens (cf. MacLane and Birkhof’I [S]). Soi; 4:: 
un groupe abilien de cardinal n. I1 existe une et une seule suite d’entiers positifs 
;% 9 n2, . . . , n, tels que 
(1) =qn,...n,; 
(2) Zi/ni_, POUt tOUt i E (2, . . . , r); 
(3) G=H,,xP,,x~ l l xZ,/ 
. 
L& i~pi~s~~tati~~ G C (a,l*ri z 1 et C!iCf,j zz G!,G!, Vi,j E (1, . . . , r)) eSt !a ?Z~?+Se?!t~- 
tion standard de G et l’ensemble A = { ai} ie(I,__.,r) est un ensemble minimal de 
g&r&ateurs de G. De plus, le rang de G, c’est-a-dire le nombre minimum de 
generateurs de G, est r. 
Soit Q un ensemble quelconque. Un groupe de permutations G operant sur Q 
est transitif si: Vq, q’ E Q, 3g E G t.q. qg = q’. Par la suite, nous ne considererons 
que des groupes de permutations transitifs operant sur Q et nous les appellerons 
simplement groupes operant sur Q. Soit done G un groupe operant sur Q. Le degre’ 
de G est le cardinal de Q, l’ordre de G est le cardinal de G. Nous noterons 1 
l’element neutre de G (ainsi que le sous-groupe reduit a l’identite). Le stabilisateur 
d’un element q E Q est le sous-groupe H de G form6 de toutes les permutations de 
G qui fixent q: H = {g E G 1 qg = q}. On verifie facilement que deux stabilisateurs 
sont isobmorphes. Par la suite, nous supposerons que Q contient un Clement distingue, 
note 1, et, sauf mention explicite, H est le stabilisateur de 1. Si H = 1, on dit que 
G est kgulier et dans tel cas, on a l’egalite Card(G) = Card(Q). On sait (cf. L14, 
p 93 que tout groupe operant sur Q, abelien, est regulier. Soient G et G’ deux 
groupes operant respectivement sur Q et Q’. On dit que G et G’ sont iquivalents 
si ils sont isomorphes en tant que groupes de permutations, c’est-a-dire: il existe 
une bijection a! de Q sur Q’ et un isomorphisme 53 de G sur G’ tel que, pour tout 
qE Q et pour tout gE G, on ait: (qg)cu = (qou)(pcp). 
es e 
otre construction utihse un type tres particulier de codes prefixes, appeles codes 
a groupe. Soient G un groupe operant sur un ensemble quelconque Q, rC, : A* + G 
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un morphisme surjectif et H le sowgroupe de G fixant un element don& 4 de 
l’ensemble Q. Le sous-monoi’de $-l(H) est unitaire a droite et a gauche puisqu’il 
en est ainsi de W dans G. I1 est done engendre par un code biprefixe, apyel6 code 
ti groupe et note Z( 6, I+)+ ou plus simplement 2. Du fait que ~4 est surjectif, ce 
code est maximal. Par definition, le degre’ de 2 est 6gaE au degre de G et on dit 
que 2 est rigulier lorsque H = 1, c’est-a-dire lorsque G est regulier. Par la suite, 
nous nous interesserons particulierement aux codes 5 groupe reguliers qui sont done 
les bases des noyaux de morphismes urjectifs. En voici quelques exemples. 
Exemple 1. Soit G le groupe engendre par la permutation cy = (0 1) et soit (CI : {a, b}* + 
G le morphisme defini par +(a) = LY et 1,4(b) = 1. Le sous-groupe HI de G fixant le 
point 0 se reduit 6 l’identite et on a e-‘(H) = {w E A* t.q. 1 wIp = 0 (mod 2)). Sa base 
2 = ab*a u {b) est done un code a groupe regulier de degre 2. 
Exemple 2. Soient G le groupe engendre par la permutation cy = (ii 1 . . . n - 1); 
H = 1 le sous-groupe fixant le point 0 et #: A* + G le morphisme defini, nout tout 
-___ a E A, par #(a) = (Y. La base Z du noyau dc $, yul esi uu code i grozpe r&tti!ier 
de degrC n, est l’ensemble des mots de A* de longueur n. 01ll l’appelle habituellement 
le cotxs uniforme de longueur n et on le note A”. 
Les codes B groupe s’obtiennent aussi comme base de la partie positive d’un 
sous-groupe libre sur A. Notons en effet c : A* + A@ l’injection canonique et soit 
p : A@+ G le morphisme de groupes defini, pour tout a E A, par p(a) = +(a). On a 
alors le diagramme commutatif: 
Maintenant, si 2 = Z(G, H)$ et K = p”‘( H), il vient: 
Z* = +-‘(H) = C’(p-l(H)\ = C’(K) = K n A*a 
I 
La proposition qui suit regroupe les principales proprietes des codes a groupe [ 121. 
ssi G est jini. 
Soit Z = Z( G, H), un code ci groupe. 
taxique de Z* est kq n particulier est rationnel 
(b) Z est jini ssi Z = A” et dans ce cas G est cyclique d’ordre n. 
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D’apr& ce qui precede, tout groupe fini est un groupe syntaxique d’un sous- 
monoi’de rationnei Z* de A*, mais, a moins que G ne soit cyclique, 2 est toujours 
infini. D’oiIi le probleme suivant: un groupe fini peut-il 6tre un groupe syntaxique 
dun sow-monoi’de finiment engendre? Et plus particulierement, si 2 est un code 
5 groupe associe au groupe G, existe-t-il des parties finies X de 2 telles que G est 
un groupe syntaxique de X *3 Le resultat suivant donne une condition necessaire . 
et suffisante pour que ceci se realise. La partie directe de ce theoreme’.est due 5 [ 1 l] 
et la reciproque 5 [9]. 
h&w$me 3.2. Soient Z = Z( G, H )+ un code h groupe et X une partiefinie de Z. Alors 
M(X*) contient un groupe maximal equivalent ci G ssi il existe un ensemble fini 
Y c A* &ijiant les conditions: 
(1) Vy E Y, ?‘ensemble (z E Z t.q. z E A*yA*} est jni; 
(2) $( Y*) = G; 
(3) F(Y”)fIZEX. 
Le theoreme qui suit, du a Perrin [9], r&out le probleme enonce plus hat.t. Nous 
en rappelons la preuve qui est constructive et que nous aurons 5 utiliser plu.: kin. 
Thkor5me 3.3. Pour tout groupeJini G, il existe un alphabet jini A, tel que G soit un 
groupe syntaxique d ‘un sous-mono3’de jkiment engendre’ de A*. 
reuve. Soit H le sous-groupe de G fixant un point donne de l’ensemble sur lequel 
opere G et soit A un alphabet en bijection avec une partie generatrice de G. On 
etend cette bijection a un morphisme $ de A* SUP G et on note 2 le code B groupe 
associe. On choisit, pour tout a E A, un mot y E A* tel que 
(1) NY) = 4m; 
(2) l’ensemble {z E Zlz E A*yA*} est fini. 
Nous remarquons qu’un tel choix est toujours possible; en effet, comme 2 est 
un code rationnel, il existe un mot w E A* qui n’est pas facteur d’un mot de 2 et 
comme $ est surjectif, il existe un mot w’ tel que +( w’) = [@(w)]-‘. Pour tout a E A, 
en posant y = ww’a, les conditions ci-dessus sont trivialement verifiees. 
On note Y l’ensemble des mots, en bijection avec A, ainsi obtenus. 
On definit X’ comme la partie de 2 formee des mots qui sont facteurs d’au moins 
un mot de Y”, c’est-a-dire 
X’=(z~Zl3y~ Y*telqueyEA*zA*}=F(Y*)nZ 
L’ensemble X’ est fini et, pour toute partie finie X de 2 telle que X’s X, le 
monoi’de syntaxique de X* contient un groupe maximal equivalent a G puisque 
toutes les hypotheses du theoreme precedent sont satisfaites. Cl 
La preuve du t eoreme precedent permet de construire effectivement un ensemble 
fini X -qui est en fait un code biprefixe - tel que G soit un groupe syntaxiquq 
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de X*. 11 est alors nature1 de rechercher les parties X de ce type mais de cardinalite 
minimale. On a toutefois la minoration suivante [ll], qui r&out d’ailleurs la 
conjecture de Schutzenberger dans un cas particulier. 
Soient Z = Z( G, H)+ un code ci groupe de degre’ d et X une partieJinie 
de Z telle que G soit un groupe syntaxique de X *. Si G n ‘es? pas cyclique, alors 
Card(X) a d + 1. 
Les parties X recherchees ont de la 
fini de A* verifiant les conditions (1) et 
ramenes a l’etude des parties Y de A* 
lesquelles seulement ‘peu de mots de Z’ 
Y*. 
forme F( Y*) n Z, oh Y est un ensemble 
(2) du ThCoreme 3.2. Nous sommes ainsi 
qui satisfont de telles conditions et pour 
apparaissent comme facteurs des mots de 
Exemple 3. Appliquons la construction du Theoreme 3.3 au groupe G engendre 
par les permutations a! = (12)(3 4) et p = (13)(2 4). On definit un morphisme 
@:{a, b}*+ G par $(a) = Q! et t,b(b) = j3. Soit Z le code 5 groupe regulier associe. 
L’automate minimal de Z*, d(Z*), peut 6tre represent6 comme dans la Fig. 1. 
n a 3- 
Posons Y = (ababa, abababa) et X = F( Y*) n Z. 11 est facile, dans ce cas par- 
ticulier, de determiner les mots de X puisque aucun mot de Y n’est facteur d’un 
Fig. 1. 
mot de Z et, par consequent, F( Y*) n Z = F( Y2) n Z. On obtient alors 
X = (au, abab, baba, abaaba, baab). 
Par contre, pour Y = (aabbbab, abaaabb), on vkifie que X a onze elements. Dans 
les deux cas, G est un groupe syntaxique de X*. 
Nous remarquons que les mots du premier ensemble Y sont obtenus a partir du 
mot abab qui est Ktiquette d’un circuit hamiltonien dans &(Z*). Gette idie est h 
la base de la construction realisee plus loin. 
Rappelons brievement la definition (cf. [6]): Soit d = (0, I, T) un automate 
quelconque sur l’alphabet A, et soit c un chemin d’etiquetce w dans d de 
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longueur n. 
Ol a2 
c:q=q, -q2-*=.‘qn a,, q,+l = q’ 
avec w=a,a2... a,, (a, E A). 
On dit que c est un cycle ilimentaire de longueur n si q = q’ et si, pour tout 
i,jE{l,..., n}, i #j, on a qi # s. Si, en outre, n = Card(Q) on dit que c est un 
ciwUit hamiltonien. 
La proposition suivante est immediate. 
Soient Z = Z( G, l)+ un code ci groupe rkgulier de degre’d et &(Z*) = 
(Q, 1,l) l’automate minimal de Z*. Soit encore y E A* un mot de longueur d. Les 
conditions uivan tes son t kquivalen tes :
(i) Xl exkte q L t.q. le chemin q -+y q est un circuit hamiltonien. 
(ii) Pour tout q E Q, le chemin q jy q est un circuit hamiltonien. 
(ii) e(y) = 1 et G = { #( fi), #(fJ, . . . , +(fd )) oti, pour tout i E (1, . . . ) d ),A dksigne 
le facteur gauche de y de longueur i. 
roposition .2. Soit 2 un code ci groupe r&gulier de degre’ d et soit y E A’ un mot 
quelconque. Le conditions uivan tes son t iquivalen tes :
(i) y est Miquette d’un circuit hamiltonien dans &(Z*). 
(ii) y est de longueur d et n’est pas facteur propre d’un mot de Z. 
(iii) y est de longueur d et n’a pas de fixteur propre dans Z. 
reuve. Posons Z = Z( G, l)* et d(Z*) = (Q, 1,l). 
(i)*(ii) et (i)*(“‘) 111 sont consequences des Equivalences (i) et (ii) de la Proposi- 
tion 4.1. 
(iii)+(i): Supposons qu’il existe q, r, s E Q, f, g E A* et x E A+ tels que y = fxg et 
le chemin r -Jq +x q -g s est un chemin dans d(Z*). Alors e(x) est une permuta- 
tion qui fixe q et comme G est regulier, on deduit $(x) = 1. 
Par consequent, x e Z* . Mais comme y n’a pas de facteur propre dans Z, il s’ensuit 
f = g = 1 et x E Z. D’oti, y est 1’Ctiquette d’un cycle elementaire de longueur d. 
(ii)*(i): Soit y = ala2 *. . ad (aj E A) un mot qui n’est pas facteur propre d’un 
mot de Z. Soit Q={q,,q2 ,... , qd} une 6num6ration des &tats. 11 existe alors, pour 
tout &{I,... , d>, un facteur gauche J da ‘9 tar “11~ 0-1~ f: l= 1, et ccmmei pour tout u .v &“I y-w 7rY” \.fII 
f E A*, $(f) est une permutation, on dkduit que, pout i #j, J #A. On peut toujours 
supposer, quitte B considher une nnuvelle humkration des hats. que le facteur J
i@(J) = 1 soit J = a,a2.. . aj. On a ah% fd "y et nfkessairement qd = 1;
sinon, y serait facteur droit propre d’un mot de Z. insi G = {J/( f,), +( f2), .. . , +( fd)} 
avec +cf, ) = 1. 11 s’ensuit, de la Proposition 4.1 que y est l’etiquette d’un circuit 
hamiltonien dans ti(Z*). c] 
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Klerlein a d6montr6 [‘?I que si G est un groupe elien fini, alors le graphe de 
Cayley de G associ6 A sa repr6sentation standar a un circuit hamiltonien. La 
proposition suivante n’est qu’une reformulation de ce r&ultat dans le cas particulier 
oti G a rang 2. 
roposition .3. soit rz et m deux entiers positifs et soit G le groupe G = 
((Y,pla!“=p”= 1 et ap = pa). Notons Z = Z( ti, l), le code 6 groupe rt?&lier associi, 
06 le morphisme $ : A* + G est d@ni par $(a) = cy et q?(b) = p. Si n divise m, alors 
le mot y = (an-‘b)m est 1’6tiquette d’un circuit hamiltonien dans &(Z*). 
Preuve. Remarquons tout d’abord que, puisque n divise m, #(y) = 1 tandis que, 
pour tout facteur gauche propre f de y, e(f) # 1. I1 suffit de prouver alors, d’apri% 
la Proposition 4.1, que deux facteurs gauches propres distincts de y ont, par #, des 
images distinctes. En effet, posons f, = (an-‘b)kai et fi = (a”-‘b)‘aj avec 0~ k, 1~ m 
et OS i,j < n. AJors #(ft) = #(f2) implique pk-’ = ~y(‘-~)(*-%?. D’o6 k = 1 et j = i. 
cl 
Remarque. Si n ne divise pas m le r6sultat p&&dent est faux; par exemple, pour 
n = 3 et m = 2, on v&ifie facilement que l’automate minimal de Z* ne contient pas 
de circuit hamiltonien. 
5. R6sultat principal 
Nous allons construire, pout tout groupe ab6lien G de rang 2 et de degrC d, une 
partie X c {a, b}* de cardinal d + 1 telle que G soit un groupe syntaxique de X*. 
Rappelons d’abord quelques d&finitions. 
Soit Z un code g groupe et w un mot de A*. Une Z-interpr&a?ion de w est un 
triplet (d, z, g) tel que w = dzg oti d (respectivement g) est un facteur droit (respec- 
tivement gauche) propre de w et z E Z *. On note I,(w) l’ensemble des Z-interprkta- 
tions de w. 
La proposition suivante 6tablit le lien entre le nombre de Z-interprktations d’un 
mot w et le degr6 du code. On pourra trouver une preuve dans [ll]. 
Soit Z un code 6 groupe de degpe’ d. Pour totit w E A*, Card( I, ( w?) s d. 
De plus, Card( I,, w)) = d ssi w & FI(Z). 
Soit w E A*. Un point de w est un couple (w, w2) E A* x * tei c%a’c N’ = WI F2- 
n dit que le mot M E A* recouvre le poi 
de u tel que 
A*w,nA*u,#@ et wzA*nu2A*#QJ. 
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u1 u2 5 u2 ul 
-l----t VI- I e-t 
I * * t -I- t -l-- 
1 2 wl w2 w1 2 
Fig. 2. 
pie 4. Voir la Fig. 2. 
mme 5.2. Soit Z c A* un code ci groupe rkgulier de degre’ d et supposons qu’il existe 
un mot y E Ad n FP(Z). Posons w = yaya, avec a E A une lettre c;luelconque. Alors 
l’ensemble 
T = (z E Z tels que w E A*zA*) 
a au plus d + 1 klkments. 
reuve. D’apres la Proposition 5.1, w admet d Z-interpretations; par con&quent, 
le point (ya, ya) de w est recouvert par exactement d mots. De la Proposition 4.2, 
on deduit qu’aucun mot de Z n’est facteur propre de y. Ainsi tous les mots de Z, 
facteurs de w, sont soit le mot y, soit ceux recouvrant le point (ya, ya j de w. Cl 
h&&me 5.3. Soit G un groupe abilien de rang 2 et degre’ d. I1 existe une partie 
X c {a, b)* de cardinal d + 1 telle que G est un groupe syntaxique de X*. 
zcuve. D’apres le theoreme fondamental des groupes abeliens, il existe deux 
uniques entiers positifs n, m tels que n divise m, nm = d et G = Z,,, x H,. Notons 
A = { CU, /?} l’ensemble de generateurs de G associe a sa -epr&entation standard avec 
**+m=1* 
Posons A = {a, b}. On definit le morphisme $ : A* + G par $(a) = cy et #( 6) = pa 
et on note Z le code a groupe regulier associe. D’apres la Proposition 4.3, le mot 
y = ( an-‘b)m est l’etiquette d’un circuit hamiltonien dans &( Z*). Posons ya = 
( an-‘b)ma, yb = (a*-’ b)m+‘a, Y={y,,yb}etX=F(Y*jnZ.Commeaucunmotde 
Y n’est facteur propre d’un mot de Z, on deduit que F( Y*) n Z = F( Y*) n Z. Ainsi 
X est fini et, d’apres ie Theoreme 3.2, G est un groupe syntaxique de X*. 
Posons, pour i, j E A, Xi = {Z E Z t.q. yiyj E A*zA*}. I1 s’ensuit que X = UiaEA Xii. 
On sait que Card(X) 2 d + 1 (cf. Theo&me 3.4) et du lemme precedent nous avons 
Card(X,,) s d + 1. Le resultat sera aiors itabli si nous demontrons que Xj = X,, 
(vg ‘,jE:.A;). = ;n eEet, de la definition! de YF nous dkduisons ks relations suivantes: 
(1 j yayb =y&#“-‘ba, \ 
(2) ybh = a”-‘bx& 
(3) VLV~ =a’*-‘bv v a”-*ba, , “, .J I’ a ,” 
(4) ybyb = yaan-*bayaan-*ba, 
+ (3) entrajinent X,, c X0 pout tout i, j E A, La relation (5) 
pour i Z j (i, jE A). I1 suffit alors de prouver que Xbb c_ X,,. 
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Fig. 3. 
Considerons le point (yb, yb) de y6yb. Graphiquement nous avons (en utilisant 
les relations (3) et (4)) la Fig. 3. 
Soit z E Xb, ; alors necessairement: ou bien z recouvre le point (yb, yb) ou bien z 
est facteur (propre) de yaun-* b. Dans le premier cas, z E X,, puisque ya & FP(;;3’); 
Bans le second, on a les possibilites suivantes: - 
(3 Yd n-2b E zA*, 
(ii) Y&J n-2b E A*z, 
(iii) y,a’EA*z pour O<isn-2. 
Les cas (i) et (ii) entratnent z = y. Pour le cas (iii), nous remarquons que yJ est 
facteur gauche de yay,, Vi E (0,. . . , n - 2). Ainsi, dans tous les cas, z E X,,. q 
Sachant que Z* = {wEA*l~wl,=O(mod n) et IwlbiO(rnod m)}, il est facile de 
determiner les mots de 2 qui sont facteurs d’un mot quelconque de A* et en 
particulier ceux qui sont facteurs du mot ycly,. Nous obtenons alors le corollaire 
suivant. 
Corollaire 5.4. Soient n, m deux entierspositifs tels que n divise m et soit X,,,, l’ensemble 
x =(*“-1 
m,n 
b)m+all+ c (a”-lb)ja(an-lb)m-j~n-l 
j=l 
n-2 m-l 
+ c c aib(an-lb)ja(an-lb)m-j-lcn-2-i. 
Alors le monoi’de syn taxique de X z,,, contient un groupe maximal &quivalent ti Zm X En. 
3e 5. Four n = 92 - 2, on obtient l’ensemble X de l’exemple. 3. 
e nombreux exemples montrent qu’on peut, a partir d’u 
e rang 3 ou 4 et de degre quelconque, construire une partie 
telle que G soit un groupe syntaxique de X*, avec Card(A) = rang(G) et Card(X) 
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conforme a la formule de Schreier. La methode utilisee est celie du ‘I’heoreme 3.3 
ou les ensembles ont ‘particularises’, comme dans le Theo&me 5.3, dans le sens 
suivant: 
Soient A l’ensemble des g6nirateurs minimal de G associe a sa repkentation 
standard, et A un alphabet en bijection avec A. On 6tend cette bijection a un 
morphisrne # : A” + G, et on note Z le code B group@ regulier associk Soit encore 
y l’etiquette d’un circuit hamiltonien dans sS(Z*) (l’existence de y est assurke par 
le theoreme de Klerlein [7]). On note, pour tout a E A, fp l’unique facteur gauche 
propre de y tel que #(h) = #(a). On pose Y = {yh}aEA et X = F( Y*) n Z D’apres 
le Th6orEme 3.2, G est un groupe syntaxique de X* et le calcul montre, dans les 
exemples etudik, que Card(X) est conforme B la formule de Schreier, Nous 
considerons ici le cas G = 
Soit A = { QI, & y} et A = {u, b, c}. On definit # : A* -, G par #(a) = cy, q(b) = p et 









c t I 
a 
Fig. 4. 
Le mot y = (abu# est l’itiquette d’un circuit hamihonien. On a alors Y = 
((ubuc)%, ( ubuc)2uba, ( ubuc)3uba} et on obtient pour X l’ensemble 
X = ((ubuc)2, (buca)2, (cubu)2, (ucub)2, a2, buub, ubuubu, ucubucuubu, 
cubucuub, ubucuubucu, bucuubuc, ucuubacubu, cuubucub, 
ubucubuubucubu, bucubaubucab, scabuubuca, cubuubac). 
s remarquons que X = X,, u X,, avec Card( X,,) = d + 1 et Card (X, n xa,) = d. 
ntrer, en operant d nsformations de Nielsen opportunes, que X 
our Se sous-groupe @ dont la partie positive est Z*. 
trons ici que les ensembles ,n du Corollaire 5.4 sont des 
bases pour des sous-grou es du groupe Ii& A@ &index mn. 
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Rappelons d’abord que, &ant donnC deux codes X et Y sur l’alphabet A, on dit 
que X se &compose sur y si X E Y”. Rappelons aussi qu’un ensemble S c A@ est 
un sys&me de Schreier sur A si, pour tout s E S, le mot reduit alo2 . . . a, qui le 
represente v&ifie la condition 
ala2.. . a,-1 ES 
oti, pour tout ie{l,..., t}, a,EAuA 
Nous noterons $ l’inverse de 1’ClCment wE A? Nous utiliserons le resultat suivant 
(cf. [5, p. 991) 
Th6orGnae 6.1. Soit S un systime de Schreier sur A et soit @ une fonction d&me sur 
les elements de la forme h - sa (ozi s E S et a E A u A) verifiant les conditions: 
(1) @(sa) E S; 
(2) Si sa E S alors @(sa) = sa; 
(3) @( @(sa)S) = s 
Alors l’ensemble des &ments k = sa@(sa) # 1 est une base pour un sous-groupe K 
de A@ et S est un ensemble de representants des classes laterales ci droite de K dans A? 
Par la suite, T, designe l’ensemble T, = an + cyli a’ba n-i-1m 
Preuve. Nous divisons la preuve en trois parties: 





et yii l’&ment d’indice (i, j) dans la somme 
n-2 m-l 
C c aib(an-lb~a(an-lb)m-j-lan-2-i~ 
i=() j=() 
Posons x0 = an et z = (a +‘b)“. On a Cvidemment x0, z E Tz. Pour tout j E 
11 9***3 m - l}, Xj E Tz puisque 
Xj= a ( 
n-lb)ia(an-lb)m-;qn-l = (an-lby’an(ban-l)m-j. 
Qemime,YiE{O ,..., n-2) etjE{O ,..., m- ), yid E TZ puisque 
Yii 
= aib(an-lby’a(an-lb)m-j-lan-~ I = (aiban-f-ly’+l(ai+lban-i-2). 
(2) Tn est une base pour un 
S={l,a,a2 ,... ;a”-‘}. S est un 
i E (0, _. . p M - I}, on nit 
@(a%) = @(a’b) = a’+’ 
sows-groupe de A@ ‘index n; en 
sysizrnc de Schreier sur l’alphabet 
et @(aid) = @(a’@ = a’-l 
posons 
ur tout 
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06 les entiers i + 1 et i - 1 sont pris mod n. La fonction Qp vkifie bien les conditions 
&rkme 6.1 et, par consiquent, I’ensemble 
n = (a”, bii, abi?, a2bii3,. . . , an-zbiin-‘, a”-‘6) 
est une base pour un sous groupe K de A@ d’index n. On en ddduit que T, est 
aussi une base pour K puisque T, peut s’obtenir & partir de R, en consid&ant les 
transformations de Nielsen suivantes: 
bd + bda”, 
a’&j’+‘-, a’ba’+‘.a” (i = 1,. . . , n -2). 
(3) X, n est une base pour un sous-groupe de c, d’index m; en effet, consickwns 
le syst5mi de Schreier S sur Tn : S = {( a"-'b y’ lj E (0, . . . , m - i )) et definissons @ 
de la fagon suivante: 
(i) Vje (0,. . . , m - 1): @((a”-‘by’a”) = (a”-‘by; 
(ii) E IO 9*-99 m - 1) et WC T, -(an}: @((a”-‘by’t) = (a”. ‘by” avec j+ 1s 
0 (mod m); 
(iii) Vs E S et Vt E T, : si @( st) = s’ (s’ E S), alors on d%nit Gb $7’) = s. 
L’application du Th&orkme 6.1 foumit une base que nous not;zs I?,,,, pour un 
sous-groupe de c d’index m: 
M-1 
R m,n = (an-‘b)m +a”+ 1 (a”-‘by’a”(a”-‘by’ 
j=l 
+nfz mil tan-l b)jdiban-i-l~an-lb)i+ 1 
i=o j=() 
(avec j+ 1 s 0 (mod m)). Soit xj et J+, comme en (3) et posons, dans les sommes 
ci-dessus 
r. = 
J ( an-lb)ian(an-lby’, 
n a alors les egalitk suivantes: 
(a) V~~{19...,m-1}:~j=rj~~~‘U~~; . 
fW E w 9.•=9 n-3} etjE{O,.. . . - 1): 
(4 f (0 99*=9 m -2): yn-2, =n:= 
bd) yn-z,m-’ =nEi’ Un-2 I* . 
ermet de conclure que X,,,, est une base equivalente Ci R,,,. q 
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