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Abstract. In this paper we introduce variable exponent local Hardy spaces h p(·) L (R n ) associated with a non-negative self-adjoint operator L. We assume that, for every t > 0, the operator e −tL has an integral representation whose kernel satisfies a Gaussian upper bound. We define h p(·) L (R n ) by using an area square integral involving the semigroup {e −tL } t>0 . A molecular characterization of h p(·) L (R n ) is established. As an application of the molecular characterization we prove that h 
Introduction
Hardy spaces were originated in the first half of the 20th century in the setting of Fourier series and complex analysis in one variable. The foundations of the real Hardy space H p (R n ), 0 < p ≤ 1, were laid in the celebrated paper of Fefferman and Stein [28] . After that article and until today, Hardy spaces, and their applications and generalizations, have been an active and flourishing area of work. As it is well-known, an important fact is that Hardy spaces H p (R n ) serve as a substitute of L p (R n ) when 0 < p ≤ 1 in many applications. Hardy spaces, initially defined on R n , have been extended to other settings having different underlying spaces (see [2] , [6] , [14] , [36] , [55] and [58] , among others). Hardy spaces H p (R n ) are closely connected with the Laplacian operator ∆ = It is usually considered a non-negative and self-adjoint operator L :
Then, the operator L generates a bounded analytic semigroup {e −tL } t>0 ( [50] ). Also, it is assumed that the so-called heat semigroup {e −tL } t>0 associated with L satisfies some kind of off-diagonal estimates. Auscher, Duong and McIntosh ( [4] ) and Duong and Yang ([25] and [26] ) defined Hardy spaces related to operators L such that, for every t > 0, the operator e −tL is an integral operator whose kernel satisfies a pointwise Gaussian upper bound. There exist operators, for instance, second order divergence form elliptic operators on R n with complex coefficients, where pointwise heat kernels bounds may fail. In [6] and [33] Hardy spaces associated with operators using only Davies-Gaffney type estimates in place of pointwise kernel bounds were studied.
Weighted Hardy spaces adapted to operators such that {e −tL } t>0 fulfills reinforced off-diagonal estimates were introduced in [9] . This off-diagonal estimate property had been considered by Auscher and Martell ( [5] ).
The principle that Hardy spaces H p (R n ) are like L p (R n ) when 0 < p < 1 breaks down in some key points (see [29] ). In order to solve this problem, Goldberg ([29] ) introduced the so-called local Hardy spaces h p (R n ). These Hardy spaces are more suited to problems related with partial differential equations. Distributions in H p (R n ) are boundary values of conjugate harmonic functions in the upper-half space R n+1
is replaced by the strip R n × (0, 1). Local Hardy spaces can be characterized by the corresponding localized maximal operators, Littlewood-Paley square functions and Riesz transforms. Local Hardy spaces have also been extended to other settings ( [7] , [12] , [20] , [56] and [59] ) and adapted to operators ( [11] , [30] , [38] and [40] ).
Hardy spaces with variable exponent were studied by Cruz-Uribe and Wang ( [17] ) and Nakai and Sawano ([48] ). The role of L p -spaces is now played by the variable exponent Lebesgue spaces L p(·) (R n ). In the monographs [18] and [23] a systematic and exhaustive study of L p(·) -spaces is presented. We will give below the properties of the spaces L p(·) (R n ) that we will use throughout this paper. In [17] and [48] , the variable exponent Hardy spaces H p(·) (R n ) are characterized by using the maximal functions and atomic representations. Sawano [53] generalized the atomic characterizations of H p(·) (R n ). Hardy spaces H p(·) (R n ) are described in terms of Riesz transforms and intrinsic square functions in [63] and [66] , respectively. The dual spaces of H p(·) (R n ) are characterized as Campanato spaces in [48] . Variable exponent Hardy spaces H p(·) (X) when X is a RD-homogeneous space were studied by Zhuo, Sawano and Yang ([64] ).
Lorentz spaces with variable exponents were investigated by Ephremidze, Kokilashvili and Samko [27] and Kempka and Vybíral [39] . In [1] and [44] Hardy-Lorentz spaces with variable exponents have also been studied.
Diening, Hästö and Roudenko ( [24] ) defined the variable exponent local Hardy space h p(·) (R n ) as a Triebel-Lizorkin space F 0 p(·),2 (R n ) with variable integrability.
Nakai and Sawano ([48] ) characterized h p(·) (R n ) by using local maximal functions. Local Hardy spaces of Musielak-Orlicz type were studied in [60] . Musielak-Orlicz and variable exponent Hardy spaces do not cover each other.
Hardy spaces with variable exponent associated with operators have been studied in the last years. Yang and Zhuo ([62] and [65] ) considered non-negative and self-adjoint operators such that the semigroup {e −tL } t>0 satisfies upper Gaussian bounds. In [61] the pointwise boundedness is replaced by reinforced off-diagonal estimates.
Our objective in this article is to introduce local Hardy spaces with variable exponents associated with operators. We prove a molecular characterization for these local Hardy spaces. By using this characterization, we establish relations between our local Hardy spaces with variable exponent and its global counterpart.
Before stating our results we recall some definitions and properties that we will use in the sequel.
Assume that p : R n → (0, ∞) is a measurable function. We define p − = ess inf x∈R n p(x), p + = ess sup x∈R n p(x).
Here, we suppose that 0 < p − ≤ p + < ∞. The modular of a measurable complexvalued function f defined on R n is given by
The variable exponent Lebesgue space L p(·) (R n ) consists of all those measurable complex-valued functions f on R n for which ̺ p(·) (f ) < ∞. The Luxemburg norm on L p(·) (R n ) is defined by
An extensive study about L p(·) -spaces can be encountered in [18] and [23] . A fundamental tool in harmonic analysis and, in particular, in the study of Hardy spaces is the Hardy-Littlewood maximal function M. Several authors have studied L p(·) -boundedness properties of M. The class of globally log-Hölder continuous functions plays an important role.
We say that an exponent p defined on R n is globally log-Hölder continuous, abbreviated p ∈ C log (R n ), if the following two properties hold:
(LH1) There exists C > 0 such that |p(x) − p(y)| ≤ C log(e + 1/|x − y|) , x, y ∈ R n .
(LH2) There exist C > 0 and p ∞ ≥ 0 for which
In [22] it was proved that M is bounded from L p(·) (R n ) into itself provided that p ∈ C log (R n ) and p − > 1 (see also [16] ). It is possible to obtain boundedness results for M under weaker conditions ( [21] , [42] , [49] ).
Throughout this paper we consider a densely defined operator
, where D(L) denotes the domain of L, satisfying the following two assumptions:
(A1) L is non-negative and self-adjoint. (Note that according to (A1) the operator −L generates a bounded analytic semigroup {e −tL } t>0 (see [50] )).
(A2) For every t > 0, there exists a measurable function
and it satisfies the following pointwise upper Gaussian bound:
for some positive constants c and C.
From [50, Theorem 6.17] , since {e −tL } t>0 is a bounded analytic semigroup and, for every t > 0, (1.1) holds, it follows that, for every k ∈ N 0 = N ∪ {0}, there exist c, C > 0 such that
As it can be seen in [47, p. 227] , since L satisfies the assumption (A1), L has a bounded functional calculus and satisfies quadratic estimates (see for instance [47, §8, Theorem, p. 225]). In particular, for every k ∈ N 0 , we have that
where g k L represents the k-th vertical Littlewood-Paley square function associated with L which is defined by
. There exist many operators satisfying the assumptions (A1) and (A2). For instance, the following operators fulfill both assumptions ( [51] ):
. . , n, and L is a uniformly elliptic operator; (ii) the Schrödinger operator with magnetic field defined by
where, for every k ∈ {1, ..
We now define the local Hardy space h p(·) L (R n ) with variable exponent p(·) associated to the operator L. Our definition is motivated by those ones due to Carbonaro, McIntosh and Morris ( [12] ), who defined the local Hardy space h 1 of differential form on Riemannian manifolds, and Cao, Mayboroda and Yang ([11] ) who introduced local Hardy spaces h p A , 0 < p ≤ 1 associated with inhomogeneous higher order elliptic operators A.
We consider the area square function S L defined by
and the localized area square integral function S loc L defined by
where B(x, t) denotes the ball in R n centered at x with radius t. By (1.3) we deduce that both S L and S loc L are bounded (sublinear) operators from L 2 (R n ) into itself.
L (R n ) associated with L was defined in [62] as
We introduce the local Hardy space h
Here, S I denotes the area square integral associated with the identity operator. We consider the quasi-norm
given by
We define the local Hardy space h
.
Our local Hardy space
L (R n ) should meet the following two properties:
we denote the local Hardy space (with constant exponent) defined in [29] , [38] and [40] .
It is not clear from the above definition that (I) and (II) hold. However these properties will be transparent by using the molecular characterization of h p(·) L (R n ) that we establish in Theorem 1.1.
Let B = B(x B , r B ) be a ball in R n with x B ∈ R n and r B > 0. If λ > 0, we define λB = B(x B , λr B ). For every i ∈ N, S i (B) = 2 i B \ 2 i−1 B and S 0 (B) = B. Let M ∈ N 0 and ε > 0. We distinguish two types of local molecules: a measurable
Here and in the sequel, p = min{1, p − }. We define the quasi-norm
, where the infimum is taken over all the sequences {(λ j , B j )} j∈N such that, for every j ∈ N, λ j > 0 and B j is a ball for which there exists a (
We now establish a molecular characterization of the space h
The embeddings in (i) and (ii) are algebraic and topological.
In 
log (R n ) and p + < 2. Hence, the above property (I) holds.
On the other hand, the molecular and atomic characterizations established in [29] , [30] , [38] and [40] , and Theorem 1.1 allow us to prove that the above property (II) is also satisfied.
Also, from Theorem 1.1 we deduce the following result.
In order to show Theorem (R n ) is not included in the ones studied in [61] . A remarkable property is the equality H
is a space of mixednorm with variable exponent (see Section 2 for details), and it is an extension to variable exponent of certain function spaces considered in [11] and [12] .
In the proof of Theorem 1.1 we also consider the local tent space t
2 (R n ) that is used to prove Theorem 1.1(i).
We now state a generalization of [40, Theorem 7] . 
The twisted Laplacian operator L is defined by
It is a magnetic Schrödinger operator with potential zero. The spectrum of L is ), for 0 < p < 1, were treated in [34] and [35] . The strategy employed in [46] , and then in [34] and [35] is "ad-hoc" for the operator L. Our procedure applies to a wider class of operators. The Hardy spaces H p L (R 2n ), for 0 < p ≤ 1, are defined by using maximal functions given in terms of the so called twisted convolution (see for instance [34] , [35] and [46] [29] . In [46] , it is fundamental an atomic description of the space H 1 L (R 2n ) by using atoms that satisfy a twisted null moment property that depends on the center of the ball associated with the atom. For us, it is not clear how to extend this atomic characterization to variable exponent Hardy spaces associated with L. The obstruction is that the molecular quasi-norm works in a very different way when we have variable exponents. These differences are transparent in the results of Hästö ([32] ). On the other hand, global Hardy spaces associated with general magnetic Schrödinger operators were investigated in [37] with constant exponents and in [60] in the Musielak-Orlicz setting. The procedure used in those articles depends strongly on the properties of certain partial differential equations that do not hold for general operators.
Another consequence of the molecular characterization in Theorem 1.3 is given in the following result.
L+I (R n ) algebraically and topologically.
This result generalizes the one obtained in [38] where it is proved that h
Other property of this type was established for 0 < p ≤ 1 and inhomogeneous higher order elliptic operators in [11, Theorem 4.6] .
Since σ(L + I) ⊂ [1, ∞), by combining Theorems 1.3 and 1.4 we get the following Corollary.
L+mI (R n ) algebraically and topologically.
The remaining of the paper is organized as follows. In Section 2 we recall definitions and main properties of tent and local tent spaces with variable exponents. In Section 3 we establish that H Throughout this paper, by C and c we shall always denote positive constants that may change from one line to another.
Tent and local tent spaces with variable exponent
Tent spaces were introduced by Coifman, Meyer and Stein in their celebrated paper [13] . The definition and main properties of variable exponent tent spaces can be found in [62] and [66] .
Let F be a complex-valued measurable function on R n+1 + . We define T (F ) as follows
We say that F is in the tent space T
(R n ) reduces to the tent space T r 2 (R n ) defined in [13] .
, q)-atom associated to a ball B = B(x B , r B ) with x B ∈ R n and r B > 0, when (i) supp A ⊂ B, where B denotes the tent supported on B, that is,
In [66, Theorem 2.16 ] the following atomic decomposition of the elements of T
Then, there exists C > 0 such that, for every
, ∞)-atom A j associated with the ball B j , such that
where the series converges absolutely for almost every
Non-uniformly local tent spaces with constant exponent have been studied by Amenta and Kemppainen ([3] ). We consider uniformly local tent spaces with variable exponents.
Let F be a measurable complex-valued function on R n ×(0, 1). We define T loc (F ) by
We say that F is in the local tent space t
The space t
is a quasi-Banach space. By taking p(x) = r, x ∈ R n , with r ∈ (0, 1), the space t
2 (R n ) reduces to the space t r 2 (R n ) considered in [11] and [12] .
We define atoms in t
2 (R n ) as follows. Here we consider only 2-atoms. A measurable function A is a (t
. By combining the arguments in [12, Theorem 3.6] and [66, Theorem 2.16 ] (see also [52] ) we can prove the following atomic representation for the elements of t
For a certain C > 0 we have that, for every
2 , 2)-atom A j associated with the ball B j , such that
where the series converges absolutely for almost every (x, t) ∈ R n × (0, 1), in
A sequence of cubes Q = {Q j } j∈N is said to be a unit cube structure on R n when the following properties are satisfied:
Here A
• denotes the interior of the set A. Suppose that Q is a unit cube structure. The space L p(·) Q (R n ) consists of all those measurable functions f on R n for which the series
It is clear that
Note that, according to the property (iii) of
Suppose now that α : N → N is a bijective mapping and f ∈ L p(·)
. It is clear that the sequence {F m } m∈N is increasing and verifies
Similarly, we can see that
Hence, the series
Q (R n ) does not depend on the unit cube structure on R n .
Proposition 3.1. Let p ∈ C log (R n ) and suppose that Q and R are two unit cube
R (R n ) algebraical and topologically.
Proof. We write Q = {Q j } j∈N and R = {R j } j∈N . There exists J 0 ∈ N such that, for every j ∈ N, the set
has at most J 0 elements and then we can find a cube S j in R n such that its sidelength is less or equal than 2J 0 and ∪ i∈Aj R i ⊂ S j . According to [66, Lemma 2.6], we know that there exists C > 0 such that, for every j ∈ N,
where we have used that there exists J 1 ∈ N such that for every i ∈ N, the set {j ∈ N :
. By repeating the argument used above, interchanging the roles of Q and R, we obtain the desired result.
Let B be a ball in R n with radius greater than or equal to
Q -atom associated with B when a is supported on B and
Q (R n ) by using atoms.
Theorem 3.2. Assume that p ∈ C log (R n ) with p + < 2, Q is a unit cube structure on R n and f a measurable function on R n . The following assertions are equivalent.
(ii) For every j ∈ N, there exist λ j > 0 and a L p(·)
Q -atom a j associated with a ball B j with radius greater than or equal to
are comparable, where
and the infimum is taken over all the sequences {(λ j , B j )} j∈N verifying that λ j > 0 and there exists a L
p(·)
Q -atom a j associated with the ball B j with radius greater or equal than
Proof. We write Q = {Q j } j∈N . Since Q is a unit cube structure, there exists 0 < δ ≤ 1 such that, for every j ∈ N, δB j ⊂ Q j ⊂ B j for certain ball B j with radius 1.
Q (R n ). For every j ∈ N for which f χ Qj 2 = 0, we define
and, in other case, λ j = 0 and
and, by (3.1), and since Q
This means that
Q -atom associated to B j . Also, by [66, Lemma 2.6] and since
Here, if α > 0 and Q is a cube with sides of length ℓ Q , αQ represents the cube with the same center as Q and with sides of length αℓ Q . By using [62, Remark 3.16] and that Q
where, for every j ∈ N,
Q -atom associated with the ball B j with radius greater or equal than 1 satisfying that
For every j ∈ N, we define the set J j = {i ∈ N : B j ∩ Q i = ∅}. Then, we can write
It is clear that, since the radius of B j is at least 1 and Q j is contained in a ball of radius 1, then supp b j ⊂ 3B j . Thus,
Moreover, since p + < 2, according to [53, 
The proof is thus finished.
Remark 3.4. In the proof of Theorem 3.2 it is established that, if
Q -atom a j associated with a ball B j with radius
As a consequence of Theorem 3.2 we obtain the following result.
Corollary 3.5. Assume that p ∈ C log (R n ) with p + < 2, and Q is a unit cube
Q -atom associated with a ball B j with radius at least 1 satisfying that 
Remark 3.6. The inclusion established in Corollary 3.5 is proper. In order to prove this fact, we modify the function considered in [10, Remark 3.10] . Suppose that p ∈ C log (R n ) with p + < 2, so p − < 2. We define
On the other hand, we have that
Our next objective is to characterize the Hardy space H p(·) I (R n ) associated with the identity operator I, by using atoms and molecules (see Propositions 3.8 and 3.10).
Let M ∈ N 0 and ε > 0. A function a ∈ L 2 (R n ) is said to be a (p(·), 2, M )-atom associated with the ball B = B(x B , r B ), with x B ∈ R n and r B > 0, when supp a ⊂ B and, for every k ∈ {0, 1,
, where x B ∈ R n and r B > 0, when for every i ∈ N 0 ,
The molecular Hardy space H
are defined in the usual way. We observe that for every
, with x B ∈ R n and r B > 0, from (3.2) and by using [61, Lemma 3.8], we get
The following result will be very useful in the proof of Proposition 3.8. Let us consider, for every M ∈ N, the operator
Hölder's inequality leads to
Hence, the operator Π M is bounded from
, 2)-atom associated with the ball B = B(x B , r B ) where x B ∈ R n and r B > 0. Since supp A ⊂ B, we have that supp Π M (A) ⊂ B and
On the other hand,
and, for every k ∈ {0, 1, . . . , M − 1},
we conclude that,
Hence, there exists
, where for every j ∈ N, λ j > 0 and A j is a (T
, 2)-atom associated with a ball B j satisfying that
By taking into account that
. Also, according to [64, Proposition 2.11] we deduce that
So we have that
(R n ). According to Lemma 2.1, there exist, for every j ∈ N, λ j > 0 and a
, 2)-atom A j associated with the ball B j such that
Then, by Lemma 3.7, we get
I,at,M (R n ), and there exists C 0 > 0 such that, for every j ∈ N,
It is clear that
, and the convergence is in L 2 (R n and in H p(·) I,at,M (R n ). The proof can be finished by taking into account that H is the completion of H ∩ L 2 (R n ) with respect to the quasi-norm
For the reverse result we need the following useful lemma.
, where, for each j ∈ N, λ j > 0 and m j ∈ L 2 (R n ), and let {B j } j∈N be a sequence of balls in R n such that
Suppose also that, there exist C > 0 and η > n(1/p
By using (3.5) and according to [64 
, where for every j ∈ N, λ j > 0 and m j is a (p(·), 2, M, ε)-molecule associated with the ball B j and 
algebraic and topologically.
Proof. The operator I does not satisfy a reinforced off-diagonal estimates on balls (see [61, Assumption 2.4]) but we can use the procedure developed in the proof of [61, Proposition 3.10] with some modifications. Since S I is bounded from L 2 (R n ) into itself, according to Lemma 3.9 it is sufficient to show that, there exists η > n(1/p
Let i ∈ N 0 and j ∈ N. Since S I is a bounded (sublinear) operator on L 2 (R n ) by (3.3) (for k = 0), we get
. Assume now i ≥ 2 and write
We observe that if x ∈ S i (B j ) and t ∈ (0, 2 i−2 r Bj ), then B(x, t) ⊂ 2 i+1 B j \ 2 i−2 B j . Hence, for every 0 < t < 2 i−2 r Bj ,
and then,
. On the other hand, by (3.3) and [61, Lemma 3.8] we can write
So, in particular,
p(·) , and then,
By combining (3.7) and (3.8) and taking into account also (3.5) it follows that
Since ε > n(1/p − − 1/p + ) and 2M > n(2/p − − 1/2 − 1/p + ), (3.5) is established and the proof is complete.
As a consequence of Propositions 3.8 and 3.10 we can prove the following result. Theorem 3.11. Let p ∈ C log (R n ) such that p + < 2 and Q a unit cube structure.
(R n ) algebraic and topologically.
Proof. Note firstly that if a is a L p(·)
Q -atom associated with a ball B with radius greater than or equal to 1, then a is also a (p(·), 2, M )-atom, and then a (p(·), 2, M, ε)-molecule) associated with B, for every M ∈ N 0 and ε > 0.
Let
, where, for every j ∈ N, λ j > 0 and a j is a L
p(·)
Q -atom associated with the ball B j having radius equal to 1, and satisfying that 
Then, according to Proposition 3.10, we obtain that f ∈ H
and in H p(·) I,at,M (R n ), where, for every j ∈ N, λ j > 0 and a j is a (p(·), 2, M )-atom associated with the ball B j , satisfying that 
Here C > 0 does not depend on f . If the radius r Bj of B j is greater than or equal to 1, then a j is also a L
Q -atom associated with B j . Suppose now that a is a (p(·), 2, M )-atom associated with a ball B = B(x B , r B ) with x B ∈ R n and 0 < r B < 1. Our objective is to see that
Q -atom associated with B(x B , 1). According to [61, Lemma 3.8] we have that
Q (R n )-atom associated with B(x B , 1) for a certain C 0 > 0 which does not depend on a.
We deduce from Theorem 3.
(R n ), the proof is finished. 
Proof of Theorem 1.1 (i). Let ε > n(1/p
− − 1/p + ) and M ∈ N 0 such that
, where, for every j ∈ N, λ j > 0 and m j is a (p(·), 2, M, ε) L,loc -molecule associated with the ball B j , satisfying that 
In order to see that
We know that the local square function S loc L , S I and e −L are bounded from L 2 (R n ) into itself. So, according to Lemma 3.9 the proof will be finished when we show that, there exist C > 0 and η > n(1/p
Let m be a (p(·), 2, M, ε) L,loc -molecule associated to the ball B = B(x B , r B ), with x B ∈ R n and r B > 0. By proceeding as in (3.3) we can see that
The kernel k t of the integral operator Le −t 2 L is given by
where W L s , s > 0, is the kernel of the integral operator e −sL . From (1.2) we deduce that (4.4) |k t (x, y)| ≤ C e −c|x−y| 2 /t 2 t n+2 , x, y ∈ R n and t > 0.
We can write
On the other hand, we observe that t ∈ (0, 2 i−2 r B ) when t ∈ (0, 1) because r B ≥ 1. Then, if x ∈ S i (B), t ∈ (0, 1) and y ∈ B(x, t), then y ∈ 2 i+1 B \ 2 i−2 B, and thus |y − z| ∼ 2 i r B , when z ∈ (2 i+2 B \ 2 i−3 B) c . This fact, jointly (4.4), Hölder's inequality and (4.2) leads to
where N > n.
Since r B ≥ 1, according to [61, Lemma 3.8] and by choosing N large enough we get
. By combining the above estimates we obtain
We now deal with S I (e −L m). We write
As it was noted before, if
is bounded on L 2 (R n ) and proceeding as in the estimates of I 1 and I 2 we obtain
for N > 0. As above, by choosing N large enough it follows that
. On the other hand, using again the L 2 -boundedness of e −L , (4.2) and [61, Lemma 3.8] we get
p(·) , for N > 0, because r B ≥ 1. We take N sufficiently large to get
, and thus, we conclude that
, which jointly to (4.7) and (4.9) leads to the estimate (4.1) for the molecules of (I)-type, because ε > n(1/p − − 1/p + ). Assume next that m is a molecule of (II)-type. According to [61, (3. 13)] we can find C > 0 and η > n(1/p
Let us now show that this estimate is also satisfied by
. By proceeding as in the proof of (3.3) we can see that
into itself, and if K denotes the kernel of the integral operator L M e −L , we have that
where W L s denotes the heat kernel associated with e −sL and then
. By considering J 1 and J 2 as in (4.8) and taking into account the L 2 -boundedness of L M e −L , (4.11) and (4.12), we can proceed as above to obtain
On the other hand, (4.11) leads to
. By combining the above estimates we get, for every i ∈ N, i ≥ 3, by (4.3) we have, for i = 0, 1, 2,
. These estimations jointly (4.10) leads to (4.1) for molecules of (II)-type.
We conclude that f ∈ h p(·) L (R n ). By using a density argument we obtain that
L (R n ) algebraic and topologically.
Proof of Theorem 1.1 (ii).
We consider the operator π N , N ∈ N 0 , defined by
The following result is very useful in our proof. 
where, for every j ∈ N, λ j > 0 and B j is a ball in R n existing a (t
Proof. We first establish (i). Note that
where
The interchange of the order of integration can be justified by taking into account that the family of operators {(t 2 L)
is uniformly bounded in L 2 (R n ) (that can be seen from the kernel estimates (1.2)) and the properties of the function F and g.
We have that
Duality arguments and the fact that
(ii) Let now A be a (t
2 , 2)-atom associated with the ball B = B(x B , r B ), with x B ∈ R n and r B > 0. We are going to see that, for certain
, and then by (i) we obtain that
for every t > 0 and from (1.2) we obtain
It follows that
for certain C > 0 independent of i, ε and A. When i = 0, 1, according to (i) we can write
Suppose now r B ∈ (0, 1). We are going to see that
where the limits are understood in
We also observe that, since A(x, t)t
Since L is a closed operator we deduce that
In particular, when k = M , we obtain (4.14) and (4.15). Let us consider i ∈ N, i ≥ 2 and assume that g ∈ L 2 (R n ) such that supp g ⊂ S i (B). We have that
By using Hölder's inequality,(4.13) and [61, Lemma 3.8] it follows that
with β > 0. By choosing β sufficiently large we get
and we get
To finish the proof of (ii) we have to show that π N can be extended to t
as a bounded operator from t
, where, for every j ∈ N, λ j > 0 and A j is a (t
2 , 2)-atom associated with the ball B j , and satisfying that 
A standard procedure allows us to extend π N to t
(R n ). According to [8, Theorem 2.3 ] (see also [11, (3.12) and (3.13)], we can write
for certain c ℓ ∈ R, ℓ = 0, ..., N + 2. Here this integral is understood as
(R n ), by Theorems 3.2 and 3.11, for every j ∈ N,
Q -atom a j associated with the ball B j = B(x Bj , r Bj ) with x Bj ∈ R n and r Bj ≥ 1, such that
Let ℓ ∈ {0, ..., N + 1}. We have that
We are going to see that there
-molecule of (I)-type associated with the ball B j , for every j ∈ N. Let j ∈ N. The kernel
Then, from (1.2)
locmolecule of (I)-type associated with B j . Note that C 0 does not depend on j.
We have established that 2 , 2)-atom A j associated with the ball B j such that
2 (R n ), and
Then, by Lemma 4.1 we have that
and, for certain C 0 > 0, for every j ∈ N,
By taking into account (4.17), (4.18) and (4.19) we obtain that
L,loc,M,ǫ (R n ) algebraic and topologically.
By using a density argument we conclude that h
L,mol,M,ε (R n ) algebraic and topologically.
According to Theorem 1.1(ii) there exists C > 0 such that, for every j ∈ N, there exist λ j > 0 and a (p(·), 2, M, ε) L,loc -molecule m j associated with the ball
For every j ∈ N and i ∈ N 0 ,we have that
. According to [64, Proposition 2.11] we get, for every j 1 , j 2 ∈ N,
, for w ∈ (0, p − ). Then, since the series 
Suppose that p − > 1. According to [45, Lemma 3.4 ] (see also [31, Lemma 5 .1]) the area square integral S L defines a bounded operator from L 2 (R n , w) into itself, for every w ∈ A 2 (R n ). Here A 2 (R n ) denotes the Muckenhoupt class of weights and L 2 (R n , w) represents the weighted L 2 space. By using the generalization of Rubio de Francia's extrapolation theorem established in [19, Corollary 1.10], we deduce that there exists C > 0 such that
Density arguments allow us to show that
Proof of Theorem 1.3
We have to prove that h
According to Theorem 1.1 there exist, for every j ∈ N, λ j > 0 and a (p(·), 2, M, ε) L,loc -molecule m j associated with the ball B j such that f =
We are going to see that
, where
. By Lemma 3.9, in order to prove that S
, it is sufficient to see that there exist C > 0 and η > n(1/p − − 1/p + ) such that
Assume that m is a (p(·), 2, M, ε) L,loc -molecule associated with the ball B = B(x B , r B ), being x B ∈ R n and r B > 0. Suppose first that m is of (I)-type. Then r B ≥ 1. We observe that, since σ(L) > 0, for every t > 0, the kernel k t of the integral operator Le −t 2 L satisfies that
As in the proof of Theorem 1.1 (i) we decompose m = m 1 + m 2 , where m 1 = mχ 2 i+2 B\2 i−3 B and write
As in (4.5), the L 2 -boundedness of S L gives
On the other hand
By proceeding as in (4.6) and using (4.2) we have, for every α > 0,
Since r B ≥ 1, by considering [61, Lemma 3.8] and choosing α large enough we obtain
Also, in analogous way we get
. By putting together the above estimates we conclude that, for i ≥ 3,
. By taking into account the L 2 -boundedness of S L and (4.2) this estimation is also true for i = 0, 1, 2, and then (5.1) is established for molecules of (I)-type.
We now consider that m is a molecule of (II)-type. Then r B ∈ (0, 1) and there
We note that, for every t > 0, the kernel K t of the operator
Then, we get
By using (5.3) we obtain
, and it is a bounded (sublinear) operator from L 2 (R n ) into itself ([43, Lemma 4.1]). On the other hand, 
By choosing α = 4M + n + 1, it follows that
. By combining the above estimates it follows that
as in the previous case we get also this estimation.
Thus we have proved that (5.1) holds for local molecules of (II)-type. The proof can be completed by using a density argument.
6. Proof of Theorem 1.4
Firstly we prove that H
According to [61, Theorem 3.15] , for every j ∈ N, there exist λ j > 0 and a (p(·), 2, M, ε) L+I -molecule m j associated to the ball B j = B(x Bj , r Bj ) with x Bj ∈ R n and r Bj > 0, such that
L+I (R n ), and
. By considering Lemma 3.9 it is sufficient to show that there exist C > 0 and
Let m be a (p(·), 2, M, ε) L+I -molecule associated to B = B(x B , r B ), with x B ∈ R n and r B > 0. Then, there exists b ∈ L 2 (R n ) such that m = (L + I) M b and, for every k ∈ {0, ..., M },
We note that if r B ≥ 1, then m is also a (p(·), 2, M, ε) L,loc -molecule of (I)-type. Then, according to (4.1), (6.1) holds for m, provided that r B ≥ 1.
Assume now that r B ∈ (0, 1). We can write
and
for every g ∈ L 2 (R n ). According to [61, (3. 13)] we can find C > 0 and η > n(1/p
provided that 2 i/2 r B < 1, and, in other case I 2 = 0. Let i ∈ N, i ≥ 3. We observe that if x ∈ S i (B), t ∈ (0, 2 i/2 r B ), y ∈ B(x, t) and z ∈ (2 i+2 B \ 2 i−3 B) c , then |y − z| ≥ c2 i r B . Then, by decomposing m = m 1 + m 2 , with m 1 = mχ 2 i+2 B\2 i−3 B , we have that where γ > n − 4 and it is chosen large enough in order that n(1/2 − 1/p − ) + γ/4 − 1 + n/4 > ε.
On the other hand, by taking into account the Gaussian estimates (1.2) it follows that the family of operators {e
2 L/2 } t∈(0,1) is bounded in the space L(L 2 (R n )) that consists of those linear bounded operators from L 2 (R n ) into itself and that is endowed with the usual norm. Then, we have that By considering the conditions on M and ε we conclude that
for some η > n(1/p − − 1/p + ). Also, the L 2 -boundedness of S L and (4.2) give this estimation also for i = 0, 1, 2, because, in these cases
p(·) , with η > 0.
In order to study the operator Q we proceed in a similar way. We observe that the operator Q is bounded from L 2 (R n ) into itself. Indeed, for every g ∈ L 2 (R n ), we have that M e −L is bounded from L 2 (R n ) into itself. Moreover the kernel, K, of this integral operator satisfies that |K(x, y)| ≤ Ce −c|x−y| 2 , x, y ∈ R n . By proceeding as in the part of proof of Theorem 1.1 after (4.11) we deduce that, for certain η > n(1/p − − 1/p + ),
and so, (6.1) is established. A density argument allow us to conclude that H p(·)
We now prove that h . According to Lemma 3.9 these facts will be proved when we show that, for every j ∈ N, Since S L+I is a bounded (sublinear) operator from L 2 (R n ) into itself, we can proceed as in the proof of (5.1) for molecules of (I)-type to obtain that 
According to (4.1) we conclude that
−iη |2 i B| 1/2 χ 2 i B −1 p(·) , i ∈ N 0 , for some η > n(1/p − − 1/p + ). Also, for every i ∈ N 0 , we have that We can proceed as in the proof of (5.1) for molecules of (II)-type to obtain .
As usual by using density arguments we get that h p(·)
L+I (R n ) and the inclusion is continuous.
