Reformulations of Yang-Mills Theories with Space-time Tensor Fields by Guo, Zhi-Qiang
ar
X
iv
:1
41
0.
03
27
v3
  [
he
p-
th]
  2
9 J
an
 20
16
PREPRINT
Reformulations of Yang-Mills Theories with Space-time Tensor Fields
Zhi-Qiang Guo
Departamento de F´ısica y Centro Cient´ıfico Tecnolo´gico de Valpara´ıso,
Universidad Te´cnica Federico Santa Mar´ıa,
Casilla 110-V, Valpara´ıso, Chile
E-mail: zhiqiang.guo@usm.cl
Abstract:We provide the reformulations of Yang-Mills theories in terms of gauge invariant metric-like
variables in three and four dimensions. The reformulations are used to analyze the dimension two gluon
condensate and give gauge invariant descriptions of gluon polarization. In three dimensions, we obtain
a non-zero dimension two gluon condensate by one loop computation, whose value is similar to the
square of photon mass in the Schwinger model. In four dimensions, we obtain a Lagrangian with the
dual property, which shares the similar but different property with the dual superconductor scenario.
We also make discussions on the effectiveness of one loop approximation.
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1 Introduction
Regarding quantum Yang-Mills theories as highly nonlinear theories, it is difficult to achieve an under-
standing of its infrared region by the perturbative method. There are several approaches which suggest
that the infrared region could be described through reformulating the Yang-Mills fields in terms of new
variables. In [1], it was proposed that the infrared limit of the SU(2) Yang-Mills theory in 4 dimensions
could be given by a nonlinear sigma model by using partially dual variables1, which are the decomposi-
tion of SU(2) gauge field in terms of the coset variables of its U(1) subgroup [6–8]. In [9], it was further
proposed that a complete off-shell decomposition of SU(2) field can be implemented through the view
of spin-charge separation inspired by the strong correlated electron system.
There are also proposals to reformulate Yang-Mills theories by making use of field strength variables
or gauge invariant metric-like variables [10]. Similar to the U(1) Maxwell theory, which can be expressed
by the field strength variables, the SU(2) Yang-Mills theory can also be expressed by the field strength
variables albeit in terms of an infinite series [11]. In [12], the frame-like fields are used as the pre-
potential, and the SU(2) Yang-Mills theory is recast into a R2 gravity theory in 3 dimensions. In [13],
the authors employed the metric-like fields and proposed that Yang-Mills theories could be regarded as
the diffeomorphism invariant gravity theory broken by the background dependent ether term [14].
From another different angle, the reformulation or decomposition of gauge field is useful to address
physical issues which are closely related to the gauge invariance. In [15], the transverse part of gauge field
is used to analyze the gauge invariant dimension two condensate [16–18], which is also been discussed
by using the “remaining” part after subtracting an “Abelian” part from the original gauge field [19].
In [20], it was proposed that the gauge invariant contribution of gluon polarization to the nucleon spin
can be described by decomposing the gauge field into its physical part and its pure gauge part. In [21],
many properties of quantum chromodynamics are discussed by dressed gluon fields, which are gluon
fields with its pure gauge parts subtracted as background fields.
Inspired by the above investigations, we attempt to provide analysis on the infrared region of
Yang-Mills theory through a novel reformulation and decomposition of the gauge field. At first, we
decompose the gauge field into two parts as Aaµ = B
a
µ + e
a
µ. Here e
a
µ can be regarded as the frame-like
1For its application to the confinement problem, see [2–4] and the review article [5].
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fields in gravity theory, which have the same transformation properties as the gauge field strength.
Baµ can be regarded as the gauge connection in gravity theory, which can be solved in terms of e
a
µ
through imposing compatibility conditions, then a reformulation of Aaµ in terms of e
a
µ is obtained. The
Yang-Mills Lagrangian can then be reformulated by using the metric variable gµν . We show that gµν
provides facilities to analyze the gauge invariant dimension two condensate and give gauge invariant
descriptions of gluon polarization.
This paper is organized as follows. In section 2, we discuss the SU(2) Yang-Mills theory in three
dimensions (3D), where a dimension two condensate with the value λ
2
pi4
κ4 is derived by considering the
one loop quantum correction. Here κ2 is the coupling constant in 3D, which has the mass dimension;
And λ is a numerical constant produced by the one loop correction. We also provide arguments to
demonstrate that the higher loop expansions are actually strong coupling expansions in subsection 2.4.
In section 3, we discuss the SU(2) Yang-Mills theory in four dimensions (4D). We first derive the
scalar-vector sector of the full Lagrangian in subsection 3.3. By means of this scalar-vector sector,
we propose a duality property between a gauge invariant order parameter and a nonzero dimension
two condensate. This phenomenon is similar to but different from the dual superconductor scenario
in [1, 9]. In subsection 3.4, we give the one-loop result of the dimension two condensate in 4D, and
the effectiveness of the one-loop computation is also discussed. Two subsections 2.2 and 3.2 are used
to discuss the relations about the partition function between reformulated theories and Yang-Mills
theories. We provide conclusions in section 4. Several appendices are used to provide more details of
the paper.
2 SU(2) Yang-Mills Theory in Three Dimensions
2.1 Formulation with space-time tensor field
In 3 dimensional space-time, the Lagrangian of SU(2) Yang-Mills theory is
L = − 1
4κ2
ηαµηβνF aαβF
a
µν , (2.1)
F aµν = ∂µA
a
ν − ∂νAaµ + ǫabcAbµAcν ,
where ηµν = diag(1,−1,−1) is the Lorentz metric in 3D. We first decompose the gauge field as2
Aaµ = B
a
µ + e
a
µ. (2.2)
The decomposition (2.2) is familiar with the setting in the 3 dimensional gravity, where this decom-
position is used to recast the Chern-Simons theory into a geometrical formulation [23, 24]. Under the
gauge transformation, eµ = e
a
µτ
a and Bµ = B
a
µτ
a, where τa takes values in the SU(2) Lie algebra, have
the gauge transformation
eµ → UeµU−1, (2.3)
Bµ → UBµU−1 − i∂µUU−1. (2.4)
These are similar to that we decompose the gauge field into its background part and its quantum part,
then the quantum part transforms as Eq. (2.3) and the background part transforms as Eq. (2.4). Under
this decomposition, the field strength has the decomposition
F aµν = Baµν + T aµν + ǫabcebµecν , (2.5)
Baµν = ∂µBaν − ∂νBaµ + ǫabcBbµBcν , (2.6)
T aµν = (∂µeaν + ǫabcBbµecν)− (∂νeaµ + ǫabcBbνecµ). (2.7)
Here Baµν is the curvature of Baµ, and T aµν has the similar structure to the torsion in gravity theory. In
the conventional background approach, Baµ is a fixed classical background, which is independent of e
a
µ.
In this paper, we require that Baµ and e
a
µ satisfy the equation
∂µe
a
ν + ǫ
abcBbµe
c
ν = Γ
ρ
µνe
a
ρ. (2.8)
2For a different approach based on matrix parametrization of SU(N) Yang-Mills theory in 3D, see [22].
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This constraint is consistent with the transformations (2.3) and (2.4). This equation is also similar to
the compatibility equation in gravity theory. From Eq. (2.8), we can solve Baµ as
Baµ = −
1
2
ǫabcE
ρ
b (∂µe
c
ρ − Γσµρecσ). (2.9)
Here Eρa is the inverse of eaρ, that is, E
ρ
ae
b
ρ = δ
a
b and E
α
a e
a
β = δ
α
β . As in gravity theory, from Eq. (2.8),
we can obtain the metric compatibility condition
∂µgαβ = Γ
ρ
µαgρβ + Γ
ρ
µβgρα. (2.10)
Here gαβ = e
a
αe
a
β is the metric tensor, and g
αβ = EαaE
β
a is its inverse. A general solution of Eq. (2.10) is
Γρµν =
1
2
gρσ(∂µgσν + ∂νgσµ − ∂σgµν)− gρσ(T τµσgτν + T τνσgτµ) + T ρµν . (2.11)
Here T ρµν is the torsion tensor. In the following discussions, we shall use the torsion-free condition
T ρµν = 0, (2.12)
so the connection (2.11) is reduced to the Levi-Civita connection. Under the torsion-free condition, Baµ
is completely determined by eaµ. Because e
a
µ has the same superficial degrees of freedoms with A
a
µ, the
torsion-free condition ensures that no extra field variables are introduced. From Eq. (2.8) and using
the connections (2.9), (2.11) and (2.12), we can obtain
Baµν =
1
2
Rσρµνe
c
σE
ρ
b ǫ
abc, T aµν = 0, (2.13)
where
Rσρµν = ∂µΓ
σ
νρ − ∂νΓσµρ + ΓτνρΓσµτ − ΓτµρΓσντ (2.14)
is the Riemann curvature. Using these results, the Lagrangian (2.1) can be rewritten as3
L = L (4) + L (2) + L (0), (2.15)
−4κ2L (4) = 1
4
ηµαηνβ(gρθgστ − δρτ δθσ)RσρµνRτθαβ , (2.16)
−4κ2L (2) = ηµαηνβ(δραgσβ − δρβgσα)Rσρµν , (2.17)
−4κ2L (0) = ηµαηνβ(gµαgνβ − gµβgνα). (2.18)
The Lagrangian L is divided into three parts in the above. The L (4) part is not new, as it has been
given in [12] in a Hamiltonian analysis of the SU(2) Yang-Mills theory and recently in [25, 26] through
the similar approach as we just presented in the above. Because we have decomposed Aaµ into two
parts in Eq. (2.2), compared to the results in [12, 25, 26], we obtain two additional parts L (2) and
L (0). From the view of effective field theory, the terms L (2) and L (0) are both relevant operators.
The Lagrangian L is also similar to the higher derivative gravity of Stelle [27]. In [21], it has been
suggested that the infrared region of quantum chromodynamics could be described by the Stelle action,
in which the higher derivative terms are responsible for the confinement.
2.2 Relations between Partition Functions
In the previous section, we have expressed the Yang-Mills fields Aaµ in terms of e
a
µ. A question is that if
the reformulated theory is equivalent to the original Yang-Mills theory from the quantum perspective.
Obviously, there is a Jacobian matrix corresponding to the variable transformation (2.9). This Jacobian
3Here we have two metrics ηµν and gµν . The conventions of usage about these metrics are given in appendix A.
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matrix has been discussed in [26]. In this subsection, we address this question from a different approach.
We consider the partition function
Z[Baµ, e
a
µ] =
∫
[DBaµ][De
a
µ][Dj
a
µ]exp
(
i
∫
d3x(L + εµαβjaµT aαβ)
)
. (2.19)
Here L is the Yang-Mills action (2.1) with the decomposition Aaµ = B
a
µ + e
a
µ. T aαβ is the torsion
constraint condition (2.7). By integrating out jaµ, we can obtain
Z[Baµ, e
a
µ] =
∫
[DBaµ][De
a
µ]δ
(
εµαβT aαβ
)
exp
(
i
∫
d3xL
)
. (2.20)
So Z[Baµ, e
a
µ] can be understood as the path integral of B
a
µ and e
a
µ with the torsion free condition T aαβ = 0.
From Eq. (2.20), we plan to integrate out Baµ, which requires the solution of the torsion free condition
T aαβ = 0. The solution has been given in Eq. (2.9)
Baµ(e) = −
1
2
ǫabcE
ρ
b (∂µe
c
ρ − Γσµρecσ), (2.21)
From Eq. (2.20), we obtain
Z[Baµ, e
a
µ] =
∫
[Deaµ][DB
a
µ]
1
Je
δ
(
Baµ −Baµ(e)
)
exp
(
i
∫
d3xL (Baµ, e
a
µ)
)
. (2.22)
In the above, Je is the Jacobian factor associated with the variable transformation of the delta function,
which is given by
Je = det
(Mαβab ), (2.23)
Mµνab =
∂
(
εµαβT aαβ
)
∂Bbν
= 2εµνβεabcecβ , (2.24)
where Mµνab is a 9× 9 matrix. Integrating out Baµ in Eq. (2.22), we obtain
Z[eaµ] =
∫
[Deaµ]
1
Je
exp
(
i
∫
d3xL (eaµ)
)
, (2.25)
where L (eaµ) solely depends on e
a
µ, which is equivalent to the reformulated Lagrangian in Eq. (2.15).
From Eq. (2.23), we see that additional Jacobian factor Je depends only on e
a
µ but not its derivative,
which does not influence the path integral [27, 28] and can be abandoned.
In the above, we firstly integrated out Baµ, then we obtain the partition function of e
a
µ. Alternatively,
we can integrate out eaµ at first, then we obtain the partition function of B
a
µ. In this case, it is difficult
to solve the constraint T aαβ = 0 regarding eaµ as the arguments , because T aαβ are partial differential
equations of eaµ, compared to that they are algebraic equations of B
a
µ. However, the path integral about
eaµ in Eq. (2.19) is similar to the calculations in the background field method. We add the gauge fixing
term and the Faddeev-Popov ghost term to Eq. (2.19)
Z[Baµ, e
a
µ] =
∫
[DBaµ][Dj
a
µ][D η¯][Dη][De
a
µ]
× exp
(
i
∫
d3x(L (Baµ, e
a
µ) + ε
µαβjaµT aαβ + LGF + LFP)
)
, (2.26)
−2κ2LGF = (Dµeaµ)(Dνeaν), (2.27)
LFP = η¯
a
(
−(DµDµ)ac − (Dµ)adεdbcebµ
)
ηc, (2.28)
where
Dacµ = ∂µδ
ac + ǫabcBbµ. (2.29)
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Integrating out eaµ to one loop order, we have the determinant
[
det
(
−ηαβ(ηµνDµDν)ab + 2εabcBcαβ
)]− 1
2
. (2.30)
Integrating out the ghost fields to one loop order, we have the determinant
det
(
−(ηµνDµDν)ab
)
. (2.31)
The functional determinant (2.30) and (2.31) can be computed in a formal series of Baµ. The one-loop
result for SU(N) Yang-Mills theories can be found in [29]. The total effects of these determinants are
to renormalize the coupling constant.
In the above discussions, we begin with the path integral in Eq. (2.19). On one hand, we integrate
out Baµ at first, then we obtain the reformulated Lagrangian (2.15). Alternatively, we integrate out
eaµ, then we obtain the effective action of B
a
µ in the background field method. The above discussions
provide the relations of the reformulated Lagrangian and the effective action of Baµ.
2.3 Scalar Sector
In Eq. (2.15), we have obtained a pure space-time tensor formulation of the Yang-Mills Lagrangian.
The dynamical variable of this Lagrangian is a spin-2 tensor gµν . In this subsection, we discuss a simple
case of this Lagrangian. Using the Lorentz metric, we decompose gµν as
gµν =
1
3
(ηρσgρσ)ηµν +
(
gµν − 1
3
(ηρσgρσ)ηµν
)
, (2.32)
where
ϕ2(x) =
1
3
(ηρσgρσ) (2.33)
is the trace part, which is the scalar degree of freedom of gµν . Because the SU(2) group is compact, the
diagonal elements of gµν defined in Eq. (2.10) are all non-negative. Hence we cannot suppose the tensor
part on the right hand of Eq. (2.32) is zero. However, for the SU(2) group in the Euclidean space-time
or the non-compact SO(1, 2) group in the Minkowski space-time, the tensor part can be supposed to
be zero. In the following, we shall only give the explicit expression of the scalar sector. The sector
including the tensor part can be obtained as a formal series. The scalar sector of the Lagrangian L in
Eq. (2.15) can be written as
L =
1
2
ηµν∂µφ∂νφ− κ
2
24
φ4 + Lbound (2.34)
− 1
κ2
1
φ2
(φ)2 +
1
2κ2
1
φ3
(∂νφ∂νφ)φ,
where we have defined φ =
√
6
κ
ϕ,  = ηµν∂µ∂ν , and the boundary term is
Lbound = −1
3
∂µ(φ∂µφ)− 1
2κ2
∂µ
( 1
φ2
∂νφ∂µ∂νφ
)
(2.35)
+
1
2κ2
∂µ
( 1
φ2
∂µφφ
)
+
1
2κ2
∂µ
( 1
φ3
∂µφ∂
νφ∂νφ
)
.
From Eq. (2.34), we see that the Lagrangian has higher derivative terms and also has dilation-like
couplings. We can introduce two auxiliary fields θ(x) and σ(x) to rewrite the Lagrangian (2.34) in the
polynomial formulation
L =
1
2
ηµν∂µφ∂νφ− κ
2
24
φ4 − ∂µθ∂µφ (2.36)
− 1
2
θσφ4 − 1
4κ2
σ2φ6 +
1
4κ2
σφ(∂µφ∂µφ).
This Lagrangian is similar to the Lee-Wick Lagrangian [30, 31]. The Lee-Wick Lagrangian includes
higher derivative terms, but it can be recast into lower derivative formulation by introducing auxiliary
ghost fields [32]. In Eq. (2.36), θ(x) can obtain a ghost-like kinetic term by its mixing with φ(x).
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2.4 Dimension Two Condensate
The nonzero value4 of dimension two gluon condensate has been suggested [15–18] through several
different approaches. From our results in the last subsection, we learned that the metric tensor gµν is
gauge invariant, and it is constructed from the part eaµ of A
a
µ. So it provides a natural candidate for
the dimension two gluon condensate. In this subsection, we provide analysis to show that a nonzero
vacuum expectation of gµν can be generated by quantum corrections.
We expand gµν around a constant background v · ηµν
gµν = v · ηµν + hµν . (2.37)
where hµν is the fluctuation around the constant background. Assuming that hµν is small, we can
express gµν as
gµν =
1
v
ηµν − 1
v2
ηµρηνσhρσ + · · · . (2.38)
The quadratic terms of the Lagrangian L can then be written as
L = L (4) + L (2) + L (1) + L (0), (2.39)
−4κ2L (4) = 1
2v2
(
∂µ∂νhαβ∂µ∂
νhαβ − 2∂µ∂νhαβ∂µ∂αhβν + ∂µ∂νhαβ∂α∂βhµν
)
, (2.40)
−4κ2L (2) = 1
2v
(
−3∂µhαβ∂µhαβ + ∂µhαα∂µhββ − 4∂µhαα∂νhµν
)
(2.41)
+
1
v
(∂µhνα∂
νhµα + 2∂µh
µα∂νhνα) ,
−4κ2L (1) = −2∂µ∂νhµν + 2∂µ∂µhαα, (2.42)
−4κ2L (0) = 6v2 + 4v · hαα + ηµαηνβ(hµαhνβ − hµβhνα). (2.43)
In the above, the linear term L (1) is a total divergence term. From Eqs. (2.40)-(2.43), using the
projection operators in appendix B, we obtain the kinetic operator
Dµν,αβ = a1P
(2)
µν,αβ + a2P
(1)
µν,αβ + a3P
(0,s)
µν,αβ (2.44)
+ a4P
(0,ω)
µν,αβ + a5P
(0,sω)
µν,αβ + a6P
(0,ωs)
µν,αβ ,
where the coefficients are
a1 = − 1
2v2

2 − 3
2v
+ 1, a2 = 1, (2.45)
a3 = − 1
2v2

2 − 1
2v
− 1, a4 = 0, (2.46)
a5 = a6 = − 1√
2
(1
v
+ 2
)
. (2.47)
The inverse of this operator is
(
D−1
)
µν,αβ
=
1
a1
P
(2)
µν,αβ +
1
a2
P
(1)
µν,αβ +
a4
a3a4 − a5a6P
(0,s)
µν,αβ (2.48)
+
a3
a3a4 − a5a6P
(0,ω)
µν,αβ −
a5
a3a4 − a5a6P
(0,sω)
µν,αβ −
a6
a3a4 − a5a6P
(0,ωs)
µν,αβ .
a1 can be factorized into
a1 = −1
2
(
1
v
+ b+
)(
1
v
− b−
)
, (2.49)
b+ =
1
2
(
√
17 + 3), b− =
1
2
(
√
17− 3). (2.50)
4However, for a null result from the operator product expansion analysis of the lattice result, see [33].
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For v > 0, we see that the b− term contributes the tachyonic mode in the propagator (2.48); While the
b+ term and the a5 term contribute two massive modes.
In Eq. (2.39), we only give the quadratic part of the Lagrangian. The interactive part can also
be derived, but we shall not give them here due to the lengthy expressions. Using V2 and V4 as the
number of the interactive vertex of two derivatives and four derivatives respectively, and NI and L as
the numbers of internal lines and loops, we have the superficial degree of divergence
ω = 3L− 4NI + 2V2 + 4V4. (2.51)
Note that the coefficient of NI is 4 due to the higher power of the propagator. We do not need the
gauge fixing term and ghost fields because the propagator (2.48) is invertible. And we also have the
relation from the topology of the diagram
L = NI − V2 − V4 + 1. (2.52)
Using Eq. (2.52) to eliminate NI from Eq. (2.51), finally we have
ω = 3− L− 2V2. (2.53)
Thanks to the higher derivative behavior of the propagator, the superficial degree of divergence ω is
suppressed by the numbers of loop and two derivative vertex. So the higher derivative Lagrangian (2.39)
is actually super-renormalizable by power counting.
To compute the quantum correction to the effective potential to one loop order, we have the
determinant
[det (Dµν,αβ)]
− 1
2 . (2.54)
Regarding the tensor sub-sector as 6×6 matrix, and computing the determinant of the tensor sub-sector,
we have
det (Dµν,αβ) = det
(
−1
8
(1
v
+ b+
)2(1
v
− b−
)2(1
v
+ 2
)2)
. (2.55)
In Eq. (2.55), it is clear that the contributions come from one tachyonic mode and two massive modes
assuming v > 0. Using this determinant, we obtain the one-loop effective potential
Veff =
3
2κ2
v2 +
∫
d3kE
(2π)3
log
(
1
v
k2E + 2
)
+
∫
d3kE
(2π)3
[
log
(
1
v
k2E + b+
)
+ log
∣∣1
v
k2E − b−
∣∣] , (2.56)
where kE is the Euclidean momentum in 3D. We see that the contributions to the effective potential are
divided into two massive modes and one tachyonic mode. Because the tachyonic mode is square in the
determinant (2.55), the abstract sign is required in Eq. (2.56). We use the dimensional regularization
to compute the effective potential. The details of calculation are given in appendix C. The calculations
with the dimensional regularization show that the integrals in Eq. (2.56) are finite in 3D. And finally
we obtain the effective potential
Veff =
3
2κ2
v2 − 1
6π2
v
3
2
(
c1 + c2 + c3
)
, (2.57)
c1 = 2
3
2 , c2 = (b+)
3
2 , c3 = 0.
c1 and c2 are contributed by two massive modes, and c3 is contributed by the tachyonic mode, which
is zero in 3D by dimensional regularization. Veff has the minimum at
〈v〉 = λ
2
π4
κ4, λ =
1
12
(
c1 + c2 + c3
)
, (2.58)
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where λ can be regarded as the effective charge. In the Schwinger model [34] in two dimensional space-
time, a nonzero photon mass can be generated from the fermion loop contribution. We see that the
dimension two condensate (2.58) have the same structure with the square of the photon mass in two
dimensions.
In the above, we have expanded gµν around a constant background v · ηµν . Because the La-
grangian (2.15) includes the inverse metric gµν , the Lagrangian (2.15) is an infinite series under the
expansion of small hµν . However, because of the higher derivative terms, we show that the quantum
theory is renormalizable by power counting. This situation is similar to the higher derivative gravity of
Stelle [27], where the higher derivative terms are the main cause for the renormalizability.
In this subsection, we have computed the effective potential at one-loop. One question is that
on what kind of condition this one-loop result can be trusted. In quantum Yang-Mills theory, the
coupling κ is the unique parameter, and the perturbative computations at lower loops are viable when
κ is small. However, a different point appears in the above reformulation of Yang-Mills theory. The
difference is that all interactive vertices of the reformulated theory actually are suppressed by the
dimension-2 condensate v. By the redefinition h˜µν =
1
κ
√
v
hµν , h˜µν has the canonical dimension in 3D.
The interactive vertex of the lowest dimension has the formulation κ√
v
h˜∂h˜∂h˜, which is contributed by
Eq. (2.17). The vertices of higher dimensions are suppressed by higher powers of v. Therefore, in the
reformulated theory, the higher loop computations shall be suppressed by v generally. The one-loop
result in the above remains as a good approximation if v is large. If we use the result of Eq. (2.58) as
an approximation of v, then the expansion around the large v corresponds to the large κ. Hence the
higher loop expansions basically correspond to the expansions of strong coupling.
2.5 Gauge Invariant Gluon Polarization
The gauge invariant description [35] of gluon angular momentum is an important ingredient to address
the nucleon spin problem. For two recent reviews on this problem, see [36, 37]. In [20], a gauge invariant
expression is provided through decomposing the gauge field into its physical parts and its pure gauge
part
Aaµ = Aaµphys +A
aµ
pure, (2.59)
in which Aaµphys transforms as Eq. (2.3), and A
aµ
pure transforms as Eq. (2.4). The descriptions of gluon
polarization and orbital angular momentum are given by [38–40]
κ2Mµαβgs = −F aµαAaβphys + F aµβAaαphys, (2.60)
κ2Mµαβgo = (x
β
T
µα − xαT µβ) (2.61)
+ xβηρσF
aµρDσAaαphys − xαηρσF aµρDσAaβphys,
where
DσAaαphys = ∂
σAaαphys + ǫ
abcAbσAcαphys (2.62)
is the gauge covariant derivative, and T µν is proportional to the energy-momentum tensor
T
µν = ηρσF
µρ
a F
aσν + κ2ηµνL . (2.63)
From Eq. (2.2), we know that Aaµ has been decomposed into two parts B
a
µ and e
a
µ. B
a
µ has the same
transform as Aaµpure, though Baµ is not a pure gauge field. Now it is appropriate to make the designation
A
aµ
phys = η
µσeaσ, (2.64)
as they have the same transformation. Through this designation, Mµαβgs can be expressed completely
with the tensor fields as
κ2Mµαβgs = −ηµτ (ηαθηβγ − ηβθηαγ)
√
|g|(1
2
Rσρτθg
ρλǫγλσ + ǫγτθ), (2.65)
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where |g| is the absolute value of the determinant of gµν . In the low momentum limit, the derivative
term is relatively small, then Mµαβgs shall be dominated by
κ2Mµαβgs ≈ −2
√
|g|ǫµαβ . (2.66)
Similarly, Mµαβgo can also be expressed by space-time tensor fields and has the decomposition
κ2Mµαβgo =M
µαβ
gs(0) +M
µαβ
go(1) +M
µαβ
go(2) +M
µαβ
go(3) +
1
ℓ4
M
µαβ
go(4). (2.67)
Here Mµαβ
go(0), M
µαβ
go(2) and M
µαβ
go(4) are
M
µαβ
go(0) = x
β
T
µα
(0) − xαT µβ(0) (2.68)
+ xβηµρηασητθ(gρθgτσ − gρσgτθ)− (α↔ β), (2.69)
M
µαβ
go(2) = x
β
T
µα
(2) − xαT µβ(2) (2.70)
+
1
2
xβηµθηαγητσRλρθτ (δ
ρ
σgλγ − δργgλσ)− (α↔ β),
M
µαβ
go(4) = x
β
T
µα
(4) − xαT µβ(4) .
In the above, T µν(0) , T
µν
(2) and T
µν
(4) are the components of T
µν
T
µν = T µν(0) + T
µν
(2) + T
µν
(4) , (2.71)
and they have the expressions
T
µν
(0) = η
µθηνλητγ(gθγgτλ − gθλgτγ)− 1
4
ηµνL (0), (2.72)
T
µν
(2) = η
µθηντηγλ(δρθgσγ − δργgσθ)Rσρλτ −
1
4
ηµνL (2), (2.73)
T
µν
(4) =
1
4
ηµαηνβηγθ(gρλgστ − δρτ δλσ)RσραγRτλβθ −
1
4
ηµνL (4). (2.74)
The parts Mµαβ
go(1) and M
µαβ
go(3) are
M
µαβ
go(1) =
√
|g|xβηµθηατηλγΓσθλǫσγτ − (α↔ β), (2.75)
M
µαβ
go(3) =
1
2
xβηµγηαλ
√
|g|RσργθηθτgρνΓδτλǫδνσ − (α↔ β). (2.76)
In the low momentum limit, Mµαβgo shall be mainly dominated by M
µαβ
go(0).
In the above, the gauge invariant descriptions of gluon angular momentum have been expressed
by the geometrical objects. Mµαβgs in Eq. (2.65) and M
µαβ
go(2) in Eq. (2.70) both include the contribution
from the Riemann curvature, though they have the different tensor structure. Mµαβ
go(1) and M
µαβ
go(3) in
Eqs. (2.75) and (2.76) also includes the contribution from the Levi-Civita connection. We shall give
more discussions on the gluon angular momentum in subsection 3.5.
In the above, we have used the condition that Aaµ has the decomposition (2.2), in which B
a
µ is deter-
mined by the torsion-free condition (2.12). A question is if eaµ exists for a given A
a
µ. In subsection 2.1,
we solve Baν using the torsion-free equation
(∂µB
a
ν + ǫ
abcBbµe
c
ν)− (µ↔ ν) = 0, (2.77)
which is equivalent to
(∂µA
a
ν + ǫ
abcAbµe
c
ν)− (µ↔ ν) = 2ǫabcebµecν . (2.78)
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In order to obtain eaµ in terms of A
a
µ, we need to solve Eq. (2.78). Eq. (2.78) is a partial differential
equation about eaµ, which is not viable to derive explicit solution generally. Here we provide a formal
solution based on the Taylor expansion. Supposing that Aaµ(x) have the expansion around x
µ
0
Aaµ(x) = A
a
µ(x0) + (x− x0)αAaµ,α(x0) +
1
2
(x− x0)α(x− x0)βAaµ,αβ(x0) + · · · . (2.79)
We can solve eaµ(x) using the ansatz
eaµ(x) = e
a
µ(x0) + (x− x0)αeaµ,α(x0) +
1
2
(x− x0)α(x− x0)βeaµ,αβ(x0) + · · · . (2.80)
From the zero order of Eq. (2.78), we obtain
ea[µ,ν](x0) = −
1
2
ǫabc(Abµe
c
ν −Abνecµ)(x0) + ǫabcebµ(x0)ecν(x0), (2.81)
where ea[µ,ν] =
1
2(e
a
µ,ν − eaν,µ). The antisymmetrical part of eaµ,ν(x0) can be determined by Aaµ(x0) and
eaµ(x0). From the first order of Eq. (2.78), we obtain
ea[µ,ν]α(x0) = −
1
2
ǫabc(Abµ,αe
c
ν +A
b
µe
c
ν,α)(x0) + ǫ
abc(ebµ,αe
c
ν + e
b
µe
c
ν,α)(x0)− (µ↔ ν). (2.82)
This equation expresses ea[µ,ν]α(x0) with A
a
µ,ν(x0), e
a
µ,ν(x0) and e
a
µ(x0). This procedure can be performed
repeatedly, and the coefficients of eaµ(x) can be determined in order. Therefore, for a given A
a
µ(x), e
a
µ(x)
can be found by the above Taylor expansion, but eaµ(x) is not uniquely determined.
3 SU(2) Gauge Theory in Four Dimensions
3.1 Formulation with space-time tensor fields
After the discussion on 3 dimensions, we begin to discuss the SU(2) Yang-Mills theory in 4 dimensions
in this section. Although the SU(2) Yang-Mills theories in 3D and 4D have the same Lie Algebra, the
4D case is more complicated than the 3D case because of the number of space-time dimension. In 4
dimensional space-time, the Lagrangian of SU(2) Yang-Mills theory is
L = − 1
4κ2
ηαµηβνF aαβF
a
µν , (3.1)
F aµν = ∂µA
a
ν − ∂νAaµ + ǫabcAbµAcν ,
where ηµν = diag(1,−1,−1,−1) is the Lorentz metric in 4D. As in section 2, we decompose the gauge
field as
Aaµ = B
a
µ + e
a
µ. (3.2)
Their transformations are similar to that in Eqs. (2.3) and (2.4). Accordingly the field strength has the
decomposition
F aµν = Baµν + T aµν + ǫabcebµecν , (3.3)
Baµν = ∂µBaν − ∂νBaµ + ǫabcBbµBcν , (3.4)
T aµν = (∂µeaν + ǫabcBbµecν)− (∂νeaµ + εabcBbνecµ). (3.5)
We also require that Baµ and e
a
µ satisfy
∂µe
a
ν + ǫ
abcBbµe
c
ν = Γ
ρ
µνe
a
ρ. (3.6)
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Before solving the above equation, we provide some additional information about eaα. For SU(2) gauge
theory in 4D, eaα can be regarded as a 3× 4 matrix, which does not have an inverse in the conventional
meaning. However, we can define a right-inverse matrix of eaα as
eaαE
α
b = δ
a
b . (3.7)
Eαa can be regarded as a 4× 3 matrix, and Eq. (3.7) imposes 3× 3 constraints, so Eαa exists but are not
determined uniquely. Notice that Eαb is only a right-inverse matrix of e
a
α. The quantity
nβα = e
a
αE
β
a (3.8)
is not equal to the identity matrix but is an independent tensor. Now we define the metric-like fields
gαβ = e
a
αe
a
β, g
αβ = EαaE
α
a . (3.9)
They are the gauge invariant space-time tensors. From Eq. (3.9), we know that gαβ is the product of
two 4× 3 matrices. So gαβ is not an invertible matrix, and gαβ is also not invertible. From Eq. (3.7),
we obtain the relation between gαβ and g
αβ
gαρg
ρσgσβ = gαβ , g
αρgρσg
σβ = gαβ , gαρg
ρβ = nβα. (3.10)
The relation (3.10) can be identified with the definition of the Moore-Penrose generalized inverse matrix.
So gαβ can be regarded as a generalized inverse matrix of gαβ . From Eq. (3.7), we also have the identities
gαρn
ρ
β = gαβ , g
αρnβρ = g
αβ , nραn
β
ρ = n
β
α. (3.11)
So nβα behaves like a projection tensor, and more discussions about this projection tensor are given in
appendix D. From eaα and E
α
a , we can define the gauge invariant variables
Eαβγ = ǫabceaαebβeγc , Eαβγ = ǫabcEαaEβb Eγc . (3.12)
They are totally antisymmetrical space-time tensors. They satisfy the identity
EαβρEµνσ = nαµnβνnρσ − nαµnβσnρν + nασnβµnρν
− nασnβνnρµ + nανnβσnρµ − nανnβµnρσ, (3.13)
or in an equivalent formulation
EαβρEµνσ = gαµgβνgρσ − gαµgβσgρν + gασgβµgρν
− gασgβνgρµ + gανgβσgρµ − gανgβµgρσ . (3.14)
There is also a similar identity for gαβ . From Eq. (3.7), we have the projection relations similar to
Eq. (3.11)
Eαβρnργ = Eαβγ , Eαβρnγρ = Eαβγ . (3.15)
Eαβγ and Eαβγ are totally antisymmetrical tensors in 4D, so they have 4 independent components
respectively. We can define
Vµ =
1
6
ǫµαβγEαβγ , Uµ = 1
6
ǫµαβγEαβγ , (3.16)
or equivalently
Eαβγ = −Uµǫµαβγ , Eαβγ = −Vµǫµαβγ , (3.17)
where ǫµαβγ is totally antisymmetric with the convention ǫ0123 = 1, and ǫµαβγ is obtained from ǫ
µαβγ
by raising down the indices with ηµν
ǫµαβγ = ηµνηαρηβσηγτ ǫ
νρστ . (3.18)
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We have the identities for the vectors Uµ and Vµ
gαβU
β = 0, gαβVβ = 0. (3.19)
Eq. (3.19) shows Uµ is an eigenvector of gαβ with the eigenvalue 0, which is an equal statement that
gαβ is not invertible. From Eq. (3.14), we have
UαUβ =
1
6
εαρµτ εβσνθgρσgµνgτθ, (3.20)
VαVβ =
1
6
εαρµτ εβσνθg
ρσgµνgτθ, (3.21)
which provide another relations between Uµ and gαβ . Using Eqs. (3.7), (3.8) and (3.17), we have the
identities
nαβ = δ
α
β + U
αVβ , (3.22)
nρρ = 3, U
ρVρ = −1. (3.23)
With the above identities, now we can start to solve Baµ. From Eq. (3.6), B
a
µ is solved as
Baµ = −
1
2
ǫabcE
ρ
b (∂µe
c
ρ − Γσµρecσ), (3.24)
and Eq. (3.6) also yields the condition
∂µgαβ = Γ
ρ
µαgρβ + Γ
ρ
µβgρα. (3.25)
Substituting Eq. (3.24) into Eq. (3.6), we obtain
∂µe
a
ν + ǫ
abcBbµe
c
ν =
1
2
eaτ (∂µn
τ
ν + Γ
τ
µρn
ρ
ν) +
1
2
Eτa (∂µgτν − Γρµτgρν). (3.26)
If nτν is the identity matrix, then Eq. (3.25) would imply that Eq. (3.26) is consistent with Eq. (3.6)
automatically. However, here nτν is an independent tensor, so the consistency among Eqs. (3.6), (3.25)
and (3.26) requires the condition
nστ (∂µn
τ
ν + Γ
τ
µρn
ρ
ν − Γρµνnτρ) = 0. (3.27)
Using Eqs. (3.10), (3.11) and (3.25), we have
∂µg
αβ = ∂µ(g
αρgρσg
σβ) = gαρgσβ∂µgρσ + n
α
σ∂µg
σβ + nβσ∂µg
σα
= gαρgσβ∂µgρσ + 2∂µg
αβ − gσβ∂µnασ − gσα∂µnβσ, (3.28)
which is equivalent to
∂µg
αβ = gσβ∂µn
α
σ + g
σα∂µn
β
σ − gαρgσβ∂µgρσ
= gαρ(∂µn
β
ρ − Γτµρnβτ ) + gβρ(∂µnαρ − Γτµρnατ ). (3.29)
This is a equation about the generalized inverse metric gαβ . We see that because gαβ is not invertible,
the connection Γτµρ is not compatible with g
αβ any more5. From Eqs. (3.25) and (3.29), we further have
∂µn
α
β = g
ασ∂µgσβ + gσβ∂µg
ασ
= Γτµβn
α
τ + n
σ
β(∂µn
α
σ − Γτµσnατ ), (3.30)
5However, the connection, which is compatible with the metric and the generalized inverse metric, exists and we give
the derivation in appendix E.
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which is equivalent to Eq. (3.27). So Eq. (3.27) is not an independent equation to be satisfied, but it
can de derived from Eqs. (3.25). Therefore, to find the connection, we only need to solve Eq. (3.25). A
connection which satisfies Eq. (3.25) is given as
Γραβ = g
ρσΓσ,αβ − gρσ(Στασgτβ +Στβσgτα) + Σραβ, (3.31)
in which
Σραβ =
1
2
(δτβ − nτβ)gρσΓτ,ασ −
1
2
(δτα − nτα)gρσΓτ,βσ, (3.32)
and
Γσ,αβ =
1
2
(∂αgβσ + ∂βgασ − ∂σgαβ) (3.33)
is the Christoffel symbols of the first kind. The detail to derive the above solution is given in appendix E.
The above connection (3.31) is much more complicated than the Levi-Civita connection, which is mainly
because gαβ is not invertible. If we suppose gαβ is invertible, then n
β
α = δ
β
α is the identity matrix. So
the corrections from nβα vanish, and the connection (3.31) is reduced to the Levi-Civita connection.
Using the above results, we can obtain
Baµν =
1
2
Rσρµνe
c
σE
ρ
b ε
abc, T aµν = 2Σρµνeaρ, (3.34)
where
Rσρµν = ∂µΓ
σ
νρ − ∂νΓσµρ + ΓτνρΓσµτ − ΓτµρΓσντ (3.35)
is the Riemann curvature with the connection defined by (3.31). The Lagrangian (2.1) has a natural
decomposition according to the power counting of derivative
L = L (0) + L (1) + L (2) + L (3) + L (4). (3.36)
Here the parts L (0), L (2) and L (4) are
− 4κ2L (4) = 1
4
ηµαηνβ(gρθgστ − nρτnθσ)RσρµνRτθαβ , (3.37)
−4κ2L (2) = ηµαηνβ(nραgσβ − nρβgσα)Rσρµν + 4ηµαηνβgρσΣραβΣσµν , (3.38)
−4κ2L (0) = ηµαηνβ(gµαgνβ − gµβgνα). (3.39)
They are similar to the situation in 3D, but with the identity matrix replaced by nρτ . In 4D, the torsion
tensor is not zero any more, and we also have contribution from the torsion in Eq. (3.38). L (1) and
L (3) are relevant to the torsion and the totally antisymmetric tensor
− 4κ2L (3) = 2ηµαηνβRσρµνgρτΣθαβEθτσ, (3.40)
−4κ2L (1) = 4ηµαηνβΣθµνEθαβ . (3.41)
From Eq. (3.17), we know that the totally anti-symmetric tensor Eθαβ is equivalent to the vector Uµ.
So in the expression of L (1) and L (3), Eθαβ can also be replaced by the vector Uµ.
3.2 Relations between Partition Functions
In subsection 2.2, we have discussed the relations between partition functions in 3D case. In this
subsection, we discuss the similar relations in 4D. We consider the partition function
Z[Baµ, e
a
µ] =
∫
[DBaµ][De
a
µ][DVµ][Dj
a
µ][DNµ] (3.42)
× exp(i
∫
d4x(L + εµναβjaµVνT aαβ + εµναβNµeaνT aαβ)
)
.
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Here L is the Yang-Mills Lagrangian (2.1) with the decomposition Aaµ = B
a
µ + e
a
µ. T aαβ is the torsion
constraint condition (3.5). Different from Eq. (2.19), the vector Vµ is introduced to the path integral,
and we have two constraints associated to jaµ and Nµ. The first reason to introduce Vµ is that ε
µναβ
has four indices in 4D; So an extra vector is needed to form a scalar expression in Eq. (3.42). The
second reason is that Vµ is required in the reformulation of the Yang-Mills Lagrangian, as Vµ is needed
in Eqs. (3.40), (3.41) and (3.22). Using Vµ, E
µ
a can be expressed as
Eµa =
1
2
εµναβǫabcVνe
b
αe
c
β . (3.43)
By integrating out jaµ and N
a
µ , we can obtain
Z[Baµ, e
a
µ] =
∫
[DBaµ][De
a
µ][DVµ]exp
(
i
∫
d4xL
)
(3.44)
× δ
(
εµναβVνT aαβ
)
δ
(
εµναβeaνT aαβ
)
.
These integrals yield two constraint conditions in the delta functions. In order to integrate out Baµ, we
have to solve the constraints
εµναβVνT aαβ = 0, (3.45)
εµναβeaνT aαβ = 0. (3.46)
Using Eq. (3.6), Baµ is given by
Baµ(e) = −
1
2
ǫabcE
ρ
b (∂µe
c
ρ − Γσµρecσ). (3.47)
So the constraints (3.45) and (3.46) are equivalent to
εµναβVνT aαβ = εµναβVνΣραβeaρ = 0, (3.48)
εµναβeaνT aαβ = εµναβeaνeaρΣραβ = 0. (3.49)
or in tensor formulations
εµναβVνΣ
ρ
αβn
σ
ρ = EµαβΣραβnσρ = 0, (3.50)
εµναβgρνΣ
ρ
αβ = 0. (3.51)
By the identity (3.13), Eq. (3.50) is equivalent to
1
2
EµαβEµθτΣρθτnσρ = nθαnτβΣρθτnσρ = 0. (3.52)
So the constraint (3.50) determines the nθαn
τ
βΣ
ρ
θτn
σ
ρ part of Σ
ρ
αβ in Eq. (E.17). After contracting the
Levi-Civita symbols, Eq. (3.51) can be rewritten as
Σραβgρσ +Σ
ρ
σαgρβ +Σ
ρ
βσgρα = 0. (3.53)
From Eq. (3.53), we obtain
(δσµ − nσµ)(Σρασgρβ − Σρβσgρα) = 0, (3.54)
which implies
(δσµ − nσµ)(nθαΣρθσnβρ − gβθΣρθσgρα) = 0. (3.55)
By this equation, the part of Σραβ
(δσµ − nσµ)(nθαΣρθσnβρ − gβθΣρθσgρα) (3.56)
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is determined to be zero. With Eqs. (3.52) and (3.55), there are four undetermined parts of Σραβ in
Eq. (E.17) left
(δτµ − nτµ)nθαΣρθτ (δσρ − nσρ ), (δτα − nτα)nθµΣρθτ (δσρ − nσρ), (3.57)
(δτµ − nτµ)(δθα − nθα)Σρθτ (δσρ − nσρ), nτµnθαΣρθτ (δσρ − nσρ), (3.58)
and one undetermined part of Γραβ in Eq. (E.4)
Γρ
(αβ)
(δσρ − nσρ). (3.59)
However, using the properties of the projection tensor in appendix D, we know that the above five
undetermined parts actually do not contribute to Baµ in Eq. (3.47) and the Lagrangian (3.36). That is,
the solution given by Eqs. (E.4) and (E.17) with the constraints (3.45) and (3.46) gives the same Baµ and
the Lagrangian (3.36) as the solution in (3.31). The above discussions show that the constraints (3.45)
and (3.46) are enough to give the results in the subsection 3.1.
After analyzing constraints in the above, the next step is to integrate out Baµ. We have
Z[Baµ, e
a
µ] =
∫
[Deaµ][DVµ][DB
a
µ]exp
(
i
∫
d3xL (Baµ, e
a
µ)
)
× 1
Je
δ
(
Baµ − Bˆaµ(e)
) 1
Ne
δ
(
εµναβǫabceaν(B
b
α − B˜bα(e))ecβ
)
. (3.60)
In the above, Bˆaµ(e) is the solution given by Eqs. (3.47) and (E.17) with the constraint (3.52). B˜
b
α(e)
is the solution given by Eqs. (3.47) and (E.17) with the constraint (3.55). Je and Ne are the Jacobian
factor associated with the variable transformation of the delta function. Je is given by
Je = e12−n
(Mµνab ), (3.61)
Mµνab =
∂
(
εµταβVτT aαβ
)
∂Bbν
= 2εµτνβVτε
abcecβ , (3.62)
and Ne is given by
Ne = Det
(N µν), (3.63)
N µν =
∂
(
εµταβeaτT aαβ
)
∂
(
ενθρσeaθB
b
ρe
c
σ
) = 2ηµν , (3.64)
where Mµνab is a 12× 12 matrix. Note that we have used the elementary symmetric polynomials e12−n
in Eq. (3.61), where n is the number of zero eigenvalue of matrix, and e12−n can be computed by
Eq. (F.2) in appendix F. This is becauseMµνab is not invertible, and it has one zero eigenvalue, so n = 1
in Eq. (3.61). For an invertible k × k matrix M , we have ek(M) = det(M), so Eq. (3.61) shall give the
conventional Jacobian factor in the invertible situation. Integrating out Baµ in Eq. (2.22), we obtain
Z[eaµ] =
∫
[Deaµ][DVµ]
1
Je
1
Ne
exp
(
i
∫
d3xL (eaµ)
)
, (3.65)
where L (eaµ) solely depends on e
a
µ, which is equivalent to the expression in Eq. (2.15). From Eqs. (3.61)
and (3.63), we see that Je and Ne depend only on e
a
µ but not its derivative, which shall not influence
the path integral [27, 28].
In the above, we obtain the reformulated theory in subsection 3.1 by integrate out Baµ at first.
Following the discussions in subsection 2.2, we plan to integrate out eaµ. Similar to the situation in
subsection 2.2, solving the constraints in terms of Baµ is difficult because they are partial differential
equations of eaµ. However, because the constraints (3.45) and (3.46) are polynomials of e
a
µ, the path
– 15 –
integral about eaµ in Eq. (3.42) can be performed using the similar method in the background field
method. We have the path integral
Z[Baµ, e
a
µ] =
∫
[DBaµ][DNµ][Dj
a
µ][DVµ][D η¯][Dη][De
a
µ]
× exp
(
i
∫
d3x
(
L (Baµ, e
a
µ) + LGF + LFP
))
(3.66)
× exp(i
∫
d3x(εµναβjaµVνT aαβ + εµναβNµeaνT aαβ)
)
,
(3.67)
where
− 2κ2LGF = (Dµeaµ)(Dνeaν), (3.68)
LFP = η¯
a
(
−(DµDµ)ac − (Dµ)adεdbcebµ
)
ηc, (3.69)
are the gauge fixing term and the corresponding Faddeev-Popov ghost term, and the gauge covariant
derivative is
Dacµ = ∂µδ
ac + ǫabcBbµ. (3.70)
To one loop order, we have the determinant from the integral of eaµ
[
det
(Xαβab )]− 12 , (3.71)
where
Xαβab = −ηαβ(ηµνDµDν)ab + 2εabcBcαβ + 2εαβτσNτDabσ . (3.72)
We also have the determinant from the ghost term
det
(
−(ηµνDµDν)ab
)
. (3.73)
Note that the constraint (3.46) is quadratic polynomial of eaµ, so we have the contribution from Nµ
in Eq. (3.72), then the path integral of Nµ is also further required. Because the gauge invariance
remains intact in the background method, the total effects of these determinants can be accounted
by renormalizing the coupling constant. The contribution from the Nµ term could modify the beta
function, which makes the beta function different from that of the conventional Yang-Mills theory.
However, if the beta function is still negative, we can think that the modified theory is still close to
the Yang-Mills theory but not significantly different. The above discussions provide relations between
partition functions in 4 dimensional case, which are more complicated compared to the situation in 3D.
3.3 Scalar-Vector Sector
In the subsection 3.1, we have obtained a metric-like reformulation of the SU(2) Yang-Mills theory in
4D. In this subsection, we shall discuss a simplified version of the Lagrangian (3.36). Because gµν is
not invertible, we propose a parametrization of gµν as
gµν =
(
γρσU
ρUσ
det(γρσ)
) 1
3
(
γµν − γµρU
ργνσU
σ
γρσUρUσ
)
, (3.74)
where Uµ has been defined in Eq. (3.16), which is the eigenvector of gµν with zero eigenvalue (3.19).
We also suppose that γµν is invertible and its inverse is γ
µν . The parametrization (3.74) has three
properties: Its determinant is zero; It has Uν as the eigenvector with zero eigenvalue; It also makes
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Eq. (3.20) satisfied. Using γµν and U
ν , we can also obtain the generalized inverse metric and the
projection tensor
gµν =
(
det(γρσ)
γρσUρUσ
) 1
3
(
γµν − U
µUν
γρσUρUσ
)
, (3.75)
nαβ = δ
α
β −
γβτU
τUα
γρσUρUσ
. (3.76)
The expressions (3.74), (3.75) and (3.76) are consistent with Eq. (3.10). From Eqs. (3.16) and (3.23),
we also have
γµτVτ +
Uµ
γρσUρUσ
= 0, (3.77)
which means that
Vµ = − γµτU
τ
γρσUρUσ
, (3.78)
so Vµ is completely determined by U
µ, and it is consistent with the constraint (3.23). As in Eq. (2.32),
we decompose γµν into its trace part and its traceless part as
γµν = ϕ
2(x)ηµν + (γµν − ϕ2(x)ηµν), ϕ2(x) = 1
4
ηρσγρσ. (3.79)
We also consider that Uµ is expressed as
Uµ = ϕ3(x)a˜µ(x), (3.80)
where the factor ϕ3(x) ensures that a˜µ(x) is dimensionless. From a˜µ(x), we can define a space-like
vector field aµ(x)
ηµνa
µaν = −1, aµ = a˜
µ(x)√−ηµν a˜µa˜ν . (3.81)
Because the SU(2) group is compact, we cannot suppose the tensor part of Eq. (3.79) to be zero. In the
following, we will only consider the sector of Eq. (3.36) including aµ and ϕ(x). The explicit expression
including the tensor sector can be obtained as a formal series. gµν can be formally expanded as
gµν ≈ ϕ2(x)(ηµν + aµaν), (3.82)
where the tensor sector is not shown. Correspondingly, gµν and nβα can be given by
gµν ≈ ϕ−2(x) (ηµν + aµaν) , nβα ≈ δβα + aαaβ, (3.83)
where aµ = ηµσa
σ. Using the above results, the torsion (3.32) is
Σραβ = −
1
4
(ηρσ + aρaσ)(aα∂σaβ − aβ∂σaα)
− 1
4
(aα∂βa
ρ − aβ∂αaρ) + 1
2φ
(δραaβ − δρβaα)aσ∂σφ. (3.84)
The connection (3.31) have the expression
Γραβ = Γ¯
ρ
αβ +Ψ
ρ
αβ, (3.85)
where
Γ¯ραβ = −
1
2
(aα∂
ρaβ − aβ∂αaρ)− 1
2
aρ(∂αaβ + ∂βaα) (3.86)
− 1
2
aαa
σ(aβ∂σa
ρ − aρ∂σaβ) + 1
2
(aα∂βa
ρ + aβ∂αa
ρ),
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and
Ψραβ =
1
φ
(δρα∂βφ+ δ
ρ
β∂αφ) +
1
φ
aρ(aα∂βφ+ aβ∂αφ) (3.87)
− 1
φ
(ηαβa
ρ − δρα∂β)aσ∂σφ−
1
φ
(ηαβ + aαaβ)∂
ρφ.
In the above, we have defined φ =
√
6
κ
ϕ. Note that Γ¯ραβ is independent of φ. Using Γ¯
ρ
αβ and Ψ
ρ
αβ, the
Riemann tensor has the decomposition
Rσρµν = R¯
σ
ρµν +K
σ
ρµν , (3.88)
where
R¯σρµν = ∂µΓ¯
σ
νρ − ∂νΓ¯σµρ + Γ¯τνρΓ¯σµτ − Γ¯τµρΓ¯σντ (3.89)
is the Riemann tensor independent of φ, and
Kσρµν = ∇¯µΨσνρ − ∇¯νΨσµρ +ΨσµτΨτνρ −ΨσντΨτµρ. (3.90)
Here we have defined the derivative
∇¯µΨσνρ = ∂µΨσνρ + Γ¯σµτΨτνρ − Γ¯τµρΨσντ . (3.91)
Using the above results, we can obtain the expression for the Lagrangian (3.36). The complete expres-
sions of this Lagrangian are lengthy. The lower derivative part of L is given by
L ≈ 1
2
∂αφ∂
αφ− κ
2
24
φ4 (3.92)
+
3
4
aαaβ∂αφ∂βφ+
1
6
(2aβ∂αa
α + aα∂αa
β)φ∂βφ
+
1
24
φ2(3∂αa
β∂βa
α − ∂αaβ∂αaβ − aαaβ∂αaρ∂βaρ),
where a total divergence term
Lbound = ∂α
( 1
12
φ2(aβ∂βa
α − aα∂βaβ)− 1
3
φ(aαaβ∂βφ+ ∂
αφ)
)
(3.93)
has been subtracted. Eq. (3.92) is different from Eq. (2.34), which is a pure scalar theory. In Eq. (3.92),
a nonzero value of the quantity
〈3∂αaβ∂βaα − ∂αaβ∂αaβ − aαaβ∂αaρ∂βaρ〉 = m2 (3.94)
shall yield a nonzero virtual mass for φ. This virtual massive term together with κ
2
24φ
4 support a
minimum for a nonzero value of φ. Inversely, when φ takes a nonzero constant value, that is
〈φ〉 = v. (3.95)
In this case, Eq. (3.36) is the Lagrangian of the unit vector aµ. It is possible that the Lagrangian (3.36)
supports nontrivial classical solution of finite energy.
Now we give comparisons of the above result to the dual superconductor scenario [41–43]. In [1],
the SU(2) gauge field is decomposed in terms of a unit 3-vector n, an Abelian field Cµ and two scalar
fields ρ(x) and σ(x). The condensate of the order parameter n yields the Abelian-Higgs model, which
supports vortex solutions [44]. The vortex solutions are responsible for the string-like force in the large
distance. In the dual view, the condensate of ρ(x) and σ(x) yields a Lagrangian of the order parameter
n. This Lagrangian has the structure of non-linear σ model, which supports knot-like solutions of finite
energy [9]. The picture of our above result of this subsection has the similar interpretation to this dual
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scenario. Here φ2(x) as the scalar freedom of γµν , has the natural interpretation as the candidate of
the dimension two condensate. While the unit vector aµ serves as the order parameter. In the above
discussions, the scalar-vector sector of Eq. (3.92) is a Lagrangian about φ and aµ. From Eq. (3.94),
we knew that the nonzero condensate of aµ yields a nonzero condensate of φ. If φ obtains a nonzero
condensate as Eq. (3.95), then Eq. (3.36) produces a Lagrangian about aµ. We conjecture that it could
support classical solutions of finite energy.
There is an additional question required to be discussed for the scalar-vector sector in the above.
For the SU(2) group in Euclidean space-time or the SO(1, 2) group in Minkowski space-time, the tensor
part can be supposed to be zero, then the Lagrangian L (3.36) can be reduced to the scalar-vector
sector similar to the expression in Eq. (3.92). A question is that equations of motion (EOMs) of the
scalar-vector Lagrangian may produce solutions which does not solve the original Yang-Mills equations.
For the Faddeev-Niemi decomposition in [1], this question has been analyzed in [45, 46]. For the
SU(2) Yang-Mills theory in 4D, there are 12 EOMs for Aaµ, 3 of which are the Gaussian constraints.
The Faddeev-Niemi decomposition in [1] reduces the numbers of field variables. As a consequence,
there are 8 EOMs, while the Gaussian constraints are missed. Therefore, EOMs of the Faddeev-Niemi
decomposition produce solutions with an external source term, which are not solutions of the Yang-
Mills equations. For the scalar-vector Lagrangian in the above, the numbers of the fields variables are
reduced to be 4, hence EOMs of this Lagrangian may also produce solutions which does not solve the
Yang-Mills equations.
3.4 Dimension Two Condensate
Similar to that in the subsection 2.4, gµν is gauge invariant and has the natural interpretation as
the dimension two condensate. However, an important point different from section 2 is that gµν is
not invertible as we discussed in the subsection 3.1. We have provided a parametrization of gµν in
Eq. (3.74). For the convenience of analyzing the dimension two condensate, here we propose an alter-
native parametrization of gµν as
gµν = C
1
3pρµp
σ
νγρσ, (3.96)
where
pαβ = δ
α
β −
ηβρU
ρUα
ηρσUρUσ
(3.97)
is the project tensor, and
C =
1
det(γρσ)
(ηρσU
ρUσ)2
γρσηρτησθU τU θ
. (3.98)
Similar to that in Eq. (3.74), the parametrization in Eq. (3.96) also satisfies three constraints: The
determinant of gµν is zero; gµν has the eigenvector U
µ with zero eigenvalue; And Eq. (3.20) is satisfied.
With this parametrization, the expression for gµν cannot be derived straightforwardly as in Eq. (3.75),
but it can be derived using the Cayley-Hamilton theorem. We give the derivation of gµν in appendix F.
In order to discuss the dimension two condensate, we expand γµν and U
µ around constant background
as
γµν = v · ηµν + fµν , (3.99)
Uµ = v
3
2nµ + v
1
2uµ, (3.100)
where v is constant and positive, and nµ is a constant space-like vector
ηµνn
µnν = −1. (3.101)
In Eqs. (3.99) and (3.100), the power of v is chosen by accounting the dimension of γµν and U
µ. One
question is that the constant vector nµ may break the Lorentz invariance. However, in the subsequent
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computation of the effective potential, nµ can be eliminated using the constraint (3.101). So the effective
potential shall only depend on v. With these expansions, gµν can be approximated as
gµν = (ηµν + nµnν)
(
v − 1
3
(2uσn
σ + fσσ + fρσn
ρnσ)
)
(3.102)
+ p¯ρµp¯
σ
νfρσ +
(
nµuν + uµnν + 2nµnν(uσn
σ)
)
+ · · · ,
where p¯αβ is the constant project tensor
p¯αβ = δ
α
β + nβn
α. (3.103)
The generalized inverse metric gµν in Eq. (F.8) can be expanded as
gµν = (ηµν + nµnν)
(1
v
+
1
3v2
(2uσn
σ + fσσ + fρσn
ρnσ)
)
(3.104)
− 1
v2
p¯µρp¯νσfρσ +
1
v2
(
nµuν + uµnν + 2nµnν(uσn
σ)
)
+ · · · ,
and the projector vector nαβ in Eq. (3.10) is expanded as
nαβ = (δ
α
β + nβn
α) +
1
v
(
nβu
α + uβn
α + 2nβn
α(uσn
σ)
)
+ · · · . (3.105)
Although fµν in Eq. (3.99) has ten components, only its projected part f¯µν = p¯
ρ
µp¯
σ
νfρσ contributes to
gµν and g
µν . f¯µν satisfies the transverse and traceless conditions
nµf¯µν = 0, n
µnν f¯µν = 0, (3.106)
so f¯µν has 5 effective freedoms, which are equivalent to the components of the massive spin-2 field.
uµ has four freedoms. So gµν has 9 freedoms totally, which is consistent with the fact that gµν is a
degenerate and symmetric tensor. We can define a new tensor hµν
hµν = p¯
ρ
µp¯
σ
νfρσ +
(
nµuν + uµnν + nµnν(uσn
σ)
)
, (3.107)
then we have
uµ = −hµνnν , (3.108)
that is, uµ can be projected out from hµν . So the tensor f¯µν and the vector uµ can be packed into a
single tensor hµν . In the following discussions, we shall use hµν as the dynamical variables. In terms of
hµν , gµν and g
µν can be simplified as
gµν = (ηµν + nµnν)
(
v − 1
3
(h+ ϕ)
)
(3.109)
+ hµν + ϕnµnν + · · · ,
gµν = (ηµν + nµnν)
(1
v
+
1
3v2
(h+ ϕ)
) − 1
v2
hµν (3.110)
− 1
v2
(
2nµhνσnσ + 2n
νhµσnσ − 3ϕnµnν
)
+ · · · ,
where we have used the definitions
h = ηµνhµν , ϕ = −nµnνhµν . (3.111)
We see that gµν and g
µν can be expressed by hµν , and n
α
β in Eq. (3.105) can also be expressed by hµν
using Eq. (3.108). Using the above expressions, we can obtain the expressions for the higher derivative
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part of the Lagrangian (3.36)
4κ2v2L (4) = −1
2
(ηµν + nµnν)∂µ∂ρhαβ∂ν∂
ρhαβ +
1
2
(2ηρσ + nρnσ)∂ρ∂αhνβ∂σ∂
νhαβ
− 1
2
(∂α∂βh
αβ)2 − 1
2
∂µ∂νuσ∂
µ∂νuσ +
1
2
∂µ∂σuν∂
µ∂νuσ +
2
3
nρ∂ρ∂σ(h+ ϕ)∂
σ∂αu
α
+ nρ∂ρ∂σhµν∂
µ∂νuσ − nρ∂ρ∂µhσν∂µ∂νuσ − 1
3
∂α∂β(h+ ϕ)∂ρ∂
ρhαβ (3.112)
+
1
9
(ηµν + nµnν)∂µ∂ρ(2h − ϕ)∂ν∂ρ(h+ ϕ)− 1
3
∂µ∂νϕ∂
µ∂ν(h+ ϕ).
The quadratic derivative part in (3.38) is
− 4κ2vL (2) = −1
2
(3ηµν + 4nµnν)∂µhαβ∂νh
αβ + 3∂µhµα∂νh
να (3.113)
+ 4nρ∂ρh∂αu
α − 6nρ∂ρhαβ∂αuβ − 2∂αuβ∂αuβ + 2∂α(ϕ− h)∂βhαβ
− ∂µϕ∂µ(ϕ+ 2h)− 1
6
∂µh∂
µ(h− 2ϕ) + (ηµν + nµnν)∂µh∂νh.
The Fierz-Pauli type massive term in Eq. (3.39) is expressed as
− 4κ2L (0) = 6v2 − hαβhαβ + 1
3
h2 − 2
3
ϕh + 4ϕ2 − 8vϕ. (3.114)
And we also have the term in Eq. (3.40) including the antisymmetric tensor
− 4κ2v 32L (3) = εταβθnτ∂µ∂θuβ∂µuα + εµρσθnµnα∂α∂θhρβnτ∂τhβσ
+ 2εαµρσnα∂β∂ρuµn
τ∂τh
β
σ . (3.115)
The quadratic term of Eq. (3.41) is zero. In the above expressions, uµ is determined by Eq. (3.108). So
the above equations give the kinetic part of the tensor hµν . In order to obtain the kinetic operator, we
can define the operators
P(k,1)µν,αβ = ηµνηαβ , P(k,2)µν,αβ = ηµαηνβ + ηµβηνα,
P(k,3)µν,αβ = ηµν∂α∂β + ηαβ∂µ∂ν , P(k,5)µν,αβ = ∂µ∂ν∂α∂β , (3.116)
P(k,4)µν,αβ = (ηµα∂ν∂β + ηνα∂µ∂β) + (α↔ β).
These operators belong to the class of the projection operators in appendix B. However, here we also
have three operators constructed from nµ
P(n,1)µν,αβ = ηµνnαnβ + ηαβnµnν, P(n,3)µν,αβ = nµnνnαnβ, (3.117)
P(n,2)µν,αβ = (ηµαnνnβ + ηναnµnβ) + (α↔ β),
and six composite operators constructed from nµ and the partial derivative
P(nk,1)µν,αβ = nµnν∂α∂β + nαnβ∂µ∂ν , P(nk,2)µν,αβ = (nµnα∂ν∂β + nνnα∂µ∂β) + (α↔ β),
P(nk,3)µν,αβ = ηµν(nα∂β + nβ∂α) + ηαβ(nµ∂ν + nν∂µ),
P(nk,4)µν,αβ = nµnν(nα∂β + nβ∂α) + nαnβ(nµ∂ν + nν∂µ), (3.118)
P(nk,5)µν,αβ = (nµ∂ν + nν∂µ)∂α∂β + (nα∂β + nβ∂α)∂µ∂ν ,
P(nk,6)µν,αβ =
(
ηµα(nν∂β + nβ∂ν) + ηνα(nµ∂β + nβ∂µ)
)
+ (α↔ β).
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And Eq. (3.115) also provides four operators relevant to the antisymmetric tensor
P(ε,1)µν,αβ = (ηµαενβρσnσ∂ρ + ηναεµβρσnσ∂ρ) + (α↔ β),
P(ε,2)µν,αβ = (nµnαενβρσnσ∂ρ + nνnαεµβρσnσ∂ρ) + (α↔ β), (3.119)
P(ε,3)µν,αβ = (ενβρσnσ∂ρ∂µ∂α + εµβρσnσ∂ρ∂ν∂α) + (α↔ β),
P(ε,4)µν,αβ =
(
ενβρσn
σ∂ρ(nµ∂α + nα∂µ) + εµβρσn
σ∂ρ(nν∂α + nα∂ν)
)
+ (α↔ β).
Using the above operators, the kinetic operator of hµν can be written as
Dµν,αβ =
5∑
i=1
aiP(k,i)µν,αβ +
3∑
i=1
biP(n,i)µν,αβ +
6∑
i=1
fiP(nk,i)µν,αβ +
4∑
i=1
xiP(ε,i)µν,αβ . (3.120)
The coefficients of this operator can be obtained from Eqs. (3.112)-(3.115). The coefficients ai are
a1 = − 2
9v2
(
+ (n · ∂)2)− 1
6v
(
5 + 6(n · ∂)2)+ 1
3
,
a2 =
1
4v2
(
+ (n · ∂)2)+ 1
4v
(
3+ 4(n · ∂)2)− 1
2
, (3.121)
a3 =
1
6v2
+
1
v
, a4 = − 1
8v2
(
2+ (n · ∂)2)− 3
4v
, a5 =
1
2v2
,
where  = ηµν∂µ∂ν is the Laplace operator, and n · ∂ = ηµνnµ∂ν . The coefficients bi are
b1 = − 1
18v2
(
2− (n · ∂)2)− 5
6v
+
1
3
, (3.122)
b2 =
1
8v2
(+ 4v), b3 =
1
9v2
(
4 + (n · ∂)2)+ 1
v
+ 4.
The coefficients fi are
f1 = − 1
6v2
+
1
v
, f2 = − 1
8v2
, f3 =
1
6v2
( + 6v)(n · ∂), (3.123)
f4 = − 1
6v2
(n · ∂), f5 = 1
4v2
(n · ∂), f6 = − 1
8v2
(+ 6v)(n · ∂),
and the coefficients xi are
x1 = − 1
4v
3
2
(n · ∂)2, x2 = − 1
4v
3
2
, x3 = 0, x4 =
1
4v
3
2
(n · ∂). (3.124)
In Eqs. (3.112)-(3.115), we have given the expressions for the quadratic part of the Lagrangian. The
interactive part can also be derived. If we use V1 and V3 stand for the number of the vertex of one and
three derivatives respectively. Then similar to the discussion in the 3D case in subsection 2.4, we can
obtain the superficial degree of divergence
ω = 4− 3V1 − 2V2 − V3. (3.125)
We see that ω is suppressed by the numbers of vertex, so the 4D case is still renormalizable by power
counting. However, compared to the 3D case in Eq. (2.53), ω in Eq. (3.125) is not further suppressed
by the number of loops. Moreover, the renormalizability by power counting does not ensure that
the theory is renormalizable. An alternative approach to analyze the effective potential is using the
functional renormalization group [47–49], which does not require the theory is renormalizable in the
conventional meaning. The functional renormalization group has been used to analyzing the gravity
theory, in which the asymptotic safety property is expected [50–52].
In order to compute the one-loop effective action, we need to compute the determinant
[
pdet(Dµν,αβ)
]− 1
2 . (3.126)
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Here pdet means that we only consider the nonzero eigenvalues, because Dµν,αβ in Eq. (3.120) has
one zero eigenvalue. This zero eigenvalue contributes an overall volume factor, which is hence can be
removed [53, 54]. After computing the determinant of the tensor sector by considering the nonzero
eigenvalues, we obtain the determinant
det
(
− 1
96
W1,1
(
1 +
W1,2
W1,1
) ·W2,1(1 + W2,2
W2,1
) ·W3,1(1 + W3,2
W3,1
))
. (3.127)
In the above, W1,1 and W1,2 are
W1,1 =
(1
v
+ 1
)(1
v
+ 2
)2
, (3.128)
W1,2 =
1
2v3
(

2 + 11v + 14v2
)
(n · ∂)2 − 1
2v3
(n · ∂)4. (3.129)
W2,1 and W2,2 are
W2,1 =
(1
v
+ b+
)2(1
v
− b−
)2
, (3.130)
W2,2 =
2
v4
(

3 + 7v2 + 10v2− 8v3)(n · ∂)2 (3.131)
+
1
v4
(

2 + 12v + 16v2
)
(n · ∂)4 + 4
v3
(n · ∂)6,
where b+ and b− have been given in Eq. (2.50). W3,1 and W3,2 are
W3,1 =
1
v4
(

2 + 8v − 2v2)(2 − 2v2)+ 12, (3.132)
W3,2 =
4
v3
(
32 + 4v − 8v2)(n · ∂)2 (3.133)
− 2
v4
(

2 + 2v − 12v2)(n · ∂)4 − 8
v3
(n · ∂)6 + 1
v4
(n · ∂)8.
W3,1 can also be factorized as
W3,1 =
(1
v
+ r1
)(1
v
+ r2
)(1
v
+ z
)(1
v
+ z¯
)
, (3.134)
where
r1 ≈ 8.2210, r2 ≈ 1.7144, (3.135)
are numerical values of real roots, and
z ≈ −0.96772 + 0.44578i, z¯ ≈ −0.96772 − 0.44578i, (3.136)
are a pair of conjugate complex roots. From the determinant in Eq. (3.127), the effective potential can
be expressed as
Veff =
3
2κ2
v2 − i
2
tr
(
logW1,1 + logW2,1 + logW3,1
)
(3.137)
− i
2
tr
(
log
(
1 +
W1,2
W1,1
)
+ log
(
1 +
W2,2
W2,1
)
+ log
(
1 +
W3,2
W3,1
))
+ · · · .
The operators in the second line of Eq. (3.137) depend on the vector nµ. As discussed below Eq. (3.101),
nµ can be eliminated by Eq. (3.101) after taking the trace operation, so Veff shall be independent of nµ.
These operators can be computed as perturbative series, but it is difficult to obtain compact results. In
this subsection, we shall only consider the contribution from the first line of Eq. (3.137). In momentum
space, the first line of Eq. (3.137) can be computed as
Veff =
3
2κ2
v2 +
1
2
V
(1)
eff +
1
2
V
(2)
eff +
1
2
V
(3)
eff + · · · . (3.138)
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In the above, the contributions from the W1,1 and W2,1 terms are
V
(1)
eff =
∫
d4kE
(2π)4
[
log
(1
v
k2E + 1
)
+ 2log
(1
v
k2E + 2
)]
, (3.139)
V
(2)
eff =
∫
d4kE
(2π)4
[
2log
(1
v
k2E + b+
)
+ 2log
∣∣1
v
k2E − b−
∣∣]. (3.140)
We see that the second term of Eq. (3.139) and the two terms of Eq. (3.140) coincide with the contri-
butions (2.56) in 3D. The contribution from the W3,1 term is
V
(3)
eff =
∫
d4kE
(2π)4
[
log
(1
v
k2E + r1
)
+ log
(1
v
k2E + r2
)]
, (3.141)
+
∫
d4kE
(2π)4
[
log
(1
v
k2E + z
)
+ log
(1
v
k2E + z¯
)]
.
Using the dimensional regularization in appendix C, we obtain the result
Veff =
3
2κ2
v2 − c1
128π2
v2 − c2
64π2
v2log
µ2
v
− c2
64π2
v2
(1
ǫ
+ log4π − γE
)
, (3.142)
c1 = s(1) + 2s(2) + 2s(b+) + 2s(b−) + s(r1) + s(r2) + s(z) + s(z¯),
c2 = 1 + 2 · 22 + 2b2+ + 2b2− + r21 + r22 + z2 + z¯2 = 133,
where s(x) is the function
s(x) = x2(3− 2logx), (3.143)
and µ is the renormalization scale. The fourth term of Eq. (3.142) can be subtracted in the minimal
subtraction theme. In Eq. (2.57) for the 3D case, we know that the tachyonic term b− vanishes.
However, the tachyonic term b− in Eq. (3.142) behaves like the other massive modes. We can define
the running coupling constant κ¯
3
κ¯2
=
∂2Veff
∂v2
∣∣
v=µ¯2
=
3
κ2
− c1
64π2
+
c2
64π2
(
2log
µ¯2
µ2
+ 3
)
. (3.144)
From this definition, we obtain the renormalization group equation for κ¯
µ¯
∂κ¯
∂µ¯
= − c2
96π2
κ¯3 = −(311
24
+
1
96
) κ¯3
π2
. (3.145)
This equation is similar to the definition of the beta function in the pure SU(2) Yang-Mills theory.
However, the value of this beta function is about 3 times of that in the SU(2) Yang-Mills theory.
This difference could be attributed to the contributions from the quadratic constraint term as we have
discussed below Eq. (3.72). Note that the above results are obtained assuming that we only consider
the first line of Eq. (3.137). It would be interesting to see how the beta function can be corrected by
the second line of Eq. (3.137). In terms of κ¯, the effective potential can be rewritten as
Veff =
3
2κ¯2
v2 +
c2
64π2
v2
(
log
v
µ¯2
− 3
2
)
, (3.146)
which has the minimum value at
〈v〉 = µ¯2exp(− 96π2
133κ¯2
+ 1
)
. (3.147)
This is the typical dimensional transmutation phenomenon for classically scale invariant theories.
In the end of subsection 2.4, we have discussed the effectiveness of the one-loop computation in
3D. In 3D, we found that all interactive vertices are suppressed by the dimension-2 condensate v with
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no exception. In 4D, the situation is a little more complicated. In 4D, we make the redefinitions
h˜µν =
1
κ
√
v
hµν , then h˜µν has the canonical dimension. After this redefinition, the interactive vertices
produced by Eqs. (3.37), (3.38) and (3.40) are all suppressed by v. The vertex of the lowest dimension
is κ√
v
h˜∂h˜∂h˜. These are similar to the cases in 3D. However, because the torsion is non-zero, a different
point arises in the 4D case. The vertices, which only depend on κ but are not suppressed by v, could
be produced by the linear torsion term (3.41). Nevertheless, using the torsion in Eq. (3.32) and the
metric in Eq. (3.96), this term is exactly zero. Therefore, all interactive vertices are also suppressed by
v in 4D. The effectiveness of one-loop computation is actually controlled by the effective coupling κ√
v
.
In addition, we compare the above results with the magnetic instability discovered in [55]. In [55], it
was discovered that the constant Savvidy background [56] is unstable due to the appearance of tachyonic
modes6. In a series of papers [58, 59], the authors proposed that the instability can be removed by
using space-time dependent backgrounds, which have the periodic structure and share similarities with
a type II superconductor. In terms of the metric-like variables, we also find the tachyonic mode in
Eq. (3.130). However, the tachyonic mode appears in pair, and the term associated to the tachyon
mode in the functional determinant appears to be completely square, which ensures that the operator
is non-negative. So the one-loop effective potential is still stable. A question is that if space-time
dependent backgrounds are also stable and can even give lower vacuum energy. The answer is probably
negative. The reason is that the reformulated theory is a higher derivative theory. Higher derivative
theories generally suffer from the Ostrogradski instability especially when the field configurations are
space-time dependent [60]. In the situation here, the space-time dependent background may break the
square structure of the tachyon mode in the functional determinant, and hence may yield imaginary
contributions to the effective potential. However, the analysis of this subsection do not mean that the
analysis of the Savvidy instability is invalid. The Savvidy background can be expressed by the gauge
field Aaµ. The dimension-2 condensate is in terms of the frame field e
a
µ, which is basically a non-local
function of Aaµ according to the decompositions in subsections 2.1 and 3.1. In [17], the dimension-2
condensate is proposed to be expressed by a non-local operator. In [55], the authors also proposed that
the stable vacuum could be reached after a cascade decay process, but the vacuum is characterized by
non-local operators.
3.5 Gauge Invariant Gluon Polarization
In 4D, the gluon angular momentum operator are similar to that in Eqs. (2.60) and (2.61) in 3D. Using
the variables in the subsection 3.1, we have
κ2Mµαβgs = −ηµτ (ηαθηβγ − ηβθηαγ)(
1
2
Rσρτθg
ρλEγλσ + 2Σρτθgργ + Eγτθ). (3.148)
In the low momentum limit, Mµαβgs shall be dominated by
κ2Mµαβgs ≈ −2ηµτηαρηβσEτρσ. (3.149)
The orbital angular momentum Mµαβgo can also be expressed by space-time tensor fields. Many results
are similar to the expression in subsection 2.5. Because the torsion (3.33) is not zero,Mµαβgo also includes
the contribution from the torsion.
For the Maxwell field, it has been shown that the Laguerre-Gaussian laser modes have a well-
defined angular momentum [61, 62]. The Laguerre-Gaussian laser modes are described by classical
solutions of vacuum Maxwell equations. In the above, we have given the gauge invariant expressions
of the SU(2) gluon angular momentum. For another different expression, see [63]. It is interesting to
consider whether there exist classical solutions of the Lagrangian (3.36) which have well-defined angular
momentum. The above expressions of Mµαβgs and M
µαβ
go provide appropriate variables to perform the
computations.
6In [57], it was proposed that this instability could be eliminated by considering the gauge invariant background and
the parity of the modes.
– 25 –
In the end of subsection 2.5, we have discussed how to solve eaµ as a function of A
a
µ. The results
are that a solution based on the Taylor expansion can be found, and the solution is not unique. The
four dimensional case is more complicated. In order to solve eaµ in terms of A
a
µ, we need to solve two
constraints (3.45) and (3.46). A similar solution based on the Taylor series can be obtained, although
the solution have more complicated expressions than the case in 3D.
4 Conclusions
We employed new variables in terms of space-time tensor fields to recast SU(2) Yang-Mills theories
into gravity-like formulations, which are proposed as effective descriptions of the infrared region. The
gravity-like formulations include the square of Riemann curvature, which are higher derivative theories.
These higher derivative theories are shown to be renormalizable by power counting. The gauge invariant
metric-like variables are then used to analyze the dimension two condensate.
In 3 dimensions, the one-loop effective potential is finite, and a nonzero dimension two condensate
is obtained. In 4 dimensions, the one-loop effective potential provides the dimensional transmutation
phenomenon, and the beta function of running coupling is also obtained, which is negative but with
numerical difference with the conventional Yang-Mills theory. Although we find tachyonic modes both
in 3 and 4 dimensions, these tachyonic modes do not induce instability of the effective potential because
of the special structure of kinetic terms.
In subsections 2.4 and 3.4, we discuss a new phenomenon in the reformulated theories. In Yang-Mills
theories, the interaction vertices are measured by a unique coupling κ. In contrast, the interactions in the
reformulated theories are controlled by effective couplings, which are functions of κ and the dimension
two condensate, and the dimension two condensate has the effect of suppressing the interaction vertices.
In 3 dimensions, this effect has the interpretation that the higher loop expansions are actually strong
coupling expansions.
In 4 dimensions, we also discuss the additional unit 4-vector in subsection 3.3. The obtained scalar-
vector sector of the Lagrangian has the property of duality between the dimension two condensate and
the unit 4-vector, which provides a novel dual property of the SU(2) Yang-Mills theory in 4 dimensions.
An interesting question is whether the SU(3) Yang-Mills theories can also be reformulated into
gravity-like formulations. In this regard, the methods used in [64–67] could be very relevant. For exam-
ple, the SU(3) Yang-Mills theory in 3 dimension can be straightforwardly reformulated by introducing
the higher-spin field variables in [67].
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A Conventions
Because we have two metrics ηµν and gµν , the convention is that we raise up or down the tensor indices
by ηµν and its inverse η
µν . However, we claim several exceptions in this paper. gµν is an exception.
gµν in section 2 is its inverse or is its generalized inverse in section 3, but is not obtained by raising up
indices by ηµν from gµν . γ
µν and Eαβγ in section 3 are also exceptions. In most of cases, we give the
summation manifestly to avoid confusions.
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B Projection Operator of Propagator
In D dimensional space-time, we define the following projection operators [27]
P
(2)
µν,αβ =
1
2
(
θµαθνβ + θµβθνα − 2
D − 1θµνθαβ
)
, (B.1)
P
(1)
µν,αβ =
1
2
(θµαωνβ + θµβωνα + θναωµβ + θνβωµα) , (B.2)
P
(0,s)
µν,αβ =
1
D − 1θµνθαβ, P
(0,ω)
µν,αβ = ωµνωαβ, (B.3)
and two additional operators
P
(0,sω)
µν,αβ =
1√
D − 1θµνωαβ, P
(0,ωs)
µν,αβ =
1√
D − 1ωµνθαβ, (B.4)
where in the coordinate space
θµν = ηµν − ∂µ∂ν
ηρσ∂ρ∂σ
, ωµν =
∂µ∂ν
ηρσ∂ρ∂σ
, (B.5)
or in the momentum space
θµν = ηµν − kµkν
ηρσkρkσ
, ωµν =
kµkν
ηρσkρkσ
. (B.6)
C Calculation by Dimensional Regularization
We calculate the integral in n dimensions
∫
dnkE
(2π)3
log
(
ak2E + b
)
=
π
n
2
(2π)nΓ(n2 )
a−
n
2
∫ ∞
0
du u
n−2
2 log(u+ b), (C.1)
where we suppose a > 0 and b > 0. If we define [29]
f(α) = −
∫ ∞
0
du u
n−2
2
1
(u+ b)α
, (C.2)
then we have
f ′(0) =
∫ ∞
0
du u
n−2
2 log(u+ b), f ′(α) =
df
dα
. (C.3)
The integral f(α) can be computed to be
f(α) = − 2
n
b
n
2
−α
(
u
u+ b
)n
2
2F1
(n
2
, 1 +
n
2
− α; 1 + n
2
,
u
u+ b
)∣∣∞
0
= −bn2−αΓ(
n
2 )Γ(α− n2 )
Γ(α)
, (C.4)
which yields
f ′(0) = −bn2 Γ(n
2
)Γ(−n
2
). (C.5)
Another type of integral is
∫
dnkE
(2π)3
log|ak2E − b| =
π
n
2
(2π)nΓ(n2 )
a−
n
2
∫ ∞
0
du u
n−2
2 log|u− b|. (C.6)
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The abstract sign can be removed by
∫ ∞
0
du u
n−2
2 log|u− b| =
∫ b
0
du u
n−2
2 log(b− u) +
∫ ∞
b
du u
n−2
2 log(u− b). (C.7)
If we define
f1(α) = −
∫ b
0
du u
n−2
2
1
(b− u)α , (C.8)
f2(α) = −
∫ ∞
b
du u
n−2
2
1
(u− b)α = −
∫ ∞
0
du (u+ b)
n−2
2
1
uα
, (C.9)
then we have
f1(α) = − 2
n
u
n
2 b−α2F1
(n
2
, α; 1 +
n
2
,
u
b
)∣∣∞
0
= −bn2−αΓ(
n
2 )Γ(1− α)
Γ(1 + n2 − α)
, (C.10)
f2(α) =
1
α− 1b
n
2
−α
(
u
u+ b
)1−α
2F1
(
1 +
n
2
− α, 1− α; 2 − α, u
u+ b
)∣∣∞
0
= −bn2−αΓ(1− α)Γ(α−
n
2 )
Γ(1− n2 )
. (C.11)
From the above, we further obtain
f ′1(0) =
2b
n
2
n
[
log(b)− γE − ψ(0)(1 + n
2
)
]
, (C.12)
f ′2(0) = −
2b
n
2
n
[
log(b)− γE − ψ(0)(−n
2
)
]
, (C.13)
where
ψ(0)(z) =
1
Γ(z)
dΓ(z)
dz
(C.14)
is the poly gamma function and γE is the Euler gamma constant.
D Property of Projection Tensor
As we have mentioned in section 3, the tensors (δαβ − nαβ) and nαβ behave like projection tensors. Using
the definition (3.8), we can prove that they have the properties
nασn
σ
β = n
α
β , (δ
α
σ − nασ)(δσβ − nσβ) = (δαβ − nαβ), nασ(δσβ − nσβ) = 0. (D.1)
Acting on the metric gαβ , they yield
nσαgσβ = gαβ , (δ
σ
α − nσα)gσβ = 0. (D.2)
Similarly, acting on the generalized inverse metric gαβ , they yield
nασg
σβ = gαβ , (δασ − nασ)gσβ = 0. (D.3)
(δαβ −nαβ) and nαβ can also be used to decompose tensors. For example, for the tensor Σραβ, we have the
identity
Σραβ = n
σ
αn
τ
βn
ρ
θΣ
θ
στ + n
σ
αn
τ
β(δ
ρ
θ − nρθ)Σθστ + nσα(δτβ − nτβ)nρθΣθστ (D.4)
+ nσα(δ
τ
β − nτβ)(δρθ − nρθ)Σθστ + (δσα − nσα)nτβnρθΣθστ + (δσα − nσα)nτβ(δρθ − nρθ)Σθστ
+ (δσα − nσα)(δτβ − nτβ)nρθΣθστ + (δσα − nσα)(δτβ − nτβ)(δρθ − nρθ)Σθστ ,
that is, Σραβ has 8 different parts under the projection decomposition. The above discussions are useful
to find solutions of connection with metric compatibility.
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E Solution of Connection in 4 Dimensions
In this appendix, we give the procedure to solve Eq. (3.25). We attempt to find a connection which
satisfies
∂µgαβ = Γ
ρ
µαgρβ + Γ
ρ
µβgρα (E.1)
From Eq. (E.1), we have
Γσ,αβ = Γ
ρ
(αβ)
gρσ +Σ
ρ
ασgρβ +Σ
ρ
βσgρα, (E.2)
where Γρ(αβ) =
1
2(Γ
ρ
αβ + Γ
ρ
βα) is the symmetric part of the connection and Σ
ρ
αβ =
1
2(Γ
ρ
αβ − Γρβα) is its
antisymmetric part. Γσ,αβ has been defined in Eq. (3.33). From Eq. (E.2), we have
Γρ(αβ)n
σ
ρ = g
σρΓρ,αβ − gστ (Σρατgρβ +Σρβτgρα). (E.3)
Because we have the decomposition
Γσαβ = Γ
σ
(αβ) +Σ
σ
αβ = Γ
ρ
(αβ)n
σ
ρ + Γ
ρ
(αβ)(δ
σ
ρ − nσρ) + Σσαβ
= gσρΓρ,αβ − gστ (Σρατgρβ +Σρβτgρα) + Γρ(αβ)(δσρ − nσρ) + Σσαβ. (E.4)
We have used Eq. (E.3) to replace the part Γρ(αβ)n
σ
ρ of Γ
σ
αβ. Substituting Eq. (E.4) into Eq. (E.2), we
find that Eq. (E.2) is satisfied if
(δρσ − nρσ)Γρ,αβ = (δτσ − nτσ)(Σρατgρβ +Σρβτgρα). (E.5)
We can check that Eqs. (E.5) and (E.3) make Eq. (E.1) satisfied. Multiplying the two sides of Eq. (E.5)
by the projection tensor (δαθ − nαθ ), we have
(δαθ − nαθ )(δρσ − nρσ)Γρ,αβ = (δαθ − nαθ )(δτσ − nτσ)Σρατgρβ , (E.6)
which means
(δαθ − nαθ )(δτσ − nτσ)Σρατnλρ = (δαθ − nαθ )(δρσ − nρσ)gλβΓρ,αβ, (E.7)
From Eq. (E.5), we also have
(δρσ − nρσ)nθαnτβΓρ,θτ = (δτσ − nτσ)(nθαΣρθτgρβ + nθβΣρθτgρα). (E.8)
We have the decomposition
(δτσ − nτσ)nθαΣρθτgρβ =
1
2
(δτσ − nτσ)(nθαΣρθτgρβ + nθβΣρθτgρα) (E.9)
+
1
2
(δτσ − nτσ)(nθαΣρθτgρβ − nθβΣρθτgρα).
Using Eq. (E.8) to replace the symmetrical part of Eq. (E.9), then from Eq. (E.9), we can obtain
(δτσ − nτσ)nθαΣρθτnβρ =
1
2
(δρσ − nρσ)nθαgβτΓρ,θτ (E.10)
+
1
2
(δτσ − nτσ)(nθαΣρθτnβρ − gβθΣρθτgρα).
Eqs. (E.7) and (E.10) together yield
(δτµ − nτµ)Σρατnσρ = (δτµ − nτµ)(δθα − nθα)Σρθτnσρ + (δτµ − nτµ)nθαΣρθτnσρ
= (δθα − nθα)(δρµ − nρµ)gστΓρ,θτ +
1
2
(δρµ − nρµ)nθαgστΓρ,θτ
+
1
2
(δτµ − nτµ)(nθαΣρθτnσρ − gσθΣρθτgρα), (E.11)
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which further yields
Σσαµ = (δ
τ
µ − nτµ)Σρατnσρ + (δτµ − nτµ)Σρατ (δσρ − nσρ) + nτµΣσατ
= (δθα − nθα)(δρµ − nρµ)gστΓρ,θτ +
1
2
(δρµ − nρµ)nθαgστΓρ,θτ (E.12)
+
1
2
(δτµ − nτµ)(nθαΣρθτnσρ − gσθΣρθτgρα) + (δτµ − nτµ)Σρατ (δσρ − nσρ ) + nτµΣσατ .
Using the expression (E.12), and the identity
(δρσ − nρσ)(δθα − nθα)(nτβ − nτβ)Γρ,θτ = 0, (E.13)
we can prove that Eq. (E.5) is satisfied. Σσαµ is antisymmetric about α and µ, but the expression of
Eq. (E.12) is not. However, multiplying the two sides of Eq. (E.12) by (δτµ − nτµ) and nθα, we have
(δτµ − nτµ)nθαΣσθτ =
1
2
(δρµ − nρµ)nθαgστΓρ,θτ + (δτµ − nτµ)nθαΣρθτ (δσρ − nσρ) (E.14)
+
1
2
(δτµ − nτµ)(nθαΣρθτnσρ − gσθΣρθτgρα).
Similarly, we have
(δτµ − nτµ)(δθα − nθα)Σσθτ = (δθα − nθα)(δρµ − nρµ)gστΓρ,θτ (E.15)
+ (δτµ − nτµ)(δθα − nθα)Σρθτ (δσρ − nσρ).
We have decomposition
Σσαµ = n
θ
α(δ
τ
µ − nτµ)Σσθτ + (δθα − nθα)(δτµ − nτµ)Σσθτ + nθαnτµΣσθτ + (δθα − nθα)nτµΣσθτ , (E.16)
whose right side is transparently antisymmetric about α and µ. Substituting Eqs. (E.14) and (E.15)
into the above decomposition, we have
Σσαµ =
1
2
(δτµ − nτµ)gσρΓτ,ρα −
1
2
(δτα − nτα)gσρΓτ,ρµ (E.17)
+
1
2
(δτµ − nτµ)(nθαΣρθτnσρ − gσθΣρθτgρα)−
1
2
(δτα − nτα)(nθµΣρθτnσρ − gσθΣρθτgρµ)
+ (δτµ − nτµ)nθαΣρθτ (δσρ − nσρ)− (δτα − nτα)nθµΣρθτ (δσρ − nσρ )
+ (δτµ − nτµ)(δθα − nθα)Σρθτ (δσρ − nσρ ) + nτµnθαΣσθτ .
The right side of this expression is antisymmetric about α and µ, and we can check that Σσαµ given by
Eq. (E.17) satisfies Eq. (E.5).
In the above, we have obtained the connection which satisfies the metric compatibility condi-
tion (E.1). Now we further require that the connection satisfies
∂µg
αβ = −Γβµρgρα − Γαµρgρβ . (E.18)
If gαβ is invertible, then we can derive Eq. (E.18) from Eq. (E.1). However, gαβ is not invertible here.
We also need to solve Eq. (E.18). Using the projection tensor, from Eq. (E.18), we have
(δασ − nασ)Γσµρgρβ = −(δασ − nασ)∂µgσβ , (E.19)
which further yields
(δασ − nασ)Γσµρnρβ = −nσβ∂µnασ , (E.20)
which is equivalent to
(δασ − nασ)Γσ(µρ)nρβ = −(δασ − nασ)Σσµρnρβ − nσβ∂µnασ . (E.21)
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we can derive Eq. (E.18) from Eqs. (E.1) and (E.20). So Eq. (E.18) provides a new constraint (E.20)
for the connection (E.4). From Eqs. (E.20) and (E.21), we can obtain
nταn
θ
βΓ
ρ
(τθ)(δ
σ
ρ − nσρ ) = −
1
2
nταn
θ
β(∂τn
σ
θ + ∂θn
σ
τ ), (E.22)
nταn
θ
βΣ
ρ
τθ(δ
σ
ρ − nσρ ) = −
1
2
nταn
θ
β(∂τn
σ
θ − ∂θnστ ), (E.23)
(δτα − nτα)nθβΓρ(τθ)(δσρ − nσρ ) = −(δτα − nτα)nθβΣρτθ(δσρ − nσρ )− (δτα − nτα)nθβ∂τnσθ . (E.24)
Inversely, Eqs. (E.22), (E.23) and (E.24) make Eq. (E.20) satisfied. We have
Γρ(αµ)(δ
σ
ρ − nσρ) = nτµΓρ(ατ)(δσρ − nσρ ) + nθα(δτµ − nτµ)Γρ(θτ)(δσρ − nσρ )
+ (δθα − nθα)(δτµ − nτµ)Γρθτ (δσρ − nσρ)
= −nρµ∂αnβρ − (δτµ − nτµ)nρα∂τnβρ − nθµΣραθ(δσρ − nσρ) (E.25)
− (δτµ − nτµ)nθαΣρτθ(δσρ − nσρ) + (δθα − nθα)(δτµ − nτµ)Γρ(θτ)(δσρ − nσρ ),
where we have used Eqs. (E.21) and (E.24). Using Eq. (E.23), nθµΣ
ρ
αθ(δ
σ
ρ − nσρ) and nταnθµΣραθ can be
decomposed as
nθµΣ
ρ
αθ(δ
σ
ρ − nσρ ) = nταnθµΣρτθ(δσρ − nσρ ) + (δτα − nτα)nθµΣρτθ(δσρ − nσρ)
= −1
2
nταn
θ
µ(∂τn
σ
θ − ∂τnσθ ) + (δτα − nτα)nθµΣρτθ(δσρ − nσρ), (E.26)
nταn
θ
µΣ
σ
τθ = n
τ
αn
θ
µΣ
ρ
τθ(δ
σ
ρ − nσρ ) + nταnθµΣρτθnσρ
= −1
2
nταn
θ
µ(∂τn
σ
θ − ∂τnσθ ) + nταnθµΣρτθnσρ . (E.27)
Substituting Eq. (E.26) into (E.25), we have
Γρ(αµ)(δ
σ
ρ − nσρ ) = −(nρµ∂αnσρ + nρα∂µnσρ ) +
1
2
nταn
θ
µ(∂τn
σ
θ + ∂θn
σ
τ ) (E.28)
− (δτα − nτα)nθµΣρτθ(δσρ − nσρ)− (δτµ − nτµ)nθαΣρτθ(δσρ − nσρ)
+ (δθα − nθα)(δτµ − nτµ)Γρ(θτ)(δσρ − nσρ).
Substituting Eq. (E.27) into (E.17), we have
Σσαµ =
1
2
(δτµ − nτµ)gσρΓτ,ρα −
1
2
(δτα − nτα)gσρΓτ,ρµ −
1
2
nταn
θ
µ(∂τn
σ
θ − ∂θnστ ) (E.29)
+
1
2
(δτµ − nτµ)(nθαΣρθτnσρ − gσθΣρθτgρα)−
1
2
(δτα − nτα)(nθµΣρθτnσρ − gσθΣρθτgρµ)
+ (δτµ − nτµ)nθαΣρθτ (δσρ − nσρ)− (δτα − nτα)nθµΣρθτ (δσρ − nσρ )
+ (δτµ − nτµ)(δθα − nθα)Σρθτ (δσρ − nσρ ) + nτµnθαΣρθτnσρ .
Substituting (E.28) and (E.29) into Eq. (E.4), we then obtain the connection Γσαβ which satisfies both
Eqs. (E.1) and (E.18). The connection Γσαβ with the expressions (E.28) and (E.29) is the most general
solution of Eqs. (E.1) and (E.18). When nθα = δ
θ
α, this solution reduces to the conventional metric-
compatible connection with torsion.
We give some comments on our above discussions. The basic method which we used to solve
Eqs. (E.1) and (E.18) is: At first we use the projection tensor nθα and (δ
θ
α − nθα) to decompose the
connection and the torsion, such as, the torsion is decomposed into 8 different parts in Eq. (D.4); Then
some parts can be determined from Eqs. (E.1) and (E.18), and the unconstrained parts are left free.
Using this method, we were able to find the most general solution of Eqs. (E.1) and (E.18). If we set
the unconstrained part to be zero, then we obtain the special solutions in Eqs. (3.31) and (3.32) in
subsection 3.1.
There were relevant discussions to find the metric-compatible connection for a degenerate metric.
For a different definition of the metric-compatibility condition and the solution of connection, see [69].
For a review about the degenerate metric from the mathematical aspect, see [70]. For a recent discussion
of the degenerate metric related to the Newton-Cartan geometry and the Galilean symmetry, see [71].
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F Derivation of Generalized Inverse Matrix by Cayley-Hamilton Theorem
For a n×n matrix A, the Cayley-Hamilton theorem asserts that A satisfy the following matrix identity
An + e1A
n−1 + · · ·+ enI = 0, (F.1)
in which I is the n× n identity matrix. The coefficients em are given as [72]
em =
(−1)m
m!
det


trA m− 1 0 · · ·
trA2 trA m− 2 · · ·
...
...
...
trAm−1 trAm−2 · · · · · · 1
trAm trAm−1 · · · · · · trA


. (F.2)
In this appendix, we use the Cayley-Hamilton Theorem to derive the generalized inverse of gµν .
We first define the matrix
Xαβ = η
αρgρβ. (F.3)
We can define the matrix Sαβ as
Sαβ =
1
e3
(XαρX
ρ
β −XρρXαβ ) +
e2
e3 · e3 (X
α
ρX
ρ
σX
σ
β −XρρXασXσβ ) +
e2 · e2
e3 · e3X
α
β , (F.4)
where e2 and e3 can be computed from Eq. (F.2) as
e2 =
1
2
(XρρX
σ
σ −XρσXσρ ), (F.5)
e3 =
1
6
(XττX
ρ
ρX
σ
σ − 3XρρXτσXστ + 2XτρXρσXστ ). (F.6)
We can check that the following relations hold
Xαρ S
ρ
σX
σ
β = X
α
β , S
α
ρX
ρ
σS
σ
β = S
α
β , (F.7)
which mean that Sαβ is the generalized inverse matrix of X
α
β . We further define
gαβ = Sαρ η
ρβ , (F.8)
then gαβ is the generalized inverse matrix of gαβ .
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