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Etude sur la theorίe du potentiel generalise
Par Kinjiro KUNUGUI.
§ 1. Definitions sur les potentiels generalises. Considerons Γespace
euclidien ίl aux dimensions m superieures a 1: ra>2. Soit μ une fcnc-
tion d'ensembles de Ω : μ = μ (β), e ^  O, dont les valeurs sont reelles,
finies ou infinies : — cc<
 μ (e)<4-co. Nous appelerons une telle fonc-
tion μ "distribution de masse", si elle satisfait encore aux quatre
conditions suivantes:
1) Le domaine de definition de μ (c.-a-d. la famille des ensembles
e pour lesquels μ (β) sont definis) qui sera designe par T est une
famille additive: T contient Γensemble vide T ^contient, avec un
ensemble e, Γensemble complementaire Ce T ccntient la scmme Σ e
n
?* = !
avec ensembles e
n
. 2°) μ est completement additive, c.-έ-d. pour toute
suite des ensembles e
n
 de T qui sont disjoints: e^e^ — 0 (i Φ ;'), nous
00 00 00
avons 2 A6 (O = μ CΣ O des que la serie 2 μ (O converge absolu-
w=l w = J w=l
ment. 3°) Pour tous les ensembles bornes e de T, μ(e) sont finis. 4C)
A, B etant deux ensembles quelconques dent la distance est positive,
il existe un ensemble e de T tel qu'on ait e^A, Ce^B.
Pour fixer les idees, considerons le cas de Γespace trois dimensionnel:
m — 3 sauf indication contraίre. Designons par x, y, z les trois coor-
donnees des points de cet espace. Alois, deux demi-espaces A:x<0
et B: x>I/n, w = l, 2,3 ..., qui ont la distance mutuelle 1/w, sent
contenus dans un e
n
 et Ce
n
 de T resp., suivant/ la condition 4ϋ). Dene,
en vertu de Γ) et Γegalite A = Ue
n
, en a A e T. Ainsi, toute parall-
w = l
elepipede ou plus generalement tout ensemble borelien appartient a T.
Etant donnee une distribution de masse μ, Γensemble de tous les
points p de Γespace Ω, dont tous les voisinages V(p) contiennent des
ensembles e de T tels que //(e) Φ 0, s'appelle ((le noyau de μ". II est
toujours un ensemble ferme. D'apres un theoreme de MM. de la Vallee
Poussin et Hahn1 \ le noyau contient deux ensembles Fa: P et N9 qui
1) de la Vallee Poussin [2], pp. 63-64, 56, Th"oreme. Da la Vallee Foussin a re-
marque que P et AT sont des ensembles de tous les points ou μx>0 ou μ'Ό resp. (de la
Vhlee Pcussin [1] P 7) et que μ' est une foncticn de Baire (de la Vallee Foussin [2J p.
63). Done, nous pouvons supposer cpe F et N sont des ensembles bcreliens et par suite
Fo. Voir aussi H. Hahn [13 p. 404. Une demonstration simplified se trouve dans W.
Sierpinski [1].
Les chiffres dans les renvois se rapportent a la liste des ouvrages cites, qui se ttfouve a
la fin.
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sont disjoints et tels qu'on ait μ(eP)>0, μ(eN)<Q, μ(e(F-P
et μ(e) = μ(eP) + μ(eN) (des que μ(eP) et μ(eN) soient finis) pour tout e
de T. μ(eP), μ(eN] et μ(eF)—'μ(eN) s'appellenb la variation positive,
negative et totale de μ resp., et elles sont designees resp. par μ+(e),
μ~(e) et \μ\ (e). Pour fixer les idees, nous supposons dans la suite que
le noyau de μ soit un ensemble borne.
Considerons d'abord le cas oύ ra = 3, 4, 5, .... Dans ce cas, nous
prenons une fonction reelle continue -Φ(Q definie pour une variable
reelle positive t : Q<^t<^+ co. Definissons d'abord le potentiel pour la
masse non negative, c.-a-d. pour le cas oύ Γon ait μ(e)>0 pour tous
les ensembles e de T. Soit F le noyau de μ, et introduisons, pour
tout nombre positif M9 une fonction (dite tronquee} definie comme il
suit :
_ r Φ(Q pour tout t tel que | Φ(£) | < M, et
(1) φM(f) = ^ M Qu _M suίvant que Φ(Q>M ou Φ(Q< -M.
Pour tout point p de ί2, posons
(2) u
n
(p) = u
n
(p \μ) = Φ,d/r,/-L') dμq
oύ rpq designe la distance entre deux point p, q et Γintegrale est prise
au sens de Radon-Stieltjes. Posons encore
u(p) = u(p μ) = lim u
n
(p),
W->oo
si cette limite existe (finie ou infinie). u(p) = u(p //) s'appelle le poten-
tiel de (ou engendre par) la distribution μ au point p. Quant a la
distribution de deux signes, nous posons
(3) u(p) = u(p μ+}-u(p -μ-')
a condition que le membre droit est determine, fini ou infini.
Pour le cas oύ m = 2, nous prenons une fonction Φ(ί), definie
pour tout t reel: — co<^ί<^+co et pour definir le potentiel u(p) nous
n'avons qu'a remplacer Γegalite (2) par
(20 u
n
(p) = u
n
tp \μ) = Φdog l/rpq) dμq.
F
Concernant a la fonction Φ(T), nous introduisons d^abord trois
axiomes suivants, dont le premier est subdivise en quatre :
(Aj) Φ(Q est une fonction continue. (A2) Φ(ί) est une fonction
monotone croissante. (A3) Φ(Q est convexerl). (A4) Φ(ί) n'est pas
1) Une fonction Φ(/) definie dans un intervalle cuvert G est dite convexe si, pour toute
paire des valeurs /,, /2, /j<#2 de G, Γinegalite Φ((/ 1+/o)/2)^(Φ(/ J)+Φ(/ ί.))/2 a toujours
lieu.
Etude sur la theorie du potentϊel generalise 65
identiquement une costante.
(B) lim Φ(£)>0.
(C) En posant h(ξ} = 1/p-2 pour ra>3 et Λ ( f ) = — l o g f pour
m = 2 (m designant le nombre de dimensions de Ω), nous avons
CO.
L'ensem'ble des trois conditions (A3), (A3) et (A4) sera designe simple-
ment par (A).
Example 1. Considerons d'abord le cas ou ra = 3, 4, 5,... . Si Γon
pose Φ(£) = Γ, les conditions (A2), (A3) veulent dire a > 1, tandis que
la condition (C) veut dire a<^m/(m — 2). Les autres conditioes (A4),
(B) sont remplies naturellement. Dans ce cas, les potentiels u(p)
s'appellent "potentiels generalises d'ordre a".
S'il s'agit de Γespace de deux dimensions, nous pcsons Φ(Q ±= eat
pour obtenier les potentiels generalises d'ordre α. La condition (A?)
nous donne alors une restriction α > 0, tandis que la condition (C) veut
dire ct<^2. (A4) fait exclure le cas α = 0, et les autres sont remplies
naturellement.
Les potentiels generalises d'ordre a ont ete consideres pour la pre-
miere fois par Green2), et etudies ensuite par Hall3' et Cayley4). Recem-
ment, MM. M. Riesz5) et Ό. Frostman6; ont en donne des recherches
systematiques et completes.
Exemple 2. Considerons le cas ou m = 3. Si Γon pose Φ(Q =
k2te~λ *, λ>0, k ΦQ, λ et k etant deux constantes, nous obtenons une
autre sorte de potentiels. Dans ce cas, Φ(t) satisfait aux conditions
(As) et (A3), puisqu'on a Φ'(£)>0 et Φ/7(ί)>0. Les trois autres condi-
tions (A4), (B) et (C) sont naturellement satisfaites.
Les potentiels de ces formes ont ete introduces par MM. Seeliger7}
et C. Neumann8}. Mais, tout recemment, M. H. Yukawa s'en est servi
pour decrire le champ de meson50.
Dans ce qui suit, nous etudierons les potentiels generalises donnes
par la formule (3), dont la fonction Φ(ί) est soumise aux conditions
(A), (B) et (C).
Quelques consequences. Si Φ(ί) satisfait a la condition (A3), Φ(ί)
est continue et D±Φ(ΐ) existe pour tout t (Voir p. ex. G. Polya et G.
2) Green (ΊJ 3) Hall [1]. 4) Cayley [1].
5) M. Riesz [1], 6) O. Frostman [1]. 7) Seeliger (ΊJ
8) C. Neumann [I]' 9) H. Yukawa [1].
66 Kinjiro KUNUGUI
Szego, [1] p. 52 et p. 6)1}. Des deux conditions (A2) et (A3), il s'ensuit
que, pour tout t, tif t<^tl9 on a
(4) 0<Z
Or, en vertu de (A2), lim Φ(ί) existe toujours. Si cette limite est finie,
£_>00
(4) entraxne lim D±Φ(f) = 0, et par suite D±Φ(f) == 0. Dans ce cas,
£-»00
Φ(f) est une fonction constante, et ceci contrevient a Γhypothese (A4l).
Done, la condition (A) entraine qu'on a toujours lim Φ(Q ==+«>.
£->00
Theoreme 1. Si Φ(f) satίsfaίt a (Aj), le potentίel generalise u(p)
est continue pour tout p situe hors clu noyau de μ. Si Φ(f) satisfait aux
(Aj), (A2) et (&), et si μ est non negative, u(p) est une fonction semi-
continue inferίeurement partout dans Γespace.
Demonstration. Pour tout point pQ situe hors du noyau, il existe
un voisinage V(PQ) de pQ tel que, M etant assez grand, on ait ΦjfCΛCr,,)) =
Φ(h(rpgy, pour tout p, q tels que p£.V(pQ\ q£F. Alors, il existe une
suite de division Δ
n
(n = 1, 2, 3, ...) de F, telle que, si Γon exprime Δ
w
par F = Σ tf?\i = 1, 2, ... , mj, F^; F^;= 0 pour ί Φ , et si Γon pose
(5) S
n
(p)=^^Φ(h(rpqi)}^μ(Fί)9 ou qt est un point arbitraire de Ft,
la suite S^ tend uniformement (par rapporte a p de
S
w
(2>) etant continue au point p0, la continuite de u(p) au point 2>0 s'en
suit immediatement.
Da la meme maniere, nous pouvons voir que u
n
(p) (n = l, 2,3,-..)
sont continues partout dans Γespace* Or, en vertu des (A2), (B), Φ(Q
est non negative. Done si μ est non negative, u
n
(p) est une suite
monotone croissante. Par consequent, u(p) est semicontinue inferieure-
ment partout dans Γespace.
Theoreme 2. Soit μ une distribution de masse non negative. Si
Φ(ί) satίsfaίt aux CA2), (A3) et (J5), le potentiel generalise u(p) est une
fonction subharmonίqτie de p, pour tout p situe hors du noyau de μ.
Demonstration. Soit p0 un point quelconque situe hors du noyau
F de μ. Pour tout point q0 de F, la fonction h(rpq^ (= l/rp^m'2 ou =
—log rpqQ suivant que m>3 ou =2) est harmonique par rapport a
p des que p φ qti. Soit S une petite sphere du centre p0 et de rayon
r, r etant assez petit de sorte que S soit situee hors de F. Nous
avons alors, en posant ω
m
 — 2(y/~π}m/Γ(m/2)
1) Aufgabe 124. La, ces auteurs appellant "fonction non concave de bas" au lieu de la
fonction convexe a notre sens.
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_ 1 7
=
 is- J (log
suivant que m > 3 ou m = 2, ou c£σ
 m
 designe Γelement de volume a
m — 1 dimensions situe sur la surface de S, et # Tangle que fait cet
element au centre p0 de S. Or, comme Φ(Q est une fonction convexe,
nous avons Γinegalite0 :
φ
 k^ ί ^ 7- <•"} ^  -=£=*- ί * { r5ί"
ou Φ |-^ 1 I log r/*0 d^J <~2^ j * (-log rMo) dθ
ϋ
Par suite, nous avons
2π
ou Φ 5 log — L-i < -,,1— I Φ j log — l_l
C rpoQa 3 2 τr .) ( r^0 )
Par consequent, la fonction Φ ί /z(V/><?o) j es^ subharmonique par rapport a
p. Or, comme nous avons vu dans la demonstration du theoreme 1,
u(p) est la limite d'une suite S
n
(p) donnee par la fomule (5), qui con-
verge unif ormement. Mais, d'autre part, comme μ(F,} > 0, Γexpression
S
n
(p) est subharmonique2), et il s'en suit que u(p) lui-meme est sub-
harmonique3), c. q. f. d.4)
§ 2 . Capacίte des ensembles. La notion de la capacite des ensem-
bles est d'origine electro-statique. Soit L19 L2 un systeme de deux
conduct eurs disjoints. Suppcsons encore que Γun des Lly L2 porte une
charge e et Γautre la charge — e. Ces charges seront alors distributes
dans I/! ou L2 resp. de sorte que le potentiel electro-statique soit
constante sur L^ et L2. Soient Φλ et Φ2 ces deux constantes. Nous
disons alors que le systeme LA, L2 forme un condenseur dont la capa-
cite est C = e/(Φ1 — Φ2). Mais, lorsqu'on eloigne L2 jusqu'a la distance
infinie, on obtient la capacite du L
λ
 qui est egale a e/Φlm La defini-
tion de la capacite de la theorie mathematique du potentiel est simple-
1) Voir p. ex. G. Polya u. G. Szego, [1J, p. 53, Aufgabe 75; J. L. W. Jensens, [1J p.
175.
2) Voir p. ex. T. Rado [1], p. 15, Article 3. 10.
3) Voir T. Rado [1], p. 13, Article 3. 3.
4) Le resume de ce chapitre a ete public dans K. Kunugui [1],
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ment une precision et generalisation de cette notion. Dans ce chapitre
nous supposons que les axiomes (A.,), (A2) et (B) soient satisfaites.
Definitions. Designons par g la famille de tous les ensembles M
de fVqui satisfait a la condition suivante: pour toute distribution de
masse μ non negative et telle que Q<^ μ(Λf)<^+ oo, et pour tout nombre
positif <?, il existe un ensemble ferme F et un ensemble ouvert G satis-
faisant aux inegalites μ(G—F)<^£, F^M^G. g contient tous les
ensembles boreliens ou analytiquesτ). Soit A un ensemble quelconque
de Ω. La borne superieure de la masse totale μ(A) de la distribution
μ non negative, satisfaisant aux deux conditions suivantes : 1) le noyau
de μ est contenu dans A, 2) le potentiel u(p μ) est partout inferieur
ou egal a 1 : u(p μ) < 1, p 6 Ω, est appele "capacite de Γ ensemble
A" et sera designee par C(A) = CΦ(A).
Theoreme 1. 1°) Pour tout ensemble M, N, Γίnclusίon M^N en-
traine C(M) > C(N). 2°) Pour toute suite des ensembles de g : A
n
 (n =
1,2,3,...), on a C(Σ AJ <Σ C(AJ. ^
• « = J Λ = 1
Demonstration. La proposition 1°) est evidente, puisque Φ(έ) > 0,
en vertu des (A2) et (B). Nous demontrons done 2). Nous considerons
d'abord le cas ou C(j»]AJ est finie. 6 etant un nombre positif arbi-
n=i
traire, il existe une distribution d'une masse non negative μ telle que
00 00
/^( Σ AJ > C( Σ -AJ — ^  w(JP ^ ) < 1, 2? e Ω et dont le noyau appartient a
CX, W = 1 n=1
2 ΆM Puisque Γensemble Aw est de g, il existe un ensemble ferme Fn
w = l
et un ensemble ouvert G
n
 tels que F W C A W C G W , >(GJ<XFJ+6/2'1.
D'autre part, puisque Φ(ί)>0, la partie de la masse μ qui se trouve
sur F
n
 engendre un potentiel inferieure ou egale a 1. Par suite, on a
Aίnsi nous
 avons
μ( Σ GJ <
et consequemment C(Σ AJ— 6<2 C(/lJ-f6. θ etant arbitraire, nous
n=-.i n = l
00 00 00
avons finalement C( Σ A J < Σ C(A J. Le cas ou C(Σ^.J:r:=+co se
w = l w = J w, = l
traite de la merne maniere.
Corollaire 1. La, somme d'une suite des ensembles de $ de capacite
1) Voir p. ex. S. Saks [3], p. 47.
2) O. Frostman [1J pp. 53 S. Kakutani [1] p. 395, Lemme 2 S. Kametani, [13 P
228, Theoreme 8.
Etude sur la theorie du potentiel generalise 69
nulle est itn ensemble de capacίte male.
Corollaire 2. Pour que la capacίte de ious les ensembles soit ίdentί-
quement nulle, il faut et il suffit qu'elle le soit pour toutes les spheres
fermees.
Demonstration. Suppcsons que la capacite de toutes les spheres
fermees soit nulle. Si un ensemble A est borne, il existe une sphere
fermee qui contient A. Done C(A) = 0, en vertu du theoreme 1 1°).
Si A n'est pas borne, il est une somme d'une suite des ensembles
bornes. Alors, il s'ensuit du Corollaire 1 que sa capacite est egale-
ment nulle.
Theoreme 2. La capacite d'un ensemble A est la borne
de celles des ensembles ferme s et bornes, qui sont contenus dans A.
Demonstration. Designons par C(A) la borne superieure de
ou F est un ensemble ferme borne quelconque, contenu dans A. Puis-
qu'on a C(F)<C(A), en vertu du theoreme 1 Γ), on a C(A)<C(A).
II nous suffit done de demontrer qu'cn a C(Ay>C(A). Supposons
d'abord que C(A) soit finie. II existe alors, pour tout nombre positif
£, une distribution de masse non negative μ dont le noyau F est
contenu dans A, qui engendre un potentiel inferieur ou egal a 1 et
enfin telle qu'on ait μ(F}^>C(A)—s. La capacite de F est alors,
d'apres definition, est >μ(A). Done, C(A)>C^(A)—s. 6 etant arbi-
traire, nous.avons C(A)>C(A). Le cas ou <7(A) = 4-oo se traite de la
meme maniere.
Theoreme 3. Pour que la fonctίon d:'ensembles C(A) ne s'evanouisse
pas identiquement, il faut et il suffit que la condition
1
(C) i Φ(->— ξsldξ<^+ oo
0
soit remplίe.
Demonstration. La condition est necessaire. En effet, si la condi-
tion (C) n'est pas remplie, nous avons, pour tout r, r ^> 0,
Si, d'autre part, la capacite d'une sphere S est positive, nous avons
une distribution de masse non negative μ, repartie sur un ensemble
ferme de A telle que μ(S) > CGS)/2 et que le potentiel u(p μ) ne sur-
passe pas 1. Soient r le rayon de S et S* une sphere fermee concent-
rique a S dont le rayon est double. En designant par Γ la valeur
moyenne de u(p\ pour p appartenant a S*, on a
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ί ί
oύ dvp est Γelement de volume au point p. I/inversion de Γordre de
Γintegration nous donne
Or, comme la sphere S* contient toutes les spheres S(g) au centre <?,
<7 6 S, et de rayon r, nous avons
,
pq
ce qui est absurde. La capacite des spheres est toujours nulle, et le
corollaire 2 du theoreme 1 implique que la capacite s'evanouit -identi-
quement.
La condition est suffisante. En effet, soit S une sphere du rayon
r. Distribuons une masse μ homogene de densite 1 dans Γinterieur de
S. Cette distribution de masse non negative engendre un potentiel
u(p) qui atteint son maximum au centre de S. Done, on a
r
dv  < 4τr ί Φ
J
0
La masse totale etant egale a (4/3) πτ3, nous avons
r
CC5) > rγ(3 j Φ (-L) ?dή > 0.
u
Theoreme 4. L' ensemble de $ de capacite male ne pent porter
aucune masse non negative qui engendre un potentiel borne.
Demonstration. Soit A un ensemble de F capacite nulle, et sup-
posons qu'il existe une distribution de masse non negative μ telle que
μ(A) soit positive et que le potentiel u(p μ) soit borne. Sans rest-
reindre la generalite, nous pouvons supposer que A est un ensemble
ferme. La partie μ* de μ qui se t rouve sur A engendre alors un poten-
tiel M* tel que w*<w, et par suite que maximum Γ soit fini. On a
alors C(A) > μ(A)/Γ^>Q, ce qui est contraire a Γhypothese du theoreme.
Corollaire. L'ensemble de $ de capacite nulle est toujours de
mesure (au sens de Lebesgue) nulle, des que Φ(t) satis fait a (C).
Demonstration. Soit, en effet, A un ensemble de g qui est de capa-
cite nulle, mais de mesure positive. Sans restreindre la generalite,
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nous pouvons supposer que A soit borne. Alors A est content! dans
une sphere fermee S, dont le volume engendre, en vertu de Γhypothese
(C), un potentiel borne, ce quί est absurde au theoreme 4.
Citons encore un theoreme dύ a M. S. Kakutani, dont nous allons
nous servir dans la suite.
Theoreme 51}. Si la masse totale d'une distribution μ non negative
est 1, les points p de Ώ tels que u(p μ)^>K, Q<^K<^+cc, forment un
ensemble E de capacite <C 1/K.
Demonstration^. Si la capacite de E est nulle, notre theoreme
est evidemment vrai. Supposons done C(fΓ) soit positive et finie.
Alors, il existe, pour tout nombre pcsitif £, une distribution μ* non
negative, dont le noyau appartίent a E, telle que
et enfin que μ*(E)>C(E)—s. On a alors
du
dμ* = \ f *(-;—) dμjμ*.
J J \ /pq '
E Ω
^dμq = \ u(q μ*} dμq <C /A(Ω ) = 1,
Ω
8 etant arbitraire, On a C(E) K<^1. Si C(EΓ)= + co , nous pouvons rai-
sonner de la meme maniere et amener a la contradiction.
La definition de la notion de la capacite des ensembles pour la
fonction arbitraire Φ(Q a ete donnee pour la premiere fois par MM.
O. Frostman2), S. Kakutani3), S. Kametani4). D'ailleurs, ces auteurs
ont donne ce terme a une notion (un peu differente de celle que nous
avons donnee plus haut), que nous allons maintenant considerer.
Coπune Φ(f) est une fonction monotone croissante et continue, les
nombres Φ~λ(y), pour toute valeur ?/, forment un intervalle ferme, ou
un point ou un ensemble vide. Pour les deux premiers cas, pcsons
~ borne inferieure de Φ'1^), et
Nous avons tou jours ®<C*(A)<^ +co, et ici encore un analogue au
theoreme 1 subsiste :
Theoreme 6. 1°) Pour toute paίre d' ensembles A, B tels que A^B,
nous avons C*(A) <C C*(B). 2°) Supposons que Φ(t) satίsfasse a la condi-
tion (A
 3). Alors, pour toute suite d' ensembles de g : AM(w = 1, 2, 3, ...),
nous avons C*( Σ A
n
) < Σ C*(Aff).
1) S. Kakutani 1.1] p. 396, Lemme 3. 2) O. Frostman CH PP 48-49.
3) S. Kakutani [11 p. 394. 4) S. Kametani [1] p. 226.
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Demonstration, φfy) etant une function monotone croissante, 1°)
s'ensuit immediatement du theoreme 1, 1°). Considerons done 2°).
oo oo
D'abord, en vertu du theoreme 1, 2'), nous avons C(Σ^4J<Σ C(AJ.
H=\ W = l
Mais, φ(y) etant monotone croissante, nous avons
(1) ^C(±A^<φC±C(A^.
M = l w = l
Mais, d'autre part, Φ(f) etant convexe, Γinegalite de Jensen1 }, nous
donne
(2) φίίlC(A3)<±φίC(AJ).
w = i n = i
CD et (2) entrainent evidemment C*( f] A,,) < Σ C*MJ, c. q. f. d.
M = l w = ι
§ 3. Principe du maximum. Soient D et H deux ensembles quel-
conques de Γ2 quί sont disjoints. Nous disons qu'une fonction φ(p)
definie sur D + H est maforee dans (ou sur} H si Γon a
borne sup <p(p) < borne sup φ(p)
en d'autres termes, si, des qu'on a φ(p)<iK, 0<JίC<^+oo pour tout p
de H, la meme inegalite subsiste encore pour tout point de D.
Lemme. Soίt φ
n
(p) une suite des functions definie sur D+H, D et
H etant deux ensembles disjoints. Si Γon a 99(3?) <lim φ
n
(p) dans D
W,->00
(la lίmite lim φ
n
(p) pouvant etre finie ou infinie), φ(p)^φ
n
(P) dans H,
n+oo
et si φ
n
(p) sont majorees dans H, alors φ(p) est majoree dans H,
Demonstration. Designons par mD et m^ la borne superieure de
φ(p)> P parcourant D et H resp., et montrons qu'on a m
n
<^mN.
Supposons par impossible qu'on a m^^m^. Soit 8 un nombre
positif arbitraire, mais tel que Q<^€<^mD — ma. Comme mD^>mH+£,
il existe un point pt de D, ou Γon a φ(p1')^>mJΪ + 8 ( p L € D ) . Alors,
Pi^D entraine ^(2>j)5Clim'^M(pj). Par suite, il existe un indice n, tel
que φ
n
(pΐ)^>m
s
+£. Comme φ
n
(p) est majoree dans H, il existe un
point p* de H, ou Γon a φ
n
(p-}^>mH+s. Or, p2eH entraine φ(po) >
φ
n
(Ps) Par suite, on a φ(p^^>mfΐ+s, ce qui est contradictoire a la
definition de m
π
, c. q. f. d.
Maintenant, nous allons demontrer le principe du maximum, qui
joue un role essentiel dans le theoreme fundamental que nous occu-
1) J. L. W. V. Jensen,
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perons dans le chapitre suivant.
Theoreme 1. Soli E un ensemble ferme arbitraire qui contίent le
noyau F d'une distribution de masse μ non negative. Le complementaire
de F se decompose en un nombre finί ou une infinite denomlrable de
composants connexes. Soίent D un de ces composants et H la frontiere
de D. Si Φ(£) satisfait aux conditions (A} et (B*), le potentiel u(p μ),
comme function definie sur D + H, est majore sur H.
Demonstration. Designons par T
n
 la solution de Γequation
(1) φ(t) = lim Φ(t) +n,. w = 1, 2, 3, ... .
D'apres la condition (A), il existe une valeur *0 (0 < *0) telle que
croit constammant, des que t surpasse £
c
. Done, la solution de Γequa-
tion (1) existe tou jours et elle est unique. On a d'ailleurs
Tz < T3 < . . . , lim Tn= + co . Posons
(2) Φ *(f] = \ Φ(ί) pour ° < * ^  Γ-
n
^
J
 UD.ΦCΓJHt-ΓJ+ΦCΓ,,) pour Γ
n
<t<+oc.
En vertu de (A), il est facile de voir que
(3) Φ
n
(t)<Φ
n
*Cί)<Φ:+I(t)<Φ(t)pour
Ainsi, en posant
(4) u»*(p) = f Φ^(-~
J ^ ' ΐ>(J
nous avons w(j>;^) = lim u
n
*(p) et w
n
*(p)<w*+1(j>), peίl. Par conse-
W_>cso
quent, notre Lemme montre bien que, pour demontrer le theoreme, il
nous suffit de voir que la function u
n
*(p) est majoree sur H.
Remarquons d'abord qu'on peut montrer sans peine que la fonc-
tion Φ/(Q satisfait aux conditions (A) et (B). Designons ensuite par
mD et ma la borne superieure de un*(p) pour p parcourant D et H
resp., et montrons que Γon doit avoir mD<^mR.
Or, d'apres la definition de mj)y il existe une suite des points pv
(y = 1, 2, 3,...) de D, tel que lim u
n
*(pj = mD. Or, d'apres le theoreme
2, § 1, u
n
*(p) est subharmonique dans D, et par suite p
Ί
 ne peut avoir
un point limite dans Γinterieur de D sauf le cas ou u
n
*(p) est une con-
stante dans D. Le point p
Ί
 ne peut aboutir au point a la distance
infinie, puisque dans ce cas M
n
*(p
v
) tendrait vers lim Φ(ί) /^(F) qui
ί->+o
est une borne inferieure de u
n
*(p). Done, sans perdre la generalite,
nous pouvons suppcser que la suite p
v
 tende vers un point p
n
 de H.
Pour voir qu'on a m
n
 < mff, il nous suffit done de montrer Γinegalite
74 Kinjiro KUNUGUI
(5) lim u
n
*(p)
P ' f f l
Prenons, pour cela, un nombre r
π
 tel que
(6) 0<r()<l/Tra
et decrivons une petite sphere S(r()) de rayon r0 et de centre p0. Nous
pouvons supposer d'ailleurs que la surface de S(r0ϊ) ne porte aucune
partie de masse μ. Partageons ensuite le potentiel u
n
*(p) en deux
parties, dont la premiere est engendre par la partie de μ contenue dans
S(r0) et Γautre par celle qui se trouve dans Ω— S(r0). Designons-les
par v'(p) et v"(p) respectivement :
v'(P) = \ Φ»* (-τM dΛ ^"to = f Φ/ (-
J \ ' D7 / J \ / i>
En vertu du theoreme 1 de § 1, ^(p) est continue au point p0. Done,
on a
lim v'r(p) = lim v/;(p')> p'eH.
V->oo 2>'->P0
Par consequent, pour montrer (5), il nous suffit d'etablir
lim v'W) > lim vr\
D'autre part, (2) et (6) entrainent
Le premier terme etant constant, il nous suffit enfin de montrer que
ί
l
dμq, on a lim v(p) > lim v(p^.T})q ' P'~*2>0 V->oo
S p'£H
Or, ceci est une propriete bien connue du potentiel newtonienΌ.
Theorem^ 2. Supposons que Φ(ί) satίsfasse a (A), et (β) βί gw.e ίβί?
ensembles D, H aient Ίes memes significations que dans le theoreme 1.
Alors, la condition necessaίre et suffisante pour que le potentiel u(p μ,)
soit φiajore sur H pour toute distribution μ et D, H, est qu'on ait
(8) lim u(p μ) <C lim u(p' μ) a chaque poiut pQ de H, en designant
P +PQ P'->PQ
par p et pf deux points variables, Γun dans D, Vautre dans H.
Demonstration. La condition est necessaire. Si u(pQ μ) = + co, la
1) Voir M. A. Maria []J. II s'agit d'un corollaire de la page 487.
Cf. aussi O, Frostman f l j , p. 69, et Y. Yosida [11-
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function u(p μ) etant semicontinue inferieurement, on a lim u(p μ) =
P-ϊPQ
•4- co . Par suite, Γinegalite (8) a lieu evidemment. Supposons done
qu'on ait u(pQ μ) <C + °° Etant donne un nombre positif arbitraire £,
il existe alors un rayon r0(r0^>0), tel qu'en designant par S0 la sphere
fermee de rayon r0 et de centre p0, et en posant
μ
β
, on a= f φf-. — ) <W MQ-SO(P)= ΦΓ-;
J \ ?%)qι . / J \ ?'j7Q
(9) |too(Po)l<θ et r0<£.
Comme «Q_^O(P) est continue au point ??0, il existe un rayon rl9
Q<^r!<^r(, tel qu'en designant par Sλ la sphere fermee de rayon r, et
de centre pQ, on a
( (10) I UQ - soOi) ~ wo - ^ o(2>2) I < £ des que p^p^S,.
Maintenant, remarquons d'abord qu'on a lim Φ(£)=+oo, en vertu de
ί->oo
(A). Prenons ensuite un rayon rL, assez petit: 0<^?%<C^ι et conside-
rons la sphere fermee S2 du rayon r2 et du centre p0. Alors pour tout
point q de S2, la distance entre un point quelccnque p
f
 de la surface de
la sphere S
λ
 est tou jours superieure ou egale a r j — r2. Par suite, on a
Au contraire, si pr/ appartient a S2, on a us«W} > Φ (-o-r~\ ^7 2
Done, nous pouvons supposer que rL> soit assez petit de sorte qu'on ait
(11) ^3(p//)>w^2(pO + ^  ^>0.
Pour toute paire pr, p",,p" eS2 et p
f
 situe sur la surface de S19 et pour
un nombre η qui ne depend que de rl9 r2 (et de μ, Φ(ί), ^0)
Posons us0-s»(p) = f Φ ( 7 -) d/^ff.
J \ ^"jpgp /
SQ-S*
On voit bien que USO.SS(P) est continue au point p0. II existe done un
rayon r3, 0 < r3 < r2, tel qu'en designant la sphere fermee de rayon r3
et de centre p0 par S3, on ait
(12) |w^-'^(pj)-^0-^o)|<6 der que 2>ι,p2eS3
Soit, maintenant, j>* un point quelconque de la partie de D et de
S3, et designons par F le noyau de .^ Alors, S2 F sera situe en dehors
d'un ensemble ouvert contenant p*, dont la frontiere se compose d'une
partie (ou total) de la surface de St et d'une partie (ou total) de
Γensemble H S^ Desigons-les par D* et H* resp.. Or, us.ζp'), comme
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function definie sur D*+H*9 est majoree, en vertu de Γhypothese faite,
sur H*. Done, il existe un point p
ί
 de H*, pour lequel on a
(13) us»(3>*) < min { u/sz(pι) + £, us»(pύ + η\< ^ 0(Pj) + £•
Mais, d'apres Γinegalite (11), p
λ
 ne peut etre situe sur la surface de Slβ
Done, P! est situe sur S^H.
Or, d'apres (12), on a Wsr0_,s2(p*)< ^o-^GλD + £<us(>(p^+£, et ceci
entraine, en vertu de (9)
(14) w*0_*3(p*)< 2£.
Enfin, d'apres (10), on a, en remarquant p^.p^S^
(15) M
Si Γon ajoute membre a membre les inegalites (13), (14), (15), on peut
conclureque, pour tout point p* de D SB, il existe un point pλ de S^H,
tel que
6 etant arbitraire, ceci montre bien Γinegalite (8).
La condition est suffisante. Pour le voir, nous n'avons qu'a rai-
sonner de la maniere analogue a une partie de la demonstration du
theoreme 1 donnee plus haut et il sera inutile de la repeter.
Corollaire. Solent Φ(f) une function satis faisante aτix conditions (A}
et (B'} lim Φ(£) = 0 et u(p) un potentίel engendre par une distribution
t-»ϋ
μ de masse non negative dont le noyau est contenu dans un ensemble
ferme et borne F. Soit donnee encore une fonctίon f(p) satisfaisante
aux trois conditions suivantes : 1°) f(p) est subharmonique partout dans
Γespace Ω. 23) f(p) est continue sur F (comme fonctίon definie dans ίl).
3°) La limite superieure de f(p) pour p s'eloignant indefiniment ne sur-
passe pas la valeur K. Alors, si la somme f(p) + u(p) de f(p) et du poten-
tiel u(p) engendre par une distribution non negative μ, satisfait a
I'inegalite f(ρ)+u(p)<Kf (Kr~~>K} partout dans F,'la mδme inegalite
subsiste partout dans Ω.
Demonstration. Designons par mD la borne superieure de f(p)+u(p)
pour p parcourant D = Ω — F. II existe alors une suite des points p
n
(w = 1, 2, 3, ...) de D telle que lim {/(pj + w(p
w
)}= m
n
. Supposons par
impossible que nous ayons m
n
^>Kf. Sauf le cas ou f(p')+u(p') se reduit
a une constante, le suite p
n
 n'a aucun point limite dans Γinterieur de
D. La suite ne peut avoir une suite partielle qui s'eloigne indefiniment,
puisque u(p) tend vers 0 lorsque p s'eloigne indefiniment et que la limite
superieure de f(p) pour ce cas <K (<#'). II existe done une suite
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Pat (Λ= 1,2,3,-...) Qui tend vers un point p0 de F, et nous pouvons
supposer que ce fait a lieu meme si f(p)+u(p) est une constaήte. Or,
le theoreme 2 et la continuite de f(p) a pQ entrainent
lim u(pn^ < lim u(pf) et lim f(p
nκ
) = lim f(p'}
et par suite
lim
qui est une contradiction.
Exemple 1. Soit F la sphere fermee du rayon 1 et du centre p0
dans Γespace ordinaire O. Considerons le potentiel newtonien u(p) qui
est d'equilibre pour F. u(p) est borne dans 12. Posons f(p) = r, r
designant la distance entre p et pQ. On sait que r est subharmonique
partout dans 12. r est continue sur F, mais r+u(p) n'est pas borne
dans 12. Ainsi, Γexemple montre que la condition 3°) du corollaire ne
pent pas etre omise.
I
Exemple 2. Considerons Γespace ordinaire dont les points sont
designes par (α?, y,. z). Prenons une suite des points p
n
 = (l/n, 0, 0).
Soit a un nombre positif quelconque, mais tel que 0<^ a<^ 1, et prenons
encore une suite des nombrβs pcsitifs m
n
 qui satisf ont a Γinegalite :
w
n
<£/{2»+Xrc + l)}, 2s <l- \2\l- a/2)\^ = k
a
,
oύ 8 est un nombre positif arbitraire inferieur a kJ2. Posons enfin r
n
 =
(mjV*. Soit S
n
 la surface de la sphere du rayon r
n
 et du centre p
n
.
Considerons maintenant la fonction Φ(Q = £* et une distribution d'une
masse non negative de total m
n
, repartie sur S
n
, dont la densite super-
ficielle est constante. Designons par μ
n
 cette distribution, et posons
00
μ = Σ /*n
On a alors F='2SB + (po), p« = (0, 0, 0) et
ίi = l
«(P. /*»)•= 1 i «(ί> i Λ) = 2-β{l-α/2}- ' < 1 pour 2> 6 SB
«(P /*«) < S/211*1 pour p 3 S)S (TO φ »).
Done, on a
«(P». •/*) > 1 ί «(?;/*)< {2χi-α/2)} -1 +£/2 pour p e F.
Ainsi, Γexemple montre que la condition (A3~) du theoreme 2 ne pent
etre omise.
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Quand meme, M. Kametani0 a demontre recemment que tout poten-
tίel u(p μ) de la distribution non negative μ, qui est continue sur le
noyau F de μ comme fonction definie sur F, est encore continue partout
dans I'espace, et cela pour tout Φ(ί) qui satisfait seulement (A^, (A^) et
(β). Ce theoreme de M. Kametani se demontre en raisonnant comme
nous avons fait pour le theoreme 2, mais en s'appuyant sur un theo-
reme de M. Ugaeri2) : Si Φ(t) satisfait a (A^, (A2) et (B\ tout potentίel
u(p',μ) qui est engendre par une distribution non negative μ et qui est
inferieur a K sur le noyau F de μ, est partout inferieur a κ-K dans
I'espace, oϊt K est un nomore entier posίtίf qui depend seulement du
nombre de dimensions. Reproduisons en quelques lignes sa demonstra-
tion^. Soit p un point de D — Ω. — F. Ω, peut etre une somme d'un
nombre K de cones congruents au meme sommet p, dont Tangle du
sommet est inferieur ou egal a π/3 (pour m = 2 on peut poser K = 6,
pour m = 3 il suffit de poser K — 42, et ainsi de suite). Designons-les
par Ci (i = 1, 2, 3, ... . V). Si Ct F φ 0, il existe un point pt de CtF qui
est situe le plus proche de p. On a alors, pour tout q de CtF, rpq^>
rpiq et par suite
ί
 φ(v^) ^  <Σ ί
.F ^ ' PQ ' ί = 1 .
ce qui prouve le theoreme de M. Ugaeri.
Or, M. Y. Yosida3} a remarque que, d'apres un theoreme dΈgoroff
et Lusin, pour tout potentiel u(p μ) de μ non negative, il existe une
suite des ensembles fermes F
n
 contenus dans le noyau F de μ, telle
qu'en designant par μ
n
 la partie de μ qui se trouve sur F
n
, le poten-
tiel u(p μj est continue sur F
n
 (comme fonction definie sur FJ, et
qu'on ait lim u(p μ J = u(p μ) pour tout p de Ω—F. Alors, en vertu
W-»oo
du theoreme de M. Kametani u(p μj est continue partout dans 12.
Done, si Φ(Q satisfait a (A) et (B), u(p μj est majore sur H (voir les
notations du theoreme 1). Par suite, d'apres le lemme du theoreme 1,
u(p;μ) est lui -meme majore sur H. Ainsi, nous avous obetenu une
deuxieme demonstration du theoreme 1 qui a ete donnee per M. N.
Ninomiya0.
§ 4. Theoremes fondamentaux. Applications. M. O. Frostmaή a
resolu un probleme f ondamental de la theorie du potentiel, qui remonte
a Gauss, mais qui est formule sous une forme moderne. C'est le pro-
1) Voir S. Kametani [3]. 2) T. Ugaeri [1J.
3) Y. Yosida [1J. 4) N. Ninomiya [1J.
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bleme dίt probleme d'equilibre et qu'il s'agit de distribuer une masse
positive donnee sur un domaine de Γespace, de maniere que le potentiel
devienne constant dans celui-ci. M. O. Frostman a remarque que le
principe de variation de Gauss depend tres peu des proprietes harmoni-
ques du potentiel ordinaire, et montre que le theoreme fundamental est
valide pour le potentiel generalise cΓordre α (voir la definition de p. 65).
Nous allons montrer, maintenant, que ce theoreme d'equilibre
subsiste encore pour les potentiels dont la fonction Φ(ί) satisfait aux
conditions (A) et (B) seulment. Dans ce chapitre, nous supposons que
Φ(t) satίsfasse toujours (A) et (B) sauf indication contraire.
Theoreme 1 (theoreme d'equίlibre). Soίt F un ensemble ferme et
borne, dont la capacite est positive. Alors, il existe une distribution de
masse μ non negative et de total 1 sur F, telle que le potentiel u(p μ)
soίt constant dans F sauf aux points d'un ensemble de capacite nulle,
cette constante etant maximum des valeurs de u(p μ) pour p parcourant
tout espace. D'ailleurs, cette distribution—dite "d'equilibre"—est unique.
Mais, considerons encore le cas ou Γensemble F est place dans un
champ exterieur.
Theoreme 2 (theoreme du balayage). Soit F un ensemble ferme et
borne quelconque de la capacite positive par rapport a la fonction Φ(Q
qui satisfait aux conditions (A) et (JBQ lim Φ(Q = 0. Soit encore f(p)
t->0
une fonction definίe dans tout espace Ω, qui satisfait aux trois condi-
tions suivantes: 1°) f(p) est subharmonique et semicontinue inferiure-
ment dans Ω. 2°) f(jp) est semicontinue superieurement et bornee sur F.
3ϋ) la lίmίte superieure de /(p) pour p s'eloignant indefinίment est non
positive. Desίgnons par N la borne superieure de \f(p)\ pour p parcou-
rant F. Dans ces conditions, nous pouvons montrer les trois propositions
suivantes:
1*) Pour tout nombre posίtίf m tel que m^>N C(F), il existe une
distribution d'une masse non negative μ repartie sur F, dont la masse
totale est m, et pourlaquelle
=
 J Φ V r ) d^+f^
F
est constant 7 sur F sauf un ensemble de capacite nulle ou il est plus
petit que 7. 7 est le maximum de h(p), p € 12.
2*) Si /(p)==0, on a j = m/C(F) pour tout m (m>0).
Desίgnoms par u une distribution de cette sorte pour m = C(F~)
(f(p) = Q et 7 = 1, Γexistence d'une telle distribution est garantie par
la proposition 2*).
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3*) Si, de plus, f(p) est partout negative dans F, une distribution
μ de la nature de la proposition 1*) existe encore pour
m = —
F
avec γ = 0.
D'ailleurs, la distribution μ qui jouit de ces proprietes est toujours
unique pour chaque m (m ^>N C(F) pour le cas 1*) et 2*) et m =— 1 fdvp
pour le cas 3*), et pour le meme γ dans le cas 1*)). F
Remarque. La function f(p) du theoreme 2 decrit le champ ex-
terieur. Si Γon pose f(p) = 0, le theoreme se reduit au theoreme 1.
Nous Γappelerons "theoreme du balayage", parce qu'il contient comme
cas particulier un theoreme bien connu de balayage pour les potentiels
nέwtoniens (voir un .corollaire de p. 86).
Demonstration. Considerons la famille de toutes les distributions
de masse μ satisfaisant aux conditions suivantes:
.tfj) μ est non negative et repartie sur F.
a*) μ(F) = m (m etant un nombre fixe, 0<^ra<^-h co).
Pour ces distributions, considerons Γintegrale de Gauss:
= ff
J J
dμp.
D'abord, .montrons qu' il existe une distribution de masse μ satisfai-
sant aux conditions a^ et α2), dont I'integrale de Gauss est finie. En
effet, puisque la capacite de F est positive, il existe une distribution
de masse non negative /// sur F telle que
0< μf(F} < C(F) et u(p ;μr)=[ Φ (-ί- ) dμq' < 1, pour p e Ω.
J \ 'pq 7
F
Alofs, la masse μ = mμf/μf(F) remplit evidemment les conditions a^
et α:2), et nous avons
(p ,μ') dμp'
La fonction f(p) etant bornee dans F, Γintegrale de Gauss pour μ est
finie.
Or, soit g la borne inferieure de G(μ), pour μ qui satisfont a aj
et α2). Le deuxieme terme de I'integrale de Gauss etant borne, g ne
peut etre egal a — co . Done, g est fini.
Pour g, il existe une suite de distributions qui satisfont a a^ et α2)
et telle que lim G(/O = g. Alors, de μ
n
, on peut extraire, en vertu du
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theoreme de choixτ), une suite partielle n
κ
 («= 1, 2, 3, ...) telle que μ
κ
converge vers une limite-distribution μ* c.-a-d. une distribution telle
qu'on ait μ*(e) = lim μn
κ
(e) pour tout ensemble e qui est regulier'J) par
/C->oo
rapport a μ*.
Le complementaire de F etant une somme d'une suite des spheres
dont les surfaces ne portent aucune masse //,*, on voit bien que μ* est
distribution de masse sur F. D'autre part, comme F est contenu dans
une sphere reguliere par rapport a //,*, il s'ensult que μ*(Fr) = m.
Sans perdre la generalite, nous pouvons pcser n
κ
 = K. Or, on a
f ί φ (iM ******** = Km f f Φ* (— ) dμp*dμq* <JJ \ Tpq / Λ r -»ooJJ \ rpq /
??,->o
FF
Mais, d'nutre part, ccmme f(p) est continue-^ sur F, nous aurons de
meme
f f(p) dμp* = lim f f(p)J »-*°° J
F F
Done, on a g < G(μ*} < lim G(/^
w
) — g, et il en suit Γegalite :
n-+cχ>
g, c -a-d. la distribution μ* minίme G(μ).
Nous allons voir que la distribution μ* est celle que nous avons
en vue. Pour cela, designons par F* le noyau de la distribution μ*,
et montrons d'abord que
(Γ) la fonction h(p)= \ Φ [ —
m
 — ) dμq*+f(p) est >γ sur F, sa^tfJ \ 1 pq /
F
aux points d'un ensemble de capacίte nulle, γ etant la borne superieure
de h(p) pour p sίtues sur F*.
En effet, soit E Γensemble de tous les points de F oύ Γon a λ(p)<[
γ, et supposons que C(^7)>0. Desingnons encore par E(n) Γensemble
de tous les points p de F ou Γon a
(1) h(p) <7-l/w, (n = 1, 2, 3, ... .)
1) Theoreme du choix: de toute suite μ
w
 de ditributions de masse, dont les variations
totales sont bornees, on peut extraire une suite partielle qui est" convergente. Voir O.
Frostman [1] p. 11, et de la Vallee Poussin (.11 P 9.
2)* Tout ensemble tel qu'on ait μ(e-e)—0 s'appelle regulier par rapport a μ. ~e et e^
designent la fermeture et Γintεrieure de e. resp..
3) Puisque f ( p ) est semicontinue inferleurement et supέrieurement et bcrnee (en vertu
des 10) et 2<>)), elle est continue sur F,
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oo
On a alors E == ]>] E(n). h(p) etant semicontinue inferieurement, E(n)
W = ι
sont des ensembles fermes. Comme C(E) > 0, il existe un indice n0 tel
que
(2) C{#(w0)}>0.
Posons ε = l/(2n0). Puisque γ est la borne superieure de h(p) pour
p€F*, il existe au moins un point p0 telle que
(3) A(Po)>7-*, P0eF*.
Comme A(p) est semicontinue inferieurement, il existe un voisinage
ϊ/Oo) de PO, tel que 2? € I7(p0) entraine
(4) A(P)>7-£
Posons μ*(E/Oo)) = wι*. Comme p0 est un point du noyau, on a ra* > 0.
Ensuite, puisqu'on a C(^(^o))>0 d'apres (2), il existe une distribution
de masse non negative » sur E(n^9 telle que le potentiel u(p v) soit
borne dans tout espace 12. Nous pouvons supposer d'ailleurs qu'on a
v(E(n$ = 1. Considerons maintenant une distribution de masse definie
comme il suit :
σ (e)= — μ*(e) pour tout ensemble borelien e contenu dans ί/O0)
σ(e) = m* v(e) pour tout ensemble borelien e contenu dans E(n0).
σ s'annule en dehors de U(p
ύ
}+E(nQ).
Ces conditions determinent evidemment une distribution de masse unique
definie pour tous les ensembles boreliens e. Designerons-la par σ =
o-(β). Prenons maintenant une variable reelle h telle que 0<C^<1> et
posons' μf =
 μ* + hσ. On voit bien que /// sont des distributions de
masse non negative, et qui entrent dans notre famille. En effet, /// est
repartie sur F et la masse totale est ///(O) = μ*(Ω) + λσ<f2) = m, puisque
σ (Γ2) — 0. Done, on a, d'abord
(5) G(μ* + hσ] - G(μ*) > 0.
Or, d'autre part
GO**) = 2h \ h(& dvp + h~ f f Φ (-7-) dMσ <r
F FF
= 2 h ( h ( p ) dσp + 2h ί h(p) dσp + h" ((φ(-λ\ dσpd<rq, et par suite
U(P0).F Λ ( W 0 ) .P.F
(6) GO** + Aσ) - G(/**) < - 2 A nt* f -f Λ2 f f Φ ( -±
FΓ
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Or, Γintegrale /= ( I φ(— — ) dσ^dσq est finie. En effet, nous avons
J.' \ rpq /
FF
(7) I / I < I f f Φ (-M dμSdμf \ + (m*)2 { f Φ (-M dV,dV, I
J J \ I pq / J J \ Ί pq /
Mais, comme le potentiel u(p y) est borne, nous pouvcns poser 0 <C
M(J> ',^<^M9 Q<^M<^+ co. Alors la somme du deuxieme et du troi-
sieme terme du membre droit de (7) est inferieure a 3 (m*)2 M. f(p)
etant borne dans F, nous avons pose | f(p) | < N, p^F. Par suite, on a
\f(p)\dμp <\g\+2Nm.
Le premier terme du membre droit de (7) est done fini, et Γintegrale
est finie.
Ainsi, si Γon fait tendre h vers 0, le membre droite de Γinegali-
galite (6) deviendra negatif, et Γinegalite (5) doit etre absurde. Nous
avons done etabli la proposition (1°).
Considerons d'abord le cas ou f(p) = 0. Dans ce cas, 7 est la borne
superieure de la fonction
f Φ ( L,
J \ ' 1)0
dμ* = U(p μ*).
Or, OQ, yoit bien que h(p) > 0 et par suite 7 > 0.
Si 7 = 0, on aura λ(p) = 0 pour p e ί7*. Alors, Γintegrale d'energie
I h(p) dμp* sera egale a 0. Done, en vertu d'un theoreme que nous
F
* etablirons dans le chapitre suivant, la masse totale m s'annule,
contrairement a Γhypothese. Done, nous avons toujours 7>0. Alors,
en vertu de principe du maximum, nous avons h(p) < 7 partout dans
Γespace. Done, u(p\u*} est egale a 7 partout dans F sauf un ensem-
ble de capacite nulle. u(u /A*) est done un potentiel d'equilibre.
Pour terminer la demonstration de la proposition 2*), intercalons
un Lemme qui sera utile dans la suite.
Lemme. Soίt F un ensemble ferme et borne dans Γespace a troίs
dimensions, dont la capacite (par rapport a Φ(ί) qui satisfait a (A) et
(β)) est positive. Etant donnee une distrίbutίou non negative μ de la
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masse unite sur F, designons par G et H la borne superieure et infe-
rieure des valeurs prises par le potentiel u(p μ) pour p parcourant F.
Nous avons alors
(8) H<g<G
oil Von designe par g la valeur minimum de Γintegrale d'encrgίe
E=0, m = l.
Demonstration, g etant minimum de Γintegrale d'energie, on a
pour tout μ, telle que m — 1. Mais, puisqu'on a G(μ) < G, nous avons
G > #. D'autre part, si u(p μ) > 5r -f 6, <s ]> 0, ?? 6 F, on aura
et
\ u(p /A) dμ/* = u(p /^*) dμ = 1 # dμ=
puisque w(p μ*) est egale a g sauf un ensemble E de capacite nulle,
et que tout ensemble de capacite nulle ne contribue pas a Γintegrale
par rapport a μ quelconque. On aurait done une contradiction. Con-
sequemment, nous avons H<,g.
Remarque. Nous vζrrons bientot que la distribution d^equilibre est
unique. Done, on a, au lieu de (8),
(9) H<g<G
pour tout μ autre que μ*.
Corollaire. La constante g qui est le minimum de Vintegrate
d'energίe (f(p) = 0, m = 1), est egale a 1/C(F).
Demonstration. L'existence de la distribution μ* montre que
C(F} > 1/γ. Mais, comme μ* est minimisante de Γintegrale d'energie,
on a 7 = g. Enfin, la f ormule (8) g < G montre que 1/g > C(F). En
somme, nous avons C(F) = 1/g.
Ce corollaire montre bien que, pour tout m, 0<^ra<^ f oc, la dis-
tribution μ* qu'on a consideree plus haut satisfait a Γequaticn 7 =
m/C(F). Notre proposition 2*) est done complement etablie.
Passons maintenant au cas general. Exprimons d'abord la con-
stante γ de la proposition (1°) d'une maniere explicite. h(p) etant in-
ferieure ou egale a 7 dans ί7*, nous avons
ιι(p μ*) = h(p)—f(p) <j+N, p£ F*
D'apres le principe du maximum, u(p μ*}<. 7 + N partout dans Ω.
Done, la capacite de Γensemble F* est positive. Alois, d'apres la
proposition 2*), nous pouvcns distribuβr une masse y* de total C(F*}
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de sorte que u(p **) =Ξ= 1 sur F* sauf d'un ensemble de capacite nulle
et < 1 partout dans Γespace. Par suite, nous avons (en vertu du
theoreme 4, § 2)
Done, si m^>N (7(F*); 7 sera positive, et alors nous pouvons appliquer
le corollaire du theoreme 2, § 3, avec K = 0, Kr = 7, et conclure que
(2J) Si m > N C(F) (> ΛΓ C(F*)), γ es£ positive. D'aίlleurs, h(p) =
γ sw7* F sα^^/ cm ?>Z^s daws w^ ensemble de capacite nulle.
La proposition 1*) du theoreme 2 est done etablie.
Enfin, supposons qu'on a f(pχθ pour peF. Alors, si Γon pose
m ——
>*
on a m^>0, et de plus Γegalite donnee plus haut montre que 7 — 0.
Or, pour 7 = 0, nous pouvons encore appliquer le corollaire du theo-
reme 2, § 3, avec K — Kr = 0. Alors, h(p) = 0 sur F sauf au plus
dans un ensemble de capacite nulle. Par suite, on a
0 = I h(p) dvp = \( \ φ( J dup)dμq* + \ f(p) dvp = m-f
»/ »/ \t/ \ * J)Q / / J
On a done m—— \ f(p) dvp, et la proposition 3*) du theoreme 2 est
F
done etabli.
Enfin, nous allons considerer Γunicite de la distribution1 \ Pour
ce but, soit /^ et μ2 deux distributions de masse non negative, reparties
sur F et telle que μ
Λ
(F) = μ^(F} — m et que
= f Φ (---) cZ^ -f /(p), A3(p) - f Φ (-1-)
J \ ' J97 ' J \ / |9 /
soient egaux a la meme valeur 7 swr ί7 saw/ au plus dans un ensem-
ble de capacite nulle. ^Si Γon pose σ = μ
ί
 — μ2, nous avons alors
(10) ί ( Φ ( -}— ] dσpdσq = f { A, (p) - h,(p) } dσ, - 0.
J J \ i vq ' J
FF F
Ceci veut dire que σ == 0 ou μ1 = μ», en vertu du theoreme sur Γinte-
1) S. Kametani,
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grale d'snergie, que nous allons etablir dans le chapitre suivant. Le
theoreme 2 est done completement demontre.
La proposition 3*) du theoreme 2 contient comme cas particulier
le corollaire suivant du a M. O. Frostman^ :
Corollaire. Soit T un domaine connexe dans I'espace ordinaire O,
dont la frontiere est un ensemble borne F de capacite newtonienne posi-
tive. Alors, tonte repartition de masse finie et positive λ dans T peut
etre remplacee d'une maniere unique par une repartition positive sur F
de facon que le potentiel newtonien u(p λ) reste conserve en tout point
exterieur a T + F et en tout point de F a Vexception au plus d'un en-
semble de capacite nulle. Dans cet ensemble et dans le domaine T le
potentiel nest jamais augmente.
Demonstration. Designons par D
n
 Γensemble de tous les points de
Ω, qui sont a la distance superieure a l/n de F, et inferieure a n de
Γorigine. Posons Tl = T Dλ, etTn = T (Z?n—Z?n+1) (n = 2,3,4,...)- On
00
a 5P = ΣZV Designons encore par λ
Λ
 la partie de la distribution λ
n = ι
qui se trpuve dans T
a
 et posons enfin
(11) f
n
(p)=-
Alors, on sait que 1) —f
n
(p) est surharmonique et semicontinue supe-
rieurement partout dans Γespace0 ί2, 2) comme la distance entre T
n
et F est positive, f
n
(p) est continue sur F comme fonction de p definie
sur ί2, 3) comme T
n
 est borne, on a evidemment lim f(p) = 0, oύ Γon
P->Γooj
designe par j>->(oo) le fait que p s'eloigne indefiniment. D'ailleurs,
/(PXO partout dans F. Done, d'apres la proposition 3*) du theoreme
2, 11 existe une distribution μ
n
 qui satisfait aux conditions suivantes :
(1°) μ
n
 est repartie sur F. (2°) En designant par U le potentiel
d'equilibre de F qui est engendre par une masse (non negative) de total
on a
μ
n
(F) = ϋ(p) d\n
v
.
(3°) On a u(p; μj = u(p; λj pour tout point p exterieur a T + F, et
en tout point p de F a Γexception au plus d'un . ensemble E
n
 de capa-
cite nulle. (4°) Dans T+F le potentiel n^est jamais augmente.
Posons μ* = f] μ
n
, u*(p) = Σ u(p μj, u(p) = u(p λ). On voit bien
n=ι n=ι
que (5υ) μ* est repartie sur F avec μ
n
. (6J) D'apres (2°), on a
1) O. Frostman [11, p. 70. 2) de la Vallee Poussin LU P
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(7°) Si p est exterieur a T+F, on a w*(p) = w(p), puisque nous y avons
(3°) pour tout n —1,2,3,.... La meme egalite subsiste dans F sauf
dans un ensemble de capacite nulle. Get ensemble de points exception-
nels est contenu dans la some *Σ>E
n
 qui est de capacite nulle. (8°)
Dans tout espace 12, on a u*(p)<u(p).
Or, nous allons montrer que u*(p) est engendre par μ*. En effet,
f f "1u(p μ*) = lim Φ^ dμ* > Φ^ d( V[ /^ J
^->ooj J
 W = 1
entraine u(p /Λ*) > J2 M(P ! /^J> ou encore w(p /^*) > u*(p). D'autre part,
) — lim f Φ^ dμ*<[φ* dμ*+8 = f] f
IV-ϊco J J n = ι J
8 etant arbitraire, on a u(p μ*) <C M*(p). Par suite, u(p μ**) = w*(p).
Enfin, voyons qu'il n'existe qu'une seule distributions de μ* ayant
ceβ proprietes. En effet, remarquons d'abord que u(p λ) est fini sur F
sauf un ensemble de capacite nulle. Pour s'en convaincre, il nous suffit
appliquer le theoreme de M. Kakutani (voir theoreme 5 § 2). Alors
deux distributions μ^y μj* donneraient d'apres la propriete (7°) le
meme u(p /*,*) i = 1, 2 dans F sauf sur un ensemble de capacite nulle.
Done, la difference σ = μ^— /*2* engendre un potentiel egal a 0 sur F
sauf un ensemble de capacite nulle. L'integrale d'energie pour σ sera
0, et par suite nous avons μp == μ»* en vertu du theoreme 2 § 5,
c. q. f. d.
Application 1. Nous allons appliquer le theoreme d'equilibre pour
demontrer un theoreme sur la capacite des ensembles.
Theoreme 3. Solent F un ensemble ferme et borne, et F
n
 (n == 1,
2,3, ... .) une suite des ensembles fermes et borres, telle que
Alors, nous avons tou jours lim
Demonstration. Soient μ* et μ
n
 la distribution d'equilibre de masse
unite de Γensemble F et F
n
 resp.. Nour pouvons choisir, d'apres le
theoreme du choix (voir p. 81), une suite partielle μ
nκ
 (« = 1,2,3, ... .)
telle qu^elle converge (au -sens qu'on a precise a la p. 81). Soit μ la
limite-distribution de μ
nκ
. Le noyau de μ etant compris F, on a
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(12) /(/**)<
D'autre part, le theoreme d'abaissementl) montre
(13) /G,) < lim I(μnκ < lim I(μ J
Comme /*M est une distribution minimisante pour Γensemble Fn, nous
avons
(14) /UJ </(/**)
Ainsi, (12), (13) et (14) entrainent evidement /(/**) = lim /(/*»)• Enfin,
W->oo
d'apres le corollaire du lemme da theoreme 2, nous avons C(F) —
lim <7(FJ, c. q. f. d.
'/ί->00
Corollaire. Pour tout ensemble ferme et borne F, il existe une suite
00
des ensembles ouverts G
n
 telles que G
n
 ^  F, Π G
n
 = F, et que C(F) =
lim
En effet, il suffit de prendre une suite des ensembles ouverts G
n
 tels
que GO G2 ^  GO C?3 ^  G3 ^> ... et que UGn = F et d'appliquer le
w = l
theoreme 3.
Application 2. Appliquons maintenant le lemme du theoreme 2 a
evaluer la capacite des spheres. Soit S(r) une sphere de rayon r (0<^
r\ fermee ou ouverte, et du centre arbitraire. Dans S(r\ distribuons
une masse a densite uniforme egale a 3/(4τrr*). Cette distribution,
qu'on designera par μ0 donne la masse totale 1. Le potentiel u(p μ0*)
prend la plus petite valeur (de celles qui sont prises dans S(r)) a la
surface de S(r). Et, on voit facilement que cette valeur est superieure
a
D'apres- (8), et avec un rόsultat de la p. 70, nous avons
(15)
§ 5. Integrate d'energίe. Pour demontrer Γunicite de la distribu-
tion d'equilibre ou de balayage, il nous fallait examiner d'abord Γinte-
grale d'energie. Nous avons deja mentionne la decomposition de Jordan,
1) Voir O. Frostman CU p. 23, et de la Vallee Poussin [1] p. 12.
stir la theorϊe du potentiel generalise 89
precisee par. MM. de la Vallee Poussin et Hahn. D'apres ce theoreme,
etant donnee une distribution de masse σ, nous pouvons la decomposer
en deux distributions non negatives μ et u de sorte qu'on ait σ(β) =
μ(e) — v(e) pour tout ensemble e de son domaine de definition. D'ailleurs,
Γespace π (de trois dimensions) se decompose en deux ensembles *F
σ
: Ωj
et Oo tels que μ(e) =σ(e Ω1'), — v(e) = σ (e ί22), ίl^ίlo — 0.
Supposons maintenant que σ soit distribute sur Γensemble ferme
et borne F, et posons par definition
(1) /(σO
pourvu que Γexpression derniere ne soit pas de la forme indefinie:
oo — oo. 7(σ-) s'appelle <fintegrate d'energie de σ". Or, concernant cette
integrate nous pouvons etablir deux theoremes suivants:
Theoreme 1. Pour toute distribution de masse repartie sur un en-
semble F ferme et borne, Γintegrate d'Snergie I(σ), pourvu quelle existe
et soit finle, est toujours > 0.
Theoreme 2. Si I(cr) = 0, alors σ s'annule identiquement.
Nous allons demontrer ces deux theoremes dans la condition que Φ(£)
satisfasse aux (A), (JB) et (C).
II faut remarqαer d'abord qu'au lieu de (B) on peut supposer (BO
lim Φ(£) = o. En effet, en posant Θ(t) = Φ(ί)~lim Φ(t), on a
t->U ί->0
φ(ί).
pq
pσqDone, tout revient a demontrer que \^ &dσpdσq'>Q ou a Seduίre o-^O
de Γhypothese ^®dσpdσq = Q. Supposons done (B') dans la suite.
Designons par (xl9 x2, α?3) et (y^y-^y ^ trois coordonnees des deux
points p et q resp., et posons
(2) ^ ξ
ί
 = χi-yί) i = l,2,3,
de sorte qu'on ait r = rM = v^Σϊ?"-
 D>autre
 Part> comme F est un
i
ensemble borne, le diametre δ(F) de F est fini. Soit M un nombre
positif quelconque superieur a 8(F). Posons
ou 0 suivant que 0<£<1/M ou
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Considerons maintenant le transforme de Fourier de la fonction
(3) E(alt as, α.) =
— 00
Ψ(1/V), comme fonction de ξl9ξ2, ξ3, etant paire, la partie imaginaire
de Γintegrale (3) s'evanouit, et nous avons consequemment
+ 00
(4) £?(«„ α
s
, α,) = (^J JJJ Ψ (-£--) cos ( Σ ^ /c) dlid^f s
— oo
De cette formule, on voit bien que
M
(5) I E(alf a,, «3) ! < (-^-J j * (-£-•) ^ dr
ϋ
et d'apres la condition (C), cette integrale converge.
Posons d'abord a =y'*Σ~af et considerons le cas oύ a ^> 0. Posons
ί
encore clκ = aκ/a, κ = l,2,3., et choisissons six nombres reels c2K, c3tc
(« = 1, 2, 3) tels que
3(6) Σ c/eλc/c'λ ==: ^«<t' (— 0 ou 1 suivant que « Φ Λ' ou *; = «').
> = t
Changeons ensuite les variables par les formules
(7) τ
κ
 = ±c
κλ
ξ,, * = 1,2,3.
λ = l
On a alors d'apres (5) et (6)
+ 00
(8) tfCrtj, α,, α,) = - 3 Ψ
Enfin, adoptons les coordonnees polaires :
(9)
 Tl = r cos (9, τ2 = r sin (9 cos 9?, τ3 — r sin ^ cos φ.
I/expression (8) se transforme alors a
sin αr(10) R(al9 αa, α3) - -g^ - j r Ψ (
0
L'integrande de Γexpression (10) est identiquement egale a 0 pour M <^
r, et Γinegalite |sin ar\<^ar et la condition (C) montrent que Γinte-
grale (10) converge absolument.
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Or, puisque Φ(£) est convexe et que lim Φ(ί) = 0, en vertu de (A3)£->o
et (B'), la function r Ψ(l/r) est non negative et monotone dβcroίssante.
Par suite, d'apres la formule (10), nous pouvons affirmer le
Lemme. Nous avons E(ai9az,a^)^>Q sauf le cas ou Φ(f) = Kt et
M — 2mτra ou K est une constante et m —1,2,3, ... , d'ailleurs, dans ce
cas exceptionel, on a E(al9 a2, α3) = 0.
Prenons maintenant un nombre naturel r, arbitrairement grand,
mais fixe, tel que 0<^l/n<^M, et formons la function Φ
n
*(t) (voir la
definition de la p. 73). Si Γon designe, par E
n
(a
ί9 a2, <*3) le transformed
de Fourier de Ψ
n
*(l/r), nous avons, en posant
(11) /<r) = r Ψ
n
*(l/r), S
n
(α) = 4τra E
n
(ai9 a2, a,}
00
(12) S
n
(α)= 2- { /
n
(r) sin ardr.
7t J
Or, nous allons faire appel a un theoreme du transforme de
Fourier qu'on trouve dans les traites classiques d'analyse0:
Soit /(r) une f onction definie pour 0<><^ + co et qui satisfait aux
deux conditions suivantes. 1) /(r)/r est integrable absolument dans
Γintervalle Mf <^ r <^ + co, Mr etant un nombre arbitraire positif. 2)
r0 etant un nombre fixe tel que 0<[r0<^+ oo, il existe un voisinage de
r0 ou /(r) est a variation bornee. Alors, nous avons
(α) sin ar da
oo
2 Γ
oύ Γon pose S(a) = — \ /(r) sin ar dr
7t J
D'ailleurs, si /(r) est continue dans α<r<6 (0<α<6<-foo) et y
est a variation bornee, Γintegrale de la formule (11) converge unif orme-
ment, c.-a-d. la convergence de la limite
f(r) = lim \ S(a) sin ar da
jy-^oo \J
est unif orme pour a
λ
 < r < 6A (α < αA < &! < 6). Si, de plus, α = 0 et
JV
si /(+0) existe et est finie, Γintegrale J S(α) sin αr do: est uniforme-
ment bornee pour
1) Voir p. ex. Zygmund [1J p. 306.
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Appliquons ce theoreme a la function f
n
(r) qui est identiquement 0
dans M<^r<^+ oo, continue dans Q<^r<^M, y est monotone decrois-
sante, et dont /„(+()) existeet est fini. Ainsi, nous avons, d'apres (13)
N
(14) f
n
(r) = lim ( S
n
(α) sin
N-+OO J
pour tout Q<^r<^M et la convergence est uniforme pour
M—β, £ etant un nombre positif arbitraire donne d'avance. D'ailleurs,
Γintegrale est uniformement bornee pour
y
(15) |ts
β
(α) sin or dα|< «,,<+ oo, 0<r<e
I " I
0
oύ Kn est une constante independante de N, r et 6.
Nous utilisons ce resultat a evaluer Γintegrale d'energie :
4(
σ
) = (( ψ/ (-^-) dσjσ = ί ί — . j lira ( S,,(αO sin ar da \ d<rpdσqJJ \ T pq J JJ T (^  Λ -»co J 3
FF FF 0
Or, nous pouvons Γecrire, en vertu de la transformation (6), (7) et (9)
/
n
(
σ
) = f j JL j lim ίf J E
n
(ά) e{ Σ α^ dajaja* I dσpdσqp q
FF
ou S(N) designe la sphere α^-f α:22-f α:32< JV% ou encore
(16) 7
w
(o-) == ί ( -L him ( ( ( JE?
n
(α) cos ( Σ α
Λ
| J da.da.da. ( dσpdσqJJ r t ^ H . o o j j j £=i 3
/-F ^fj^)
Divisons Γexpression (16) en deux parties :
(17) /,» = 7/H- //*, /„* = JJ , 7-" - j j
Pour la premiere partie, on a d'apres (15)
ou Γon pose \
σ
\=
 μ + v et C est une constante telle que Φ(ί)>t/C
pour ί > l/^. D'apres la condition (A), (B') une telle constante existe
toujours pour 6 assez petit. Done I
n
* tend vers zero avec 6. Quant
a la deuxieme partie, remarquons que
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E
n
(ά) ccs (Σ>*£J da.da.da.
SCΛO
converge unif ormement lorsque N tend vers 4- or . Ainsi, Γordre de
deux integrales \\ et ((^ dans Γ expression (16) pent e>tre inverse, et nous
FF £(ΛO
avons consequemment
(18) /» = lim j J J tf
n
(α) |j J cos (Σ «*£*) A^dcr, J da.daΛa,.
SfΛ 7 ) /'ί7
D'autre part, d'apres (3), on a Σ^/cf/e — Σ^/A:— Σ^Λ^/Λ: et
Λ: Λ Λ;
(19) /B(σ-) = /ϊί1(σ-)+//12(σ),
' * * « » ) cos (Σ 2//c«J rfo-^o- da.dct.dcc,,
7
n
2(σ ) = lim \ \ \ JS7
n
(α) \\ \ sin (Σ ^/c^/r) $m (Σ y«α«) dσpdσq > da^
~*°°
Les deux variables ^ et g dans les integrales (19) etant separees, on a
(20) ccs (Σ^«
sin (Σ^/c^J sin (Σ #*<*«) rfσ ^ σ-.^j sin (Σ^'/c^/c)/•
Enfin, nous avons deja vue qu'cn a E,,(a) >0. Done, en vertu
de (19),
(21) 7M(α-) >0.
Mais, /( |σ |) etant finie, on a
(22) /(<r) = lim /»,
W->00
ce qui acheve la demcstraticn du theoreme 1: /(σ)>0.
Demonstration du theoreme 2. II faut remarquer d'abord que la
function E
n
(a) (0 < a <^ 4- oc ) est monotone croissante avec n (n = 1, 2,
3,...). Pour JF^O) = Jδ?
w
(0, 0, 0), ce fait se voit facilement en vertu de
(5), puisqu'on a Φ
n
(*)<Φ
n+ι(ί) Pθur n^>l/M. Pour 0<α<4-oc, on
a, en vertu de la formule (12)
M
(23) S
w+1(a)-S,,(«) = A j I r ΨB+I (-p)-r Ψ. (-L)J sin or dr.
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Or, r JΨ W + , ( -- J—Ψn( -- J>, comme function de r, est non negative et
monotone decroissante. En effet, la derivee gauche de Dini de la fonc-
tion J9_{Ψ
n + J(£)— Ψn(£)} est nulle pour 0«<ί<Γw et elle est monotone
croissante pour !FW <£<<-*- co puisque ZLΨn(£) y est constante. Done
la function 'Ψ
n+ι(*) — Ψw(ί) est convexe pour 0< ί< +00. D'ailleurs, on
a Ψ^W-ΨnC*) == 0 pour 0 < t < Γ
n
.
Ainsi la formule (23) montre que S
n+](a*)>Sn(a~) pour tout n et a
(0<tfx<+co, w>l/Λf). La meme chose a lieu pour #„(#). Alors,
(19) et (20) montrent que I
n
(cr) croίt d'une maniere monotone. Par
consequent, Γhypothese I(σ) = 0 entraine I
n
(σ) = 0 ou encore
(24) VCer) = 0, /Λσ) = 0 (W = 1, 2, 3, ...).
D'autre part, si α: Φ M/2mπ (m = 1, 2, 3, ... .)> on a tou jours ^(α)
>0. Done, en vertu de (19), (20), nous avons encore
(25) j { cos (Σ x
κ
aά } dσ , = 0, J { sin (Σ ^ )^ I dσ , = 0.
F y
Soient Ω,L et ί22 deux ensembles Fa qui donnent la decomposition de
Jordan pour la distribution σ. II existe alors deux ensembles fermes
F,, Fo teίs que F^Ω,, F2Cί22 et que μ(ni-F1)<^8f ^(O2-F2)<6, <s
etant un nombre positif arbitraire.
Supposons, par impossible, que σ ne s'annule pas identiquement.
Alors, nous avons ^(ίl^^O ou v(ί22)>0. Sans restreindre la gene-
ralite, nous pouvons supposer que c'est la premier cas qui a lieu. Nous
pouvons d'ailleurs supposer que le nombre £ satisfasse a Γinegalite :
(26) 6OCΩO/5.
Alors, nous pouvons couvrir Γensemble F
λ
 par la somme d'une
suite de spheres ouvertes S
ίyS^S3) ... , contenues dans le complemen-
taire de F2, et qui peuvent empieter Tune sur Γautre mais de telle
maniere que tout point de 12 soit interieur a quatre spheres au plus.
On aura alors
Σ <KSJ =
et, en vertu de (26), on a
Done, il existe, parmi SM, une sphere, soit 'designee par S, telle que
σ(S)>0».
Soit ^ le rayon de S et designons par S(r) la sphere ouvert con-
1) Nous avons suivi la marche des raisonnements de M. O. Frostman [1] p. 32.
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centrique a S, mais qui a le rayon r au lieu de r j β On a alors σ (S) =
lim σ (S(r)). Done, nous pouvons supposer, de plus, que la surface de
>-->ί"j + 0
S ne porte aucune masse de | σ \ .
Enfin, designons par p0 le centre de S. Le point p^ lui seul, ne
porte aucune masse | V r | , puisque /( σ | ) est fini. Done, si Γon choisit
un rayon r0 assez petit, la sphere S(r0) porte une partie de masse |σ |
aussi petit qu'on voudra. Pcsons S* — S — S(r0). Alors, en a
(27) σ(S*)>0.
Introduisons maintenant une f onction f(p) definie pour pen comme
il suit : f(p) = 1 ou 0, suivant que p e S* ou non. Adoptons un systeme
de coordonnees rectangulaires ' (x^x*, #3) dont Γorigine est p
ύ
. Alors,
on peut poser φ(r) = f(p), r2 = α?12-fα?22+α?32, ou encore φ(r)= 1 ou 0
suivant que r0 <><?"! ou non.
Designons par g(alfa29a3) le transforme de Fourier de φ(r) (ton-
sideree comme functions de trois variables x^x^^ ff(^j,a2, α3) est
une fonction de a, oP = af + as + af, et si Γon pose g(a1,ocs,aό') = g(ct),
on a
N
(28) r rXr) = lim \±πag(ά) eixκ da
N-+OO J
ϋ
Cette integrale converge uniformement pour r tel que r0-f £ <r<r— £,
<? etant un nombre positif arbitraire, mais inferieur a (r
a
— fj)/2. Elle
est uniformement bornee (par rapport a ΛΓ) pour r situe dans un voisi-
nage de rL et r0 respect ivement. D'ailleurs, on peut ecrire (28) dans la
forme :
φ(r} = lim \ \ I g(ά) e*^*K*K daLda,daό
Λ
r
->oo J J J
s ' t f )
oύ S(N") designe la sphere du centre p0 et du rayon N. Par suite, on a
(29) J^>(r) dσp= J -A. j l im
S*F
Comme nous avons vu plus haut, nous pouvons, dans ces conditions,
permuter Γordre de deux integrales de (29), et obtenir
S f f f ( f i V )(p(r) dσp = lim \ \ \ g(ά) ] \ e —>*κXκ dσp \ daλda^da3JV-^oo J J J ( J J
Or, Γintegrale entre les parenthese est nulle sauf a — M/(2mπ), m —
1, 2,..., en vertu de (25). Done, on a
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(31) j φ(r) dσ
v
 = 0
F
Mais, d'autre part, d'apres la definition de φ(r\ on a
(32) j r/>(r) d^ = j dσp = σ(S*) > 0
en vertu de (27). Ainsi, nous sommes amenes a deux consequence (31),
(32) qui sont contradictoires, c. q. f. d.
Signalons finalement que M. N. Ninomiya a donne tout recemment
une autre methode de demonstration pour les theoremes 1 et 2°L>).
§ 6. Condition de Poincare generalisee. Le potentiel d'equilibre
pour un ensemble ferme et borne F de capacite positive peut prendre
sur quelques points de F des valeurs inferieures a la constante-ma-
ximum, bien que ces points forment un ensemble de capacite nulle. Si
cet ensemble n'est pas vide, appelons ses points "exceptionnels". Pour
les propositions 1*) et 3*) du theoreme de balayage, nous pouvons
evidemment considerer des pareils points exceptionnels. Or, Γexistence
de tels points dans des certains cas se voit facilement. Considerons p.
ex. le cas du theoreme d'equilibre. Le complementaire de F se decom-
pose au plus en une infinite denombrable des domaines connexes, dent
Fun, soit designe par G ,^ n'est pas borne. Si Γeiίsemble G^—G^ (GM
designant la fermeture de -G*,) contient un point isole, ce point est
necessairement exceptionnel, puisqu'un seul point ne porte aucune partie
de la masse d'equilibre. Mais, les points du noyau F peuvent etre
egalement exceptionnels. Pour le voir, nous n'avons qu'a considerer
Γexemple de Lebesgue3): Soit μ une distribution de masse non
negative repartie sur le segment: 0 < x < 1, y = z = 0 de Γespace
ordinaire, la densite de μ au point (x, 0, 0) etant egale a 2x. Conside-
rons le potentiel newtonien u(p) = u(p μ). En pcsant p — (x, y, z), /o2 =
if + z2, on a
tdt
En particulier, pour Γorigine p0 = (0,0, 0), on a u(pj == 2, et pour px =
(x, 0, 0), 0<^#<1, M(pJ=+c5o. Soit c un nombre positif quelconque,
mais superieur a 2. La surface equipotentielle F: u(p) — c avec p0
enferme un domaine ferme contenant le segment: 0 < x < 1, y =
1) N. Ninomiya [1].
2) Quelques resultats de ce chapitre ont ete resumes dans K. Kunugui [2J.
3) H. Lebesgue [11, Cf aussi Courant-Hilbert [1} p. 272,
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z = 0. Balayons la masse contenue dans ce domaine sur F (voir le
corollaire du theoreme 2 § 4). On obtient ainsi une distribution de
masse μ* repartie sur F, et qui engendre un potentiel qui coincide
avec u(p) ou G dans Γexterieur ou dans Γinterieur de F. respective-
ment. Le noyau de μ* coincide avec F et Γorigine p
Ό
 est un point
exceptionnel de ce potentiel qui est evidemment d'equilibre pour F.
Considerons maintenant la condition suffisante pour quon puisse con-
clure qu'un point p0 de Ω, ne soίt pas exceptionnel. D'abord H. Poincare
a considere la condition suivante. Soit F un ensemble de F. Nous di-
sons qu'un point de Ω satisfait a la condition de Poincare, s'il existe
un cone K au sommet p0 et une sphere S au centre p0 tels que la
partie commune K S soit contenue dans F. Soit s(r) line petite sphere
au centre p
Ό
 et au rayon r (0<^r<^4- co). Designons par mes \s(r)\,
mes \s(r) Fl les mesures au sens de Lebesgue (trois-dimensionnelle) des
ensembles s(r), s(r) F resp.. Alors, si Γon a
TEΓ mes ** mes>0 (lim
^ Vτττιrmes {<r)j τ ιr nies
on dit p0 est un point de densite superieure (infqrieure) positive (par
rapport a F). Supposons, maintenant, que la fonction Φ(£) satisfasse
a la condition (C). On a alors CίsfV)} >0. Or, si Γon a
Ήm < f^ !.. > 0 (lim
r^+α C\s(r}\ ^ Vir^r^
on dit pQ est un point de densite capacitaίre superieure (ίnferieure) posi-
tive (par rapport a F). Tout point de p() qui satisfait a la condition
de Poincare est un point de densite superieure positive. En effet, si
Γon designe par θ Tangle solide du cone K, et par r0 le rayon de S,
on a
M
mes {s(r)\ — mes j<r)} τr
Mais, nous pouvons encore etablir le
Theoreme 1°. Si Φ(t) satisfait a (A) et (β), (C), tout point p0 de F
qui est de densite superieure (inferieure') positive, est un point de densite
capacίtaire superieure (inferieure) positive.
Demonstration. Posons pour tout ensemble e de F, τ(β) =
mes {e s(r) F}, et considerons le potentiel
1) Voir N. Ninomiya [1], ou Γon suppose que Φ(#) satisfasse a la relation :
r
lϊrn ( ( φ(~L
r->+o \ i \ t
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Par Γhypothese, pQ est un point de densite superieure positive. Done,
on a 0<^mes Js(r) F}<^ + oo. Soit M la borne superieure de u(p;τ).
Alors, en vertu de la definition de la capacite, nous avons
• F] — mes
D'autre part, nous avons deja etabli Finegalite (voir p. 88):
ί (-ί
Par consequent, nous avons
Γ
j Φ (- -J )
N x
1? dt
mes {s(r) Fj o
C\s(r)} — (4/3) τrrr M
Or, nous avons deja vu que J Φ(l/ί) ί2 dί est la borne superieure du
ό
potentiel engendre par la distribution de masse donnee par τ*(e) —
mes {β s(r)j. Par suite, nous avons J Φ(1/Q ί2 dt>M, et Γinegalite
se reduit a ϋ
mes
mes {<r)|
qui prouve evidemment le theoreme 1.
Le theoreme 1 montre que tout point satisfaisant a la condition de
Poincare est un point de densite capacitaire inferieure positive. C'est
la raison que nous appelons, tout point de cette nature point qui satis-
fait a "la, condition de Poincare generalίsee"l\
Maintenant, nous allons voir que la condition de Poincare genera-
lesee est une condition suffisante pour qu^un point p0 de Γensemble F ne
soit pas exceptionnel. Considerons d'abord le theoreme d'equilibre.
Soit p0 un point du noyau F de la distribution d'equilibre. Supposons
que p0 satisfasse a la condition de Poincare generalisee, et designons
par E Γensemble de tous les points p de F ou le potentiel d'equilibre
est inferieure a la constante-maximum. E est un ensemble F
σ
 de capa-
cite nulle. Alors, nous pouvons dire que p0 satisfaίt a la condition de
1) M. O. Frostman a appele ainsi tout point de densite capacitaire superieure positive.
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Poincare generalisee non seulement par rapport a F, mais encore par
rapport a F-E. En effet, on a, d'une part, C[s(r) F\ >C{s(r)(F-E')l
et d'autre part, C\s(r^F\ <C{s(r) (F--Ey\+C\s(r) E\ =C\s(r)(F-E)\.
Par suite, nous avons C{s(r) F\ =^C\s(r)(F—E}\ et cette egalite montre
bien que la densite capacitaire inferieure au point p
ϋ
 reste meme pour
ces deux cas.
Ainsi, pour demontrer que le potentiel d'equilibre soit egal a sa
constante-maximum au point p0 de F qui satisfait a la condition de
Poincare generalisee, il nous suffit d'etablir le
Lemme de Frostman : Le potentiel u(p) d'une distribution non nega-
tive est Άgal a la limite inferienre en chaque point p0, quand p tend vers
P0 en restant dans un ensemble M par rapport auquel pQ satisfait a
la condition de Poincare generalisee :
(1) U(PO) = lim u(p), peM.
Mais, a cet egard, nous allons demontrer le
Theoreme 2. Le lemme de Frostman subsiste chaque f o ί s que
satisfait aux conditions (A), (β), (C) et
(D) II existe troίs nombres posίtifs £0, y0, A tels qu'on ait
(2) Φ{(1+^0) y\<A Φ(y)
pour tout y tel que y
n
 <C y <Γ + °Q .
Demonstratian. u(p) etant un potentiel engendre par une distribu-
tion non negative, il est semicontinue inferieurement partout dans
Γespace (theoreme 1 § 1). Done, on a
u(Po) < liπi u(p) < lim u(pf)
P-+PQ 2>'->2>0
P'£M
ou p designe une variable sans restriction, tandis que pf reste toujours
dans M. Par consequent, pour avoir (1), il nous suffit de montrer
qu'on a
(3) u(p^
et d'ailleurs, nous y pouvons evidemment supposer que U(PQ) est finί.
Or, pour montrer (3), il suffit encore d'etablir le
Lemme. Supposons que Φ(f) satisfasse aux (A), (/?), (C), (D) et que
ί>0, M, u(p) aίent les memes sens que dans le lemme de Frostman men-
tionne plus haut. Supposons, encore que u(p^ soit fini. Alors, il existe,
pour tout nombre positif 6, un ensemble ferme F± de capacite positive,
contenu dans la partie commune M s(£) (de M et de la sphere s(£) de
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centre pQ et de rayon £), tel que la distribution d'equίlίbre d'une masse
unite sur F19 soit designer par μ*9 jouit de Γinegalite
(4)
En effet, Γinegalite (4) montre qu'il existe au moins un point p^ de
par suite de M a la distance inferieure a £ de p
ϋ
, tel qu'on ait
) + £ \ d'o
Demonstration du Lemme. Soit £ un nombre positif arbitraire,
donne d'avance. Sans restreindre la generalite, nous pouvons supposer
qu'on ait 0<£<£0/2, et 0<<S0-<1. Prenons un nombre positif Rv
tel que 0 < RI <C £ et designons par S
α
 la sphere du rayon R
λ
 et du
centre p0. La distribution de^masse μ peut etre decomposee alors en
deux parties: la partie qui se trouve dans Si et celle qui est repartie
dans le complementaire de Slβ Elles seront designees par /// et μ" re-
spectivement, et nous posons de plus u'(p) = u(p u'\ u"(p) = .u(p //,")•
Comme u(pQ) est fini, nous pouvons prendre Rλ assez petit de sorte
qu'on ait
(5) W'(PQ) <C &9 £f = Λ(6)
oύ la fonction Λ(6) sera determinee a la fin de la demonstration (voir
la f ormule (14)). Nous supposons d'ailleurs que 2R^ < l/y0.
D'abord, nous allons montrer qu' il existe une suite des nombres
positifs R
n
 (n = 2, 3, 4, ...), tels que /^ > R2 > R3 ^> ..., lim Rn = 0, et
qu'en designant par S
n
 la sphere du rayon R
n
 et du meme centre p09 on
ait
r> τ~» •* ^ i
(6)
En effet, sinon, il existerait un petit nombre positif /20 tel qu'on
ait RV^RL et
(7)
pour tout β satisfaisant a 0<^β<β0. Designons par S0 la sphere du
rayon R0 et du centre pQ. Remarquons le denominateur du membre
droit de la f ormule (7) decroit d"une maniere monotone avec R. Par
suite, si Ton considere une distribution de masse repartie dans S0 et
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qui donne la mesure lebesguienne multipliee par une constante
υ
donnerait un potentiel qui, au point p0, ne surpasse pas u'(p^. Ceci
veut dire
-R0π2π
«'OPo) i> (2e; SJSΦ(— ) P* sin θ dφdθdp)/(4τe j Φ (— -) /»* dp\=26'
0 0 0
qui est contradictoire.
Maintenant, pour n assez grand, on peut dire que 1°) des que pe
R
nί
 nous avons u
f/(p')<^uf'(j)Q)+£/2, et que 2J) en posant rn = εRn, on a,
(8)
ow K est une constante positive (independante de n)9 Alors, il existe,
d'apres la definition de la capacite, un ensemble ferme et borne Flf
contenu dans Af β(rj et une distribution d'equilibre de masse unite sur
Fly qu'on designera par μn. On a alors
(9) ( U(p) dμnp = j U'(p) dμnp+ J u" (p) dμnp
F, F, Fl
et d'apres Γ) on a, d'abord
(10) ^(p) dμn9<u''(pώ+e/2<u(pώ + s/2, et d'autre part
(11) j w'(p) d/,
Λj, - j J Φ (-
- 7, +/2, 74 = d^ Φ ~ . d^Λp /2 = dμq Φ
Considerons maintenant Γintegrale 7A. On a d'abord
μq (\ Φ ( J
^ J I \ rM
Sι-S
n
 F,
Mais, si rM > r/,0^, on a ΦCl/r^) > Φ(l/rp^). Or, puisque 6 < £0/2 et
que pes(rj, geS|-S
n
 on a
Par suite, on a
) < M < A, et par suite
— ~~
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<u JΦ(_L) cw ou
(12) /, < AS'
Ensuite, evaluons 72. On a
F,
" f) * ctt)
26
en vertu de Γapplication 2 § 4 et de Γinegalite (6), c.-a-d.
(13) /2<i±^J^
Ainsi, si Γon pose
(14)
on a, d'apres (12), (13), 71+/2<£/2, et cette inegalite, avec (9), (10),
(11), montre bien qu'on a
U(p) dμn» < W(2>o) •*• f, FI C <r
n
),
1
et F! est justement Γensemble qu'on avait besoin, c. q. f. d.
Passons finalement au theoreme de balayage. Si Φ(ί) satisfait aux
(A), (B), (C), (D) et si f(p) satisfait aux conditions du theoreme 2 § 4,
alors dans les propositions 1*) et 3*) de ce theoreme est egal a la con-
stante γ a tout point pQ de F qui satisfait a la condition de Poincare
generalisee. Cela resulte immediatement du lemme de Frostman men-
tionne plus haut. Fin.
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