We study Heisenberg spin-1/2 and spin-1 chains with alternating ferromagnetic (J We show that the exact ground state of the model can be found along a line in the parameter space. The phase diagram in the space of J A 1 − J F 2 is determined using numerical techniques complemented by some analytical calculations. A number of quantities, including the ground state spin, energy gap, structure factor, entanglement entropy, and zero temperature magnetization, are studied to understand the complete phase diagram. An interesting and application-wise important feature of this model is that it exhibits a macroscopic magnetization jump in the presence of a magnetic field; we study this using an effective Hamiltonian.
Introduction
In nature matter comes in a plethora of quantum phases, each having its own exotic properties.
Normal metals, insulators, superfluids, superconductors, and different types of magnets are some of the many manifestations of quantum matter. Spin systems are an important class of insulators. These systems can appear in different quantum phases, which can be broadly divided into two groups, magnetic and non-magnetic. Sometimes even the ground state of an open spin system can be degenerate with both magnetic (say a spin triplet) and non-magnetic (a spin singlet) states. The magnetic phases can be gapped or gapless depending on the site spin s and the types of exchange interactions. Frustrated spin systems are specially interesting to study because their phase diagrams are often very rich in physics. Here we study one such frustrated spin system in one dimension.
Our model is a one-dimensional spin model with alternating ferromagnetic (J F 1 ) and antiferromagnetic (J A 1 ) nearest-neighbor exchange interactions. A next-nearest-neighbor (NNN) ferromagnetic exchange interaction (J F 2 ) is also considered which induces frustration in the model. This model is important because it maps to the Haldane spin chain in some limits. Besides theoretical interests, the experimental realizations of this alternating spin model gave us additional impetus to study this model carefully. Some of the systems reported so far in this regard are [Cu(T IM)]CuCl 4 [1] , CuNb 2 O 6 [2] , (CH 3 ) 2 CHNH 3 CuCl 3 [3] and (CH3) 2 NH 2 CuCl 3 [4] . Quite interestingly, we find in our study that the phase diagram of this model with site spin 1/2 is very different from that of the model with site spin 1, even though both of them map to integer spin Haldane chain in some limits.
Let us briefly mention here the work already done on this model. The spin-1/2 alternating model without NNN interactions (J F 2 = 0) was studied as a function of the strength (and sign) of one exchange interaction while the other alternating interaction (antiferromagnetic) was kept fixed; it was shown how different phases, namely, a gapped Haldane phase, a gapped phase of decoupled singlets, a gapless spin-liquid phase and a gapped dimerized phase, appear as one changes the exchange parameter [5] . The excitation spectrum of this model (J F 2 = 0) has also been investigated by Hida [6] . The exact ground state of the model along the ferromagnetic and non-magnetic transition line has been studied by Dmitriev et al [7] . In another work, Hida et al studied the model for an open chain by numerical techniques and found different magnitudes of the edge spin in a region between the ferromagnetic phase and the Haldane phase (with edge spin equal to 1/2) [8] . Nakamura studied this model (J F 2 = 0) with randomness in the exchange constants [13] . The model (J F 2 = 0) with anisotropic exchange interactions has been studied by Ren and Zhu [14] . This model has also been studied with on-site anisotropy [9, 10] .
Kohmoto and co-workers have studied a Z 2 × Z 2 hidden symmetry of the model (without NNN interactions but with exchange anisotropy) and shown in particular that the symmetry is fully broken in the Haldane gapped phase [11, 12] .
It may be mentioned here that all these studies were done for spin-1/2 systems; we have not found any detailed study of the frustrated alternating model (J F 2 = 0) with site spin 1. Here we study the model both for site spin 1/2 and 1. Our results for the spin-1/2 system will help to verify many of the previous results besides throwing new light on the underlying physics of the model. Our study on spin-1 system reveals interesting new physics. The phase diagram for the spin-1 model turns out to be quite different from that of the spin-1/2 model. Different quantities, like the ground state spin, energy gap, structure factor, entanglement entropy and Zeeman plots (zero temperature energy level spectrum as a function of an applied magnetic field), are studied in this work to understand the properties of this frustrated spin model. We will also present an given in parallel. We conclude our paper in section 6.
The spin model
Our spin model is described by the following Hamiltonian:
with
Here s i s are site spin operators with spin value s, J F 1 (J A 1 ) is the nearestneighbor ferromagnetic (antiferromagnetic) exchange constant and J F 2 is the ferromagnetic NNN exchange constant. The total number of spins, N, will always be taken to be even in our work. A schematic diagram of this model is given in Fig. 1 .
We note that the ferromagnetic NNN interaction (J F 2 ) induces frustration in the model; we vary the value of J F 2 from 0 to 1 to study the effect of frustration. We consider the difference in strengths of J F 1 and J A 1 as the dimerization; throughout the paper we take J F 1 = 1 (to set the energy scale) and vary the value of J A 1 from 0.5 to 1.5 to study the effect of dimerization. We see that this is an interesting general model; with site spin s it reduces to a Haldane chain with site spin 2s in the limit of vanishing J F 2 and large J F 1 /J A 1 .
Classical analysis of phase diagram
In this section we analyze the classical phase diagram of the spin model given in Eq.
(1); we will assume periodic boundary condition.
We look for a classical ground state in which all the spins lie in the x − y plane such that the angle between the spins at sites n and n + 1 is given by φ 1 and φ 2 for n even and odd, respectively. Namely, s 2n · s 2n+1 = s 2 cos φ 1 and s 2n−1 · s 2n = s 2 cos φ 2 . In this configuration, the energy per site is given by (with J F 1 is normalized to 1)
Given some values of J A 1 and J F 2 , we find the extrema of Eq. (2) as a function of φ 1,2 . If an extremum occurs at angles denoted by φ 10 and φ 20 , we consider the matrix of second derivatives around that point, A i j = (∂ 2 e 0 /∂φ i ∂φ j ) φ 10 ,φ 20 . The extremum is a minimum if both the eigenvalues of A i j are positive. A transition occurs from one phase to another when one or both the eigenvalues of A i j crosses zero.
We then discover that there are four phases in the region with J A 1 , J F 2 ≥ 0, in agreement with earlier work [18, 8] .
(a) φ 1 = φ 2 = 0. This corresponds to a ferromagnetic phase in which the spins are all parallel to each other. This phase lies in the region J A 1 < 1 and
(b) φ 1 = 0 and φ 2 = π. This corresponds to a period-four configuration (double-period Néel phase with up-up-down-down spin configuration). This phase lies in the region J F
(c) φ 1 = π and φ 2 = π. This corresponds to a period-two configuration (Néel phase with updown-up-down spin configuration). This phase lies in the region J A 1 > 1 and
(d) In the remaining regions, the classical ground state is given by a spiral in which
with 0 < φ 1 < π and −π < φ 2 < 0.
As we move along the chain, the spins rotate by an average angle of (φ 1 + φ 2 )/2. This corresponds to a periodic configuration with a wave length equal to 4π/(φ 1 +φ 2 ). For a quantum spin chain with a large value of s, i.e., in the semiclassical limit, this implies that the structure factor S(q), obtained by Fourier transforming the two-spin correlation function s i · s i+n , will have a peak at a wave number given by q max = (φ 1 + φ 2 )/2. In the four phases described above, the peak will lie at q max = 0, π/2, π and (φ 1 + φ 2 )/2 given by Eq. (3), respectively.
The discussion of the phases above gives us the classical phase diagram of the model. This can be seen from Fig. 2 . If we compare this pure classical phase diagram with the actual quantum phase diagram revealed later in Fig. 15 , we see that, it correctly predicts the appearance of the ferromagnetic phase at large J F 2 /J A 1 , though for somewhat different parameter ranges. As one may expect, the phase diagram for higher spin (s = 1 shown in Fig. 15 (b) ) resembles the classical phase diagram more compared to that of the lower spin (s = 1/2 in Fig. 15 (a) ). In section 5 we study in detail the quantum phase diagram of the model. 
The exact ground state and excitation spectrum
To the best of our knowledge there is only one kind of exact ground state known so far for this frustrated alternating model. Dmitriev et al [7] found the exact ground state along the ferromagnetic and non-magnetic (singlet) transition line for the spin-1/2 system. We will now show that a nearest-neighbor valence bond singlet state is an eigenstate of the model when 
Using the relations given above, it is not difficult to verify that the state
is an eigenstate of the Hamiltonian in Eq. (4). In particular it is easy to see that,
We now prove that this eigenstate is the ground state of the system when j A 1 is greater than a critical value which we will call j A 1C . We use the following fact for this purpose. We first write the total Hamiltonian of a system as sum of M parts, i.e., 
Here each of the parts corresponds to a block of three spins. All these block Hamiltonians are essentially equivalent and have the same eigenvalues.
For a spin-1/2 system, each block Hamiltonian has the following three eigenvalues (in the S z = 1/2 sector): Fig. 18 in the Supporting material). It may be noted here that, at the critical point ( j A 1 = 0.5) the ground state reported in Ref. [7] is same as ours.
For a spin-1 system, each block Hamiltonian has the following seven eigenvalues (in the we conjecture that the eigenstate ψ will be a ground state of the Hamiltonian when the antiferromagnetic interaction j A 1 is larger than some critical value. This critical value depends on site spin of the system, and we expect it to increase with the site spin s. It may be worth mentioning here that a phase transition is expected at this critical point. For the spin-1 system, we numerically find evidence that on a line passing across the critical point, the system goes through a gapped to gapless transition which is known to be second order in nature. Details of this can be function in the space spanned by these excitation modes. In general it is a difficult task to find out the optimal wave function, but for large j A 1 , the situation is much easier. In this limit, mainly the first mode contributes while the other modes can be ignored for the higher energies associated with them. To find the excitation gap in this limit, let φ r be the triplet excited state which is created by breaking the r-th singlet bond. It is not difficult to see that, φ * r φ r ′ = δ rr ′ and φ * r Ψ = 0 ∀r, r ′ . A detailed calculation also show that, respectively for spin-1/2 and spin-1
This implies that, in the large j A 1 limit, first excited state will be N/2 fold degenerate and the excitation gap will be j A 1 for both spin-1/2 and spin-1 systems. This result is of course expected, since the system behaves as a collection of N/2 isolated singlets when J F 1 and J F 2 are much weaker than J A 1 .
Results and Discussion
In this section we numerically study various quantities, like the ground state spin, energy gap, structure factor, entanglement entropy and Zeeman plots, to understand the different properties of our model. We will present and discuss in parallel the results for spin 1/2 and spin 1 systems.
Ground state spin:
We consider the one-dimensional spin-s system with alternating ferromagnetic (J A spin wave analysis gives the boundary of the ferromagnetic phase (F) in the phase diagram in Fig. 15 . Let us consider a spin chain, with spin s at each site, which is in a ferromagnetic state.
We consider the state with the maximal values of the total spin, S tot = Ns, and the component of the total spin in the z direction, S z tot = Ns. This fully polarized state with s z n = +s on all sites n has an energy E F = Ns
. We now consider a spin wave state in which the spin at site n is in the state s z n = s − 1 with an amplitude αe ikn if n is odd and βe ikn if n is even, where
We can compute the energy of this state with respect to the fully polarized state
we find that there are two branches with energies given by
The energy of the lower branch, E k− , vanishes at k = 0 as expected; this is just the state with the same total spin as the ferromagnetic state but with S z tot = Ns − 1 instead of Ns. Upon expanding E k− around k = 0, we find that the lowest order term is given by
The line where the term of order k 2 crosses zero gives the boundary of the ferromagnetic phase,
, in agreement with the expression given in the earlier section.
For a finite system with N sites, the wave number k is quantized in units of 4π/N (since the unit cell of the system consists of two neighboring spins). Hence the smallest non-zero value of k is 4π/N. The boundary of the ferromagnetic state is therefore given by the condition
In the limit N → ∞, this reduces to J F 2 = J A /2(1 − J A ), but for values of N such as 16, the phase boundary differs noticeably from that expression.
These expressions does not seem to match perfectly with the actual numerical transition lines. This can be attributed to the fact the total spin of the actual system falls from maximum value Ns to zero at the transition, while spin wave analysis assumes a transition from maximum spin to one less than the maximum (Ns − 1).
Energy gap and entanglement entropy:
The behaviors of the entanglement entropy and energy gap of a spin system are interrelated and complementary, and one can give information about the other [15] ; hence we deal with them together. As discussed earlier, our spin model with site spin s behaves like a Haldane chain (one-dimensional antiferromagnetic chain) with site spin 2s in a particular limit. Since the integer spin Haldane chain is known to be gapped,
we expect that our model will also have gapped phases in certain parameter ranges. The ferromagnetic phase (F) is always gapless, so our interest here is to understand whether the entire non-magnetic phase is gapped or there are some non-magnetic gapless regions in the phase diagram.
To resolve this issue, we determine the energy gap of finite systems in the following way:
we divide the full state space into even and odd spin parity spaces; then from each of these spaces we pick the two lowest energy eigenstates. We note that the even parity space has states with even total spins including zero, while the odd parity space has states with odd total spins. We take the two lowest energy states from these four states and calculate the energy difference (generally this energy difference will be the usual singlet-triplet energy gap in the between two neighboring sites coupled by antiferromagnetic exchange interaction (J A 1 ). This is supported by our exact result for J F 2 = 1/2, where the ground state is a product of nearestneighbor singlets for J A 1 larger than some critical value. As the excitation requires the breaking of a nearest-neighbor singlet bond and creating a 'triplons' [17] , this state is gapped. In fact it is seen that the energy gap increases linearly with J A 1 in its strong limit (see section 4). However this does not explain why the region of entropy minima is not exactly at the place in the phase diagram where the energy gap is maximum.
It may be mentioned here that, the entropy of the system in the ferromagnetic (F) region is constant and nonzero. The nonzero value in the ferromagnetic phase can be attributed to the fact that our calculations are done in the state with S z = 0; the entropy would have been zero if we had worked in the state with the maximum possible value of S z .
From the entropy contour diagrams given in Figs. 9 and 10, we can speculate whether there are any quantum phase transitions (QPT) taking place. We know that the entropy susceptibility is a good tool to detect QPTs. It can be seen from the figures that there are regions in the non-magnetic phase where the entropy susceptibility has peaks, i.e., the density of contour lines is high. Following our previous study of the entropy contour diagram for spin systems [15] , we recognize here two different dense patterns of contour lines: one corresponding to gapless phases and the other corresponding to phases where the energy gap goes through a non-zero minimum. The line passing through the points "A", "B", "C", "D" and "E" as mentioned in Fig.   10 is speculated to be gapless. Here it may be mentioned that the point "C" is a critical point (see section 4) where the ground state changes suddenly and the excitation gap goes through a minimum (which is supposed to go to zero in the thermodynamic limit). To see whether the system is really gapless on the line, we study the energy gap about some representative points from the line. The results for the points "D" and "E" can be seen from Fig. 11 . A somewhat detailed result for the points "A" and "B" can be found in Fig. 21 given in the Supporting material. Due to convergence problems, a detailed numerical study of the point "C" is difficult.
It is clear from Fig. 12(b) that, for a given chain length, the energy levels are coming close to each other at the critical point. In particular the energy gap reaches a minimum there and we expect this to go to zero in the thermodynamic limit. We also see that the two lowest energy singlet states come close to each other at the critical point and then departs with a changed ground state (which is still a singlet). All the results suggest that the line is probably gapless as the energy gap goes through a minimum at any representative point on the line and these minima decrease in values with increasing system size.
Another dense line passing through points "F" and "G" in Fig. 10 has a strange behavior.
The energy gap goes through a minimum while crossing the line, but that minimum does not seem to come down to zero in the thermodynamic limit. In fact, our numerical results show (Fig. 11 ) that the energy gap minimum increases with the system size and appears to saturate in the thermodynamic limit.
We may mention here that, for the spin-1/2 system, there is a dense region near the ferromagnetic- non-magnetic transition line, but due to convergence problems a detailed numerical study of the region is difficult. However, one can see from Fig. 12 (a) that all the energy levels are converging at the critical point "C" which falls on the ferromagnetic-non-magnetic transition line.
Structure factor: The entropy diagrams (specially 19 and 20 given in the Supporting material) show that the non-magnetic phase is not uniform through the phase diagram. To understand the exact nature of the 'spin orientation' in the different areas of the phase diagram, we calculate the value of q at which the structure factor S(q) (the Fourier transform of the spin-spin correlation function) is maximum. As argued in section 3, this value of q gives us an idea about the relative orientation of the spins in space in the classical limit of the model. This can be seen from Figs. 13 and 14 respectively for spin-1/2 and spin-1 systems. We see from these figures that, in the ferromagnetic region (F), q = 0 which is expected as the spins are oriented in the same direction. In Fig. 13 we see three more regions: (a) one with q = π, which we call the Néel phase (N), (b) one with q = π/2, which we call the double-period Néel phase (DPN) (in this phase, in a classical sense, if two spins are up then next two spins are down), (c) a spiral phase (S) where 0 < q < π/2. For the spin-1 system, we basically see the same phases but with different orientations, shapes and sizes (see Fig. 14) . We also note that, unlike the spin-1/2 system, the spiral phase (S) of the spin-1 system consists of many areas of different angles, one with π/2 < q < π and a few others with 0 < q < π/2.
A schematic phase diagram summarizing the above results for spin model can be seen in Fig. 15 (a) for spin 1/2 and Fig. 15 (b) for spin 1. As one may expect, the higher spin phase diagram (s = 1 in Fig. 15 (b) ) resembles the classical phase diagram in Fig. 2 more than the lower spin phase diagram (s = 1/2 in Fig. 15 (a) ).
Zero temperature magnetization:
Next we study the zero temperature magnetization of the system to understand how the lowest energy levels corresponding to the different S z sectors are ordered with respect to each other. In the absence of a magnetic field, the magnetization is zero in the non-magnetic region. As one increases the magnetic field (applied along, say, the z-axis), the energy levels will start to shift according to −gµ B hS z , where g, whose value is about 2, is the gyromagnetic ratio, µ B is the Bohr magneton, and h is the applied magnetic field. We see that the rates of changes in the energy levels are different depending on their S z values. Therefore, depending on the energy gaps between the consecutive lowest energy levels and their respective Though the magnetization generally increases in steps of 1, in the limit of large J A 1 we see some big jumps. We now present a way of understanding the large jumps in the magnetization of the system as the magnetic field is varied. These jumps are macroscopic, namely, the magnetization M = ∑ n s z n changes by a finite fraction of the total number of spins N; they have been studied earlier in the context of frustrated spin systems [19] . We will study this phenomenon using the idea of an effective Hamiltonian [20, 21, 22, 23] .
In the presence of a magnetic field applied along the z direction, we have to add a term equal to −gµ B h ∑ n s z n to the Hamiltonian in Eq. (1) . To obtain an effective Hamiltonian, we will assume that the antiferromagnetic coupling J A 1 is much larger than the other two couplings given by J F 1 = 1 and J F 2 . We then write the Hamiltonian as
where V will be treated perturbatively.
We first consider the unperturbed Hamiltonian H 0 . The system consists of pairs of spins at sites (2n − 1, 2n) which are decoupled from each other; we will denote such a pair by the label n. It is easy to find all the eigenstates and eigenvalues of H 0 since the Hamiltonian commutes with the total spin and the z component of the total spin for each pair. For very large values of h, the ground state of the system is unique and is given by the fully polarized state with s z = s for all the spins; the state of each pair of spins n will then be given by S tot = 2s and S z tot = 2s.
As h is decreased, the ground state will become degenerate at a field strength h 0 where the twospin states with (S tot , S z tot ) = (2s, 2s) and (2s − 1, 2s − 1) become degenerate with each other. In terms of the spin states at sites 2n − 1 and 2n, we note that
Using the expression for H 0 in Eq. (10), we find that the energy difference between these two states is 2sJ A 1 − gµ B h; hence they become degenerate at
ignoring some constants, we obtain the effective Hamiltonian
We thus obtain the Hamiltonian of a spin-1/2 X X Z chain in a transverse magnetic field [24] .
Note that this is a ferromagnetic Hamiltonian since the coefficient of the zz interaction is nega-
term can be made negative, if it is not already so, by performing the unitary transformation τ ± n → (−1) n τ ± n and τ z n → τ z n .
To simplify the notation for a while, let us write Eq. (14) in the form
where we assume that ∆ > 0. The phase diagram of the Hamiltonian in Eq. (15) is known to be as follows [24] . If |J| < 2∆, the ground state is given by all τ z n = +1 if µ > 0 and all τ z n = −1 if µ < 0. Hence the ground state abruptly changes when µ crosses zero. If |J| > 2∆, the ground state changes from all τ z n = +1 to all τ z n = −1 over a finite range of values of µ. This range can be found by the condition that the minimum energy E k of a spin wave (namely, a state with one τ z n = −1 with amplitude e ikn while all the other τ z n = +1, or one τ z n = +1 while all the other τ z n = −1) becomes equal to zero [24, 23] . We find that the value of µ above which the ground state has all τ z n = +1 is given by µ + = |J| − 2∆, while the value of µ below which the ground state has all τ z n = −1 is given by µ − = −|J| + 2∆. Thus the average value of τ z n per site will change gradually from +1 to −1 over a range of values of µ given by µ + − µ − = 2|J| − 4∆.
We can now use the above results and map Eq. (15) back to Eq. (14) to obtain the phase 
we see that the ground state will abruptly change from all τ z n = +1 to all τ z n = −1 when h crosses a value given by gµ B h c = 2sJ
Returning to the original spin language, we see that the S 
,
A comparison between theoretical and numerical value of h c for some representative points can be found in Table 1 . We see that the agreement between the theoretical and numerical values is better if J A 1 is larger, since the perturbative derivation of the effective Hamiltonian given above is more justified in that case.
Since such large jumps in the magnetization are academically interesting and can also be technologically important due to their possible applications in magnetic data storage systems, we have also found the maximum jump corresponding to each point in the phase diagram. This can be seen in Figs. 22 and 23 given in the Supporting material for spin-1/2 and spin-1 systems respectively.
Conclusion
We have studied a frustrated spin model with alternating ferromagnetic and antiferromagnetic nearest-neighbor interactions and ferromagnetic NNN interaction. This model with site spin s can be mapped to a Haldane chain with site spin 2s in a particular limit. We found an exact eigenstate of the model (with any site spin) for a particular ratio of the nearest-neighbor and NNN ferromagnetic exchange constants. This eigenstate was shown to be a ground state for spin 1/2 and 1 systems when the antiferromagnetic nearest-neighbor interaction strength is larger than some critical value. We then conjectured that the eigenstate will be a ground state of the system with any site spin when the interaction strength is larger than some critical value.
For spin-1/2 and spin-1 systems, a number of quantities, including the ground state spin, energy gap, structure factor, entanglement entropy and zero temperature magnetization, have been studied to understand the phase diagrams in a large range of parameters. Two distinct phases in the diagrams are ferromagnetic and non-magnetic. The non-magnetic phase is generally gapped, but, at least for the spin-1 system, we found some numerical evidence of gapless
region. An interesting and application-wise very important feature of this model is its macroscopic magnetization jump in the presence of magnetic field which we studied using an effective Hamiltonian. For a given point, "A" or "B", it seems that in the thermodynamic limit the energy gap may go to zero for a particular value of J A 1 . In the insets, it is clearly shown how the energy gap minima corresponding to a point changes with system size. It can be seen that the gap minima is decreasing with increasing system size. 
