The Ross symbol is defined to be an element {1 − z, 1 − w} in K 2 of a Fermat curve z n + w m = 1. Ross showed that it is non-torsion by computing the Beilinson regulator. In this paper, we introduce a certain generalization of the Ross symbols in K d+1 of a variety (1 − x n 0 0 ) · · · (1 − x n d d ) = t. The main result is that the Beilinson regulator is described by the hypergeometric functions d+3 F d+2 's.
Introduction
In his paper [R2] , R. Ross introduced an element {1 − z, 1 − w} (1.1)
in K 2 of a Fermat curve F over Q defined by an equation z n + w n = 1. He proved that it is non-torsion by showing that the real regulator
does not vanish where H • D denotes the Deligne-Beilinson cohomology and H • B denotes the Betti cohomology. In this paper we call his element the Ross symbol. This is integral in the sense of [S-Int] , and then one can discuss the regulators and the special values of L-functions according to the Beilinson conjecture [Be] , [S-Be] . This is studied by Ross [R1] , K. Kimura [Ki] and N. Otsubo [O1] , [O2] .
The purpose of this paper is to introduce a higher Ross symbol which is a generalization of the Ross symbol in higher K-groups. We consider an affine scheme U defined by an equation
(1 − x n 0 0 ) · · · (1 − x n d d ) = t over a commutative ring A where t ∈ A and n i ≥ 1 are integers (see §2.1). A particular case is (1−x n 0 0 )(1−x n 1 1 ) = 1 ⇔ x −n 0 0 +x −n 1 1 = 1 the Fermat curve. We call this a hypergeometric scheme. Indeed, when A = C, periods of integrals are given by the hypergeometric functions (Theorem 3.1), d+1 F d a 0 , . . . , a d 1, . . . , 1 ; t := ∞ n=0 (a 0 ) n n! · · · (a d ) n n! t d , (α) n := α(α + 1) · · · (α + n − 1)
where we refer [Sl] or [NIST, 15, 16] for the general theory of hypergeometric functions. For n i -th roots ν i of unity, we define the higher Ross symbol to be a symbol
in Milnor's K-group. See §4.1 for the relation with the original Ross symbol (1.1). We note that, in case d = 1, this symbol was already discussed in [As1] .
Otsubo [O1] , [O2] discovered that the real regulators (1.2) for Fermat curves can be described in terms of values at x = 1 of the hypergeometric functions 3 F 2 's. A relevant but extended formula is provided in [As1] , namely the regulators of the higher Ross symbols for the curve (1 − x n 0 0 )(1 − x n 1 1 ) = t are described in terms of 4 F 3 (t)'s (loc.cit. Thoerem 3.2). The main result of this paper is a generalization of these formulas for arbitrary d ≥ 1. More precisely, let F a 0 ,...,a d (t) := d+3 F d+2 a 0 + 1, . . . , a d + 1, 1, 1 2, . . . , 2 ; t ,
be the hypergeometric function, and put F a 0 ,...,a d (t) := d k=0 (ψ(a k ) + γ) + log(t) + a 0 · · · a d t F a 0 ,...,a d (t)
where γ = −Γ ′ (1) is the Euler constant and ψ(t) = Γ ′ (t)/Γ(t) is the digamma function, cf. §5.1. Then the main theorem is the following.
Here we note about the boundary of the higher Ross symbols. We expect that ξ Ross has no boundary, namely it lies in the image of Quillen's K d+1 of a smooth compactification of U (see §4.2). This is true in case d = 1, 2 (Proposition 4.4), while the author has not succeeded to prove it in general. However it is worth noticing that reg(ξ Ross ) lies in the image of H d+1 D (X, Q(d + 1)) ∼ = H d B (X, C/Q(d + 1)) (Lemma 5.4). Theorem 1.1 has some applications to the study of the Beilinson conjecture. In particular, employing a formula of D. Samart [Sa] , we can prove the following theorem. Theorem 1.2 (Theorem 6.10) Let S be the K3 surface over Q defined by an equation (1 − x 2 0 )(1 − x 2 1 )(1 − x 2 2 ) = 1. Let
be a higher Ross symbol. Then 1 (2π √ −1) 2 reg R (ξ Ross ) | ∆ + 1 = −8L ′ (h 2 tr (S), 0), see §6.4 for the notation.
In a forthcoming paper [As3] , we will give a p-adic counterpart of Theorem 1.1 where the p-adic analytic function F (σ) a 0 ,...,a d (t) introduced by the author [As2] plays the corresponding role to the complex analytic function F a 0 ,...,a d (t).
The paper is organized as follows. In §2, we introduce hypergeometric schemes. We provide a smooth projective compactification over an arbitrary ring A (Proposition 2.1). In §3.1 we show that periods of integrals are given by the hypergeometric functions, which is a fundamental formula on hypergeometric schemes. §3.2 is devoted to compute the cohomology groups. The results in §3.2 plays a key role in the proof of the main theorem. The higher Ross symbols are introduced in §4. In §5 we prove the main theorem (=Theorem 5.5) after introducing F a 0 ...,a d (t) and its connection formula (=Theorem 5.1) in §5.1. Finally we apply the main theorem to the Beilinson conjecture in §6.
Hypergeometric Schemes

Definition
Let d ≥ 1 and let n i ≥ 1 be positive integers for i = 0, . . . , d. Let A be an integral domain such that all n i are invertible. For t ∈ A, let U = U t := Spec A[x 0 , . . . , x d ]/((1 − x n 0 0 ) · · · (1 − x n d d ) − t)
be an affine scheme. We call this an hypergeometric scheme over A. If t(1 − t) ∈ A × , then U is smooth over A.
We denote by µ m = µ m (A) ⊂ A × the group of m-th roots of unity in A. Then a finite abelian group G = µ n 0 × · · · × µ n d acts on U in a way that (x 0 , . . . , x d ) → (ν 0 x 0 , . . . , ν d x d ) for ν = (ν 0 , . . . , ν d ) ∈ G. We put σ j (ν j ) : (x 0 , . . . , x d ) −→ (x 0 , . . . , ν j x j , . . . , x d ) (2.1) an automorphism for 0 ≤ j ≤ d and ν j ∈ µ n j . For a commutative ring k and a k [G] -module H and a homomorphism χ : G → k × , let H(χ) := {x ∈ H | σ(ν)(x) = χ(ν)x, ∀ ν = (ν 0 , . . . , ν d ) ∈ G} denote the eigenspace where σ(ν) = σ 0 (ν 0 ) · · · σ d (ν d ). If A is an integral k-algebra and k is a field which contains primitive n i -th roots of unity for each i, then there is a natural correspondence Z/n 0 Z × · · · × Z/n d Z ∼ = −→ Hom(G, k × ), (i 0 , . . . , i d ) −→ χ(i 0 , . . . , i d )
where χ(i 0 , . . . , i d ) is given by χ(i 0 , . . . , i d )(ν 0 , . . . , ν d ) = ν i 0 0 · · · ν i d d . We also write H(i 0 , . . . , i d ) = H(χ(i 0 , . . . , i d )) simply.
Smooth Compactification
We construct a smooth compactification of U/A. Let P 1
be a closed subscheme defined by an equation
There is an open embedding U ֒→ X * .
There is no natural smooth compactification of U. The author does not know whether the action of G extends or not. Proof. The singular locus (= the closed subset which is not smooth over A) of X * lies outside U. Put X 0 := X * and Z 0 := X * \ U. A neighborhood of Z 0 in X 0 is locally described by an equation
n js js and the singular locus is the union of
We denote the above situation by
We construct a sequence of blow-ups
in the following way. Let Z i ⊂ X i be the reduced inverse image Z 0 . Choose an irreducible component Z i 0 of Z i which contains at least one component of the singular locus of X i . Then we take the blow-up X i+1 → X i along Z i 0 . We claim that each X i ⊃ Z i is locally (in Zariski topology) described as
with u a unit (possibly l = 0). If i = 0, this is straightforward. Suppose that X i ⊃ Z i is described as above. Put Z i ab := {z a = w b = 0} and Z i c := {v c = 0} irreducible components of Z i . If X i+1 → X i be the blow-up along Z i c , then this is an isomorphism over the above locus, so there is nothing to prove. Suppose that ρ : X i+1 → X i is the blow-up along Z i ab . We may assume a = b = 1 without loss of generality. Then X i+1 is covered by two affine open sets (r + s + l = d + 1)
with u i units, and
Hence X i+1 ⊃ Z i+1 is also described as in (2.4). In the sequence (2.3), r and max{m i } are decreasing sequences. Thus X i ⊃ Z i for i ≫ 0 is locally described by either of the following descriptions
If a local description of X i ⊃ Z i is either of (b), (c) or (d), then X i is smooth over A and Z i is a relative NCD as required. Moorever if we take the blow-up ρ : X i+1 → X i along a component of Z i , it is an isomorphism over the above locus as codim(Z i ) = 1, so the local description remains the same. Consider that a local description is as in case (a). Then we keep continuing the blow-ups. Then r + s is strictly decreasing, so that the description will finally be the case (b), (c) (m i = 1) or (d) which is the desired compactification. This completes the proof.
Note on Boundary components
Let V be a quasi-projective A-scheme. Let l be a prime invertible in A. Define the etale homology Hé t j (V, Q l ) to be the sheaf Q ⊗ lim ← −n R 2n−j π * i ! Z/l n on Spec A where i : V ֒→ P is a closed immersion to a smooth A-scheme P of relative dimension n and π : V → Spec A is the structural morphism. We call V a mixed Tate motive if Hé t k (V, Q l ) are succesive extensions of products of Q l (j)'s for any k ∈ Z ≥0 and primes l invertible in A. A mixed Tate motive V is called a Tate motive if π is projective and smooth.
Proposition 2.2 Let X be the smooth compactification in Proposition 2.1 and Z = X \ U the boundary. Let Z = ∪ k Z k be the decomposition where Z k are A-smooth divisors. Then any intersection Z k 1 ∩ · · · ∩ Z kq is a Tate motive over A.
Proof. Recall from the proof of Proposition 2.1 the sequence of the blow-ups · · · → X i+1 → X i → · · · . We use the notation Z i = Z i ab ∪ Z i c . For a finite set I of indices of ab and c's, write
It is straightforward to see that every intersections (Z 0 ) I are a mixed Tate motive. We show that this is true for all i by the induction. To do this, it is enough to show that (Z i+1 ) I satisfies either of the following. Let ρ : X i+1 → X i be the blow-up.
If the above holds, then it follows that (Z i+1 ) I is a mixed Tate motives which can be shown with use of the localization sequence
The blow-up ρ : X i+1 → X i is locally described by either of the following cases.
(i) ρ : X i+1 → X i is the blow-up along Z i ab = {z a = w b = 0}, and m a > 1,
In the case (iii), ρ is an isomorphism over the locus (2.4), and hence Z i+1 ∼ = Z i . Consider the case (i). For simplicity of the notation, we take a = b = 1. Let X i+1 = U 1 ∪ U 2 be the affine covering in (2.5) and (2.6). If m 1 ≥ 2 then
ab → Z i ab is the blow-up along Z i ab ∩ Z i 11 . One easily sees that the proper transform Z i+1 c of Z i c is also isomorphic to Z i c .
Z i+1 ab .
By the above descriptions, we see
In all cases, the descriptions (Z1),. . . ,(Z4) remain true.
Next we consider the case (ii), namely ρ : X i+1 → X i is the blow-up along Z i 11 and m 1 = 1. Then
where u 0 := u| z 1 =w 1 =0 . This shows that ρ −1 (Z i 11 ) → Z i 11 is the blow-up along the ideal (z 2 · · · z r , w m 2 2 · · · w ms s ). Hence ρ −1 (Z i 11 ) is irreducible (possibly non-smooth over A), and letting E i
and the proper transform Z i+1 ab of Z i ab for a, b ≥ 2 is given by
is the blow-up along the ideal (z 2 · · · z r , w m 2 2 · · · w ms s ). Thus the descriptions (Z1),. . . ,(Z4) remain true also in the case (ii).
Rational differential forms in de Rham cohomology
We assume that each n k > 1. For (i 0 , . . . , i d ) ∈ Z d+1 with 0 < i k < n k , put
for an integer r ≥ 0. Let X → Spec A be a (fixed) smooth compactification constructed in Proposition 2.1.
This induces an isomorphism
where F • denotes the Hodge filtrartion. Hence ω i 0 ...i d also defines a cohomology class in H d c,dR (U) Proof. We may assume A = Z[1/N][t] with t an indeterminate and N := n 0 · · · n d , since
Recall the projective scheme X * in (2.2). Let ρ : X → X * be the desingularization. Let y i = 1/x i . A locus of the boundary X * \ U is described by (ν k 1 − x k 1 ) · · · (ν kr − x kr ) = (unit) × y n j 1 j 1 · · · y n js js and then one can describe ω i 0 ...i d as follows (regular function) × dy j 1 · · · dy js ∧ k =j 0 ,j 1 ,...,js
where j 0 ∈ {0, 1, . . . , d}\{j 1 , . . . , j s } is a fixed integer. Therefore its pull-back by ρ belongs to the subspace
, Ω d X/A ) = Γ (X, Ω d X/A ), and hence the lemma follows.
Put
Since this lies in the image of (O(U) × ) ⊗d by the dlog-map, this is annihilated by the differential operator D. Using the equalities
Since ω i 0 ...i d ∈ Γ (X, Ω d X/A ) by Lemma 2.4, the right hand side lies in the image of H d dR (X/A).
Lemma 2.5 Suppose that A is a Q-algebra. Let U ′ = U \ {x 0 = 0}. Let ∂ := d dt be the differential operator defined by the composition (2.10). Then
According to this, we define a lifting ω
for all r ≥ 0 and hence
by the induction on r. Now the assertion follows from an equality D(D−1) · · · (D−r+1) = t r ∂ r .
Periods of Hypergeometric Schemes
In this section we work over
− t) be the hypergeometric scheme over A defined in §2.1. We think of U → Spec A to be a fibration of complex manifolds. For α ∈ C \ {0, 1}, we denote by U α the fiber at t = α.
Periods of integrals for Hypergeometric schemes
Theorem 3.1 Let 0 < i k < n k , and let ω i 0 ...i d be the differential forms in §2.4. Put a k :
Proof. We define the cycle ∆ α to be the following. Recall the equation
where the interchange of the integral and summation can be verified due to the uniform convergence by the assumption |α| ≪ 1. Therefore (3.1) follows if we show that in general
for an integer n ≥ 0 and c 1 , c 2 ∈ C with c 2 = 0 where x c takes the branch such that |x c − 1| ≪ 1. The left hand side is the residue at x = 1, and hence it can be written as
by some polynomial f (c 1 , c 2 ). Therefore it is enough to show (3.2) under the assumption that c i ∈ R and 0 < c 1 < c 2 . Then, replace the circle
as desired. This completes the proof.
Proof. Immediate from Theorem 3.1 and Lemma 2.5.
Cohomology of Hypergeometric Schemes
Let µ m = µ m (C) denote the group of m-th roots of unity in C. A finite group G = µ n i × · · · × µ n d acts on U and U α as in §2. 
be the monodromy representation of the hypergeometric function
This is defined in the following way. Let V HG (a 0 , . . . , a d ) α be the complex linear subspace in the stalk O an S,α ∼ = C{t − α} which is generated by all analytic continuations of the above function. The action of π 1 (S, α) on the space V HG (a 0 , . . . , a d ) α is defined in a natural way. The linear space V HG (a 0 , . . . , a d ) α is at most (d+1)-dimensional. We denote by V HG (a 0 , . . . , a d ) the corresponding locally constant sheaf. It is a fundamental theorem that if a i ∈ Z for all i,
In particular, this is irreducible.
We shall soon see that
We show the latter assertion. The map Φ factors through the eigenspace V B,α (i 0 , . . . , i d ), and also the image
of π 1 (S, α)-modules. This completes the proof.
Theorem 3.4 Let n k ≥ 1 be integers.
Proof. In case that n k = 1 for some k, one can easily prove (i), (ii) and (iii) on noticing that
Suppose that n k ≥ 2 for all k. We show (i), (ii) and (iii) by the induction on d. We denote by (i) d , (ii) d and (iii) d the statements for d. There is nothing to prove for (i) 1 and
and hence the equality holds, which implies dim W 1 H 1 (U α , C)(i 0 , i 1 ) = 2 for all i 0 , i 1 as required.
→S be the projection given by (x 0 , . . . , x d ) → x d , and put U sm,• 1 := g −1 (S),
→ S is a topological fibartion, the sheaves R i g * Q| S are locally constant sheaves. Therefore one has
(3.5) and hence
(3.6)
Let V HG (a 0 , . . . , a d−1 ) be the locally constant sheaf corresponding to the monodromy representation (3.3) of the hypergeometric functions
In particular, the right hand side of (3.6) vanishes. We now have
( 3.7) We show the vanishing
, Q) → · · · (3.8) of mixed Hodge structures, which gives rise to an exact sequence
By (3.7) the right term vanishes if 1 ≤ i ≤ d − 1. The left term vanishes if 1 ≤ i ≤ d and i = 2 by (i) d−1 . In case i = 2, since H 1 (U sm,• 1 , Q) → H 0 (D 1 , Q(−1)) = Q is surjective, we also have the vanishing of the middle term. This competes the proof of (i) d .
Next we show (ii) d . Let g α : U α →S be the projection given by (x 0 , . . . ,
We note that U • α → S α is a topological fibration. In the same way as the proof of (3.7), one can show the vanishing
(3.10)
For an integer 1 ≤ i ≤ n d , let D i be the fiber of g α at x d = n d √ 1 − αζ i n d where ζ n d is a fixed primitive n d -th root of unity. The divisor D i has a unique singular point
There is the localization exact sequence
of mixed Hodge structures, and this gives rise to an exact sequence
(3.12) By (3.10) the right term vanishes if 1 ≤ i ≤ d − 1. The left term vanishes if 1 ≤ i ≤ d and i = 2 by (i) d−1 . In case i = 2, we also have the vanishing of the middle term as
One can replace U α \Z with U α in the above as
This completes the proof of (ii) d .
Finally we show (iii) d . By Lemma 3.3, the inequality dim
(3.13)
Let i = d in the exact sequence (3.12). If d ≥ 3, the left term vanishes by (i) d−1 . If d = 2, then H 1 (U • α , Q) → H 0 (D sm , Q(−1)) = Q ⊕n d is surjective. In both cases, the map
is injective. Noticing that U • α → S α is a topological fibration and a fiber is a smooth affine variety of dimension d − 1, one has
where the vanishing R d g α * Q = 0 follows by the Lefschetz affine theorem. We have
We show the last term is (d + 1)(n 0 − 1) · · · (n d − 1), which implies (3.13).
where (i 0 , . . . , i d−1 ) runs over all d-tuple of integers such that 0 < i k < n k . By Lemma 3.3, each V (i 0 , . . . , i d−1 ) is isomorphic to the dual of ρ * α V HG (a 0 , . . . , a d−1 ) where ρ α :
Let j : S α ֒→ P 1 be the open immersion. There is an exact sequence
where the equality follows by the fact that the weight of
Moreover we have that
as required. This completes the proof of (3.13), and hence (iii) d . Theorem 3.4 (iii) together with Lemma 3.3 immediately implies the following.
Corollary 3.5 Suppose n k > 1 for all k. Let 0 < i k < n k be integers. Then the repre-
Theorem 3.6 Suppose n k > 1 for all k. Let (i 0 , . . . , i d ) be (d + 1)-tuple of integers such that 0 < i k < n k for all k.
(i) H i (U sm 1 , C)(i 0 , . . . , i d ) = 0 for all i < d.
(ii) H i (U α , C)(i 0 , . . . , i d ) = 0 for all i < d.
Proof. We show the theorem by the induction on d. We denote by (i) d , (ii) d and (iii) d the statements for d. We show the case d = 1. It is simple to see (i) 1 and (ii) 1 . We show that (iii) 1 holds. Let X α ⊃ U α be the smooth compactification, and put Z := X α \ U α . Then there is the exact sequence
which is compatible with the actions of σ i (ν i )'s. Since either of σ 0 (ν 0 ) or σ 1 (ν 1 ) acts on a point z ∈ Z as identity, this implies H 1 (U α , C)(i 0 , i 1 ) ⊂ H 1 (X α , C)(i 0 , i 1 ) for any 0 < i k < n k . This completes the proof of (iii) 1 .
Let d ≥ 2. Suppose that (i) d−1 , (ii) d−1 and (iii) d−1 hold. We first show (i) d . We consider the diagram (3.4),
a smooth connected divisor. The localization exact sequence (3.8) is compatible with the actions of the automorphisms σ i (ν i ) in (2.1). Since σ d (ν d ) acts on D sm 1 as the identity, one has
The isomorphism (3.5) yields
for all i. By (ii) d−1 one has R j g * C(i 0 , . . . , i d−1 ) = 0 for j < d − 1. Therefore the right hand side vanishes if i < d − 1, and hence one has H i (U sm 1 , C)(i 0 , . . . , i d ) = 0 for all i < d − 1 by (3.15). Let i = d − 1. Then
By (iii) d−1 together with Corollary 3.5, the most right term vanishes. This completes the proof of (i) d .
We show (ii) d . Let
O O be the diagram (3.9). In the same way as above one can show the vanishing
We use the notation Z ⊂ D = U α \ U • α and D sm = D \ Z after (3.10). The localization sequence (3.11) is compatible with the actions of σ i (ν i )'s. By (i) d−1 , one has H j (D sm , C)(i 0 , . . . , i d−1 ) = 0 for all j < d − 1. Hence
Finally we show (iii) d . It is enough to show that H d (U α , C)(i 0 , . . . , i d ) has pure weight d. By an exact sequence
together with the isomorphism (3.14), one has
where we put M := R d−1 g α * C. Let j : S α ֒→ P 1 (x d ) be the open immersion. Then there is a commutative diagram
with exact row. The cohomology H 1 (P 1 , j * M ) has pure weight d. Therefore it is enough to show that the image h(H d (U α , C)(i 0 , . . . , i d )) vanishes. The image of h lies at most in the components of β = 1, ∞. Since σ d (ν d ) acts on the component of
Let V HG (a 0 , . . . , a d−1 ) be the locally constant sheaf associated to the monodromy representation (3.3) of the hypergeometric function
Then it folllows from (iii) d−1 and Corollary 3.5 that M (i 0 , . . . , i d−1 ) is isomorphic to the dual of ρ * V HG (a 0 , . . . , a d−1 ). Therefore
where T p is the local monodromy at t = p. As is well-known, the right hand side vanishes. This completes the proof of (iii) d .
Theorem 3.7 Let n k ≥ 1. Let Q be the set of (d + 1)-tuple (i 0 , . . . , i d ) of integers such that 0 ≤ i k < n k for all k and i k = 0 for some k. Then for all 0 ≤ j ≤ d, the subspace 
a s-form. Let p l : U α → T l := A 1 (y l ) \ {y l = 1} be the morphism given by p * l (y l ) = x n l l . Fix k 0 ∈ I c . Put T := l∈I c \{k 0 } T l , and p := p l : U α → T . Then the map
Proof. Fix a primitive root ν k ∈ µ n k for each k. Let σ k := σ k (ν k ) be the automorphism of U α given by (x 0 , . . . ,
This yields an isomorphism
(3.19)
The de Rham cohomology group H 1 dR (S i /C) has a basis {dx i /(
Noticing the natural isomorphism (3.19), it is not hard to see that the image of the above projector is isomorphic to the left hand side of (3.18).
Theorem 3.8 Suppose n k > 1 and let 0 < i k < n k . Let F • be the Hodge filtration in the mixed Hodge structure
Proof. Let f : U → S be the fibration, and let H := W d R d f * Q be the admissible variation of Hodge structure of pure weight d. We write H B,α = H α = W d H d (U α , Q). Let T be the local monodromy on W d H d (U α , Q) at t = 0, and put N := log T . Let W (N) be the monodromy weight filtration (cf. [Mo, ). Recall from Corollary 3.5 that H B,α (i 0 , . . . , i d ) := W d H d (U α , C)(i 0 , . . . , i d ) is a (d + 1)-dimensional representation of π 1 (S, α) which is isomorphic to the dual of the monodromy representation of the hypergeometric function d+1 F d a 0 ,...,a d 1,...,1 ; t . In particular, T is unipotent and N on H B,α (i 0 , . . . , i d ) has rank d. Therefore dim Gr
for each 0 ≤ p ≤ d, and the map N : Gr
is bijective for each 1 ≤ p ≤ d. Let H lim be the limiting mixed Hodge structure of H at t = 0 with the limiting Hodge filtration F • lim , whose underlying Q-module is H B,α and the weight filtration is given by W (N) ([S-VHS], [Mo, §5] ). Since (3.21) is bijective, we have
where all arrows are morphisms of mixed Hodge structures of type (−1, −1). Since the weight piece Gr
H lim is of Hodge type (0, 0), we have that Gr
H lim is of Hodge type (p, p) for each 0 ≤ p ≤ d. Therefore, there is a natural bijection
and this induces
(3.23)
We have
. . , i d )] = 1 by (3.20) and (3.23).
Summary
(1) Let 0 ≤ j < d. Then H j dR (U α /C) is generated by exterior products of dx i /(x i − ν i )'s. In particular H j B (U α , Q) carries a Tate-Hodge structure of type (j, j).
(2) Let P (resp. Q) be the set of (d+1)-tuple (i 0 , . . . , i d ) of integers such that 0 < i k < n k for all k (resp. 0 ≤ i k < n k and i k = 0 for some k). Then
The weight 2d piece is generated by exterior products of dx i /(x i −ν i )'s. For (i 0 , . . . , i d ) ∈ P , one has the Hodge decomposition
H p,d−p , dim H p,d−p = 1.
(3) For (i 0 , . . . , i d ) ∈ P , the π 1 (S, α)-representation H d B (U α , C)(i 0 , . . . , i d ) is isomorphic to the dual of the monodromy representation (3.3) of the hypergeometric function d+1 F d a 0 , . . . , a d 1, . . . , 1 ; t , a k := 1 − i k n k .
(4) For 0 ≤ j < d,
Higher Ross Symbols
Definition of Higher Ross Symbols
Let U be the hypergeometric scheme over A as in §2.1.
) be a symbol in Milnor's K-group. Let σ i (ν i ) be the automorphisms in (2.1), which act on the Milnor K-group in the natural way. For n i -th roots ν k ∈ µ n k (A) of unity, we define
and call it a higher Ross symbol. There is the canonical map ι : K M d+1 (O(U)) → K d+1 (U) to Quillen's K-group. We also denote the element ι(ξ Ross ) by the same notation.
Lemma 4.1 Let N = lcm(n 0 , . . . , n d ) and ζ N ∈ Q a N-th primitive root of unity. Let
be the dlog map. Then
where ω i 0 ...i d are the rational differential forms in §2.4.
Proof. Exercise (left to the reader).
Higher Ross vs. Ross.
Let us see the relation with the original Ross symbols. Let F be the Fermat curve defined by an equation z n + w m − 1. Recall from [R2, Theorem 2] the Ross symbol {1 − z, 1 − w} in Milnor's K M 2 of the function field of F . It is not hard to see that this has no boundary, namely it lies in the image of K 2 (F ) ⊗ Q. Let U be the one-dimensional hypergeometric scheme with t = 1 which is an affine scheme defined by an equation (1 − x n 0 0 )(1 − x n 1 1 ) = 1 ⇔ x −n 0 0 + x −n 1 1 = 1. Put z = x −1 0 and w = x −1 1 . Then our higher Ross symbol is
Take the summation over all n 0 -th and n 1 -th roots (ν 0 , ν 1 ) of unity. Then we have in K 2 of the Fermat curve F defined by z n + w n = 1. However this is essentially the above his symbols. More precisely, let C be the smooth projective curve defined by an equation y n = x(1 − x). Let ρ : F → C be the covering given by ρ * y = zw and ρ * x = z n . Then using the algorithm in [RT] , one can show 
Boundary of higher Ross symbols
Let X ⊃ U be a smooth compactification (Proposition 2.1). By a standard argument using de Jong's alteration, one has that the image K s (X) ⊗ Q −→ K s (U) ⊗ Q does not depend on the choice of X. We say that u ∈ K s (U) ⊗ Q has (non trivial) boundary if it does not lie in the image of K s (X) ⊗ Q.
The symbol ξ 0 ∈ K d+1 (U) has boundary, while we expect that the higher Ross symbols ξ Ross have no boundary. Several results convince the author of the truth, though he has not succeeded to prove it. 
Proposition 4.5 Let N be the l.c.m. of n 0 , . . . , n d , and let ζ N ∈ Q be a primitive N-th root of unity. Let
. Let l be a prime which divides N. Suppose that the higher Chern class map
to the etale cohomology group is injective. Then the higher Ross symbols ξ Ross have no boundary.
Proof. It is well-known that the diagram
is commutative. Since we assume the injectivity of (4.8), it is enough to show that ξ Ross vanishies in H d+2 et,Z (X, Q l (d + 1)). Put P := (1 − σ 0 (ν 0 )) · · · (1 − σ d (ν d )) as in (4.1). Since ξ Ross = P (ξ 0 ), it is enough to show that the composition
is zero. Let f : X → Spec A, j : U → X and i : Z → X. It is enough to show that the composition
is zero in the derived category of complexes of l-adic sheaves on Spec A, which is equivalent to that
is zero for all k ≥ 0. Since all terms are smooth sheaves, it is enough to see this at one geometric point. Then, thanks to the comparison theorem with the Betti or de Rham cohomology, the assertion is reduced to that the composition
is zero for the fiber U α at a point t = α ∈ C \ {0, 1}. However, this is immediate from Theorem 3.6. Indeed it implies that P = 0 if k < d and
if k = d, which agrees with the kernel of H d dR (U α /C) → H d+1 dR,Z (X α /C).
Beilinson Regulator of Higher Ross Symbols
5.1 Complex analytic function F a 1 ,...,a d (t)
For an integer s ≥ 1, and a 1 , . . . , a s ∈ C \ Z ≤0 , we put F a 1 ,...,as (t) := s+2 F s+1 a 1 + 1, . . . , a s + 1, 1, 1 2, . . . , 2 ; t ,
F a 1 ,...,as (t) := s k=1 (ψ(a k ) + γ) + log(t) + a 1 · · · a s tF a 1 ,...,as (t)
where γ = −Γ ′ (1) is the Euler constant and ψ(t) = Γ ′ (t)/Γ(t) is the digamma function, cf. [NIST, 5.2.2] . By definition t d dt (F a 1 ,...,as (t)) = s F s−1 a 1 , . . . , a s 1, . . . , 1 ; t .
(5.1)
The following theorem is often refered to as the connection formula which describes the behavior of F a 1 ,...,as (t) around t = ∞. This will play a key role in the proof of Thorem 5.5 (main theorem) below.
Theorem 5.1 Let a i ∈ C \ Z ≤0 satisfy that Re( s i=1 a i ) < s and a i − a j ∈ Z for any i, j. Put H j (t) := a −1 j (−t) a j s+1 F s a j , · · · , a j 1 − a 1 + a j , · · · , 1 − a j + a j , · · · , 1 − a s + a j , 1 + a j ; t ,
Then we have
Then s F s−1 a 1 , . . . , a s 1, . . . ,
by [NIST, 16.8.8 ]. Therefore we have t d dt (F a 1 ,...,as (t)) = z d dz s j=1 C j H j (z) by (5.1), and this implies log(t) + a 1 · · · a s tF a 1 ,...,as (t) + s j=1 C j H j (z) = constant.
We compute the constant C := a 1 · · · a s F a 1 ,...,as (1) + s j=1
where the series F a 1 ,...,as (t) and H j (t) are absolutely convergent on |t| = 1 by the assumption
= a 1 · · · a s · s+2 F s+1 a 1 + 1, · · · , a s + 1, 1, 1 2, · · · , 2 ; 1 = a 1 · · · a s F a 1 ,...,as (1).
(5.5) Let G * j (z) := (−z) a j s+1 F s a j , · · · , a j 1 − a 1 + a j , · · · , 1 − a j + a j , · · · , 1 − a s + a j , 1 − c + a j ; z , j ≤ s G * s+1 (z) := (−z) c s+1 F s c, · · · , c 1 − a 1 + c, · · · , · · · , 1 − a s + c ; z ,
By [NIST, 16.8.8 ], one has s+1 F s a 1 , . . . , a s , c 1, . . . , 1 ; t = s+1 j=1 C * j G * j (z).
(5.6) By (5.5) and
where C is the constant (5.4). Applying (5.6) to the left hand side, we see
as desired.
Corollary 5.2 Let a i ∈ C \ Z ≤0 satisfy that Re( s i=1 a i ) < s (possibly a i − a j ∈ Z). Then around t = 0, the analytic function F a 1 ,...,as (t −1 ) can be written as a C-linear combination of (log t) i t a j h ij (t), (i ≥ 0, j = 1, 2, . . . , s) modulo Q(1) by some holomorphic functions h ij (t) at t = 0. Here "log t" does not appear when a i − a j ∈ Z for all i, j.
Proof. When a i − a j ∈ Z for all i, j, this is immediate from (5.2). When a i − a j ∈ Z, we take the limit ǫ → 0 in (5.2) for a ′ i := a i + ǫ. Then "log t" appears as above (details are left to the reader).
Example 5.3 Theorem 5.1 implies
for t ∈ R >0 . To see this, recall (5.2) for a 1 = 1 2 + ǫ and a 2 = 1 2 F1 2 +ǫ, 1
where
in VMHS(S) by Theorems 3.6 and 3.7 (see also §3.6 Summary (2)). This gives rise to an exact sequence
. Let σ i (ν i ) be the automorphisms on U in (2.1). Let P := (1 − σ 0 (ν 0 )) · · · (1 − σ d (ν d )) be an operator. By the naturalness of the Beilinson regulator maps, we have 1) by Theorem 3.6 (iii), the assertion follows.
The element ρ B (ξ Ross ) defines a 1-extension
Let U α = f −1 (α) be the fiber at t = α. Restricting the 1-extension (5.10) to t = α, we have a 1-extension
of mixed Hodge structures. There are the natural isomorphism
The extension class ρ B (ξ Ross )| Uα = ρ B (ξ Ross | Uα ) defines an element
in the Betti cohomology group. In more explicit manner, this is defined in the following way. Let M ξ Ross (U α ) B be the underlying Q-module of M ξ Ross (U α ), and (M ξ Ross (U α ) dR , F • ) the underlying C-module with the Hodge filtration. There are two liftings of 1 ∈ Q in the exact sequence (5.11), say e B,α ∈ M ξ Ross (U α ) B and e dR,α ∈ F 0 M ξ Ross (U α ) dR . Then Q(d + 1) ).
Theorem 5.5 For 0 < i k < n k we write a k = 1 − i k /n k . Let α ∈ C \ {0, 1} and let ∆ α ∈ H d (U α , Z) be the homology cycle in Theorem 3.1. Then
Proof. We think of reg(ξ Ross | Uα ) | ∆ α to be a function on α, which we write by reg(ξ Ross ) | ∆ t with variable t. This is a multi-valued function which is locally holomorphic on C \ {0, 1}. Recall from Lemma 4.1 that
It follows from Theorem 3.1 together with [As1, Prop.3 .1] that one has
This implies
with a constant C. There remains to show C ∈ Q(d + 1). To do this, we look at the local momodromy T ∞ at t = ∞. Put
It follows from Corollary 5.2 that Q m with m ≫ 1 annihilates all F a 0 ...a d (t). Since T ∞ acts on the constant terms as the identity, we have
(1 − e 2πi(1−i k /n k ) ) m C = (n 0 · · · n d ) m C.
(5.14) On the other hand, since reg(ξ Ross 
For 0 < i k < n k , the component H d (U α , C)(i 0 , . . . , i k ) is isomorphic to the monodromy representation of the hypergeometric function by Corollary 3.5. In particular it is annihilated by Q m , and hence we have e dR,α | Q m ∆ ′ α = 0. Therefore the most left term in (5.14) is contained in Q(d + 1) . This completes the proof.
Corollary 5.6 Let ε = (ε 0 , . . . , ε d ) ∈ G, and put ∆ α (ε) := σ 0 (ε 0 ) · · · σ d (ε d )(∆ α ). Then
Proof. By the naturalness of the regulator map, we have
The corollary follows by applying Theorem 5.5 to the Ross symbols in the last term. 
of sheaves on the analytic site X an . The Deligne-Beilinson cohomology group is defined to be the hypercohomology group
We refer [EV] or [S-Be, §2] for a general theory on the Deligne-Beilinson cohomology. The infinite Frobenius acts on A(r) D in such a way that ω → F * ∞ ω. Let
be the Beilinson regulator map (or higher Chern class map) to the fixed part of Deligne-Beilinson cohomology by F ∞ . This is compatible with the regulator map c i,j in (5.7) under the comparison Ext p MHM(X) (Q, Q(j)) ∼ = H p D (X, Q(j)). We now focus on the case i = j > 0. Then there is the natural isomorphism (e.g. [S-Be, p.9]) 1) ).
The right hand side is endowed with the canonical Q-structure H j−1 B (X, Q(j − 1)) F∞=1 . Composing the above with c D j,j , we have
Conjecture 6.1 (Beilinson conjecture, [Be] , [S-Be]) Let X Q be a smooth projective variety over Q, and X R :
. Let j > 0 be an integer. Then
is bijective, and
where L(M, 0) denotes the L-function of a motive M, and where L * (M, m) is the leading coefficient in a Taylor series expansion at s = m. Note that ord s=0 L(h j−1 (X Q ), s) = dim H j−1 B (X R , Q(j − 1)) F∞=1 under the hypothesis of the functional equation p.5, Corollary] ).
The left hand side of (6.1) is called the Beilinson regulator, which is a higher dimensional generalization of the classical Dirichlet regulators. In more down-to-earth manner, it is described in the following way. Let {ξ p } p be a Q-basis of K j (X Q )
be a hypergeometric scheme in §2.1. Let X α be the smooth compactification of U α , which is an elliptic curve over Q. Then dim H 1 B (X α , Q(1)) F∞=1 = 1, and the Beilinson conjecture predicts that there is an integral element ξ ∈ K 2 (X α )
where γ ∈ H B 1 (X α , Q) F∞=−1 is a generator (this statement is often referred to as the weak Beilinson conjecture). Let ∆ α be the homology cycle in Theorem 3.1. We take γ := 1 2 (F ∞ + 1)∆ α . Let
be the higher Ross symbol. Then it follows from Theorem 5.5 that one has
Thus we arrive at the following statement,
K 3 of K3 surfaces
Let X α be the smooth compactification of
This is a K3 surface over Q. In this section we discuss the Beilinson conjecture for X α . Lemma 6.3 Let A be a commutative ring. Let N ≥ 2 be an integer, and let
be a hypergeometric scheme with t(1 − t) ∈ A × . Let n, n 1 , . . . , n d be integers such that 0 < n, n i < N and gcd(N, n) = gcd(N, n i ) = 1 for all i. Let V t := Spec A[y, z 1 , . . . , z d ]/(y N − z n 1 · · · z n d (1 − z 1 ) n 1 · · · (1 − z d ) n d (−t + z 1 · · · z d ) N −n )
be an affine scheme. Then there is a covering morphism ρ : U t −→ V t (6.5)
given by
Proof. Straightforward.
Remark 6.4 A special case of (6.5) (t = 1, d = 1) is the Fermat quotient (cf. [G, p.211] ).
For a smooth projective variety S over Q, we denote by NS(S) the Neron-Severi group of S × Q Q. Let h 2 tr (S, Q(m)) = h 2 (S, Q(m))/NS(S) ⊗ Q(m − 1) be the transcendental part of the motive h 2 (S, Q(m)). We denote by L(h 2 tr (S), s) the L-function of h 2 tr (S, Q). Let d = 2, N = 2 and n = n 1 = n 2 = 1 in Lemma 6.3. Let Y α be the smooth compactification of V α over Q. This is a K3 surface which has a structure of elliptic fibration over P 1 (z i ). Thanks to the covering (6.5), there is an isomorphism h 2 tr (Y α , Q) ∼ = h 2 tr (X α , Q) (6.6) of motives. Recall the equation V α : y 2 = z 1 z 2 (1 − z 1 )(1 − z 2 )(−α + z 1 z 2 ).
Changing the variables u 1 = −z 1 , u 2 = −1/z 2 and w = y/z 2 2 , the equation turns out to be w 2 = u 1 u 2 (1 + u 1 )(1 + u 2 )(u 1 − αu 2 ).
In [AOP] , Ahlgren, Ono and Penniston study the L-function of Y α for infinitely many α ∈ Q \ {0, 1}. Following [AOP] , we call Y α modular if L(h 2 tr (Y α ), s) is the L-function of a Hecke eigenform of weight 3. The authors give a list of α's for Y α to be modular. The corresponding Hecke eigenforms are as follows ( [AOP, ). Let η(z) be the Dedekind eta function. Let A = η 6 (4z), B = η 2 (z)η(2z)η(4z)η 2 (8z), C = η 3 (2z)η 3 (6z), D = η 3 (z)η 3 (7z) (6.7) be weight 3 newforms of level 16, 8, 12, 7 respectively. Let χ D denote the quadratic character associated to the quadratic field Q( √ D). Then the corresponding Hecke eigenforms are given as follows. where f ⊗ χ denotes the χ-twist of the modular form.
We turn to the K3 surface X α . We discuss the Beilinson conjecture for the real regulator map reg R : K 3 (X α ) (3) −→ H 2 B (X α,R , R(2)) F∞=1 (6.9)
where X α,R := X α × Q R. By (6.6), L(h 2 tr (X α ), s) = L(h 2 tr (Y α ), s).
If α = −1, 4 ±1 , −8 ±1 , 64 ±1 , then this is the L-function of a Hecke eigenform by Theorem 6.6. Let f : X α → P 1 (x 2 ) be the projection which is an elliptic fibration. Let fib ⊂ NS(X α ) ⊗ Q be the Q-linear subspace generated by irreducible components of the singular fibers (defined over Q). Fix a section ∞ defined by x 0 = 1 and x 1 = ∞. A standard computation yields dim fib = 18, dim fib, ∞ = 19. Example 6.8 (α = 4) One can show dim(H 11 ) F∞=1 = 0 in the following way. Let f : X α → P 1 (x 2 ) be the elliptic fibration, and E α the generic fiber. Then NS(X α )/ fib, ∞ is naturally isomorphic to the Mordell-Weil group E α (C(x 2 )). Hence if rank[E α (C(x 2 ))] F∞=1 > 0, then dim(H 11 ) F∞=−1 > 0 which implies dim(H 11 ) F∞=1 = 0. This holds since a point (x 0 , x 1 ) = (x −1 2 , (1 + x 2 2 )/(1 − x 2 2 )) is non-torsion. By Theorem 6.6 and (6.8), we have L(h 2 tr (X 4 ), s) = L(C, s). We take ξ = ξ Ross approximately.
Example 6.9 (α = 64) One can show dim(H 11 ) F∞=1 = 0 since a point (x 0 , x 1 ) = ((x 2 − 3)/(x 2 + 1), (x 2 + 3)/(x 2 − 1)) of E 64 is non-torsion. We have L(h 2 tr (X 64 ), s) = L(D, s) by Theorem 6.6 and (6.8). Again we take ξ = ξ Ross . Then Conjecture 6.7 is restated as We have approximately 1 (2π √ −1) 2 reg R (ξ Ross | X 64 ) | ∆ + 64 = −8L ′ (D, 0).
6.4 Addendum : X α for α = 1
When α = 1 the surface X α has a singular point, but its smooth model is a K3 surface. We shall discuss the weak Beilinson conjecture for X 1 . However, to apply Theorem 5.5, we need an additional argument.
Let U t → Spec Q[t, t −1 ] be the hypergeometric scheme. Take the base change by t − 1 = λ 2 , and put U := Spec Q[[λ]][x 0 , x 1 , x 2 ]/((1 − x 2 0 )(1 − x 2 1 )(1 − x 2 2 ) − 1 − λ 2 ). Let X * ⊃ U gives an isomorphism. Therefore it follows from (6.14) that we have
