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Abstract
A game tree algorithm is an algorithm computing the minimax value of the root of
a game tree. Many algorithms use the notion of establishing proofs that this value lies
above or below some boundary value. We show that this amounts to the construction of
a solution tree. We discuss the role of solution trees and critical trees in the following
algorithms: Principal Variation Search, alpha-beta, and SSS-2. A general procedure
for the construction of a solution tree, based on alpha-beta and Null-Window-Search, is
given. Furthermore two new examples of solution tree based-algorithms are presented,
that surpass alpha-beta—i.e., never visit more nodes than alpha-beta, and often less.
Keywords: Game tree search, alpha-beta, solution trees, algorithms.
1 Introduction
Game trees are related to two person zero sum games with perfect information like Tic-
Tac-Toe, Checkers, Chess, and Go. Each node in a game tree represents a game position.
The root represents a position of the game, for which we want to find the best move. The
children of each node n correspond to the positions resulting from one move from that
position. The leaves in the tree are positions in the game for which an integer valued
evaluation function ƒ exists giving the so called game value, the pay-off in that position. A
game tree is assumed to remain unchanged during the search for the best move, in the sense
that we do not look into search enhancements like iterative deepening [Sch89].
We assume that the two players are called MAX and MIN. A node n is marked as
max-node or min-node, if in the corresponding position it is max’s or min’s turn to move
respectively. We assume that MAX moves from the start position.
The evaluation function can be extended to the so called minimax function, a function
which determines the value for each player in any node. The definition is:
ƒ(n) = max fƒ(c)  c is a child of ng, if n is a max node,
min fƒ(c)  c is a child of ng, if n is a min node.
In Figure 1 an example of a game tree is shown labeled with its ƒ-values. The squares
represent max nodes, the circles min nodes. For a game tree G with root r, the value
ƒ(r) is also called the minimax value of G, denoted by ƒ(G). A game tree algorithm is an
algorithm computing the root successor with the highest pay-off for MAX—the best move
for MAX—or the minimax value of a game tree, from which we can easily infer the best
move.
The value ƒ(n) in any node n (n not necessarily a max node) indicates the highest
attainable pay-off for MAX in the position n, under the condition that both players will play
optimally in the sequel of the game according to the evaluation function ƒ. In any node n
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Figure 1: A game tree with ƒ-values.
the move for each player to optimize the pay-off is the transition to a child node c such that
ƒ(c) = ƒ(n). In this way, MAX tries to maximize and MIN tries to minimize the profit of
MAX. Therefore, an optimal play will proceed along a critical path, which is defined as a
path from the root to a leaf such that ƒ(n) has the same value for all nodes n on the path.
All nodes on this path have a game value equal to the game value of the root. A node on a
critical path is called critical.
Overview
We conclude this section with an outline of the rest of this paper. In section 2 we will show
that in order to get a bound on the minimax value of a game tree, one has to construct a
solution tree. In order to prove subsequently that the game value equals a certain value, say
ƒ, it is sufficient to find an upper bound and a lower bound with value ƒ. In other words,
a max and a min solution tree with this value are needed. The union of two such trees is
called a critical tree.
In section 3 we will investigate how Principal Variation Search (PVS) [FF80, Pea84]
and SSS-2 [PdB92] use solution trees to construct this critical tree. The relation between
solution trees and Null-Window-Search is discussed.
In section 4 we introduce an alpha-beta based bounding procedure for the game value
of a node n. Unlike alpha-beta, this procedure also takes into account information that has
been gathered in earlier visits of the subtree of the game tree rooted in n. Viewing game tree
search in terms of solution trees enables us to discover relations between two algorithms
which where hitherto considered to be quite unrelated, viz. PVS and SSS* [Sto79, PdB90].
In section 5 we introduce two examples of algorithms that use our boundingprocedure to
efficiently search game trees. By the theory developed in section 4 these algorithms search
no more nodes than alpha-beta. The results of some preliminary tests on their behavior are
presented.
2 Solution Trees
In all game tree algorithms, the game tree is explored step by step, i.e., in each step a new
node of the tree is visited. So, at each moment during execution of a game tree algorithm,
there is a set of nodes which has been visited up to that moment. This subtree of the game
tree will be called the search tree. We postulate that for every node in a search tree either
all children are included or none. For the leaves in the search tree that are inner nodes in the
game tree two tentative values are available,  ∞ and +∞. Since the computation of ƒ(n), n
a leaf, may be expensive, the tentative values  ∞ and +∞ are also allowed for leaves in the
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search tree that are also leaves in the game tree. However, its game value ƒ(n) is allowed
as well. So, in a leaf in the search tree we have either ƒ(n) or two tentative values. A leaf
node of a search tree with tentative minimax values +∞ or  ∞ is called open.
A search tree can be viewed as a some kind of game tree, so we can apply the minimax
rule to this tree. If all open nodes in a search tree rooted in a node n are given tentative
values  ∞, then the minimax value of the root is a lower bound to the game value. This
value is denoted by ƒ (n). If the value +∞ is assigned to all open nodes, then we obtain an
upper bound ƒ+(n). Moreover these bounds are the sharpest ones that can be derived from
the search tree, cf. [Iba86].
Suppose we have a node n in a game tree, and we want to generate a search tree which
establishes a non-trivial upper bound ƒ+(n) 6= +∞. If n is a leaf in the game tree, we can
simply take ƒ+(n) = ƒ(n). If n is a max node, we need non-trivial bounds in all children of
n. Therefore the search tree should contain all children, none of which can be open. If n is
a min node a non-trivial bound is needed for only one of its children, to lower ƒ+(n) below
+∞.
In summary, to have a non-trivial upper bound ƒ+, we have to expand all successors of
max nodes, and only one successor of min nodes. By recursively applying this prescription
down to the leaves of the game tree, taking in the leaves p ƒ+(p) = ƒ(p), we get a minimal
search tree generating a non-trivial upper bound. Such a tree is called a max solution tree.
max solution tree min solution tree
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Figure 2: Bounds and Solution Trees
By analogy, we get a min solution tree by expanding one successor of max nodes, and
all successors of min nodes. This yields a min solution tree defining a non-trivial lower
bound ƒ  on ƒ(r). Figure 2 illustrates this idea. It features a max solution tree and a min
solution tree which are subtrees from the game tree of figure 1 (open nodes are not shown).
They define respectively an upper bound and a lower bound which is by construction in
both cases equal to 6. (We have chosen the values in figure 2 to match with those in figure 3)
The notion of solution trees in game trees is analogous to solution trees in AND/OR
trees [KK84, Sto79].) A max solution tree corresponds to an OR solution tree; a min
solution tree to an AND solution tree.
Now suppose we have a search tree S with root n for which ƒ+(n) is not trivial, i.e.,
 ∞ < ƒ+(n) < +∞. By induction we will show that S must contain at least one subtree
which is a max solution tree with value ƒ+(n) and that all other max solution trees in S define
an upper bound ≥ ƒ+(n).
The basic case is that n is a leaf in S. Now  ∞ < ƒ+(n) < +∞ indicates that n is a leaf
in the game tree and that ƒ+(n) = ƒ(n). Moreover, the only solution tree in S is S itself.
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We now treat the induction step. Suppose n is a max node. Then for each child c of
n we have ƒ+(c) ≤ ƒ+(n) and there exists a child c′ with ƒ+(c′) = ƒ+(n). By induction it is
possible for each child c to find a max solution tree rooted in c with value equal to ƒ+(c).
Then the tree consisting of n and all these solution trees is a max solution tree with value
ƒ+(n).
Consider an arbitrary max solution tree through n. This tree contains for all children c
of n a max solution tree rooted in c. The induction hypothesis tells us that for all these trees
we have a value ≥ max(ƒ+(c)) = ƒ+(n).
Finally, suppose n is a min node. Then ƒ+(n) = minfƒ+(c)  c child of ng, so there is a
child c′ with ƒ+(c′) = ƒ+(n). By induction there is a max solution tree rooted in c′ with value
ƒ+(c′) = ƒ+(n). The solution tree obtained by appending n to this tree is the desired one.
Consider an arbitrary max solution tree through n. This tree contains one child c of
n. By induction we have that every max solution tree through c defines an upper bound
≥ ƒ+(c) ≥ ƒ+(n). Thus every solution tree through n has the same property.
Combining the above result with the observation that every game tree with value ƒ is also
a search tree with ƒ+ = ƒ  = ƒ, we now obtain the following result from [Sto79]: For each
game tree with value ƒ there exists a max solution tree defining an upper bound equal to
ƒ. Such a max solution tree will be called optimal. (Of course, analogous results hold for
lower bounds and min solution trees.)
Critical Trees
In [KM75] the notion critical tree is introduced as a minimal tree that has to be searched by
alpha-beta in order to find the minimax value in a best first game tree. In [PK87, p. 462] an
intuitive explanation is given in terms of optimal strategies for MAX and MIN. In [KK84]
the link between an optimal strategy for MAX/MIN and an (optimal) min/max solution tree
has been explained. All this brings us to the following definition:
A critical tree is the union of an optimal max solution tree and an optimal min
solution tree.
Notice that, if the value of the game tree equals ƒ, we have that an optimal max solution
tree establishes an upper bound on the game value equal to ƒ, and an optimal min solution
tree establishes a lower bound of ƒ. This shows that indeed a critical tree proves that the
game value is equal to ƒ.
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Figure 3: A Critical Tree with Node Types
Without proof we state the property that the intersection of an optimal max solution tree
and an optimal min solution tree is a critical path.
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Figure 3 is an example of a critical tree. It is the union of the solution trees of figure 2.
The numbers inside the nodes represent Knuth & Moore’s well known node types. For
reasons of brevity we will not repeat their (quite complicated) definition.
Given our solution tree view of the critical tree, Knuth & Moore’s type 1, type 2 and
type 3 nodes can be given another interpretation. Type 1 nodes are in the intersection of the
optimal solution trees for the player and its opponent—the critical path. Type 2 nodes are
either min nodes of the max solution tree or max nodes of the min solution tree that are not
on the critical path. As was noted before, only one successor is needed at these nodes to
get a non-trivial bound. Type 3 nodes are max nodes in the max solution tree or min nodes
in the min solution tree, that are not on the critical path. All successors are needed at these
nodes to get a non-trivial bound.
3 Hypothesis Testing in Game Tree Algorithms
Principal Variation Search
PVS [FF80, CM83, Rei89] and SCOUT [Pea80, Pea84] are two well known algorithms
based on the minimal window search [FF80] or bound-test [Pea80] idea. The following
description of PVS holds just as well for SCOUT.
PVS constructs a critical tree bottom up. At the start it descends via the left-most
successors to the left-most leaf of the game tree. For the moment it is assumed that the
path to this leaf, the principal leaf, is the critical path—the Principal Variation (PV) in PVS
terms. Suppose the value of this leaf is v. Then the assumption implies that the value of
the root equals v. This assumption is then tested using a bounding procedure. If the parent
of the leaf is a max node, then a proof must be established that no brother of the PV has a
higher value. In other words, for every brother a solution tree must be constructed yielding
an upper bound on its value, which does not exceed v. If this succeeds we have built a max
solution tree rooted in the parent of the leaf at the end of the PV, proving that its game value
does not exceed v. If this is not possible, because some brother of the leaf at the end of
the PV has a higher value, the bounding procedure generates a min solution tree defining a
lower bound on the value of the brother that is higher than v, and the proof fails. In that case
the path to this better brother then becomes the new PV-candidate. Since we have only a
bound on its value, the game value of this PV-candidate must be found by re-searching the
node. (If the parent of the leftmost leaf in the tree is a min node, then the dual procedure
has to be performed.)
Eventually the PV for the parent of the leftmost leaf is found. Its value is proven by
the solution trees that bound the value of the brothers of the PV. PVS has realized this by
constructing a critical subtree for the current level of the game tree. It then backs up one
level along the backbone, to start construction of a critical tree at a higher level, i.e., for
the grandparent of the leftmost leaf in the game tree. This proceeds until the root has been
reached and a critical tree below the root has finally been constructed.
The bounding procedure that PVS uses is called Null-Window-Search or NWS. It is
essentially a call to alpha-beta with α = β   1, which, assuming integer-valued leaves,
assures that no leaf value can fall within the search window of hα, βi. The fact that alpha-
beta not only finds the minimax value of a game tree, but can also be used for provingbounds
on it, is obvious when we look at alpha-beta’s postcondition. (See e.g. [PdB92, PdB93b].)
The postcondition of v ← alpha-beta(n, α, β) is
v ≤ α ⇒ α ≥ v = ƒ+(n) ≥ ƒ(n)
α < v < β ⇒ v = ƒ+(n) = ƒ (n) = ƒ(n)
v ≥ β ⇒ β ≤ v = ƒ (n) ≤ ƒ(n)
If the first part of the postcondition holds, by the theory of the previous section, alpha-beta
must have built a max solution tree. If the middle part holds a critical tree must have been
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built, and if the third part is established a min solution tree must have been constructed. By
calling alpha-beta with α = β   1 only the first and last part of the postcondition can occur,
which results in either an upper bound ƒ+(n) or a lower bound ƒ (n) on n. The hypothesis
that n, the current PV-candidate, is best, is thus either proven or refuted.
SSS-2
SSS-2 has been introduced in [PdB90, Pij91, PdB92] as an attempt to give an easier to
understand, recursive description of SSS*. Bhattacharya & Bagchi 1993 have introduced
another recursive version of SSS*, called RecSSS* [BB93]. However, their aim was
different, viz. to obtain an efficient data structure implementing SSS*’s OPEN list.
SSS-2 works by establishing successive sharper upper bounds for the root, starting with
an upper bound of +∞. The algorithm is built around two procedures, expand and diminish.
A call of expand(n, γ ) tries to establish an upper bound to the game value of an open node
n which is smaller than γ . Expand realizes this by building a max solution tree with value
< γ . If this is not possible, a min solution tree with value ≥ γ will have been constructed.
The procedure diminish tries to refine an upper bound by transforming a max solution
tree into a better one by searching for suitable open nodes in this tree and performing an
expand on these nodes. The algorithm performs a sequence of calls to diminish applied
to the root to obtain sharper max solution trees, until finally this is no longer possible: no
lower upper bound can be found, so the optimal upper bound ƒ+ has been established. The
last diminish proves this failure because it establishes a min solution tree with lower bound
ƒ  greater than or equal to the previous upper bound. But this means that ƒ  = ƒ+, and
therefore the algorithm has generated a max solution tree as well as a min solution tree of
the same value, i.e. a critical tree.
Some remarks on alpha-beta, NWS and Expand
In this subsection we look at the relation between alpha-beta, Null-Window-Search, and
expand, the bounding procedure of SSS-2. As was noted before, alpha-beta can be used
to construct a solution tree and return a bound by having it search a window of zero size.
To achieve this, the search window hα, βi is reduced to a null-window by substituting
α = γ   1, β = γ or α = γ , β = γ + 1, for some γ . The call to alpha-beta is in effect
transformed to a one-parameter call. We will state the postconditions for these cases for
convenience, although they are the result of trivial substitutions.
α = γ   1 ∧ β = γ
v < γ ⇒ γ > v = ƒ+(n) ≥ ƒ(n)
v ≥ γ ⇒ γ ≤ v = ƒ (n) ≤ ƒ(n)
α = γ ∧ β = γ + 1
v ≤ γ ⇒ γ ≥ v = ƒ+(n) ≥ ƒ(n)
v > γ ⇒ γ < v = ƒ (n) ≤ ƒ(n)
PVS and SCOUT are not interested in knowing whether the game value of the node
investigated equals the input parameter γ , but only want to know whether v < γ or v ≥ γ .
When NWS is applied to the brothers of a max PV-candidate we are interested to see
whether there are any better brothers—here better means lower: they have a common min
parent. (In case of a min PV-candidate, v ≤ γ or v > γ is needed.) With NWS, this can be
realized in the former case by calling alpha-beta(n, γ   1, γ ), in the latter case by calling
alpha-beta(n, γ , γ + 1), as can be observed from the postconditions given above.
Now we turn our attention to SSS-2. Since SSS-2 performs successive calls to get a
lower ƒ+(r) after each call, it does not need the full generality of the three-part postcondition.
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SSS-2’s bounding procedure expand has the same postcondition as the first (max brother-)
NWS call: v < γ or v ≥ γ . Expand and NWS have the same pre- and postcondition, both
are called on empty search trees, and both expand nodes in a left-to-right order. Close
inspection of the code of these procedures revealed that they are in fact identical, in the
sense that they traverse the same nodes.
The dual of SSS-2 performs successive calls, starting with  ∞, to get a higher ƒ (r)
after each call. Dual-expand has in this case the same postcondition as the second (min
brother-) NWS: v ≤ γ or v > γ . Dual-expand does the same as NWS for brothers of a min
PV-candidate.
In the algorithms of section 5 a postcondition of either a lower bound or an upper bound is
not sufficient. We need a procedure that constructs a critical tree as well—cf. the middle
part of alpha-beta’s postcondition—we want to test the hypothesis that the game value
equals γ . In this case we can choose α = γ   1 and β = γ + 1, yielding the following
postcondition:
v < γ ⇒ γ > v = ƒ+(n) ≥ ƒ(n)
v = γ ⇒ γ = v = ƒ+(n) = ƒ (n) = ƒ(n)
v > γ ⇒ γ < v = ƒ (n) ≤ ƒ(n)
In the rest of this paper we will sometimes abbreviate a call to alpha-beta(n, γ   1, γ + 1) to
alpha-beta(n, γ ).
4 A Bounding Procedure
Given the need for a procedure to construct solution trees to deliver bounds for proofs, we
will focus our attention in this section on how to construct such a procedure. Luckily this
turns out to be quite straightforward.
A Bounding Procedure for Non-Empty Search Trees
Alpha-beta can only be called on open nodes n. In figure 4 we propose a version of
alpha-beta that can be called on the root of a non-empty search tree S. This procedure will
be useful for the algorithms to be discussed in the next section. We will investigate how
alpha-beta should be changed so that it will be able to perform this new task. The procedure
will be called S-alpha-beta, since it can be called on a search tree S.
In [PdB92, PdB93a, PdB93b] a version of alpha-beta is presented which can be applied
to so-called informed game trees [Iba86]. These are trees for which in all internal nodes
n a heuristic upper and lower bound to ƒ(n) is available. The idea is that the values ƒ+(n)
and ƒ (n) derived from the search tree rooted in n can be used as these heuristic bounds.
(In a leaf n of the game tree ƒ+(n) = ƒ (n) = ƒ(n) holds.) The precondition (α < β)
and postcondition, as well as the correctness proof of S-alpha-beta are the same as for the
heuristic bounds version of alpha-beta [PdB92].
In the previous section we noted the equivalence of expand(n, γ ) and alpha-beta(n, γ  
1, γ ). An interesting observation is that diminish(n, γ ) and S-alpha-beta(n, γ   1, γ ) have
this same postcondition. The difference is that diminish and S-alpha-beta are applied to
non-open nodes. The analogy can be extended: if both procedures are applied to the same
solution trees, they traverse the same nodes as well. We might say that diminish(n, γ ) is to
S-alpha-beta(n, γ   1, γ ) what expand(n, γ ) is to alpha-beta(n, γ   1, γ ). We will formalize
and prove this claim in a later paper.
Narrower Window searches Surpass Wider Window searches
It is a well known feature that the narrower the α-β-window, the more cut-offs occur and
hence, the smaller the number of expanded nodes is [CM83, Pea84]. The alpha-beta version
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function S-alpha-beta(n, α, β) → v;
if α ≥ ƒ+(n) or ƒ (n) ≥ β or ƒ+(n) = ƒ (n) then
if ƒ (n) ≥ β then return ƒ (n);
else return ƒ+(n);
if n = open then attach all children to search tree S;
if n = MAX then
α′ ← max(α, ƒ (n));
g ←  ∞;
for c ← firstchild(n) to lastchild(n) do
g ← max(g, S-alpha-beta(c, α′, β));
α′ ← max(α′, g);
if g ≥ min(β, ƒ+(n)) then exit for loop;
if n = MIN then
β′ ← min(β, ƒ+(n));
g ← +∞;
for c ← firstchild(n) to lastchild(n) do
g ← min(g, S-alpha-beta(c, α, β′));
β′ ← min(β′, g);
if g ≤ max(α, ƒ (n)) then exit for loop;
update (ƒ (n), ƒ+(n));
return g;
Figure 4: S-alpha-beta
in [PdB92, PdB93a, PdB93b], suited for game trees with heuristic bounds in each node,
expands less nodes as the heuristic bounds become tighter or the α-β gets narrower. (See the
proof ibid.) Accordingly, a call to S-alpha-beta expands less new nodes, when (a) the size
of the existing search tree S is greater, or (b) the input window is narrower. Therefore, every
alpha-beta call with a null-window surpasses the alpha-beta algorithm. (Here, surpassing is
used in the sense of Stockmann’s paper on SSS* [Sto79], where the set of nodes, expanded
at least once, is considered and re-expanding or revisiting actions on such nodes are not
taken into account.) It follows that every sequence of S-alpha-beta calls with null windows
surpasses the alpha-beta algorithm. Since SSS-2 consists of a number of NWS calls, this
algorithm surpasses alpha-beta. Here, we rediscover a result in [PdB90] extending a weaker
result in [Sto79]. Also, [Rei89, p. 99] shows that PVS surpasses alpha-beta for the same
reason.
In the next section we present other algorithms built around NWS calls, and hence,
surpassing alpha-beta.
5 Two New Solution Tree Algorithms
Drawing on the knowledge of bounding procedures and how they are used in other al-
gorithms, we will present in this section a few examples of new ways of using bounding
procedures. We do not wish to imply that these two algorithms are the only possible ways of
using bounding procedures like S-alpha-beta to create new algorithms. We mention these
instances only as examples of what is possible.
At the end of this paper, the results of some experiments to determine the performance
of these algorithms will be discussed.
SSS-0
SSS-2 performs a sequence of calls to establish sharper max solution trees in each iteration.
It can be described as repetitive S-alpha-beta(n, γ   1, γ ). This can be formalized in the
following pseudo-code fragment, which is adapted from [PdB90].
function SSS-2(n) → v;
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g ← +∞;
repeat
γ ← g;
g ← S-alpha-beta(n, γ   1, γ );
until g = γ ;
return g;
Note that this formulation of SSS-2 makes construction of the dual of SSS-2 almost trivial:
g ←  ∞; g ← S-alpha-beta(n, γ , γ + 1).
A natural extension of the idea of starting the search at +∞ is to start the search at a
value that we expect to be closer to the game value. We might save ourselves searching
some nodes by starting closer (hopefully) to our target. The idea to start at some other value
than +∞ can be regarded as a generalization of SSS-2. The resulting generalization will be
called SSS-0, for 0 might be a good first approximation.
function SSS-0(n, g) → v;
repeat
γ ← g;
g ← S-alpha-beta(n, γ   1, γ + 1);
until g = γ ;
return g;
Apart from the different initialization of g and a choice for α and β yielding a three-part
postcondition, the code for SSS-0 is the same as SSS-2.
If, after the first call to the bound-procedure, the first bound g = ƒ+(n) or g = ƒ (n)
turns out to be lower than our initial guess, then we have (by the postcondition) an ƒ+. We
can perform SSS-2 (lower the upper bound) by calling S-alpha-beta. If, on the other hand,
the first bound is higher than our guess, then we have an ƒ . We can find the game value
by performing the dual of SSS-2 (increase the lower bound), which comes down to calling
S-alpha-beta as well.
SSS-0 may save work because it starts close to ƒ, and can probably reach ƒ in fewer
steps than SSS-2 (which starts at ∞). Given the smaller number of steps, it is hoped that
SSS-0’s steps expand about the same number of nodes as SSS-2’s steps—in other words,
that the solution trees are about the same size. If SSS-0 performs less steps of which the
size is about the same, we would have found a profitable way to make use of heuristic
knowledge in the form of a first guess.
Stepwise State Space Search—SSS-4
Another possibility to exploit the idea of “bigger steps get you home sooner” is to lower
S-alpha-beta’s input parameter γ in bigger steps than from upper bound to upper bound
as in SSS-2—keeping ƒ (r) ≤ γ ≤ ƒ+(r), since searching outside the root’s bottom up live
window is useless.
function SSS-4(n) → v;
g ← +∞;
repeat
γ ← g;
g ← S-alpha-beta(n, γ   1, γ + 1);
g ← max(g  STEPSIZE, ƒ (n));
until g = γ ;
return g;
This idea should be compared to SSS-0. SSS-0 can be used to speed up the search when
we have some idea of ƒ beforehand. SSS-4 can be used to get closer to ƒ in less steps. A
danger inherent to SSS-4 is that it can overshoot the target if the steps are too large. This
way of attack resembles somewhat the bisection method used to solve an equation ƒ(x) = 0.
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A variation might be to resort to a wide window call to S-alpha-beta, when the bounds
have become relatively close: v ← S-alpha-beta(n, ƒ (n), ƒ+(n)). Another variation might
be to have a variable STEPSIZE.
To achieve good performance some application dependent fine tuning will probably be
necessary.
Average Time Complexity
Whether the last two algorithms, SSS-0 and SSS-4, expand fewer nodes than SSS-2/SSS*
depends on the question whether a null-window call that starts near the game value expands
fewer nodes than a call with say +∞. In other words, does a “bigger steps get you home
sooner” approach work? (Bigger in the sense of big steps in return value g, not big solution
trees.) Although this may seem obvious at first, some care is needed here, since it can be
shown that there exist game trees in which S-alpha-beta(n, γ = ƒ + x1) expands fewer nodes
than S-alpha-beta(n, γ = ƒ + x2) where x1 > x2.
To get an impresssion of the average case performance we have conducted some ex-
periments. We have called SSS-0 with different parameters on a number of artificially
constructed uniform game trees, each with game value equal to 504. We only report for
trees of width 5 and depth 9, although we believe that the results hold for wider trees
as well (e.g., w = 20, d = 5). We have generated 100 different trees, using a procedure
based on [MRS87, Hsu90]. The uniformly distributed leaf values ranged from 0 to 999.
The set is made up of 20 different random seeds, whose results are averaged. We show 5
different levels of node ordering (the probability that the first successor is best): from 1 / w
(unordered), 25%, 50%, 90% to 100% (or perfectly ordered). On these 100 trees, we have
called SSS-0 with 32 different values for g, the input parameter. On the y-axis the number
of expanded nodes (inner plus leaves) is shown for different levels of node ordering. On
the x-axis the values for the input parameter to SSS-0 are tabulated. (Figure 5 should not
be confused with the “refutation wall” graph in [MRS87], which is a graph of single calls
to NWS. The nodecount in figure 5 refers to calls to SSS-0, which consists of a number of
calls to NWS/S-alpha-beta.)
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Figure 5: Node count of SSS-0, relative to input parameter
To the left of the graph you find the performance of Dual SSS-2, to the right primal SSS-2.
Figure 5 shows that the closer a search starts to the minimax value of a game tree, the less
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nodes are expanded, on average. The gain in performance is less in ordered trees. This
implies that the “bigger steps get you home sooner” idea of SSS-0 and SSS-4 may work in
principle, although the actual gains depend on the tree-characteristics of the application at
hand.
If the results of these preliminary experiments on artificial trees hold for “real” trees,
encountered in actual application domains, then it would appear that SSS-0, and probably
SSS-4, are preferable over SSS-2/SSS*. Whether this is the case is the subject of ongoing
research.
6 Future Work
We will try to find more, and also more interesting algorithms. For instance, we have
experimented with an algorithm “second best search” that finds the best successor to the
root by trying to establish a proof that it is better than the other root-successors. This can
be done by applying S-alpha-beta to a successor of the root with current highest ƒ+-value,
however with a γ -parameter equal to the value of the second highest successor of the root.
Also, the space complexity of S-alpha-beta must be addressed. By deleting irrelevant
parts of the search tree it should be possible to manage S-alpha-beta’s memory usage. A
transposition table approach, i.e., a scheme comparable to hash tables common in chess
programs might be advantageous in this respect. ([BB86] discusses similar issues for
RecSSS*.)
We plan to look into the effect of tree characteristics on the relative performance of the
preceding algorithms. Furthermore we will try to extend this research to parallel versions
of the algorithms. Our hope is to base a taxonomy of (parallel) game tree algorithms on the
way they generate and handle solution trees and critical trees.
We believe that the relation of our work to search enhancements like iterative dee-
pening and transposition tables deserves some attention. Finally, the relation with other
algorithms like Proof Number Search [AvdMvdH94], B* [Ber79], and H* [Iba87] is worth
investigating.
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