Abstract. The objective of this paper is to enlarge the ball of convergence and improve the error bounds of the modified Newton method for solving equations with solutions of multiplicity under weak conditions.
Introduction
Many problems in applied sciences and also in engineering can be written in the form like F(x) = 0 (1.1) using mathematical modeling, where F : Ω ⊆ 1 −→ 2 is sufficiently many times differentiable and Ω, 1 , 2 are convex subsets in . In the present study, we pay attention to the case of a solution p of multiplicity m > 1, namely, 
where x 0 ∈ Ω is an initial point is an alternative to Newton's method in the case of solutions with multiplicity m that converges with second order of convergence. A method with third order of convergence is defined by
Method (1.3) is an extension of the classical Halley's method of the third order. Another cubically convergence method was given by Traub [15]:
Method (1.4) is an extension of the Chebyshev's method of the third order. Other iterative methods of high convergence order can be found in [5, 6, 9, 12, 15] and the references therein. Let B(p, λ) := {x ∈ B 1 : |x − p| < λ} denote an open ball andB(p, λ) denote its closure. It is said that B(p, λ) ⊆ Ω is a convergence ball for an iterative method, if the sequence generated by this iterative method converges to p, provided that the initial point x 0 ∈ B(p, λ). But how close x 0 should be to p so that convergence can take place? Extending the ball of convergence is very important, since it shows the difficulty, we confront to pick initial points. It is desirable to be able to compute the largest convergence ball. This is usually depending on the iterative method and the conditions imposed on the function F and its derivatives. We can unify these conditions by expressing them as:
for all x, y ∈ Ω, where ψ : + ∪ {0} −→ + ∪ {0} is a continuous and nondecreasing function satisfying ψ(0) = 0. If we specialize function ψ, for m ≥ 1 and
then, we obtain the conditions under which the preceding methods were studied in [4, 5, 12, 13, 16, 17] . However, there are cases where even (1.6) does not hold (see Example 4.1). Moreover, the smaller function ψ is chosen, the larger the radius of convergence becomes. The technique, we present next can be used for all preceding methods as well as in methods where m = 1. However, in the present study, we only use it for MN. This way, in particular, we extend the results in [4, 5, 12, 13, 16, 17] . In view of (1.5) there always exists a function ϕ 0 : + ∪ {0} −→ + ∪ {0} continuous and nondecreasing, satisfying
for all x ∈ Ω and ϕ 0 (0) = 0. We can always choose ϕ 0 (t) = ψ(t) for all t ≥ 0. However, in general ϕ 0 (t) ≤ ψ(t), t ≥ 0 (1.8)
