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Background: In a bid to eradicate the HIV epidemic, Low-and Middle-Income 
Countries (LMICs) have taken strides in strengthening monitoring and evaluation 
through building capacity in data collection and data use. As such, the District Health 
Information System Software version 2 (DHIS2) has been adopted by numerous 
countries in LMICs for purposes of monitoring and evaluating the progress made 
towards eradication of the epidemic. Nonetheless, despite a longstanding requirement 
to report HIV-indicator data from facilities into DHIS2 for many LMICs, few rigorous 
evaluations exist to evaluate performance of facilities at meeting completeness and 
timeliness reporting requirements for HIV-indicator data to DHIS2. Hence, the aim of 
this dissertation was to develop and apply a systematic method that incorporates the 
use of both quantitative and qualitative research approaches in assessing facility 
reporting performance over time (2011 to 2018), using completeness and timeliness 
facility reporting requirements to DHIS2. 
Methods: This dissertation was anchored on Design Science Research (DSR) 
methodology. A DSR process model proposed by Vaishnavi et al. was employed, and 
consisted of five steps (awareness of problem, suggestion, development, evaluation, 
and conclusion). The development step is key in design and development of the artifact 
and consisted of four sub-cycles in this dissertation with each applying different 
approaches to obtain the various expected outcomes.  
Results: A systematic method of assessing facility reporting performance resulted 
from the combination of four sub-cycles within the development step. This entailed 
systematic process of data cleaning (sub-cycle 1); application of the resultant clean 
dataset in evaluation of facility reporting performance (sub-cycle 2); conducting 
qualitative case study based on facility reporting performance results in sub-cycle 2 
(sub-cycle 3); and development of facility reporting performance dashboard 
comprising visualizations using data and results in sub-cycle 1 and 2 (sub-cycle 4).  
Results in each of the sub-cycles also varied based on expected outcomes.  
Conclusions: The developed systematic method artifact in this dissertation can be of 
benefit to HIV monitoring and evaluation teams in ministries of health in LMICs as 
well as other relevant stakeholders.  
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1. Chapter 1 
1.1 Introduction 
1.1.1 HIV Global Burden 
The HIV epidemic remains a challenge globally with highest infected numbers of 
populations  found in countries in eastern and southern Africa, which account to 20.6 
million of the total number (estimated 37.9 million) of people living with HIV in the 
word as at 2018 [1]. There were estimated  800,000 new HIV infections and 310,000 
AIDs –related deaths as at 2018 [1]. Among the countries that accounted for more than 
50% of new infections include: Mozambique (150,000), Tanzania (72,000), Uganda 
(53,000), Zambia (48,000), Kenya (46,000), Malawi (38,000), and Zimbabwe (38,000) 
[2]. Nonetheless, new infections have generally declined in eastern and southern Africa 
by 28%, and deaths by 44% since 2010 [3].   
This is due to the numerous strides that have been put in place to achieve ambitious 
targets such as the Joint United Nations Program on HIV/AIDS (UNAIDS) 90 90 90 
targets, whose goal was that by 2020, “90% of all people living with HIV will know 
their HIV status; 90% of all people with diagnosed HIV infection will receive sustained 
antiretroviral therapy; and 90% of all people receiving antiretroviral therapy will have 
viral suppression” in order to end the epidemic by 2030 [4]. This target is yet to be 
realized despite incidences of HIV/AIDS and mortality decreasing by almost 50% since 
2000.  
As such low-and middle-income countries (LMICs) have received substantial support 
from donors and multilateral global organizations to scale-up HIV services such as 
antiretroviral therapy (ART) ,  prevention of mother-to-child transmission (PMTCT) 
of HIV and HIV testing and counselling [5]. The three major international donor 
organizations that have supported HIV interventions include the United States 
President’s Emergency Plan for AIDS Relief (PEPFAR), the Global Fund to Fight 
AIDS, Tuberculosis, and Malaria, and the Joint United Nations Program on HIV/AIDS 
[6].  An estimated $332.00 million dollars was allocated in 1990 by the Development 
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Assistant for Health (DAH) for purposes of combating HIV/AIDS [6]. The largest 
source of financial assistance between 1990  and 2015 in descending order with 
cumulative estimates is as follows: the US government ($67.4 billion), the United 
Kingdom ($ 6.7 billion), the German government ($ 3.5 billion) and the Gates 
Foundation ($ 4.2 billion since 1999) [6]. These international donor organizations have 
also supported health system strengthening in LMICs. Development assistance has 
however stagnated since 2010 and decreased by 20% between  2012 and 2016 [7]. This 
has led to the need for LMICs to fill in the gap left by funding agencies, which 
constituted 85% of all HIV/AIDS expenditure [7].  
Hence, there is increased emphasis on using more efficient and cost-effective 
approaches by LMICs in the continuous efforts to combat the epidemic. In addition, 
these approaches have the potential to further increase the importance of understanding 
and using HIV-data by respective countries in order to monitor trends and identify 
specific needs of geographic regions, hence enabling targeted responses. As such, an 
advantage that emerges amidst the financial challenges is the need for generation of 
HIV-data, which promotes ownership and accountability in HIV response and 
sustainability.  
1.1.2  Strengthening of Health Information Systems 
A well-functioning health system is essential to achieve better health outcomes [8]. As 
such strengthening of health systems has been considered salient in LMICs and also 
received substantial support from domestic budgets as well as international donor 
agencies [9]. Six building blocks are identified in the World Health Organization 
(WHO)’s framework for health systems strengthening and include: health service 
delivery; health workforce; health financing; health information; medical products, 
vaccines and technologies; and leadership and governance (stewardship) [9].  Each of 
these building blocks plays a salient role in improving health systems and ultimately 
health outcomes. Of the six building blocks, health information is considered an 
integral component of the overall system as it informs decision-making in the other 
five building blocks [8, 10]. Health Information Systems (HIS) therefore play a critical 
role in the management of information. Lippeveld et al. define HIS as “a set of 
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components and procedures organized with the objective of generating information 
which will improve health care management decisions at all levels of the health system” 
[8]. Therefore, high quality and timely data generated from a HIS are essential for 
decision-making [10].  
The substantive financial investments put in place by the various international donors 
with the aim of scaling up HIV services, comes with the need for data in order to 
provide information that can inform decisions and processes, such as evaluating patient 
and program progress, as well as guiding allocation of resources. However, data use 
and demand in  LMICs have been considered weak in large part due to data quality 
issues, rendering some of the countries data rich but information poor [11–13].  As a 
result, LMICs have witnessed continuous efforts aimed at strengthening quality of 
collected data through HIS, which have resulted to transition from paper-based medical 
records to electronic medical records in numerous sites, as well as implementation of 
HIV national Health Management Information Systems (HMIS) for aggregate data 
collection [14, 15]. Transitioning to HIS and HMIS has led to collection of large 
amounts of routine and non-routine health data, which have potential for use in 
decision-making at facility, county, sub-county and national levels.  
However, even with years of existence after implementation of HIS, cases of 
inadequate use of data are still being reported [16–19]. Data utilization in decision-
making, which is also referred to as Data Informed Decision Making (DIDM) is 
essential in informing policy and advocacy, program design and improvement, 
program operations, and management. To date, emphasis has been placed on data 
collection [16, 20] with relatively less attention to DIDM. As a result, more often than 
not, the collected data is not used sufficiently in strategic planning, advocacy or 
program development and management [21]. Nonetheless, efforts have been put in 
place to improve DIDM [22].  
1.1.3 HIV Monitoring and Evaluation  
Monitoring and Evaluation (M&E) systems, which are regarded as the cornerstone of 
HIV services, have been established in LMICs to provide high quality strategic 
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information for decision-making [12, 23]. Monitoring and Evaluation are two separate 
yet interconnected activities. Monitoring focuses on tracking the progress of a project 
or program through systematic collection and analysis of information using predefined 
indicators, which reveal their success or failure [24]. Evaluation on the other hand 
focuses on identifying whether the intended outcome(s) for a project or program was 
achieved, with the aim of informing areas such as policy formulation, interventions and 
so on. To inform decision-making and management, M&E systems convert raw data, 
such as aggregate patient data, to indicators [24]. Good indicators are a fundamental 
measure used by decision-makers hence providing information on a broad range of 
conditions [25]. Ministries of Health (MoH), as well as international donor 
organizations require facilities to report several aggregated indicators as part of M&E 
programs [26]. In many LMICs, aggregate HIV data reporting is done through the 
District Health Information Software 2 (DHIS2) [27].  
While systems like DHIS2 have contributed to improved availability of routinely 
generated HIV data for reporting and M&E, significant gaps persist in completeness, 
timeliness and inaccuracy in these reporting data [11, 12]. Contributing factors are due 
to issues such as, lack of robust systems for data collection, and analysis, with 
interoperability as a main challenge [28]; inadequate training, and skills [29–31]; 
inadequate financing of M&E infrastructure [23]; irrelevant indicators; lack of proper 
reporting tools; lack of meaningful demand and utilization of data across various 
stakeholders in various levels and sectors [16, 21]; shortage of staff;  and lack of 
feedback [30].  In addition, reports on countries that have made efforts to implement 
single national M&E systems reveal that monitoring efforts for programs have resulted 
to duplicative reporting processes [32]. Part of the challenge is attributed to lack of 
coordination between multiple donors and implementing partners that support HIV 
scale-up, with resultant creation of parallel M&E systems [33, 34]. This in part inhibits 
effective utilization of data for decision-making. 
Several other challenges exist in reporting. In many LMIC settings, routine data are 
collected and recorded in paper based registers, and summary forms, and these have to 
be entered manually into reporting systems, with multiple potential areas of problems 
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[32],[35]. Furthermore, in many facilities where Electronic Medical Record Systems 
(EMRS) have been implemented, there is often lack of robust data exchange to 
aggregate data systems [28]. Ideally, facilities that have EMRS should be set up to 
generate aggregate reports that can then be transmitted automatically to DHIS2. 
However, this is often not the case, and reports from facilities are sometimes still 
manually entered or uploaded into the DHIS2 system by the facilities [28]. 
Nonetheless, efforts to ensure data exchange between EMRS and DHIS2 have the 
potential to improve data quality availability [36].   
1.1.4 Approaches in Evaluating Data Quality and Facility Reporting Performance  
To improve data quality and availability, various evaluations have been conducted 
based on the different dimensions of data quality [37–40] However, evaluating data 
quality is often a complex undertaking due to its multiple dimensions [41].  In addition, 
the definition of data quality varies based on aspects such as different perspectives, the 
evaluation approach selected, and whether the evaluation is conducted at national or 
subnational level [41, 42]. Among the most frequently assessed dimensions of data 
quality are completeness, accuracy and timeliness [41]. Data quality evaluations 
conducted within DHIS2 have leveraged various approaches, ranging from desk 
reviews, data verification to system assessments [37–40, 43] 
Moreover, evaluations conducted have often focused on selected regions, periods and 
specific diseases and indicators within health care. Despite a longstanding requirement 
to report HIV-indicator data from facilities into DHIS2 for many LMICs, few rigorous 
evaluations exist that have evaluated completeness and timeliness of reports from these 
facilities. To our knowledge, there are even more limited studies and reports that 
provide comprehensive and systematic descriptions steps in data extraction for national 
HIV reporting, data cleaning process of the reporting data, analyses (assessment) of 
reporting data to inform performance, and presentation of HIV reporting performance 
for all facilities nationally. 
In this dissertation, a systematic method for assessment was developed and applied. 
This method incorporated the use of both quantitative and qualitative research 
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approaches for assessing facility reporting performance of HIV data over time, using 
reporting data from Kenya between (2011 to 2018). 
1.2 Research contribution 
This dissertation developed and applied a systematic ‘method’ artifact that can be 
replicated in settings and countries using DHIS2 as the national data aggregation, 
reporting and surveillance system, with findings also extensible to other HMIS. Below, 
key contributions in this dissertation are highlighted. 
The first contribution of this dissertation is the development of a generic five step 
sequence for data cleaning as demonstrated in Paper I - Gesicho et al. [44]. Data 
cleaning is an important aspect when preparing data for analyses or decision-making. 
Comprehensive, systematic and transparent procedures for data cleaning were 
presented, that improve on existing processes [44], and which provide insights on the 
status of data quality in the DHIS2. Our data cleaning process improves the ultimate 
dataset on which reports are generated. The approach used in data cleaning as well as 
reporting can also be replicated by researchers and relevant stakeholders.  
The second contribution involves implementing innovative approaches to derive new 
insights from HIV-indicator reporting data. HIV-indicator reporting data lies in HMISs 
such as DHIS2 with little to no exploration or use. New insights were derived on 
performance of facilities at meeting completeness and timeliness reporting 
requirements in DHIS2 over an eight year period using the obtained clean data-set [44]. 
This also facilitated better understanding of the evolution of reporting performance 
from the time this national reporting system was implemented. By leveraging on 
machine learning algorithms as demonstrated in Paper II - Gesicho et al. [45] and 
Paper III - Gesicho et al. [46], this dissertation provides a different approach to 
evaluating reporting performance from previous studies. In addition, this dissertation 
presents insights derived from statistical analyses on reporting performance based on 
facility ownership (private and public), as described in Paper IV- Gesicho et al. [47]. 
Therefore, the approaches used in this dissertation to derive insights from data can also 
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be applied by researchers and HIV-monitoring and evaluation teams in ministries of 
health.  
The third contribution entails presentation of findings from a qualitative case study on 
barriers and facilitators in HIV-indicator reporting based on the different facility 
performance categories as described in Gesicho et al. [45]. To our knowledge, no study 
exists that has used a multiple qualitative case study approach to understand barriers 
and facilitators in HIV-indicator reporting by facilities based on their reporting 
performance categories as described in Paper V- Gesicho et al. [48]. As such, this 
dissertation demonstrates that insights derived from reporting data can be used in 
conducting further qualitative inquiries, that further inform areas and approaches for 
improvement.  
The fourth contribution in this dissertation entailed use of good design principles in 
development of a facility reporting performance dashboard using the results in Gesicho 
et al. [44, 45]. Data visualization is often advocated in representing health data in 
LMICs [17, 49], but oftentimes, attention to principles for good design are meagerly 
addressed in the literature. The visualizations in this dissertation not only provided in 
part a summary of the results based on the systematic method applied, but also aimed 
at promoting data exploration and development of insights by various stakeholders in 
the health sector.   
1.3 Justification of the study 
When there is a pandemic or epidemic, countries have no choice but to look for ways 
to manage it and most importantly, eradicate it. Although the terms pandemic or 
epidemic are often used interchangeably, their meanings vary. The Center for Disease 
and Control (CDC) defines an epidemic as “a sudden increase in the number of cases 
of a disease above what is normally expected in that population in that area ”, whereas 
a pandemic is defined as “an epidemic that has spread over several countries or 
continents, affecting a large number of people” [50]. While HIV is referred in some 
studies as a global pandemic [51], the WHO  refers to HIV as a ‘global epidemic’[52]. 
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Nonetheless, this goes to show the magnitude of HIV as it affects a large population 
and posing as a public health concern globally.  
Given the prevalence and evolution of HIV, there is need for continuous efforts towards 
tracking the response to the disease and formulating actions aimed at prevention and 
treatment. This requires availability of high-quality HIV-data. As previously stated, 
health information plays a salient role among the six building blocks in health systems 
strengthening [9]. Systems such as DHIS2 ensure collection of data across health 
facilities. DHIS2 has contributed in promoting availability of routinely generated HIV-
data from health facilities and is being used in over 70 countries [53]. In Kenya, DHIS2 
has been in use since 2011 [15].   
Good quality aggregate HIV-data from systems such as DHIS2 is necessary for 
decision-making by MoHs as well as other stakeholders, if the targets aimed at 
eradicating HIV are to be achieved [4]. Therefore, approaches that evaluate HIV-
indicator reporting performance by facilities over time are of benefit as they inform the 
progress, as well as weaknesses in reporting. This in turn promote formulation of 
solutions and approaches for improvements as needed. Nonetheless, despite a 
longstanding requirement to report HIV-indicator data to DHIS2 in LMICs, few 
rigorous evaluations exist to evaluate performance of various care programs and 
facilities at meeting reporting requirements such as completeness, and timeliness over 
time.  
This dissertation recognized the importance of decision-makers receiving timely and 
high-quality data, for purposes such as resource allocations and conducting timely 
interventions. Countries that have implemented DHIS2 need to evaluate the status of 
HIV reporting by all facilities in order to identify issues, thus contributing to 
improvement of M&E efforts of HIV. As such, the systematic method developed in 
this body of work is a step toward achieving this goal.  
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1.4 Dissertation summary 
 In Chapter 1, the background for the study is provided, with description of the burden 
of HIV (Section 1.1.1) and importance of strengthening HIS (Section 1.1.2).  M&E is 
also described as salient in providing strategic information needed for decision-making 
(Section 1.1.3). A description of evaluation of data quality and reporting performance 
of facilities as important for ensuring data is used in decision-making is provided in 
(Section 1.1.4). Approaches used by various studies in evaluating data quality are also 
mentioned, prior to introducing the gap that this dissertation aims to fill (Section 1.1.4), 
as well as the contribution and justification of this dissertation (Section 1.2 and 1.3).  
In Chapter 2, a broad perspective of HIV prevalence is provided, as well as responses 
to HIV epidemic, with details provided for the study country, Kenya (Section 2.1.1 
and 2.1.2). In-depth descriptions of HIV programmatic areas assessed in this 
dissertation are also presented in (Section 2.1.3). Existing limitations of data use, 
which are interrelated and affected by the quality of data, and mechanisms used in 
combating these limitations are described in (Section 2.2). Use of HIS and HMIS in 
reporting is introduced in relevance to this dissertation (Section 2.3). As such, relevant 
details on the DHIS2 in relation to its role in this dissertation are described in (Section 
2.3.1). EMRS are also briefly described (Section 2.3.2), especially in their relation to 
HIV-reporting. 
In Chapter 3, a theoretic background of the knowledge base used in this dissertation 
is provided. As such, concepts in data quality (Section 3.1.1) and data cleaning 
(Section 3.1.2) that contributed significantly in this dissertation, are outlined. Data 
visualization is also briefly discussed, given its use in representing the results of 
analyses in order to promote data use and decision-making (Section 3.1.3).  Knowledge 
discovery in databases is also described briefly in relation to its relevance in this 
dissertation (Section 3.1.4).  
In Chapter 4, the overall aim of this dissertation is outlined in (Section 4.1) as well as 
the three specific objectives to accomplish the aim. (Section 4.2). 
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In Chapter 5, the methodology used is described in (Section 5.1.1) as well as the 
Design Science Research (DSR) process model employed (Section 5.1.2). The research 
paradigm applied in this dissertation is also described in this chapter (Section 5.1.3). 
The methods used in this dissertation are also described (Section 5.2), within the 
applied adopted DSR process model (Section 5.3). 
In Chapter 6, results are described within the applied DSR process model (Section 
6.2). 
In Chapter 7, the key takeaways are discussed based on results and findings in each of 
the sub-cycles (Section 7.1). Discussions are also presented on research validity and 
reliability (Section 7.2) and secondary analyses of existing data in relation to this 
dissertation (Section 7.3).  





2. Chapter 2 
2.1 HIV in Kenya 
2.1.1 HIV Prevalence in Kenya  
Kenya is among the countries with the highest HIV epidemic prevalence in the world.  
According to the 2018 Kenya HIV estimates report, the estimated total number of 
people living with HIV in 2017 was approximately 1.5 million [54]. The national adult 
(15-49 years) HIV prevalence was estimated at 4.9% in 2017, with prevalence among 
women (5.2%) higher than that of men (4.5%) [54]. In addition, HIV prevalence among 
Key Population (KP) was as follows: Sex workers (29.3%); Men who have sex with 
men (18.2%); and People who inject drugs (18.3%) [54] .  
The HIV epidemic prevalence in Kenya has geographical disparities with some regions 
having high concentration of prevalence among key populations compared to others.  
Some of the top 10 counties with the highest adult HIV prevalence as at 2017 in 
descending order are as follows; Siaya (21.0%), Homa Bay (20.7%), Kisumu (16.3%), 
Migori (13.3%), Busia (7.7%), Nairobi (6.1%), Vihiga (5.4%), Kitui 4.5% , Kakamega 
(4.5%), and  Kisii (4.4%) [54]. A notable progress is the decrease in new HIV 
incidences from 101,600 to 52,767 between 2014 and 2018 [55].  In addition, HIV 
prevalence between year 2014 and 2018  decreased from 6.04% to 4.9 %, and AIDS 
related deaths from 48,100 (2013) to 23,900 (2017) [55]. 
2.1.2 HIV Response in Kenya 
Kenya has made substantial efforts towards meeting national and global targets with 
the aim of countering HIV and AIDS. One of Kenya’s national targets was to reduce 
annual new HIV adult infections by 75% as well as mother-to-child transmission of 
HIV to less than 5% by 2019 [56].  
Challenges such as lack of coordination among the various donors had historically 
hampered efforts to counter the epidemic. In response to this, donors agreed to a 
strategy to harmonized their efforts, which led to the “three Ones” principle in 
September 2003 at the International Conference on AIDS and STIs in Africa (ICASA) 
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held in Nairobi, Kenya [57]. The “three ones” consists of three core principles, namely: 
one agreed HIV/AIDS action framework that provides basis for coordinating work of 
all partners (principle I); one national AIDS coordinating authority (Principle II), with 
a broad multi-sector mandate; and one agreed country level monitoring and evaluation 
system (Principle III) [57]. In line with the first principle, Kenya developed the ‘Kenya 
AIDS Strategic Framework’ (KASF), which is often updated after a targeted period 
[56]. In line with the second principle, Kenya formed the National AIDS Coordination 
Council (NACC) as the national AIDS coordinating authority. In line with the third 
principle, Kenya established a national M&E system [30].  
The most recent KASF (2014/15-2018/19) contains eight strategic directions to guide 
stakeholders in response to HIV with the aim of ensuring comprehensive HIV 
prevention, treatment and care [56].  The eight strategic directions of KASF include: 
(1) Reducing new HIV infections; (2) Improving health and wellness of all people 
living with HIV; (3) Using human rights approach to facilitate access to services for 
people living with HIV (PLHIV), KPs, and other priority groups in all sectors; (4) 
Strengthening integration of health and community systems; (5) Strengthening 
research and innovation to inform the KASF goals; (6) Promoting utilization of 
strategic information for research and monitoring and evaluation to enhance 
programming; (7) Increasing domestic financing for a sustainable HIV response; and 
(8) Promoting accountable leadership for delivery of KASF results and actors [56].  
Data-driven decision- making, which is influenced by available and timely high-quality 
data, is a fundamental aspect in Kenya’s response to HIV epidemic. M&E efforts 
depend on various data sources, which include routine and periodic collection and 
collation systems. These systems are maintained and supported by various stakeholders 
involved in HIV response. In addition, routine M&E systems have been established 
country wide as source for strategic information. This is aimed at promoting data 
collection at county levels in order to address county specific needs [24].   
One of the limitations to Kenya’s response to HIV is funding. Although PEPFAR 
continues to provide support, there is a potential risk of reduced support [58].  
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Moreover, Haakenstad et al. report in their study that LMICs such as Haiti, Kenya, 
Malawi and Uganda do not have the capacity to fill the funding gap and are less likely 
to replace even 10% on care and treatment if funding for development assistance 
declines [58]. Nonetheless, whilst recognizing the challenges Kenya targeted to 
increase domestic funding for sustainable HIV response to 50% by 2020 in its 2018 
progress report [55]. 
2.1.3 HIV-Indicator data  
Monitoring and evaluation systems have promoted availability of various HIV-
indicator data gathered within Kenya’s health facilities. The data used in this 
dissertation was based on the major summary form provided to facilities by the MoH 
in Kenya for purposes of collecting the HIV-indicator data. The summary form is 
referred to as ‘MOH731-Comprehensive HIV/AIDS Facility Reporting Form’. This 
form captures HIV-indicators for six programmatic areas, which are briefly discussed 
as follows: 
I. HIV Testing and Counselling (HTC): HTC is an important area in Kenya’s 
HIV response as it creates awareness of HIV status. This also contributes to the 
first 90 of UNAIDS 90 90 90 targets, that aim at ensuring 90% of people living 
with HIV know their serological status [4]. As such, Kenya has made deliberate 
efforts to ensure HTC coverage among the general population, including 
introducing self-testing kits. 
HTC indicators need to be collected and submitted in order to monitor the 
number of people tested, and those who tested positive. These numbers can be 
disaggregated by age and gender. Of those tested positive, it is also important to 
know how many were linked to HIV care and treatment.  This ensures that no 
one tested positive is left out of treatment (second 90).  
II. Prevention of Mother-to-Child Transmission of HIV (PMTCT): It is 
important that pregnant women are tested for HIV in order to prevent 
transmission of HIV to the child and to increase awareness of their HIV status 
during pregnancy. Moreover, HIV DNA polymerase chain reaction (PCR) tests 
ought to be performed on children born of HIV positive mothers within a 
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specified time intervals in order to ensure and confirm that the child is not 
infected [59]. The PMTCT indicator data can be used in assessing the outcome 
of infants born to HIV-infected women. It is also important that the indicators 
for PMTCT are collected and submitted in time to guide decision-making that 
impact service provision, interventions and advocacy. 
III. HIV Care and Treatment (CRT) : People testing positive for HIV are 
immediately linked to treatment in Kenya, in accordance to the WHO 
recommendations [60]. The recommendations states that ART should be 
initiated to everyone diagnosed with HIV regardless of their CD4 cell count 
[60]. Of those in treatment, the aim is to ensure that they are virally suppressed. 
Therefore, it is important that indicators for CRT are collected and submitted on 
time in order to monitor trends in the proportion of HIV positive persons 
receiving treatment.  
IV. Voluntary Medical Male Circumcision (VMMC):  
VMMC is conducted in HIV programmes in Kenya as a HIV prevention 
measure [61].  The VMMC indicator data collected can be used to assess the 
proportion of males (disaggregated by age), that are being offered and utilize 
the VMMC services.  
V. Post-Exposure prophylaxis (PEP):  PEP are ARVs administered to those 
exposed to HIV within 72 hours of exposure as a prevention measure. The 
indicator data collected can be used in identifying proportion of people exposed 
to HIV who received and utilized PEP services for HIV prevention.  
VI. Blood Safety: The Blood Safety indicator was aimed at ensuring adequate 
supply of blood that has been screened for HIV and other transfusion-
transmissible infections through measuring National Blood Transfusion 
Service’s progress. This indicator was replaced with methadone assisted therapy 
in 2018.  
2.2 Limitations and mechanisms used to promote data use  
Given that health information is a key pillar in strengthening health systems [8, 10], 
availability of high quality HIV-data for the various programmatic areas are useful in 
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measuring the progress to achieve the various strategic goals  aimed at eradicating HIV. 
Good quality data supports decision-making, while reliability of data is adversely 
affected should the quality of the data be questionable. Recent studies also reveal that 
even after years of implementation of Routine Health Information Systems (RHIS) in 
LMISs, some of these issues persist and affect use of data [62].  
2.2.1 Limitations of Data Use 
Among the key issues are sub-optimal data quality, lack of culture of information use, 
and insufficient capacity, which affect accuracy, completeness, and timeliness of data. 
These issues are often associated with organizational, behavioral, and technical 
determinants of routine health information systems [63]. 
I. Sub-optimal Data Quality 
High quality data are the cornerstone of health systems improvements leading to better 
information, better decision-making and better population health [10, 21, 64]. In 
LMICs, the HIS are rated as weak accompanied by data quality challenges. Hence, 
untimely, inaccurate and incomplete data contributes to lack of trust and credibility of 
information, which leads to inability to use data for evidence-based decisions [16, 20, 
65]. In addition, lack of data exchange between systems remains a challenge to data 
quality and availability [36]. This issue can be depicted during indicator reporting 
process that requires health facilities to submit reports to a national-aggregate health 
management information system.  
In most cases, the reporting process involves printing electronic data from one system, 
manual tallying of the data for each indicator and re-entering indicators manually to 
another system, which increases the chances of errors and delay [36]. Parallel and 
duplicate reporting channels also contribute to poor data quality in LMICs [17, 66]. In 
many settings, different stakeholders, including funders and MoH, usually have their 
own reporting tool, leading to facilities having to submit multiple reports to each 
system. 
Timeliness in reporting results from lack of measures put in place to deter late reporting 
and leads to laxity in adhering to deadlines [29]. Issues such as stock-out of tools used 
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for data collection, perceptions that data collection tools do not suffice in capturing 
necessary information (leading to use of notebooks for data collection), and frequent 
change in tools and indicators, lead to errors in data capture [29]. Data quality 
improvement feedback is sometimes irregular or delivered in a way that demotivates 
those collecting primary data or generating the reports [20, 29]. Such demotivation can 
contribute to data quality issues, given that motivation is a behavioral determinant that 
affects performance of routine health information systems [67].  
II. Lack of culture of information use 
Many LMICs settings do not have a culture of DIDM [16]. For instance, despite the 
high potential of improving patient outcomes by innovatively utilizing data where the 
data is generated, this is often not the case [22]. In contrast, the data is usually 
transmitted straight to sub-county, county or national levels for aggregate reporting  
[20, 30].  
 Unfortunately, oftentimes data producers have the perception that collection of data is 
only for reporting purposes [16, 30], reducing their vigilance in collecting high quality 
data for their own use. Although this perception is changing with data producers being 
trained on the importance of data, opportunities for them to be involved in data analysis 
as well as decision-making process in order to gain deeper understanding on what data 
is used and needed for is still lacking [22]. Hence, it is therefore unfortunate when 
decisions such as resource allocation, planning, and management of programs such as 
for HIV are not based on data considering the substantial financial, technical and 
organization resources channeled towards collecting such data [68]. 
III. Insufficient capacity 
A contributing factor to data quality issues in LMICS is attributed to human resource 
challenges [23, 69, 70]. Studies reveal limited capacity of data producers to analyze, 
interpret and present information to decision-makers in LMICs [16, 20, 31]. Lack of 
human resources and basic competence for validating and recording data also hinders 
the quality of data. As an example, the routine health information system in Benin 
attributes its data quality problems to insufficient resources for training staff, poor 
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supervision as well as low staff motivation [31]. This in effect can result to the needs 
of decision-makers not adequately represented in data collection effort.  Another study 
conducted in Botswana reported varied levels of training and skills of key M&E data 
management personnel due to lack of M&E courses and training programs [29].  
2.2.2 Mechanisms used to promote data use 
Local and international health programs have made considerable efforts in recent years 
to increase use of data for decision-making. To date, projects such as MEASURE 
Evaluation have made substantial investments in promoting and improving demand 
and use of data in LMICs [21, 67]. The efforts to increase use of data have aimed at 
using strategies for improving the quality of data and increasing capacity of data use 
[71]. The following section describes the application of some of the strategies in 
countering the barriers of utilizing information for decision-making in LMICs.  
I. Improving data quality and use 
Improving data quality plays a significant role in strengthening performance of health 
information systems for decision-making. According to Ledikwe et al, in order to 
implement strategies to improve data quality, it is important to first identify and 
understand the strength and weaknesses of underlying factors within the health data 
management system that influence data quality [29]. Among these factors include; 
M&E structures, functions, and capabilities; indicator definitions and reporting 
guidelines; data collection and reporting forms and tools; data management processes; 
and links with the national reporting system [72].  
 Several approaches have been employed to improve the quality of data for decision-
making. -Some of these approaches include use of routine data quality assessment 
(RDQA) tools [73]; use of the Performance of Routine Information System 
Management (PRISM) framework and tools [74] and application of the WHO data 
quality review toolkit [37, 39]. To improve data use, quarterly workshops have been 
implemented in countries such as Tanzania to improve the quality of data [17]. The 
Population Health and Implementation Training (PHIT) partnerships have also 
contributed to improving HIS decision-making in sub-Saharan Africa [66]. These 
partnerships are supported by the African Health Initiative launched by the Doris Duke 
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Charitable foundations to strengthen HIS. For instance, in the Ghana PHIT partnership, 
data capture has been simplified and reporting streamlined to direct more focus on data 
quality [66]. In the Mozambique PHIT partnership, there is ongoing feedback on 
missing data and outliers and assessments on data quality in district and provincial 
levels [66]. In the Zambia PHIT partnership, standardized protocols are used for data 
capture with real-time queries in data gaps [66].  
II. Improving capacity 
Various strategies have been used to address the shortage of human resources within 
health information systems. Some of these strategies include the use of task shifting to 
address the shortage of health information personnel; studying staff patterns to ensure 
data-related tasks are running well; on job training and mentorship [29, 75].  
2.3 HIS and HMIS used in routine HIV-indicator reporting  
2.3.1 The District Health Information Software Version 2 (DHIS2) 
District Health Information Software (DHIS2) is an open-source web-based HMIS 
implemented in over 70 countries for data collection, reporting and analysis [53].  In 
Kenya, the DHIS2 utilizes a cloud-based infrastructure and is based on a central server, 
which simplifies technical support as a change made at any point of the system reflects 
to all the users [15]. This dissertation utilized HIV- indicator reporting data for health 
facilities in Kenya and extracted them from the DHIS2, which is the national aggregate 
data system.  
DHIS2 also supports various activities and contains modules for processes such as data 
management and analytics, which contain features for data visualization, charts, pivot 
tables and dashboards [76].  In Kenya, DHIS2 was rolled out nationally in the year 
2011 [15, 27]. Some of the features of DHIS2 that are of interest in relation to this 
dissertation are discussed as follows.  
(i) Data quality mechanisms within DHIS2 
Data quality is an important aspect in health management information systems as it 
promotes data use for decision-making. As such, various data quality mechanisms have 
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been inbuilt within DHIS2 to ensure that data entered in the systems conforms to the 
pre-defined measures. Some of these approaches include: (a) validation during data 
entry in order to ensure data are captured using the right formats and within pre-defined 
ranges and constraint; (b) user-defined validation rules; (c) automated outlier analysis 
functions such as standard deviation outlier analysis (reveal data values that are 
numerically distant from the rest of the data), and minimum and maximum based 
outlier analysis (reveal data values outside the pre-set maximum and minimum values); 
and (d) automated calculations and reporting of data coverage and completeness [77].   
In this dissertation, focus was particularly on facility reporting completeness and 
timeliness, which identifies the extent facilities submit the expected number of reports 
as well as the extent to which these reports are submitted on time. DHIS2 automatically 
calculates facility reporting completeness and timeliness. This facilitated extraction of 
reporting data in order to evaluate facility performance at meeting the completeness 
and timeliness reporting requirements. The variables contained within the summary 
report in DHIS2 are presented in Table 1.  
Table 1. Variables within DHIS2 summary report 
Organisation unit  Name of the organisation unit (health facility was used as 
the organization unit) 
Actual reports Actual reports that have been completed (submitted) 
Expected reports Expected number of reports that should have been 
completed (submitted), based on the organization units 
that have been assigned to the data set 
Reporting Rate  Percentage of the expected reports that have actually been 
submitted 
Actual reports on time Number of the reports that have been completed 
(submitted) on time 
Reporting Rate on 
time 




These variables facilitate the calculation of facility reporting completeness (referred to 
as reporting rate [RR] in DHIS2) and facility reporting timeliness (referred to as 
reporting rate on time [RRT] in DHIS2). The RR and RRT are calculated as presented 
in Table 2. 










The DHIS2 quality tool has also been developed to identify errors within the data in 
order to determine the next appropriate action [78]. The tool enables assessment of 
various data quality elements such as completeness and timeliness, consistency over 
time, analysis of consistency between indicators, consistency over time, analysis of 
missing data and outliers, completeness of reporting, and internal consistency of 
reported data [78].  
(ii) Data warehousing in relation to DHIS2 
Bill Inmon defines a data warehouse as “subject-oriented, integrated, time variant and 
non-volatile collection of data in support of management’s decision-making process” 
[79].  Moreover, Biehl posit that a data warehouse is not a hardware or software product 
that can be bought off the shelf for purposes of providing strategic information [80]. 
On the contrary, it is a computing environment that provides users with strategic 
information and should be focused on what users need rather that how to collect more 
data [80]. Based on these descriptions, DHIS2 can somewhat fit into the description of 
a data warehouse.  
 35 
Hence, DHIS2 is used in collecting aggregate level routine data for decision-making 
as illustrated in Figure 1, were reports are submitted to DHIS2 from various health 
facilities. It is worth noting that HIV-reports are among the many reports being 
submitted to DHIS2 by health facilities.  
 
Figure 1. Submission of reports by various health facilities to DHIS2 
Moreover, DHIS2 provides functionalities for data entry and validation (data quality 
mechanisms), and analysis and presentation of data using tools such as charts , maps, 
pivot tables and dashboards [81].  
Data marts in DHIS2 contain data aggregated in time dimension (over different 
periods), space dimension and indicator formulas (for example mathematic 
expressions) [81].   
2.3.2 Electronic Medical Record Systems (EMRS) in Reporting 
Electronic Medical Record Systems (EMRS) have been implemented in numerous 
health facilities in developing countries in order to promote better healthcare and health 
services through data collection for use in decision-making [82]. These EMRS mainly 
support HIV programs funded by institutions such as PEPFAR, which also support 
EMRS implementation and use [26]. EMRS can be categorized as proprietary or open-
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source [82].  In Kenya four EMRS falling into either the proprietary or open-source 
category were selected based on a standardization assessment conducted in 2011 [83]. 
These were implemented between the year  2012 to 2014  in over 600 health facilities 
primarily for use in HIV care  [83]. These include, Funsoft, C-PAD, OpenMRS and 
IQ-care  [83]. A weakness commonly identified in selection of EMRS is the ability to 
electronically transmit aggregate information to DHIS2 [84].  
Although the existing EMRS in Kenya scored a high mean score (71.8%) in health 
information and reporting, they attained the lowest mean score (14.3%) in 
interoperability [84].  In order to deal with the challenge of interoperability between 
DHIS2 and EMRS, automatic indicator reporting has been explored as a potential 
solution based on evidence from feasibility studies conducted [28, 36]. These studies 
also revealed improved quality of data in automatic indicator reporting [28, 36].  
In as much as interoperability remains a problem, EMRS in Kenya are still able to 
generate MoH required reports, which are salient in indicator reporting as information 
can be retrieved electronically rather than searching among stacks of paper-based 
records. Currently, Kenya is transitioning all EMRS implementation to one open-
source EMRS (KenyaEMR), whose platform is derived from OpenMRS. It is planned 
that KenyaEMR will have automatic data exchange with DHIS2. This has the potential 
to improve routine reporting of HIV indicator reporting from facility level to national 
level.  
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3. Chapter 3 
3.1 Theoretical background 
In this chapter, description is provided on the various concepts that informed the 
development of the systematic method in this dissertation. 
3.1.1 Data Quality 
Data quality is a complex multi-dimensional concept. Nonetheless, there is no 
consensus on the standard definition of data quality. The International Standards 
Organization defines data quality as “the totality of features and characteristics of an 
entity that bears on its ability to satisfy stated and implied needs” (ISO 8402-
1986, Quality Vocabulary). As such, definitions for data quality revolve around the 
concept of “fit-for-use”, and has been largely adopted by researchers whereby data 
quality is defined in the context of data that are fit for intended purpose [85–87]. 
Furthermore, there exist multiple data quality dimensions in the literature that often 
seem to overlap, and contain varied definitions depending on context [86, 88]. Some 
of the data quality dimensions listed by the World Health Organization (WHO) include: 
accuracy and validity, reliability, completeness, legibility, currency and timeliness, 
accessibility, meaning or usefulness, confidentiality and security [89]. Nevertheless, 
the most frequently assessed attributes of data quality especially in information systems 
in healthcare include completeness, accuracy and timeliness [41]. 
Various efforts have been made to develop frameworks that categorize important 
aspects for understanding data quality [85, 87, 90]. Wang and Strong categorized 
sixteen salient data quality dimensions into: intrinsic data quality, contextual data 
quality, representational and accessibility data quality [86]. Intrinsic data quality focus 
on features that are inherent to data itself such as accuracy and believability [86]. 
Contextual data quality focuses on features that are relevant in the context for the task 
for data use such as value-added, appropriate amount of data, and relevancy [86]. 
Representational and accessibility data quality highlights features that are salient 
within the role of the system such as interpretability, representational consistency, and 
accessibility [86]. 
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Shanks and Price propose a theoretic-based framework using semiotic theory, database 
integrity theory as well as mapping cardinalities in developing an information quality 
framework [90]. As such, they categorize information quality as syntactic quality 
(degree to which stored data conforms to database rules (metadata)), semantic quality 
(degree to which stored data corresponds to external metadata) and pragmatic quality 
(degree to which stored data are suitable for a given purpose) [90].  Shanks and Corbitt 
further extended this framework by including social data quality, which entails shared 
understanding of meaning [87]. Kahn et al. on the other hand perceive information 
quality from both the product quality and service quality standpoints [91]. These were 
categorized into four levels of information quality, which include sound information 
and useful information under product quality, and usable information and effective 
information under service quality.  
Based on the proposed frameworks, data quality can be perceived from two broad 
categories, which include objective perspective and subjective perspective. As such, 
subjective data quality assessments focus on the users’ data needs and experience, 
whereas objective measures focus on assessment of conformance to pre-defined 
requirements and specified integrity rules.  For instance, using the framework proposed 
by Shanks and Price, the syntactic and semantic categories lie on the objective 
standpoints whereas the pragmatic category lies on the subjective standpoint [90]. On 
the other hand, the product quality, and service quality categories proposed by Kahn et 
al. are also based on objective and subjective viewpoints respectively [91]. 
Furthermore, Shanks and Corbitt categorize data quality into intrinsic characteristics 
(objective ) and extrinsic characteristics (subjective) [87]. 
In addition, there are a number of frameworks used in assessment of data quality in 
health information systems, which can be utilized by countries with DHIS2. The Data 
Quality Review (DQR) tool developed in collaboration with WHO, Global Fund, Gavi, 
USAID, and MEASURE Evaluation provides a standardized approach that aims at 
facilitating regular data quality checks [42]. As such, this tool provides approaches for 
conducting desk reviews, data verification or system assessment in conducting 
performance assessments in HMIS [42]. Some of the data quality dimensions used as 
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indicators of performance, which are comprised in this tool include completeness, 
timeliness, internal consistency of reported data, external comparisons, and external 
consistency of population data [42]. Performance assessments conducted within 
DHIS2 have leveraged on the aforementioned approaches, ranging from desk reviews, 
data verification to system assessments [37–40], [43] Other tools for routine data 
quality assessments include the MEASURE Evaluation Routine Data Quality 
Assessment Tool (RDQA) [92] and WHO/IVB Immunization Data Quality Self-
Assessment (DQS) [93].  
3.1.2 Data Cleaning 
Chapman defines data cleaning as “the process used to determine inaccurate, 
incomplete, or unreasonable data and then improving the quality through correction of 
detected errors and omissions [94].” Data cleaning is also one of the techniques 
comprised in data preparation that is concerned with analyzing raw data in order to 
obtain quality data for purposes such as analysis and data mining [95]. It is also a salient 
component in the Knowledge Discovery of Data (KDD) process [96]. Data quality 
problems due to replicated entries, missing information, or other invalid data are 
common in integrated data sources such as data warehouses [97]. In order to improve 
data quality, ‘dirty’ data needs to be cleaned. Therefore, the need for data cleaning 
increases significantly, when multiple data sources need to be integrated. Furthermore, 
data cleaning is essential in research studies in order to provide quality assurance, and 
is a determinant of study validity as advocated in other studies [98]. 
A substantial body of works exists on how to clean data [98–100]. Quantitative 
approaches (statistical methods such as outlier detection to identify these errors) [101] 
and qualitative approaches (use patterns, constraints, and rules to detect errors) [99] 
have also been employed in data cleaning. Moreover, there also exists a number of 
automated data cleaning tools that such as ARKTOS, AJAX, FraQL, Potter’s Wheel 
and IntelliClean, which remove anomalies from data [102]. It is worth noting that data 
cleaning approaches largely depend on the data especially with the existing myriad of 
data quality problems [103], as well as the differences in data and its uses. Within HIS,  
Dziadkowiec et. al for instance employed Kahn et. al.’s framework to clean data 
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extracted from a relational database of an Electronic Health Record system (EHRS) 
[104]. In order to prepare secondary data for analysis, Miao et. al proposed a data 
quality assessment and cleaning framework that can be used for EHR data. The 
aforementioned approaches largely focus on issues based on syntactic quality 
(conformance to database rules) and semantic quality (correspondence or mapping to 
external phenomena) [87]. 
In this dissertation, data cleaning was conducted in order to improve the quality of the 
data extracted from DHIS2 for purposes of secondary analyses. As such, data quality 
was defined from the basis of “fitness-for use” and addressed from the contextual 
perspective. Based on the data set extracted, Van den Broeck et al. ‘s conceptual 
framework [98], informed the data cleaning approach used as it provided a systematic 
data cleaning guideline that is able to be tailored towards cleaning of the data extracted 
from DHIS2.  
3.1.3 Data Visualization  
The implementation of HIS and HMIS in the health sector in LMICs has resulted in 
large amounts of data gathered within these systems [83, 105]. Hence, this sparks the 
need for data visualization for purposes of representing these data in ways that can 
promote decision-making [106]. As such, efforts have been made in LMICs to build 
capacity for data visualizations so as to promote data use for decision-making [19].  
Within DHIS2, data visualization features have been added to enable users to represent 
data in a dashboard format [107]. Visualizations within DHIS2 include column chart, 
stacked column chart, bar chart, stacked bar chart, line chart, area chart, pie chart, radar 
chart and speedometer chart [76]. Maps can also be used within DHIS2 to visualize 
data within a region [107]. Nonetheless, as much as health information dashboards and 
data visualizations have become popular in LMICs [49], a concern that illuminates is 
insufficient skills for analysis and data visualization among users [49, 107], training, 
and maintenance costs [49, 108], and lack of adherence to visualization design 
principles [107, 109].  
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There exist various principles that guide the development of data visualizations as well 
as information dashboards. Some of these principles leverage on cognitive aspects in 
order to prevent information overload and promote deriving of insights.  The WHO for 
instance has developed best-practice recommendations for graphical presentations of 
health information [110]. Few also proposed 13 mistakes that ought to be avoided when 
designing dashboards that is: exceeding the boundaries of a single screen; supplying 
inadequate context for the data; displaying excessive detail or precision; choosing a 
deficient measure; choosing inappropriate display media; introducing meaningless 
variety; using poorly designed display media; encoding quantitative data inaccurately; 
arranging the data poorly; highlighting important data ineffectively or not at all; 
cluttering the display with useless decoration; misusing or overusing color; and 
designing an unattractive visual display  [109]. Sedig and Parson also proposed a 
pattern-based framework that aid in design thinking of visualizations for human-
information interaction [111]. The framework enables developers in designing 
visualizations that promote representation of various facets of data at a glance, as 
opposed to one or two facets as is with the case of simple visualizations such as bar 
charts [112]. 
Bearing in mind the importance of utilizing good design principles for data 
visualizations, this dissertation utilized the various design principles in developing data 
visualizations for results analyzed using data extracted from DHIS2. The visualizations 
aim to enable monitoring and evaluation teams within the ministries of health as well 
as various stakeholders to identify reporting completeness and timeliness performance 
of facilities, and counties at various time periods. 
3.1.4 Knowledge Discovery in Databases (KDD) 
Fayyad et al. describe Knowledge Discovery in Databases (KDD) as the “overall 
process of discovering useful knowledge from data” [96]. Therefore, Fayyad et al. 
define KDD as “the nontrivial process of identifying valid, novel, potentially useful, 
and ultimately understandable patterns in data” [96].  The KDD process involves an 
iterative sequence of various steps, which end with knowledge discovery and its 
implementation.  
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This dissertation entailed discovering knowledge from a large amount of data. As such, 
the various steps within the KDD process were applicable as follows: 
1. Obtaining prior knowledge and understanding of the application domain: 
The application domain was the Ministry of Health, where HIV-indicator 
reporting data was used in assessing facility reporting performance. It was 
presumed that prior knowledge of the application domain will enable 
understanding of how to tackle decisions in the various KDD steps such as the 
algorithms to be used, and data representation.  
2. Selecting and creating a target data set:  This step involves identifying the 
data that is available based on the aim, and integrating it with necessary 
additional data to create a data set [113].  The data required for the aim for this 
dissertation was available in the District Health Information Software Version 
2 (DHIS2). Therefore, health facility HIV-reporting data on all facilities in the 
47 counties in Kenya was extracted from DHIS2. These data were then 
integrated with the necessary additional data to create the initial data set [44].  
3. Data cleaning and preprocessing: In this dissertation, this process involved 
removing “dirty” data, using a systematic data cleaning approach [44].  
4. Data transformation: This step involves developing better data in preparation 
for data mining, using methods such as dimension reduction, and attribute 
transformation [113]. This process is dependent on the aim of the task.  
5. Selecting the appropriate data-mining task: This step involves deciding on 
the type of data mining to use (such as classification, regression and clustering), 
depending on the goal for data mining. These goals can be either prescriptive or 
descriptive. This dissertation employed a descriptive approach as the tasks 
performed in this study were aimed at obtaining knowledge on health facility 
reporting from the data set, such as identifying facilities that perform well and 
those that perform poorly.  
6. Choosing the data mining algorithm (s) to use: This step involves identifying 
and selecting a suitable method to be used in searching patterns within the data 
[113]. The data-mining algorithm used predominantly in this study was k-means 
clustering.  
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7. Implementing the selected data-mining algorithm: The K-means clustering 
algorithm was used in identifying homogenous groups within the data to assess 
completeness and timeliness in facility HIV-indicator reporting. 
8. Pattern Evaluation and Interpretation: This step involved deriving meaning 
from the patterns discovered and may require going back to the previous steps. 
Interpretation depended on the outcomes for facility reporting timeliness and 
completeness.  
9. Using the discovered knowledge: This step involved use of the various 
knowledge representation techniques such as data visualization to present mined 
knowledge to users for purposes of deriving insights. The knowledge discovered 
concerning facility reporting performance was used in conducting further 
qualitative assessments. The knowledge discovered can also be used by 
monitoring and evaluation teams within the Ministry of Health to inform 
solutions to identified issues.  
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4. Chapter 4 
4.1 Overall Aim 
The overall aim of this dissertation is to develop and apply a method for conducting a 
rigorous evaluation of HIV-indicator data reporting by health facilities to DHIS2 using 
completeness and timeliness as reporting-performance indicators. This assessment is 
of relevance as it would be of benefit to the Ministry of Health, who have mandated 
reporting completeness and timeliness as some of the key requirements in DHIS2 
reporting. The resultant method used in assessment contributes to strengthening HIV 
monitoring and evaluation efforts by identifying progress as well as weaknesses that 
require improvement.   
4.2 Specific objectives 
Specific Objectives 
To achieve the overall aim, the objectives outlined below were implemented:  
Specific objective 1: Evaluate performance of health care facilities at meeting 
HIV-indicator reporting requirements 
Primary outcome: The primary outcome of interest consisted of identifying the 
performance in reporting by health facilities over time (2011-2018), with facilities put 
into various performance clusters and performance evaluated in the various 
programmatic areas. 
Secondary outcome 1: The first secondary outcome was to obtain a clean data set prior 
to conducting analyses for specific objective 1. 
Secondary outcome 2: The second secondary outcome was to determine the 
relationship between facility ownership and performance in reporting completeness 
and timeliness. 
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Specific objective 2: Identify factors contributing to success and deficiencies in 
HIV-indicator reporting 
Primary outcome: Identify factors influencing timeliness and completeness of HIV-
reporting from facilities to DHIS2. 
Specific objective 3: Develop visualizations for reporting completeness and 
timeliness to aid in decision-making  
Primary outcome: To develop a performance dashboard with visualizations that 




5. Chapter 5 
5.1 Methodology 
In this section, a description of the methodology used in this dissertation is provided. 
It was also considered salient to distinguish methodology and methods on the onset as 
these terms are often used interchangeably. Moreover, distinguishing these terms 
promotes better understanding of the dissertation.  
Based on common definitions of methodology in their review, Mackenzie and Knipe 
define methodologies as an “overall approach to research linked to the paradigm or 
theoretic framework” [114].  In addition, they refer to methods as “systematic models, 
procedures or tools used for collection and analysis of data” [114].  In this dissertation, 
Design Science Research was selected as the methodology, as it enables development 
of artifacts relevant in providing solutions to problems in industry or academia.  
5.1.1 Design Science Research  
Hevner and Chatterjee define design science as a research paradigm that results to 
contribution of knowledge to the scientific body, and entails creation of innovative 
artifacts with the aim of answering questions that are relevant to human problem [115].  
By observing the environment and identifying problems, a researcher can demonstrate 
the need to formalize or develop a relevant artifact that seeks to provide a solution to 
the problem. Design Research (DR) is distinguished from Design Science Research 
(DSR) in that whereas DR involves researching on design, DSR involves learning 
through building [116]. Thus, DSR entails bridging the gap between theory and 
practice, by prescribing solutions and designing IT artifacts with focus on relevance in 
the application domain [115].  
These artifacts are categorized as constructs, models, methods, instantiations and better 
design theories [117, 118]  The solutions developed from design science research need 
not be optimal but should be satisfactory [119]. The artifact in this dissertation are 
under the ‘method’ category,  inform of descriptions on approaches for “best practice”,  
as they provide guidance on how problems can be solved [119].  
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5.1.2 Design Research Science (DSR) Process Frameworks  
There are various frameworks for design science research process, which depict the 
various phases in developing an artifact [117–120]. The aim of these frameworks is to 
provide researchers with valuable guidelines to consider during artifact development. 
Peffers et al. for instance proposed a framework that presents various angles in which 
research can be initiated that is, problem-centered initiation, objective-centered 
initiation, design and development initiation and context initiation [120]. This 
framework consists of the following phases: problem identification and motivation, 
definition of objectives, design and development, demonstration, evaluation and 
communication [120].  
Hevner et al. on the other hand proposed a framework consisting of three cycles that is 
relevance cycle, design cycle and rigor cycle, which take place within the environment 
and knowledge base as presented in Figure 2 [119].  
 
 Figure 2. Framework for design science research (Source: Hevner et.al [119]). 
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The relevance, design and rigor cycles are briefly discussed as follows;  
Relevance cycle: The environment consists of people, the organization, and 
technology [119]. Organizations should be able to use the knowledge generated during 
development of an artifact in order to solve practical problems. To be relevant to this 
environment, research must address the problems faced and the opportunities offered 
by the interaction of people, organizations, and information technology [121]. 
Design cycle: This cycle obtains components from relevance and rigor cycle to develop 
the artifact, and entails a number of iterations performed during construction of the 
artifact [121].  
Rigor cycle: Hevner et al. define the knowledge base as “the location where raw 
material for development of new research and new artifacts are obtained” [122]. As 
such, this cycle entails selection and application of appropriate methods as well as 
theories for purposes of developing and evaluating the artifact. Research also needs to 
be valid and reliable [121].  
Hevner et al. also proposed seven guidelines that are essential when conducting design 
science research: (i) Design as an artifact; (ii) Problem Relevance; (iii) Design 
Evaluation; (iv) Research Contributions; (v) Research Rigor; (vi) Design as a Search 
Process; and (vii) Communication of Research [122].  
Vaishnavi et al. also proposed a DSR process model that is similar to existing models 
by extending Takeda et al.’s work [123], and provide detailed description of design 
science knowledge generation [116]. Moreover, Vaishnavi et al. pointed out that the 
key focus of DSR should be knowledge contribution as illustrated in their framework 
[116]. This model consists of the following phases: awareness of problem, suggestion, 
development, evaluation and conclusion (See Figure 3), which are described further in 
subsequent Section 5.3. It is worth noting that the DSR processes contain somewhat 
similar phases and can be selected by a researcher based on their suitability in providing 
guidance with regard to construction of the artifact. The DSR process used in this 
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dissertation was informed by the model proposed by Vaishnavi et al. as it emphasizes 
on the detailed process for generating design science knowledge [116]. 
 
Figure 3.Design Science Research Process Model. (Source: Vaishnavi et al. [116].) 
5.1.3 Research Paradigms 
In this section, a brief description of the main paradigms in research are provided 
These include positivism, post-positivism, interpretivism, and pragmatism.  
Positivist paradigm 
This paradigm is at the objective end of the continuum as reality is thought to be 
independent of beliefs and perceptions, and therefore it can be obtained through 
observation and experiments [124]. It is often referred to as a ‘scientific method’ and 
its data collection and analysis procedures are often aligned with quantitative methods 
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[125]. Research conducted under this paradigm is value-free and seeks generalization 
when measuring social phenomena.  
Post-positivism paradigm 
Post-positivism on the other hand challenges the idea of a single reality or absolute 
truth especially when studying social phenomenon [126]. Hence, reality is not viewed 
as rigid and does not exist within a vacuum [125]. The definition for post-positivism 
provided by O’Leary (“what might be truth for one person or cultural group may not 
be truth for another”) seems to describe the aspect of multiple realities [127], which in 
a sense leans towards the constructivism/interpretivism paradigm.  
Interpretive/Constructivism paradigm 
This paradigm falls at the subjective end of the continuum where reality exists in many 
forms and is made, not found [124]. Its data collection and analysis procedures are 
often aligned with qualitative methods [114]. Quantitative data may be used to 
supplement the qualitative data [114]. Researchers using the constructivism paradigm 
develop theory inductively throughout the research, which is not the case with post-
positivism research as it begins with theory and collects data that either supports theory 
or not [128].   
The pragmatic paradigm 
This paradigm uses a mixed-method approach and is problem-centered [128]. As such, 
it is neither on the positivism or interpretivism research philosophies as it emphasizes 
on viewing research as a continuum. Hence, the objective and subjective perspectives 
comprised within the positivism and interpretivism paradigms respectively are viewed 
as not mutually exclusive [126]. Qualitative and quantitative data are used to better 
understand social reality [126]. 
Philosophical assumption applied 
Hevner contends that design science research holds a pragmatic philosophy due to the 
emphasis on relevance, which entails identifying and defining a problem in the 
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environment and making a clear contribution that seeks to provide solutions [121]. 
Hevner and Chatterjee also describe critical realist as a philosophical underpinning that 
can be used in design science research [115]. The design science research used in this 
dissertation leans on the pragmatic paradigm. 
5.2 Methods 
In this section, description is provided on the summary of methods used in developing 
the artifact in this dissertation as well as resulting papers (see Appendices) from the 
specific outcomes outlined for each objective (see Table 3).  A detailed description of 















Table 3. Summary of methods and resultant papers in the dissertation 
Paper Methods  Sample Size Expected Outcome  
I ⎯ Generic five-step data-
cleaning sequence 
⎯ Descriptive statistics 
(Frequency tables and 
crosstabulations) 
⎯ Non-parametric tests 
(Friedman ANOVA, 
Wilcoxon Signed Rank 
Test) 
⎯ 93,179 facility-records from 
11,446 health facilities 
⎯ Clean dataset suitable to be 





⎯ A retrospective 
observational study 
⎯ K-means clustering 
⎯ Counselling and Testing  
=39,480 records 
 




⎯ Care and Treatment 
=18,394 records 
 




⎯ Post-Exposure Prophylaxis 
=9,283 records 
 
⎯ Blood Safety 
=202 records 
⎯ The primary outcome of 
interest consisted of 
identifying the performance in 
reporting by health facilities 
over time (2011-2018) 
considering completeness and 
timeliness, with facilities put 
into various performance 
clusters and performance 




IV ⎯ A retrospective 
observational study 
⎯ Non-parametric test 
(Mann Whitney U test) 
 
⎯ Records varied by year (2011-
2012), and by programmatic 
area 
⎯ Determine the relationship 
between facility ownership 
and performance in reporting 
completeness and timeliness. 
 
V ⎯ Qualitative Case study ⎯ 13 health facilities 
⎯ 13 participants 
 
⎯  Identify factors influencing 
timeliness and completeness 
of HIV-reporting from 
facilities to DHIS2 
VI  ⎯ Usability testing  
⎯ Think aloud session 
⎯ Interview 
⎯ 5 participants (IT experts) 
⎯ 1 participant (practitioner) 
⎯ 1 participant (researcher) 
⎯ Develop a reporting 
performance dashboard  
 
 53 
5.3 Application of Design Science Research (DSR) Process Model 
The phases of the DSR process model proposed by Vaishnavi et al. [116] are described 
as follows: 
5.3.1 Awareness of problem 
This phase entails identification and defining of the research problem, which can 
originate within the environment (industry) or academia resulting to outputs such as 
research proposal. The problem identified in this dissertation originates within the 
environment (Ministry of Health) and articulated gaps on previous work concerning 
assessment of facility reporting to DHIS2.  
5.3.2 Suggestion  
This phase entails identifying or presenting a tentative suggestion for the problem 
solution, and immediately follows the proposal, with its connection denoted by the 
dotted line surrounding its output in Figure 3  (Proposal and Tentative Design) [116]. 
The problem solution suggestions are derived abductively from the existing knowledge 
base for which the problem exists. Hevner et al. lists examples of foundations and 
methodologies that can be derived from the knowledge base (see Figure 2) [119]. The 
tentative suggested solution is then implemented in creating an artifact in the 
development phase [116]. In this dissertation, a formal proposal was developed 
describing the identified problem as well as the proposed solution.   
5.3.3 Development 
This is a creative phase and entails design and development of the artifact, which can 
present a solution that is complete or one that needs further iterations [116]. The 
development phase can be likened to the design cycle in Hevners et al.’s DSR process 
model [119], which consists of iterations conducted during construction of the artifact.  
As such, in this phase focus was on the steps used in creating the artifact. The 
development stage contained four sub-cycles illustrating the various steps. Various 
approaches were used within the four sub-cycles in the development phase. These are 
described below as well as the associated publications resulting from each sub-cycle. 
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I. Sub-cycle 1 – (Resultant publication: Paper I)  
HIV-indicator data gathered from 2011 to 2018 were extracted from the DHIS2 in 
Kenya to conduct secondary analyses, which entailed evaluation of health facilities at 
meeting reporting requirements (reporting completeness and timeliness) mandated by 
the Ministry of Health (MoH).   
The HIV-data was extracted from health facilities in all 47 administrative counties in 
Kenya (Figure 4).  All the counties report a range of healthcare indicator data from care 
facilities and settings into the DHIS2 system. 
 
Figure 4. Map of Kenya representing various counties. 
Prior to using the data for analysis, it was salient for a data cleaning process to be 
conducted. The data cleaning process not only aimed at obtaining a final clean data set, 
but also report on methods and results of a comprehensive, systematic and replicable 
data cleaning approach applied on the HIV-data. 
The reporting requirements of interest included facility reporting completeness and 
facility reporting timeliness, which were extracted per facility per year. Other data 
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variables extracted include HIV-indicator data elements per facility per year. 
Therefore, these data were extracted for six programmatic areas for all care facilities in 
all counties in Kenya from 2011 to 2018: (i) HIV Counselling and Testing (HCT); (ii) 
Prevention of Mother-to-Child Transmission (PMTCT); (iii) Care and Treatment 
(CrT); (iv) Voluntary Medical Male Circumcision (VMMC); (v) Post-Exposure 
Prophylaxis (PEP); and (vi) Blood Safety (BS). Hence, 93,179 facility-records from 
11,446 health facilities were extracted from year 2011 to 2018.  A summary of creation 
of the data set is illustrated in Figure 5. 
It is well recognized that real-world data like that found in DHIS2 are often “dirty” 
consisting of issues such as; incomplete, inconsistent, and duplicated data [129].  
Failure to detect data quality issues and to clean these data can lead to inaccurate 
analyses outcomes [130]. Therefore, a systematic and replicable data cleaning 
approach was used on the extracted data and employed semi-automatically within a 
generic five-step data-cleaning sequence that was developed and applied in cleaning 




Figure 5. Creation of the data set to be used in secondary analyses (adopted from 
Gesicho et. al [44]) 
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The generic five-step cleaning sequence comprised of the following steps: (step 1) 
Outline the analyses or evaluation questions; (step 2) Description of data and study 
variables; (step 3) Create the data set; (step 4) Apply the framework for data cleaning 
(Van den Broeck et al’s framework, involving repeated cycles of a three-phase process 
data screening, data diagnosis and data treatment (see Figure 6)); and (step 5) Analyze 
the data. 
 
Figure 6. Repeated cycles of data cleaning (adopted from Gesicho et. al [44]) 
 
Descriptive statistics such as cross-tabulations and frequency tables were used in order 
to screen various issues within the data such as duplicates, and outliers. Friedman 
analysis of variance (ANOVA) was conducted to examine if there is a difference in 
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distribution of facility-records by programmatic area across all years N=8 (2011 to 
2018) for the selected situation types (facility records with empty reports, and non-
empty reports with missing data for reporting completeness and timelines). The 
distribution of facility-records was measured in all the six programmatic areas across 
the eight years and categorized by situation type. Wilcoxon Signed Rank Test were 
carried out as post hoc tests to compare significances in facility report distribution 
within the programmatic areas. 
II. Sub-cycle 2 – (Resultant publication: Paper II, III and IV) 
 
Secondary data analyses  
In this section, a description is provided for the secondary analyses performed on the 
clean data set obtained from data extraction and cleaning. These analyses aimed at 
assessing reporting performance of health facilities at meeting completeness and 
timeliness reporting requirements to DHIS2. The description is categorized according 
to the specific objectives and expected outcomes. 
Specific objective 1: Evaluate performance of health care facilities at meeting 
HIV-indicator reporting requirement  
The resultant final clean dataset from the data cleaning process was used in conducting 
secondary analyses aimed at evaluation of reporting performance by health facilities. 
Using the clean dataset, a comprehensive assessment of the reporting status for HIV-
indicators was conducted, using Kenya as a case study.  Specific objective 1 consisted 
of a primary outcome as well as secondary outcomes. Methods used in achieving these 
outcomes are described below. 
Primary outcome for specific objective 1: The primary outcome of interest consisted 
of identifying the performance in reporting by health facilities over time (2011-2018), 
with facilities put into various performance clusters and performance evaluated in the 




A retrospective observational study was conducted to assess reporting performance of 
health facilities providing any of the HIV services in all 47 counties in Kenya between 
2011 to 2018. Cluster analysis was selected as the approach to use in achieving the 
outcome. Well put by Kaufman and Rousseeuw, “cluster analysis is the art of finding 
groups in data” [131]. It is also a kind of unsupervised learning whereby similar groups 
are determined by separating data whose identities are not known in advance [132]. As 
such, cluster analysis was used to group health facilities based on their performance in 
meeting reporting requirements, and to identify patterns in the data [133]. K-means 
clustering algorithm was preferred due to its suitability in pattern recognition, ease of 
implementation, simplicity, efficiency and empirical success [133]. The variables 
selected for the analyses include facility reporting completeness, and timeliness, 
reporting year, and counties.  
K-means algorithm is a nonhierarchical procedure where k represents the number of 
clusters, which need to be specified by the user prior to any clustering [134]. K-means 
clustering algorithm was used to identify homogeneous groups of health facilities based 
on their performance in meeting timeliness and completeness facility reporting 
requirements for each of the six programmatic areas. Determining the number of 
clusters is a challenge with no standard consensus on finding the “right” k-value in 
clustering [135, 136]. In addition, numerous evaluation techniques exist on determining 
clustering validity [134]. Nevertheless, some of the proposed methods are highly 
dependent on a data set and investigations on their comparative performance and 
properties are limited [135]. Detailed investigations are based on simulated artificial 
data rather than real data sets [135, 136]. According to Everitt et al., a limitation of 
simulated artificial data sets is the ability to generalize the findings [134]. 
In addition, hierarchical clustering methods have also been proposed in choosing k but 
when stopping rules are applied to this technique to produce a range of one to n cluster 
solutions, it can result to correct decisions or decision errors as presented in the 
comparative investigation of 30 procedures for determining the number of clusters 
conducted by Milligan and Cooper [135]. Examples of decision errors include 
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scenarios where too many clusters are obtained, or fewer clusters than present are 
obtained. When fewer clusters are obtained, information can be lost because distinct 
clusters are merged causing a disadvantage when trying to derive insights from a data 
set. Based on the data set and purpose of this study, the average silhouette coefficient 
was used, which is an intrinsic method of measuring the quality of a cluster [137]. 
Secondary outcome for specific objective 1: The secondary outcome was to 
determine the relationship between facility ownership and performance in reporting 
completeness and timeliness. 
Methods 
To achieve this outcome, a retrospective observational study was conducted to identify 
the relationship between facility type and performance on HIV-indicator reporting in 
Kenya. Facilities with missing facility ownership information were excluded from the 
study. Mann-Whitney U tests were conducted given that the data was not normally 
distributed, based on normality tests conducted (Shapiro-Wilk tests and test of 
Homogeneity of Variance).  
III. Sub-cycle 3 – (Resulting publication: Paper V) 
Qualitative analyses  
In this section, the qualitative inquiry based on results from sub cycle 2 is described. 
The descriptions are categorized by specific objective and expected outcomes. 
Specific objective 2: Identify factors contributing to success and deficiencies in 
HIV indicator reporting  
The results from the secondary analyses conducted in specific objective 1 were used in 
selecting facilities based on reporting performance in order to identify the facilitators 
and barriers in HIV-indicator reporting among facilities with varying performance in 
reporting.  
Primary outcome: Identify factors influencing timeliness and completeness of 
reporting from facilities to DHIS2. 
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Method 
Qualitative case study is among the most frequently used qualitative research 
approaches. Yin argues that case studies have come a long way in being accepted as a 
formal research method [138]. This is because case study research have been confused 
with “field work” or participant observation, which is a limited perspective of what 
case study research actually is [138]. Various types of case studies have also been 
suggested based on seminal works by key prominent authors within the case study 
research space (Yin, Merriam and Stake) [139]. Furthermore, based on the comparative 
study conducted by Yazan, it is clear these methodologists demonstrate certain 
philosophical orientations that shape their perspective/lens on how case study research 
ought to be conducted as well as its definition [139]. Yin posits the applicability of 
different epistemological orientations in case study research [138]. As such, although 
Yin’s case study approach leans towards a realist perspective, he further posits that 
researchers can use a relativist or constructivist approach, as these too are 
accommodated well in case study research [138]. On the other hand, Stake [140], and 
Merriam lean towards constructivism epistemological orientation [139]. The various 
methodologists with seminal works define case study and case as follows:       
Yin defines case study as an “empirical method that investigates a 
contemporary phenomenon (the “case”) in-depth and within its real-world 
context, especially when the boundaries between phenomenon and context may 
not be clearly evident” [138].  
Merriam defines case study as “an intensive, holistic description and analysis 
of a bounded phenomenon such as a program, an institution, a person, a 
process, or a social unit”. 
Stake defines case study as “the study of the particularity and complexity of a 
single case, coming to understand its activity within important circumstances” 
[140].  
Miles and Huberman define a case as “a phenomenon of some sort occurring 
in a bounded context” [141]. 
Creswell on the other hand defines a case as “a program, organization, event, 
activity, process, or one or more individuals” [142]. 
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These descriptions enabled understanding and defining the “case” in this study. As 
such, the “case” in this study was defined as a health care facility offering HIV services. 
The cases in this study were bounded by context, which includes only HIV healthcare 
facilities that meet the following criteria (1) located in Nairobi (2) either use EMRS or 
paper in reporting, (3) performance based on reporting completeness and timeliness.  
In addition, a constructivist approach was applied in this qualitative case study.    
 
A multiple qualitative case study design was employed. The criteria for case selection 
was based on performance in HIV-indicator facility reporting regarding completeness 
and timeliness. Questions of interest revolved around reporting procedures, 
organizational, behavioral, and technical factors. Purposive sampling was used to 
identify key informants in the study to conduct in-depth interviews. Data was collected 
using semi-structured interviews (13 participants), archival records, documentation, 
and informal direct observation.  
IV. Sub-cycle 4 (Paper VI: Manuscript) 
Data presentation and use 
In this section, methods used in presenting visualization of some of the results in 
specific objective 1 are described.  
Specific objective 3: Develop visualizations for reporting completeness and 
timeliness to aid in decision-making  
For this objective, the analyzed HIV-indicator reporting data from specific objective 1 
was utilized. The methods used in achieving these outcomes are described below.  
Primary outcome: To develop a performance dashboard with visualizations that 






(i) Application of design principles 
An interactive dashboard of facility reporting performance was designed using 
Tableau, as it offers diverse dashboard features [143]. Designing of the performance 
dashboard was guided by dashboard design principles proposed by Few [109], and 
World Health Organization (WHO) guidelines for graphical presentations of health 
information, intended to monitor areas such as HIV [110]. A task based approach 
similar to that employed in our previous study [112], was used in selecting the tasks to 
be performed on the dashboard. Three tasks were identified with the aim of assessing 
the performance of facilities at meeting completeness and timeliness reporting 
requirements allowing for testing of dashboard usability. The designed dashboard is 
illustrated in Figure 7.  
 
Figure 7. Facility reporting performance dashboard visualization  
The visualizations are described as follows: 
Map: The color code used for the various counties represents the reporting 
performance in a particular year whereby various shades of green represents good 
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reporting whereas the shades of red-orange representing poor reporting, with red being 
very poor. 
Scatter chart: This was used to identify performance (based on the four performance 
category clusters) by facility, year, or county.  
Line graph: This was used to identify performance trend in reporting completeness 
and timeliness over the eight-year period by facility.  
(ii) Usability tests 
Brooke summarizes usability as being “a general quality of the appropriateness to a 
purpose of any particular artifact [144].” The usability testing was conducted on the 
developed visualizations using the System Usability Scale (SUS), which consists of a 
five-point Likert scale, ten-item questionnaire [144]. SUS was selected because it 
provides a global view of subjective assessments of usability [144].  
5.3.4 Evaluation 
This phase entails evaluating the developed artifact within a set of selected criteria. The 
iterations and feedback resulting from the evaluations are referred to as circumscription 
[116]. Three main questions proposed by Pries-Heje et al. informed the description of 
the evaluation that is, what is evaluated (the type of artifact); how it is evaluated 
(artificial or naturalistic); and when it was evaluated (ex-ante: before artifact 
development, or ex post: after artifact development) [145]. 
5.3.5 Conclusion 
This phase entails consolidating and writing of the results [116]. As such, Vaishnavi et 
al. categorize the knowledge gained as either “firm” (can be applied repeatedly) or 
“loose ends” (need for further research) [116].  Moreover, this phase also entails 
communicating the research to relevant audience as similarly indicated by Hevner et 
al. [119], and is depicted by the arrow coming out of the knowledge contribution in 
Figure 8. (Section 5.1.2) [116]. 
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6. Chapter 6  
6.1 Results 
This section provides a summary of key findings based on each of the specific 
objectives investigated in this dissertation.  The results are presented based on the DSR 
process model proposed by Vaishnavi et al. [116], which guided the development of 
the artifact.  A detailed explanation of the results is found in the respective publications 
(see Appendices).  
6.2 Application of Design Science Research (DSR) Process Model 










Awareness of the problem: Despite a 
longstanding requirement to report HIV-indicator 
data from facilities into DHIS2 for many LMICs, 
few rigorous evaluations exist that evaluate 
completeness and timeliness of reports from these 
facilities. 
Suggestion: Conduct a comprehensive 
assessment of the reporting status for HIV-
indicators at the national-level by formulating a 




-Use of real data sets  
 
 -Use of system usability score, and think aloud 
sessions with practitioner and IT experts 
Conclusion:  
Publication of results for sub cycle 1, 2, 3 and 4  
                              Sub-cycle 1 
 
Problem Awareness: Need for clean data to be 
used for assessment of reporting 
performance (secondary analyses)   
 
Suggestion: Improve the quality of data through 
data cleaning   
 
Develop: Development of generic conceptual 5 
step systematic data cleaning approach  
 
                       Sub-cycle 2 
 
Problem Awareness: Determining reporting 
performance of health facilities over time 
 
Suggestion: Use the obtained clean data set to 
identify performance groups within the data and 
reporting performance over time 
 
Develop:  Leveraging K-means clustering 
algorithm to identify facility performance, cluster 
groups. Development of interactive scatter chart 
visualization to identify performance over time 
among different clusters. Identify performance 
based on ownership. 
 
 
                         Sub-cycle 3 
Problem Awareness: Need to identify and compare 
barriers and facilitators on facilities with respect to 
the performance cluster groups  
 
Suggestion: Select the facilities in the different 
performance clusters in order to conduct a qualitative 
study  
 
Develop: Conduct qualitative case study to identify 
barriers and facilitators in reporting among facilities 
in the different performance groups 
                     Sub-cycle 4 
 
Problem Awareness:  Performance dashboard to 
provide at a glance visualization of reporting 
performance by health facilities 
 
Suggestion: use good design principles for 
development of dashboard visualizations 
 
Develop: Develop  facility reporting 
performance dashboard comprising summary of 
assessment results 
                     
Develop:  Develop a method (artifact) 
for assessing reporting performance of 
health facilities using completeness 
and timeliness  
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6.2.1 Awareness of the problem  
The ability to report complete, accurate and timely data by HIV care providers and 
other entities is a key aspect in monitoring trends in HIV prevention, treatment and 
care, hence contributing to its eradication. In many LMICs, aggregate HIV data 
reporting is done through the District Health Information Software (DHIS2), which has 
contributed to improved availability of routinely generated HIV data from health 
facilities to the national level. Nevertheless, despite a longstanding requirement to 
report HIV-indicator data to DHIS2 in LMICs, few rigorous evaluations exist to 
evaluate health facility reporting at meeting completeness and timeliness requirements 
overtime.  
6.2.2 Suggestion  
The proposal for this dissertation entailed formulating a method that incorporates the 
use of both quantitative and qualitative research approaches for assessing facility 
reporting performance using completeness and timeliness reporting requirements. As 
such, various approaches used in studies assessing reporting performance by facilities 
in DHIS2 were identified. An overview of the proposed approach was presented, which 
aimed at filling gaps from previous approaches. 
6.2.3 Development 
The resultant systematic method artifact based on the sub-cycles in the development 
phase is illustrated in Figure 9. The results for the individual sub-cycles are described 
in the subsequent sections.  
 68 
 
Figure 9. Expanded illustration of the developed systematic method artifact 
I. Sub-cycle 1 – (Resultant publication: Paper I)  
The findings reveal that data cleaning process involves repeated cycles of identifying 
and correcting issues within the data. Figure 10 illustrates the number (proportion) of 
various facility-records that were excluded as they did not meet the ideal criteria (only 
facilities submitting HIV-indicator data to DHIS2) and contained quality issues.  A 
breakdown of reporting by proportion of facilities and programmatic areas in 
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descending order based on facility records retained after cleaning in data set 4 is as 
follows; 93.98% were retained for HIV Counselling and Testing (HTC), 80.98% for 
Prevention of Mother to Child Transmission (PMTCT), 43.79% for Care and 
Treatment (CRT), 22.10% for Post Exposure Prophylaxis (PEP), 0.66% for Voluntary 
Medical Male Circumcision (VMMC), and 0.45% for Blood Safety (BS). 
50.23% of facility-records had no data and were removed. 0.03% of the remaining had 
over 100% in reporting rates. Distribution of facility-records with selected quality 
issues varied significantly by programmatic area (p<0.001).  Friedman Tests results for 
empty reports reveal that PEP had the highest mean rank of 6.00 compared to the other 
programmatic areas CT (3.50), PMTCT (4.88), CrT (2.00), VMMC (3.00), PEP and 
BS (1.63). On the other hand, Friedman Tests results for distribution of records with 
non-empty reports with issues reveal that PMTCT and CrT had the highest mean rank 
of 5.88 and 5.13 respectively compared to the other programmatic areas CT (3.00), 








II. Sub-cycle 2 – (Resultant publication: Paper II, III and IV) 
The resulting clean dataset was used in achieving specific objective 1.  
Specific objective 1: Evaluate performance of health care facilities at meeting 
HIV-indicator reporting requirement 
The findings for this specific objective are highlighted under each of the outcomes of 
interest. 
Primary outcome for specific objective 1: The primary outcome of interest consisted 
of identifying the performance in reporting by health facilities over time (2011-2018), 
with facilities put into various performance clusters and performance evaluated in the 
various programmatic areas. 
 
Results: Primary outcome for specific objective 1 
Based on percentage average facility reporting completeness and timeliness, four 
homogeneous groups of facilities were identified namely: best performers, average 
performers, poor performers, and outlier performers [45]. The four clusters were 
characterized based on health facility performance as follows: 
Best performers: This cluster consisted of health facilities that had the highest 
percentage in reporting completeness and timeliness in a particular reporting year.  
Average performers: This cluster consisted of health facilities that had lower 
percentage in reporting completeness and timeliness compared to best performers in a 
particular year.  
Poor performers: This cluster consisted of health facilities with lowest percentage in 
reporting completeness and timeliness in a particular year.  
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Outlier performers: This cluster consisted of health facilities with high percentage in 
completeness compared to average performers, but with low percentage in timeliness 
in that particular year.   
Performance was therefore categorized per year by cluster. As such, the average 
percentage reporting completeness and timeliness for a particular cluster group varied 
by year. 
Apart from blood safety reports, a distinct pattern was observed in five of the remaining 
reports, with the proportion of best performing facilities increasing and the proportion 
of poor performing facilities decreasing over time [45]. However, between 2016 and 
2018, the proportion of best performers declined in some of the programmatic areas.  
Over the study period, no distinct pattern or trend in proportion changes was observed 
among facilities in the average and outlier groups. In this section, results for HIV 
Testing and Counselling (HTC) programmatic area were used to provide an illustration 
of the performance trend based on proportion of facilities by year (Figure 11).  
 
Figure 11. HTC performance trend based on proportion of facilities by year (adopted 










2011 2012 2013 2014 2015 2016 2017 2018
Proportion of facilities in the HTC performance categories by year  (2011 to 2018 )
Best  performers Average performers Poor performers Outlier performers
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Secondary outcome for specific objective 1: Impact of facility ownership based on 
completeness and timeliness 
Results: Secondary outcome for specific objective 1 
Results revealed that public facilities had statistically significant better performance 
compared to private facilities, with the exception of year 2017 in reporting of indicators 
for HIV testing and counselling, and prevention of mother-to-child transmission 
programmatic areas. In this section, results for HTC were used to illustrate the reporting 
performance by private and public health facilities from 2011 to 2018 [47].  
Table 4. Results for Mann-Whitney U tests on reporting performance for HIV Testing 
and Counselling indicators by health facilities, highlighted are significant differences. 
(adopted from Gesicho et at. [47]) 
Year Ownership N P-Value Mean Rank 
     Completeness Timeliness Completeness Timeliness 
2011 Public 487 0.601 0.072 319.46 310.93 
  Private 147   311.00 339.26 
2012 Public 2404 0.000 0.427 1663.63 1636.26 
  Private 852   1529.37 1606.60 
2013 Public 3002 0.927 0.254 2063.97 2050.18 
  Private 1123   2060.39 2097.26 
2014 Public 3189 0.003 0.342 2254.11 2212.81 
  Private 1258   2147.67 2252.37 
2015 Public 3276 0.000 0.001 2408.86 2379.74 
  Private 1404   2181.00 2248.93 
2016 Public 3419 0.000 0.004 2479.73 2477.57 
  Private 1463   2352.16 2357.21 
2017 Public 3494 0.000 0.000 2443.43 2421.70 
  Private 1559   2714.30 2762.99 
2018 Public 3589 0.304 0.360 2608.49 2607.40 






III. Sub-cycle 3 – (Resulting publication: Paper V) 
The results obtained in specific objective 1 were used in achieving specific objective 2 
by selecting facilities performing well and those performing poorly.  
Specific objective 2: Identify factors contributing to success and deficiencies in 
HIV indicator reporting 
The findings for this specific objective are highlighted under each of the outcomes of 
interest. 
Primary outcome: Identify factors influencing timeliness and completeness of 
reporting from facilities to DHIS2. 
Results 
Findings revealed that facilitators and barriers in reporting were based on the following 
factors: availability of teamwork and skilled personnel, time constraints, availability 
and access to national aggregate system, complexity of reports, staff rotation, trainings 
and mentorship, use of standard operating procedures and availability of resources. 
There was less variation in barriers and facilitators faced by facilities performing well 
and those performing poor.  
Figure 12 provides a summary of the factors in relation to the reporting process. The 
factors are color coded to represent the category they belong to. In addition, red and 




Figure 12. Barriers and facilitators in HIV-indicator data reporting  
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IV. Sub-cycle 4 (Paper VI: Manuscript) 
The results obtained in specific objective 1 were also used in achieving specific 
objective 3  
Specific objective 3: Develop visualizations for reporting completeness and 
timeliness to aid in decision-making  
Primary outcome: To develop a performance dashboard with visualizations that 
represent performance of facility reporting based on timeliness and completeness in 
reporting. 
Results 
Users were able to drill-down the data using filters and managed to perform the 
assigned tasks well.  Some of the remarks concerning the dashboard from the users 
include, “I could understand quickly and gain insight (TE3)”; “The colors are easy to 
read (TE1)”; “I cannot see from the dashboard what timeliness means, but finding the 
information was very easy and clear (TE4).”The usability score of the designed 
dashboard was found to be 87 (Figure 13), which is above average 68 [144]. 
 
Figure 13. Results of the system usability scale of five IT experts 
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6.2.4 Evaluation 
Describing the ‘artifact’ has been a point of debate among researchers in DSR [146]. 
The artifact is thus required to provide relevant solution to the identified problem by 
fulfilling a specific utility, which is assessed by the artifact’s ability to meet pre-defined 
criteria. There are various criteria proposed in literature that IT artifacts can be valuated 
upon such as completeness, performance, generality and consistency [119, 117] .  
Prat et al. proposed a holistic approach of evaluating an artifact, which applies a general 
systems theory in presenting generic evaluation methods as well as the various 
evaluation criteria that these methods assess [147].  Moreover, based on their view of 
IS artifacts as systems,  Prat et al. grouped the various interrelated criteria into five 
dimensions of systems that is; goal, environment, structure, activity and evolution 
[147].  
Hevner et al. also propose various methods of evaluating artifacts, which are 
categorized as observational, analytical, experimental, testing, and descriptive. 
According to Hevner et al. [119], evaluation method used should match with the artifact 
as well as the evaluation criteria. Pries-Heje et al. proposed a strategic framework 
framework can be used to describe  evaluation strategies used in a DSR [145]. The 
strategic DSR evaluation framework is in from of a quadrant and seeks to answer three 
main questions (Figure 14) [145]. These three main questions that need to be 
considered include, what is evaluated (the type of artifact); how it is evaluated (artificial 
or naturalistic); and when it was evaluated (ex-ante-before artifact development, or ex 











Figure 14. Strategic DSR evaluation framework adopted from Priers-Heje et al. [145] 
In this dissertation, description of evaluation of  the artifact was structured using three 
questions comprised within the strategic DSR evaluation framework [145], as follows: 
What was actually evaluated? - A method of assessing reporting performance of 
health facilities using facility reporting completeness and timeliness as reporting 
requirements. This included the reporting performance dashboard, which is a part of 
the artifact (method) in this dissertation.  
How it is evaluated? - The evaluation was a natural evaluation as real-world data sets 
were used as well as use of system usability scale with IT experts, and interview with 
practitioner and researcher. The evaluation criteria assessed is goal (ability to meet 
intended objective, which involved assessing reporting performance of facilities), and 
efficacy (ability to satisfy users in terms of usability). 
When was it evaluated? -The artifact was evaluated ex post. 
6.2.5 Conclusion 
The results were published in peer review publications and presented at international 
conferences. In addition, the dissertation will be available in open-source university 












Ex Ante Ex Post 
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7. Chapter 7  
7.1 Discussion  
In this section, a discussion of the main findings for each of the sub-cycles is provided. 
The systematic method of assessing facility reporting performance resulted from the 
combination of four sub-cycles within the development step.  
(i) Sub-cycle 1: Data extraction and cleaning process 
This dissertation entailed extraction of a voluminous amount of data gathered for a 
period of eight years for all facilities in all 47 counties in Kenya within the DHIS2 
national-aggregate system. As such, it was important for data cleaning to be performed 
on the extracted data set. Nonetheless, data cleaning is not a trivial endeavor. As 
described in Paper I [44], a number of iterations were performed to identify and deal 
with “dirty” data.  Moreover, prior to embarking on the task of data cleaning, it was 
necessary to provide a background on data quality in order to establish a basis for data 
cleaning with respect to data quality. As such, data cleaning in this dissertation was 
viewed as a process of improving the quality of data for use in secondary analyses. As 
it turned out, no off-the-shelf solution for cleaning this dataset existed that could fit the 
intended use. Thus, the challenge was to develop a tailored solution for the aggregate 
data.  
Providing background on data quality also aimed at avoiding confusion of data 
cleaning activity with data quality assessment. Whereas data quality assessments and 
data cleaning go hand in hand, there are contrasting aspects that distinguish them. Data 
quality assessments in our view entail selection of one or more predefined data quality 
dimensions such as accuracy and examining whether the quality dimensions were met  
within the data. Data cleaning on the other hand is a process of detecting quality issues 
within the data and deciding on the appropriate action to take for the identified issues, 
thereby improving the quality of data.  Moreover, data cleaning consists of a broad 
category of issues that need to be defined and identified, given the broad categories of  
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“dirty data” that exists [148] as well as the objective aspects and subjective aspects of 
data quality [149].   
The conceptual framework proposed by Wang and Strong helped frame the focus for 
data cleaning  [86]. Their framework categorized data quality dimensions into four 
categories: intrinsic data quality, contextual data quality, representational and 
accessibility data quality [86]. As such, given that the focus was to retain data that was 
fit for use, a contextual data quality perspective was deemed fit for identifying quality 
issues in the data cleaning process. Hence, the remaining three categories were beyond 
the scope of the study. Moreover, it was assumed that the data quality mechanisms with 
the DHIS2 had dealt with syntactic data quality (database rules), which is an aspect of 
intrinsic data quality.   
With this in mind, it was presumed that there is no “one size fits all” solution to data 
cleaning, especially given the varying contexts and tasks for which the data is to be 
used for. For instance, this dissertation encountered facility-records with incomplete 
reporting, which can be viewed from various perspectives. This can include a situation 
where a report for a service provided has been successfully submitted but is incomplete 
[150–152]; or missing reports (expected reports have not been submitted consistently 
for all 12 months), hence making it difficult to identify whether services were provided 
or not, in months were reports were missing [151]. Whereas decisions made during the 
data cleaning in this body of work entailed retaining such scenarios, other studies opted 
to adjust for incomplete reporting based on the aim of each study [151].  
Furthermore, this dissertation presented transparent and systematic documentation of 
procedures used in data cleaning, which are valuable in increasing validity in research, 
which is advocated in literature [98, 153, 154]. Therefore, the generic five-step 
approach developed in this study provides a systematic sequence that can be adopted 
for cleaning data extracted from DHIS2.  
A limitation experienced in cleaning the data was that it was labor intensive as well as 
time-consuming. In addition, there are also limitations with human augmented 
procedures, through human-generated errors especially when dealing with extremely 
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large data sets [155].  Nonetheless, the advantage of using a semi-automatic approach 
employed in this dissertation was that it provided a deeper understanding of the data 
and insights into approaches that will be needed to subsequently develop automated 
data cleaning procedures in future. This will be of potential relevance to the many 
countries already using DHIS2. 
(ii) Sub cycle 2: Evaluating performance of health care facilities at meeting HIV-
indicator reporting requirement 
The clean data obtained from the cleaning process performed in sub cycle 1 enabled  
conducting evaluations on reporting performance of facilities as described in Paper II 
[45]. Use of k-means clustering algorithm enabled identification of four cluster groups 
as well as patterns, which might have gone unidentified. These cluster groups include 
best performers, average performers, poor performers and outlier performers. The 
categorization as well as interpretation of the cluster groups was based on the average 
percentage completeness and timeliness reporting performance by health facilities. As 
such, interpretation of the cluster groups was also based on yearly performance as 
percentage completeness and timeliness varied by year in each cluster group. For 
example, best performer group in the care and treatment programmatic area had an 
average completeness and timeliness of 97.67% and 90.81% in 2013 respectively, and 
98.67%, and 82.01% in 2014. 
Moreover, apart from the blood safety programmatic area, a distinct pattern observed 
in five of the other programmatic areas was that as the proportion of best performing 
facilities increased, the proportion of poor performing facilities decreased.  In addition, 
the proportion of facilities in the best performing cluster was higher over time, 
compared to the proportion of facilities in the other performance clusters. These 
observations denote improvements in reporting over time in Kenya.   
A common attribute among average, poor and outlier performance is the discrepancy 
between completeness and timeliness as described in Paper III Gesicho et. al [46]. 
Therefore, results from this study reveal the need for investigating issues that bring 
about delays more so in the outlier performance group, were facility reporting 
timeliness was low. 
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Moreover, a contribution in this dissertation was the application of machine learning 
algorithms in evaluation of reporting performance by facilities, which is a novel 
approach that can be replicated in settings using DHIS2. In addition, this approach to 
our knowledge has not been utilized in evaluating performance in the context of 
DHIS2. The scope of the study can be relevant for many countries dealing with HIV 
reporting in aggregate-level HMIS. However, the limitation in this study is that data 
have been collected and analyzed for one country only. Nonetheless, the indicators 
used (completeness and timeliness) could also be relevant in other contexts. 
Moreover, whilst assessing the relationship between facility ownership and reporting 
performance as in Paper IV [47], it was observed that public institutions performed 
better in the timeliness and completeness of the MoH-mandated HIV indicator reports 
in Kenya. This seemed paradoxical, given the general perception that private 
institutions are often ‘better’ at meeting quality and reporting requirements [47]. The 
better performance by the public sector could likely be due to significant investments 
in care and reporting in the public sector by programs such as Global Fund and 
PEPFAR. Conducting this analysis demonstrated the potential of how aggregate 
reporting data can be used to inform decision-making. Nonetheless, only yearly 
dimensions were assessed, thus further subsequent analyses could be done by county, 
facility level, and facility type.  
(iii) Sub cycle 3: Identifying factors contributing to success and deficiencies in HIV 
indicator reporting  
Facilities in the four performance cluster groups in sub-cycle 3 were purposively 
selected for a qualitative case study, which identified barriers and facilitators in HIV 
reporting that were linked to the RHIS process and determinants of RHIS (technical, 
behavioral, and organizational determinants) as in Paper V [48]. The qualitative study 
revealed that whereas facilities may demonstrate differences in reporting performance, 
they are likely to face similar barriers and facilitators regardless of the contextual 
differences [48]. For instance, all the facilities that performed poorly in timeliness 
(outlier performers), had access to EMRS and were in fairly good locations (not in 
slums where accessibility can be a challenge).   
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As revealed in one study [156], EMRS do not directly contribute to improved 
performance in reporting. This is due to lack of EMRS interoperability with DHIS2. 
Nonetheless, this qualitative inquiry revealed that utilization of EMRS in reporting 
contributed to easing the data collection burden, as data was retrieved from EMRS 
rather than multiple registers, which is time consuming. Hence, one would expect that 
these facilities would at least perform well in reporting due to the investments allotted 
to them. However, it seemed that there were other underlying issues that affected their 
performance. For instance, one of the facilities had been going through a pilot phase of 
point of care EMRS implementation. It was assumed that this might have also 
contributed to its performance in reporting.   
 Moreover, it emerged that some of the facilities had no access to DHIS2 during the 
study period (2017 and 2018), which might have affected their reporting timeliness. As 
revealed in some of the key findings, poor performance in timeliness by facilities 
submitting reports by hand was in part due to insufficient human resources, lack of 
availability of the DHIS2, and slow internet connection at the sub-county level 
resulting to late entries of hand submitted reports. Another key finding is time 
constraints, which were aggravated by issues such as, reporting period falling on a 
weekend [48]. In addition, funded facilities were at an advantage due to continuous on 
job training as opposed to non-funded facilities who depended on trainings by MoH as 
well as supportive supervisions [48].  
A limitation of this assessment was that there had been staff turnovers and rotations 
among health records officers in some of the facilities hence not able to give conclusive 
descriptions of happenings of previous years.  In addition, though cases were in one 
county, it is expected that the findings revealed in this assessment are transferrable in 
other counties and in LMICs in similar contexts. 
(iv) Sub cycle 4: Developing visualizations of reporting requirements to aid in 
decision-making  
Recommendations for designing dashboards using results from sub cycle two came 
about due to the need of utilizing good design principles in developing a performance 
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dashboard instance of facility reporting of HIV-indicators over time. The intention was 
to improve the user experience by giving possibility to interact with the data by 
selecting a period of analysis and selecting county or facility of interest.  As such, good 
design principles were utilized in designing an interactive dashboard, which 
incorporated three visualizations, and fit on a single screen. Moreover, the performance 
dashboard designed aimed at promoting use of data by enabling users explore and 
derive insights on facility reporting performance at a glance. 
Moreover, the application of data visualizations also provided novel ways in which 
reporting performance data within DHIS2 can be represented. Furthermore, due to the 
volume, velocity and veracity of health data consolidated from various sources, 
representing various facets of data in a way that makes sense is a challenge. Hence, 
another strength of this dissertation was the ability to summarize voluminous amount 
of retrospective data gathered within eight years into simplistic representations. These 
promote at a glance view of reporting performance by facilities over a period of time, 
which could be of benefit in gaining of insights as revealed in additional interviews 
conducted involving a researcher in the domain area as well as an M&E practitioner.  
7.2 Discussion of Research Rigor 
7.2.1 Validity and Reliability  
Reliability and validity are salient in research as they demonstrate rigor and 
trustworthiness in research [157]. Basing on common definition used in texts,  Dyson 
and Brown describe validity as “how close what is being measured in practice is, to 
what we intend to measure in theory”, and reliability as the ‘consistency’ of a measure 
[157]. Furthermore, Dyson and Brown describe validity as a back and forth between 
two realms; theory and observation, where a researcher links their ideas of how the 
world operates to the ‘real world’ where the ideas are operationalized.  According to 
Roberts and Priest [158], trustworthiness revolves around the original research 
question, data collection methods, data analysis and conclusions drawn. 
This dissertation consisted of both qualitative and quantitative approaches, which lie 
on rationalistic and naturalistic paradigms respectively. Consequently, various 
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researchers in qualitative studies have argued on the need for using alternative terms 
for reliability and validity as these were considered to be more appropriate for 
quantitative studies [159]. As such, paradigm specific criteria are needed for addressing 
‘rigor’ (common term used in rationalistic paradigm) or trustworthiness (common term 
used in naturalistic paradigm) [157]. Therefore, in this dissertation, these concepts are 
addressed in respect to the approach used.  
Quantitative approach 
To determine the reporting performance of facilities at meeting HIV-indicator 
reporting requirements, data was extracted from the DHIS2 in order to conduct 
secondary analyses.  
Approaches used to enhance validity 
External validity: HIV-indicator data was extracted from all facilities in all the 47 
counties in Kenya gathered within a period of eight years. Thus, all available data in 
DHIS2 at the time of study was extracted, and statistical analyses conducted. Given 
that DHIS2 is implemented in over 70 countries, approaches used in this dissertation 
can be applicable in similar settings especially given that the measures applied 
(reporting completeness and reporting timeliness) are used in countries reporting data 
into DHIS2.  
Statistical conclusion validity: Threats to this validity can occur due to violation of 
assumptions of statistical tests. As such, analyses in this dissertation were conducted 
based on the appropriate statistical assumptions. For instance, non-parametric tests 
such as Mann Whitney U tests were conducted given that the data was not normally 
distributed. This was concluded based on normality tests conducted using Shapiro-
Wilk tests and test of Homogeneity of Variance. 
Construct validity: Dyson and Brian denote validity of measures as being applicable 
across space and time so as to facilitate comparisons over long or different periods of 
time [157]. Facility reporting completeness and timeliness are considered as good 
measures as they enabled identifying reporting performance over a long period of time 
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(2011-2018). Determining relationships between measures was beyond the scope of 
this study. 
Approaches used to enhance reliability  
Standardized approaches were used in determining reporting performance of facilities. 
The formular used in automatically calculating facility reporting completeness and 
facility reporting timeliness are outlined by the WHO among other partners [160]. In 
addition, the k-means algorithm as applied in this dissertation is a popular approach 
used for purposes of grouping data [133]. Hence, various performance groups were 
identified within the data. Further still, transparent, and systematic data cleaning 
approaches were used in order to ensure only data that is ideal for secondary analysis 
was retained. This promoted understanding of how the data sets used to conduct 
analyses were generated and obtained.  
Qualitative approach 
To identifying barriers and facilitators in HIV-indicator reporting for different health 
facility performances, a qualitative case study approach was used. Guba and Lincoln 
proposed replacement of concepts of reliability and validity with trustworthiness, in 
qualitative enquiries [161].   
Approaches used to enhance trustworthiness  
Various approaches were used in order to ensure trustworthiness of the study. Guba 
and Linoln proposed four concepts of ensuring trustworthiness which include 
credibility, transferability, dependability and confirmability [161]. These are discussed 
as follows: 
Credibility: To ensure credibility of the study, prolonged engagement with 
participants, and triangulation of data sources was conducted long enough.  Peer 
debriefing was also carried out in sessions after conducting two to three interviews.  
Dependability and confirmability: To ensure dependability and confirmability, an 
audit trail using Nvivo 11, was used to manage and store data. Reflexivity was achieved 
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on the basis that the researcher was a stranger in the setting hence had no established 
prior familiarity with participants, which may be a threat to validity (bias).   
Transferability: Transferability was attained through provision of thick descriptions 
hence enabling applicability of findings in other similar settings.   
7.3 Discussion of secondary analysis of existing data 
Data that are collected or extracted from sources such as databases or registries for 
various purposes are regarded as ‘secondary analysis of existing data’. Cheng and 
Philips posit that using the term  ‘secondary analysis of existing data’ other than 
‘secondary data analysis’ prevents confusion of differentiating whether the data in use 
is primary data or secondary data [162].  It is important to note that this dissertation 
utilized existing data for analyses. Nonetheless a broad term ‘secondary analyses’ was 
used in denoting secondary analyses of existing data.  
Cheng and Philips propose two approaches for analysing existing data: research 
question-driven approach and data-driven approach, which are used iteratively or 
jointly in research [162]. In this dissertation, a question-driven approach was used 
given that the variables selected in the data set were only those that aimed to address 
the research question.  
Cheng and Philips also mention the need for having a clear understanding of the 
strengths and weaknesses on the dataset [162]. As much as their work seemed to focus 
on survey data, some of the approaches could also be suitable for data extracted from 
large databases. As such, the data cleaning process conducted for the dataset used in 
this dissertation promoted a deeper understanding of the data set hence uncovering 
weaknesses as well as strengths within the dataset.  
The issue of ‘imposition’ also needs to be considered by researchers when analysing 
data. As such, the results should not be viewed as being imposed as to how the world 
ought to be seen [157]. In contrast, the results ought to be viewed as bringing different 
perspectives or awareness to a certain phenomenon, which may lead to various causes 
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of action. Hence, the results in this dissertation provide a different perspective in which 
HIV-indicator data can be used in assessing facility reporting performance.   
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8. Chapter 8  
8.1 Conclusions 
This dissertation contributes towards strengthening HIV monitoring and evaluation 
efforts, with the goal of enabling epidemic control. As such, proper use of available 
data is necessary if at all the various goals such as the ambitious UNAIDS 90 90 90 
goals [4], as well as the millennium development goals are to be achieved [68]. As 
such, this dissertation achieved the overall aim of developing and applying a systematic 
method for conducting a rigorous evaluation of HIV-indicator data reporting by health 
facilities to DHIS2 using completeness and timeliness as reporting-performance 
indicators.  
Data cleaning proved to be a worthwhile undertaking prior to conducting any analyses 
as data anomalies as well as data considered as “dirty” were removed in order to retain 
the intended clean data set. In addition, the data cleaning exercise brought to 
perspective the need for more robust and systematic automated processes to be 
integrated within DHIS2 in order to complement the existing data quality mechanisms. 
Moreover, the developed generic five step sequence approach enabled comprehensive, 
transparent, and systematic reporting on the approaches as well as results obtained for 
the cleaning exercise. As such, issues that may trigger further evaluation as well as 
improvements within the system are disclosed. Aside from that, validity of study that 
is largely advocated through transparent reporting [98, 153] was promoted as 
researchers, monitoring and evaluation teams as well as other stakeholders are able to 
replicate the approaches used. In addition, the results obtained using the data can be 
easily understood as the approach used in obtaining the dataset was clearly and 
elaborately described.  
Furthermore, by leveraging on machine learning algorithms (such as the k-means 
clustering) on the resulting data set, a novel approach is provided that can be used by 
monitoring and evaluation teams to evaluate routine reporting. Another contribution 
also entailed the identification and interpretation of four resulting clusters, which 
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revealed the various performance groups that facilities fall into. The outlier group more 
so revealed issues with poor performance in timeliness that require further 
investigations and resources in order to facilitate improvements. In addition, using a 
retrospective observational study to evaluate HIV routine reporting enabled 
comprehensive assessment as few rigorous evaluations exist despite a long-standing 
requirement to report HIV-indicators to DHIS2 in LMICs. Given that the resultant data 
set contained facility attributes such as ownership type (private/public), this enabled 
ascertaining relationship between facility ownership and performance in reporting 
completeness and timeliness for a period of eight years (2011-2018). These results are 
of benefit to ministries of health as well as stakeholders as it reveals the place of 
ownership in reporting. In addition, this study demonstrated other ways in which 
reporting data from DHIS2 can be used.   
Further still, qualitative inquiries supplemented quantitative analysis as seen in this 
dissertation. For instance, some of the factors that contribute to poor performance in 
reporting timeliness among facilities in the various performance groups were 
identified. Some of the issues identified that influence reporting include factors such 
as organizational factors (staff turnovers, training, volume of work, resources allocated 
to reporting), technical factors (DHIS2 was not linked to EMRS, which hinders the 
potential of EMRS in reporting). These findings would be of benefit to ministries of 
health as well other stakeholders for purposes of finding solutions on barriers 
identified. Hence, this dissertation reveals that qualitative analysis need to be 
considered to supplement quantitative studies.  
The recommendations for data visualization provided in this dissertation further 
revealed the importance of utilizing design principles in developing visualizations. 
Given that data visualization is salient especially when representing large amounts of 
data in order to derive insight and decision-making, this work provided 
recommendation on how retrospective data can be presented on a dashboard while 
adhering to design principles. This work could thus benefit those in charge of 
developing visualizations for routine reporting as it provides them with other ways in 
which data can be represented and interacted with.  
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8.2 Future Work 
Based on this dissertation, future work is recommended in the following areas: 
Leveraging data mining on DHIS2 data 
Machine learning algorithms can be used for data mining. The machine learning 
algorithms such as those used in this work can be extended to the data stored within 
DHIS2. This work only used HIV data within DHIS2. Nonetheless, DHIS2 contains 
data for diseases such as Malaria as well as administrative data. As such, there exists a 
plethora of knowledge awaiting to be unveiled. Future work should therefore leverage 
on various machine learning algorithms as well as other approaches in data mining in 
order to obtain insights within the data. In addition, deriving of insights from 
retrospective data for routine reporting as well as the indicator data is particularly 
useful in identifying patterns, improvements as well as predictions where possible 
depending on the data.  
Integration of statistical tools for data quality 
Based on the data cleaning exercise conducted in this dissertation, it emerged that 
integration of statistical tools to compliment mechanisms used for checking data 
quality would be of benefit within DHIS2. For example, use of descriptive statistics to 
identify the number of empty reports submitted by a facility in a given year for a 
specific programmatic area. This would enable decision-makers to identify frequency 
of provision of certain services offered by facilities. 
As such, if a facility is not offering a certain service, the system should flag based on 
calculations of the frequency of empty reports within a certain period. Moreover, the 
system should restrict retrieval of reporting data from such facilities as they are not 
useful for decision-making, and only add on to the work for data cleaning.  
Furthermore, the existing visualizations within DHIS2 can be used for purposes of 
evaluating data quality. For example, cross tabulations were used to identify reporting 
rates that are over 100%. Use of visualizations within DHIS2 can be used to identify 
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such issues and clean the data by either correcting or removing so that it can be suitable 
for analysis by researchers as well as interested stakeholders.  
Exploring data visualization  
Simple visualizations such as charts and bar graphs (see Figure 15) are the most 
commonly used in representing data. Nonetheless, more sophisticated visualizations 
have been advocated for purposes utilizing space when representing various facets of 
data [163]. This also avoids overcrowding especially when using a dashboard.  
 
Figure 15 . Examples of simple visualizations 
Future work can use data within DHIS2 to develop sophisticated visualizations, which 
utilize space. Whereas DHIS2 contains a number of simple visualizations, future 
developments can explore utilization of sophisticated visualizations [163]. 
Figure 16. is an example of how sophisticated visualizations can be used for data 
extracted within DHIS2 [112].  Such visualizations can be used in representing the 
number of people tested for HIV within a certain age group. This example only 
provides an at a glance representation in order to derive insights.  
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Figure 16. Sophisticated visualization of patient outcomes adopted from Gesicho and 
Babic [112]  
Figure 16 reveals ages 24-49 as having majority of people living with HIV (PLHV). In 
addition, it can be viewed at a glance that CD4 count was not recorded for majority of 
the patients and suppression rate was low. 
Moreover, existing visualization within DHIS2 can also be utilized more in 
representing various types of data for purposes of gaining insights.  Figure 17 illustrates 
the proportion of expected HIV reports in 2016.  
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Figure 17. Proportion of expected HIV-indicator reports in 2016 
On the other hand, Figure 18 provides an example of using maps to identify the actual 
reports submitted by counties in 2016 using the size of the circles. The bigger the circle, 
the more the reports submitted and vice versa. For illustrative purposes, the 
visualizations for both Figure 17 and 18 were developed using tools such as power BI. 
Nonetheless visualizations within DHIS2 can as well be used.  
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Figure 18. Care and treatment actual reports submitted by counties (2016) 
 
There is potential to utilize the work in this dissertation by researchers and decision-
makers, since the dissertation demonstrates the use of data and approaches that could 
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Abstract 
Background: The District Health Information Software-2 (DHIS2) is widely used by countries for national-level aggre-
gate reporting of health-data. To best leverage DHIS2 data for decision-making, countries need to ensure that data 
within their systems are of the highest quality. Comprehensive, systematic, and transparent data cleaning approaches 
form a core component of preparing DHIS2 data for analyses. Unfortunately, there is paucity of exhaustive and sys-
tematic descriptions of data cleaning processes employed on DHIS2-based data. The aim of this study was to report 
on methods and results of a systematic and replicable data cleaning approach applied on HIV-data gathered within 
DHIS2 from 2011 to 2018 in Kenya, for secondary analyses.
Methods: Six programmatic area reports containing HIV-indicators were extracted from DHIS2 for all care facili-
ties in all counties in Kenya from 2011 to 2018. Data variables extracted included reporting rate, reporting timeli-
ness, and HIV-indicator data elements per facility per year. 93,179 facility-records from 11,446 health facilities were 
extracted from year 2011 to 2018. Van den Broeck et al.’s framework, involving repeated cycles of a three-phase process 
(data screening, data diagnosis and data treatment), was employed semi-automatically within a generic five-step 
data-cleaning sequence, which was developed and applied in cleaning the extracted data. Various quality issues 
were identified, and Friedman analysis of variance conducted to examine differences in distribution of records with 
selected issues across eight years.
Results: Facility-records with no data accounted for 50.23% and were removed. Of the remaining, 0.03% had over 
100% in reporting rates. Of facility-records with reporting data, 0.66% and 0.46% were retained for voluntary medical 
male circumcision and blood safety programmatic area reports respectively, given that few facilities submitted data or 
offered these services. Distribution of facility-records with selected quality issues varied significantly by programmatic 
area (p < 0.001). The final clean dataset obtained was suitable to be used for subsequent secondary analyses.
Conclusions: Comprehensive, systematic, and transparent reporting of cleaning-process is important for validity of 
the research studies as well as data utilization. The semi-automatic procedures used resulted in improved data quality 
for use in secondary analyses, which could not be secured by automated procedures solemnly.
Keywords: Data-cleaning, dhis2, HIV-indicators, Data management
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Background
Routine health information systems (RHIS) have been 
implemented in health facilities in many low-and 
middle-income countries (LMICs) for purposes such 
as facilitating data collection, management and uti-
lization [1]. In order to ensure effectiveness of HIV 
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programs, accurate, complete and timely monitor-
ing and evaluation (M&E) data generated within these 
systems are paramount in decision-making such as 
resource allocation and advocacy [2]. Monitoring and 
Evaluation (M&E) plays a key role in planning of any 
national health program. De Lay et al. defined M&E as 
“acquiring, analyzing and making use of relevant, accu-
rate, timely and affordable information from multiple 
sources for the purpose of program improvement [2].”
In order to provide strategic information needed for 
M&E activities in low- and middle-income countries 
(LMICs), reporting indicators have been highly advo-
cated for use across many disease domains, with HIV 
indicators among the most common ones reported to 
national-level facilities in many countries [3–5]. As 
such, health facilities use pre-defined HIV-indicator 
forms to collect routine HIV-indicator data on various 
services provided within the facility, which are submit-
ted to the national-level [6].
Over the years, national-level data aggregation sys-
tems, such as the District Health Information Soft-
ware 2 (DHIS2) [7], have been widely adopted for use 
in collecting, aggregating and analyzing indicator data. 
DHIS2 has been implemented in over 40 LMICs with 
the health indicator data reported within the system 
used for national- and regional-level health-related 
decision-making, advocacy, and M&E [8]. Massive 
amounts of data have been collected within health 
information systems such as DHIS2 over the past sev-
eral years, thus providing opportunities for secondary 
analyses [9]. However, these analyses can only be ade-
quately conducted if the data extracted from systems 
such as DHIS2 are of high quality that is suitable for 
analyses [10].
Furthermore, data within health information systems 
such as DHIS2, are only as good as their quality, as this is 
salient for decision-making. As such, various approaches 
have been implemented within systems like DHIS2 to 
improve data quality. Some of these approaches include: 
(a) validation during data entry in order to ensure data 
are captured using the right formats and within pre-
defined ranges and constraint; (b) user-defined valida-
tion rules; (c) automated outlier analysis functions such 
as standard deviation outlier analysis (identifies data 
values that are numerically extreme from the rest of the 
data), and minimum and maximum based outlier analysis 
(identifies data values outside the pre-set maximum and 
minimum values); and (d) automated calculations and 
reporting of data coverage and completeness [11]. WHO 
data quality tool has also been incorporated with DHIS2 
to identify errors within the data in order to determine 
the next appropriate action [12]. Given that this tool is 
a relatively new addition to the DHIS2 applications, it is 
still being progressively improved and implemented in 
countries using DHIS2 [13].
Despite data quality approaches having been imple-
mented within DHIS2, data quality issues remain a 
thorny problem, with some of the issues emanating 
from the facility level [14]. Real-life data like that found 
in DHIS2 are often “dirty” consisting of issues such as; 
incomplete, inconsistent, and duplicated data [15]. Fail-
ure to detect data quality issues and to clean these data 
can lead to inaccurate analyses outcomes [13]. Various 
studies have extracted data from DHIS2 for analyses 
[16–20]. Nonetheless, few studies attempt to explicitly 
disclose the data cleaning strategies used, resulting errors 
identified and the action taken [16–18]. In addition, some 
of these studies largely fail to exhaustively and system-
atically describe the steps used in data cleaning of the 
DHIS2 data before analyses are done [19, 20].
Ideally, data cleaning should be done systematically, 
and good data cleaning practice requires transpar-
ency and proper documentation of all procedures taken 
to clean the data [21, 22]. A closer and systematic look 
into data cleaning approaches, and a clear outlining of 
the distribution or characteristics of data quality issues 
encountered in DHIS2 could be instructive in inform-
ing approaches to further ensure higher quality data for 
analyses and decision-making. Further, employment of 
additional data cleaning steps will ensure that good qual-
ity data is available from the widely deployed DHIS2 sys-
tem for use in accurate decision-making and knowledge 
generation.
In this study, data cleaning is approached as a process 
aimed at improving the quality of data for purposes of 
secondary analyses [21]. Data quality is a complex mul-
tidimensional concept. Wang and Strong categorized 
these dimensions as: intrinsic data quality, contextual 
data quality, representational and accessibility data qual-
ity [23]. Intrinsic data quality focuses on features that are 
inherent to data itself such as accuracy [23]. Contextual 
data quality focuses on features that are relevant in the 
context for the task for data use such as value-added, 
appropriate amount of data, and relevancy [23]. Repre-
sentational and accessibility data quality highlights fea-
tures that are salient within the role of the system such as 
interpretability, representational consistency, and acces-
sibility [23]. Given that data quality can be subjective 
and dependent on context, various studies have speci-
fied context in relation to data quality [24–26]. Bolchini 
et  al. specify context by tailoring data that are relevant 
for a given particular use case [27]. Bolchini et al. further 
posit that the process of separating noise (information 
not relevant to a specific task) to obtain only useful infor-
mation, is not an easy task [27]. In this study, data clean-
ing is approached from a contextual standpoint, with the 
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intention of retaining only relevant data for subsequent 
secondary analyses.
Therefore, the aim of this study is to report on the 
method and results of a systematic and replicable data 
cleaning approach employed on routine HIV-indicator 
data reports gathered within DHIS2 from 2011 to 2018 
(8  year period), to be used for subsequent secondary 
analyses, using Kenya as a reference country case. This 
approach has specific applicability to the broadly imple-
mented DHIS2 national reporting system. Our approach 
is guided by a conceptual data-cleaning framework, with 
a focus on uncovering data quality issues often missed 
by existing automated approaches. From our evaluation, 
we provide recommendations on extracting and clean-
ing data for analyses from DHIS2, which could be of 
benefit to M&E teams within Ministries of Health and by 
researchers to ensure high quality data for analyses and 
decision-making.
Methods
Data cleaning and data quality assessment approaches
Data cleaning is defined as “the process used to deter-
mine inaccurate, incomplete, or unreasonable data 
and then improving the quality through correction of 
detected errors and omissions” [28]. Data cleaning is 
essential to transform raw data into quality data for pur-
poses such as analyses and data mining [29]. It is also an 
integral step in the knowledge discovery of data (KDD) 
process [30].
There exists various issues within the data, which 
necessitate cleaning in order to improve its quality [31–
33]. An extensive body of work exists on how to clean 
data. Some of the approaches that can be employed 
include quantitative or qualitative methods. Quantitative 
approaches employ statistical methods, and are largely 
used to detect outliers [34–36]. On the other hand, quali-
tative techniques use patterns, constraints, and rules 
to detect errors [37]. These approaches can be applied 
within automated data cleaning tools such as ARKTOS, 
AJAX, FraQL, Potter’s Wheel and IntelliClean [33, 37, 
38].
In addition, there are a number of frameworks used in 
assessment of data quality in health information systems, 
which can be utilized by countries with DHIS2. The Data 
Quality Review (DQR) tool developed in collaboration 
with WHO, Global Fund, Gavi and USAID/MEASURE 
Evaluation provides a standardized approach that aims at 
facilitating regular data quality checks [39]. Other tools 
for routine data quality assessments include the MEAS-
URE Evaluation Routine Data Quality Assessment Tool 
(RDQA) [40] and WHO/IVB Immunization Data Quality 
Self-Assessment (DQS) [41].
Some of the data quality categories (intrinsic, contex-
tual, representational and accessibility) [23], have been 
used in cleaning approaches as well as the data qual-
ity frameworks developed. A closer examination of the 
aforementioned approaches reveals focus on assessing 
intrinsic data quality aspects, which can be categorized 
further to syntactic quality (conformance to database 
rules) and semantic quality (correspondence or mapping 
to external phenomena) [42].
Moreover, while tools and approaches exist for data 
quality assessments as well as data cleaning, concerted 
efforts have been paced on assessment of health infor-
mation system data quality [39, 40], as opposed to clean-
ing approaches for secondary analyses, which are largely 
dependent on the context for data use [24]. Wang and 
Strong posited the need for considering data quality with 
respect to context of the tasks, which can be a challenge 
as tasks and context vary by user needs [23]. Therefore, 
specifying the task and relevant features for the task, can 
be employed for contextual data quality [23, 43].
With this in mind and based on our knowledge, no 
standard consensus-based approach exists to ensure that 
replicable and rigorous data cleaning approaches and 
documentation are applied on extracted DHIS2 data to be 
used in secondary analyses. As such, ad hoc data cleaning 
approaches have been employed for the extracted data 
prior to analyses [16–18]. Moreover, whereas some stud-
ies provide brief documentation of data cleaning proce-
dures used [19], others lack documentation, leaving the 
data cleaning approaches used undisclosed and behind-
the-scenes [20]. Failure to disclose approaches used 
makes it difficult to replicate data cleaning procedures, 
and to ensure that all types of anomalies are systemati-
cally addressed prior to use of data for analysis and deci-
sion-making. Furthermore, the approach used in data 
extraction and cleaning affects the analysis results [21].
Oftentimes, specific approaches are applied based on 
the data set and the aims of the cleaning exercise [10, 44, 
45]. Dziadkowiec et  al. used Khan’s framework to clean 
data extracted from relational database of an Electronic 
Health Records (EHR) (10). In their approach, intrinsic 
data quality was in our view considered in data clean-
ing with focus on syntactic quality issues (such as con-
forming to integrity rules). Miao et  al. proposed a data 
cleaning framework for activities that involve secondary 
analysis of an EHR [45], which in our view considered 
intrinsic data quality with focus on semantic quality (such 
as completeness and accuracy). Savik et  al. approached 
data cleaning in our view from a contextual perspective, 
which entailed preparing the dataset that is appropriate 
for the intended analysis [44].
In this study, we approach data cleaning from a con-
textual perspective, whereby only data fit for subsequent 
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analyses is retained. Based on our data set, our study’s 
data cleaning approach was informed by a conceptual 
data-cleaning framework proposed by Van den Broeck 
et  al. [21]. Van den Broeck et  al.’s framework was used 
because it provides a deliberate and systematic data 
cleaning guideline that is amenable to being tailored 
towards cleaning data extracted from DHIS2. This frame-
work presents data cleaning as a three-phase process 
involving repeated cycles of data screening, data diag-
nosis, and data editing of suspected data abnormalities. 
The screening process involves identification of lacking 
or excess data, outliers and inconsistencies and strange 
patterns [21]. Diagnosis involves determination of errors 
or missing data and any true extremes and true normal 
[21]. Editing involves correction or deleting of any iden-
tified errors [21]. The various phases in Van den Broeck 
et  al.’s framework have also been applied in various set-
tings [46, 47]. Human-driven approaches complemented 
by automatic approaches were also used in the various 
data cleaning phases in thus study. Human-involvement 
in data cleaning has also been advocated in other studies 
[35].
Study setting
This study was conducted in Kenya, a country in East 
Africa. Kenya adopted DHIS2 for use for its national 
reporting in 2011 [7]. The country has 47 administrative 
counties, and all the counties report a range of healthcare 
indicator data from care facilities and settings into the 
DHIS2 system. For the purposes of this study, we focused 
specifically on HIV-indicator data reported within Ken-
ya’s DHIS2 system, given that these are the most compre-
hensively reported set of indicators into the system.
Kenya’s DHIS2 has enabled various quality mecha-
nisms to deal with HIV data. Some of these include data 
validation rules, outlier analysis and minimum and maxi-
mum ranges, which have been implemented at the point 
of data entry. DHIS2 data quality tool is also an applica-
tion that was included in DHIS2 to supplement the in-
built data quality mechanisms [12]. Nonetheless it was 
not actively in use during our study period 2011–2018. 
The quality mechanisms as well as the DHIS2 quality tool 
consider intrinsic data quality aspects.
Data cleaning process
Adapting the Van den Broeck et al.’s framework, a step-
by-step approach was used during extraction and clean-
ing of the data from DHIS2. These steps are generic 
and can be replicated by others conducting robust data 
cleaning on DHIS2 for analyses. These steps are outlined 
below:
i Step 1—Outline the analyses or evaluation ques-
tions: Prior to applying the Van den Broeck et al.’s 
conceptual framework, it is important to identify the 
exact evaluations or analyses to be conducted, as this 
helps define the data cleaning exercise.
j Step 2—Description of data and study variables: This 
step is important for defining the needed data ele-
ments that will be used for the evaluation data set.
k Step 3—Create the data set: This step involves iden-
tifying the data needed and extracting data from rel-
evant databases to generate the final data set. Often-
times, development of this database might require 
combining data from different sources.
l Step 4—Apply the framework for data cleaning: Dur-
ing this step, the three data cleaning phases (screen-
ing, diagnosis, and treatment) in Van den Broeck et 
al.’s framework are applied on the data set created.
m Step 5—Analyze the data: This step provides a 
summary of the data quality issues discovered, the 
eliminated data after the treatment exercise, and the 
retained final data set on which analyses can then be 
done.
Application of data cleaning process: Kenya HIV‑indicator 
reporting case example
In this section, we present the application of the data 
cleaning sequence above using Kenya as case example. 
It is worth noting that in this study, the terms ‘program-
matic area report’ and ‘report’ are used interchangeably 
as they contain the same meaning given that a report rep-
resents a programmatic area, and contains a number of 
indicators.
Step 1: Outline the analyses or evaluation questions 
and goals
For this reference case, DHIS2 data had to undergo the 
data cleaning process prior to use of the data for an 
evaluation question on ‘Performance of health facili-
ties at meeting the completeness and timeliness facility 
reporting requirements by the Kenyan Ministry of Health 
(MoH)’. The goal was to identify the best performing and 
poor performing health facilities at reporting within the 
country, based on completeness and timeliness in sub-
mitting their reports into DHIS2.
This study only attempts to clean the data for further 
subsequent analyses. Thus, the actual analyses and eval-
uation will be conducted using the final clean data in a 
separate study.
Step 2: Description of data and study variables
HIV-indicator data in Kenya are reported into DHIS2 on 
a monthly basis by facilities offering HIV services using 
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the MOH-mandated form called “MOH 731- Compre-
hensive HIV/AIDS Facility Reporting Form” (MOH731). 
As of 2011–2018, MOH 731 consisted of six program-
matic areas representing six independent reports con-
taining HIV-indicators to be reported [see Additional 
file  1]. The six reports and the number of indicators 
reported in each include: (1) HIV Counselling and Test-
ing (HCT)—14 indicators; (2) Prevention of Mother-to-
Child transmission (PMTCT)—40 indicators; (3) Care 
and Treatment (CrT)—65 indicators; (4) Voluntary 
Medical Male Circumcision (VMMC)—13 indicators; (5) 
Post-Exposure Prophylaxis (PEP)—14 indicators; and (6) 
Blood Safety (BS)—3 indicators.
Each facility offering HIV services is expected to sub-
mit reports with indicators every month based on the 
type(s) of services offered by that facility. Monthly due 
date for all reports are defined by the MoH, and the infor-
mation on the expected number of reports per facility.
For our use case, we wanted to create a data set for sec-
ondary analyses, which was to determine performance 
of facilities at meeting the MoH reporting requirements 
(facility reporting completeness and timeliness of report-
ing). Hence, retain only facilities offering services for any 
of the six programmatic areas. Completeness in report-
ing by facilities within Kenya’s DHIS2 is measured as a 
continuous variable starting at 0% to 100% and identi-
fied within the system by a variable called ‘Reporting 
Rate (RR)’. The percentage RR is calculated automatically 
within DHIS2 as the actual number of reports submit-
ted by each facility into DHIS2 divided by the expected 
number of reports from the facility multiplied by100 
(Percentage RR = actual number of submitted reports/
expected number of reports * 100). Given that MOH731 
reports should be submitted by facilities on a monthly 
routine, the expected number of monthly reports per 
programmatic area per year is 12 (one report expected 
per month). It should be noted that this Reporting Rate 
calculation only looks at report submission and not the 
content within the reports. Given that facilities offer-
ing any of the HIV services are required to submit the 
full MOH731 form containing six programmatic area 
reports, zero (0) cases are reported for indicators where 
services are not provided, which appear as blank reports 
in DHIS2. As such, a report may be submitted as blank or 
have missing indicators but will be counted as complete 
(facility reporting completeness) simply because it was 
submitted. Timeliness is calculated based on whether 
the reports were submitted by the 15th day of the report-
ing month as set by the MoH. Timeliness is represented 
in DHIS2 as ‘Reporting Rate on Time (RRT)’ and is also 
calculated automatically. The percentage RRT for a facil-
ity is measured as a percentage of the actual number of 
reports submitted on time by the facility divided by the 
expected number of reports multiplied by 100 (Percent-
age RRT = actual number of reports submitted on time/
expected number of reports * 100). Annual reports were 
therefore generated from DHIS2 consisting of percentage 
Reporting Rate and Reporting Rate on Time, which were 
extracted per facility, per year.
Step 3: Create the data set
After obtaining Institutional Review and Ethics Commit-
tee (IREC) approval for this work, we set out to create 
our database from three data sources as outlined below:
(1) Data Extracted from DHIS2: Two sets of data were 
extracted from DHIS2 to Microsoft Office Excel 
(version 2016). For the first data set, we extracted 
variables from DHIS2 for all HIV programmatic 
area reports submitted from all health facilities in 
all 47 counties in Kenya between the years 2011 
and 2018, with variables grouped by year. Vari-
ables extracted from DHIS2 by year included: facil-
ity name, programmatic area report (e.g. Blood 
Safety), expected number of reports, actual number 
of submitted reports, actual number of reports sub-
mitted on time, cumulative Reporting Rate by year 
(calculated automatically in DHIS2) and cumula-
tive Reporting Rate on Time by year (calculated 
automatically in DHIS2) [see Additional file 2]. The 
extracted data for Reporting Rate and Reporting 
Rate on Time constituted to the annual reports in 
the six programmatic areas for years 2011–2018, for 
the respective health facilities.
 For the second data set, we extracted the HIV-indi-
cator data elements submitted within each annual 
programmatic area report by the health facilities for 
all the six programmatic areas for every year under 
evaluation [see Additional file 1].The annual report 
contained cumulative HIV-indicator data elements 
gathered in each programmatic area per facility, per 
year.
 In addition, extracting the aforementioned datasets 
from 2011 to 2018 resulted to repeated occurrence 
of the facility variable in the different years. For 
example, facilities registered in DHIS2 in 2011 will 
appear in subsequent years resulting to eight occur-
rences within the 8 years (2011–2018) per program-
matic area report (e.g. Blood Safety). These resulted 
to a facility containing the following variables per 
row: facility name, year, percentage Reporting Rate, 
and percentage Reporting Rate on Time for the six 
programmatic area reports. In this study, the facility 
data per row was referred to as ‘facility record’.
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(2) Facility Information: We augmented the DHIS2 
data with detailed facility information derived 
from Kenya Master Facility List (KMFL). This 
information included facility level (II–VI), facil-
ity type (such as dispensary, health center, medical 
clinic) and facility ownership (such as private prac-
tice, MoH-owned, owned by a non-governmental 
organization).
(3) Electronic Medical Record Status: We used the 
Kenya Health Information Systems (KeHIMS) list, 
which contains electronic medical records (EMR) 
implemented in health facilities in Kenya, to incor-
porate information on whether the facility had an 
EMR or not. Information from these three sources 
were merged into a single data set as outlined in 
Fig. 1.
Step 4: Application of the framework for data cleaning
Figure 2 outlines the iterative cleaning process we applied 
adapting Van den Broeck et al.’s framework. Data clean-
ing involved repeated cycles of screening, diagnosis, and 
treatment of suspected data abnormalities, with each 
cycle resulting in a new data set. Details of the data clean-
ing process is outlined in Fig. 2.
a) Screening phase
During the screening phase, five types of oddities need 
to be distinguished, namely: lack or excess of data; out-
lier (data falling outside the expected range); erroneous 
inliers; strange patterns in distributions and unexpected 
analysis results [21].
For determining errors, we used Reporting Rate and 
Reporting Rate on Time as key evaluation variables. 
Reporting Rate by itself only gives a sense of the pro-
portion of expected reports submitted but does not 
evaluate whether exact HIV-indicator data elements are 
included within each report. To evaluate completion of 
HIV-indicator data elements within each of the program-
matic area reports that were submitted, we created a new 
variable named ‘Cumulative Percent Completion (CPC)’. 
Using the annual report extracted for HIV-indicator 
data elements per facility, Cumulative Percent Comple-
tion was calculated by counting the number of non-blank 
values and dividing this by the total number of indica-
tors for each programmatic area. As such, if a facility has 
Fig. 1 Creation of the evaluation data set
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reported on 10 out of 40 indicators in an annual report, it 
will have 25 percent on completeness. Therefore, Cumu-
lative Percent Completion provides an aggregate annual 
summary of the proportion of expected indicator values 
that are completed within submitted reports. The results 
for Cumulative Percent Completion were then included 
as variables in the facility-records, described in step 3, 
section 1. This resulted to a facility-record containing the 
following variables per row: facility name, year, percent-
age Reporting Rate, percentage Reporting Rate on Time 
and Cumulative Percent Completion for the six program-
matic areas.
b Diagnostic phase
The diagnostic phase enables clarification of the true 
nature of the worrisome data points, patterns, and sta-
tistics. Van den Broeck et al. posits possible diagnoses 
for each data point as: erroneous, true extreme, true 
normal or idiopathic (no diagnosis found, but data 
still suspected to having errors) [21]. We used a com-
bination of Reporting Rate, Reporting Rate on Time 
and Cumulative Percent Completion to detect various 
types of situations (errors or no errors) for each facil-
ity per annual report (Table 1). Using the combination 
of Cumulative Percent Completion, Reporting Rate, 
and Reporting Rate on Time we were able to categorize 
the various types of situations to be used in diagnosis 
for every year a facility reported into DHIS2 (Table 1). 
In this table, “0” represents a situation where percent-
age is zero; “X” represents a situation where percent-
age is above zero; and “> 100%” represents a situation 
where percentage is more than 100. This data points 
Fig. 2 Repeated cycles of data cleaning
Table 1 Categorization of the various situations within DHIS2 and actions taken
a CPC cumulative percent completion, bRR reporting rate, cRRT reporting rate on time
Situation CPCa RRb RRT c Diagnosis Action
A 0 0 0 Nothing was reported by facilities during this period, signifying that the facility does 
not report to DHIS2. This could be a true normal
Facility records excluded
B 0 X X Submitted reports might be on time, but are empty. Can result from programs want-
ing to have full MOH731 submission even though they do not offer services in all 
the 6 programmatic areas—hence submitting empty reports from non-required 
programmatic areas
(Report is useless to decision-maker as it is empty)
Facility records excluded
C 0 X 0 Submitted reports are empty and not on time (Report is useless to decision-maker as 
it is empty and not on time)
Facility records excluded
D X 0 0 No values present for RR and RRT. However, the reports are not empty Facility records excluded
E X  > 100% X Erroneous records as percentage RR cannot go beyond 100 as this is not logically 
possible
Facility records excluded
F X  > 100%  > 100% Erroneous records percentage RR and RRT cannot go beyond 100 as this is not logi-
cally possible
Facility records excluded
G X X X Reports submitted on time with relevant indicators included. Ideal situation Facility records included
H X X 0 Submitted reports with data elements in them, but not submitted in a timely manner Facility records included
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were considered as erroneous records as the percentage 
reporting rate cannot go beyond 100 as this is not logi-
cally possible. Based on the values per each of the three 
variables, it was possible to diagnose the various issues 
within DHIS2 (Diagnosis Column).
For each programmatic area report (e.g. Blood 
Saftey) we categorized facilities by year and variables. 
All health facilities with an average Cumulative Per-
cent Completion, Reporting Rate, and Reporting Rate 
on Time of zero (0) across all reports were identified as 
not having reported for the year and were henceforth 
excluded – as demonstrated by examples of Facility A 
and B in Table 2.
Beyond categorization of the various situations by 
report type, facility and year as defined above, errors 
related to duplicates were also identified using two 
scenarios. The first scenario of duplicates included a 
situation where health facilities had similar attributes 
such as year, name and county, with different data for 
Reporting Rate and Reporting Rate on Time. The sec-
ond scenario of duplicates involves a situation where 
health facilities had similar attributes such as year, 
name and county, with similar data for Reporting Rate, 
and Reporting Rate on Time.
c Treatment phase
This is the final stage after screening and diagnosis, 
and entails deciding on the action point of the prob-
lematic records identified. Van den Broeck et  al. limit 
the action points to correcting, deleting or leaving 
unchanged [21]. Based on the diagnosis illustrated in 
Table  1, facility-records in  situation A-F were deleted 
hence excluded from the study. Duplicates identified in 
the scenarios mentioned were also excluded from the 
study. As such, for duplicates where health facilities 
had similar attributes such as year, name, and county, 
with different data for Reporting Rate, and Reporting 
Rate on Time, all entries were deleted. For duplicates 
where health facilities had similar attributes such as 
year, name, and county, with similar data for Reporting 
Rate, and Reporting Rate on Time, only one entry was 
deleted. Only reports in situation G and H were consid-
ered ideal for the final clean data set.
Step 5: Data analysis
The facility-records were then disaggregated to form six 
individual data sets representing each of the program-
matic areas containing the following attributes: facility 
name, year, Cumulative Percent Completion, percentage 
Reporting Rate and percentage Reporting Rate on Time, 
as well as the augmented data on facility information and 
EMR status. The disaggregation was because facilities 
offer different services and do not necessarily report indi-
cators for all the programmatic areas. SPSS was used to 
analyze the data using frequency distributions and cross 
tabulations in order to screen for duplication and outli-
ers. Individual health facilities with frequencies of more 
than eight annual reports for a specific programmatic 
area were identified as duplicates. The basis for this is 
that the maximum annual reports per specific program-
matic area for an individual health facility has to be eight, 
given that data was extracted within an eight-year period. 
From the cross tabulations, percentage Reporting Rate 
and percentage Reporting Rate on Time that were above 
100% were identified as erroneous records.
After the multiple iterations of data cleaning as per 
Fig. 2, where erroneous data were removed by situation 
type (identified in Table  1), a final clean data set was 
available and brought forward to be used in a separate 
study for subsequent secondary analyses (which include 
answering the evaluation question in step 1). At the end 
of the data cleaning exercise, we determined the per-
centage distribution of the various situation types that 
resulted in the final data set. The percentages were cal-
culated by dividing the number of facility-records in each 
situation type by the total facility-records in each pro-
grammatic area respectively, which was then multiplied 
by 100. As such, only data sets disaggregated into the six 
programmatic areas were included in the analysis. Using 
this analysis and descriptions from Table  1, we selected 
situation B, and situation D, in order to determine if there 
is a difference in distribution of facility records contain-
ing the selected situation types in the six programmatic 
areas across the 8 years (2011–2018).
This will enable comparing distribution of facility 
records by programmatic area categorized by situation B 
Table 2 Example of sectional illustration of first data set containing facility records
CPC cumulative percentage completion, RR-HCT reporting rate HIV counselling and testing, RRT reporting rate on time, BS blood safety, Avg average, ** remaining four 
reports with the same variable sequence
Year Organisation unit CPC‑HCT RR‑HCT RRT‑HCT CPC‑BS RR‑BS RRT‑BS ** Avg‑CPC Avg‑RR Avg‑RRT 
2016 Facility A 0 0 0 0 0 0 0 0 0 0
2016 Facility B 0 0 0 0 0 0 0 0 0 0
2017 Facility C 10 90 80 100 90 80 0 50 60 50
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and situation D. The data contains related samples and is 
not normally distributed. Therefore, a Friedman analysis 
of variance (ANOVA) was conducted to examine if there 
is a difference in distribution of facility reports by pro-
grammatic area across all years N = 8 (2011–2018) for the 
selected situation types. As such, the variables analyzed 
include year, situation type, programmatic area, and unit 
of analysis include number of records in each situation 
type for a programmatic area. The distribution of facility-
records was measured in all the six programmatic areas 
across the eight years and categorized by situation type. 
Wilcoxon Signed Rank Test were carried out as post hoc 
tests to compare significances in facility report distribu-
tion within the programmatic areas.
Below, we report on findings from the iterative data 
cleaning exercise and the resulting clean data set. The 
results further illustrate the value of the data cleaning 
exercise.
Results
Figure 3 reports the various facility records at each cycle 
of the data cleaning process and the number (proportion) 
of excluded facility-records representing data with errors 
at each cycle.
The proportion of the resultant dataset after removal 
of the various types of errors from the facility records 
is represented in Table  3. A breakdown of reporting by 
facilities in descending order based on facility records 
retained after cleaning in dataset 4 is as follows; 93.98% 
were retained for HIV Counselling and Testing (HTC), 
83.65% for Prevention of Mother to Child Transmission 
(PMTCT), 43.79% for Care and Treatment (CRT), 22.10% 
for Post Exposure Prophylaxis (PEP), 0.66% for Volun-
tary Medical Male Circumcision (VMMC), and 0.46% for 
Blood Safety (BS).
Situations where data was present in reports, but no 
values present for Reporting Rate and Reporting Rate 
on Time (Situation D); and scenarios with empty reports 
(Situation B) were analyzed (Fig. 4). This was in order to 
examine whether there are differences in distribution of 
facility records by programmatic area across the eight 
years, categorized by situation type. Most facilities sub-
mitted PEP empty reports (18.04%) based on data set 4 as 
shown in Fig. 4.
Overall Friedman Tests results for distribution of 
records with situation B and situation D in the various 
programmatic areas reveal statistically significant dif-
ferences in facility record distribution (p = 0.001) across 
the eight years. Specific mean rank results categorized by 
error type are described in subsequent paragraphs.
Friedman Tests results for empty reports (Situation 
B) reveal that PEP had the highest mean rank of 6.00 
compared to the other programmatic areas CT (3.50), 
PMTCT (4.88) CrT (2.00), VMMC (3.00), PEP and BS 
(1.63). Post hoc tests presented in Table 4 also reveal that 
PEP had higher distribution of facility records in  situa-
tion B (0XX) in all the eight years.
Friedman Tests results for distribution of records 
with situation D (X00) reveal that PMTCT and CrT 
had the highest mean rank of 5.88 and 5.13 respectively 
compared to the other programmatic areas CT (3.00), 
VMMC (3.06), PEP (2.88) and BS (1.06). Post hoc tests 
presented in Table  5 reveal that PMTCT and CrT had 
higher distribution of facility records in situation D (X00) 
in all the 8 years.
Discussion
Systematic data cleaning approaches are salient in iden-
tifying and sorting issues within the data resulting to a 
clean data set that can be used for analyses and decision-
making [21]. This study presents the methods and results 
of systematic and replicable data cleaning approach 
employed on routine HIV-indicator data reports in prep-
aration for secondary analyses.
For data stored in DHIS2, this study assumed that 
the inbuilt data quality mechanisms dealt with the pre-
defined syntactical data quality aspects such as validation 
rules. As such, the contextual approach to data cleaning 
was employed on extracted data from DHIS2 with the 
aim of distinguishing noise (data that are not relevant for 
intended use or of poor quality), from relevant data as 
presented by the various situations in Table  1. As dem-
onstrated in this study, identifying various issues within 
the data may require a human-driven approach as inbuilt 
data quality checking mechanisms within systems may 
not have the benefit of a particular knowledge. Further-
more, these human augmented processes also facilitated 
diagnosis of the different issues, which would have gone 
unidentified. For instance, our domain knowledge about 
health facility HIV reporting enabled us to identify the 
various situations described in Table  1. This entailed 
examining more than one column at a time of manually 
integrated databases and using the domain knowledge in 
making decisions on actions to take on the data set (treat-
ment phase). Similarly, Maina et  al. also used domain 
knowledge on maternal and child bearing programmes 
in adjusting for incomplete reporting [48].In addition, 
descriptive statistics such as use of cross tabulations and 
frequency counts complemented the human-driven pro-
cesses, in order to identify issue within the data such as 
erroneous records (screening phase).
The use of Cumulative Percent Completeness (CPC) 
in this study facilitated screening and diagnosis of prob-
lematic issues highlighted in similar studies that are con-
sistent with our findings. These include identifying and 
dealing with non-reporting facilities (situation A), and 
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non-service providing facilities (situation B and C) in a 
data set [19, 48]. This comes about as some of the reports 
extracted contain blanks, as DHIS2 is unable to record 
zeros as identified in other studies [16–19, 49]. As such, 
DHIS2 is unable to distinguish between missing values 
and true zero values. Therefore, facilities containing such 
Fig. 3 Data cleaning process
Page 11 of 15Gesicho et al. BMC Med Inform Decis Mak          (2020) 20:293  
records either are assumed to not be providing the par-
ticular service in question or are non-reporting facilities 
(providing services but not reporting or not expected to 
provide reports).
In most cases, such records are often excluded from 
the analyses [19, 48], as was the approach applied in this 
study. Furthermore, non-service providing facilities were 
excluded on the basis that they may provide inaccurate 
analyses for the evaluation question described in step1. 
This is on the basis that analyses may portray facilities as 
having good performance in facility reporting complete-
ness and timeliness; hence give a wrong impression as 
no services were provided in a particular programmatic 
area (situation B and C). As such, even though a report 
was submitted on time by a facility, it will not be of ben-
efit to a decision-maker as the report has no indicators 
(is empty). Nonetheless, it is worth noting that reporting 
facilities considered to be providing HIV services but had 
zero percent in timeliness were retained as these records 
were necessary for the subsequent analyses.
Maiga et  al. posit that non-reporting facilities are 
often assumed not to be providing any services given 
that reporting rates are often ignored in analyses [13]. 
With this in mind, this study considered various factors 
prior to exclusion of non-reporting facility records. This 
include identifying whether there were any successful 
report submissions in the entire year, and whether the 
submitted reports contained any data in the entire year. 
Therefore, facilities with records that did not meet this 
criteria (situation A, B, and C) were considered as non-
service providing in the respective programmatic areas.
Further still, another finding consistent with similar 
studies is that of identifying and dealing with incom-
plete reporting, which can be viewed from various per-
spectives. This can include a situation where a report 
for a service provided has been successfully submit-
ted but is incomplete [17, 19, 48]; or missing reports 
(expected reports have not been submitted consistently 
for all 12  months), hence making it difficult to identify 
whether services were provided or not, in months were 
Table 3 Proportion of  facility records (2011–2018) by  programmatic area in  the  various situations based on  facility 
records in dataset 4 (n = 42,007)
Situation-Detailed explanation of the various reporting situations within DHIS2 can be found in Table 1
Situation Facility records by programmatic area
HCT (%) PMTC (%) CrT (%) VMMC (%) PEP (%) BS (%)
B(0XX) 2.68 6.15 1.32 2.81 18.04 1.70
C(0X0) 0.75 0.75 0.32 1.13 0.76 0.19
D(X00) 0.66 1.97 1.66 0.78 0.71 0.09
G(XXX) 92.44 81.52 42.60 0.63 21.82 0.45
H(XX0) 1.57 2.13 1.20 0.03 0.28 0.01
Duplicates 0.02 0.00 0.01 0.00 0.00 0.00
Total facility records (based on data set 4) 100.00 100.00 100.00 100.00 100.00 100.00
Total facility records removed 6.02 16.35 56.21 99.34 77.90 99.54
Total facility records retained 93.98 83.65 43.79 0.66 22.10 0.46
Fig. 4 Distribution of facility records based on situation B (empty reports) and situation D against programmatic area
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reports were missing [48]. Whereas some studies retain 
these facility records, others opt to make adjustments for 
incomplete reporting. Maiga et al. posit that these adjust-
ments need to be made in a transparent manner when 
creating the new data set with no modifications made on 
the underlying reported data [13].
In this study, all facility records were included (situation 
G and H) irrespective of incomplete reporting, which was 
similar to the approach taken by Thawer et  al. [19]. On 
the other hand, Maina et  al. opted to adjust for incom-
plete reporting, apart from where missing reports were 
considered an indication that no services were provided 
[48]. Furthermore, a number of studies in DHIS2 have 
identified duplicate records [16, 18, 19], with removal or 
exclusion as the common action undertaken to prepare 
the data set for analyses. These findings thus demonstrate 
duplication as a prevalent issue within DHIS2 [16, 18, 19, 
49].
Table 4 Results for Wilcoxon signed rank test for distribution of records in situation B
PMTCT prevention of mother to child transmission, HCT HIV counselling and testing, PEP post-exposure prophylaxis, BS blood saftey, CrT care and treatment, VMMC 
voluntary medical male circumcision
Situation B ‑Empty reports (0XX)
Pairwise comparison 
by programmatic area
Wilcoxon signed ranks test 
(P value)
Wilcoxon signed ranks test 
(Z value)
Distribution of records in situation B based 
on pairwise comparison by programmatic 
area
PMTCT—HCT 0.012 − 2.521 Higher in PMTCT for 8 years
CrT—HCT 0.036 − 2.100 Lower in CrT for 6 years
PEP—HCT 0.012 − 2.521 Higher in PEP for 8 years
BS—HCT 0.012 − 2.524 Lower in BS for 8 years
CrT—PMTCT 0.017 − 2.521 Lower in CrT for 7 years
VMMC—PMTCT 0.012 − 2.521 Lower in VMMC for 8 years
PEP—PMTCT 0.012 − 2.521 Higher in PEP for 8 years
BS—PMTCT 0.012 − 2.524 Lower in BS for 8 years
VMMC—CrT 0.050 − 1.960 Higher in VMMC for 6 years
PEP—CrT 0.012 − 2.521 Higher in PEP for 8 years
PEP—VMMC 0.012 − 2.521 Higher in PEP for 8 years
BS—VMMC 0.012 − 2.524 Lower in BS for 8 years
BS—PEP 0.012 − 2.521 Lower in BS for 8 Years
Table 5 Results for Wilcoxon signed rank test for distribution of facility records in situation D (X00)
PMTCT prevention of mother to child transmission, HCT HIV counselling and testing, CrT care and treatment, PEP post-exposure prophylaxis, BS blood safety, VMMC 




Wilcoxon signed ranks test 
(P value)
Wilcoxon signed ranks test 
(Z value)
Distribution of records in situation D based 
on pairwise comparison by programmatic 
area
PMTCT—HCT 0.012 − 2.521 Higher in PMTCT for 8 years
CrT—HCT 0.012 − 2.521 Higher in CrT for 8 years
BS—HCT 0.012 − 2.524 Lower in BS for 8 years
VMMC—PMTCT 0.012 − 2.521 Lower in VMMC for 8 years
PEP—PMTCT 0.012 − 2.521 Lower in PEP for 8 years
BS—PMTCT 0.012 − 2.521 Lower in BS for 8 years
VMMC—CrT 0.012 − 2.524 Lower in VMMC for 8 years
PEP—CrT 0.012 − 2.527 Lower in PEP for 8 years
BS—CrT 0.012 − 2.524 Lower in BS for 8 years
BS—VMMC 0.018 − 2.375 Lower in BS for 8 years
BS—PEP 0.012 − 2.524 Lower in BS for 8 years
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Whereas studies using DHIS2 data have found it nec-
essary to clean the extracted data prior to analyses [16, 
18, 19], transparent and systematic approaches are still 
lacking in literature [20]. Given that contexts were data 
is being used vary, there is no one-size fits all solution to 
data cleaning, considering the many existing approaches 
as well as the subjective component of data quality [25, 
26]. As such, transparent and systematic documentation 
of procedures is valuable as it also increases the validity 
in research [21]. Moreover, existing literature advocates 
the need for clear and transparent description of data set 
creation and data cleaning methods [9, 21, 22]. Therefore, 
the generic five-step approach developed in this study is a 
step toward the right direction as it provides a systematic 
sequence that can be adopted for cleaning data extracted 
from DHIS2.
In addition, the statistical analysis employed such as 
non-parametric tests provide an overview of distribution 
of facility records containing quality issues within the 
various programmatic areas, hence necessitating need for 
further investigations where necessary. These statistics 
also provided a picture of the most reported program-
matic areas, which contain data within their reports.
Moreover, as revealed in the screening, diagnosis and 
treatment phases presented in this paper, data clean-
ing process can be time consuming. Real-world data 
such as the DHIS2 data and merging of real-world data 
sets as shown in this paper may be noisy, inconsist-
ent and incomplete. In the treatment stage, we present 
the actions taken to ensure that only meaningful data 
is included for subsequent analysis. Data cleaning also 
resulted to a smaller data set than the original as dem-
onstrated in the results [29]. As such, the final clean data 
set obtained in this study is more suitable for its intended 
use than in its original form.
A limitation in this study was inability to determine 
the causality of some of the issues encountered. Whereas 
quality issues are in part attributed to insufficient skills 
or data entry errors committed at the facility level [14], 
some of the issues encountered from our findings (such 
as duplication, situation E and F) are assumed to be 
stemming from within the system. Nonetheless, there is 
need for further investigation on causality. In addition, 
given that situation D was identified as a result of merg-
ing two data sets extracted from DHIS2, it was expected 
that if reports contain indicator data, then their respec-
tive Reporting Rate and Reporting Rate on Time should 
be recorded. Nonetheless, it was also not possible within 
the confines of this study to identify the causality for situ-
ation D. As such, further investigations are also required.
In addition, there are also limitations with human aug-
mented procedures as human is to error especially when 
dealing with extremely large data sets as posited by other 
studies [24]. Moreover, data cleaning for large data sets 
can also be time consuming. Nonetheless, identifying 
and understanding issues within the data using a human-
driven approach provides better perspective prior to 
developing automatic procedures, which can then detect 
the identified issues. Therefore, there is need for devel-
oping automated procedures or tools for purposes of 
detecting and handling the different situation types in 
Table 1.
DHIS2 incorporated a quality tool, which used a simi-
lar concept as that used in calculating Cumulative Per-
cent Completion in this study, to flag facilities with more 
than 10 percent zero or missing values in the annual 
report [12]. Based on this, we recommend that facilities 
with 100 percent zero or missing values also be flagged 
in the annual report in order to identify empty reports, 
as well situation where Reporting Rate on Time is zero in 
the annual report. Further still automated statistical pro-
cedures can be developed within the system to perform 
various analyses such as calculating the number of empty 
reports submitted by a facility for a sought period of time, 
per programmatic area. This could provide beneficial 
practical implications such as enabling decision-makers 
to understand the frequency of provision of certain ser-
vices among the six programmatic areas within a particu-
lar period among health facilities. We also recommend 
for measures to be established within DHIS2 implemen-
tations to ensure that cases reported as zero appear in 
DHIS2.
Such findings could be used to improve the quality of 
reporting. Automatic procedures should also be accom-
panied by data visualizations, and analyses, integrated 
within the iterative process in order to provide insights 
[35]. In addition, user engagement in development of 
automatic procedures and actively training users in iden-
tifying and discovering various issues within the data 
may contribute to better quality of data [35, 37].
Conclusion
Comprehensive, transparent and systematic reporting of 
cleaning process is important for validity of the research 
studies [21]. The data cleaning included in this article was 
semi-automatic. It complemented the automatic proce-
dures and resulted in improved data quality for data use 
in secondary analyses, which could not be secured by the 
automated procedures solemnly. In addition, based on 
our knowledge, this was the first systematic attempt to 
transparently report on the developed and applied data 
cleaning procedures for HIV-indicator data reporting 
in DHIS2 in Kenya. Furthermore, more robust and sys-
tematic data cleaning processes should be integrated to 
current inbuilt DHIS2 data quality mechanisms to ensure 
highest quality data.
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Evaluating performance of health care 
facilities at meeting HIV-indicator reporting 
requirements in Kenya: an application 
of K-means clustering algorithm
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Abstract 
Background: The ability to report complete, accurate and timely data by HIV care providers and other entities is a 
key aspect in monitoring trends in HIV prevention, treatment and care, hence contributing to its eradication. In many 
low-middle-income-countries (LMICs), aggregate HIV data reporting is done through the District Health Information 
Software 2 (DHIS2). Nevertheless, despite a long-standing requirement to report HIV-indicator data to DHIS2 in LMICs, 
few rigorous evaluations exist to evaluate adequacy of health facility reporting at meeting completeness and timeli-
ness requirements over time. The aim of this study is to conduct a comprehensive assessment of the reporting status 
for HIV-indicators, from the time of DHIS2 implementation, using Kenya as a case study.
Methods: A retrospective observational study was conducted to assess reporting performance of health facili-
ties providing any of the HIV services in all 47 counties in Kenya between 2011 and 2018. Using data extracted from 
DHIS2, K-means clustering algorithm was used to identify homogeneous groups of health facilities based on their 
performance in meeting timeliness and completeness facility reporting requirements for each of the six program-
matic areas. Average silhouette coefficient was used in measuring the quality of the selected clusters.
Results: Based on percentage average facility reporting completeness and timeliness, four homogeneous groups of 
facilities were identified namely: best performers, average performers, poor performers and outlier performers. Apart 
from blood safety reports, a distinct pattern was observed in five of the remaining reports, with the proportion of 
best performing facilities increasing and the proportion of poor performing facilities decreasing over time. However, 
between 2016 and 2018, the proportion of best performers declined in some of the programmatic areas. Over the 
study period, no distinct pattern or trend in proportion changes was observed among facilities in the average and 
outlier groups.
Conclusions: The identified clusters revealed general improvements in reporting performance in the various report-
ing areas over time, but with noticeable decrease in some areas between 2016 and 2018. This signifies the need for 
continuous performance monitoring with possible integration of machine learning and visualization approaches into 
national HIV reporting systems.
Keywords: K-means clustering, Completeness, Timeliness, Performance, DHIS2
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Background
The Human Immunodeficiency Virus (HIV) epidemic 
remains a challenge globally with highest infected num-
bers found in countries in East and Southern Africa, 
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which accounted for an estimated 20.7 million infected 
individuals in 2019 [1]. Efforts to eradicate the HIV 
epidemic have seen affected countries in low-middle-
income-countries (LMICs) receive substantial sup-
port from donors and multilateral global organizations 
in order to scale-up HIV services such as antiretroviral 
therapy (ART), prevention of mother-to-child transmis-
sion (PMTCT) of HIV, and HIV testing and counselling 
(HTC) [2]. This has brought about the need to strengthen 
strategic information on HIV. Health Management 
Information Systems (HMIS), through better data qual-
ity, improves decision-making such as informing policy, 
measuring program effectiveness, advocacy and resource 
allocation [3]. Ministries of Health (MoH) and donor 
organizations require facilities providing HIV services to 
report several aggregated HIV-indicators as part of Mon-
itoring and Evaluation (M&E) program [4, 5].
The scale-up of HIV services has contributed to 
strengthening of HMIS in many low-middle-income-
countries, resulting in improved availability of routinely 
generated HIV aggregate indicator data from health facil-
ities to the national level [6]. HIV indicator data typically 
comes from aggregation of monthly reports generated 
by various facilities that are collated in summary forms 
and submitted to an aggregate-level HMIS or reporting 
system [6]. One such national-level data aggregation sys-
tem is the District Health Information Software Version 
2 (DHIS2), which has been adopted by many LMICs [7].
Aggregate data stored in systems such as DHIS2 are 
only as good as their quality [8]. Therefore, the ability to 
report complete, accurate and timely data by HIV care 
providers and other entities is a key aspect in monitoring 
trends in HIV care. Various approaches to evaluating data 
quality have been proposed such as desk reviews, data 
verification or system assessments across the following 
data quality dimensions; completeness, timeliness, inter-
nal consistency of reported data, external comparisons 
and external consistency of population data [9]. Evalua-
tions on quality of indicator reporting leveraging some of 
these approaches have previously been conducted within 
DHIS2 based on various data quality dimensions [10–
14].Nonetheless, despite a long-standing requirement to 
report HIV indicator data to DHIS2 in LMICs, few rig-
orous evaluations exist to evaluate adequacy of health 
facility reporting at meeting completeness and timeliness 
requirements over time.
Rigorous reporting by facilities into DHIS2 over time is 
imperative to identify changes in trends and implement 
timely interventions [14]. In this study, we aim to leverage 
on machine learning algorithms as well as data visualiza-
tion approaches to conduct a comprehensive assessment 
of the reporting performance for HIV-indicators at the 
national-level by facilities using completeness and timeli-
ness indicators, with Kenya as a case study.
Methods
Related works
Table  1 illustrates some of the related studies that have 
extracted data from DHIS2 in order to evaluate perfor-
mance at meeting the various dimensions of data qual-
ity. In addition, data from these studies was gathered 
from various time periods as well as various areas within 
health care such as malaria.
Whereas our study focused on facility reporting com-
pleteness and timeliness of HIV-indicators for the period 
of 2011 to 2018, the difference compared with the other 
studies is leveraging of the k-means clustering algorithm.












Bhattacharya et al. [10] X X X X X Extracted priority maternal and neonatal health 
indicators
Data gathered from July 2016 to June 2017
Githinji et al. [11] X X – – – Extracted malaria indicator data
Data gathered from 2011–2015
Adokiya et al. [12] X – X – – Extracted disease surveillance and response 
reports
Data gathered from 2012 and 2013
Nisingizwe et al. [14] X X – X – Extracted health management information 
systems data for selected indicators
Data gathered from 2008–2012
Kiberu et al. [13] X – X – Extracted inpatient and outpatient data
Data gathered from 2011/12 and after 2012/13
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Study setting
This study was conducted in Kenya, a sub-Saharan 
country made up of 47 counties. Administratively, 
the health care service delivery system has six levels, 
namely: community, dispensary, health center, dis-
trict hospital, provincial hospital, and national referral 
hospital [15]. Kenya adopted the DHIS2 in 2011 at the 
national level for aggregation of health data across dif-
ferent levels of the health system [16, 17].
Study design
A retrospective observational study was conducted in 
order to identify reporting performance over time by 
health facilities in meeting completeness and timeliness 
reporting requirements.
Data source
Data for facilities reporting completeness and timeli-
ness between the years 2011 and 2018 were extracted 
from the DHIS2 in Kenya. DHIS2 is a web-based open-
source health management information system devel-
oped for purposes of collecting aggregate level data 
routinely generated across health facilities in various 
countries [7, 16]. DHIS2 also supports various activi-
ties and contains modules for processes such as data 
management and analytics, which contain features for 
data visualization, charts, pivot tables and dashboards 
[18]. It is also currently in use by ministries of health in 
over 70 countries [19]. In Kenya, DHIS2 was rolled out 
nationally in the year 2011 [16]. Reporting complete-
ness and timeless data were extracted from Kenya’s 
DHIS2 for all facilities in all the 47 counties in Kenya. 
Systematic procedures were used in cleaning the data 
using a generic five-step approach as outlined in Gesi-
cho et  al. [20]. Data used were only for facilities that 
offered one or more of the outlined HIV services that 
required reporting, namely: (1) HIV testing and coun-
selling (HTC), (2) Prevention of Mother to Child Trans-
mission (PMTCT), (3) Care and Treatment (CRT), (4) 
Voluntary Medical Male Circumcision (VMMC), (5) 
Post-Exposure Prophylaxis (PEP) and (6) Blood Safety 
(BS). These data were derived based on the MOH 731 
Comprehensive HIV/AIDS facility-reporting form, 
which is the major monthly HIV summary report 
required by the MOH in Kenya and used by health 
facilities for reporting of HIV-indicators into DHIS2. It 
is worth noting that health facilities are not required to 
report on indicators for all the six programmatic areas, 
but only those for which they provide services. As such, 
there are variations in number of facilities (n) in the 
various programmatic reporting areas.
Measures
Facility reporting completeness and timeliness
Percentage completeness in facility reporting is calcu-
lated automatically within Kenya’s DHIS2 and is defined 
as the number of actual monthly reports received divided 
by the expected number of reports in a given year. Per-
centage timeliness in facility reporting is also calculated 
automatically within Kenya’s DHIS2 and is defined as the 
number of actual monthly reports received on time (by 
the 15th of every month) divided by the expected num-
ber of reports in a given year. Facility reporting com-
pleteness and timeliness were selected as indicators for 
assessing reporting performance as they were readily 
available within DHIS2 for the eight year period covered 
by the study.
Outcome measures
The primary outcome of interest consisted of identify-
ing the performance in reporting by health facilities over 
time (2011–2018), with facilities put into various perfor-
mance clusters and performance evaluated in the various 
programmatic areas.
Data analysis
K-means algorithm was preferred due to its efficiency 
and suitability in pattern recognition, its simplicity, 
ease of implementation as well as its empirical success 
[21]. K-means algorithm is a non-hierarchical proce-
dure where k represents the number of clusters, which 
need to be specified prior to any clustering [22]. Given 
that K-means algorithm uses unsupervised learning, the 
idea was to group the health facilities into k homogene-
ous groups based on their performance in completeness 
and timeliness, in each of the six programmatic areas for 
each of the study years. Based on the data set and pur-
pose of this study, we used the average silhouette coef-
ficient, which is an intrinsic method of measuring the 
quality of a cluster [23]. The average value of the silhou-
ette coefficient ranges between − 1 (least preferable value 
indicating poor structure) and + 1 (most preferable value 
indicating good structure). According to Kaufman and 
Rousseeuw, average silhouette measure that is greater 
than + 0.5 indicates reasonable partitioning of data, 
whereas greater than + 0.7 indicates a strong partition-
ing [24]. On the other hand average silhouette measures 
lower than + 0.5 indicate a weak or artificial partitioning, 
whereas below + 0.2 indicates no clusters can be exhib-
ited from the data [24].
In order to determine the number of clusters (k) to be 
generated, the Euclidean distance measure was applied 
and k was specified within a set of values [21, 25]. The 
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range of k values was then iteratively re-run with two val-
ues of k (k = 3 and k = 4) and inspecting the average cor-
responding silhouette values [26].
The proportion of facilities in the various cluster 
groups was then determined by calculating the percent-
age number of facilities in a particular cluster group out 
of the total facilities in that particular year. To illustrate 
the average performance of facilities within the various 
cluster groups, we developed a scatter chart visualiza-
tion using Tableau [27]. In addition, HTC programmatic 
area was used as an illustrative example for the visualiza-
tion, given that it is one of the most reported program-
matic areas. Figures and tables were developed using 
Microsoft Word and Excel (Microsoft Office Version 
18.2008.12711.0). All analyses were performed using 
SPSS [28]. A summary of the methods is illustrated in 
Fig. 1.
Results
Results from the silhouette coefficient average measures 
for each reporting area are presented in Table  2. The 
results ascertain that the average silhouette values for 
both k = 3 and k = 4 produce reasonable to strong par-
titioning except for 2011 under CRT where the values 
for k = 3 where below 0.5, hence k = 4 was used in this 
case. Therefore, based on method criteria and interpret-
ability of the data set, either k = 3 and k = 4 were used 
where reasonable to strong partitions were identified in 
the average silhouette measures. As such, k = 4 was used 
when more variation could be provided in the data from 
four clusters, and k = 3 was used when three clusters pro-
vided more variation than four clusters. For VMMC and 
PEP programmatic areas, the number of health facilities 
was not enough to conduct cluster analysis in the year 
2011.
The four clusters were characterized based on health 
facility performance as follows:
Best performers This cluster consisted of health facili-
ties that had the highest percentage in reporting 
completeness and timeliness in a particular reporting 
year.
Average performers This cluster consisted of health 
facilities that had lower percentage in reporting 
completeness and timeliness compared to best per-
formers in a particular year.
Poor performers This cluster consisted of health 
facilities with lowest percentage in reporting com-
pleteness and timeliness in a particular year.
Outlier performers This cluster consisted of health 
facilities with high percentage in completeness com-
pared to average performers, but with low percentage 
in timeliness in that particular year.
Performance was therefore categorized per year 
by cluster. As such, the average percentage reporting 
completeness and timeliness for a particular cluster 
group may vary by year. It is worth noting that there 
were no clusters with low completeness and high time-
liness as reports cannot be on time if they were not 
submitted in the first place. Detailed results by clus-
ter for each reporting programmatic area are outlined 
below.
In Table 3 and Fig. 2, we present the segmentation of 
facilities based on performance cluster groups according 
to the HTC programmatic area. As such, Table 3 includes 
the average percentage for facility reporting complete-
ness and timeliness for each cluster group in HTC for the 
number of facilities (n) in a particular year.
Figure  2 consists of a graphical presentation of the 
proportion of facilities in each cluster group per year for 
HTC. Based on performance trends presented in Fig. 2, 
the proportion of best performing facilities accounted 
for 72.55% in 2016, which was a progressive increase 
from 31.50% in 2012. Nonetheless, in 2017 and 2018 the 
proportion of best performing facilities accounted for 
58.30% and 51.08% respectively, which was a progres-
sive decrease from 72.55% in 2016. On the other hand, 
the proportion of poor performing facilities accounted 
for 3.40% in 2016, which was a progressive decrease from 
74.93% in 2011. However, the proportion of poor per-
forming facilities accounted for 13.49% in 2018, which 
was a progressive increase from 3.40% in 2016.
The proportion of average and outlier performing facil-
ities varied in the different years with no steady trend. 
Nonetheless, in the latter years, the proportion of average 
performing facilities accounted for 20.02% in 2018, which 
was a progressive increase from 6.00% in 2016. On the 
other hand, proportion of outlier performers accounted 
for 15.40% in 2018, which was a decrease from 18.02% in 
2017.
In Table 4 and Fig. 3, we present the segmentation of 
facilities based on performance cluster groups accord-
ing to the PMTCT programmatic area. As such, Table 4 
includes the average percentage for facility reporting 
completeness and timeliness for each cluster group in 
PMTCT for the number of facilities (n) in a particular 
year.
Figure  3 consists of a graphical presentation of the 
proportion of facilities in each cluster group per year 
for PMTCT. Based on performance trends presented 
in Fig.  3, the proportion of best performing facilities 
accounted for 74.01% in 2015, which was a progressive 
increase from 18.80% in 2011. Nonetheless, in 2018 the 
proportion of best performing facilities accounted for 
47.15%, which was a progressive decrease from 74.01% 
in 2015. On the other hand, the proportion of poor 
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performing facilities accounted for 3.66% in 2015, which 
was a progressive decrease from 77.07% in 2011. How-
ever, in 2018 the proportion of poor performing facilities 
accounted for 14.61%, which was a progressive increase 
from 3.66% in 2015.
The proportion of average and outlier performing facil-
ities varied in the different years with no steady trend. 
Nonetheless, for the latter years, proportion of average 
performing facilities accounted for 20.34% in 2018, which 
was an increase from 17.19% in 2017. On the other hand, 
proportion of outlier performers accounted for 17.90% in 
2018, which was an increase from 3.65% in 2016.
In Table 5 and Fig. 4, we present the segmentation of 
facilities based on performance cluster groups according 
Fig. 1 Summary of methods
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to the CRT programmatic area. As such, Table 5 includes 
the average percentage for facility reporting complete-
ness and timeliness for each cluster group in CRT for the 
number of facilities (n) in a particular year.
Figure  4 consists of a graphical presentation of the 
proportion of facilities in each cluster group per year for 
CRT. Based on performance trends presented in Fig.  4, 
the proportion of best performing facilities accounted for 
75.49% in 2016, which was a progressive increase from 
5.65% in 2011. Nonetheless, in 2018 the proportion of 
best performing facilities accounted for 53.24%, which 
was a progressive decrease from 75.49% in 2016. On the 
other hand, the proportion of poor performing facili-
ties accounted for 2.99% in 2016, which was a progres-
sive decrease from 71.75% in 2011. However, in 2018 the 
proportion of poor performing facilities accounted for 
17.47%, which was a progressive increase from 2.99% in 
2016.
The proportion of average and outlier performing facil-
ities varied in the different years with no steady trend. 
Nonetheless, for the latter years the proportion of aver-
age performing facilities accounted for 24.81% in 2018, 
which was an increase from 7.06% in 2016. On the other 
hand, proportion of outlier performers accounted for 
4.48% in 2018, which was a progressive decrease from 
14.46% in 2016.
In Table 6 and Fig. 5, we present the segmentation of 
facilities based on performance cluster groups accord-
ing to the VMMC programmatic area. As such, Table 6 
includes the average percentage for facility reporting 
completeness and timeliness for each cluster group in 
VMMC for the number of facilities (n) in a particular 
year.
Figure  5 consists of a graphical presentation of the 
proportion of facilities in each cluster group per year 
for VMMC. Based on performance trends presented 
in Fig.  5, the proportion of best performing facilities 
accounted for 54.35% in 2016, which was a progressive 
increase from 8.70% in 2013. Nonetheless, in 2018 the 
proportion of best performing facilities accounted for 
17.31%, which was a progressive decrease from 54.35% 
in 2016. On the other hand, the proportion of poor per-
forming facilities accounted for 13.04% in 2016, which 
was a progressive decrease from 39.13%% in 2013. How-
ever, in 2017 and 2018 the proportion of poor performing 
facilities accounted for 21.88% and 21.15%, which was a 
progressive increase from 13.04% in 2016.
The proportion of average and outlier performing facil-
ities varied in the different years with no steady trend. 
Table 2 Average of the Silhouette of a k-means clustering when k = 3 and k = 4
a There are not enough valid cases to conduct the specified cluster analysis
b In the data, there is insufficient variation to honor the four clusters specified. The number of clusters is reduced to 3
Average silhouette measures
HTC PMTCT CRT 
Year K = 3 K = 4 Year K = 3 K = 4 Year K = 3 K = 4
 2011 0.800 0.775 2011 0.674 0.706 2011 0.368 0.582
 2012 0.526 0.563 2012 0.585 0.588 2012 0.556 0.599
 2013 0.659 0.648 2013 0.654 0.632 2013 0.637 0.618
 2014 0.669 0.669 2014 0.676 0.666 2014 0.692 0.663
 2015 0.737 0.709 2015 0.649 0.711 2015 0.710 0.705
 2016 0.749 0.754 2016 0.791 0.774 2016 0.708 0.710
 2017 0.685 0.673 2017 0.699 0.677 2017 0.696 0.700
 2018 0.593 0.714 2018 0.689 0.707 2018 0.654 0.701
VMMC PEP BS
Year K = 3 K = 4 Year K = 3 K = 4 Year K = 3 K = 4
2011 a a 2011 0.704 0.679 2011 a a
2012 1.00 b 2012 0.593 0.605 2012 0.734 0.730
2013 0.64 0.669 2013 0.639 0.629 2013 0.732 0.687
2014 0.634 0.661 2014 0.675 0.667 2014 0.712 0.650
2015 0.733 0.681 2015 0.682 0.673 2015 0.617 0.641
2016 0.708 0.699 2016 0.696 0.665 2016 0.719 0.680
2017 0.765 0.733 2017 0.621 0.611 2017 0.577 0.637
2018 0.657 0.636 2018 0.650 0.673 2018 0.610 0.607
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0.00 16.63 2.91 21.30 80.47 45.65 16.11 46.17
Year 2013 2014
Cluster group Best n = 3219 Average 
n = 806
Poor n = 437 Outlier 
n = 427
Best n = 3837 Average 
n = 568








89.55 57.33 21.63 43.00 92.96 62.42 23.02 54.06
Year 2015 2016
Cluster group Best n = 3916 Average 
n = 1172
Poor n = 296 Outlier n = 282 Best n = 4376 Average 
n = 362
Poor n = 205 Outlier 
n = 1089
MOH 731-1 HTC 
completeness
99.40 88.30 34.57 93.09 99.34 69.15 31.47 91.29
MOH 731-1 HTC 
timeliness
96.33 71.71 27.45 33.45 95.89 51.07 20.29 74.04
Year 2017 2018
Cluster group Best n = 3698 Average 
n = 1164
Poor n = 338 Outlier 
n = 1143
Best n = 3403 Average 
n = 1334



















2011 2012 2013 2014 2015 2016 2017 2018
Proportion of facilities in the HTC performance cluster groups by year  (2011 to 2018 )
Best  performers Average performers Poor performers Outlier performers
Fig. 2 HTC performance trend based on proportion of facilities by year
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Nonetheless, for the latter years, the proportion of aver-
age performing facilities accounted for 25.00% in 2018, 
which was an increase from 15.63% in 2017. On the other 
hand, proportion of outlier performers accounted for 
36.54% in 2018, which was a progressive increase from 
10.87% in 2016.
In Table 7 and Fig. 6, we present the segmentation of 
facilities based on performance cluster groups according 
to the PEP programmatic area. As such, Table 7 includes 
the average percentage for facility reporting complete-
ness and timeliness for each cluster group in PEP for the 
number of facilities (n) in a particular year.
Figure 6 consists of a graphical presentation of the pro-
portion of facilities in each cluster group per year for PEP. 
Based on performance trends presented in Fig.  6, the 
proportion of best performing facilities accounted for 
66.76% in 2015, which was a progressive increase from 
2.99% in 2011. Nonetheless, in 2018 the proportion of 
best performing facilities accounted for 51.24%, which 
was a decrease from 66.01% in 2017. On the other hand, 
the proportion of poor performing facilities accounted 
for 3.91% in 2016, which was a progressive decrease from 
17.76% in 2013. However, in 2018 the proportion of poor 
performing facilities accounted for 18.59%, which was a 
progressive increase from 3.91% in 2016.
Table 4 Prevention of  Mother to  Child Transmission (PMTCT)—health facility (n) segmentation based on  performance 
clusters
Year 2011 2012
Cluster group Best n = 132 Average n = 20 Poor n = 541 Outlier n = 9 Best n = 1052 Average 
n = 1230








18.64 4.58 2.81 18.52 80.87 45.55 16.20 47.33
Year 2013 2014
Cluster group Best n = 2277 Average 
n = 1188
Poor n = 527 Outlier n = 444 Best n = 2737 Average 
n = 1210








92.11 63.53 26.11 29.70 92.31 59.29 24.02 14.54
Year 2015 2016
Cluster group Best n = 3785 Average n = 517 Poor n = 187 Outlier n = 625 Best n = 2732 Average 
n = 1156








91.22 61.72 21.97 38.76 95.42 72.36 25.98 38.46
Year 2017 2018
Cluster group Best n = 3456 Average n = 944 Poor n = 348 Outlier n = 744 Best n = 2685 Average 
n = 1259








91.54 58.59 26.55 54.52 86.72 48.22 22.65 63.20
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The proportion of average and outlier performing facil-
ities varied in the different years with no steady trend. 
Nonetheless, for the latter years the proportion of aver-
age performing facilities accounted for 28.76% in 2018, 
which was an increase from 17.09% in 2017. On the other 
hand, proportion of outlier performers accounted for 
1.41% in 2018, which was a progressive decrease from 
24.78% in 2016.
In Table 8 and Fig. 7, we present the segmentation of 
facilities based on performance cluster groups according 
to the BS programmatic area. As such, Table 8 includes 
the average percentage for facility reporting complete-
ness and timeliness for each cluster group in BS for the 
number of facilities (n) in a particular year.
Figure 7 consists of a graphical presentation of the pro-
portion of facilities in each cluster group per year for BS. 
Based on performance trends presented in Fig.  7, the 
proportion of best performing facilities accounted for 
26.67% in 2015 and 2016, which was a decrease from 
33.33% in 2014. Nonetheless, in 2018 the proportion of 
best performing facilities accounted for 15.38%, which 
was a decrease from 32.00% in 2017. On the other hand, 
the proportion of poor performing facilities accounted 
for 20.00% in 2015 and 2016, which was a progressive 
decrease from 43.48% in 2011. However, in 2017 the 
proportion of poor performing facilities accounted for 
24.00%, which was an increase from 2016. For the lat-
ter years, the proportion of average performing facilities 
accounted for 28.00% in 2017 and 38.46% in 2018. On the 
other hand, proportion of outlier performers accounted 
for 16.00% in 2017 and 23.08% 2018. Nonetheless, there 
have been a general progressive decrease in facilities sub-
mitting BS indicators from 2013 to 2018.
Scatter chart visualization of HTC performance clusters
In this section, we present an interactive visual represen-
tation of performance cluster groups using scatter charts. 
As an illustrative example using performance report-
ing of the HTC programmatic area, Fig. 8 demonstrates 
the visualization of the average performance of facilities 
by county for the period 2011 to 2018. Each of the four 
performance cluster groups are represented using a simi-
lar color approach in Figs. 2, 3, 4, 5, 6 and 7. Each point 
contains the following attributes: name of county, num-
ber of facilities represented in that county, and the aver-
age completeness and timeliness for the facilities, which 
are displayed upon hovering the mouse on a point. For 
example, a green point may represent the average com-
pleteness and timeliness for the number of facilities in 
Nairobi county, which were in the best performing clus-
ter in a particular year. This scenario is replicated for 
other counties and performance clusters. It is worth not-
ing that facilities represented in each point are of varying 
characteristics such as type (hospital, health center), and 
ownership (private, public), hence are clustered based on 
performance. As such, the points in the scatter chart vis-
ualization provide a clear illustration of the four perfor-
mance cluster groups and their behavior over time. For 
instance, the initial year of reporting shows only few clus-
ters. Nonetheless, as reporting increases with time, more 
clusters develop.
Moreover, the outlier performance cluster has shown 
some improvement in performance as demonstrated 
with the left movement in the chart over time. The best 
performing cluster (green) also demonstrates a simi-
lar observation with the most improvement in 2016. 
The illustration in Fig.  2 further shows the propor-











2011 2012 2013 2014 2015 2016 2017 2018
Proportion of facilities in the PMTCT performance cluster groups by year  (2011 to 
2018)
Best performers Average performers Poor performers Outlier performers
Fig. 3 PMTCT performance trend based on proportion of facilities by year
Page 10 of 18Gesicho et al. BMC Med Inform Decis Mak            (2021) 21:6 
Further still, the average facility reporting completeness 
and timeliness among the average performance cluster 
group (orange), seemed to have improved in 2015 com-
pared with previous and subsequent years, based on the 
upward shift in the chart.
Discussion
The results of our study demonstrate how k-means clus-
tering and interactive cluster-based visualization can 
be used in identifying patterns and categories within 
national-level HIV reporting systems, uncovering pre-
viously unrecognized patterns. The four categories 
Table 5 Care and Treatment (CRT)—health facility (n) segmentation based on performance clusters
Year 2011 2012
Cluster group Best n = 20 Average 
n = 76
Poor n = 254 Outlier n = 4 Best n = 634 Average 
n = 662











2.09 17.79 2.70 22.93 76.54 46.74 15.29 22.81
Year 2013 2014
Cluster group Best n = 1063 Average 
n = 587
Poor n = 217 Outlier 
n = 219
Best n = 1407 Average 
n = 554











90.81 59.82 19.79 24.03 92.01 62.55 27.03 24.65
Year 2015 2016
Cluster group Best n = 1647 Average 
n = 607
Poor n = 132 Outlier 
n = 227
Best n = 2171 Average 
n = 203











94.71 66.06 23.13 25.27 91.13 59.43 16.15 38.87
Year 2017 2018
Cluster group Best n = 1837 Average 
n = 750
Poor n = 264 Outlier 
n = 241
Best n = 1676 Average 
n = 781











94.22 65.41 32.70 27.61 81.75 50.71 23.26 21.37
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identified (best performers, average performers, poor 
performers, and outlier performers) reveal the variation 
in reporting performance among facilities with respect 
to year and programmatic area. Moreover, apart from the 
BS programmatic area, a distinct pattern observed in five 
of the other programmatic areas was that as the propor-
tion of best performing facilities increased, the propor-
tion of poor performing facilities decreased. In addition, 
the proportion of facilities in the best performing clus-










2011 2012 2013 2014 2015 2016 2017 2018
Proportion of facilities in the CRT performance cluster groups by year  (2011 to 2018 )
Best performers Average performers Poor performers Outlier performers
Fig. 4 CRT performance trend based on proportion of facilities by year
Table 6 Voluntary Medical Male Circumcision (VMMC)-health facility (n) segmentation based on performance clusters
Year 2012 2013
Cluster group Best n = 0 Average n = 2 Poor n = 2 Outlier n = 2 Best n = 2 Average n = 7 Poor n = 4 Outlier n = 5
MOH 731-4 VMMC com-
pleteness
0.00 17.00 8.00 8.00 54.50 35.57 13.89 51.80
MOH 731-4 VMMC 
timeliness
0.00 17.00 8.00 0.00 50.00 19.00 7.33 23.40
Year 2014 2015
Cluster group Best n = 7 Average n = 14 Poor n = 16 Outlier n = 5 Best n = 15 Average n = 7 Poor n = 7 Outlier n = 15
MOH 731-4 VMMC 
completeness
85.86 51.14 20.38 81.80 95.07 50.00 15.57 86.67
MOH 731-4 VMMC 
timeliness
81.14 39.36 13.00 36.60 88.38 42.86 14.43 62.20
Year 2016 2017
Cluster group Best n = 25 Average n = 10 Poor n = 7 Outlier n = 4 Best n = 28 Average n = 10 Poor n = 14 Outlier n = 12
MOH 731-4 VMMC 
completeness
97.12 67.60 17.86 70.75 92.61 52.40 17.79 86.83
MOH 731-4 VMMC 
timeliness
90.00 62.60 13.14 16.75 86.88 37.40 10.57 58.31
Year 2018
Cluster group Best n = 9 Average n = 13 Poor n = 11 Outlier n = 19
MOH 731-4 VMMC com-
pleteness
85.73 43.94 19.09 61.58
MOH 731-4 VMMC timeli-
ness
81.11 36.15 16.36 55.26
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facilities in the other performance clusters. These obser-
vations denote improvements in reporting over time 
within Kenya.
Factors that could explain these improvements in 
part include data quality improvement procedures done 
through progressive trainings of those collecting pri-
mary data and of health records information officers, 
provision of technical reporting support to facilities [16]. 
Other factors such as automation of indicator report-
ing by electronic medical records (EMRs) to the DHIS2, 
have the potential to improve routine reporting based on 
evidence from feasibility studies conducted [29]. With 
future prospects on automating indicator data reporting, 
cohort studies can be conducted to establish their impact 
based on facility reporting completeness and timeliness 
performance in DHIS2. Further, concerted efforts in 
improving routine performance of HMIS, touching on 
technical, behavioral and organizational domains can 
improve reporting in Kenya [30].
However, despite the observed improvements in per-
formance, there was a decline in proportion of best per-
forming facilities in different years (between 2016 and 
2018), depending on the programmatic area. It is worth 
noting that Kenya experienced one of the longest health 
worker strike in the public-sector from 5 December 2016 
to November 2017, lasting a total of 250  days [31]. The 
first phase (5 December to 14 March 2017), involved a 
doctors strike lasting 100 days [31]. Whereas the second 
phase (5 June to 1 November 2017) involved a nurses 
strike lasting 150 days [31]. As such, although there may 
have been other factors that contributed to the decline in 
proportion of best performing facilities, we suspect that 
these strikes might have also affected the reporting pro-
cess. In addition, the decline in 2018 may be attributed 
to the introduction of new MOH731 summary reporting 
tools revised in 2018. As such, some facilities were still 
using the old tool while others had already began using 
the new tool, signifying the need to improve approaches 
during transition of reported data.
In overall, we observed that average percentage timeli-
ness tended to be lower compared to average percentage 
completeness in all the four performance groups. This 
observation is reflected in other similar studies [12, 32]. 
Nonetheless, as much as this observation was common 
among the four performance groups, the outlier perfor-
mance group specifically brings to light larger dispari-
ties between average completeness and timeliness. For 
instance, as presented in Table  3 for the year 2011, we 
see that average completeness is 91.67% and timeliness 
21.30%. Similar observations can be made for subsequent 
tables in the various programmatic areas.
Given that timeliness plays an important role in deci-
sion-making, there is a cause for concern when there is 
good effort in submitting of reports, with limitations on 
timeliness especially in the outlier performance group. 
As such, there is need for qualitative enquiries to investi-
gate the large disparities in average percentage complete-
ness and timeliness. This is because various factors could 
act as barriers or facilitators to health facilities ability to 
attaining and maintaining good completeness and timeli-
ness reporting performance. These factors could be tar-
geted by ministries of health in developing strategies to 
improve reporting performance of health facilities.
A limitation observed in the scatter chart was that the 
data points become densely packed in cases where they 
are many in a small area, hence making it difficult to 
identify the various points within a cluster. An example 








2012 2013 2014 2015 2016 2017 2018
Proportion of facilities in the VMMC performance cluster groups by year  (2011 to 
2018)
Best performers Average performers Poor performers Outlier performers
Fig. 5 VMMC performance trend based on proportion of facilities by year
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interactive components (mouse hovering and filtering) 
incorporated within the scatter chart facilitate access 
to detailed information. As such, this allows for closer 
examination of various elements within the data set 
such as performance in individual counties and number 
of facilities within a county for a particular performance 
cluster. This also enables identifying areas that war-
rant further investigation in their performance, which 
contributes to informed decision-making. The interac-
tive approach was also used based on the need to visual-
ize various facets of data simultaneously, which can be a 
challenge [33].
Incorporation of these analyses as well as visualizations 
to run in real time within aggregate-level HMIS, have the 
potential to allow monitoring and timely responsiveness 
to performance changes. Moreover, off shelf software 
Table 7 Post-Exposure Prophylaxis (PEP)-health facility (n) segmentation based on performance clusters
Year 2011 2012
Cluster groups Best n = 0 Average n = 2 Poor n = 63 Outlier n = 2 Best n = 173 Average 
n = 256










0.00 4.15 6.18 8.35 73.74 44.72 15.65 34.07
Year 2013 2014
Cluster groups Best n = 583 Average 
n = 281
Poor n = 205 Outlier n = 85 Best n = 677 Average 
n = 221










88.01 51.75 20.00 41.74 93.14 40.20 17.24 63.91
Year 2015 2016
Cluster groups Best n = 954 Average 
n = 305
Poor n = 103 Outlier n = 67 Best n = 953 Average 
n = 161










93.05 62.86 22.34 29.24 95.37 46.37 22.83 70.99
Year 2017 2018
Cluster groups Best n = 1031 Average 
n = 267
Poor n = 137 Outlier n = 127 Best n = 725 Average 
n = 407










91.35 59.21 28.23 54.50 82.38 49.99 20.32 36.46












2011 2012 2013 2014 2015 2016 2017 2018
Proportion of facilities in the PEP performance cluster groups by year  (2011 to 2018 )
Best performers Average performers Poor performers Outlier performers
Fig. 6 PEP performance trend based on proportion of facilities by year
Table 8 Blood safety (BS)—health facility segmentation based on performance clusters
Year 2012 2013
Cluster groups Best n = 3 Average n = 8 Poor n = 10 Outlier n = 2 Best n = 8 Average n = 8 Poor n = 11 Outlier n = 12
MOH 731-6 blood safety 
completeness
69.67 43.75 18.30 100.00 94.88 37.50 15.82 75.75
MOH 731-6 blood safety 
timeliness
67.00 35.25 14.23 54.00 91.50 30.13 8.18 57.00
Year 2014 2015
Cluster groups Best n = 11 Average n = 10 Poor n = 9 Outlier n = 3 Best n = 8 Average n = 14 Poor n = 6 Outlier n = 2
MOH 731-6 blood safety 
completeness
95.55 67.60 47.33 97.33 87.38 62.43 22.17 58.00
MOH 731-6 blood safety 
timeliness
87.95 62.50 40.33 22.33 81.25 45.86 15.17 8.50
Year 2016 2017
Cluster groups Best n = 8 Average n = 9 Poor n = 6 Outlier n = 7 Best n = 8 Average n = 7 Poor n = 6 Outlier n = 4
MOH 731-6 blood safety 
completeness
94.88 69.56 47.33 27.14 83.25 56.00 26.33 79.25
MOH 731-6 blood safety 
timeliness
92.79 62.00 40.33 17.86 78.13 54.86 22.33 41.50
Year 2018
Cluster groups Best n = 2 Average n = 5 Poor n = 3 Outlier n = 3
MOH 731-6 blood safety 
completeness
85.00 54.00 26.67 66.67
MOH 731-6 blood safety 
timeliness
75.00 34.00 26.67 53.33
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such as Tableau [27], which provide basic modules for 
free usage can be leveraged as a cost effective alterna-
tive for representing and sharing analysis for routinely 
collected data that has been extracted from large data 
systems.
The scope of the study can be relevant for many coun-
tries dealing with HIV reporting in aggregate-level 
HMIS. However, the limitation in this study is that data 
have been collected and analyzed for one country only. 
Nonetheless, the indicators used (completeness and 
timeliness) could also be relevant in other contexts. Fur-
ther, the findings only reflect trends and associations, and 
do not explain causality. Investigations, including use of 
qualitative approaches, are needed to definitively deter-
mine causes of the observed trends and variations. While 
we only looked at clustering based on performance, we 
recognize that performance can be associated with sev-
eral other factors including facility ownership (private 
vs public), facility type and level, (for example hospital, 
dispensary), presence or absence of electronic reporting 
systems, geographical location and infrastructure avail-
ability, among others.
One of the future aims will be to determine factors 
influencing movement of facilities between clusters with 
special attention to factors associated with decrease in 
performance.
Conclusions
K-means clustering and interactive cluster-based visuali-
zation was applied to identify patterns of performance in 
terms of completeness and timeliness of facility report-
ing in six HIV programmatic areas. This resulted to four 
clusters: best performers, average performers, poor per-
formers, and outlier performers, depending on average 
percentage of completeness and timeliness. The identi-
fied clusters revealed general improvements in report-
ing performance in the various reporting areas over time, 
but with most noticeable decrease in some programmatic 
areas between 2016 and 2018. This signifies the need for 
continuous performance monitoring with possible inte-
gration of machine learning and visualization approaches 
into national HIV reporting systems.
As future work, we will also work with the relevant 
decision-makers in the study country to incorporate 
the demonstrated machine learning and visualization 
approaches for use in automatic and continuous assess-
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Proportion of facilities in the Blood Saftey (BS) performance cluster groups by year  
(2011 to 2018 )
Best performers Average performers Poor performers Outlier performers
Fig. 7 BS performance trend based on proportion of facilities by year





Fig. 8 Cluster visualization of facility performance by county illustration for HIV Testing and Counselling
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Abstract. Health management information systems (HMISs) in low- and middle-
income countries have been used to collect large amounts of data after years of 
implementation, especially in support of HIV care services. National-level 
aggregate reporting data derived from HMISs are essential for informed decision-
making. However, the optimal statistical approaches and algorithms for deriving key 
insights from these data are yet to be fully and adequately utilized. This paper 
demonstrates use of the k-means clustering algorithm as an approach in supporting 
monitoring of facility reporting and data-informed decision-making, using the case 
example of Kenya HIV national reporting data. Results reveal four homogeneous 
cluster categories that can be used in assessing overall facility performance and 
rating of that performance. 
Keywords. HIV-indicator, dhis2, k-means clustering, monitoring, data-use 
1. Introduction 
Implementation of Health Management Information Systems (HMISs) for purposes of 
improving monitoring and evaluation efforts toward eradication of HIV in low- and 
middle-income countries has resulted in large amounts of data. Facilities using HMISs 
are required to submit various reports to aggregate-level HMISs[1], such as the District 
Health Information Software Version 2 (DHIS2) used in many countries [2]. These 
aggregate data are essential for program monitoring and evaluation (M&E) and for data-
informed decision making (DIDM). DIDM is essential in informing policy and advocacy, 
and in program design, improvement, operations and management [2]. The ultimate aim 
of DIDM is achievement of improved health outcomes. For the submitted reports to be 
of best use to monitoring and evaluation (M&E) efforts, they must be complete, accurate 
and submitted in a timely manner.  For the case of HIV, a weakness in understanding 
HIV information use infrequently addressed in previous studies is how M & E teams at 
the national level can utilize various approaches to derive insights from HIV facility 
reporting data aggregated in HMISs. In this study, we demonstrate use of the k-means 
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clustering algorithm as an approach in supporting monitoring of facility reporting and 
DIDM, using the case example of Kenya HIV national reporting data. 
2. Methods 
A retrospective observational study was used in monitoring performance trends in HIV 
reporting from health facilities in Kenya. DHIS2, the national aggregate reporting system, 
was used in extracting facility HIV reporting completeness and timeliness data for all 
health facilities in all 47 counties in Kenya, for the year 2011 to 2018. Systematic 
procedures were used in cleaning the data prior to analysis. Facilities in this study 
included only those offering HIV care and treatment services. This study explored an 
automated approach of grouping facilities based on their reporting completeness and 
timeliness, as a way of determining overall facility performance in reporting. Facility 
reporting completeness was defined as the extent to which facilities submit the expected 
number of reports, and timeliness as reporting submission within the defined reporting 
deadline. The actual number of reports submitted by facilities are automatically 
calculated within DHIS2, against the expected number of reports. The k-means 
clustering algorithm was used in identifying homogeneous groups within the data. The 
average silhouette coefficient was used in measuring the quality of the selected clusters 
[3]. All analyses were conducted in SPSS. 
3. Results 
A total of 18,394 HIV care and treatment reports from a total 3,242 facilities for the 
period 2011-2018 were evaluated.  Based on the average silhouette measures for each 
year (ranging from 0.58 to 0.70); the k value used was four (k=4), with the four 
homogeneous groups of facilities identified as: best performers, average performers, 
poor performers, and outlier performers. Figure 1 to Figure 4 illustrate the exact 
performance (report timeliness and completeness) over time by facilities in each of these 
clusters. Figure 1 illustrates results for facilities in the best performers cluster, where 
average percentage completeness and timeliness was high (80% and above) in the 
various years (2012 to 2018). 
 
Figure 1. Care and treatment facility reporting best performance. 
Figure 2 illustrates results for facilities in the average performance cluster, where 
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Best performance care and treatment percentage average by year
Best Perormance-Completeness Best Performance-Timeliness
M.B. Gesicho et al. / K-Means Clustering in Monitoring Facility144
facilities in the various years respectively. For instance, performance in 2015 for 
timeliness and completeness is lower by 28.65% and 5.37% respectively compared to 
performance in 2015 for best performance (Figure 1.). 
 
Figure 2. Care and treatment facility reporting average performance 
Figure 3 illustrates results for facilities in the poor performance cluster, where 
percentage completeness and timeliness was low (below 50%) in the various years. 
 
Figure 3. Care and treatment facility reporting poor performance. 
Figure 4 illustrates results for facilities in the outlier performance cluster, where 
there was an evidently big gap between percentage completeness and timeliness in the 
various years. This depicts scenarios where timeliness was a problem despite good 
performances in completeness. 
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4. Discussion 
In this paper we illustrate use of the k-means clustering algorithm as an approach in 
assessing retrospective HIV facility reporting to determine facility performance, as a way 
of informing reporting improvement mechanisms. These analyses provide at a glance 
view of various categories that emerge based on performance of facilities in meeting 
completeness and timeliness requirements in reporting. These results can be used by 
M&E teams to identify facilities whose performance is satisfactory or not, therefore 
providing a baseline for further evaluations and development of sustainable solutions. 
Furthermore, due to the volume, velocity and veracity of health data consolidated 
from various sources, representing various facets of data in a way that makes sense is a 
challenge. In this study, we used line graphs, which are simple visualizations that can be 
used to represent data in a way that promotes development of insights at a glance. Figure 
1 portrays an ideal situation of good facility reporting. If success is to be achieved in 
terms of meeting reporting requirements, then the ultimate goal for these evaluations 
should be to enable all facilities to attain and maintain similar results as illustrated in the 
best performing category. A common attribute among average, poor and outlier 
performance is the discrepancy between completeness and timeliness as represented by 
the gaps observed between them in the respective performance categories. There is 
therefore need for investigating issues that bring about delays more so in the outlier 
performance group, which has the largest gap in the completeness and timeliness 
measures. As the next step, we will further disaggregate the results by facility 
characteristics and geographic region, and also look at additional reporting domains. 
5. Conclusions 
The k-means clustering algorithm is essential in automatically finding homogenous 
groups within aggregate reporting data. This serves as a good baseline for monitoring the 
progression of health facility reporting performance by management and M&E teams 
that use large amounts of data collected from integrated data sources. 
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☯ These authors contributed equally to this work.
* milcagesicho@gmail.com
Abstract
Identifying barriers and facilitators in HIV-indicator reporting contributes to strengthening
HIV monitoring and evaluation efforts by acknowledging contributors to success, as well as
identifying weaknesses within the system that require improvement. Nonetheless, there is
paucity in identifying and comparing barriers and facilitators in HIV-indicator data reporting
among facilities that perform well and those that perform poorly at meeting reporting com-
pleteness and timeliness requirements. Therefore, this study aims to use a qualitative
approach in identifying and comparing the current state of barriers and facilitators in routine
reporting of HIV-indicators by facilities performing well, and those performing poorly in meet-
ing facility reporting completeness and timeliness requirements to District Health Informa-
tion Software2 (DHIS2). A multiple qualitative case study design was employed. The criteria
for case selection was based on performance in HIV-indicator facility reporting complete-
ness and timeliness. Areas of interest revolved around reporting procedures, organizational,
behavioral, and technical factors. Purposive sampling was used to identify key informants in
the study. Data was collected using semi-structured in-depth interviews with 13 participants,
and included archival records on facility reporting performance, looking into documentation,
and informal direct observation at 13 facilities in Kenya. Findings revealed that facilitators
and barriers in reporting emerged from the following factors: interrelationship between work-
load, teamwork and skilled personnel, role of an EMRs system in reporting, time constraints,
availability and access-rights to DHIS2, complexity of reports, staff rotation, availability of
trainings and mentorship, motivation, availability of standard operating procedures and
resources. There was less variation in barriers and facilitators faced by facilities performing
well and those performing poorly. Continuous evaluations have been advocated within
health information systems literature. Therefore, continuous qualitative assessments are
also necessary in order to determine improvements and recurring of similar issues. These
assessments have also complemented other quantitative analyses related to this study.
PLOS ONE







Citation: Gesicho MB, Babic A (2021) Identifying
barriers and facilitators in HIV-indicator reporting
for different health facility performances: A
qualitative case study. PLoS ONE 16(2): e0247525.
https://doi.org/10.1371/journal.pone.0247525
Editor: Vijayaprasad Gopichandran, ESIC Medical
College & PGIMSR, INDIA
Received: December 18, 2020
Accepted: February 9, 2021
Published: February 25, 2021
Peer Review History: PLOS recognizes the
benefits of transparency in the peer review
process; therefore, we enable the publication of
all of the content of peer review and author
responses alongside final, published articles. The
editorial history of this article is available here:
https://doi.org/10.1371/journal.pone.0247525
Copyright: © 2021 Gesicho, Babic. This is an open
access article distributed under the terms of the
Creative Commons Attribution License, which
permits unrestricted use, distribution, and
reproduction in any medium, provided the original
author and source are credited.
Data Availability Statement: All relevant data are
within the paper.
Funding: This work was supported in part by the
NORHED program (Norad: Project QZA-0484). link:
(https://www.norad.no/en/front/funding/norhed/
Introduction
In a bid to eradicate the HIV epidemic, enormous strides have been made toward achieving
the UNAIDS “90 90 90” ambitious target [1]. The goal of these targets was that by 2020, “90%
of all people living with HIV will know their HIV status; 90% of all people with diagnosed HIV
infection will receive sustained antiretroviral therapy; and 90% of all people receiving antire-
troviral therapy will have viral suppression” in order to end the epidemic by 2030 [1]. There-
fore, tracking the national response of HIV is salient in determining progress as well as
recognizing whether efforts to scale up HIV services are of value. As such, Monitoring and
Evaluation (M&E) systems, which are regarded as the cornerstone of HIV services, have been
established in low and middle-income countries (LMICs) to provide high quality strategic
information for decision-making [2,3].
To measure HIV program effectiveness and patient outcomes, Ministries of Health (MoH),
as well as international donor organizations, such as Presidential Emergency Plan for AIDs
Relief (PEPFAR) require the various health facilities to report several aggregated indicators as
part of M&E program [4]. The scale up of HIV services in LMICs has resulted to strengthening
of Health Management Information Systems (HMIS) to facilitate with collection, manage-
ment, and availability of timely, complete and accurate data. Therefore, HMISs such as the
District Health Information Software Version 2 (DHIS2) have been implemented in over 70
countries to promote availability of routine aggregated indicator data within health care [5].
As such, routine reporting of HIV-indicators in many LMICs is performed using the District
Health Information Software Version 2 (DHIS2) [6].
Therefore, aggregate indicator data from various HIV services are collected using paper-
based summary forms at the facility level, which are then entered into the DHIS2. These data
are required to be submitted monthly to the national level by health facilities within stipulated
timelines. As such, the HIV-indicator data are used for M&E by converting the raw data col-
lected, to information for utilization in decision-making. Nevertheless, M&E systems in
LMICs experience significant challenges in completeness, timeliness and accuracy in reporting
data [2,7]. Some of these challenges are often brought about by various issues revolving around
organizational, technical and behavioral factors [8].
Moreover, identifying barriers and facilitators in HIV reporting contributes to strengthen-
ing HIV M&E efforts by acknowledging contributors to success, and identifying weaknesses
within the system that require improvement [3,9–12]. As such, various assessments have been
conducted in a bid to improve performance of facilities at meeting data quality reporting
requirements such as accuracy, completeness and timeliness, which are essential for M&E
[9,13–15]. Nonetheless, qualitative assessments that follow these evaluations are meagre. This
will facilitate understanding similarities or differences across various issues within facilities
with varying performances, given that some facilities perform better in meeting data quality
reporting requirements than others. As such, there is paucity in identifying and comparing
barriers and facilitators in HIV-indicator reporting among facilities that perform well and
those that perform poorly at meeting reporting requirements such as completeness and
timeliness.
This study aimed at conducting qualitative case study using Kenya as an example, to iden-
tify and compare the current state of barriers and facilitators in routine reporting of HIV-indi-
cators, based on facility performance. This was conducted among facilities performing well,
and those performing poorly in meeting DHIS2 reporting requirements (facility reporting
completeness and timeliness). The findings of this study aimed at contributing towards
strengthening HIV-M&E efforts, which are of interest to various stakeholders including minis-
tries of health.
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Method
Study setting
This study was conducted in Kenya’s capital Nairobi. Kenya is a sub-Saharan country in East
Africa with 47 administrative counties, and it’s health system is categorized in six levels, which
include (i) community services, (ii) dispensary/clinics, (iii) health centers, (iv) sub-county hos-
pitals, (v) county referral hospitals, and (vi) national referral hospitals [16,17].
Study design
A qualitative case study approach was used. Miles and Huberman define a case as “a phenome-
non of some sort occurring in a bounded context” [18]. Creswell on the other hand defines a
case as “a program, organization, event, activity, process, or one or more individuals” [19]. As
such, the “case” in this study is defined as a health care facility offering HIV services. The cases
in this study were bounded by context, which includes only HIV healthcare facilities that meet
the following criteria (i) located in Nairobi (ii) either use EMRs system or paper in reporting,
(iii) reporting performance (facility reporting completeness and timeliness).
Data collection
Purposive sampling was used to identify the cases (health facilities) from constituencies in Nai-
robi [20]. In addition, the cases were also drawn from level two and level three of the health
system, which comprises of clinics and health centers. Hence, the type of purposive sampling
used was stratified purposeful sampling, whereby health facilities from the two levels were
selected based on reporting performance [21].
Thus, these cases (health facilities) were selected based on performance in facility reporting
completeness and timeliness of Care and Treatment reports for the years 2017 and 2018 with
more details outlined in Gesicho et al. [21,22]. Facility reporting completeness was defined as
the percentage of actual reports submitted to DHIS2 against the expected reports, whereas
facility reporting timeliness was defined as the percentage of actual reports submitted to
DHIS2 on time, against the expected reports.
In Kenya, HIV-indictor reports are submitted in DHIS2 on a monthly basis by facilities offer-
ing HIV services using the MOH-mandated form called “MOH731- Comprehensive HIV/AIDS
Facility Reporting Form” (MOH-731). Care and Treatment is among the most reported and
salient HIV services offered by health facilities in Kenya. The criteria for selection was based on
HIV reporting performance by facilities, which was categorized as best performers, average per-
formers, poor performers and outlier performers. This grouping was based on a cluster analysis
conducted in order to evaluate the reporting performance by facilities using completeness and
timeliness as performance indicators as outlined in Gesicho et al. [21,22]. In this study, reporting
performance was categorized into two main groups, facilities performing well (best perform-
ers = 3 facilities, average performers = 3 facilities) and facilities performing poorly (outlier per-
formers = 4 facilities and poor performers = 2 facilities). One health facility where a sub-county
office is located was also included to provide more information on reporting by facilities as all
facilities are required to submit paper-based reports to their respective sub-county office.
Purposive sampling was also used to identify key informants in the study in order to con-
duct in-depth interviews [20]. Therefore, the key informants who in this study are the units of
analysis included personnel in charge of reporting as they serve as the focal point around
which all reporting activities take place.
Data was collected using semi-structured in-depth interviews with 13 participants, in 13
health facilities, with one facility visit being specifically to the sub-county office. These were
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drawn from six of the 17 constituencies in Nairobi, which include Kasarani, Embakasi North,
Embakasi South, Embakasi East, Embakasi Central, Kamukunji, Dagoretti South, and Dagor-
etti North. Archival records on facility reporting performance, documentation and informal
direct observation were also used to collect the data. These sources of evidence aimed to ensure
improved credibility through data triangulation. Archival records such as retrospective quanti-
tative data on facility reporting timeliness and completeness were retrieved from DHIS2 in
order to identify the reporting performance of a facility. Documentation such as hard copy
standard operating procedures, and data quality assessments (DQA) reports were sought and
perused. Informal observations were also carried out during the assessments, which involved
observing the documents put on office walls, office space, interaction with colleagues and envi-
ronment where the facility was located.
The in-depth interviews were conducted using an interview guide. The interview guide
explored the technical, behavioral, and organizational factors, which facilitated or hindered
the reporting process in the health facilities based on participants’ experiences and percep-
tions. Interviews took place in enclosed workstations of the participants and lasted approxi-
mately between one to one and a half hours. Data saturation was achieved in the sampled cases
given that no new data emerged during the final interviews. All data were collected between
September 2019 and November 2019.
Interview guide
The interview guide used in this qualitative assessment was based on the conceptual frame-
work for performance of the routine information system management (PRISM), which was
developed to strengthen routine health information system (RHIS) performance management
[8]. A routine health information system (RHIS) is comprised of inputs (RHIS determinants),
processes (RHIS process) and outputs (improved RHIS performance), which are components
of a routine health information system [8]. We explored the RHIS determinants of perfor-
mance and RHIS process specified within the PRISM framework. The RHIS determinants
include technical (complexity of reporting form, procedures), behavioral (competence, moti-
vation) and organizational determinants (availability of resources, training). The RHIS process
elements explored include: data collection process, data processing, data transmission and
data quality checking and feedback mechanisms. This study aimed to identify and compare
the barriers and facilitators linking to RHIS determinants and process, among facilities in the
four performance cluster categories (best performer, average performers, poor performers,
and outlier performers). For detailed information on the interview guide (See S1 Appendix:
Interview guide).
Ethical considerations
Ethical approval was obtained from the Institutional Research and Ethics Committee in Moi
University-No.0003362. Other approvals were obtained from the Ministry of Health, Nairobi
County and from affiliated constituencies where the facilities were sampled from. Research
license was obtained from the National Commission for Science, Technology & Innovation in
Kenya. Privacy and confidentiality were ensured by not revealing the identities of the partici-
pants nor the facilities that took part in this study. Written informed consent was obtained
from all participants who were interviewed.
Data analysis
Data from interviews and data sources were analyzed together. This followed the analysis
framework developed by Morse, which outlines four key cognitive processes used in
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developing theory from data [23]. These processes include comprehension, synthesis, theoriz-
ing and recontextualizing. The process of comprehending begins during data collection. Com-
prehension also involves coding, which enables sorting data, and uncovering underlying
meanings in the text [23]. The synthesis process involves aggregating several stories or cases to
describe typical, composite patterns [23]. Content analysis was used in the comprehension and
synthesis processes. A provisional ‘start list’ of codes was created based on the research ques-
tions in order to make the coding process manageable. Theorizing involves a systematic pro-
cess that entails finding alternative explanations until an explanation that best fits the data is
sought [23]. Within-case and cross-case comparisons were used in the theorizing process by
using cross case displays presented by Miles and Huberman [18]. Only analyzed cross-case
data were presented in order to ensure that the confidentiality of sites, which may be identifi-
able from the within-case analysis. Re-contextualization involved comparing the findings with
previous research in order to enhance trustworthiness. QSR NVivo was chosen as the Com-
puter-Assisted Qualitative Analysis Software (CAQDAS), were all data was managed [24].
Trustworthiness
Various approaches were used in order to ensure trustworthiness of the study. To ensure cred-
ibility of the study, prolonged engagement with participants was conducted long enough to
gain trust and establish rapport [25]. Triangulation of data sources was conducted using afore-
mentioned multiple sources. Peer debriefing was also carried out in sessions after conducting
two to three interviews and during analysis [25]. To ensure dependability and confirmability,
an audit trail using QSR NVivo (Version 12), was used to manage and store data. Reflexivity
was achieved on the basis that the researcher was a stranger in the facility settings hence had
no established familiarity with participants prior to the study, which may be a threat to validity
(bias) [25]. Transferability was attained through provision of thick descriptions hence enabling
applicability of findings in other similar settings using DHIS2 to submit monthly reports.
Result
A summary of the findings is presented in Table 1.
It is worth noting that the key respondents interviewed identified their positions as either
data officers or M&E assistants but performed the same tasks. Hence, the position title
depended on the term used by facility or supporting partner in charge of a facility. Thus, the
term ‘data officers’ is used as a general term in this study to refer to the people mandated with
data reporting process in health facilities. Detailed findings revolving around technical, organi-
zational, and behavioral factors are outlined below.
Interrelation between workload, teamwork, and capacity in reporting
Emerging interrelated factors that influenced the reporting process in the various facilities
include workload, teamwork, and human resource capacity. As such, the presence or absence
of a combination of these factors either positively or negatively influenced the reporting pro-
cess. Workload referred to the amount of work present in each health facility and this varied
from facility to facility with some having more workload than others. Teamwork in this case
means that the people involved in reporting assist each other in collection, aggregation, and
verification of data. For instance, in some cases nurses at the various service points are
required to update correct aggregate numbers for indicators and submit them on time during
the reporting period to the data officer for verification. An informal observation made when
conducting interviews was the interaction between the nurses, clinicians and the data officer,
which revealed a sense of putting in effort to provide the data required by the data officers. For
PLOS ONE Identifying barriers and facilitators in HIV-indicator reporting for different health facility performances
PLOS ONE | https://doi.org/10.1371/journal.pone.0247525 February 25, 2021 5 / 19
instance, in some facilities, an observation was made on nurses bringing updates on aggregated
data written on paper to the data officer On enquiry, the interviewee responded that regular
updates promoted data quality as it enabled accountability when performing weekly and
monthly verification of patient numbers per indicator.
If this teamwork is not present, the data officer may have a difficult time in collecting the
aggregated indicator data. On the other hand, human resource capacity referred to sufficient
number of skilled personnel involved in the reporting process. Hence, the interrelationship
comes about in the sense that more workload required skilled human resource as well as team-
work in order to get the job done.
As such, respondents attributed time-consuming data collection process to more workload.
The amount of workload was determined by factors such as services offered as well as the
number of patients visiting the facilities. Health facilities with well-established Comprehensive
Care Centers (CCCs) offered more HIV services and therefore received more patients. Hence,
such facilities required to use more registers due to many service points as well as patient files.
As such, human resource capacity as well as teamwork is important as stated by some of the
respondents:
“You know in other facilities, you find the clinician is one, he is the one who is the pmtct, he is
the one seeing all other CCC patients, sometimes they have only one or two counselors depend-
ing on the workload. Workload in facility X CCC alone has 3500 patients, we have 3 clini-
cians, two nurses, 8 counselors. So those are so many registers.”-Data officer facility K
(outlier performer)
“Basically I should be doing the reports but since the testing points are so many, they do com-
pile their report for the partner and give me a copy”- Data officer facility C (best performer)
Table 1. Summary of findings on barriers and facilitators in HIV-indicator reporting.
Factors Category Summary of key findings
1. Interrelationship between workload,
teamwork, and capacity in reporting
Organizational Presence of teamwork as well as sufficient number of skilled personnel in facilities with a lot
of workload emerged as a facilitator in the reporting process regardless of facility
performance group.




Presence of an EMRs system facilitated the ease of data collection in the reporting process.
Nonetheless, it did not equate to good performance as two of the facilities in the best
performance group were not using an EMRs system whereas all facilities in the outlier
performance group had an EMRs system.
3. Reporting timeframe and adherence to
reporting deadlines
Reporting process Reporting days falling on weekends emerged as a major time constraint in the reporting
process among most of the facilities visited. Facilities in the various performance groups
echoed the same issue.
4. Access rights and availability of national
aggregate reporting system
Technical Lack of access rights to DHIS2 by facilities was a contributor to late submission of reports.
This is especially when reports submitted by hand to the sub-county are entered late in
DHIS2. Lack of availability of DHIS2 due to issues such as system down times and lagging
internet contributed to slowing down the reporting process.
5. Complexity of reports, staff rotations, and
role of mentorship in reporting
Technical Documentation errors were among the main issues resulting from these factors regardless of
facility performance group.
6. Fit between individual, task and technology
in reporting
Technical Fit between individual task and technology is a facilitator in reporting. Facility that lacked fit
between individual and task reported lack of motivation.
7. Motivation and awareness of reporting
performance
Behavioral Data officers and M&E assistants interviewed used ad hoc approaches to determine their
individual performance in submitting reports. For instance, some of them mentioned that
once they have submitted a report on time and with no questioning of the data, then they
have performed well. Nonetheless, facilities generally depended on key administrators such as
in-charges to provide feedback on performance. Good feedback was a motivating factor.
8. Availability of Standard Operating
Procedures, Training, and Supervision
Organizational Regardless of reporting performance, facilities funded by partners had SOPs and on job
trainings whereas those not funded did not. Supportive supervisions were also reported to be
present but not frequent.
https://doi.org/10.1371/journal.pone.0247525.t001
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As such, having to deal with many registers can also affect the quality of data since it is time
consuming for the data officer to perform assessments given that there was only one data offi-
cer in most facilities visited. As stated by one of the respondents:
“Ideally, I am supposed to go register by register counting, that is a quality assessment. Am
supposed to be counting. At times, I may not be having that time sincerely. But the supervisor
is also thorough.”—Data officer facility A (best performer)
Teamwork then plays a big role in facilities that have a lot of workload. For teamwork to be
effective, there needs to be trained personnel involved, who have a good knowledge and under-
stand the indicators. This limits the documentation issues hence making the process faster as
there will be minimal corrections in the data as reported indictors will be tallying. In cases
where teamwork is present, but the personnel involved in reporting process do not have a
good knowledge and understanding of indicator data, issues of documentation frequently
arise. Moreover, in some cases the data officer has to do the collection and verification of indi-
cator data as there is no one to provide a summarized report, which then consumes time taken
to collect data. This then slows down the reporting process as data needs to be verified and
amended.
Moreover, respondents in facilities that used an EMRs system for retrospective data entry
cited backlogs due to accumulation of patient files, which need to be input to the system before
the reporting period. The data in the systems need to be up to date in order to generate reports
and queries needed for populating the MOH-731. In most cases, there was only one person
who was assigned with the retrospective data entry to the EMRs system, which then contrib-
uted to backlog when they were absent from duty. Some of the data officers interviewed men-
tioned that they felt overwhelmed especially during the reporting period. As stated by one of
the participants:
“Like this week, I will get a huge back log because I have to generate the reports so by the time
I am generating the reports I will not do data entry. You know I am the same person doing
data entry of the daily activities and then I am the one who generates the reports. So, the
reporting week I am always getting overwhelmed”–Data officer facility J (average
performer)
Hence, teamwork, as well as sufficient number of skilled human resource is salient espe-
cially in facilities with a lot of workload as this can either slow down or speed up the reporting
process.
Role of an EMRs system in easing the reporting process
Some of the facilities visited, had EMRs systems implemented as point of care (one facility) or
retrospective data entry (four facilities). In other facilities, the EMRs systems were non-func-
tional meaning that they were present but not being utilized in reporting or for other tasks in
the facility (three facilities). In the facility where EMRs system was used as point of care, data
entry was done by clinicians. Nevertheless, the data officers were required to still verify the
data in the systems with that in the patient files before submitting reports. For those that were
not point of care, data was entered retrospectively from the patient files.
EMRs systems were particularly useful in obtaining HIV-indicators for Care and Treatment
(CRT) using queries. Hence, EMRs systems played a role in reporting by contributing to faster
data collection, thus reducing the time taken by data officers in collecting data for various
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indicators from registers. The ease of reporting attributed by EMRs systems can be described
using the following responses from respondents:
“It is very easy compared to the registers. If I was to use the registers when doing this work, I
would have a lot of calculators and tally sheets. If you see the registers that were there then,
there was a lot of paperwork, a lot of time, a lot of documentation. When you have something
that actually sums it up and all you have to do is little.”–Data officer facility I (outlier
performer)
“It makes it easy for me to get data because I just run the queries for the data that I want.
Instead of going back to the files to count the data one by one how many have been started on
treatment, and looking for the ages, those enrolled etc.”–Data officer facility A (best
performer)
In contrast, facilities where EMRs systems were not implemented had to do the reporting
process manually, which was time consuming. Nonetheless, some of the facilities had EMRs
system but were not being utilized due to factors such as data migration of files to the EMRs
system, lack of human resource designated to use the ERMs system such as clinicians, and sys-
tem challenges. As stated by the respondents:
“Until now they brought in a new clinician, whose now three months in. But if we had this cli-
nician and the system was put in place, it would be running.”–M&E assistant facility C (best
performer)
“It is there but we did not have a clinician. For it to be fully integrated has been a problem. A
clinician just came in the other day, now is when she has started to use the EMR system”–
M&E assistant M&E assistant facility B (best performer)
Further still, there seemed to be a demarcation regarding acceptability of roles and respon-
sibilities between clinicians hired by the county and those hired by the partners. As one
respondent stated:
“By the way there is an issue between the clinicians, the staff from the county who are being
told to work for a program. So, they will just work. You know a partner needs more than the
government when it comes to CCC”–M&E assistant facility C (best performer)
Moreover, in the facilities visited, clinicians interacting with the EMRs system for HIV ser-
vices were hired by the partners. This enabled clinicians to only focus on CCC as it emerged
that clinicians hired by the government had other tasks and were hesitant to perform HIV
related tasks, which also included use of EMRs systems in HIV services.
Reporting timeframe and adherence to reporting deadlines
All the health facilities visited were aware of the reporting deadline and repercussions for late
submission of reports. Given that repercussions were imposed for late report submission, facil-
ities were keen on ensuring that both hardcopy and softcopy reports were submitted within
the set deadlines regardless of the facility location. The aspect of location came about as an
informal observation was made whereby some of the facilities were located inside densely pop-
ulated slums, which gathered mud during rainy seasons further adding to the challenge of
accessibility in and out of the facility.
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Health facilities that had no access to DHIS2 were required to submit their reports by 5th of
every month to their sub-county. On the other hand, deadlines for facilities with access to
DHIS2 varied with some facilities having strict deadlines of 5th, while others having a grace
period up to the 10th of every month. Nevertheless, time constraint challenges in a bid to beat
the reporting deadline were stated among the respondents, as some viewed the reporting
period as being too tight. Some of the factors that contributed to this notion include time
taken to revise the documentation issues, reporting days falling on weekends, assignment of
data officers to more than one reporting site, and parallel reporting.
Documentation issues identified in the reports when conducting data quality checks needed
to be corrected before the reports are submitted. In some cases, identifying some of the errors
can be time consuming. For example, issues such as identifying “true missing”, which results
from cases where the reported numbers are too low thus raising an alarm. Hence, finding the
correct number of people who missed their appointments can be time consuming and may
contribute to delays in reporting. As stated by one respondent who was correcting missed
appointments at the time of the visit:
“My biggest challenge is timelines. Like you see just know they are asking me to send the cor-
rections, which I have not sent and I am actually working on. So, timelines is the issue.”–Data
officer facility I (outlier performer)
Another issue is reporting dates falling on weekends. This means that the weekend takes up
the reporting days, which then reduces the number of days for reporting. This was an issue of
concern in most facilities visited, as the deadlines are not extended regardless of the circum-
stance. As some of the respondents stated:
“But there is this time when weekend takes the whole of your date 1, 2, 3 and then date 4 is
Monday, that is when you are starting reporting and you are supposed to submit by date 5.
Which is tomorrow, that is a challenge”–Data officer facility K (outlier performer)
“Sometimes when the weekend eats up the reporting time, it’s a challenge.”–Data officer facil-
ity A (best performer)
Further still, there are data officers who have been assigned more than one facility to support
in HIV-indicator reporting. Given the few reporting days, they are often required to organize
their schedules to ensure that reports are submitted on time. In some cases, this may lead to delay
as some facilities may be given more priority than others. As stated by one of the respondents:
Sometimes I may focus on another facility. Because this is a small facility, it may just take 3
hours to finish my report. So by the time I come here, they have submitted the other reports
and only remain with the MOH-731. So I will just do it and take it to sub county or give
them to submit to sub county. So, I don’t know which day it goes. But when it is me who
takes it, I normally take it late after the deadline.–M&E assistant facility G (poor
performer)
No. I don’t put the same day. I also have another facility which I support, so you find first day
of reporting I am here then second day of reporting I am there.–M&E assistant facility B
(best performer)
Furthermore, most of the facilities are funded hence required to do reports required by the
MoH (MOH-731) and those required by supporting partners -Data for Accountability
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Transparency and Impact (DATIM). As such, these two HIV summary reports are required
per facility in cases where funding is involved, which may be tasking for a data officer report-
ing for more than one facility. One of the respondents termed this as “roving”.
“. . . but we have people that rove. But I don’t think roving gives someone concentration to
ensure quality. Because you have to think of two things at a time. I think it should be one indi-
vidual per facility.”–Data officer facility L (outlier performer)
Access rights and availability of national aggregate reporting system
For facilities to be authorized with credentials to access DHIS2, they have to meet a certain cri-
terion, which the sub-county assesses. As such, not all facilities have access rights to the
DHIS2. As such, they are required to submit hard copy MOH-731 reports to the sub-county in
order for the reports to be entered in the system. Nevertheless, sub-counties especially those
with many constituencies are faced with challenges such as lack of capacity to ensure that all
reports are entered on time. This is because, unlike ordinary data entry, MOH-731 reports
require numbers to tally otherwise the data will be questionable. DHIS2 has data quality mech-
anisms that flag these errors within the data upon data entry. This enables facilities to detect
and amend questionable data before report submission.
As such, in situations where health facilities with no access-rights to DHIS2 submit hard
copy MOH-731 reports for data entry at the sub-countiesMOH-731, errors were more likely
to be encountered by the health records information officers (HRIOs) during data entry to
DHIS2. As a result, sub-county HRIOs are tasked with contacting facilities through phone
calls in order to clarify the errors encountered in data. As stated by one health records infor-
mation officer at the sub-county:
“The goodness with the system, for example if you get somebody has put that they have coun-
selled 20 people, and they tested 19, the system flags out, it will alert that why would this facil-
ity counsel 20 people and test 19? Where is the 1? So it is now up to me to take my phone and
make a call to that facility. You see now they explain. Maybe if it was a transcription error, we
are able to go there, because you know they need to correct from the source documents. They
don’t just tell me “oh no it was wrong, it is 20/ 20”. No, we need to go there and counter check,
we sign and they sign against that number, so that we are able to put it in the KHIS. “- sub-
county Health records Information Officer
A major issue that emerged during an interview at one of the sub-county offices revealed
that the ratio of sub-county officer’s to facilities is low in that, the number of facilities are more
than sub-county HRIOs. For instance, there are sub-counties with four officers (including vol-
unteers) working with over 50 facilities, which do not submit data to DHIS2 at facility level.
This leads to late data entry to DHIS2, which then affects timeliness. Facilities categorized
with outlier performance seemed to have been plagued with this issue based on the interviews
conducted. As one respondent stated:
“. . . There was a time they (facility) never had the credentials for DHIS2, so I could not
upload. So, it depends when did they (sub county) upload.”–Data officer facility I (outlier
performer)
In addition, it is important for systems to be available whenever they are needed for use.
Otherwise, this may frustrate efforts of users in trying to accomplish their tasks. Interviewees
who used EMRs systems reported that it was always available when needed. This is because the
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EMRs systems did not require internet connection. However, there were varied concerns
regarding availability of the DHIS2 especially during reporting periods. Given that DHIS2
requires internet connection, some of the issues highlighted include lagging of the internet
connection and system down times. As some of the respondents stated:
“. . .. When the internet is not working properly and DHIS2 sometimes has an issue, it says
bad gateway. So, when DHIS itself has an issue it can delay me.”–Data officer facility A (best
performer)
“Some of these delays are also caused by the system. It goes down, it takes time to load, some-
times we do not have network, and sometimes the system has just gone down”–sub-county
Health records Information Officer
“Then we have internet issues, at times the internet is slow, so inputting the data to dhis2 you
have to go an extra mile do it in the evening or very early in the morning when it is not
crowded.”–Data officer facility J (average performer)
System availability issues in DHIS2 were also reported at the sub-county office visited.
Therefore, absence of system availability contributed to delays in reporting or slowing down
the reporting process at both facility and sub-county level.
Complexity of reports, staff rotations and role of mentorship in reporting
The reports in the MOH-731 were either categorized as complex or easy by respondents,
based on the number of registers required, number of indicators, and amount of knowledge
required to understand the indicators. CRT reports were among those considered by inter-
viewees as complex, which required knowledge and understanding of the indicators. These
reports also took more time to prepare compared to the others especially in facilities with
more workload. These reports were also likely to have more documentation issues compared
to the others. A HRIO at the sub-county whose office receives reports from various facilities
stated as follows:
“Same to Care and treatment, the indicators are very technical for our health care workers to
understand. So you find a lot of transcription errors. It is data that for you to rely on, it needs
serious people, people who really understand the data.”–sub-county Health records Informa-
tion Officer
Documentation issues identified include wrong calculations, gaps within the data, legibility
of written figures, misinterpretation of the indicators and codes, and failure to update the reg-
isters. Wrong calculations arose in situations where the figures aggregated by nurses or clini-
cians did not match with those of the data officers. Gaps within the data include scenarios
where for instance ten people were counselled and only nine were tested, or ten pregnant
women were identified as positive and only five were given prophylaxis. These documentation
issues need to be corrected by the data officers before submission of the reports. Documenta-
tion issues therefore contribute to delays or slowing down the reporting process more so in
cases where there is parallel reporting, which entailed submitting similar reports to both the
MoH (submission of MOH-731) and supporting partners (submission of DATIM). As such,
data reported in DATIM should be similar to that reported in the MOH-731. A challenge
posed by interviewees was amending both reporting tools when documentation issues are
encountered. Responses from interviewees on issues of documentation are as follows:
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“. . .since I had to submit both datims and 731 by 5th, it was hectic. You know you have to
work on the negligible stuff like numbers, they don’t tally, and then you find an undocumented
register, not well documented, it still delays you.”–Data officer facility I (outlier performer)
“. . . or if something was missed in the register and you want to report, they have to fill the gap
and you know for instance a HEI was drawn a PCR at 24 months that is 2 years later, if you
do not fill in the results and then you are supposed to report on the outcome or IPT register,
anyway the challenge would be I the clinician or nurse is not filling in the register. “–Data
officer facility K (outlier performer)
Gaps were also identified in some of the reports perused during interviews, which had gone
unidentified in previous years. Post-Exposure Prophylaxis (PEP), Voluntary Medical Male Cir-
cumcision (VMMC) and Blood Safety (BS) were among reports considered to be easy as they
contained few indicators. In addition, majority of facilities did not offer VMMC and BS,
(replaced with Methadone Assisted Therapy at time of study) hence reporting these indicators
was easy as it was a matter of just recording zeros. In addition, for facilities that offered
VMMC, it happened occasionally especially when students where on holiday as this facilitated
performing of the minor circumcision surgeries.
Another contributing factor to documentation is the issue of rotation of nurses involved in
reporting and staff turn overs. For instance, at facility level, nurses that were in one service
area may be transferred to another service area hence need to be retrained in order to prevent
documentation issues. These staff rotations and staff turnovers can be cumbersome to some of
the data officers as expressed in the interviewees’ responses:
“. . .you have completely new people who have never even seen an ANC register, you take
them indicator by indicator. Then when they catch up, they leave. Then you start all over
again”–Data officer facility I (outlier performer)
“But the blunder in private facilities is high staff turnover, there is this staff who is doing a
good job this month the next month that one got greener pastures, there is a new one again.
And then you start again mentoring after a couple of weeks that one again disappears.”–sub-
county Health records Information Officer
Data officers therefore conduct mentorships through training of indicators and HIV
reporting at the various service points, whereas supportive supervisions are conducted on
need be basis by the sub-county health records information officers. This in turn promotes
better documentation of registers. This is also intended to decrease delays during the reporting
period caused by time taken to amend documentation issues.
Fit between individual, task and technology in reporting
A salient aspect in the reporting process for an individual is the fit between task and fit
between technology. This means that the individual has the right competency for the task and
technology or tools used to complete the task [26]. All facilities apart from one in this study
had employed data officers or M&E assistants, which ensured fit between individual, technol-
ogy and task. Moreover, all the data officers or M&E assistants interviewed had studied at least
health records or both health records and information technology. In addition, those utilizing
EMRs systems had received on job training on using various aspects within the EMRs system
such as using queries to retrieve data, and trouble shooting. The facility with no data officer
happened to be a private facility, and a nurse and a pharmacist were in charge of reporting.
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Thus, a misfit between individual and task was identified. As such, this was extra work to the
pharmacist who doubled up in doing the reports as stated:
“You see this is extra work aside from my main work. I told the people form the ministry to
give the nurse to be doing this work. They said nurse cannot order drugs, so I said I will just
do it because it is once a month. Pharmacist facility D (average performer)
Hence, using the existing employees to multitask in reporting rather than employing a data
officer has a potentially negative impact on the data quality of reports as well as motivation of
the employees.
Motivation and awareness of reporting performance
Factors contributing to motivation in reporting among the interviewees include passion for
the work, patient well-being, good performance appraisal feedback, gaining insights from the
data and support from supervisors. Moreover, it emerged that the presence of motivation
implicitly contributes to data quality in terms of accuracy, completeness, and timeliness in
reporting. This was revealed by how the respondents reported a sense of commitment towards
the patients, which prompts them to strive for good reporting as stated:
“You know a camera guy who always gives good shots but is never seen in the pictures. I am
the guy that I will not see the patient, but I will make sure that I tally everyone. I know every-
one by their numbers, and I see their impact in my numbers. Probably I have touched a life
somewhere by doing what I did. That motivates me to continue. I made an impact to some-
one’s life when we found out they were positive and I reported. I will give a tally of everyone
who came in the facility. It’s like you have a role, it’s not a main role, you are behind the
scenes. That keeps me motivated. It’s a good feel.”–Data officer facility I (outlier performer)
“First, this profession is about people. When I fail to commit to them, I am killing one or two
people there. I become motivated when I see them come again. If I do it in a negative way,
there will be a lot of murmurs. It is out of passion as well.”–Data officer facility H (poor
performer)
Awareness of facility reporting performance also provides knowledge as to whether a facil-
ity is meeting reporting requirements for completeness and timeliness. Moreover, good
reporting performance not only portrays a facility in good light but also for the data officer(s)
in charge during a particular reporting period. Nonetheless, performance reports for facility
completeness and timelines in DHIS2 were not utilized by respondents for purposes of identi-
fying respective facility reporting performance. As such, as long as the report was submitted
within the submission deadline and without questioning of the data, facility reporting comple-
tion and timeliness requirement was considered having being met. One of the responses on
this is as stated:
“As long as I have sent it be 5th in terms of timeliness, I know I have performed well. And if
they have not kept on calling me all the time to ask me about the data, then I know I have
done well.”–Data officer facility B (best performer)
As such, data officers often relied on the approaches used by various respective health facili-
ties key administrators to convey feedback on facility and individual reporting performance.
Some of the feedback channels include through WhatsApp groups, through in-charges, during
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data review meetings, and during performance appraisals. One of the responses on this by an
interviewee is as stated:
“Yes we always have a data review whereby you see your performance, they also project the
way you keep reporting. If you are in green, it means your reports are always on time, if you
are on yellow you try but sometimes you are late, if you are red, you are always late. But no
major repercussion, just try to not submit the reports late or pressure will mount on you.”
Data officer facility K (outlier performer)
Hence, awareness of performance also implicitly contributed to motivation in reporting
especially when feedback is good. Another factor that could potentially contribute to motiva-
tion is increasing space in records offices in some of the facilities. A general informal observa-
tion revealed some of the office spaces to be quite small in some of the facilities with some of
the respondents eluding that more space would be good for them.
Availability of standard operating procedures, training, and supervision
Among the facilities visited, those funded had existing Standard Operating Procedures (SOPs)
that were developed by the supporting partners. An informal observation was made whereby
some of the facilities had put copies of their SOPs on the walls, while others had theirs only
stored in cabinets. The SOPs regarding data quality were examined in order to understand the
procedures put in place. The SOPs for data quality laid down roles and responsibilities for data
management, data quality assurance hence providing guidance to data officers. Furthermore,
internal monthly data review meetings were carried out in these facilities in order to review
the HIV indicator data quality. These meeting mostly comprised of nurses, clinicians, and data
officer employed by the partners.
Training is a very salient component in reporting. Nonetheless it was provided mostly by
supporting partners for their employees. Training of the MOH-731 tools were provided only
once when the tools had been updated. Nonetheless, supportive supervisions from sub-county
doubled up as training in some facilities. Some facilities reported having had sub-county
supervisions at least once a year, while others were hesitant in admitting to having no visits
from the sub-county. Some of the responses are as follows:
“For the county no, but for the program if they organize, they call us.”–Data officer facility L
(outlier performer)
“That is the challenge. We rarely get trainings. We lack good training, just good training. We
go for some data quality assessment after three months but that is not enough. Because things
to do with information, they transform and keep changing.”–Data officer facility H (poor
performer)
Another emerging issue on training was the dependability on availability of funding in
order for trainings to take place as stated by some of the respondents:
Yea, now that the is no funding, that (training) is once in our dreams.–Data officer facility B
(average performer)
It also depends on funding. When there was money we used to go monthly, then it changed to
quarterly. That is training for all of us because these tools keep on changing. There is a time
we went 1 week for training because of these new tools.–Data officer facility A (best
performer)
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Hence, factors contributing to frequency of training and supervision were attributed to
availability of funding, and availability of sufficient human resources to conduct the trainings,
especially supportive supervision, which relied on sub-county staff.
Discussion
This qualitative case study identified barriers and facilitators in HIV-indicator reporting that
were linked to the RHIS reporting process and determinants of RHIS (technical, behavioral
and organizational determinants). Facilities performing well and those performing poorly
might have contextual differences that affect their performance, hence influencing the barriers
or facilitators faced as posited in other studies [27,28].
This study revealed that whereas facilities may demonstrate differences in reporting perfor-
mance, they are likely to face similar barriers and facilitators regardless of the contextual differ-
ences. For instance, it was assumed that facilities with an EMRs system were likely to have
good reporting performance. This is because these facilities are required to have availability of
trained personnel, appropriate infrastructure, adequate security, support and maintenance
protocols, and accessible management support prior to EMRs system implementation [29].
Nonetheless, it emerged that all facilities that performed poorly in timeliness (outlier perfor-
mance group) had EMRs system implementations. In addition, among the facilities that had
high reporting performance in completeness and timelines (best performing group), only one
had a functioning retrospective stand-alone EMRs system, whereas the rest had EMRs systems
that were not in use due to lack of human resource. Therefore, EMRs systems implementation
in facilities did not translate to good performance in reporting to DHIS2.
This can also be attributed to the lack of interoperability between the EMRs systems and
DHIS2 to enable seamless data transmission. This lack of interoperability between EMRs sys-
tems and national aggregate systems remains a challenge in LMICs, leading to systems operat-
ing in silos [29,30]. As such, given that EMRs systems have been attributed as having the
potential to dramatically reduce the data collection burden by automating the reporting pro-
cess [30,31], this potential has not yet been realized as revealed in our findings. Nonetheless,
utilization of EMRs system in reporting still contributed to easing the data collection burden,
as data was retrieved from EMRs systems rather than multiple registers, which is time consum-
ing. Furthermore, facilities that utilized EMRs systems reported to have obtained technical
support and training when required through their supporting partners. This is an indication of
a step towards the right direction, as compared to previous studies, which indicate challenges
such as lack of IT support [11,32].
A number of issues were also identified, which contributed to facilities performing poorly
in timeliness. These include issues such as, time-consuming efforts to correct data quality
issues in reports, and submission of reports by hand to the sub-county office. As such, insuffi-
cient human resources, lack of availability of the DHIS2 during reporting, and slow internet
connection at the sub-county level resulted to late entries of the reports submitted by hand,
which then resulted to poor performance in timeliness among facilities. This then hinders the
repercussion measures that had been put in place to deter late reporting. This is because
reports maybe submitted on time to the sub-counties by facilities in order to avoid repercus-
sions for late reporting, however, they are entered late in the system at the sub-county level.
Nonetheless, efforts have been made by sub-counties to offload the data entry burden by
ensuring facilities that meet a predefined criterion have access rights to DHIS2. As such,
despite some of the facilities having access to DHIS2 at the time of study, it emerged that this
was not the case in previous years. Hence, it was assumed that the lack of access rights to
DHIS2 might have also been a contributor to poor performance in timeliness.
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Supportive supervisions and mentorship have been identified as good approaches that con-
tribute to providing quality data for M&E [11,33]. Nonetheless, insufficient human resource at
the sub-county limits frequent supportive supervision at the facility level. Moreover, although
on job training was provided in facilities funded by supporting partners, facilities that did not
receive external funding depended on trainings and supportive supervision provided by sub-
county. Nonetheless, supervision was not conducted as frequently as expected based on
respondents’ perspectives. Only two facilities among those assessed were not funded by sup-
porting partners and therefore lacked frequent on job training. In addition, staff rotations and
staff transfer frustrated supportive supervision and mentorship efforts in the sub-county, both
in facilities with external funding, and those without. This was because they brought about
demand to retrain incoming staff, which proved to be tasking as reiterated by respondents.
Our findings also revealed time constraints echoed by facilities in all performance groups as
a major concern during the reporting period. These time constraints were further aggravated
by issues such as, reporting period falling on a weekend (which meant that a day or two were
deducted from the reporting period) and data officers being assigned to more than one health
facility, which led to some facilities being given less priority compared to others in reporting
MOH-731. As such, dealing with more than one facility has the potential to heighten the
chances of reporting burden and risk of hampering data quality. In addition findings from this
study reveal parallel reporting of HIV-indicator by facilities funded by supporting partners,
which continues to be a challenge facing M&E systems in LMICs [11,34,35]. Time constraints
issues are further aggravated by documentation errors brought about by staff rotation and staff
transfer of health workers involved in reporting, lack of understanding the indicators, and
DHIS2 availability issues, which further slowed down the reporting process. Ledikwe et al. also
reported similar issues related on data gaps as result of changes in staffing [11].
In order to ensure timeliness in reporting, a resource intensive approach would entail
strengthening capacity in health facilities through rigorous staff training, strong internet con-
nection in facilities with computers, ensuring EMRs systems lying dormant in facilities are uti-
lized for reporting and ensuring many facilities are able to meet requirements needed to
obtain access rights to DHIS2 in order to perform data entry for themselves. These will facili-
tate timely submission of good quality reports to DHIS2. Nonetheless, a less resource intensive
approach will entail ensuring availability of sufficient skilled human resources at the sub-
county level to perform data entry tasks and provide supportive supervision at facility level.
Continuous training of health workers on reporting will also enhance data quality and fill the
gap left through rotations and staff turnovers.
This study has identified facilitators and barriers in HIV reporting among facilities with
various performances in completeness and timeliness in reporting HIV-indicators to DHIS2.
Findings reveal that similar barriers and facilitators are shared across the different perfor-
mances. Nonetheless, it emerged that skilled human resources involved in reporting, in combi-
nation with access to DHIS2 promote better performance of facilities reporting completeness
and timeliness.
A limitation of this assessment was that there had been staff turnovers and rotations among
data officers in some of the facilities, which made it difficult to provide conclusive descriptions
of happenings of previous years. In addition, though we used cases in one county, we expect
that the findings revealed in this assessment are transferrable in other counties and in LMICs
in similar contexts. In addition, given that facility performance was not based on indicator
data completeness and accuracy, future verification exercises are warranted for the various
facility performance categories. Further still, there have been efforts by the MoH in availing
training tools such as eLearning portals that provide courses for DHIS2 and HIV M&E, which
can provide training for facility health workers. Nonetheless, we did not delve into usage of
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such portals, hence future studies can be conducted in order to assess the benefit of these
courses in relation to performance in data quality.
Conclusion
The study identified barriers and facilitators linked to the RHIS process and determinants of
RHIS, which include three interrelated factors, technical, organizational and behavioral. The
findings demonstrated that whereas facilities may demonstrate different performances in com-
pleteness and timeliness in reporting, the barriers and facilitators that they face may be less dif-
ferent among them. It was expected that EMRs systems would improve reporting, and in order
to realize their potential in reporting, there needs to be integration of DHIS2 and EMRs sys-
tems as posited in feasibility studies conducted [31]. This study could not attribute best per-
formers to presence of EMRs systems. Nonetheless, future prospects to automate indicator
reporting between EMRs systems and DHIS2 will pave way to determine whether best per-
forming facilities is accelerated by use of EMRs system. Continuous evaluations have been
advocated within health information systems literature. Therefore, continuous qualitative
assessments are also necessary in order to determine improvements, as well as recurring of
similar issues based on previous assessments. These assessments have also complemented
other quantitative analyses related to this study [21].
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34. Souteyrand Y, Banda MA, Kaufman J, Perriëns JH, Yu D. Investment in HIV/AIDS programs: Does it
help strengthen health systems in developing countries? Global Health. 2008; 4. https://doi.org/10.
1186/1744-8603-4-8 PMID: 18796148
35. Gloyd S, Wagenaar BH, Woelk GB, Kalibala S. Opportunities and challenges in conducting secondary
analysis of HIV programmes using data from routine health information systems and personal health
information. J Int AIDS Soc. 2016; 19(Suppl 4):1–6. https://doi.org/10.7448/IAS.19.5.20847 PMID:
27443274
PLOS ONE Identifying barriers and facilitators in HIV-indicator reporting for different health facility performances




unication Division, UiB  /  Print: Skipnes Kom
m
unikasjon AS
uib.no
ISBN: 9788230858004 (print)
9788230841211 (PDF)
