In the visual world paradigm as used in psycholinguistics, eye gaze (i.e. visual orienting) is measured in order to draw conclusions about linguistic processing. However, current theories are underspecified with respect to how visual attention is guided on the basis of linguistic representations. In the visual search paradigm as used within the area of visual attention research, investigators have become more and more interested in how visual orienting is affected by higher order representations, such as those involved in memory and language. Within this area more specific models of orienting on the basis of visual information exist, but they need to be extended with mechanisms that allow for language-mediated orienting. In the present paper we review the evidence from these two different -but highly related -research areas. We arrive at a model in which working memory serves as the nexus in which long-term visual as well as linguistic representations (i.e. types) are bound to specific locations (i.e. tokens or indices). The model predicts that the interaction between language and visual attention is subject to a number of conditions, such as the presence of the guiding representation in working memory, capacity limitations, and cognitive control mechanisms.
measures eye movements to visual stimuli (e.g., semi-realistic scenes; non-scene displays of visual objects; or an array of printed words) in response to those stimuli and to concurrent spoken language. Fig. 1 shows an example display, together with an example sentence.
The onset of the presentation of the visual stimuli and the spoken language occurs either at the same time or when participants are presented with a short (about one second) preview of the display. There are two main types of tasks: direct action tasks and 'look and listen' tasks. In direct action tasks participants are required to perform an action such as clicking on an object with a computer mouse (e.g., Allopenna, Magnuson, & Tanenhaus, 1998) . In 'look and listen' tasks participants are simply told that they should listen carefully to the spoken sentences they hear, that they can look at whatever they want to, but not to take their eyes off the screen throughout the experiment (e.g., Huettig, & Altmann, 2005) . In both types of tasks (i.e. direct action or 'look and listen') researchers are particularly interested what happens during the acoustic unfolding of certain manipulated critical spoken words which are embedded in carrier sentences. For example, researchers are interested in how eye gaze to a display containing a beaker and a beaver changes during the acoustic duration of "beaker" when participants hear the instruction "click on the beaker", as compared to gaze directions before and after the (phonologically) ambiguous sequence in the critical word. Eye gaze is thus a function of the integration of (typically pre-activated) visually-derived representations with language-derived representations activated by the speech input.
Although the dependent measure therefore does not straightforwardly reflect linguistic processing, it is language processing that visual world researchers are traditionally most interested in. Much of the research has focused on syntactic ambiguity resolution (e.g., Tanenhaus et al., 1995; Trueswell, Sekerina, Hill, & Logrip, 1999) , the nature of prediction during sentence processing (Altmann, & Kamide, 1999 , 2009 Kamide, Altmann, & Haywood, 2003) , speech perception (e.g., Allopenna et al., 1998; Salverda, Dahan, & McQueen, 2003) , lexical ambiguity (Huettig, & Altmann, 2007) , bilingual word recognition (e.g., Spivey, & Marian, 1999; Weber, & Cutler, 2004) , disfluency (e.g., Arnold, Fagnano, & Tanenhaus, 2003) , and many other psycholinguistic issues (see Huettig, Rommers, & Meyer, this issue, for a comprehensive review). In doing so it has advantages over other methods. For example, a great benefit of the visual world method is its ecological validity. Participants are not required to perform an unnatural meta-linguistic task (such as making an overt decision about whether a target stimulus is a word or a non-word) as in many psycholinguistic methods. The tasks in visual world studies such as simply scanning a visual display (e.g., Altmann, & Kamide, 1999; Huettig, & Altmann, 2005) , clicking with a computer mouse on the word's visual referent (e.g., Allopenna et al., 1998) , or touching the visual referent on a touch-screen computer display (e.g., Yee, & Sedivy, 2006) may be regarded as more realistic language-mediated behaviors than making a lexical decision by pressing a button.
Another real boon of the method is that it provides fine-grained estimates of ongoing cognitive processing in the form of fixations to different positions in the visual display over time. The study by Allopenna et al. (1998) nicely illustrates this point. Their participants were presented with a display of four pictures of real objects and four geometric shapes. They were instructed to click on a target picture with a computer mouse (e.g., "Pick up the beaker") and then move it next to, above, or below one of the four geometrical figures. Allopenna et al. found that a depicted object whose name begins in the same way as a word that is being heard (e.g., beetle) competed for eye fixation more strongly, and for a longer period of time, than an object whose name overlaps with the word being heard at word offset (e.g., speaker). Although participants looked at the pictures of both types of competitors more than at completely phonologically-mismatching distractors, they looked more often at onset-matching referents (e.g., the picture of the beetle) than at offset-matching referents (e.g., the picture of the speaker). Thus onset phonological overlap is more important for spoken word recognition than non-onset phonological overlap between target and competitor. This all happens while the acoustic signal unfolds. Thus the time-sensitivity of the visual world paradigm is particularly wellsuited to draw inferences about on-line cognitive processing.
Importantly, the focus of at least some recent visual world research has shifted more towards exploring the interaction between language and vision rather than core issues of linguistic processing (e.g., Altmann, & Kamide, 2007; Gleitman, January, Nappa, & Trueswell, 2007; Huettig, & Altmann, 2007; Huettig, & McQueen, 2007; Knoeferle, & Crocker, 2006; Spivey, Tanenhaus, Eberhard, & Sedivy, 2002) . Huettig and Altmann (2005) (see also Yee, Overton, & Thompson-Schill, 2009 ), for instance, investigated whether semantic properties of individual lexical items can direct eye movements towards objects in the visual field. Participants who were presented with a visual display containing four pictures of common objects directed overt attention immediately towards a picture of an object such as trumpet when a semantically related but non-associated target word (e.g., 'piano') was heard. Different measures of semantic relatedness (semantic feature norms, Cree, & McRae, 2003; Latent Semantic Analysis, Landauer, & Dumais, 1997; and McDonald's Contextual Similarity measure, McDonald, 2000) each separately correlated with fixation behavior (Huettig, & Altmann, 2005; Huettig, Quinlan, McDonald, & Altmann, 2006) . These data show that language-mediated eye movements are a sensitive measure of overlap between the conceptual information conveyed by individual spoken words and the conceptual knowledge associated with visual objects in the concurrent visual environment.
The visual search paradigm
As in the visual world paradigm, in visual search studies the participant is presented with a display of multiple objects. The participant has the explicit task of finding a pre-specified target defined by a certain feature, for example a red object among green objects. He or she is usually notified of what to look for through either spoken or written instructions, followed by a few example trials. The task is usually to respond as fast as possible by either determining the presence of the target (present/absent response), the identity of the target (e.g., is the red object a square or a triangle), or by making an eye movement towards it. Huettig, and McQueen (2007) , but it is very similar to the displays used in other studies. Participants are presented first with the visual display. One second later the spoken sentence starts to acoustically unfold. The display remains on the screen until the end of the sentence. Of critical interest is where participants look during the acoustic duration of a critical word in the speech stream (e.g., "beaker"). In this example, the critical word is not depicted (i.e. there is no beaker) but phonological (e.g., a beaver -same word onset phonology), shape (e.g., a bobbin -similar global shape), and semantic (e.g., a fork -also a kitchen utensil) competitors of beaker are displayed.
Unlike in visual world studies, in visual search an important manipulation has been the set size, which is the total number of objects in the display. This is because the rate at which response times (RTs) increase with increasing set size (the "search slope") provides a measure of the efficiency with which the display can be searched. The flatter the search slope, the more efficiently the target is found. This efficiency is taken to reflect the ease with which attention can select relevant information from a display of competitors. The search efficiency is known to depend on stimulus factors as well as on the goals of the observer. For example, all else being equal, a target that carries a distinctive and salient feature relative to the distractors (e.g., a red object among green objects) is found more easily (Treisman, & Gelade, 1980) , especially if the observer also knows what this feature is (Wolfe, 1994) . Similarly, salient objects tend to attract eye movements (e.g., Theeuwes, Kramer, Hahn, & Irwin, 1998) . A substantial part of the visual search literature has focused on what the basic visual features are that observers can find efficiently (e.g., color, orientation, motion), whether or not observers can easily find conjunctions of basic features, and whether the search process -when it happens to be inefficient -is serial in nature or rather a limited-capacity parallel process. This vast literature has been extensively reviewed elsewhere (Wolfe, 1998 (Wolfe, , 2003 Palmer, Verghese, & Pavel, 2000) , but important for present purposes is the general consensus that search for salient perceptual features tends to be fast and efficient, whereas search for visually complex or semantically defined objects tends to be slow and inefficient (Wolfe, 1998) . The latter finding means that the semantic codes are not readily available for search, at least not within the time frame of a typical trial.
More recently, researchers have become interested in the nature of the target representation. When observers are looking for an object, they must have some mental description of that object that eventually guides their attention in the right direction. This description is often referred to as the target template, but another frequently used term is attentional set. In fact, most visual search studies regard the target template as simply given: it is assumed that when the participant is instructed to look for a specific feature at the beginning of the experiment (e.g., the written instruction "look for the red object"), he or she will set up some sort of veridical description of the target for the remainder of the task and that is that. The existence of such a targetspecific representation and that it indeed affects visual search have been amply demonstrated by manipulating the instructions on what to look for. For example, Folk and Remington (1998) asked observers to look for red targets in one condition, and for green targets in another. Prior to the visual search display, irrelevant cues were presented that could coincide with the subsequent target location (valid cue condition), but more often did not (invalid cue condition). Cues could also be red or green, independent of the target color. Although irrelevant to the task, the cues had a clear effect on target search, such that valid cues led to speeded RTs. However, this only occurred for cues that carried the looked-for color (e.g., red cues when the target was also red, as opposed to when the target was green). In other words, attentional guidance towards the irrelevant cues was determined by the attentional set of the observer.
Exactly to what extent selection in visual search is determined by the salience of the visual features on the one hand, and the attentional set of the observer on the other, has been a matter of extensive and heated debate over the past two decades, involving those advocating pure salience-driven selection on one side (e.g. Theeuwes, 1991 , 1992 , Schreij et al., 2008 Yantis & Jonides, 1984) , those advocating pure voluntary, top-down driven selection on the other side (Folk et al., 1992; Folk, & Remington, 1998; Folk, Remington, & Wu, 2009) , and those taking an intermediate position (e.g. Olivers, & Humphreys, 2003a; Wolfe, 1994 ).
A theoretical no-man's land?
It is obvious that the visual world and visual search paradigms have much in common. Both paradigms measure visual attention in a spatial array of multiple objects, and in both paradigms researchers are interested in studying the interaction between the visual stimuli and higher order cognitive biases as induced by task goals, or language. However, they approach these issues from rather opposite ends of the information processing chain. While visual search investigators are mainly interested in the mechanisms of visual orienting, and usually treat top-down biases as simply given (i.e. preexisting or induced only once at the start of an experimental block), visual world investigators are usually interested in the dynamics of linguistic processing, and treat the visual attention system as simply given (that is, they use it as a tool to answer their linguistic questions). This has created a theoretical no-man's land in which the exact interaction between higher order cognitive representations (conceptual and linguistic) and visual attention has been left unspecified.
Many detailed models of visual search exist, and they are virtually all concerned with the interaction between the bottom-up salience of the stimulus and the top-down goals of the observer (e.g., Cave, 1999; Humphreys, & Müller, 1993; Itti, & Koch, 2000; Palmer et al., 2000; Treisman, & Sato, 1990; Wolfe, 1994) . Most of these theories assume some form of topographically organized spatial map, in which bottom-up stimulus-related activation is combined with top-down activation stemming from the search goals of the observer. The location of the object with the highest activation will then draw attention (i.e. be selected), followed by the object with the next highest activation, and so on. However, the nature of "what one is looking for" and in which type of memory it is kept are typically less well described, if described at all. Where in the cognitive system is the target template kept? And what is the nature of its representation? Is it linguistic in nature (in line with the verbal instructions given prior to the task), or is it more visual (in line with the goal of finding a visual object)? Moreover, top-down guidance in these models is usually limited to guidance on the basis of basic features like color and form, rather than, for instance, semantics.
Similarly, within the field of psycholinguistics, there are currently few explicit models on exactly how language affects visual orienting. An early linking hypothesis was proposed by Tanenhaus, Magnuson, Dahan, and Chambers (2000) to explain the effect of phonological overlap between spoken word and visual referent. They proposed that "informally, we have automated behavioral routines that link a name to its referent; when the referent is visually present and task relevant, then recognizing its name accesses these routines, triggering a saccadic eye movement to fixate the relevant information" (p. 565). This phonological matching hypothesis however cannot account for effects of semantic and/or visual overlap. Later, Dahan and Tanenhaus (2005) argued instead that "word-object matching occurs at the level of visual features and not at the level of pre-activated sound forms" (p. 457). To explain phonological effects within this visual matching hypothesis, Dahan and Tanenhaus (2005) argue that hearing/be/ activates the visual form features of all objects whose names start with these phonemes, including both a beaker and a beetle. These are then matched with the visual form features of the depicted beaker and the depicted beetle, inducing a bias towards those objects. The visual matching hypothesis can also explain visual effects (e.g., looking at a cable on hearing "snake", Dahan, & Tanenhaus, 2005; Huettig, & Altmann, 2004; 2007) . However, neither of these two hypotheses can explain semantic effects (e.g., looking at a trumpet on hearing "piano", Huettig, & Altmann, 2005) . Huettig and Altmann (2005) therefore concluded that eye movements are driven by the degree of match along multiple dimensions (including, but not restricted to simple visual form), between a word and the mental representations of objects in the concurrent visual field. Altmann and Kamide (2007) further specified this as follows: first, seeing the trumpet in the display activates featural representations such as visual form, function, and contextual dependencies (McRae, de Sa, & Seidenberg, 1997; Rogers, & McClelland, 2004) . Similarly, hearing "piano" also activates its corresponding featural representations. Second, overlap in featural representations causes overlapping pre-activated representations (i.e. the representation of the trumpet in the display and its associated representations) to increase in activation even further. Third, changes in activation state change the attentional state of the cognitive system. Finally, changes in the attentional state will increase the probability of a saccadic eye movement towards the spatial location associated with the change in attentional state.
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Such changes in attentional state have been more explicitly modeled in a neural network developed by Mayberry, Crocker, and Knoeferle (2009) . The model describes how linguistic expressions result in higher activation (upscaling) of visual referents, which in turn activate related linguistic constructs. For example, the word "detective" in a linguistic utterance may enhance the representation of a picture of a detective present in a visual display, which in turn may trigger the verb "to spy on", because the detective in the display actually happens to be spying on someone. The activation of the verb in turn evokes a referent that can be spied on, which is then fed back to potential matches in the display, which become more active (i.e. more attended). This way the different attentional states emerge naturally from the language-vision interactions.
Although intuitively appealing, such accounts leave a number of important issues unanswered. For example, do changes in activation constitute or cause a shift in attention. Note that in this respect activation of a semantic or visual representation per se is not sufficient to cause a shift in orienting (or eye gaze for that matter). Some sort of spatial pointer appears to be required that binds these representations to a certain location. However, space appears not to be represented in the Mayberry et al. (2009) model. Others have assumed a role for spatial indices (e.g., Altmann, 2004; Altmann, & Kamide, 2007; Ferreira, Apel, & Henderson, 2008; Richardson, & Spivey, 2000) , but are unclear about the nature of these indices. That is, they do not specify what type of memory is involved in maintaining these indices, nor under which constraints (though see Spivey, Richardson, & Fitneva, 2004 as discussed later). In the end the activation of a semantic or visual form representation needs to result in the activation of the associated location. For example, Altmann and Kamide (2007) , in line with connectionist accounts of language processing (e.g., MacDonald, Pearlmutter, & Seidenberg, 1994; Elman et al., 1996; MacDonald, & Christiansen, 2002) , make no distinction between long-term memory and working memory. Altmann and Kamide (2007, p. 515) write about 'episodic traces' but also state that their account does not in fact rely on them. Moreover, they state that "we take this episodic trace to be a temporary record of both the experience of the object, including its location, and the conceptual representations associated with that experience (and henceforth, we use the term 'episodic' to refer to such temporary records or traces)" (p.512). It is clear that conceptual representations must be stored in long-term memory. However, Altmann and Kamide (2007) go further than that and argue that "language-mediated eye movements are little different theoretically (and perhaps no less automatic behaviorally) than priming effects which have elsewhere been explained in terms of spreading activation and/or conceptual overlap (cf. Collins, & Loftus, 1975; Neely, 1977) " (p. 514). Priming however is typically considered as a long-term memory phenomenon (e.g., Jackendoff, 2002 ; but see Neely, 1991 , for the view that participants use the prime to generate a short-term expectancy set that consists of potential targets).
Others have implied or even explicitly argued that short-term memory, or working memory plays an important role (Ferreira et al., 2008; Knoeferle, & Crocker, 2007; Richardson, & Spivey, 2000; Spivey, & Geng, 2001; Spivey et al., 2004) , mainly on the basis of evidence showing that participants prefer to orient to the locations of objects that are referred to in the spoken input, even when those objects are no longer there. The visual object representations and their associated locations must thus have resided in some form of memory (see also Theeuwes et al., this issue; but see Altmann & Mirkovic, 2009 for arguments that this is not necessarily working memory). These previous discussions of (working) memory in the visual world literature however have remained somewhat vague. Knoeferle and Crocker (2007) for instance incorporate an explicit working memory component into their account, but they do not discuss the nature of the working memory component in any detail (other than saying that its contents experience some decay). Mayberry et al. (2009) , in the description of their connectionist model of situated language comprehension, use the term 'memory' only once (p.488) right at the end of the paper when discussing future directions. Similarly, Ferreira et al. (2008) , when explaining linguistic-visual interactions only talk about "memory", without further specification. Occasionally they appear to suggest episodic bindings between different types of representation. For example, they mention "object files" as a possible equivalent of such bindings. Object files are token representations in which object properties are combined and tied into a spatio-temporal file (Kahneman, Treisman, & Gibbs, 1992) , and, within the visual attention literature, have been linked to visual working memory (see Pylyshyn, 1989; Cavanagh, & Alvarez, 2005) . This idea was made most explicit by Spivey et al. (2004) , who proposed that it is the working memory that mediates language-vision interactions, through a visuospatial pointer or indexing system which, following Pylyshyn, temporarily stores the positions of objects.
In the present paper we aim to build a strong case for why it is indeed working memory that is crucial for language-vision interactions. Importantly, we explore and extend this idea with what is known from the visual search literature. Integrating the evidence across the two different research fields may answer important questions, and will most certainly generate new ones.
Bridging the gap: working memory

The role of working memory in visual world studies
So where is the link forged between a linguistic utterance on the one hand, and an attentional orienting response to a visual object on the other? In Fig. 2 we propose a general framework which takes current accounts such as the one proposed by Altmann and Kamide (2007) as a starting point. We propose that the basis for languagevision interactions lies in long-term memory. It has to, of course, since that is where the names and meanings of words and objects, and the 1 Note that Altmann and Kamide's account is more complex than sketched out here.
To account for anticipatory eye movements (for instance reflecting verb-thematic fit, plausibility, tense information, etc.) they invoke affordances about an object (e.g., an full glass affords that it can be drunk from). For our present discussion these points are not essential (see Altmann, & Kamide, 2007 , for further detail). A general framework for how working memory serves as the central interface between language and visual orienting. When looking at a display, visual form representations become bound to specific spatio-temporal indices within working memory. Given sufficient time, associated semantic and phonological codes will also be bound to the existing visuospatial working memory representation, thus creating a nexus of linguistic and visuospatial activity. The most active location in working memory will eventually determine the most likely direction of the eye movement at a given point in time.
associations between them are stored. Linguistic (phonological, syntactic, and semantic) and non-linguistic (e.g., visual) representations are connected and activation cascades through the system such that, on hearing spoken words, 2 activation of candidate phonological structures in long-term memory typically activate associated semantic structures, which in turn, perhaps to a lesser degree, activate their associated visual representations. Similarly, seeing visual objects activates associated stored visual representations in long-term memory which, given sufficient time, activate semantic structures and eventually phonological forms (i.e. the object names, cf. Meyer, & Damian, 2007; Morsella, & Miozzo, 2002; Huettig, & McQueen, 2007) . Long-term memory thus serves as a knowledge base, providing useful information about stable aspects of our environment. However, in daily life this knowledge often has to be linked to unstable and often rather arbitrary information on the object's current location, when it occurred, and which other objects it related to then. For example, when passing the fields on your way to work, you may notice that the horse may stand to the left of the barn on one day, but to the right on the day after. This means you rely on momentary and rather arbitrary knowledge about that particular situation, rather than on general knowledge of horses and barns. Similarly, people have little trouble understanding an arbitrary situation such as expressed by "Yesterday she found the garlic crusher in the flower pot", even though there is no a priori association between yesterday, finding, garlic crushers or flower pots, nor are people likely to change their world model on the basis of this particular instance. In other words, cognition is often situated: it is not only based on general knowledge (e.g., scene schema knowledge), it is based on events that happen here and now, or there and then (Brooks, 1991; Pylyshyn, 2001; Spivey et al., 2004) . Importantly, the situation is often no different for the typical visual world task, in which several rather unrelated objects are placed arbitrarily within the array, and people listen to rather arbitrary sentences like "she looked at the trumpet". Like Knoeferle and Crocker (2007) and Spivey et al. (2004) ; see also Ferreira et al., 2008 we propose that working memory plays a crucial role in language-vision interactions. Working memory appears to be the ideal mechanism to serve exactly the function of grounding cognition in space and time, allowing for arbitrary shortterm connections between objects. It enables us to link knowledge (as provided by long-term memory) to the here and now, or, when planning things, the there and then. We view working memory as the capacity to hold and bind arbitrary pieces of information. This idea is by no means new. In vision for example, theorists have proposed that visual objects are "instantiated", that is their long-term representations (often called "types") are bound to a specific location and moment in time (often called an object file, token, or index, Kahneman et al., 1992; Kanwisher, 1987; Pylyshyn, 2001 ; see also Hoover & Richardson, 2008) . Moreover, this idea connects well with existing views on working memory. For example, Baddeley (2000) has proposed an episodic buffer, which is capable of holding and binding representations from different modalities.
Furthermore, the idea that working memory is what instantiates an object is consistent with 'embodied' cognition views of working memory (Postle, 2006; Spivey et al., 2004; Wilson, 2002) . For example, some have argued that a memory of an object's location in the visual array is nothing more than implementing, but not executing, a motor program to either saccade or point towards that location (Theeuwes, Olivers, & Chiszk, 2005) , similar to the argument that attending to an object is nothing more than planning to look at that location (Klein, 1980) . In these cases the motor code provides the specific spatial instantiation of the object. Conversely, eye movements have been shown to disrupt spatial working memory (Baddeley & Lieberman, 1980; Smyth & Scholey, 1994) . Finally, note that our view is also not so different from what Altmann and Kamide (2007) describe as episodic traces, in that working memory might provide the basis for what they refer to as the experience of an object, "including its location, and the conceptual representations associated with that experience" (p. 512). The main difference is the claim that working memory is a necessary condition for this episodic experience.
What then is the chain of events when observers view a typical visual world display of a random collection of randomly spaced objects, while listening to a sentence? First, we assume that a restricted number of objects from the display are encoded in what is initially a visuospatial type of working memory (Baddeley, & Hitch, 1974; Logie, 1995; Pylyshyn, 1989; Cavanagh, & Alvarez, 2005) . At this stage, specific visual shapes are bound to their respective locations. In the case of unknown shapes, these representations may be based entirely on visual routines, but in the case of visual world, the usually very familiar objects will rapidly trigger perceptual hypotheses based on long-term memory codes. With the activation of these codes comes the cascaded activation of associated semantic, and potentially also phonological codes, all within a few hundreds of milliseconds. In the end, given sufficient time, this results in a nexus of associated knowledge about the object, which, within working memory, is all bound to the object's location. This binding of an entire complex of representations to a location is necessary to explain linguisticallymediated eye movements. Note again that merely activating associated long-term memory nodes is insufficient to achieve this, since these are not associated with arbitrary locations.
Second, a spoken utterance will activate long-term phonological and semantic codes. It seems that this may be sufficient to explain at least some visual world findings. For example, when viewing a trumpet while hearing "he will play the triangle", the mere activation of triangle spreads to trumpet on the basis of semantic and phonological (same initial phonemes) similarity. Activation of play also activates things that can be played (cf. Altmann, & Kamide, 1999 , 2007 . In turn, this all strengthens the nexus of the specific trumpet's representations and location within working memory, increasing the probability of triggering a saccadic eye movement. Summarizing, the chain of events is that first the visual display is processed up to a high level, including the creation of conceptual and linguistic representations. At this high level, these representations subsequently match up with those activated by the linguistic input, activation that then feeds back to the linked location.
It can be argued that even the activation of linguistic representations and their associations is not simply a matter of long-term memory. Language for instance is abundant with phonological, syntactic, and semantic ambiguities -ambiguities that need an online memory structure (or "situation model") in order to be resolved. For example, Jackendoff (2002; 2007) has argued for the necessity of working memory in order to be able to account for (i) the binding of linguistic structure (see also Marcus, 1998 Marcus, , 2001 Knoeferle, & Crocker, 2007) , (ii) the possibility of several occurrences of an item activating the same 'node' (working memory may contain more than one token of a type stored in long-term memory), and (iii) the encoding and instantiating of variables (since all combinatorial rules of language require typed variables; see Marcus, 2001 , for discussion).
Moreover, it has been shown in visual world studies that world knowledge about who is the plausible agent of an action influences eye gaze (e.g., "the man/girl will ride the motorbike/caroussel"), as anticipatory eye movements (i.e. object fixations) depended on the particular subject/verb combination (Kamide et al., 2003) . It is difficult to argue that "man" automatically primes motorbike, let 2 For ease of exposition we mainly use single words in our examples throughout this paper. Note however that our account is not per se restricted to the interaction of single words with visual information but also holds for the interaction of sentence and discourse-level representations with representations retrieved from the visual environment. 3 In the research by Altmann and colleagues (e.g., Altmann, & Kamide, 1999 , see also Knoeferle, & Crocker, 2006 ) the spoken sentences are typically related to what is depicted in a semi-realistic scene. However, even in these studies objects are often arranged in quite an arbitrary manner.
alone that "girl" automatically primes "caroussel". Instead, the preferences here appear to be caused by an on-line model constructed on the basis of the linguistic input and the visual scene. Similarly, Knoeferle and Crocker (2007) have shown that participants rely on depicted events over stereotypical thematic role knowledge for incremental thematic interpretation even when the scenes are no longer co-present on a computer display. We argue that working memory is exactly what is needed for building such on-line models, as it allows for arbitrary objects to be linked to times, places, and each other.
The role of working memory in visual search
At the same time, working memory provides a useful framework for explaining top-down biases in visual search. It provides an answer to the question where the attentional set is maintained. Probably the most influential general framework in this respect is Desimone and Duncan's (1995) biased competition model, but more detailed models of visual search have been developed before and after that which also more or less explicitly assume an important role for short-term or working memory (e.g., Bundesen, 1990; Bundesen, Habekost, & Kyllingsbaek, 2005; Duncan, & Humphreys, 1989; Grossberg, Mingolla, & Ross, 1994; Hoffman, 1979 ). Desimone and Duncan based their framework on monkey physiology data showing that the same neurons were active during active remembering as well as during the actual presence of the search target (Chelazzi, Miller, Duncan, & Desimone, 1993) . They argued that which perceptual content is prioritized is directly determined by the contents of working memory. Keeping an object in visual working memory pre-activates perceptual object representations and thus automatically biases visual selection towards those objects when they actually appear in the display. In fact, Desimone and Duncan (1995) concluded that " [v] isual search simply appears to be a variant of a working memory task, in which the distractors are distributed in space rather than in time." (p. 207). As pointed out by Pashler and Shiu (1999) , similar ideas can be traced back to Pillsbury (1908) , who stated that "searching for anything consists ordinarily of nothing more than walking about …. with the idea of the object prominently in mind, and thereby standing ready to facilitate the entrance of the perception when it offers itself.", and Oswald Külpe (1909) , who wrote that "impressions which repeat or resemble ideas already present in consciousness are especially liable to attract the attention" (p. 439).
Note here that in a typical visual search task the events typically occur in reverse order as compared to visual world tasks: Participants usually first receive a spoken or written instruction as to what to look for. This information is presumably processed within working memory, which also retrieves and activates the sought for visual feature. Only then the visual display appears, containing the target. This target then matches with the representation in visual memory and adds the missing spatial information to the nexus of representations describing the target. So here the match presumably occurs at the visual end of working memory rather than the linguistic or semantic end.
Experimental evidence
What is the evidence for a role of working memory in attentional guidance, and how does this relate to linguistic influences on attention? In this section we treat findings from the visual attention literature that are directly relevant to the hypothesis that working memory mediates the language-based guidance of attention.
Does the content of working memory automatically guide attention?
A first prediction from the working memory hypothesis is that a working memory representation should be sufficient to guide attention, and may do so automatically. There is little relevant data from the visual world paradigm testing this prediction, but evidence has recently been provided within the visual search paradigm (Olivers, Meijer, & Theeuwes, 2006; Olivers, 2009; Soto, Heinke, Humphreys, & Blanco, 2005; Soto, Humphreys, & Heinke, 2006; Soto, & Humphreys, 2007 ; see also Downing, 2000; Farah, 1985; Pashler, & Shiu, 1999 , for earlier evidence from spatial cueing, psychophysics, and rapid serial presentation tasks). Fig. 3 illustrates the general procedure, which consists of two interwoven tasks. The observer is first presented with a relatively simple visual object, for example a colored disk (Olivers, Humphreys, & Braithwaite, 2006) or colored canonical shape of some other kind (e.g., a square, circle, or triangle; Soto et al., 2005) . The observer is asked to remember the object for a later memory test, at the end of the trial. In the meanwhile, while holding the object in working memory, the participant is asked to switch to a visual search task, in which he or she is asked for a target that bears no relationship to the memory content. Participants in the Olivers et al. study were asked to look for a diamond among disks. The crucial manipulation was that one of the distractors in the visual search task could match the object held in memory, in color and/or shape. The idea was that if working memory content indeed guides visual selection, attention may be diverted away from the target and towards the matching distractor. This should result in RT costs.
Indeed, this is what was found: the presence of a matching distractor resulted in prolonged RTs compared to when no such distractor was present. This was confirmed when eye movements were measured. Both Soto et al. (2005) and Olivers, Humphreys, et al. (2006) found that the first saccade after search display onset was more likely to go in the direction of a distractor when this distractor matched the content of working memory. Note that observers had no incentive of looking at the matching distractor, since it did not match the target description and would only hinder visual search. This provides support for the notion that the guidance of attention from working memory occurred indeed automatically, in accordance with the biased competition framework.
The guiding content has to be in working memory
A second prediction from the working memory hypothesis is that it is necessary for representations to be active in working memory to guide attention. Again, there is little relevant data from the visual world paradigm testing this prediction. Some visual world studies use an explicit task (e.g., "click on the beaker") that forces participants to listen to the spoken input, whereas other studies employ free listening and free viewing ('look and listen' tasks, e.g., Huettig, & Altmann, 2005) . One might expect more working memory involvement in the first case, but this has never been investigated thoroughly. Moreover, even in the free viewing and -listening cases, participants are still instructed to look at the display and listen to the sentence.
More direct comparisons have been made within visual search studies. For example, Olivers, Humphreys, et al. (2006) ; see also Downing, 2000; Soto et al., 2005 found no evidence for a selection bias towards visual information (i.e. color) that merely had to be viewed prior to the visual search display, whereas such a bias existed for information that had to be remembered for a later memory test. In another experiment of the Olivers et al. study, observers had to remember an object, but could then first complete the memory test before they moved on to the search task, rather than the other way around. By then the memorized object was no longer relevant, and indeed it ceased to affect visual search. In a final experiment, observers were asked to remember two objects. A few moments later they were then notified that one of the two objects was no longer relevant. In a subsequent search task, the no longer relevant object did not affect search, whereas the still relevant object did. In all, these results suggest that mere exposure, and the priming of long-term representations that this may cause, is insufficient to induce attentional guidance.
The same conclusion was reached by Soto and Humphreys (2007) for memories of verbal, rather than visual, material. Instead of presenting a picture of for example a red square prior to the search display, they presented a printed description of the object (e.g., "red square"). They again found increased interference from distractors matching the description, but only when observers had to remember the description or say it out loud just prior to the display (which Soto and Humphreys argued automatically puts the description in verbal working memory). No effect on search was found when participants had to perform an identification task on the written description but could then forget about it. Thus there was no evidence of priming of long-term memory representations. Instead, the content had to be actively maintained in working memory.
Other important evidence comes from visual search experiments by Wolfe, Klempen, and Dahlen (2000) . In these experiments, the visual search display remained identical from trial to trial. In fact, during a block of up to 350 trials, the items (e.g., an array of capital letters arranged around a circle) never disappeared from the screen. All that changed from trial to trial was the instruction as to what was the target letter, as indicated by a visually dissimilar small-case version of the letter inside a central enclosed region. The idea was that if some rich memory representation of the entire visual scene is built up and maintained from trial to trial (including semantic and phonological codes), then visual search should become more and more efficient with each trial. It did not. Search was as inefficient after 350 trials as it was after the first or second trial. Thus it appears that even with an extended preview, the representation of where certain letters were remained rather scarce. Wolfe et al. argued that the momentary awareness of the display during visual search may rapidly disintegrate once the trial is over and attention has disengaged. Only when observers actively attend to the display are object shapes and identities bound to their locations. Indeed, when observers were explicitly asked to remember the search array (which was subsequently taken away from the screen), search became more and more efficient with increasing trial number, suggesting that when the display is in working memory, the bindings are indeed available.
Guidance through long-term memory
Does this mean that attention cannot be influenced by long-term memory at all? The answer is clearly no. For example, we know from visual search studies that when observers repeatedly search for the same set of targets, search becomes highly automated, such that the same objects are later very hard to ignore when they become irrelevant to the task . Part of this automation fares, among other things, on implicit priming effects from the previous trials (e.g., Maljkovic, & Nakayama, 1994; Müller, Heller, & Ziegler, 1995; Olivers, & Humphreys, 2003a; Olivers, & Meeter, 2006) . Such priming effects have been shown back as far as eight trials and have been shown to be rather immune to top-down knowledge about the target identity. Other studies have shown that observers also learn implicitly about the spatial lay-out of displays, leading to more efficient search when this lay-out repeats (even when this repetition goes unnoticed by the participant, Chun, & Jiang, 1998) . The automatic and implicit nature of such findings (like priming building up implicitly from trial to trial) argues for the direct involvement of long-term memory. However an important difference here with visual world studies is that aspects of the stimulus repeat: Trial after trial observers see the same target, or the same lay-out, thus enabling learning and the development of some degree of automaticity . Consistent with this idea, additional working memory load per se (as induced by an extra task) does not affect the efficiency of visual search for a consistent target (Woodman, Vogel, & Luck, 2001 ), but it does when the target changes from trial to trial (Woodman, Luck, & Schall, 2007) . Note that in visual world there either is no target, or the target changes from trial to trial, together with the spoken input and the objects present in the display.
The guidance of attention on the basis of long-term memory is especially evident when searching through real-life scenes such as a picture of a kitchen or a street view. For example, when looking for a toaster, the initial overall recognition of a kitchen scene may generate previously learned biases towards the middle region of the display, towards flat surfaces (evidence for which may be provided by lowlevel sensory processes), away from the sink and towards electrical sockets. It is beyond the scope of the present review to extensively treat the scene perception literature, and there are excellent reviews elsewhere (e.g., Henderson, & Ferreira, 2004; Rensink, 2000) . For the present purpose we again point towards the fact that the numerous occasions one enters a similar scene (such as a kitchen) enables one to "remember color"
"search for diamond and respond to N or M"
"enter remembered color"
Memory item Search display Memory test
1000 ms until response until response 3000ms 500ms unrelated related
Distractor type: 1 2 3 Fig. 3 . General procedure of the interwoven working memory and visual search tasks. This example is based on Olivers, Meijer, and Theeuwes (2006), but is very similar to the procedures used in other studies (e.g., Downing, & Dodds, 2004; Houtkamp, & Roelfsema, 2006; Soto et al., 2005; . In this example, observers would first have to remember a color, and then search for a diamond in the subsequent visual search display (and respond N or M to the letter inside). This display also contained a distractor of a salient color, which could match the color in memory.
learn about the spatial contingencies. In sum, the research reviewed in this section supports the notion that guiding content has to be in working memory but this does not rule out that there are some influences of long-term memory too.
Capacity limits
Another direct prediction derived from the idea that working memory is central to language-based attentional effects in the visual world paradigm is that such effects are subject to capacity limitations. On the one end, the number of spatial pointers or indices available to the visual system appears to be limited to about four (with the bulk of the estimates ranging between three and five). On average four is the maximum number of objects that can be efficiently prioritized, cued, tracked, counted, and actively remembered (Yantis, & Johnson, 1990; Burkell, & Pylyshyn, 1997; Pylyshyn, & Storm, 1988; Atkinson, Campbell, & Francis, 1976; Mandler, & Shebo, 1982; Trick, & Pylyshyn, 1994; Sperling, 1960; Phillips, 1974; Pashler, 1988; Luck, & Vogel, 1997 ; see also Cowan, 2001) . The prediction then is that visual world type effects should be diminished with more than four objects in the display. In most visual world type studies, however, the number of objects in the display does not exceed four or five objects. Some earlier studies have used more than four objects (e.g. Eberhard, SpiveyKnowlton, Sedivy, & Tanenhaus, 1995; Hanna & Tanenhaus, 2004; Keysar, Barr, Balin, & Brauner, 2000; Metzing & Brennan, 2003; Tanenhaus et al., 1995) , but none of these have systematically manipulated (or reported the effects of) set size as one would do in standard visual search studies. We know of one exception: Sorensen and Bailey (2007) report some preliminary data in this regard. They replicated the semantic (e.g., "piano"-trumpet) competition finding of Huettig and Altmann (2005) with the typical four-object array. However they found that as array size increased to nine and sixteen objects, semantic competition effects decreased (though semantic competition was still significant in all types of arrays). More specifically, array size had the most dramatic effect on the timing of semantic competition: the larger the array size, the later the effect of semantic competitors occurred. This delay may for example reflect the sequential scanning of groups of up to four objects in the larger arrays, but more research is needed.
A question for further research is whether the limitations, when present, are mainly spatial in nature (i.e. there are only four indices) or whether there is also a limit to the number of semantic and phonological representations that can be tied in. One way of investigating this may be to link multiple meanings to one location, for example by using ambiguous or superimposed stimuli.
Binding language to space
The working memory account predicts that, given sufficient time, semantic and phonological representations will be tied to a visual object and its location. There is empirical evidence from the visual world paradigm consistent with this prediction. This evidence comes from experiments in which participants first look at a visual display of multiple objects, after which the display is removed and observers listen to linguistic input (Altmann, 2004; Altmann, & Kamide, 2007 , Ferreira et al., 2008 Knoeferle, & Crocker, 2007; Richardson, & Spivey, 2000; Richardson, Altmann, Spivey, & Hoover, 2009; Spivey, & Geng, 2001 ). The linguistic input may be related to visual objects that had been on the screen but are no longer present. The interesting finding is that listeners tend to rapidly fixate empty regions of space that were previously occupied by the items but that are now only alluded to in the spoken input, even though these locations are not relevant to understanding the linguistic expression. Similar evidence has been reported in the visual attention literature (Dell'Acqua, Sessa, Toffanin, Luria, & Jolicoeur, 2009; Eimer, & Kiss, 2010; Kuo, Rao, Lepsien, & Nobre, 2009 ; Theeuwes, Kramer & Irwin, this issue). Using measures of covert attention (i.e. detection or identification performance at the probed location) rather than overt eye movements, it is shown that observers prioritize the original location of a memorized object, even though this location is not relevant for the response. Furthermore, EEG measures have shown a distinct N2pc-like component (associated with the orienting of selective attention) contralateral to the original location of the memorized object.
There is preliminary data (Apel, personal communication) that an additional working memory load removes the blank screen effect in language-based orienting. If participants are given a short calculation task after presentation of the visual display (and before the linguistic input) they no longer preferentially fixate related empty locations on the blank screen. This result should be interpreted with care since the load may affect the subsequent speech comprehension rather than the construction and maintenance of a visuospatial representation. Nevertheless, it fits well with our notion that activation between associated linguistic and visual representations cascades within longterm memory, but that the actual guidance of spatial attention depends on such associations being explicitly bound to locations within working memory. More specific predictions may be derived from this. For example, under the assumption that working memory consists of specialized subsystems, the effect of working memory load will depend on the type of information that needs to be remembered. A phonological load might impair the creation of phonological labels for the visual objects in the display, and thus reduce phonologically driven eye movements. Eye movements may then still be driven by visual interactions (e.g., involving color or shape). The converse should also happen: when given an additional perceptual load task, guidance of eye movements by visual target templates may be reduced, but guidance by phonological or semantic input may remain or even be enhanced (as there is less competition from visual codes). Importantly, when given an additional spatial load, all types of guidance (whether visual, phonological, or semantic) should suffer, as all interactions depend on the limited availability of spatial indices. Thus there may be a distinction between certain types of working memory load that prevent bindings of all types of representations and working memory loads that affect only specific codes.
Timing and level of representation
The framework predicts that the crucial difference between visual world and visual search is one of timing. Differences in timing cause visual and linguistic inputs to match at different levels of representation. Note that this prediction is not specific to working memory, but is consistent with any serial or cascaded activation of representations.
In typical visual search tasks, the linguistic (i.e. the instruction as to what to look for) or mnemonic (i.e. the object to remember) input occurs prior to onset of the visual search display. The idea is that in this way observers have sufficient time to create a perceptual target template that may then guide search. Work by Wolfe, Horowitz, Kenner, Hyle, and Vasan (2004) indicates that observers can set up such a template within 200 ms when it is based on a pictorial cue, and within about 500 ms when it is based on a written single-word instruction (the longer time for linguistic cues presumably reflects the time to read and the time it takes for a visual form representation to be retrieved from long-term memory). In other words, the visual memory representations are assumed to be already in place by the time the search display appears. After display onset, a match of the input signal with this target memory then occurs quite early, at perceptual levels. Participants in visual search studies may therefore routinely rely on matches at the level of visual representations because it is visual codes which are retrieved first from exposure to the search display.
A more specific prediction then is that language will have a stronger effect on visual search the more time there is to extract semantic or linguistic codes from the display. There is some preliminary evidence from visual search that appears to support this prediction. Using very simple displays, Theeuwes and Van der Burg (2007) (see also Theeuwes, Reimann, & Mortier, 2006; Mortier et al., 2010 ) asked observers to look for an object of either a particular color (e.g., a red circle amongst green circles) or for a particular shape (e.g., a diamond among circles), with target types being randomly mixed within blocks. At the start of each trial, participants received valid information as to which type of target to expect. This information could be presented linguistically (i.e. the instruction "color", or "shape" would appear), or pictorially (i.e. the actual color or shape would appear). Theeuwes and Van der Burg only found performance benefits when a picture of the actual objects had been presented. There was no effect of the linguistic description. This was not because participants failed to read or remember the instructions, because linguistic cues as to where the target could be found (rather than what it was) were highly effective. In contrast, linguistic information has been found to be more effective when it concerns complex displays that yield slower search and hence allow for more time to develop additional codes. For example, Wolfe et al. (2004) ; see also Bravo, & Farid, 2009; Müller, Reimann, & Krummenacher, 2003; Paivio, & Begg, 1974; Vickery, King, & Jiang, 2005 found that although pictorial cues about the identity of the target were still most effective in generating efficient search, linguistic instructions also resulted in benefits -especially when observers were given more time to process them. Consistent with this, Theeuwes and Van der Burg (2008) also found that linguistic cues became more effective when in addition to the target, there was s salient competing distractor present in the display, slowing down search.
Finally, there is one study showing the influence of semantic information on attentional guidance in visual search. Moores, Laiti, and Chelazzi (2003) found that observers were more distracted by non-target objects when those objects were semantically related to the target. For example, when asked to look for a motorcycle, participants looked more often at a helmet than at an unrelated object in the display, as was measured by eye movements and subsequent memory accuracy for objects present in the display. Similarly, Meyer, Belke, Telling, and Humphreys (2007) found interference from objects with the same name (i.e. the picture of the animal "bat" when looking for a baseball "bat"). Again, these displays of multiple everyday objects may have been sufficiently complex to allow sufficient time for a semantic or a phonological match to occur. However, there has been no systematic comparison of different display complexities and how this interacts with linguistic information.
In the visual world paradigm, the visual displays even precede the presentation of the crucial spoken word. In many visual world studies participants are given a preview of the display (often 1 s) before the speech input unfolds. Moreover, the acoustic target word (e.g., "beaker") is typically not the first word that is presented in the speech stream, but occurs 1 to 2 s into the message (e.g., "Pick up the beaker" in Allopenna et al., 1998 ; "Eventually she looked at the beaker..." in Huettig, & McQueen, 2007) . Mental representations of the search display are thus created before the target is specified. Crucially, this allows sufficient time for semantic and perhaps phonological representations to be created from the visual objects. Hence, the visual world paradigm enables matches to occur at these levels of representation. The data of Experiment 1 and Experiment 2 of Huettig and McQueen (2007) allow for a more precise time course analysis. In these experiments, participants listened to spoken sentences (which included a critical word) while looking at visual displays containing four spatially-distinct visual items. Even though the spoken sentences and the visual displays were identical across the experiments, eye movement behavior, both in terms of where participants looked and when they looked, was radically different across the two experiments. All that changed was the relative timing of presentation of the linguistic and visual information. When participants had time to look at a display of four visual objects from the onset of the sentences (Experiment 1), attentional shifts to phonological competitors of the critical spoken words (e.g., to a beaver on hearing beaker) preceded attentional shifts to shape competitors (e.g., a bobbin) and semantic competitors (e.g., a fork). With only 200 ms of preview of the same picture displays prior to onset of the critical word (Experiment 2), participants did not look preferentially at the phonological competitors, and instead made more fixations to the shape competitors and then the semantic competitors. In other words, when there was ample time to view the display (Experiment 1), it appears that object processing advanced as far as retrieval of the objects' names: There were fixations to all three types of competitor. But when there was only 200 ms of preview before the onset of the critical spoken word (Experiment 2), object processing still involved retrieval of visual and semantic features to a degree sufficient to influence eye movements, but insufficient for retrieval of the objects' names to influence behavior. Huettig and McQueen (2007) suggest that there were no preferential fixations to the phonological competitors under these conditions because, by the time an object's name could have been retrieved, the evidence in the speech signal had already indicated that that phonological competitor was not a part of the sentence.
Cognitive control and task set
If language-attention interactions are mediated by working memory, then we may expect that, given the executive functions ascribed to working memory, such interactions are subject to a substantial amount of cognitive control. There is preliminary evidence from visual search studies looking at the effects of memory. Some researchers occasionally found that observers responded faster, rather than slower, to the visual search target when one of the competing distractors matched the memory item (Downing, & Dodds, 2004; Carlisle and Woodman, this issue) . Such fast responses provide evidence for the idea that observers can strategically use the information of the memory task to bias their attention away from objects they know to be irrelevant to the search task. The question then is why Soto et al. (2005) and Olivers, Humphreys, et al. (2006) failed to find such biases against the matching distractors. There are strong indications that timing may again be a crucial factor here. Recently, Han and Kim (2009) hypothesized that, by default, working memory content biases visual selection towards matching stimuli, but that given sufficient time during visual search, observers can use the information to exert control over which items can actually be ignored in the search display. In support of this, they found guidance towards memory-matching objects when participants belonged to a population of fast searchers, when search was made easy, and when search started shortly (within 150 ms) after onset of the search display. In contrast, no such guidance or even guidance away from the memory item was found when participants belonged to a population of slow searchers, search was made difficult and slow, or search only started 750 ms after search display onset.
This latter condition of the Han and Kim study is one of the very few in the visual search literature in which the search display was already present for some time before the search started. Others have used partial previews, and have come to similar conclusions. For example, Watson and Humphreys (1997) ; see also Olivers, Watson, & Humphreys, 1999; Olivers, & Humphreys, 2003b; Olivers, Humphreys, et al., 2006 found that visual search becomes twice as efficient (i.e. search slopes were halved) when half the number of distractors was previewed for about one second. They argued that the preview allows for the top-down inhibitory control of irrelevant search items, so that these items are excluded from search. Note that no such inhibition is expected to occur during the preview in the visual world paradigm, because there is no pre-specified target, and none of the items are a priori less relevant than others. However, it would be interesting to see what happens if the task changes in this respect. Can observers bias away from visual objects referred to by the spoken input if the task so requires? A study by Belke, Humphreys, Watson, Meyer, and Telling (2008) is suggestive here. Following up on Moores et al. (2003) , they found that observers tend to orient towards semantic competitors of the target (e.g., the helmet when looking for a motor bike). When observers were given an additional working memory load, the number of saccades towards semantic competitors remained virtually the same, but the fixation times on those competitiors increased substantially. This suggests that observers may have trouble suppressing and moving away from semantic matches, in line with a role for cognitive control.
The role of the task and the control settings that this requires also become clear from some studies that failed to find effects of working memory content on visual attention (and that could not be explained by timing differences, Downing, & Dodds, 2004; Houtkamp, & Roelfsema, 2006) . In these studies, observers were actually required to remember two objects on each trial: One object for the memory test, the other object was the visual search target, which changed from trial to trial. This means that observers had to actively maintain a search template in working memory, which is directly relevant for the next task, and to remember another object for later. This may have two consequences: 1) observers exert increased control over which of the two items is currently active. If the target template is the more important one, the memory object may be suppressed and no longer interfere with search; and 2) because the target template takes up limited-capacity working memory resources, there may be fewer left for the memory object. Its weaker representation then no longer affects search (see also Houtkamp, & Roelfsema, 2009) . In support of the idea that having to remember two objects is the crucial factor, Olivers (2009) found strong attentional guidance from the memory object when it was the only item to be remembered, but no such guidance when a new search target also had to be remembered on each trial. Similarly, in a recent ERP study, Peters, Goebel, and Roelfsema (2009) failed to find effects of a remembered item on visual evoked potentials if this remembered item had to be remembered along with the search target.
There may be important implications for the visual world paradigm here. The fact that a particular task may oust other, less relevant representations from working memory would lead to the prediction that effects of such representations are smaller in visual world studies with a concurrent task, as compared to those without an explicit task (i.e. those characterized by free viewing and listening). The unconstrained nature of the latter version may be an important contributor to finding language-based effects on visual selection: If the observer has no visual target to maintain in working memory, and no explicit visual search task to conduct, there is no a priori incentive to keep the influence of irrelevant linguistic information under control. Moreover, the absence of a constrained task may free the capacity to allow irrelevant objects to become more centrally represented and thus to start affecting behavior (Lavie, Hirst, Fockert, & Viding, 2004) . Conversely, in visual search the task constraints (i.e. find the target as quickly as possible) may encourage matching on the basis of early visual representations, although matches at other representational levels are possible and may be used in less timeconstrained situations.
The specific task set employed may also depend on the nature of the visual stimuli in the display (e.g., objects or printed words). Huettig and McQueen (2007) showed that when pictures were replaced with printed words (i.e. the names of the objects) attentional shifts were made only to the phonological competitors (but not semantic or shape competitors), both when there was only 200 ms of preview (Experiment 3) and when the displays appeared at sentence onset (Experiment 4). Huettig and McQueen suggested that this was because phonological information is the most relevant for a search among printed words. In other words, the search task with printedword displays led participants to focus attention on the possibility of phonological matches in the situation where the display consists of orthographic representations of the sound forms of words. Recently, Huettig and McQueen (under revision) further investigated this issue. In Experiment 1 the displays consisted of semantic and visualfeature competitors of critical spoken words, and two unrelated distractors. There were significant shifts in eye gaze towards the semantic but not the visual competitors. Thus participants can use semantic knowledge to direct attention on printed-word displays when phonological matches are impossible. In Experiment 2 semantic competitors were replaced with a further set of unrelated distractors but there was still no hint of preferential fixations towards the visual-feature competitors. In Experiment 3, semantically more loaded sentences were presented (so as to encourage deeper semantic processing and visual imagery) but still no shifts in overt attention to visual competitors occurred. It appears that for printed words there is no cascaded processing to visual form representations, but that task demands can sometimes cause this cascade to be switched on (e.g., see evidence that only participants who take part in an explicit perceptual categorization task prior a semantic priming experiment retrieve visual form representations during the subsequent priming task, Pecher, Zeelenberg, & Raaijmakers, 1998) . These findings accord well with evidence from other cognitive domains that information processing and behavior varies adaptively depending on the nature of the environment and the goals of the cognitive agent.
Another important aspect may be whether the linguistic input is directly relevant to the task. For example, observers might hear "Click on the beaker", and then have to click on the beaker with the computer mouse (e.g., Allopenna et al., 1998) . Since here both the language and the visual objects are directly relevant to the observer, one might expect larger effects on visual selection than in the 'look and listen' version (see Salverda et al. this issue, for a similar argument). From an attention perspective however, it would be interesting to compare the language-vision interaction when observers are given a set of instructions in which either the language, either the vision, both the language and the vision, or neither are important for the task.
Conclusions and future directions
The working memory model provides a comprehensive framework for explaining interactions between language and visual attention. Working memory has the capabilities to accommodate and integrate different types of representation, by building situation models of linguistic input, and binding objects to space and time. Data on the effects of capacity, complexity, timing, and control are consistent with this model, although they do not provide conclusive evidence for it. It is clear that there are still many unknowns about how language affects vision. We have already addressed a few questions for the future: how does the language-vision interaction behave when displays exceed more than four objects, the supposed limit of visual working memory? How does the language-vision interaction depend on the visual complexity of the display, such as the relative salience of the visual objects compared to their surroundings? How does this interaction fare under different task demands and conditions of cognitive load?
There are many questions we did not even address. For example, what are the implications of our framework for classic models of working memory? Baddeley's model (Baddeley, & Hitch, 1974; Baddeley, 2003) , for example, proposes rather distinct slave systems, especially those representing linguistic and visuospatial information. This distinction has always been made on the basis of dissociations, be it in neurological patients, or in the interference caused by different types of task. But the mere finding that language affects and interferes with visuospatial orienting argues against a view of informationally encapsulated subsystems in working memory.
Furthermore, we predict a close link to the limited-capacity spatial indexing system as assumed by others. So far visual search displays have been rather static (see e.g., Horowitz, & Wolfe, 1998; and Pinto, Olivers, & Theeuwes, 2006, Schreij & Olivers, 2009, for exceptions) . What does this mean for more dynamic displays in which objects travel around, or interact with each other? Will semantic and phonological codes move along instantaneously with those objects, or at a delay? Some studies suggest that semantic codes that have been arbitrarily assigned to objects indeed do move along with that object (Hoover & Richardson, 2008 ; see also Richardson, & Spivey, 2000) . For example, in the Hoover and Richardson study, the displays consisted of animations of various animals burrowing molehills across the screen. An animal might pop out of the molehill and tell a fact, after which it would disappear. It might continue burrowing to a different location. Observers were then asked a question to which the animal had just provided the answer. Observers tended to look at the animal's current location, suggesting that the index had indeed moved along with it. In this particular experiment, there was a maximum of four animals, and the messages conveyed by them were directly relevant to the observer's task. It remains a question for the future how semantic but also other (e.g., phonological) codes travel along with multiple objects in a display.
On a different level, we did not address how language-attention interactions are instantiated in the brain. We consider this as one of the most challenging questions that cognitive neuroscience still has to solve: How to arrive from linguistic input to perceptually-driven behavior. One interesting route may be to investigate patients suffering from simultanagnosia or Balint's syndrome. Such patients have been shown to have problems with the binding of different visual features of an object, such as color and shape (Friedman-Hill, Robertson, & Treisman, 1995) . This deficient binding may extend to other types of code such as associated meaning and phonology. Our framework would also predict that people with severe reductions in visuospatial working memory capacity will show weaker visual world type effects, since the number of pointers that can link visual objects to linguistic codes is even further limited.
Another question that may be best resolved on the neurophysiological level is when a visual stimulus triggers an eye movement, and when it triggers just a covert attention shift. Is this simply a matter of activation strength in specific spatial maps, or is the capture of eye movements functionally special?
Finally, we may ask questions about the routes via which different types of representation activate each other. For example, imagine a visual world array containing a kitchen ladle, a saxophone, and some visually and semantically unrelated objects. Participants then hear a category instruction (e.g., "what is the name of the musical instrument", cf. Huettig, & Hartsuiker, 2008) , after which they frequently fixate not only the saxophone, but also the kitchen ladle. A simple unidirectional spread of activation might predict that "musical instrument" activates all sorts of instrument shapes, including saxophone-like shapes, which then match up with not only the saxophone, but also the ladle. However, the working memory framework provides an interesting alternative explanation: The conceptual and visual representations of musical instruments from hearing "musical instrument" first match up with the picture of the saxophone in the display. This in turn leads to increased visual "saxophone-like" shape activation. It is this shape activation that then spreads to the visually similar shape representation of the ladle. In other words, depending on the linguistic context, shape information from one visual object may prime another, semantically unrelated, but visually related object. In psycholinguistics the spread of activation has a long tradition (e.g., Collins, & Loftus, 1975; Collins & Quillian, 1969) . Within visual search, a direct spread of activation from target to competitor (or vice versa) is not such a common idea. Visual search scientists would assume a spread of activation from the instructionbased target template to any visual objects more or less matching the template (which could include a distractor), but not from any on-line created object representation to another.
No doubt we can still learn a lot from empirical studies using the visual world and visual search paradigms. In any case, whether or not the theoretical framework we have sketched here is correct, we have now reached the stage where we need sophisticated models on how exactly language affects visual orienting.
