Given a bounded open subset Ω of R n , we establish the weak closure of the affine ball B A p (Ω) = {f ∈ W 1,p 0 (Ω) : Epf ≤ 1} with respect to the affine functional Epf introduced by Lutwak, Yang and Zhang in [43] as well as its compactness in L p (Ω) for any p ≥ 1. This part relies strongly on the celebrated Blaschke-Santaló inequality. As counterpart, we develop the basic theory of p-Rayleigh quotients in bounded domains, in the affine case, for p ≥ 1. More specifically, we establish p-affine versions of the Poincaré inequality and some of their consequences. We introduce the affine invariant p-Laplace operator ∆ A p f defining the Euler-Lagrange equation of the minimization problem of the p-affine Rayleigh quotient. We also study its first eigenvalue λ A 1,p (Ω) which satisfies the corresponding affine Faber-Krahn inequality, this is that λ A 1,p (Ω) is minimized (among sets of equal volume) only when Ω is an ellipsoid. This point depends fundamentally on PDEs regularity analysis aimed at the operator ∆ A p f . We also present some comparisons between affine and classical eigenvalues and characterize the cases of equality for p > 1. Lastly, for p = 1 and Ω convex we find a sufficient condition of spectral type for the domain Ω to be in John's position. All affine inequalities obtained are stronger and directly imply the classical ones.
Introduction
Sharp functional inequalities are among the fundamental tools in the developing of mathematics with applications in various branches of science. One of them is the classical L p Poincaré inequality on bounded open sets Ω ⊂ R n , which has its origin in the seminal work of Poincaré [52] , and states, for any p ≥ 1 and f ∈ C ∞ 0 (Ω), that
where D 0 (Ω) is a positive constant depending only on the open set Ω. The inequality (1) naturally extends to the completion W 1,p 0 (Ω) of the space C ∞ 0 (Ω) of smooth functions compactly supported in Ω, with respect to the norm where R p (f ) denotes the Rayleigh p-quotient:
For p > 1, the fact that W 1,p 0 (Ω) is a reflexive Banach space with respect to the norm |∇f | p and the compactness of the embedding W 1,p 0 (Ω) ֒→ L p (Ω) ensure that the infimum λ 1,p (Ω) is attained by a function f p ∈ W 1,p 0 (Ω). Moreover, λ 1,p (Ω) is the first eigenvalue of the p-Laplace (or p-Laplacian) operator ∆ p f := −div(|∇f | p−2 ∇f ) and, consequently, f p is a bounded first eigenfunction, which can be assumed to be positive, in C 1,α (Ω) if Ω is non-smooth and in C 1,α (Ω) if Ω is smooth. We refer for example to [14] , [22] and [17] for boundedness and local C α regularity within the quasi-minima theory in calculus of variations, to [16] , [38] , [59] and [60] for the boundedness and local C α and C 1,α regularity and to [59] and [39] for global C 1,α regularity within the theory of quasilinear elliptic equations in divergence form. In particular, in latter, one deduces that f p is positive in Ω (e.g. [53, 54] ) and unique, up to a multiplicative constant (e.g. [40] ). For p = 1, λ 1,1 (Ω) is not attained by any function in W 1,1 0 (Ω), but by a function f 1 ∈ BV (Ω), see [34] and references therein.
Some fundamental questions in mathematics, part of them originated in physics, are formulated in terms of bounds of eigenvalues associated to certain differential operators (particularly the Laplace operator) in an area known as spectral geometry. For a complete overview on problems of great interest on this subject, we refer to the classical monographs [6] , [50] , [51] and to the excellent recent surveys [4] and [30] .
One of the most famous questions in spectral geometry was posed in 1887 by Rayleigh in the book [57] entitled The theory of sound. In occasion, he conjectured that among all membranes (open sets Ω ⊂ R 2 ) of same area, the disk minimizes the corresponding principal frequencies (eigenvalues λ 1,2 (Ω)). The conjecture was proved in the 1920s, independently, by Faber [19] and Krahn [36] for arbitrary dimensions, namely they established for any n ≥ 2 the celebrated Faber-Krahn isoperimetric inequality which states that
for every open set Ω in R n having the same measure of a fixed ball B. Moreover, equality holds if, and only if, Ω is a ball. Once the value of λ 1,2 (B) is explicitly known, inequality (2) can be rephrased as (e.g. [37] ) |Ω| 2/n λ 1,2 (Ω) ≥ πj 2 (n−2)/2 Γ 2/n ((n + 2)/2) ,
where j (n−2)/2,1 denotes the first positive zero of the Bessel function J (n−2)/2 (x). The original proof of the Faber-Krahn inequality makes use of Schwarz symmetrization (spherically symmetric decreasing rearrangement). For different proofs of the Faber-Krahn inequality we mention [10] and [35] .
Other Faber-Krahn inequalities associated to more general elliptic operators have also been considered, particularly to the p-Laplace operator. In this case, it has been proved by Alvino, Ferone and Trombetti [3] for p > 1 (see also [8] and [46] ) and by Fusco, Maggi and Pratelli [20] for p = 1 that the p-Faber-Krahn inequality
holds for every open set Ω in R n having the same measure as a fixed ball B. Moreover, equality holds if, and only if, Ω is a ball. The major difficulty is ensuring that the equality occurs only on balls. This one is surrounded for p > 1 thanks to the celebrated theorem of Brothers and Ziemer of [9] (page 154) on the characterization of equality in the Polya-Szegö principle, and for p = 1 is used that λ 1,p (Ω) converges to the Cheeger constant h 1 (Ω) as p → 1 + as shown by Kawohl and Fridman [33] and that a suitable quantitative form of the Cheeger isoperimetric inequality occurs (see [20] on page 57).
Two important landmarks in the modern theory of sharp functional inequalities are the bedrock works due to Zhang [62] and Lutwak, Yang and Zhang [43] connecting areas as Analysis and Convex Geometry. Indeed, for p ≥ 1, let
where ∇ ξ f (x) = ∇f (x)·ξ and ω k denotes the volume of the unit ball in R k . Denote by W 1,p (R n ) the space of weakly differentiable functions in R n endowed with the L p gradient norm. Let 1 ≤ p < n. The sharp affine L p Sobolev inequality, proved in [62] for p = 1 and in [43] for 1 < p < n, states that for any f ∈ W 1,p (R n ) (4) f np n−p ≤ S n,p E p f. Moreover, equality holds for p > 1 if, and only if,
for some a ∈ R, b > 0, x 0 ∈ R n and A ∈ GL n (R), where GL n (R) denotes the set of invertible n × n-matrices. For p = 1, equality is attained for multiples of characteristic functions of ellipsoids, which belong to the larger space BV(Ω), the space of functions of bounded variation.
For more references on optimal affine functional inequalities we quote [29, 12, 26, 41, 44, 61, 15, 28] . We will refer to inequality (4) as the Sobolev-Zhang inequality.
When one restricts (4) to functions in the set W 1,p 0 (Ω) := {f ∈ H 1,p (R n ) : f = 0 on R n \ Ω} and makes use of Hölder's inequality, one easily deduces the following inequality for any f ∈ W 1,p 0 (Ω):
where K(p, Ω) is a positive constant depending only on the parameter p and the bounded open set Ω. In other words, as a consequence of the sharp affine Sobolev inequality (4), we obtain that the affine Poincaré inequality holds on W 1,p 0 (Ω) for any 1 ≤ p < n.
A first question then arises: Let f ∈ L p (Ω) be a weakly differentiable function such that f = 0 on R n \ Ω.
Does E p f < ∞ imply |∇f | p < ∞? As is well known, the reciprocal is true since the inequality E p f ≤ |∇f | p always holds for any p ≥ 1, see for example [43] . The above query will be affirmatively answered in Section 2 for general bounded open sets by means of a type of reverse inequality, so that E p f < ∞ if, and only if, |∇f | p < ∞ for any p ≥ 1. Consequently, W 1,p 0 (Ω) is the adequate space for dealing with affine Poincaré inequalities, and so we introduce for each p ≥ 1:
where R A p (f ) denotes the affine Rayleigh p-quotient:
. It deserves to be noticed that R A p (f ) and λ A 1,p (Ω) are affine invariants with respect to volume preserving affine transformations. As counterparts of the above definition, a number of interface questions emerge connecting Analysis, Convex Geometry and Spectral Geometry.
The present paper focuses on the following issues: (A) Is the number λ The questions (F) and (G) link Geometry Convex and Spectral Geometry. The first one consists in finding an optimal bounded open subset E of R n in the sense that the affine p-Faber-Krahn inequality
holds for every bounded open subset Ω ⊂ R n with the same Lebesgue measure as E and the second one in characterizing all cases of equality in (7) . (H) How far apart are the best constants λ A 1,p (Ω) and λ 1,p (Ω)? The idea is to compare these two numbers in terms of geometric properties of the domain Ω. The central goal here is to provide answers to the raised questions from (A) to (H).
The first three theorems give complete answers to (A), (B) and (C). 
Before we go further and state more results, we present a little bit of definition. For p > 1, we introduce the affine p-Laplace operator ∆ A p on W 1,p 0 (Ω) as the non-local quasilinear operator in divergence form given by
where
When p = 2, the operator ∆ A 2 coincides with the affine laplacian introduced by Schindler and Tintarev in [55] by means of an interesting property of E 2 that works in the specific case p = 2.
As we shall see, the operator ∆ A p satisfies two fundamental properties that justify its name. Firstly, the operators ∆ A p and ∆ p coincide for radial functions and, secondly, ∆ A p verifies the affine invariance property: for any f ∈ W 1,p 0 (Ω) and T ∈ SL n (R),
, where SL n (R) denotes the special linear group of n × n matrices with determinant equal to 1.
The affine p-Laplace operator for p > 1 will appear in connection with the derivative of the Zhang term E p f with respect to f . In particular, it will be shown that a minimizer f A p ∈ W 1,p 0 (Ω) \ {0} for λ A 1,p (Ω) is a weak solution of the (p − 1)homogeneous equation
Notice that (8) along with the definition of λ A 1,p (Ω) implies that this is the smallest
The issue (D) and part of (E) are addressed in the following result:
is the smallest among all eigenvalues of ∆ A p on W 1,p 0 (Ω). In addition, each minimizer (or eigenfunction) corresponding to λ A 1,p (Ω) is a bounded function in C 1,α (Ω) (and in C 1,α (Ω) when Ω has C 2,α boundary) and, moreover, can be taken positive when Ω is a domain. Consequently, each minimizer (or eigenfunction) f A p ∈ W 1,p 0 (Ω) of λ A 1,p (Ω) has defined sign and the set of minimizers (or eigenfunctions) associated to λ A 1,p (Ω) contains at least the two half straights {tf A p : t > 0} and {tf A p : t < 0}. The questions (F) and (G) are answered in the following result:
Theorem 5. Let p ≥ 1 and E be an Euclidean ellipsoid in R n . Then, the affine p-Faber-Krahn inequality (7) holds for every bounded open subset Ω ⊂ R n with the same Lebesgue measure as E. Moreover, equality holds in (7) if, and only if, Ω is an Euclidean ellipsoid of the same measure.
The next result compares the first affine and classical eigenvalues λ A 1,p (Ω) and λ 1,p (Ω) for any p ≥ 1.
Theorem 6.
Let Ω ⊂ R n be a bounded open set and p ≥ 1. Then the following inequalities hold:
with w(Ω, ξ) denoting the width of Ω in the direction ξ and d n,p and m n,p being as in Theorems 8 and 6, respectively. Moreover, inequality in (b) is always strict.
An immediate implication from the assertions (a) and (b) is the lower estimate in the unit ball B:
Finally, in order to show what we believe to be a remarkable property concerning the equality cases of the part (a) of Theorem 6, let us recall the following celebrated result due to F. John. In his seminal work [32] (see also [5] ), John characterized the ellipsoid of maximal volume inside a convex body in terms of their contact points. This result, originally obtained by an optimization argument, has become one of the main tools in the study of Banach-Mazur distance between convex bodies. John's characterization is perhaps better understood when we look at the affine map T such that for a convex body K ⊂ R n we have that the Euclidean unit ball is the ellipsoid of maximal volume inside T K. The convex body T K, under these circumstances, is said to be in John's position.
Thus, if a convex body K is in John's position (i.e. the Euclidean unit ball B ⊆ K is the ellipsoid of maximal volume inside K) there exist vectors u 1 , ..., u m ∈ ∂K ∩∂B and positive numbers c 1 , ..., c m for some m ∈ N such that
where u i ⊗ u i is the rank one projection in the direction u i and I n denotes the identity operator in R n . Let us go back to the equality conditions of the part (a) of Theorem 6. This is contained in the following:
(Ω) then the minimizer of both eigenvalues can be taken to be the characteristic function of a ball, that is also the maximal volume ellipsoid inside Ω. Moreover, if λ A 1,1 (Ω) = λ 1,1 (Ω) = n and Ω is convex then, after a translation, Ω is in John's position.
We should remark however, that we do not know any example of a convex body Ω, other than the euclidean ball, satisfying λ A 1,1 (Ω) = λ 1,1 (Ω) = n. In Section 7 we explain why we believe this example exists.
There are different extensions of John's theorem, these extensions often substitute ellipsoids by arbitrary convex bodies. In this direction we have the characterizations obtained under slightly different assumptions by Giannopoulos, Perissinaki and Tsolomitis [21] , Bastero and Romance [7] and finally by Gordon, Meyer, Litvak and Pajor in the general case [23] . We have as well the work by Gruber and Schuster [24] where they provided a beautiful proof of John's theorem using an idea of Voronoi to represent ellipsoids by points on a space of much larger dimension. Finally, there is a functional extension by Alonso-Gutiérrez, González, Jiménez and Villa [2] where the ellipsoids are replaced by a special kind of "ellipsoidal" functions and the convex bodies by log-concave functions.
Considering the extensive work around John's theorem and all the extensions mentioned above, we find striking that, to our knowledge, there are no other analytical conditions available in the literature, for a convex body to be in John's position.
We remark that there is no quantitative form of the affine Polya-Szegö principle proved in the literature, so the existence of a minimizer of λ A 1,p (Ω) (provided by Theorem 3) is critical for our proof of Theorems 5 and 7.
This work adds λ A 1,p (Ω), to the already long list of affine-invariant functionals defined on convex or non-convex sets, that get minimized or maximized precisely in the family of ellipsoids. It provides an affine invariant version of a classical functional λ 1,p (Ω), and the affine inequality turns out to be stronger than the classical one (see Theorem 6) .
The plan of the paper is as follows: Section 2: Preliminaries on convex geometry -We recall some definitions and notations within the theory of convex sets as well as some closely related inequalities.
We also highlight the affine Polya-Szegö principle and the affine Brothers-Ziemer result proved by Nguyen in [49] . Section 6: Comparison of eigenvalues -Again using the inequality E p f ≤ |∇f | p and its reverse counterpart of the subsection 3.1, we prove the comparisons between λ A 1,p (Ω) and λ 1,p (Ω) stated in Theorem 6 and the statements in the equality cases stated in Theorem 7. Section 7: Open problems -We raise some questions of interest closely related to affine Poincaré inequalities and their analytical and geometric connections.
Preliminaries on convex geometry
This section is devoted to basic definitions and notations within the convex geometry. For a comprehensive reference in convex geometry we refer to the book [56] .
We recall that a convex body K ⊂ R n is a convex compact subset of R n with non-empty interior. The support function h K (denoted also by h(K, ·)) is defined as h K (y) = h(K, y) = max{ y, z : z ∈ K} .
It describes the (signed) distance of supporting hyperplanes of K to the origin and uniquely characterizes K. If K contains the origin in the interior, then we also have the gauge · K and radial r K (·) functions of K defined respectively as
rK (y) . We also recall that · K is actually a norm when the convex body K is centrally symmetric, i.e. K = −K, and the unit ball with respect to · K is just K. On the other hand, a general norm on R n is uniquely determined by its unit ball, which is a centrally symmetric convex body.
For a convex body K ⊂ R n containing the origin in its interior we define the polar body, denoted by K • , by
It is also easy to see that (λK) • = 1 λ K • for every λ > 0. A simple computation using polar coordinates shows that vol(K) = 1 n S n−1 r n K (y)dy = 1 n S n−1 y −n K dy .
The Blaschke-Santaló inequality states that if K is origin-symmetric, then vol(K) vol(K • ) ≤ ω 2 n and equality holds if, and only if, K is a centered ellipsoid, where ω n is the volume of the Euclidean unit ball B n 2 ⊂ R n for n ≥ 2. The affine term defined in (3) has an interesting geometrical interpretation. To any function f ∈ W 1,p (R n ) we may associate a norm · f,p given by
The corresponding unit ball will be denoted by L p,f and its volume, when computed in polar coordinates, gives the identity E p f = c n,p n − 1 n vol(L p,f ) − 1 n . Assume p = 1 and f is the characteristic function of a convex body K, then L 1,f is, up to a constant depending on n and p, the polar projection body Π • K (see [56, Definition 10 .77]) and inequality (4) becomes the Petty projection inequality, an affine-invariant version of the classical isoperimetric inequality. The set L p,f appears in the literature, sometimes with the notation Π • p f (see for example [1, 13] ) since it is a functional version of the polar projection operator. For a given convex body K ⊂ R n there are many bodies associated to it. In particular, Lutwak and Zhang introduced in [45] for a convex body K its L p -centroid body Γ p K defined by
where b n,p = ω n+p ω 2 ω n ω p−1 .
There are some other normalizations of the L p -centroid body and the previous one is made so that Γ p B = B for the unit ball in R n centered at the origin.
The definition of Γ p K can also be written as
with r n,p = nωn+p−2 ω2ωn−2ωp−1 . Inequalities (usually affine invariant) that compare the volume of a convex body K and that of an associated body are common in the literature. For the specific case of K and Γ p K, Lutwak, Yang and Zhang [42] (see also [11] for an alternative proof) came up with what it is known as the L p Busemann-Petty centroid inequality, namely vol(Γ p K) ≥ vol(K) .
In this inequality, equality holds if, and only if, K is a centrally symmetric ellipsoid.
The Wulff laplacian is defined, for a convex body K containing the origin as interior point, as
If K = B we obtain the usual p-Laplacian. Regarding the affine p-Laplace operator, we have the following relation
and the affine p-Laplace operator can be written in terms of the Wulff laplacian
If K is a convex body and f ∈ W 1,p 0 (R n ), the decreasing rearrangement f K : R n → R is the unique function with level sets of the form λK with λ > 0, and same distribution function as f . When K = B we obtain the symmetric rearrangement function denoted by f * .
Besides, for any measurable set L ⊆ R n we denote L * the closed ball centered at the origin, with same Lebesgue measure as L.
The classical Polya-Szegö principle states that if f ∈ W 1,p (R n ), then f * also belongs to W 1,p (R n ) and |∇f | p ≥ |∇f * | p .
In [49] , Nguyen proved the affine Polya-Szegö principle for a general affine operator, together with the corresponding Brothers-Ziemer type result. We shall need the following particular case. Proposition 1 (Theorem 1.1 of [49] ). If p > 1 and f ∈ W 1,p (R n ), then
Moreover, if f is a non-negative function such that
where esssup denotes the essential supremum of f , then the equality holds in (9) if, and only if,
where x 0 ∈ R n and E is an origin symmetric ellipsoid.
The affine Poincaré inequality
This section is devoted to establish a powerful result, Theorem 8, by using the Blaschke-Santaló inequality. This result will be fundamental in the proof of Theorems 1, 2, 3, 6 and 7, being that the first three ones will be presented still in this section. Moreover, inequality is strict in the sense that the constant d n,p is not the best possible, even when Ω = B.
A reverse comparison inequality in bounded open sets. Our central reverse inequality is stated as
In order to prove the above result, we need the following useful lemma:
Let Ω ⊆ R n be a bounded open set, p ≥ 1 and f : R n → R be a C 1 function with support in Ω. For each fixed ξ ∈ S n−1 , we have
where t p and w(Ω, ξ) is as in the statement of Theorem 8.
Proof. By using the sharp one-dimensional Poincaré inequality given in [58, pag 357] with q = p, we get
Besides,
where a n,p is as in the statement of Theorem 8. But this means that L • p,f contains a point whose distance to the origin is at least a 
3.2.
Proof of Theorems 1, 2 and 3. Now we are ready for proving the first three theorems of the paper.
Proof of Theorem 1. It is an immediate consequence of Theorem 8 and the classical L p Poincaré inequality (1).
Proof of Theorem 2. Let (f k ) ⊂ W 1,p 0 (Ω) be a sequence such that E p f k ≤ 1 for all k ≥ 1. If, for some subsequence, f k converges to zero in L p (Ω), then the desired conclusion follows readily. Otherwise, there exists a constant c > 0 such that f k p ≥ c for all k ≥ 1. In this case, by Theorem 8, we know that (f k ) must be bounded in W 1,p 0 (Ω). The first assertion then follows from the classical Rellich-Kondrachov theorem.
For the second part, we construct sequences of functions (f k ) such that E p f k = 1 and |∇f k | p → +∞. Indeed, it suffices to obtain sequences (f k ) that satisfy |∇f k | p Epf k → +∞. We consider two cases: The case p = 1: Let f k be the characteristic function of the set [0, 1] n−1 × [0, 1/k] and assume without loss of generality that this set is inside Ω. Using the invariance property of E 1 , we have
E1f k → +∞. The case p > 1: Let J ⊂ R be an interval and U ⊂ R n be an open set such that J × U ⊆ Ω. Assuming without loss of generality that J = [0, 1], we define for each k = 4, 5, . . .,
Take η : U → R a smooth compact-supported function and define for (t,
For ξ = (a, v) ∈ R × R n−1 , we make the following computations
,
and we obtain
Notice that in both examples we have the same divergence rate in both sides of inequality (10) , showing that this inequality is asymptotically sharp.
Proof of Theorem 3. Let (f k ) ⊂ W 1,p 0 (Ω) be a sequence such that f k p = 1 and E p p f k → λ A 1,p (Ω). Then, by Theorem 8, (f k ) must be bounded in W 1,p 0 (Ω). Assume p > 1. By reflexivity and Rellich-Kondrachov theorem, up to a subsequence, we have f k ⇀ f in W 1,p 0 (Ω) and f k → f in L p (Ω). Clearly, f p = 1. Now we claim that
By Lemma 1 and f p = 1, we know that ∇ ξ f k p ≥ c > 0 for all k ≥ 1. Thus, Fatou's lemma gives For p = 1, the same reasoning yields a sequence (f k ) ⊂ W 1,1 0 (Ω) converging in the L 1 topology to f ∈ L 1 (Ω). The fact that
follows easily from the usual definition of ∇ ξ f 1 for functions in BV (Ω) (see [18] ).
Properties of extremals (minimizers)
This section is dedicated to fine differential analysis of extremals related to the affine L p Poincaré inequalities for p > 1. The nexus between the affine invariant λ In PDEs language, f is said to be a weak solution of the Dirichlet problem
and also an eigenfunction of the operator ∆ A p on W 1,p 0 (Ω) corresponding to its first eigenvalue λ A 1,p (Ω).
Proof. Let f ∈ W 1,p 0 (Ω) be a minimizer of (6) so that for every g ∈ W 1,p 0 (Ω),
Take any fixed ψ ∈ W 1,p 0 (Ω) and compute the derivative on the left-hand side with respect to ψ. It means to replace g by f + εψ and take derivative with respect to ε.
∂ ∂ψ
where {x} p := |x| p sg(x). Applying Fubini's theorem,
Now consider the convex body K f with support function
A straightforward computation gives
The derivative on the right-hand side is
and we derive the weak formulation of (8) for f ∈ W 1,p 0 (Ω), that is (11)
for all ψ ∈ W 1,p 0 (Ω).
If f is a minimizer of C 2 class on Ω, then integration by parts yields ∂ ∂ψ
and since (11) holds for every ψ ∈ W 1,p 0 (Ω), we obtain the (classical) equation
Finally, multiplying the above equation by
where the value of the constant r n,p is given in Section 2, and using the equality
Conversely, if f ∈ C 2 (Ω) is a solution of (8), then taking ψ = f as a test function, we obtain in each term
thus f must be a minimizer.
Affine invariance properties.
Here we deal with the invariance properties of ∆ A p .
∂vi η i η j ≥ C 1 |v| p−2 |η| 2 for every v ∈ R n \ {0} and η ∈ R n , where C 1 and C 2 are positive constants not depending on v and η. In particular, L is a Wulff type degenerate elliptic quasilinear operator.
In fact, by Lemma 1 and Cauchy-Schwarz inequality, we derive the lower and upper estimates c 0 ≤ ∇ ξ f 0 L p (Ω) ≤ c 1 for every ξ ∈ S n−1 , where c 0 and c 1 are positive constants. In this case, Haberl and Schuster proved (see Lemma 4.1 of [27] ) that the function H f0 belongs to
Thanks to the continuity of ∂ ∂vi a j and its (p − 2)-homogeneity on R n \ {0}, we deduce the condition (T.1) for some constant C 2 > 0. On the other hand, for v ∈ R n \ {0} and η ∈ R n , we have n i,j=1
Since the above left-hand side is continuous on (v, η) in (R n \ {0}) 2 , (p − 2)homogeneous on v and 2-homogeneous on η, the condition (T.2) is obtained for some constant C 1 > 0. Now using (T.1) and (T.2), the proof of the claims (a) and (b) follows from arguments based on the De Giorgi-Nash-Moser's iterative scheme, developed by De Giorgi [14] for elliptic equations and, independently, by Moser [47] and Nash [48] for parabolic equations, see [39] for more details. Finally, the claims (c) and (d) follow from (b) and regularity results of [16, 39, 59] . This ends the proof.
The proof of the smoothness of minimizers bases on Proposition 4 and the following result:
Let Ω ⊆ R n be a bounded open set and p > 1. Let f 0 ∈ W 1,p 0 (Ω) be a weak solution of the problem
where ρ : Ω → R is a weight function. If ρ ∈ L n/p (Ω), then f 0 ∈ L s (Ω) for every s ≥ 1.
Proof. Using the strategy of the previous proof which consists in introducing the quasilinear elliptic operator L = L p,f0 on W 1,p 0 (Ω) for fixed f 0 , we rewrite (12) as
where L satisfies the conditions (T.1) and (T.2) as already proved in the proof of Proposition 4. By applying now Proposition 1.2 of [25] , the conclusion of the statement follows.
We conclude this subsection with the 
This easily implies that λ A 1,p (Ω) is the smallest among all eigenvalues of the operator ∆ A p on W 1,p 0 (Ω). Now we establish the smoothness of the minimizer f 0 = f A p . By the above observation, f 0 is a weak solution of (12) in W 1,p 0 (Ω) when we take ρ as the constant function ρ(x) = λ A 1,p (Ω). Then, by Proposition 5, we deduce that f 0 ∈ s≥1 L s (Ω). (12), by Proposition 4, we conclude that f 0 is a bounded function in C 1,α (Ω) for arbitrary Ω and in C 1,α (Ω) if Ω has boundary of C 2,α class.
Finally, the above smoothness property is crucial in showing that the minimizer f 0 = f A p has defined sign. In fact, since R A p (f ) = R A p (|f |) for every f ∈ W 1,p 0 (Ω), then f 0 = |f A p | belongs to W 1,p 0 (Ω) and is also a minimizer (or eigenfunction) of λ A 1,p (Ω). Thus, by the previous conclusion, f 0 is a non-negative function in C 1,α (Ω) such that Lf 0 = λ A 1,p (Ω)f p−1 0 ≥ 0 in Ω in the weak sense, where L = L p,f0 is defined in the proof of Proposition 4. Invoking the strong maximum principle for C 1 super-solutions of quasilinear elliptic equations involving operators of type L (see for example [54] ), one concludes that f 0 > 0 in Ω since f 0 is nonzero, and so we complete the proof.
The affine Faber-Krahn inequality
This section is devoted to the proof of the affine version of the Faber-Krahn inequality stated in Theorem 5.
Proof of Theorem 5. We recall here that Ω * denotes the closed ball centered at the origin with same Lebesgue measure as Ω. We divide the proof into two cases.
The case p = 1:
We begin with a simple computation. Take any r > 0 and let χ rB be the characteristic function of the ball rB. Define k r = |∇χ rB | 1 χ rB 1 = S(rB) vol(rB) in the BV(rB) sense, where S denotes surface area. Clearly, we have k r = n r = nω 1 n n vol(rB) 1 n , and since χ rB can be approximated by smooth functions with compact support inside rB where the Rayleigh quotient converges to k r , we deduce that λ A 1,1 (Ω * ) ≤ λ 1,1 (Ω * ) ≤ nω 1 n n vol(Ω * ) 1 n
Comparison of eigenvalues
In this section we prove Theorems 6 and 7 that relate the affine and classical eigenvalues λ A 1,p (Ω) and λ 1,p (Ω). For the proof of Theorem 6 we recall an interesting comparison result proved by Huang and Li. Take now f ∈ BV(Ω) ⊂ BV(R n ) an extremal function of λ 1,1 (Ω). Since
the hypothesis implies that E 1 f = |∇f | 1 and the function f is radial and an extremal function of both λ 1,1 (Ω) and λ A 1,1 (Ω). Consequently, supp(f ) is a ball B 0 , so
where r 0 is the radius of B 0 . Let us prove that B 0 is the ellipsoid of maximal volume inside Ω. Assume by contradiction that there is an ellipsoid E ⊆ Ω such that vol(E) > vol(B 0 ).
Consider the ball E * centered at the origin with same measure as E and denote by r E its radius. Using the fact that E * = AE + x 0 for some matrix A ∈ SL n (R) and x 0 ∈ R n , we derive
which contradicts the fact that λ 1,1 (Ω) = λ A 1,1 (Ω). On the other hand, a computation by using the characteristic function f 0 of B 0 gives |∇f 0 | 1 f 0 1 = S(B 0 ) vol(B 0 ) = n r 0 ≤ |∇f | 1 f 1 = λ 1,1 (Ω) and we have equality in the last inequality, so that n r0 = λ 1,1 (Ω). We thus deduce that f 0 is an extremal function for both eigenvalues.
Finally, for the remaining part, assuming λ A 1,1 (Ω) = λ 1,1 (Ω) = n we conclude that r 0 = 1.
Open problems
Below we present some issues closely related to our results that we consider to be of great relevance and that could further deepen the understanding of the topics addressed in this work.
(1) Is it possible to characterize all eigenfunctions corresponding to λ A 1,p (Ω)? Is the first affine eigenvalue simple?
These questions are by far not trivial even for balls where the first affine and classical eigenvalues coincide.
