Abstract. We consider the heat equation on a bounded domain subject to an inhomogeneous forcing in terms of a rate-independent (hysteresis) operator and a control variable.
Introduction and Problem formulation
The aim of this article is to study weak differentiability properties of a parabolic control problem with a nonlinear operator on the right-hand side, taken from a class which includes many rate-independent operators. More precisely, we consider the following problem.
Let Ω ⊂ R n be a bounded domain with sufficiently smooth boundary Γ = ∂Ω and denote Ω T := Ω × (0, T ) and Γ T := Γ × (0, T ). Given a control u ∈ L 2 (Ω T ), we shall consider the following control problem for the heat equation coupled to an operator W:
y(·, 0) = y 0 , on Ω.
Here, B specifies a mixed Dirichlet-Neumann boundary operator, which is detailed in Section 2. The operator W is constructed as a space-dependent version of a scalar operator V, i.e.
W[y](x, t) = V[y(x, ·)](t),
Thus, W represents a family of operators acting on y(x, ·), viewed as a function of time, at every x ∈ Ω. Concerning the operator V, we assume that
is a Lipschitz continuous Volterra operator; more precisely, we require that there exists an L > 0 such that
holds for every v,ṽ ∈ C[0, T ] and every t ∈ [0, T ]. Condition (4) implies causality. The properties (3) and (4) are satisfied by many hysteresis (that is rateindependent Volterra) operators, see e.g. [BS, Vis, MR] . It is well known, see [Vis] and Theorem 2 in Section 2 below, that the problem (1) has a unique solution for any given u ∈ L 2 (Ω T ), and that the control-to-state operator
is well-defined. Here V is some variant of H 1 according to the boundary conditions, see Section 2 for the details. Assume for a moment that S is Fréchet differentiable w.r.t. suitable norms.
Then, for an increment h ∈ L 2 (Ω T ), we would have
where the first order approximation d = S ′ (u)h to the difference S(u+h)−Su depends linearly upon h and is expected to solve a linear problem, obtained from linearising the original problem. When V is a hysteresis operator, V (and thus W and S) are not differentiable in the classical sense. Nevertheless, let us consider the formal linearisation of (1): Given functions y = Su and h, we want to determine functions d and ω as solutions of
Here, ω = W ′ [y; d] stands for some type of derivative of W at y which involves the direction d. We do not assume that the derivative depends linearly on the direction d; indeed, hysteresis operators do not satisfy this property. Thus, we term the above system the first order problem; it is nonlinear whenever the mapping d → ω is not linear.
Our aim is to derive Bouligand and Newton differentiability of the controlto-state operator S from the corresponding properties of the operator V which underlies W. The notions of Bouligand and Newton differentiability are closely related, see e.g. [IK] and the definitions at Section 4. Newton differentiability, for instance, is a main prerequisite in order to guarantee superlinear convergence of the semismooth Newton method for solving an equation F = 0. In [BK] it was proved that operators V taken from a certain class of scalar (that is, the argument of V is a scalar-valued function) hysteresis operators is directionally differentiable when considered as operators from C[0, T ] to L r (0, T ) for 1 ≤ r < ∞. In [B] , it is shown that V is Bouligand and Newton differentiable when considered as an operator from
The main result of this paper is the following theorem, which is detailed with precise assumptions in Section 5 (Theorem 15).
Theorem (Bouligand and Newton Differentiability).
The control-to-state mapping u → y = Su is Bouligand resp. Newton differentiable when considered as an operator
for sufficiently small ε > 0. Moreover, the derivative is given by the solution d of the first order problem (5), see also (29) in Section 4 below.
Remark 1. We remark that the results of this paper can be directly generalised to parabolic problems involving uniform elliptic operators with sufficiently smooth coefficients.
The theorem seems to be of interest for the following reasons.
-It extends classical sensitivity results (on dependence of a solution of a differential equation upon parameters) to the case where the right hand side involves an operator which is not smooth and nonlocal in time.
-It provides a basis for the use of semismooth Newton methods in such cases.
-Recently, control problems for partial differential equations with nonsmooth nonlinearities have received increasing attention. Among others, we want to point out [CCMW, MS, Mün18a, Mün18b] and [SWW] . Our result may serve as an ingredient for obtaining optimality conditions in problems involving this or a similar state equation.
The paper is organized as follows: In Section 2, we define precisely the initialboundary value problem considered and recall a fundamental existence and uniqueness result from [Vis] . In Section 3, we state auxiliary regularity results for parabolic problems subject to nonlocal-in-time source terms as appearing in the considered control and first order problems. For the sake of a continuing presentation of the main result we postpone those proofs to Section 6. In Section 4, we state the exact differentiability assumptions for the operator V and prove existence, uniqueness and regularity for the first order problem. The proof of the main result, Theorem 15, is presented in Section 5.
The control-to-state mapping S
In the following, we shall make the statement of Problem (1) precise. Let Ω ⊂ R n be a bounded domain with sufficiently smooth boundary Γ = ∂Ω ∈ C 1,1 and recall Ω T := Ω × (0, T ) and Γ T := Γ × (0, T ). We consider the problem (1), i.e. 
, and remark that V = H 1 0 in the case |Γ N | = 0. The operator W maps functions on Ω T into functions on Ω T according to
As already mentioned in the introduction, the operator V maps C[0, T ] to C[0, T ] and we assume V to satisfy the Lipschitz continuity (4), i.e. that there exists an L > 0 such that
holds for every v,ṽ ∈ C[0, T ] and every t ∈ [0, T ]. Moreover, we assume the linear growth
for the same arguments as above and some c 0 > 0. We remark that if one wants to include a space-dependent initial condition for the hysteresis operator, one would write
instead of (2); we will not do that in this paper. The properties (7) and (8) carry over to the operator W defined in (2): By denoting
we immediately obtain for functions y,ỹ :
holds for all x ∈ Ω and every t ∈ [0, T ]. Thus,
is well-defined for 1 ≤ p ≤ ∞. Under the assumptions above, the following existence and uniqueness result is a consequence of Theorems X.1.1 and X.1.2 of [Vis] .
Theorem 2 (See [Vis, ). For every u ∈ L 2 (Ω T ) and every y 0 ∈ V , the initial-boundary value problem given by (1) has a unique solution
Proof. The existence proof is based on the continuous embeddings
for θ 0 ∈ (0, 1) and on the compactness of the embedding
Remark 3. Given the regularity of the solution stated in Theorem 2, we have furthermore the compact embeddings (see [Vis, page 266] )
for all θ 0 ∈ (0, 1/2). Thus, we have also that
Using the regularity (13) and the parabolic regularity Lemma 8 below, we obtain the following Corollary 4. Let |Γ N | = 0 and 2 ≤ q < ∞ or |Γ N | > 0 and 2 ≤ q < 2n n−1 , then the control-to-state operator
is well-defined. ✷
Auxiliary parabolic estimates for nonlocal-in-time sources
The following Lemmata 5 and 6 provide parabolic regularity statements for the heat equation with a nonlocal-in-time source term g(z) satisfying the Lipschitz continuity property (10) that is, the estimate
for a non-negative function f ≥ 0. We study the following inhomogeneous parabolic problem:
The first example within this paper for a system of the form (16) with such a function g is the original control problem (1), where (12) and Theorem 2. The second example is found in the first order system (recall (5) or consider (29) below), where
The results of this section provide a priori estimates for z in terms of f . For the sake of a coherent presentation of our main results, we postpone the proofs of the following Lemmata 5, 6 and 8 to Section 6. The first Lemma 5 refines Visintin's regularity results in Theorem 2 by providing explicit a priori estimates.
and that additionally z 0 ∈ H 1 (Ω). Then, the solution to (16) satisfies
The constant C 1 (T ) grows at most exponentially in T .
Lemma 6 (Parabolic regularity II).
The constant C 2 (T ) grows at most exponentially in T .
Remark 7. The estimates (17) and (18), respectively, imply the continuity at zero of the mappings
with bounds which grow at most exponentially in T .
Lemma 8 (Higher regularity).
Assume a smooth boundary operator B with coefficients in C 1,1 . Let z ∈ L 2 (Ω; H 1 (0, T ))∩L ∞ (0, T ; V ) be a solution to the parabolic system (16) with a right-hand-side operator g, which additionally satisfies for all
The first order problem
Bouligand and Newton differentiability. 
Assumption 1 (Assumptions on V, Bouligand case). Let the assumptions (3), (7) and (8) hold. Assume further: (i) For every v, η ∈ C[0, T ], the limit
exists and defines a function
The play hysteresis operator satisfies Assumption 1, see Theorem 8.2 in [B] .
Assumption 2 (Assumptions on V, Newton case). Assume (3), (7) and (8).
) be a set-valued mapping with the following properties:
(ii) For every p ∈ (1, ∞), r ∈ [1, ∞) and v ∈ C[0, T ] there exists a nondecreasing function ρ v,p,r :
The play hysteresis operator satisfies Assumption 2, see Theorem 7.20 in [B] .
Lemma 9. Let the Assumptions 1 or 2 hold for the Bouligand resp. the Newton case. Then, V BD is the Bouligand derivative resp. V N D is a Newton derivative for
In fact, it is possible to choose ρ v,p,r in (22) resp. (24) such that ρ v,p,r ≤ c p,r for some constant c p,r > 0 independently of v. Moreover, in the Bouligand case we have
which yields with V BD [v; 0] = 0
Proof. Part (ii) of the Assumptions 1 or 2 immediately implies Bouligand resp. Newton differentiability of V. The estimate (26) follows from the corresponding estimate for the difference quotients (V[v + λη] − V[v])/λ due to (7), passing to the limit λ → 0. Setting either
and observing that |ξ| ≤ |V[v
respectively, we obtain from (7) and (27) resp. (23) the estimate
which implies the existence of a bound c p,r as claimed.
For the control-to-state mapping S, we shall construct the Bouligand derivative S BD resp. a Newton derivative S N D from the corresponding derivative of the operator V appearing in the state system
We consider S : X S → Y S with the spaces
Given a variation h ∈ X S of the control u, we want to obtain d ∈ Y S such that
as the solution of the first order problem
where either
The mappings W BD and W N D are specified in the following; it will turn out that d is the Bouligand derivatives d = S BD [u; h] resp. that the mappings M S defined by d = M S h form a Newton derivative of S.
Construction of W BD and W N D .
Let y : Ω → C[0, T ] be measurable. For the Bouligand case, we define
For the Newton case, we define
where
In the following we assume that W N D [y] is not empty. Indeed, the play hysteresis operator has this property, see Proposition 9.5 in [B] . The requirement (32) ensures that the function ω on the right side of (29a) is measurable in the Newton case; for the Bouligand case (30) no additional assumption is needed.
respectively, holds for all
and the well-posedness of the mapping
Proof. This is an immediate consequence of (26) resp. (23).
We remark that we do not investigate in which function spaces the mappings W BD and W N D are actually Bouligand resp. Newton derivatives of W.
Wellposedness of the first order problem.
The following theorems show that the first order problem is well-posed. In all of them, we assume that V satisfies the requirements specified above in (i) and (ii) for the Bouligand resp. the Newton case.
Theorem 11. Let the Assumptions 1 or 2 hold for the Bouligand resp. the Newton case. Let u, h ∈ L 2 (Ω T ) be given, let y = Su, y h = S[u + h]. Then, the first order problem given by (29a)-(29c) and (29d) resp. (29e) has a unique solution
We remark that the function ω has less regularity than the corresponding function W[y] in the original problem (1).
Proof. Due to Lemma 10, the operators
] satisfy the assumptions of Theorems X.1.1 and X.1.2 in [Vis] , which can be extended to cover the range space L ∞ (0, T ) instead of C[0, T ] for the operator W.
For the proof of our main result, we shall need explicit estimates of the regularity stated in the existence Theorem 11. The following Theorem 12 proves for h, ω ∈ L 2 (Ω T ) that parabolic regularity yields d ∈ L 2 (Ω;
Theorem 12. Under the assumptions of Theorem 11, the solution d of the first order problem (29a)-(29c) and (29d) resp. (29e) satisfies
The constants C 1 (T ) and C 2 (T ) do not depend on h. Finally, we have for all θ 0 ∈ (0, 1/2) (and with compact embedding) that
Proof. The proof of (36) follows from estimate (17) in Lemma 5 by setting z := d, g := h + ω and f := |h| as well as by noting that (34) implies
Analogous, (37) follows from estimate (18) in Lemma 6. Finally, from the regularity stated in Theorem 11 (or equally in (36)), follows the improved regularity (38) in the same way as (13) from [Vis, .
Then, the solution mapping h → d of the first order problem (29a)- (29c) and (29e) 
Theorem 14. Let the Assumptions 1 or 2 hold for the Bouligand resp. the Newton case. For 2 < q < ∞, consider u, h ∈ L q (Ω T ) and y = Su, y h = S[u + h]. Then, the solution d of the first order problem (29a)-(29c) and (29d) resp. (29e) satisfies
Proof. The statement follows directly from Lemma 8 with g = h + ω and (34) resp. (35).
Bouligand and Newton differentiability of S
Here we state and prove the main theorem of this paper.
Theorem 15. Assume that the operator V, which underlies the operator W, satisfies the Assumptions 1 or 2 for the Bouligand resp. the Newton case. Consider the parabolic hysteresis problem (1)-(2). Then, for sufficiently small ε > 0 the control-to-state mapping u → y = Su is Bouligand resp. Newton differentiable when considered as an operator
The Bouligand derivative d = S BD (u; h) is given by the solution of the first order problem (29a)-(29c) and (29d). A Newton derivative
The assumption made above that the sets
will not be required until later in the proof. We denote by
the corresponding states. Let d be the solution of the first order problem according to Theorem 11. The remainder
solves the system
We want to estimate the right side of (42a). From (10) we get
For the remaining part of the right side of (42a), we set
Note that (22) resp. (24) with r = 2 yields the estimate
where we have suppressed the dependence of ρ on the integration exponents 2 and p ∈ (1, ∞).
In the next step, we use that system (42) satisfies the assumptions of Lemma 5 with estimate (15). Thus, we have
We now estimate f . Recalling (45), we have
By using Hölder's inequality in space with exponent p, we continue to estimate
where we have used (37) and the fact that ρ y is monotone non-decreasing in the second argument. Therefore
where the remainder term
tends to zero as h → 0 for all choices p ′ < ∞ by the Lebesgue dominated convergence theorem since ρ y : Ω × R + → R + is a function with ρ y (x, δ) → 0 for all x ∈ Ω as δ → 0, which moreover is bounded independently from y, by assumption (ii) on V, see (22), (24) and Lemma 9. As a consequence, by setting 2p = 2 + ε and 2p ′ = 2 + 4 ε , we aim to prove Bouligand resp. Newton differentiability of the operator
where the space on the right hand side of (49) corresponds to the regularity of the left hand side of (46). By combining (46) with (47), (48), we are left to prove that
In order to prove this estimate, we use that the Hilbert space parabolic regularity estimate (17) to the first order problem (29) with d(
, extends also to L q -spaces with q = 2 + ε for sufficiently small ε > 0 (see [HDJKR] ), i.e. there exists a constants C
Next, we observe that estimate (34) in Lemma 10 implies for all 1
Using (52), we estimate
where the second last estimate is due to (37). Combining (51) and (53) yields
which proves (50) and thus ends the proof of Theorem 15.
Proofs ot the regularity estimates
Proof of Lemma 5. First, we prove estimate (17). To this end, we test (16a) with z t and integrate over Ω T . Note that z t ∈ L 2 (Ω T ) due to the existence result Theorem 2. After integration by parts and using (15)
where we remark that all boundary terms vanish for the considered homogeneous boundary operator B in (16b). Moreover, we may replace the second term in the first line by
dt Ω |∇z| 2 dx ds. In order to handle the first term on the right hand side of (55), we use that for all
After inserting (56) into the first term on the right hand side of (55), we estimate, by using Young's inequality twice,
τ Ω |z t (x, s)| 2 dx ds
Proof of Lemma 6. We shall now prove (18). Recalling the parabolic remainder problem (16), we write the solutions in terms of the semi-group e At of the Laplace-operator −∆ subject to the boundary conditions (16b) and initial data z 0 ∈ L ∞ (Ω) ∩ H 1 (Ω), i.e.
z(x, t) = e At z 0 (x) + t 0 e A(t−s) g(x, s) ds.
By taking the supremum in space, we continue to estimate for all 0 ≤ t ≤ T
Next, we use Lemma 16 that the operator norm e A(t−s) L ∞
x →L ∞ x ≤ 1 for all 0 ≤ s ≤ t ≤ T due to the weak maximum principle for the heat equation subject to the boundary condition (16b). Thus,
Next, by taking the supremum in time for t ≤ T , we continue to estimate
Therefore, a Gronwall Lemma for sup t≤T z(·, t
which proves (18).
Lemma 16. Consider the heat equation
on Ω,
Then, the unique weak solution to (63) propagates the L ∞ -norm (as well as the non-negativity) of the initial data and the associated semigroup satisfies e At L ∞ x →L ∞ x ≤ 1 for all 0 ≤ t.
Proof. The existence of a unique weak H 1 -solution is well known, see e.g. [Chi] . Note that general parabolic regularity for mixed boundary conditions B[z] = 0 only implies H 3/2
x -smoothness, which is insufficient to yield L ∞ x bounds in space dimension n ≥ 3. The claims of the Lemma, however, are consequences of the same arguments, which are used to prove the weak maximum principle, see e.g. [Chi] . For the sake of the reader we provide the details in the following. First, we show the propagation of non-negativity of solutions subject to nonnegative initial data z 0 ≥ 0 by testing z t = ∆z with minus the negative part −z − = min{0, z}, which yields with Γ = ∂Ω and ν being the outer unit normal on Γ
