We consider the stochastic heat equation driven by a multiplicative Gaussian noise that is white in time and spatially homogeneous in space. Assuming that the spatial correlation function is given by a Riesz kernel of order α ∈ (0, 1), we prove a central limit theorem for power variations and other related functionals of the solution. To our surprise, there is no asymptotic bias despite the low regularity of the noise coefficient in the multiplicative case. We trace this circumstance back to cancellation effects between error terms arising naturally in second-order limit theorems for power variations.
Introduction
Consider the stochastic heat equation
subject to a sufficiently regular initial condition u 0 . Here, σ: R → R is a globally Lipschitz function andẆ is a centered Gaussian noise that is white in time and spatially homogeneous with spectral measure µ(dξ) := |ξ| α−d dξ for some α ∈ (0, 1]. In particular, if d = α = 1,Ẇ is a space-time white noise. We will recall the precise definition of the noise as well as the solution theory for (1.1) in Section 2 below. In this paper, we are interested in the normalized power variations (and other related functionals) of the solution u(t, x), defined as
where p > 0, x ∈ R d is an arbitrary but fixed spatial point, [·] denotes the integer part, ∆ n is a small step size that converges to 0 as n → ∞ (e.g., ∆ n = 1 n ), and τ n = τ n (α) is a normalizing sequence depending on α, chosen in such a way that V n p (u, t) converges as n → ∞. Indeed, if τ n is given as in (2.9), then V n p (u, t) satisfies the following law of large numbers (LLN) as ∆ n → 0 (see [13, 23] where m p is the pth absolute moment of the standard normal distribution and
=⇒ denotes uniform L 1 -convergence on any compact interval [0, T ] with T ∈ (0, ∞).
The main goal of this paper is to study the second-order behavior of V n p (u, t) , that is, we want to show a central limit theorem (CLT) of the type
where Z is some mixed Gaussian process and st =⇒ stands for stable convergence in law in the space of càdlàg functions with the local uniform topology (again, we will recall this in Section 2).
A CLT like (1.4) plays a fundamental role in statistical estimation problems related to (1.1). Consider, for example, the parabolic Anderson model [i.e., σ(x) = σ 0 x for some σ 0 > 0] and suppose that σ 0 is an unknown parameter that we would like to estimate based on the highfrequency observations u(i∆ n , x), i = 1, . . . , [T /∆ n ], where T > 0 is arbitrary but fixed. Then (1.3), together with classical Riemann sum approximation, readily shows that
see also [8, Section 3] in the case d = α = 1. In other words, the left-hand side is a weakly consistent estimator of σ p 0 (if the value of α is known; otherwise, in order to be able to compute τ n = τ n (α) and hence V n p (u, T ) from our observations, we have to replace τ n by an appropriate estimator first; see [5, Section 2.3] ). But if we want to construct asymptotic confidence regions and statistical tests for σ 0 , then we need to study the second-order fluctuations of (σ n 0 ) p , and the CLT for V n p (u, t) is a crucial step for this purpose. We will pursue this direction, which, in addition to the CLT (1.4), also involves analyzing the discretization error of the Riemann sum approximation in the denominator of (σ n 0 ) p , in a separate work. Let us briefly recall the existing literature in this framework. The idea of using quadratic variation [i.e., p = 2 in (1.2)] to estimate the variance of a Gaussian process is, of course, as old as stochastic analysis itself and originates from the observation that the quadratic variation of σ 0 B on [0, 1] , where B is a standard Brownian motion, is precisely σ 2 0 . In the last decade, this basic idea was developed into a systematic theory of power variations and related functionals for a large class of semimartingales. The resulting statistical applications have attracted a lot of interest, especially in the context of volatility estimation in financial econometrics. The interested reader is referred to the two monographs [1, 18] for more information on this aspect.
As it turns out, power variations are very robust in the sense that their first-and secondorder behavior remains (essentially) the same for many processes that are not semimartingales. Examples include fractional Brownian motion with Hurst parameter less than 3 4 (see [10, 16] ) or, more generally, moving average processes with fractional kernels (see [2, 11, 21] ).
When it comes to the stochastic heat equation (1.1), clearly the process t → u(t, x) (with x fixed) is not a semimartingale. Indeed, if α = d = 1, it has a finite and nontrivial quartic variation by [27, 28] ; in general, it has a finite and nontrivial ( The picture is much less complete (and, as we will see, quite different) when it comes to the second-order limit theorem. Until now, a CLT of the form (1.4) has only been shown if, among other things, the random field σ(t, x) in (1.5) is
• essentially see [5, Theorem 2.3] . This covers the case of additive noise (previously considered also in [3, 4, 9] when α = d = 1 and p ∈ {2, 4}) but certainly not the case of multiplicative noise as in (1.1). Indeed, it is well known from [24, Theorem 2.1] that the solution u to (1.1) is only ( Among the various reasons why the strong regularity conditions on σ(t, x) above were needed for the CLT in [5] , this is the most important one: at many places within the proof, we had to discretize the random field σ(t, x) along the grid points t = i∆ n [e.g., replace σ(t, x) by σ([t/∆ n ]∆ n , x)], so that the increments of the noise become locally (conditionally) Gaussian. Of course, if σ(t, x) = σ(u(t, x)), this discretization induces an error of order ∆ 1/2−α/4 n by the Hölder properties of u, which blows up once we divide by √ ∆ n as in (1.4) . Thus, we can only justify this discretization procedure if σ(t, x) is essentially 1 2 -Hölder continuous in time. The obvious question is now whether this problem is an artifact of our proof. The answer is yes and no: if 0 < α < 1, we will show that the CLT as in (1.4) is valid. However, in the case α = 1 (in dimension 1, this is the case whenẆ is a space-time white noise), it turns out that an additional asymptotic bias emerges in the CLT for p ≥ 4, while it holds true without bias for p = 2. In fact, the bias term for p ≥ 4 originates exactly from the discretization of σ(t, x) = σ(u(t, x)).
In this paper, we focus on the case 0 < α < 1, where we have no asymptotic bias; the critical case α = 1 will be discussed in a second paper [7] separately. In principle, if d ≥ 2, one could also consider (1.1) with α ∈ (1, 2). Whether the CLT holds in that case is open, although we strongly conjecture that it will not hold and that the rate will no longer be 1/ √ ∆ n . Let us briefly mention the papers [14, 15] , which, despite their titles, are not related to the CLT we consider in the present work.
The remaining article is organized as follows: In Section 2, we properly introduce the equations and variation functionals under investigation and announce our main result (Theorem 2.2). In Section 3, we outline the main strategy of the proof, while the details are given in Section 4. In what follows, we often write In the last line, the spatial covariance measure is given by Λ(dy, dy ′ ) := F (y − y ′ ) dy dy ′ , where F is the Riesz kernel F (y) := c α |y| −α for some α ∈ (0, 1) and c α :
2 ) (|·| denotes the Euclidean norm on R d ). By [12] , if where (·) denotes complex conjugation. With our choice of F , it is well known (see Chapter V, §1, Lemma 1(a) in [25] ) that the spectral measure is given by µ(dξ) = |ξ| α−d dξ.
It is a classical result from [12, Theorem 13] that if u 0 is bounded and continuous, then (1.1) admits a unique mild solution u that satisfies is the solution to the homogeneous heat equation and
G(t, x) := G x (t) := (2πt)
is the heat kernel. Now suppose that we have measurements of the solution u(t, x) at time points t = i∆ n , i = 1, . . . , [T /∆ n ], (where T > 0 and ∆ n → 0 as n → ∞) and space points x = x 1 , . . . , x K (where K ∈ N and x 1 , . . . , x K are different points in R d ). Given two further numbers L, M ∈ N and an evaluation function f : R K×L → R M , we can now consider the normalized variation functional
where
′ is the column vector containing the ith increment of u at the different points x 1 , . . . , x K and
Typical examples include 
is multivariate Gaussian with mean 0 and
11)
and
In order to describe our main result, we need some technical terminology. A product filtered extension of B is an enlarged stochastic basis B := (Ω, F , (F t ) t≥0 , P) obtained by taking the product
with an additional stochastic basis
In what follows, E denotes expectation on B and random elements X on B are canonically extended to B by setting X(ω, ω ′ ) := X(ω) (without changing notation). Now a sequence (X n ) n∈N of E-valued random variables defined on the original basis B (where E is a metric space) is said to converge stably in law to a variable X defined on the product filtered extension B (and denoted X n st −→ X) if for all real-valued random variables Y on B and bounded continuous functions g:
as n → ∞. This clearly implies X n d −→ X in the ordinary sense. But what sets it apart, is the following property: 
is a continuous process defined on a product filtered extension B of the original basis B with the following properties: conditionally on the σ-field F, Z is a centered Gaussian process with independent increments such that the covariance function
is given by
In the last line, for r ∈ N 0 , we define 16) where
are jointly Gaussian, both with the same law as the matrix Z in Theorem 2.1 and cross-covariances
Part of the statement is that the series in (2.15) converge in the L 1 -sense.
Remark 2.3. Let us comment on the assumptions as well as the conclusions of Theorem 2.2.
1. The conclusion of Theorem 2.2 is exactly the same as that of [5, Theorem 2.3] . As indicated in the Introduction, the main novelty here is that the process σ(u(t, x)) is neither 1 2 -Hölder continuous in time nor pathwise twice differentiable in space. This extension might seem to be somehow expected. But in view of the fact that (2.14) fails when α = 1 (as we will demonstrate separately in [7] ), we find the positive result for α ∈ (0, 1) rather surprising. 
Overview of the proof of Theorem 2.2
The strategy of proof for the CLT in [5] can be briefly described as follows: first, the variation functionals in (2.8) are, little by little, approximated by terms that get closer and closer to martingale sums; second, for the resulting martingale array, the actual CLT is shown using Jacod's martingale CLT from [17] ; finally, the centering appearing in the martingale array of the previous step is transformed back to the actual centering V f (u, t) from (2.14). A close inspection of the proof reveals that the second step does not rely on the regularity properties of σ(u(t, x)) at all, so the difficulties due to the low regularity of σ(u(t, x)) all appear in the first and the third step described above. Now here is the surprising thing: while certain error terms that arise during these two steps do not vanish on a √ ∆ n -rate when considered individually, their sum does so due to cancellation effects! This is the crucial observation that allows us to overcome the lack of regularity of σ(u(t, x)) and ultimately prove Theorem 2.2. Clearly, the special structure that σ(u(t, x)) is a function of the solution itself (rather than any random field with a similar regularity) is of utmost importance for obtaining the mentioned cancellations.
In order to simplify notations in the subsequent exposition, let us introduce the following abbreviations for 0 ≤ a ≤ b ≤ c < ∞ and (t, x) ∈ (0, ∞) × R d :
and G y (s) := 0 if s < 0. For brevity, we often use the abbreviations ν := (k, l) [and Notice that in the last three definitions of (3.1), the contribution of the initial condition to the increments is neglected. Also, observe that u(t, x) c b and ∆ n i u c b are F c -measurable and that
, and ∆ n i u c b,a are F a -conditionally Gaussian. Remark 3.1. The only place where the different coordinates of f interact is in the CLT in Lemma 3.4 below. All other steps can be carried out coordinate by coordinate, so for them, we may and will assume M = 1 in the sequel. Moreover, as a consequence of hypothesis H2 and the third part of Remark 2.3, if we assume M = 1, we could also assume K = 1, which would simplify the notation a bit. But we will mostly refrain from doing so because in the second part [7] of this paper, H2 will no longer be (always) in place. Thus, keeping K general will spare us repeating many proofs in [7] .
Martingale approximations and the core CLT
In order to avoid notational difficulties, we first remove terms from (2.8) that correspond to small values of i. 
Next, we cut off the stochastic integrals defining ∆ n i u at a reasonable temporal distance from i∆ n . This procedure decreases the overlap and hence improves the conditional independence between different increments. The same step already appeared in [5] (see also [2, 11] ), but the proofs there were much simpler due to the 
In the case of additive noise (i.e., σ is a constant function), if we center the resulting terms by their respective conditional expectation, then
where Z is the process described in Theorem 2.2 and F n i := F i∆n ; see [5, Equation (3.15) ]. This, however, is no longer true under multiplicative noise. We will now identify the term that prevents V n λn (u, t) from converging and show that the remainder does converge stably in law to Z.
To this end, let a ∈ ( a Θ , a), λ n := [∆ −a n ], and
For an arbitrary number m ∈ N, we can then consider the decomposition
where 
. This complicated definition is owed to the classical block splitting technique used in the proof of [5, Theorem 2.3] , from which we can now deduce the following result: )∆ n , which, again for m fixed, is always O(λ n ∆ n ) from the point i∆ n apart.
Two B-terms can be handled with ease.
Lemmas 3.2-3.5 together with (3.6) show that for every m ∈ N,
as n → ∞. The term C n,m 2 is harmless as it vanishes when first n and then m tend to infinity. This, however, is not true for B n,m 2 : it is the first term that we encounter and is not asymptotically negligible. We postpone its analysis to Section 3.3.
Approximating the conditional expectation
We move on to investigating the conditional expectation in (3.9) . By Taylor's formula, we can develop this into
1 . Accordingly, we have the decomposition
Unfortunately, D n 2 and D n 3 are two further terms that do not vanish asymptotically; they will be further investigated in Section 3.3. For the analysis of D n 1 , we have to introduce some more notations. Given r ∈ N 0 , h ∈ R d , and n ∈ N, we consider measures on [0,
where Z = (Z ν ) ν∈I has a multivariate normal distribution with mean 0 and Cov
for the mapping µ f defined in Theorem 2.1.
Since the argument of f in the definition of δ n,i 1 is F n i−λn -conditionally Gaussian, we can rewrite
where t n,i j := (i + j)∆ n , l 12 := l 1 ∧ l 2 , and k 12 := k 1 if l 12 = l 1 and k 12 := k 2 otherwise. Let us pause for a moment and take a careful look at (3.13): if we could simply replace the last two σ-terms by σ(u(i∆ n , x)) and the remaining Π n -integral by Γ |l 1 −l 2 | 1 k 1 =k 2 , this would lead to an expression in (3.12) that is a Riemann sum approximation of V f (u, t), the limit in (2.10) that we want to get to. The goal is therefore to try to justify these approximations; and this is exactly the path that was taken in [5] as well. But the proofs there require nice Hölder and differentiability properties of σ(u(s, y)), which we simply do not have in the multiplicative case. Thus, it is not immediately clear whether we will succeed or not.
There is, however, a small but important difference between [5] and our present situation that helps us out: we do not have σ(u(t (3.13) . Since the main weight of the Π n -measures is on the origin [in fact, for any ǫ > 0, we
2)] and since, at the same time, the regularity of (s,
) improves when s is small (because then t n,i l 12 −1 − s ≈ i∆ n , which is "far" from (i − λ n )∆ n , so we skip the most singular part of the heat kernel in the mild formulation (2.5) of u), we gain regularity compared to the situation when we simply had σ(u(t n,i l 12 −1 − s, x k 12 − y (′) )). Of course, this comes at a price: first, we have already produced two bad terms D n 2 and D n 3 to get this truncation (·)
. And second, unsurprisingly, we will not be able to turn D n 1 into V f (u, t) but only into the right-hand side of (2.10) with u(s,
. This will lead to yet another term that does not vanish on a √ ∆ n -rate. The remaining part of this subsection specifies the details of this discussion.
We define v ′n,i ν 1 ,ν 2 to be the last integral in (3.13) but with t n,i l 12 −1 − s replaced by i∆ n and the domain of integration replaced by [0,
ν 1 ,ν 2 in the same way but with y and y ′ further replaced by 0 (in addition to the two previous modifications). 
(3.14)
, we have, as n → ∞,
Notice that by definition,
The last remaining portion
is another term that does not vanish as n → ∞. and a ∈ ( a Θ , a), then for every m ∈ N, as n → ∞,
The bad terms
In the previous two subsections, we identified four terms that were ill-behaved:
, and H n . Our goal is now to approximate them by simpler (but still nonvanishing) terms. This will later allow us to exploit cancellation effects among them.
The term B n,m 2
Looking back at the definition in (3.7), we realize that B n,m 2 has a very special property. For every i, the expression in braces has a vanishing F n i−λn -conditional expectation. This gives the whole sum a certain kind of martingale structure, which is helpful for many estimates (to be more precise, B n,m 2 is a typical term where martingale size estimates as explained in Section 4 apply).
In what follows, we will ensure that all approximations of B n,m 2 retain this important feature. given by 
Lemma 3.12. Define
can be approximated by B n,2 2 , a term that is independent of m. 
(because the latter is easier to work with later), but more importantly, we have also replaced u(r, z) by u(r, z) 
As in Lemmas 3.7 and 3.8 (see also the discussion before them), we now make the σ-and σ ′ -terms independent of s and y. To this end, let
, and a function
where Z (1) and Z (2) are R K×L -valued jointly Gaussian random elements with mean zero and
[whenever the expectation is well-defined and Z (1) and Z (2) can be found with the desired properties]. Then (θ n,i 24) where [recall the notations introduced after (3.13)]
and v ′′n,i ν 1 ,ν 2 , w ′′n,i ν 1 ,ν 2 , and c ′′n,i ν 1 ,ν 2 are defined by the same formulas but with y and y ′ set to 0. In fact,
, and c n (s) ν 1 ,ν 2 ] be defined through the last three expressions above but with i∆ n replaced by s and the Π n -factors replaced by Γ |l 1 −l 2 | 1 k 1 =k 2 (resp., with these changes and further with λ n replaced by 0). Again, we want to simplify the terms D n 2 and D n 3 from (3.10). While for B n,m 2 , it was the martingale structure that helped us in our estimates, here we will use the fact that certain terms arising in the approximations below are removed because they have zero F n i−λn -conditional expectation.
Lemma 3.17. If a is close enough to
We expand the square in ( ρ n,i 1 ) ν using the integration by parts formula and identify the asymptotically relevant part. 
Recalling the notation (3.23), we see that ρ 
, with the same changes and additionally y and y ′ replaced by 0). Similarly, let v ′n,i := v ′n,i and v ′′n,i := v ′′n,i (as introduced before Lemma 3.7). Then define
By definition, we have
, and c n (s) ν 1 ,ν 2 be defined through the three equations of the previous display but with i∆ n replaced by s and the Π n -factors replaced by
Lemma 3.21. If a is close enough to
The next problematic term is D n 3 and its analysis largely parallels that of D n 2 . Therefore, we only state the final form of this term and only sketch the intermediate steps in the proof. 
[with Z (1) and Z (2) as described after (3.23)] and
Putting pieces together: the final step of the proof
The following proposition shows how the bad terms encountered in the previous subsections cancel each other:
From this we can readily deduce Theorem 2.2.
Proof of Theorem 2.2.
The idea is to write the left-hand side of (2.14) as
For fixed m, the first line converges stably in law to ( 
2 (t)
3 (t) 
Details of the proof of Theorem 2.2
Two types of estimates are frequently used in the following to determine the asymptotic behavior of complicated expressions: standard size estimates and martingale size estimates. The idea behind the former, which were already used in [5] , is best explained by considering, for example, the term
Here, ℓ n := [∆ −ℓ n ] and ℓ ′ n := [∆ −ℓ ′ n ] with some 0 < ℓ ′ < ℓ < 1, h is a function with at most polynomial growth, and z n i are random variables such that for every p ∈ [2, ∞),
In most cases, z n i is a normalized increment, possibly truncated or with modified u [e.g.,
Using Hölder's inequality with exponents p p−1 and p, we obtain
By (4.2) and the growth assumptions on
, uniformly in i and n. Thus, by the Burkholder-Davis-Gundy inequality, Minkowski's integral inequality, and the Cauchy-Schwarz inequality, we get
Because σ is differentiable, there is some ω n,i (s, y) between u(s, y) and u(s, y)
). Thus, using the CauchySchwarz inequality once more, we obtain
The first term is bounded uniformly in (s, y) ∈ [0, T ] × R d by (2.4) and the assumption that σ ′ is of polynomial growth. With similar estimates as above, we can bound the second term via
which implies
The last step in (4.3) uses (2.4), the linear growth of σ, and the fact that
which follows from (A.1) by setting r = h = 0 and replacing ∆ n by ℓ n ∆ n . We conclude from (A.2) that
The three factors in this final bound can be attributed to the components in (4.1). The factor ∆
) (essentially as a consequence of the Hölder properties of u), and the factor ∆
The variables h(z n i ) have contribution 1 by (4.2). Therefore, in the following proofs, if we encounter a term like U n (t), we will simply say that the σ-difference in (4.1) is of size (or magnitude or order) (ℓ n ∆ n ) 1/2−α/4 , while the W -integral is of size ∆ Θℓ ′ /2 n and the h-variables are of size 1, and then directly conclude that
without going through similar arguments again.
We will also apply standard size estimates to expressions that are more complicated than (4.1), for example, if the stochastic integral in (4.1) is squared or replaced by the product of two stochastic integrals. Then the generalized Hölder's inequality with exponent p p−2 for h(z n i ) and exponent p for each appearing stochastic integral can be used to factorize E[(U n ) * T ] in the same manner as before. The key observation is that the total size of such expressions can always be determined component by component.
Standard size estimates (as explained above) are surprisingly sharp and cannot be further improved in general. However, there are situations where we can do better. Consider, for instance,
with random variables ω n i that are F n i -measurable and have zero F n i−ℓn -conditional expectation. Further suppose that we know (e.g., via a standard size estimate) that ω n i is of size ∆ π n for some π > 0 (uniformly in i). Suppose for the moment that ℓ n = 1. Then U ′ n (t) is a martingale sum, so by Doob's inequality and the fact that
! Of course, this is due to the martingale structure of U ′ n (note that only the terms with i = j remain in the third step of the previous display).
For general ℓ n , we will get something between ∆ −1/2+π n and ∆ π n . Indeed, let us rearrange the terms in U ′ n in the following way:
The point is now that for fixed k, the term V n k (t) is a martingale sum relative to the filtration (F n k+(j−1)λn ) j=1,...,[t(n)/ℓn] . In fact, ω n k+(j−1)ℓn is F n k+(j−1)λn -measurable with vanishing F n k+(j−2)λn -conditional expectation. Thus, in analogy to the simple case discussed above, we have
As a result, again by Jensen's inequality,
which is, as promised, between ∆ −1/2+π n and ∆ π n (recall that 0 < ℓ < 1). In summary, such a martingale size estimate is applicable whenever we have a sum of terms that are conditionally independent of each other to a certain degree. The main parameter is the length of overlap (this was ℓ n above), that is, the distance at which the terms start to become conditionally independent. The conclusion is then that the sum
, which by a standard size estimate would be of magnitude ∆ Θ for all r = 1, . . . , R (this is possible because Θ = 1 + α 2 > 1). We can then write the left-hand side of (3.3) as A n
(t)) where
and,
It was shown in [5, Lemmas 3.6 and 3.7] that A n 2 and A n,r 3 (for every r) converge to 0 in L 1 , uniformly on compacts. But let us include the short proofs for the reader's convenience (and to get used to standard and martingale size estimates). By the mean value theorem, we have
By a standard size estimate and (A.2), the difference in parentheses is of order ∆
Concerning A n 1 , notice that the only difference between ∆ n i u and ∆ n i u
is that the former takes into account the increment of u (0) from (2.6), while the latter does not. As explained in [5, Remark 2.7] , hypothesis H4 implies that 
where α n,r,1 i 
Notice now that the inner conditional expectation, and hence A n,r 3,1 , is 0 because ∂ ν f is an odd function and its argument follows a centered normal law, conditionally on Since a r−1 > a r , the exponent is clearly less than − , x) ) is a function of the solution process itself. As an auxiliary step, we replace α n,r,2 i by α ′n,r,2 i , which is defined in the same way as the former but with (∆ n i u (which also appears in α ′n,r,2 i ) can be rewritten as . Because of the square, the contribution of the second term can be bounded as in (4.12) and is therefore negligible. The first term equals
Again, the second summand is negligible as it has an additional factor λ r−1 n ∆ n from the σ-difference. So we are left to consider A ′′n,r 3,2 , which is defined in the same way as A ′n,r 3,2 but with the last factor in α n,r,2 i replaced by the first summand of the previous display. Written out explicitly,
The crucial observation is now that under the F n i−λ r−1 n -conditional probability measure, the double W -integral (resp., the preceding fraction) is an element of the second (resp., first) Wiener chaos, while the ∂ 2 ν 1 ν 2 f -term, because f is even, belongs to the direct sum of all Wiener chaoses of even order. Consequently, the product of the three terms belongs to the direct sum of all oddorder Wiener chaoses and therefore has zero 
Proof of Lemma 3.4. Let
The sum defining C n,m 3
1/2−a n , which converges to 0 when a is close enough to we have v n,i
3 , where
If we manage to prove that E 
(ds, dy, dy ′ ). 
2 (s, y)) 
(4.15)
At the same time, for q = Q, the Π n -integral on (λ
, while it is of order 1 for q = Q. Thus, by a standard size estimate,
and Proof of Lemma 3.8. Applying Itô's formula to the product of the two σ-terms in the last integral of (3.13) (with i∆ n instead of t n,i l 12 −1 − s) and noting that Π n is symmetric with respect to swapping dy and dy ′ , we have, for every ν 1 and ν 2 
(ds, dy, dy ′ ). j,3 such that the first (resp., second, third) term contains a difference of G-terms (resp., σ-terms, both). For example,
Similarly to Lemma 3.7, the lemma is proved once we can show that each term F
1,1 , we apply Taylor's theorem with integral remainder to the G-difference and obtain
The first part is identically zero because the integral of y j with respect to Π n vanishes for symmetry reasons. Let us now determine the size of the second part, which we denote by F n,i 1,1 in the following. To this end, we fix j and j ′ and permute the W -integral with the du-integral. Leaving aside terms that do not depend on r and z for a moment and using the fact that all σ-terms are of order 1, the size of the W -integral is bounded by a constant times
Since e we derive, omitting multiplicative factors in the exponential by a scaling argument,
where µ is the spectral measure from (2.3). So by a size estimate, we get from (A.3), 2 (r, y ′ ). The integrand of the first Π n -integral depends on y (′) only through the two u-differences, which can be written as
Therefore, the first Π n -integral in (4.23) has a very similar structure to F n,i 1,1 . In fact, the arguments from above can be applied analogously to show that this part is asymptotically negligible.
For the second Π n -integral in (4.23), a size estimate suffices. Indeed, the order of magnitude of the integral in (4.24) is
Similarly to (4.19) and (4.21), we have
and, because r
As each of the three summands within the second pair of brackets in (4.23) contains two udifferences and integration of |y| 2 against |Π n | yields a factor ∆ n by (A.3), the second Π n -integral in (4.23) is of size ∆ (4.27) uniformly in i. The left-hand side of the previous line is bounded by a constant times
which is ∆ Θa n + 0 by (A.2) and (A.4). So (4.27) follows from the hypothesis that a > 1 2Θ .
Proof of Lemma 3.10.
The left-hand side of (3.16) is equal to
The last line is of order ∆
n and therefore negligible. So only the term in the first line needs to be considered further, which will be denoted by G n (t) from now on. Letting Φ: 
where η n i (s) is some intermediate value and
and G n 3 (t) is the expression spanning over the second and third line of (4.28). Observing that the W -integral in the definition of G n 1 is of order
by (A.2) and the fact that |i∆ n − s| ≤ ∆ n , we derive
2 , let us first interchange the W -and the ds-integrals, which leads to
Now the ds-integral is of size ∆ n at most, while the W -integral (without the former) is of size
Moreover, the ith summand in (4.30) is F n i−λn -measurable with vanishing F n i−1−λn -conditional expectation. Thus, a martingale size estimate gives us 29) and (4.31) , a standard size estimate and the fact that 1 −
which completes the proof of the lemma.
Proof of Lemma 3.12 . By Taylor's theorem, we have
where κ n,m,i ν
. By (A.8), the definition of the β-terms in (3.5), and the fact that k
Moreover, the ith term in (4.32) has zero F n i−λn -conditional expectation. Thus, a martingale size estimate gives 
1,3 , the difference resulting from this modification will come with an additional factor of (λ n ∆ n ) 1/2−α/4 . Hence, if we denote the so-obtained term by θ , a martingale size estimate yields
which converges to 0 as n → ∞ by comparison with (4.33).
The crucial observation is now that the 
(4.34)
By choosing a and a sufficiently small, the exponent gets arbitrarily close to
which is strictly positive for all 0 < α ≤ 1. by 0 leads to an error of size (λ n ∆ n ) 1/2−α/4 for both terms and therefore, by (4.14), also for the difference (θ n,m,i
It remains to prove that
2 ) ν . As the W (dr, dz)-integral yields another factor of (λ n ∆ n ) 1/2−α/4 , a martingale size estimate shows that
Proof of Lemma 3.14. As a first step, notice that ( θ
)]. Each change leads to a factor of order (λ n ∆ n ) 1/2−α/4 , in addition to the (λ n ∆ n ) 1/2−α/4 -factor coming from the W (dr, dz)-
=⇒ 0 by (4.33), where
Observe now that we actually have E[( θ
. This is because conditionally on
is an element of the second Wiener chaos, while the ∂ ν f -term belongs to the direct sum of odd-order Wiener chaoses. As a consequence, we have B n,3
3 ) ν (which, by definition, is the F n i−λn -conditional expectation of the former), then, as we have seen in (4.34), a martingale size estimate yields E[( B n,3
Proof of Lemma 3.15 . Because |s − i∆ n | ≤ λ n ∆ n , we know from (A.1) (with |s − i∆ n | for the value of ∆ n ) that
is of size at most (λ n ∆ n ) 1/2−α/4 . Together with (4.4) and (4.14), we have that θ
4 is of the same size (λ n ∆ n ) 1/2−α/4 . Moreover, by the same reason as in the proof of Lemma 3.14, we have
Hence, when a and a are sufficiently small, a martingale size estimate yields 
which is strictly positive for α ∈ (0, 1]. For B n,4
except that the domain of integration of the Π n -integral goes up only to (λ n +l 12 −1)∆ n instead of λ n ∆ n . This difference has no impact on the estimates that have been carried out in (4.17) and thereafter. We conclude that v ′n,i − v ′′n,i is of size o( √ ∆ n ), uniformly in i. Next, using (4.18) on the σ ′ -terms and the W -integrals in w ′n,i ν 1 ,ν 2 and w ′′n,i ν 1 ,ν 2 (hereby grouping a W -integral and a σ ′ -term together as one factor) and recalling that Π n is symmetric in interchanging dy and dy ′ , we obtain w ′n,i
Inside the first Π n -integral, there is a W -integral involving, in brackets, a difference of G-and σ ′ -terms. There is also another expression (the third σ ′ -term and the second W -integral) that does not depend on the variables s, y, and y ′ . We can take this out of the Π n -integral, which then has the same structure as the term F n,i 1 in the proof of Lemma 3.8. With virtually the same arguments that have led to (4.22), we deduce that the first Π n -integral above is of magnitude (λ n ∆ n ) −1/2−α/4 ∆ n . [We have λ n now because it appears in the upper limit of the first W -integral above. Moreover, the second one, which we have taken outside the Π n -integral, is actually of size (λ n ∆ n ) 1/2−α/4 but it suffices in the following to bound this simply by 1.] Concerning the second Π n -integral above, notice that the two W -integrals equal
up to negligible contributions from u (0) . Using again (4.18), we obtain terms that are similar to (4.24) . Following the subsequent arguments, one can show that the difference in the previous display is of order |y (′) |(λ n ∆ n ) −α/4 , which, together with (A.3), means that the second Π n -integral is of order (
is of the same size. Moreover, by assumption H1, we know from [6, (D.45 ) and (D.46)] that µ f is twice differentiable in its arguments with all derivatives up to order two having at most polynomial growth. In particular, the mean value theorem and the identities in (3.24) imply that θ
5 has a vanishing F n i−λn -conditional expectation, a martingale size estimate finally shows
n → 0 by comparison with (4.37).
Proof of Lemma 3.16 . Recall from Remark 3.1 that we may assume M = K = 1. In this case, 2) and (A.4) . Furthermore, we have, similarly to (4.36), for all values of s, 
. Thus, combined with a martingale size estimate, which is possible thanks to (4.38), we deduce
n (λ n ∆ n ) 1/2−α/4 , which vanishes in the limit as n → ∞ by (4.37).
Proof of Lemma 3.17 . Recalling (4.38), we have B n,7
2 (t) = I n 1 (t) + I n 2 (t), where 
which is part of δ n,i
2 . The third-order term involves (u(s, y) − u(s, y)
if a is sufficiently close to 1 2Θ . So it remains to prove that the first-order term
is also negligible. If we had σ(u(r, z) , z) ) in the last line, the conditional expectation would be identically zero because the double integral belongs to the second Wiener chaos (conditionally on F n i−λn ), while the ∂ ν f -term only has components from the odd-order Wiener chaoses. Thus, it suffices to show that
vanishes as n gets large. Using again Taylor's formula on the σ-difference, we only need to keep the first-order term given by ), as this approximation would give a third (λ n ∆ n ) 1/2−α/4 -factor. Let us assume for the moment that we can, at the same time, replace the argument of the ∂ ν f -term by ∆ n i u
] and a ′(q) ≤ a will be specified later. Then, instead of K n 3 , we only have to consider
Now the crucial observation is this: the W (dr, dz)-integral can be split into an integral on as long as ∆
→ 0, that is, as long as
Starting with λ
= a] and iterating the argument above Q ′ times, we end up with K n 4,Q ′ , which, after shrinking the W (dr, dz)-and the W (dv, dw)-integral as described above, is of size
This goes to zero if
2 ) > 0, and because α < 1, this happens if a ′(Q ′ ) is sufficiently small. As a consequence, similarly to the proof of Lemma 3.7, we are left to show that the sequence defined via
gets arbitrarily close to or smaller than 0 as n → ∞. To this end, note that
, it is easy to verify the function h is a line that is parallel and below the identity for α = 2 3 , so in this case, (so that it is smaller than the point of intersection), we have
We conclude that b ′ n converges to a negative limit if α > ) because this will incur an error of size ∆ −1/2 n ((λ n ∆ n ) 1/2−α/4 ) 3 , which is negligible by (4.13). With this modification, if we expand the square using the integration by parts formula, then ρ n,i 2 corresponds exactly to the quadratic variation part. Therefore, we are left to show that
The left-hand side has exactly the same structure as the term K n 3 in (4.40) [when σ(u(v, w) 
2Θ . An analogous argument shows that the modifications described at the beginning of the proof only change w n,i by an o( √ ∆ n )-term. As µ f is differentiable (see the proof of Lemma 3.15), our claim above follows from the mean value theorem. With the same reasoning as for the term E n,i 3 in the proof of Lemma 3.7, we may further restrict the domain of integration of the Π n -integrals to [0,
Let us now consider the remaining changes to go from ( v n,i , w n,i , c n,i ) to ( v ′n,i , w ′n,i , c ′n,i ). To this end, note that ρ
The Λ(dz, dz ′ ) dr-integral is already of size (λ n ∆ n ) 1−α/2 . By (4.4) and (4.14), fixing the time variable of u at i∆ n yields another factor of (λ n ∆ n ) 1/2−α/4 , which together is o( √ ∆ n ) by (4.13) and completes the proof of D n,2
As in the proof of Lemma 3. 
by a standard size estimate. Finally, notice that the Λ(dz, dz ′ ) dr-integral in c ′n,i is already of size (λ n ∆ n ) 1−α/2 . By (4.14) and Lemma A.2, taking the difference c ′n,i − c ′′n,i gives us a factor of (|y| 1−α/2−ǫ + |y ′ | 1−α/2−ǫ ) (for any ǫ > 0) within the Π n -integral. By (A.1), the total mass of all the measures |Π n r,h | is uniformly bounded in n, r, and h, so Jensen's inequality and (A.3) show that =⇒ 0, observe that this difference is given by ), we only need to keep the first-order term
Clearly, σ(u(r, z)) here can be replaced by σ(u(r, z)
). Furthermore, in u(s, y)
, we can fix the time coordinate at i∆ n . As a result, we have
Next, we use integration by parts to compute the product of the two W (ds, dy)-integrals in ( ϕ n,i
Inside the W (ds, dy)-integral of ( ϕ itself as it only allows us to reduce the domain of W -integrals, say, from
is the only term where all W -integrals are taken on
τn -terms (and none of them is taken on a G-term), this procedure does not decrease the asymptotic size of ( ϕ n,i 2,1 ) ν 1 ,ν 2 . Nevertheless, it will be useful later and we denote this modified version of ( ϕ 
Consider now the Λ(dw, dw ′ ) dv-integral in (4.46), which appears identically in ( ϕ n,i 3,1 ) ν 1 ,ν 2 as well. By changing variables r − v → v and (y − w, y − w ′ ) → (w, w ′ ), it can be rewritten as
(4.47)
We want to replace r − v by i∆ n − v and s − r by 0. The first operation is fine by the reasons outlined at the beginning of the proof. For the second operation, as |r
we can use (A.5) to bound the size of the resulting error term by
dv dp
So if we choose a ′′ ∈ (0, 1 − 1 2−α ), which is possible because α ∈ (0, 1), the modification above only leads to an o( √ ∆ n )-error. Next, we also want to replace z − y in (4.47) by 0, which by (4.26) only incurs an error of size We continue with spatial approximations and replace all y-and z-variables (resp., all y-and y ′ -variables) in the u-terms of ( ϕ n,i 4,1 ) ν 1 ,ν 2 [resp., ( ϕ n,i 4,2 ) ν 1 ,ν 2 ] by x k 12 . This is permitted because the Λ(dw, dw ′ ) dv-integral [resp., the Λ(dz, dz ′ ) dr-integral] is already of size (λ n ∆ n ) 1−α/2 and the substitutions give us at least another factor of ∆ 
A Auxiliary results
We first state some basis properties of the measures Π n r,h and |Π n r,h | introduced in Section 3.2. Some (weaker) variants thereof were proved in [6, Section B] . For the reader's convenience, and because the proof below is much simpler than in the mentioned reference, we give full details here. Similarly to (4.19) , 
