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ABSTRACT 
Memory formation and recall depend on a complex circuit that includes the 
hippocampus and associated cortical regions. The goal of this thesis was to 
understand how two of the cortical connections, the medial entorhinal cortex 
(MEC) and medial prefrontal cortex (mPFC), influence spatial and nonspatial 
activity in the hippocampus.  
Cells in the MEC exhibit prominent spatially selective activity and have 
been hypothesized to drive place representation in the hippocampus. In 
Experiment 1 the MEC was transiently inactivated using the inhibitory opsin 
ArchaerhodopsinT (ArchT), and simultaneous recordings from CA1 were made 
as rats ran on an elliptical track. In response to MEC disruption some cells in the 
hippocampus shifted the preferred location of activity, some changed firing rate 
and others were unaffected. The new representation that developed following 
MEC disruption remained stable despite the fact that inhibition was transient. If 
  vi 
the MEC is the source of spatial activity in the hippocampus the activity would be 
either time-locked to periods of inhibition or unstable throughout the period of 
inconsistent input. These results show that the MEC guides spatial 
representation in the hippocampus but does not directly drive spatial firing.  
The mPFC is generally thought to guide behavior in response to 
contextual elements. Experiment 2 examined the interaction between the mPFC 
and the hippocampus as rats performed a contextual discrimination task. 
Recordings were made in CA1, and the mPFC was disrupted using ArchT during 
the odor sampling phase of the discrimination. As animals perform this task 
neurons in the hippocampus respond to a conjunction of odor and location which 
indicates an association of what and where information in the hippocampus. 
Optogenetic disruption of the mPFC led to a decrease in nonspatial 
representation. Individual cells showed lower levels of odor selectivity, but there 
was no change in the level of spatial representation. This indicates that the 
mPFC is important for determining how the hippocampus represents nonspatial 
information but does not alter the spatial representation. The results are 
discussed within a model of memory formation that includes binding spatial and 
nonspatial information in the hippocampus. 
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Chapter 1: Introduction 
 
The ability to act appropriately in a vast variety of situations is a hallmark 
feature of any complex organism and is especially important in humans given the 
diversity of our experiences. In every situation encountered we must assess what 
is happening and predict the outcomes of possible actions. After an action we 
receive feedback about the consequences enabling us to change our current 
course or to make different choices in the future if the outcome is negative. It is 
too simple to look at decision making as finding the “right” action as there are 
many options by which to respond, and the appropriate behavior depends not 
only on the external environment but also on our internal selves, our 
personalities, emotions and intelligence. 
It is the goal of cognitive neuroscience to uncover the neural circuits that 
give rise to complex human behavior, to understand how the brain transforms 
basic sensory information about the environment into an abstract neural 
representation and how the brain uses these neural representations once 
present. A vital part of forming and manipulating neural representations is the 
ability to make memories of events without which every sensory experience 
would be entirely novel and could provide no guidance for behavior. Adaptive 
behavior requires the ability to make associations between situations and 
outcomes, link new information with older experiences, store neural 
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representations and retrieve representations of previous experiences when 
appropriate. Despite extensive research many questions remain. What are the 
relevant stimuli that should be attended? What factors determine relevance? 
Why are some memories clear many years after the occurrence while others 
fade within hours and some experiences are never stored at all? What causes a 
memory to be retrieved after its formation? How do distinct memories connect 
with one another? Although these questions are as yet unanswered current 
evidence indicates that the medial temporal lobe (MTL) and the prefrontal cortex 
(PFC) are important for many of these functions.  
The answers to these questions, particularly regarding the MTL and PFC, 
are especially important given the prevalence of neurological and psychiatric 
illnesses that are associated with prefrontal and medial temporal abnormalities 
as well as memory and decision making deficits. In Alzheimer’s disease, one of 
the earliest symptoms is memory loss that initially manifests as problems forming 
new memories and recalling recent events. As the disease progresses memory 
ability further deteriorates and older memories begin to degrade, a pattern of 
anterograde memory deficits and a form of temporally graded retrograde 
amnesia reminiscent of the effects of MTL lesions   (Waldemar et al. 2007). 
Frontotemporal dementia is characterized by deficits similar to those seen in 
patients with frontal lobe lesions, and common disturbances are emotional 
dysregulation, impaired executive function, behavioral disinhibition, changes in 
social behavior and perseverative activity (Cerami et al. 2012). Patients with 
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Parkinson’s disease and those with Huntington’s disease also show cognitive 
deficits similar to those seen with damage to MTL and frontal areas (Weintraub et 
al. 2011). In addition to functional deficits of the MTL and PFC, these 
neurodegenerative diseases also show pathological changes in the MTL and 
frontal lobe. The MTL is particularly susceptible to Alzheimer’s related 
neurodegeneration with pathological changes of the MTL present very early in 
the course of illness (Duyckaerts, Delatour and Potier 2009). In frontotemporal 
dementia neuropathological features are most prevalent in the frontal and 
anterior temporal cortices and in the dentate gyrus of the hippocampus (Cerami 
et al. 2012). The pattern of degeneration in Parkinson’s disease is particularly 
telling about the functions of temporal and frontal areas. Not all patients show 
cognitive impairment, but those patients who experience cognitive dysfunction 
have a distinct pattern of degeneration with prominent hippocampal, 
parahippocampal, and prefrontal atrophy not seen in normal cognition patients 
(Weintraub et al. 2011). In Huntington’s disease cognitive impairments manifest 
early and are associated with atrophy of frontal areas (Selemon, Rajkowska and 
Goldman-Rakic 2004). 
The symptoms of several psychiatric illnesses are related to deficits seen 
with frontal or medial temporal damage further emphasizing the clinical 
importance of understanding these regions. Although the relationship between 
neural function and clinical disorder is less clear than in neurodegenerative 
disorders it does appear that that behavioral dysfunction is at least in part related 
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to medial temporal and frontal lobe activity. Schizophrenia, in particular, is 
associated with prominent deficits of memory and executive function the severity 
of which most accurately predict the patients’ functional prognosis. People with 
schizophrenia do not present with gross atrophic frontal lobe changes, but 
cellular pathology is present and pathology of neural activity has been revealed 
using functional imaging techniques (Eisenberg and Berman 2010). Cognitive 
deficits have been seen in a diverse group of other psychiatric disorders 
including ADHD (Liston et al. 2011), major depressive disorder (Marazziti et al. 
2010) and bipolar disorder (Pålsson et al. 2013). The neurodegenerative and 
psychiatric disorders associated with cognitive dysfunction affect millions of 
people around the world and underline the necessity of understanding the medial 
temporal and frontal lobes. 
This dissertation considers a subset of cognitive processes thought to 
involve the MTL and PFC - the formation of contextual representations that are 
required for making associations, the stabilization of neural representations and 
the top-down control over these processes. The interactions between the 
entorhinal cortex, the hippocampus and the prefrontal cortex are components of 
a larger circuit that is responsible for cognition and will be the primary focus of 
this dissertation. While many previous experiments have focused on the 
individual elements of the hippocampal-cortical memory network via lesions 
studies and single area electrophysiology, newer research is often focused on 
the interactions between regions. The techniques of multi-site recordings and 
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disconnection procedures give insight into the real-time interactions and into 
causal roles of different areas, respectively. Pharmacological or optogenetic 
disruptions combined with electrophysiology allow researchers to get data about 
short time scale interactions while also studying causal relationships, and these 
combinations are increasingly being used to study interregional communication. 
Here, electrophysiology and optogenetic disruption are used to investigate the 
contribution of medial entorhinal-hippocampal connectivity to spatial processing, 
and the contribution of medial prefrontal-hippocampal interaction to how the brain 
represents sensory associations. A proposal is then made for how the MEC, the 
hippocampus and mPFC fit within a complex cortical-hippocampal network that 
mediates memory and decision making. 
 
1.1 Theories of Learning and Memory 
As we interact with the world in our day-to-day lives we are constantly 
bombarded with sensory information, but we have a remarkable ability to extract 
meaningful information from the noise and to disregard irrelevant or distracting 
stimuli. Meaningful sensory input is required for both action and memory 
including the formation of autobiographical memories detailing our life 
experiences. Such memories that include rich detail about events, where events 
occurred, who was there and the emotional state at the time comprise a large 
part of who we are as individuals.  
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Memory can be separated into two general types, declarative and 
nondeclarative, that are mediated by distinct independent memory systems 
composed of different neural circuits (Poldrack et al. 2001).  In nondeclarative, or 
implicit, memory there is no requirement of conscious awareness in order to form 
or express a memory. Expression can occur without awareness of a memory 
component or even with no memory for the event at all. Implicit memories include 
procedural or habit memory, priming and simple classical conditioning. A 
hallmark feature of nondeclarative memory is its inflexibility, which allows for 
quick action in specific scenarios but does not allow application of that memory to 
other situations (Poldrack et al. 2001; Poldrack and Packard 2003). In contrast, 
declarative or explicit memory is notable for its adaptability and consists of our 
autobiographical memories and knowledge of facts and events. Learning and 
recall require conscious awareness and performance is slower than in implicit 
memory tasks. Declarative memory requires more effort and is slower but is 
critical as it can be used flexibly and adapted to suit different situations (Schacter 
1987). Implicit memories are hippocampal-independent and rely in large part on 
the basal ganglia and amygdala (Poldrack and Packard 2003). Declarative 
memory, on the other hand, relies primarily on the hippocampus and associated 
cortical regions and lesions of hippocampal and parahippocampal areas cause 
profound memory disturbances. Despite extensive declarative memory deficits 
with MTL lesions, nondeclarative memory functions remain intact, and patients 
perform as well as controls on stimulus-response behaviors, simple classical 
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conditioning and priming. They can often improve performance on such tasks 
despite an inability to remember previous task experiences (Squire and Zola 
1996; Schacter 1987).  
There are two prominent theories of hippocampal function that are in 
conflict with one another. The first posits that the hippocampus is the source of a 
cognitive map which enables navigation, while the other hypothesis states that 
the hippocampus is critical component of a memory system primarily required for 
declarative memory. In the second theory, spatial representation is a component 
of hippocampal function as far as it is required for memory but is not the 
fundamental process performed by the hippocampus. The view of the 
hippocampus as a memory structure began in the field of cognitive 
neuropsychology particularly in the study of patients with damage to areas of the 
MTL. Patients are unable to form declarative memories for events that occur 
following the time of damage, anterograde amnesia, and (Scoville and Milner 
1957; Bayley and Squire 2005) also show a deficit in which recall of older 
memories is spared more than recall of more recent memories, temporally 
graded retrograde amnesia (Rempel-Clower et al. 1996; Zola-Morgan et al. 
1986). The deficits following MTL damage appear specific to declarative memory 
rather than signs of a larger cognitive problem or more comprehensive memory 
deficits. Amnesiac patients perform normally on general intelligence tests (Stark 
and Squire 2000; Rempel-Clower et al. 1996) and on visual perception tasks 
(Stark and Squire 2000). They show no loss of directed attention and do not 
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exhibit any personality changes (Rempel-Clower et al. 1996). Implicit memory is 
also spared seen by at control level performance in tasks of procedural learning 
(Cavaco et al. 2004) and repetition priming despite the absence of recollection 
(Gabrieli et al. 1990). Although early studies focused on extensive MTL lesions 
that included the hippocampus, large regions of surrounding cortex and parts of 
the amygdala, similar impairments were seen in patients who had more selective 
damage confined to the CA1 subfield of the hippocampus (Zola-Morgan, Squire 
and Amaral 1986). The role of the MTL in declarative memory has been 
substantiated by imaging results in nonamnesic subjects. Learning and recall of 
declarative memories are associated with strong activity in the MTL (Sheldon and 
Moscovitch 2012; Kirwan and Stark 2004). Evidence for multiple memory 
systems implicates the MTL primarily in declarative memory (Poldrack and 
Packard 2003). The evidence from human studies indicates that initial memory 
formation, early memory storage and long-term memory storage are different 
processes that may be mediated by different structures.  
The spatial map idea developed primarily from research in the rodent 
hippocampus beginning with the discovery of place cells. These are cells within 
the hippocampus that fire when the animal is in a particular location (O’Keefe and 
Dostrovsky 1971). The discovery of place cells led researchers to focus on the 
hippocampus as a cognitive map and to propose that spatial processing is the 
predominant function of the hippocampus (O’Keefe and Nadel 1978, 
McNaughton et al. 2006). People had long proposed that some type of map 
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existed within the brain to allow navigation (Tolman 1948) and the discovery of 
place cells indicated that the hippocampus might be the source. Current research 
often attempts to reconcile these two conflicting hypotheses (Redish 2001) to 
understand similarities of human and rodent hippocampal functioning. 
Theories of entorhinal cortex function have largely paralleled those of 
hippocampal function and include spatial and mnemonic aspects (Witter and 
Moser 2006; Bannerman et al. 2001). In large part this is because the entorhinal 
cortex provides the main source of afferents to the hippocampus (Agster and 
Burwell 2013). The MEC in particular has been hypothesized to be predominantly 
spatial structure that drives location-specific representation in the hippocampus 
(Hafting et al. 2005; McNaughton et al. 2006; Van Cauter et al. 2012), and 
electrophysiological studies often support this view. Others have hypothesized 
that, like the hippocampus, the MEC may represent space as a component of a 
more comprehensive function (Sauvage et al. 2010; Hunsaker et al. 2013; Lipton, 
White and Eichenbaum 2007; Frank, Brown and Wilson 2000). Unfortunately, 
many of the early studies did not distinguish between the MEC and LEC, which 
are thought to have very different functions. These studies may have missed 
many of the functions of the MEC as entorhinal lesions often left it intact (Hagan 
et al. 1992; Phillips and LeDoux 1992) making it difficult to separate the functions 
of the medial and lateral portions. 
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Although the mPFC has close interactions with the hippocampus (Hoover 
and Vertes 2007; Vertes 2006; Jones and Wilson 2005b), it has generally not 
been hypothesized to serve as a spatial processing structure. Instead it is often 
hypothesized to be a center of higher-level cognitive function (Coutlee and 
Huettel 2012). In humans prefrontal damage causes extensive deficits of 
executive functions (Funahashi 2001). Damage to the PFC does not lead to the 
same profound memory deficits seen following hippocampal damage, but 
memory function is not completely unaffected (Gershberg and Shimamura 1995). 
Patients with prefrontal cortex damage show deficits in memory for order and 
complex planning (Carpenter, Just and Reichle 2000), problems with directed 
attention, decreased inhibition or increased impulsivity (Brazelli et al. 1994) and 
problems performing goal-directed behavior (Funahashi 2001). One of the most 
notable changes is decreased cognitive flexibility in situations that require rapid 
behavioral changes given new task demands. This is particularly true when an 
old response must be suppressed (Stuss et al. 2000; Tsuchida and Fellows 
2013). Similar functions have been found in healthy subjects using fMRI and PET 
studies (Kessels et al. 2000) further implicating the prefrontal cortex in complex 
cognitive function. 
Despite the strong evidence for the role of the prefrontal cortex in 
executive function, this has been difficult to test in animals. Research with 
rodents has been complicated by disagreement about whether the PFC in rats is 
homologous to regions of primate prefrontal cortex (Uylings, Groenewegen and 
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Kolb 2003; Verwer et al. 1997) and about what would serve as a test of higher 
cognitive function in rodents (Brown and Bowman 2002). Although it is not 
possible to ascribe to rodents the high level of abstract thought used by humans, 
many studies have shown that lesions of mPFC cause qualitatively similar 
deficits to those seen in humans (Kesner and Churchwell 2011). With regard to 
memory rats with lesions or inactivation of the mPFC have impairments in 
associative memory (Barker et al. 2007; Cross et al. 2012), working memory 
(Davies et al. 2013), and deficits are more prominent for memory retrieval than 
memory formation (Beeman et al. 2013; Gonzalez et al. 2013). Decreased 
cognitive flexibility is another consequence, and animals with lesions or 
inactivations show impairments of flexible behavior. They have deficits in 
switching strategy when required to perform a task (de Bruin et al. 2001; 
Ragozzino et al. 2003), and decreased set-shifting abilities that require directed 
attentions (Floresco, Block and Tse 2008; Birrell and Brown 2000). Complex 
planning (Delatour and Gisquet-Verrier 2000; McDonald et al. 2008) and the 
related ability to learn temporal order (Chiba, Kesner and Gibson 1997) are also 
dependent on an intact mPFC for expression. The wide variety of processes that 
use the mPFC indicates that it may play a regulatory role over many other areas 
and may serve as a top-down control mechanism (Gazzaley and Nobre 2012). 
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1.2 Anatomy of the Cortical-Hippocampal Memory System 
The cortical-hippocampal system that serves memory functions is a 
complex circuit that has interconnections not only with diverse regions of the 
cortex but also with thalamic nuclei, hypothalamic nuclei and neuromodulatory 
regions. This anatomy review will focus on how sensory information is funneled 
into the hippocampus through the entorhinal cortex (EC) and on the prefrontal 
connections to the hippocampal region to influence the flow of sensory 
information. Understanding the connections of this circuit give insight into the 
types of information processed and how different regions communicate.  
The anatomy of the MTL is well-conserved among many mammalian 
species (West 1990) and generally consists of the hippocampus, the entorhinal 
cortex, the postrhinal cortex (parahippocampal cortex in primates), the perirhinal 
cortex and the subicular complex (Jarrard, Davidson and Bowring 2004). The 
hippocampal circuit is unusual as it forms a loop composed of mostly 
unidirectional projections canonically referred to as the trisynaptic circuit. The 
main output of the EC arises from the stellate cells of layer II, which project to the 
dentate gyrus (DG) via the perforant path. Granule cells of the DG then project 
mossy fibers to area CA3, which in turn innervates area CA1 via Schaffer 
collaterals. The DG and CA3 provide the unidirectional portion of the loop, and 
these subfields have neither back projections nor projections outside the 
hippocampus. CA1 in contrast has a return projection to deep layers of the EC, 
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which completes the loop and is also connected to cortical and subcortical 
regions (Lavenex and Amaral 2000). The EC projects to the DG as part of the 
trisynaptic circuit, but there are also direct projections to CA3 and CA1. 
Entorhinal layer II is the primary input to DG and CA3 while layer III projects 
preferentially to CA1 (Figure 1.1). 
The EC is the main interface between most cortical association areas and 
the hippocampus (Witter et al. 1989; Burwell 2000), and it has 2 primary 
divisions, the lateral (LEC) and medial (MEC) entorhinal cortices (Dolorfo and 
Amaral 1998) which belong to parallel and largely segregated processing 
streams that carry information from different cortical regions. The input to MEC 
preferentially originates in the postrhinal cortex (Burwell and Amaral 1998), which 
receives information from visual processing areas, posterior parietal cortex and 
dorsal retrosplenial cortex (Furtak et al. 2007) and links the hippocampus to 
largely visual-spatial regions of cortex (Burwell 2000). The LEC on the other 
hand receives stronger input from the perirhinal cortex whose primary cortical 
inputs are unimodal and multimodal sensory areas (Furtak et al. 2007). The 
pathways through the LEC and MEC converge on the same cell population in the 
DG and CA3, although synapses from MEC cells are more proximal than those 
from LEC cells. In area CA1 the synapses from the MEC and LEC occur on 
separate cell populations. The LEC projects preferentially to distal CA1 and the 
MEC tends to project to proximal CA1 (Naber et al. 2001). The significance of 
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these pathways appears be the processing of two types of information that can 
later be associated by the hippocampus (Eichenbaum et al. 2012).  
The connections of these parallel processing streams through the visual 
dominant postrhinal cortex to the MEC and through the multisensory perirhinal 
cortex to the LEC have led many to propose that MEC processes space and that 
nonspatial information is processed primarily by the LEC. This would allow LEC 
to provide “what” information to the hippocampus where it can be integrated with 
“where” information from the MEC (Hargreaves et al. 2005; Eichenbaum et al. 
2012) analogous to the "what" and "where" streams in primates (Mishkin et al. 
1997). In area CA3 and the DG these pathways converge to allow associative 
representation while the direct inputs to CA1 are largely segregated possibly 
providing a comparator function. This parallel pathway hypothesis is a 
simplification of a more complex processing interaction that involves cross 
projections between the MEC and LEC (Dolorfo and Amaral 1998) and postrhinal 
projections to the LEC in addition to the larger MEC projection. Perirhinal 
projections maintain a greater separation (Burwell and Amaral 1998) possibly 
indicating the dominance of spatial or contextual processing in mediating 
associations.  
The prefrontal cortical connections with the hippocampus are very 
different than those of the EC and hippocampus, and the mPFC has a 
complicated pattern of interconnections rather than a largely unidirectional circuit. 
  
15 
The rodent mPFC is generally divided into three regions based on connectivity 
and cytoarchitectonic features (Groenewegen, Wright and Uylings 1997) and 
although there is some controversy regarding the degree to which these regions 
correlate to regions of the primate PFC several anatomical features and 
functional studies indicate at least some analogous regions. The criteria for 
defining the cortical regions rely heavily on connections with thalamic nuclei 
(Divac et al. 1993) and are one mechanism for comparing rodent and primate 
cortices. The PFC is in large part defined by the strong connectivity with the 
mediodorsal nucleus of the thalamus, but basal ganglia connections, cortical 
networks and interactions with neuromodulatory areas are also used in defining 
the PFC (Uylings, Groenewegen and Kolb 2003). Based on the anatomy of the 
rodent PFC and functional studies it seems that the orbitofrontal cortex (OFC) 
has a similar function in primates and rodents and is largely responsible for 
reward judgments and affective processing (Schoenbaum and Setlow 2001). The 
mPFC of the rodent, which will be the focus of this review, is heavily implicated in 
planning and goal-directed activity and corresponds most strongly to the 
dorsolateral prefrontal cortex (DLPFC) of the primate (Seamans, Lapish and 
Durstewitz 2008). 
The mPFC is composed of 4 subdivisions: area Fr2, the anterior cingulate 
area, the prelimbic area and the infralimbic area (Van Eden and Uylings 1985; 
Heidbreder and Groenewegen 2003). These subdivisions share many common 
connections with subcortical structures, but have divergent cortical connections 
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that likely contribute to functional heterogeneity. A principal feature of mPFC 
cortical afferents is a gradient of projections along the dorsal-ventral axis 
indicating a major functional division (Vertes 2006; Hoover and Vertes 2007). 
The dorsal mPFC which consists of area Fr2, the anterior cingulate area and the 
dorsal part of the prelimbic region has the most prominent connections with 
sensory and motor areas including both primary and association cortices. The 
ventral division has fewer connections with sensory and motor areas but is more 
densely connected to limbic regions including regions of the MTL. The 
anatomical divisions suggest a switch from sensory processing to cognitive 
functions along the dorsal-ventral axis (Heidbreder and Groenewegen 2003). 
Connections between the basal ganglia and the mPFC also support a dorsal 
ventral functional separation. Dorsal mPFC has more connections the motor 
regions of the basal ganglia, the striatum and the core of the nucleus 
accumbens. Ventral regions have stronger interactions with the shell of the 
nucleus accumbens, related to motivational and emotional processing (Ding, 
Gabbott and Totterdell 2001) emphasizing the different functions of the mPFC 
subdivisions.    
Limbic cortex afferents primarily originate in the dorsolateral EC, the 
perirhinal cortex, ventral subiculum and ventral CA1 which all project to both the 
prelimbic and infralimbic areas of the mPFC (Delatour and Witter 2002). The 
main afferents from the hippocampus are from the ventral part, but the infralimbic 
cortex does receive a small number of inputs from dorsal CA1. The prelimbic and 
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infralimbic regions have return projections to perirhinal cortex and dorsolateral 
LEC (Hoover and Vertes 2007), but it is of interest that there is no direct return 
projection from the mPFC to the hippocampus (Vertes 2004). 
There are however indirect connections from the mPFC to the 
hippocampus via thalamic nuclei and parahippocampal areas (Hoover and 
Vertes 2007; Vertes 2002). Prelimbic and infralimbic cortices are bidirectionally 
connected to midline nuclei of the thalamus including the paratenial, 
paraventricular, mediodorsal, interomediodorsal, central medial and reuniens 
nuclei, which also have bidirectional connections with areas of the MTL (Vertes 
2002; Vertes 2006). The reuniens nucleus is particularly important for linking the 
hippocampus and the prefrontal cortex since it is the largest thalamic input to 
hippocampal and parahippocampal regions (Vertes 2006; Hoover and Vertes 
2012). The function of the reuniens as a mediator of hippocampal-prefrontal 
associations has been shown more directly in a recent anatomical study. Using 
retrograde tracers in the mPFC and the hippocampus the researchers found a 
subset of cells in the reuniens that connect directly to both dorsal and ventral 
hippocampus as well as to the mPFC (Varela et al. 2013) confirming previous 
ideas that reuniens is a likely coordinator of mPFC and hippocampus 
interactions. Although the mPFC cannot directly influence hippocampal activity, 
the mPFC affects several cortical areas that provide input to the hippocampus. 
The dorsolateral LEC and perirhinal both receive projections from the mPFC and 
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are thought to contribute nonspatial information to the hippocampus and 
mediating the influence that the mPFC has on hippocampal processing. 
Cortical regions are not the only source of mPFC afferents, and the mPFC 
has bidirectional connections with the basal forebrain, the amygdala, the 
hypothalamus and the brainstem that contribute to the cognitive control function 
(Chandler, Lamperski and Waterhouse 2013). The mPFC is in a privileged 
position to integrate diverse sensory information from cortex with representations 
of previous experiences via the limbic cortex and with representations of internal 
emotional, physical and motivational states to guide behavior appropriate for the 
combined set of inputs (Vertes 2004; Hoover and Vertes 2007). The integration 
of parahippocampal and hippocampal input with that from subcortical structures 
demonstrates a mechanism by which the mPFC may influence behavior based 
on memory. 
Many of the connections that the mPFC has with subcortical structures are 
important for emotional processing (Vertes 2004; Heidbreder and Groenewegen 
2003). The basolateral nucleus of the amygdala (BLA) and the connections with 
the mPFC are important mediators of fear responses (Herry et al. 2008). The 
connections with serotonergic neurons of the dorsal raphe nucleus (DR) and 
median raphe nucleus (MR) enable the mPFC to process anxiety and motivation 
(Spiacci, Coimbra and Zangrossi 2012; Chandler, Lamperski and Waterhouse 
2013) while the endogenous opioid system of the periaqueductal gray (PAG) is 
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important for modulating nociceptive input and affecting responses to pain (Butler 
et al. 2011). The supramammillary nucleus (SUM) and dopaminergic neurons of 
the ventral tegmental area (VTA) are both implicated in reward circuitry and 
regulate responses to pleasurable stimuli (Shin and Ikemoto 2010; Bishop et al. 
2011). The locus coeruleus (LC) provides norepinephrine to large regions of the 
brain and mediates arousal and attention (Chandler, Lamperski and Waterhouse 
2013). Cholinergic modulation of the mPFC comes preferentially from the medial 
septal nucleus (MS) in the ventral mPFC and from the diagonal band of Broca in 
more dorsal regions and contributes to learning and memory performance 
particularly memory with an emotional component (Elvander-Tottie et al. 2006). 
The mPFC connections with these diverse regions provide information that 
allows regulation of behavior based upon positive and negative emotions, body 
state and external sensory information. 
 
1.3 Functions of the Hippocampus 
1.3.1 Spatial Processing in the Hippocampus 
Early studies of the rodent hippocampus using lesions and 
electrophysiology indicated a role primarily in spatial memory and navigation. 
Lesions of the hippocampus or a major output tract, the fimbria-fornix, impair an 
animal’s ability to navigate in a water maze task (Morris et al. 1982; de Bruin et 
al. 2001) and impair performance on a radial arm maze working memory task 
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such that animals show increases of both reference memory errors and working 
memory errors (Morris et al. 1982). Rapid place learning also depends on the 
hippocampus. Lesions of the hippocampus result in deficits when the task 
requires remembering a recent experience and responding based on that 
experience. This has been found on a delayed match-to-place task in a water 
maze, which animals must find a submerged platform and return to the same 
location on subsequent trials (Morris et al. 1990) and on a nonmatching-to-place 
T-maze task in which the study phase consisted of the animals being guided to 
the left or to the right and the test phase required making the opposite turn 
(Bannerman et al. 1999). Electrophysiological studies in the hippocampus 
corroborate the role of the hippocampus in spatial processing as a large 
population of hippocampal neurons has spatially dominant firing correlates 
(O’Keefe and Dostrovsky 1971; Markus et al. 1995). This led many to 
hypothesize that a cognitive map could be located within the hippocampus 
(O’Keefe and Nadel 1978; McNaughton et al. 2006).   
Further characterization of place cells strengthened the view that the 
hippocampus is a major component of spatial processing in the brain. As an 
animal explores in an open field the population of place cells covers the entire 
apparatus and has no tendency to cluster near any particular location. Other 
map-like features of place cells are the tendency to maintain stable fields over 
multiple exposures to the same environment (Muller, Kubie and Ranck 1987) and 
to change activity in response to environmental manipulations. When animals are 
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placed in entirely novel environments hippocampal cells remap so that the 
population forms an orthogonal representation (Markus et al. 1995; Muller and 
Kubie 1987). Smaller environmental alterations cause a partial remapping effect 
in which only a subset of cells change their firing patterns giving a new 
representation that is similar to that of the previous environmental configuration 
(Leutgeb et al. 2005; Wills et al. 2005). Within the hippocampus, there is no clear 
topography of representation, and the external location of firing is unrelated to 
that of nearby cells. This lack of topography is corroborated by the observation 
that remapping is unpredictable such that nearby cells do not remap together 
(Wilson and McNaughton 1993; Kjelstrup et al. 2008; Kentros et al. 1998). This 
lack of topographical firing gives a substrate to form a vast array of independent 
population representations allowing the ability to represent many different 
environmental contexts.  
Spatially selective firing activity in locations other than the open field 
allows additional insight into what particular features drive place cell activity. One 
important way to study the influence of environmental configuration on place cell 
firing is to rotate the environmental cues and evaluate the effect on place fields to 
see if cells follow particular features. When the relationship between the distal 
cues and proximal cues remains coherent, as in a 90˚ rotation of a T-maze, the 
population rotates with the maze as an ensemble. Conversely, with rotations of 
45˚ that put the proximal and distal cues in conflict the cells remapped 
unpredictably similar to the results of changing the environment (Cressant, Muller 
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and Poucet 2002). Rotations of a radial arm maze that leads to conflicting local 
arms and distal cues result in partial remapping of the cell population. A 
significant portion of cells remap as a unit following particular cues, and the other 
cells show an unpredictable pattern of remapping (Tanila, Shapiro and 
Eichenbaum 1997). Other cue manipulations indicate that place cells more often 
respond to particular configurations of the environment rather than individual 
features (Renaudineau, Poucet and Save 2007; Knierim and Rao 2003). These 
early results remained consistent with the functions of a cognitive mask, but it 
must be noted that these experiments did not include task demands or nonspatial 
behavioral regularities that would allow evaluation of nonspatial firing correlates. 
 
1.3.2 Nonspatial Processing in the Hippocampus 
If the rodent hippocampus was only a mapping structure as appeared 
possible based on random foraging and spatial navigation tasks the 
hippocampus would have a fundamentally different function in humans and 
rodents (Kesner and Hopkins 2006) greatly limiting the inferences that could be 
made between the two. However, further studies that used behavioral tests with 
nonspatial features showed that the rodent hippocampus has functional 
similarities with the human hippocampus including a pronounced role in several 
forms of associative learning. An intact hippocampus is necessary for linking 
stimuli across time. Hippocampal lesions disrupt trace fear conditioning (Beeman 
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et al. 2013) and trace eyeblink conditioning but do not affect delay conditioning 
(Takehara et al. 2002). As temporally overlapping stimuli can be associated 
without the hippocampus it seems the hippocampus is required for associating 
temporally discontiguous events. The formation of associations with the 
environmental context also depends on an intact hippocampus. A knockout of the 
NMDA receptors in hippocampal CA3 impairs paired associate learning for 
object-place associations (Rajji et al. 2006), and performance on spontaneous 
object recognition tasks that require context-object associations is impaired 
following lesions or transections of the fornix (Mumby et al. 2002; Eacott and 
Norman 2004). Contextual fear conditioning which requires the formation of an 
association between context and an aversive experience is impaired following 
lesions or inactivations of the hippocampus (Matus-Amat et al. 2004; Phillips and 
LeDoux 1992). The role of the hippocampus also includes a temporal component 
as duration discrimination learning (Jackson et al. 1998) and sequence learning 
(Fortin, Agster and Eichenbaum 2002; Kesner, Gilbert and Barua 2002) are 
dependent on the hippocampus. The hippocampus is especially critical for the 
rapid formation of associations as would be required for an episodic memory 
structure. Performance on an odor discrimination task is lower in rats with 
hippocampal lesions when the discrimination requires associating the odor with 
the location in which it was experienced. Performance is also lower when the 
task requires identification of when in a sequence an odor occurred (Ergorul and 
Eichenbaum 2004). One trial learning has also been tested using blockade of 
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hippocampal AMPA receptors which impaired the encoding and recall of unique 
flavor-location associations but did not affect retrieval of old well-trained 
associations (Day, Langston and Morris 2003).  
When hippocampal cells are recorded during random foraging without any 
behavioral demands there are no nonspatial regularities by which to evaluate 
nonspatial activity. These correlates were found with the addition of even simple 
behavioral requirements. There is convincing evidence that mnemonic demands, 
sensory stimuli and goal directed activity are represented by place cells in 
addition to spatial representation. When animals performing a random foraging 
task are required to switch to a directed search task within the same environment 
the cell population partially remaps. Cells are no longer equally distributed across 
the environment, and an overrepresentation of the goal location emerges. 
Neurons also begin to fire differentially based on the direction of travel through 
the place field (Markus et al. 1995). The presence of objects in the environment 
influences the size and proportion of place fields in CA1, and alterations lead to 
partial remapping (Burke et al. 2011). 
Mnemonic demands lead cells to represent more abstract elements of 
behavior. As animals perform a T-maze alternation task place fields on the stem 
of the apparatus distinguish left versus right turn trials (Wood et al. 2000). 
Despite identical environmental information, the neurons are only active for a 
particular path through that location. Similar trajectory coding representing the 
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previous turn or upcoming turn is found as animals perform a W-maze alternation 
task (Frank, Brown and Wilson 2000). Salient experiences can also influence the 
activity of place cells as seen by cell remapping that occurs following the 
aversive stimulus in contextual fear conditioning, despite a lack of environmental 
changes (Moita et al. 2004). Another mnemonic component of place cells is their 
ability to maintain field location even when input is degraded indicating that they 
are not solely responding solely to the direct sensory input. Place cells can also 
represent previous experiences with similar features (Quirk, Muller and Kubie 
1990; Nakazawa et al. 2003). Nonspatial firing correlates are also seen in a 
delayed nonmatch-to-sample odor discrimination task in which location is 
irrelevant to performance. In this experiment cells within the hippocampus 
represent different task components including the particular odor, whether the 
odor was a match or nonmatch, the approach to the stimulus and conjunctions of 
behavioral features (Wood et al. 1999). It is clear that the function of the 
hippocampus is more than a cognitive map, and evidence suggests that it is 
important for memory in rodents just as in humans. Space is represented as an 
essential component of memory rather than as the dominant feature. 
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1.4 Functions of the Medial Entorhinal Cortex 
1.4.1 Lesions of the Medial Entorhinal Cortex 
Despite the vast variety of research into the function of the hippocampus 
there is comparatively little understanding of MEC function. Given the dense 
projection from the MEC to the hippocampus some functional similarity would be 
expected, however, the role of entorhinal cortex has not been quite so easy to 
discover. Lesions of the entorhinal cortices do not generally result in profound 
spatial memory impairments similar to those seen with hippocampal lesions. 
Effects are often more subtle, and many studies have shown no effects of 
entorhinal lesions on hippocampal-dependent tasks. Contextual fear conditioning 
is unimpaired (Good and Honey 1997) as are working memory and spatial 
reference memory on the radial maze (Galani et al. 2002) and in the water maze 
(Bannerman et al. 2001; Burwell 2004).  
Other studies, however, have shown deficits in spatial reference memory 
on a water maze and deficits of contextual fear conditioning following lesions of 
the medial perforant path input from the MEC to the hippocampus (Ferbinteanu, 
Holsinger and McDonald 1999). Animals with EC lesions perform at the same 
level as animals with hippocampal lesions on a reference memory radial arm 
maze task (Johnson and Kesner 1994). Navigation impairments in the water 
maze have been found following entorhinal lesions, but the deficits are particular 
to situations that require attending the distal environmental cues (Parron, Poucet 
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and Save 2004). Several other studies show that hippocampal-dependent tasks 
are impaired with EC damage including trace fear conditioning (Suh et al. 2011), 
working memory (Jarrard et al. 2004) and navigation (Parron, Poucet and Save 
2004; Van Cauter et al. 2012). Animals with entorhinal lesions are impaired on T-
maze rewarded alternation, despite normal water maze navigation (Bannerman 
et al. 2001). Delayed matching-to-place and delayed nonmatching-to-place are 
both impaired when MEC is disrupted (Suh et al. 2011) indicating that the 
function of the MEC is not simply navigation as deficits are only apparent when 
additional behavioral demands are present.  
The equivocal results may be in part because the entorhinal cortex lesions 
were made non-selectively and did not account for the modular organization of 
the entorhinal cortex (Witter et al. 1989; Dolorfo and Amaral 1998). These 
general entorhinal lesions may have left the most spatially responsive regions 
intact. More selective lesions have indicated that spatial performance relies 
specifically on the MEC. Inhibition of the MEC layer III results in worse 
performance on delayed matching-to-place, delayed nonmatching-to-place, and 
trace conditioning tasks (Suh et al. 2011), and a specific lesion of the dorsolateral 
EC, which shows strongest connectivity with the dorsal hippocampus impaired 
recall in a water maze task (Steffenach et al. 2005).  
Another possible reason for the discrepancies among studies is related to 
the specifics of the spatial tasks. In general, performance was worse when some 
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behavioral flexibility was required. Reference memory tests in the water maze 
showed the largest deficits when the platform was shifted (Hagan et al. 1992) or 
when performance required shifting between using intramaze or extramaze cues 
(Oswald et al. 2003). Working memory deficits on radial arm maze tasks were 
also larger when requiring a more complex spatial discrimination (Jarrard et al. 
2004). Contextual fear conditioning alone was not impaired, but background 
conditioning that associated a tone with the context was sensitive to MEC 
damage (Majchrzak et al. 2006). Other studies have shown the importance of the 
MEC for tasks with that require significant nonspatial processing. MEC lesions 
disrupt performance on an olfactory discrimination task (Sauvage et al. 2010) 
and associative object-location (Van Cauter et al. 2008a, 2012) and object 
configuration tasks (Parron et al. 2006) are sensitive to disruptions of the MEC. 
Thus it is possible that the EC, like the hippocampus, represents space but is 
also important for other cognitive functions. 
The equivocal results tell an important feature about the function of the 
MEC. The entorhinal cortex does not perform a singularly spatial function, but 
spatial information is a component of the function. The results showing that tasks 
were most impaired when some form of behavioral flexibility was required 
indicate that MEC cannot only be a spatial map with a direct representation of 
external space. Instead it must be directing spatial representation in a more 
complex manner. 
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1.4.2 Medial Entorhinal Electrophysiology  
The EC has often been hypothesized to be the source of the spatial 
information that is present in the hippocampus, but early recording studies 
showed that entorhinal place representation was noisier than in the 
hippocampus. Although cells did show a form of positional firing they did not 
show precise spatial tuning (Quirk et al. 1992). However, these experiments were 
performed in ventral areas of the EC. More recent evidence has shown spatially 
selective cells in the dorsal portion of the EC. Recordings from the dorsocaudal 
MEC showed the presence of spatially tuned cells that have regularly spaced 
repeating firing fields that occur at the vertices of equilateral triangles (Fyhn et al. 
2004; Hafting et al. 2005). These have been referred to as grid cells owing to 
their grid-like firing patterns. These cells are active in all environments, and they 
do not form orthogonal representations in a new environment as place cells do. 
Environmental changes cause the grid fields to shift and rotate, but cells maintain 
their spatial phase distribution. An interesting finding is that MEC grid 
realignment in a new environment is strongly predictive of hippocampal 
remapping and the two occur coincidentally (Solstad et al. 2008; Fyhn et al. 
2007). Grid cells have also been found to increase the number of firing fields 
when an environment is expanded without changes in grid spacing (Hafting et al. 
2005). Cells that fire in all environments with regular firing fields could form a 
neural representation of coordinates that forms the basis of a cognitive map 
(O’Keefe and Nadel 1978). This would indicate a causal link between place and 
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grid cells (McNaughton et al. 2006). Cells with other spatial correlates have been 
discovered in the MEC including head-direction cells that are active when the 
animal is facing a particular direction regardless of location, conjunctive head-
direction and grid cells (Sargolini et al. 2006) and border cells that fire along the 
wall of an enclosure (Solstad et al. 2008). 
Despite the salient spatially selective firing, neurons in the MEC also 
respond to the behavioral requirements of tasks including representation of 
different goals within the same location (Frank, Brown and Wilson 2000; Lipton, 
White and Eichenbaum 2007) and different trajectories on the stem of a T-maze 
(Lipton, White and Eichenbaum 2007) meaning firing represents a combination of 
location and memory demands.  
Due to the presence of grid, head-direction, and border cells that all 
project to the hippocampus (Zhang et al. 2013) many models have been 
developed regarding the development of spatial representation in the 
hippocampus. These models often propose a direct transformation of MEC input 
to place cell activity (Savelli and Knierim 2010). This proposed grid cell to place 
cell transformation is tempting because the firing correlates are so prominent. 
Despite the presence of spatial firing it is not entirely clear that the place cells 
inherit location firing from grid cells, and there is evidence that place cells can 
influence grid cells. Place cells have been shown to develop before grid cells 
(Langston et al. 2010; Wills et al. 2010), and grid-like properties of MEC cells are 
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degraded when muscimol is used to disrupt the hippocampus (Bonnevie et al. 
2013). 
 
1.4.3 Medial Entorhinal Disruption and Hippocampal Activity 
A direct way to test whether there is a causal link between spatial firing in 
MEC and the activity in the hippocampus is to disrupt MEC and determine the 
effects on hippocampal activity. Lesions of the MEC do not lead to a loss of place 
cell activity within the hippocampus, but they do not leave representation entirely 
intact either. One study showed slight changes in firing rate and field size, but the 
most significant change was decreased stability within a familiar environment and 
in response to manipulations of contextual cues (Van Cauter, Poucet and Save 
2008b). Only modest changes in hippocampal spatial function have been found 
following disruption of MEC-hippocampal connections. In a study that removed 
input from CA3 to CA1 leaving only the direct MEC-CA1 circuit, cells in area CA1 
developed stable, sharply spatially tuned place fields with no significant changes 
in field size, firing rate or stability (Brun et al. 2002). When the direct input was 
removed leaving only indirect input through CA3 place cells were still present 
within CA1 although they did have moderately larger fields and were more 
dispersed (Brun et al. 2008). In another experiment, temporary inactivations of 
the MEC using muscimol caused a subset of cells to remap, but the majority of 
cells maintained stable fields (Navawongse and Eichenbaum 2013). It is obvious 
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the MEC influences spatial processing in the hippocampus, but it does not seem 
to have a strong role in driving activity.  
It is a possibility that spatial information in the hippocampus is inherited 
from the MEC under normal circumstances, but compensation may occur 
following lesions. It is possible that enough visuospatial information can reach the 
hippocampus via direct projections of the presubiculum, parasubiculum (Witter et 
al. 1988), perirhinal cortex, postrhinal cortex (Naber et al. 1999) and/or midline 
thalamic nuclei (Vertes 2006) to explain how hippocampal representation 
remains intact following EC disruption. Slight changes to place field properties 
would be consistent with altered input. 
 
1.5 Functions of the Medial Prefrontal Cortex 
1.5.1 Lesions of the Medial Prefrontal Cortex 
The mPFC has been implicated in a diverse array of functions including 
decision making, goal directed behavior, declarative memory, directed attention, 
and cognitive flexibility (Kesner and Churchwell 2011; Euston, Gruber and 
McNaughton 2012), which are similar to functions of the human prefrontal cortex.  
Working memory has also been proposed as a function performed by the 
mPFC, but the results of lesion studies are fairly inconsistent. During a delayed-
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matching-to-place task, animals with lesions showed a delay-dependent 
impairment (Sloan, Good and Dunnett 2008). However, on a delayed 
nonmatching-to-place task using a 3-panel runway animals showed slower 
acquisition but reached the same level of performance shown by the controls 
(Lacroix, White and Feldon 2002). The deficit was thus not likely related to 
working memory.  
Anxiety responses are another function partially mediated by the mPFC, 
but the specific are not well understood as many studies show contradictory 
results. Different studies have shown increases, decreases, or no changes in 
fear behaviors following lesions of the mPFC. Following lesions of the prelimbic-
infralimbic regions animals show increases in anxiety associated behavior during 
open field and elevated plus maze tasks. The same group showed that on a 
passive avoidance task, animals with infralimbic lesions exhibit a decreased 
latency to step down indicative of lower levels of anxiety (Jinks and McGregor 
1997). Several other studies show anxiolytic effects resulting from mPFC lesions 
using metrics of handling and resistance to capture, elevated plus-maze, social 
interaction and shock probe burying (Shah and Treit 2003). A study using 
inactivation of the prelimbic cortex provided evidence that the mPFC is 
differentially involved in learned versus innate fear responses. Inactivation of the 
prelimbic area did not affect performance on predator responses or open field 
exploration. However, the expression of learned fear using auditory and 
contextual fear conditioning was disrupted by prelimbic inactivation (Corcoran 
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and Quirk 2007). Modulation of fear and anxiety by the mPFC is expected in light 
of the strong prefrontal-amygdala connections (Vertes 2004; Hoover and Vertes 
2007), but the precise way in which that occurs is unclear given the disparate 
results from lesion and inactivation studies. It is likely that many results are 
confounded by memory deficits or changes in motivation, attention or response 
inhibition. Differential actions of the mPFC subdivisions are also a likely 
explanation for inconsistent results, and future studies looking at individual areas 
may be able to reconcile the current evidence. 
With regard to memory other than working memory, the mPFC is often 
required for tasks that also require a functioning hippocampus, particularly those 
of an associative nature. Transitive inference, in which animals learn overlapping 
associations and must then infer connections, is impaired in mice with mPFC 
lesions (DeVito et al. 2010). An intact mPFC is also required for normal 
performance on object recognition tasks that require object-context associations 
(Spanswick and Dyck 2012; Cross et al. 2012), and inactivation of the mPFC 
impairs performance on an object-context paired associate task (Lee and Solivan 
2008).  
The mPFC has been most often implicated in retrieval of remote 
memories as opposed to retrieval of new memories or acquisition. Retrieval 
deficits have been seen in many different tasks. Some of the most well studied 
deficits are found with contextual fear conditioning and trace fear conditioning 
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(Gilmartin and Helmstetter 2010) procedures. In both types of conditioning, 
mPFC lesions performed 30 days post-training, but not those performed 1 day 
post-training, resulted in lower levels of freezing behavior (Beeman et al. 2013). 
Deficits have also been seen in retrieval of spatial reference memory (Jo et al. 
2007; Churchwell et al. 2010), extinction (Lebron et al. 2004) and inhibitory 
avoidance (Gonzalez et al. 2013). Newer evidence though shows that the mPFC 
is important for several stages of memory beyond remote retrieval including 
acquisition of trace eyeblink conditioning (Oswald et al. 2010) as wells as 
consolidation and recall of recent spatial memory (Leon et al. 2010). The role of 
mPFC in retrieval has also been shown in spatial and fear memory (Maviel et al. 
2004; Teixeira et al. 2006) using measures of neural activation.  
One of the most consistent results of mPFC lesions and inactivations is 
decreased behavioral flexibility, which refers to deficits altering behavior in 
response to changing demands. The ability to switch performance strategy is one 
type of cognitive flexibility and requires the mPFC. On a water maze navigation 
task, animals with mPFC lesions were impaired at shifting from the reference 
memory version to the cued platform version (Delatour and Gisquet-Verrier 2000; 
de Bruin et al. 2001). Similar to strategy shifting, rule switching is also impaired 
(Joel et al. 1997; Sloan, Good and Dunnett 2006). Inactivation of the prelimbic-
infralimbic areas of the mPFC did not impair animals on a 2-choice place or a 2-
choice odor discrimination, but animals were impaired when shifting from place to 
odor and vice versa (Ragozzino et al. 2003). The ability to shift which features of 
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a stimulus are attended is another function of the mPFC (Birrell and Brown 
2000). Flexible navigation, navigating to a single location from multiple places 
(Delatour and Gisquet-Verrier 2000) and learning multiple navigational goals 
(McDonald et al. 2008), are impaired in lesioned animals. These are 
manifestations of the general cognitive flexibility impairment. In tasks that require 
changing responses the deficits are seen not only in decreased performance. 
Animals also show an increase in perseverative errors in which animals continue 
to respond to the old correct answer (Dias and Aggleton 2000). The deficit may 
not be learning the new rule but rather inhibiting the old rule.  
Newer hypotheses about the function of the mPFC indicate that the 
primary goal may be in guiding adaptive behavior and that the other 
manifestations are actually part of a circuit that integrates context, internal state, 
and previous experience to guide behavior and influence neural function. 
 
1.5.2 Electrophysiology of the Medial Prefrontal Cortex  
Cells in the mPFC lack the sharply tuned spatial firing fields that are seen 
in the MEC and hippocampus, but they have been shown to represent more 
general spatial features like context (Jung et al. 1998; Hyman et al. 2012) and 
goal location (Hok et al. 2005). Cells have also shown responses to changes in 
location or trajectory (Euston and McNaughton 2006; Fujisawa et al. 2008). 
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Overall cells in the mPFC represent a vast variety of task features and salient 
events such as choice, outcome, intertrial interval, time since response and 
approach to goals (Jung et al. 1998; Horst and Laubach 2012). Delay activity is 
also a feature of mPFC cells (Baeg et al. 2003; Horst and Laubach 2012). In 
addition to the direct behavioral events, expectation of both positive (Miyazaki, 
Miyazaki and Matsumoto 2004) and aversive (Corcoran and Quirk 2007) stimuli 
are represented by cell activity in the mPFC. Activity related to task rules has 
been seen by a change of unit activity during performance of a set-shifting task 
(Durstewitz et al. 2010) and during switches from allocentric to egocentric 
strategy (Rich and Shapiro 2009). More evidence of the rule representation is 
shown by altered neural response during changes in reward contingency 
(Karlsson, Tervo and Karpova 2012). Oscillatory activity in the mPFC has also 
been shown to correlate with task performance. During performance of a Y-maze 
working memory task there is an increase in theta-gamma coupling, which is of 
particular importance since the increase is higher on correct trials (Li et al. 2012). 
 
1.6 Specific Aims 
The goal of this project is to further understand how the mPFC and the 
MEC affect the way the hippocampus represents information. The MEC is 
thought to provide spatial information about the external environment while the 
mPFC is thought to guide the hippocampus to more precise representations of 
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sensory stimuli. Both experiments use optogenetic disruption combined with 
simultaneous recording in area CA1. In experiment 1 disruption of the MEC is 
performed as the animal traverses a linear track. I hypothesize that disrupting the 
input from the MEC will result in a decrease of spatial representation in CA1. The 
decrease in spatial representation will include fewer place cells, larger, more 
diffuse fields among remaining place cells, and the place fields will be less 
stable. 
The mPFC is thought to act as a modulator of the hippocampus that 
functions in response to environmental context. A contextual discrimination task 
known to elicit hippocampal conjunctive encoding was used to study the role of 
the mPFC. Conjunctive cells are those that respond preferentially to a 
combination of spatial and nonspatial features. I hypothesize that disrupting the 
mPFC during the sampling phase of the discrimination will result in a lower level 
of conjunctive encoding in the hippocampus. Fewer cells will exhibit conjunctive 
firing properties. Those cells that maintain conjunctive firing will have a lower 
preference for nonspatial features. I expect the spatial representation to be 
unaffected with no change in the number of place cells and no decrease in 
spatial tuning of individual cells. 
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Figure 1.1 - Anatomy of the Hippocampus and Parahippocampal Regions 
 
Projections to the hippocampus come through largely segregated information streams. 
The perirhinal cortex receives information from unimodal and polymodal sensory 
association cortex and projects preferentially to the LEC. The MEC receives larger input 
from the postrhinal cortex that carries information from visual-spatial regions. These two 
streams of information through the entorhinal cortex interact via entorhinal layer II 
projections to the DG and area CA3. The entorhinal projections to CA1 originate in layer 
III. The MEC projects preferentially to proximal CA1, and the LEC projects to distal CA1. 
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Figure 1.2 - Connections of the mPFC 
 
The mPFC has connections bidirectional connections with the amygdala, thalamus, 
brainstem nuclei and cortical regions. The prefrontal connection with the hippocampus is 
unidirectional. The mPFC receives a large input from the ventral hippocampus but does 
not have a direct return projection. Information from the mPFC reaches the hippocampus 
indirectly via several pathways. Several thalamic nuclei are bidirectionally connected to 
the hippocampus and mPFC. The LEC is one of the primary inputs to the hippocampus 
and receives a projection from the mPFC. The connections of the mPFC make it a likely 
candidate to synthesize information about external stimuli, emotional state, motivation 
and memory. The integration of this information enables mPFC to direct appropriate 
behavior.  
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Figure 1.2 - Connections of the mPFC
The mPFC has connections bidirectional connections with the amygdala, thala-
mus, brainstem nuclei and cortical regions. The prefrontal connection with the 
hippocampus is unidirectional. The mPFC receives a large input from the ventral 
hippocampus but does not have a direct return projection. Information from the 
mPFC reaches the hippocampus indirectly via several pathways. Several 
thalamic nuclei are bidirectionally connected to the hippocampus and mPFC. The 
LEC is one of the primary inputs to the hippocampus and receives a projection 
from the mPFC. The connections of the mPFC make it a likely candidate to 
synthesize information about external stimuli, emotional state, motivation and 
memory. The integration of this information enables mPFC to direct appropriate 
behavior.
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Chapter 2: Transient Inactivation of the Medial Entorhinal Cortex Results in 
Stable Changes of Hippocampal Representation 
 
2.1 Introduction 
The ability of animals to accurately navigate their environments and 
remember important locations requires some form of environmental 
representation. This is hypothesized to be an internal allocentric representation 
of the external environment that can be updated by a mechanism of path 
integration based on self-motion (Etienne and Jeffery 2004). The precise neural 
correlates of such a spatial map are unclear, but discovery of cells in the rat 
hippocampus that fire when an animal is in a particular location (O’Keefe and 
Dostrovsky 1971) led many researchers to believe that the cognitive map exists 
within the hippocampus (O’Keefe and Nadel 1978; McNaughton et al. 2006). 
Research following the discovery of place cells corroborated the pervasiveness 
of spatial representation within the hippocampus with many characteristics of 
place cells consistent with a cognitive mapping function. The hippocampal neural 
ensemble represents the entire environment and remains stable during multiple 
exposures to the same location (Muller, Kubie and Ranck 1987). Upon exposure 
to a novel environment an orthogonal representation develops (Muller and Kubie 
1987; Kentros et al. 1998) such that different environments have unrelated 
ensemble representations. Smaller environmental changes also led to remapping 
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but not to an orthogonal representation (Cressant, Muller and Poucet 2002; 
Leutgeb et al. 2005; Wills et al. 2005). The resulting hippocampal ensemble is 
similar to the previous one with only a subset of cells altering their spatial 
selectivity. The stable representation of multiple environments and the presence 
of similar neural ensembles to represent similar locations are expected features 
of a cognitive map used for navigation.  
The theory that hippocampus is the site of a cognitive map does not 
explain results from many of the behavioral studies that indicate a broader 
function is performed by the hippocampus with spatial representation a 
component of the function. Associative learning is likely a part of hippocampal 
function as tasks that require formation of object-context associations are 
dependent upon the hippocampus. These tasks are impaired by hippocampal 
NMDA receptor knockouts (Rajji et al. 2006) and by hippocampal or fornix 
lesions (Mumby et al. 2002; Eacott and Norman 2004). 
The hippocampus is also required for some tasks that have no spatial 
component, which provides a compelling argument against a cognitive map 
hypothesis. Lesions of the hippocampus impair performance on tasks of odor 
sequence learning (Fortin, Agster and Eichenbaum 2002; Agster, Fortin and 
Eichenbaum 2002; Kesner, Gilbert and Barua 2002) and some forms of odor 
recognition memory (Fortin, Wright and Eichenbaum 2004). The hippocampus is 
also important for linking nonspatial events across time (Huerta et al. 2000) 
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emphasizing a possible a role in memory formation rather than spatial mapping. 
Data from hippocampal recordings corroborate the findings from 
behavioral data. Representations within the hippocampus are not entirely 
location-based, and they incorporate nonspatial features. Firing activity of place 
cells varies with direction of movement through the place field when animals 
have even a simple behavioral requirement (Markus et al. 1995), and place cells 
show neural activity correlated with objects (Burke et al. 2011) as well as salient 
events and mnemonic demands. During contextual fear conditioning, 
presentation of the conditioning shock leads to the generation of a new spatial 
representation within the same environment (Moita et al. 2004). Mnemonic 
correlates of activity can be seen as animals perform a T-maze alternation task. 
During this behavior, hippocampal cells active on the center stem fire differently 
for left versus right turn trials despite identical external features (Wood et al. 
2000). 
One prominent theory of hippocampal function that explains both the 
spatial representation and the memory function is that hippocampus integrates 
spatial and nonspatial information to form a conjunctive representation of an 
experience (Manns and Eichenbaum 2006). The inputs from the MEC and LEC 
are thought to provide spatial and nonspatial information respectively (Agster and 
Burwell 2013; Kerr et al. 2007). Anatomical connections with the postrhinal and 
perirhinal cortices (Kerr et al. 2007) and evidence from electrophysiological 
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recordings suggest the MEC and LEC are part of separate information streams. 
Neurons in the LEC show only weak spatial modulation (Hargreaves et al. 2005) 
while many neurons of the MEC have sharply tuned firing fields (Fyhn et al. 
2004) with firing patterns distinct from those of hippocampal place cells. These 
MEC cells have multiple fields that span an entire environment and occur in a 
regular tessellated pattern to form a grid-like representation of an environment 
(Hafting et al. 2005). Grid cells, unlike place cells, do not show extensive 
remapping when the animal is exposed to a new location. When the animal is 
placed in a new environment grid cells maintain spatial phase, grid spacing and 
field size, but do change rotational orientation. The change of orientation realigns 
grid representations (Stensola et al. 2012), and realignment is highly correlated 
with hippocampal place cell remapping (Fyhn et al. 2007) strengthening the 
hypothesis that grid cells generate place cells. Some models propose 
realignment would create new combinations of grid cells to explain hippocampal 
remapping (Fyhn et al. 2007).  
As grid cells are known to project directly to hippocampal cells (Zhang et 
al. 2013) multiple models have been proposed to explain the transformation of a 
grid cell code to a place cell representation (Savelli and Knierim 2010; Solstad, 
Moser and Einevoll 2006), but these models are often inconsistent with 
experimental results. If MEC contributed the majority of place information to the 
hippocampus, large decrements in spatial coding would be expected following 
disruption of MEC input. Instead, studies show that removing MEC input to the 
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hippocampus leads to only slight loss of place cell specificity (Brun et al. 2008) or 
to decreased stability during multiple visits to the same environment (Van Cauter 
et al. 2008b). A study in this lab using muscimol to temporarily inactivate the 
MEC object-in-context task also failed to show a profound deficit in spatial 
representation. Inactivation of the MEC did result in remapping for a subset of 
cells, but it did not greatly change overall levels of spatial representation. There 
was a slight loss of spatial selectivity and lower maximum firing rate but other 
features of place representation were unchanged (Navawongse and Eichenbaum 
2013).  
The use of permanent lesions or pharmacological inactivations that last for 
several hours does not address the question of how these regions interact with 
one another in the intact animal. Lesions and pharmacological inactivation allow 
time for compensation in which spatial information could enter the hippocampus 
from other regions. To address the way that the hippocampus and MEC interact 
on short timescales to alter spatial representation, we used transient optogenetic 
disruption of the MEC combined with recordings from neurons in dorsal CA1. If 
the MEC drives spatial representation in the hippocampus, MEC disruption that 
does not allow compensatory changes will decrease levels of spatial specificity.  
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2.2  Material and Methods 
2.2.1  Subjects 
The subjects for these experiments were seven Long-Evans rats (Charles 
River Laboratories) weighing 350-400g at the start of the experiment. Rats were 
housed individually and maintained on a 12-hour light/dark cycle in the 
Laboratory Animal Care Facility at Boston University. Upon arrival animals were 
habituated to the facility for a minimum of one week and were then handled by 
experimenters 20 minute/day for one week prior to behavioral training. Animals 
were food restricted to maintain a weight at least 85% of free-feeding weight and 
had access to water ad libitum. All behavioral training was done during the light 
phase of the cycle. All procedures were performed with the approval of the 
Boston University Institutional Animal Care and Use Committee and accordance 
with all national and local guidelines. 
 
2.2.2  Behavioral Training 
Behavioral testing was conducted on an elliptical track elevated 1 m above 
the floor and located in the center of a room with multiple distinct visual cues. 
The track had a width of 5 cm to discourage turning and to maintain 
unidirectional movement and a circumference of 346 cm (Figure 2.1A). Prior to 
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implantation rats were trained to run around the track to receive a cereal reward 
(Kellogg's Froot Loops) delivered at a single location. Training was complete 
when animals ran reliably around the track for 45 minute sessions, and then 
animals were implanted with an optical fiber directed to the MEC and a 
hyperdrive with tetrodes directed toward dorsal CA1 for simultaneous recording 
(Figure 2.1B). 
Experimental days consisted of two sessions. The Initial session involved 
a 10-minute ‘Baseline’ recording followed by a period of intermittent laser 
stimulation, ‘Intervention’. The Intervention epoch consisted of 10-second long 
laser stimulations (‘During Stimulation’) with inter-stimulation intervals (‘Between 
Stimulation’) that varied between 17.5 and 22.5 seconds. The variable delay was 
used to prevent any possibility of temporal entrainment that could result from 
regularly timed stimuli. Laser stimulation occurred 30 times over the course of the 
Intervention period for a total of 300 seconds ‘During Stimulation’ time and 600 
seconds ‘Between Stimulation’ time. In some cases inter-stimulus intervals had 
to be extended to unwind the fiber optic cable. Since the inactivation was 
performed on a temporal schedule the position of the rat was effectively 
randomized along the track other than an increased likelihood of light stimulation 
in the reward location due to the relatively longer time spent there. After the initial 
session the animal was unplugged and returned to the home cage with free 
access to water. The second behavioral session (‘Post-Session’) occurred 1-2 
hours later and consisted of the animals running around the track for 35 minutes. 
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Within animal controls were obtained by having rats run control sessions in which 
laser stimulation did not occur during the Intervention period but all other 
procedures were the same (Figure 2.1C). 
In one rat several sessions were performed using 3-second period of light 
stimulation with an average inter-stimulation interval of 6 seconds to test the 
effect of stimulation duration on remapping. In these sessions light stimulation 
occurred 100 times to give 300 seconds of total light stimulation time and 600 
seconds of total between stimulation time. On several days the Post-Session 
occurred immediately following the initial session to assess the effects of MEC 
inactivation over time.  
 
2.2.3  Implant Construction 
The implant consisted of a hyperdrive containing independently moveable 
into which an optic fiber was added during surgery. The hyperdrive used a plastic 
molded base through which 30 gauge cannulas were inserted to guide tetrodes. 
The cannulas were gathered into a larger cannula to direct all tetrodes to the 
same location. The microdrives used to move tetrodes consisted of a screw and 
23 gauge cannula connected by a piece of plastic with an associated tetrode 
protected by a silica cannula and glued to the 23 gauge cannula. Tetrodes were 
connected to an electrode interface board that could be attached to the recording 
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system during experimental sessions. A hyperdrive contained between 12 and 20 
tetrodes directed to dorsal CA1. Tetrodes were made using 12 µm nichrome wire 
(Sandvik Heating Technology) and gold-plate to an impedance of 200-250 kΩ at 
1000 Hz.  
The implanted fiber optic was a 200 µm fiber (30 µm cladding, 250 µm 
jacketing, 0.39 numerical aperture) with an SMA connector (ThorLabs). The 
bottom 6 mm of fiber was stripped of outer jacketing and cladding to reduce the 
diameter and minimize tissue damage. A scored 25 gauge cannula was glued 
above the stripped segment to create a rough surface able to bind the acrylic 
used for implantation. Before implant a light intensity curve was constructed for 
each fiber to ensure an irradiance of 100-200 mW/mm2 at the tip of the fiber. The 
fiber implant was connected to the hyperdrive during the implant surgery. The 
outside of the hyperdrive was painted black so the animal was unable to see the 
light stimulation. 
 
2.2.4  Optogenetic Techniques 
Optogenetic inactivation was achieved using the light sensitive outward-
directed proton pump ArchaerhodopsinT (ArchT), which hyperpolarizes neurons 
upon exposure to yellow-green light (Han et al. 2011). ArchT and a green 
fluorescent protein (GFP) tag were delivered to neurons via an adeno-associated 
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virus (serotype 8) protein under the control of the hybrid cytomegalovirus (CMV) 
enhancer/chicken beta actin (CAG) promoter, which preferentially infects 
neurons over glia with no strong difference in type of neuron infected (AAV8-
CAG-ArchT-GFP; University of North Carolina vector core). The virus used for 
Sham animals did not encode for ArchT but was otherwise identical (AAV8-CAG 
-GFP; University of North Carolina vector core).  Virus was at a titer of 1012 viral 
particles/ml. 4 animals received the active ArchT containing virus, and 3 animals 
received the inactive virus (Sham animals). 
Light delivery was achieved via a chronically implanted 200 µm fiber with 
an SMA connector that was attached to the laser using a 200 µm patch cable. A 
532-nm laser (Shanghai Laser & Optics Century Co., Ltd) was used for light 
stimulation and was controlled via TTL pulses delivered by a digital input/output 
box (NI-6501, National Instruments) under the control of custom software 
(MATLAB). Timing was tracked by the Omniplex recording system and synced 
with neural data and video tracking.  
 
2.2.5  Surgery 
Animals were anesthetized using isoflurane (Iso-flo, Abbott Animal 
Health), at 4% for induction and 2.5% for maintenance. Buprenorphine (0.05 
mg/mg) was given subcutaneously for pre-operative analgesia and atropine (0.05 
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mg/kg) given subcutaneously to decrease mucus secretions and prevent 
bradycardia. After induction the skull was shaved and the rat was placed on a 
stereotaxic frame (Kopf Instruments) and ophthalmic ointment was applied to 
protect the eyes. Throughout surgery animals were monitored using a 
combination of respiration, coloring of mucus membranes and response to 
painful stimuli to maintain appropriate depth of anesthesia. Temperature was 
monitored via a rectal thermometer and maintained at 36-38˚C with a heating 
pad. Lactated ringer’s solution was given subcutaneously every hour to 
compensate for fluid loss.  
The skin was cleaned using Betadine and an incision made that extended 
from the most anterior portion of the frontal bone to the occipital crest. Tissue 
was retracted to allow visualization of lambda and bregma and to clear a site for 
implantation. Implantation sites were marked and steel screws were drilled into 
the bones for implant stabilization. Two additional screws were drilled in over the 
cerebellum to ground the hyperdrive. Dental cement was applied over the screws 
making sure to leave craniotomy sites visible. Craniotomies were drilled over the 
MEC and CA1 for fiber and hyperdrive implants.  
For viral delivery an infusion cannula connected to a Hamilton syringe was 
lowered into dorsocaudal MEC craniotomy (AP: -9.5, ML: +/- 5.2, DV: -4.5). Viral 
suspension was infused at a rate of 50 nl/min for a total volume of 1 µl. The 
cannula was left in place for 10 minutes following infusion to allow viral diffusion 
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away from the tip. After retraction of the cannula a fiber optic cable was lowered 
into the site of the viral infusion and secured in place. The hyperdrive was then 
implanted and attached to the fiber optic. Any gaps between implants and 
craniotomy edges were filled with Kwik-sil (World Precision Instruments, Inc.). 
The entire implant was secured using dental acrylic after which the wound was 
sutured. The animal was monitored until ambulatory and then returned to the 
colony.  
Post-operative medications continued for 3 days and consisted of 
buprenorphine (0.05 mg/kg), meloxicam (1 mg/kg) and cefazolin (50 mg/kg) 
every 12 hours. Animals were monitored during post-surgical recovery period, 
which lasted at least one week before the animal returned to behavioral training. 
 
2.2.6  Electrophysiological Recordings 
To allow time for optimal expression of ArchT, tetrodes were advanced to 
area CA1 over a minimum period of four weeks. The positions of tetrodes were 
estimated using turn counts (282 µm per turn) and electrophysiological features 
characteristic of CA1 including the presence of theta oscillations, sharp-wave 
ripple events and theta-modulated complex spiking activity. Signals were 
amplified 4000-8000 times, bandpass filtered between 150 Hz and 8 kHz to 
capture spike activity and digitized at 40 kHz by an Omniplex Neural Acquisition 
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system (Plexon, Inc.). Position data was captured using LEDs situated on the 
rat's head stage that were monitored at 30 Hz by the Cineplex Digital Capture 
System (Plexon, Inc.) and synced to neural data. 
 
2.2.7  Histology 
After completion of the behavioral experiments, rats were anesthetized 
with 2.5% isoflurane and small lesions were made at the end of the tetrodes by 
running 40 µA of direct current through each wire. Animals were then injected 
with an overdose of pentobarbital sodium/phenytoin sodium (Euthasol, Virbac 
Animal Health) and transcardially perfused with potassium phosphate-buffered 
saline (KPBS) followed by 4% paraformaldehyde in KPBS The brain was 
removed and post-fixed in paraformaldehyde for 4-24 hours and then 
cryoprotected using a 30% sucrose solution in phosphate-buffered saline. Each 
brain was cut on a cryostat in 30 µm sections in five series. One series was Nissl 
stained for anatomical confirmation of tetrode and fiber locations. Another series 
was stained with DAPI (Vectashield Mounting Medium with DAPI, Vector Labs) to 
visualize extent of viral spread.  
In some animals the GFP could not be visualized using fluorescence 
imaging possibly due to photobleaching. For these brains a horseradish 
peroxidase immunohistochemical staining method was used. Tissue was placed 
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in a solution of 1% H2O2 in KPBS for 15 minutes to block endogenous 
peroxidases followed by a solution of 3% normal goat serum (Invitrogen) in 
KPBS containing 0.4% Triton X-100. The tissue was then incubated in the 1˚ 
antibody solution (1:50,000; rabbit polyclonal anti-GFP; Novus Biologicals) in 
KPBS with 0.4% Triton X-100 for 1 hour at room temperature and 48 hours at 
4˚C. The tissue sections were then washed in KPBS and incubated in the 2˚ 
antibody solution (1:600; biotinylated goat anti-rabbit; Vector Labs) for 1 hour. 
Sections were then processed with avidin-biotinylated horseradish peroxidase 
complex (Elite ABC Kit; Vector Labs). Sections were washed with KPBS followed 
by several washes in 0.175M sodium acetate. The tissue was reacted using 
nickel-diaminobenzidine (nickel (II) sulfate, 3,3’-Diaminobenzidine; Sigma) with 
H2O2. The reaction was quenched by washing in 0.175M sodium acetate. Tissue 
was washed in KPBS, and stained sections were mounted on gelatin-coated 
slides, dehydrated using a graded series of ethanol, placed in xylenes and 
coverslipped with DPX. 
 
2.2.8  Data Analysis 
Unit Identification 
Individual units were isolated by manually sorting clusters of waveforms 
using Offline Sorter (Plexon, Inc.). Initial sorting removed low amplitude signals 
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and high amplitude noise events. Sorting was performed using relative 
amplitudes on each wire, the waveform width, and the peak to valley distance. 
The sorted clusters were screened for inter-spike intervals shorter than the 
neuron refractory period indicating that there could be multiple units. Cross-
correlograms were evaluated for identical temporal modulation to ensure a single 
unit had not been split into multiple units. Spiking and tracking data were 
imported into MATLAB for further analysis with custom scripts. 
Spatial Rate Maps 
Spatial firing rate maps were made for each unit to show the location 
specific activity. The environment was parsed into 25 cm2 bins, and for each bin 
the firing rate was total number of spikes divided by the total amount of time the 
animal spent in that bin. To be included in the analyses the bin must have been 
occupied for a minimum of 500 milliseconds. Unsmoothed rate maps were used 
to define place cells. To be considered a place cell a unit had to fulfill three 
criteria: an infield firing rate greater than 1 Hz, a maximum firing rate less than 
100 Hz and at least seven adjacent pixels with a firing rate greater than 2 
standard deviations above the mean firing rate for that unit. Only cells fulfilling all 
three criteria were used for these analyses. Spatial rate maps were smoothed by 
convolution with a 2-dimensional Gaussian kernel (σ=10cm) and the smoothed 
rate maps were used for the calculation of spatial correlations and spatial 
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information scores. Pearson correlations were calculated according to the 
formula: 
𝑟 =    (𝑋!!  𝑋!!!! )(𝑌! − 𝑌)(𝑋!!  𝑋)!!!!! (𝑌!!  𝑌)!!!!!  
where 𝑋! is the firing rate of the 𝑖-th spatial bin of one period and 𝑌! is the 𝑖-th 
spatial bin during a different period. 𝑋 and 𝑌  are the mean firing rates for the two 
conditions.  
Spatial Information 
The spatial information score (Markus et al., 1994) is a measure of how 
well a neuron represents location, given in bits/spike and was calculated using 
the following equation. 
𝐼!"#$$% = 𝑃! 𝑍!𝑍 log! 𝑍!𝑍!!!!  
where 𝑃! is the probability of occupying the 𝑖-th spatial bin, 𝑍! is the firing rate in 
the 𝑖-th spatial bin and 𝑍 is the mean firing rate across all spatial bins.  
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2.3  Results 
A total of 2851 single units were recorded from 7 animals, and 1241 of 
these fit the characteristics of place cells (43.53%). During intervention sessions 
with ArchT animals, 690 out of 1512 cells had place fields (45.63%). The same 
animals on control days showed 324 of 746 units with place fields (43.43%) For 
control animals 118 of 330 units had place fields (35.76%) on intervention days 
and 109 out of 263 (41.44%) on control days.  
 
2.3.1  Altered Spatial Representation in CA1 
Transient disruption of activity in the MEC as animals traversed an 
elliptical track resulted in partial remapping within dorsal CA1. A subset of cells 
altered their firing patterns while the rest of the cells maintained stable firing 
fields. There were several different types of altered activity seen in CA1 cells. 
Some cells exhibited global remapping, including gain of firing field, loss of firing 
field or shifted preferred firing location. A subset of cells underwent rate 
remapping. These cells did not change the location in which they were active but 
did show significant changes of within field firing rate (Figure 2.2). Spatial firing 
alterations were quantified using Pearson correlations of the spatial rate maps. 
The 4 main correlations are: Baseline vs. Intervention, Baseline vs. During 
Stimulation, Baseline vs. Between Stimulation and During Stimulation vs. 
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Between Stimulation (Figure 2.3). Light stimulation had a significant effect on the 
Baseline vs Intervention epoch correlations (one-way ANOVA, F(3,1228) = 4.7, p = 
0.003). Post-hoc analyses showed that the average Baseline vs. Intervention 
correlation was lower for ArchT animals on days with light stimulation (0.853 ± 
0.009) than on control days without light stimulation (0.907 ± 0.013, p < 0.01; 
Figure 2.4A). Sham animals that received virus not encoding ArchT showed no 
difference between stimulation days (0.839 ± 0.021) and control days (0.853 ± 
0.022, p > 0.05; Figure 2.4B). The population distribution of Baseline vs 
Intervention correlations showed more cells with low spatial correlations in ArchT 
animals (KS = 0.112, p = 0.007; Figure 2.4B). There was no significant difference 
for sham animals (KS = 0.091, p = 0.718; Figure 2.4D).  
 
2.3.2  Stable CA1 Representation during Transient Disruption 
Given the inconsistent input from MEC it seemed likely that activity in CA1 
would also be unstable during the Intervention epoch. Changes of CA1 activity 
time-locked to the periods of MEC disruption would indicate a direct MEC drive 
on hippocampal cells to cause place fields. A one-way ANOVA showed a 
significant difference between correlations of the different behavioral epochs 
(F(3,1940) = 29.303, p < 0.001). Post-hoc tests showed that the mean Baseline vs 
During Stimulation correlation (0.851 ± 0.008) was not significantly different than 
the mean Baseline vs Between Stimulation correlation (0.838 ± 0.010, p > 0.05). 
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Both are lower than the mean of control session correlations (0.907 ± 0.012, p < 
0.001) and lower than the During vs. Between Stimulation correlations (0.948 ± 
0.010. p < 0.001; Figure 2.5A). The During vs. Between Stimulation correlation 
was significantly higher than the control session correlations (p < 0.001). The 
Baseline vs During Stimulation correlations and the Baseline vs. Between 
Stimulation correlations did not show a significant difference for either median 
correlation (U: p = 0.341) or the underlying population distributions (KS = 0.052, 
p = 0.437; Figure 2.5B). The median correlations were significantly different than 
on control (U: pArchT-During < 0.001, pArchT-Between < 0.001) with population 
distributions showing more cells with low spatial correlation (KS = 0.119, pArchT-
During = 0.004; KS = 0.152, pArchT-Between < 0.001; Figure 2.5B). The population of 
During vs. Between Stimulation correlations was shifted higher than control (KS = 
0.154, p < 0.001) and were also higher than correlations with Baseline (KS = 
0.230, pArchT-During < 0.001, KS = 0.262, p ArchT-Between < 0.001). When Baseline vs. 
During correlations and plotted against the Baseline vs. Between correlations a 
strong linear relationship is apparent (slope = 0.903, y-intercept = 0.074, R2 = 
0.805; Figure 2.5C). The activity in CA1 is most stable during the period of MEC 
disruption so low correlations are not due to separate populations remapping 
across the During and Between stimulation periods. The same population 
remaps from Baseline and maintains its new firing pattern. Because the stability 
across the During Stimulation and Between Stimulation parts of the Intervention 
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period was so high the Intervention periods was considered a single epoch for 
other analyses.  
 
2.3.3  No Effect of Stimulation Duration 
The previous results were calculated using data from 10-second 
stimulation sessions and included 409 place cells on experimental days and 213 
place cells on control days. One rat was tested with 3-second stimulations to see 
if the remapping effect depended on the duration of stimulation. From these 
sessions 99 place cells were recorded on experimental days and 111 place cells 
on control days.  
An effect of light stimulation was seen across the 10-second stimulation, 
3-second stimulation and no stimulation groups (F(2,1003) = 6.26, p = 0.002). The 
mean Baseline vs. Intervention correlation for both the 10-second (0.852 ± 0.012) 
and 3-second (0.853 ± 0.015) stimulation duration groups was significantly lower 
experimental days compared to control days (0.907 ± 0.013, post-hoc Tukey 
HSD, pArchT-10sec  < 0.01, pArchT-3sec < 0.05; Figure 2.6A). The correlations for 10-
second and 3-second stimulations also had underlying distributions skewed to 
lower correlations on experimental days (Figure 2.6B; KS = 0.117, pArchT-10sec = 
0.014, KS = 0.130, pArchT-3sec =0.012). A direct comparison showed no differences 
between 10-second and 3-second groups for Baseline vs. Intervention 
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correlations (KS = 0.055, p = 0.682). 
Similar results were seen when the Intervention session was divided into 
During and Between Stimulation epochs (F(6, 1937) = 14.66, p < 0.001). The mean 
correlation for Baseline vs. During Stimulations on experimental sessions was 
significantly lower than that of control sessions for both the 10-second group (p < 
0.01) and the 3-second group (p < 0.01) and the population distributions were 
skewed to lower correlations (KS = 0.007, pArchT-10sec = 0.0128, KS = 0.112, pArchT-
3sec = 0.043). The Baseline vs. Between Stimulation correlations on experimental 
days were lower than control (pArchT-10sec < 0.01, pArchT-3sec < 0.01) and had left 
shifted population distributions (KS = 0.149, pArchT-10sec < 0.001, KS = 0.221, 
pArchT-3sec = 0.001). The During vs. Between correlations were higher than 
Baseline vs. During (pArchT-10sec < 0.01, pArchT-3sec < 0.01) and higher than Baseline 
vs. Between (pArchT-10sec < 0.01, pArchT-3sec < 0.05). For both durations of 
stimulation the activity during the Intervention period was stable despite the 
phasic input from the MEC. 
 
2.3.4  Changes in Firing Rates 
A subset of CA1 cells showed a significant change of within field firing rate 
during the Intervention period. Firing rates were calculated using within field firing 
rates for individual laps. The median rate during Baseline was compared to the 
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median rate during Intervention. In both ArchT and Sham animals, regardless of 
whether stimulation was used, rate changes were common between the Baseline 
and Intervention periods (51.8% of cells). However, place cells of ArchT animals 
were significantly more likely to change their firing rates on days with stimulation 
than on days when ArchT was not stimulated (Figure 2.7A; 57.1% vs. 45.1%, χ2 
(1, N = 1014) = 12.838, p < 0.001). The place cells of Sham animals did not show 
a significant difference in the number of rate remapping cells (Figure 2.7A; 42.4% 
vs. 48.6%, χ2 (1, N = 227) = 0.423, p = 0.345). 
It is possible that the presence of rate remapping is an artifact of global 
remapping, and analysis was limited to cells with high spatial correlation (r>0.9) 
to guard against this possibility. A larger proportion of cells had significant firing 
rate changes during experimental sessions compared to control for ArchT 
animals (Figure 2.7B; 54.1% vs. 41.4%, χ2 t(1, N = 498) = 90.92, p < 0.001). 
Sham animals did not show a significant difference in the proportion of rate 
changing cells (Figure 2.7B; 36.4% vs. 45.5%, χ2 (1, N = 154) = 1.316, p = 
0.251).  
The presence of rate remapping cannot be explained by an overall change 
in firing rate. There was no significant difference in the mean firing rate when the 
Baseline and Intervention periods were compared for experimental and control 
sessions (F(3,2024) = 0.77, p = 0.511). Sham animals also did not show a change 
in firing rate (F(3,450) = 0.01, p = 0.999). 
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2.3.5  Spatial Representation Remains Stable through the Post-Session 
One hypothesized effect of MEC disruption in a decreased stability of CA1 
place fields with multiple exposures to the same environment. Post-Sessions 
were used to evaluate the persistence of MEC disruption-induced remapping and 
occurred either immediately after the inactivation session or 1-2 hours later. In 
sessions with a Post-Session immediately following the Intervention the 
remapping remained stable. The spatial activity during the Post-Session was 
more highly correlated with the Intervention than with the Baseline (t(360) = -2.656, 
p = 0.008) and the population distribution skewed to higher correlations for the 
Intervention vs. Post-Session (KS = 0.227, p < 0.001). 
For Post-Sessions that occurred 1-2 hours after the inactivation session 
the results were similar. The Baseline vs. Post-Session correlations were lower 
than the Intervention vs. Post-Session correlations (t(980) = -3.0413, p = 0.002) 
with a left-shifted population distribution (KS = 0.105, p = 0.008; Figure 2.8A). 
The Post-Session activity more closely resembles the Intervention period than 
Baseline. Plotting the correlations of Baseline vs. Post-Session against those of 
the Intervention vs. Post-Session (Figure 2.8B) shows that many remapped cells 
retained their new firing locations. Any point along the diagonal shows that the 
Post-Session is equally correlated with both Baseline and Intervention. Cells 
above the diagonal had a Post-Session more highly correlated with the 
Intervention period while cells below the diagonal had a Post-Session more 
  
64 
correlated with the Baseline session. A small population of cells lies above the 
diagonal suggesting that for a subset of cells remapping occurred during the 
Intervention session and remained stable through the Post-Session. Most cells 
clustered along the diagonal, which is expected because many cells remained 
stable throughout the Intervention. A linear relationship exists between the two 
correlations (slope = 0.679 [0.630, 0.729], y-intercept = 0.296 [0.2565 0.3361], R2 
= 0.602, df = 488), and it is important to note that the model predicts higher 
correlations for Intervention vs. Post-Session values compared to Baseline vs. 
Post-Session values.  
Sham animals did not show a significant difference in mean for the Post-
Session correlations with Baseline compared to with Intervention (t(227) = -0.072, 
p = 0.9426). There was also a strong linear relationship between Baseline to 
Post-Session and Intervention to Post-Session correlations (slope = 0.916 [0.832 
1.001], y- intercept = 0.038 [-0.013 0.090], R2 = 0.804, df = 112; Figure 2.8C). 
This linear model predicts similar correlations with the Post-Session for Baseline 
and Intervention.  
 
2.3.6  Spatial Representation Remains Intact 
It was hypothesized that the MEC is the source of hippocampal spatial 
information and decreased levels of spatial tuning are expected to follow MEC 
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disruption. The level of spatial representation was evaluated using two common 
methods: sparsity, which measures how diffuse the firing field is, and the Skaggs 
spatial information score, which measures how well the activity of a neuron gives 
information about location. No difference was found between the means of the 
ArchT Baseline, ArchT Intervention, Sham Baseline and Sham Intervention 
information scores (F(3,1237) = 0.59, p =0.6233). There was a significant difference 
in the level of sparsity among the four groups (one-way ANOVA, F(3,1237) = 2.66, p 
= 0.047), but a post-hoc Tukey HSD shows no significant difference for any pair 
(p > 0.05). The population distributions of information scores in the Baseline and 
Intervention periods were not significantly different for either the ArchT animals 
(KS = 0.083, p = 0.093; Figure 2.9C) or the Sham animals (KS = 0.084, p = 
0.805; Figure 2.9D) indicating that cells in the hippocampus still retained strong 
spatially selective activity in the presence of MEC disruption. The population 
distribution of sparsity scores also did not indicate a difference in sparsity for 
ArchT animals (KS = 0.089, p = 0.059; Figure 2.9A) or for Sham animals (KS = 
0.070, p = 0.939; Figure 2.9B). Although it does not reach the level of 
significance there does appear to be a trend toward lower sparsity scores in the 
ArchT animals when the MEC is disrupted. This could be a sign that MEC does 
partially drive the activity of place cells, but this would be to a small degree that is 
difficult to capture in this experiment.   
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2.4  Discussion 
The results here corroborate previous findings that the MEC has an 
influence on hippocampal processing but the influence is not a direct drive onto 
place cells. The results are at odds with several models of place cell formation 
that posit a direct transformation of grid cells to a place cell code (Savelli and 
Knierim 2010) in which an integration of grid cell activity could result in a single-
peaked place field. If place cells did derive solely from combinations of grid cells 
the impact of MEC inactivation would be a profound disruption of hippocampal 
spatial coding, and any cells receiving input from the inactivated regions would 
show a deficit in spatial tuning while cells in other hippocampal areas would be 
relatively unaffected. In this experiment, however, hippocampal neurons 
continued to show sharply tuned spatial firing fields during a period of MEC 
disruption with no loss of spatial specificity measured by both spatial information 
and sparsity.  
Although cells did not show a decrease in magnitude of spatial selectivity 
the presence of global and rate remapping indicates that the MEC does affect 
hippocampal spatial representation. The qualitative features of the representation 
manifested in a partial remapping effect where a subset of cells had altered 
activity. The cells that changed activity patterns did not do so in a coherent 
manner, and there were different phenotypes of change. Some cells changed 
location selectivity, some became silent, some came online and others remained 
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active in the same location but fired at significantly different rates. Further 
evidence against a direct grid cell to place cell transformation was that the 
remapping remained remarkably stable throughout the disruption period even 
though disruption of MEC activity was phasic. If place cells did result from grid 
cell summation the altered hippocampal activity could be time-locked to the 
disruption periods. It is also possible that MEC is unable to generate coherent 
activity between stimulations and activity in CA1 would be unstable.  
 
2.4.1  Maintained Integrity of Spatial Representation 
It is important to stress that although there was altered spatial coding 
there was no quantitative change in how well the environment was represented. 
There was no increase in the diffuseness of the place fields, and there was no 
decrease in spatial information. Low spatial information would indicate neural 
activity does not predict the animal’s location. The high information throughout 
the Intervention period shows that the spatial representation is intact. Neurons 
fired with the same amount of spatial tuning during periods of phasic MEC 
inactivation as during periods without disruption of MEC. The change in spatial 
representation that results from disrupting the input from MEC is primarily a 
qualitative change in the representation. 
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2.4.2  Stability of Hippocampal Representation 
The stability of the hippocampal representation was particularly interesting 
given the transient nature of the disruptions. Despite unstable input from the 
MEC, the hippocampus is able to stabilize an ensemble of neurons. The stability 
of spatial representation provides evidence that the MEC is not directly 
controlling the spatial tuning of individual neurons. Rather than needing to rely on 
the input from MEC it is likely that the internal circuitry of the hippocampus is able 
to stabilize a representation independently. If this is the case any input from the 
MEC would be incorporated into the preexisting circuitry of the hippocampus 
where it would influence activity rather than activating a new representation.  
It is also interesting to note that the representation was stable over 
approximately 20 minutes, the time of the intervention period, and remained 
stable over several hours as seen by the greater similarity of the Post-Session to 
the Intervention period than to the Baseline. Since the stability occurred over a 
course of minutes as well as a course of hours the mechanism by which the 
hippocampus stabilized a population must encompass at least several hours 
even when MEC input returns. Based on the different phases of LTP and 
behavioral studies in which consolidation is disrupted, the stabilization seen here 
probably depends on two processes. The early stage of stabilization is likely 
dependent on rapid changes within neurons involving signaling cascades and 
phosphorylation of preexisting proteins while the later stage of stabilization likely 
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requires changes in protein translation and gene transcription in order to cause 
changes on the order of hours (McGaugh 2000). Future experiments to 
selectively affect different parts of this process will be important to understand 
the specific molecular mechanisms by which the population is able to stabilize 
without information from the MEC.  
Although the results show that MEC is not required for the hippocampus to 
stabilize a representation this does not mean that the hippocampus does so 
independently. The strengthening of the neural activity could be depended on 
other interactions and it would be interesting to look at the way other 
hippocampal afferents affect representation. 
The evidence that the hippocampal internal circuitry can have its own 
stable representation is consistent with the idea that the hippocampus has the 
ability to store spatial relationships and can form abstract internal representations 
of space (McNaughton et al. 1996). This would indicate multiple pre-organized 
representations that can be altered by new input. The neurons in the 
hippocampus are not only active in response to external stimuli and self-
navigational cues but can retain firing relationships in the absence of external 
input seen during what have been called neural replay events. These events are 
correlated with behavior and occur during periods of awake quiescence 
(Karlsson and Frank 2009) and sleep (Ramadan, Eschenko and Sara 2009). 
During these events neurons replay the same pattern of activity present during a 
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previous experience. This shows that spatial firing may be influenced by external 
features, but it can also be stored as an internal representation and reactivated 
without the same external information. 
 
2.4.3 Contextual Representation 
Some theories of memory formation propose that a function of the 
hippocampus is to capture individual episodes and to form a relational schema 
composed of connections between the different episodes (Eichenbaum et al. 
1999). The formation of mental schemas is a function that could be supported by 
internal circuitry capable of representing spatial relationships. The presence of 
internal circuitry with stored relationships is shown in the phenomenon of preplay 
(Dragoi and Tonegawa 2013). In preplay neurons active during sleep prior to a 
new behavioral experience are later active during that behavior and exhibit 
similar relationships to one another. This shows that the hippocampus has pre-
formed representations that can be activated during a particular experience and 
linked with the particulars of an experience to form a new event representation. 
The pre-formed base of the event would represent commonalities between 
experiences and would serve as linkages in a relational schema.  
Given the presence of pre-existing neuronal relationships in the 
hippocampus, the question of what determines the active representation 
remains. It is possible that the role of the MEC is to “choose” which 
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representation to potentiate for the current situation. This would mean that in the 
absence of the MEC spatial relationships would still exist within the 
hippocampus, but the particular potentiated relationship would rely on other 
areas a function that could explain a previous finding of decreased place cell 
stability following lesions of the MEC.  
The change in spatial representation following MEC disruption is not the 
emergence of a new orthogonal representation. Remapping occurred only in a 
subset of cells and a significant proportion of cells remained unchanged.  It 
appears that MEC disruption shifts the population code to a new stable ensemble 
similar to the one active before the disruption. The effect of MEC disruption is 
partial remapping akin to what is observed during cue rotations (Brown and 
Skaggs 2002) or changes of objects within the environment (Burke et al. 2011). 
These results could be explained by attractor dynamics in the hippocampus 
(Jeffery 2011). Since the input from MEC is not completely changed using this 
optogenetic technique, the disruption could switch the hippocampus into a similar 
attractor state. The optogenetics technique might not affect enough of the MEC 
to cause a complete spatial remapping, and it is possible that complete MEC 
disruption could lead to an orthogonal representation in the hippocampus. 
The results of this study indicate that the MEC is important for determining 
which hippocampal representation is active to represent a particular context, but 
it is possible that the MEC also contributes directly to the spatial tuning of 
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hippocampal place cells in addition to the effect on biasing preexisting 
representations. Such an effect would be difficult to separate from the large 
remapping effect. It could be a small subset of cells that are affected by direct 
loss of driving input, but that would be difficult to see with a large proportion of 
stable cells. Another possibility is that individual place cells still retain most of 
their MEC input since only a small portion of MEC is affected by disruption. The 
minor effect of partial loss of driving input would be difficult to find.    
The strong remapping effect indicates that even if some parts of the 
hippocampal representation are directly driven by the MEC a large part is 
influenced rather than driven. The results are consistent with the hypothesis that 
the role of the hippocampus is to form memories as part of a cortical-
hippocampal memory circuit. Contextual relationships are present within the 
hippocampus and can be potentiated to represent particular experiences. The 
spatial representation present in the MEC gives the possibility that the MEC uses 
this information to select the appropriate hippocampal representation into which 
information from other regions, particularly the LEC, could generate the 
representation of the specific event. The contextual basis would be part of the 
relational schema that links experience together based on commonalities.  
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Figure 2.1 - Behavioral Design 
A. During recording sessions animals ran unidirectionally around an elliptical track for 
cereal reward. 
B. The medial entorhinal cortex was inactivated using ArchT and neural recordings were 
simultaneously made in area CA1 of the hippocampus. 
C. Recording sessions consisted of 3 epochs: a 10 minute Baseline, a 25-minute 
Intervention period and a 35-minute Post-Session 1–2 hours after the Intervention 
period. During the Intervention period laser stimulations occurred for a duration of 10 
seconds with inter-stimulation intervals that averaged 20 seconds. Control recording 
sessions did not use laser stimulation but were otherwise identical. 
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Figure 2.2 - Examples of Remapping 
 
Neurons recorded in CA1 showed several forms of remapping as a result of medial 
entorhinal cortex disruption. Spatial rate maps for the During Stimulation and Between 
Stimulation periods were calculated by combining the neural activity of all of all light 
stimulation periods and of all inter-stimulation intervals. 
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Figure 2.2 - Examples of Remapping
Neurons recorded in CA1 showed several forms of remapping as a result of 
medial entorhinal cortex disruption. Spatial rate maps for the During Stimulation 
and Between Stimulation periods were calculated by combining the neural 
activity of all of all light stimulation periods and of all inter-stimulation intervals. 
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Figure 2.3 – Calculation of Pearson Correlations 
Spatial remapping was quantified using Pearson correlations of the spatial rate maps. 
The correlations used for the analyses are shown above: The Baseline was correlated 
with the Intervention session, which is the period of transient MEC disruption, to assess 
remapping. The Baseline was also correlated with the During and Between Stimulation 
periods, and the two components of the Intervention period were correlated to assess 
stability of the CA1 neural representation during MEC disruption. Correlations were also 
performed with the Post-Session data. The Baseline and Intervention periods were 
correlated with the Post-Session (not shown) to evaluate the persistence of MEC 
disruption induced CA1 remapping. 
 
  
Baseline vs During Stimulations During vs Between Stimulations
Baseline vs Between Stimulations
During
Stimulations
Between
Stimulations
Intervention Period
Baseline
Baseline vs Intervention
Figu  2.3 – Calculation of Pearson Correlations
Spatial remapping was quantified using Pearson correlations of the spatial rate 
maps. The correlations used for the analyses are shown above: The Baseline 
was correlated with the Intervention session, which is the period of transient MEC 
disruption, to asses remapping. The Baseline was also correlated with the During 
and Between Stimulation periods, and the two components of the Intervention 
period were correlated to assess stability of the CA1 neural representation during 
MEC disruption. Correlations were also performed with the Post-Session data. 
The Baseline and Intervention periods were correlated with the Post-Session (not 
shown) to evaluate the persistance of MEC disruption induced CA1 remapping. 
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Figure 2.4 - Spatial Remapping with MEC inactivation 
A. For animals expressing ArchT, the mean spatial correlation of the Baseline to the 
Intervention period on days with MEC inactivation (n = 690, 0.853 ± 0.009) was lower 
than the mean correlation between the first and second halves of control sessions (n = 
324, 0.907 ± 0.010) (unpaired t-test, t(1004) = -3.540, ***p < 0.001). 
B. The population distribution of Baseline vs. Intervention correlations was shifted to 
lower values than the distribution of correlations between the first and second half of 
the control session (KS = 0.112, p < 0.01). 
C. For Sham animals the mean correlation Baseline vs. Intervention (n = 118, 0.839 ± 
0.024) was not significantly different than the mean correlation on control days (n = 
109, 0.853 ± 0.025) (unpaired t-test t(224) = 0.0418, p > 0.05). 
D. The population distributions of correlations were not significantly different between 
inactivation and control sessions for animals with Sham virus (KS = 0.091, p > 0.05). 
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    Figure 2.4 - Spatial Remapping with MEC inactivation
A.  F r animals expressi g ArchT, th  mean spatial correlation of the Baseline t  
the Interventio  period on days with MEC inactivation (n = 690, 0.853 ± 0.009) 
was lower than the mean correlation between the first and second halves of 
control sess ons (n = 324, 0.907 ± 0.010) (unpaired t-test, t(1004) = -3.540, ***p < 
.001). 
B. The population distribution of Baseline vs Intervention correlations was shifted 
to lower values than the distribution of correlatio s between the first and s cond 
half of the contr l session (KS = 0.112, p < 0.01). 
C. For Sham animals the mean correlation Baseline vs Intervention (n = 118, 
0.839 ± 0.024) was not significantly different than the mean correlation on control 
days (n = 109, 0.853 ± 0.025) (unpaired t-test t(224) = 0.0418, p > 0.05). 
D. The population distributions of correlations were not significantly different 
between inactivation and control sessions for animals with Sham virus (KS = 
0.091, p > 0.05).
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Figure 2.5 – Stable Representation during Transient Inhibition 
A. When the Intervention period is divided into During Stimulation and Between 
Stimulation periods a significant difference is found among correlations with Baseline 
and one another (one-way ANOVA F(3,1940) = 29.303, p < 0.001). The mean Baseline 
vs. During Simulation correlation (0.851 ± 0.010) was not significantly different than 
Baseline vs. Between (0.838 ± 0.012, p > 0.05).  Both correlations were significantly 
lower than control (0.907 ± 0.010, p < 0.001) and lower than the mean correlation of 
During vs. Between Stimulation (0.948 ± 0.004, ***p < 0.001) periods was higher than 
control (***p < 0.001). The mean During vs. Between correlation was higher than 
correlations during control sessions (p < 0.001). Averages presented as (mean ± 
standard error). 
B. The population distributions of correlations were also significantly different when the 
Intervention session was divided into During and Between stimulation periods. There 
were more highly correlated cells for the During vs. Between correlations (KS = 
0.1536, p < 0.01) when compared to control. The Baseline vs. During was shifted to 
lower correlations relative to control (KS = 0.119, p = 0.004) as were the Baseline vs. 
Between correlations (KS = 0.01519, p < 0.001). No significant difference was seen for 
the Baseline vs. During and the Baseline vs. Between correlations (KS = 0.052, p = 
0.437). 
C. A strong linear relation exists between the Baseline vs. During and the Baseline vs. 
Between correlations (slope = 0.903, y-intercept = 0.074, R2 = 0.805).  
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Figure 2.5 – Stable Representation during Transient Inhibition
             
A. When the Intervention period is divided into During Stimulation and Between 
Stimulation periods a significant difference is found among correlations withe 
Baseline and one another (one-way ANOVA F(3,1940) = 29.303, p < 0.001). The 
PHDQ%DVHOLQHYV'XULQJ6WLPXODWLRQFRUUHODWLRQZDVQRWVLJQLIL-
FDQWO\GLIIHUHQWWKDW%DVHOLQHYV%HWZHHQp !%RWKFRUUHOD-
WLRQVZHUHVLJQLILFDQWO\ORZHUWKDQFRQWUROp < 0.001) and lower 
WKDQWKHPHDQFRUUHODWLRQRI'XULQJYV%HWZHHQ6WLPXODWLRQ***p 
< 0.001) periods as higher than control (***p < 0.001). The mean During vs 
Between correlation was higher than higher than correlations during control 
sessions (p$YHUDJHVSUHVHQWHGDVPHDQVWDQGDUGHUURU
B. The population distributi s f correlations were also significantly differ nt 
h the Intervention session was divided into During and Betwe  stimulation 
periods. The we e more highly correlated c lls for the During vs Between correla-
tions (KS p < 0.01) when compared to control. The Baseline vs During 
was shift d to lower correlations r lativ  to control (KS = 0.119, p = 0.004) as 
re the Baseli e vs Between correlations (KS p < 0.001). No signifi-
cant difference was seen for the Baseline vs During and the Baseline vs Between 
correlations (KS  p = 0.437). 
C. A strong linear relation exists between the Baseline vs During and the Base-
line vs Between correlations (slope = 0.903, y-intercept = 0.074, R2  
  
78 
 
Figure 2.6 – No Effect of Stimulation Duration 
A. The mean Baseline Intervention correlations for 10-second and 3-second 
duration stimulations were lower than control sessions (one-way ANOVA, 
F(2,1003) = 6.26, **p = 0.002, post-hoc Tukey HSD, *p10-sec < 0.05, **p3-sec < 0.01) 
but were not significantly different than one another (p > 0.05).  
B. The population distributions of the Baseline vs. Intervention correlations were 
lower than control for both stimulation durations (KS = 0.117, p10-sec = 0.014, 
KS = 0.130, p3-sec < 0.012). The distributions for the 10-second and 3-second 
animals were not significantly different (KS = 0.055, p = 0.682). 
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Figurer 2.6 – No Effect of Stimulation Duration
$7KHPHDQ%DVHOLQH,QWHUYHQWLRQFRUUHODWLRQVIRUVHFRQGDQGVHFRQG
GXUDWLRQVWLPXODWLRQVZHUHORZHUWKDQFRQWUROVHVVLRQVRQHZD\$129$F 
 **p SRVWKRF7XNH\+6'*p10-sec **p3-sec EXWZHUH
QRWVLJQLILFDQWO\GLIIHUHQWWKDQRQHDQRWKHUp!
%7KHSRSXODWLRQGLVWULEXWLRQVRIWKH%DVHOLQHYV,QWHUYHQWLRQFRUUHODWLRQVZHUH
ORZHUWKDQFRQWUROIRUERWKVWLPXODWLRQGXUDWLRQVKS p10-sec KS = 
p3-sec7KHGLVWULEXWLRQVIRUWKHVHFRQGDQGVHFRQGDQLPDOV
ZHUHQRWVLJQLILFDQWO\GLIIHUHQWKS p 
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Figure 2.7 – Rate Remapping during MEC Disruption 
 
A. A significant proportion of cells had large changes of firing rate (± 25%) for all 
groups (51.8%). ArchT animals had a larger proportion of remapping cells on 
experimental days (57.1%) than on control days (45.1%)(χ2 (1, N = 1014) = 
12.838 ***p < 0.001). Sham animals did not have a significant difference in the 
proportion of remapping cells between experimental and control sessions 
(42.4% vs. 48.6%, χ2 (1, N = 227) = 0.423, p = 0.345). 
B. The effects of rate remapping were examined for cells that maintained a stable 
firing location (r > 0.9) to ensure that global remapping was not the cause of 
apparent rate remapping. ArchT animals had a significantly high proportion of 
rate remapping (54.1% vs. 41.4%, χ2 (1, N = 498) = 90.92, ***p < 0.001). Sham 
animals did not show a significant difference in the proportion of rate remapping 
cells 36.4% vs. 45.5%, χ2 (1, N = 154) = 1.316, p = 0.251). 
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Figure 2.7 – Rate Remapping during MEC Disruption 
A. A significant proportion of cells had large changes of firing rate (± 25%) for all 
groups (51.8%). ArchT ani als had a larger proportion of rem pping cells on 
H[SHULPHQWDOGD\VWKDQRQFRQWUROGD\VȤN = 1014) = 
12.838 ***p < 0.001). Sham animals did not have a significant difference in the 
proportion of remapping cells betwe n experimental and control sessions (42.4% 
YVȤN  p = 0.345). 
B. The effects of r te remapping were examined for cells that maintained a stable 
firing locatio  (r > 0.9) to ensure that global remapping was not the cause of 
apparent rate remapping. ArchT animals had a significantly high proportion of 
UDWHUHPDSSLQJYVȤN  ***p < 0.001). Sham 
animals did not show a significant difference in the proportion of rate remapping 
FHOOVYVȤN  p = 0.251).
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Figure 2.8 – Remapping is Retained in the Post-Session 
A. Population distributions of the Baseline vs. Post-Session and the Intervention vs. 
Post- Session correlations for recording sessions with a 1-2 hours separation between 
Intervention and Post-Session. The population of correlations is shifted to higher 
values for the Intervention vs. Post-Session (KS = 0.105, p = 0.008). A similar result 
was seen for Post-Sessions that occurred immediately after the Intervention (not 
shown, KS = 0.227, p < 0.001). 
B. A plot of the Baseline vs. Post-Session against Intervention vs. Post-Session 
correlations for individual cells further shows the stronger Post-Session correlation with 
the Intervention. A strong linear relationship is present (slope = 0.679, y-intercept = 
0.296, R2 = 0.602). The y-intercept above zero indicates higher values of Intervention 
vs. Post-Session correlations. C. When the Baseline and Intervention correlations with 
the Post-Session are plotted for Sham animals a linear relationship is seen (slope = 
0.916, y-intercept = 0.038, R2 = 0.804). The line of best fit does not indicate any 
tendency for higher Post-Session correlations with either the Baseline or Intervention. 
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Figure 2.8 – Remapping is Retained in the Post-Session
$3RSXODWLRQGLVWULEXWLRQVRIWKH%DVHOLQHYV3RVW6HVVLRQDQGWKH,QWHUYHQWLRQYV3RVW-
6HVVLRQFRUUHODWLRQVIRUUHFRUGLQJVHVVLRQVZLWKDKRXUVVHSDUDWLRQEHWZHHQ,QWHUYHQWLRQ
DQG3RVW6HVVLRQ7KHSRSXODWLRQRIFRUUHODWLRQVLVVKLIWHGWRKLJKHUYDOXHVIRUWKH,QWHUYHQWLRQ
YV3RVW6HVVLRQKS p $VLPLODUUHVXOWZDVVHHQIRU3RVW6HVVLRQVWKDW
RFFXUUHGLPPHGLDWHO\DIWHUWKH,QWHUYHQWLRQQRWVKRZQKS p
%$SORWRIWKH%DVHOLQHYV3RVW6HVVLRQDJDLQVW,QWHUYHQWLRQYV3RVW6HVVLRQFRUUHODWLRQVIRU
LQGLYLGXDOFHOOVIXUWKHUVKRZVWKHVWURQJHU3RVW6HVVLRQFRUUHODWLRQZLWKWKH,QWHUYHQWLRQ$
VWURQJOLQHDUUHODWLRQVKLSLVSUHVHQWVORSH \LQWHUFHSW R 7KH
\LQWHUFHSWDERYH]HURLQGLFDWHVKLJKHUYDOXHVRI,QWHUYHQWLRQYV3RVW6HVVLRQFRUUHODWLRQV&
:KHQWKH%DVHOLQHDQG,QWHUYHQWLRQFRUUHODWLRQVZLWKWKH3RVW6HVVLRQDUHSORWWHGIRU6KDP
DQLPDOVDOLQHDUUHODWLRQVKLSLVVHHQVORSH \LQWHUFHSW R 7KHOLQHRI
EHVWILWGRHVQRWLQGLFDWHDQ\WHQGHQF\IRUKLJKHU3RVW6HVVLRQFRUUHODWLRQVZLWKHLWKHUWKH
%DVHOLQHRU,QWHUYHQWLRQ
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Figure 2.9 – Spatial Representation Remains Intact 
A. The level of sparsity did show a difference between the four groups in a one-way 
ANOVA (F(3,1237) = 2.66, p = 0.047) but post-hoc tests showed no significant 
differences for any pair. On days with MEC disruption the population distribution of 
sparsity scores shows a trend to higher sparsity (KS =0.089, p = 0.059), but there is no 
profound increase of place cell diffuseness. 
B. Animals with Sham virus show no difference in the population distribution of sparsity 
scores between control and intervention session (KS = 0.070, p = 0.939). 
C. The amount of spatial information present in CA1 did not differ between the four 
groups (F(3,1237) = 0.590, p = 0.623). The population distribution of spatial information 
was not significantly different for ArchT animals during intervention sessions (KS = 
0.083, p = 0.093). 
D. Sham animals showed no difference in population distribution of spatial information 
scores between control and intervention sessions (KS = 0.084, p = 0.805). 
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Figur  2.9 – Spati l Representation Remain  Intact
A. The lev l of sparsity did show a diff rence between the four groups in a 
one-way ANOVA (F(3,1237) = 2.66, p = 0.047) but post-hoc tests showed n  signifi-
cant differences for any pair. On days with MEC disruption the population distri-
bution of spar ity scores shows a tr nd to higher sparsity (KS =0.089, p = 0.059), 
but there is no profound increase of place cell diffuseness.  
B. Animals with Sham virus show no difference in the population di tribution of 
sparsity scores between control and intervention session (KS = 0.070, p  = 
0.939). 
C. Th  amount of spatial information present i  CA1 did not differ between the 
four groups (F(3,1237) = 0.590, p = 0.623). The population distribution of spatial 
information was not significantly different for ArchT animals during intervention 
sessions (KS = 0.083, p = 0.093). 
D. Sham animals showed no difference in population distribution of spatial 
information scores between control and intervention sessions (KS = 0.084, p = 
0.805).
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Figure 2.10 - Viral Expression in the Hippocampus and the MEC 
 
The virus used to deliver ArchT to neurons also encoded for GFP to allow localization of 
the viral spread. The GFP was not visible using fluorescence microscopy possibly due to 
photobleaching. An immunoperoxidase stain with a primary antibody directed against 
GFP was used to localize virus spread. 
A. Localization of GFP near the site of viral injection in the MEC. 
B. GFP present in the hippocampus following injection of virus into the MEC. The cells of 
the MEC that expressed virus project directly to the hippocampus.  
B
A
Figure 2.10 - Viral Expression in the Hippocampus and the MEC
The virus used to deliver ArchT to eurons also enc ded for GFP to allow 
localization of the viral spread. Th  GFP was not visible using fluorescence 
microscopy possibly due to photobleaching. An immunoperoxidase stain with a 
primary antibody directed against GFP was used to localize virus spread. 
A. Localization of GFP near the site of viral injection in the MEC. 
B. GFP present in the hippocampus following injection of virus into the MEC. The 
cells of the MEC that expressed virus project directly to the hippocampus. 
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Chapter 3: Inactivation of the Medial Prefrontal Cortex Changes Odor 
Representation on a Conditional Discrimination Task 
 
3.1  Introduction 
The prefrontal cortex is thought to play a role in cognitive control and 
decision making to generate appropriate behavior for a vast array of possible 
situations (Coutlee and Huettel 2012). This hypothesis originated from studies of 
human patients with frontal lobe damage in whom most well documented effects 
are related to cognitive control. Patients exhibit deficits in directing attention to 
relevant stimuli while disregarding irrelevant stimuli. They have difficulty planning 
complex actions, making decisions and have impaired working memory. In 
general the deficits are different forms of cognitive flexibility (Stuss et al. 2000; 
Tsuchida and Fellows 2013).  
The presence of connections with the hippocampus means that prefrontal 
damage likely plays a role in memory. Some patients with frontal lobe damage 
show impairments of recognition memory with both encoding and retrieval 
deficits. They may also show decreased use of remembering strategies 
(Gershberg and Shimamura 1995). A challenge to understanding frontal lobe 
function is the diversity of processes that depend on an intact PFC. Primate 
studies have implicated the DLPFC as a region critical for executive functions 
and cognitive control. The DLPFC is required for working memory, directed 
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attention, and performance of goal-directed behaviors especially those that 
require manipulation of information (Miller and Cohen 2001). The rodent 
prefrontal cortex does not have the same anatomical specialization that is seen 
in primates, and there are no exact homologs between primates and rodents. 
However, the rodent mPFC does exhibit functional similarities to those of the 
DLPFC (Brown and Bowman 2002). The mPFC has been implicated in cognitive 
control and rodent models of executive functions (Miller and Cohen 2001; 
Euston, Gruber and McNaughton 2012). Rodents with mPFC lesions show 
deficits that parallel those of human patients with frontal lobe damage. Lesion 
studies show that the mPFC is critical for behavioral flexibility (Dias and Aggleton 
2000; McDonald et al. 2008) including directing attention to currently relevant 
stimuli (Birrell and Brown 2000) and switching between habitual and goal-
directed actions (Coutureau and Killcross 2003). The mPFC is also important for 
working memory (Davies et al. 2012; Sloan, Good and Dunnett 2006) and 
declarative memory. Remote memory retrieval is especially sensitive to mPFC 
damage particularly the retrieval of associative memories (Barker and Warburton 
2013). Deficits in memory are consistent with the anatomical connections 
between the mPFC and hippocampal and parahippocampal areas 
(Groenewegen, Wright and Uylings 1997; Heidbreder and Groenewegen 2003). 
The mPFC receives a substantial projection from the ventral hippocampus, which 
suggests at least some role in memory. The mPFC does not have a direct return 
projection to the hippocampus, but several indirect connections are present. The 
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mPFC forms reciprocal connections with the perirhinal cortex, the entorhinal 
cortex and midline thalamic nuclei which are all reciprocally connected to the 
hippocampus as well (Hoover and Vertes 2012; Vertes et al. 2007), and these 
indirect connections have been shown to have important modulatory effects on 
hippocampal activity. Inactivating or lesioning the mPFC affects processing within 
the hippocampus for representation of environmental changes (Kyd and Bilkey 
2005) and for the quality of place cell representation (Hok et al. 2013).  
Electrophysiological studies of mPFC activity indicate a role in processing 
contextual information also consistent with hippocampal connectivity. The 
population activity of the mPFC ensemble distinguishes contexts although 
precise spatial tuning is not seen (Hyman et al. 2012). The lack of precise spatial 
firing is possibly because the projection to the mPFC is almost exclusively from 
the ventral hippocampus rather than from the sharply tuned firing fields of the 
dorsal hippocampus (Delatour and Witter 2002). The ventral part of the 
hippocampus has larger and more diffuse spatial firing fields (Kjelstrup et al. 
2008) that can extend over an entire enclosure. Large fields may generalize 
experiences that occur within the same location to link separate experiences to 
one another (Komorowski et al. 2013). In addition to contextual information, 
neurons in the mPFC have activity consistent with executive functions and 
cognitive control. Some cells tag previous experiences in working memory (de 
Saint Blanquat et al. 2010), and other cells represent the particular rule or 
strategy currently being used (Durstewitz et al. 2010). Individual cells have also 
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been shown to fire in anticipation of positive and negative stimuli (Miyazaki, 
Miyazaki and Matsumoto 2004; Corcoran and Quirk 2007) and to represent 
behavioral performance and outcome (Horst and Laubach 2012).  
The results of behavioral and electrophysiological studies support the 
hypothesis that the mPFC guides behavior in response to the current situation. 
Contextual representation enters the mPFC from the ventral hippocampus. The 
mPFC integrates the contextual input with information about reward and 
motivation, explained by the presence of context representation and anticipatory 
activity. Rule representations can be activated in response to external stimuli and 
can be used to direct behavior and affect the processing of sensory input 
(Turnock and Becker 2008).  
Simultaneous mPFC and hippocampal recordings provide evidence that 
the mPFC and the hippocampus interact to guide behavior and generate neural 
representations. Theta rhythms, thought to coordinate different brain regions and 
to facilitate altered synaptic connectivity, (Battaglia et al. 2011) are one of the 
most apparent links. Theta rhythms of the hippocampus can be correlated with 
rhythms throughout the neocortex (Sirota et al. 2008) and may synchronize 
activity across many cortical regions. The hippocampal theta rhythms have been 
found specifically correlated with oscillatory and unit activity in the mPFC (Colgin 
2011) which may explain how the two areas influence one another. Theta 
oscillations in the mPFC are highly correlated with hippocampal theta rhythms 
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during particular phases of behavior (Jones and Wilson 2005b). Gamma 
oscillations, which are generally thought to reflect local circuit dynamics, of the 
mPFC are entrained by theta rhythms of the hippocampus (Sirota et al. 2008). 
Theta-gamma interactions between the mPFC and hippocampus may provide a 
mechanism to strengthen local circuits and to coordinate circuits across diverse 
areas (Battaglia et al. 2011). Hippocampal theta oscillations have also been 
linked with mPFC unit activity. Activity of single neurons in the mPFC is often 
phase locked to hippocampal theta  (Hyman et al. 2005; Sirota et al. 2008; 
Siapas et al. 2005) and phase precession of mPFC neurons has also been 
observed (Jones and Wilson 2005a). 
It is important to note that the observed interactions are likely functional 
rather than coincidental since the degree of mPFC-hippocampal interactions has 
been correlated to behavior in multiple tasks. On a delayed nonmatch-to-place 
working memory task, entrainment of mPFC neurons to hippocampal theta 
activity varies with behavioral performance, and error trials have lowest levels of 
entrainment (Hyman et al. 2010). Hippocampus and mPFC theta coherence 
increases during periods of decision making on spatial working memory tasks 
(Jones and Wilson 2005b; Benchenane et al. 2010), and coherence is higher 
during anxiety-provoking situations (Adhikari, Topiwala and Gordon 2010). The 
presence of hippocampal-prefrontal interactions associated with behavioral 
demands provides strong evidence that coordination between the hippocampus 
and the mPFC is a component behavioral control. 
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Disruptions of the prefrontal-hippocampal circuit have further established 
the importance of the mPFC and hippocampus connections for behavioral 
performance. They also show that the mPFC influences how the hippocampus 
processes sensory stimuli. In hippocampal-prefrontal disconnection studies both 
the hippocampus and the mPFC are lesioned or inactivated unilaterally but 
contralateral to one another. Deficits in these studies show that the individual 
areas alone are not sufficient for normal function and that the interactions of the 
two that are critical. This technique has shown that the functional connectivity 
between the hippocampus and the mPFC is important for performance on an 
object-context association task (Barker and Warburton 2013), a spatial reference 
memory task on a water maze (Wang and Cai 2008) and a spatial working 
memory task (Wang and Cai 2006).  
Inactivation of the mPFC affects spatial and nonspatial representation in 
the hippocampus and shows that the mPFC guides the hippocampus (Hok et al. 
2013; Navawongse and Eichenbaum 2013). A previous study in the lab showed 
that on a conditional discrimination task hippocampal cells preferentially 
represented location. Over the course of learning cells develop object-location 
conjunctive firing (Komorowski, Manns and Eichenbaum 2009). A later study 
used the same behavioral paradigm combined with muscimol inactivation of the 
mPFC and recording from dorsal CA1. Muscimol inactivation decreased the 
proportion of conjunctive cells in CA1. Hippocampal cells lost object selectivity 
and increased place coding. The intervention also impaired behavioral 
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performance (Navawongse and Eichenbaum 2013).   
Dual recording studies show very precise timing of correlations between 
the mPFC and hippocampus but are unable to provide any causal links. 
Intervention studies have until recently required the use of lesions or 
pharmacological inactivation which allow possible compensatory changes. These 
techniques allow an evaluation of causality, but they do not give precise timing of 
the interactions or indicate the nature of interactions during specific behaviors.  In 
the present study we use a combination of optogenetic inactivation of the mPFC 
and simultaneous recording in dorsal CA1 as animals perform a contextual 
discrimination task. The aim is to address what effect the mPFC has on 
hippocampal representation of odors. We expect that inactivation of the mPFC 
during odor sampling will decrease the selectivity of hippocampal cells for the 
separate odors but will not affect spatial representation.   
3.2  Methods 
3.2.1  Subjects 
The subjects in this experiment were 2 Long-Evans rats, 375-400g at the 
start of training (Charles River Laboratories). Animals were housed individually 
and maintained on a 12-hour light/dark cycle and all training was done during the 
light phase of the cycle. After one week habituation to the Laboratory Animal 
Care Facility at Boston University animals were brought to the lab and handled 
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by experimenters 20 minutes/day for at least 5 days. Animals were food and 
water restricted to maintain a weight at least 85% of free-feeding weight. All 
procedures were approved by to Boston University Institutional Care and Use 
Committee. 
 
3.2.2  Implant Construction 
The drive used the same mold and electrode interface board as described 
in Chapter 2. The implants consisted of 15 independently movable tetrodes 
directed to CA1 and 4 independently movable tetrodes directed to the mPFC. 
The fiber used for light stimulation was a 200 µm fiber with an SMA connector 
(ThorLabs). The fiber was independently moveable and incorporated into the 
hyperdrive.   
3.2.3  Contextual Discrimination Behavior 
A custom made automated conditional discrimination apparatus was used. 
This apparatus consists of a center chamber (13 x 6 inches) with 2 identical 
attached alleyways (25 x 5 inches). Two sets of doors, one transparent and one 
black separate the center chamber from the alleyways. At the end of the 
alleyways there is a choice platform with 2 nose ports (3 inches high, 6 inches 
apart) connected to an odor delivery systems that can run scented air through 
the nose ports. Under each port is a well connected to a water delivery system 
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for reward delivery. LEDs and phototransistors were present in the nose port to 
time odor delivery. When the light beam is broken by a nose poke odor delivery 
is triggered and it is stopped with the animal removes its nose from the port. The 
alleyways and choice platforms had strips of Velcro along the sides to allow the 
addition of contextual cues to the apparatus (Figure 3.1A). Control of doors, odor 
delivery, and reward was controlled with custom software.  
Prior to behavioral testing the animal was habituated to the experimental 
apparatus a minimum of 3 times for 20 minutes per session. Drops of water and 
small cereal pieces (Kellogg's Froot Loops) were scattered along the apparatus 
to encourage exploration of the entire space.  
Behavioral shaping began post-habituation. The rat was first trained to 
poke into a nose ports at the end of the alleyway to receive a water reward, and 
initially any poke of at least 100 milliseconds was rewarded. The poke duration 
required for performance of the contextual discrimination is 1.5 seconds to allow 
time for odor sampling and to give the animal time to reject the port so the poke 
duration required for reward was slowly increased. Each sufficient duration poke 
increased the required duration by 100 milliseconds and 2 consecutive pokes 
shorter than the required duration decreased required duration by 100 
milliseconds. Once the rat could reliably poke for 1.5 seconds the animal was 
trained on a simple olfactory discrimination. At each port scented air was 
delivered during the nose poke period (odor sampling), and the rat was required 
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to remain with its nose in the correct port for 1.5 seconds to receive a reward. An 
incorrect trial was one in which the animal remained in the wrong port for 1.5 
seconds causing a buzzer to sound followed by a 5 second time out. The left-
right positions were pseudo randomized such that an odor did not appear on the 
same side on more than 3 consecutive trials. Upon reaching criteria (75% for 3 
days) the rat moved to the conditional discrimination task.  
For the conditional discrimination, contextual cues of different colors and 
textures were added to the alleyways to make them easily distinguishable from 
one another. On each trial the opaque door was lowered on one side allowing the 
animal to see the context of the upcoming trial. The transparent door was then 
lowered allowing the animal to enter the context, and upon arrival at the choice 
platform the rat was required to perform an olfactory discrimination. For trials in 
context A odor X was rewarded, and odor Y was rewarded in context B (Figure 
3.1A). The rat was then required to return to the center chamber to await the next 
trial. The first week of the conditional discrimination task was performed in block 
of five trials per context, and during subsequent session contexts and left-right 
positions were pseudo-randomized to prevent more than 3 consecutive trials of 
the same type.  
When the animal performed greater than 75% correct for at least 80 trials 
in a single session, the rat underwent surgery to implant a hyperdrive with 
tetrodes directed to CA1 and a fiber optic directed to the mPFC (Figure 3.1B). On 
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experimental days the rat ran a session that consisted of 80-100 trials on the 
conditional discrimination task. Inactivation of mPFC occurred on one half of the 
trials exclusively during the odor sampling period. 
 
3.2.3  Surgery 
General surgical procedures and medications were the same as those 
used in Experiment 1 with a lightly modified injection technique. During surgery a 
Hamilton Neuros syringe was lowered into mPFC (AP: 3.0, ML: 0.7, DV: -3.0) 
and viral suspension was infused at a rate of 25 nl/min for a total of 1 µl. The 
syringe was left in place for an additional 10 minutes to allow diffusion away from 
the tip. The implant consisted of a fiber optic cable directed to the site of viral 
injection and tetrodes directed to dorsal CA1 (AP: -3.60, ML: 2.4). The drive was 
secured in place with anchoring screws and Metabond (Parkell, Inc.). The 
animals was monitored until ambulatory and then returned to the animal facility.  
 
3.2.4  Electrophysiological Recordings 
Optogenetic disruption during recordings was performed using the same 
virus, protein and laser as used in Chapter 2. Laser stimulation was performed by 
TTL pulses delivered via a microcontroller (Arduino) and stimulations occurred 
during odor sampling. For one animal, light stimulation occurred beginning with 
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trial 1, but the other rat had a baseline of 30 trials before laser stimulation began.  
Recordings were performed as in Experiment 1. In addition, the 
timestamps of behaviorally relevant events (trial start, trial end, start of nose 
poke, end of nose poke, reward delivery on correct trials or buzzer on incorrect 
trials) were tracked and synced with neural activity. 
 
3.2.5  Data Analysis 
Unit identification and histological procedures were performed as 
described in Chapter 2. Averages are presented as (mean ± standard error) 
unless otherwise indicated. For linear regression, slope and y-intercept are 
presented with the values of the 95% confidence interval.   
Selectivity 
A selectivity index for the different odors was calculated by the formula: 
𝑆𝐼 = 𝑛 −    ( !!!!"#$)!!!!𝑛 − 1  
where 𝑛 is the total number of possible stimulus sampling events (2 for odors, 4 
for locations), λ! is the firing rate for the 𝑖-th event, and λ!"#$ is the maximum 
firing rate of the possible stimulus events. An SI value of 1 indicates that the 
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neuron fired exclusively for one type of event while an SI value of zero indicates 
that the neuron fired equally for all possible stimulus sampling events.  
 
3.3  Results  
A total of 376 total units were recorded from 2 animals over a total of 10 
experimental sessions. Cells with significant activity during odor sampling were 
defined as those that fit 2 criteria: during at least one trial type the firing rate had 
to be greater than 1.5 Hz and the cell must have been active on at least 5 trials. 
To exclude interneurons cells with mean firing rates greater than 5 Hz across the 
session were removed from the analyses. Using these criteria 224 (59.6%) of the 
total number of cells had significant firing during the odor sampling periods.  
 
3.3.1  Conjunctive Cells during Conditional Discrimination Performance 
The trial types on the automated conditional task were divided by context, 
position within a context and the odor, which results in 8 trial types. Individual 
cells had a variety of responses during the odor sampling. Some cells responded 
to location, some were most specific for a particular odor in a location and others 
had more complex firing patterns (Figure 3.2). Two-way ANOVAs were used to 
compare the neural activity during the odor sampling period. Main factors for this 
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analysis were odor (X or Y) and position within a context to determine whether 
cells were responsive to odor, location, both or neither. Conjunctive cells were 
defined as those that had a significant interaction in the ANOVA (p < 0.05). Of 
the 241 cells active during sampling 67 (27.1%) were found to exhibit conjunctive 
firing. Place selectivity was found in 119 (49.4%) of the cells, and only 1 cell 
(0.41%) was found to be specific to odor without a spatial component. Place cells 
in this experiment were defined as those active in a particular location with 
similar activity for both odors. Conjunctive neurons also showed a preferred 
location of activity, but the firing pattern also distinguished between the two 
different odors.  
 
3.3.2  Medial Prefrontal Cortex Disruption Alters Odor Representation 
 To determine the level of place and odor representation in the 
hippocampus selectivity scores were calculated for individual neurons. The effect 
of mPFC was evaluated by calculating odor and place selectivity scores 
separately for Light On and Light Off trials. Selectivity indices compared the firing 
rate in the preferred location or for preferred odor to the firing rate in other trial 
types. Disruption of mPFC activity during odor sampling led to a decrease in 
conjunctive activity. Individual cells in CA1 showed a variety of responses. Some 
conjunctive cells showed no change in odor selectivity during trials in which the 
mPFC was disrupted (Figure 3.2B). Other neurons showed lower levels of odor 
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distinction (Figure 3.2C, D), and some neurons had an increased level of odor 
selectivity during trials with mPFC disruption (Figure 3.2E). The four different 
calculations, odor selectivity for Light On, odor selectivity for Light Off trials, place 
selectivity for Light On and place selectivity for Light Off showed a significant 
difference among the groups (one-way ANOVA, F(3,1212) = 80.79, p < 0.001). A 
Post-hoc Tukey HSD test showed that average odor selectivity for either trial type 
was lower than average place selectivity (p < 0.001). The average odor 
selectivity index for Light On trials (0.430 ± 0.015) was lower than odor selectivity 
of Light Off trials (0.479 ± 0.016; p < 0.05; Figure 3.3). Because it was unclear 
whether odor selectivity scores follow a normal distribution the selectivity 
distributions were compared between the different trials types. This also gave an 
indication that the decreased mean selectivity was not due to a large change in a 
few cells. The decreased odor selectivity was due to a significant population 
change. The population distribution of odor selectivity indices showed more low 
levels of odor selectivity during mPFC disruption (Figure 3.4A; KS = 0.117, p = 
0.028)  
 
3.3.3  No Change in Location Selectivity 
 The average place selectivity during Light On trials (0.662 ± 0.011) was 
not significantly different than the average on Light Off trials (0.671 ± 0.012, p > 
0.05; Figure 3.3). There was also no significant difference in the population 
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distribution of place selectivity indices for Light On compared to Light Off trials 
(KS = 0.071, p = 0.401; Figure 3.4B). 
 
3.3.4  Relationship between Trials with and without Disruption 
The selectivity during Light On trials was plotted against selectivity during 
Light Off trials for odor (Figure 3.5A) and place (Figure 3.5B). The plots 
corroborate the result from above that showed average odor coding was lower 
than that of place coding. In almost all cells the place selectivity is greater than 
0.2, but many cells show odor selectivity lower than 0.2. Another difference is in 
the relationship between the different trial types. The odor selectivity has a weak 
linear relationship between Light On trials and Light Off trials (slope = 0.347 
[0.234, 0.461], y-intercept = 0.271 [0.206, 0.336], R2 = 0.137). Although the 
relationship is weak, the linear model predicts better odor representation during 
Light Off trials for most cells. The relationship of place selectivity scores between 
Light On and Light Off trials is moderate (slope = 0.51 [0.423  0.597], y-intercept 
=  0.32 [0.259, 0.381], R2 = 0.303). The linear model predicts similar values of 
selectivity between the different trials for individual cells.  
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3.3.5  No Change in Firing Rate during mPFC Disruption 
 It is possible that changes in odor selectivity may be partially explained by 
firing rate changes that result from mPFC disruption. To determine the overall 
level of CA1 activity the average firing rate was calculated for all cells and for 
conjunctive cells alone. The average firing rate during Light On trials (1.079 ± 
0.166) was not significantly different than the average firing during Light Off trials 
(1.043 ± 0.154) when the entire population was used (F(1,750) = 0.025, p = 0.874). 
The was no significant difference between Light On rate (1.714 ± 0.265) and 
Light Off rate (1.731 ± 0.273) when only conjunctive cells were used (F(1,154) = 0, 
p = 0.965). 
 
3.4  Discussion 
Inactivation of the mPFC during odor sampling on a conditional 
discrimination task lowers the level of odor representation but does not affect the 
level of spatial representation within the hippocampus. These results are 
consistent with results from a previous experiment using muscimol inactivation of 
the mPFC. Muscimol infusion into the mPFC as animals performed an object-in-
context task decreased the number of cells that represented objects but did not 
affect the representation of place (Navawongse and Eichenbaum 2012). The 
results from muscimol and optogenetic studies show that inactivating the mPFC 
decreases how well the hippocampus represents conjunctions of spatial and 
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nonspatial features. The results using optogenetic inactivation are interesting not 
only because they confirm the results of the muscimol study but also because the 
automated task allows a further understanding of the temporal interactions 
between the mPFC and the hippocampus.  The previous study also used a 
contextual discrimination task, but the new automated version has several 
advantages. The automated apparatus makes it possible to control odor delivery 
and to get precise timing of odor sampling. The manual version of the task did 
not have a way of determining the precise time of object sampling. The time had 
to be estimated using video of the rat’s behavior and was particularly difficult 
because the visual and olfactory cues of the object were available as the animal 
approached. Attempts to correlate neural activity and behavior are difficult 
because of the uncertainty about behavior.   
The timing of the mPFC inactivation is also a factor in interpreting the 
decreased odor selectivity in the hippocampus. In the muscimol study the mPFC 
was inactivated throughout the entire recording session. The observed decrease 
in object selectivity could be the result of blocking hippocampal-mPFC 
interactions at time periods other than object sampling. Since mPFC inactivation 
exclusively during the sampling period decreased nonspatial representation in 
the hippocampus it is apparent that mPFC interactions with the hippocampus are 
important for conjunctive encoding each time the stimulus is encountered. This is 
not to say that interactions during other behavioral epochs are not important for 
associative representation. Inactivation over several hours, as in the muscimol 
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study, leaves open the possibility that decreased object representation is partially 
due to blocking mPFC-hippocampus during other behavioral epochs. It is also 
possible that longer interventions can cause a more widespread disruption of the 
hippocampal memory circuit and deficits may not be specific to the loss of mPFC 
influence on the hippocampus.    
The result of this experiment is consistent with the hypothesis that one 
function of the mPFC is to represent the appropriate rule based on contextual 
input. The hippocampus is known to process sensory information and to 
represent space, which can lead to the development of a contextual 
representation. The hippocampus projects to the mPFC, which can then 
represent a rule to guide the processing of nonspatial information to enable the 
correct behavior. If this is how the mPFC functions, odor representation could be 
affected by mPFC disruption during multiple stages of interaction. Disruption 
during odor sampling could block the ability of the mPFC to guide sensory 
processing. It is likely that disruption during context sampling would also 
decrease the level of odor representation. Although the hippocampus would be 
contributing contextual information, the disorganized circuit of the mPFC would 
be unable to extract any meaningful information. Future experiments to 
understand the mPFC- hippocampus connections should focus on disrupting 
activity at different behavioral epochs.   
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The type of stimulus used for the discrimination task is also an interesting 
difference from the previous task. The muscimol study used scented pots filled 
with distinct digging media meaning the discrimination used multimodal stimuli 
comprised of olfactory, visual and somatosensory information. The current task, 
on the other hand, used an olfactory discrimination task with a unimodal sensory 
input. The lateral entorhinal and perirhinal cortical areas both represent object 
information (Albasser et al. 2013; Deshmukh, Johnson and Knierim 2012) that 
originates in unimodal and polymodal sensory association cortices (Furtak et al. 
2007; Burwell 2000; Burwell and Amaral 1998) and differ slightly in functional 
processing (Kesner et al. 2001; Hunsaker et al. 2013). The processing of 
individual sensory modalities could be significantly different than processing 
stimuli with multiple sensory modalities with the hippocampus required for the 
complex stimuli more than the simple stimuli. The results of optogenetic 
inactivation show that the hippocampus does represent the relationship of a 
single sensory modality, and the representation depends on the mPFC.  
The evidence provided here indicates a role for the mPFC in guiding 
hippocampal activity to distinguish between nonspatial stimuli. Although the 
mPFC does not directly project to the hippocampus it has connections via the 
thalamus and parahippocampal areas. Both the LEC and the perirhinal cortex 
have strong reciprocal connectivity with the mPFC and are also connected to the 
hippocampus (Delatour and Witter 2002; Agster and Burwell 2009). This is 
particularly significant because these regions are thought to play an important 
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role in object processing (Barker et al. 2007; Van Cauter et al. 2012). These 
regions provide a pathway to increase nonspatial representation in the 
hippocampus. 
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Figure 3.1 – Experimental Design 
 
A. The behavioral task used in this experiment was an automated contextual 
discrimination task that consists of 2 contexts connected by a center chamber. Each 
context has nose ports for odor delivery. In this task animals are presented with 2 
odors. In context A, odor X is correct while in Context B, odor Y is correct. 
B. The experiment involved optogenetic disruption of the mPFC with simultaneous 
recording of dorsal CA1. 
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Figure 3.2 – Examples of Place and Conjunctive Cells during Conditional Discrimination 
 
A. Place cell that fires at Position 2 in Context A for both Odor X and Odor Y but does 
not have different activity with mPFC disruption. 
B. A conjunctive cell that represents Position 2 in Context A with a preference for odor Y. 
Activity is not affected by mPFC disruption. 
C. A conjunctive cell primarily active in Position 1 of Context B with a preference for odor 
X. The cell has a lower odor selectivity during light on trials. 
D. A conjunctive cell active in in Position 2 of Context A selective for odor Y. The 
preference for odor is absent on trials with mPFC disruption. 
E. A conjunctive cell that is active in Position 1 of Context B. During light on trials the cell 
has a preference for odor Y, but there is no preference during trials without light 
stimulation. 
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Figure 3.2 – Examples of Place and Conjunctive Cells during Conditional Discrimination
 
A. Place cell that fires at Position 2 in Context A for both Odor X and Odor Y but does not 
have different activity with mPFC disruption. 
B. A conjunctive cell that represents Position 2 in Context A with a preference for odor Y. 
Activity is not affected by mPFC disruption. 
C. A conjunctive cell primarily active in Position 1 of Context B with a preference for odor 
X. The cell has a lower odor selectivity during light on trials.  
D. A conjunctive cell active i  in Position 2 of text A sel ctive for dor Y. The perfer-
nce for odor is ab ent on trials with mPFC disruption. 
E. A conjunctive cell hat is active in Position f ontext B. During li ht on trials the cell 
has a preference for odor Y, t t ere is no pref r nce during trials without light stimula-
tion. 
  
106 
 
 
Figure 3.3 – Decreased Odor Selectivity with mPFC Disruption 
 
The selectivity indices for odor and quadrant were compared for light on and light off 
trials and there was a significant difference among the 4 groups (one-way ANOVA, F(3, 
1212) = 80.79, p < 0.001). A Tukey HSD post-hoc test showed that the odor selectivity 
was lower during trials with light on during trials with light off (*p < 0.05). Odor selectivity 
scores were lower than place selectivity scores for both trial types (***p < 0.001). Place 
selectivity scores showed no difference between light on and light off trials (p > 0.05). 
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Figure 3.3 – Decreased Odor Selectivity with mPFC Disruption
The selectivity indices for odor and quadrant were compared for light on and light 
off trials and there was a significant difference among the 4 groups (one-way 
ANOVA, F(3, 1212) = 80.79, p < 0.001). A Tukey HSD post-hoc test showed that the 
odor selectivity was lower during trials with light on during trials with light off (*p < 
0.05).  Odor selectivity scores were lower than place selectivity scores for both 
trial types (***p < 0.001). Place selectivity scores showed no difference between 
light on and light off trials (p > 0.05).  
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Figure 3.4 – Population Distribution of Selectivity Scores 
 
A. The population of odor selectivity scores was shifted to lower values on trials with 
mPFC disruption (KS = 0.1217, p = 0.020). B. The population distribution of place 
selectivity scores was unaffected by mPFC disruption (KS = 0.071, p = 0.401). 
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Figure 3.4 – Population Distribution of Selectivity Scores
A. The population of odor selectivity scores was shifted to lower values on trials 
with mPFC distruption (KS = 0.1217, p = 0.020). B. The population distribution of 
place selectivity scores was unaffected by mPFC disruption (KS = 0.071, p = 
0.401).
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Figure 3.5 – Relationship of Light On and Light Off Trials 
 
A. The graph here shows the odor selectivity for Light On trials plotted against the Light 
Off trials. There is a weak spatial relationship between the two values (slope = 0.347 
(0.234, 0.462), y-intercept = 0.271 (0.206, 0.336), R2= 0.137). Although the 
relationship is weak there is a trend to higher odor selectivity values during Light Off 
trials. 
B. A plot of place selectivity for Light On and Light Off Trials. The relationship between 
place selectivity scores is stronger than odor selectivity (slope = 0.510 (0.423, 0.597), 
y-intercept = 0.320 (0.259, 0.381), R2= 0.303). The 95% confidence intervals are 
provided for the slope and y-intercept. 
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Figure 3.5 – Relationship of Light On and Light Off Trials
A. The graph here shows the odor selectivity for Light On trials plotted against 
the Light Off trials. There is a weak spatial relationship between the two values 
(slope = 0.347 (0.234, 0.462), y-in ercept = 0.271 (0.206, 0.336), R2 = 0.137). 
Although the relationship is weak there is a trend to higher odor selectivity values 
during Light Off trials. 
B. A plot of place selectivity for Light On and Light Off Trials. The relationship 
between place selectivity scores is stronger than odor selectivity (slope = 0.510 
(0.423, 0.597), y-intercept = 0.320 (0.259, 0.381), R2 = 0.303). The 95% confi-
dence intervals are provided for the slope and y-intercept. 
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Chapter 4: Conclusion 
 
The results here address the functions of the hippocampus, MEC and 
mPFC. In particular the focus is on how they interact as parts of a hippocampal-
neocortical network for memory formation (Vann and Albasser 2011; Wang and 
Morris 2010). Every experience is composed of what, where and when features 
that can be represented in the brain and must be bound together to form a 
representation of an episode. Evidence from hippocampal electrophysiology 
indicates that the hippocampus is a likely candidate for performing the necessary 
binding function. Neurons in the hippocampus have been found to represent 
spatial contextual information (Kjelstrup et al. 2008; Komorowski et al. 2013), 
salient events and stimuli (Komorowski, Manns and Eichenbaum 2009; Fyhn et 
al. 2002) and mnemonic task demands (MacDonald et al. 2011; Wood et al. 
1999). The cortical inputs carry different features that can be associated and 
stabilized within the hippocampus as a memory trace (Eichenbaum et al. 2012). 
But if the hippocampus binds the different parts of a memory, what particular 
information becomes part of that memory? How do different cortical afferents 
contribute? 
In chapter 2 the results show that a new stable spatial representation 
develops in the hippocampus following transient disruption of the MEC. This new 
representation shows that the MEC contributes to hippocampal representation of 
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space. The result, however, does not support the hypothesis that the MEC 
directly drives individual place cells. When the MEC is transiently disrupted as 
animal traverses an elliptical track a subset of hippocampal cells remap. The 
remapping occurs unpredictably with no consistent relationship between different 
cells and is similar to the pattern of partial remapping that results from minor 
environmental changes (Leutgeb et al. 2005; Cressant, Muller and Poucet 2002). 
There is no loss of spatial tuning in the new representation that follows MEC 
disruption, which is also similar to the effects of environmental alterations. It is 
particularly interesting to note the stability of the new representation despite 
inconsistent input from the MEC. Activity in the hippocampus was stable 
throughout the period of transient MEC disruption and did not show effects time-
locked to laser stimulations. The existence of a stable representation calls into 
question the hypothesis that MEC grid cells combine to form place cells in the 
hippocampus. The results are more consistent with the idea that MEC has a 
modulatory effect on hippocampal representation. The spatial relationships are 
pre-existing in the internal circuitry of the hippocampus, and the MEC biases the 
activation of a particular environmental representation. 
The study in Chapter 3 looks at nonspatial representation within the 
hippocampus and the role of the mPFC. The goal was to understand how the 
mPFC influences hippocampal odor processing during a conditional olfactory 
discrimination task. A similar task was previously shown to elicit hippocampal 
activity related to nonspatial features with some hippocampal cells exhibiting 
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conjunctive representations of item and location (Komorowski, Manns and 
Eichenbaum 2009). In the experiment described here animals performed an 
automated contextual olfactory discrimination task while recordings were made 
from area CA1. Optogenetic disruption of the mPFC resulted in a decreased level 
of conjunctive encoding. The decrease was specific to the representation of odor, 
and there was no change in spatial representation. This is particularly interesting 
because the sensory information about both location and odor is unchanged 
between trials with mPFC disruption and trials without disruption. It is clear that 
the hippocampus does not directly record all facets of an event, but the 
representation is directed to certain features. An important question concerns 
what guides the hippocampus. Previous studies indicate a role for the mPFC in 
this type of top-down control over hippocampal representations (Gabbott et al. 
2005).  
 
4.1  Memory and Decision Making 
The studies discussed here focus on the interactions between the 
hippocampus, the MEC and the mPFC but these regions are only part of a larger 
hippocampal-cortical circuit responsible for memory and adaptive behavior. 
Memory and adaptive behavior are two intertwined processes that influence and 
depend upon one another. The correct behavior in any situation cannot be 
anticipated without previous experience, and previous experiences can only be 
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present when the outcomes of a completed behavior are stored in memory and 
available for future retrieval. Thus it is not surprising that these processes are 
thought to involve the same regions, particularly the MTL and the PFC (Euston, 
Gruber and McNaughton 2012). Both regions are important to represent 
information and form associations (encoding), to strengthen associations rapidly 
(early consolidation) to store associations over a long period (late consolidation) 
and to recall old associations (retrieval). 
If we think about memory in our everyday lives it is apparent that we 
generally remember two types of experience – those things that we are 
deliberately attempting to learn and unexpected events that draw our attention. 
To do this there must be some form of incidental or automatic encoding process 
to allow memory formation of unexpected events, but there must also be a 
directed process to purposefully form memories of relevant events. Both forms of 
encoding require associating the representation of what happened and the 
context in which it occurred. The hippocampus is an area capable of rapid 
changes in synaptic strength (Morris 2006) making it a likely candidate to 
stabilize the representation of an experience, but evidence from both human and 
animal studies indicates that the hippocampus is not the final storage site of a 
memory (Scoville and Milner 1957; Beeman et al. 2013). Rapid hippocampal 
learning is followed by a slower process of integrating new experiences into a 
site of long-term storage (Tse et al. 2007; Nadel et al. 2012). 
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It is well established that an intact hippocampus is required for the 
formation of new memories and retrieval of recent memories (Morris et al. 2006), 
but in many experiments hippocampal damage does not seem to have a 
profound change on retrieval of older memories (Tayler et al. 2013) indicating 
that long-term storage is outside the hippocampus. Generally, lesions of the 
mPFC show the converse and profoundly disrupt the retrieval of old memories, 
but mPFC lesions have little effect on the retrieval of recent memories (Beeman 
et al. 2013). A hypothesis to explain these results is that the hippocampus is 
responsible for initial encoding, the synaptic changes of early consolidation and 
recent retrieval during which times the memory trace is still present in the 
hippocampus. Communication between the hippocampus and prefrontal is 
required for interregional consolidation that results in a stored memory trace 
outside the hippocampus, and the mPFC then guides retrieval of memories that 
have undergone late consolidation (Squire and Alvarez 1995; McClelland et al. 
1995). 
This hypothesis of transferring memory from the hippocampus to the 
cortex explains the results of many lesion studies, but it does not address how 
the MTL and prefrontal cortex interact as parts of an intact neural circuit. It also 
does not explain results showing that recent retrieval can depend on the mPFC 
while remote retrieval can depend on the hippocampus. A more complete model 
must evaluate interactions of the MTL and the prefrontal cortex in all stages of 
memory including what information is associated initially, why some memories 
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are strengthened and others fade away and what determines the retrieval of 
memories.  
The mPFC is a likely candidate to take over the binding function 
previously performed by the hippocampus once a memory trace has been 
incorporated into a cortical schema, and it may also provide top-down control 
over which memory traces are consolidated. When a memory is encoded the 
cortical areas making up the stimuli are linked within the hippocampus, but over 
time those cortical regions are linked to one another outside the hippocampus. 
Before the cortical areas are bound via other cortical areas the hippocampus is 
required to retrieve the memory by reconnecting the appropriate cortical regions. 
Once the cortex can support the binding of cortical areas the hippocampus is no 
longer necessary, and later retrieval relies on the mPFC. However, memories are 
not static connections, and they can be altered or updated in a process called 
reconsolidation. The process of reconsolidation involves reactivating a cortical 
memory trace in concert with a hippocampal memory trace of the same 
experience. This returns the memory to a labile state within the associative 
network of the hippocampus and the memory trace can be altered if appropriate 
for current circumstances. The consolidation process would be reengaged to 
allow for reinforcement or updating of a memory. 
The standard version of memory in which a memory initially exists in the 
hippocampus and is then transferred to the cortex does not account for 
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reconsolidation or rapid cortical learning. The presence of a cortical schema in 
which neocortical regions have strong connections to rapidly integrate 
information consistent with the existing schema would explain findings in which 
the hippocampus can be involved late in memory and the mPFC can be involved 
early.  
 
4.2  Contextual Representation 
Hippocampal encoding was described previously as an association of 
what and where information in which a contextual representation is associated 
with events. The context can act as a reference frame to guide consolidation of 
an event, retrieve related experiences, and plan complex behaviors. The simplest 
definition of a context is that of the external environment, but it is important to 
recognize that internal features such as physical and emotional state can also 
guide behavior by acting as a mental frame of reference. There are many 
situations in which the same location should generate different responses. An 
animal in a room with a predator is going to respond very differently than it would 
in that same environment with an appetitive reward. The physical state also 
affects the behavior in this situation as an animal would respond to food rewards 
differently when hungry compared to when it is sated. It consequently makes 
sense to consider context as the combined features the form the “setting” of an 
experience. Contextual information is critical to memory formation and behavioral 
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control and is important within multiple regions of the hippocampal-cortical circuit. 
The hippocampus, the MEC and the mPFC are all involved in different aspects of 
contextual representation. 
The hippocampus with its spatially selective cells is a prime candidate for 
representing the external environment particularly as the representation changes 
dramatically with environmental changes (Muller and Kubie 1987; Wilson and 
McNaughton 1993). The ventral hippocampus has been most associated with 
overall contextual representation given the presence of large spatial firing fields 
(Kjelstrup et al. 2008). Many studies show that the hippocampus does not solely 
represent external environmental features, and hippocampal cells have prevalent 
nonspatial firing correlates indicating that contextual spatial representation may 
be encoded upstream. The anatomy of the MTL indicates the presence of 
parallel pathways that travel through the MEC and LEC and predominantly carry 
spatial and nonspatial representations, respectively. The spatially selective 
activity in the MEC has been hypothesized to directly cause spatial coding in the 
hippocampus, in large part due on the finding of grid cells within the dorsocaudal 
part of the MEC (Hafting et al. 2005). 
Because of the regular firing fields of grid cells it is tempting to view them 
as the upstream source of spatial information, and in fact there are several 
proposed mechanisms for direct grid to place cell transformation (Savelli and 
Knierim 2010; Solstad, Moser and Einevoll 2006). In these models the presence 
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of spatial information of the hippocampus would be almost entirely dependent on 
input from the MEC. If these models are accurate contextual representation 
would rely on a functional MEC and disruptions of MEC function would 
consequently cause deficits in spatial representation. The optogenetic inhibition 
of the MEC described in chapter 2 does not support these models, and instead 
the results suggest that multiple contextual representations are available in the 
internal circuitry of the hippocampus, and the MEC determines which should be 
active at any given time. This helps explain studies in which MEC damage does 
not result in profound spatial memory deficits and indicates that there must be 
another source of spatial information either within the hippocampus itself or from 
another cortical region. 
Given the strong evidence that spatial representation can exist in the 
absence of MEC input, what exactly is the role of the MEC? In lesion 
experiments the most prominent deficits following MEC lesions were in behaviors 
requiring cognitive flexibility (Oswald et al. 2003; Hagan et al. 1992) indicating 
the MEC may determine which hippocampal representation predominates. The 
results of the study described in this dissertation are also consistent with 
previous studies that look at the effect of MEC lesions or disruptions on 
hippocampal processing. Those studies, like this one, show that a strong spatial 
representation can exist with degraded input from the MEC (Brun et al. 2002; 
Brun et al. 2008; Van Cauter, Poucet and Save 2008b) with no large loss of 
spatial coding. However, in previous studies MEC lesions did result in decreased 
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stability of representation over multiple exposures (Van Cauter, Poucet and Save 
2008b) consistent with the idea that the role of the MEC is to bias the 
hippocampus to activate a preexisting representation.  
The mPFC, unlike the MEC, does not appear to directly assist in 
generating contextual representation within the hippocampus. The mPFC is more 
likely the receiver contextual input from multiple sources to guide decision 
making, and the input included spatial contextual information from the 
hippocampus. Place fields in the hippocampus progress in size along the dorsal-
ventral axis of the hippocampus with less spatial information present in individual 
ventral hippocampal cells (Kjelstrup et al. 2008). The large fields found in the 
ventral part can encompass the entire environment possibly to encode the 
environment as a unit rather than associations of individual features. Since the 
input to mPFC originates in the ventral rather than the dorsal hippocampus it may 
be the ventral hippocampus providing the contextual representation used by the 
mPFC to guide behavior in response to location. The ventral hippocampus may 
also provide nonspatial and internal contextual features in addition to the more 
apparent spatial context (Adhikari, Topiwala and Gordon 2010; Komorowski et al. 
2013).  
The activity of single units within the mPFC indicates the presence of 
encoded rules or generalizations that can guide behavior and may comprise 
internal contextual representation rather than external. Neurons in the mPFC 
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generally do not show strong spatial firing unrelated to other task demands, but 
they do distinguish between contexts (Hyman et al. 2012). Cells in the mPFC 
have been shown to represent rules (Durstewitz et al. 2010), goal locations (Hok 
et al. 2005) and different behavioral epochs including delays (Baeg et al. 2003; 
Jung et al. 1998; Horst and Laubach 2012). Given the lack of strong spatial 
representation and the presence of rule related activity it appears that the 
hippocampus provides information about the external environment which 
influences rule representation in the mPFC. Nonspatial contextual features 
originate in other regions like the amygdala, VTA and hypothalamus whose 
functions include processing of emotional, motivational and physical states (Little 
and Carter 2013). A hypothesized role of the mPFC is to integrate all current 
contextual features to determine the right behavior in a particular context. The 
hippocampus comes into play by providing the spatial part of the contextual 
input. The mPFC has an indirect effect on the hippocampus via projections to 
some of the primary afferents and is able to guide what type of information enters 
the hippocampus. This ultimately allows the mPFC to influence which 
associations can be formed meaning the hippocampal-prefrontal circuit guides 
behavior based on context. Depending on the outcome of a behavior it is 
possible a new memory trace will be formed and consolidated to represent the 
event. 
A previous study using a conditional discrimination task showed disruption 
of the mPFC using muscimol resulted in altered object-place conjunctive 
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encoding of hippocampal neurons (Navawongse and Eichenbaum 2013). When 
muscimol was used to inactivate the mPFC, a significant subset of cells in the 
hippocampus showed lower levels of object representation. The results seen 
here are similar as the average amount of odor selectivity was lower during 
mPFC inactivation, and spatial representation was unchanged. The corroboration 
is particularly interesting as the change in task and inactivation method begin to 
clarify the interactions between the hippocampus and mPFC.  
The task used in the muscimol experiment required discrimination of 
scented digging media, which was a complex multimodal stimulus that consisted 
of a binding between visual, olfactory and somatosensory features. Since the 
hippocampus is proposed to serve a binding function it is possible that 
hippocampus is best at representing items that have complex features rather 
than the unimodal odor stimulus used in the automated discrimination task. 
However, the hippocampus showed prominent odor selectivity during the task 
indicating that the hippocampus is also involved in representing unimodal stimuli 
like the odors used in this experiment. The decrease in odor selectivity also 
indicates a role for the mPFC in guiding representation of single sensory stimuli 
consistent with perirhinal and LEC connectivity (Agster and Burwell 2013; Burwell 
2004). 
The use of an automated apparatus and optogenetic inactivation gives far 
more precise timing and control of both odor sampling and inactivation. When 
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inactivation occurs over the entire experimental session there is no meaningful 
communication between the two regions. The hippocampal representation in this 
case cannot be altered based on context but rather is altered non-specifically. 
Using the optogenetic technique means the mPFC is functioning and interacting 
with the hippocampus for most epochs of the task. The hippocampus is still 
contributing contextual information to the mPFC prior to odor sampling. The 
mPFC is still able to activate a representation consistent with that context so the 
change in hippocampal odor is a result of disrupted input from the mPFC rather 
than a problem processing context. The difference in representation on trials with 
light on and trials with light off continues throughout the session. This indicates 
that the hippocampal-cortical connectivity is important each time the odor is 
sampled and is not merely important for setting a context of task performance 
which would affect every trial. Using muscimol inactivation it was not possible to 
determine when the hippocampal-cortical connectivity was necessary. The 
change in odor selectivity using optogenetic inactivation of the mPFC is clear 
evidence that the mPFC is important for guiding the way events are represented 
in the hippocampus. It does not address whether mPFC does this via contextual 
representation from the hippocampus, which should be addressed in future 
studies by inactivating the mPFC during context exploration.  
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4.3  Schemas 
Schemas are an organized pattern of thoughts and relationships between 
them that can serve as a framework for organizing new information. They are 
formed from multiple experiences that are linked by commonalities and are 
adaptable to allow the integration of new experiences (Ghosh and Gilboa 2014). 
Since information that fits within existing schema is better remembered schemas 
are important for making learning faster and easier (van Kesteren et al. 2013). It 
has been proposed that the role of hippocampus is to link experiences together 
into previously formed relational schemas (Eichenbaum et al. 1999) with a similar 
role performed by the mPFC in binding neocortical modules (van Kesteren et al. 
2013). The hippocampus represents the appropriate environment using a pattern 
of activity already present in hippocampal internal circuitry (McNaughton et al. 
2006), and new information can be integrated into the activated ensemble. In 
some situations this hippocampal ensemble is part of schematic relationships 
(Tse et al. 2007) with diverse cortical regions, and preexisting strong connections 
enable the integration of new similar associations. The specific hippocampal 
representation that is activated depends on the current context and functional 
connections of the cortical schema (Tse et al. 2007; Battaglia et al. 2011) 
including the medial entorhinal and medial prefrontal cortices, which are both 
known to affect hippocampal activity. 
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As a receiver of highly processed sensory information (Kerr et al. 2007) 
and as a major input to the hippocampus, the MEC is well positioned to directly 
bias the hippocampal representation based largely on the external features of an 
environment. The mPFC would also bias the hippocampal representation after 
integrating information from diverse areas of neocortex, emotional processing 
areas, neuromodulatory regions and areas that represent physical state (Hoover 
and Vertes 2007). Despite the lack of direct connection to the hippocampus, the 
mPFC has indirect projections to the entorhinal cortex and thalamus through 
which the hippocampus can be influenced (Hoover and Vertes 2012; Vertes et al. 
2007). Through the effects on hippocampal input the mPFC may gate the 
information flow into the hippocampus based upon the current reference frame 
as well as through previous experiences represented by cortical schema (van 
Kesteren et al. 2013). The gating mechanism would allow flexible hippocampal 
representation based on task demands, and the schematic influence would allow 
rapid encoding and connection to previous memories. The results of this 
experiment and previous research indicate that MEC and mPFC may play roles 
in recognizing the current environment and using that to influence how new 
information is processed 
The role of schemas that organize and coordinate previously linked 
information is as least partially to allow more rapid formation of associations. In 
one particular study animals were required to learn several flavor-location paired 
associates within a single environment. This was hypothesized to constitute a 
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schema that represented the environment and linked the different paired 
associates. The presence of this hippocampal schema developed over many 
different learning experiences improved the ability to learn new experiences. 
Animals in this experiment were able to learn new paired associates in a single 
trial only when in the environment that is part of the preformed schema. Paired-
associate learning took longer when done in a new environment (Tse et al. 
2007). The mPFC has been proposed to form schemas connecting contextual 
and event information to direct future actions and learning (Miller and Cohen 
2001), and a follow-up study from Tse and colleagues (2011) using flavor-
location paired associates to form a schematic representation showed that the 
mPFC is active earlier in learning when information is congruent with neural 
schemas. During the learning of new flavor-place associations increases of 
several immediate early genes within the mPFC occur rapidly when learning 
occurs in the schema-associated environment, but completely novel (Tse et al. 
2011). Part of the hippocampal-cortical memory circuit involves the formation and 
use of schemas, processes in which the hippocampus, MEC and mPFC are 
integrally involved. 
 
4.4  Memory Consolidation, Retrieval and Reconsolidation 
The behavioral and electrophysiological data are consistent with a theory 
of memory formation that involves associating contextual information with events 
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and incorporating that into neural schemas, but this does not address the 
molecular mechanisms of encoding, consolidation and retrieval. Memory 
consolidation can be separated into three components: short-term memory that 
lasts seconds to minutes, long-term memory that lasts hours to days and remote 
memory which lasts anywhere from days to the entire lifetime (McGaugh 2000) 
and multiple mechanisms are necessary to create these memories including 
cellular and systems consolidation.  
 
4.4.1  Cellular and Systems Consolidation 
Cellular consolidation is a process that involves stabilization of pre-
existing synapses by rapid intracellular mechanisms. Evidence suggests that 
alteration of existing synapses can result from changes in signal transduction, 
protein homeostasis, and receptor trafficking and gene transcription (Mamiya et 
al. 2009; Fischer et al. 2007). The stabilized hippocampal representation can 
then in turn guide systems consolidation, which is a slower process. Systems 
consolidation involves significant structural changes building connections 
between diverse neocortical regions for schema formation. 
The disruption of MEC caused cells in CA1 to remap, and the effects 
remained stable over the course of the Intervention period (approximately 20 
minutes) and persisted over several hours as found during the Post-Session. 
  
126 
These time periods are too short to involve the extensive remodeling that is 
required for systems consolidation, and changes are most likely the result of 
cellular consolidation mechanisms within the hippocampus. Although the rapid 
development of hippocampal remapping likely results from a preexisting 
representation, that does not account for the stabilization of that particular 
memory trace. There are many internal representations in the hippocampus so 
what presents multiple representations to be potentiated.  
One of the most widely studied mechanisms to explain hippocampal 
function is the phenomenon of LTP which allows changes in synaptic strength in 
response to activity and is often NMDA receptor dependent (Bliss and 
Collingridge 2013). NMDA receptors have been directly linked to several forms of 
hippocampal dependent learning, and synaptic plasticity in the hippocampus is 
dependent on NMDA signaling (Bliss and Collingridge 2013). Direct blockade of 
NMDA receptors in the hippocampus impairs acquisition of contextual fear 
conditioning and trace conditioning (Czerniawski et al. 2012) and associative 
memory (Barker and Warburton 2013) while knockouts of NMDA receptors have 
been shown to impair associative learning (Rajji et al. 2006) and one-trial 
learning (Nakazawa et al. 2003).  
Later consolidation following early changes in signaling cascades involves 
protein translation and gene transcription. Immediate early genes are indicators 
of activity and indicate the presence of new transcription and translation. 
  
127 
Increases of immediate early genes associated with learning have been found in 
the hippocampus (Mamiya et al. 2009; Morris 2006). Effects of chromatin 
remodeling indicate the importance of gene transcription for consolidation as they 
can enhance memory and rescue memory deficits (Fischer et al. 2007). Deficits 
of chromatin remodeling impair memory performance (Vogel-Ciernia et al. 2013), 
and changes of histone acetylation are associated with learning (Federman et al. 
2013).  
The function of MEC in hippocampal cellular consolidation in this 
experiment is unclear. Given the fact that the hippocampal representation is able 
to stabilize despite unstable input, it appears that the MEC is not required for 
cellular consolidation within the hippocampus. Instead it appears that the role of 
the MEC is to choose a hippocampal representation, which may then be 
strengthened to represent the new context initiated by MEC disruption (Morris 
2006). However, this does not preclude some form of plasticity occurring within 
the MEC to block the disruptive signal from reaching the hippocampus.  
Although this study does not address the role of the mPFC in 
consolidation there are many studies that indicate that the mPFC can be 
important for early consolidation in certain instances. Severe impairments were 
seen when animals received mPFC disruptions immediately post-learning 
(Mamiya et al. 2009). Mechanisms involved in mPFC consolidation are similar to 
those important for hippocampal consolidation. Blocking NMDA receptors impairs 
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trace and contextual fear conditioning (Gilmartin and Helmstetter 2010; Zhao et 
al. 2005), associative memory (Barker and Warburton 2013; Tronel and Sara 
2003), and extinction (Sotres-Bayon et al. 2009). Deficits in early consolidation 
have been seen with blockade of signaling cascades that regulate transcription 
(Carballo-Márquez et al. 2007; Leon et al. 2010; Mamiya et al. 2009).  
In systems consolidation new synapses must be formed to connect 
previously disparate cortical regions that became linked via hippocampal 
processing. This process is important for long-term memory and is far less 
understood than cellular consolidation. It is important to note that this process 
likely does not occur in the hippocampus although it is associated with 
hippocampal-cortical interactions (Wang and Morris 2012). Following the rapid 
types of changes that occur in the hippocampus, slower changes begin in cortical 
regions guided by the hippocampal representation.  
Systems consolidation appears to be mediated by both the mPFC and the 
hippocampus, and the relevance of each area changes throughout the process of 
consolidation. A possible way to transfer information from the hippocampus to 
the cortex is via coordinated activity particularly during periods of sleep 
(Logothetis et al. 2012; Peyrache et al. 2009), and interactions during sleep are 
likely to be mediators of consolidation. Replay, in which neurons active during 
recent experience are reactivated, has been seen in the hippocampus (Karlsson 
and Frank 2009; Ramadan, Eschenko and Sara 2009) where it is most prevalent 
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during periods of sharp wave ripple events (Kudrimoti, Barnes and McNaughton 
1999) and is associated with learning (Singer et al. 2013; Benchenane et al. 
2010). Reactivation is also seen in the mPFC (Euston, Tatsuno and McNaughton 
2007; Peyrache et al. 2009) and is strongest during cortical spindles (Johnson et 
al. 2010). Regarding the role of hippocampal-cortical interactions in sleep it is 
important to note that hippocampal ripples and cortical spindles tend to occur in 
close temporal proximity (Siapas and Wilson 1998), and mPFC reactivation has 
been directly correlated with hippocampal sharp -wave ripples (Peyrache et al. 
2009). The combination of concurrently activated mPFC and hippocampus in 
addition to the replay of previous experiences is a clear possible mechanism by 
which the hippocampus may transfer some control of memory to the mPFC.   
 
4.4.2  Contributions of the Hippocampus, Medial Entorhinal Cortex and Medial 
Prefrontal Cortex 
Memory retrieval requires reintegrating previously associated cortical 
modules and can be performed by the hippocampus in recent memory recall 
(Takehara et al. 2002; Maviel et al. 2004) and by the mPFC in remote memory 
retrieval (Frankland and Bontempi 2005). The mPFC has the ability to suppress 
hippocampal representations and connections with other regions (Calhoon and 
O’Donnell 2013; Hok et al. 2013) showing that the mPFC has an inhibitory effect 
on the hippocampus which may allow the mPFC to prevent unnecessary 
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encoding and to manipulate memory consolidation and retrieval in a top-down 
control mechanism (Gazzaley and Nobre 2012). In the experiment described 
here the role of the mPFC may be to monitor the outcome of the contextual 
discrimination task and control hippocampal plasticity in part to prevent the 
encoding of redundant information. When the animal enters the context to begin 
a trial that contextual information is transmitted to the mPFC, which can then 
retrieve the appropriate representation to perform the task. The mPFC will then 
receive input regarding the outcome. With successful retrieval in which there is 
no change in outcome and the situation matches previous expectations mPFC 
prevents encoding that information. When the mPFC is inactivated during the 
experiment mPFC no longer exerts top-down control and the hippocampus forms 
a new memory trace integrating the input from the entorhinal cortices. In this 
case the new memory trace shows less representation of odors but does not 
show a difference in spatial coding. This fits with what is seen when an animal 
just begins learning a new conditional discrimination problem where space is the 
primary representation and conjunctive coding develops during the course of 
learning (Komorowski, Manns and Eichenbaum 2009).  
In reconsolidation a previously established memory trace can be activated 
in the hippocampus, even if retrieval no longer requires the hippocampus 
(Broadbent, Squire and Clark 2010). Inactivation of the mPFC has been shown to 
increase the infield activity of hippocampal place cells (Hok et al. 2013) indicating 
a role in suppressing hippocampal activity. If a particular context led to the mPFC 
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having decreased inhibition of the hippocampus new information binding could 
occur enabling an old memory to be strengthened or altered by integration with 
new information.  
 
4.5  Conclusion 
The findings from these studies provide clear evidence that the mPFC and 
MEC perform a modulatory function on the hippocampus but do not directly drive 
representations. MEC disruption alters place cell firing in the hippocampus but 
does not decrease the overall amount of place representation. The change is 
rapidly stabilized by the internal hippocampal circuitry to give a consistent 
contextual representation. Disruption of the mPFC shows that sensory 
representation in the hippocampus is influenced by indirect input from the mPFC. 
These results are consistent with research that indicates sensory information is 
funneled through parahippocampal areas into the hippocampus through 
segregated “what” and “where” pathways to be associated to form a hippocampal 
memory trace. Rapid stabilization of such a memory trace occurs in the 
hippocampus, which then interacts with neocortical areas to slowly stabilize a 
memory trace outside of the hippocampus.  
An overall theory of memory consolidation starts with sensory information 
including both spatial representation and nonspatial event information. These two 
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types of information travel through the MEC and LEC respectively and interact in 
the hippocampus (Figure 4.1). The hippocampus then rapidly stabilizes a 
memory trace based upon this sensory information. Interactions between the 
mPFC and the hippocampus then become very important and memory traces are 
strengthened via neuronal replay. The importance of hippocampus decreases 
and that of the prefrontal cortex increases over time. Eventually these stored 
memories become the schemas that link memories and experiences together 
into a coherent framework for new learning and consolidation is influenced by the 
presence of these preexisting cortical schemas, which allow more rapid learning.  
During retrieval, processing again begins with sensory information 
entering the hippocampus through the MEC and LEC leading to a representation 
of context in ventral hippocampus that is then transmitted to the mPFC. The job 
of the mPFC is to influence behavior in response to current external and internal 
contexts. The representation within the hippocampus will be an expectation of 
future events based upon the present context and can then guide the behavior. 
This is in part done directly via the dorsal mPFC, which has strong connections 
to motor areas, but is also performed by altering how sensory information is 
processed. 
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Figure 4.1 - Hippocampal, Medial Entorhinal and Medial Prefrontal Functional 
Interactions 
 
The majority of cortical information entering the hippocampus originates in the medial 
and lateral entorhinal cortices, which carry spatial and nonspatial representations, 
respectively. The input from the MEC influences the hippocampus to activate one of 
many preexisting neural ensembles to represent the current spatial context. The 
hippocampal representation is projected to the medial prefrontal cortex (mPFC), which 
represents the appropriate rule to follow given the current context. The mPFC is 
connected to the LEC, which represents nonspatial information. Activity in the mPFC 
influences which nonspatial information enters the hippocampus in response to the 
contextual information from the MEC. Integration of MEC and LEC input occurs within 
the hippocampus. 
The preconfigured ensembles in the hippocampus provide a mechanism by which 
events can be linked. The ensemble serves as the context, which is present in many 
different events and can generalize the experience. Specific instances are separated via 
the nonspatial input from the LEC. 
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