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 Introduction  
 In an everyday life, the human brain needs to adapt and adjust to constant changes and 
therefore requires the ability to maintain information and utilize it (Chaudhuri and Fiete 2016). 
An immense network of neurons and supporting glial cells constructs the human brain. The 
cerebrum is a brain section with billions of nerve cells that generates our consciousness and 
cognitive abilities, such as emotions, perception, motivation and memory. Most of the neuronal 
connections lie in a small range between neighboring brain networks, whereas long-range sys-
tems constitute an important exception, e.g. for networks with cognitive demands. In fact, the 
brain networks are integrating the cooperation of brain regions on different spatial scales (Siegel 
et al. 2012). The different neurocognitive networks that are devoted to specific cognitive func-
tions, vary not only in structural but also in functional components (Menon 2011). Thoughts 
result from different cognitive systems comprising memory, attention, cognitive control, lan-
guage and perception or imagery (Fröhlich et al. 2015). These short- and long-range brain sys-
tems interact through neuronal oscillations, which operate in a frequency-specific way. If parts 
of these networks are impaired, brain diseases can be the consequence, which highlights the 
precise and delicate construction.  
 
1.1 Memory 
How do we store memories in our mind? Memory labels the ability of the nervous system 
of humans and other living beings to encode, store and retrieve information and reconstitute 
previous experiences. Depending on the information content, memory capacity and its duration 
of remembrance, one differentiates between various memory storage facilities. Starting in 1890, 
memory models proposed a distinction between the transiently operating systems including the 
sensory memory, short-term memory (STM) and working memory (WM) and on the downside, 
the long-term memory (LTM) that represents continuous brain activity between strengthened 
or new synaptic contacts over a long period of time (Atkinson and Shiffrin 1968; Baddeley 2001; 
Baddeley 2012). The sensory memory stores images and noises for the duration of hundreds of 
milliseconds and has been suggested to be strongly connected to the STM (Pasternak and 
Greenlee 2005). Therefore, it portrays the interface between the cognitive functions of memory 
and perception. STM forms the storage of information for a short period of time lasting for 
seconds and holds the capacity for up to four visual or nine phonological information units 
(Miller 1956; Burle and Bonnet 2000; Cowan 2001; Kaminski et al. 2011; Ma et al. 2014). Con-
scious processing of sensory memory accounts for the WM, which could be compared to a 
  
2 
temporary direct access storage. In comparison, information in the LTM is stored for hours up 
to an indefinite period (Chaudhuri and Fiete 2016). The levels of memory interact, as the WM 
receives information from both the LTM and the sensory memory, and simultaneously stores 
and manipulates their contents (Fell and Axmacher 2011). Similarly, STM contents are obtained 
by repetitions and the creation of short-cuts to the LTM. 
 
Memory is a substantial part of cognition with the purpose of facilitating adaptability and 
personal development (Dresler et al. 2017). Past experiences and present perceptions are stored 
as knowledge and affect present actions. The term memory refers to the permanence of brain 
states over a time span, which is illustrated by transforming activity and the interaction of neu-
ronal systems (Chaudhuri and Fiete 2016). A mental state strengthens neural activity (neural 
plasticity) by creating neuronal connections, which endure for either a short time span (related 
to the WM), or for an extended time (in the LTM), beyond the sensory perception of, e.g. the 
visual presentation of an object.  
 
1.1.1 Long-Term Memory 
According to a definition provided by Fell and Axmacher, the human LTM is a rarely 
limited and permanent storage system for information (Fell and Axmacher 2011). Functionally, 
the LTM can be classified in two types of storage facilities. It comprises the implicit (non-de-
clarative) memory, which is subconscious, and the explicit (declarative) memory, that operates 
under conscious awareness, as illustrated in Figure 1 (Baddeley 2001; Schacter and Wagner  
2013). The declarative memory includes the deliberate process of encoding (converting data 
into memory), storage and retrieval of episodic and semantic memory content. Anatomically, 
the temporal lobe system is active during encoding. Retrieval of explicit memory content also 
requires the temporal cortex and engages parietal and frontal brain regions additionally. Whereas 
the semantic memory stores factual knowledge, the episodic memory comprises the collection 
of individual and personal experiences. The non-declarative memory stores cognitive skills, ac-
tions and movements. It is not flexible and requires the original conditions of memory processes 
for retrieval of information. Furthermore, procedural skills, e.g. motoric learning processes and 
perceptual skills commonly proceed without our conscious awareness. Associative learning, 
non-associative learning and priming also refer to the implicit memory content. Priming defines 
the cognition of a stimulus that is affected by a previous presented stimulus and results in faster 
processing of the stimulus. Classical conditioning and operant conditioning belong to associa-
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tive learning. During classical conditioning, two stimuli are associated with each other by con-
stantly appearing together. Operant learning implies that specific behavior is the consequence 
of a reinforced event, which is also entitled as the law of effect. Non-associative learning comprises 
the decreased response (habituation) or an intensified response (sensitization) to a stimulus. 
Both main types of LTM, the implicit and explicit memory, affect our thoughts and demeanor.  
 
 
Figure 1: Long-Term Memory. The illustration is based on “Principles of Neural Science” (Schacter and Wagner, 2013, 
p.1447, modified). 
 
The memory contents are not stored at a specific area in the brain but are hidden in the 
overall structure of nerve cells and their connections. Whereas the declarative memory is created 
consciously and stored in the medial temporal lobe, the non-declarative memory proceeds sub-
consciously and is stored in neocortical and subcortical structures. Procedural memory has been 
associated to the basal ganglia and the cerebellum, areas that form crucial parts in the neuro-
muscular control of the musculoskeletal system. The neocortical and subcortical structures are 
believed to interact, i.e. the amygdala, which is accountable for emotions and learning, the hip-
pocampus that has been assumed as necessary for memory consolidation and, moreover, the 
rhinal cortex controls the information stream between LTM-associated areas (Simons and 
Spiers 2003; Fell and Axmacher 2011; Hermans et al. 2016; Loh et al. 2016). Anatomically, the 
declarative memory function is reported to be situated in the medial temporal lobe (Fell and 
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Axmacher 2011; Schacter and Wagner 2013; Kesner and Rolls 2015; Skirrow et al. 2015). In 
particular, the hippocampus is an important medial temporal structure that was suggested as 
accountable for learning and memory processes (Cameron and Glover 2015). Information of 
different sensory systems is hypothesized to merge in the hippocampus, to be processed and to 
return back to the cortex (Bartsch and Wulff 2015). It is considered as immensely important for 
memory consolidation because of the information transfer from the STM to the LTM. The 
parahippocampal cortex and rhinal cortex are brain structures that also constitute to the medial 
temporal lobe for memory storage and retrieval of past experiences. Along with the hippocam-
pus, they form the core elements for the establishment of declarative memory (Baxter 2009; Fell 
and Axmacher 2011). The rhinal cortex is central to perception and central processing of odors. 
It consists of the entorhinal and perirhinal cortex areas. Whereas the entorhinal cortex seemingly 
represents a multimodal center of associations, the perirhinal cortex is believed to store visual 
information about items (Baxter 2009).  
 
Mnemonic mechanisms have been associated with information storage. Sensory infor-
mation content is hypothesized to circulate between the sensory cortex, the rhinal and parahip-
pocampal cortexes and to continue to the hippocampus, which gives feedback again. This cir-
culation either leads to sorting out, or transfer to the LTM. In 1937, Papez introduced a mne-
monic mechanism of how emotions and consciousness interact, later known as the Papez circuit 
(Papez 1937). Emotions are anatomically located in the limbic system, and their components 
are interconnected, which is demonstrated by the Papez circuit (Purves et al. 2008; Shah et al. 
2011; Aggleton et al. 2016). According to a long-standing theory, information is temporarily 
stored in the hippocampus and transferred to the mammillary body by tracing the fornix. The 
mammillothalamic tract connects the mammillary body with the thalamus. The Papez circuit 
then continues from the anterior thalamic nucleus to the cingulate gyrus, located over the corpus 
callosum, further to the entorhinal cortex and back to its beginning, the hippocampus. Memory 
loss in Alzheimer’s disease demonstrates that the connection between the cingulum and the 
hippocampus is still a relevant topic today (Aggleton et al. 2016). Furthermore, volume reduc-
tions in the hippocampus or disruptions in connections of the Papez circuit have been assumed 
to lead to an impaired episodic memory in patients. 
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1.1.2 Short-Term Memory 
Before information attains to the LTM storage, it is temporarily recorded and stored by 
the STM. This neurocognitive network processes the informational content that got into the 
spotlight of the attention mechanism. The memory phenomenon consciously stores infor-
mation and its content is later accessible for retrieval (Baddeley 2012). The STM is in almost 
permanent use, as it stores visual information about imagery, musical information, as well as 
language content for a limited time. It has been suggested, that STM relies on either phonolog-
ical or semantic coding (Baddeley 2012). Phonological coding of the STM describes a similar-
sounding word sequence that is being memorized. Semantic coding, in turn, refers to related 
words with the same meaning. A short visible image can be analyzed even though it is no longer 
visible and a text can be read without forgetting previous sentences. Without its functions, we 
could not remember experiences or events that happened immediately. Nevertheless, the stor-
age capacity of the STM is limited, as new memory content or distraction leads to the replace-
ment of former information. By implication, the STM must have a targeted selection to distin-
guish between negligible or significant content to be stored. In contrast to the unlimited LTM 
storage, the temporary STM also reaches its limits in terms of time. In many cases, STM content 
remains for only 30 seconds, unless repeated several times. Transient information can be trans-
ferred to the LTM storage and therefore may become long-term knowledge. Mentally repeating 
and processing has been thought to result in neuronal plasticity by an increase in the strength 
of synaptic contacts (Lisman 2010). Neuronal plasticity, also defined as synaptic strength, en-
compasses the long-term potentiation (LTP) and long-term depression (LTD). Whereas synap-
tic strength increases during LTP, it is also possible that synaptic contact is loosened by LTD.  
 
1.1.3 Differentiation from the Working Memory 
The term working memory (WM) is often used as an equivalent for the STM. However, it 
should be distinguished from the STM, by allocating the term STM solely to the transitory stor-
age of items, whereas the WM also transforms the perceived information. A description of 
crucial functions of our WM is the following: after encoding and maintenance of information, 
processing of memory content takes place, while concurrently, new information is processed, 
and can be recalled subsequently (Duff and Hampson 2001; Cowan et al. 2005; Cowan 2010; 
Baddeley 2012; Roux and Uhlhaas 2014; Gignac 2015; Proskovec et al. 2016). While a variety 
of authors use the terms STM and WM interchangeably, this dissertation will use the definition 
‘WM’ when referring to the manipulation of stored information and the notion STM solely in 
terms of temporal (short-term) storage. The WM is permanently active and enables our everyday 
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life by mentally organizing exercitations, for example during planning of future events (e.g. to 
develop a shopping list), to comprehend spoken and written language (e.g. to read descriptions 
in the supermarket) and to solve calculations (e.g. to find the cheapest prize of a product) 
(Nissim et al. 2017).  
 
One of the first research papers regarding the memory and its implications on personal 
development and individuality has been undertaken by Professor Luria (Luria 1968). Moreover, 
early research into the WM location has been carried out in clinical studies by functionally and 
structurally investigating the network in patients who suffered from lesions in the demonstrated 
areas (Benton 1968; Petrides 1994; Christophel et al. 2017). As a result, the anatomical location 
of the WM has been assigned to the key regions comprising the frontal cortex, specifically to 
the dorsolateral prefrontal cortex (dlPFC), and parietal cortex, particularly the posterior parietal 
cortex (PPC), temporal regions and subcortical structures, including the hippocampus (Müller 
and Knight 2006; Menon 2011; Hill et al. 2014; Zancada-Menendez et al. 2017).  
 
Nevertheless, previous findings regarding the localization and activity of the sensory 
WM, visuo-spatial and verbal WM have been inconsistent, which is probably due to different 
conceptual formulations and experimental setups in human and primate research (Li et al. 2015). 
The WM is functionally subdivided into a verbal and visuo-spatial WM system (Baddeley 2012; 
Kawasaki et al. 2014). On the one hand, the temporal preservation and monitoring of visuo-
spatial information was assigned to the right frontal lobe based on activation patterns, whereas 
the PPC has been appointed to the reorganization of stored information (Griesmayr et al. 2014; 
Nissim et al. 2017). On the other hand, the temporal storage of visual information has also been 
located in the parietal cortex (Sohn et al. 2000; Kawasaki et al. 2014). Other studies have con-
cluded that the PPC is the central feature for the visual memory and stores information about 
the surrounding for a limited time (Todd and Marois 2004; Hill et al. 2014). However, the pre-
frontal cortex (PFC) and striatum have also been assigned to the transfer of stored information 
(Li et al. 2015).  
 
Another WM distinction has been drawn for the two cerebral hemispheres. Functional 
magnetic resonance imaging (fMRI) studies, that combined WM tasks with imaging, have shown 
that especially the right hemisphere encodes information about visual and spatial features and 
stores information about the surrounding for a limited time (Baddeley 2000; Sauseng et al. 2005; 
Nissim et al. 2017). The visuo-spatial WM system engages mainly the right hemisphere. In con-
  
7 
trast, auditory (verbal) WM activity has been reported to be lateralized towards the left hemi-
sphere (Eriksson et al. 2015). Particularly the inferior parietal lobe, lateral frontal lobe, and 
Broca’s area, which is located in the left prefrontal lobe and crucial for language development, 
are involved in verbal WM processes (Hill et al. 2014; Darki and Klingberg 2015; Proskovec et 
al. 2016). Despite the predominant activation of the right cortex during visuo-spatial WM pro-
cessing and of the left cortex during auditory (verbal) processing, recent studies suggest that the 
bilateral fronto-parietal network is organized in both WM tasks (Müller and Knight 2006; 
Nissim et al. 2017). Moreover, the occipital and temporal cortexes were placed in context with 
the auditory and verbal information storage (Sohn et al. 2000; Kawasaki et al. 2014). Regarding 
the localization of the sensory working memory, previous primate research has established that 
it is mainly accommodated in the PFC (Pasternak and Greenlee 2005).  
 
Previous studies have highlighted the relevance of the prefrontal and parietal cortex 
activity for the WM (Olesen et al. 2004; Westerberg and Klingberg 2007). From one point, the 
putative role of the parietal lobe is to integrate external information. From another point, the 
PFC assumedly implements ‘top-down control’ on the (primary) sensory cortex. Nissim et al. 
(2017) highlighted the importance of the frontal lobe activation in complex, realistic behavior 
requiring the working memory (Nissim et al. 2017). The frontal lobe has been associated with 
cognitive processes that are largely based on the activity of dopamine-sensitive neurons, includ-
ing attention, reward and motivation. According to Constantinidis and Klingberg (2016), the 
amount of dopamine in the frontal lobe positively correlates with WM performance 
(Constantinidis and Klingberg 2016). On the field of neuroscience, there is no general consensus 
about the separate functional roles for the prefrontal, parietal and sensory cortexes. However, 
there is compelling evidence that the brain regions serve as an integrated, long-range network 
that plays a central role in WM processing (Westerberg and Klingberg 2007; Li et al. 2015; 
Nissim et al. 2017). However, this view is contrary to that of Christophel (2017), who stated 
that brain functions are not anatomically localized but distributed between the broad network-
ing and simultaneously activated for task processing (Christophel et al. 2017). Overall, research 
on the location of the WM principally agrees on the continuous activity and cooperation be-
tween the brain areas of the prefrontal and parietal cortexes and contradicts on their clear allo-




1.2 Working Memory 
Over the past century, there has been a dramatic increase in interest for the WM as a 
central element of cognitive functions (Constantinidis and Klingberg 2016). The feasibility of 
temporal retention and manipulation of visual and verbal information enables our goal-directed 
behavior (Sauseng et al. 2006; Darki and Klingberg 2015). The WM operates on three stages: 
first, encoding of a stimulus takes place, followed by the maintenance interval and finally the 
retrieval of memory content (Fell and Axmacher 2011). A formulated theory outlines that the 
WM cooperates with the LTM and sensory memory (Baddeley 2012; Kawasaki et al. 2014). The 
hippocampus has been suggested to facilitate the information transfer among them (Fell and 
Axmacher 2011). Consequently, the WM brain network performs manipulations with memory 
contents of new information that are maintained for several seconds and combined with non-
declarative and declarative memory contents, which are obtained from the LTM. Theoretical 
conceptions of WM proposed how the WM operates functionally and anatomically. A well-
confirmed theory about a multicomponent model by Baddeley and Hitch (1974) describes an 
interconnection between separate WM elements (Baddeley and Hitch 1974; Fell and Axmacher 
2011; Baddeley 2012; Jaušovec et al. 2014). The model is based on storage systems that are 
controlled by an executive function, which also represents the control of attention (Cowan et 
al. 2005).  
 
Where exactly is the object of interest located? With the implementation of brain imaging 
methods, including fMRI, spatial information about the WM has been provided. FMRI is an 
imaging technique that features the representation of brain activity, based on blood-oxygen-
level-dependent (BOLD) signals (Menon 2011). Signals in fMRI visualize differences in blood 
circulation due to metabolic processes. BOLD contrast designates the dependence of the image 
signal on the oxygen content in red blood cells. In this case, the BOLD effect can be used to 
measure neuronal activity using fMRI. Very shortly, a signal increase of the activated brain re-
gions in MRI images is observed and explained by the fact that the neuronal activity leads to an 
increased oxygen consumption and initially more deoxygenated hemoglobin is detected. How-
ever, this effect is overcompensated by the hemodynamic response, whereby the cerebral blood 
flow is increased. Inflowing oxygenated hemoglobin finally leads to the point that the concen-
tration of deoxyhemoglobin decreases in activated brain areas. Hereby, the observed signal, 
based on magnetic susceptibility, increases. By this procedure, previous investigations of Darki 
and Klingberg (2015) revealed a correlation between WM task performance and brain activity 
in the neocortical areas related to the WM. A large number of published studies describe the 
link between the WM and the fronto-parietal network (Bavelier et al. 2008; Palva et al. 2010; 
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Takeuchi et al. 2010; Fell and Axmacher 2011; Menon 2011; Constantinidis and Klingberg 
2016). The fronto-parietal network constitutes of the left and right dlPFC, the PPC, and sub-
cortical structures (Darki and Klingberg 2015) and the functional state and anatomical features 
of these areas correlate with WM-related behavior in humans. It has been reported that BOLD 
activity in the fronto-parietal structures correlate with WM performance (Darki and Klingberg 
2015). Moreover, these correlations were observed with the volume calculations of the white 
matter and measurements of fractional anisotropy, which characterizes the directional depend-
ency or speed of the white matter (Takeuchi et al. 2010; Darki and Klingberg 2015). Anatomi-
cally, the dlPFC correlates with the middle frontal Brodmann area (BA) 46 and parts of BA 9 
(MacDonald et al. 2000; Meiron and Lavidor 2014), and the PPC is located in BA 39/40 (Sohn 
et al. 2000). Furthermore, previous studies assumed that the subcortical hippocampus plays an 
important role in WM performance, by representing the anatomical correlative of information 
flow between the LTM and maintaining new information or associations between multiple fea-
tures (Fell and Axmacher 2011).  
In recent years, authors have begun to link brain oscillations to cognitive functions, such as 
to WM formation, depending on the location and their characteristic amplitude, frequency and 
phase (Sauseng et al. 2006; Herrmann et al. 2016; Proskovec et al. 2016). It has been assumed 
that theta waves represent the search process in LTM and that information is recalled by alpha 
oscillations, which is thought to reflect the general activation of the LTM (Sauseng et al. 2006). 
 
1.2.1 Concepts of WM 
 What is known about the WM is largely based on accounts by Baddeley’s research 
(Baddeley 2012). Baddeley draws a distinction between the WM and its synonym STM. Whereas 
WM describes the concept of temporal information storage and its manipulation, the STM only 
defines the storage capacity itself. A constant interaction between the WM and LTM has been 
described. The WM is not only required for LTM storage, but also draws information out of 
the LTM (Baddeley 2012). Baddeley and Hitch (1974) introduced a three-component WM 
model, which has remained prevailing to a certain extent and consisted of a central executive 
(CE), the phonological loop and the visuo-spatial sketchpad (Baddeley and Hitch 1974; 
Baddeley 2012; Hill et al. 2014; D ’Esposito and Postle 2015). At a later stage, Baddeley com-
pleted this model (as presented in Figure 2), by adding the episodic buffer as another compo-
nent (Baddeley 2000). The fourth component serves as a link to the other components and 
connects the LTM with the CE. The CE has been defined as an attentional control system, 
which is managing other high-level cognitive functions (Menon 2011). The attentional executive 
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system, which is thought to be located in the PFC (Fell and Axmacher 2011; Kawasaki et al. 
2014), is crucial for cognitive processes, such as goal directed behavior during decision making 
and problem solving by assortment of new information (Menon 2011; Baddeley 2012). Addi-
tionally, the WM network is notably dependent on the CE, as it directs attention to transient 
storage and processing of information in the WM. In this way, untrained tasks are performed 
consciously with focused attention. On the contrary, everyday actions can also take place auto-
matically without focused attention directed by the CE (Baddeley 2012). As displayed in the 
Figure 2 shown below, the CE guides the other three components, comprising the visuo-spatial 
sketchpad, phonological loop and episodic buffer. The multicomponent model combines visual, 
spatial and verbal information and facilitates the manipulation of WM contents (Hill et al. 2014). 
 
 
Figure 2: The Four-Component WM Model from Baddeley. The illustration is based on (Baddeley, 2012, p.16, modified). 
  
 The phonological loop is associated with the PPC and can be explained as a language-
related temporal storage ( Schacter and Wagner 2013; Hill et al. 2014). In our minds, words are 
repeated perpetually ‘in a memory loop’ until recalled or sometimes forgotten. Similarity in 
words and a short word length facilitate the loop, leading to a good performance in WM tasks. 
Language areas, involving the Wernicke area are associated with the phonological loop 
(Proskovec et al. 2016). Assumedly, it has an impact on reading skills and vocabulary acquisition 
(Baddeley 2001). The connection with the ‘phonological LTM’ is a further example of the col-
laboration of the WM and LTM. The systems serve as an information provider, though also 




 The visuo-spatial sketchpad defines the WM of imagery and its performance is measured 
by accuracy and reaction time. It has been suggested that the capacity of the visual STM is 
limited to a certain number of maintained items because the accuracy decreases with an increas-
ing amount of items (Baddeley 2012). The WM storage differs for auditory (the phonological 
loop) and visual items (the visuo-spatial sketchpad) (Vosskuhl et al. 2015a). It has been ob-
served, that more visual details compared to auditory information can be memorized, thus re-
sulting in the assumption that verbal and spatial content is stored in separate brain areas. Ac-
cording to Baddeley’s theory, the verbal and spatial maintenance systems are essential for the 
short-term storage and are localized in occipito-parietal areas. Recently, the fronto-parietal and 
fronto-temporal networks have been associated with these systems (Baddeley 2012; Kawasaki 
et al. 2014).  
 The episodic buffer collects information from multiple memory components (e.g. from 
subsystems of the WM and LTM) and binds them into data blocks. Furthermore, it has been 
proposed that the episodic buffer links the separate storage locations for verbal and spatial in-
formation (Darling and Havelka 2010; Allen et al. 2015). Hereby, the buffer creates new imagery 
and new item connections after manipulation processes, and gives access to the WM and LTM 
(Baddeley 2001; Baddeley 2012; Hill et al. 2014). Binding of new information is required for a 
short period of time during WM tasks. In contrast, the binding of items in LTM processes is 
permanently. According to Baddeley, the WM capacity can store approximately four objects of 
visual conjunctions, regardless of binding conditions (e.g. a colorful figure) or separate and in-
dependent conditions (e.g. one shape). It was argued that the perpetuation of visual binding 
does not require the focus of attention, unless the WM is distracted by different stimuli. 
 
1.2.2 Main Models of the WM 
 The classical view of the WM structure and its organization has been represented in the 
original slot model, also referred to as the item limit model (Ma et al. 2014; Cowan 2017). It 
describes that a fixed and small number of items is stored in the WM with high precision and 
this accuracy of storing the items would result in a limited WM capacity (Ma et al. 2014). Ac-
cording to Miller, the capacity is sufficient to accommodate seven items (± two), which was 
demonstrated in the phonological memory tasks. However, Cowan argued that the limit for 
visual information is different, and equal to four items (Burle and Bonnet 2000; Cowan 2001; 
Ma et al. 2014; Miller and Buschman 2015). The key measure for this slot model is a fixed 
number of items remembered in a WM task. It describes that an item is stored in a slot and if 
the quantity of items exceeds the number of slots, more items are not stored. This view on the 
  
12 
item limitation of the WM capacity has been challenged. Recent theoretical concepts of the WM 
have been designed to emphasize that the WM capacity is restricted to the quality of information 
that is maintained (Ma et al. 2014). In particular, it was assumed that the WM performance 
decelerates with an increasing amount of information but does not collapse completely 
(Baddeley 2012). Based on the perspective of the WM a restricted resource, new models have 
been generated. According to the new resource models, performance is measured by the quality 
and precision of the storage of memorized information content and memory retrieval (Ma et al. 
2014). One of these new concepts is the equal resources model of WM. It states that the WM 
stores every item without a quantity limitation, but the precision of information recall declines 
with an increasing number of items. Conversely, the discrete representations model describes 
that the WM medium stores several items in separate slots (quanta) and that each item counts 
as either zero or one slot (Ma et al. 2014). The variable-precision model proposes that every 
item is stored but the quality of the information differs between each item with variance from 
low to high precision. 
 
1.2.3 Functional Structures 
 How do the WM components, that are spatially separated, communicate among each 
other? Functional and structural studies have had a high impact on our understanding of the 
interaction of brain regions, including our focus, the WM. With the aid of functional neuroim-
aging procedures (e.g. fMRI) and electrophysiological monitoring methods, this topic was ex-
amined on a neuronal stage, by focusing on brain areas with signal changes as well as increased 
BOLD signal (Ma et al. 2014; Darki and Klingberg 2015). Brain regions have been demonstrated 
to communicate via electrical signals that are transferred by chemical synaptic contacts among 
neurons (Watson and Buzsáki 2013). These electrical signals occur when neurons obtain enough 
excitatory input to reach a certain threshold and as a result generate action potentials that induce 
excitatory or inhibitory postsynaptic potentials (EPSPs or IPSPs). Local changes in electroen-
cephalography (EEG) result from assemblies of neurons that act in synchrony by generating 
postsynaptic potentials at the same time (Fell and Axmacher 2011). If populations of neurons 
create periodic electrical fluctuations (oscillations), wide spread anatomical brain regions are 
thought to be temporally organized and communicating with each other. This can result in top-
down control, which occurs when global brain activity affects local regions of the cortex (Watson 





 The temporal organization of cognitive networks is provided by long-lasting neuronal 
activity of local and global brain regions and their constant communication (Watson and 
Buzsáki 2013). A neurophysiological model was established, in which the interaction and trans-
mission of information among brain regions takes place via synchronous rhythmic alternations 
(oscillations) in the excitability of many neurons (Watson and Buzsáki 2013; Cohen 2014). Pe-
riodic oscillations are thought to reflect brain activity and are created by an electrical potential 
through groups of neurons firing together as cell assemblies. In this way, information is hypoth-
esized to be transferred if groups of neurons are organized synchronously (Buzsáki 2010). In-
versely, it has been argued that oscillations, generated by neuronal assemblies, have an influence 
on other neuronal populations throughout the cortex, by coordinating their firing rate accord-
ingly (Uhlhaas and Singer 2010; Watson and Buzsáki 2013). Oscillations create an electrical field 
and the fluctuating current flow is physically measurable with electrophysiological recordings. 
Groups of brain oscillations that act as functional units have been divided into frequency bands. 
Oscillatory neuronal firing in the 4-8 Hz frequency range is referred to as theta waves and os-
cillations in the 40-80 Hz (or 30-100 Hz) frequency range are characterized as a gamma band 
(Burle and Bonnet 2000; Lisman 2010; Lundqvist et al. 2011; Vosskuhl et al. 2015a). There is 
converging evidence that frontal theta activity is the carrier frequency for coherent processes 
and observable during focused attention and learning (Sauseng et al. 2006; Senior et al. 2008; 
Cohen 2014). Particularly, increased theta activity has been allocated to WM processes, e.g. in-
formation encoding (Kirov et al. 2009).  
 
If oscillations code for the brain communication system, however, how is simultaneous 
activity of distinct brain regions provided? And how is a brain network of wide-spread or local 
areas formed, without the interference of areas that are negligible to the intended function? A 
well-confirmed theory explains that brain regions communicate with the targeted brain region 
in their ‘language’, entitled resonance, which is defined by neuronal responsiveness to a specific 
frequency and phase (Hutcheon and Yarom 2000; Izhikevich et al. 2003; Cohen 2014; Curti and 
O’Brien 2016). According to this theory, neurons of a network fire in the same frequency and 
only respond to other neurons that are in resonance to them. Cohen (2014) compared the brain 
networks to a radio receiver, that tunes to the preferred frequency to receive relevant infor-
mation (Cohen 2014). In addition to frequencies, phase coupling between brain regions has 
been linked to neuronal communication across time and space as a mechanism of information 
transfer between brain regions (Maris et al. 2016). Human studies examined EEG data and 
found either phase synchronization of oscillations between two brain regions, or an augmenta-
tion of intra-regional oscillation power, which presumably originated from synchronized 
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postsynaptic potentials of groups of neurons (Fell and Axmacher 2011). The brain networks are 
thought to be in phase, if simultaneously activated neurons generate depolarizations, that hereby 
create synchronous oscillations (Battleday et al. 2014). Consistent with this argument, neuronal 
communication has been considered as highly impactful if the output of the sending neuronal 
population encounters the achieving neurons at their excitable phase (Maris et al. 2016), which 
in turn would result in neuronal firing in the targeted frequency. Coupling between networks is 
hypothesized to have a potentiation-like effect (termed LTP), which is assumed to create 
memory. On the other hand, oscillations are decoupled if they are firing out-of-phase (Thut et 
al. 2012). Decoupling of oscillations is assumed to reflect neurons that do not communicate 
with each other in a depression-like effect (as LTD) and result in loss of memory. Phase syn-
chronization has also been correlated to neural plasticity (Fell and Axmacher 2011). On the one 
hand, Fell and Axmacher (2011) described that LTP takes place during the peak of an oscillation 
(Fell and Axmacher 2011). On the other hand, LTD is likely to occur during the oscillatory 
trough. Between two synchronized regions, information is presumed to be transmitted during 
high receptiveness to synaptic potentiation, namely the excitable theta phase, and information 
transfer would result in LTP. In summary, coordinated oscillating neurons form new connec-
tions by strengthening or weakening synaptic contact, which defines synaptic plasticity (Watson 
and Buzsáki 2013). 
 
 Regarding the resonance in one frequency, another behavior of oscillations could also be 
observed with multiple frequencies affecting each other. The relationship between two different 
frequency ranges has been described as cross-frequency coupling (Cohen 2011; Fell and 
Axmacher 2011; Thut et al. 2011). The amplitude of high frequency oscillations in local net-
works (e.g. gamma oscillations) can be modulated by the phase of lower frequency waves, e.g. 
wide spread theta waves (Herrmann et al. 2013). According to Lisman, this is the case for the 
WM (Lisman 2010). Synchronization through coupling of theta and gamma waves is thought 
to be the mechanism for the temporal storage of multiple memories in one brain network, con-
stituting the WM. To this effect, it has been reported that low-frequency phase oscillations 
mainly affect oscillations of high-frequency amplitudes and thereby the latter tend to be syn-
chronized to the former (Maris et al. 2016). As indicated, previous studies identified phase-
amplitude-coupling (PAC) between theta and gamma brain waves (Canolty et al. 2009; Uhlhaas 
and Singer 2010). PAC belongs to a cross-frequency coupling measure, which is argued to fea-
ture an encoding scheme of communicating neuronal networks (Uhlhaas and Singer 2010). It is 
defined as a coupler between the phase of a slow oscillator, e.g. the theta waves, and the ampli-
tude (equaling the square root of power) of a faster oscillator, e.g. gamma waves. The faster 
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oscillations are phase-modulated by slow oscillations and therefore phase-coupled, or synchro-
nized (Buzsáki et al. 2012).  
 Neural communication is seemingly affected by the interaction between frequency bands. 
Brain oscillations in the theta and gamma band have been recorded simultaneously during WM 
performance. On the basis of intracranial and EEG recordings, a model has been suggested for 
the WM, according to which items are maintained in WM in an oscillatory organized manner: 
Pursuant to the theta-gamma coding theory of STM and WM, five to nine gamma cycles are inte-
grated in one theta cycle, which has been associated with the memory stage of maintenance 
(Lisman 2010; Fell and Axmacher 2011; Kaminski et al. 2011; Vosskuhl et al. 2015a). It has been 
assumed that each fast cycle reflects groups of neurons firing simultaneously and that this em-
bodies one memory item (e.g. one number or letter) (Burle and Bonnet 2000). Approximately 
six gamma waves, representing six items, are carried and therefore organized by one slow mod-
ulating theta wave. Metaphorically, the theta wave could be compared to a shelf, which stores 
six books in a row, representing the gamma waves. Theta-gamma coupling first was hypothe-
sized to be functionally specific for the WM brain state anatomically located in the fronto-pari-
etal cortex areas (Griesmayr et al. 2010; Kaminski et al. 2011; Roux and Uhlhaas 2014). This 
interpretation contrasts with that from Watson and Buzsáki (2013), who argue that the fronto-
parietal neocortical areas also communicate with the hippocampus by cross-frequency coupling 
(Watson and Buzsáki 2013). The hippocampus is hypothesized to receive new information from 
the neocortical areas through theta-gamma coupling. In particular, hippocampal theta waves 
would modulate neocortical gamma waves.  
  
 Moreover, gamma oscillations have been suggested to facilitate information transfer be-
tween brain regions during bottom-up or top-down control (Fell and Axmacher 2011). During 
bottom-up control, subordinate brain regions, responsible for sensory processing, transfer in-
formation to higher cognitive brain regions that process the incoming sensory information. Ac-
cording to Uhlhaas and Singer (2010), evoked oscillations occur with a time-lag after the onset 
of an external stimulus and were related to sensory driven oscillatory activity and bottom-up 
transmission (Uhlhaas and Singer 2010). On the contrary, top-down control takes place in re-
gions of higher cognitive processes with transfer of information to subordinate brain regions. 
As an example of top-down regulation, the PFC has been suggested to control the widespread 
parietal and temporal areas by theta phase synchronization. This mechanism was also proposed 
as crucial for memory formation in the LTM (Fell and Axmacher 2011). In other words, the 
WM and LTM seem to function by the interaction of intercortical and subcortical regions 
through phase synchronization (Fell and Axmacher 2011). Especially during the preservation 
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of information, the fronto-parietal network assumedly communicates by phase synchronization. 
Indeed, a number of studies have postulated a convergence between the memory function and 
theta phase synchronization (Fell and Axmacher 2011;Sweeney-Reed et al. 2015; Herrmann et 
al. 2016). The theta phase of global areas has been proposed to organize the oscillatory activity 
in local areas, mainly gamma, by synchronization. This is referred to as top-down control.   
  
 Structurally, phase-coupling in the theta frequency range has been demonstrated between 
the PFC and the temporal lobe, i.e. hippocampal areas during all three stages of the WM process 
(encoding, maintenance and retrieval). According to Sauseng (2006), the PFC resembles the CE 
system which plies top-down control on parietal areas (Sauseng et al. 2006; Kawasaki et al. 
2014). Particularly, executive control functions have been associated with synchronized theta 
oscillations of both the parietal and prefrontal areas (Fell and Axmacher 2011). As described 
above, the theta frequency is expected to be accountable for the communication between wide-
spread cortexes, whereas the gamma frequency operates on a local level. Oscillations in the 
gamma frequency band have been associated with the encoding of stimuli, whereas communi-
cation between the prefrontal and parietal cortexes was shown during the maintenance of 
memory content (Fell and Axmacher 2011). In alignment with Helfrich’s suggestion, we con-
clude that synchronized neuronal activity is substantial for cognition (Helfrich et al. 2014b). 
Synchronization facilitates the storage of new information or forgetting of former memory con-
tents and therefore the brain is adaptable to new events. A new formation of memory is also 
facilitated by the remembrance of previous memory, which is stored over a longer time-span in 
the hippocampus and related brain areas. 
 
1.2.4 Working Memory Tasks  
The WM operates on three levels of encoding, maintenance and retrieval (Pasternak and 
Greenlee 2005; Proskovec et al. 2016). First, encoding of a stimulus defines the transformation 
of visual or verbal information into the WM network. Second, the WM must maintain the data 
and protect it from the interference to finally be able to retrieve the information upon request. 
In order to explore the individual WM capacity and effects of WM trainings, multiple WM tasks 
have been developed. In neurocognitive studies, participants are engaged in a core task requiring 
the WM. Effects of training can be evaluated by measuring and comparing the accuracy rates in 
these WM tasks before and after training. Several tasks have been developed that are associated 
with the activation of the fronto-parietal network, including the Sternberg-type, span-board-
type and match-non-match-type WM tasks and the N-back task (Kim et al. 2003; Meiron et al. 
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2013; Buschkuehl et al. 2014; Darki and Klingberg 2015; Constantinidis and Klingberg 2016; 
Proskovec et al. 2016).  
   
The N-back task is a popular delayed response task to investigate aspects of the WM. 
The presented target must be maintained in memory and compared to the target N-steps back, 
while the previous stimulus also has to be remembered and compared to the next target. N 
stands for a natural number. In a visual N-back task, the position or color of a geometrical figure 
has to be compared to the stimulus presented N-steps back. The stimulus is presented on a 
screen and has to be remembered. At the same time, the participant is asked to compare it to a 
stimulus presented N-steps back. If the presented stimulus matches the stimulus N-back, the 
participant is asked to press a green button during the response period. Contrarily, the red but-
ton should be pressed if the stimuli did not match in position or color. To engage the verbal 
WM network in an auditory WM task, letters or words are verbally presented and the participant 
is asked to select the green button, if the present letter matches the letter N-back. In this work, 
the visual N-back WM task was selected because it specifically demands the three phases of 
encoding, maintenance and retrieval. The participants were trained in a 2-back-task, in which 
rapid sequences of stimuli (colored circles) are presented on a screen. During the stimulus 
presentation, the WM network encodes the stimulus with aspects of the geometric figures 
(visuo-spatial information about color, shape and location). In a delay period, the stimulus has 
to be retained in the WM and in the response period, retrieval of stimulus information takes 
place. Furthermore, the 2-back task specifically targets all aspects of WM: encoding, mainte-
nance, resistance to the interference from the newer information, and retrieval. Instead of 
merely activating the STM, this delayed period task specifically engages the WM by requiring 
processing of information. Whereas the subject is asked to compare the presented stimulus of 
one color (purple) to the stimulus in the same color 2-back, the subject is also required to mem-
orize the present stimulus and to compare it to the stimulus two steps later. In between the 2 
steps, a cue appears in a different color, which also has to be compared to a stimulus 2-back. 
 
1.2.5 Working Memory Capacity 
A further distinction between the STM and WM is the number of items that can be 
stored. Prior to the work of Miller (1956), the STM capacity has been suggested to be limited to 
five to nine objects, whereas WM capacity is restricted to three to five items according to Cowan 
(2005) (Miller 1956; Burle and Bonnet 2000; Cowan 2001; Cowan et al. 2005; Cowan 2010; Ma 
et al. 2014; Cowan 2015; Cowan 2017). Miller (1956) introduced a highly effective mechanism 
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to increase the number of stored items, by categorizing them into chunks. These chunks could 
contain digits, words or letters. For example, a list of single digits (e.g. “2,5,4,8,1,9”) could be 
composited to a double-digit number (“25,48,19”). In the STM tasks, adults could memorize 
seven  two items in average, reflecting little variability in memory capacity of adults. A problem 
definition that targets the STM is based on mental presentation and retrieval of information. 
For example, during a Digit Span Forward (DSF) task, a person is presented digits verbally and, 
subsequently, requested to recall the digits in the same order (Gignac 2015). Cowan (2005) de-
tected a different capacity limit for the WM and claimed that adults would maintain information 
for only up to four  one objects. The Digit Span Backwards (DSB) task is a common task 
design that targets the WM by comprising memorization and remodeling the items (Gignac 
2015). During this task, the participant is asked to memorize digits presented verbally and to 
recall them in an inverse order. Cowan (2005) estimated the visual capacity limit of three to four 
objects, by comparing the results on a visual-array comparison task. During the visual WM task, 
a series of items was presented, and the participants were asked to memorize the sequence. 
After disappearance of the stimulus, the conceptual formulation was to identify if the assort-
ment differed or not.  
 
Analytical results on various WM tasks are diverse. An individual WM capacity limit 
might rely on the storage facility itself and, furthermore, the WM efficiency depends on the 
focus of attention (Cowan 2010). In every assignment to the WM, we must focus our attention 
to the new information that is provided. Otherwise, if we get distracted by thoughts that do not 
concentrate on an appointed task, we might use our capacity of attention for distractions instead 
of storing a new amount of information that is trivial to the task. According to Cowan (2005) 
the ability to focus the attention and the capacity to store several objects depends on different 
brain areas (Cowan et al. 2005). The author labeled the capacity to focus attention on objects as 
the scope of attention and claimed that it would also be limited to four  one items. Structurally, 
the scope of attention was suggested to be localized in the parietal lobe and the control of attention 
was assigned to the frontal cortex (Cowan et al. 2005), with both interconnected in the fronto-
parietal network (Bavelier et al. 2008; Klingberg 2010; Palva et al. 2010; Takeuchi et al. 2010). 
Accordingly, strong connectivity between these areas has been argued to contribute to high WM 
capacity, which is of significance to this dissertation.  
 
There are, however, more reasons why individuals differ in performance to learn or 
retain knowledge. Age, gender and training are displayed factors that play a decisive role in 
storage capacity limitation (Cowan et al. 2005; Wang et al. 2011; Hill et al. 2014; Proskovec et 
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al. 2016). The temporal storage capacity is limited and variable due to individual differences in 
the ability to draw attention, reasoning power and education (Constantinidis and Klingberg 
2016). A link has been indicated for WM capacity, childhood development and aging 
(Westerberg and Klingberg 2007). During childhood and adolescence, cognitive development 
still takes place by the generation of neurons in the later developing regions (e.g. the hippocam-
pus, thalamus and amygdala), as the brain matures and its function, including the WM capacity, 
increases (Grieve et al. 2005; Cameron and Glover 2015; Constantinidis and Klingberg 2016; 
Proskovec et al. 2016). According to Darki and Klingberg (2015), the greater the dlPFC, supe-
rior frontal sulcus and intraparietal cortex are activated, the more extensive the WM capacity 
becomes in children and juveniles (Darki and Klingberg 2015). The salient activation of the 
PFC, especially the right dlPFC has been associated with high WM performance in adolescents 
(Klingberg 2010; Nissim et al. 2017). After a performance peak, the capacity commonly declines 
with increasing age, which was suggested to rely on neuronal degeneration (Westerberg and 
Klingberg 2007; Getzmann et al. 2013; Nissim et al. 2017; Oren et al. 2017). A growing body of 
literature has investigated the functional and cortical changes during cognitive aging and em-
phasized the susceptibility of the frontal cortex to structural changes (Lemaitre et al. 2012; 
Nissim et al. 2017). Aging is accompanied by a reduction in cortical surface area, related to the 
demise of synapses, and grey matter volume reduction, which mainly takes place in the PFC 
(Grieve et al. 2005; Lemaitre et al. 2012; Nissim et al. 2017; Zancada-Menendez et al. 2017). 
Nevertheless, aging does not have the same effect on every individual, as some people show 
maintained WM performance (Nyberg et al. 2012). Physical activity was presented as an effec-
tual intervention to prevent cognitive decline, by facilitation of synaptic plasticity and neuro-
genesis, in healthy elderly and in Alzheimer patients (Intlekofer and Cotman 2013). It was in-
vestigated that senior citizens with high performance in WM, comparable with young adults, 
have a high activation of the PFC in both hemispheres during WM task performance (Nissim 
et al. 2017). The previous findings demonstrate support for the compensation hypothesis, which 
states that neurocognitive deterioration in elderly is counterbalanced by bilateral prefrontal ac-
tivation (Reuter-lorenz et al. 1996; Fakhri et al. 2012; Proskovec et al. 2016; Nissim et al. 2017). 
Low performance on WM tasks consisting new memory content and its manipulation has been 
connected with unilateral activation of the right PFC in elderly (Nissim et al. 2017). Conse-
quently, the structural lateralization in elderly could indicate a decline in the WM. On the neural 
level, a decrease in synaptic density, due to cortical surface area reduction, has also been sug-




Gender differences have been evaluated for visual and verbal WM performance. Much 
of the research has paid attention to WM test achievement of males and females (Duff and 
Hampson 2001; Kaufman 2007). On the one hand, higher WM performance has been predi-
cated for males on tests of spatial visualization and especially of 3D-mental rotation (Kaufman 
2007), and on the other hand, for females, higher performance has been demonstrated on verbal 
and spatial WM tasks in shorter reaction time than male participants (Duff and Hampson 2001). 
Hill et al. (2014) carried out a meta-analysis to identify and evaluate the underlying neuroana-
tomical differences. They observed functional and structural changes during WM processes (Hill 
et al. 2014). Gender specific networks have been detected throughout performance of WM 
tasks. Stronger activation of limbic systems (e.g. the bilateral amygdala, the right hippocampus) 
and prefrontal areas has been demonstrated to be specific for the female gender. In contrast, 
males comprised more parietal areas in a dispersive WM network (viz. the superior parietal lobe, 
left insula, cerebellum and bilateral thalamus), which has been alleged to represent greater acti-
vation of the spatial WM. Nevertheless, Hill et al. (2014) also found gender-consistent WM 
network activity in parts of the frontal (BA 6,9), temporal (BA 39) and parietal lobes (BA40, 
BA7) and in the left cingulate gyrus (BA 32) as well as the right claustrum (Hill et al. 2014). 
Several investigations have revealed that training enhances the WM capacity to a certain extent 
(Westerberg and Klingberg 2007; Lisman 2010; Li et al. 2015; Caeyenberghs et al. 2016; 
Constantinidis and Klingberg 2016; Wayne et al. 2016; Dresler et al. 2017) and was suggested 
to be induced by plasticity (Klingberg 2010; Li et al. 2015). The method of loci is one of the oldest 
and well-known mnemotechnics that utilizes the spatial memory for remembrance of abstract 
information (Lea 1975; Anschutz et al. 1987; Qureshi et al. 2014; Fellner et al. 2016). In this 
method, visualizations of items are used and combined with familiar places to a route on an 
imaginary map.  
 
fMRI studies revealed how brain networks were affected by mnemonic training. Differ-
ent authors have measured training effects in a various of ways, comprising network connectiv-
ity, synaptic plasticity and the structure of the white matter (Klingberg 2010; Takeuchi et al. 
2010; Dresler et al. 2017). Takeuchi et al (2010) investigated the structural connectivity changes 
of the fronto-parietal network with regard to the measurement of white fiber tracts. (Takeuchi 
et al. 2010). They observed increased fractional anisotropy and interpreted their results as en-
hanced myelination after training. In addition to these results, it has been suggested that induced 
plasticity changes of the frontal and parietal lobes and the basal ganglia have been interrelated 
with WM training. An improved performance has not only been investigated for the structural 
and functional cortex organization, but also for changes of synaptic connectivity (Klingberg 
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2010). It was stated that synaptic plasticity precisely took place by multiplication in dopamine 
receptors. Another approach to understand the complex and controlled biological processes of 
WM training has been made by Dresler et al. (2017). Training extended widespread connections 
between WM networks during the state of rest, when no task was assigned. During visual task 
performance, the connectivity increased in local visuo-spatial brain regions, viz. the bilateral 
medial temporal lobe structures, ventral and dorsal networks combined, and the visual cortex. 
Conversely, an extensive training over six weeks reorganized the functional network connectiv-
ity over a longer period for up to four months between brain areas that were active during 
mental work processes (e.g. the medial PFC, right dlPFC and parahippocampal cortex). 
 
Cowan (2010) raised the question why storage capacity is biologically restricted, and 
hypothesized that the processing chain is subject to neurons that fire in patterns representing 
up to five items in a limited time window (Cowan 2010). Greater information content might 
require the activation of neurons in a prolonged period that would, in turn, surpass the capacity 
for neural activity. Otherwise, the patterns might happen too close to each other and its inter-
fering might mix the content in the wrong order. On the other hand, a small amount of memory 
content may lead to a strong association between the items and accordingly enable the most 




1.3 Neurophysiological Basis of  Memory 
This chapter describes how memory is created on the neuronal level regarding neuronal 
plasticity and oscillations. Our brain must constantly adapt to new experiences. This requires 
the brain to memorize aspects of the environment we live in and to constantly learn from it, 
which is reflected by a change in human behavior. During brain development, neurons connect 
in a neural circuitry by forming synaptic contacts at nerve terminals. At a cellular level, learning 
takes place through synaptic contacts. Large neuronal ensembles encode external and internal 
experiences as stimuli by neural activity patterns (Citri and Malenka 2008). The brain can modify 
itself due to internal and external events and therefore it possesses plastic deformability. Sensory 
input stimulates the brain and this results in activation of neurons. Depending on the activity of 
neuronal structures, neuronal plasticity takes place, which is defined by the modification and 
plastic deformability of brain areas (Citri and Malenka 2008; Berlucchi and Buchtel 2009; 
Bartsch and Wulff 2015). For example, intensive exercise will increase the volume of certain 
involved brain regions. Hebbian learning, a cellular mechanism introduced by Donald Hebb, is 
supposed to take place by changing the synaptic strength for a short time (over milliseconds up 
to minutes), which leads to activation of the connected neuron (Fell and Axmacher 2011). New 
information is stored, and therefore memory is generated by strengthening or weakening preex-
isting synaptic contacts among neurons, which defines synaptic plasticity (Citri and Malenka 
2008; Watson and Buzsáki 2013; Bannerman et al. 2014; Bosch et al. 2014; Kastellakis et al. 
2015). The strength of synaptic contacts, specified by synaptic weighting, is characterized by the 
probability of neurotransmitter release. Neurotransmitters are biochemical substances that lead 
to transmission of stimuli from one cell to another and are reestablished hereinafter. Short-term 
synaptic weighting takes place during neural activity. Electrical impulses (action potentials) are 
converted into chemical information and amplified. A generated action potential in the nerve 
ending leads to chemical release and therefore an accumulation of calcium in the presynapse, 
which then discharges neurotransmitters by distributing their storage locations, the vesicles, into 
the synaptic gap. The neurotransmitters are either excitatory (e.g. glutamate) or inhibitory (e.g. 
glycine and gamma aminobutyric acid, GABA) and diffuse to the receptors of the postsynapse. 
This results in modification of the postsynapse by an inflow of positively or negatively charged 
ions when metabotropic or ligand-driven chloride channels are opened. As a result, the postsyn-
apse is either depolarized or hyperpolarized. If the summed incoming potential reaches above 
the depolarization threshold, an action potential in the nerve cell is generated. After repeated 
activation of synapses, the stimulation has a long-lasting modification effect on the synaptic 
strength. According to a well-confirmed theory, the storing of memory contents is accomplished 
through LTP (Teyler and DiScenna 1987; Citri and Malenka 2008; Bosch et al. 2014; Cohen 
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2014; Kastellakis et al. 2015; Nicoll 2017). LTP is assumed to be a learning mechanism, which 
operates by synaptic weighting, occurring in the pyramidal cells of the hippocampus (Bartsch 
and Wulff 2015). During learning, the activation of the synapse enhances the synaptic excitabil-
ity. The key players in LTP are N-methyl-d-aspartic acid (NMDA)- and Alpha-amino-3-hy-
droxy-5-methyl-4-isoxazolepropionic acid (AMPA)- receptors, glutamate receptors located in 
the postsynaptic membrane that reinforce synaptic transmission over a long time. The NMDA-
receptor is a protein complex which consists of four glutamatergic subunits (two GluN1 and 
two GluN2) (Bannerman et al. 2014). Without stimulation of the synapse, the neuron is in rest-
ing potential and the NMDA-receptors are blocked by magnesium molecules. Short series of 
action potentials with small glutamate efflux lead to a sodium influx through AMPA-receptors 
and thereby depolarization of the postsynaptic membrane. Conversely, a longer lasting series of 
electrical stimuli with increased glutamate efflux and stronger excitation at the postsynapse 
causes the NMDA-receptor to be unblocked and this especially leads to an augmented calcium 
influx into the nerve cell. The quantity increase of calcium, in turn, induces enzyme activation 
and induction of protein kinases etc. (Bartsch and Wulff 2015), which alter the postsynaptic 
sensitivity to glutamate or increases the presynaptic release of neurotransmitters long-lasting via 
the retrograde messenger substance nitrogen monoxide. A single high-frequency pulse series of 
depolarizations phosphorylates the AMPA-receptors for one to two hours, whereas a high 
amount of calcium affects the protein biosynthesis. The resulting modification of synapses en-
dures for hours to weeks. On the contrary, LTD takes place if synaptic contact is weakened, 
and therefore, the theory also provides a comprehensive explanation of how memory is forgot-
ten. Neural plasticity via LTP and LTD is not the only mechanism of memory formation. An-
other integral neurophysiological aspect in memory formation is the temporal pattern of hippo-
campal neuronal skipping. According to this hypothesis, new formation of memory is facilitated 
by the reactivation of previous memory that is stored in the hippocampus and related brain 
areas. Successful retrieval of information might not primarily rely on the total augmentation in 
postsynaptic potentials, but rather on the temporal precision of hippocampal neuronal firing 
(Voytek and Knight 2015). Overall, synaptic plasticity is a structural mechanism that modifies 
conjunctions between synapses and hereby underlies learning and memory (Schacter and 
Wagner 2013). 
 
A critical aspect of neurophysiological research is to gain a deeper insight into the for-
mation of brain activity and its relevance in memory. Brain activity occurs at the nerve cell level 
in terms of oscillations and interactions with larger brain areas. Neuronal oscillations reflect 
fluctuations in neuronal states of excitation and inhibition, but also mere excitatory or inhibitory 
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brain networks (Cohen 2014). It is a widely-held view that oscillations are produced by ongoing 
synchronous activity of neuronal assemblies, which fire in rhythmic bursts (Roux and Uhlhaas 
2014). The characteristic cycles of these bursts create oscillations, which in turn create changes 
in the electric potential surrounding the neurons, entitled as the local field potential (LFP). LFPs 
are compiled of postsynaptic potentials from synchronized neuron ensembles. These signals are 
central targets in brain research: Electrocorticography (ECoG) is an invasive research method 
that uses intracranial single-unit electrodes or multi-unit electrodes to record extracellular elec-
tric potentials (Fell and Axmacher 2011; Buzsáki et al. 2012; Voytek and Knight 2015). Hereby, 
brain activity is measurable. Functionally, neuronal oscillations are described as a system with a 
constant rhythmic shift between brain states (Cohen 2014) and suggested to transmit encoded 
information between neuronal populations (Roux and Uhlhaas 2014). Brain oscillations are 
characterized by three features: the frequency, power and phase (Cohen 2014). The speed of an 
oscillation shapes the frequency that is calculated per unit Hertz (Hz) and measured in cycles 
per second. The height of an oscillation defines the amplitude of the brain wave and the squared 
amplitude results in the power, its amount of energy. Inversely, the amplitude of an oscillation 
equals the square root of power. The phase is a circular measure in radians or angles and de-
scribes each time point within a cycle. Phase can also be transformed to the oscillation’s time 
point or a certain position in oscillations (Thut et al. 2012). The phase of oscillations is referred 
to as either excitatory (the peak), inhibitory (the trough), or in between (the slope). Thut et al. 
emphasized the role of variances in phase, frequency and amplitude for oscillations and its mod-
ifiability by neuronal interaction (Thut et al. 2012). The phase of neuronal oscillations can pro-
vide additional insight into the temporal organization of cortical activity (Roux and Uhlhaas 
2014). The up-states of oscillations reflect a time window of greater excitability, and the down-
states stand for a less excitable period. As stated above, brain oscillations contain three dimen-
sions of neuronal information (frequency, power and phase). The speed of the oscillation char-
acterizes the frequency. Power refers to the height, or the amount of energy, in the oscillation 
at a point in time. The phase is a circular measure in radians or angles and reflects the position 
of the oscillation along the sine wave (Cohen 2011). During the excited state, the sine wave’s 
phase is termed as the peak, (π) and on the contrary, the trough (–π) reflects the unexcited state 
of the neuronal network. 
 
Brain wave patterns can be observed with non-invasive EEG, which records the electrical 
signal from electrodes mounted on the scalp (Battleday et al. 2014). According to Lopes da Silva 
(2010), the EEG receives summed electrical activity of neurons and glial cells that generate 
electrical and magnetic fields (Lopes da Silva 2010). In the following, the purpose of each brain 
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wave will be explained and linked to specific functions. Through filtering of electrical signals, 
brain oscillations are typically divided into different frequency bands that are referred to as the 
delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (15–25 Hz), and gamma frequency band 
(40–80 Hz) (Battleday et al. 2014; Hanslmayr et al. 2016). According to literature, the frequency 
bands are varying in bandwidth. Neural communication and their behavioral results in cognition 
have been linked to neural oscillations in the frequency bands between delta and gamma (Voytek 
and Knight 2015). In particular, studies have reported that the performance on several tasks is 
predicted by the power and phase in oscillations (Voytek and Knight 2015). The slowest fre-
quency, delta oscillations, has been found in the frontal and cingulate cortex and is assumed to 
constitute a key element for attention by inhibiting insignificant sensory stimuli and visual in-
formation (Herrmann et al. 2016). Oscillations in the delta and theta band have been associated 
with the communication of brain networks in a longer range and hereby enable higher cognitive 
processes, e.g. learning, speech comprehension, focused attention and WM processes 
(Griesmayr et al. 2010; Kikuchi et al. 2015; Herrmann et al. 2016). Theta band activity is espe-
cially significant during memory recall and spatial navigation. Repetitive neural activity in the 
theta range was anatomically localized in the PFC, sensory cortex, as well as parietal and tem-
poral areas with mainly the hippocampus that has been suggested to play a crucial role in epi-
sodic memory encoding (Khader et al. 2010; Uhlhaas and Singer 2010; Herrmann et al. 2016; 
Hanslmayr et al. 2016). In addition to theta oscillatory activity, theta and alpha oscillations com-
bined have been shown to regulate encoding of the LTM (Khader et al. 2010).  
 
For the occipital cortex, dominant rhythmic activity in the alpha band has been described 
and was related to eye-opening and closing in a relaxed and awake state in animals and humans 
(Lopes da Silva 2010). The power increases during an eyes-closed state, whereas opening of the 
eyes results in decreased alpha rhythm and increased beta activity in the visual cortex. It should 
be mentioned, however, that eye closure has also been reported to result in widespread power 
increases in delta, theta and beta power and occur beyond the occipital areas. Geller et al. de-
scribed this change in frequency power in a study using ECoG, recording cortical activity by 
directly placing electrodes on the cerebral cortex. Additionally to the occipital cortex, alpha 
rhythm has also been examined to be generated in the posterior temporal and parietal cortices, 
including the thalamus, hippocampus, reticular formation, sensory cortex and motor cortex 
(Uhlhaas and Singer 2010). It is assumed to reflect memory processes and facilitate attention 
control by suppressing irrelevant visual information input (Uhlhaas and Singer 2010; Battleday 
et al. 2014; Herrmann et al. 2016). The sensory inhibition facilitates sensory and memory activity 
by focusing on the relevant information. Furthermore, previous studies have discovered theta 
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and alpha band activity modulations during top-down processes and found a connection 
through synchronization between widespread brain areas (Uhlhaas and Singer 2010; Battleday 
et al. 2014). 
 
Whereas Uhlhaas and Singer claimed that beta oscillations occur in all cortical structures, 
and subcortical areas such as the subthalamic nucleus, basal ganglia and olfactory bulb, Battleday 
et al. highlighted the role for motor cortex functions (Uhlhaas and Singer 2010; Battleday et al. 
2014). During sensory and motor tasks, as well as tasks that require cognitive ability, beta band 
activity increases during planning of fine motor skills. This performance is enabled by filtering 
out unnecessary stimuli to focus the attention on essential information, which defines sensory 
gating (Uhlhaas and Singer 2010; Herrmann et al. 2016). Gamma band activity has been rec-
orded in local cortical areas of all brain structures, as well as the retina and olfactory bulb 
(Griesmayr et al. 2010; Uhlhaas and Singer 2010; Herrmann et al. 2016). It was correlated to 
conscious perception, attentional control during processing of information and WM mainte-
nance (Griesmayr et al. 2010). Moreover, gamma oscillations have also been suggested as the 
facilitator of LTP by initiating synaptic changes associated with learning (Hanslmayr et al. 2016).  
 
Interactions between two or more frequencies have been assigned to the communication 
of neuronal networks due to the coordination through frequency coupling (Thut et al. 2011). 
Communication of long-range networks is assumed to be facilitated by oscillatory activity of 
slow frequencies (in the theta- to alpha-range), whereas communication with higher frequencies 
is primarily hypothesized to take place between local networks of neurons. Occipital gamma 
oscillations are hypothesized to combine visual features as soon as posterior alpha-frequency 
oscillations have selected and integrated information designated to be important (Thut et al. 
2011). Memory formation, resulting from LTP, has been demonstrated to arise mainly during 
specific phases of theta-band oscillations (Cohen 2014). This result may support the hypothesis 
claiming that episodic memory would rely on information binding through gamma oscillations 




1.3.1 Functional and Anatomical Connections among Cortexes 
Brain functions are particularly relevant in maintaining the physiological homeostasis, 
cognition and motor control and facilitated by the precise and flexible coordination of intra- 
and interregional neuronal activity (Voytek and Knight 2015). Oscillations represent this activity 
and can be generated by populations of neurons that either spike according to the same oscilla-
tory frequency or contradictory. The theory of oscillatory synchronization, or coherence, pro-
vides a useful explanation of how interregional network communication is facilitated in the brain 
(Voytek and Knight 2015). Coherence is defined by the correlation of power. Two oscillations 
are coherent if their frequencies are identical and if they are aligned in phase and amplitude. The 
mechanism behind this effect is explained by neuronal spiking activity that occurs in the same 
phase. The coupling of neurons therefore takes place via phase-synchronization and during co-
herence in phase, spikes are more likely to occur. Spiking activity of neuronal populations, rep-
resented by action potentials, would then enhance the LFP, which represents the summed ac-
tivity. The LFP in turn is thought to regenerate oscillatory synchronization of further neuronal 
networks. By contrast, if neurons are decoupled, their spiking activity takes place during indi-
vidual phases. Thereby, neural noise is created and it reduces the probability for the generation 
of action potentials. Moreover, Voytek and Knight (2015) suggested that oscillatory coupling is 
thought to be well optimized for successful and coordinated neuronal spiking activity (Voytek 
and Knight 2015). On the one hand, oscillatory neuronal activity should not be overly synchro-
nous with severe coupling, and on the other hand, it should not be impaired by weak coupling. 




1.4 Electrophysiology of  Human Brains 
One of the most well-known and used tool for assessing electrical activity of the brain 
is EEG (Buzsáki et al. 2012). The EEG is defined as a non-invasive neurological measurement 
that derives from summed cortical potential fluctuations. It captures brain wave patterns as 
rhythmic activity and amplifies the signal recorded passively through electrodes mounted on the 
scalp. A major advantage of the brain imaging technique is it’s high time resolution, which 
measures occurring cognitive processes and alterations in real time (Cohen 2014). The EEG 
measures electrical signals from the brain that travelled through the dura layers, skull layers, the 
scalp and intermediate tissue, and also captures noise that arises from the surrounding (Buzsáki 
et al. 2012; Jackson and Bolger 2014).  
The major source of the EEG signal originates from electric fields that are generated by 
synchronized activity of cortical neurons (Thut et al. 2012; Watson and Buzsáki 2013; Cohen 
2014; Jackson and Bolger 2014). The EEG measures the state changes of neurons summed up 
at different points of the cortex and thus visualizes the activity of groups of neurons. Rhythmic 
activity in the EEG is registered through these voltage fluctuations. A number of authors have 
considered the effects on the signals of pyramidal cells in the cortex as the greatest (Buzsáki et 
al. 2012; Jackson and Bolger 2014; Chaudhuri and Fiete 2016). In particular, the summation of 
their generated postsynaptic potentials contributes mainly to the recorded electrophysiological 
activity (Voytek and Knight 2015). If the neurons are geometrically organized, either parallel or 
perpendicular and along cortical columns, they create an extracellular field voltage. Dipole mo-
ments are generated by dendrites and the soma of pyramidal cells that are separated by some 
distance and charged contrarily. The positive charged field serves as the source and arises from 
positive current, which excites the neuron at the neuronal membrane (Buzsáki et al. 2012; 
Jackson and Bolger 2014). On the contrary, the sink defines a negatively charged region. If mul-
tiple apical dendrites of pyramidal neurons are parallel arranged and synchronously active, the 
dipole moments sum together and produce a measurable signal that is detected by electrodes in 
the vicinity (Buzsáki et al. 2012; Jackson and Bolger 2014). In this way, the EPSPs or IPSPs of 
many neurons summate and create an extracellular potential near the neural dendrites (Cohen 
2014; Jackson and Bolger 2014). As EEG records an electric field from outside the neurons, 
the neuronal action potentials are not directly recorded. Instead, action potentials and synaptic 
activity produce voltage in the extracellular space. This voltage, an electrical potential of multiple 
neurons, sums up to an extracellular signal, and can be detected on the smaller scale as LFP. 
The electric potentials derive from transmembrane currents. The LFP is an extracellular current 
flow which is measured by intracranial EEG recording electrical activity from the cerebral cor-
tex by electrodes placed inside of the brain. Small synaptic currents produce a measurable LFP 
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signal by overlap in time. The slow synaptic activity generates a substantial electrical current 
flow and therefore accounts for the extracellular voltage measured from the scalp (Buzsáki et 
al. 2012). There is converging evidence that other transmembrane currents also contribute to 
the signal, including voltage-dependent intrinsic events, e.g. calcium spikes, fast action potentials 
and spiking after hyperpolarization. Calcium spikes are large (10-50 mV), long-lasting (10-100 
ms) and often triggered by NMDA receptor-mediated excitatory postsynaptic potentials 
(EPSP). Fast action potentials generate from fast sodium-channels in open positions, which can 
externally be observed as spike activity in the extracellular medium lasting for about two milli-
seconds. Synchronous action potentials from many neurons can contribute to the LFP. Neu-
ronal synchrony may also be augmented by direct electric communication (gap junctions and 
neuron-glia interactions) that can contribute indirectly to changes in the extracellular field 
(Buzsáki et al. 2012). The elevation of intracellular concentration of ions may activate ligand-
gated channels and therefore lead to an increase of conductance of other ions, and finally create 
hyperpolarization of the membrane. 
 
1.5 Disorders of  Oscillations 
 Neurophysiological studies have linked brain oscillations with mental work including cog-
nitive processes and changes in cognition were suggested as externally observable through hu-
man behavior (Uhlhaas and Singer 2010). Many neuropsychiatric and learning disorders, e.g. 
Autism and Depression, were associated with pathological oscillatory brain activity in large-scale 
networks (Menon 2011; Herrmann et al. 2013; Battleday et al. 2014; Voytek and Knight 2015). 
Moreover, the disruption of the fronto-parietal network and abnormal central executive func-
tions has been linked to the complex mental disorders Attention Deficit Hyperactivity Disorder 
(ADHD) and Schizophrenia (Martinussen et al. 2005; Klingberg 2010; Menon 2011; Li et al. 
2015). In this chapter, the relevant disorders will be presented and brought into the context of 
potential treatment with brain stimulation. 
 ADHD is a prevalent neurodevelopmental disease in childhood, that affects approxi-
mately 3%, and often pervades through adolescence and adulthood (Menon 2011; Rodríguez et 
al. 2016; Groenman et al. 2017). Disruptions in the critical phases of the development of the 
brain were described to precede ADHD, which is predominantly characterized by unfocused, 
impulsive and hyperactive behavior that is age-inappropriate and lasts over a long period of time 
(Groenman et al. 2017). A search of the literature revealed that the severity of ADHD correlates 
with cognitive deficits regarding an impairment of the WM in patients (Westerberg et al. 2004; 
Martinussen et al. 2005). ADHD can be divided into three types of presentations: the impulsive 
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and hyperactive type, the inattentive type, and a combination between both types (Rodríguez et 
al. 2016). In early childhood, especially young male individuals attract attention from nursery 
and school teachers’ due to impulsive and hyperactive behavior. The inability to stay focused 
and pay attention leads to difficulties particularly at school and influences the social develop-
ment among peers. On these grounds, pharmacological treatments with methylphenidate and 
atomoxetine find widespread use. Despite the positive effects on cognition and motor skills, 
this sympathomimetic agent also generates adverse effects that include tachycardia, increasing 
blood pressure, sleep disturbances and aberrant sweating. It has been suggested and also dis-
proved that the increased amount of dopamine could also play a role in the reduction in growth 
by diminishing the amount of growth hormone that is distributed (Bereket et al. 2005; 
Groenman et al. 2017). Although the safety of stimulants regarding short-term effects and ad-
verse reactions is well investigated, the long-term impact of methylphenidate on brain develop-
ment and the cardiovascular system is not yet well established. In contrast to the pharmacolog-
ical approach and treatment of ADHD, the brain activity of patients has been investigated and 
compared with healthy individuals. Previous research that implemented fMRI led to the con-
clusion that methylphenidate has a positive reinforcing or compensatory direct effect on the 
functional network connectivity and patterns of activation (Rodríguez et al. 2016). Surveys con-
ducted by Herrmann (2013) have shown abnormal oscillatory brain activity in patients suffering 
from ADHD. With regard to the impaired memory performance in patients, a relationship has 
been drawn between the degree of cognitive deficits and the decrease in EEG amplitude of 
gamma-band activity (Herrmann et al. 2013).  
 A further neurodevelopmental disorder that is noticed and diagnosed in childhood, is the 
Autism Spectrum Disorder (ASD) (Kikuchi et al. 2015; Bonnet-Brilhault 2017). The term falls 
in a category of Pervasive Neurodevelopmental Disorder, which includes not only autism, but 
Asperger syndrome and Pervasive Neurodevelopmental Disorder not otherwise specified. Au-
tism is defined by an early onset in the first three years in children with a characteristic set of 
symptoms: deviants and restricted interest in social communication and social interaction, as 
well as repetitive behavior, sensory-motor dysfunctions and altered executive functioning. The 
first symptoms can already occur in the age of 18 months and in many cases, people with autism 
are also diagnosed with comorbidities such as ADHD. Autism is caused by environmental fac-
tors as well as an undetermined genetic component. During brain development, the neuronal 
organization and neural connectivity in patients differ in comparison to their peers, which is 
suggested to lead to salient social behavior. Previous research findings regarding the altered 
brain connectivity have found reduced theta coherence (6 Hz) and decreased network connec-
tions in the anterior-posterior direction of the diagonal hemispheres (Kikuchi et al. 2015).  
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 The psychiatric disease schizophrenia has also been associated with dysfunctional brain 
networking (Henseler et al. 2010). Approximately 1% of the world's population is suffering 
from schizophrenia, which can be defined as a complex mental disorder. Schizophrenia is iden-
tifiable by psychotic symptoms, such as hallucinations, delusions and impairments in cognitive 
functions, as well as a genetic component (Uhlhaas and Singer 2010; Menon 2011; Devaraju et 
al. 2017). Patients with schizophrenia suffer from cognitive disorders encompassing language, 
disorganized speech, reasoning, thinking and planning, and deficient WM performance. The 
psychotic symptoms, e.g. auditory hallucinations, have been shown to predict disease progres-
sion. This highlights the importance for patients.  
 Global and local disorders in the brain network are associated with schizophrenia and 
have been shown to impact cognitive abilities of patients (Menon 2011). The disease particularly 
influences the visuo-spatial and verbal WM in the temporal, parietal and frontal lobe in a path-
ogen manner (Henseler et al. 2010). As mentioned above, oscillations in the theta and alpha 
band (slow frequencies) were demonstrated to synchronize widespread brain areas (large-scale 
networks), whereas synchronization of beta and gamma-band activity (higher frequency) has 
been observed in regional areas, reflecting communication in a small-scale (Herrmann et al. 
2016). To this effect, there is converging evidence that synchronization between beta and 
gamma oscillations is abnormal in patients suffering from schizophrenia and that this abnor-
mality has not been able to be treated by pharmaceuticals (Uhlhaas and Singer 2010). Previous 
research has suggested that abnormalities in oscillations and synchronization are present in pa-
tients and do not result from antipsychotic medication. More precise, schizophrenia has been 
associated with a reduction in brain volume, as well as the grey and white matter and the ven-
tricular volume, which probably results in cognitive decline (Uhlhaas and Singer 2010). Accord-
ing to Uhlhaas and Singer (2010), the grey matter volume, which is associated with the amount 
of connected synapses, is reduced in patients although the total amount of neuronal cells is not 
altered (Uhlhaas and Singer 2010). Finally, research in neuropsychiatric disorders focused on 
schizophrenia and identified reduced connectivity in fronto-parietal and fronto-temporal re-
gions (Menon 2011). Furthermore, electrophysiological findings revealed an abnormal decrease 
in activity of high gamma amplitudes and low theta oscillations over the frontal cortex during 
resting state, and reported a reduction in theta coherence (Uhlhaas and Singer 2010). This is an 
important finding regarding to the part of our study that describes the functional connectivity 
changes (see below). A genetic component in the development of this disease has been circum-
stantiated by Uhlhaas and Singer (2010). It was claimed that the malfunction would be inherit-
able. In patients and their first degree-relatives, similar results on disrupted oscillations in the 
alpha and theta band were found. This raises the issue of whether it could be possible to reduce 
  
32 
these symptoms and decelerate disease progression by synchronizing WM related cortical areas. 
Albeit the main brain region of cognition, the hippocampus in the medial temporal lobe, could 
not be reached by non-invasive transcranial stimulation.  
 Patients suffering from depression experience symptoms of persistent sadness and the 
sense of worthless as well as the feeling of helplessness (Menon 2011). They frequently experi-
ence phases in which they are abnormally anxious, sad and pessimistic about their life and its 
purpose. The depressive episode of patients with major depressive disorder has been shown to 
correlate with impaired memory (Watson and Buzsáki 2013). Moreover, deficits in the activation 
of the CE network, anchored in the dlPFC and PPC, have been associated with the cognitive 
disorder (Menon 2011).  
1.6 Transcranial Alternating Current Stimulation (tACS) 
 What is the causal role behind the synchronization of oscillating brain networks? This ques-
tion has been approached by demonstrating that interference in brain activity could both impair 
and improve functions of targeted networks and modify related behavior (Fröhlich et al. 2015). 
Electrical stimulation applied on the scalp has been shown to create an electric field, and this 
causes an interaction with neuronal oscillations and spiking activity. Transcranial alternating 
current stimulation (tACS) is a non-inva-
sive investigation method that has been 
introduced for interference in ongoing 
brain activity. The method generates 
weak sinusoidal (alternating) current be-
tween electrodes mounted externally on 
the scalp (see Figure 3 and 4) (Antal and 
Paulus 2013; Battleday et al. 2014; 
Vosskuhl et al. 2015b).  
 
Figure 3: Anatomy of the Human Head. The frontal 
cortex is colored in dark blue and segregated from the 
parietal cortex (in purple) by the central sulcus. The 
occipital cortex is marked in aqua. Own illustration 

















Figure 4: Top View of the Brain. The tACS-electrodes AF3 and AF4 are mounted on the scalp over the frontal cortex (in 
dark blue) and P3 and P4 are placed over the parietal cortex on the scalp. Own illustration (pencil drawing edited with 
paint.net). 
 
The net amperage of this rhythmic, sinusoidal electrical current equals zero. Fluctuations of sine 
waves are created by the alternating current and these fluctuations have been demonstrated to 
influence endogenous brain oscillations directly (Cohen 2014; Woods et al. 2016): It has been 
reported that the application of tACS on the scalp affects the electric field of the extracellular 
space inside of the brain below the threshold, and as a result, to change the transmembrane 
potential of neurons (Voytek and Knight 2015). Figure 5 depicts how tACS affects ongoing 
brain oscillations. If tACS is applied frequency-specific, brain oscillations align with the applied 
phase (Entrainment), or are power modulated (Modulation) (Reato et al. 2013).  
 




This mechanism is assumed to couple a group of neurons by influencing the time coordination 
and synchrony of their action potential firing, which is entitled as ephaptic coupling 
(Anastassiou et al. 2011). The firing rate of action potentials is positively related to the stimula-
tion by oscillations. Whereas the quantity in general is not affected over a long time interval, the 
frequency of the firing rate alternates (Herrmann et al. 2013).  
The magnitude of the impact of transcranial stimulation on the brain has been computa-
tionally demonstrated using a realistic conductive head model (Holdefer et al. 2006). In this way, 
the orientation of neurons in the brain has been suggested as substantial for the efficiency of 
the applied stimulation (Battleday et al. 2014). Current densities in the motor cortex were shown 
to be significant along white matter fiber tracts if stimulated transcranial. The conductive head 
model describes anatomically realistic white matter compartments with anisotropies related to 
resistivity (Holdefer et al. 2006). It was argued that electrical stimulation perpendicular to white 
matter fiber tracts would result in lower current density, because resistivity is greater along fi-
bers. Recently, studies that combined realistic head models and structural MRI images, have 
evaluated to what extent non-invasive brain stimulation affects the intracranial current density 
(Herrmann et al. 2013; Miranda et al. 2013). It has been reported that the current density of 
1mA effectuates the brain by 0.1 A/m², which results in a measurable cortical electric field. In 
this way, entrainment of brain oscillations influences the neuronal spiking activity (Neuling et 
al. 2012; Herrmann et al. 2013). In order to have an impact on a targeted brain region, the 
determined frequency of the AC stimulation has to be close to the actual frequency of the brain 
oscillations that are responsible for memory (Herrmann et al. 2013; Battleday et al. 2014; 
Helfrich et al. 2014b; Woods et al. 2016). Furthermore, it has been conclusively shown that 
effects of tACS are reliant on the phase as well as the brain state (Kirov et al. 2009; Polanía et 
al. 2012; Neuling et al. 2013; Battleday et al. 2014; Helfrich et al. 2014b). A diversity in phase 
relations has been suggested for neuronal oscillations (Maris et al. 2016). Phase relations are 
either ongoing in brain activity or locked to an event. Sensory and motor events have been 
demonstrated to modulate phase relation diversity, which might play a crucial role in commu-
nication among neurons. First, phase relation diversity might lead to the communication be-
tween a targeted selection of neurons and a certain network. Second, communication might take 
place by segregating the flow of information running parallel (Maris et al. 2016). With increasing 
neuronal activation, a shift in the LFP phase has been observed for gamma band synchroniza-
tion after introduced visual stimulation. On the contrary, some studies did not report these 
stimulus-induced shifts (Maris et al. 2016). Phase relation diversity is regarded to be an essential 
key to decode the firing rate of neurons and to match it to a stimulus configuration. Recently, 
it has been suggested that the diversity in the theta phase relations in rat hippocampus could 
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point to the function of hippocampal neurons that receive information from all sensory modal-
ities in order to determine the position of the animal in place (Maris et al. 2016). Several studies 
investigated the effects of tACS on brain activity and demonstrated a causal relationship for 
synchronized brain networks. The electrical stimulation has been reported to directly interfere 
and manipulate endogenous brain oscillations and, consequently, to modulate brain functions 
(Antal and Paulus 2013; Herrmann et al. 2013; Battleday et al. 2014; Vosskuhl et al. 2015b; Antal 
and Herrmann 2016). If sine-wave electric field stimulation can influence human brain networks 
that conciliate cognition, then this would be observable through an altered behavior (Fröhlich 
et al. 2015). As stated previously, brain studies have demonstrated that cortical networks are 
transferring information via synchronizing the neurons in assemblies (Helfrich et al. 2014b), 
and that the communication of brain networks is feasible through oscillatory activity in the same 
frequency and with phase coherence (Fröhlich et al. 2015). The exogenous effect of tACS in-
duced rhythmic synchronization of endogenous neuronal activity to facilitate the information 
transfer within cortical networks, and therefore tACS enhanced cognitive functions. Moreover, 
tACS has been postulated to affect learning by enhancing the cortical excitability and thus in-
ducing online and offline effects (Antal et al. 2008). In this way, LTP is hypothesized to be 
induced by online stimulation at the peak of theta oscillations, which has been demonstrated in 
rat’s hippocampus. Offline effects were suggested to arise through lasting impacts of neuroplas-
ticity in stimulated cortical regions, by the adjustment of NMDA receptors and strengthened 
synaptic contacts. On the contrary, LTD would be induced by stimulation at the trough, which 
is described as zero-degree-(0°-) phase-lag synchronization. As example of long-lasting effects 
by tACS, the application of tACS over the motor cortex, for the duration of ten minutes and at 
the intensity of 1 mA, has been reported to produce effects that last up to an hour after the 
applied stimulation was terminated (Chaieb et al. 2014). It is to be noted that the application of 
tACS in the alpha frequency over the motor cortex has been observed to enhance implicit motor 
learning, yet it did not alternate the EEG power or motor-evoked potentials. As presented for 
the motor cortex excitability, the inducement of aftereffects represents a frequency-specific ef-




1.7 Research Hypothesis 
The principle objective of this project was to investigate the physiological structure and 
connectivity of the WM network in humans. Our research question was whether it is feasible to 
manipulate the functional connectivity in the fronto-parietal network by using tACS from the 
perspective of the WM enhancement.  
i) First, we hypothesized that the WM network, defined by the bilateral fronto-pari-
etal network between the dlPFC and the PPC, is based on the mechanism of co-
herence. Moreover, we would find phase-coherence within the theta frequency 
band in the fronto-parietal network during a WM task performance. The first ex-
periment did not involve stimulation. Instead, EEG was recorded during a WM 
task for three sessions.  
ii) Second, we hypothesized that the WM performance would change by interfering 
in the theta phase connectivity (in-phase or anti-phase) with tACS-induced oscilla-
tions. To show behavioral changes, the WM would improve or degrade according 
to an enforced synchronization or desynchronization of the WM network. This 
would be shown by a variation of accuracy rate and reaction time in the WM task 
performance. In the second experiment, participants followed the same routine 
while stimulation conditions change during the three sessions.  
 The goals of the project were first, to establish the EEG biomarkers of the WM perfor-
mance to validate them to our own task. The connectivity in the theta band of the fronto-
parietal network illustrates the biomarkers in our WM task. After developing our own bi-
omarkers, we aimed to change the connectivity by applying low intensity, low amplitude, mul-
tichannel tACS to affect the WM performance. Previous studies have not attempted to show a 
causal relationship between the WM of both hemispheres. Last, we evaluated the link between 
the established biomarkers and WM performance of the subjects. We hypothesized that the 
oscillatory currents produced by tACS would enhance the WM network by generating greater 
connectivity between prefrontal and parietal cortexes, and inversely, that disruption of the WM 
network connectivity would impair the WM performance. 
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 Methods and Materials 
2.1 Participants 
Thirty-five healthy and adult volunteers participated in our study. Ten subjects partici-
pated in the first experiment (6 females, 24 ± 2.0 years old, 16.7 ± 1.8 years of education (y.o.e.)) 
and 25 subjects participated in the second experiment (13 females, 23 ± 2.9 years old, 16 ± 2.1 
y.o.e.). Exclusion criteria included neurological or psychiatric disorder and participation in other 
studies during the last eight weeks. Two participants were excluded from the second experiment 
due to the nonappearance and they were replaced. After a detailed description of the study, all 
participants gave written informed consent. The study was conducted in accordance with the 
Declaration of Helsinki and with permission of the Ethics Committee of the Georg-August 
University Göttingen (number 23/2/14).  
 
2.2 Experimental Procedure 
2.2.1 Experiment 1: Natural History Group 
In Experiment one, ten healthy study volunteers were included in the open-label study 
for the Natural History Group (NHG). After recruitment, an introductory meeting took place. 
The participants gave informed consent, were examined neurologically and were familiarized 
with the WM test. All participants took part in the experiment three times with a 48 hour-
interval. During the experiments, the subjects participated in the standardized WM test. The 
test consisted of two blocks, 100 stimuli each, with two-minute interval between the blocks. All 
sessions followed the same routine. The EEG was recorded before, during, and after the WM 
test. 
 
2.2.2 Experiment 2: Stimulation Group 
Experiment two was a double-blind, placebo controlled, crossover brain stimulation 
study. It combined multichannel tACS with 8-channel-EEG and the WM task. The methodo-
logical procedure followed the above-mentioned routine; however, instead of recording EEG 
activity during the WM task, tACS was applied. Every volunteer attended three sessions. The 
stimulation conditions changed between tACS-induced desynchronization (condition A), pla-
cebo (condition B) and tACS-induced synchronization (condition C) of the fronto-parietal net-
work. Pre- and post-resting state was recorded for four minutes. 
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2.3 Memory Task Design 
During the experiments, the participants were requested to perform a WM task that spe-
cifically demands the three WM phases of stimulus encoding, a maintenance interval and the 
retrieval of information. The participants completed a 2-back visuo-spatial WM test. It consisted 
of two blocks with 100 trials per block. Figure 6 depicts the overall task design. Each trial began 
with the pre-stimulus interval, varied between 1.5 and 2 seconds. Subsequently, the stimulus 
was presented for 600 ms. The volunteer was supposed to memorize the element presented in 
either blue or purple and to compare it to the previous stimulus two steps back, given in the 
same color. After the presentation of the stimulus and a variable post-stimulus interval, a re-
sponse period (signified with a question mark) appeared. When the question mark was pre-
sented, the subject was supposed to press the button on the response box. If the stimulus, e.g. 
of the blue color matched the previous stimulus in blue two steps back, the participant was 
instructed to press the green button. If the stimuli did not match in position, the red button was 
to be pressed.  
 
 




2.4 EEG Experiment  
Electrophysiological data were collected in the first Experiment. The high-density 64-
channel-EEG was synchronized with the computer-assisted WM task. The channels were lo-
cated according to the international 10-10 system. The recording was conducted with 2 kHz 
sampling rate and 24-bit digital resolution. All recording was referenced to common average. 
 
2.5 tACS Experiment 
 The method of tACS was delivered in Experiment 2. The condition C intended to syn-
chronize the fronto-parietal network in the anterior-posterior direction and condition A was set 
the setup for desynchronization. The phase relationships are presented in Figure 7. The con-
ditions, including sham stimulation (condition B), were randomized and counterbalanced across 
the study. Four electrodes were used for the stimulation over the fronto-parietal network, 
namely AF3, AF4, P3 and P4 (according to the international 10-10 system. The tACS was de-
livered for the whole length of the WM task (approximately 18 minutes) with an intensity of 1 
mA peak-to-baseline and the frequency of 6 Hz. Sham stimulation (condition B) was applied by 
ramping electrical current up for 10 seconds and down immediately after at the beginning and 
end of every session for Condition B to mimic the starting sensations. The sham stimulation 
protocol served as our baseline to compare with the stimulation conditions. Figure 7 illustrates 
the electrode montage for tACS from the aerial perspective. The electrodes, elliptically shaped, 
are depicted in either purple (anodal electrode) or blue (cathodal electrode) and positioned over 
the left and right frontal and parietal cortex. The arrows indicate that the alternating current 
flows back and forth between the electrodes. In the center of the figure, the electrodes are 
described according to the international 10-10 system. The electrodes AF3 and AF4 are posi-
tioned over the left and right dlPFC. The PPC is stimulated by electrodes P3 and P4. The upper 
part of the figure resembles the setup during stimulation condition C, which synchronizes the 
fronto-parietal network in the anterior-posterior direction. The electrodes over the fronto-pari-
etal cortex are stimulating in-phase, whereas the current over the left and right hemispheres is 
out-of-phase. The lower part of the figure resembles the stimulation condition A, which desyn-
chronizes the fronto-parietal network in the anterior-posterior direction. Here, the left and right 
frontal cortexes and bilateral parietal cortexes are stimulated in-phase (0°-phase-lag). At the 
same time, anterior and posterior electrodes, illustrating the fronto-parietal network, are stimu-





Figure 7: Electrode Montage for tACS. Own illustration. 
 
2.6 Analysis of  Behavioral Data 
During behavioral analysis, the WM performance and reaction time were recorded on the 
group level. The linear correlation between the session order and the Hit Rate, False Alarm Rate 
and mean reaction time was analyzed by using the Pearson correlation coefficient. For the pre-
processed behavioral data analysis, the focus was on the Performance Rate and Reaction Time. 
The behavior of the NHG was determined by the WM performance (Hit Rate minus False 
Alarm Rate) on all three trials. 
Table 1 shows an overview of the accuracy terms to describe the subjects’ behavior in 
the WM task. The parameter Hit Rate is calculated by true positive responses divided by the 
total of true positives plus false negatives. The False Alarm Rate is calculated by false positives 
divided by false positives plus true negatives. The parameters Hit Rate and False Alarm Rate 
explain the performance in the WM task.  
 
Table 1: Explanation of the Behavioral Parameters. Own spreadsheet. 
 Correct answer “Yes” Correct answer “No” 
“Yes” given answer Hit (true positives) False Alarm (false positives) 




2.7 EEG Data Analysis 
The electrophysiological measurement serves as the method of imaging to evaluate the 
neurocognitive processes underlying human behavior. Each electrode records activity of neu-
ronal networks which represent oscillations (Cohen 2011; Cohen 2014).  
The quantity of electrodes of the EEG recording system was set high (64 channels) for 
precise localization of ongoing brain activity. Multi-array electrodes increase the accuracy of 
spatial filters and enable connectivity analysis and topographical distributions (Cohen 2014). 
The application of electrode gel for every electrode is necessary because air is a poor electrical 
conductor and gel serves as a conductor by filling in the air pockets (Jackson and Bolger 2014). 
Before measurement the electrodes are allowed to settle because currents are generated between 
ions of electrodes and gel. This interaction (half-cell potential) reaches a certain steady state after 
a few minutes (Jackson and Bolger 2014).  
 
Preprocessing: Skin and scalp muscles are extracellular signals that also generate electric 
currents and add up to the electrode signal recorded. Signal arising from other sources than the 
brain contributes to noise, whereas signal relates to the effectively measured voltage of the brain. 
During data analysis, we are increasing the quality of the signal and therefore increasing the 
signal-to-noise ratio (SNR) by separating brain activity and extracellular activity (Jackson and 
Bolger 2014). Since extracellular resources overlie the EEG signal, we applied baseline normal-
ization to focus on task-related dynamics. By preprocessing, background activity is cancelled 
out and clear data about the participant’s brain activity remains (Cohen 2014). 
First, we applied a bandpass filter (high and low pass filter). The high pass filter passes 
signals with a frequency higher than 0.1 Hz and attenuates frequencies lower than the cutoff 
frequency (Cohen 2014). The opposite of the high pass filter is the low pass filter, enabling easy 
passage of frequency signal lower than 125 Hz. Higher frequency is attenuated because it is 
impeded by differing conductance across brain tissue, the skull and scalp, and the EEG signal 
is most likely disturbed by artifacts, e.g. noise spikes from pipe lines and eye movements. Sec-
ond, we down-sampled the originally recorded data at 2 kHz (2000 samples each second or two 
samples each millisecond) to 500 Hz for faster computation prior to analysis. The temporal 
resolution of EEG data is determined by the sampling rate, which is defined as recorded EEG 
sample data per second (Cohen 2014). According to the Nyquist Theorem, the required sam-
pling rate is twice as great as the highest frequency utilized (Omerhodzic et al. 2010; Cohen 
2014). Pursuant to the practical limit, we increased signal-to-noise ratio for power and phase 
predictions by sampling five times the highest frequency we wanted to analyze in the signal.  
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Third, detrending organized our data to linear lines, assigning the data to each electrode’s 
origin. Last, we applied Independent Component Analysis (ICA) as a mathematic method to subtract 
noise and create a high signal-to-noise ratio. The term ICA refers to a computational tool that 
isolate a signal with multiple variants into separate components “based on the assumption that 
the components arise from statistically independent non-Gaussian sources” (Menon, 2011, 




The EEG analysis was performed in MATLAB with the Fieldtrip toolbox. First, the non-
causal Butterworth IIR high-pass filter (> 0.1 Hz) and the low-pass filter (< 125 Hz) were applied.  The 
line noise (50 Hz and 100 Hz) was rejected with the notch filter. Second, the data was separated 
on the 2-sec long trials that were time-locked to the onset of the stimulus (Event 1) and response 
period (Event 2), according to the WM test. Third, the information was detrended and downsampled 
to 500 Hz for faster computation prior to analysis. Then trials with abnormal kurtosis were 
rejected based on the adaptive z-threshold (see Figure 8). We adapted the threshold for each data 
set to cut off outliners. Variants that are significantly different from the majority were excluded. 
Finally, ICA was applied to subtract the eye blinking artifacts (see Figure 9).  
Figure 8 depicts preprocessing steps for data analysis. The upper part of the figure 
illustrates the kurtosis per channel per trial. The trial number is entered on the x-axis and the 
channel number, signifying the electrode number, on the y-axis. The kurtosis is color-coded from 
low (blue) to high (yellow). The lower figure shows the average kurtosis across all channels per 
trial. The y-axis of the lower part depicts the kurtosis. Trials with extreme variation in comparison 




Figure 8: Interface for Trial Rejection based on abnormal Variation of the Data. Own illustration. 
 
Figure 9 illustrates an example of the Independent Component Analysis for the EEG data. 
During ICA signals are transformed from the sensor to the independent source space. Each 
trial lasts three seconds. Uncorrelated activity of different sources is displayed. The time course 
of activity is given on the x-axis and the topology of sources on the y-axis. The round shapes 
on the y-axis visualize heads in the aerial perspective. The component ica001 is clearly belonging 
to eye blinking artifacts and can be rejected. Subsequently, the data will be composed back. 
 
 
Figure 9: Independent Component Analysis. ICA for EEG channels 1 to 10. Own illustration. 
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2.7.2 Connectivity Analysis 
First, the time-frequency analysis was performed by using the Hanning-tapers. Then the 
imaginary coherence (iCoh) was estimated for every electrode-pair in the frequency space between 
3 to 40 Hz and in the time interval between -1s to +1s around the event of interest with steps 
of 50 milliseconds. The thresholded iCoh (at the level 0.1) was used to build the connectivity 
graphs. The graphs were computed separately for the theta (3-8 Hz), alpha (8-13.5 Hz), beta 
(13.5-25 Hz) and gamma (25-40 Hz) bands. At first, we analyzed the graph density, which is 
described by a single number from 0 to 1 indicating the proportion of connections (edges) 
between brain regions (nodes) out of the maximum number of connections. The graph transi-
tivity expresses the level of the clusterization of the electrodes relative to the maximum number 
of clusters. To establish the significance level, we conducted the permutation test and estimated 
the confidence intervals (CI) of the spurious coherence.  Finally, we plotted the graphs of interest 
by using the BrainViewer. 
 
2.8 Brain Stimulation Analysis 
The Analysis of the WM performance and reaction time on the group level was per-
formed with the Bootstrap T-test. The Bootstrap T-Test was conducted to evaluate the behavioral 
results for the stimulation conditions on the group level. We permuted the data and estimated 
differences for 10,000 times. The T-Score was calculated for randomly assigned groups. We 
compared if our real T-score exceeded the 95% of T-scores distribution of the surrogate data. 
Furthermore, we applied the Pearson correlation coefficient to analyze the linear correlation of 





Theta activity is suggested to be necessary for learning processes and active during concen-
tration, attention and the STM activity (Onton et al. 2005). During WM and encoding tasks, 
theta coherence has been demonstrated  between prefrontal and temporo-parietal cortical re-
gions and was associated as a connecting link of widespread brain networks (Kirov et al. 2009). 
Hence, it could conceivably be hypothesized that we would find phase connectivity in theta 
oscillations during the memory task. In our first experiment, we aimed to verify the hypothesis 
by analyzing the iCoh in electrophysiological data. After measuring electrical brain activity, we 
aimed to perform brain source reconstruction analysis for the NHG. To analyze brain source 
reconstruction analyzes and for epoching, event markers were sent from the task-discharging 
computer to the EEG amplifier. The trigger served as labeled time stamps that encode different 
events in the experiment (Cohen 2014). The purpose of our EEG setting and simultaneous WM 
task was to demonstrate coherence between frequencies, time and brain regions. After rejecting 
the ideal coherence, which is most likely due to volume conduction effects, we only consider 
relationships without ideal coherence. The iCoh, defined as the power correlation, estimates the 
real coherence between recording electrodes. We use this mathematical metric to estimate the 
relationship between different parts of the fronto-parietal network. 
Once the physiological structure of the WM was discovered, we aimed to manipulate the 
WM network by interfering in the ongoing brain activity by tACS. The second experiment set 
out to examine the causal role of coherence in the fronto-parietal network. Is coherence rather 
obligatory for our fronto-parietal network or an epiphenomenon? We investigated the changes 
on the behavioral stage, by interfering in the coherence via tACS. By manipulating the WM 
network, this would affect the WM performance, e.g. deteriorate or even improve it. 
 
3.1 Results of  the EEG Analysis 
We first examined the results of the behavioral analysis and concentrated on the de-
pendence of the session order. The behavioral data for the EEG are depicted in Table 2. WM 
performance score was calculated by Hit Rate minus False Alarm Rate. The reaction time was 
log-transformed for visual purposes and features the time needed for WM information retrieval 




3.1.1 Behavioral Results 
Table 2 presents the behavioral results obtained from the analysis of the NHG. The 
mean score of the Hit Rate was 85.2 ± 1.3% as the standard error of mean (SEM). On average, 
the NHG was shown to have scored 13.1 ± 1.1% on False Alarm Rate. The WM performance 
score was 72.1 ± 1.5%SEM. 
Furthermore, the linear correlation between the session order and the Hit Rate, False 
Alarm Rate and mean reaction time were analyzed by using the Pearson correlation coefficient. 
The participants did not improve the Hit Rate by performing the WM task for several times and 
the reaction time remained similar. Figure 10 depicts the correlation analysis. There was no 
linear dependence on the session order based on p-value (Hit Rate: R2 = 0.01, p = 0.87; False 
Alarm Rate: R2 = 0.08, p = 0.32; mean Reaction Time R2 = 0.09, p = 0.25). 
 
Table 2: Behavioral Results of the Natural History Group. Own spreadsheet. 
Parameter Score  
Hit Rate 85.2 ± 1.3% (mean ± SEM) 
False Alarm Rate 13.1 ± 1.1% (mean ± SEM) 
WM Performance 72.1 ± 1.5% (mean ± SEM) 












Figure 10: Pearson Correlation Coefficient for the Hit Rate, False Alarm Rate and mean Reaction Time versus the Session Order. 
Hit Rate: R2 = 0.01, p = 0.87, False Alarm Rate: R2 = 0.08, p = 0.32, Working Memory Performance Score (Hit Rate minus False 
Alarm): R2 = 0.05, p = 0.24, Reaction Time: R2 = 0.09, p = 0.25. No enhancement or deterioration on the basis of the session 
order. Own illustration. 
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3.1.2 Results of Graph Density Analysis 
To investigate the EEG phase connectivity of the WM task, we performed graph anal-
ysis. The frequencies of interest were separated in frequency bands, from theta to gamma, as 
listed in Table 3. For each frequency band, the individual upper CI was defined for graph anal-
ysis: for density and transitivity. The results of graph analysis are depicted in Figures 11-12. For 
the first and second event, Figure 11 illustrates the graph density. The figure contains four 
graphs for event 1 (the stimulus onset) and for event 2 (the response period onset). The time 
line is given on the x-axis, ranging from -1 sec to + 1 sec (time interval). The density is plotted 
on the y-axis. The dashed line illustrates the significance level. The left side depicts event 1 and 
the right side depicts event 2 for theta density (A for event 1, B for event 2), alpha frequency 
(C, D), beta (E, F), and gamma frequency bands (G, H). The graph values are listed in Tables 
4 and 5 as mean ± SEM. We applied a second threshold (0.2) to demonstrate that our results 
are threshold-independent (see Tables 6 and 7). 
 
Table 3: Definition of Frequency Bands and upper Confidence Interval of Density and Transitivity. Own spreadsheet. 
Frequency Band Frequency Range Upper CI Interval 
for Density 
Upper CI Interval 
for Transitivity 
Theta Band 3-8 Hz 0.178 0.184 
Alpha Band 8-13.5 Hz 0.160 0.171 
Beta Band 13.5-25 Hz 0.148 0.177 
Gamma Band 25-40 Hz 0.187 0.246 
 
Table 4: Density, Event 1, “iCoh-” Threshold 0.1 (mean ± SEM). Own spreadsheet. 
Frequency Band Time -1 sec  Time Peak Time + 1 sec 
Theta Band 0.217 ± 0.017 0.469 ± 0.026 0.16 ± 0.021 
Alpha Band 0.162 ± 0.018 0.303 ± 0.029 0.153 ± 0.018 
Beta Band 0.13 ± 0.015 x 0.117 ± 0.013 







Table 5: Density, Event 2, “iCoh-” Threshold 0.1 (mean± SEM). Own spreadsheet. 
Frequency Band Time -1 sec  Time Peak Time + 1 sec 
Theta Band 0.113 ± 0.013 0.295 ± 0.027 0.163 ± 0.019 
Alpha Band 0.15 ± 0.019 0.235 ± 0.022 0.154 ± 0.017 
Beta Band 0.108 ± 0.01 x 0.139 ± 0.017 
Gamma Band 0.126 ± 0.014 x 0.123 ± 0.012 
 
Table 6: Density, Event 1,” iCoh-” Threshold 0.2 (mean ± SEM). Own spreadsheet. 
Frequency Band Time -1 sec  Time Peak Time + 1 sec 
Theta Band 0.006 ± 0.003 0.182 ± 0.02 0.015 ± 0.0053 
Alpha Band 0.01 ± 0.004 0.07 ± 0.01 0.01 ± 0.004 
 
Table 7: Density, Event 2, “iCoh-” Threshold 0.2 (mean ± SEM). Own spreadsheet. 
Frequency Band Time -1 sec  Time Peak Time + 1 sec 
Theta Band 0.003 ± 0.001 0.076 ± 0.022 0.012 ± 0.004 





Figure 11: EEG Density of Frequency Bands. Illustration of EEG density for event 1 (on the left) and event 2 (on the right). 
A and B illustrate theta graph density; C and D depict alpha density; beta density is illustrated in E and F; and gamma fre-
quency is illustrated in G, H. Theta and alpha density are significantly increased after stimulus onset (event 1) and during the 
response period (event 2). Own illustration. 
 
3.1.3 Results of Graph Transitivity Analysis 
We analyzed the transitivity, which is described by the level of clusterization. One cluster 
is made of three nodes and three edges. The level of significance of clusterization is above the upper 
CI. The threshold was established at 0.1 (10% of activity). The cluster-based permutation test was 
used to predict the transitivity. For transitivity, the results were conceptually the same compared 
to density. Figure 12 depicts the graph analysis for transitivity for event 1 (left side) and event 
  
50 
2 (right side). The first graphs A and B illustrate the theta transitivity, the second row is the 
transitivity for alpha (C, D), the third row depicts beta (E, F) and the last row is the gamma 
transitivity (G, H). Transitivity calculates how many cluster (triangles) we have out of the max-
imum possible. For our surrogate data, we plotted the upper CI against the real data. The dashed 
line demonstrates the upper CI (threshold). The activity below the threshold might happen by 
chance, whereas the situation above the dashed line demonstrates p-value. The solid black line 
depicts significant clusterization (above the upper CI). For theta band, 8 points in time exceed the 
CI. For the threshold 0.2, we could not find a significant value of clusterization (not shown in the 
figure). Looking at the Figure 12, it is apparent that the theta band has a significantly higher 
clusterization than the alpha band. The transitivity was significant for the theta and alpha band. 
In comparison to the frequencies theta and alpha, the beta and gamma band are diverse (not 
clusterized). The most interesting aspect of this graph is that the theta band is the highest clus-
terized graph during Events 1 and 2. The mean values ± SEM of the graph analysis are displayed 
in Table 8. 
 
Table 8: Transitivity, Event 1 and 2, "iCoh-" Threshold 0.1 (mean ± SEM). Own spreadsheet. 
Frequency Band Time -1 sec Time Peak Time +1 sec 
Event 1 
Theta Band 0.127 ± 0.016 0.468 ± 0.027 0.17 ± 0.021 
Alpha Band 0.171 ± 0.02 0.317 ± 0.029 0.174 ± 0.019 
Beta Band 0.160 ± 0.017 x 0.128 ± 0.016 
Gamma Band 0.139 ± 0.015 x 0.1367 ± 0.016 
Event 2 
Theta Band 0.129 ± 0.017 0.304 ± 0.035 0.165 ± 0.021 
Alpha Band 0.16 ± 0.02 0.238 ± 0.018 0.169 ± 0.02 
Beta Band 0.122 ± 0.018 x 0.167 ± 0.019 





Figure 12: EEG Transitivity of Frequency Bands. Illustration of EEG transitivity during event 1 (on the left) and event 2 (on 
the right). A, B: theta graph transitivity; C, D: alpha; E, F: beta; and G, H: transitivity of gamma frequency. Theta and alpha 
transitivity are significantly increased after stimulus onset (event 1) and after the response period onset (event 2).  




3.1.4 Results of Plotted Graph 
Third, we plotted the imaginary coherence and averaged it over all trials. We estimated the 
mean iCoh between all 64 pairs of electrodes and applied a threshold at 20% of connectivity 
(0.2). All values below the threshold were set to zero and above 0.2 were set to one. By doing 
so, all connections between pairs of electrodes are either one (100% connections), or zero (none 
connections). We compared the theta, alpha, beta and gamma bands. On average, the graph 
densities of Event 1 and 2 (before and after the stimulus onset) were not significant. In addition, 
the peak of beta and gamma bands did not reach above the threshold. We only found significant 
connectivity for the peak of graph density for the theta band and relatively smaller significance 
for the alpha peak. We analyzed only trials with correct responses, because the number of false 
responses (Miss Rate and False Alarm Rate) was too low.  
The results of the analysis are displayed in Figure 13. The figure provides an overview 
of the plotted iCoh at the maximum density time point during event 1 (depicted on the left) and 
event 2 (presented on the right). The plotted graphs indicate 20% of the highest connectivity 
between recording electrodes at 200 ms after the stimulus onset (Event 1) and 200 ms after the 
response period (Event 2). The peaks of iCoh for theta occurred after 0.468 sec ± 0.027 SEM.  
 
 
Figure 13: Imaginary Coherence for Theta Peaks. Illustration for events 1 (left) and 2 (right). Event 1 illustrates the stimulus 




3.2 Results of  the Stimulation Analysis 
 Behavioral results are demonstrated on the group level. Comparisons for the three tACS- 
conditions are made for the WM performance and reaction time. The results of individual data 
analysis are also depicted. 
 
3.2.1 Results of Group Data Analysis 
The Analysis of the WM performance and reaction time on the group level was performed with 
the Bootstrap t-test. The table below (Table 9) illustrates the results for the Stimulation Group 
for each condition. Table 9 provides the mean ± SEM of scores for each condition. Condition 
A is the desynchronization setup, condition B stands for sham stimulation and condition C 
displays the synchronization of the fronto-parietal network. It can be seen from the data in 
Table 9 that the mean of the WM score (Hit Rate - False Alarm Rate) was lowest in condition 
A. In the Bootstrap t-test, the results of WM performance were only significant for condition A 
compared to conditions B and C (A vs. B: p = 0.018 and A vs. C: p = 0.02), whereas condition 
B and C did not differ significantly (C vs. B: p = 0.28). Similarly, the reaction time was slowest 
in condition A (A vs. B: p = 0.015 and A vs. C: p = 0.049), whereas condition B and C did not 
differ significantly (C vs B: p = 0.34). 
 
Table 9: Scores on Parameters for the Stimulation Group (Conditions A: Desynchronization, B: Sham, C: Synchronization), 
mean ± SEM. Own spreadsheet. 
Parameter Condition A Condition B Condition C 
Hit Rate 82.0 ± 2.5%  83.2 ± 2.4% 85.3 ± 2.2%  
False Alarm Rate 13.7 ± 1.9%  11.9 ± 1.4%  13.3 ± 1.1%  
Overall Performance 69.0 ± 2.4%  72.8 ± 2.3%  71.9 ± 2.0% 
Reaction Time 5.93 ± 0.035 sec 5.881 ± 0.030 sec 5.89 ± 0.033 sec 
 
Figure 14 displays the False Alarm Rate for our tACS-experiment. The graph represents 
the mean ± SEM for each condition. The False Alarm Rate, calculated by the false positives 
divided by the total of false positives plus true negatives (true rejection), displays the percentage 
of false ‘yes’ responses (false positives) of the volunteers, indicating that the current and previ-
ous stimuli of the same color would match in position, although the real answer was ‘no’. All 
parameters are given as the mean ± SEM: condition A (13.7 ± 1.9%), B (11.9 ± 1.4%), C (13.3 
  
54 
± 1.1%). Condition A represents the desynchronization, condition B is the sham control and 
condition C represents the synchronization of the fronto-parietal network. 
 
 
Figure 14: False Alarm Rate as a Function of tACS. Conditions A: Desynchronization, B: Sham, C: Synchronization. Error 
bars represent mean ± SEM for each condition. Own illustration. 
 
Figure 15 illustrates the Hit Rate (Condition A: 82.0 ± 2.5%, B: 83.2 ± 2.4%, C: 85.3 ± 
2.2%). All values have the mean ± SEM. The Hit Rate is calculated by true positives divided by 
the total of all true positives plus false negatives. True positives are ‘yes’ responses, if the stim-
ulus matched the previous stimulus in the same color. For Condition A, displaying the setup for 




Figure 15: Condition specific Hit Rates in WM Task. The graph illustrates the mean ± SEM of the Hit Rate for conditions A, 
B and C. A: Desynchronization, B: Sham, C: Synchronization. Own illustration. 
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Figure 16 shows the comparison of the experimental data on the Reaction Times log-
normal transformed and for Condition A, B and C (A: 5.93 ± 0.035, B: 5.881 ± 0.030, C: 5.89 
± 0.033). All parameters are given as the mean ± SEM. The Reaction Time is defined by the 
passing time starting from the response period onset and terminated by the ‘yes’ or ‘no’ response 
of the volunteer via response box.  For better visualization, the results are log-transformed.   
 
 
Figure 16: Graph of log-transformed Reaction Time. Error bars represent mean ± SEM for each condition. A: Desynchroni-
zation, B: Sham, C: Synchronization. During active desynchronization of bilateral dlPFC and PPC, the reaction time is slower 
compared to conditions B and C, versus sham condition, p = 0.015. Own illustration. 
 
Figure 17 compares the performance of the volunteers on the WM task for each tACS- 
condition. The graph presents the mean score ± SEM for the WM performance (Condition A: 
69.0 ± 2.4%, B: 72.8 ± 2.3%, C: 71.9 ± 2.0%. The WM performance is calculated by the sub-
traction of the False Alarm Rate from the Hit Rate in percent. What stands out in this figure is 
the difference between condition A and the other conditions. Whereas condition B and C do 
not differ significantly, the WM performance for condition A is significantly lower compared 





Figure 17: Graph of Working Memory Performance. The WM performance is calculated by Hit Rate - False Alarm Rate. It 
illustrates mean ± SEM for each condition. A: Desynchronization, B: Sham, C: Synchronization. For active desynchronization 
of bilateral dlPFC and PPC, the WM performance is lower for condition A versus conditions B and C, p = 0.018. Own illus-
tration. 
 
3.2.2 Results of Individual Data Analysis 
The Pearson product moment correlation coefficient was used for individual data anal-
ysis, to determine the relationship between two factors: the real performance in the sham condition 
and the relative performance under tACS-induced stimulation. The Pearson correlation was calcu-
lated by fx= 1 + ((Performance Stimulation – Performance Sham)/ Performance Sham). As illustrated in 
Figure 18, it was analyzed whether the stimulation condition (= relative performance) correlates 
with the WM performance during the control condition (= real performance). A negative correla-
tion was found between the stimulation condition C and sham condition B (Figure 18). No 
significant differences were found between the conditions for desynchronization (condition A) 
and control (Condition B) (Figure 19). The graph depicts the WM performance for the sham 
control versus the synchronization condition. The individual data is illustrated (as crosses). The 
linear correlation of dependency between sham and synchronization was tested and we found 
a negative correlation between the WM performance of the control condition and the tACS-





Figure 18: Linear Correlation between Performances for the Control Condition and Synchronization. Individual data analy-
sis. Synchronization vs. control: p value = 0.0005, correlation coefficient= -0.64. Own illustration. 
 
 
Figure 19: Linear Correlation between Performance for the Control Condition and Desynchronization. Individual data analy-




3.3 Side Effects 
 Several studies have postulated the effects of low intensity TES and characterized that 
it changes the cortical excitability in humans as well as animals (Kirov et al. 2009; Chaieb et al. 
2014; Miranda et al. 2013; Jaušovec and Jaušovec 2014; Opitz et al. 2016). Subjects of tACS- 
studies experienced minor adverse effects such as sleepiness, headaches, skin itching or burning 
sensation (Neuling et al. 2013; Antal et al. 2017). In comparison, the application of tACS has 
been reported to provoke retinal phosphenes or flashes in some participants, which is most 
likely produced by direct stimulation of the eye (Herrmann et al. 2013). It has been argued, that 
this adverse effect may lead to unblinding of the subject (Chaieb et al. 2014). Therefore, we 
applied sinusoidal current also during the sham condition for a short period of time in the be-
ginning and end of the session to provide for blinding of all subjects. Nevertheless, sham stim-
ulation does not induce alternations in the cortical excitability and serves as a reference. Fur-
thermore, we applied tACS in a frequency range which is less likely to provoke phosphenes than 
the maximum between frequencies of 10 and 20 kHz, but more likely than higher frequencies. 
Additionally, two stimulation setups (synchronization and desynchronization) were chosen to 
make it less likely for subjects to guess which stimulation technique is applied. One subject 
reported about phosphenes prior to the task beginning. No adverse effects related to skin sen-





This work investigated the physiological structure and connectivity of the WM network 
in healthy humans. The main aim of the first experiment was to demonstrate theta coherence 
within the WM network between the dlPFC and the PPC. The second experiment was designed 
to test the feasibility of the manipulation with the WM network. The overall aim was to show 
behavioral changes due to synchronization or desynchronization of the WM by applying tACS 
using 6 Hz as the stimulation frequency over the bilateral fronto-parietal network. Therefore, 
we determined to what extent transcranial stimulation affects the human brain.  
The first hypothesis was that the WM network is based on the mechanism of coherence. 
In the first experiment, the subjects participated in three sessions. During each meeting, they 
were engaged in a 2-back task and EEG was recorded during pre- and post-resting state and 
simultaneous with the task processing. The research question was first, whether the theta fre-
quency significantly increased during WM task processing and second, if multiple processing of 
the 2-back task would improve the WM Performance or even accelerate the reaction time. Pre-
resting state served as the baseline for subsequent analysis. 
The second hypothesis was that tACS would interfere with ongoing theta coherence and 
that this would be shown by an alternation in the WM performance. A similar methodological 
approach was followed for the second experiment, as in the first one. However, instead of re-
cording EEG during task processing, tACS was introduced. An alternating electric field was 
applied across the conductive electrodes AF3, AF4 (targeting the left and right dlPFC) and P3, 
P4 (targeting the bilateral PPC) with an intensity of 1 mA peak-to-baseline using an upper theta 
frequency (6 Hz). Additionally, EEG was recorded during pre- and post-resting state. The sub-
jects also participated in three sessions but, in contrast to the first experiment, the conditions 
varied. Three experimental conditions (randomized across the subjects) consisted of first, the 
bilateral desynchronization of the dlPFC and PPC (condition A), second, the Sham condition 
(B) and third, the synchronization of the dlPFC and PPC bilaterally (condition C). During syn-
chronization of the fronto-parietal network, the left and right hemispheres were desynchronized 
at the same time and vice versa. 
The EEG-experiment provided for general results in behavioral analysis and accurate re-
sults in graph density and transitivity as well as plotted graph analysis. Behavioral results pre-
sented the WM performance for three sessions. Relationships in oscillatory frequencies were 
estimated between different parts of the bilateral fronto-parietal network to investigate the phys-
iological structure of the WM in humans. The tACS-experiment analysis comprised results for 
data analysis on the group level and individual data analysis by evaluating the effects of tACS 
over the fronto-parietal network that supports the WM.  
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4.1 Domain of  Technology 
In the domain of electrophysiological technology, other studies discovered what underlies 
the recorded EEG signals. The EEG measurement captures the amplitude and phase of neu-
ronal oscillations and this is thought to reflect mental processes (Sauseng et al. 2006; Srinivasan 
et al. 2006; Herrmann et al. 2016). The recorded EEG signal constitutes of various, superim-
posed frequencies that can be separated for analysis. The frequencies are assumed to reflect 
information transfer among nerve cells (Watson and Buzsáki 2013). Human studies examined 
EEG data and found phase synchronization of oscillations between two brain regions or an 
augmentation of intra-regional oscillation power, which presumably originated from synchro-
nized postsynaptic potentials of groups of neurons (Fell and Axmacher 2011). 
The focus of the first experiment lies on EEG connectivity. In this perspective, previous 
studies have already led to important conclusions about the WM connectivity (Polanía et al. 
2012; Kawasaki et al. 2014; Voytek and Knight 2015). Synchronization of oscillations has been 
claimed to be crucial for many cognitive processes, including memory formation (Fell and 
Axmacher 2011). In fact, a communication mechanism and information flow within the WM 
network and related brain areas has been suggested to underlie phase synchronization in the 
theta frequency. In our assumption, the dlPFC interacts with the PPC using this frequency. It 
has been observed that phase-synchronization indeed takes place between the fronto-parietal 
regions (Palva et al. 2010). Additionally, theta band activity was recorded in rats, between sub-
cortical structures, including the hippocampus and amygdala (Onton et al. 2005). More precise, 
previous research has established that phase-synchronization in the theta frequency (6 Hz) takes 
place in the fronto-parietal network during the WM processes of encoding, maintenance and 
retrieval in auditory-verbal or visual WM tasks (Kawasaki et al. 2014). It was further revealed 
that theta coherence selectively engages and links brain areas for WM task processing (Kawasaki 
et al. 2014). During WM task performance, increased theta coherence was demonstrated in the 
fronto-parietal network. Theta coherence was interpreted as the working unit which is required 
for spatial WM tasks and simultaneously, synchronization of the fronto-temporal network has 
been reported during visual WM tasks. 
To provide causal evidence for the effects of transcranial stimulation on human behavior, 
we targeted the WM network. As discussed above, the WM brain network is detected in the 
fronto-parietal cortices and subcortical structures. Only superficial cortical areas can be reached 
by the generated current of stimulation electrodes, since current density decreases with distance. 
Thereby, solely the fronto-parietal cortex areas, underlying WM, were stimulated directly. Nev-
ertheless, stimulation might also influence subcortical structures indirectly by oscillatory com-
munication via PAC. We assume that the hippocampal formation is indirectly affected by tACS 
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because it is revealed to be part of the memory formation and thus also part of the WM network 
(Onton et al. 2005). The second experiment intended to manipulate EEG connectivity by tACS. 
Recent studies investigated that tACS interacts with endogenous network dynamics (Fröhlich 
and McCormick 2010; Neuling et al. 2013). By applying an alternating field, entrainment is 
thought to occur by influencing the phase of ongoing brain oscillations in a frequency-depended 
matter (Fries 2005; Reato et al. 2013; Helfrich et al. 2014a; Voytek and Knight 2015). Entrain-
ment of focused brain areas might imitate top-down control as has been suggested for interhe-
mispheric synchronization in the gamma-band frequency (Helfrich et al. 2014b). What is the 
neuronal mechanism behind synchronization? Previous research described that phase synchro-
nization of oscillations between different brain regions would contribute to the accuracy of 
neuronal spike timing, which is relevant for neural communication and synaptic plasticity 
(Uhlhaas and Singer 2010; Fell and Axmacher 2011). In animal studies, synaptic plasticity has 
been demonstrated for theta phase coupling (Fell and Axmacher 2011). When networks are 
synchronized, the oscillations would align in phase and amplitude (mechanism of coherence) 
and therefore the probability of neuronal spiking would increase. The interregional oscillatory 
activity in turn could be measured by an oscillatory power increase (modulation) in EEG re-
cording (Reato et al. 2013).  
Regarding non-invasive brain stimulation, several previous studies concentrated on the 
improvement of human WM by using tACS over the cortical areas (Pasternak and Greenlee 
2005; Polanía et al. 2012; Jaušovec and Jaušovec 2014; Kawasaki et al. 2014; Violante et al. 2017). 
Kawasaki et al. (2014) have causally linked theta phase synchronization between the fronto-
parietal cortexes with auditory-verbal and visual WM processes (Kawasaki et al. 2014). Whereas 
they applied current in the same theta frequency (6 Hz), a different electrode setup was defined 
(AF3, P5, PZ electrodes) to record theta coherence. Furthermore, Polanía et al. (2012) stimu-
lated the left fronto-parietal WM network in the theta range (6 Hz) (Polanía et al. 2012). Simi-
larly, a recent study by Violante (2017) targeted the fronto-parietal network by in-phase and 
anti-phase theta stimulation (6 Hz tACS) over the right hemisphere (Violante et al. 2017). It was 
argued that long-range networks would function by synchronization of oscillatory brain activity 
(Violante et al. 2017). Respectively, it is suggested to be the key mechanism for the WM network. 
Both studies claim that the synchronization would be induced by tACS in the theta range and 
that this affected the WM performance of the subjects positively (Polanía et al. 2012; Violante 
et al. 2017). Furthermore, they suggest that anti-phase tACS over the left or right fronto-parietal 
network impaired the WM performance. Interestingly, fMRI data recorded during the stimula-
tion revealed that the effect size was related to the relative phase of the stimulation and that it 
alternated due to the internal cognitive processing state (Violante et al. 2017). Violante et al. 
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(2017) claimed that the application of tACS with 0°-phase-lag between F4 and P4, thus the 
electrodes were acting in synchrony, caused a higher effect size, whereas the desynchronization 
of F4 and P4 with 180°-phase-lag led to a lower effect size. These effects were only reported 
for tasks with high demands on the subjects’ cognitive skills.  
 
4.2 EEG Interpretation 
An initial object of the first experiment was to find support for the hypothesis that co-
herence plays a causal role in the fronto-parietal WM network. The WM of subjects was targeted 
by the 2-back task and measured ongoing brain activity by EEG. We aimed for an exclusion of 
the ceiling effect in our behavioral data by choosing a difficult WM task design. The behavioral 
results (see Results section) indicated that there is no ceiling effect, since the WM performance 
is averaged (mean ± SEM were 72.1 ± 1.5%). The sessions were repeated for three times and 
correlation analysis did not show significant effects based on the session order.  
On the question of EEG frequency analysis, this study investigated EEG graph density. 
The most interesting finding is that theta and alpha density are significantly exceeding the 
threshold in both events (A-D), whereas, on the contrary, no increase in beta or gamma density 
is detected. What stands out in Figure 11 is the dominance of theta density (see A, B). A possible 
explanation of this might be that theta frequency significantly increased during WM encoding 
(stimulus onset for event 1) and retrieval (response period onset for event 2). Depicted on the 
time scale in A, 200 milliseconds after stimulus onset, theta density reaches the maximum. This 
observation further supports the ideas of theta connectivity in long-range networks (Sauseng et 
al. 2005; Palva et al. 2010) and that large areas of the brain are activated during task processing.  
Furthermore, transitivity was analyzed for the frequency bands theta, alpha, beta and 
gamma. Results only demonstrated significant clusterization for the theta and alpha frequencies 
(see for events 1 and 2 in A-D), but not for the other frequency bands, as described for graph 
density. It is striking that for theta, the clusterization is higher compared to alpha. Moreover, event 
1 shows greater transitivity compared to event 2 (see A compared to B, C and D). These results 
are conceptually the same compared with the graph density and may be explained by the as-
sumption that theta and alpha activity are crucial for communication between brain areas during 
WM processes (Sauseng et al. 2005; Sauseng et al. 2006; Griesmayr et al. 2014).   
Figure 13 shows a strong connectivity between the occipital cortex and the parietal cor-
tex, which indicates a strong occipito-parietal network activity. We assume that this reflects 
processing of visual information during stimulus onset. The encoded stimulus information flow 
would be transmitted from the visual cortex to the parietal cortex. At first, visual cortex areas 
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V1 and V2 receive information about the direction of the stimulus. Second, V4 and V5 process 
information about the abstract visual process. Afterwards, the visual information flows to the 
storage area, which is illustrated by the parietal cortex. Contrary to our expectations, this study 
did not find maximal theta coherence between the frontal and the parietal cortexes. We argue 
that the information flow would afterwards continue to the fronto-parietal network, although 
we could not plot the activity directly. These results confirm the association between theta co-
herence and WM functions. We found a significant increase in theta activity, as well as alpha 
activity, in occipital areas. In accordance with neuroimaging studies, the alpha frequency may 
display visual information processing by alpha coherence, whereas theta coherence might ac-
count for attentional demands in the frontal region (Griesmayr et al. 2010; Griesmayr et al. 
2014). After maintenance of visual information, the frontal and parietal cortex are assumed to 
cooperate in the fronto-parietal WM network for manipulation of stored information. The 
prominent theta activity may represent the activation of scopes of WM by the CE (Sauseng et 
al. 2005; Palva et al. 2010).  
Taken together, these results support the idea that the WM network is based on the mech-
anism of theta coherence. With respect to the first research question, theta frequency increased 
during task processing and regarding the second research question, the session order had no 
significant effect on the WM performance or reaction time.  
 
4.3 tACS Interpretation 
After developing the biomarkers showing theta phase connectivity, we aimed to modify 
the WM performance by affecting theta brain oscillations. To give conclusive evidence of a 
causal relationship between WM activity and electrical stimulation, the manipulation via tACS 
must change ongoing oscillations of the subject completing a task specific for WM performance. 
We chose a multi-electrode configuration (AF3, AF4, P3, P4) that enables a focused stimulation 
of the bilateral WM network (Helfrich et al. 2014b). Moreover, the application of small elec-
trodes was suggested to improve focalization of the stimulation (Miranda et al. 2013). In the 
tACS experiment, the outcomes for the conditions A (desynchronization), B (sham stimulation) 
and C (synchronization) were first compared on the group level and finally on the individual 
level. The average log-transformed reaction time was significantly different for the desynchro-
nizing condition versus the sham condition or versus the synchronizing condition (A vs. B: 
p=0.015, A vs. C: p=0.049). The observed increase in reaction time could be attributed to the 
active desynchronization of bilateral dlPFC and PPC. Additionally, the WM performance score 
is significantly lower for condition A compared to conditions B (p=0.018) and C (p=0.02). It is 
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possible that active desynchronization of the fronto-parietal cortexes impaired the WM perfor-
mance of the subjects. In contrast, no significant modification was found for WM performances 
for conditions B and C (p= 0.28) or for the reaction time analysis for conditions sham and 
synchronization (C vs. B: p=0.34).  
This outcome is contrary to findings found by Violante et. al. (2017) and Polanía et al. 
(2012) who claimed that synchronization over the left (Polanía et al. 2012) or right hemisphere 
(Violante et al. 2017) could enhance the WM performance and reduce the reaction time. In 
agreement with our findings, the studies demonstrated WM impairment due to the condition 
for desynchronization of the fronto-parietal network. However, major differences can be found 
for the in-phase stimulation (condition C). This inconsistency may be due to a slightly but sub-
stantially different tACS application set up. On the one hand, the same frequency (6 Hz) was 
chosen over the same brain area (fronto-parietal), but on the other hand, Polanía et al. (2012) 
positioned the stimulation electrodes over the left hemisphere of right-handed subjects whereas 
we stimulated the bilateral cortex and therefore included the right hemisphere. By choosing a 
bilateral study set-up, we did not have to exclude left-handers from the study.  
What is the neuronal mechanism behind impairment due to the decoupling of the fronto-
parietal brain network? Data from animal studies suggested that NMDA receptors are the target 
for long-range synchronization of local circuits (Uhlhaas and Singer 2010). Hence, it could con-
ceivably be assumed that desynchronization interfered with a LTD-like effect. Synaptic contacts 
would be loosened and less information could be transferred in a slower speed.  
Although we did not find an effect of the synchronization condition versus sham control 
on the group level, the analysis of the individual data revealed important findings. For individual 
data analysis, the real performance in the sham condition was opposed to either the relative 
performance under tACS-induced synchronization or the condition for desynchronization. No 
significant differences were found for the linear correlation between performances for the con-
trol condition and desynchronization (see Figure 19). Nevertheless, there was a significant neg-
ative correlation between the two conditions B (sham) and C (synchronization). There was an 
improvement of WM performance for participants who scored low during the sham condition. 
On the contrary, participants with high WM performance during sham control scored lower 
during the synchronization condition. These findings are surprising, and we may speculate that 
this effect cancelled out a significant difference between the control and synchronization con-
dition. These results indicate that subjects, who scored above average in the sham condition, 
were negatively affected from the synchronization condition. Inversely, participants with poorer 
results for sham scored higher during synchronization of the fronto-parietal network. Taking 
together, it can be suggested that we did not find significant results in the overall design for the 
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synchronization condition compared to sham, because the contradictory results of the stimula-
tion on high and low performers cancelled out a significant effect. As described earlier, a balance 
in synchronization and decoupling is suggested as mandatory for healthy brain development 
and functions (Voytek and Knight 2015). On the one hand, good WM performers scored lower 
during the synchronization condition. It can be speculated that good performers already have a 
well-optimized network and this may be impaired through interference. On the other hand, 
participants who scored lower during the sham condition, improved with the tACS-induced 
synchronization. Therefore, the tACS-induced synchronization supposedly improved the WM 
of performers with a less optimized network. In accordance with the present results, previous 
studies have demonstrated that synchronization has the tendency to improve a less optimized 
WM network and to impair a well-optimized network (Holdefer et al. 2006; Voytek and Knight 
2015; Violante et al. 2017). Our findings are in line with the theory of Voytek and Knight (2015), 
claiming that well optimized oscillatory coupling between brain areas is essential for successful 
and coordinated neuronal activity (Voytek and Knight 2015). 
Previous studies intended to manipulate endogenous brain activity (Neuling et al. 2013; 
Vossen et al. 2015; Santarnecchi et al. 2016). Neuling et al. (2013) were solely able to enhance 
low endogenous alpha power whereas subjects with high alpha power could not be altered 
(Neuling et al. 2013). By this, frequency-specific tACS has been shown to reduce individual 
differences in the WM performance. In our study, the healthy participants that reached high 
accuracy and performed the task by short reaction times probably cannot be improved further. 
On the one hand, they might already have reached their individual maximum of endogenous 
theta power and this may not be improved, but on the other hand, their WM performance might 
be deteriorated by over-coupling or under-coupling, as shown in the results for the desynchro-
nizing condition. Contrarily, subjects with inferior performance have been shown to be en-
hanced by tACS. As a result, we speculate that patients with altered theta power may perhaps 
benefit from the theta-tACS stimulation. 
A study conducted by Meiron and Lavidor (2014) reported an enhancement of the cog-
nitive control function during a verbal WM task by applying tACS in the theta frequency 
(Meiron and Lavidor 2014). They applied an oscillating current of 4.5 Hz over the prefrontal 
area and targeted the dlPFC bilaterally to enhance the verbal WM while the subjects were occu-
pied in the WM task during and after tACS. After the event, the participants were asked to 
evaluate their outcome in the WM tasks in order to compare the WM accuracy and correlate it 
to the self-perception of the participants. After analyzing the results of this study, they con-
cluded that the dlPFC would be engaged in remembering the WM performance. Interestingly, 
they claimed that tACS interfered in ongoing oscillatory activity and alleged that it would be 
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feasible to treat the theta related cognitive dysfunctions in schizophrenic patients (Meiron and 
Lavidor 2014). Impaired oscillatory brain activity has been reported for diseases such as altered 
EEG frequency in the beta range in Parkinson’s disease and the dysregulation of gamma activity 
in patients suffering from schizophrenia or ADHD (Uhlhaas and Singer 2010; Neuling et al. 
2013). In comparison to our study, the dlPFC was also targeted bilaterally by Meiron and Lavi-
dor (2014). Analytical procedures were verified by online WM tasks and post-stimulation tasks. 
Conversely to the visuo-spatial WM, they intended to enhance the verbal WM. We may specu-
late that tACS applied in the individual EEG frequency over the fronto-parietal network might 
modify altered brain oscillations in patients who lack an optimized WM network, if after-effects 
would be prolonged with various stimulation sessions.  
  
Overall, the results of this dissertation indicate that the anti-phase tACS-application in-
terfered with ongoing theta coherence. Whereas there was no increase in WM performance on 
the group level for synchronization, the influence of tACS on behavior could be demonstrated 
by a deterioration in the WM task performance for desynchronization of the fronto-parietal 
network. Although the overall group performance for Condition C (synchronization) was not 
significantly altered to the sham group, individual analysis revealed differences in individual ac-
curacy rates of the participants in the stimulation group. In previous studies similar findings 
were observed: anti-phase synchronization over the fronto-parietal network downgraded the 
WM performance (Polanía et al. 2012; Violante et al. 2017). However, in disagreement with our 
results, they claimed an improvement of the WM performance on account of fronto-parietal 
synchronization.  
 
4.4 Limitations of  the Study 
In our study we were  not  able to replicate earlier findings related to tACS-synchroniza-
tion over the fronto-parietal network (Polanía et al. 2012). At a first glance, it was surprising 
that the sham group scores (condition B) did not significantly differ from those of the synchro-
nization group (condition A). There are several possible explanations for this result. First, a 
conceivable reason might be the fact that our targeted population included healthy and young 
subjects, who already have an individually optimized and balanced WM network. Under sham 
conditions, the subjects showed high accuracy rates and this has been suggested to influence 
the effect size of tACS-application (Kirov et al. 2009). Therefore, a clear limitation of this study 
is that only healthy university students were enrolled in the study. The impact of theta synchro-
nization may show different results in participants who suffer from an impaired WM. Therefore, 
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these outcomes might not be transferable to the wider population (e.g. elderly people and indi-
viduals with fewer years of education). 
Second, the improvement due to synchronization of the PPC and dlPFC might have been 
cancelled out because of the simultaneous desynchronization of both hemispheres (see Figure 
7). According to Nissim (2017), the optimal WM network shows brain activity lateralized to the 
right dlPFC (Nissim et al. 2017).   
Third, the choice of a frequency in the upper theta range (6 Hz) could be accountable for 
insignificant effects of synchronization to directly improve the WM. We may speculate that the 
frequency of 6 Hz was too high and did not ideally match the individual theta range of the 
subjects (Vossen et al. 2015; Vosskuhl et al. 2016). We may only speculate if a slower theta 
frequency might have significant impacts on good performers. Instead, this might have had an 
impact on the effect size of the desynchronizing stimulation condition.  
 
4.5 Future Perspective 
The questions raised by this study are whether the synchronization condition would en-
hance the WM memory of an unbalanced fronto-parietal network and whether a slower theta 
frequency stimulation would alter the WM performance significantly. To resolve our open ques-
tions, further investigation and experimentation into in-phase tACS is recommended. We only 
observed online effects for the anti-phase tACS-application in the anterior-posterior direction. 
Future projects will have to examine whether a longer time period of in-phase and anti-phase 
tACS might show offline effects as well. Moreover, further studies will have to investigate, if 
the synchronization set up (condition C) could help participants with a deteriorated WM to 
reach an average performance on WM tasks during stimulation.  
 
It would be interesting to assess the effects of tACS-application in another frequency and 
if this would influence the synchronizing stimulation condition. An argument in favor of a 
slower frequency in future studies is given by studies with tACS in the alpha frequency. If the 
stimulation matches the intrinsic brain oscillatory peaks, it would result in greater power and 
amplitude enhancement (Neuling et al. 2013; Vossen et al. 2015; Hanslmayr et al. 2016; 
Santarnecchi et al. 2016). We can reason that an individualized tACS-theta-frequency might 
show greater effects on the WM performance by synchronizing the fronto-parietal network. 
Taken together, this study should be repeated using a slower theta frequency in the range of 4-
5 Hz and over the two hemispheres separately. After electrophysiological analysis of the indi-
vidual theta frequency, tACS could also be matched to the intrinsic brain oscillations. 
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4.6 Clinical Relevance 
Psychiatric patients have longstanding been treated with pharmaceuticals, which comple-
mentarily intended to improve the accuracy of the WM in patients. Data from clinical and neu-
roanatomical investigations characterize psychiatric disorders by differences in structural gray 
and white matter, genetic expression and transmission between neurons (Voytek and Knight 
2015). Moreover, Menon (2011) described dysfunctions of brain connectivity to result from 
deficits in participation or lacking involvement of relevant brain networks (Menon 2011). In 
psychopathologies such as schizophrenia and autism, an impaired communication between 
brain networks has been reported and that the collaboration of networks is crucial for cognitive 
as well as emotional regulation processes. The importance of synchronization of cortical net-
works is demonstrated by neurological and psychiatric disorders that are lacking oscillatory neu-
ronal synchronization between networks, primarily schizophrenia and depression (Hipp et al. 
2011). The growing understanding of the importance of connectivity and oscillatory activity in 
psychiatric and psychological diseases led to the new diagnostic term oscillopathy, which describes 
the abnormality or rather pathology of neuronal oscillations. A new approach targets the neu-
ronal oscillations in patients suffering from psychological diseases.  
Given the fact that certain pathologies have an increase or decrease in oscillatory activity 
in common, the clinical importance of our baseline study is underlined. In the present study, 
potential applications include further research and medical care of patients with a reduced WM 
capacity, including ADHD, schizophrenia, and depression (Martinussen et al. 2005; Rotzer et 
al. 2009; Szucs et al. 2013). Voytek and Knight hypothesized that abnormalities in cognition and 
behavior, as well as treatments, significantly modify dynamic network communications (Voytek 
and Knight 2015), and it has been reported that oscillatory coherence between regions is re-
duced in patients. According to Voytek and Knight, the balance of coupling is important 
(Voytek and Knight 2015). An increase in PAC would lead to increased coherence between the 
coupled frequencies and vice versa. Moreover, pathologically strong PAC might result from the 
feedback between oscillatory LFP and its influence on the neuronal population. Diseases asso-
ciated with pathologic overcoupling such as depression could result from immoderately 
strengthened connections of networks, which associate negative emotions and life events. On 
the other hand, undercoupling of networks has been reported for diseases such as schizophrenia 
and autism. An example for undercoupling has been demonstrated in autism patients, where 
reductions in PAC between alpha and gamma frequencies have been reported. The pathologic-
noise hypothesis claims that spikes preferentially occur during non-excitatory phases of low-
frequency oscillations, which would enlighten the theory of undercoupling in brain networks 
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(Voytek and Knight 2015). The coherence between brain networks has been targeted by mod-
ulating the neocortex with low intensity transcranial brain stimulation (TBS), comprising sub-
threshold transcranial electric stimulation (TES) and supra-threshold transcranial magnetic 
stimulation (TMS). The application of low intensity TES has been associated with promising 
therapeutic effects on neurological and psychiatric illnesses (Lefaucheur et al. 2017). In fact, it 
has been suggested that tACS of weak current could be used for clinical purposes as an alterna-
tive solution for diseases correlated with modified oscillatory brain activity (Antal et al. 2008). 
The results of this study indicate that anti-phase tACS intervenes in the WM network. A poten-
tial development might be the application of non-invasive brain stimulation for treatment-re-
sistant pathological brain activity in patients suffering from ADHD, Autism, depression or 
schizophrenia. We may speculate that tACS applied in the individual EEG frequency over the 
fronto-parietal network would modify altered brain oscillations in patients who lack of an opti-
mized WM network, if after-effects would be prolonged with various stimulation sessions.  
 
4.7 Conclusion 
In the present work, we investigated the feasibility of bi-hemispheric manipulation of the 
human WM by applying tACS over the fronto-parietal network in the anterior-posterior direc-
tion. The results revealed that over-synchronization of the fronto-parietal network did not have 
significant group level effects, but on the individual level, volunteers with low baseline perfor-
mance tended to improve due to the stimulation. At the same time, desynchronization of theta 
phase relations in the fronto-parietal network led to an impairment in the WM performance and 
decelerated the reaction time. Overall, we can conclude that the fronto-parietal WM network 
depends on an optimally balanced theta coherence, and this balance can be changed by multi-




The WM is a key mechanism that ensures complex behavior in humans. It requires the 
bilateral activation of the fronto-parietal brain network and has been subdivided on the phono-
logical loop, which processes numbers, semantics and auditory-verbal information, with lateral-
ized activation towards the left hemisphere, and the visuo-spatial sketchpad, which mainly op-
erates in the right hemisphere (Baddeley and Hitch 1974; Sauseng et al. 2005; Müller and Knight 
2006; Baddeley 2012; Eriksson et al. 2015). This neural system maintains constant long-range 
communications within itself and with other cognitive systems through the neuronal oscilla-
tions.  
 This work aimed to show a causal relationship between visuospatial WM functions and 
the mechanism of fronto-parietal oscillatory connectivity – theta phase coherence. To reach our 
aim, two experiments were conducted. Our first hypothesis was that the WM network operates 
by phase connectivity. The results of the EEG experiment demonstrated significant theta co-
herence during the WM events. Our second hypothesis was that it would be feasible to interfere 
with the WM through bi-hemispheric tACS and thus change phase connectivity. To show causal 
effects of theta coherence, behavioral changes in subjects under fronto-parietal theta-tACS bi-
laterally, were analyzed. We found that desynchronization of theta phase relations in the fronto-
parietal network led to an impairment in the WM performance. Synchronization of the fronto-
parietal network had no significant effect on the group level, but individual analysis revealed a 
tendency for improvement of the WM for subjects with low baseline performance.  
These results show that optimally balanced theta coherence in the fronto-parietal network 
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Einverständniserklärung zur Untersuchung:  
 
Proving the concept of theta-gamma-ripple coupling in human neocortex 
 
Ich, ……………………………………………………………………………………………………………..., wurde 
von einem Mitarbeiter der Abteilung Klinische Neurophysiologie vollständig über Wesen, Bedeutung und 
Tragweite der Magnetresonanz-Untersuchung sowie der transkraniellen Wechselstromstimulation und EEG 
aufgeklärt. Ich habe den Aufklärungstext gelesen und verstanden. Ich hatte die Möglichkeit, Fragen zu stellen. 
Ich habe ggfs. die Antworten verstanden und akzeptiere sie. Ein Mitarbeiter der Abteilung Klinische 
Neurophysiologie hat mich über die mit der Teilnahme an der Untersuchung verbundenen Risiken und den 
möglichen Nutzen informiert. 
Ich hatte ausreichend Zeit, mich zur Teilnahme an dieser Untersuchung zu entscheiden und weiß, dass die 
Teilnahme freiwillig ist. Ich weiß, dass ich jederzeit und ohne Angaben von Gründen diese Zustimmung 
widerrufen kann, ohne dass sich dieser Entschluss nachteilig auf eventuell spätere ärztliche Behandlungen 
auswirken wird. 
Mir ist bekannt, dass meine persönlichen Daten in verschlüsselter Form gespeichert werden. Mir ist 
bekannt, dass mein Name, mein Geburtsdatum, mein Gewicht, mein Geschlecht, meine 
Telefonnummer und meine Adresse in einer Kartei der Klinik für Klinische Neurophysiologie der 
Georg-August-Universität Göttingen gespeichert werden. Die Messdaten werden getrennt hiervon 
aufbewahrt. Ihre Verwendung erfolgt in namentlich nicht kenntlicher Form. 
Obwohl die durchgeführte Untersuchung keine diagnostische Untersuchung ist, besteht die Möglichkeit, dass 
pathologische Befunde entdeckt werden (Zufallsfund). Sie haben die Wahlmöglichkeit, ob Sie in einem solchen 
Fall über den Zufallsfund informiert werden möchten oder nicht. Bitte kreuzen Sie entsprechend an: 
 
Über einen Hinweis auf einen Zufallsfund möchte ich informiert werden. JA NEIN 
 
Ansprechpartner: 
Prof. Dr. med. Walter Paulus 




Robert-Koch-Str. 40, 37070 
Göttingen 






Bilddaten, die auf einer eventuell ausgehändigten CD gespeichert sind, dürfen nicht für diagnostische Zwecke genutzt werden! 
Die personenbezogenen Daten werden für 10 Jahre aufbewahrt. Mir ist bekannt, dass ich Auskunft über die gespeicherten 
Daten erhalten kann, und dass ich mein Einverständnis zur Speicherung der personenbezogenen Daten jederzeit 
widerrufen kann. Im Falle des Widerrufs werden alle gespeicherten personenbezogenen Daten gelöscht. 
Auf Wunsch erhalte ich eine Kopie des Informationsblattes und dieser Einwilligungserklärung. Ich erkläre hiermit meine 
freiwillige Teilnahme an dieser Untersuchung. 
 
 
Ort/Datum:……………………. Unterschrift (Testperson):………………..………………………………. 
 










Zentrum Neurologische M edizin, Klinik für  Klinische Neurophysiologie 
Robert-Koch-Str . 40, 37075 Göttingen 












1. Alter: _____________________________ 
2. Geschlecht: _____________________________ 
3. Geburtsjahr (JJJJ): _____________________________ 
4. Wie viele Jahre haben Sie mit Schule, Ausbildung und Studium verbracht? (in Jahren): 
___________ 
5. Linkshänder oder Rechtshänder? _____________________________ 
 
6. Haben Sie bereits in einem anderen Experiment mit elektrischer Stimulation teilgenommen? (Ja / 
Nein) 
     Falls ja, bitte geben Sie an, an welchen Experimenten Sie teilgenommen haben! 
I. TMS (Transkranielle Magnetstimulation (Ja / Nein) 
II. TES (Transkranielle Stromstimulation) (Ja / Nein) 
 
7. Trinken Sie regelmäßig Kaffee? (Ja / Nein) 
Falls ja, bitte geben Sie an, wie oft trinken Sie Kaffee pro Tag:  
8. Trinken Sie regelmäßig Alkohol? (Ja / Nein) 
Falls ja, bitte geben Sie an, wie oft trinken Sie Alkohol pro Woche:  
9. Rauchen Sie? (Ja / Nein) 
Falls ja, bitte geben Sie an, wie oft rauchen pro Tag:  
10. Haben Sie Kopfschmerzen? (Ja / Nein) 
Falls ja, wie oft haben Sie Kopfschmerzen? (Bitte Kreis) 
I. Jeden Tag 
II. Mehrmals pro Woche 
III. Einmal pro Woche 
IV. Mehrmals pro Monat 
V. Weniger als einmal pro Monat 
Falls ja, bitte geben Sie an, wie intensiv Ihre Kopfschmerzen sind! 
(1 = gering - 10 = nicht aushaltbar): ___________ 
  
74 






Zentrum Neurologische Medizin, Klinik für Klinische Neurophysiologie 
Robert-Koch-Str. 40, 37075 Göttingen 





Fragebogen zur transkraniellen Gleichstrom / Wechselstrom / Magnetstimulation 
 
 
Lesen Sie sich zu Ihrer eigenen Sicherheit diesen Fragebogen gründlich durch und beantworten Sie 
gewissenhaft alle Fragen. Wenn Sie sich nicht sicher sind oder eine Frage nicht verstehen, wenden Sie 
sich bitte an einen unserer Mitarbeiter. Unterschreiben Sie anschließend den Fragebogen und lassen 
Sie sich von einem Mitarbeiter einweisen, bevor Sie an der Studie teilnehmen können. 
 




1 Sind Sie jünger als 18?  JA   NEIN 
2 Ist bei Ihnen ein Anfallsleiden (Epilepsie, inkl. kindlicher Absencen) 
bekannt? 
 JA   NEIN 
3 Ist in Ihrer unmittelbaren Familie (Eltern, Geschwister) eine Epilepsie 
bekannt? 
 JA   NEIN 
4 Haben Sie schon Ihr Bewusstsein verloren? Wenn ja, wann? 
...................................................................................................................... 
 JA   NEIN 
5 Sind bei Ihnen andere neurologische oder psychiatrische Erkrankungen 
(inklusive -Alkohol-, Medikamenten- und Drogenabhängigkeit oder –
mißbrauch) bekannt? Wenn ja, welche? 
...................................................................................................................... 
 JA   NEIN 
6 Leiden Sie unter einer schweren Erkrankung der Atemwege, des Herz-
Kreislaufsystems oder des Bewegungssystems (z.B. Asthma, Diabetes, 
Herzschwäche, Herzrhythmusstörungen, Lähmungen)? Wenn ja, welche? 
...................................................................................................................... 
 JA   NEIN 
7 Wurde bei Ihnen je zu diagnostischen Zwecken ein EEG oder MRT  
gemacht? 
 JA   NEIN 
8 Hatten Sie je behandlungsbedürftige Kopfverletzungen?  JA   NEIN 





11 Haben Sie -Metallimplantate im Kopf- und Wirbelsäulebereich (in den 
Kopfbereich eingesetztes Metall, z.B. Clips nach Operation eines 
intrazerebralen Aneurysmas (Gefäßaussackung im Bereich der 
Gehirngefäße), Implantation eine künstlichen Hörschnecke) 
 JA   NEIN 
12 Sind Sie Träger eines Herzschrittmachers, Defibrillators, Hörgeräts, 
Medikamentenpumpe (Insulin?), Neurostimulators, Implantat mit 
Magnetventil (z.B. künstlicher Darmausgang)? Wenn ja, welche? 
...................................................................................................................... 
 JA   NEIN 
13 Leiden Sie an Schlafstörungen?  JA   NEIN 
14 Haben Sie Herzrhythmusstörungen?  JA   NEIN 
15 Wurden Sie innerhalb der letzten zwei Monate operiert? Wenn ja, woran? 
...................................................................................................................... 
 JA   NEIN 
16 Haben Sie in den letzten 5 Tagen an einer MRT-, tDCS-, tACS- oder TMS-
Untersuchung teilgenommen? 
 JA   NEIN 
17 Nehmen Sie  zur Zeit gleichzeitig an einem anderem Experiment teil? 
Wenn ja, woran? 
...................................................................................................................... 
 JA   NEIN 
 
Nur von Frauen auszufüllen: 
18 Besteht die Möglichkeit, dass Sie schwanger sind?  JA   NEIN 
19 Stillen Sie im Moment?  JA   NEIN 
 
   Ich habe die Fragen gelesen und verstanden. Ich erkläre darüber hinaus, dass ich alle Angaben zur 





   ……………………………………………………….………………. (Datum, Ort) 
 
   ……………………………...………….………………….…….……. (Name, Vorname) 
 









––– wird vom med. Fachpersonal ausgefüllt ––– 
 
––– Untersuchung ––– 
 
Probanden ID: ………………………..………………..……………..……….………..………….……. 
 
RR: ………………………………………………...…    Puls: …………...……...…………………….. 
 
Körpergröße: …………………………………………    Gewicht: ……………...…………………….. 
 
Medikation (ggf.): ………………………………………..…………………….………………….……. 
 




Auffälligkeiten (Haut, Sprache, usw): …………………………..…………….…………..……..…..…. 
 
















……………………………………………………….………………. (Datum, Ort) 
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Study code:   __________________________________________ 
Participant ID:  __________________________________________ 
Session:   __________________________________________ 




1. Wie viele Stunden haben Sie in der letzten Nacht geschlafen?  ___________ 
 
2. Bitte schätzen Sie, wie gut Sie geschlafen haben auf einer Skala von 1 bis 5!  
       (1: sehr schlecht – 5: sehr gut): ___________ 
 
3. Wie viele Stunden brauchten Sie zum Einschlafen? ___________ 
 




5. Haben Sie heute Kaffee getrunken? (Ja / Nein) 
Falls ja, geben Sie bitte an, wann Sie letzten Kaffee getrunken haben? ___________ 
 
6. Haben Sie in den letzten 24 Stunden Medikamente eingenommen? (Ja / Nein) 
Falls ja, bitte geben Sie die Namen der Medikamente an, und wann Sie diese eingenommen haben. 
_______________________________________________________________________________ 
7. Haben Sie in den letzten 48 Stunden Alkohol getrunken? (Ja / Nein) 






8. Denken Sie, dass die Stimulation Ihre Leistung verändert hat? 
JA         
NEIN    
-  Falls ja: 
Verbessert      
Verschlechtert  
- Falls ja, was denken Sie, wie stark war dieser Effekt in Prozent? ___________ 
( z.B. durch die Stimulation wird sich meine Leistung um 50 % verbessern/ 
verschlechtern) 
 
9. Haben Sie während der Stimulation Lichtblitze wahrgenommen? 
JA         
NEIN    
- Fal ls ja, bitte geben Sie an, wann Sie Lichtblitze gefühlt haben! 
am Anfang   
in der Mitte   
am Ende   
- Fal ls ja, wie stark haben Sie die Lichtblitze gespürt?  
1 = gering - 10 = sehr stark: ___________ 
- Fal ls ja, verspüren Sie im Moment Lichtblitze? 
JA          
NEIN      
 
10. Hat Ihre Kopfhaut während der Stimulation unter den Elektroden gejuckt? 
JA         
NEIN    
- Fal ls ja, bitte geben Sie an, wann Sie das Jucken gefühlt haben! 
am Anfang   
in der Mitte   
am Ende   
- Fal ls ja, wie stark haben Sie das Jucken gespürt?  
1 = gering - 10 = sehr stark: ___________ 
- Fal ls ja, verspüren Sie das Jucken im Moment? 
JA         





11. Hat Ihre Kopfhaut während der Stimulation unter den Elektroden gebrannt? 
JA         
NEIN    
- Falls ja, bitte geben Sie an, wann Sie das Brennen gefühlt haben! 
am Anfang   
in der Mitte   
am Ende   
- Falls ja, wie stark haben Sie das Brennen gespürt?  
1 = gering - 10 = sehr stark: ___________ 
- Falls ja, verspüren Sie das Brennen im Moment? 
JA                  
NEIN     
 
12. Haben Sie während der Stimulation unter den Elektroden Schmerzen gefühlt? 
JA         
NEIN     
- Fal ls ja, bitte geben Sie an, wann Sie den Schmerz gefühlt haben! 
                         am Anfang   
                         in der Mitte   
                         am Ende   
- Fal ls ja, wie stark haben Sie den Schmerz gespürt?  
                         1 = gering - 10 = sehr stark: ___________ 
- Fal ls ja, verspüren Sie den Schmerz im Moment? 
                         JA          
                         NEIN      
13. Waren Sie während der Stimulation nervös? (Ja / Nein) 
Falls ja, wie nervös waren Sie? (1 = gering- 10 = sehr nervös): ___________ 
 
14. Haben Sie während der Stimulation Kopfschmerzen wahrgenommen? (Ja / Nein) 
Falls ja, wie stark waren Ihre Kopfschmerzen? (1 = gering - 10 = sehr stark): ___________ 
 
15. Wie fühlen Sie sich im Moment? (1 = sehr müde - 10 = vollkommen wach): ___________ 
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