Comparisons between treatments and a control or standard are of frequent interest in biological experimentation. Whether in a particular situation of this type a multiple comparison procedure is required depends on the error rate of concern to the investigator; for a discussion, see Steel [1961] . In a screening-type experiment, in which each treatment is to be individually reported regarding the outcome of the experiment, a per-comparison error rate seems to be clearly in order and hence a multiple comparison procedure is in no way pertinent. On the other hand, if the experiment is to be reported as a unit and more attention is likely to be paid to the particular differences which turn out to be most striking, for example to those treatments which differ most from the control, then any significance or confidence statement concerning the treatment differences should take this into account. In the following section, an example is presented to show how the present procedure may be used to do this.
ILLUSTRATIVE EXAMPLE
In this section, we will illustrate the use of this multiple comparison procedure in making significance tests between a set of treatments and a control. As mentioned above, the procedure can also be used for making confidence statements; for an illustration of the latter, the reader is referred to the earlier paper.
The example to be considered is concerned with the effect of certain drugs on the fat content of the breast muscle in cockerels. In the experiment performed,' 80 cockerels were divided at random into four treatment groups. The birds in group A were the untreated controls, while groups B, C and D received, respectively, stilbesterol and two levels of acetyl enheptin in their diets. Birds from each group were sacrificed at specified times for the purpose of making certain measurements. One of these was the fat content of the breast muscle and these data are shown in Table I below.
Also shown in Table I is the analysis of variance of the data. Strictly speaking, an analysis of variance is not a necessary part of the multiple comparisons procedure, but it is a convenient way to calculate the error variance which is required and, in the present example, it serves also to justify comparing the treatment groups on the basis of their over-all mean values, in view of the absence of an indication of an interaction between treatments and sacrifice times. (However, the contribution to this interaction from the difference between group C and the controls, though not significant, may be high enough to cause However, to allow for the fact that we have selected the most extreme of three treatment differences, we refer to the p = 3 column of Table II  or Table III instead of the usual Student t-tables (the values of the latter appear in the p = 1 column of the tables). For 64 degrees of freedom, the critical values are seen to be 2.41 for the .05 significance level and 3.02 for the .01 level. Thus we can state that this treatment differs significantly from the control at the .05 probability level. The other two treatment differences can be tested in the same way, using the same critical values, but it is obvious in this example that neither of them is significant. Hence we have found one statistically significant difference from the control (group C), and it is a bit surprising that it should be this group, since group D which received the same drug at twice the dose does not show any apparent difference from the control. Whether one should conclude in this instance that a real treatment effect has been demonstrated, which for some reason is not manifested at the higher dose level, would depend on the experimenter's prior knowledge regarding the properties of this particular drug together with his assessment of the likelihood of the observed effect's being due to a chance occurrence or a flaw in the conduct of the experiment. Had the significance test been performed using the usual tables of Student's t, the treatment effect would have appeared to be more significant than it really is, since the value of t calculated in (1) above actually exceeds the 2%7o critical value of Student's t.
If the sacrifice times had corresponded to 'blocks' of some sort which would have to be considered as a random rather than a fixed effect, the analysis of variance model would be of the 'mixed' type. and of course the tables should be entered with the degrees of freedom associated with interaction. Another point to be noted concerning the analysis of this example is the assumption that the four groups have the same variance. In many situations, this assumption is quite reasonable; however, in the present example, the within groups variance for the control turns out to be significantly smaller than for the three treatments. If one is unwilling to accept the assumption of equal variances in these circumstances, separate control and treatment variances could be estimated from the data and a t-statistic calculated using the formula appropriate for comparing two groups with unequal variances instead of (1). In this example, we would obtain s' = . Allocating more observations to the control.
In the example described, the experiment was designed to provide equal numbers of observations on the control and on each treatment. In this case, assuming homogeneous variances, the critical values of t are read directly from the table. If, however, relatively more observations are provided on the control than on any of the test treatments, Although a slight increase in the critical value of t is entailed, there is a gain achieved by the allocation of relatively more observations to the control as a result of the decrease in the standard error of the treatment difference which appears in the denominator of (1). To achieve the optimum gain, the ratio nc/n, should be taken to be approximately equal to the square root of the number of treatments. Tables II and  III means; when the variances are homogeneous this becomes nt/(n, + nt) which takes the value ' when n, = nt but is less than 2 when n, > nm In order to determine the effect of p on the value of t, the computations described in the preceding paragraph were done for p = 0, .125, .25, .375 and .50. It was found that over the range .125 < p < .50 the resulting values of t were very nearly linearly related to the reciprocal of 1 -p. This served as the basis for the method adopted for adjusting the tabular values of t. The numbers given as superscripts in the table actually represent 1.5 times the percentage increase of the critical value of t for p = .25 over the value for p = .50. By multiplying the value given in the superscript by (1 -2p)/(l -p) = 1 _ o_2/o2 , or by 1 -nt/n, when the variances are homogeneous but the numbers of observations on control and treatment are different, an approximation is obtained for the percentage increase required in the tabular value of t which is accurate before rounding to one unit in the second decimal place over the range .125 < p < .5 (corresponding to a ratio n,/nt ranging as high as seven-fold). For p = 0 (corresponding to n,/nt approaching infinity), this method gives a value which is too high, but even then by only approximately three units at most in the second place before rounding. Thus for all practical purposes the method of adjusting the tabular value should be quite adequate.
CONSTRUCTION OF THE TABLES

The method of determining the tabular values of t in
