In recent years, the scienti c computing community has experienced an explosive growth in both the size and the complexity of numeric computations possible. This growth is due, in large part, to both the rapid development of parallel machines and the rapid performance gains of RISC microprocessor technology. One of the signi cant bene ts of this increased computing power is the ability to perform complex three-dimensional simulations. However, such simulations present new challenges for computational scientists. How does one e ectively analyze and visualize complex 3D data? How does one solve the problems of working with very large datasets often consisting of tens to hundreds of gigabytes? How does one provide tools that address these computational problems while serving the needs of scienti c users?
Scienti c visualization clearly plays a central role in the analysis of data generated by scienti c simulations. Unfortunately, though visualization may in itself be more computationally intensive than the original simulation, it is often performed only as a mystical post-processing step after a largescale batch job is run. For this reason, errors invalidating the results of the entire simulation may be discovered only during post-processing. What is more, the decoupling of simulation and visualization presents serious scienti c obstacles to the researcher. A visualization package may provide only a limited data analysis capability and may be poorly matched to the underlying physical models used in the simulation code. As a result, the researcher may expend signi cant e ort trying to use a data analysis package only to walk away frustrated.
In 1987, the Visualization in Scienti c Computing (ViSC) workshop reported 1]:
Scientists not only want to analyze data that results from super-computations; they also want to interpret what is happening to the data during super-computations. Researchers want to steer calculations in close-to-real-time; they want to be able to change parameters, resolution or representation, and see the e ects. They want to drive the scienti c discovery process; they want to interact with their data. The most common mode of visualization today at national supercomputer centers is batch. Batch processing de nes a sequential process: compute, generate images and plots, and then record on paper, videotape or lm.
Interactive visual computing is a process whereby scientists communicate with data by manipu-lating its visual representation during processing. The more sophisticated process of navigation allows scientists to steer, or dynamically modify computations while they are occurring. These processes are invaluable tools for scienti c discovery. Although these thoughts were expressed close to ten years ago, they express a very simple idea that scientists want more interaction than is currently present in most simulation codes. While the scienti c computing community is still trying to nd better ways to address these needs, we feel that these problems encountered by computational scientists encompass a wider range of issues, including but not restricted to scienti c visualization. In this paper, we describe our e orts to interactively control and steer complex scienti c computations. Our e orts include a diverse range of techniques including, among others, the use of scripting languages, existing software, visual data ow programming, and a sophisticated system designed exclusively for computational steering. We discuss several approaches we have taken to allow the steering of scienti c applications. Two of these approaches have been singled out and pursued by our research group. The rst of these approaches has been encapsulated in a program called SCIRun, and is targeted towards medium to large sized problems 1 that are run locally on a single high-end workstation or SMP supercomputer. The second of these approaches is targeted toward large-scale problems that are run on physically remote MPP systems. We will discuss these approaches and demonstrate their application to problems in computational medicine and molecular dynamics. We will compare the strengths and weaknesses of each approach and discuss ways to improve these models in the future.
II. Methods for Computational Steering

A. Possible Approaches
Computational steering requires integrating the modeling, computation, data analysis, visualization and data input components of a scienti c simulation. The most critical aspect of any system is that it must allow for the e cient extraction of relevant scienti c information, from simple x-y plots to sophisticated three-dimensional visualizations, as well as numerical quantities. Of course, this requires that the system be tightly coupled with the simulation code in order provide more information than would normally be available in a separate data analysis system. A computational steering programming \model" is the software architecture used to integrate computational components in a manner that allows the e cient extraction of scienti c information and permits changes to simulation parameters and data in a meaningful way. This new architecture often 1 For the purposes of this discussion, we consider a \medium sized" problem to consist of hundreds of thousands of degrees of freedom while a \large sized" problem consists of millions of degrees of freedom requires some modi cation of the original scienti c code, but the extent and nature of the changes will depend on the model chosen. At one extreme, the scienti c program will be completely rewritten and transformed to support steering. Less radical approaches may reuse pieces of the computation or use o -the-shelf visualization packages to simplify the construction of a steerable system 2], 3], 4].
Several approaches can be used to make scienti c applications more interactive. Each approach has strengths and weaknesses. In many cases, a steering system will involve aspects of all of the approaches described here.
A.1 Program Instrumentation
One way to implement the steering of an existing scienti c application is to make small modi cations in the source to provide access points for the parameters and results. This process is called \instrumen-tation" and typically takes the form of subroutine calls inserted in the code wherever results become available or when new parameters can be used. These calls can transmit data to and from a separate visualization process. They might perform visualization tasks internally, or they might trigger a \leech thread," which siphons the data o while the computation continues concurrently.
This technique has the advantage of being minimally intrusive to an existing scienti c code. However, it may provide only limited control over the computational process -the user gets to access only the parameters that have been instrumented. This technique also has implementation ine ciencies and complications, such as the overhead of data transmission if the data is being sent to a separate visualization process, the stalling of computation if visualization is done internally, and complicated synchronization if a leech thread is used. Furthermore, this approach does not work on many supercomputing systems using message-passing, as many such systems do not support multiple threads of execution because of synchronization problems and coding di culty.
Interestingly enough, program instrumentation can often be accomplished using debugging tools. For example, the Prism debugger on the CM-5 allows users to visualize arrays and other complex structures within running programs 5]. Unfortunately, as a data-analysis tool, debuggers tend to make rather poor substitutes for a real data analysis system. A debugger may also create memory and performance di culties within large-scale problems.
A.2 Directing Scienti c Computation
An alternative approach to program instrumentation is to break a code up into various modules and allow the user to interact with them. Visualization and data analysis capabilities can easily be added as additional modules. To interact with the modules, one can use an interpreted scripting language such as Python or Tcl 6], 7]. This is exactly the model that has been successfully used in commercial packages such as IDL, MATLAB, or Mathematica. It is also currently being used in large physics applications at both Los Alamos and Lawrence Livermore National Laboratories 2], 8].
The advantage of this method is that it is possible to reuse almost all of the original scienti c code. It is also portable and quite easy to implement on most systems since it avoids the problems of managing multiple threads and synchronization. The interpreted scripting language interface provides expert users with a ne degree of control over most, if not all, program parameters. This system can be also used for scripting long-running simulations, rapidly prototyping new features, and debugging.
While this approach is interactive, it is not highly interactive in a way that would allow a user to move the mouse and navigate through a dataset at high frame rates. However, systems based on this approach have been used quite successfully in a variety of scienti c applications and data analysis packages.
A.3 Recasting Scienti c Computations
If a scientist is fortunate enough to be designing a new model with computational steering in mind, there is more room for innovation. The rst of the SCI group's computational steering systems, SCIRun 9], 10], has been designed for this scenario. It allows the scientist to construct a simulation using reusable computational components, connected within a visual programming environment. Each of these components, as well as the system as a whole, have been designed to integrate modeling, computation, and visualization, and to facilitate the interactive steering of all phases of the simulation.
In many instances, rewriting the scienti c application may be the appropriate thing to do { if one is writing a new application, for example, or if there is just too much dust on the deck. However, there are times when starting over is not the wisest thing to do. At these times, it is important to allow reuse of signi cant portions of existing application components. SCIRun employs a somewhat exible model, allowing existing scienti c code to be encapsulated into SCIRun modules.
B. A Hierarchical Approach of Computational Steering
One of the primary goals of computational steering is to make scienti c applications more interactive and exible. Unfortunately, many traditional scienti c codes t into neither of these categories. Often, systems have been developed over a period of years or even decades. Adapting such applications to computational steering methods can be di cult. To further complicate matters, many steering systems are just as in exible, forcing the user to adopt a particular methodology, code within a rigid hierarchy, or rely on a particular tool.
We feel that this rigidity simply is not acceptable given the long life-span of most scienti c applications and the wide range of computational requirements found in these applications. Therefore, we At the bottom of the hierarchy, we nd the scienti c computing application itself. This is the most important part of the hierarchy because this is where all of the physical models, numerical methods, boundary conditions, error estimation, data analysis, and other pieces of code are found. Given the di culty of writing this code, it should be reusable in almost any application, independent of whether or not steering is involved (for example, it might be used to build a scienti c programming library). Higher levels in the hierarchy logically represent di erent components that could be used in building a steering system. For example, one could build a steerable application using only a control language, or a highly sophisticated system involving high performance graphical output and real time input.
It is important to note that our hierarchical model does not imply a strict layering of components, but rather is a logical model for how we view computational steering systems. Each level in the hierarchy will generally involve components from all of the lower layers and will probably interact directly with the underlying simulation code in some capacity (and for performance). While keeping the simulation code intact is desirable, it is not a strict requirement, especially in cases where scienti c applications have been recast into a steering model. However, even in such extreme cases, the hierarchical model still applies. We now describe each level of the hierarchy.
B.1 Control Mechanisms
In a steering system, a control mechanism is needed to drive the underlying simulation and data analysis code. In the case of program instrumentation, this might be a separate process that siphons o data for visualization and sends commands to the running process 4]. It might also be a scripting In either case, the control mechanism must be able to glue together and control di erent components and modules.
We have been using embedded scripting languages for controlling scienti c applications. Scripting languages such as Python and Tcl are designed to interface easily with C/C++ code and work well for building modular and exible applications. When used with a scienti c application, it is possible to construct a programmable scienti c application as shown in Figure 2 .
Rather than thinking about a scienti c application as a large monolithic system, we break up applications into a collection of modules. Each module may be a collection of C/C++ functions or a collection of procedures written in the scripting language itself. To users familiar with packages such as MATLAB or Mathematica, this approach is entirely familiar. A user can issue commands, run scripts, and extend the scienti c application by writing procedures in the control languages.
Since most scripting languages now support dynamic loading, it is even possible to construct interesting scienti c applications on-the-y simply by assembling a collection of modules, issuing commands, and running a simulation. For example, the system shown in Figure 2 While such systems usually do not provide graphical user interfaces, they work particularly well for large, long-running simulations, since these can be easily scripted yet run interactively when necessary. They are also attractive to experienced users who may appreciate having precise, low-level control over almost all aspects of their applications. It is also important to note that scripting languages can be used to build highly sophisticated graphical user interfaces that hide all of the low-level details.
B.2 The Data Distribution Layer
The data distribution layer addresses the problem of how data is handled by the steering system. In some cases, an entire problem may be run on a single machine. However, simulations may also be performed at remote sites such as national laboratories or supercomputing centers. Today, scienti c simulations may easily generate tens to hundreds of gigabytes of data. As the problems of e ectively dealing with this amount data have grown, some have even come to call such an excess of data a \data glut " 12] . While many steering systems have utilized high-speed networks between supercomputers and graphics workstations, we feel that much work is still to be done in this area.
Within the framework of distributed computational steering, the critical questions are, where do you put the data, and how do you analyze it?
We could transfer all simulation data to the workstation where visualization and data analysis is performed. Unfortunately, this usually requires transmitting a very large amount of data between machines. Unless a high speed network is available, this may simply be infeasible. While such an approach allows for a great deal of interactivity in medium-sized problems, large datasets usually result in very poor interactivity. Of course this isn't so surprising, considering that the simulation data might have been generated on a machine tens to hundreds of times faster than a scientist's workstation.
Rather than transferring all of the simulation data between machines, we could consider transmitting a subset of the data or some other intermediate representation. For example, graphics primitives might be transferred to the workstation rather than the raw data itself. Such an approach allows the user to e ciently manipulate the data for visualization purposes, but breaks down in systems with a high degree of geometric complexity. Quantifying and analyzing the results of a simulation may also be di cult if the workstation only has a subset of the simulation data.
We can leave all of the simulation data on the remote system and attempt to perform data analysis and visualization remotely. Under this scheme, a scientist's workstation might only receive image data. While this approach solves many of the problems mentioned earlier, it does not facilitate highly interactive viewing and manipulation of the data. For example, it might not be possible to simply drag the mouse and have an image rotate in real time. There is no single approach that will work in all cases. Therefore, steering systems should be exible enough to use aspects of all of these approaches. Certainly, there is a tradeo between interactivity, network capacity, and desired functionality. There is probably much to be gained by developing clever data analysis and ltering techniques as well.
Data distribution remains an open problem in our computational steering research. We will return to the data distribution issue in the section on future work and limitations.
B.3 Presentation Layer
The presentation layer in the hierarchy describes the software systems used to present information to the end user of the steering system. This might include graphical user interface toolkits, graphics libraries, or software to control sophisticated output devices.
In our research, we have been primarily using Tk, an X11 toolkit that is integrated with Tcl (and also available for Python) to build graphical user interfaces. There are several reasons why this is a good idea. First, since Tk is integrated directly with popular scripting languages, it works nicely with applications that already use such languages as a control mechanism. Secondly, when performance is critical, Tk can be combined with high performance graphics libraries such as OpenGL or Open Inventor. Finally, Sun Microsystems has put considerable e ort into making Tk a cross-platform system for developing graphical user interfaces on Unix, Macintosh, and Windows NT systems. Exploiting this fact will greatly simplify the process of developing steering systems as cross-platform support becomes more important. Recently, Sun released a Tcl/Tk plugin for the Netscape browser. Such a system may make it possible to use Tk as a mechanism for internet programming and distributed steering applications.
In other cases, it may be possible to use pre-existing software as a presentation mechanism. For example, a system may use public domain graphing libraries and image processing tools such as gnuplot and xv. Explorer, AVS, and other commercial systems have also been used successfully in steering systems 3].
B.4 User Interface Layer
Finally, at the top of the hierarchy is the mechanism by which the user interacts with the system. In other words, it is the means by which the user is able to interact with and extract scienti cally meaningful information.
One important aspect of a computational steering system is the means by which it permits the user to specify changes to be made in the simulation. One issue is how to allow the user to specify changes in the computation. Various techniques may be used, ranging from simple text les to sophisticated scripting languages to graphical user interfaces to 3D widgets. Another less obvious issue is how to integrate changed data into the simulation in a scienti cally meaningful fashion. In most coupled systems, it does not make sense to change one quantity without making corresponding changes in other quantities. For example, in a uid dynamics system, it would not make sense to allow sudden changes in pressure without making corresponding changes in another quantity such as temperature in order to maintain balance under the ideal gas law.
Visual programming, 3D widgets, and graphical user interfaces all fall into this level. We return to this when we describe the SCIRun computational steering system that we have developed.
B.5 Putting it all together
Because computational scientists have a wide variety of needs, computational steering systems should be able to operate at di erent levels in order to serve di erent users and applications. For example, in a debugging or development mode, a researcher may want to use a highly interactive system that allows parameters and simulations to be run in almost real time. However, that researcher may later want to run large simulations requiring hundreds of CPU hours. In this case, it may be easier to use a control language and write batch scripts than to use an interactive environment.
To further complicate matters, a user may want to write extensions or use the system with their own applications. Unfortunately, doing so may require a detailed understanding of all of the middle layers of the hierarchy. Because they perceive the complexity of applying such systems to their own work, many potential users continue to ignore computational steering e orts. While there is no clear answer to this problem, we feel that this issue will need to be addressed in order for steering to be adopted into mainstream scienti c computing e orts.
III. Computational Steering Efforts at Utah
A. Computational Steering with Scripting Languages
Many simulations, especially those running on parallel machines and supercomputers, can run for hundreds of hours and generate gigabytes of data. In this case, scripting languages can be used quite successfully for steering applications. There are several reasons for this:
Scripting languages can be used to control batch simulations, a necessary component of most large-scale simulations. When using scripting languages interactively, a scientist can interactively issue commands to the language in order to perform data analysis and visualization (similar to using a package such as Mathematica or MATLAB). Scripting languages are memory e cient and can be used even when memory usage is critical. Having low-level access to the underlying data is important in many research applications in which much of the work is the development of new physical models, numerical methods, and data analysis techniques.
A.1 Automatic Module Generation with SWIG
To integrate a scripting language into a C/C++ application, it is necessary to write special \wrapper" functions that provide the necessary glue between the scripting language and C. Unfortunately, writing these wrapper functions is both tedious and error prone. To eliminate this problem, it is possible to use an automatic interface generation tool such as SWIG (Simpli ed Wrapper and Interface Generator) 13]. SWIG automatically generates the bindings between a variety of scripting languages and C/C++ programs using a speci cation le containing ANSI C/C++ declarations. A typical SWIG interface le (for the Los Alamos SPaSM molecular dynamics code) looks like the following : At compile time, the interface le is automatically translated into C code that adds the speci ed functions to the interface. Since the process of integrating the C code with the scripting language is completely hidden, it appears to the user that the scripting language is interacting directly with the underlying C code. As a result, it is possible for the user to focus on scienti c issues instead of worrying about systems programming issues.
A.2 Large-scale Molecular Dynamics
This approach has been used successfully in the SPaSM molecular dynamics code developed at Los Alamos National Laboratory 14], 15]. The SPaSM code was originally developed for use on the Connection Machine 5 and other massively parallel supercomputing systems. It is currently being used to study fracture, dislocations, and ductile-brittle transitions in materials. The code is written entirely in ANSI C and uses explicit message-passing for interprocessor communication. Prior to 1995, the SPaSM code ran exclusively in a batch processing mode and was controlled by a series of command line options. Typical production simulations ran for hundreds of hours, involve tens of millions of atoms, and produce tens of gigabytes of output les.
The SPaSM application now is controlled using a scripting language interface designed for massively parallel machines. The organization of the system is as shown in Figure 3 . In the gure, the original molecular dynamics code is left mostly intact, but it is now combined with visualization and data analysis modules. Modules are added to the system using SWIG. The scripting language interface is primarily used for controlling batch jobs, but it can also be used interactively during post processing, setting up problems, and debugging. Due to the large dataset sizes, all visualization and data analysis is performed directly on the parallel machine. As output, GIF images are sent across the network to an image server running on the researchers workstation where the user can watch a simulation progress in real time. Alternatively, images can be dumped directly to disk for later examination. When used interactively, the SPaSM system may be used as shown in Figure 4 . The data is from an impact simulation involving 11 million atoms. Each dataset is approximately 180 Mbytes, but each image requires only about 15 seconds to generate and display remotely over a standard T1 internet connection between the University of Utah and Los Alamos National Laboratory.
While it is not currently possible to interact with the system using a GUI, it is possible to generate images of as many as 150 million particles in less than 30 seconds. In contrast, it would take several days to download that data to a graphics workstation and work with it locally. The ne degree of control provided by the scripting language interface also works well in practice, since the users of this system are constantly making code modi cations and adding new features. A more detailed description of this system will be published elsewhere 11].
B. The SCIRun Computational Steering System
Much of the computational steering research at Utah has focused on SCIRun, an interactive environment for creating and steering scienti c applications 9], 10], 16]. SCIRun is a scienti c programming environment that allows the interactive construction and steering of large-scale scienti c computations. A scienti c application is constructed by connecting computational elements (modules) to form a program (network). This program may contain several computational elements as well as several visualization elements, all of which work together in orchestrating a solution to a scienti c problem. Geometric inputs and computational parameters may be changed interactively, and the results of these changes provide immediate feedback to the investigator.
One particular application has driven the study of computational steering as an everyday research tool -modeling electrical conduction in the human thorax for the study of implantable de brillator device designs. An implantable de brillator is a small electrical device which is surgically implanted in the human chest, and discharges electrical shocks to restart the heart when it undergoes a heart attack. However, there are many variables in the design of such a device, and optimal operation will be achieved through the correct combination of electrode placement, size, shape and numbers. This large design space cannot be searched experimentally, but computational models can allow an engineer to test a wide range of possibilities. Results from such a simulation are shown in gure 6. In order to accurately model such a system, a highly detailed computational model must be used, and these models can take hours of CPU time to compute the results.
Using SCIRun, an engineer could interactively steer such a simulation. An engineer can try an electrode con guration and start the simulation. As the simulation progresses, the engineer can view the intermediate results. Long before the system completes a detailed solution, the engineer might determine that the con guration is not acceptable, and would try a new con guration and restart the simulation. Instead of throwing everything away and starting over, SCIRun uses previous results to jump-start the new simulation. In scenarios where only small changes are made to input parameters, a signi cant CPU savings can be achieved.
There are many engineering design problems which would bene t from such a system, ranging from the biomedical problems discussed here, to traditional mechanical design, and even CFD aerodynamics design. These engineers desire a tool where they can easily experiment with new geometric con gurations, and can also modify computational models and numerical algorithms to achieve more accurate results, or to compute the solution more e ciently. As an integrated visualization environment com- bined with large-scale computational capabilities, SCIRun is a powerful tool in engineering design. A SCIRun data ow network, which implements an adaptive nite element solution for the inhomogeneous Laplace's, equation is shown in Figure 7 . This example illustrates the power of SCIRun to build a complex scienti c simulation using a handful of core steerable computational components. It uses a data ow feedback loop to implement adaptive mesh re nement. and allows a scientist to interactively vary mesh adaptation parameters, solution methods, and boundary conditions, and to simultaneously visualize the resulting solutions.
However, SCIRun is currently limited to execution on a single workstation or SMP, which restricts the size of the problems that can be attempted. Future additions to SCIRun will extend it to a distributed cluster of workstations or large multiprocessor supercomputers.
IV. Future Directions of Computational Steering
Since the 1987 ViSC report, computational steering has created an evolutionary acceptance within, rather than a revolutionary change to, the scienti c computing process. This trend is likely to continue, but some factors suggest that the evolution may accelerate:
The melding of high-end graphics workstations and supercomputers will allow many more scientists to perform computations and visualization using the same hardware. Instead of transferring gigabytes of data to a visualization workstation, the visualization will be performed directly on the supercomputer. During the development phases of a scienti c model, the scientist may be able to completely avoid writing data to the disk. Expensive disk writes will only be necessary for production runs. Simulation is playing an increasingly important role in today's scienti c and engineering world. Increased safety responsibilities, heightened environmental awareness, and cheaper CPU cycles have all increased the motivation for many engineers to simulate everything. Visualization systems are becoming more accessible to average scientists. A few years ago, most scientists didn't even have ready access to color workstations, but now they are commonplace. Similar changes are in the pipe for 3D graphics engines, which will make moderately fast graphics machines available at a reasonable cost. However, there are barriers to this progress:
Supercomputers are currently set up for batch mode processing, not for interactive use. A computational steering system will break many of the assumptions that are made in these batch mode
systems. An important research project would be to investigate ways of e ciently sharing supercomputer resources in an interactive computational steering world.
Since accounting systems at supercomputer sites focus on counting CPU cycles, performing visualization and rendering tasks using these cycles can be extremely expensive. These costs are highly relevant to the large-scale problems run on large supercomputers, but are not relevant to the scientist doing medium-sized problems on his desktop superworkstation. There is also room for the investigation of tightly coupled \visualization engines," smaller machines placed at the supercomputer center site that can be used to o oad visualization tasks from the primary compute machine. Future research will need to address these barriers, and the policies and practices of supercomputer sites will need to be exible in order to make interactive supercomputing feasible.
A. Strengths and Weaknesses of Computational Steering
Computational Steering has been very successful in augmenting the development process -it is very easy to detect bugs in your code using the visualizations, and it is often easy to postulate the source of a bug when seeing the erroneous results.
For example, in the SPaSM molecular dynamics code, pictures can help detect problems with setting up boundary conditions and initial conditions. In incorrect cases, it possible to visually detect sound waves and other disturbances as they are emitted from boundary regions. Instead of nding out that this has occurred after a production simulation, it is often possible to observe this phenomenon by running only a few hundred time steps and watching the evolution of the system in real time.
Similar methods have been used in SCIRun for boosting con dence in the accuracy of a simulation. For example, when modeling a system governed by an isotropic Laplace's or Poisson's equation, is is easy to visually verify that the electrical current lines are perpendicular to the isosurfaces, that the isosurfaces are perpendicular to boundaries, and that the streamlines do not leave a closed boundary. While these visual inspections do not prove that a simulation is correct, they can provide a quick \believability" check when code is modi ed.
Unfortunately, the scienti c community has been slow to adopt the method of computational steering in everyday research applications. This may be due to a variety of reasons :
Many scientists perceive computational steering systems as being too complicated to use and modify. While this may or may not be the case, in order to be successful, we feel that steering systems will need to emphasize simplicity of use while providing powerful scienti c tools. Most scientists have already put a considerable e ort into the development of simulations. While there may be little incentive to rewrite these systems, we can only hope that steering is seen as a desirable capability that can be incorporated into new applications or applied to existing systems with minimal e ort. Computational steering has not been cost e ective. Many steering systems rely on high-end graphics workstations, yet many scientists do not have the resources to buy such equipment. This may only be a temporary problem as the price of high-performance of graphics hardware continues to drop, but in the future it will be important for steering systems to target systems that are likely to be found on a researcher's desk instead of those found in supercomputing centers.
Computational steering systems must represent a balance between interactivity, batch processing, cost, and the ability to extract scienti cally useful information. For example, a system that provides 30 frames per second of output to a user, yet provides no mechanism for long running simulations may be of only limited usefulness. Likewise, a system with good quantitative features, but poor interactivity may also be inadequate within a steering context. In any case, we feel that there will be little incentive for a researcher to start using a computational steering system unless it is balanced and it supports a variety of operational modes. Researchers fear that computational steering systems will consume precious resources, such as CPU time, memory and disk space. Where this is a concern, steering systems should be as trim and e cient as possible, and should be able to \get out of the way" for long/large runs where resources are limited. It is also necessary for a system to be worth their cost -they should save a researcher more in save time and CPU cycles than they consume. While it is di cult to measure this e ect directly, it will be re ected in the acceptance of computational steering as a ubiquitous tool in the computational scientist's workbench.
B. Future Directions in Computational Steering
Computational steering will succeed only if steering systems can be useful to scientists and engineers. Systems should be modular and easy to extend with existing code. Users of such systems should be able to add new capabilities easily without being overwhelmed in systems programming issues. Steering systems should be adaptable to hardware ranging from the largest of supercomputing systems to low-end workstations and PCs. Finally, steering systems must be demonstratably usable in scienti c research. Working prototypes are a start, but until scientists and engineers start using such systems regularly, the use of steering systems will remain evolutionary in nature.
At Utah, we have developed two di erent approaches for computational steering. On the one hand, we have a low-level approach that utilizes scripting languages and works well with batch processing and large scale simulations while providing a ne degree of control to users. The system also works on inexpensive UNIX workstations. Unfortunately it's not very interactive. On the other hand, the SCIRun system provides extensive support for interactively manipulating complex datasets, performing visualization, and making changes to program parameters. Unfortunately, SCIRun does not currently work well with very large datasets or long-running simulations, and it requires graphics workstations for good interactivity.
Our two approaches provide a unique opportunity for exploring innovative steering systems for a variety of applications. Much of our future work will explore the distribution of data and the combination of command driven techniques with the data ow approach used in SCIRun. We hope to investigate the use of systems such as ILU 17] and CORBA in order to build distributed steering systems involving multiple platforms and languages. Ultimately, we hope that this can lead to the development of steering systems that are highly interactive, easy to extend and modify, work well with large amounts of data, and which can be used on ordinary workstations, high end servers, and supercomputing systems.
