Recently, Bayesian optimization has been successfully applied for optimizing hyperparameters of deep neural networks, significantly outperforming the expert-set hyperparameter values. The methods approximate and minimize the validation error as a function of hyperparameter values through probabilistic models like Gaussian processes. However, probabilistic models that require a prior distribution of the errors may be not adequate for approximating very complex error functions of deep neural networks. In this work, we propose to employ radial basis function as the surrogate of the error functions for optimizing both continuous and integer hyperparameters. The proposed non-probabilistic algorithm, called Hyperparameter Optimization using RBF and DYCORS (HORD), searches the surrogate for the most promising hyperparameter values while providing a good balance between exploration and exploitation. Extensive evaluations demonstrate HORD significantly outperforms the well-established Bayesian optimization methods such as Spearmint and TPE, both in terms of finding a near optimal solution with fewer expensive function evaluations, and in terms of a final validation error. Further, HORD performs equally well in low-and high-dimensional hyperparameter spaces, and by avoiding expensive covariance computation can also scale to a high number of observations. The code for reproducing the experiments can be downloaded from
Introduction
Deep neural networks (DNN) have become very popular in the last few years. However, their adoption is hampered by their complexity and the many design decisions one must make when applying them to a novel problem. Setting the hyperparameters to the appropriate values for the specific problem is of crucial importance, but often is a frustratingly difficult task. Despite the many guidelines (e.g. [21] ), DNN hyperparameter tuning is still considered a "dark art". These hyperparameters can be the ones that characterize the model formulation (e.g., the form of activation functions), control model complexity (e.g., the number of nodes and layers within a deep neural network), or specify the learning procedure (e.g., learning rate, step sizes, momentum decay parameters and initialization conditions).
As a result, the optimization of DNN hyperparameters has become an important problem, and in recent years has been attracting much attention within the machine learning community [1, 16, 2, 28, 8, 3, 32, 33, 30, 29] . Hyperparameter optimization is viewed as the global optimization of an unknown expensive black-box function f with respect to the hyperparameter values. The expensive function f maps a hyperparameter configuration to a validation error. A common approach is to employ Bayesian optimization algorithms -which use the optimization of a cheap probabilistic surrogate model as a proxy optimization of the expensive function [20] .
Bergstra et al. were among the first to apply Bayesian optimization methods to tuning hyperparameters of deep neural networks [1] . In particular, they proposed two probabilistic models: a Gaussian processes (GP) approach which estimates the distribution of f given the hyperparameter configuration x, i.e. p(f (x)|x), and a Tree-structured Parzen Estimator (TPE) approach, which estimates p(x|f (x)) and p(f (x)). Snoek et al. further explored the GP-based approach by comparing different acquisition functions, and using slice sampling for fine-tuning the GP model [28] . Both works resulted in methods that can significantly surpass the performance of expert-set hyperparameter values, showing the potential of methods for automatic hyperparameter optimization.
However, the high-dimensional error surface of hyperparameters is highly complex (Figure 1 ) and thus difficult to model accurately, essential for an effective hyperparameter optimization. Therefore, we tackle the hyperparameter optimization through non-probabilistic surrogate global optimization. The proposed algorithm, HORD, approximates the error surface in hyperparameter space through radial basis function (RBF), which relaxes the typical requirement of Gaussian assumption in most of existing hyperparameter optimization algorithms, and avoids the expensive computation of a covariance matrix. HORD effectively searches the surrogate and finds a near optimal hyperparameter configuration with few expensive function evaluations, irrespective of the number of hyperparameters, and the type of hyperparameters. We compare our method against the well-established TPE, and GPbased approach, on the MNIST and CIFAR-10 benchmark datasets, optimizing the hyperparameters of three types of commonly used neural networks.
Within this work, we make the following contributions:
• We provide a non-probabilistic surrogate optimization algorithm for optimizing hyperparameters. The algorithm is capable of optimizing both continuous and integer hyperparameters and performs equally well in both low-and high-dimensional hyperparameter spaces.
• Extensive evaluations demonstrate the superiority of the proposed algorithm over the stateof-the-art, both in finding a near-optimal configuration with fewer function evaluations and in achieving a lower final validation error. All the while using several orders of magnitude less computational resources compared to GP-based algorithms.
2 Background and Related Work
Surrogate-based optimization
Surrogate-based optimization is a strategy for the global optimization of expensive black-box functions over a constrained domain. The goal is to obtain a near optimal solution with as few as possible function evaluations. The main idea is to utilize a surrogate model of the expensive function that can be inexpensively evaluated to determine the next most promising point for evaluation. Surrogate- Figure 1 : Illustration of an RBF interpolation surface of validation error with respect to two PCA components of six-dimensional hyperparameter space.
based optimization methods differ in two aspects: the type of model used as a surrogate and the way the model is used to determine the next most promising point for expensive evaluation.
Bayesian optimization
Bayesian optimization is a type of surrogate-based optimization, where the surrogate is a probabilistic model, and Bayes' rule is used to compute the posterior estimate of the expensive function. The next most promising point is determined by optimizing an acquisition function of choice. The acquisition function provides the balance between exploring points in unexplored regions and exploiting points in regions known to perform well.
Bayesian optimization methods differ in the type of probabilistic model they use, with the popular choice being Gaussian processes (GP) [25] , and in the type of acquisition function. Several acquisition functions have been proposed: probability of improvement [19] , expected improvement (EI) [17, 8] , entropy based search [34, 14] , GP upper confidence bound GP-UCB [31, 5] , or a combination of multiple functions [15] . Commonly used combination is GP with EI as an acquisition function. For a detailed tutorial on Bayesian optimization see [4] .
Hyperparameter optimization of deep neural networks
Given a deep neural network A, with D hyperparameters denoted as x = [x 1 , . . . , x D ], and constrained to some domain X , the hyperparameter optimization problem is to find x * that minimizes the error that A achieves on the validation set when trained using x * . Seen as a surrogate-based optimization problem, the training and the evaluation of the A would be considered as the expensive function f (also called a quality function) we want to optimize with respect to x in the D-dimensional space X .
The most frequently used hyperparameter optimization method is grid search, which performs poorly in more than a few dimensions due to the exponential expansion of X with the linear increase of D. Simple random search is also commonly used and was shown in [2] to work better than grid search when the number of hyperparameters is high.
However, with the advent of very deep and complex DNN (e.g. [13, 35] ), the quality function f has become even more expensive, and the number of hyperparameters to be optimized has significantly increased. Thus, automatic hyperparameter optimization became an important problem and has attracted wide attention within the machine learning community in recent years.
Bayesian optimization of hyperparameters
A common approach to automatic hyperparameter optimization is to use a type of probabilistic model to estimate p(f (x)|x). A natural choice for such probabilistic model is Gaussian processes (GP) because of their simplicity, and flexibility [28, 30, 33, 32, 18] . However, GP-based optimization involves inverting an expensive covariance matrix and thus scales cubically with the number of observations. Another popular approach is to use a tree-based model which is more suitable for optimization in high dimensions [16, 1] .
The two most popular implementations of Bayesian optimization of hyperparameters are the GP-based Spearmint [28] , and the tree-based HyperOpt [1] , which uses a Tree-structured Parzen Estimator (TPE) to model a density estimate over good and bad hyperparameter configurations.
Spearmint (GP) [28, 11] : Spearmint is a library for hyperparameter optimization that uses Gaussian processes to estimate the density of the validation error given a hyperparameter configuration, i.e. p(f (x)|x), using the history of observations H = (x, f (x)). The library uses the expected improvement as an acquisition function. The automatic relevance determination (ARD) squared exponential kernel is often used for GP regression. Snoek et al. were the first to propose the ARD Matérn 5 / 2 kernel as more suited for hyperparameter optimization. The Matérn 5 / 2 covariance function results in less smooth sample functions than the ones from the squared exponential. The sample functions are thus closer to the hyperparameter optimization error function. Since the practice has been adopted in several follow-up works [32, 33] . The hyperparameters of the covariance function itself are integrated out via slice sampling [23] .
HyperOpt (TPE) [1, 10] : TPE is a non-standard Bayesian-based optimization algorithm, whereas the GP-based algorithms estimate p(f (x)|x) directly, TPE models p(x|f (x))andp(f (x)). TPE defines p(x|f (x)) as l(x) when f (x) is less than some quantile γ of the best (resulting in lowest validation error) hyperparameter configurations, and as g(x) when is more than γ. On each iteration, TPE fits one Gaussian Mixture Models (GMM) to l(x), and another GMM to g(x), and optimizes the expected improvement acquisition function to return the hyperparameter configuration x that maximizes the ration l(x)/g(x).
In [7] Eggensperger et al. empirically showed that Spearmint's GP-based approach reaches stateof-the-art performance in optimizing few hyperparameters, while TPE's tree-structured approach allows it to achieve best results in hyperparameter optimization in high-dimensional spaces. Thus, we compare our algorithm with these two popular methods.
Description of The Proposed Method HORD
Here we introduce a novel hyperparameter optimization called Hyperparameter Optimization using RBF and DYCORS, or HORD for short.
The surrogate model
We use the radial basis function (RBF) interpolation model as the surrogate model [24] in searching for optimal hyperparameters.
Given D number of hyperparameters, and n hyperparameter configurations, x 1:n , with x i ∈ R D , and their corresponding validation errors f i:n , where f i = f (x i ), we define the RBF interpolation model as:
Here φ(r) = r 3 denotes the cubic spline RBF, · is the Euclidean norm, and p(x) = b x + a is the polynomial tail, with
, and a ∈ R. The parameters λ i , i = 1, . . . , n, b k , k = 1, . . . , d, and a are the interpolation model parameters, determined by solving the linear system of equations [12] :
Here elements in the matrix Φ ∈ R n×n are defined as Φ i,j = φ( x i − x j ), i, j = 1, . . . , n, 0 is a zero matrix of compatible dimension, and
Searching the hyperparameter space
The training and evaluation of a deep neural network (DNN) can be regarded as a function f that maps the hyperparameter configuration used to train the network to the validation error obtained at the end. Optimizing f with respect to a hyperparameter configuration is a global optimization problem. We employ the RBF interpolation model of the expensive function f and adapt the global optimization algorithm DYCORS [27] to search the surrogate model for promising hyperparameter configurations. We opt for the DYCORS-LMSRBF variant of the algorithm because of its ability to balance global and local search by selecting the next evaluation point 1 according to two criteria: estimated function value, and minimum distance from previously evaluated points.
The algorithm starts by fitting an initial surrogate model S n0 using A n0 = {(x i , f i )) : i = 1, . . . , n 0 }. We set n 0 = 2(D +1), and use the Latin hypercube sampling method to sample x 1:n0 hyperparameter configurations and obtain their respective validation errors f 1:n0 . The initial surrogate model S n0 is crucial for reaching low validation errors after just a few function evaluations, and reducing the final validate error. Thus, manually populating the set A n0 with at least one good hyperparameter configuration can make a significant difference when the hyperparameter space is large (D > 10), as we demonstrate in Section 4.2.
Next, while n < N max , the candidate point generation algorithm (section 3.3) populates the candidate point set Ω n = t n,1:m , with m = 100D candidate points, and selects for evaluation the most promising point as x n+1 . After N max iterations, the algorithm returns the hyperparameter configuration x best that yielded the lowest validation error. A formal algorithm description is given in Algorithm 1.
Candidate point generation and selection
We describe the candidate point generation and selection algorithms in the following section.
The set of candidate points Ω n , at iteration n, is populated by points generated by adding a noise δ to some or all of the coordinates 2 of the current x best . Decreasingly less coordinates are perturbed since perturbing all coordinates of the current x best will result in a point much farther from x best , a significant problem when D > 10. If the current x best is not a local minimum, then a better solution can always be found within a small neighborhood around x best [27] . Furthermore, perturbing only subset of the coordinates helps diversify the search directions. Note that, during one iteration each candidate point is generated by perturbing a different subset of coordinates.
The probability of perturbing a coordinate is given by:
where ϕ 0 is set to min(20/D, 1) so that the average number of coordinates perturbed is always less than 20.
The perturbation δ is sampled from N (0, σ 2 n ). Initially, the variance σ 2 n0 is set to 0.2, and after each T f ail = max(5, D) consecutive iterations with no improvement over the current x best , is set to σ 2 n+1 = min(σ 2 n /2, 0.005). The variance is doubled (capped at the initial value of 0.2), after 3 consecutive iterations with improvement. The adjustment of the variance is in place to facilitate the convergence of the optimization algorithm.
Once the set of candidate points Ω has been populated with m = 100D points, 3 we estimate their corresponding validation errors by computing the surrogate values S(t 1:m ). We also set s max = max{S(t 1:m )} and s min = min{S(t 1:m )}.
Next, we compute the distances from the previously evaluated points x 1:n for each t ∈ Ω with ∆(t) = min t − x 1:n . Here, · is the Euclidean norm on R
D
. We also compute ∆ max = max{∆(t 1:m )} and ∆ min = min{∆(t 1:m )}.
Finally, for each t ∈ Ω we compute the score for the two criteria: V ev for the surrogate estimated value:
and V dm for the distance metric:
We use V ev and V dm to compute the final weighted score:
Here, w is a cyclic weight for balancing between global and local search. Following [26] , we cycle the following weights: 0.3, 0.5, 0.8, 0.95 in sequential manner. We select the point with the lowest weighted score W to be the next evaluated point x n+1 .
Algorithm 1 Hyperparameter Optimization using RBF-based surrogate and DYCORS (HORD)
Inputs: n 0 {number of initial points, set to 2(D + 1)}, m {number of candidate points, set to 100D}, N max {number of function evaluations allowed} Output: x best {point in the hyperparameter space with lowest found validation error.} 1: Use Latin hypercube sampling to sample n 0 points and set I = {x i : i = 1, . . . , n 0 } 2: Evaluate points in I and set A n0 = {(x i , f (x i )) : i = 1, . . . , n 0 } 3: while n < N max do
4:
Use A n to fit or update the surrogate model S n (x)
5:
Set x best = min{f (x i ) : i = 1, . . . , n} 6: Select the coordinates to be perturbed, with a probability of selecting a coordinate equal to ϕ(n) (Equation 4)
Populate Ω n with m candidate points, t n,1:m , by adding δ sampled from N (0, σ Set x * = min{W n (t n,i ) : i = 1, . . . , m}
Evaluate f (x * )
11:
Adjust the variance σ Set A n+1 = {A n ∪ (x * , f (x * ))} 13: end while
Discussion
The HORD algorithm differs from those previously used in deep learning in following aspects. HORD utilizes a non-probabilistic type of surrogate in a radically different way by generating and evaluating surrogate candidate points instead of performing optimization with respect to some criterion (e.g. expected improvement). With this approach, the algorithm does not attempt to estimate the error (which is not going to be accurate if the Gaussian assumptions for the error model are violated) and instead it uses the surrogate to evaluate each candidate point according to a computed weighted score. Further, with varying the weights w, HORD encourages exploration into parts of the hyperparameter space away from the currently well-performing region of the surrogate S(x) if it is already densely sampled. Thus, HORD offers a tunable balance of exploration and exploitation, and it is flexible to one's needs (e.g. near-optimal solution within very limited computational budget). The use of candidate points also has the added benefit of making HORD embarrassingly parallel algorithm, as shown in [26] .
Evaluation
We compare the performance of HORD to Gaussian Processes (GP) method [28] and to the Treestructured Parzen Estimator (TPE) method [1] . We use the Spearmint library [11] to obtain results for the GP method and the HyperOpt library [10] for the TPE method.
We design four experiments to compare the algorithms on two types of deep neural networks (DNN) and on two benchmark datasets, optimizing low (< 10) and high (> 10) number of hyperparameters.
DNN hyperparameter evaluation is typically computationally expensive, so it is desirable to find good hyperparameter values within a very limited evaluation budget. Accordingly, we limit the number of optimization iterations to 200. 4 We run at least 5 trials of each experiment using different random seeds. We report the mean best validation error per iteration, and the mean and standard deviation of the final test error.
Optimization of MLP and CNN network hyperparameters
We evaluate the optimization of 4 continuous and 2 integer hyperparameters of a Multi-layer Perceptron (MLP) network applied to classifying grayscale images of handwritten digits from the popular benchmark dataset MNIST.
The DNN architecture details are given in Section 4.3. The hyperparameters being optimized and their respective value ranges are provided in Table 1 of the supplementary materials.
The MNIST dataset contains 60,000 training images and 10,000 testing images. Following conventional experimental protocol on this dataset, we split the training images into the training set of 50,000 images and the validation set of 10,000 images. Throughout the experiments, we always use the error on the validation set as loss of the objective function we are optimizing. The mean best validation error over 10 trials per function evaluation is shown on the left in Figure 2 and in Table 1 we report the mean and standard deviation of the test error for the best hyperparameter configuration found by the algorithms. Only after 30 function evaluations, the GP-based algorithm and HORD found significantly better hyperparameters than the TPE based algorithm. The performance of the GP algorithm is expected since GP-based methods are well suited to low-dimensional optimization. However, HORD also performs almost exactly the same, while using about 1,000 times less computing resources for proposing new hyperparameter configurations.
In the second experiment we evaluate the algorithms optimizing 4 continuous and 4 integer hyperparameters of a more complex Convolutional Neural Network (CNN). 5 We again use the MNIST dataset, and follow the same problem setup as in the previous experiment. Figure 2 shows on the right the mean error over 5 trials per function evaluation and in Table 1 we report the mean and standard deviation of the test error for the best hyperparameter configuration found by the algorithms. Again, the GP and HORD outperform TPE, which shows that our algorithm can perform well on a more complex network and with slightly higher number of integer hyperparameters.
Both, TPE and HORD can evaluate hyperparameter configurations in parallel, but they perform the parallel evaluations significantly different. TPE simply runs P evaluations in parallel and does not change its search strategy. While, HORD adapts the search strategy by generating candidate points around the best found point in the P evaluations. The advantage of this adaptation is that the diverse set of candidate points allows the algorithm to quickly make progress. The disadvantage is that the surrogate model is updated after every P evaluations and thus needs more evaluations to converge to a near optimal hyperparameter configuration. This trade off can be observed on the right chart in Figure 2 . The parallel version of HORD denoted as HORD-P quickly makes progress and achieves the lowest error among all the algorithms after just 50 function evaluations. HORD and GP, catch up with HORD-P around the 125 iteration, and in the end HORD achieves the best overall validation error. Still, running HORD in parallel can be preferable when the function evaluations are very expensive and we need good enough hyperparameter configuration as soon as possible. We compare the parallel versions of TPE and HORD, using 4 parallel evaluations, and show the results as TPE-P and HORD-P on the right in Figure 2 . 
Optimization of CNN hyperparameters on MNIST and CIFAR-10
With the third experiment we evaluate the algorithms optimizing high number of hyperparameters. We increase the number of hyperparameters to 15, 10 continuous and 5 integer, and use the same CNN and setup as in the second experiment.
One other advantage of HORD, over both GP and TPE, is the ability to take an initial starting point (ISP) in the hyperparameter space. The initial surrogate model is fitted on n 0 Latin hypercube samples, but can also include manually added points that should guide the search in a better region of the hyperparameter space. We set the ISP following common guidelines for setting the hyperparameters of a CNN network. 6 We denote this version of the algorithm as HORD-ISP.
As expected, the performance of the GP algorithm degrades significantly in high dimensional search space. While, HORD continues to perform well and even outperforms the TPE-based algorithm, which is designed specifically for optimizing high number of hyperparameters. HORD-ISP performs the best, closely following the performance of HORD with a small gap due to the better initial surrogate model. The validation error curves are shown on the left in Figure 3 and in Table 1 we report the mean and standard deviation of test set error obtained with the best found hyperparameter configuration.
Finally, we design the forth experiment to evaluate the algorithms on the more challenging dataset, CIFAR-10, and in even higher dimensional hyperparameter space by optimizing 19 hyperparameters, 14 continuous and 5 integer. The CIFAR-10 dataset consists of 60,000 color images equally divided in 10 classes. The dataset is split into five training batches and one test batch, each with 10,000 images. We choose the last training batch as a validation set and use the error on this set to compare the performance of the algorithms.
The forth experiment shows that high-dimensional spaces are where HORD truly shines. After n 0 function evaluations HORD rapidly makes progress, resulting in a significant performance gap compared to TPE. 7 Due to time constraints we only compare against TPE since GP is expected to perform poorly in such high dimensional space. Again, HORD-ISP performs the best, with even a higher performance gap from HORD, which shows that manually populating the initial set of points is even more beneficial in higher dimensional spaces. The validation error curves are shown on the right in Figure 3 and in Table 1 we report the mean and standard deviation of test set error obtained with the best found hyperparameter configuration.
Implementation Details
We implement the HORD algorithm with the open-source surrogate optimization toolbox pySOT [9] . The MLP network is a two-layer network with ReLU activations and cross entropy loss. The CNN network has two blocks of layers comprised of a convolutional layer, batch normalization layer, followed by ReLU activation, Dropout layer, and finally a max pooling layer. At the end, the CNN network has two fully-connected layers with LeakyReLU activations and Dropout layers. 8 Due to time constraints we train the CNN network for a maximum of 100 epochs. The code for reproducing the experiments and generating the figures can be downloaded from http://bit.ly/hord-code.
Discussion
HORD performs well in all experiments, it performs as well as the GP-based algorithm in lowdimensional space, and significantly better than the TPE algorithm in high-dimensional space. To the best of our knowledge, HORD is the only hyperparameter optimization algorithm that can work well regardless of the number of hyperparameters being optimized.
Further, HORD generally needs fewer function evaluations to find near-optimal hyperparameter configuration, as evident in the third and forth experiment. And, the ability to utilize manual hyperparameter configurations as initial starting points (ISP) further reduces the number of evaluations needed for near-optimal solution and enables HORD to converge to a better solution in the end. As TPE, HORD can also run function evaluations in parallel, but HORD searches the space more efficiently by adapting the search strategy to explore around the best point from all the parallel evaluations.
Finally, HORD needs 1,000 times less computing resources than GP-based algorithms. True, the overall running time is dominated by the function evaluation time, but with new methods like Freezethaw [33] or methods for extrapolation of learning curves [6] that suspend or stop early unpromising function evaluations and thus can afford to evaluate many configurations, the non-evaluation time of GP-based algorithms takes up significant portion of the overall running time. It is interesting to note that HORD is more computationally efficient than TPE too, however the difference is not as significant as in the case with GP.
The advantage of HORD over the well-established algorithms comes from the use of non-probabilistic surrogate model. As a result, HORD does not try to build a probabilistic model of the complex error surface (for example see Figure 1 ), that will most likely be incorrect. Instead, HORD uses the surface to evaluate the candidate points generated by perturbing increasingly less coordinates of the current best solution. Thus, HORD can explore the complex error surface very efficiently, even in high dimensions.
Conclusion
We introduced a novel method for optimizing hyperparameters of deep neural nets. The method, named HORD, can efficiently optimize low (< 10) and high (> 10) number of hyperparameters, while using 1, 000 less computational resources than Gaussian processes methods. Compared to the well-established methods for hyperparameter optimization, HORD generally needs fewer function evaluations, can appropriately adapt the search strategy for parallel optimization, and can utilize already known good hyperparameter configurations to build better initial surrogate surface.
One of the limitations of HORD is the lack of support for optimizing conditional and categorical hyperparameters. Categorical hyperparameters (e.g. type of activation function) can be handled by running separate optimizations for each category. However, conditional hyperparameters (e.g. number of nodes in the third layer, given the hyperparameter for number of layers is > 2) cannot be handled with the current version of the method and should be addressed in future versions.
In the future, we also plan to explore the use of different radial basis functions as a surrogate model. We also plan to experiment with modifications of the DYCORS search strategy and to develop separate search strategies for continuous and integer hyperparameters, in a similar fashion as done by Mueller et al. [22] .
