INTRODUCTION
Marine acoustics [3] and seismic surveys [16] have lots of applications for acoustic scattering in layered media. Such problems lead usually very large system of linear equations when volume based methods like finite elements or finite differences are used. Efficient solution procedures for such problems have been considered in [4, 9, 11, 15, 16] , for example. The particular problem that we are considering is a scattering by an object buried slightly below the surface of the rippled sediment. One application of such a problem is to find hazardous or/and lost objects like mines or dangerous waste. The computational domain is often tens or hundreds of meters long while the target requires modeling of details smaller than one centimeter.
We discretize the problem using linear finite elements on uniform orthogonal meshes which are locally adapted to the interfaces; see [2] , for example. The discretization leads to large matrices which are highly structured and we take advantage of this in the solution procedure. We describe a domain decomposition preconditioner and with the GMRES method [18] we solve a right preconditioned system of linear equations [11] . We have a small near field subdomain containing the object and some fluid around it and a vastly larger far field subdomain. For the far field problem, we define a preconditioner based a fast direct solver [8, 17] while for the near field we can used a more standard method like LU decomposition for two-dimensional problems. The GMRES iterations can be reduced to a small sparse subspace [7, 12, 13] , since the residual vanished outside interfaces due the construction of the preconditioner. This reduces the memory requirement of the GMRES method by several order of magnitude and makes it feasible to use it without restarts.
In our numerical experiments, we demonstrate the capability to solve large two-dimensional problems with a sound-soft and elastic object. Furthermore, we consider a straight and rippled surface of sediment. These results show the flexibilty of the proposed approach. For our threedimensional problems, we employ a fictitious domain method [7, 9, 14] which employs many of the same ingredients as the domain decomposition method. We solve two very large scattering problems with a sound-soft object which have about 400 million and 3 billion unknowns. Due to efficiency of the solution procedure and its low memory requirements we are able to solve these problems on a PC with 2 GBytes of memory. We conclude the paper by a summary and a description of possible future research topics.
MODEL PROBLEMS
We consider time-harmonic scattering by an object which has the same shape as a Manta mine. The dimensions of a cross cut are shown in Figure 1 and the three-dimensional object is axis symmetric around the x 3 axis which goes through the middle of the object. The object is buried in sediment and its top is 0.14 m below the mean level of the surface of the sediment which is zero. The surface of the sediment is given by x 3 = f (x 1 , x 2 ), where we consider functions
The model problem has an acoustic point sound source at (−6.9 m, −6.9 m, 6.5 m). We truncate the exterior problem into a parallelepiped Π = [−7.5 m, 7. We call the axes for this problem as x 1 and x 3 . The two-dimensional problem is also shown in Figure 2 . The total pressure p in the fluid satisfies the partial differential equation model
where ρ is the density of the fluid, k is the wavenumber, and g is a forcing term due to the point source. The wavenumber is defined as k = ω/c, where ω is the angular frequency (2π times the frequency) and c is the speed of sound. The parameters ρ and c are defined by
and c(x) = 1495 m/s,
On the far field truncation boundary we impose a second-order absorbing boundary condition; see [1] , [7] , [11] , for example. For a sound-soft object the pressure p satisfies the Dirichlet boundary condition
For an elastic object Ω, the displacement of the object u the solution of a linear elasticity equation
The stress tensor σ(u) in (6) is the given by
where (u) = 1 2
(∇u + (∇u) T ) is the strain tensor, and µ, λ are the Lamé constants. They are defined in in terms of the compressional speed c c and the shear speed c s by
The pressure p and the displacement u are coupled by equations
where n is the outward unit normal on ∂Π. We consider a solid aluminum object which has the material parameters: the density 2700 kg/m 3 , the compressional speed c c = 6568 m/s, and the shear speed c s = 3149 m/s.
NUMERICAL METHOD

Discretization
We discretize a weak formulation (see [7, 11] , for example) obtained from the governing equations by linear finite elements with mass lumping. We use special meshes constructed from uniform orthogonal meshes by locally adapting them to the interface between the water and sediment as well as on the surface of the object. A procedure to generate such meshes is described in [2] . A small part of a locally adapted mesh is shown in Figure 3 . The interpolation error for our discretization is O(h 2 ), where h is the mesh step size. For medium and high frequency scattering problems the phase error dominates the interpolation error and due to this is necessary to increase the number of nodes per wavelength when frequency grows in order to maintain the accuracy [10] . The discretization leads to a system of linear equations
where the matrix A is complex-valued and non-Hermitian. The vector x contains the nodal values of pressure p in the water and sediment and the nodal values of displacement u in the elastic object.
Solution procedure
Instead of solving the problem (10), we solve iteratively using the GMRES method [18] a right preconditioned system of linear equations
where the matrix B is the preconditioner. Once we have obtained the vector y, the solution of the original problem is given by x = B −1 y. The preconditioner B is based on a domain decomposition which divides the domain Π into a near field subdomain and a far field subdomain. The near field includes the object and some fluid around it while the far field is the rest of Π. An example of the domain decomposition is shown in Figure 3 . The preconditioner B has a corresponding block form
where the first block row corresponds to the near field and the second one to the far field. The matrix A can be also expressed in the same block form. We use an upper block triangular preconditioner and, thus, the block B 21 is zero block. The near fields subdomain is very small compared to the far field subdomain. Due to this solving a linear system with the matrix block A 11 of A corresponding to the near field is affordable. Particularly, for two-dimensional problems a LU decomposition can be used without spending excessive amount of time for this. For three-dimensional problems, an iterative method with a standard preconditioner can be used for solving problems with A 11 . Based on these observations, we choose the matrix block B 11 to be equal to A 11 . Furthermore, we choose B 12 to be A 12 .
The far field subdomain can have billions of unknowns and, hence, the preconditioner for it has to be based on fairly fast method while the conditioning of the preconditioned system (11) still has to be good. Since we are using orthogonal meshes, we can define a simplified problem in the domain Π without the object Ω which after discretization leads to a tensor product matrix
for two-dimensional problems. Three-dimensional problems lead to a similar form with some additional terms; see [7, 8] . The matrices C 1 and C 2 in (13) are tridiagonal while the matrices M 1 and M 2 are diagonal. The matrices C 1 and M 1 can obtained by discretizing certain onedimensional problems in the x 1 -direction while C 2 and M 2 can be obtained by discretizing certain one-dimensional problems in x 3 -direction. For a precise definition of C, we refer to [11, 12] . There exists a fast direct solver based a cyclic reduction for linear systems with C; see [8, 13, 17] . It requires O(N log N ) and O(N (log N ) 2 ) operations for solving two-dimensional and three-dimensional problems, respectively, where N is the number of unknowns. After a suitable permutation the matrix C can also be expressed in the block form
which is compatible with the domain decomposition. Based on this form, we define the matrix block B 22 of the preconditioner to be the Schur complement matrix
The fast direct solver can be used also solve problems with this Schur complement matrix. The solution of a system of linear equations with the above defined B requires the solution a problem with A 11 and then with B 22 . For details of this, we refer to [11] . Now we have defined all details required for implementing the iterative solution procedure. A disadvantage of the GMRES method [18] is that it has to form and store basis vectors for a Krylov subspace. For large problems, this requires a vast amount of memory unless the iterative method converges in a few iterations which is not the case here. Fortunately, due the construction of the discretization and preconditioner the iterations can be reduced into a small subspace corresponding to the rows of the matrices A and B which differ [6, 7, 11, 12, 13] . These rows are associated to the interface between the water and sediment as well as to the boundary between the near and far fields subdomains. This observation reduces the memory usage by a large factor and allows us to use the GMRES method without restarts. A sparse subspace is shown in Figure 4 for the two-dimensional model problem with the rippled sediment. The numerical results for three-dimensional problems with a sound-soft object are computed using a fictitious domain (domain embedding) method which is based on a separable preconditioner. We do not describe the details of this method in this paper instead we refer to [7] ; see also [6, 9, 14] . The above described domain decomposition method can be also used to solve three-dimensional problems.
NUMERICAL RESULTS
For all problems, the stopping criterion for the GMRES method is r k ≤ 10 −6 b , where r k is the residual vector at the kth iteration and b is the right-hand side vector in (11) . All numerical experiments have been performed on a PC with an Intel Xeon 3.40 GHz and 2 GBytes of memory.
Two-dimensional sound-soft and elastic objects
Here we solve the two-dimensional model problems for 5 kHz and 10 kHz point source. Table 1 reports the number of iterations and CPU times for all possible object type, sediment surface, and frequency combinations. Figures 5, 6 , 7, and 8 show the scattered fields by the object. This means that we have subtracted the scattering due to the sediment from the total field. We have used decibel color scaling with 60 dB range.
For the wavy surface of the sediment, the dimensions of the sparse subspaces are 7263 and 16683 for 5 kHz and 10 kHz problems, respectively. Furthermore, the near field subproblems for the elastic object have 3673 and 14458 unknowns for 5 kHz and 10 kHz, respectively, while the far field subproblems have 794468 and 3174456 unknowns. Nevertheless the solutions of the near field subproblems using a LU decomposition requires 58% and 80% of the total execution time with the wavy surface and the elastic object. Thus, the efficiency of the solver could be make a few times faster using some more efficient method to solve the near field problems than the LU decomposition. An interesting observation is that the number of iterations almost exactly 1.5 times larger for the wavy surface of the sediment when compared to the straight surface. The conditioning for the preconditioned problems with the sound-soft object is slightly worse than with the elastic object, but computationally problems with the elastic object are much more difficult to solve due to larger near field subproblems.
Object
Interface 
Three-dimensional sound-soft object
As we mentioned earlier, we use a fictitious domain method for the three-dimensional problems with the sound-soft target and the straight surface of the sediment. Again we consider 5 kHz and 10 kHz sound sources and the mesh step sizes for them are 0.02 m and 0.01 m, respec-tively, similarly to the two-dimensional problems. This leads to meshes with 751 × 751 × 751 and 1501 × 1501 × 1501 mesh points. Thus, the systems of linear equations have about about 423 million and 3.38 billion unknowns. The preconditioned GMRES methods required 30 and 35 iterations to converge. The computing times were about 6 and half hours and about 64 hours. For the fictitious domain method, the sparse subspace is associated only to the surface of the object, since the surface of the sediment is straight. Thus, it is fairly small when compared to the size of the problem. For the larger problems the dimension of the sparse subspace is about 80000. Due to this we are able to solve these huge problems on a PC with 2 GBytes of memory using the GMRES method without any restarts. The conditioning of the preconditioned systems is fairly good, since only 30 and 35 iterations were required.
CONCLUSIONS
We have described a numerical solution procedure for computing time-harmonic acoustic scattering by objects in layered fluid. Particularly, we considered problems in a littoral environment, where a sound-soft or elastic object was buried slightly below the surface of the sediment. The use of very efficient preconditioner based on a domain decomposition and a fast direct solver makes it possible to solve problems in computational domain which dimensions are an order of hundred wavelengths.
Our three-dimensional examples clearly demonstrate the potential of preconditioned iterative methods based on a fast direct solver even though we considered only a sound-soft object and slightly different solution procedure. Without these techniques together with sparse subspace iterations it would not be possible to solve problems with an order of billion unknows on a PC.
We are currently working to implement the domain decomposition method for three-dimensional problems together with more complicated and realistic models for objects like mines. There are also several other future research topics related to the proposed approach. The tensor product preconditioner leads to a good conditioning and a small sparse subspace when the interfaces between layers are nearly horizontal. A solution procedure should developed for a more general layer structure. The standard low order finite element discretization requires fairly fine meshes in order to obtain small phase error. One possibility to alleviate this is to use phase error reducing low order discretizations [5] . Also more efficient fast direct solvers and implementations can be developed for these problems.
