ABSTRACT. We review some results on abstract linear and nonlinear population models with age and spatial structure. The results are mainly based on the assumption of maximal Lp-regularity of the spatial dispersion term. In particular, this property allows us to characterize completely the generator of the underlying linear semigroup and to give a simple proof of asynchronous exponential growth of the semigroup. Moreover, maximal regularity is also a powerful tool in order to establish the existence of nontrivial positive equilibrium solutions to nonlinear equations by fixed point arguments or bifurcation techniques. We illustrate the results with examples.
INTRODUCTION
The mathematical description of the dynamics of populations has a long history dating back to the deterministic models of Euler (1760) and Malthus (1798) for exponential growth and Verhulst (1838) for logistic growth. More advanced models distinguish the individuals of a population by means of a certain characteristic as e.g. age or spatial position as such may have an influence on the dynamics of the population. Indeed, individuals of different age or spatial position may respond differently, for example, to external effects and likewise are subject to different death and birth processes as well as slower or faster spatial dispersion.
The early linear models introduced by Sharpe & Lotka (1911) [48] , McKendrick (1926) [39] and von Foerster (1959) [54] and the later nonlinear model by Gurtin & MacCamy (1974) [29] are the basis for the description of the evolution of age-structured populations by means of partial differential equations (see (1.1) below). Spatial dispersion of individuals was taken into account within linear theory by Gurtin (1973) [28] and in a nonlinear model by Gurtin & MacCamy (1981) [30] . Since the introduction of these basic models, the research on population dynamics has grown tremendously and is still very active. Applications of models incorporating both age and spatial structure include epidemic models (e.g. [8, 26, 67] ), bacteria swarming (e.g. [5, 24, 37] ), tumor invasion (e.g. [6, 20, 21, 55, 56] ) and many more (see for instance [69] and the references therein).
In this text we shall focus our attention on a particular, but prototypical model for the dynamics of an age-structured population of one-sex individuals subject to spatial diffusion.
1.1. Spatially Homogeneous Age-Structured Populations. For the investigation of spatially inhomogeneous populations it is instructive to briefly recall the classical (linear) model of Sharpe & Lotka and McKendrick for purely age-structured populations. Many of the results for this case can then later be carried over to population models with additional spatial structure within a suitable functional analytic framework. For more on age-structured population models we refer e.g. to [33, 52, 66, 69] .
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Let u = u(t, a) ≥ 0 be the age-density function of a population at time t ≥ 0 and chronological age a ∈ [0, a m ) with a m ∈ (0, ∞] denoting the maximal 1 age. If µ = µ(a) ≥ 0 is the age-specific per capita death rate, then u(t + h, a + h) − u(t, a) = −µ(a)u(t, a)h with time increment h, which entails a balance law for the directional derivative: lim h→0 u(t + h, a + h) − u(t, a) h = −µ(a)u(t, a) , or, if the partial derivatives exist, ∂ t u(t, a) + ∂ a u(t, a) = −µ(a)u(t, a) .
Letting β = β(a) ≥ 0 be the per capita birth rate, the total birth rate at time t is Consequently, the evolution of the population is governed by with initial distribution φ. Integrating (1.1a) along characteristics yields the solution in the form u(t, a) = Π(a, a − t)φ(a − t) , 0 ≤ t ≤ a < a m , Π(a, 0)B(t − a) , 0 ≤ a < a m , t > a , (1.2) where Π(a, σ) := e − a σ µ(τ ) dτ , 0 ≤ σ < a , can be interpreted as the probability 2 that an individual of age σ survives to age a. According to (1.1b), the total birth rate B(t) = u(t, 0) satisfies the Volterra equation for t ≥ 0 with cut-off function h(a) := 1 if a ∈ (0, a m ) and h(a) := 0 otherwise, which is also known as renewal equation (e.g, see [25, 52] ). Obviously, predictions on the asymptotic behavior of solutions are of great interest. In this context, stable age distributions (or: persistence solutions) are of importance, that is, solutions to (1.1) with separable variables of the form u(t, a) = v(t)w(a) .
B(t)
Plugging the form of a stable age distribution into (1.1a) gives u(t, a) = e λ 0 (t−a) Π(a, 0)w(0) , t ≥ 0, a ∈ (0, a m ) , ( Owing to the monotonicity property of r, it is clear that there is a unique real value λ 0 satisfying (1.5) and that all complex solutions to (1.5) come in complex conjugate pairs with real parts smaller than λ 0 . That is, λ 0 can be seen as a growth bound. The celebrated renewal theorem [48] (for rigorous proofs see [25, 52, 66] ) states that -under some suitable technical assumption on µ, β, and φ -any solution u to (1.1) approaches a stable age distribution, that is, .
We shall see a similar result for spatially structured models (see Section 2.2).
According to (1.4) , the condition λ 0 = 0 determines the equilibrium (i.e. time-independent) solutions u = u(a) ≥ 0 to (1.1) which are of the form
with u(0) ≥ 0. Obviously, u ≡ 0 is always an equilibrium. Due to (1.5), nontrivial equilibria exist if and only if the condition r(0) = 1 (1.8) is satisfied, where the net reproduction number
gives the average number of newborns of an individual over its lifespan. Thus, nontrivial equilibria for the linear model (1.1) only exist in the very special case of exact reproduction. In general, we infer from (1.5) and the monotonicity of r that
In particular, (1.6) implies that if r(0) < 1, then the trivial equilibrium u ≡ 0 is globally asymptotically stable in the phase space L 1 ((0, a m )) while r(0) > 1 yields an asynchronous exponential growth of the population (see e.g. [31, 69] ). Of course, the investigation of linear models is of utmost importance for a deeper understanding of population dynamics. However, a drawback of the linear theory is that an equilibrium exists if and only if the restrictive condition (1.8) holds. Nonlinear population models better cope with the intuitive expectation that equilibria should exist in many populations. The model introduced by Gurtin & MacCamy [29] involves birth and death rates β = β(U, a) and µ = µ(U, a) depending on the total population
In this case there is a nontrivial equilibrium if (and only if) the equation analogue to (1.8),
posses a solution U > 0, where
The equilibrium u is then given by
In many realistic applications, the death rate is an increasing function of the total population while the birth rate is decreasing with respect to this parameter. In particular, r U ≤ r 0 for U ≥ 0. Thus, for the existence of nontrivial equilibria in this case, the condition r 0 ≥ 1 is necessary and r 0 > 1 can be shown to be sufficient [42] .
1.2. Age-and Spatially Structured Model. We now consider a simple prototype model for an age-and spatially structured population by adding a spatial dependence to the equations (1.1). The distribution density of the population with respect to age a ∈ [0, a m ) and spatial position x ∈ Ω at time t ≥ 0 is denoted by u = u(t, a, x) ≥ 0, where still a m ∈ (0, ∞] is the maximal age and Ω is a smooth subset of R n representing the habitat of the population. Suppose that the individuals' movement can be described by a diffusion term div(d(a, x)∇ x u), where the dispersal speed d(a, x) > 0 is age-specific and takes into account spatial heterogeneity of the environment. Also the birth and death rates, β = β(a, x) ≥ 0 and µ = µ(a, x) ≥ 0, respectively, may depend on age a ∈ (0, a m ) and spatial position x ∈ Ω. If the individuals are bound to the habitat Ω, then the dynamics of the population with initial distribution φ = φ(a, x) ≥ 0 is governed by the equations
with ν denoting the outward unit normal on ∂Ω. Of course, as in the case of spatially homogeneous populations, more realistic models are nonlinear and include population-dependent spatial movement and vital rates. We shall consider such models later on. Equations of the form (1.11) and various variants thereof have attracted considerable interest in the last decades, for example see [5, 6, 8, [14] [15] [16] [17] [19] [20] [21] 26, 27, 32, 35, 37, 38, 46, 47, 51, 55, 56, 59, 67, 69] and the references therein though this list is far from being complete.
For the understanding of what follows it is worth pointing out that the equations (1.11) fit into a more abstract and more general setting. For this we put
where e.g. E 1 := W 2 q,B (Ω) denotes the space consisting of all functions w : Ω → R of the Sobolev space W 2 q (Ω) with q ∈ (1, ∞) satisfying the boundary condition ∂ ν w = 0 on ∂Ω. Observe that the operator A combines the information on spatial dispersion and mortality.
With this notation and by dropping the x-dependence for simplicity, (1.11) can be reformulated as an abstract problem of the form
where A(a) is an unbounded operator in E 0 := L q (Ω) with domain E 1 . In the following, we shall focus our attention on this abstract form (1.12), where the x-dependence is "hidden" in the functional analytic framework. This, of course, yields a much wider range of applications and the inclusion of more general elliptic operators subject to possibly other boundary conditions.
It is a very striking feature of population models with age and spatial structure that the equilibrium (i.e. time-independent) version of (1.12) leads to a "parabolic" equation
for u = u(a). Note well, however, that this is not an evolution equation in the usual sense since the initial state does not determine the future in view of the nonlocal initial condition. Nevertheless, many techniques from the theory of evolution equations are very useful for a thorough investigation of such equations. In particular, it turns out that the assumption of maximal L p -regularity of the underlying operator A yields a very powerful tool. Roughly speaking, it provides for any f ∈ L p ((0, a m ), E 0 ) a unique solution u to the Cauchy problem
with optimal regularity in the sense that each term ∂ a u and Au belongs again to L p ((0, a m ), E 0 ) (see assumption (A 3 ) below for a more precise statement). The results we are presenting herein are based on this assumption of maximal regularity, which -as will be explained later in Section 4 in more detail -is not really restrictive in applications. In Section 2.1 we shall see that a semigroup can be associated with the time-dependent problem (1.12) whose generator can be characterized completely due the maximal regularity assumption. We shall also see then in Section 2.2 that maximal regularity allows us to give a rather simple proof for asynchronous exponential growth of the semigroup. Furthermore, we rely on the maximal regularity property to establish the existence of nontrivial positive equilibrium solutions for the nonlinear variant of (1.12) with populationdependent operator A = A(u, a) and population-dependent birth modulus β = β(u, a): in Section 3.1 we use a fixed point method in conical shells and in Section 3.2 we use unilateral local and global bifurcation techniques. Some of the proofs given herein are simpler than in the original papers and are included for illustrative purposes. Finally, we give in Section 4 two applications of the bifurcation results.
General Assumptions and Notations. In the following we rely on the theory of semigroups and evolution operators and often use basic properties implicitly. For more on this we refer e.g. to the monographs [3, 7, 22, 23] . If E and F are two Banach spaces (or locally convex spaces) we write L(E, F ) for the bounded and linear operators from E into F and K(E, F ) for such operators which are also compact. We set L(E) := L(E, E) and K(E) := K(E, E). If E and F are ordered Banach spaces, we denote the positive operators from E into F by L + (E, F ).
From now on and throughout this text we shall make the following assumptions. In order to have a simpler exposition of the results in Section 2 we only consider the case a m < ∞ but remark that the main results presented herein remain true in the case a m = ∞ (see Remark 2.11). We set J := [0, a m ] and let E 0 denote a real Banach space ordered by closed convex cone E + 0 (in the following we do not distinguish E 0 from its complexification required at certain points). We let E 1 be a dense subspace of E 0 such that E 1 ֒− ֒→ E 0 , that is, E 1 is continuously and compactly embedded in E 0 . We set E θ := (E 0 , E 1 ) θ for θ ∈ (0, 1), where (·, ·) θ is an arbitrarily fixed admissible interpolation functor. Then 13) and E θ is equipped with the order naturally induced by
. Further assumptions will be mentioned in the text explicitly.
LINEAR THEORY FOR AGE-AND SPATIALLY STRUCTURED POPULATIONS
In this section we focus on the linear abstract problem (1.12). It was shown in [69] that a strongly continuous semigroup on L 1 (J, E 0 ) can be associated with (1.12) if −A is independent of age and generates itself a strongly continuous semigroup on E 0 (see also e.g. [27, 32, 55] ). As in the spatially homogeneous setting (1.1), this is derived by formally integrating along characteristics what gives the semigroup rather explicitly. Based on [64] we recall in Section 2.1 this approach to get a semigroup in L p (J, E 0 ) for p ∈ [1, ∞) and then show in Section 2.2 the asynchronous exponential growth of this semigroup when p ∈ (1, ∞).
To study (1.12) we assume that there is ρ > 0 such that A ∈ C ρ J, L(E 0 , E 1 ) and − A(a) is the generator of an analytic positive semigroup on E 0 with domain E 1 for each a ∈ J .
We further let the birth rate β be such that
For some of the subsequent results not all of these assumptions (and the ones to come) are required (in this strictness). We refer to the original papers for more precise assumptions and corresponding relaxations.
According to [3, 
on E 0 with regularity subspace E 1 . Hence, given σ ∈ [0, a m ) and v 0 ∈ E 0 , the unique solution
Recall that the operator A combines the information on spatial dispersion and mortality and thus, analogously to the spatially homogeneous setting, Π contains information on the survivability and spatial distribution of individuals. Owing to [3, II. Lemma 5.1.3] there are M ≥ 1 and ̟ ∈ R such that
2.1. The Age-Diffusion Semigroup. To associate with (1.12) a linear semigroup on L p (E 0 ) for p ∈ [1, ∞), we integrate (1.12a) along characteristics and so obtain (parabolic) equations of the form (2.1) that we can solve with the help of the evolution operator Π. Using (1.12b)-(1.12c) we formally derive in this way that the solution
to (1.12) is given by
where B φ := u(·, 0) satisfies the Volterra equation 
Equations ( 
such that B φ is the unique solution to (2.4), and if 
4) is a strongly continuous, positive, and eventually compact semigroup on
In fact, S(t) is compact for t > a m as can be seen from (2.3) by Kolmogorov's compactness criterion [64, Lemma 3.2] .
One of the main advantages of the explicit formula for S(t) is that regularizing properties (with respect the "x-variable") inherited from the parabolic evolution operator stated in (2.2) are readily obtained. For instance, (2.2), (2.5), and the singular Gronwall inequality [3, II.Corollary 3.3.2] imply
. Such regularizing effects play an important role in the study of nonlinear models, see e.g. [37, 55, 56, 59] .
In the following, we let −A denote the generator of the semigroup S on L p (E 0 ) with domain dom(−A). Since S is eventually compact, the spectrum of −A is a pure point spectrum [22, V. In general it does not seem to be possible to determine the domain dom(−A) without further assumptions, and only a core (that is, a subspace which is dense in the Banach space dom(−A) equipped with the operator graph norm) can be provided [55, Proposition 2.2] (see also [46] ). In some applications a more precise characterization is desired. For this purpose we strengthen assumption (A 1 ) and now require that the operator A possesses the maximal L p -regularity property already alluded to in the introduction. We refer e.g. to [3, 18, 43] for more on this.
Corollary 3.2] and the growth bound
If p ∈ (1, ∞) is fixed, we put ς := ς(p) := 1 − 1/p and set
where (·, ·) ς,p is the real interpolation functor [3, 53] . Moreover, introducing
, where BU C(E ς ) stands for the (bounded and uniformly) continuous E ς -valued functions on J. In particular, the trace γ 0 u :
We then introduce the following crucial assumption: p ∈ (1, ∞) and the operator A has maximal L p -regularity, that is,
where Isom(X, Y ) denotes the isomorphisms between the Banach spaces X and Y . This implies that, for any (f, v 0 ) ∈ L p (E 0 ) × E ς and λ ∈ C, the unique solution v to
given by
Writing the resolvent of the generator −A by means of the Laplace transform formula and using (2.3) we get for Re λ large and ψ ∈ L p (E 0 ) the identity
for a ∈ J with
so that (2.10) and assumption (A 3 ) imply that both v λ and w λ belong to
and, using (2.3) and (2.5), we obtain a precise characterization of the generator −A, see [64, Theorem 2.8]:
Theorem 2.3 shows that S (being derived formally in the first instance) is indeed the correct choice for the solution operator corresponding to (1.12). In combination with Theorem 2.1 we deduce that for any initial value φ ∈ W p (E 0 , E 1 ) satisfying
the unique strong solution u to (1.12) satisfies
. Together with Kato's theory on evolution operators [34, 40] , Theorem 2.3 paves also the way to consider problems involving time-dependent operators A = A(t, a), see [64, Proposition 2.10] for more details (and [47, 59] for related results).
With regard to qualitative aspects of solutions it is important to have more information on the spectrum of −A. Actually, we can now either argue as in Corollary 2.2 with the eventual compactness of S and [22, V. Corollary 3.2] or else with the fact that −A has a compact resolvent by [50, Corollary 4] and Theorem 2.3 (due to the compact embedding of E 1 in E 0 and a m < ∞): both facts imply that the spectrum of −A is a pure point spectrum, countable with no finite accumulation point, and any eigenvalue of −A is a pole of the resolvent (λ + A) −1 .
Moreover, if λ ∈ C is an eigenvalue of −A, i.e. (λ + A)φ = 0 with φ ∈ dom(−A) \ {0}, then Theorem 2.3 and (2.10) readily imply that 12) where the operator Q λ ∈ L(E 0 ) is defined as
Clearly, (2.12) means that 1 is an eigenvalue of Q λ with eigenvector φ(0). It is easily seen that also the converse is true and that the geometric multiplicities of the eigenvalues are the same [64,
2), and (2.13) warrant the smoothing property
and hence
consists only of eigenvalues and is independent of θ ∈ [0, 1). Consequently, we obtain:
is countable with no finite accumulation point and any λ ∈ σ p (−A) is a pole of the resolvent of −A. Moreover, the geometric multiplicities of the eigenvalues λ ∈ σ p (−A) and 1 ∈ σ p (Q λ ) coincide.
Recall that ker(A) consists exactly of the equilibrium (i.e. time-independent) solutions to (1.12). Thus, taking λ = 0 in (2.12), we obtain: Remark 2.5. There is an equilibrium solution u ∈ dom(−A) to (1.12) if and only if 1 ∈ σ p (Q 0 ). In this case we have, analogously to (1.7), that
The analogue interpretation to (1.9) is that Q 0 contains information about the spatial distribution of the average number of offspring per individual over the entire lifespan of the individual. In this sense, Q 0 is a "spatial reproduction operator".
Asynchronous Exponential Growth.
We shall give the analogue of the renewal theorem (1.6). More precisely, we show that there is a real value λ 0 (given by the growth respectively spectral bound of −A) such that the semigroup S is exponentially decreasing with growth rate λ 0 < 0 or has asynchronous exponential growth with intrinsic growth constant λ 0 > 0, that is, e −λ 0 t S(t) converges exponentially to some nonzero rank one projection in L(E 0 ) as t → ∞. The sign of λ 0 will be given by the sign of r(Q 0 ) − 1, where we recall that the spectral radius of an operator
. In particular, we determine the (in-)stability of the trivial equilibrium in terms of the spectral radius r(Q 0 ).
For this purpose we fix throughout this subsection p ∈ (1, ∞) and assume (A 1 ) − (A 3 ). Furthermore, we shall impose that
and that
Assumption (A 5 ) and (2.13), (2.15) entail that, for λ ∈ R, Using the previous result we can derive very precise information on the dependence of the spectral radius r(Q λ ) on λ.
is continuous and strictly decreasing with lim λ→∞ r(Q λ ) = 0 and lim λ→−∞ r(Q λ ) = ∞.
Proof. Given ξ > λ, it readily follows from the monotonicity of the function
Therefore, using Lemma 2.6,
] is strictly decreasing. Now, if λ ∈ R is fixed and ε > 0, we similarly have
Letting ε → 0 implies the continuity of λ → r(Q λ ). Next, (A 2 ) and (2.2) ensure
Finally, there is δ ∈ (0, a m ) such that
It readily follows from Lemma 2.7 that there is a unique λ 0 ∈ R such that 16) which is the analogue to (1.5). Then φ = αϕ for some α ∈ R. Suppose α = 0, so without loss of generality α > 0. Let τ > 0 be such that τ ζ λ 0 + ψ(0) ∈ E + ς \ {0} and put v := τ ϕ + ψ ∈ dom(−A). Then (λ 0 + A)v = φ and from Theorem 2.3 it follows that
Plugging the former into the second formula yields
As v(0) and the right-hand side are both positive and nonzero, we derive from Lemma 2.6 a contradiction to r(Q λ 0 ) = 1. Consequently, α = 0 and hence φ = 0. Therefore, λ 0 is a simple eigenvalue of −A.
(ii) It follows from (i) and Corollary 2.2 that λ 0 ≤ s := s(−A) = ω(−A). Moreover, Corollary 2.2, Corollary 2.4, and (A 4 ) imply that 1 ∈ σ p (Q s ), hence r(Q s ) ≥ 1 = r(Q λ 0 ) from which λ 0 ≥ s. This yields the assertion.
In summary, we now know that S is a strongly continuous eventually compact semigroup on L p (E 0 ) and that λ 0 is a dominant eigenvalue of the generator −A and a first-order pole of the resolvent. Let
for 0 < ǫ < dist λ 0 , σ(−A) \ {λ 0 } denote the corresponding rank one spectral projection
with ker(λ 0 + A) = span{Π λ 0 (·, 0)ζ λ 0 }. The Residue Theorem and the fact that λ 0 is a simple pole of the resolvent allow one to derive from (2.11) actually an (almost) explicit formula for the spectral projection P λ 0 (see [64, Proposition 3.8] ), that is,
, where 
where P λ 0 is the projection given by (2.17) -(2.18).
Let us emphasize that, by construction of λ 0 in (2.16), we have (compare with (1.10))
Recall from Corollary 2.7 that λ 0 = ω(−A) and that, if λ 0 = 0, then P 0 φ belongs to the onedimensional space ker(A) consisting of equilibrium solutions to (1.12). Consequently, we obtain a characterization of the large-time behavior of solutions in dependence on r(Q 0 ): Related results to Theorem 2.9 with different approaches, not relying on maximal regularity of the diffusion term, have been obtained previously elsewhere. Based on positive perturbations of semigroups in L 1 (E 0 ), a similar result has been shown in [51] which has been recovered as a particular case in [47] (also see [46] ), where time-dependent operators have been treated by means of perturbation techniques of Miyadera type. Note also that the general results of [51] apply as well to other situations than the operator A describing spatial diffusion. We also refer to [4, 38] for the study of the large-time behavior of nonlinear models (see also below). (2.2) ) that the semigroup S is quasi-compact (see [23] for a definition) and that λ 0 is still a dominant eigenvalue and a simple pole of the resolvent of −A so that [23, Corollary 4.8] implies the asynchronous exponential growth of S. Thus, Theorem 2.9 remains true in the case a m = ∞. For details we refer to [64] .
It is worth noting that Theorem 2.9 is the basis to investigate the asynchronous exponential growth for semilinear equations. More precisely, consider
with a semilinear term on the right-hand side of (2.19a) (representing a nonlinear death process). Suppose that the function µ = µ(a, u) satisfies (we indicate for preciseness the interval J)
where the function f satisfies
Then, given φ ∈ L p (E 0 ), there is a unique mild solution u ∈ C(R + , L p (E 0 )) to (2.19). We introduce the nonlinear semigroup T by setting T(t)φ := u(t) and put 
Thus, asynchronous exponential growth also occurs in the nonlinear model (2.19).
EQUILIBRIA FOR NONLINEAR MODELS
In Remark 2.5 and Corollary 2.10 we have seen that the linear problem (1.12) admits a nontrivial positive equilibrium solution if and only if the condition r(Q 0 ) = 1 is met for the operator Q 0 defined in (2.13). This condition is very restrictive since it is satisfied only in special cases. One would, however, intuitively expect that equilibria should exist in many populations. One is thus led to investigate nonlinear models that feature nontrivial positive equilibrium solutions under natural assumptions. In many situations the birth rate β (and death rate µ) but also the spatial migration depend on the (e.g. total) population itself, and the corresponding equilibrium equations become
where we recall that the death modulus is included in the operator A. We emphasize that (3.1) is a quasilinear (parabolic) equation subject to a nonlocal and nonlinear initial condition and that it is posed on an a priori given interval of existence.
One of the main difficulties in this context lies in the fact that u ≡ 0 is always a solution to (3.1), hence any method for constructing equilibria has to rule out that one hits this trivial equilibrium. We are presenting herein two possible approaches to construct nontrivial positive equilibrium solutions: a fixed point argument [58] in Section 3.1 and a bifurcation approach [14, 57, 58, 65] in Section 3.2. Of course, there are also other possible approaches, e.g. see [15] for an application of the sub-supersolution method for a model with linear diffusion. We refrain from considering the well-posedness of the nonlinear version of (1.12) (that is, the time-dependent version of (3.1)), but refer to [59] for a rather thorough treatment of this issue. [58, Theorem 3 .1] to the spatially inhomogeneous "quasilinear" case (3.1). Differently from [58] , where the result was proven in the phase space L 1 (E 0 ), we present here the result in a functional setting based on maximal regularity, that is, in L p (E 0 ) with p ∈ (1, ∞), which will also be used in the subsequent section.
]). Later it was carried over in
Let p ∈ (1, ∞) be fixed. We recall the definition of E ς in (2.7) and suppose that its positive cone has nonempty interior 5 , i.e.
int(E
We also assume that there is a Banach space X such that
where A(u) := A(u, ·) is supposed to have maximal L p -regularity, that is,
This implies that the map is continuous due to continuity of the inversion map B → B −1 for linear operators. In particular, setting
and, for any u ∈ X and ϕ ∈ E ς ,
is the unique solution to the linear Cauchy problem
It is convenient to write Π[u](a)ϕ := (Π[u]ϕ)(a) for a ∈ J, ϕ ∈ E ς , and u ∈ X. Hence Π[u](a) is the nonlinear analogue to Π(a, 0) from the previous section. In the following we set
. We then suppose that the above Cauchy problem admits positive solutions for positive initial values in the sense that
that is, Π[u] maps the positive cone E + ς into the positive cone W + p (E 0 , E 1 ). As for the birth modulus we assume that (with 1/p + 1/p ′ = 1)
We further assume that: It is worth noting that, though the assumptions above are technical, they are not restrictive and satisfied in many applications (see Section 4). We also point out that all the results presented in this Section 3 include the case a m = ∞ (without additional assumptions). Now, analogously to the previous section we introduce
and obtain from (3.2) and (A 11 ) that
while (A 12 ) and (1.13) imply that
Hence, the Kreȋn-Rutman Theorem [1, Theorem 3.2] yields the analogue of Lemma 2.6. With the notation introduced above we deduce that any solution u to (3.1) 6) or, equivalently, is a fixed point of the map
Invoking (3.4), (3.2), (A 7 ), and (1.13) it readily follows that Γ is a compact mapping. To apply the fixed point theorem in conical shells we impose the following crucial conditions:
and there is τ 1 > 0
Roughly speaking, assumption (A 13 ) can be interpreted as that the population has to increase when too small while it has to decrease when too large according to assumption (A 14 ). Under these assumptions we can prove that there is at least one nontrivial positive solution to the equilibrium equation Proof. We aim at applying the fixed point theorem from [1, Theorem 12.3] . For the sake of brevity, let W p := W p (E 0 , E 1 ) and letB R denote the closed ball in W + p × E + ϑ centered at the origin with radius
To check condition (i) from [1, Theorem 12.3] suppose for contradiction that there is λ > 1 and (u, ϕ) ∈B R with
Then, by definition of Γ,
and, in particular, ϕ ∈ E + ϑ \ {0} is an eigenvector of the operator Q[u] to the eigenvalue λ > 1. Thus r(Q[u]) > 1 so that (A 14 ) implies that
But then we deduce from (3.7) and (3.8) that
Wp ≤ τ 1 contracting the fact that R was chosen strictly larger than the right-hand side. To check condition (ii) from [1, Theorem 12.3] fix any ψ ∈ int(E + ς ) and suppose for contradiction that there is λ > 0 and (u, ϕ) ∈B R with
Then, again by definition of Γ,
The second equation implies that r(Q[u]) < 1 according to Lemma 3.1 since both ϕ and ψ are nontrivial elements of E + ς . But this contradicts assumption (A 13 ). Consequently, [1, Theorem 12.3] implies that Γ has at least one fixed point (u, ϕ) ∈B R with
This proves the assertion.
3.2.
Equilibria: A Bifurcation Approach. The fact that u ≡ 0 is always a solution to (3.1) has the advantage that the problem of finding nontrivial positive solutions can also be interpreted as a bifurcation problem, possibly giving more insight into the structure of the equilibria set. For this we write the birth modulus in the form ηβ(u, a) and introduce in this way a bifurcation parameter η > 0 which determines the intensity of the individual's fertility 6 while the qualitative structure of the fertility is modeled by the function β. This approach was introduced for purely age-structured models in [10] (see also [11, 12] ) and then for the spatially inhomogeneous quasilinear setting (3.1) in [57, 58, 65] . The equilibrium problem now reads
with parameter η > 0. Independent of its value, u ≡ 0 is still a solution.
We shall impose the same assumptions (A 6 ) − (A 12 ) as before, but strengthen (A 8 ) and (A 11 ) slightly by assuming differentiability of the maps:
As in (3.6), any solution u in W p (E 0 , E 1 ) to (3.9) with ϕ = u(0) in E ς satisfies 2) respectively (3.3) . In particular,
and given as
We can actually weaken the strong positivity assumption (A 12 ) in that we have to assume it only at u = 0 (instead of all u ∈ X + ):
is strongly positive (i.e. (3.5) only holds for u = 0) and therefore, Lemma 3.1 is valid only for u = 0.
It is also worth noting that with
we can write a solution to (3.9) in the form
Consequently, introducing the function
the solutions to (3.9) we are interested in coincide with the zero set
Clearly, (η, u) = (η, 0) for η ∈ R + gives a trivial branch in S of solutions to (3.9). We shall next show that a nontrivial local branch of positive solutions bifurcates from this branch at the point (η, u) = (r(Q[0]) −1 , 0). Subsequently, we prove that this local branch is contained in an unbounded continuum of positive solutions.
Local Bifurcation.
We shall apply the celebrated result of Crandall-Rabinowitz [9, Theorem 1.7] on local bifurcation from simple eigenvalues. We thus need to investigate first the Fréchet derivative F u (η, 0), given by
for φ ∈ W p (E 0 , E 1 ) and η ∈ R. It readily follows from (3.11), (3.2), and (1.13) that
and therefore, that F u (η, 0) = 1 − ηK (3.12) is a Fredholm operator of zero index by the Riesz-Schauder Theorem:
is a Fredholm operator of index zero. Its kernel is
and its image is
Proof. To compute kernel and image of F u (η, 0) note that the equation
From (3.14) it follows that
and, when plugged into (3.15), we obtain
Equations (3.16) and (3.17) imply the assertion. Proposition 3.3 along with Lemma 3.1 yield
as a candidate for a bifurcation value as the kernel of the linearization F u (η 0 , 0) is one-dimensional. To establish that η 0 is indeed a bifurcation value we need a further result. Recall from Lemma 3.
, and (A ′ 12 ). Let η 0 > 0 be given by (3.18) . Then 1 is a simple eigenvalue of the operator η 0 K ∈ K(W p (E 0 , E 1 )) and
In particular, the direct sum decomposition
holds.
Proof. As pointed out above, owing to Proposition 3.3 and Lemma 3.1 we only need to check that the eigenvalue 1 of the compact operator η 0 K is simple, that is, that (3.19) . From (3.13) we then deduce that
the latter equality being due to the fact that η Based on the foregoing observation we are in a position to apply the theorem of CrandallRabinowitz [9] on local bifurcation. To get positive solutions it is crucial that ζ 0 is in the interior of the positive cone E + ς , hence small perturbations of it are still positive. We thus obtain a full branch of nontrivial positive solutions to (3.9) in S bifurcating from (η, u) = (η 0 , 0). We shall use the notationẆ
in the following. The next theorem is from [65] (see also [57] ). 
such that the curve
bifurcates from the trivial branch {(η, 0) ; η ∈ R} at (η(0),ū(0)) = (η 0 , 0) and
Near the bifurcation point (η 0 , 0), all nontrivial positive zeros of F lie on the curve K + . Moreover,
is an immediate consequence of (3.20) . Consequently, owing to (3.19) and (3.22), we may apply [9, Theorem 1.7] and deduce the existence of the branch K + as stated in the theorem, where only the positivity of the branch remains to prove. For this we note that (3.21) yields
hence, recalling that ζ 0 ∈ int(E + ς ), it follows that γ 0ū (t) ∈ E + ς provided t ∈ (0, ε) is sufficiently small. Sinceū
we concludeū(t) ∈Ẇ + p (E 0 , E 1 ) from (A 10 ). This implies the assertion. The theorem of Crandall & Rabinowitz yields an additional curve
of zeros of F bifurcating from the trivial branch {(η, 0) ; η ∈ R} at (η(0),ū(0)) = (η 0 , 0) which is of the formū
It thus consists of non-positive solutions, i.e. K − ∩(0, ∞)×Ẇ + p (E 0 , E 1 ) = ∅. Near the bifurcation point (η 0 , 0), all nontrivial zeros of F lie on the curve K − ∪ K + .
Global Bifurcation.
In this section we make use of the unilateral global bifurcation theory in the spirit of the celebrated alternative of Rabinowitz [44] in order to show that the local curve K + provided by Theorem 3.5 is contained in a global continuum of positive solutions to (3.9) . If the operator A in (3.9a) is independent of u, one can directly apply [44] to derive this result [58] . However, in the quasilinear case, where A = A(u), the function F defined above does not meet the required compactness assumptions from [44] , and we thus rely on a variant of Rabinowitz's alternative proposed in [49, Theorem 4.4] (that, in turn, is based on [41] ).
In order to apply the results of [49] we have to strengthen assumption (A 9 ) to a convexity condition of the form
This means that (1−α)A(0)+αA(u) possesses maximal L p -regularity, which is satisfied in many applications (see Section 4).
is Fredholm of index zero.
. Even though the second operator on the right-hand side of this identity is not compact in general when α = 0, one can show, by using assumption (A ′ 9 ) and computing the kernel and the image as in the proof of Proposition 3.3, that
is a Fredholm operator in W p (E 0 , E 1 ) of index zero (see [65, Proposition 2.2] ). Hence, noticing that
we conclude the assertion since compact perturbations of Fredholm operators are still Fredholm with the same index.
We further have to impose that 7 E ′ 0 and E 1 are separable .
Along with [45] , this assumption guarantees that W p (E 0 , E 1 ) can be equipped with an equivalent norm which is differentiable at any point different from the origin (see [65, Lemma 3.1] ). Now we can prove that there is an unbounded continuum of positive solutions to (3.9) containing the local branch K + from Theorem 3.5. The next theorem is contained in [65] .
and contains the branch K + . Moreover,
Proof. It readily follows from (1.13) and (A 7 ) − (A 9 ) that any bounded and closed subset of S is compact in R × W p (E 0 , E 1 ). Due to Theorem 3.5 and Lemma 3.6, we may thus apply [49, Theorem 4.4, Remark 4.2] and deduce that K + is contained in a connected component C + of S and one of the alternatives (a) C + is unbounded in R × W p (E 0 , E 1 ), or (b) C + contains a point (η * , 0) with η * = η 0 , or (c) C + contains a point (η, z) with z ∈ rg F u (η 0 , 0) \ {0} occurs, where we have taken into account (3.20) in (c). According to Theorem 3.5, the component C + near the bifurcation point (η 0 , 0) coincides with K + .
Next, we show that
Clearly, η ≥ 0 and u ∈ W + p (E 0 , E 1 ) with η = 0 or u ≡ 0. But since (η, u) ∈ S, we readily deduce from (3.10) that η = 0 implies u ≡ 0.
. Again by (3.10), we have
, we may use (A 7 ) and extract a subsequence of (v j ) (which we do not relabel) which converges to some v in X. From (3.2) and (3.4) we deduce
We then obtain from (3.23) and (2.9) that
Note that E0 is separable since E1 is separable and dense in E0. Thus, if E0 is reflexive , then E ′ 0 is separable.
and conclude the boundedness of the sequence (v j (0)) in E ϑ ֒− ֒→ E ς . So, extracting a further subsequence (again not relabeled) we see that v j (0) → w in E + ς . Letting j → ∞ in (3.23) and using (3.2) and (3.4) yields
from which we first deduce that η > 0 since otherwise w = 0 implying the contradiction v ≡ 0. Consequently, w ∈ E + ς is an eigenvector of Q[0] to the eigenvalue 1/η. Thus η = η 0 according to Lemma 3.1, hence (η, u) = (η 0 , 0). Therefore, C + leaves the set (0, ∞) ×Ẇ + p (E 0 , E 1 ) only at (η 0 , 0) and C + \ {(η 0 , 0)} is contained in (0, ∞) ×Ẇ + p (E 0 , E 1 ). In particular, alternative (b) above does not occur.
We finally show that alternative (c) does not occur as well. Suppose to the contrary that C + contains a point (η, z) with z = 0 and
Applying the operator ℓ[0] on both sides yields
contradicting the fact that this equation cannot have a positive solution ψ 0 ∈ E + ς according to Lemma 3.1 since r(Q[0]) = 1/η 0 and ℓ[0]z ∈ E + ς \ {0} due to (A ′ 11 ) and z ∈Ẇ + p (E 0 , E 1 ). Therefore, alternative (c) above is impossible and the theorem is proven.
EXAMPLES
We provide some simple applications for the results from the previous section. However, possible applications are not restricted to ones given here, and we also do not strive for providing optimal assumptions. For other examples we refer to [56, 57, 60] or also to [61] [62] [63] , where coexistence in two-species systems systems is studied.
Throughout let Ω be a bounded and smooth domain in R n and J = [0, a m ] with a m ∈ (0, ∞).
that is normalized such that
where ν 0 > 0 denotes the principal eigenvalue of the negative Laplacian −∆ D on Ω subject to homogeneous Dirichlet boundary conditions. We introduce 
Proof. First note that 
from which we easily deduce that Since u ∈Ẇ + p , this inequality is actually strict. Therefore, we have z(0) > 0 and so η > 1 by the above inequality and (4.2).
To show uniqueness consider two solutions u 1 , u 2 to (4. Hence w(0) = 0 by (4.5) and then w = 0. This proves uniqueness. To continue we recall without proof (see [61, Lemma 3.6] ) that the maximum principle implies the existence of a constant κ > 0 such that for any (η, u η ) ∈ C + we have Consider now a sequence (η j , u η j ) ∈ C + with (η j , u η j ) R×Wp → ∞ as j → ∞. We shall show that η j → ∞. Suppose otherwise, i.e. let η j ≤ η * for some η * > 1. Then necessarily u η j Wp → ∞, and (4.6) yields
The positivity of u η j and (4.3) ensure 0 ≤ u η j (a) ≤ u η j (0) on Ω for a ∈ J, and thus
, j ∈ N .
Using the property of maximal L p -regularity for −∆ D , it follows from (4.3) that u η j Wp ≤ c αu ≤ ca 1/p−1 , a > 0 , (see e.g. [3] ), we derive from (4.7) that (u η j (0)) j∈N stays bounded in W 2−2/p p (Ω). But then (u η j ) j∈N stays bounded in W + p by (4.8) in contradiction to our assumption. Therefore, η j → ∞ and, since C + is connected, we conclude that (4.3) admits for each value of η > 1 a unique solution u η ∈ W + p . We then claim that u η Wp → ∞ as η → ∞. Indeed, assuming to the contrary that u η Wp ≤ c < ∞ for all η > 1, we see that u η (0) ∞ is bounded with respect to η by (4.4). Thus (Ω) .
Define, for u ∈ X, a ∈ J, A(u, a)w := −div x d(U (x), a, x)∇ x w + µ(U (x), a, x)w , w ∈ W 2 p,B (Ω) , x ∈ Ω . Then, since d and µ are smooth, we obtain (see e.g. [60, Proposition 4.1]) from (4.11) that
as required by (A ′ 8 ). Moreover, since β is smooth and W 2−2/p+δ p,B
