Stability and optimality of distributed secondary frequency control
  schemes in power networks by Kasis, Andreas et al.
ar
X
iv
:1
70
3.
00
53
2v
1 
 [m
ath
.O
C]
  1
 M
ar 
20
17
1
Stability and optimality of distributed secondary
frequency control schemes in power networks
Andreas Kasis, Nima Monshizadeh, Eoin Devane, and Ioannis Lestas
Abstract—We present a systematic method for designing dis-
tributed generation and demand control schemes for secondary
frequency regulation in power networks such that stability and
an economically optimal power allocation can be guaranteed. A
dissipativity condition is imposed on net power supply variables
to provide stability guarantees. Furthermore, economic optimal-
ity is achieved by explicit decentralized steady state conditions
on the generation and controllable demand. We discuss how
various classes of dynamics used in recent studies fit within our
framework and give examples of higher order generation and
controllable demand dynamics that can be included within our
analysis. In case of linear dynamics, we discuss how the proposed
dissipativity condition can be efficiently verified using an appro-
priate linear matrix inequality. Moreover, it is shown how the
addition of a suitable observer layer can relax the requirement for
demand measurements in the employed controller. The efficiency
and practicality of the proposed results are demonstrated with a
simulation on the Northeast Power Coordinating Council (NPCC)
140-bus system.
I. INTRODUCTION
Renewable sources of energy are expected to grow in
penetration within power networks over the next years [1],
[2]. Moreover, it is anticipated that controllable loads will
be incorporated within power networks in order to provide
benefits such as fast response to changes in power generated
from renewable sources and the ability for peak demand
reduction. Such changes will greatly increase power network
complexity revealing a need for highly distributed schemes
that will guarantee its stability when ‘plug and play’ devices
are incorporated. In the recent years, research attention has
increasingly focused on such distributed schemes with studies
regarding both primary (droop) control as in [3], [4], [5] and
secondary control as in [6], [7].
An issue of economic optimality in the power allocation
is raised if highly distributed schemes are to be used for
frequency control. Recent studies attempted to address this
issue by crafting the equilibrium of the system such that
it coincides with the optimal solution of a suitable network
optimization problem. To establish optimality of an equilib-
rium in a distributed fasion, it is evident that a synchronising
variable is required. While in the primary control, frequency
is used as the synchronising variable (e.g. [5], [8], [9], [10]),
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in the secondary control a different variable is synchronized
by making use of information exchanged between buses [6],
[7], [11], [12].
Over the last few years many studies have attempted to ad-
dress issues regarding stability and optimization in secondary
frequency control. An important feature in many of those
is that the dynamics considered follow from a primal/dual
algorithm associated with some optimal power allocation
problem [6], [13], [14], [15]. This is a powerful approach that
reveals the information structure needed to achieve optimality
and satisfy the constraints involved. Nevertheless, when higher
order generation dynamics need to be considered, these do not
necessarily follow as gradient dynamics of a corresponding
optimization problem and therefore alternative approaches
need to be employed.
Another trend in the secondary frequency control is the
use of distributed averaging proportional integral (DAPI)
controllers [16], [17], [18], [19], [20]. Advantages of DAPI
controllers lie in their simplicity as they only measure local
frequency and exchange a synchronization signal in a dis-
tributed fashion without requiring load and power flow mea-
surements. On the other hand, it is not easy to accommodate
line and power flow constraints, and higher-order generation
and controllable demand dynamics in this setting. Moreover
the existing results in this context are limited to the case of
proportional active power sharing and quadratic cost functions.
One of our aims in this paper is to present a method-
ology that allows to incorporate general classes of higher
order generation and demand control dynamics while ensuring
stability and optimality of the equilibrium points. Our analysis
borrows ideas from our previous work in [5] and adapts
those to secondary frequency control, by incorporating the
additional communication layer needed in this context. In
particular, we consider general classes of aggregate power
supply dynamics at each bus and impose two conditions; a
dissipativity condition that ensures stability, and a steady-state
condition that ensures optimality of the power allocation. An
important feature of these conditions is that they are decentral-
ized. Furthermore, in the case of linear supply dynamics, the
proposed dissipativity condition can be efficiently verified by
means of a linear matrix inequality (LMI). Various examples
are also described to illustrate the significance of our approach
and the way it could facilitate a systematic analysis and design.
Finally, we discuss how an appropriately designed observer,
allows to relax the requirement of an explicit knowledge of
the uncontrollable demand, and show that the stability and
optimality guarantees remain valid in this case.
The paper is structured as follows. Section II provides some
basic notation and preliminaries. In section III we present the
2power network model, the classes of generation and control-
lable demand dynamics and the optimization problem to be
considered. Sections IV and V include our main assumptions
and results. In Section VI we discuss how the results apply
to various dynamics for generation and demand, provide
intuition regarding our analysis and show how the controller
requirements may be relaxed by incorporating an appropriate
observer. In section VII, we demonstrate our results through a
simulation on the NPCC 140-bus system. Finally, conclusions
are drawn in section VIII.
II. NOTATION AND PRELIMINARIES
Real numbers are denoted by R, and the set of n-
dimensional vectors with real entries is denoted by Rn. For a
function f(q), f : R → R, we denote its first derivative by
f ′(q) = d
dq
f(q), its inverse by f−1(.). A function f : Rn → R
is said to be positive semidefinite if f(x) ≥ 0. It is positive
definite if f(0) = 0 and f(x) > 0 for every x 6= 0. We say that
f is positive definite with respect to component xj if f(x) = 0
implies xj = 0, and f(x) > 0 for every xj 6= 0. A function
f : X → Y is called surjective if ∀y ∈ Y, ∃x ∈ X such that
f(x) = y. For a, b ∈ R, a ≤ b, the expression [q]ba will be used
to denote max{min{q, b}, a} and we write 0n to denote n×1
vector with all elements equal to 0. We use 1a≤b to denote a
function that takes the value of 1 when a ≤ b, for a, b ∈ R,
and of 0 otherwise. The Laplace transform of a signal h(t),
h : R→ R, is denoted by hˆ(s) =
∫∞
0
e−sth(t) dt. Finally, for
input/output systems Bj , j = 1, . . . , N , with respective inputs
uj and outputs yj , their direct sum, denoted by
⊕N
j=1Bj ,
represents a system with input [uT1 , u
T
2 , . . . u
T
N ]
T and output
[yT1 , y
T
2 , . . . y
T
N ]
T .
Within the paper, we will consider subsystems1 that will be
modeled as dynamical systems with input u(t) ∈ Rm, state
x(t) ∈ Rn, and output y(t) ∈ Rk and a state space realization
x˙ = f(x, u),
y = g(x, u),
(1)
where f : Rn × Rm → Rn is locally Lipschitz and
g : Rn × Rm → Rk is continuous. We assume in (1) that
given any constant input u(t) ≡ u¯, there exists a unique2
locally asymptotically stable equilibrium point x¯ ∈ Rm, i.e.
f(x¯, u¯) = 0. The region of attraction3 of x¯ is denoted by
X0. We also define the static input-state characteristic map
kx : R
m → Rn as
kx(u¯) := x¯,
and the static input-output characteristic map ky : R
m → Rk,
ky(u¯) := g(kx(u¯), u¯). (2)
1Note that such subsystems will be used to characterize generation and
demand dynamics and will be explicitly stated when considered.
2The uniqueness assumption on the equilibrium point for a given input
could be relaxed to having isolated equilibrium points, but it is used here for
simplicity in the presentation.
3That is, for the constant input ζj = ζ¯j , any solution x(t) of (4) with
initial condition x(0) ∈ X0 must satisfy x(t)→ x¯ as t→∞.
III. PROBLEM FORMULATION
A. Network model
We describe the power network model by a connected graph
(N,E) where N = {1, 2, . . . , |N |} is the set of buses and
E ⊆ N×N the set of transmission lines connecting the buses.
There are two types of buses in the network, buses with inertia
and buses without inertia. Since generators have inertia, it is
reasonable to assume that only buses with inertia have non-
trivial generation dynamics. We define G = {1, 2, . . . , |G|}
and L = {|G|+1, . . . , |N |} as the sets buses with and without
inertia respectively such that |G| + |L| = |N |. Moreover, the
term (i, j) denotes the link connecting buses i and j. The graph
(N,E) is assumed to be directed with an arbitrary direction,
so that if (i, j) ∈ E then (j, i) /∈ E. Additionally, for each
j ∈ N , we use i : i → j and k : j → k to denote the sets of
buses that precede and succeed bus j respectively. It should
be noted that the form of the dynamics in (3)–(4) below is
not affected by changes in graph ordering, and our results are
independent of the choice of direction. We make the following
assumptions for the network:
1) Bus voltage magnitudes are |Vj | = 1 p.u. for all j ∈ N .
2) Lines (i, j) ∈ E are lossless and characterized by their
susceptances Bij = Bji > 0.
3) Reactive power flows do not affect bus voltage phase angles
and frequencies.
Such assumptions are generally valid at medium to high
voltages or when tight voltage control is present, and are often
used in secondary frequency control studies [21].
Swing equations can then be used to describe the rate of
change of frequency at generation buses. Power must also
be conserved at each of the load buses. This motivates the
following system dynamics (e.g. [21]),
η˙ij = ωi − ωj , (i, j) ∈ E, (3a)
Mjω˙j = −p
L
j +p
M
j −(d
c
j+d
u
j )−
∑
k:j→k
pjk+
∑
i:i→j
pij , j ∈ G,
(3b)
0 = −pLj − (d
c
j + d
u
j )−
∑
k:j→k
pjk +
∑
i:i→j
pij , j ∈ L, (3c)
pij = Bij sin ηij − p
nom
ij , (i, j) ∈ E. (3d)
In system (3), the time-dependent variables ωj , d
c
j and p
M
j
represent, respectively, deviations from a nominal value4 for
the frequency and controllable load at bus j and the mechan-
ical power injection to the generation bus j. The quantity duj
represents the uncontrollable frequency-dependent load and
generation damping present at bus j. The time-dependent
variables ηij and pij represent, respectively, the power angle
difference5 and the deviation of the power transferred from
bus i to bus j from the nominal value, pnomij . The constant
Mj > 0 denotes the generator inertia. The response of the
4A nominal value of a variable is defined as its value at an equilibrium of
(3) with frequency at its nominal value of 50Hz (or 60Hz).
5The quantities ηij represent the phase differences between buses i and
j, given by θi − θj , i.e. ηij = θi − θj . The angles themselves must also
satisfy θ˙j = ωj at all j ∈ N . This equation is omitted in (3) since the power
transfers are functions of the phase differences only.
3system (3) will be studied, when a step change pLj , j ∈ N
occurs in the uncontrollable demand.
In order to investigate broad classes of generation and
demand dynamics and control policies, we let the scalar
variables pMj , d
c
j , and d
u
j be generated by dynamical systems
of form (1), namely
x˙M,j = fM,j(xM,j , ζj),
pMj = g
M,j(xM,j , ζj),
j ∈ G, (4a)
x˙c,j = f c,j(xc,j , ζj),
dcj = g
c,j(xc,j , ζj),
j ∈ N, (4b)
x˙u,j = fu,j(xu,j ,−ωj),
− duj = g
u,j(xu,j ,−ωj),
j ∈ N (4c)
where the input ζj is defined as ζj = [−ωj p
c
j]
T with pcj
representing the deviations of a power command signal from
its nominal value. Notice that in the case of uncontrollable
demand, the input is given in terms of the local frequency
deviation ωj only, and is decoupled from the power command
signal as expected.
For notational convenience, we collect the variables in (4)
into the vectors xM = [xM,j ]j∈G, x
c = [xc,j ]j∈N , and x
u =
[xu,j ]j∈N . These quantities represent the internal states of the
dynamical systems used to update the outputs pMj , d
c
j , and d
u
j .
In terms of the outputs from (4), it will be useful to consider
the net supply variables s, defined as
sj = p
M
j − d
c
j , j ∈ G, sj = −d
c
j , j ∈ L. (5)
The variables defined in (5) evolve according to the dynamics
described in (4a) - (4b). Therefore, sj are outputs from these
combined controlled dynamical systems with inputs ζj .
B. Power Command Dynamics
We consider a communication network described by a
connected graph (N, E˜), where E˜ represents the set of com-
munication lines among the buses, i.e., (i, j) ∈ E˜ if buses i
and j communicate. Note that E˜ can be different from the
set of flow lines E. We will study the behavior of the system
(3)–(4) under the following dynamics for the power command
signal pcj which has been used in literature (e.g. [6], [13]),
γijψ˙ij = p
c
i − p
c
j , (i, j) ∈ E˜ (6a)
γj p˙
c
j = −(sj − p
L
j )−
∑
k:j→k
ψjk +
∑
i:i→j
ψij , j ∈ N (6b)
where γj and γij are positive constants, and the variable ψij
represents the difference in the integrals between the power
commands of communicating buses i and j. It should be noted
that pci and p
c
j are variables shared between communicating
buses i and j.
Although the dynamics in (6) do not directly integrate
frequency, we will see later that under a weak condition on the
steady state behavior of du, they guarantee convergence to the
nominal frequency for a broad class of supply dynamics. The
dynamics in (6), often referred as ‘virtual swing equations’,
are frequently used in the literature6 as they achieve both the
6In this paper we use for simplicity a single communicating variable. It
should be noted that more advanced communication structures (e.g. [6]) can
allow additional constraints to be satisfied in the optimization problem posed.
synchronization of the communicated variable pc, something
that can be exploited to guarantee optimality of the equilibrium
point reached, and also the convergence of frequency to its
nominal value.
C. Optimal supply and load control
We aim to study how generation and controllable demand
should be adjusted in order to meet the step change in
frequency independent demand and simultaneously minimize
the cost that comes from the deviation in the power generated
and the disutility of loads. We now introduce an optimization
problem, which we call the optimal supply and load control
problem (OSLC), that can be used to achieve this goal.
A cost Cj(p
M
j ) is supposed to be incurred when generation
output at bus j is changed by pMj from its nominal value.
Similarly, a cost of Cdj(d
c
j) is incurred for a change of d
c
j in
controllable demand. The total cost within OSLC is the sum of
the above costs. The problem is to find the vectors pM and dc
that minimize this total cost and simultaneously achieve power
balance, while satisfying physical saturation constraints. More
precisely, the following optimization problem is considered
OSLC:
min
pM ,dc
∑
j∈G
Cj(p
M
j ) +
∑
j∈N
Cdj(d
c
j),
subject to
∑
j∈G
pMj =
∑
j∈N
(dcj + p
L
j ),
pM,minj ≤ p
M
j ≤ p
M,max
j , ∀j ∈ G,
dc,minj ≤ d
c
j ≤ d
c,max
j , ∀j ∈ N,
(7)
where pM,minj , p
M,max
j , d
c,min
j , and d
c,max
j are bounds for the
minimum and maximum values for generation and controllable
demand deviations, respectively, at bus j. The equality con-
straint in (7) requires all the additional frequency-independent
loads to be matched by the total deviation in generation and
controllable demand. This ensures that when system (3) is at
equilibrium and a mild condition described in Assumption 3
below holds, the frequency will be at its nominal value.
Within the paper we aim to specify properties on the control
dynamics of pM and dc, described in (4a)–(4b), that ensure
that those quantities converge to values at which optimality
can be guaranteed for (7).
The assumption below allows the use of the KKT conditions
to prove the optimality result in Theorem 1 in Section V.
Assumption 1: The cost functions Cj and Cdj are continu-
ously differentiable and strictly convex.
D. Equilibrium analysis
We now describe what is meant by an equilibrium of the
interconnected system (3)–(6).
Definition 1: The point β∗ = (η∗, ψ∗, ω∗, xM,∗, xc,∗,
xu,∗, pc,∗) defines an equilibrium of the system (3)–(6) if all
time derivatives of (3)–(6) are equal to zero at this point.
It should be noted that the static input-output maps kpM
j
,
kdc
j
, and kdu
j
, as defined in (2), completely characterize the
equilibrium behavior of (4). In our analysis, we shall consider
4conditions on these characteristic maps relating input ζj =
[−ωj p
c
j ]
T and generation/demand such that their equilibrium
values are optimal for (7), thus making sure that frequency
will be at its nominal value at steady state.
Throughout the paper, it is assumed that there
exists some equilibrium of (3)–(6) as defined in
Definition 1. Any such equilibrium is denoted by
β∗ = (η∗, ψ∗, ω∗, xM,∗, xc,∗, xu,∗, pc,∗). Furthermore, we
use (p∗, pM,∗, dc,∗, du,∗, ζ∗, s∗) to represent the equilibrium
values of respective quantities in (3)–(6).
The power angle differences at the considered equilibrium
are assumed to satisfy the following security constraint.
Assumption 2: |η∗ij | <
pi
2 for all (i, j) ∈ E.
Moreover, the following assumption is related with the
steady state values of variable du, describing uncontrollable
demand and generation damping. It is a mild condition asso-
ciated with having negative feedback from du to frequency.
Assumption 3: For each j ∈ N , the functions kdu
j
relating
the steady state values of frequency and uncontrollable loads
satisfy u¯jkdu
j
(u¯j) > 0 for all u¯j ∈ R− {0}.
Although not required for stability, Assumption 3 guarantees
that the frequency will be equal to its nominal value at
equilibrium, i.e. ω∗ = 0|N |, as stated in the following lemma,
proved in Appendix A.
Lemma 1: Let Assumption 3 hold. Then, any equilibrium
point β∗ given by Definition 1 satisfies ω∗ = 0|N |.
The stability and optimality properties of such equilibria
will be studied in the following sections.
E. Additional conditions
Due to the fact that the frequency at the load buses is
related with the system states by means of algebraic equations,
additional conditions are needed for the system (3)–(4) to be
well-defined. We use below the vector notation ωG = [ωj ]j∈G
and ωL = [ωj ]j∈L.
Assumption 4: There exists an open neighborhood T
of (η∗, ωG,∗, xc,∗, xu,∗, pc,∗) and a locally Lipschitz map
fL such that when (η, ωG, xc, xu, pc) ∈ T , ωL =
fL(η, ωG, xc, xu, pc).
Remark 1: Assumption 4 is a technical assumption that is
required in order for the system (3)–(4) to have a locally
well-defined state space realization. It can often be easily
verified by means of the implicit function theorem [22].
Without Assumption 4, stability could be studied through more
technical approaches such as the singular perturbation analysis
discussed in [23, Section 6.4].
IV. DISSIPATIVITY CONDITIONS ON GENERATION AND
DEMAND DYNAMICS
Before we state our main results in Section V, it would be
useful to provide a dissipativity definition, based on [24], for
systems of the form (1). This notion will be used to formulate
appropriate decentralized conditions on the uncontrollable
demand and power supply dynamics (4c), (5).
Definition 2: The system (1) is said to be locally dissipative
about the constant input values u¯ and corresponding equilib-
rium state values x¯, with supply rate functionW : Rn+k → R,
if there exist open neighborhoods U of u¯ and X of x¯,
and a continuously differentiable, positive definite function
V : Rm → R (called the storage function), with a strict local
minimum at x = x¯, such that for all u ∈ U and all x ∈ X ,
V˙ (x) ≤W (u, y). (8)
We now assume that the systems with input ζj = [−ωj p
c
j ]
T
and output the power supply variables and uncontrollable loads
satisfy the following local dissipativity condition.
Assumption 5: The systems with inputs ζj = [−ωj p
c
j ]
T
and outputs yj = [sj −d
u
j ]
T described in (5) and (4c) satisfy
a dissipativity condition about constant input values ζ∗j and
corresponding equilibrium state values (xM,j,∗, xc,j,∗, xu,j,∗)
in the sense of Definition 2, with supply rate functions
Wj(ζj , yj) = [(sj−s
∗
j ) (−d
u
j −(−d
u,∗
j ))]
[
1 1
1 0
]
(ζj−ζ
∗
j )
− φj(ζj − ζ
∗
j ), j ∈ N. (9)
Furthermore, one of the following two properties holds,
(a) The function φj is positive definite.
(b) The function φj is positive semidefinite and positive
definite with respect to ωj . Also when ωj , sj are constant
for all times then pcj cannot be a nontrivial sinusoid
7.
We shall refer to Assumption 5 when condition (a) holds for
φj as Assumption 5(a) (respectively Assumption 5(b) when
(b) holds).
Remark 2: Assumption 5 is a decentralized condition that
allows to incorporate a broad class of generation and load
dynamics, including various examples that have been used in
the literature (these will be discussed in Section VI). Further-
more, for linear systems Assumption 5 can be formulated as
the feasibility problem of a corresponding LMI (linear matrix
inequality) [25], and it can therefore be verified by means of
computationally efficient methods.
Remark 3: Condition (b) in Assumption 5 is a relaxation of
condition (a) whereby φ is not required to be positive definite.
This permits the inclusion of a broader class of dynamics from
pcj to sj as it will be discussed in Section VI. However, it
requires that the power command pc cannot be a sinusoid
if both sj and ωj are constant. This additional condition is
necessary as the dynamics in (6) allow pcj to be a sinusoid
when sj is constant. For linear systems, this condition is
implied by the rather mild assumption that no imaginary axis
zeros are present in the transfer function from pcj to sj .
Remark 4: Further intuition on the dissipativity condition
in Assumption 5 will be provided in Section VI-A and Ap-
pendix B. In particular, it will be shown when φj = 0 that this
is a decentralized condition that is necessary and sufficient for
the passivity of an appropriately defined multivariable system
quantifying aggregate dynamics at each bus.
V. MAIN RESULTS
In this section we state our main results, with their proofs
provided in Appendix A.
7By nontrivial sinusoid, we mean functions of the form
∑
j Aj sin(ωjt+
φj) that are not equal to a constant.
5Our first result provides conditions for the equilibrium
points to be solutions8 to the OSLC problem (7).
Theorem 1: Suppose that Assumption 1 is satisfied. If the
control dynamics in (4a) and (4b) are chosen such that
kpM
j
(ζj) = [(C
′
j)
−1(f(ζj)]
p
M,max
j
p
M,min
j
kdc
j
(ζj) = [(C
′
dj)
−1(−f(ζj)]
d
c,max
j
d
c,min
j
(10)
holds for some surjective function f : R2 → R, which is
strictly increasing with respect to pcj , then the equilibrium
values pM,∗ and dc,∗ are optimal for the OSLC problem (7).
Our second result shows that the set of equilibria for the
system described by (3)–(6) for which Assumptions 1 - 5 are
satisfied is asymptotically attracting, the equilibria are global
minima of the OSLC problem (7) and, as shown in Lemma 1,
satisfy ω∗ = 0|N |.
Theorem 2: Consider equilibria of (3)–(6) with respect
to which Assumptions 1–5 are all satisfied. If the control
dynamics in (4a) and (4b) are chosen such that (10) holds,
then there exists an open neighborhood of initial conditions
about any such equilibrium such that the solutions of (3)–(6)
are guaranteed to converge to a set of equilibria that solve the
OSLC problem (7) with ω∗ = 0|N |.
VI. DISCUSSION
In this section we discuss examples that fit within the
framework presented in the paper, and also describe how the
dissipativity condition of Assumption 5 can be verified for
linear systems via a linear matrix inequality.
We start by giving various examples of power supply
dynamics that have been used in the literature that satisfy our
proposed dissipativity condition in Assumption 5. Consider
the load models used in [6], [12], and [13], where the power
supply is a static function of ωj and p
c
j ,
sj = (C
′
j)
−1(pcj − ωj), j ∈ N, (11)
where Cj is some convex cost function, and generation damp-
ing/uncontrollable demand is given by duj = λjωj , λj > 0. It
is easy to show that Assumption 5(a) holds for these widely
used schemes.
Furthermore, Assumption 5(b) is satisfied when first order
generation dynamics are used such as
s˙j = −µj(C
′
j(sj)− (p
c
j − ωj)) (12)
with duj = λjωj and λj , µj > 0. Such first order models have
often been used in the literature as in [15].
A significant aspect of the framework presented in this paper
is that it also allows higher order dynamics for the power
supply to be incorporated. As an example, we consider the
following second-order model,
α˙j = −
1
τa,j
(αj −Kj(p
c
j − ωj)),
z˙j = −
1
τb,j
(zj − αj),
sj − d
u
j = zj − λjωj + λ
PC
j p
c
j,
(13)
8Note that an equilibrium point is a solution to the OSLC problem when
at that point the variables that appear in (7) are solutions to the problem.
where αj , zj are states and τa,j , τb,j > 0 time constants
associated with the turbine-governor dynamics, λj > 0 is a
damping coefficient9, constantKj > 0 determines the strength
of the feedback gain, and the term λPCj p
c
j represents static
dependence on power command due to either generation or
controllable loads10. It can be shown that Assumption 5 is
satisfied for all τa,j , τb,j > 0 when
11 Kj < 8λ
PC
j and
λPCj ≤ λj .
Another feature of Assumption 5 is that it can be efficiently
verified for a general linear system by means of an LMI, i.e. a
computationally efficient convex problem. In particular, it can
be shown [25] that if the system in Assumption 5 is linear
with a minimal state space realization
x˙ = Ax+Bu˜,
y˜ = Cx+Du˜,
(14)
where u˜ = ζ − ζ∗ and y˜ = y − y∗, and φj is chosen as a
quadratic function φj = ǫ1(ωj − ω
∗
j )
2 + ǫ2(p
c
j − p
c,∗
j )
2 with12
ǫ1, ǫ2 > 0 then the dissipativity condition in Assumption 5 is
satisfied if and only if there exists P = PT ≥ 0 such that[
ATP + PA PB
BTP 0
]
−
[
C D
0 I
]T
Q
[
C D
0 I
]
≤ 0, (15)
where the matrix Q is given by
Q =
[
0 M
M K
]
, M =
1
2
[
1 1
1 0
]
, K =
[
−ǫ1 0
0 −ǫ2
]
.
This approach could also be exploited to form various
convex optimization problems that could facilitate design. For
example, one could obtain the minimum damping such that
Assumption 5 is satisfied at a bus.
To further demonstrate the applicability of our approach we
consider a fifth order model for turbine governor dynamics
provided by the Power System Toolbox [27]. The dynamics
are described by the following transfer function relating the
mechanical power supply13 sˆj with the negative frequency
deviation −ωˆj ,
Gj(s) = Kj
1
(1 + sTs,j)
(1 + sT3,j)
(1 + sTc,j)
(1 + sT4,j)
(1 + sT5,j)
,
where Kj and Ts,j , T3,j, Tc,j, T4,j, T5,j are the droop coeffi-
cient and time-constants respectively. Realistic values for these
models are provided by the toolbox for the NPCC network,
with turbine governor dynamics implemented on 22 buses. The
corresponding buses also have appropriate frequency damping
λj . We examined the effect of incorporating a power command
9Note that the term λjωj can be incorporated in sj or d
u
j .
10It should be noted that the term duj can also include controllable demand
and generation that depend on frequency only (i.e. not on power command).
Therefore, duj can be perceived to contain all frequency dependent terms that
return to their nominal value at steady state and therefore do not contribute
to secondary frequency control.
11A second order model was studied for a related problem in [14], with the
stability condition requiring, roughly speaking, that the gain of the system is
less than the damping provided by the loads. The LMI approach described in
this section allows such conditions to be relaxed.
12We could also have ǫ2 = 0 if (14) has no zeros on the imaginary axis,
as stated in condition (b) for φ in Assumption 5, and Remark 3.
13Note that sˆj denotes the Laplace transform of sj .
6input signal in the above dynamics by considering the supply
dynamics
sˆj − dˆ
u
j = (Gj + λj)(−ωˆj) + (Gj + λ
PC
j )(pˆ
c
j), j ∈ N
where λPCj > 0, j ∈ N is a coefficient representing the
static dependence on power command. For appropriate values
of λPCj , the condition in Assumption 5 was satisfied for 20
out of the 22 buses, while for the remaining 2 buses the
damping coefficients λj needed to be increased by 37% and
28% respectively. Furthermore, filtering the power command
signal with appropriate compensators, allowed a significant
decrease in the required value for λPCj . Power command and
frequency compensation may also be used with alternative
objectives, such as to improve the stability margins and system
performance.
The fact that our condition is satisfied at all but two buses14,
demonstrates that it is not conservative in existing implemen-
tations. Note also that a main feature of this condition is the
fact that it is decentralized, involving only local bus dynamics,
which can be important in practical implementations.
A. System Representation
It is useful and intuitive to note that the system (3) - (6)
considered in the paper can be represented by a negative
feedback interconnection of systems I and B =
⊕|N |
j=1Bj ,
containing all interconnection and bus dynamics respectively.
More precisely, I and B have respective inputs uI and uB,
and respective outputs uB and −uI , defined as
uI =


ω1
−pc1
. . .
ω|N |
−pc|N |

 , uB=


∑
k:1→k p1k −
∑
i:i→1 pi1∑
i:i→1 ψi1 −
∑
k:1→k ψ1k
. . .∑
k:|N |→k p|N |k −
∑
i:i→|N | pi|N |∑
i:i→|N | ψi|N | −
∑
k:|N |→k ψ|N |k

 .
The subsystems Bj represent the dynamics at bus j and have
inputs [uB2j−1 u
B
2j]
T and outputs [−uI2j−1 −u
I
2j ]
T .
It can easily be shown that System I is locally passive15.
The following theorem shows that Assumption 5 with φ = 0
is sufficient for the passivity of each individual subsystem Bj .
Theorem 3: Consider the system described by (3) - (6) and
its representation by systems I and B, defined in section VI-A.
Then, the dissipativity condition in Assumption 5 with φ = 0
is sufficient for the passivity of subsystems Bj , j ∈ N about
the equilibrium point considered in Assumption 5.
Remark 5: The significance of the interpretation discussed
in this section is that the passivity property of system I , in
conjunction with the fact that B =
⊕|N |
j=1 Bj , implies that
stability of the network is guaranteed if the subsystems Bj
are passive (with appropriate strictness as quantified within
the paper). In particular, stability is guaranteed in a decen-
tralized way without requiring information about the rest of
the network at each individual bus, which is advantageous in
highly distributed schemes where a ”plug and play” capability
14Note that this is satisfied at all buses with appropriate increase in damping.
15By a locally passive system we refer to a system satisfying the dissi-
pativity condition in Definition 2 with the supply rate being W (u, y) =
(u− u∗)T (y − y∗).
is needed. It should be noted that the subsystems Bj are
multivariable systems quantifying the aggregate bus dynamics
associated with both power generation and the communicated
signal pc.
Remark 6: It is shown in Appendix B that Assumption 5
is also necessary for systems Bj to be passive, for general
affine nonlinear dynamics. Hence, Assumption 5 introduces
no additional conservatism in this property for a large class of
nonlinear systems.
B. Observing uncontrollable frequency independent demand
The power command dynamics in (6) involve the uncon-
trollable frequency independent demand pL. We discuss in this
section that the inclusion of appropriate observer dynamics for
pL allows convergence to optimality to be achieved when pL
is not directly known.
A way to obtain pL, could be by re-arranging equations
(3b)–(3c). This approach would require knowledge of power
supply and power transfers in load buses, which is realistic.
However, knowledge of the frequency derivative would also be
required for its estimation at generation buses, which might be
difficult to obtain in noisy environments.
We therefore consider instead observer dynamics16 for pLj
that are incorporated within the power command dynamics. In
particular the following dynamics are considered
γijψ˙ij = p
c
i − p
c
j, (i, j) ∈ E˜, (16a)
γj p˙
c
j = −(sj − χj)−
∑
k:j→k
ψjk +
∑
i:i→j
ψij , j ∈ N, (16b)
τχ,jχ˙j = bj − ωj − p
c
j − χj , j ∈ G, (16c)
Mj b˙j = −χj+sj−d
u
j −
∑
k:j→k
pjk+
∑
i:i→j
pij , j ∈ G, (16d)
0 = −χj + sj − d
u
j −
∑
k:j→k
pjk +
∑
i:i→j
pij , j ∈ L, (16e)
where τχ,j are positive time constants and bj and χj are
auxiliary variables associated with the observer.
The equilibria of the system (3) – (5), (16) are defined in a
similar way to Definition 1 and it is assumed that at least
one such equilibrium exists. Note that the existence of an
equilibrium of (3) - (6) implies the existence of an equilibrium
of (3)–(5), (16).
We now provide a result analogous to Lemma 1 in the case
where the observer dynamics are included. Lemma 2 is proven
in Appendix A.
Lemma 2: Let Assumption 3 hold. Then, any equilib-
rium point (η∗,ψ∗, ω∗, xM,∗, xc,∗, xu,∗, pc,∗,b∗,χ∗) of the sys-
tem (3) – (5), (16) satisfies ω∗ = 0|N |.
Remark 7: The dynamics in (16) eliminate the requirement
to explicitly know pL within the power command dynamics
by adding an observer that mimics the swing equation, de-
scribed by (16c)–(16e). The dynamics in (16d)–(16e) ensure
that the variable χj is equal at steady state to the value
16See also the use of observer dynamics in [26] as a means of counteracting
agent dishonesty.
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Fig. 1: Frequency at bus 103 with: i) 10 generators, ii) 10
generators and 20 controllable loads, iii) 15 generators and
20 controllable loads, contributing to secondary frequency
control.
χ∗j = s
∗
j − d
u,∗
j −
∑
k:j→k p
∗
jk +
∑
i:i→j p
∗
ij = p
L
j for j ∈ N ,
with the second part of the equality coming from (3b)–(3c)
at equilibrium. As shown in Lemma 2, such equilibrium
guarantees that the steady state value of the frequency will
be equal to the nominal one.
The following proposition, proved in Appendix A, shows
that the set of equilibria for the system described by (3) – (5),
(16) for which Assumptions 1 - 5 are satisfied is asymptotically
attracting and that these equilibria are also solutions to the
OSLC problem (7).
Proposition 1: Consider equilibria of (3) – (5), (16) with
respect to which Assumptions 1–5 are all satisfied. If the
control dynamics in (4a) and (4b) are chosen such that (10)
is satisfied then there exists an open neighborhood of initial
conditions about any such equilibrium such that the solutions
of (3) – (5), (16) are guaranteed to converge to a global
minimum of the OSLC problem (7) with ω∗ = 0|N |.
Remark 8: Note that in some cases there could be un-
certainty in the knowledge of the du dynamics. This does
not affect the optimality of the equilibrium points since at
equilibrium we have du = 0|N |. Numerical simulations with
realistic data have demonstrated that network stability is also
robust to variations in the du model used in (16d)–(16e).
VII. SIMULATION ON THE NPCC 140-BUS SYSTEM
In this section we use the Northeast Power Coordinating
Council (NPCC) 140-bus interconnection system, simulated
using the Power System Toolbox [27], in order to illustrate
our results. This model is more detailed and realistic than
our analytical one, including line resistances, a DC12 exciter
model, a subtransient reactance generator model, and higher
order turbine governor models17.
The test system consists of 93 load buses serving different
types of loads including constant active and reactive loads and
47 generation buses. The overall system has a total real power
of 28.55GW. For our simulation, we added three loads on units
17The details of the simulation models can be found in the Power System
Toolbox data file datanp48.
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Fig. 2: Marginal costs for controllable loads and generators
with non-equal cost coefficients for the three test cases.
2, 9, and 17, each having a step increase of magnitude 1 p.u.
(base 100MVA) at t = 1 second.
Controllable demand was considered within the simulations,
with loads controlled every 10ms. The disutility function
for the deviation dcj in controllable loads in each bus was
Cdj(d
c
j) =
1
2αj(d
c
j)
2. The selected values for cost coefficients
were αj = 1 for load buses 1 − 5 and 11 − 15 and αj = 2
for the rest. Similarly, the cost functions for deviations pMj
in generation were Cj(p
M
j ) =
1
2κj(p
M
j )
2, where κj were
selected as the inverse of the generators droop coefficients,
as suggested in (10).
Consider the static and first order dynamic schemes given by
dcj = (C
′
dj)
−1(ωj−p
c
j) and d˙
c
j = −d
c
j+(C
′
dj)
−1(ωj−p
c
j), j ∈
N , where pcj has dynamics as described in (6). We refer to the
resulting dynamics as Static and Dynamic OSLC respectively
since in both cases, steady state conditions that solve the OSLC
problem were used. As discussed in Section VI, in the presence
of arbitrarily small frequency damping, both schemes satisfy
Assumption 5 and are thus included in our framework.
The system was tested on three different cases. In case (i)
10 generators were employed to perform secondary frequency
control by having frequency and power command as inputs.
In case (ii) controllable loads were included on 20 load buses
in addition to the 10 generators. Controllable load dynamics
in 10 buses were described by Static OSLC and in the rest by
Dynamic OSLC. Finally, in case (iii), all controllable loads
of case (ii) and 15 generators where used for secondary fre-
quency control. Note that the 15 generators used for secondary
frequency control had third, fourth and fifth order turbine
governor dynamics.
The frequency at bus 103 for the three tested cases is shown
in Fig. 1. From this figure, we observe that in all cases the
frequency returns to its nominal value. However, the presence
of controllable loads makes the frequency return much faster
and with a smaller overshoot.
Furthermore, from Fig. 2, it is observed that the marginal
costs at all controlled loads and generators that contribute
to secondary frequency control, converge to the same value.
This illustrates the optimality in the power allocation among
generators and loads, since equality in the marginal cost is
necessary to solve (7) when the power generated does not
8saturate to its maximum/minimum value.
VIII. CONCLUSION
We have considered the problem of designing distributed
schemes for secondary frequency control such that stability
and optimality of the power allocation can be guaranteed. In
particular, we have considered general classes of generation
and demand control dynamics and have shown that a dissipa-
tivity condition in conjunction with appropriate decentralized
conditions on their steady state behavior can provide such
stability and optimality guarantees. We have also discussed
that for linear systems the dissipativity condition can be easily
verified by solving a corresponding LMI and shown that the
requirement to have knowledge of demand may be relaxed by
incorporating an appropriate observer. Our results have been
illustrated with simulations on the NPCC 140-bus system.
Interesting potential extensions in the analysis include in-
corporating voltage dynamics, more advanced communication
structures, as well as more advanced models for the loads
where their switching behavior is taken into account.
APPENDIX A
In this appendix we prove our main results, Theorems 1 -
2, and also Lemmas 1-2, Theorem 3 and Proposition 1.
Throughout the proofs we will make use of the following
equilibrium equations for the dynamics in (3)–(4),
0 = ω∗i − ω
∗
j , (i, j) ∈ E, (17a)
0 = −pLj +p
M,∗
j −(d
c,∗
j +d
u,∗
j )−
∑
k:j→k
p∗jk+
∑
i:i→j
p∗ij , j ∈ G,
(17b)
0 = −pLj −(d
c,∗
j +d
u,∗
j )−
∑
k:j→k
p∗jk+
∑
i:i→j
p∗ij , j ∈ L, (17c)
pM,∗j = kpMj (ζ
∗
j ), j ∈ G, (17d)
dc,∗j = kdcj (ζ
∗
j ), ζ
∗
j = [−ω
∗
j p
c,∗
j ]
T , j ∈ N. (17e)
Proof of Lemma 1: In order to show that ω∗ = 0|N |, we
sum equations (6b) at equilibrium for all j ∈ N , resulting
in
∑
j∈N
s∗j =
∑
j∈N
pLj , which shows that
∑
j∈N
du,∗j = 0 (by
summing (17b) and (17c) over all j ∈ G and j ∈ L
respectively). Then, Assumption 3 implies that this equality
holds only if ω∗ = 0|N |.
Proof of Theorem 1: Due to Assumption 1, C′j and C
′
dj are
strictly increasing and hence invertible. Therefore all variables
in (10) are well-defined. Also, Assumption 1 guarantees that
the OSLC optimization problem (7) is convex and has a con-
tinuously differentiable cost function. Thus, a point (p¯M , d¯c)
is a global minimum for (7) if and only if it satisfies the KKT
conditions [28]
C′j(p¯
M
j ) = ν − λ
+
j + λ
−
j , j ∈ G, (18a)
C′dj(d¯
c
j) = −ν − µ
+
j + µ
−
j , j ∈ N, (18b)∑
j∈G
p¯Mj =
∑
j∈N
(d¯cj + p
L
j ), (18c)
pM,minj ≤ p¯
M
j ≤ p
M,max
j , j ∈ G, (18d)
dc,minj ≤ d¯
c
j ≤ d
c,max
j , j ∈ N, (18e)
λ+j (p¯
M
j − p
M,max
j ) = 0, λ
−
j (p¯
M
j − p
M,min
j ) = 0, j ∈ G,
(18f)
µ+(d¯cj − d
c,max
j ) = 0, µ
−(d¯cj − d
c,min
j ) = 0, j ∈ N, (18g)
for some constants ν ∈ R and λ+j , λ
−
j , µ
+
j , µ
−
j ≥ 0. It
will be shown below that these conditions are satisfied by
the equilibrium values (p¯M , d¯c) = (pM,∗, dc,∗) defined by
equations (17d), (17e) and (10).
Since C′j and C
′
dj are strictly increasing, we can uniquely
define βM,maxj := C
′
j(p
M,max
j ), β
M,min
j := C
′
j(p
M,min
j ),
βc,maxj := −C
′
dj(d
c,max
j ), and β
c,min
j := −C
′
dj(d
c,min
j ). We
let β∗0 = f(ζ
∗
j ) where f(.) is the function in the theorem
statement. Note that function f is common at every bus and
is surjective hence ∀β∗0 ∈ R, ∃ζ such that f(ζ) = β
∗
0 . Also
note that the ζj are equal ∀j at equilibrium, therefore β
∗
0 is the
same at each bus j. We now define in terms of these quantities
the nonnegative constants
λ+j := (β
∗
0 − β
M,max
j )1(β∗
0
≥βM,max
j
),
λ−j := (β
M,min
j − β
∗
0 )1(β∗
0
≤βM,min
j
),
µ+j := (β
c,max
j − β
∗
0)1(β∗
0
≤βc,max
j
),
µ−j := (β
∗
0 − β
c,min
j )1(β∗
0
≥βc,min
j
).
Then, since (C′j)
−1(β∗0 ) ≥ p
M,max
j ⇔ β
∗
0 ≥ β
M,max
j ,
(C′j)
−1(β∗0) ≤ p
M,min
j ⇔ β
∗
0 ≤ β
M,min
j , (C
′
dj)
−1(−β∗0 ) ≥
dc,maxj ⇔ β
∗
0 ≤ β
c,max
j , and (C
′
dj)
−1(−β∗0) ≤ d
c,min
j ⇔
β∗0 ≥ β
c,min
j , it follows by (17d), (17e), and (10) that
the complementary slackness conditions (18f) and (18g) are
satisfied.
Now define ν = β∗0 . Then (C
′
j)
−1(ν − λ+j + λ
−
j ) =
(C′j)
−1
(
[β∗0 ]
β
M,max
j
β
M,min
j
)
= [(C′j)
−1(β∗0 )]
p
M,max
j
p
M,min
j
= pM,∗j , by the
above definitions and equations (17d) and (10). Thus, the opti-
mality condition (18a) holds. Analogously, (C′dj)
−1(−ν−µ++
µ−) = (C′dj)
−1
(
[−β∗0 ]
−βc,max
j
−βc,min
j
)
= [(C′dj)
−1(−β∗0)]
d
c,max
j
d
c,min
j
=
dc,∗j , by (17e) and (10), satisfying (18b).
Summing equations (17b) and (17c) over all j ∈ G and
j ∈ L respectively and using the fact that
∑
j∈N d
u,∗
j = 0 as
shown in the proof of Lemma 1 shows that (18c) holds. Finally,
the saturation constraints in (10) verify (18d) and (18e).
Hence, the values (p¯M , d¯c) = (pM,∗, dc,∗) satisfy the KKT
conditions (18). Therefore, the equilibrium values pM,∗ and
dc,∗ define a global minimum for (7).
Proof of Theorem 2:We will use the dynamics in (3)–(6) and
the conditions of Assumption 5 to define a Lyapunov function
for the system (3)–(6).
Firstly, let VF (ω
G) = 12
∑
j∈GMj(ωj − ω
∗
j )
2. The time-
derivative of VF along the trajectories of (3)–(4) is given by
V˙F =
∑
j∈N
(ωj − ω
∗
j )
(
− pLj + sj − d
u
j −
∑
k:j→k
pjk +
∑
i:i→j
pij
)
,
by substituting (3b) for ω˙j for j ∈ G and adding extra terms
for j ∈ L, which are equal to zero by (3c). Subtracting the
9product of (ωj − ω
∗
j ) with each term in (17b) and (17c), this
becomes
V˙F =
∑
j∈N
(
(ωj − ω
∗
j )(sj − s
∗
j )+(ωj − ω
∗
j )(−d
u
j − (−d
u,∗
j ))
)
+
∑
(i,j)∈E
(pij − p
∗
ij)(ωj − ωi), (19)
using the equilibrium condition (17a) for the final term.
Furthermore, let VC(p
c) = 12
∑
j∈N γj(p
c
j − p
c,∗
j )
2. Using
(6b) the time derivative of VC can be written as
V˙C =
∑
j∈N
(pcj − p
c,∗
j )
(
(−sj + s
∗
j )
−
∑
k:j→k
(ψjk − ψ
∗
jk) +
∑
i:i→j
(ψij − ψ
∗
ij)
)
. (20)
Additionally, define VP (η) =
∑
(i,j)∈E Bij
∫ ηij
η∗
ij
(sin θ −
sin η∗ij) dθ. Using (3a) and (3d), the time-derivative is given by
V˙P =
∑
(i,j)∈E
Bij(sin ηij − sin η
∗
ij)(ωi − ωj)
=
∑
(i,j)∈E
(pij − p
∗
ij)(ωi − ωj). (21)
Finally, consider Vψ(ψ) =
1
2
∑
(i,j)∈E˜ γij(ψij −ψ
∗
ij)
2 with
time derivative given by (6a) as
V˙ψ =
∑
(i,j)∈E˜
(ψij − ψ
∗
ij)((p
c
i − p
c,∗
i )− (p
c
j − p
c,∗
j )). (22)
Furthermore, from the dissipativity condition in Assump-
tion 5 the following holds: There exist open neighborhoods Uj
of ω∗j and U
c
j of p
c,∗
j for each j ∈ N , open neighborhoodsX
G
j
of (xM,j,∗, xc,j,∗, xu,j,∗) and XLj of (x
c,j,∗, xu,j,∗) for each
j ∈ G and j ∈ L respectively, and continuously differentiable,
positive semidefinite functions V Dj (x
M,j , xc,j , xu,j), j ∈ G
and V Dj (x
c,j , xu,j), j ∈ L, satisfying (8) with supply rate
given by (9), i.e.,
V˙ Dj ≤ [(sj − s
∗
j ) (−d
u
j − (−d
u,∗
j ))]
[
1 1
1 0
]
(ζj − ζ
∗
j )
−φj(ζj − ζ
∗
j ), j ∈ N, (23)
for all ωj ∈ Uj , p
c
j in U
c
j for j ∈ N and all (x
M,j , xc,j , xu,j) ∈
XGj and (x
c,j , xu,j) ∈ XLj for j ∈ G and j ∈ L respectively.
Based on the above, we define the function
V (η, ψ, ωG, xM , xc, xu, pc) = VF +VP +
∑
j∈N
V Dj +VC +Vψ
(24)
which we aim to use in Lasalle’s theorem. Using (19) - (22),
the time derivative of V is given by
V˙ =
∑
j∈N
[
(ωj − ω
∗
j )(sj − s
∗
j ) + V˙
D
j + (p
c
j − p
c,∗
j )(−sj + s
∗
j )
+ (ωj − ω
∗
j )(−d
u
j − (−d
u,∗
j )
]
. (25)
Using (23) it therefore holds that
V˙ ≤
∑
j∈N
(
− φj(ζj − ζ
∗
j )
)
≤ 0 (26)
whenever ωj ∈ Uj , p
c
j ∈ U
c
j for j ∈ N , (x
M,j , xc,j , xu,j) ∈
XGj for j ∈ G, and (x
c,j , xu,j) ∈ XLj for j ∈ L.
Clearly VF has a strict global minimum at ω
G,∗ and V Dj has
strict local minima at (xM,j,∗, xc,j,∗, xu,j,∗) and (xc,j,∗, xu,j,∗)
for j ∈ G and j ∈ L respectively by Assumption 5 and Defi-
nition 2. Furthermore, VC and Vψ have strict global minima at
pc,∗ and ψ∗ respectively. Furthermore, Assumption 2 guaran-
tees the existence of some neighborhood of each η∗ij in which
VP is increasing. Since the integrand is zero at the lower limit
of the integration, η∗ij , this immediately implies that VP has a
strict local minimum at η∗. Thus, V has a strict local minimum
at the point Q∗ := (η∗, ψ∗, ωG,∗, xM,∗, xc,∗, xu,∗, pc,∗). From
Assumption 4, we know that, provided (η, ωG, xc, xu, pc) ∈
T , ωL can be uniquely determined from these quantities.
Therefore, the states of the differential equation system (3)–(6)
with (η, ωG, xc, xu, pc) within the region T can be expressed
as (η, ψ, ωG, xM , xc, xu, pc). We now choose a neighborhood
in the coordinates (η, ψ, ωG, xM , xc, xu, pc) about Q∗ on
which the following hold:
1) Q∗ is a strict minimum of V ,
2) (η, ωG, xc, xu, pc) ∈ T ,
3) ωj ∈ Uj , p
c
j ∈ U
c
j for j ∈ N , and (x
M,j , xc,j , xu,j) ∈
XGj , (x
c,j , xu,j) ∈ XLj for j ∈ G, j ∈ L respectively
18,
4) xM,j , xc,j , and xu,j all lie within their respective neigh-
borhoods X0 as defined in Section III-A.
Recalling now (26), it is easy to see that within this neighbor-
hood, V is a nonincreasing function of all the system states and
has a strict local minimum at Q∗. Consequently, the connected
component of the level set {(η, ψ, ωG, xM , xc, xu, pc) : V ≤
ǫ} containing Q∗ is guaranteed to be both compact and
positively invariant with respect to the system (3)–(6) for
sufficiently small ǫ > 0. Therefore, there exists a compact
positively invariant set Ξ for (3)–(6) containing Q∗.
Lasalle’s Invariance Principle can now be applied with
the function V on the compact positively invariant set Ξ.
This guarantees that all solutions of (3)–(6) with initial
conditions (η(0), ψ(0), ωG(0), xM (0), xc(0), xu(0), pc(0)) ∈
Ξ converge to the largest invariant set within Ξ ∩
{(η, ψ, ωG, xM , xc, xu, pc) : V˙ = 0}. We now consider this
invariant set. If V˙ = 0 holds at a point within Ξ, then (26)
holds with equality, hence we must have ω = ω∗ and pcj = p
c,∗
j
at all buses j where Assumption 5(a) holds. The fact that ω
is constant guarantees from (3a), (3d) that η and p are also
constant. This is sufficient to deduce from (3b)–(3c) that s
is also constant. If instead Assumption 5(b) holds at a bus j
we have that ω = ω∗ when V˙ = 0. Furthermore, we have
the additional property that if ωj and sj are constant then
pcj cannot be a sinusoid. This latter property guarantees that
pcj is also constant by noting that the dynamics for the power
command (6) with constant sj , allow p
c
j to be either a constant
or a sinusoid within a compact invariant set. Hence, we have
ω = ω∗ and pc = pc,∗ in the invariant set considered.
18This is possible because ωj ∈ Uj for all j ∈ L corresponds, by
Assumption 4 and the continuity of the equations in (3)–(6), to requiring
the states (η, ωG, xM , xc, xu, pc) to lie in some open neighborhood about
Q∗.
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Furthermore, note that ω = ω∗, pc = pc,∗ within the
invariant set implies by the definitions in Section II that
(xM , xc, xu) converge to the point (xM,∗, xc,∗, xu,∗), at
which V Dj take strict local minima from Assumption 5. Thus,
from (23) and (25) it follows that the values of V Dj must
decrease along all nontrivial trajectories within the invariant
set, contradicting V˙ Dj = 0. The fact that (p
c, s) = (pc,∗, s∗)
is sufficient to show that ψ equals some constant ψ∗. Using
the same argument, it can be shown that within the invariant
set, the fact that ζ = ζ∗ implies that (xM , xc, xu, pM , dc, du)
converges to (xM,∗, xc,∗, xu,∗, pM,∗, dc,∗, du,∗). Therefore,
we conclude by Lasalle’s Invariance Principle that
all solutions of (3)–(6) with initial conditions
(η(0), ψ(0), ωG(0), xM (0), xc(0), xu(0), pc(0)) ∈ Ξ converge
to the set of equilibrium points as defined in Definition 1.
Finally, choosing for S any open neighborhood of Q∗ within
Ξ completes the proof for convergence. From Lemma 1 it
can then be deduced that ω∗ = 0|N |. Furthermore, noting that
all conditions of Theorem 1 hold shows the convergence to
an optimal solution of the OSLC problem (7).
Remark 9: It should be noted that for given pc,∗ and ω∗
all (η∗, xM,∗, xc,∗, xu,∗) are unique. The uniqueness of η∗
can be seen by noting that ηij = θi − θj , (i, j) ∈ E, which
requires η to lie in a space where a corresponding vector θ
exists. Furthermore, the value of pc,∗ becomes unique when
(10) holds. This follows from summing (17b)–(17c) over all
buses and noting that the strict convexity of the cost functions
and the monotonicity of f in (10) makes the static input output
maps from pc,∗ to s∗ monotonically increasing. The values of
ψ∗ are non-unique for general network topologies.
Proof of Theorem 3: The proof follows from the fact that
the function V Bj defined as
V Bj =
1
2
Mj(ωj − ω
∗
j )
2 +
1
2
γj(p
c
j − p
c,∗
j )
2 + V Dj , (27)
where V Dj is as in (23) with φj = 0, is a storage function for
the system Bj . In particular, using arguments similar to those
in the proof of Theorem 2, it can be shown that
V˙ Bj ≤ (p
c
j − p
c,∗
j )
(∑
i:i→j
(ψij − ψ
∗
ij)−
∑
k:j→k
(ψjk − ψ
∗
jk)
)
+ (−ωj − (−ω
∗
j ))
( ∑
k:j→k
(pjk − p
∗
jk)−
∑
i:i→j
(pij − p
∗
ij)
)
(28)
and therefore that system Bj is passive.
Proof of Lemma 2: Using (16d) at equilibrium, it can be
deduced that χ∗j = s
∗
j − d
u,∗
j −
∑
k:j→k p
∗
jk +
∑
i:i→j p
∗
ij .
Hence, it follows by summing (16b) at equilibrium over all
buses that
∑
j∈N
s∗j =
∑
j∈N
χ∗j =
∑
j∈N
s∗j − d
u,∗
j , which results
to
∑
j∈N
du,∗j = 0. Hence, from Assumption 3, it follows that
ω∗ = 0|N |.
Proof of Proposition 1: We shall make use of the Lyapunov
function in (24) to construct a new Lyapunov function for the
system (3) – (5), (16).
First, consider the function
Vb(b, χ, ω) =
1
2
∑
j∈G
(
Mj((bj − b
∗
j)− (ωj − ω
∗
j ))
2
+ τχ,j(χj − χ
∗
j )
2
)
, (29)
and note that its time-derivative along the trajectories of (16)
is given by
V˙b =
∑
j∈N
(
− (χj − χ
∗
j )[(p
c
j − p
c,∗
j ) + (χj − χ
∗
j )]
)
, (30)
noting that for j ∈ L it holds that χ = χ∗, and hence the
added terms in (30) are equal to zero.
Furthermore, the time-derivative of VC(p
c) =
1
2
∑
j∈N γj(p
c
j − p
c,∗
j )
2 under (16b) is given by
V˙C =
∑
j∈N
(pcj − p
c,∗
j )
(
(−sj + s
∗
j ) + (χj − χ
∗
j )
−
∑
k:j→k
(ψjk − ψ
∗
jk) +
∑
i:i→j
(ψij − ψ
∗
ij)
)
. (31)
Now consider the function V in (24) and note that its derivative
is as in (25) with an extra term given by
∑
j∈N (p
c
j−p
c,∗
j )(χj−
χ∗j ). Then consider the function
VO(η, ψ, ω
G, xM , xc, xu, pc, b, χ) = V + Vb (32)
which can be shown to have a time derivative given by
V˙O ≤
∑
j∈N
(
− φj(ζj − ζ
∗
j )− (χj − χ
∗
j )
2
)
≤ 0, (33)
by similar arguments as in the proof of Theorem 2.
Now, in analogy to the proof of Theorem 2, it can
be shown that an invariant compact set ΞO exists such
that {(η, ψ, ωG, xM , xc, xu, pc, b, χ) : VO ≤ ǫ}. Then,
Lasalle’s theorem can be invoked to show that all solu-
tions of (3) – (5), (16) with initial conditions within ΞO
will converge to the largest invariant set within ΞO ∩
{(η, ψ, ωG, xM , xc, xu, pc, b, χ) : V˙ = 0}. Within this in-
variant set, it holds that (ω, χ) = (ω∗, χ∗). Apply-
ing the same arguments as in the proof of Theorem
2 shows that (η, ψ, xM , xc, xu, pM , dc, du, pc) converges to
(η∗, ψ∗, xM,∗, xc,∗, xu,∗, pM,∗, dc,∗, du,∗, pc,∗) which implies
the convergence of b to b∗ from the dynamics in (16d). The
optimality result follows directly from the proof of Theorem
1 since none of its arguments are affected from the dynamics
in (16).
APPENDIX B
In this appendix we show that Assumption 5 is a necessary
and sufficient condition for the passivity of bus systems Bj ,
described in Section VI-A, when their dynamics are affine
nonlinear, i.e. are characterized by the following state space
representation:
x˙ = f(x) + g(x)u,
y = h(x). (34)
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For the proof, we shall make use of Lemma 3 below. Within
it, we shall consider the negative feedback interconnection of
Σ1 :
{
x˙1 = u1
y1 = h1(x1)
,Σ2 :
{
x˙2 = f2(x2) + g2(x2)u2
y2 = h2(x2) + k2(u2)
(35)
such that u2 = y1 and u1 = r− y2, where r(t) ∈ R
n is some
reference input applied to the closed-loop system, x1(t) ∈
R
n, x2(t) ∈ R
n2 and y1(t), y2(t) ∈ R
n are the states and
outputs of Σ1 and Σ2 respectively and h1, k2 : R
n → Rn, and
f2, g2, h2 : R
n2 → Rn are functions describing the dynamics
of Σ1 and Σ2. The closed-loop system, denoted by Σ, writes
as
Σ :


x˙1 = −h2(x2)− k2(h1(x1)) + r,
x˙2 = f2(x2) + g2(x2)h1(x1),
y1 = h1(x1).
(36)
Without loss of generality we also assume in the lemma below
that h1(0), k2(0), f2(0), h2(0) are equal to zero and the pas-
sivity properties stated are considered about this equilibrium
point.
Lemma 3: Consider the negative feedback interconnection
Σ described by (36) of two subsystems Σ1 and Σ2 described
by (35). Assume that Σ is passive from r to y1, and Σ1 is
passive from u1 to y1. Then, Σ2 is passive from u2 to y2.
Proof of Lemma 3: From the passivity of Σ and [29, Corollary
4.1.5] there exists a positive definite continuously differen-
tiable storage function V (x1, x2), defined with respect to an
equilibrium, such that
−
∂V
∂x1
(x1, x2)h2(x2)−
∂V
∂x1
(x1, x2)k2(h1(x1))
+
∂V
∂x2
(x1, x2)f2(x2) +
∂V
∂x2
(x1, x2)g2(x2)h1(x1) ≤ 0 (37)
and
∂V
∂x1
(x1, x2) = h
T
1 (x1).
Similarly, from the passivity of Σ1 and [29, Corollary 4.1.5]
there exists a positive definite continuously differentiable
storage function V1 such that
∂V1
∂x1
(x1) = h
T
1 (x1). (38)
Hence,
∂V
∂x1
(x1, x2) =
∂V1
∂x1
(x1). (39)
Substituting this back to (37) yields
∂V
∂x2
(x1, x2)f2(x2) +
∂V
∂x2
(x1, x2)g2(x2)h1(x1)
≤
∂V1
∂x1
(x1)(h2(x2) + k2(h1(x1))
= hT1 (x1)(h2(x2) + k2(h1(x1)), (40)
where the last inequality follows from (38). Now let V be
written as
V (x1, x2) = V1(x1) + V2(x2) (41)
for some continuously differentiable V2. The fact that V2 is
only a function of x2 descends from (39). Also note that
V2(x2) is positive definite. By substituting the above into (40),
we conclude that
∂V2
∂x2
(x2)f2(x2) +
∂V2
∂x2
(x2)g2(x2)u2 ≤ u
T
2 y2
which implies the passivity of Σ2.
The following lemma shows that Assumption 5 is a nec-
essary and sufficient condition for the passivity of generation
bus system Bj . Note that the extension to load buses is trivial
and thus omitted.
Lemma 4: Consider the system described by (3) - (6) and
its representation by systems I and B, defined in section VI-A
and let the dynamics for Bj be described by (36). Then, the
dissipativity condition in Assumption 5 with φ = 0 is neces-
sary and sufficient for the passivity of subsystems Bj , j ∈ G
about the equilibrium point considered in Assumption 5.
Proof of Lemma 4: The proof for the necessity of the condi-
tion follows from Lemma 3 when the following substitutions
are made
r =
[ ∑
k:j→k(pjk − p
∗
jk)−
∑
i:i→j(pij − p
∗
ij)∑
i:i→j(ψij − ψ
∗
ij)−
∑
k:j→k(ψjk − ψ
∗
jk)
]
,
y1 =
[
−(ωj − ω
∗
j )
pcj − p
c,∗
j
]
, y2 =
[
(sj − s
∗
j )− (d
u
j − d
u,∗
j )
(sj − s
∗
j )
]
.
The sufficiency proof follows directly from Theorem 3.
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