ABSTRACT In this study, an active probability backpropagation neural network model (PBNNM) was built by training a backpropagation neural network (BPNN) to predict the probability distribution of the probabilistic seismic hazard analysis (PSHA) monthly. The four-layered BPNN framework was determined using training data that were obtained from an earthquake catalogue for the time period of 1990-2015 (Taiwan Standard Time, TST). The studied region was divided into 500 small grids, each 0.2 • × 0.2 • in size, which is approximately 20 × 20 km 2 . Each grid was assigned a predicted earthquake occurrence probability for a month between 2015 and 2018 by the PBNNM. The PBNNM successfully predicted the Tainan earthquake (2 February 2016 TST) and Hualien earthquake (2 February 2018 TST) with probabilities of 94% and 95%, respectively. A quantitative analysis of the reliability of the PBNNM, the standard error of the mean (SEM), and the normalised mean square error (NMSE) were used as statistical approaches to evaluate predicted probability errors of the PBNNM. The SEM (1.79) and NMSE (1.45) of 2015 were the inside test and within the time period of the training data. The SEM (2.11) and NMSE (2.03) of 2016, the low SEM (2.17) of 2017, the NMSE (2.13) and SEM (2.17) of 2017, and the SEM (1.71) and NMSE (1.32) of 2018 were the outside tests and not within the time period of the training data. These low SEM and NMSE values confirmed the accuracy of the PBNNM. In addition, the PBNNM does not consider the prerequisite conditions of past studies (e.g., the return period and assumed probability density model). Therefore, the PBNNM can be commercialised with relatively low cost and minimal resources and equipment compared with the methods presented in previous studies; only earthquake catalogues would be necessary.
I. INTRODUCTION
Taiwan is located at the junction where the Eurasian Plate collides with the Philippine Sea plate. It has a structure typical of a continental margin island arising from a plate collision. Each year, many large and small earthquakes occur in Taiwan. The Philippine Sea plate moves from the southeast to the northwest relative to the Eurasian plate, at the rate of 7 cm y −1 -8 cm y −1 . The slip rate controls the seismic activity in Taiwan. The plate's lateral extrusion creates high stress in the geological structures of Taiwan. Particularly in FIGURE 1. This figure shows the framework of a four-layer BPNN with two hidden layers. J is the number of neurons in the first hidden layer (Hidden Layer 1). K is the number of neurons in the second hidden layer (Hidden Layer 2). The first layer is input layer. The second layer is first hidden layer. The third layer is second hidden layer. The fourth layer is output layer.
and plains, at the junction of the East Rift Valley and the eastern regions, which strikes in the north-south direction ( [69] , [6] , [38] , [41] , [23] ). Therefore, in the light of the previous description, it can be concluded that earthquake prediction in Taiwan is an important issue.
A method that can predict the probability of an earthquake occurrence in a major earthquake zone without prior knowledge of the geological conditions would be ideal. However, such prediction should be relevant to estimate the occurring time period. Probability method is a method to assess the probability of occurrence of an earthquake. Popular methods include the amplitude distribution method [52] , extreme value method [46] and the Cornell method [12] . Researchers usually use the Cornell Method which is a Probabilistic Seismic Hazard Analysis (PSHA) for seismic risk analysis [12] . It has been widely used since 50 years [64] , [43] . However, this method usually assumes that earthquake sequence corresponds to the Poisson process (Poisson model) [31] .
Reference [3] combined the fuzzy clustering analysis and Monte Carlo simulation to present an objective method for determination and probabilistic modeling of seismic sources for the uncertainty in PSHA due to determination of seismic sources. Spatial Probability Density Functions (PDFs) of earthquake locations based on the results of fuzzy clustering analysis were constructed. The spatial PDF of earthquakes was used for generating synthetic events in Monte Carlo simulation. The results indicated that an objective relationship existed between observed seismicity and seismotectonic evidences. Reference [5] proposed a Bayesian treatment of uncertainty in PSHA to the possibility of future earthquake occurrences. Reference [29] investigated the possibility of reducing the uncertainty of the ground motion predicted for Po Plain and northeastern Italy by calibrating a set of ad hoc Ground-Motion Prediction Equations (GMPEs). The GMPEs are a predictive model based on (1) an attenuation rate dependent on distance ranges and geological domains.
(2) enhancement of shortperiod spectral ordinates, due to the reflection of S waves at the Moho discontinuity. (3) Generation of surface waves inside an alluvial basin. The analyzed strongmotion data set was selecting events falling in the 4.0-6.4 magnitude range, records with distances shorter than 200 km, and focal depths shallower than 30 km. From the geometrical mean of horizontal components of peak ground acceleration, peak ground velocity, and 5 % damped spectral acceleration in the 0.04 s -4 s period range. Reference [40] provided the results of a physically based (PSHA) methodology, using strong broadband ground motion simulations in sites within the Marmara region, Turkey. The physical processes of an earthquake rupture and wave propagation were necessary to simulate earthquake ground motion time histories for this methodology. For generating the high-frequency (0.5 Hz-20 Hz) part of the broadband earthquake simulation, real small-magnitude earthquakes recorded by a local seismic array were used as empirical Green's functions. For the frequencies falling below 0.5 Hz, the simulations were obtained by using synthetic Green's functions, which are synthetic seismograms calculated by an explicit 2D/3D finite elastic difference wave propagation routine. By studying a range of rupture scenarios of all considerable magnitude earthquakes throughout the Prince Island Fault (PIF) segments, a hazard calculation for frequencies of 0.1-20 Hz was produced. The physically based PSHA utilized the full rupture of earthquakes along faults. The synthetic seismograms for all magnitudes of earthquakes were calculated to obtain ground motion parameters. These PSHA results were produced with 2 %, 10 %, and 50 % hazards for all sites studied in the Marmara region. Reference [64] established a Taiwan Earthquake Model (TEM) called TEM PSHA2015 to assess the seismic hazard and risk for Taiwan by considering the social and economic impacts of various components of geology, seismology, and engineering. It was the first version of TEM-PSHA for Taiwan. The model adopted the source parameters of 38 seismogenic structures identified by TEM VOLUME 7, 2019 geologists. Under Fault source-based categorization, seismic activities were categorized as shallow, subduction intraplate, and subduction interplate events to evaluate the potential ground-shaking resulting from each seismic source, the corresponding ground-motion prediction equations for crustal and subduction earthquakes. The highest hazard probability was evaluated for Southwestern Taiwan and the Longitudinal Valley of Eastern Taiwan, besides the special municipalities in the highly populated Western Taiwan region, Taichung, Tainan, and New Taipei City. In the terms of pseudo-spectral acceleration, Tainan has higher hazard over short spectral periods and Taichung has higher hazard over long spectral periods. Based on the fault parameters of the 38 seismogenic structures identified by the TEM, the rupture probability of each fault for the next 30, 50, and 100 years was evaluated. The seismogenic structures of ID 13, 15, 16, 17, 20, 22, 24, 32 , and 33 were estimated by using the Brownian Passage Time (BPT) model [39] , while the others were assessed with the Poisson model. However, the prediction of an earthquake that will occur 30, 50, and 100 years (long-term prediction) in the future would not benefit the population. Therefore, in the present study, a major earthquake occurrence prediction system is developed for southern Taiwan. Since it is a large region, that does not tell people about the occurrence time and orts because of long time period to remind the people to be alert at all time. Reference [18] provided the stateoftheart PSHA maps for the East Anatolian fault zone (EAFZ) designed on the planar seismicsource models and up-todate ground motion models. For each segment of the EAFZ, the definition of source geometry in terms of fault length, fault width, fault plane angles, and segmentation points were required for development of fault based seismicsource models. This complicated task was performed by studying the characteristics of the EAFZ, using available geological conditions and the earthquake catalogs of Turkey. The seismichazard maps had different spectral periods with 760 m/s and 1100 m/s. Reference [44] proposed a PSHA for the earthquake catalogue available for a distance up to 300 km around Jalandhar city by using the Gutenberg-Richter (G-R) relationship. The Ground Motion Prediction Equation (GMPE) for the Indo-Gangetic region, developed by the National Disaster Management Authority (NDMA) of India had been used. The form of peak ground acceleration (PGA) at bed rock level was investigated for the city and it was found to be 0.329 g. It was greater than the value. The hazard curves for mean annual rate of exceedance for peak ground acceleration had been generated. The probability of exceedance of the PGA value of 0.329 g had been estimated to be 0.0686 (6.86 %) in 50 years. The PGA values for 2 % and 10 % probability of exceedances in 50 years and 5 % damping was estimated to be 0.020 g and 0.0997 g, respectively. Reference [49] developed risk-informed Seismic Hazard Periodic Reevaluation Methodology (referred to as the SHPRM) to form a Senior Seismic Hazard Analysis Committee (SSHAC) Level 1 PSHA as an implementation new methodology, by which a key decision for nuclear facilities is evaluating. The SHPRM is a defensible and documented approach to update an existing PSHA. SHPRM has been performed at nuclear facilities that have target performance goals expressed as the mean annual frequency of unacceptable performance with values of 1 × 10 −4 , 4 × 10 −5 and 1 × 10 −5 . Reference [51] produced a oneyear 2017 seismichazard forecast for the central and eastern United States using information about the induced and natural earthquakes of 2016. The 2016 forecast indicated greater than 1 % probability of potentially damaging earthquakes in one year for five areas including OklahomaKansas, the Raton Basin, north Texas, north Arkansas, and the New Madrid Seismic Zone. The forecasted seismic rates for 2017 were lower due to lower rates of earthquakes in 2016. Reference [28] performed an alternative PSHA using a synthetic earthquake catalogue. It did not necessitate identification of seismic sources because PSHA generally required the identification of line sources (the type of active faults) and area sources where seismicity parameters must be determined. In addition, it is not easy to identify the type of seismic sources as well. A synthetic catalogue of the Korean Peninsula for 500,000 years was constructed. For simulating earthquakes, the Monte Carlo method was used. An earthquake was randomly selected from the studied earthquake catalogue with its epicenter being a normally distributed random number. A magnitude was assigned to the simulated event with a random value that was generated using the Gutenberg-Richter magnitude-frequency relation. It was calculated in a range with a minimum and maximum magnitude. Two sites were chosen for PSHA; the first was the Seoul City Hall site, a densely populated metropolitan site, and the other was the Gyeongju City Hall site close to the epicenter of the Richter magnitude (ML)=5.8 earthquake which occurred on 12 September 2016. The SMSIM computer program was used to simulate ground motions at the sites. A Seismic hazard curve called uniform hazard spectra (UHSs) and deaggregation of hazard for the two sites were calculated. The mean return periods for 0.1 g, 0.2 g, and 0.3 g at the Seoul site were 1640 years, 6170 years, and 17650 years, respectively; While those at the Gyeongju site were 327 years, 1197 years, and 3548 years, respectively. The mean return periods for the Seoul site were approximately five times longer than those for the Gyeongju site. The seismic hazard level of the Gyeongju site was higher than that of the Seoul site. Using the UHSs, 10 % and 2 % probabilities of exceedance for over 50 years were constructed for the two sites. The peak spectra were amplified around the 0.05 s period. Reference [2] used PSHA to examine Mount Rose and Carson Range faults in 2018 . The probabilities (%) predicted by the active PBNNM are listed in the sixth column for each earthquake that occurred in a grid of 500 small grids. It means that a predicted probability is assigned to a grid in which an earthquake occurred. For example, in the second row, an earthquake occurred on 5 January 2015 at 13:53:46 (TST). Its epicenter was located at 24.69 • N, 122.02 • E. Its depth was 73.83 km, and it had a Richter magnitude (ML) of 5.07. It occurred in a grid with a predicted probability of 31%.
FIGURE 5.
Predicted probabilities of the active PBNNM within 500 small grids during the time period of January to April 2015, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1 .
the larger cities of western Nevada. They found the sensitivity of the hazard posed by these faults on epistemic uncertainty of dip, slip rate, magnitude, and using a ground motion prediction equation (GMPE) for an earthquake that ruptures the length of each fault. They used the tools of probability theory to characterize the logic tree distribution [54] with a lognormal distribution function. An estimate of uncertainty in the mean hazard was suggested. The exceedance probability of 2 % in 50 years was determined for each branch of a logic tree for the given properties. Reference [13] used the art technologies and knowledge of the active fault, earthquake database, and ground motion prediction equations to develop a seismic source zonation model for PSHA. The model is called spatial smoothing seismic source model (FSBCK). Results obtained that the FSBCK were presented for 43, 72, 475 and 2475 years return periods corresponding to 69, 50, 10, and 2 % probability of exceedance in 50 years for PGA and 5 % damped spectral accelerations at 0.2 s and 1.0 s. Reference [30] conducted the U.S. Geological Survey (USGS) 2014 and designed the National Seismic Hazard Mapping Project (NSHMP) model using the Robust Simulation approach with a lognormal probability distribution. The USGS hazard model was to the logictree distribution (LTD) of peak ground acceleration (PGA) and spectral acceleration. The exceedance probabilities of 10 % and 2 % in 50 years were examined for five seismically active regions including, southern California, northern California, Pacific Northwest, the Wasatch Front fault zone, and the New Madrid seismic zone. Reference [58] described the PSHA study of an area source model. A set of recently developed ground motion prediction equations were used for both active shallow crustal and subduction regimes. Results showed that the ground motion distributions calculated for PGA and 5 % damped spectral accelerations at T = 0.2 s and 1.0 s, associated with return periods of 475 years and 2475 years.
A topic issue is the integration of site characteristics in PSHA using different probabilistic methods. Reference [4] compared the hazard curves obtained by two different fully probabilistic, site-specific seismic hazard methods. The former was the analytical approximation of the full convolution method (AM) and the latter was the full probabilistic Stochastic Method (SM). The site-specific hazard curve on soil by convolving for each oscillator frequency. The bedrock hazard curve was computed by the AM method with a simplified representation of the probability distribution of the amplification function at the considered site. The SM hazard curve was built from long, synthetic catalogues of seismic events. The considered site is located in the Euroseistest site near Thessaloniki (Greece). The AM method exhibited severe limitations in the case of strong non-linearity, thereby leading to ground motion ''saturation''. The SM method despised much higher computational price. Table 1 .
The site-specific hazard curves were used to simulate the ground-motions needed to integrate site effects into PSHA. From their site response analysis, The corresponding variability and uncertainty of the site responses as reflected in hazard estimates was largely different while using the AM and SM method.
They mostly focused on the concept of return period. It is a statistical measurement typically based on average recurrence interval over an extended period of time. However, recently some researchers have pointed out that return period was nonstationary and unsuitable to be used for risk analysis ( [10] , [61] , [57] , [19] ). Reference [10] mentioned that current infrastructure design based on precipitation IntensityDuration-Frequency (IDF) curves and assuming a stationary return period is unsuitable for extreme climatic events e.g. heavy rainfall. are growing more severe and frequent, and then it is calling into question to prepared or predict these changes. Climate change is expected to alter climatic extremes. A concept termed as nonstationarity of return period may not be suitable for infrastructure design in a changing climate. Reference [61] argued that for preventing loss of life and global collapse, a seismic-resistant design of structures with a large ductility capacity to withstand inelastic deformation during strong ground motion shaking and a small collapse probability is required. The design of stiffer and stronger, non-ductile structures must have a condition i.e. earthquake return period. It would not be valid during earthquakes with higher occurrence probabilities and nonstationarity (uncertainty) earthquake return period. Reference [57] highlighted that the concept of nonstationary and multivariate extensions of return period was affected by illposed procedures and misleading conclusions. The concept of probability of exceedance for risk assessment and communication were failed by a given design life period that provided more coherent, and well devised tools. Reference [19] estimated temperature extremes with uncertainties of return period under the nonstationary research question for several domains, including the nuclear safety field. The methods stipulated in researches for estimating and associated confidence intervals have often been used but in a stationary context, separately and without detailed comparison. The nonstationary to assess risks was in a context of climate change. Especially, in case of the issue with the Gutenberg-Richter method for seismic risk analysis, the observed number is given by the Gutenberg-Richter law which follows the normal or Gaussian distribution [14] . It is an empirical equation that does not have an ability of self-learning as BNPP. In addition, Gutenberg-Richter law needs to use an earthquake model that uses slip rate of faults to establish a relationship between number and Richter magnitudes of earthquakes that have occurred previously. It is known as the characteristic earthquake model [68] .
II. STUDY PAST RESEARCHES USING ARTICIFICAL INTELLIGE
In research on electronic materials, artificial neural networks (ANNs) have been used. Reference [35] modeled friction stir FIGURE 7. Predicted probabilities of the active PBNNM within 500 small grids during the time period of September to December 2015, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1. welding effects by applying an ANN. Reference [36] used an ANN model to predict the Pt dissolution rate of Pt/C at a cathode. Reference [24] investigated plastic behavior and determined collapse load factors using an ANN. Reference [37] developed an ANN model to predict fatigue behavior. Reference [17] used an ANN and particle swarm optimization (PSO) to predict the factor of safety (FOS) of seismic activity in homogeneous slopes. A Geostudio program based on the limit equilibrium method was developed. It used 699 FOS values by randomly classing to 5 different datasets. The FOS factors which were used as training data were slope height, gradient, cohesion, friction angle and peak ground acceleration. The root mean square error (R2) served as a simple ranking method to obtain best ANN and PSO-ANN models. The R2 values of testing were equal to 0.915 and 0.986. They were higher for ANN and PSO-ANN techniques; thereby showing that the best PSO-ANN technique was given. Reference [42] developed an automated strategy by using logistic regression and ANN models to differentiate deep induced microseismic events from shallow induced microseismic events based on the waveforms recorded by the surface receivers. The 440 microearthquakes measuring between −1.7 < Mw < 1.29 were tested in a collapsed underground cavern in the Napoleonville Salt Dome, Louisiana. The 40 seismograms were measured. The obtained results showed that events occurring at depths shallower than 250 m could be discriminated from the events occurring between 1000 m and 2000 m with 88 percent and 90.7 percent accuracy respectively, by using the logistic regression and artificial neural network models. Reference [11] performed seismotectonic surveys and used the artificial neural network technique to predict the timing and magnitude of earthquake. They used the derived data for calculating the risk of seismic activity. The timing of future earthquakes and the amount of energy was dissipated. Reference [65] used the fragility curves to estimate the probability of failure of a structure at given values of seismic intensity measures, e.g. the peak ground acceleration for seismic probabilistic risk assessment. However, a large number of time-consuming mechanical simulations with the finite element method (FEM) were required to perform the computation. To reduce the computational cost, a statistical model based on artificial neural networks (ANNs) was used instead of the FEM model. An adaptive ANNs learning strategy was developed to improve the fragility analysis. Reference [22] proposed a convolutional neural network (CNN) model for earthquake prediction in Taiwan. Primarily, historical seismic events occurring between January 1, 1970 and May 25, 2016 at Richter magnitude (ML) greater than 6 were projected onto a topographic map. Consequently, the images VOLUME 7, 2019 FIGURE 8. Predicted probabilities of the active PBNNM within 500 small grids during the time period of January to April 2016, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1 .
of the dataset were trained by CNN method to build a network prediction model. The results demonstrated that predicting earthquakes for the upcoming 30 days using data of the past 120 days with R score as the performance metrics. The best R score was 0.303. This method can be applied to predict earthquakes in other seismic zones as well. R score is calculated using the data of the past N days of seismic events. It is used to predict the highest earthquake magnitude possible in the next 30 days with Richter magnitude (ML) greater than 6. The R score of 0.303 has been shown as a relatively good result when the value of N is equal to 120, which is neither too small nor too large. The R score is a popular performance evaluation metric used in the earthquake prediction domain based on the confusion matrix [48] . Reference [50] used CNN model to design an algorithm for fast earthquake detection and location from a single, specific waveform. They also used it to build a probabilistic location map in order to improve PSHA. The volume of seismic data has increased exponentially in the central United States. Therefore, fast and efficient algorithms are necessary to detect and locate earthquakes reliably. Such an algorithm was used to study the induced seismicity in Oklahoma, USA to detect more than 17 times more earthquakes. This algorithm was faster than the established methods like, Fingerprint, Similarity and Thresholding (FAST) [67] . Summarizing the results of previous studies, common prerequisite conditions are as follows: (1) A return period is necessary to evaluate the recurrence probability, also called exceedance probability, of an historic earthquake for PSHA. A return period, also known as a recurrence interval is an estimate of the likelihood of occurrence of an earthquake. (2) The Ground Motion Prediction Equation (GMPE), the peak ground acceleration and many ground motion records are necessary. The common feature between mixed models was complicated data processing e.g. building the PSO-ANN models, and sometimes pre-data processing e.g. projecting onto a topographic map and denoising, which was necessary prior to building a PSHA. At times, a large project was performed e.g. Geological Survey (USGS) 2014 National Seismic Hazard Mapping Project. Thereby, increasing the cost. (10) Special waveforms of the events are necessary to identify such as P wave identification. Table 1 .
Therefore, the objective of the this study was to establish an active Probability Back Propagation Neural Network Model (PBNNM) to calculate the probability of an earthquake occurring in the study area for an assigned month without considering the previous ten conditions of past studies (e.g., the return period and assumed probability density model to reduce cost that can be commercialized with relatively low cost and minimal resources and equipment compared with the methods of previous studies; only earthquake catalogues would be necessary). The framework for an active PBNNM can be iteratively refined and an initial clumsy framework can lead to better frameworks (e.g., determining a suitable number of neurons in each hidden layer, using earthquake catalogues as training data to obtain better accuracy). The framework for an active PBNNM was constructed through an intelligent optimization training algorithm using an inversion method. In particular, the Taguchi Method is a decision-making neural network architecture with corresponding parameters [34] . However, the properties of this method are statistical; thus, it is not an intelligent optimization training algorithm. In past studies, the framework of an active PBNNM was determined by researchers but not through an intelligent optimization training algorithm. No similar studies have applied such a method to the topic of seismology as done in this study.
III. BACK PROPAGATION NEURAL NETWORK
The Back Propagation Neural Network (BPNN) with error back propagation (EBP) algorithm was used. The framework of a four-layered BPNN with two hidden layers is shown in Fig. 1 . For the engineering application, a framework of two hidden layers with a small number of neurons has typically been used in place of a network of a hidden layer with many neurons [45] . The Levenberg-Marquardt algorithm (LMA) was used as the EBP algorithm to estimate errors ( W , b), in terms of weights and biases between each hidden layer. It also helped to minimize the errors. The BPNN produced an input vector with 5 inputs and a final output for a previously occurred earthquake from an earthquake catalogue, which were the parameters of historic earthquakes including their occurring time, epicenter, Richer magnitude and focal depth in the certain time period that could form a matrix, as follows: where R I is an input vector as follows:
FIGURE 10. Predicted probabilities of the active PBNNM within 500 small grids during the time period of September to December 2016, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1 .
The parameters W , b and f denote the weight matrix, bias vector, and activation function, respectively. The layer number is appended as a superscript to these variables, and the subscript of these variables indicates the number of neurons.
The variable Y 3
Output is a percentage probability representing the final scalar output, which is defined target output [56] . For occurred earthquake, target output is defined as 100 percentage although predicted probability will not be 100 percentage. The slip rate of the Philippine Sea Plate in relation to the Eurasian plate ranges between 7 cm y-1 to 8 cm y-1. The sigmoid function, which served as an activation function, is shown as follows [27] ;
IV. STUDY REGION AND DATA DESCRIPTION
The study region is located at 21
The earthquake catalogue for the time period 1990-2015 (Taiwan Standard Time, TST)( Central Weather Bureau, CWB) was used as training data for BPNN. The earthquakes which had Richter magnitudes (ML) 5 and focal depths 300 km with occurring time and epicenter were selected [44] [33] . Information about the data source and studied region is conveniently denoted as the special conditions (SCS). Later on, in the present study, the abbreviation ''SCS'' indicates the visual presentation of the source data described in this section and shown in Fig. 2 . The format of SCS is the same as 
V. BUILING OF ACTIVE PROBABILITY BPNN MODEL
The study region was divided into 500 small grids, each of which was 0.2 • x 0.2 • in size, that is aproximately 20×20 km. The chosen area size was more appropriate for the abovementioned region [66] [7] . A probability was estimated and assigned for each grid by using a probability BPNN model called an active PBNNM for PSHA. In addition, the active PBNNM also belongs to a forecasting method, which is based on time series [59] . Therefore, an active PBNNM can be established to calculate the probability of earthquakes occurring in a small grid of the study area for an assigned month or FIGURE 11. Predicted probabilities of the active PBNNM within 500 small grids during the time period of January to April 2017, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1 .
for a monthly prediction; this is much like the daily rainfall probability report issued by the CWB in Taiwan. As stated previously, the PBNNM will not consider the prerequisite ten conditions of past studies. Therefore, the PBNNM can be commercialized with relatively low cost and minimal resources and equipment compared with the methods devised in previous studies; only earthquake catalogues would be necessary. However, the probability calculation in this study does not incorporate the concept of exceedance probability [39] , which considers the return period of large earthquake such as the Chi-Chi earthquake of Taiwan; these are usually very low. It means that an event occurs one time (e.g., each 100 years of the return period) and the exceedance probability of the time occurring in a given month is very low when applying the Brownian Passage Time (BPT) model as the probability density function (PDF) to estimate the exceedance probability [2] . The estimated probability is so-called exceedance probability. The estimation of exceedance probability is an argument because PDF is assumed. Looking for the suitable PDF for an event is not easy because the return period must be known. Using different PDFs results in exceedance probabilities, and when an incorrect return period is used, estimated exceedance probabilities are unreliable due to uncertainty and the nonstationary nature of the return period [2] , [19] . Therefore, two unreliable factors exist in the estimation of exceedance probability: unreliable PDF and unreliable return period. It is noted that an ''event'' means an earthquake in seismology. However, the probability under investigation in this study is general probability rather than exceedance probabilities. It does not concern itself with the fact that sometimes the probability will be high for some grids. Fig. 3 shows the definition of probabilities assigned to 500 small grids as target outputs of the training data for July (Fig. 3a) , September (Fig. 3b) , and October (Fig. 3c) , 1999 (TST). These are three examples of training data which represent SCS over 26 months. Therefore, it is necessary to determine the number of neurons for the framework of BPNN from SCS.
The best framework of BPNN is determined using a training procedure similar to that described of [33] . Therefore, the framework of PBNNM is an active model, as stated previously. First, the training error is defined as the absolute value derived from the difference between the target output (target probability; expected predicted possibility such as the vertical coordinate in Fig. 18 ) and the predicted output (predicted probability; occurrence possibility such as the horizontal coordinate in Fig. 18 ) of the active PBNNM with optimized weights and biases; these are probability errors, considering the results obtained from Fig. 3d . For evaluation of the training errors, in this figure, the blue and red curve indicates the Standard Error of the Mean (SEM) and Normalized Mean Square Error (NMSE) values, respectively. These two curves VOLUME 7, 2019 FIGURE 12. Predicted probabilities of the active PBNNM within 500 small grids during the time period of May to August 2017, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1. can be deemed as reliable curves. Therefore, ten neurons are used in each hidden layer (J = K = 10), as shown in Fig. 1 . The determined procedure of J = K = 10 will be subsequently explained when building Fig. 3d . This result may be attributed to the use of the same type of earthquake catalogue as, in which only earthquakes from 2015 satisfied SCS and were imported as training data. In addition, the number of earthquakes in 2015 was not large relative to the 30 earthquakes that do not affect the determination of the framework of the PBNNM. However, the SEM and NMSE values, which are the vertical coordinates in Fig. 3d , are estimated to determine the given number of neurons, instead of using this error value, which is the vertical coordinate of [33] (Fig.4) . From these previous explanations, one could reasonably expect the same PBNNM framework as the second IEMPBPNN of [33] . It is merely coincidental in this study. The situation may not cause the same framework in training the PBNNM and the second IEMPBPNN using other training data. However, the SEM and NMSE values are estimated to determine the given number of neurons by the present study that is different from those calculated by [33] .
The training procedure of the active PBNNM is as follows:
(1) In SCS, when more than one assigned earthquake occurred in a grid, the probability of the grid was logically set to100%; otherwise, the probability of the grid was logically set to 0%. Here, the three months of July, September, and October 1999 (TST) are presented in a graphic as three examples out of the 26 months chosen for the study. This is the initial step to build the active PBNNM, where 26 months of training data are used to train the BPNN. The 500 probabilities of the 500 grids used as target outputs for the training data of each month are shown in Fig. 3a -c using the three months as examples of the 26 months. This emphasizes that probability is not input.
Here, the three months of July in Fig.3(a) , September in Fig.3(b) , and October in Fig.3(c) , 1999 (TST) are presented in a graphic as three examples from the 26 months chosen for the study. This is the initial step to building the active PBNNM, where 26 months of training data are used to train the BPNN.
(2) As stated previously, the engineering applications have indicated that a network of two hidden layers with small numbers of neurons could be used in place of a network with a large number of neurons in a hidden layer. Therefore, the framework of the BPNN used is shown in Fig. 1 . (3) The five inputs of the training data, which are shown in the left side (input layer) of Fig. 1 , are the earthquake parameters obtained from the earthquake catalogue (i.e., occurrence time, epicenter, Richter magnitude, focal depth, and the slip rate of the Philippine Sea Plate in relation to the Eurasian Plate). As stated previously, the slip rate of the Philippine Sea Plate in relation to the Eurasian Plate is between 7 cm y −1 and 8 cm y −1 , which is randomly assigned a value in the J.-W. Lin, J.-S. Chiou: Active PBNNM for Monthly Prediction of PSHA in Taiwan FIGURE 13. Predicted probabilities of the active PBNNM within 500 small grids during the time period of September to December 2017, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1 .
range of 7-8. It is essential to consider the slip rate because it controls the seismic activity in Taiwan, as explained in Sect. 1. The concept of randomly assigning values in the range of 7 cm y −1 to 8 cm y −1 to the slip rate is consistent with the results of the study of [8] . Reference [8] selected pumping rates ranging between 0 cm to 0.5 cm as the random inputs for an area of 100 × 100 m 2 to conjunctively use the surface and subsurface water to build a 2-D groundwater ANN model.
(4) All inputs (i.e., training data and target outputs) are normalized to the range of 0-1 (because the range of the sigmoid function is 0-1) before training the BPNN model to use Eq. (1) and sigmoid function as an activation function in Eq. (2) [55] , [20] , [21] . The feature scaling was used to perform normalization [45] . The LMA served as an EBP algorithm to estimate the optimized weights (W ) and biases (b). The initial weights and biases were randomly selected from the range of 0-1. The training epoch was set to 1000, and the learning rate was set to the range of 0-1 with an increment of 0.01 [33] .
(5) The BPNN is training as the number of neurons in each hidden layer increases to obtain minimal training error, as shown in Fig. 3d . (6) To evaluate the training error, in Fig. 3d , the two curves of SEM and NMSE can be deemed as reliable curves. Therefore, a BNNM model was established with ten neurons in each hidden layer (setting J = K = 10 in Fig. 1 ), and this model is expected to have the best accuracy because of minimal training error. Using more neurons than ten to train the BPNN would not be effective at reducing the degree of error due to the issue of over-fitting [25] . (7) The framework of the BNNM is determined by training data, and thus the PBNNM is called an active PBNNM. (8) This active PBNNM will be used to predict the 500 occurring possibilities of earthquakes in the 500 grids in SCS for a future assigned month.
For convenience and visual aid, the training procedures of the active PBNNM are shown in Fig. 4 .
VI. RESULTS
Figs. 5 to 16 show the predicted probability of the active PBNNM within 500 small grids monthly during the time period mentioned in Table 1 . Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the earthquakes. The training data had the probability of 0. Therefore, it is reasonable to have a probability distribution of 0. Fig. 17 gives a visual representation of Table 1 . From the predicted results calculated using the active PBNNM given in Figs. 5 to 16, no earthquakes occurred during some months. These months are as follows: (a) June and July 2015 in Fig. 6 , (b) July and August 2016 in Fig. 6 , (c) January 2017, and (d) July and FIGURE 14. Predicted probabilities of the active PBNNM within 500 small grids during the time period of January to April 2018, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1 .
September 2018 in Figs. 15 and 16. Figs. 5 to 16 show that the probability will be high for some grids because the probability is general probability rather than exceedance probabilities; for example, the earthquake that occurred on 18 February 2016 at 09:09:39 (TST). Its epicenter was located at 23.02 • N, 120.87 • E. Its depth was 5.44 km, and it had Richter magnitude (ML) of 5.27. It occurred in a grid with a high probability of 94% predicted using the active PBNNM (Table 1 and Fig. 8 ). However, an earthquake occurred on April 11, 2016 at 13:45:09 (TST). Its epicenter was located at 24.55 • N, 122.12 • E. Its depth was 59.81 km, and it had Richter magnitude (ML) of 5.66. It occurred in a grid with a very low probability of 9% predicted using the active PBNNM (Table 1 and Fig. 8 ). An earthquake occurred on 6 October 2016 at 23:52:00 (TST). Its epicenter was located at 22.63 • N, 121.34 • E. Its depth was 23.70 km, and it had Richter magnitude (ML) of 6.15. It occurred in a grid with a very low probability of 8% predicted using the active PBNNM (Table 1 and Fig. 10 ). An earthquake occurred on 18 August 2018 at 08:15:17 (TST). Its epicenter was located at 24.02 • N, 121.00 • E. Its depth was 19.11 km, and it had Richter magnitude (ML) of 5.78. It occurred in a grid with a very low probability of 78% predicted using the active PBNNM (Table 1 and Fig. 15 ). The predicted probability of 100% within a grid is also important. The predicted probabilities have no association with Richter magnitude (ML).
Despite this, it is worth noting that no earthquakes occurred in the grids where the probability was zero.
VII. DISCUSSION
Upon comparing the predicted results of active PBNNM for the month of February with those given in Fig. 8 , the map of this month appears. The occurrence probability calculated by the active PBNNM for the month of March is lower when the mount of the grid with given the probability is also reduced. A possible reason for the same could be that seismic energy had been released due to the Tainan earthquake (Richter magnitude, ML=6.60) that occurred on February 6. The lower occurrence possibility of earthquakes in March, as shown in Fig. 8 did not lead to earthquakes. The preliminary conclusion was that its activities originated in the background of the Philippine Sea plate and the Eurasian plate extrusion with the release of energy due to underground crusher (CWB). The Tainan earthquake occurred on 6 February 2016, 03:57:26 (TST). Its epicenter was located at 22.92 • N 120.54 • E. Its depth was 14.64 km with Richter magnitude (ML) of 6.60. It occurred in a grid with the highest probability (94 %). The active PBNNM had successfully predicted the above mentioned earthquake, which was caused due to an unknown blind fault [9] .
Additionally, soil liquefaction was identified as the reason behind the 2016 Tainan earthquake. Soil liquefaction Table 1 .
is the main reason behind earthquake hazards [47] , [26] . In Tainan, the collapse of a building was a major disaster that occurred due the earthquake. Although the main cause of the incident was poor construction quality, the district had the notion that soil liquefaction of the area was not suitable for high-rise buildings. A similar situation was also witnessed during 0206 Hualien earthquake that occurred on 6 February 2018, 23:50:42 (TST) (Fig.14) . Its epicenter was located at 24.10 • N, 121.73 • E. Its depth was 6.31 km and it had Richter magnitude (ML) of 6.26. It was located in a grid with the highest occurrence probability (95 %), as shown in Fig. 14 for February 2018. In March 2018, the mount of the grid with the highest probability, as seen in Fig. 14 , was also reduced. Soil liquefaction was not the reason behind Hualien. However, the active PBNNM had successfully predicted Tainan and Hualien earthquakes with highest probabilities.
The results also showed that no earthquakes had occurred in the grids where the probabilities were zero. The PBNNM is independent of prerequisite conditions, e.g., the return period and assumed probability density model, as stated previously. It also does not require significant resources and equipment; only earthquake catalogues are necessary. These are the advantages of the active PBNNM. However, at times earthquakes occurred in the grid with low probabilities rather than high probabilities. For a highly considerable degree of reliability, the active PBNNM indeed has deficiencies.
An earthquake occurred on 5 January 2015, 13:53:46 (TST). Its epicenter was located at 24.69 • N, 122.02 • E. Its depth was 73.83 km and it had Richter magnitude (ML) of 5.07. It occurred in a grid with a lower probability (31 %), as shown in Fig. 5 for January 2015. It can be seen in Fig. 5 to 16 that no earthquakes had occurred. However, high probabilities calculated to be more than 50 % were assessed for some grids e.g. the probability distribution shown in Fig. 6 for June 2015. Low probabilities, which were calculated to be smaller than 50 %, were assessed for some grids e.g. the probability distribution shown in Fig. 10 for October 2016. The earthquakes occurred in the grids with low probabilities.
Additionally, the exact occurrence time of earthquakes could not be predicted using the active PBNNM for the grids which were assigned probabilities for a month. Moreover, these earthquakes might occur at any given time in a month, and their epicenter positions could not be predicted. This means that the epicenter positions might be located at any place on the grids that have probabilities greater than zero. These are the shortcomings of the PBNNM. However, as a monthly prediction tool, PBNNM would still benefit the population; it is always a good idea to remind people every month to stay alert. In addition, it is possible that the monthly prediction would become a daily prediction, thus reminding people to be alert on a daily basis. Therefore, a quantitative analysis of reliability is necessary to evaluate the errors in VOLUME 7, 2019 FIGURE 16. Predicted probabilities of the active PBNNM within 500 small grids during the time period of September to December 2018, monthly. Each grid is assigned to a predicted probability. The centers of the circles show the locations of the epicenters of the occurred earthquakes listed in Table 1. the probabilities predicted by the active PBNNM. The SEM and NMSE were used as statistical approaches to evaluate the errors in the probabilities predicted by the active PBNNM for the grids where earthquakes had occurred. As the SEM and NMSE became smaller, the accuracy of the predicted probability became larger [53] , [62] , [15] . When an earthquake occurred in a grid, the probability of the earthquake in the grid was logically defined as 100 % as compared to the probability predicted for the grid by the active PBNNM. It indicates that 100 % probability should be assigned for the grids where earthquakes have already occurred. That is to say, when a perfect active PBNNM makes a probability prediction for a grid, the occurrence probability would be predicted as 100 %. However, the active PBNNM is not perfect. Therefore, it predicted the probability for the grid with a certain amount of error. Future studies must improve the active PBNNM to enhance the accuracy of its prediction. The error in the predicted probability error was defined as 100 % minus the predicted probability of the grid. Low SEM (1.79) and NMSE (1.45) values confirmed the accuracy of the reliable analysis of the active PBNNM in 2015 t hat is the inside test. In the reliable curves, when the number of neurons was 10 in each hidden layer for the time period of SCS, the SEM and NMSE were 1.89 and 1.62, respectively (Fig. 3d) . Both of these values were used to compare the results of the inside and outside tests. They were represented with symbol. Both SEM (1.79) and NMSE (1.45) for 2015 were close to (Fig. 18) . SEM was found to be larger than NMSE in the present study. For other data, it may not be a similar situation. The time period between 2016 to 2018 (Table 1) was not within the time period of SCS. Therefore, reliable analysis of the active PBNNM for the given time period belongs to the outside tests. Low SEM (2.11) and NMSE (2.03) confirmed the accuracy of the reliable analysis of the active PBNNM for 2016 (Fig. 19) . Both low SEM and NMSE also confirmed the reasonable accuracy for the reliable analysis of the active PBNNM in 2016, which are close to . Low SEM (2.17) and NMSE (2.13) also confirmed the accuracy of the reliable analysis of the active PBNNM for 2017 (Fig. 20) . Both low SEM and NMSE also confirmed the reasonable accuracy of the analysis of the active PBNNM for 2018, which was close to . The low SEM (1.71) and NMSE (1.32) verified the accuracy of the reliable analysis of the PBNNM for 2018 (Fig.21) . Both low SEM and NMSE seem to confirm the accuracy of the reliable analysis of the PBNNM for 2018, which was close to . Such low SEM and NMSE would be expected due to the numerous aftershocks that ensued after the Hualien earthquake, which occurred on 6 February 2018 in the same grid that had the highest probabilities. Generally, the results of the inside test are better than those of the outside test. Therefore, the reliable analysis of the active PBNNM may be unsuitable under the condition where too many aftershocks have occurred in a grid with high probabilities, e.g., the conditions of 2018. To improve the prediction ability of active PBNNM for overcoming these shortcomings, future studies must focus on two situations: reliable analysis for the case of many aftershocks in a grid with high probabilities; and earthquake occurrence in the grids with low probabilities. 
VIII. FUTURE RESEARCH
As stated previously, using PBNNM, earthquakes occurred in the grids with low probabilities rather than high probabilities. Also, in the case of many aftershocks in a grid with high probabilities, using PBNNM has shortcomings. Future PBNNM can be developed to have the power to predict earthquakes occurring in the grids with high probabilities as well as many aftershocks in a grid with high probabilities. The reliable analysis may use statistical tools other than SEM and NMSE in the case of many aftershocks in a grid with high probabilities or earthquakes occurring in grids with low probabilities. It is noted the exact occurrence time and epicenter of earthquakes could not be predicted using the active PBNNM for the grids, which were assigned probabilities for a month. This is a limit that must be explored in the future to determine the exact occurrence time and epicenter. The monthly prediction can become a daily prediction, thus reminding people to be alert on a daily basis, similar to daily CWB weather report. For other research regions, if the format of earthquake catalogues belonging to the other research region could be reformed into the same format as that in this study, then the results should be similar as those of this study. The PBNMM was able to successfully predict the Tainan earthquake and Hualien earthquake with the high probabilities of 94% and 95%, respectively. Figs. 5 to 16 depict the satisfactory results for these two earthquakes obtained in this study. For earthquakes with the same Richter magnitude (ML) degree as both the Tainan and Hualien earthquakes, in the future, when such earthquakes would occur, the epicenters may be located in the grids with low probabilities, such as the earthquake that occurred on 6 October 2016 at 23:52:00 (TST). Its epicenter was located at 22.63 • N, 121.34 • E. Its depth was 23.70 km, and it had Richter magnitude (ML) of 6.15. It occurred in a grid with a very low probability of 8% predicted using the active PBNNM (Table 1 and Fig. 10 ). However, as stated previously, no earthquakes occurred in the grids with probabilities of zero. This information can be useful for people in grid zones with zero probabilities. They will not undergo earthquakes with Richter magnitudes (ML) ≥5 and focal depths ≤300 km in an assigned month. This model has shown this advantage. Therefore, this model is not easy to have good or ordinary predicted results to the present. Summarizing the previous statements, the active PBNNM can be treated as a developing model, which must be future developed. This model has been developed from 2014 to the present. In the future, it is expected that it can generate ordinary results with better accuracy, similar to a daily weather report.
IX. CONCLUSION
The PBNNM as a monthly prediction tool was able to successfully predict the Tainan earthquake (February 2016) and Hualien earthquake (February 2018) with the highest probabilities of 94% and 95%, respectively. For evaluating errors in the probability predicted by the PBNNM, the SEM (1.79) and NMSE (1.45) of 2015 was used as the inside test. The SEM (2.11) and NMSE (2.03) for 2016; SEM (2.17) and NMSE (2.13) for 2017; and SEM (1.71) and NMSE (1.32) for 2018 were used as the outside tests. Low SEM and NMSE confirmed the accuracy of PBNNM. It is noteworthy that the assessment of statistical tools (SEM and NMSE) was not suitable for the 2018 situation where too many aftershocks occurred in a grid with high probability. However, the PBNNM could be commercialized at lower cost without having to conduct complicated data processing as compared to previous studies with prerequisite conditions, such as the return period and assumed probability density model. In addition, significant resources and equipment would not be required; only earthquake catalogues would be necessary.
