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Abstract
A graph G is said to be d-distinguishable if there is a vertex coloring of G with a
set of d colors which breaks all of the automorphisms of G but the identity. We call
the minimum d for which a graph G is d-distinguishiable the distinguishing number of
G, denoted by D(G). When D(G) = 2, the minimum number of vertices in one of
the color classes is called the cost of distinguishing of G and is shown by ρ(G). In
this paper, we generalize this concept to edge-coloring by introducing the cost of edge-
distinguishing of a graph G, denoted by ρ′(G). Then, we consider ρ′(Kn) for n ≥ 6
by finding a procedure that gives the minimum number of edges of Kn that should be
colored differently to have a 2-distinguishing edge-coloring. Afterwards, we develop a
machinery to state a sufficient condition for a coloring of the Cartesian product to break
all non-trivial automorphisms. Using this sufficient condition, we determine when cost
of distinguishing and edge-distinguishing of the Cartesian power of a path equals to one.
We also show that this parameters are equal to one for any Cartesian product of finitely
many paths of different lengths. Moreover, we do a similar work for the Cartesian powers
of a cycle and also for the Cartesian products of finitely many cycles of different orders.
Upper bounds for the cost of edge-distinguishing of hypercubes and the Cartesian powers
of complete graphs are also presented.
∗The research was partially supported by OEAD grant no. PL 08/2017.
†Aleksandra Gorzkowska was partially supported by the Polish Ministry of Science and Higher Education.
1
1 Introduction
We follow standard graph theory notation. A (vertex, edge or total) coloring of a graph is called
distinguishing if no automorphism but the identity preserves it. The distinguishing number of
a graph G, denoted D(G), is the smallest number d such that there exists a distinguishing
vertex coloring of G with d colors. The graph G is called d-distinguishable if there exists a
distinguishing vertex coloring with d colors. Already defined by Babai in 1977 under the names
asymmetric coloring and asymmetric coloring number [2], these concepts were reintroduced
for vertex coloring by Albertson and Collins in 1996 [1]. Since then other variants have been
studied, in particular, for edge coloring by Kalinowski and Pil´sniak [12] and for total coloring
by Kalinowski, Pil´sniak and Woz´niak [13]. The distinguishing index of a graph G, denoted
D′(G), is the least number d such that there exists a distinguishing edge coloring of G with d
colors. The total distinguishing number of a graph G, denoted D′′(G), is the least number d
such that there exists a total distinguishing coloring of G with d colors.
Hitherto, it has been proved that many classes of graphs have the distinguishing number
equal to two. Among others, for paths and cycles of sufficiently large order, we have D(Pn) = 2
for n ≥ 3, and D(Cn) = 2 for n ≥ 6 [1]. Furthermore, Bogstad and Cowen in [3] showed that for
k ≥ 4, every hypercube Qk of dimension k, which is the Cartesian product of k copies of K2, is
2-distinguishable. It has also been shown by Imrich and Klavzˇar in [11] that the distinguishing
number of Cartesian powers of a connected graph G is equal to two except for K22 , K
2
3 , K
3
2 .
Moreover, it is proved by Estaji et al. in [8] that for every pair of connected graphs G and H
with |H| ≤ |G| < 2|H| − |H|, we have D(G✷H) ≤ 2.
For families of 2-distinguishable graphs we might attempt to minimize the number of vertices
in one of the two color classes; the minimum number of vertices in the smaller color class
of a distinguishing 2-coloring of a graph G is called the cost of distinguishing of G, and is
denoted by ρ(G). The idea was first proposed by Imrich, while hypercubes were the first
class of 2-distinguishable graphs whose cost of distinguishing was studied. Boutin proved that
⌈log2 n⌉ + 1 ≤ ρ(Qn) ≤ 2⌈log2 n⌉ − 1 for n ≥ 5 [5].
For edge colorings (as well as for total colorings), large classes of graphs have been found in
[7, 12, 14] for which the distinguishing indices are equal to two. Analogous to vertex colorings,
we define the cost of edge-distinguishing of a graph G, denoted ρ′(G), as the least number of
edges in the smaller of the two color classes in a distinguishing coloring.
After recalling some required preliminaries to the Cartesian product of graphs in the next
section, we start with some results on the cost of edge-distinguishing of complete graphs.
Then, we develop a machinery for a lemma which states a sufficient condition for a coloring of
a Cartesian product of connected graphs to be distinguishing. Using this lemma, we investigate
cost of distinguishing and of edge-distinguishing of the Cartesian products of paths and cycles
and in particular, we find some bounds for cost of edge-distinguishing of hypercubes and the
Cartesian powers of complete graphs.
2
2 Preliminaries
The Cartesian product of graphs G and H is a graph, denoted by G✷H , whose vertex set is
V (G)× V (H), and two vertices (g, h), (g′, h′) are adjacent if either g = g′ and hh′ ∈ E(H), or
gg′ ∈ E(G) and h = h′. We denote G✷G by G2, and we recursively define the kth Cartesian
power of G as Gk = G✷Gk−1. Graph G is prime with respect to the Cartesian product if it
cannot be represented as the Cartesian product of two graphs non-ismorphic with G. We say
that graphs G and H are relatively prime if they do not have any non-trivial common factor
[10].
Sabidussi and Vizing proved that every connected graph has a unique prime factorization
with respect to the Cartesian product (cf. [10]). The following well-known characterization of
the automorphism group of product graphs, due to Imrich (and independently to Miller), is the
core of our investigations in this paper.
Theorem 2.1. [10] Suppose ψ is an automorphism of a connected graph G with prime factor
decomposition G = G1✷G2✷ . . .✷Gk. Then there is a permutation pi of the set {1, 2, . . . , k}
and there are isomorphisms ψi : Gπ(i) 7→ Gi, i = 1, . . . , k, such that
ψ(x1, x2, . . . , xk) = (ψ1(xπ(1)), ψ2(xπ(2)), . . . , ψr(xπ(k))).
Let G = G1✷G2✷ . . .✷Gk be a prime factor decomposition of a connected graph G. Then,
for each factor Gi let the vertex set be V (Gi) = {xi1, xi2, . . . , xini}, where ni is the order of the
graph Gi. Then every vertex of the Cartesian product is of the form (x1j1 , x2j2 , . . . , xkjk), where
xiji ∈ V (Gi). Two vertices of the Cartesian product form an edge
(x1j1 , x2j2 , . . . , xkjk)(x1l1 , x2l2 , . . . , xklk)
if there exists exactly one index i = 1, . . . , k such that xijixili is an edge of the factor Gi and
xtjt = xtlt for all indices t other than i. Given a vertex v = (v1, v2, . . . , vk) of the product
G = G1G2 . . .Gk, the Gi-layer through v is the induced subgraph
Gvi = G [{x ∈ V (G) | pj(x) = vj for j 6= i}] ,
where pj is the projection mapping to the j
th-factor of G [10]. It is clear that Gvi ≃ Gi.
By ith-quotient subgraph of G we mean the graph
Qi = GupslopeGi ≃ G1 . . .Gi−1Gi+1 . . .Gk.
It is also evident that G ≃ GiQi [10].
In Section 5 we make use of a tool developed by Boutin [4, 6] called the determining set of
a graph. A subset S of the vertices of a graph G is called a determining set if whenever g and
h are automorphisms of G with the property that g(s) = h(s) for all s ∈ S, then g = h. In
particular, the following proposition gives a usefull characterization of a determining set.
Proposition 2.2. [4] Let S be a subset of the vertices of the graph G. Then S is a determining
set for G if and only if Stab(S) = {id}.
3
3 The cost of edge-distinguishing of complete graphs
We recall that D′(Kn) = 2 for n ≥ 6. One way to prove this is to find an asymmetric spanning
subgraph in Kn, see [12] and [1]. Forgetting about the trivial case K1, the smallest asymmetric
graph has six vertices while the smallest asymmetric tree has seven vertices, see Figures 1 and
2 [15].
• • •
•
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⑧
⑧
⑧
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Figure 1: The only asymmetric uni-cyclic graph on six vertices.
• • •
•
• • •
Figure 2: The only asymmetric tree on seven vertices.
If the red edges in a 2-coloring of a complete graph on six or seven vertices induce these
structures, then the coloring breaks all the automorphisms of K6 and K7. When n ≥ 8, we can
always have a vertex which is incident with only blue edges. Hence, we get ρ′(K6) = ρ
′(K7) =
ρ′(K8) = 6. In general, the we obtain the following bounds on the cost of edge-distinguishing
of complete graphs.
Theorem 3.1. Let Kn be a complete graph on n ≥ 6 vertices. Then ρ
′(Kn) is the minimum
number of edges in an asymmetric graph on n vertices. We have n−2−⌊n−1
7
⌋ ≤ ρ′(Kn) ≤ n−2
for n ≥ 8. Moreover, ρ′(Kn) ∼ n.
Proof. For n ≥ 9, consider a coloring such that red edges form an asymmetric tree on n −
1 vertices, while the remaining edges are colored blue. Such coloring breaks all non-trivial
automorphisms of a complete graph. The upper bound on the cost of edge-distinguishing of a
complete graph follows directly from this coloring. Obviously, ρ′(Kn) is the number of edges
in an asymmetric graph on n vertices with minimum number of edges. And the lower bound
comes from the fact that the smallest asymmetric tree has 7 vertices and the fact that if an
asymmetric spanning subgraph on n − 1 vertices has less than n − 2 − ⌊n−1
7
⌋ edges, then at
least one of its connected components has less than 6 edges, which is impossible.
Let us now assume that for infinitely many n the inequality ρ
′(Kn)
n
≤ p
q
holds for some integers
p and q such that p < q. Furthermore, consider a distinguishing coloring of Kn with ρ
′(Kn)
red edges while the remaining edges are blue. Let H be the graph induced by red edges on the
vertices on Kn. Graph H is almost spanning Kn and is asymmetric. But we can assume that
H is spanning to make the calculations easier. Therefore, its components are also asymmetric
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and mutually non-isomorphic connected graphs. There are at least n− p
q
n = n(1− p
q
) connected
components in H . For if H is a forest, then it has n− ρ′(Kn) ≥ n−
p
q
n components, and if H
contains a cycle, then it has more components than a forest with the same number of vertices
and edges. Let x be the average number of vertices in a connected component of H . Therefore,
x ≤
n
n(1− p
q
)
=
q
q − p
.
The number of asymmetric connected graphs with order bounded by a given constant is finite.
However, the number of components of H tends to infinity as n grows to infinity. Therefore,
for sufficiently large n, graph H will have components of order large enough that the average
number of vertices in a component of H will exceed q
q−p
. We arrive at a contradiction which
concludes the proof.
From Theorem 3.1, it can be deduced that for 8 ≤ n ≤ 15 we have ρ′(Kn) = n − 2.
However, we know that ρ′(K16) = 13, as the following argument suggests. Cover vertices of
K16 by asymmetric trees of orders 1, 7 and 8, as Figure 3 suggests. Then these partition make
a spanning asymmetric forest for K16. This forest has 13 edges and so ρ
′(K16) ≤ 13. Since 12
edges in K16 must have at lest 2 isomorphic components or a symmetric one, then it can be
deduce that ρ′(K16) > 12.
•
• • •
•
• • •
• • •
•
• • • •
Figure 3: An asymmetric forest on 16 vertices.
We can think of a list of asymmetric trees, namely Ω = {T1, T2, . . .}, that for each i = 1, 2, . . .
gives an asymmetric tree so that for each j > i we have |Tj| ≥ |Ti|. The following procedure
gives an asymmetric spanning forest in a complete graph.
Procedure 3.1. For n ≥ 8, to find an asymmetric red-edge-forest in the complete graph Kn,
take the following steps.
Step 1. Choose a vertex of Kn and remove it from the set of avaiable vertices.
Step 2. Take the first asymmetric tree from Ω which is not already used, namely Ti. Choose |Ti|
vertices from available vertices of Kn and color the edges of the subgraph induced by them
red so that the subgraph induced by the red edges is isomorphic to Ti. Remove chosen
vertices for the set of available vertices.
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Step 3. Check if the number of available vertices of Kn is greater than the number of vertices of
the first asymmetric tree from Ω which is not already used. If so, go to Step 2. Else, if
the number of unchosen vertices of Kn is zero proceed to Step 4, and if it is not zero,
delete the last chosen red-edge asymmetric tree, put its vertices back to set of available
vertices and choose a tree from Ω, namely T ∗, that has the same number of vertices that
are available. Color some edges of the induced subgraph of the remaining set red so that
the subgraph induced by these red edges is isomorphic to T ∗ and proceed to Step 4.
Step 4. Color all the remaining edges blue.
Like Quintas [15], by an we mean the number of asymmetric trees having n vertices, and
for each integer n ≥ 8 let N and w be defined by
N∑
i=1
ian ≤ n <
N+1∑
i=1
ian,
and
n =
N∑
i=1
ian + w(N + 1) + r
where 0 ≤ w < aN+1 and 0 ≤ r < N + 1. Using these symbols, we can explicitly count the
number of red-edges after the termination of Procedure 3.1.
Theorem 3.2. For any natural number n ≥ 8, edge-cost of the complete graph Kn is the
number of red edges of an almost spanning asymmetric forest produced by Procedure 3.1. In
particular, for n ≥ 8 we have
ρ′(Kn) = n−
N∑
i=1
an − w.
Proof. Suppose that we acquire a coloring of edges of Kn with red and blue so that number of
red edges is less than the number of blue edges. If there are two or more vertices which are not
incident to red edges, then their transposition is a color-preserving non-trivial automorphism.
Observe that red edges induce some connected components in Kn. If two of these connected
components are isomorphic, then the automorphism mapping one to another preserves the
edge-coloring.
Finally, every connected component induced by red edges has to be asymmetric because
otherwise a non-trivial automorphism of a component can be easily extended to an automor-
phism of Kn. Since a tree has the least number of edges among any connected graphs with
the same number of vertices, every connected component induced by red edges has to be an
asymmetric tree.
The “in particular” part is evident from Theorem 1 of [15].
In the Appendix, we have calculated the cost of edge-coloring for Kn when 6 ≤ n ≤
630. From this table we can see that sometimes ρ′(Kn) = ρ
′(Kn+1), for example when n =
6, 7, 15, 24, 33 or so on.
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4 Reduced-factor Coloring of the Cartesian Product
Let G be a connected graph which has a prime factor decomposition G = G1G2 . . .Gk for
some k ≥ 2, and let f be a total coloring for G. Since a vertex or edge coloring can be easily
transformed to a total coloring, everything here works well if f is a vertex or edge coloring
instead of a total coloring. This can be done by coloring all edges or all vertices of the graph
G with a fixed color.
For i = 1, . . . , k, we describe some total colorings for Gi, which we need in Lemma 4.1 to
find out whether f is a distinguishing coloring. Let V (Gi) = {1i, . . . , mi}. For each j = 1, ..., m,
consider the layer graph isomorphic to Gi consisting of vertices
uj = (11, 12, . . . , 1i−1, ji, 1i+1, . . . , 1k),
where 1r is the first vertex of Gr in our fixed ordering.
We define the total coloring of Q
uj
i (induced by f), denoted by Qˇ
uj
i = (Q
uj
i , f), to be the
graph Q
uj
i together with the total coloring induced by f . We say that the color Qˇ
uj
i is equivalent
to Qˇuti if there is a (total) color-preserving isomorphism ϕ : Q
uj
i −→ Q
ut
i .
Let e = uivi be an edge of Gi, the i
th factor of G. By Qei we mean a vertex-colored graph
isomorphic to Qi whose vertex set consists of edges of G of the form
(ui, x)(vi, x) = (x1j1 , . . . , ui, . . . , xkjk)(x1j1 , . . . , vi, . . . , xkjk)
for some x ∈ V (Qi). Two vertices (ui, x)(vi, x) and (ui, y)(vi, y) are adjacent in Q
e
i if x is
adjacent to y in Qi. When each vertex (ui, x)(vi, x) of Qei is colored by f((ui, x)(vi, x)), the
resulting vertex-coloring is called the vertex-coloring of Qei (induced by f), and is denoted by
Qˆei = (Q
e
i , f). The color Qˆ
e
i is equivalent to
ˆ
Qe
′
i if there is a vertex-color-preserving isomorphism
ϑ : Qei −→ Q
e′
i .
Now, we can describe the colorings we need for lemma 4.1. For a (total) coloring f of G, we
describe a total coloring of Gi by edge and/or vertex-colored Qis; color each vertex uj by Qˇ
uj
i
and color each edge e = ujuℓ by Qˆei . This total coloring of Gi is called reduced factor coloring
of Gi induced by f and is denoted G
f
i . We say G
f
i is equivalent to G
f
j and write G
f
i ≃ G
f
j if
there is a total-color-preserving isomorphism from one to another.
Lemma 4.1. Let G = G1G2 . . .Gk with k ≥ 2 be a connected graph decomposed into
Cartesian prime factors and f be a (total) coloring of G. If for each i = 1, . . . , k, the reduced-
factor coloring Gfi is a distinguishing coloring and we have G
f
i 6≃ G
f
j for all j 6= i, then f is
distinguishing coloring of G.
Proof. Suppose that the condition holds. consequently, if ϕ : G −→ G is a color-preserving
automorphism, then, by Theorem 2.1, there is a permutation pi of the set {1, 2, . . . , k} and
there are isomorphisms ψi : Gπ(i) 7→ Gi, such that
ϕ(x1, x2, . . . , xk) = (ϕ1(xπ(1)), ϕ2(xπ(2)), . . . , ϕk(xπ(k)))
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where i = 1, . . . , k. Since we have Gfi 6≃ G
f
j for all j 6= i, it can be deduced that pi is the
identity permutation. Thus, ϕ = (ϕ1, . . . , ϕk) ∈ ⊕
k
i=1Aut(Gi). Now, for each i = 1, . . . , k, the
automorphism ϕi has to be idGi because G
f
i is a total distinguishing coloring. As a result,
ϕ = idG.
Remark 4.2. As noted at the beginning of this section, Lemma 4.1 must also be considered
true whenever f is a vertex or edge coloring. However, when f is a vertex coloring of G, it
is redundant to color each edge e of Gi with Qˆ
e
i , because all edges of Gi will receive the same
color.
5 Some results
In all of the following cases, we consider an edge or vertex coloring of a given Cartesian product
with two colors, say red and blue. Assume that the number of blue elements in any considered
coloring is greater than the number of red ones. Therefore, to prove any results for the cost or
edge-cost, it suffices to minimize the number of red elements in the coloring and show that all
nontrivial automorphisms are broken.
Theorem 5.1. Let Pn be a path on n vertices, where n ≥ 3. If k ≤ 1 + ⌊
n
2
⌋, then ρ′(P kn ) = 1.
Moreover, if t ≤ ⌊n
2
⌋, then ρ(P tn) = 1.
Proof. Since the graph P kn is 2-edge-distinguishable, its edge-cost must be greater or equal to
1. Let us denote its consecutive factors by P
(1)
n , P
(2)
n , . . . , P
(k)
n . Color the vertex
(x11x21x32 . . . xkk−1)
red while the other ones are blue.
All the reduced-factor colorings of P
(i)
n has only one vertex which is colored differently from
other vertices. For P
(i)
n -layer the color of vertex xi(i−1) is different from the other ones. Hence,
for each i = 1, . . . , k, the reduced-factor coloring of P
(i)
n are distinguishing. Meanwhile, for each
pair of reduced-factor colored P
(i)
n and P
(j)
n , they are not equivalent, therefore, there does not
exist a permutation of the factors which would preserve the coloring of the Cartesian product.
Then by Lemma 4.1 all automorphisms of the Cartesian product are broken.
Now, to prove the implication for the edge-cost, color the edge
(x11x21x32 . . . xkk−1)(x12x21x32 . . . xkk−1)
by red and let the remaining ones be blue. In the reduced-factor coloring of P
(1)
n the edge x11x12is
colored differently than the remaining ones. Therefore, this coloring is distinguishing. Together
with a similar argument as above, we see that all the automorphisms of G are broken.
The case that all factors of the Cartesian product of paths are pairwise prime to each other
is actually simpler.
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Theorem 5.2. Let G = ✷ki=1Pni be a Cartesian product of k paths, where ni 6= nj for i 6= j
and ni ≥ 3 for all i ∈ {1, . . . , k}. Then ρ
′(G) = ρ(G) = 1.
Proof. We define an edge coloring such that only the edge (x11x21 . . . xk1)(x12x21 . . . xk1) is red,
while the remaining edges of the Cartesian product are blue. We also define a vertex coloring
such that (x11x21 . . . xk1) is the only red vertex while other vertices are all blue. These colorings
are distinguishing because for every i = 1, . . . , k, the reduced-factor coloring of Pni has only
one vertex, namely xi1, with different color from the other vertices. This guarantees that the
reduced-factor colorings of Pni are distinguishing. Since all paths are pairwise non-isomorphic,
then there does not exist an automorphism that exchanges the factors. Therefore, the defined
colorings are distinguishing by Lemma 4.1.
The cost of edge-distinguishing for Cartesian powers of cycles can be treated in a similar
way, as the following two theorems show.
Theorem 5.3. Let Cn be a cycle on n vertices, where n ≥ 5. If 2 ≤ k ≤ 1 + ⌊
n
2
⌋, then
ρ′(Ckn) = 2. Moreover, when t ≤ ⌊
n
2
⌋ we have ρ(Ctn) = 3.
Proof. Let us denote the consecutive factors C
(1)
n , C
(2)
n , . . . , C
(k)
n . We color edges
(x11x21x31 . . . xk1)(x12x21x31 . . . xk1), (x11x22x33 . . . xkk)(x11x23x33 . . . xkk) ∈ E(G)
by red, while the other edges are colored blue.
The reduced-factor coloring of C
(1)
n has one edge x11x12 and one vertex x11 in different color
from the other ones. The reduced-factor coloring of C
(2)
n has one edge x22x23 and one vertex
x21 in different color from the other ones. This two colorings are distinguishing for Cn and they
cannot be mapped onto each other. Furthermore, for the remaining reduced-factor colorings
of C
(i)
n , the two vertices xi1 and xii receive different colors the other ones. The colorings Qˇi
xi1
and Qˇi
xii
are equivalent. However, the isomorphism between them that preserves the colors
permutes the first and the second layer. Since, this two layers are already distinguished from
each other, such an isomorphism does not preserve the coloring of the Cartesian product.
Therefore, we can assume that vertices xi1 and xii receive different colors. Since k ≤ 1 + ⌊
n
2
⌋,
then the reduced-factor colorings C
(i)
n are also distinguishing. The distance between the two
vertices in different color from others is different for all i ∈ {3, 4, . . . , k}. Therefore, this
colorings are pairwise non-isomorphic. It follows from the Lemma 4.1 that all automorphisms
of the graph Ckn are broken. Moreover, it can be easily checked that for any coloring such that
only one edge is red there exists an automorphism that is not broken.
The implication about the cost for t = 1 is clear while for t ≥ 2 it follows from coloring
vertices
(x11x21x31 . . . xk1), (x12x21x31 . . . xk1), (x11x22x33 . . . xkk) ∈ V (G)
red while other vertices are blue. With a similar argument as above, we can easily see that when
the number of factors do not exceed ⌊n
2
⌋ then it is a distinguishing coloring of the Cartesian
product. Since Ctn is vertex-transitive, any coloring of C
t
n with only two vertices colored red is
not distinguishing. Hence, we are done with the proof.
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Theorem 5.4. Let G = ✷ki=1Cni be the Cartesian product of k cycles, where k ≥ 2 and ni 6= nj
for i 6= j and ni ≥ 5 for all i ∈ {1, . . . , k}. Then ρ
′(G) = 2 and ρ(G) = 3.
Proof. We define an edge-coloring that colors the edges
(x11x21x31 . . . xk1)(x12x21x31 . . . xk1), (x11x22x33 . . . xkk)(x11x23x33 . . . xkk) ∈ E(G)
red while the other ones are blue. Then the reduced-factor coloring of Cn1 has only one edge
x11x12 and only one vertex x11 in different color to the other ones. The reduced-factor coloring
of Cn2 has also only one edge x22x23 and one vertex x21 in different color to others. Therefore,
in both cases the automorphisms of the cycle are broken. Moreover, all remaining reduced-
factor colorings of Cni have only two vertices xi1 and xii whose colors are different to all other
vertices. This colors can be assumed to be different to each other because of the same reasoning
as presented in the proof of Theorem 5.3. This brings us to a conclusion that all of the possible
automorphisms of the Cartesian product are broken. It is easy to see that a single red edge is
not enough to break all of the automorphisms of the Cartesian product.
Moreover, we define a vertex coloring that makes
(x11x21x31 . . . xk1), (x12x21x31 . . . xk1), (x11x22x33 . . . xkk) ∈ V (G)
red and leaves the others blue. With the same argument as above, this is a distinguishing
coloring for G. Since G is vertex-transitive, any 2-coloring with only two red vertices cannot
be a distinguishing one.
One might ask what is the asymptotic behavior of the edge-cost of the Cartesian power
when the number of factors tends to infinity? Can we find a graph G such that lim sup ρ′(Gn)
is bounded from above when n tends to infinity? Using the following theorem we answer these
questions.
Theorem 5.5. Let Qk be the k-dimensional hypercube with k ≥ 3. Then supk ρ
′(Qk) =∞.
Proof. We denote the set of the vertices of the hypercube by the sequences of length k with
terms from the set {0, 1}.
V (Qk) = {(a1a2 . . . ak) : ai ∈ {0, 1}, i ∈ {1, . . . , k}}
The edges are between two vertices differing in exactly one coordinate of the sequences.
Suppose that the cost of edge-coloring of the k-dimensional hypercube for all k is bounded
from above, i.e., supk ρ
′(Qk) = n for some integer n. Then there exists an edge-coloring of Qk
with exactly n edges red (remaining edges are blue). Assume first that all of the red edges
are in different K2-layers. Let k = n + 2
n + 1. Consider all of the vertices of the Qk that are
incident to red edges. At least two of their coordinates corresponding to the last 2n + 1 layers
are exactly the same. Assume that they correspond to the Ki2-layer and K
j
2-layer. Then an
automorphism generated by a permutation pi = (ij) ∈ Sk preserves this coloring. Which is a
contradiction.
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We may apply the same arguments to the Cartesian powers of any graph G. If supk ρ
′(Gk) <
∞, then for sufficiently large k we find that two (or more) of the coordinates of all the vertices
adjacent to red edges are exactly the same. This allows us to permute layers in which those
vertices have the same coordinate.
Corollary 5.6. For any connected finite graph G the edge-cost of the n-th Cartesian power of
G grows with the number of factors and tends to infinity, i. e.,
sup
k
ρ′(Gk) =∞.
Cartesian powers of K2 need special attention. One reason is that we cannot break auto-
morphisms of K2 by edge coloring.
Lemma 5.7. ρ′(Q3) = ρ
′(Q4) = 3.
Proof. In both cases we define a 2-coloring with 3 red edges that is distinguishing. In the case
of Q3 the red edges are (0, 0, 0)(1, 0, 0), (1, 0, 0)(1, 1, 0) and (0, 1, 1)(1, 1, 1), as shown in Figure
5. It is easy to see that the reduced-factor colorings of all three factors are distinguishing
and they are pairwise non-equivalent. Therefore, by Lemma 4.1, presented coloring of Q3 is
distinguishing. Moreover, since Q3 is edge-transitive, for any coloring with two red edges there
exists a non-trivial automorphism of Q3 that maps one to another.
• •
• •
• •
• •
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧ ⑧
⑧
⑧
⑧
⑧
⑧
⑧
Figure 4: A distinguishing coloring of Q3
In case of Q4 we color edges (0, 0, 0, 1)(1, 0, 0, 0), (0, 0, 0, 0)(0, 1, 0, 0) and (0, 0, 0, 1)(0, 1, 0, 1)
red. With a similar argument as previously it can be shown that this coloring is distinguishing
and any coloring with only two red edges is not.
To proove a general upper bound on the cost of edge-distinguishing of hypercubes, we use
the following theorem by Boutin [6].
Theorem 5.8. [6] Det(Qn) = ⌈log2 n⌉ + 1.
In the proof of the above theorem, in the case n = 2r, Boutin explicitly defined a determining
set of size r + 1. It is easy to calculate that the distances between any two vertices of that
set are equal to 2r−1. In the case of an arbitrary n ≥ 3, the distances are not smaller than
2⌈log2 n⌉−2.
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⑧
Figure 5: A distinguishing coloring of Q4
Theorem 5.9. Let n ≥ 5, then ρ′(Qn) ≤
⌈log
2
n⌉+4
2
(⌈log2 n⌉ + 1).
Proof. We consider the determining set S = {v1, v2, . . . , vr}, where r = ⌈log2 n⌉+ 1, like in the
proof of the theorem by Boutin. For each i ∈ {1, 2, . . . , r} we color i + 1 edges incident with
the vertex vi red . The remaining edges of the hypercube we color blue. We know that the
vertices of the set S are at distance greater than two from each other. Therefore, the red edges
are adjecent only in vertices from the set S and every vertex from the set V (Qn) \S is incident
with at most one red edge.
Let us consider an automorphism ϕ ∈ Aut(Qn) that preserves this coloring. Every vertex
of the set S has to be fixed by such an automorphism. Therefore, ϕ ∈ Stab(S). Since S is a
detrmining set of the hypercube, Stab(S) = {id} and ϕ = id. The number of edges colored red
is equal to precisely ⌈log2 n⌉+4
2
(⌈log2 n⌉ + 1).
We improve this bound further using the following result of Boutin [5].
Theorem 5.10. [5] If n ≥ 5, then Qn has a distinguishing class of size 2⌈log2 n⌉ − 1.
Again, Boutin [5] presents a subset of the vertices of the hypercube that form this distin-
guishing class, together with the distances between them. We will make use of this particular
set of vertices in the proof of the following theorem.lem
Theorem 5.11. If n ≥ 5, then ρ′(Qn) ≤ 4⌈log2 n⌉ − 2.
Proof. Let S be the set of vertices that is the distinguishing class of size 2⌈log2 n⌉−1. For ever
vertex in the set S color two incident to it edges red. The remaining edges of the graph color
blue. The distances of the vertices in the set S are greater than two. Therefore, the red edges
are adjacent only to the vertices of the set S. Consider ϕ to be an automorfism preserving this
coloring. Clearly, it can only permute the vertices in S. Since S is a disntinguishing class in a
vertex coloring, ϕ = id.
Proposition 5.12. There exist Cartesian products of graphs for which
ρ′(G✷H) < max{ρ′(G), ρ′(H)}.
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The example below justifies this fact.
Example 5.13. Consider the Cartesian product of two non-isomorphic cycles on at least six
vertices. Then ρ′(Cm✷Cn) = 2. However, ρ
′(Cm) = ρ
′(Cn) = 3.
Theorem 5.14. Let Kkn be a Cartesian power of a complete graph. If k ≤ n+1, then ρ
′(Kkn) ≤
kρ′(Kn).
Proof. We define a distinguishing coloring of the graph Kkn with exactly kρ
′(Kn) red edges.
Let us fix an ordering of the vertices of Kn. In each factor we break all of its automorphisms
by coloring ρ′(Kn) edges red. For each i = 1, . . . , k we choose the i
th vertex of the ith factor
i = 1, . . . , n and color ρ′(Kn) edges of the layer through (x1ix21x31 . . . xk1) red. By Lemma
4.1, we get a distinguishing coloring because all reduced-factor colorings are distinguishing and
they are pairwise non-equivalent since colored edges are coming from different layers of the first
factor.
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6 Appendix
Table of ρ′(Kn)
n ρ′(Kn) n ρ
′(Kn)
6 ≤ n ≤ 7 6 292 ≤ n ≤ 303 n− 29
8 ≤ n ≤ 15 n− 2 304 ≤ n ≤ 315 n− 30
16 ≤ n ≤ 24 n− 3 316 ≤ n ≤ 327 n− 31
25 ≤ n ≤ 33 n− 4 328 ≤ n ≤ 339 n− 32
34 ≤ n ≤ 42 n− 5 340 ≤ n ≤ 351 n− 33
43 ≤ n ≤ 52 n− 6 352 ≤ n ≤ 363 n− 34
53 ≤ n ≤ 62 n− 7 364 ≤ n ≤ 377 n− 35
63 ≤ n ≤ 72 n− 8 378 ≤ n ≤ 389 n− 36
73 ≤ n ≤ 82 n− 9 390 ≤ n ≤ 401 n− 37
83 ≤ n ≤ 92 n− 10 402 ≤ n ≤ 413 n− 38
93 ≤ n ≤ 102 n− 11 414 ≤ n ≤ 425 n− 39
103 ≤ n ≤ 113 n− 12 426 ≤ n ≤ 437 n− 40
114 ≤ n ≤ 124 n− 13 438 ≤ n ≤ 449 n− 41
125 ≤ n ≤ 135 n− 14 450 ≤ n ≤ 461 n− 42
136 ≤ n ≤ 146 n− 15 462 ≤ n ≤ 473 n− 43
147 ≤ n ≤ 157 n− 16 474 ≤ n ≤ 485 n− 44
158 ≤ n ≤ 168 n− 17 486 ≤ n ≤ 497 n− 45
169 ≤ n ≤ 179 n− 18 498 ≤ n ≤ 509 n− 46
180 ≤ n ≤ 190 n− 19 510 ≤ n ≤ 521 n− 47
191 ≤ n ≤ 201 n− 20 522 ≤ n ≤ 533 n− 48
202 ≤ n ≤ 212 n− 21 534 ≤ n ≤ 545 n− 49
213 ≤ n ≤ 223 n− 22 546 ≤ n ≤ 557 n− 50
224 ≤ n ≤ 234 n− 23 558 ≤ n ≤ 569 n− 51
235 ≤ n ≤ 245 n− 24 570 ≤ n ≤ 581 n− 52
246 ≤ n ≤ 256 n− 25 582 ≤ n ≤ 593 n− 53
257 ≤ n ≤ 267 n− 26 594 ≤ n ≤ 605 n− 54
268 ≤ n ≤ 279 n− 27 606 ≤ n ≤ 617 n− 55
280 ≤ n ≤ 291 n− 28 618 ≤ n ≤ 630 n− 56
Table 1: Some different values of ρ′(Kn), calculated using Procedure 3.1 and a list of asymmetric
trees on at most 12 vertices (e.g., see [9]).
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