INTRODUCTION
The problem of estimating parameters in a single equation of a system of simultaneous structural equations has traditionally been reduced to choosing between two asymptotically efficient methods of estimationlimited information maximum likelihood (LIML) and two-stage least squares (TSLS). Recently, however, efforts have been made to distinguish between the two procedures by considering higher order approximations of the distributions of these estimators. Specifically, Takeuchi and Morimune [12] have demonstrated that modifications of the LIML procedure provide estimators that are third order efficient and that fixed k-class estimators are third order inefficient. This large sample dominance of the modified LIML procedures has led several authors (e.g., see Anderson, Kunitomo, and Morimune [4] pp. [12] [13] [14] [15] [16] [17] [18] [19] [20] to recommend the use of modified estimators of the type suggested by Takeuchi and Morimune [ 121 and Fuller [S] rather than fixed k-class estimators such as TSLS. Evidence of the popularity of these modified estimators is found in the fact that they are now part of the commercial software packages such as SAS.
In this paper we use small (T expansions to study the properties of modified LIML estimators. In this regard, we note that the modified estimators suggested by Takeuchi and Morimune and Fuller are equivalent to 0(03). (See Appendix for details.) Therefore, to the level of approximation used in this paper, any statement made concerning the properties of either of these estimators holds for both. Accordingly, we concentrate on the Fuller modification. The paper is organized as follows:
1. In Section one we present the formal model and a brief summary of the relevant results.
2. In Section two a generalization of the class of Fuller modified limited information maximum iikelihood estimators is considered. This generalized class of estimators is a subclass of the k-class estimators developed by Theil. We give conditions under which these estimators have finite moments, and present small-o approximations for the bias vector and mean-squared error. We then discuss conditions for unbiasedness to order a2 and suggest estimators which have lower mean-squared errors than comparable estimators recommended by Fuller. 3. In Section three we report the results of a simulation study based upon a model considered by Anderson et al. These simulations clearly point out the gains attained by using the estimators suggested in Section two in lieu of using conventional methods. be one of G simultaneous equations, where y is a T x 1 vector of observations on an endogenous variable, Y, is a TX G, matrix of observations on Gi additional endogenous variables, and X, is a TX K, matrix of observations on K, exogenous variables. y and /I are, respectively, K, x 1 and G, x 1 vectors of parameters to be estimated. Finally, u1 is a T x 1 vector of independently and identically normally distributed errors with mean 0 and variance equal to a*. It is assumed that Eq. ( 1.1) is part of a system of G B G, + 1 equations which are characterized by, in addition to the variables appearing in (l.l), a T x (G 1 G, -1) matrix of observations on G, = (G -G, -1) endogenous variables and a TX (K-K,) matrix of observations on K, = K-K, exogenous variables. Let the T x K matrix of observations on the exogenous variables be denoted by X, and let the T x K2 matrix of observations on the exogenous variables excluded from (1.1) be denoted by X2, so that X, = [Xi I X2]. Correspondingly, let Y= [ y ) Y,].
The reduced form of the endogenous variables equals Y= X,(n, (n,) + (vi ) V,), where rc; = (rc',i ) 7~;~) and Z7; = (n;, In;,) are, respectively, 1 x (K, + K,) and G, x (K, + K2) matrices of reduced form coefficients. The rows of (vi 1 V,) are independently normally distributed errors, with each row having mean 0 and nonsingular covariance matrix We make the usual assumptions concerning the identifiability and estimability of (1.1). In particular, we assume that X, has full rank, K, and that K, > G,. Then the k-class estimator, b(k), of (/I' ) y')' is given by
where z= CYlI~Il and M=Z-X*(X*X*)-'X;.
Many of the single equation estimators used in practice fall within the set of k-class estimators. For example, the two stage least squares estimator (TSLSE) has k = 1, the ordinary least squares estimator (OLSE) has k = 0, and the limited information maximum likelihood estimator (LIMLE) suggested by Anderson and Rubin [3] has k = A,, where It is well known that the k-class estimators are consistent if plim k = 1. Therefore the OLSE is inconsistent while the TSLSE and LIMLE are consistent. Moreover, it is known that the LIMLE does not possess moments and that if k is nonstochastic, the integral moments of b(k) exist up to order M*, where
for O<k<l L for k=l and L = K2 -G,, the number of overidentilication restrictions. (See Kinal [7] for details.)
Fuller [S] introduced modifications to the LIML and fixed k-class estimators which ensure that the new estimators possess finite moments. Specifically, Fuller modified the LIMLE by defining k = &, -a/( T - K) and showed that as long as c( > 0, this modification will yield an estimator which possesses finite moments in small samples. He also showed that when CI = 1 the resulting k-class estimator is unbiased to O(T-') and demonstrated that setting tl= 4 yields an estimator whose mean-squared error to O(Tp2) is uniformly smaller than that associated with any smaller c(. Rothenberg [11] shows that the results proved by Fuller under the assumption of normality hold for any symmetric error distribution possessing higher order moments.
In a comprehensive paper on single equation estimators, Anderson, Kunitomo, and Morimune [4] use small (T expansions of the distributions of the Fuller estimators to show that the Fuller modification improves the LIML estimator in terms of asymptotic mean-squared error and asymptotic probability of concentration. They also show that when Fuller's modification is extended to the double k-class estimator proposed by Nagar [9] , the resulting estimator dominates the fixed double k-class estimator for large T.
The Fuller estimator modifies the LIML estimator by subtracting from the LIML root, A,, a number which is asymptotically negligible as T -+ co. In the following section of the paper instead of reducing the LIML root by subtraction, we shrink & by multiplying it by a factor which is less than one. The difference of this factor from one is asymptotically negligible; and therefore, the proposed estimator, like Fuller's, is third order efficient. Using small 0 expansions we show that reducing the root by multiplication yields estimator of smaller mean-squared error than comparable Fuller estimators. Since the LIML and fixed k-class estimators with k > 1 are included in this family of estimators, it is clear that the moments of the GKE need not exist. However, a modification of the argument given by Fuller [S, p. 9443 establishes that the first two moments of the k-class estimator will exist if k has the form k = A0 -E, where E > 0. Therefore, we have the following theorem: 
where E= x1 x2 >o
Fuller derived large sample approximations of bias and mean squared error for the case when k= I, + x2/(T-K) and on the basis of these approximations suggested optimal values for x2. In what follows we present small-a approximations for the bias and mean-squared error of the GKE and use these approximations to provide alternatives to the estimators suggested by Fuller.
Letting ek =b(k)-(P'lr')' and Ax =x, -x2, the results in Kadane [6] and Anderson, Kunitomo, and Morimune [4] can be used to establish the following two lemmas:' 
where q, Q, Cl, and C2 are as defined in Kadane [6] . That is, Q= [ n;x;x*n, n;x;x, -' x; x, 17, x; x, 3
IO') Cl = 44' ' Refer to Appendix A.2 (p. 24) in Anderson, Kunitomo, and Morimune 141. They consider a k-class estimator similar in form to the one studied in this paper. In their notation where k=U,+X &=1,+1.
Letting 6=1--xi/(L+T-K) and x=l-xl/(~++-K)+~,/(T-K) and following the basic arguments outlined in [4] leads to the results stated in Lemmas 2.1 and 2.2. Detailed proofs of these lemmas are available from the authors upon request.
Finally, although the discussion in this paper focuses on estimators satisfying the conditions stated in Theorem 2.1, we have noted that not all k-class estimators have finite moments. For those members of the k-class estimators not possessing linite moments, the results of Lemma 2.1 and 2.2 should be interpreted as referring to the moments of the approximating distribution of ek. The LIML estimator and the estimators suggested by Takeuchi and Morimune [ 121 require this interpretation. Allowing T -+ cc in Eq. (2.3) gives the mean squared error of the GKE to 0( Tp2). Note that with x1 = 0 this compares to the expression given by Fuller [S, see p. 9501). Therefore, the large sample results on the Fuller estimators can be extended to the GKE. Specifically, setting Ax = 4 yields an estimator whose mean-squared error to 0(Tp2) is uniformly smaller than that associated with any other GKE with Ax < 4.
It is interesting to note that when L > 4, the TSLS estimator is a GKE with Ax ~4. For this reason we would expect a modified LIMLE with Ax = 4 to dominate TSLS in MSE for large samples when L < 4.
From Eq. (2.2) we see that the GKE is unbiased to order C? whenever Ax = 1. Therefore, the set of unbiased GK estimators includes (among others):
(1) The asymptotically unbiased estimator suggested by Fuller (FUNB) which is obtained by setting k = 1, -l/( T -K).
(2) A "scaled down" LIML type estimator obtained by setting k = (1 -i/(L + T -K)) &. Note that this estimator satisfies the conditions of Theorem 2.1, so it has finite moments. For convenience we refer to this estimator as (SDUNB).
It can be seen from Eq. (2.3) that the mean-squared errors of these two estimators differ by only two terms:
and It is easy to verify that each of these terms is smaller for the SDUNB estimator than for the FUNB estimator. The above result can be extended to "scaled down" LIML and Fuller modified LIML estimators of comparable bias. That is, if Ax = h, where h c 2(L + T-K), then the scaled down LIML estimator obtained by setting x1 = h and x2 = 0 has smaller MSE to 0(a4) than the comparable Fuller estimator (x, = 0 and x2 = -h). Therefore, the Fuller estimator is inadmissible to the level of approximation considered in Lemma 2.2.
Moreover, upon inspection of Eqs. (2.4) and (2.5), it is seen that the difference in MSE between the scaled down and Fuller estimators is directly related to L, the number of overidentification restrictions. This suggests that any improvement in MSE derived from using the scaled down LIML estimators should be more pronounced for equations with a large number of overidentitication restrictions. If it is desired to minimize the mean-squared error of b(k), then x1 and x2 can be chosen to minimize the determinantal value of the moment matrix, l,!?(ekeh)l. Following a procedure similar to that in Nagar [S] , it can be shown that the GKE which minimizes the generalized mean- The values of ii and f2 are parameter dependent. Therefore, the optimal GKE, b(k,), cannot be directly implemented. It is possible, however, to identify a subclass of the GKE which contains b(k,). In this regard, note that Tr(QC,)/TR(QC,) 2 0 implies that A > (L + T-K+ 2)/(L f T-K) and it follows that ii 3 4 -8/(L + T -K + 2) and i2 3 0. Therefore, if the objective is to minimize the MSE of the GKE, then k in Eq. (2.1) should be restricted so that f, > 4 -8/(L + T-K+ 2) and i2 2 0. Any other k-class estimator is dominated by a member of this family (note that the TSLS, LIML, and Fuller estimators are not within this family of estimators).
Fuller [S] obtained a similar result under the restriction that x1 = 0, and he recommended that if one wishes to minimize the mean-squared error of the estimator setting x2 = -4 is appropriate. Small o expansions of the distributions of 6(k,) provide little information on the sampling properties of 6(k,). We investigate the properties of b(k,) and the estimators suggested in Section 2 using Monte Carlo simulation. The results of the simulation are discussed in the next section.
A MONTE CARLO COMPARISON OF DIFFERENT ESTIMATORS
In order to investigate the properties of the modified LIML estimators in small samples and to obtain information about the sampling properties we are concerned with the small sample properties of the GKE, we set Tables I-III we provide a concise report of the simulations by averaging the results for all values of p considered (i.e., p = 0.1, 0.25, 0.50, 0.75, and 0.90).
Looking at the results for small KZ (K, = 3) we see that the modified LIML estimators dominate TSLS. Specifically both FMSE and SDMSE are consistently superior to TSLS in both MSE and absolute deviation and both FUNB and SDUNB have smaller bias than TSLS. Thus the large sample result that the modified LIML estimators are lower in MSE than TSLS for L < 4 appears to hold in finite samples.
Looking at the results for larger values of K, we see, as might be expected from the findings of previous studies on the properties of the TSLS and LIML estimators, that the TSLS estimator is severely biased when compared to the modified LIML estimators, and that the relative bias of TSLS increases with K,. Both FUNB and SDUNB provide relatively unbiased estimators of /I.
In terms of MSE, however, no one estimator is dominant. In particular, the modified LIML estimators have smaller MSE for values of p > 0.50 while the TSLS estimator has smaller MSE for values of p < 0.5. See columns 3 and 4 of Tables IX and XII. Referring to column 5 of this table we note that the "optimal" k-class estimator serves as a compromise between TSLS and the modified LIML estimators. That is, for smaller values of p, the increase in MSE that results from using OKCL instead of TSLS is moderate (e.g., when K, = 10 maximum increase in loss is 6 %) and yet sizeable gains in efficiency relative to TSLS are possible from using OKCL when p >0.5 (as much as 32% for K2 = 10). Therefore b(c,) provides a viable alternative to TSLS and the modified LIML estimators when MSE or average absolute deviation of error is a criterion of estimation.
Finally, we note that, upon comparing FUNB and FMSE with SDUNB and SDMSE, respectively, we found, in all 40 cases considered, that the MSE and average absolute deviation of error were lower for the "scaled down" estimators. Also, although the differences in bias tended to be small, the SDUNB estimator was generally less biased than the FUNB estimator. The numerical differences in MSE were largest for the lower values of 6' and tended to disappear as 6* increased in value. For example, referring to Table II for 6* = 30, K, = 10 there was roughly an 8 % reduction in MSE if SDMSE (SDUNB) was used in lieu of FMSE (FUNB). This difference reduces to about 3 % when 6* = 100. This suggests that the scaled down estimators perform better in small samples.
Additionally, as suggested by the small G results of the previous section of the paper, the difference between the MSE of the scaled down and Fuller estimators tend to be more pronounced as the number of over-identification restrictions increases. For example, comparing the results in Tables II and III we see that the improvement in MSE derived from using SDMSE (SDUNB) in place of FMSE (FUNB) is of the order of 6% when K2 = 10, while for K, = 20, the improvement is of the order of 12 %. We recommend using what we have referred to as a scaled down LIML estimator obtained by setting x2 = 0 and x1 > 0. We have demonstrated that estimators in this class have finite moments, that they dominate the modified estimators of Fuller [S] and Takeuchi and Morimune [ 121 in small CJ MSE, and that this dominance becomes more pronounced as the number of overidentification restrictions increases. A simulation study suggests that these results on the relative efficiency of the scaled down LIML estimators also holds in small samples, and that an operationalized version of the optimal GKE provides a viable alternative to TSLS.
At least two practical suggestions follow. First, if an almost unbiased estimator is required, the the scaled down LIML estimator with x, = 1 should be employed in lieu of other modified LIML estimators. And second, if minimizing mean-squared error is the criterion of estimation, then the scaled LIML estimator with xi = 4 or b(R,) should be considered.
APPENDIX
We note that the estimator recommended by Takeuchi and Morimune [12] can be written as Therefore, eT and ek are equal to O(a4) when aT= CI~, and the Takeuchi-Morimune and Fuller estimators are equivalent to the order of approximation used in both Anderson, Kunitomo, and Morimune [4] and this paper.
