Abstract. Random permutation matrices (U) arise naturally in the stochastic representation of vectors of order statistics, induced order statistics and associated ranks. When the probability law of U is uniform, the covariance structure among the entries of U is derived explicitely, and a constructive derivation for the covariance in the general case (U k ) is described and related to the cyclic structure of the symmetric group. It is shown that the covariance structure of vectors resulting from the multiplicative action UX of U on a given vector X requires averaging the symmetric conjugates UXX U of XX' over the group of permutation matrices. The mean conjugate is a projection operator which leads to a trace decomposition with the usual ANOVA interpretation. Numerical examples of these decompositions are discussed in the context of the analysis of circularly symmetric data.
Introduction
Permutation matrices are square matrices characterized by having all entries either 0 or 1 and exactly one 1 in each row and column. The collection (G) of all permutation matrices (g) of order n is in one-to-one correspondence (ρ) with the collection (S n ) of all permutations (π) on a set (L) of n objects, like {1, 2, . . . , n}. In fact, the permutation matrix associated with a permutation π is the matrix representing the linear transformation that maps the canonical basis {e 1 , . . . , e n } of R n into the basis {e π(1) , . . . e π(n) }. The collection S n together with the operation of function composition defines the symmetric group on n objects. The correspondence ρ is defined in S n with values in the space (GL n ) of invertible square matrices of order n over the field of complex numbers, with the homomorphic property ρ(π 1 π 2 ) = ρ(π 1 )ρ(π 2 ) for all π 1 , π 2 in S n . This characterizes ρ as a n-dimensional linear representation of S n (the permutation representation). If a permutation π is selected according to a probability law in S n , then ρ(π) is a random permutation matrix (U) in G. In the present paper we concentrate on random permutation matrices in G, with the perspective that those are simply one of the many (random) linear representations for random events defined in the symmetric group S n . Unless for clarification, we will write G to indicate either S n or M n .
Random permutation matrices arise naturally, for example, in the linear representation of order statistics. This is illustrated in the introductory examples below, where the determination of the uniform mean E(U ) and the uniform mean conjugate E(UHU ) of a given matrix H are required. The uniform mean is simply the average of all elements in G, whereas the mean conjugate of H is defined as the average of the matrix conjugates gHg of H over G. More generally, as the examples will show, we need to describe the corresponding uniform higher-order means E(U k ) and mean conjugates E(U k HU k ). This is equivalent to deriving the covariance structure among the entries of U k . The covariance structure of U, a uniform random permutation matrix, is studied in detail in Section 2. Proposition 2.2 in Section 2 states that the uniform mean conjugate of H decomposes as v 0 ee /n + v 1 (I − ee /n), where v 0 = e He/n and v 0 + (n − 1)v 1 = tr H. This result, when applied to the linear representation of order statistics, for example, leads to the covariance structure of ranks of permutation symmetric observations, or to the mean and variance of the usual Wilcoxson rank-sum statistics. Proposition 2.2 is a direct consequence of the (n-1)-dimensional irreducible linear representation of G, which leads to a decomposition of tr E(UHU ) into the weighted average of corresponding orthogonal projections with weights proportional to the dimensions of the irreducible subspaces, and is carried out by the intertwining action of E(UHU ). The ANOVA interpretation of such decomposition is discussed in Section 3, where an application to circularly symmetric data is outlined. Finally, in Section 4 we derive the covariance structure of moments of random permutations. The main result (Theorem 4.1) shows that, when the law of U is uniform in G, the trace of U k is in average equal to the number of positive integer divisors of k not greater than n.
Example 1.1. Representation of order statistics. Let X i indicate the rank of the i-th component Y i of a random vector Y , defined on a linear subspace V of R n , when these components are ordered from the smallest to the largest value, and assume for the moment that either the components of Y are distinct or that there is a fixed rule that assigns distinct ranks to tied observations. Let π ∈ G indicate the permutation taking X i to i, that is, X π(i) = i, i = 1, . . . , n. Given the standard basis {e 1 , . . . , e n } of V, define the n × n matrix ρ(π) by e π(j) = i ρ(π) ij e i , j = 1, . . . , n. Equivalently, ρ(π) ij = 1 if and only if π takes j into i, that is π(j) = i. The homomorphic map π → ρ(π) is the permutation representation introduced above. By virtue of the randomness in the ranks of Y , the matrix U = ρ(π) is a random permutation matrix, and the multiplicative action U Y of U on Y linearly represents the ordered version of Y . For example, if the vector of ranks of an observed vector y is x = (3, 4, 2, 1), then π is the permutation taking x into r = (1, 2, 3, 4). The cycle notation for π is (1423), so that π : 1 → 4, 4 → 2, 2 → 3 and 3 → 1. The corresponding linear representation is
If we indicate by Y the ordered version of Y, then the random permutation matrix U (= ρ(π)) representing the permutation π : X → r is such that X = Ur and Y = U Y . If (Y,Z) are concomitant random vectors of corresponding dimensions, then the action U'Z of U' on Z generates the vector of concomitants of order (or induced order) statistics. If the distribution of Y is permutation symmetric (that is Y and gY are equally distributed for all g ∈ G), then the probability law of U is uniform in G. The covariance structure of ranks, order statistics and concomitants may then be expressed as multiplicative actions of uniformly distributed random permutations. In particular, to obtain the covariance structure of ranks X = Ur, we need to evaluate the uniform expected value g gr/n! of U r, indicated by E(Ur), and the uniform expected value g grr g /n! of U rr U , denoted by E(Urr U ). The characterization and interpretation of uniform averages over G, such as those in E(U ) and E(Urr U ) will be obtained in Section 2.
Other formulations leading to random linear representations can be obtained in terms of random walks or random graphs, or more generally as iterated random functions (e.g., [DF99] ).
Means and mean conjugates
Let U indicate a random permutation matrix distributed according to w ≡ {w(g); g ∈ G}. We refer to
as the mean conjugate of H when U is distributed according to w on G. The mean conjugate is a particular invariant mean g c(g)/|G| on G, where c is a function defined in G. [e.g., [Nai82, p.60] ]. When U is uniformly distributed in G we write E(UHU ) and refer to the uniform mean conjugate of H. When an operator M commutes with every element of G we say that M has the symmetry of G.
Proposition 2.1. E w (UHU ) has the symmetry of G if and only E w (UHU ) is the uniform mean conjugate of H.
Proof. If E w (UHU ) is the uniform mean conjugate of H, the transitivity of G shows that tE(UHU )t = E(UHU ) for all t ∈ G. Conversely, if U is assigned the value g with probability w(g), and E w (UHU ) commutes with every element t of G, we have E w (UHU ) = t g w(g)gHg t = g w(g)tgH(tg) = v w(t v)vHv , where the last equality uses the transitivity of G. The same fact shows that t w(t v) = 1, for all t, so that
The following result gives the explicit evaluation of E(UHU ) (see also [Dan62] for an heuristic proof).
Proposition 2.2. (a) The uniform mean E(U) of U in G is ee /n and (b) the uniform mean conjugate E(UHU ) of H on G decomposes as v 0 ee n + v 1 (I − ee n ), where v 0 = e He/n and v 0 + (n − 1)v 1 = tr H.
Proof. Let V be the one-dimensional subspace of R n spanned by e = (1, ..., 1), (1) K ⊂ W . First note that e M = e ( 1 n! g − ee n ) = 0, so that for v ∈ K we have (M − λI)v = 0 = e M − λe v = λe v, and because λ = 0 we obtain e v = 0, or v ∈ W . (2) M has the symmetry of G. In fact, from the transitivity of G, tM t =
This completes the proof of part (a). 
This completes the proof of part (b).
Equivalently, the decomposition of E(UHU ) may be expressed as a 0 ee + a 1 I, for some scalars a 0 and a 1 determined by n(a 0 + a 1 ) = tr H and n(n − 1)a 0 = e He − tr H.
Example 2.1. Let U indicate the order statistics representation introduced in Section 1 associated with a random vector Y, and let r = (1, 2, . . . , n). The vector U r indicates the vector of ranks associated with Y, when the components of Y are all distinct. Average ranks with tied observations are discussed in Example 2.3. If the distribution of Y is permutation symmetric then U acts uniformly on r and U ∼ U in distribution. The vector of means, E(Ur), from Proposition 2.2, is
whereas the covariance of Ur is given by E(Urr U ) − E(Ur)E(Ur) . To evaluate the mean conjugate of rr' in G, following Proposition 2.2, we note that the trace of rr is n(n + 1)(2n + 1)/6, the sum of the squares of the first n positive integers whereas the sum e rr e of all entries of rr is (e r) 2 = [n(n + 1)/2] 2 . Therefore,
from which we obtain
The result shows that the common variance among the ranks is (n + 1)(n − 1)/12, and the common covariance between any two ranks is −(n + 1)/12. The resulting common correlation is -1/(n-1). The mean and variance of the usual Wilcoxson rank-sum statistics W follows from fixing (say, the first) m components of R. Writing f = (1, ..., 1, 0, ..., 0) with 1 ≤ m < n components equal to 1, then W = f R and EW = f E(Ur) = m(n + 1)/2, whereas var(W ) = f Cov(Ur)f = m(n − m)(n + 1)/12. Similar arguments can be applied to rank correlations (e.g., [BE73] ).
Example 2.2. Covariance structure of order statistics. Consider again the linear representation U Y of the order statistics Y. The covariance structure of Y requires computing E(Y) and E(YY ). Suppose we want to evaluate E(Y) in terms of U Y . Let Γ 1 = {y ∈ R n : y 1 ≤ . . . ≤ y n }, denote by Γ g the set image gΓ 1 of Γ 1 under the permutation matrix g, and set
I g is the indicator function of Γ g and F is the probability law of Y. The expectation
which reduces to
where F * (dx) = g∈G F (gdx). If, in addition, F is a permutation symmetric measure (as in the usual iid case), E(U Y ) reduces to the usual form xI 1 (x)n!F (dx). Note that equation (2.2) is a template to natural extensions. For example, consider the case of conditioning Y on a concomitant (eventually random) vector X. Given X=x, we observe Y x according to the probability law of Y |x and represent its ordered version by U Yx Y x , as before. By definition, we have
Conditioning is attractive when the probability law of Y x is symmetrically generated, e.g., Y x = Mx + V where M and V have the symmetry of G. The covariance structure of ordered observations from symmetrically dependent observations is described in [LV99] , [Via98] , [VO97] , [OV95] .
Example 2.3. The representation of ordered tied observations. Given y ∈ R n , define the equivalence relation on {1, . . . , n}: i ≡ j if and only if y i = y j , and let C 1 , . . . , C m be the resulting equivalent classes, the C i class with k i elements and block-rank i. The k i rank-equivalent elements in C i are assigned to labels c i1 , . . . , c iki , for example, monotonically increasing with j. Index the canonical basis accordingly by e ij , i = 1, . . . , m and j = 1, . . . , k i . Let π i be a permutation in S ki ≡ S i , i = 1, . . . , m and define the action e ij → e πi(cij ) of the product group Π i S i on the standard basis. Let ρ(π 1 , . . . , π m ) be the corresponding permutation representation. Then, for any choice of π 1 , . . . , π m , ρ(π 1 , . . . , π m ) is an order representation, that is, ρ(π 1 , . . . , π m )Y = Y, whereas the resulting vector R of average ranks is obtained from the multiplicative action of the average inverse order representations on r = (1, 2, . . . , n), that is,
To illustrate, let y = (1, 0, 0, 1, −1). Then C 1 = {5}, C 2 = {2, 3} and C 3 = {1, 4}, so that c 11 = 5, c 21 = 2, c 22 = 3, c 31 = 1 and c 32 = 4. The resulting actions e 11 → e π1(c11) , e 21 → e π2(c21) , e 22 → e π2(c22) , e 31 → e π3(c31) , e 32 → e π3(c32) , of S 1 × S 2 × S 2 on the standard basis leads to the order representations. Corresponding to the identity, for example, a linear order representation U is 
Example 2.4. Familial/Bilateral Index. The argument is proposed in [PGL + 88]: If familial factors do not influence the risk of (certain types of) cancer beyond their effects on sex, age at treatment and dose, then the residuals (on a proportional hazards model, say) should be distributed independently of family membership. The proposed statistics is the sum of the products of the residuals {x i , y i } for pairmates i = 1, . . . , n. Large values of T = n i x i y i = x y are indicative of familial effects. To assess the expected variance of T, given the data x,y, under the assumption of random pairing of siblings, define the random outcome T u = x Uy, where U is a random permutation matrix, uniformly distributed in G. Then, var(T u ) = x E(Uyy U )x, and direct application of Proposition 2.2 shows that E(T u ) = nxȳ, and that var(T u ) = (n − 1)S 
Trace decompositions
Proposition 2.2 shows that the irreducible V ⊕ W decomposition of G leads to a decomposition of tr E(UHU ) into the weighted average of corresponding orthogonal projections with weights proportional to dim V and dim W, respectively. Table 1 . Trace decomposition for the (n-1) irreducible representation of G.
This is carried out by the intertwining action of E(UHU ). Table 1 illustrates the decomposition and its ANOVA interpretation (v 0 = 0). Example 3.1. The following cases will justify the interpretation:
(1) Consider the case H=mI, m = 0. Then v 0 = v 1 = m and F = 1; (2) Let H ∈ G, uniformly. Then v 0 = e He/n = 1 and F = v 1 = (tr (H) − 1)/(n − 1). One shows that F has mean zero and standard deviation 1/(n − 1) under uniform sampling in G. Moreover, F = 1 if and only if H=I and the whole n-dimensional R n is invariant, whereas F = −1/(n−1) if and only if H is cyclic and the only largest invariant subspace is the 1-dimensional subspace generated by e = (1, ...1) (the image of ee ), so that larger values of F reflect a larger invariant subspace; (3) Let H be doubly stochastic with non-negative entries. It can be written as a convex combinations of permutation matrices, say, H = w 1 g 1 + . . . + w r g r . Direct computation shows that
Again, because H is non-negative and doubly stochastic, large values of F imply that the off-diagonal entries must be very small and hence H must be concentrated on its diagonal. In fact F = 1 if and only if H=I. (4) Let y ∈ R n and H = yy . Then (n − 1)v 1 = ||y −ȳe|| 2 and v 0 +(n − 1)v 1 = ||y|| 2 , so that
where r is the usual sample correlation coefficient under the permutation symmetric assumption for the underlying covariance matrix, that is, under the assumption that the covariance matrix has the symmetry of G. More precisely, r = e He − tr H (n − 1)tr H .
(6) Let y ∈ {0, 1} n , H = yy andȳ the proportion of ones in y. Then one shows that
that is, F/(n − 1) is the observed odds on "1"-components in y.
Example 3.2. Cyclic decomposition. Let g in G be an element of order n, and let C n indicate the corresponding cyclic group generate by g. In direct analogy to Proposition 2.2, we obtain that the uniform mean conjugate E(UHU ) of H on C n decomposes as v 0 I + v 1 g + . . . + v n−1 g n−1 , where the weights v i are given by v i = tr g n−i H/n. When H is symmetric, we have, in addition, that v i = v n−i . The corresponding trace decomposition ANOVA for n=4 (and similarly for any even n) and H = yy is illustrated on Table 2 . The case n=5 (and similarly for any odd n) is illustrated on Table 3 . t rH/n = y y/5 1 y y/5 1 2tr gH/n = 2y gy/5 2 y gy/5 2 2tr g 2 H = 2y g 2 y/5 2 y g 2 y/5 total e He/n = 5ȳ
Example 3.3. ANOVA for cyclic decompositions (Keratometry Data). Keratometry is the measurement of corneal curvature of a small area using a sample of four reflected points of light along an annulus 3 to 4 mm. in diameter, centered about the line of sight. For normal cornea this commonly approximates the apex of the cornea [ [VOM93] ]. The fundamental principle of computerized keratometry is similar in that the relative separation of reflected points of light along concentric rings are used to calculate the curvature of the measured surface. Using a pattern of concentric light-reflecting rings and sampling at specific circularly equidistant intervals, a numerical model of the measured surface may be obtained. Sampling takes place at equally-spaced ring-semimeridian intersections [e.g., [KW89] ]. Figure 1 shows the apex (scaled) distances measured along 360 equally-spaced semimeridians (9-degree separation, n=40), based on the reflected image of a fixed ring. Similar data are generated for the actual surface curvature. The resulting ANOVA is shown in Table 4 . The total variability 40 ×ȳ 2 = 0.2498454423 10 8 is decomposed into the cyclic components y g i y/40. More specifically, 40 Figure 2 illustrates the size of the semimeridian effects, with maximum effect sizes orthogonally located. The analysis also picks up the direction (corresponding to steep and flat curvatures) of the corresponding effects. meridian
40
Figure 1. Keratometry data with 9-degree meridian separation.
The covariance structure and transition probabilities
Recall that given two random matrices U and V, the (ij,st)-entry of Cov(UV ) is given by Cov(UV ) ij;st = e i E(UV e j e t V U )e s − e i E(UV )e j e t E(UV ) e s . Taking m = n and V constant and equal to I, the (ij,st) entry of Cov(U k ) is expressed as
The ij-entry U ij,k = e i U k e j = e i e U k (j) of U k indicates whether or not U k moves j into i. That is, observed U=g, the value of U ij,k is 1 if g k (j) = i and is 0 otherwise. Then, under the uniform law, the average E(U k ) of U k over G is the matrix in which the ij-component is the probability P k (j → i) that U k moves j into i. Similarly, U ij,k U st,k indicates whether or not U k moves (j,t) into (i,s). The corresponding Figure 2 . Analysis of Variance for Circular Data, MSQ = y g i y/10 6 , for each semimeridian angle 9 i, i = 1, . . . , 40.
probability
over G under the uniformly probability law. It then follows that the (ij,st)-entry (4.1) of Cov(U k ) has the interpretation
Denoting the associated random walk on {1, . . . , n} by L (with law P k ) and the random walk on {1, . . . , n} 2 by L 2 (with law P k ), we write, shortly, Cov(
There is also a random walk in the dual tensor space generated by e i e U (j) , which is also of interest. The entries of P k (L 2 ) are generally assembled in lexicographic order 11, . . . , 1n, . . . , n1, . . . , nn: Let C l,k indicate the l-th column of U k and C k the 1 × n block matrix (C 1,1 , . . . , C n,k ). Then,
with the (l,m) block corresponding to Cov(C l,k , C m,k ), l, m = 1 . . . , n, displays the covariance structure of U k in lexic form. 4.1. The covariance structure of U. The following proposition describes the covariance structure of a random permutation matrix.
Proof. Taking expression (4.1) with k=1, E(Ue j e t U ) is the uniform mean conjugate of e j e t , and hence, from Proposition 2.2, it has the form a 0 ee + a 1 I, with n(n − 1)a 0 = tr (ee − I)e j e t = 1 − δ jt , n(a 0 + a 1 ) = tr e j e t = δ jt .
Substituting the expressions for E(Ue j e t U ) and E(U ) = 1 n ee into (4.1), the result follows.
Example 4.1. To illustrate with n = 3, the covariance structure of U is determined by the covariance between any two columns i and s;
In general, the covariance matrix between any two columns i and s of U with uniform distribution in G has the form Cov(C i , C s ) = 
4.2.
The covariance structure of U k . Here it will be convenient to assemble the entries of Cov(U k ) using the matrix direct-product U ⊗ V notation. We also write ⊗ 2 V to indicate V ⊗ V . First we note that both E(⊗ 2 U k ) and ⊗ 2 E(U k ) are block matrices, with respective blocks E(U ij,k U k ) and E(U ij,k )E(U k ) indexed by ij. Within each block the entries are indexed by s (rows) and t (columns).
For example, the sums of the rows in lexicographic notation, as in (4.2), correspond to block sums in ⊗-notation. To illustrate, with n=2, we have (omitting the k-index),
The associated random walk L 2 visits four points labeled by (1,1),(1,2),(2,1) and (2,2). The transition from (j,t) to (i,s) occurs with probability E(U ij U st ). The diagonal of the matrix E(⊗ 2 U ) contains the resting probabilities [(i, j) → (i, j)] and the average trace of E(⊗ 2 U ), for example, is the walk's resting probability when the past state distribution is uniform. Similarly, E(U ) describes the marginal transition probabilities associated with the marginal walk L. In this section we will derive E(U k ), E(⊗ 2 U k ) and ⊗ 2 E(U k ), thus leading to the assembling of Cov(U k ). 4.2.1. Derivation of E(U k ).
Proposition 4.2. If U is uniformly distributed in G, then E(U k ) = a 0 ee +a 1 I, where a 0 and a 1 are determined by n(a 0 + a 1 ) = E(tr U k ) and n(n − 1)a 0 = n − E(tr U k ).
Proof. Let m ji = {g ∈ G; g k (j) = i}, so that |G|E(U k ) ij = |m ji |. If j = i then m ij and any other m uv with u = v are isomorphic via g → t gt where t is (any permutation) such that t(v)=j and t(u)=i; take g in m ij , then (t gt) k (v) = t g k t(v) = t g k (j) = t (i) = u, so that t'gt is in m uv , and hence |m ij | = |m uv | (offdiagonal homogeneity). Similarly, if j=i then m ii and any other m f f are isomorphic via g → t gt where t is any permutation satisfying t(f)=i, and hence |m ii | = |m f f | (diagonal homogeneity). Therefore, E(U k ) has the form a 0 ee + a 1 I, for constants a 0 and a 1 , determined by taking the trace and overall sum on both sides of the equality E(U k ) = a 0 ee + a 1 I.
To determine the coefficients a 0 and a 1 , we need the following: Given positive integers n and k let D k,n indicate the set of all positive integer divisors of k not greater than n, with |D k,n | elements in it. For computational purposes, note that |D k,n | may be expressed as n r=1 I {0} (k mod (r)), where I {0} is the indicator function with base the set {0}.
Proof. Let c m,n (U ) indicate the random number of cycles of length m associated with a random permutation U in G, m = 1, . . . , n. Then, noting that tr g k = m∈D k,n mc m,n (g), it follows that
However, because there are in average 1/m cycles of length m in a uniform random permutation in G, for all n, (that is E(c m,n (U )) = 1/m) [see also Appendix B], the proposed result follows.
From proposition 4.1, we obtain,
The corresponding trace decomposition corresponding to Table 1 Table 5 shows the conjugacy classes C, representatives of g k , and the number γ(g) = c m,n (g), for values of k = 1, . . . , 10. We note that γ(g) is the number of distinct orbits generated by g and its powers acting on {1, . . . , n} and that |C| = n!/ n m=1 m cm c m ! (see also Appendix B). Table 6 shows values of tr g k by conjugacy class C, in S 5 , for values of k = 1, . . . , 10. Table 7 shows the probability distribution for τ k = tr U k and E(τ k ) = |D k,n | in S 5 , for values of k = 1, . . . , 10 (also shown is E(τ 2 k )). Table 8 shows values of τ k = tr U k = |D k,n | in S 8 by conjugacy classes C, for values of k = 1, . . . , 4. Table 5 . Conjugacy classes C, representatives of g k , and number γ(g) of < g >-orbits in S 5 , for values of k = 1, . . . , 10. Table 6 . Values of τ k = tr U k by conjugacy class C, in S 5 , for values of k = 1, . . . , 10. Table 7 . Probability distribution for 2 7 7 13 7 14 2 13 7 12
C γ(g)
Example 4.3. When n=2, U k is either constant and equal to the identity when k is even, or U k is either 0 1 1 0 or the identity, each with probability 1/2, when k is odd. Also note that 2 − |D k,2 | = k mod 2. From Proposition 4.1, it then follows that tr Cov(U k ) = k mod 2 and Cov(U k ) = k mod 2 2
Derivation of the diagonal blocks of E(⊗
We start with the derivation of the expected trace of U ii,k U
k . In what follows we write marginal sum to indicate both row sum and column sum without distinction. Let G ij,k indicate the subset of G consisting of those permutation matrices g such that the ij-entry of g k is equal to 1, that is G ij,k = {g ∈ G; e i g k e j = 1}.
Proposition 4.3. The size of |G ij,k | is (n − 1)!|D k,n | when i=j and is (n − 2)!|D k,n | when i = j.
Proof. In fact, Note that G ii,k is not a subgroup of G whenever |D k,n | is not an integer divisor of n. In particular, G ii,1 is a subgroup of G.
Proof.
. . , n is the average number of mcycles in G ii,k .
To obtain the main diagonal of E(U ii,k U k ) we start with the (ii,ii) entry. From (4.4),
The n-1 remaining entries of the main diagonal are for i = j.
Proof. Part (a) follows from the fact that each row (column) of U k has exactly one entry equal to 1 and the remaining entries equal to 0; For (b), note that
. Applying Propositions 4.2 and 4.1, the result follows (similarly for column sums).
Proposition 4.5, and equations (4.5) and (4.6) directly determine all the entries at column t=j and row s=i. Any other row (say row s = i) has the diagonal entry (s,s) given by (4.6), the (s,i) entry equal to zero and (for n > 2) the remaining n-2 entries given by
Example 4.4. Evaluation of E(U 11,k U k tr U k ) for n=3 and k=1,...,6. Table 9 summarizes the computational steps of Proposition 4.4. Consider the case k=2, to illustrate. First we evaluate |G 11,k | = (n − 1)!|D k,n | = 4. The corresponding permutations are marked with 1 on the box to the left of column |G 11,k |. Next,Ĉ 1,k , is obtained by summing C 1 (g) over those columns corresponding to permutations g marked with 1 (the first four when k=2) and dividing by |G 11,k |. This leads to C 1,2 = 6/4. Next, compute W = m∈D k,n m C m,k , or, is this case, 
(in each of the cases (a) s, t ∈ {j, m}, (b) s ∈ {j, m} and t / ∈ {j, m}, (c) s / ∈ {j, m} and t ∈ {j, m}, and (d) s, t / ∈ {j, m}, it holds that
Proposition 4.6. The following equalities hold: Proof. Write (the power notation is irrelevant and is omitted here), for part (1), (tr U )U = U 11 U + U 22 U + . . . + U nn U. From Proposition 4.6, (tr U )U ∼
2 ∼ U 11 tr U + U 22 tr U + . . . + U nn tr U ∼ nU 11 tr U. Taking the expectation on both sides, the result follows. For part (2), again from Proposition 4.6, we write, for m = i,
so that (n − 1)U im tr U ∼ tr U − tr U ii U . Taking expectations on both sides, and applying part (a), the result follows. Example 4.6. The following are the transition probability blocks,
, and corresponding covariance matrices, C = Cov(C 1 , [C 1 , C 2 , C 3 ]) for n=3 and k=1,...,6, and the complete 9×9 matrices P and C for k=4 (lexicographic notation). Complete transition probability and covariance matrices for k=4, in lexicographic notation. 
Concluding remarks
The covariance structure of U k is naturally related to the cyclic structure of the symmetric group. Here we will outline that connection from two perspectives: one based on simple combinatoric arguments and the other based on elementary character theory. First, note that Propositions 4.4 and 4.6 show that in the uniform case,
where C m,k is the average number of m-cycles in G ii,k = {g ∈ G; e i g k e i = 1}. In particular, when k=1, one shows that , it follows that C 1,1 = 1 + E(tr Z), with Z uniformly in S n−1 . Because E(tr Z) = 1, we obtain E(tr 2 U ) = C 1,1 = 2. As outlined below (Appendix A, Comment 3), one obtains the same result using Burnside's Lemma. The question of interest here is the determination of E(tr 2 U k ) for arbitrary k, when U is uniform in G. Because tr U k = m∈D k,n mc m,n (U ), it follows that E(tr 2 U k ) is completely determined by the joint covariance structure of c n (U ) = (c 1,n (U ), . . . , c n,n (U )). In fact, it is only necessary to determine the matrix E(c n (U )c n (U )) of average cross-products.
5.1. The combinatorial approach. The joint probability law of c n (U ) has the support the set K of points c = (c 1 , . . . , c n ) with non-negative integer coordinates satisfying n m=1 mc m = n. Clearly, |K| equals the number of conjugacy classes in G and the law of c n (U ) assigns the same probability to members within the same conjugacy class |C|. Therefore P (c n (U ) = c) = |C|/n! for each c ∈ K, where C is the conjugacy class with representative (1 c1 , . . . , m cm ). Standard combinatoric arguments (e.g., [Tak84] ) show that there are exactly n!/ K m cm c m !, so that, equivalently, P (c n (U ) = c) = 1/ K m cm c m !. Given the law of c n (U ), the matrix E(c n (U )c n (U )) is then obtained by its own definition. The following illustrates the case n=3 and k=2.
Example 5.1. Derivation of E(tr 2 U 2 ) in S 3 . There are |K| = 3 conjugacy classes in S 3 and the points in the support set K are c = (0, 0, 1), with probability 1/3, c = (1, 1, 0) with probability 1/2 and c = (3, 0, 0) with probability 1/6. The resulting marginals c m,3 (U ) ≡ c m (U ), m = 1, 2, 3 have support the set {0, 1, 2, 3}, with corresponding probabilities (1/3, 1/2, 0, 1/6) for c 1 (U ), (1/2, 1/2, 0, 0) for c 2 (U ) and (2/3, 1/3, 0, 0) for c 3 (U ). Note that E(c m (U )) = 1/m, whereas E(c
