This paper applies multivariate factor copula modeling methods to study the dependence relationships of exchange rates. We found that conditional on the common factors, the dependence among the chosen currencies is weakly asymmetric, and the two-factor Gaussian copula modeling hypothesis is more appropriate.
Introduction
The global financial crisis that began in 2007 has led to extreme volatility in the foreign exchange market. The movement of the Canadian dollar has a great impact on the Canadian people's living standards and domestic economy. The Canadian government needs to predict the position of the Canadian dollar in global markets quickly in order to stabilize the economy and minimize the risk of holding different types of currencies. Corporations need to know the same information in order to minimize the risk of holding certain currencies when they are conducting international business. Individual investors also increasingly need to know the same information to plan household budgets and change consumption habits to accommodate the rising and falling currency. It is therefore necessary, and important, to investigate the relationships among the Canadian dollar and other currencies, especially during volatile periods. This research will examine these relationships during economic booms and recessions.
One of the simplest and most commonly used approaches to study dependence among the exchange rates is to calculate the linear correlation. Unfortunately, this approach is problematic. First, it is a widely recognized that the return data usually exhibit typical asymmetric distributions instead of a symmetric normal distribution. Second, the linear correlation cannot measure the dependence structure (i.e., how the markets depend on each other). The exchange rate returns' correlations may increase more when the economy is in recession than when the economy is booming. The linear correlation coefficient may underestimate the dependence of the financial exchange markets during the crisis since it does not capture the excess co-movements when the markets move downwards (Patton, 2006; Patton, 2009) . Therefore, the linear correlation coefficients are inappropriate. Fortunately, an alternative approach, copula modelling, can overcome the limitations of the linear correlation coefficients technique. Therefore, as suggested by Hu (2006) , this paper applies copulas to study both dependence degree and dependence structure among the exchange rate returns.
Besides modelling the joint distribution with copulas, this paper applies factor analysis to identify the common factors and construct two-factor copula models to study the dependence among the exchange rate returns. The common factors play an important role in determining the joint dependence among the returns. The common factors can be oil price, global consumer confidence index, or the combination of these factors. When the returns on these factors change, all exchange rate returns will be affected to different degrees depending on how much their representative economies are tied with these factors, and this contributes to the asymmetric joint distributions of the chosen returns. To focus solely on the interactions of the dependence among the currencies themselves, the copula models conditional on the common factors (also named as factor copula models in this paper) are more preferable. The common factors, also known as principal components in this study, can be found by using a principal component analysis technique, which will be described in further details in the methodology section.
In contrast to the existing literature that focuses mainly on the bivariate studies, this paper focuses on Gaussian, Clayton, and Gumbel copula modelling in the multivariate case. The aim of this paper is to apply factor copula models to study dependence relationships among daily returns of these chosen exchange rates. In addition, this paper confirms if there is asymmetric dependence among the chosen exchange rate returns or not, and provides suggestions on identifying the appropriate copula for the chosen exchange rates.
The structure of the remainder of this paper is organized as follows: Section 2 presents a review of relevant literature; Section 3 reviews the history, basic concepts, special forms and properties of copulas selected for this study, and a brief introduction on principal component analysis; Section 4 describes the data used for empirical investigation and estimation procedures, and finally, the last section concludes the study and contains suggestions for future research.
Literature Review
The first few scholars thoroughly introduced one-factor Gaussian copulas, one-factor mean variance Gaussian mixtures, and one-factor Archimedean copulas. The factor approach helped achieve the goal of data reduction by locating the common factor variables affecting the selected data series. Conditional on these factors, the copulas can better assist in identifying the dependence relationships and model the chosen financial data. Furthermore, Anderson and Sidenius (2004) extended the standard Gaussian copula model to two new models to study the portfolio default loss. However, the existing studies focus mainly on the one-factor copulas. In contrast, this research focuses on using two-factor copulas, and the selected copula models are Gaussian, Gumbel, and Clayton copulas.
The attention of exchange rates has gradually shifted towards using copula tools to verify if the distributions of these exchange rates are asymmetric and to model their dependence. These studies will in turn assist the risk management of the international investment portfolio that can be significantly affected by the fluctuations in currencies. Hurd, Salmon, and Schleicher (2007) applied copulas to construct bivariate foreign exchange distributions with a focus on the application of the Sterling Exchange Rate Index. Built on their study, Patton (2006) extended the copulas conditional on variables or common factors found through the factor approach, and constructed flexible models of the conditional dependence structure of the mark-dollar and yen-dollar exchange rates. Notably, the research that has been done focuses on applying bivariate copulas only for the dependence between two exchange rates. This research contributes to the existing literature by focusing on multivariate factor copula models to study four exchange rates: CAN/U.S., pound/U.S., yen/U.S., and euro/U.S. dollar.
Methodology

Definitions and Properties of Copula Functions
Before we proceed to the foundational theorem for copulas due to Sklar (1959) , we begin with the formal definition of "copula: The first property indicates that the joint distribution function increases when allowing one variable to increase while keeping the other one constant. The second property ensures that the copula function is zero when the probability of one variable is zero. Additionally, the joint probability is determined by the marginal probability that is not equal to one.
To further introduce the formal definition of copulas and show how copulas are used to restore joint distributions for marginals, now we state Sklar's Theorem. Sklar's Theorem in n-dimensions (1959) : Let H be an n-dimensional distribution function with marginal F i (·) with i=1, … , n. Then, there exists a copula C such that for random variables X i we have
If F i (·) are continuous for all i=1, … , n, then C is unique. Conversely, if F i (·) are marginals or CDFs and C is a copula with a range of [0, 1] n , then the function H defined in (1) is a joint distribution function with one-dimensional marginals F i (·). Notably, when H is continuous, the unique C will be
Applying a copula function to restore the bivariate distribution has several advantages. First, it provides flexibility in the model specification by separating the specifications of the marginals from those of the copula. In this way, it is possible to construct a complex non-Gaussian joint distribution. Second, a copula is a powerful technique because it directly models the dependence between the marginal distribution functions.
Some Common Copulas
After giving a general definition for copulas, in this section, we present several important copulas and their properties. We first define the product copula, which is the simplest copula function. Then we define the Gaussian copula, which is the basic and most commonly used copula. After this, we present an important class of copula functions: Archimedean copulas. The copulas that fall in this class can be stated directly and usually have a simple closed form expression. In addition, these copulas are popular because they can be easily derived and can capture a wide range of dependence structures.
Gaussian Copula
As Schmidt (2006) outlined in his work, Gaussian copulas are an extension from the multivariate normal distribution. Let us assume that X 1 and X 2 are normally distributed and they are also jointly normal. Then we can use a linear correlation to fully describe their dependence structure. Let   be the CDF of multidimensional normal distribution, the multivariate Gaussian copula for a correlation matrix is given by
Note that the linear correlation is a good and efficient measure of the dependence relationships in this case. The equivalent way of expressing Gaussian independence is zero correlation. Positive (or negative) sign of  reveals a positive (or negative) linear dependence relationship among the variables.
Clayton Copula
As mentioned by Trivedi and Zimmer (2005) , with  [-1, ∞]\{0} and n ≥ 2, the n dimensions Clayton Copula takes the form
As mentioned by Trivedi and Zimmer (2005) , if 1   and any 2  n , we have n dimensions Gumbel copulas as
Measuring Dependence
Linear Correlation
In statistics and economics literature, the most familiar concept in studying dependence is the correlation coefficient between two random variables. The correlation coefficient ρ is a well studied measure of linear dependence and it is symmetric. Note that the correlation measure is invariant under linear transformations of the variables, but it does not hold for general transformations. Finally, ρ=0 implies independence for bivariate normal distributed random variables, but it does not hold in general.
Rank Correlation
Unlike linear correlation, rank correlation is an alternative measure of nonlinear dependence relationships among variables with non-Gaussian marginals. As implied by its name, rank correlation concentrates on modeling the rankings of given observed data rather than on the actual values of the data themselves. Given by Trivedi and Zimmer (2005) , there are two well-established measures of rank correlation, Spearman's rho and Kendall's tau, which provide a way to fit copulas to data. , have the following four properties: first, they are symmetric; second, they are bounded by (-1, 1), and their lower and upper bounds on this inequality measure perfect negative and positive linear dependence; third, they are equal to zero when the random variables are independent from each other; finally, they are co-and counter-monotonic. The expressions in terms of copulas for the Rank correlations are as follows:
According to Nelson (1999) , Kendall's tau and Spearman's rho are equivalent with the same underlying assumptions, but they usually have similar but different magnitudes. These two methods can verify the changes in the dependence relationships in different subsamples since the directions of the changes are usually the same under both methods. In this paper, our results include the estimates of the Kendall's tau, the Spearman's rho, as well as the tail indices (i.e., tail dependence), which is introduced in the following section.
3.3.3 Tail Dependence n this subsection, we introduce the concept of tail dependence, which is applied to measure the dependence between the extreme values of random variables, for copula models. We refer to extreme co-movement relationships as concepts of concordance and discordance. Basically, according to Trivedi and Zimmer (2005) , concordance means that there is a dependent relationship between large values of two random variables, and discordance means that there is a dependent relationship between large values of one random variable with small values of another.
To find the tail dependence with our copula functions, the following calculations give upper (
and
The left and right tail dependences of the Gaussian Copula are identical. Hence, the Gaussian Copula is a good choice for modeling between two variables when there is no strong tail dependence. Or, in the context of exchange rate returns, when two rates are not strongly correlated at low (or high) values but less correlated at high (or low) values, the Gaussian copula is an appropriate modeling choice.
The Clayton Copula has strong positive left tail dependence and relatively weak right tail dependence. In other words, it models extreme negative co-movements. The Clayton Copula is a good choice for modeling between two variables when their left tail dependence is strong. Or, in the context of exchange rate returns, when two returns are strongly correlated at low values but less correlated at high values, the Clayton copula is an appropriate modeling choice.
The Gumbel copula has strong positive right tail dependence and relatively weak left tail dependence. In other words, it does not tolerate extreme negative co-movements. In the context of exchange rate returns, when correlation between two returns is strong in the right tail of the joint distribution, the Gumbel copula is an appropriate choice.
Therefore, if we can estimate the dependence parameter in each copula function, we can easily calculate out the values of rank correlations, which include both the Kendall's tau and the Spearman's rho, and the tail dependence structure for that copula.
Factor Copula Structure
In this paper, we introduce an alternative way of approaching the problem of finding the dependence relationships between fluctuations on exchange rates by using copula models conditional on the common factors found through the factor analysis.
Factor analysis is based on the assumption that some underlying factors, which are smaller in number than the number of observed variables, are responsible for the co-variation among the observed variables. This analysis method is mainly used for data reduction purposes. This paper focuses on the principal component analysis method, which is the most common form of factor analysis. These principal components are able to account for most of the variance in the observed exchange rate returns.
Instead of directly applying the marginal distributions of the exchange rate returns into our copula function, we can use their marginals conditional on the common factors. The correlation coefficients of these returns depend on the estimated common factors. The ways the returns are interrelated with each other depend largely on the common factors. To focus solely on the interactions among the returns, the factor copula correlations conditional on the estimated common factors can more accurately describe the dependence relationships among multiple variables. Specifically, conditional on the common factors, the exchange rate returns will only dependent on the joint distributions of Z 1 , Z 2, …, Z n , which are the unique parts for their respective exchange rate returns.
Two factor Gaussian Copulas.
We define r i (i=1, 2, …, n) as the returns on the exchange rates. If these returns were normally distributed, the joint distribution of them may be multivariate normal. As is well-known in the academic world, the probability distribution of financial series tends not be normal. To apply a Gaussian copula to model our data, we followed the suggestions of Hull (2009) and first transformed the returns into new variables x i (i=1, 2, …, n) using
, 2, …, n, where N -1 is the inverse of the cumulative normal distribution and Q i (i=1, 2, …, n) are the cumulative distribution functions for respective exchange rate returns, r i (i=1, 2, …, n). In this transformation, the new variables, x i , are constructed to have a standard normal distribution with mean equals to zero and standard deviation equals to one. This transformation is percentile to percentile so that the correlations among the returns can be measured by the ones among the new variables. Then introducing a Gaussian copula, we can study the copula correlations or dependence relationships among financial returns that do not have normal distribution, and separate the estimations for unconditional marginal distributions and the joint distribution.
In the two-factor model,
In this equation, F 1 and F 2 are two common factors affecting defaults for all companies and Z i have independent standard normal distributions. The i  and i  are constant parameters between -1 and +1. The correlation between x i and x j is
Suppose that the probability that exchange rate i will be below a threshold of m is Q i (m). Under the Gaussian copula model, such low returns happen when N(x i )= Q i (m) or x i = N -1 [Q i (m)]. From equation (7), this condition is
Conditional on the value of the factors F 1 and F 2 , the probability of having a return lower than m is therefore
Therefore, setting a threshold of m, we can find out the probability of having such disappointing returns.
Two-Factor Archimedean Copulas
In addition, by using the factors we found, we can extend the copula models for conditional variables. Besides one factor Gaussian copulas, Granger et al. (2006) outlined the one-factor Clayton copula model in their paper. Based on their work, we extended their model and constructed two-factor Clayton and Gumbel copulas.
The first step is to identify the common factors. The common factors are extracted from the returns without transforming them to normal variables. Instead of having a normal distribution, the common factors follow a Gamma distribution with parameter 1/θ, where θ>0, and with a scale parameter equal to one. Then we define
where U i (i=1, …, n) are independent uniform random variables and they are independent from the common factors, F. Conditionally on the common factors, for Clayton copula, we have and using similar logic for Gumbel copula, we have
Using above conditional CDFs, we were able to find more accurate copula correlations or dependence relationships among the exchange rate returns excluding the common factors.
Estimation Methods
This paper's main interest is to estimate the dependence parameters in copula functions. We adopt the approach called two-stage maximum likelihood estimation method: in the first stage, the marginal distribution functions are estimated with the assumption of independence between the two random variables; in the second stage, the estimated marginal distributions are substituted into the copula function and the dependence parameter of this copula function is estimated. The marginal distributions and the dependence structure are independently estimated. Using the two-stage maximum likelihood method, we don't need to make any assumption on the marginal distributions and we can use the estimated marginal distributions, which mean that the estimated distributions are free of specification error. Therefore, this paper focuses on the two-stage maximum likelihood method.
Data
The data used in this study were from DataStream. Our research interest is to investigate the dependence among foreign exchange rates. The data of interest therefore were the daily returns of exchange rates in four different countries/regions. These selected currencies are the Canadian Dollar, British Pound, Japanese Yen, and Euro. The abbreviations used are CAD (Canadian Dollar), GBP (British Pound), JPY (Japanese Yen), and EUR (Euro).
We chose the start date of launching the Euro, which is January 2 nd , 2002, as the cut-off point, and eliminated any observations before this. The sample data end with October 29 th , 2010. This reduces the sample to 1,730 observations. In addition, the current financial crisis would influence the empirical results we obtained on a large scale. It is interesting to compare the pre-and post-crisis empirical results of sample observations. To achieve this goal, we used the same filtered sample data but we further separated the sample by the cut-off date of July 1 
Empirical Results
Gaussian Copula with Factor Loadings
After transforming the non-Gaussian exchange rate returns into the normal variables, we found the common factors of these variables with the factor loadings shown in Table 5a and the percentages that the principal components or common factors can explain the underlying data are exhibited in Table 5b .
Since the transformation is a percentile-to-percentile transformation (note: the details are described under the section of the methodology), the correlations among the exchange rate returns can be measured as the correlations among these transformed normal variables, and these calculated correlations are referred to as the copula correlations (Hull, 2008) . The copula correlations in both the unconditional and two-factor Gaussian Copula models are reported in Tables 6 and 7. Comparing the Tables 6 and 7 with Table 4 , we noticed that without using copula models that can capture nonlinear relationships, there are no significant linear correlations of the CAN/US returns with the JPY/US as shown in Table  4 , while using copula models, we identified significant copula correlations as shown in both Tables 6 and 7. As we can see from both Tables 6 and 7, the copula correlations tend to exhibit a mixed result in terms of increased or decreased dependence relationships. All copula correlations between the exchange rate returns decreased significantly after the crisis occurred except the correlations of the CAN/US returns with the JPY/US and UK/US returns for the unconditional Gaussian copula models. For the two-factor copula, all copula correlations decreased significantly after the crisis occurred except the correlations of the CAN/US returns with the JPY/US and EUR/US returns. This can be explained by the relative stability of the economy and banking system in Canada compared to the ones in Japan, UK, and European.
Clayton and Gumbel Copula with Factor Loadings
For Clayton and Gumbel Copulas, the estimates of the common factor loadings for the exchange rate returns are exhibited in Table 8a and the percentages that the principal components or common factors can explain the underlying data are exhibited in Table 8b. indices for both the unconditional and two-factor Clayton and Gumbel copulas are shown in Table 9 . Table 9 shows that the dependence parameters tend to decrease after the crisis occurred. In other words, after the crisis occurred, the returns on the currencies tend to be less dependent on each other, and the dependence parameters of unconditional Gumbel copula tend to be more than double the estimations of unconditional Clayton copula. This means that the dependence among the returns is asymmetric, and these returns are more negatively dependent on each other. Therefore, the models such as Gumbel copula that can capture the extreme negative dependence would be a better fit to the chosen currencies. Examining the null hypothesis that the dependence among the returns of the spot exchange rates can be modelled by the Gaussian, Gumbel, or Clayton copulas, the goodness-of-fit tests confirmed that the Gumbel copula would be a better fit among the three copulas to model the unconditional data series.
Using one of the common factor analysis techniques, the principal component analysis, two common factors were identified for the chosen currencies for all three different samples (i.e., the sample before the crisis occurred, the sample since the crisis occurred, and the full sample that includes at least one full business cycle). Conditional on these common factors, the estimated dependence parameters of the Clayton and Gumbel copulas are found to be similar to each other as shown in Table 9 . In other words, the chosen exchange rates exhibited no clear asymmetric dependence, and thus, both the Clayton and Gumbel copulas are not appropriate tools for modelling the joint dependence of the chosen exchange rate returns. These patterns are also evident when comparing the estimated results of the Kendall' Tau, Spearman's Rho, and Tail dependence between the unconditional and two-factor copula models. Furthermore, the goodness-of-fit tests showed that the two-factor Gaussian copula is a good fit for modelling the joint distribution of the chosen currencies. Therefore, the copula correlations obtained from the conditional Gaussian copula are reliable estimates.
Notably, without conditional on the common factors into the copula modelling analysis, the joint dependence among the returns is asymmetric, and thus the unconditional Gumbel copula is a more appropriate tool to model these returns' joint dependence. However, conditional on the common factors, the joint dependence is symmetric, and thus the two-factor Gaussian copula is a better tool. These findings are particularly interesting since they confirm that the common factors play an important role in determining the joint dependence among the exchange rate returns. The common factors can be oil price, global consumer confidence index, or the combination of these factors. When the returns on these factors change, all exchange rate returns will be affected to different degrees depending on how much their representative economies are tied with these factors, and this contributes to the asymmetric joint distributions of the chosen returns. To focus solely on the interactions of the dependence among the currencies themselves, the two-factor Gaussian copula models conditional on the common factors are preferable.
Summing up, the Clayton copula would fit best if negative changes in the chosen exchange rate returns are more highly correlated than positive changes; the Gumbel copula would fit best in the opposite situation. The Gaussian copula fits best if the dependence among the data series is symmetric. The above results analysis indicates that the estimated dependence results are similar under both the conditional Clayton and Gumbel copulas. Combining with the goodness-of-fit tests, the results analysis leads the conclusion that the two-factor Gaussian copula is a good fit for these four exchange rate returns. Malevergne and Sornette (2003) failed to reject the Gaussian copula hypothesis at the 95% confidence level for more than 50% of the pairs of currencies over the five-year time interval. In this research, the study is extended from the pairs of currencies to the joint distributions of the chosen four currencies, and found that the symmetric joint dependence among the returns of these currencies can be appropriately modeled with the Gaussian copula hypothesis.
Conclusions
This paper applies multivariate copula modeling methods in order to study the dependence relationships of daily returns of the four exchange rates: the Canadian Dollar, British Pound, Japanese Yen, and Euro. Conditional on the common factors identified, the copulas are used to estimate the dependence parameters (theta) and their corresponding rank correlation (e.g., Spearman's rho) for two different copulas: Clayton and Gumbel copulas. These two copulas capture the left and right tail dependence, respectively. For the Gaussian copula, we obtained the linear correlation parameters instead of rank correlations to capture the dependence relationships. In the two-step estimation approach, we first obtained empirical CDFs to model the marginal distribution functions, and then we used these CDFs to estimate the dependence parameter in the maximum likelihood function for each copula. For exchange rate returns in our case, the copula modeling method gives more accurate results on the dependence relationships since we are able to utilize this method to capture the nonlinear dependence relationships between non-Gaussian daily returns data of exchange rates. Notably, since the common factors may affect the chosen exchange rates to different degrees and this may contribute to the asymmetric dependence measures, to focus solely on the interactions among the exchange rates, we used the copula models conditional on the common factors, which are estimated from principal component analysis.
A few researchers such as Longin and Solnik (2001) found that the stock market exhibit greater left tail dependence, and in other words, the stock markets tend more likely to crash together than go up together. This intrigues us to explore if the foreign exchange markets exhibit similar pattern, and in other words, whether the assumption that the chosen exchange rates have a symmetric dependence structure is consistent with the data. One of the key findings of this paper is that, without conditional on the common factors, the dependence among the chosen currencies is strongly asymmetric and the unconditional Gumbel copula is preferable. In contrast, another key finding is that, conditional on the common factors, the dependence among the chosen currencies is weakly asymmetric and the conditional Gaussian copula modelling hypothesis is more appropriate. This paper may serve as a brief introduction to the concept of factor copulas and their modeling and estimation methods. These techniques determine more accurate dependent relationships between currencies and better assist the risk assessment, portfolio management, option pricing, and hedging at government, corporate, and individual investor levels. Since 2001, the literature on copulas has grown quickly in the fields of finance and economics. There are several directions for future research and applications on conditional copula modeling that we would like to point out here. First, it may be of interest to apply the factor copula modelling method to study dependence relationships among the foreign exchange markets and the financial stock markets. Factor copula modeling could also be applied to risk management and asset pricing. In addition, the copulas we used and other copulas could be extended to model the joint distribution of returns, volume, and duration between transactions for foreign exchange rates. 
