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Summary.
Measurements of rotational relaxation times in mixtures of 
normal deuterium and neon gas at temperatures of 290K, 480K, 700K 
and 900K are described. Using an ultrasonic frequency of 1MHz, 
acoustic absorptions and velocity dispersions were observed over a 
range of frequency upon pressure ratios of from 1MHz per atmosphere 
up to 100MHz per atmosphere. The equipment and i ts  use is described, 
and its  inherent lim itations and sources of error are discussed.
A variable path length technique was employed, using short 
bursts of tone. The received signal was phase sensitive demodulated 
with reference to the phase of the transmitted s ignal, and then i t  
was time gated and averaged in the region of in te res t. The 
variation of this waveform with the ultrasonic path length was used 
to obtain both the absorption and the velocity of the ultrasound in 
the gas.
D iffraction corrections fo r  the radiation coupling from a 
disc to a disc were applied to the data. A new method of calculating  
these corrections is described, that could generate corrections 
for non p iston-like  transmitting and receiving discs in an absorbing 
medium.
The analysis of the data is described in d e ta i l ,  showing how
the various sources of experimental e rro r  were corrected. The
results of calibration runs in neon gas are discussed, and then the
results for pure deuterium, and fo r deuterium-neon mixtures are
presented. These are put in the context of the results of other 
workers in this f ie ld ,  and then compared with available theoretical 
predictions.
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Chapter 1.
Introduction.
An e ffec tive  means of studying the e ffic iency of rotational 
to translational energy exchange during molecular collis ions in a 
polyatomic gas is to make measurements of the acoustic propagation 
parameters. The frequencies at which absorption maxima occur are 
d ire c tly  related to the number of molecular collis ions required to 
transfer known energies. The changes that occur in these propagation 
parameters upon the introduction of molecules of a d if fe re n t  gas 
species can give information about the e ffic ienc ies  of energy 
interchange during collis ions between molecules of the two species.
The absorption of sound in gases was f i r s t  investigated by 
Stokes48 and Kirchhoff26 during the las t  century. Considering loss 
mechanisms due to the effects of shear viscosity and thermal 
conductivity an expression was derived in which the acoustic 
absorption was predicted to vary as the square of the acoustic 
frequency. Experimental work carried out by Neklepajew (1911 
Rich and Pielemeier (1925)42 Abello (1927)1 and others5’ 10 showed, 
however, that at high frequencies the measured absorption could be 
larger tnan predicted by this re la t io n . In addition, Pierce (1925)^8 
making measurements in a ir  and in carbon dioxide observed for the 
f i r s t  time a velocity dispersion associated with the increase in 
absorption.
Herzfeld and Rice in 192817 f i r s t  formulated a theory 
a ttr ibu ting  the 'excess' acoustic absorption and the velocity  
dispersion measured in these experiments to the delays in the 
interchange of energy between the translational and the internal
degrees of freedom of a gas molecule. These delays, which vary with 
molecular species according to both the e ffic iency  of the energy 
transfer during molecular collis ions and the co ll is io n  frequency, have 
been characterised by a time in terval known as the 're laxation t im e ',  
since the energy of the internal degrees of freedom are said to 
' re la x ' to that of th e ir  environment. The internal degrees of 
freedom may be due to molecular v ibration or ro ta tion , the vibrational 
energy levels being more widely spaced than those of rotation so that 
th e ir  relaxation times are longer. Unlike vibrational energy levels  
rotational levels are unevenly spaced, so that when many levels are 
populated one apparent relaxation e ffec t  w i l l  in general be the 
superposition of many s im ilar relaxation times. The number of 
populated rotational energy levels may be minimised e ither  by reducing 
the temperature of the gas, or by working with a molecule of low mass 
and thus a small moment of in e r t ia ,  so that the rotational energy 
levels are re la t iv e ly  widely spaced.
The gas hydrogen is p a r t icu la r ly  suitable for measurements 
of rotational re laxation, since i t  has not only the molecule of 
lowest mass, with rotational energy levels so widely spaced that at 
room temperatures only two levels are well populated, but i t  is also 
separable into two forms, ortho and para, so that even these two 
levels may be studied separately. Deuterium, with a density about 
twice that of hydrogen has the next closest rotational energy 
spacings, and is also separable into ortho and para forms, although 
these have not been investigated separately in the work reported 
here.
measurements of the rotational relaxation times in pure 
deuterium gas have been made by Stewart and Stewart (1952)47 at
- 3 -
273K, by S lu i j t e r ,  Knaap and Beenakker (1964)l+5,lt6 in ortho and
normal deuterium at 77K and 90K, by Winter and H il l  (1967) 5h at 295K,
773K and 1073K, and most recently in orthodeuterium by Jonkman e t .a l .  
(1968)21 at a range of low temperatures from 31 .2K to 9 0 .5K. When 
molecules of a non-relaxing gas are mixed with the relaxing gas, the 
relaxation times change due to the new co llis ion  processes. By 
measuring the change in the relaxation time as the proportion of 
non-relaxing gas is increased, a relaxation time for one molecule of 
the relaxing gas in the otherwise pure non-relaxing gas may be 
deduced. Such measurements for mixtures of orthodeuterium and the 
noble gases neon, argon, krypton and xenon have been carried out by
Jonkman e t . a l 22 but at low temperatures only.
The work reported in this thesis involves measurements in 
both normal deuterium and i ts  mixtures with neon, at temperatures of 
286K, 480K, 697K and 900K. Chapter two describes theories of 
relaxation and other 'c lass ica l '  absorption processes and the 
experimental equipment and its  use is described in chapter three. 
Problems associated with the measurements of acoustic propagation 
parameters are discussed in chapter four, and a new method for  
calculating the d if frac tio n  corrections required by the use of 
transmitting and receiving elements of f in i t e  size is presented. 
Chapter f iv e  describes the various analytical techniques used in the 
calculations of the results, which are then presented and discussed 
in chapter six.
Three appendices are included, the f i r s t  describing a novel 
in teractive  computer program used for evaluating the acoustic 
propagation parameters from the experimental data, the second gives 
details  of the calculation of the Burnett1'1 modified classical
-  q -
absorption, and the th ird  is a published paper describing the new 
d iffrac tio n  correction calculations.
Ciiapter 2.
Relaxation Theory and Associated Topics.
2 .1 . Relaxation Effects.
When sound waves propagate through a gas the associated 
compressions and rarefactions lead to localised trans itory  increases 
and decreases in temperature. For a monatomic gas the only s ign ificant los 
mechanism introduced by this e ffec t is that due to the conduction of 
thermal energy from a high pressure region to a low pressure region.
In a diatomic (or multiatomic) gas, however, there are other degrees 
of freedom, notably those of molecular vibration and ro ta tion , the 
temperatures of which are normally in equilibrium with the temperature 
of the translational degrees of freedom. Since energy transfer into 
and out of the molecular degrees of freedom occurs only during 
molecular co ll is ions , in the event of a sudden change in the 
translational temperature there w i l l  always be a f in i t e  time delay 
before su ff ic ie n t collis ions have occurred for the equilibrium to be 
re-established.
For any one vibrational or rotational degree of freedom with 
a particu lar time required for i ts  temperature to relax to that of 
i ts  environment, three d is t in c t regimes of sound propagation .w ill ,  
ex is t.
a) When the period of the acoustic o s c il la t io n  is long compared to 
the relaxation time of the molecular degree of freedom, the rate of 
change of temperature is s u ff ic ie n t ly  slow for the two temperatures 
to be e ffec t ive ly  the same. In this case the specific heat of the 
gas includes that due to the molecular degree of freedom, and the 
acoustic propagation is characterised by this specific heat.
b) When the period of the acoustic o sc il la t io n  is short compared to 
the relaxation time, then the temperature fluctuations due to the 
acoustic wave are too rapid for the temperature of the internal 
degree of freedom to be affected, and so the specific  heat of the 
gas does not include the specific  heat of the molecular degree of 
freedom, and the acoustic propagation is characterised by this lower 
'e f fe c t iv e ' specific heat.
c) Between these two extremes, there is a region in which the period 
of the acoustic o sc il la t io n  is comparable with the time of re laxation. 
In this region there w il l  be additional acoustic absorption due to 
the transfer of thermal energy into and out of the molecular degree
of freedom being out of phase with the temperature changes in the 
translational degrees of freedom. Since this additional or excess 
absorption becomes negligible when the period is very long (region a) 
or very short (region b ), i t  is clear that at some intermediate 
value of the period a maximum value of this absorption w i l l  occur.
In addition, the velocity  in this intermediate region w i l l  be in 
trans ition  between its  low frequency, long period, value and its  
high frequency, short period, value.
For deuterium, the relaxing gas considered in this work, the 
frequency at which this absorption maximum occurs is in the region 
of 10MHz at a pressure of one atmosphere.
2.2 . Relaxation Absorption arid Velocity Dispersion.
Relaxation processes as described above are each governed by 
the relaxation equation
where E' represents the internal (molecular) energy, E'(T^ ) the 
value of E' which would be in equilibrium with the external 
( tran s la t io n a l)  degrees of freedom at a temperature , and i  is 
the time taken for the energy difference (E‘ - E1(Tt r )) to be reduced 
by a factor of e, and is called the relaxation time. As previously 
stated, the only means by which energy may be transferred in to and 
out of the internal degrees of freedom is by molecular co ll is io ns ,  
and i t  w i l l  be assumed throughout th is  work that these collis ions  
are binary, involving only two molecules at a time. The average 
number of such co ll is io ns , Z, that occur during the relaxation time 
t ,  i . e .  the number of collisions required to reduce the energy 
difference between internal and external degrees of freedom by 1/ e ,  
is called the co llis ion  number and is related to t c , the average 
time between collisions by
2 .2 .1 . Effective Specific Heat.
As has already been seen, the e ffec t  of the (molar) specific  
heat C1 due to a particu lar internal degree of freedom varies with 
frequency, and the observable, or e ffec t ive  specific heat is defined 
as
where includes the specific heat of the external degrees of 
freedom together with the e ffec tive  specific  heats of any other
Z = t / t 2 . 2c
t r
2.3
internal degrees of freedom.
I f  temperature variations T' are small, so that C' may be 
considered constant, the relaxation equation 2.1 may be re-w ritten  
as
dT' 1
- —  = 1  (T* - Tt  ) 2.4
d t  t
Now i f  T ^  is varying period ica lly  about some temperature T ■, then 
T' w i l l  vary in a s im ilar manner so that (T 1 -  T ) « e1a)T and in the 
steady sta te , equation 2.4 becomes
T' -  T = — ----- —  2 .bo i .
1 +  10)T
so that
dT' 2 . 6
dTt r  1 + ia)T
The e ffec tive  specific heat defined in equation 2.3 may then be 
written as
and s im ilar ly
(Cv W f  ■ + "— “ —  Z J
1 +  KOT
(Cp>eff '  s  + Z - H
r  r  I +  1 COT
From these expressions i t  can be seen that at low frequencies 
(co «  -i) the e ffec tive  specific heat becomes the sum of the relaxing
specific heat and the other specific  heats. As w rises the second 
term becomes smaller, until at high frequencies (m >> ~) the e ffec tive  
specific  heat contains no contribution from the relaxation e ffe c t .
How the velocity  v and the excess absorption a ‘ due to the 
relaxation mechanism may be described (Herzfeld and L ito v itz  (1959)16 
sec.11) by
la  v Y,
Y
2.9
e f f
where Yef f  is the ra tio  of the principal specific heats (C ) e.p.p and 
(cv ) ef f ’ and vQ and yQ are the low frequency values of the velocity  
and the ra t io  of the specific heats. Using equations 2.7 and 2.8  
this becomes
v„ la v o o 1 + ( W iwT
1 + (Cp/C p )ia3T
2.10
Separating this expression into real and imaginary parts yields
v 2 v 2 a 1 v 2 o o o = 1
(Cn - CJC' (wt( C " C' )/C )
p
or CV ( CP -  c ' )  1+  M c p - C ') /C p) 2
2.11
and
a 1 A = 7T-
2 (C - C )C v v p v ; ^T(Cp - C ') /C p 
cv(cp - c ' )  1 + M c p - c ' ) / 0p) 2
2.12
The simplifying approximation of ignoring the term in a ' 2 introduces 
an error in the ra tio  vo2/ v 2 of less than 0 . 2%, which is neg lig ib le  
under the experimental conditions reported here. (Herzfeld and
- 10 -
L ito v itz  (1959) 1 6 sec. 12).
2 .2 .2 . Velocity Dispersion.
Considering equation 2.11, i t  can be seen that at low 
frequencies (to << 1 ) when the last term tends to zero
V2 a v 2 = I R I  = RI 
0 A M
1 + 2.13
for an ideal gas, where T is the absolute temperature, M is the 
molecular weight of the gas, and R is the universal gas constant. 
At high frequencies, (w >> —) the last term of equation 2.11 tends 
to unity so that
v. C - C
= i - _P 
C
C1 C C - C' C C________   _p _v_____  p v
C - C' C C - C' Cw Cv p v p v p
and
v 2 = v 21  = —
0 y H
1
V
2.14
which is a velocity characterised by a specific heat with no 
contribution from the relaxing degree of freedom. A value of v2 
midway between these two extremes occurs when
(jl)T = P
C -  C'
Lp L
as can be seen in figure 2.1 wiiere v2 is plotted against arr.
I t  w i l l  be recalled that t ,  the relaxation time, is that
-  11 -
2V
aX
100.1
03T
M g .2.1 . Absorption and velocity  dispersion due to a single  
relaxation process.
0.1
aX o
2 tt
.01
100
F ig .2 .2. Absorption and velocity  dispersion according to the 
Burnett theory. aX -  nepers/wavelength.
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time required for the necessary number of collisions to have occurred 
that would transfer 1/e  of the excess energy out of (or in to) the 
relaxing degree of freedom. From equation 2.2 i t  can be seen that  
t  the relaxation time is proportional to xc the gas co ll is io n  
frequency for constant co llis io n  number, which in the ideal gas 
approximation is inversely proportional to pressure. Thus, the 
product mi is proportional to the ra tio  f /p  and may be increased, 
say, by e ither increasing the frequency f  or decreasing the pressure 
p. This is of great significance experimentally since i t  is usually 
easier to vary the pressure of the gas than i t  is to vary the 
ultrasonic frequency,due to the limited bandwidth of the e lectronic  
and the ultrasonic components.
2 .2 .3 . Molecular Absorption.
From equation 2.12 where
.2 0)t(C - C ')/C
ct'X -------------- LE_____ 1_E____
v0 2 1 + (<DT(Cp - C ') /C p} 2
i t  can.be seen that at both very small values of wx (wx « 1) and at 
very large values ( w x » l ) a 'A , thq excess absorption, tends to a 
value of zero, and that i t  w i l l  reach a maximum value (Herzfeld and 
L ito v itz  ( ly59 )16 sec. 16) of
(C - C )C'
(a'A) = 1 ------------ !_E------- IL------------------  2.15
maX 2 ✓fCpCv(Cp -  C ')(CV -
when
wx =
f C C
P v
(C - C')(C - C )
|J v
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In is  excess absorption curve is i l lu s tra te d  in figure 2 . 1 .
2 .2 .4 . multiple Relaxations in P a ra lle l.
Rotational energy levels are not evenly spaced and thus the 
relaxation time for each transition  is l ik e ly  to be d i f fe re n t ,  so 
that the absorption pnenomena from several d if fe re n t  relaxation  
processes become superimposed at s l ig h t ly  d if fe ren t values of orr.
I f  these relaxation processes are assumed to behave l ik e
paralle l reactions, then (Herzfeld and L ito v itz  ( ly59 ) 16 sec.21) 
each w il l  have an independent relaxation equation (c f.  equation 2 . 1)
8LV  1
—  = —  (Es ‘ -  E 's (Tt r )) 2.16
at t s
so that equation 2.7 becomes
C
(c ■) co = c + 7v v 'e f f  v e
s
s 1 + ion s
C
= Cv - I C ' s + 2 ----------------------------------2.17
s s 1 + icoxs
i f  vibrational effects are neglig ib le . Then from equation 2.9 we 
have that
la v 12 c cv • i  C' S + n c s/ ( i  + io t s ))
V a) cv CP - 1 c ' s + H CV ( 1  + W S)J
2.18
Expanding the l e f t  hand side and, as before, assuming that 
the term in a2 may be neglected, we have
- 14 -
o
(Real X) 2.19
v2
V
and
2 .20
where
X 2.21
cp - I C's + I(C-S/(1 + ion ))
K s s
2 .2 .5 . Relaxation in Gas Mixtures.
Consider a mixture of two gases, A - with a single relaxation  
time, and B - a monatomic gas with no internal degrees of freedom. 
Assume that the e ffic iency of energy interchange during collis ions  
of type A - A is d if fe re n t  from that during collisions of type A - B 
so that the relaxation time w i l l  vary according to the re la t iv e  
proportions of A and B. Let the co ll is ion  number, relaxation time 
and mean time between collis ions in the pure gas A, and fo r  one 
molecule of A in an otherwise pure gas B, be represented as Z^, 
t c j^  and Zg, t  y respectively. Then from equation 2.2
T'\ZA = —  and ZA t ..
T B
and also
= t Bx
Bx T  n
- 15 -
for mixtures of A and B at a mole fraction x of A. The quotients
1 11, and ZD /Z rj are seen to be the fractions of the relaxingax a Bx B 3
collisions of the A - A and the A - B type respectively that are 
required for the internal to external energy difference to be 
reduced by 1/ e ,  and the sum of these two fractions must be unity. 
Thus
so that 1 / t  is a linear function of x between the values 1/x^ in 
pure gas A and 1/xg in pure gas B.
2.3. Rotational Relaxation.
2 .3 .1 . Rotational Energy Levels.
Rotational energy levels fo r  a diatomic molecule treated as 
a r ig id  rotator are at energies given by
t A x  t c A  +  x B x  t c B 2.22
t c A x  t A  t c B x  t B
i t o w  t c ^ x  = T  A/x  and t  Bx = T c t j / ( 1  -  x) so that
X 2.23
In the mixture, however, t t , and therefore
2.24
E r o t = J ( J + 1 ) k e r o t
- 16 -
wi tn
v.nere 6 is tne 'c h a ra c te r is t ic ' rotational temperature, k is the 
bcltzmann constant, h is Planck's constant, I is the moment of in e r t ia  
and J is the rotational quantum number. Unlike vibrational energy 
leve ls , rotational levels are not evenly spaced, which introduces 
d i f f ic u l t ie s  into the theoretical predictions of rotational 
relaxation times. A number of approaches have been presented, 
however, for  pure diatomic gases36’ 29 and for monatomic/di atomic 
gas mixtures37’ 3
Since rotational levels are generally closely spaced, at 
normal temperatures a large number of levels w i l l  be well populated 
so tnat relaxation effects w i l l  be composed of many small 
contributions each with po ten tia lly  d if fe ren t relaxation times. In 
order to minimise this problem, a temperature may be chosen which is 
s u ff ic ie n t ly  low that only a restric ted  number of energy levels w i l l  
be populated, or the gas hydrogen may be chosen since this molecule 
has such a low moment of in e r t ia  that the rotational levels are 
re la t iv e ly  widely spaced and only a few are populated even at room 
temperature. Hydrogen has a characteristic  rotational temperature 
6rot a^out the isotope deuterium nas e  ^ -  43K, so that the 
rotational levels in deuterium are at about ha lf the spacing of those 
of hydrogen. Deuterium molecules have s im ilar ortho- and para- 
forms to hydrogen molecules, but ortho-deuterium has a to ta l nuclear 
spin quantum number of 2 or 0 and only even rotational quantum 
numbers (J = 0 , 2 , 4 , . . . ) ,  and para-deuterium has a to ta l nuclear spin 
quantum number of 1 and only odd rotational quantum numbers (J = 1,
- 17 -
3 ,5 , . . . . ) .  Normal deuterium as used in this investigation consists 
of two-parts of ortho to one part of para.
a .3.2. Rotational Specific Heats.
In order to calculate the specific heat contribution of a 
particu lar rotational tran s it ion , information about the population 
of the levels is required. The rotational p artit io n  functions, Qq 
and -Q for ortho- and para-deuterium are 32
Q0 = I  (20 + 1) exp 
J = 0 ,2 . .
‘rot
kT
Q., = I  (20 + 1) exp 
J = 1 ,3 . .
ro t
kT
2.26
.thThe specific molar heat capacity for the i rotational level is 
then obtained by d if fe re n t ia t in g  the thermodynamic relationship
C1 . = R — (T2 —  In Q) 
dt dt
so that
C  . = Ri 1  £(20 + 1 )
Erot 2exp ^rot
r-D
O
'
1—
kT
-J I ( 2J + 1 ) r^rot'
kT
exp rot
kT
J
'J
0 , 2 , ortho 2 27 
1 ,3 ,para
and for normal deuterium the to ta l contribution is
p 1 = .!~r1 + l r 1
2 ortho  ^ Para
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d .4. don-molecular Acoustic Absorption and Velocity Dispersion. 
£ .4 .1 . Pure bases.
The absorption of energy froi.i an acoustic wave propagating 
through a pure gas may be attributed with small error to the sum of 
the effects of three absorption mechanisms; viscosity , thermal 
conductivity and the molecular processes discussed in the las t  
section. The absorption due to the f i r s t  two effects is usually 
referred to as 'c lass ica l '  because they were f i r s t  investigated  
during the last century by Stokes1*8 and Kirchhoff?6i The absorption 
due to viscosity is given by
and that due to thermal conductivity is given by
where f  and v are the frequency and velocity of the acoustic wave, 
p is the density of the gas, n s the shear v iscosity, k  the thermal 
conductivity and Cv the molar specific  heat at constant volume.
The sum of these may be written
8  ^ S  TT2 f 2 2.28
2.30
since v2 = yp/p where p is the macroscopic gas pressure. A more 
frequently used parameter of absorption is the absorption per 
wavelength
, _ 2ir2 f
“Class
4 x k(y -  1) - n s + - iJ L
y pL3 C
1 P
2.31
wiiich, i t  w i l l  be noted, is d ire c tly  proportional to the frequency 
upon pressure ra t io .
For a monatomic gas, equation 2.31 is d ire c t ly  applicable  
for frequency upon pressure ratios up to those at which the acoustic 
frequency approaches the inter-atomic co ll is ion  frequency. For a 
diatomic or a polyatomic gas i t  is s t i l l  applicable, but there w i l l  
be the additional absorption due to internal molecular degrees of 
freedom, as previously discussed (sec.2 . 2 .3 ) .
2 .4 .2 . Gas mixtures.
For mixtures of monatomic gases an additional absorption due 
to the in ter-d if fu s io n  of the two gas species must be considered.
An expression for this absorption term has been deduced by Kohler27 ’ 2 
and is given for a two component mixture by
“ d i f f
27T2y X i X 2 D 12 [M2 -  Mi
v 3 i/i
2f 2 2.32
Y XlX2'
where D12 is the mutual diffusion co e ff ic ie n t, (3-j- the thermal 
diffusion ra t io ,  Xi and x2 the mole fractions of the gas components, 
Mi and M2 the molecular weights of the gases (Mi > M2) and 
M = MjXi + M2x2. Thus the to ta l classical absorption for such a 
mixture is
The viscosity n , thermal conductivity k , specific heat C and s p
specific heat ra tio  y are values appropriate for the mixture,, and the 
methods for obtaining these are described in Appendix B.
This expression is valid  fo r mixtures of two monatomic gases, 
out with the same frequency upon pressure ra tio  restr ic tions  as for  
equation 2.31. As before, there w i l l  be additional molecular 
absorption i f  one or both of the gases is d i-  or polyatomic.
2 .4 .3 . Absorption and Velocity Dispersion at High Frequencies.
The expressions presented for non-molecular absorption 
(equations 2.31 and 2.33) are linear with frequency upon pressure 
ra tio  and so the frequency range of th e ir  v a l id ity  is lim ited .
In the experiments to be reported, the ra tio  of co ll is io n  
frequency to acoustic frequency covers a range that ju s t overlaps 
the region in which the absorption and velocity dispersion begin to 
deviate appreciably from th e ir  low frequency forms, and thus one of 
several theories available for this region had to be adopted. The 
oldest theory, commonly called the 1 Stokes-Mavier' theory was 
developed by Kirchhoff in 1868 26 and is given by
2
2.34
where K = a + iaj/v
For a monatomic gas of Maxwellian molecules, where y can be w ritten  
as 5 /3 , and kM/Cv = 5q/2 equation 2.34 may be written as
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fc** J U  _ 6 j j + k2 [l + H I ' + 1 = 0 2.35
MO r 5 r 2j 10 r
where k is a normalised propagation constant k = Kvq/ u) and r  is 
Greenspan's 14 dimensionless parameter r = p/am.
Another appropriate theory for this region is that due to 
Burnett, as described by Wang Chang and Uhlenbeck,51 which, again 
for Maxwellian molecules, can be put in the form
K6 L  21 1 -  ] £ - j _ + k1* _ 97 J__ + - *  1 + k2 [l + 2 3 1
' 125 rV 25 r 3- ■ 50 r 2 10 r^ 1 10 r J
+ 1 = 0
2.36
A modification to this theory including another order of approximation 
is quoted by Greenspan 14 in terms of R(= yr ) as
157 x 25 1 .  15 i
972 R6
+ k( f 805 1 + 67 i ^
54 Rk 24 R3>
+ k1* [2275 i iZ. i _  + 1 1 + k2 [l + 2 3  1]
216 R3 18 R2 2 rJ L 6 R'
+ 1 = 0 2.37
and who calls  i t  the Super-Burnett equation. From measurements 
undertaken by Greenspan 14 in f ive  monatomic gases, the Burnett 
theory appears to give the best agreement with experimentally 
obtained absorptions and velocity dispersions fo r  values of r  down 
to about un ity , which is the lowest value required by the present 
series of experiments. Absorption and velocity  dispersion according 
to the Burnett theory are i l lu s tra te d  in figure 2 .2 , plotted on the 
reduced axes used by Greenspan.
The two f lu id  theory of Goldman,13 whilst covering the
required range of r values does not appear to f i t  experimental 
results s u ff ic ie n t ly  well 39 for i t  to be considered here.
2 .4 .4 . Modification to Burnett Theory.
Greenspan 15 modified the Burnett theory to apply i t  to the 
diatomic gases N2 and 02 , by forming an 'e f fe c t iv e ' value of r ( r ‘ 
say) where r '  = 0 .^572rs to allow for a change in the value of y 
from 5/3 to 7/5. This assumes tnat the shape of the absorption 
curve with decreasing r w i l l  be of the same form as the Burnett 
curve (figure 2 .2 ) ,  but displaced towards lower values of r .
The same methodology has been applied in this work, so that 
for any particu lar gas pair combination the Burnett absorption curve 
has been moved along the r axis un ti l the l in e a r ,  low frequency part 
of the curve matches the classical (Kohler) expression for that gas 
mixture. This approach is ju s t i f ie d  only on the grounds that the 
experimental absorptions and velocities  do not extend very fa r  into  
the Burnett region, so that any errors due to mis-application w i l l  
be small. I t  w i l l  be seen in Chapter 6 tha t, in fa c t ,  this  
modified Burnett velocity dispersion provides a good f i t  to the 
experimental values.
Chapter 3.
Experimental Apparatus and Its  Use.
3 .1 . The Apparatus.
The apparatus used is based on that used by Blacker 9 and 
is composed of
i )  a cy lindrical test chamber with coaxially  mounted ultrasonic  
transducers and buffer rods, a l l  mounted within a cy lindrical  
furnace.
i i )  a gas handling system used to charge the tes t chamber with the 
required gas mixture, and
i 1i ) a signal processing system comprising a tone burst generator 
and a phase sensitive signal detection system coupled to a data 
logger.
3 .1 .1 . The Test Chamber.
The test chamber is shown in figure 3 .1 , and is composed of 
a cylinder coupled by f le x ib le  bellows to two end flanges which 
incorporate supports for the buffer rods. All exposed surfaces in 
the chamber are of stainless s te e l,  except for one silver-copper  
eutectic brazed jo in t .
The main component of the tes t chamber is a cylinder, 980mm 
long with an internal diameter of 54mm and a wall thickness of 4mm. 
Flanges, each with a standard 'O' ring groove are attached to e ith e r  
end. At one end the flange was welded onto the cylinder, but since 
the whole cylinder is mounted within an open ended cy lindrica l  
furnace the other flange was brazed on, in order that i t  could be 
removed without damage i f  i t  ever became necessary to remove the 
cylinder from the furnace.
- 24 -
CL
CO
to
CO
U_
-O
4->
CD
CL
O -
to
~o
_Q 4-*4—
.£TO CO
F ig .3 .1 . Schematic diagram of the tes t chamber and furnace.
A pair of stainless steel nested bellows from Palatine  
Engineering gave su ff ic ie n t f l e x i b i l i t y  between the ends of the 
cylinder and the chamber end flanges to allow for the expansion and 
possible deformation of the cylinder when raised to high temperatures. 
This arrangement is shown in figure 3.2 together with the buffer rod 
support cylinders.
The chamber end flanges were each pierced by three holes - 
one fo r gas in le t  and outle t which had a tube welded into i t ,  one 
for  a thermocouple probe and one fo r  the buffer rod. Both of the 
la t te r  were sealed by '0 ' rings, with the holes into the chamber 
being tapered to allow free access from within the chamber to the
back of the 'O' ring. This was to ensure that no pockets of gas
would ex is t within the chamber when i t  was being evacuated preparatory
to being charged with a gas sample. Uelded to the inside of each
chamber end flange was a buffer rod support cylinder, 240mm long,
35mm outside diameter and 25mm inside diameter, with a 0.596 inch 
diameter c ircu lar knife edge machined into its  fa r  end, which, 
together with the hole in the chamber end flange formed the supports 
fo r  each buffer rod. The wall of each support cylinder was pierced 
by a 6mm diameter hole to give free access to this otherwise rather  
isolated volume of gas. ^
The chamber end flanges were secured to a massive steel frame 
which surrounded the chamber and furnace as shown in figure 3.3.
Each end flange was attached by three bo lts , which allowed a simple 
shimming system to be used to align the buffer rod supports.
Alignment was achieved by using two copper cylinders, each 300mm 
long and of the same diameter as the buffer rods, with 0.5mm holes 
d r i l le d  in the centre blanks f i t t e d  in th e ir  ends. Using these
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cylinders in place of the buffer rods, an optical method was used to 
adjust the chamber end flanges until the four 0.5mm holes were on a 
common axis.
3 .1 .2 .  Temperature Measurement and Control.
The furnace was a Johnson Matthey type K45A with a combustion 
chamber 545mm long and 63mm diameter. The maximum design temperature 
was 1623K, with a quoted ± 2% temperature variation over the central 
200mm. By measuring the speed of ultrasound in argon gas. Blacker9 
found a temperature variation of only 0.5% over the central 100mm, 
which improvement he attributed  to the smoothing e ffec t of the poor 
thermal conductivity of the stainless steel cylinder of the tes t  
chamber.
Three thermocouples were_used in the measurement and control 
of the tes t chamber temperature. One platinum - platinum 13% 
rhodium thermocouple was embedded in the furnace heater windings 
and coupled d irec t ly  to a temperature calibrated meter fo r  use as a 
coarse indication of the furnace temperature.
Two single junction titanium - steel encased chromel - alumel 
thermocouples (Thermocoax type T7) were mounted inside the tes t  
chamber, one passing through each chamber end flange. They were 
arranged so that th e ir  tips were a few cm apart in the middle of the 
length of the chamber about 25mm o ff  axis , and were braced against 
the buffer rod support cylinders to prevent the thermocouple tips  
'sagging' at high temperatures. The one used fo r measurement was 
connected via a cold junction kept in melting ice to an instrumentation 
am plifier with a gain of 100. The output from the am plif ie r  was 
measured using a d ig ita l  voltmeter, and the temperature was obtained
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from a standard chrome! - alumel thermocouple temperature conversion 
chart.
Temperature control of the furnace was by means of a 
Eurotherm type 070 Temperature Contro ller, which used the other 
chrome! -  alumel thermocouple in conjunction with the con tro lle r 's  
b u i l t - in  compensated cold junction. The Eurotherm contro ller was 
preceded by a Johnson Matthey supplied variable transformer which 
was necessary to l im it  the current through the contro ller when the 
furnace windings were at low temperatures. The temperature 
control was such as to maintain the temperature to within about ± 
1.5% during the course of a day's experiment when at elevated 
temperature, although experiments at room temperature re lied  merely 
upon the thermal in e rt ia  of the equipment.
I t  would have been desirable to keep the whole test chamber 
at the same temperature, but this was not possible a) because of the 
Viton 'O' rings at the jo in ts  between the tes t chamber cylinder ends 
and the bellows, and b) because i t  was important that the frame to 
which the chamber end flanges were bolted should be kept cool, to 
maintain the alignment of the buffer rods. The Viton 'O' rings 
could be raised to about 150°C without permanent deformation, and 
i t  was found that with the chamber operating at 600°C the 
temperature of the flanges containing the '0 ' rings did not exceed 
110°C, so that no extra cooling was required. In an attempt to 
reduce the circulating convection currents within the chamber, two 
stainless steel baffles were introduced into the chamber to contain 
the central 120mm of the chamber as shown in figure 3.2.
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3 .1 .3 .  The Buffer Rods.
: The buffer rods that transmitted the ultrasound into and out
of the te s t  chamber were of ultra-pure synthetic vitreous s i l ic a  
(trade name Spectrosil), o r ig in a lly  500mm long and ground to a 
diameter of 0.595 inches to f i t  the standard h a lf  inch 'O' ring  
seals. Two PZT-5A piezoelectric  transducers, 15mm diameter and 
with a nominal thickness-mode resonance of 1MHz, were bonded to the 
buffer rod ends, one for each buffer rod. The transducer housing 
f i t t e d  over the transducer and buffer rod end, and was attached to 
a brass co lla r  that was glued to the buffer rod about 10mm from the 
transducer. The force necessary to maintain the position of the 
receiving rod and to move the transmitting rod was applied to each 
rod via i ts  transducer housing. A cross section of a transducer in 
i ts  housing is shown in figure 3.4. The transducer was bonded to 
the buffer rod using a s ilv e r  loaded conducting glue which was also 
coated over the sides of the buffer rod up to the brass c o l la r ,  thus 
forming the ground contact for the transducer. The other contact 
was provided by a spring mounted within the housing.
The two transducers used were chosen from a batch of f iv e  
as being best matched in th e ir  resonant frequencies. These were 
measured by mounting each transducer in turn in one of the housings 
using a copper disc to provide the ground contact, and observing 
the change of impedance of the transducer with frequency. A graph 
of the amplitude transfer function for the transmission from buffer  
rod to buffer rod using the two chosen transducers is shown in 
figure 3 .5 , together with the impedance of the transmitting  
transducer.
Coax leadT . Housing Transducer # 3
r>?----- \ ------------ I----Collar,Buffer rod
Push rod
InsulatorConducting
glue Spri ng
F ig .3 .4 . A transducer in i ts  housing on the end of a buffer rod.
^ o ^ i  Impedance
Arbitrary scale Ohms
400 600
500
300
400
200 300
20C
100
100
1.190.9 1.0 1.1Frequency - MHz
F ig .3 .5 . a) Ratio of output from r e c e i v i n g  transducer (V ) to 
input to transmitting transducer (V . ) .  b) Modulus of transmitting  
transducer impedance.
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3 .1 .4 . The Micrometer Drive.
During each experiment the transmitting buffer rod was slowly 
withdrawn from the test chamber, thereby increasing the distance 
trave lled  by the ultrasound in the tes t gas. The transducer housing
on the transmitting buffer rod was attached to a motor driven 
micrometer screw gauge mounted as shown in figure 3.6 on the axis of 
the buffer rod. Motor drive to the micrometer was by a stepped 
b e lt ,  and the micrometer end thrust was taken by ball bearings 
acting on the hardened end faces of the micrometer screw.
The motor used was a d.c. micromotor from Portescap L td .,  
and two gearboxes were available to cover the wide speed range 
required by the d if fe ren t gas mixtures, with su ff ic ie n t torque to 
maintain a constant buffer rod speed. Using a variable pulse-width 
motor contro ller for  improved low speed torque, the h igh-ra tio  
gearbox could cover the range 1/18 mms 1 to 1/90 mms"1, w h ils t the
lower ra tio  gearbox had a highest speed of 1/100 mms"1 and was only
required down to 1/200 mms- 1 . Unfortunately this la t te r  gearbox 
was not available for some of the e a r l ie r  experiments.
3 .1 .5 . Position Measurement.
The micrometer mounting was also used to hold a l inear  
displacement transducer, a Sangamo Weston Long Stroke DC/DC model, 
which generated a d.c. potential proportional to the position of i ts  
push rod sensor. The main body of the transducer was held in an 
adjustable mounting on the fixed part of the micrometer assembly, 
whilst the push rod was attached to one of the crossbars that moved
with the micrometer and the buffer rod.
The output of the position transducer, as measured by the
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F ig .3 .6 . The mounting for the motor driven micrometer screw gauge 
with the linear displacement transducer.
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data logger 3| d ig it  d ig ita l voltmeter (DVH), was calibrated against 
the micrometer screw gauge and the ca lib ra tion  curve is shown in 
figure 3.7 a and b, where curve a is fo r  increasing buffer rod 
separation and curve b is for decreasing. As a check on l in e a r i ty  
the f i r s t  differences of these micrometer readings made at constant 
increments of the transducer output voltage were calculated, and are 
shown in figure 3.8. The non-linearit ies  in the regions of output 
voltage beneath OV, and above 1.3V are c learly  i l lu s t ra te d ,  as is 
also a discontinuity at about OV. The region around OV was 
subsequently re-measured, the curves being shown in figure 3.9. I t  
was la te r  established that the OV discontinuity was due to the 
po larity  change-over mechanism in the DVM, which occurred at +0.005V 
fo r  a positive going voltage.
The non-linearity  was dealt with by f i t t in g  second order 
curves to the two regions -1.3V to OV, and OV to 1.4V with a change­
over voltage of +0.005V, and re s tr ic t in g  position readings to the 
range covered by these two regions. The position of the transducer 
body in i ts  mounting was adjusted so that the output voltage with 
the buffer rods touching was about -1 .3 V, allowing fo r  a maximum 
transducer separation of 40mm which proved adequate for these 
experiments.
3 ,2 . The Gas Handling System.
3 .2 .1 . Equipment.
The gas handling system was required for the purpose of 
charging the test chamber with the required proportions of two gas 
species, and to allow the pressure of this charge to be varied from
Micrometer
reading - mm
50 n r —
40
30
20
10
0
Transducer output - volts
50
40
30
20
10
0
1.0 2.00 1.0
Transducer output - volts
F ig .3.7. Calibration curves for the linear displacement 
transducer, a) Increasing buffer rod separation, b) decreasing 
buffer rod separation.
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1 . 2 2
1.20
1.18
1.0 2.001.0
Transducer output - volts  
F ig .3 .8 . F irs t  differences of micrometer readings from the 
position transducer ca libration curves.
Micrometer
reading -  mm 
35 r -----------
34
33
32
0.1- 0.1 -0.05 0.050
Transducer output -  volts  
F ig .3.9. Calibration curves for the l inear displacement 
transducer, a) Increasing buffer rod separation, b) decreasing 
buffer rod separation.
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about one atmosphere down to about one hundredth of an atmosphere. 
The system is shown in figure 3.10, and w i l l  be described in three 
parts; the vacuum pumps, the gas in le t  apparatus, and the pressure 
measuring equipment.
3 .2 .1 .1 .  The Vacuum Pumps.
A two stage rotary pump was used as a backing pump for the 
Edwards model 201A oil vapour diffusion pump. Between this pump 
and the b a ff le  valve was a liquid-nitrogen-cooled o il  vapour trap. 
The diffusion pump was water cooled, and a water pressure activated  
switch was used to prevent the pump heater from operating with no 
flow of cooling water.
Between the backing pump and the diffusion pump there was 
an e le c tr ic a l ly  operated iso lation and a i r  admittance valve. In 
association with a simple mains relay c irc u it  this ensured the well 
being of both the rotary and the diffusion pumps in the event of an 
e le c t r ic i ty  supply fa i lu re .  I f  such a fa i lu re  occurred the 
isolation valve would close and iso late  the vacuum system from the 
rotary pump, so that the vacuum was maintained. At the same time 
the valve would allow a ir  at atmospheric pressure into that part of 
the vacuum system between the valve and the rotary pump, thus 
stopping the pump oil from being forced by atmospheric pressure up 
into the vacuum system.
Since manual intervention was required to re s ta rt  the pump 
system whilst maintaining the vacuum, the mains relay was included 
to keep the equipment o f f  even i f  the supply was resumed.
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3 .2 .1 .2 .  The Valves.
Referring to figure 3.10, a l l  valves were of the standard 
Edwards High Vacuum Speedivalve type, with the exception of valves 
10 to 14 inclusive. The valves 10 and 11 were needle valves that 
formed part of the regulator assembly, and were not used. Valves 
12 and 13 were the needle valves of the gas cylinders which were 
normally kept closed except during the gas in le t  procedure. Valve 
14 was an Edwards Model LB2B Fine Control needle valve that was used 
to control the gas flow into and out of the test chamber.
The pressure regulators on the gas cylinders were BOC Spectral 
50B models that were designed to be evacuable. Their use meant 
that the whole of the gas handling system could be evacuated, r igh t  
back to the cylinder needle valves (12 and 13), thus minimising the 
p o ss ib ility  of contaminents in the gas mixtures.
3 .2 .1 .3 .  The Gauges.
Edwards and GeneVac Penning and Pirani type gauges were used 
fo r the normal vacuum system pressure measurement. A GeneVac 
Halogen leak detector was b u i l t  into the backing pump side of the 
system so that although its  useful pressure range only extended 
down to about 10"3 to r r ,  i t  could s t i l l  be used to detect leaks in 
the higher vacuum part of the system due to the pumping action of 
the diffusion pump.
The range of pressures at which the test gas was used during 
experiments was from about one atmosphere down to about one hundredth 
of an atmosphere. This was measured using an S E Labs model SE21/V1 
d if fe re n t ia l  pressure transducer, a variable reluctance device with 
b u i l t  in modulator and demodulator which generated a d.c. potential
that was d irec t ly  proportional to the pressure difference applied.
In this application one input line  (the reference lin e )  was kept 
evacuated, and the other was connected to the tes t chamber.
3 .2 .2 .  Use of the System.
3 .2 .2 .1 .  Evacuating the System.
Of the gases used the neon was of BOC Research Grade with a 
minimum purity  of 99.9995%, but the deuterium was of BOC Standard 
Grade with a minimum purity of 99.7%, the balance being largely  
t r i t iu m . Since the charging of the chamber with a tes t gas was 
always to about atmospheric pressure, an in i t i a l  pressure in the 
chamber of 10"3 to rr  would less than double the impurity level in a 
charge of pure neon. After the in i t i a l  evacuation and outgassing 
of the system, the best vacuum achieved was about 5 x 10"5 to r r ,  
which was considered acceptable by the above c r ite r io n .
To aid the outgassing of the vacuum system i t  was heated 
using e le c tr ic a l heating tape on a l l  the high vacuum pipework 
including the test chamber bellows, and using the furnace for the 
test chamber i t s e l f .  The temperature of the pipework was res tr ic ted  
to about 150°C because of the large number of Viton '0' rings used, 
but the chamber was outgassed at up to 600°C. Due to the inclusion  
of the Viton 'O' rings between the bellows and the test chamber 
cylinder, both chamber and bellows could not be heated at the same 
time which, together with the temperature l im ita t io n s , resulted in 
the outgassing taking about four weeks.
During this in i t ia l  pumping down a l l  valves were open 
except the a ir  in le t  valve 2, the roughing valve 4 and the cylinder  
needle valves 12, 13, and the pressure regulators were screwed
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r ig h t in ( i . e .  to the highest pressure setting) in order to evacuate 
the entire  system.
On the f i r s t  occasion of using each gas, the two pieces of 
narrow bore tubing from the pressure regulators to the valves 8 and 
9 were flushed with gas, but subsequently the valves 8 and 9 were 
normally kept closed with the narrow bore lines f i l l e d  with th e ir  
respective gases at about 5psi above atmospheric pressure. Between 
experiments, which were generally on consecutive days, the chamber 
was pumped out fo r  a few minutes only, (down to about 10-3 to r r )  
since the presence of such residual deuterium or neon would have no 
noticeable e ffec t on the mole fractions of the next gas mixture used.
3 .2 .2 .2 .  Gas In le t .
During the charging of the tes t chamber, the valves 7 and 
15 were closed, the appropriate valve 8 or 9 and cylinder needle 
valve 12 or 13 were opened, and then the needle valve 14 was opened 
to a pre-determined setting. The pressure regulator on the 
cylinder was then used to adjust the pressure difference across the 
needle valve such that a small but steady rate of change of pressure 
was maintained in the test chamber. This pressure measurement was 
by means of the pressure transducer with i ts  output coupled to a 
d ig ita l  voltmeter. A mixture of two gas species A and B say, with 
a mole fraction x of A at a f in a l pressure p, was obtained by 
f i l l i n g  with gas A to a pressure xp, and then continuing f i l l i n g  
with gas B to the f in a l pressure p. These partia l pressure 
calculations for the required mole fraction ra tio  had to be adjusted 
to account for measured temperature variations of the gas within the 
chamber, and to minimise these a slow gas charging rate was required.
A liquid  nitrogen f i l l e d  cold trap was included to help minimise 
contaminants such as water vapour and diffusion pump o i l ,  and a slow 
charging rate was also required for this to be e ffec t iv e . The rate 
of pressure change was chosen such that the chamber could be f i l l e d  
to atmospheric pressure in about h a lf  an hour.
At room temperatures when temperature fluctuations in the 
chamber during charging were small, the p artia l pressure technique 
was reasonably accurate as established by subsequent velocity  
measurements. Unfortunately, when the test chamber was being 
maintained at an elevated temperature the procedure was inherently  
less re l ia b le  because of the temperature fluctuations within the 
chamber. I t  became apparent la te r ,  however, that such errors were 
ins ign ificant compared with those introduced by the d i f fe re n t ia l  
absorption of the two gas species by the cylinder walls (sec. 5 .3 .1 ) .
Blacker9 found that the gas mixture took about three hours 
to se ttle  down to a constant temperature and pressure a f te r  gas 
in le t .  In the l ig h t  of this experience the in le t  procedure was 
always performed on the evening of the day before the mixture was 
required, so that i t  had at least 1C hours in which to come to an 
equilibrium.
3 .2 .2 .3 .  Gas Pressure Reduction.
During each experiment the pressure was reduced in steps 
from about one atmosphere down to about one hundredth of an atmosphere. 
The pressures at which the gas was held during each part of the 
experiment were previously chosen as an anti log series with 12 
points to each decade, so that the 25 sets of measurements of 
velocity and absorption that were usually made during each experiment
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would be evenly distributed along a log frequency upon pressure ra tio  
axis.
The pressure reduction procedure was to close valve 6 to 
maintain the vacuum in the pressure transducer reference line  and to 
l e t  gas out of the chamber by opening the needle valve 14 a small 
amount, un til the pressure reading reached the next required value. 
(Valve 7 would nave been re-opened a f te r  the gas in le t  procedure). 
When the gas in the chamber was at a pressure above 1/10 atmosphere, 
pumping speed was improved by temporarily isolating tne diffusion  
pump by closing the pump ba ff le  valve, closing the backing valve 3 
and opening the roughing valve 4. When pumping the chamber through 
the diffusion pump at lower tes t chamber pressures, care had to be 
taken that the pressure into and out of the diffusion pump was kept 
below about IC f1 to rr .
3.3. The Signal Processing System.
3 .3 .1 . Principles.
The experimental arrangement allows for ultrasound to be 
passed through a test gas from a transmitter to a receiver whils t  
the distance between the transmitter and receiver is being increased. 
Ignoring d if fra c t io n  effects i t  may be assumed that the absorption 
process attenuates the wave such that the received signal amplitude 
at a transducer separation £ is given by
A = A e"a£ 3.10
where Aq is the received signal strength in the absence of absorption 
effects and a  is the absorption co e ff ic ien t in nepers per mm, i . e .  i f
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a = 1, then in 1mm the signal amplitude w i l l  be reduced by a factor  
of 1/e. I f  this received signal amplitude envelope is m ultip lied  
by a factor of cos 0 where 0 is the phase difference between the 
transmitted and the received signal, as can be achieved by using a 
phase sensitive demodulator, then ignoring any constant phase o ffs e t ,  
the amplitude w il l  be
where X is the wavelength of the ultrasound. This waveform is 
shown in figure 3.11 and from equation 3.2 i t  can be seen that the 
zero crossings occur at values of £ given by nX/2 (n integer) so 
that measurement of the transducer separations at successive zero 
crossings would y ie ld  the wavelength and thus the velocity  of the 
ultrasound.
The maxima of this waveform do not occur at 0 = (2n + 1 ) tt/ 2  
but rather at 0' = tan” 1 aA/27T. Since (0' -  0) is constant, 
however, for the values of £ satisfying 2 tt£ / A  = tan-1 aA/2Tr we have 
that
where A1 is a new constant incorporating cos (tan” 1 a X/ Z u ) .  The 
decay rate constant is s t i l l  the same a  as in equation 3 .2 , however, 
and so the values of the maxima and minima in equation 3.3 may be 
used to determine the absorption coeffic ien t of the gas. The 
signal processing system, based upon a noise reducing time averaging
A1 = AQ e~°^ cos 0
3 . 2
A' = A' e o
- a £ 3.3
Increasing ultrasonic path length
F ig .3.11. Signal due to the phase sensitive demodulation of the 
received signal with reference to the phase of the transmitted 
signal, against ultrasonic path length in an absorbing medium.
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system as used by Williamson and Eden,53 is designed to allow 
measurements to be made in the manner described above. Figure 3.12 
is a sim plified block diagram of the complete system, dividing i t  
into four sections which w i l l  be dealt with separately.
3 .3 .2 . The Signal Source. (Figure 3.13)
The primary frequency standard used was an Adret Codasyn 201 
Frequency Synthesiser with a temperature controlled crystal giving 
a frequency s ta b i l i ty  of better than 2 parts in 109 per day. A 
pulse generator was used to control a gate to produce the required 
number of cycles, the gate being constructed such that i t  would only 
open or close when the signal was making a positive going zero 
crossing. The pulse generator was triggered from a frequency 
divide unit that issued tr igger pulses at multiples of 10"**, 2 x 10-5 
or 10"5 of the reference frequency from the master o s c i l la to r ,  so 
that the gate pulses were synchronised with the waveform being gated. 
The pulse generator also generated a 'pre-pulse' at a preset time 
before each gate pulse, and this was used as a master tr ig g er fo r  
the whole system. The tone burst was f i r s t  attenuated and then fed 
to a 50W power am plifier that d ire c t ly  drove the transmitting  
transducer.
Thus, the transmitted acoustic tone burst had a constant 
phase relationship to the reference frequency from the o s c i l la to r ,  
and was preceded by a tr igger pulse from the pulse generator.
3 .3 .3 .  Signal Reception and Demodulation. (Figure 3.14)
The receiving transducer output was taken to a high quality  
low noise pre -am plif ie r, and then to a Brookdeal type 452 variable
Burst
output
reference
trigger
Signal source
Data
logging system
Signal
reception and 
demodulation
Time averaging
F ig .3.12. Block diagram of complete signal processing system.
Reference 
1 MHz.
Master 
*  tr igger
Power 
am plifier
Pulse
generator
Divide
u n it ,
v lO M O
AttenuatorFrequencysynthesiser
F ig .3.13. Block diagram of signal source.
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gain am plifier with f i l t e r .  O rig ina lly  the output of this am plifier  
was taken stra ight to the Brookdeal 9412A Phase Sensitive Detector 
(PSD). I t  was observed, however, that this unit would sometimes 
overload when the apparent received signal strength was below the 
overload leve l. I t  was found that this overload was due to the 
interference of the reflections and the various modes of propagation 
of signals within the buffer rods causing a build up in received 
signal strength well a f te r  the f i r s t  longitudinal mode pulse had 
been detected. A simple monostable controlled gate, triggered from 
the master tr ig g er , was thus included between the am plifier and the 
PSD, to allow the fu l l  dynamic range of the detector to be used.
Since the voltage range of the demodulated output of the 
PSD did not match the imput voltage range of the l in ea r  gate, a DC 
coupled am plifier was used to condition the output from the PSD.
3 .3 .4 . Time Averaging. (Figure 3.15)
The amplitude of the PSD demodulated output for the duration 
of the received pulse changed according to equation 3.2 as the 
transducer separation was increased. In order to extract these 
very short intervals of useful information from the PSD output, a 
boxcar detection system 2 was employed. This consisted of a 
precision electronic gate with i ts  output connected to a low pass 
f i l t e r ,  the time constant of which was adjustable up to several 
seconds (Brookdeal 9415 Linear Gate). The gate was controlled by 
a suitable gate pulse generator (Brookdeal 9425 Scan Delay 
Generator), which v/as i t s e l f  triggered from a D ig ita l Trigger Delay 
Unit (DTDU) incorporating a zero crossing detec to r.8
This unit was required progressively to increase the delay
— >—  
Input
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Reference
Demodulated 
* output
DC - coupled 
am p!ifier
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sensitive
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Monostable 
control led 
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F ig .3.14. Block diagram of units used for signal reception 
and demodulation.
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F ig .3.15. Block diagram of units used for time averaging.
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on the tr igger pulse to the Scan Delay Generator, so that i t  kept 
pace with the increasing delay of the received burst due to the 
increasing path length traversed by the ultrasound in the gas as the 
buffer rod separation was increased. An exact matching of the two 
delays was achieved by increasing the tr igg er pulse delay by one 
ha lf  cycle of the reference signal fo r  each zero crossing detected 
from the output of the boxcar in tegrator, representing an additional 
half period delay of the received tone burst.
Figure 3.16 shows the modifications to the tone burst as i t  
progresses through the equipment, and the time relationship between 
the received signal and the boxcar gate pulse. An in i t i a l  delay 
for the boxcar gate pulse to match the acoustic delays in the gas 
and the buffer rods was inserted in the tr igger line before the DTDU. 
The zero crossing detector in the DTDU was also used to provide a 
convert command pulse for the d ig it is a t io n  of the position transducer 
output by the Data Logging System.
The peak detect and hold unit (PDHU) was used to hold the 
positive or negative peak voltage in each h a lf  cycle output from the 
Boxcar In tegrator, until the next zero crossing occurred. Convert 
command pulses were generated each time the difference between the 
input voltage and the held voltage became greater than 20mV and 
these were used to tr igger the amplitude reading channel of the 
Data Logger to read the held voltage. The operation of this unit 
is i l lu s tra te d  in figure 3.17 in terms of the input voltage V.j and 
the output voltage V
3 .3 .5 . The Data Logging System. (Figure 3.18)
The Solartron Data Logger was preceded by a sequence
bc
d ---------------------------- ----------------------------
F ig .3.16. Idealised waveforms as tone burst propagates through the 
system, a) 16 cycle burst applied to the transmitting transducer, 
b) received burst, c) extremes of phase sensitive demodulated burst 
d) boxcar integrator gate control pulse, showing i ts  timing re la t iv e  
to waveform c.
in
&
—i
out
—i
;— i
Time
'_i
_i
F ig .3.17. Typical input and output waveforms of the Peak Detect and
Hold Unit. Solid line  - V. , dashed line - Vin out
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contro ller that controlled the channel selection c irc u it ry  of the 
data logger and i ts  own convert command pulse acceptance c irc u itry  
such that consecutive data logger readings were always from 
alternate  channels. This ensured, for example, that an out of 
sequence convert command pulse on one channel could not in i t ia t e  a 
reading of the other channel.
The convert command for channel 0, the position transducer 
output, came from the zero crossing detector in the DTDU, and the 
amplitude readings from the PDHU channel 4 were in i t ia te d  by the 
peak detection c irc u itry  in the same un it. A manual convert 
command button was included for channel 4, for use during 
measurements of high ultrasonic absorption when the la s t  measurable 
peak might be below the threshold required fo r the peak detect 
c irc u itry  to operate, even though the peak value would have been 
held.
The data logging system recorded each DVM reading on a 
paper tape, each reading consisting of 10 ASCII characters 
containing the following information:-
i )  channel id e n t i f ie r ,
i i )  DVM range,
i i i )  p o la rity ,
iv )  the four d ig it  value.
The analysis of the information on the paper tape is described in 
chapter 5.
3.4. Use of the Equipment.
Each experiment consisted of measuring the ve locity  and 
attenuation of ultrasound in one gas mixture at one temperature, but
Position transducer
Convert command
Peak hold unit
Convert command
lanual tr igger+12V
Paper
tape
punch
Data
logger
DVM
Ch 0
Sequence
contro ller
F ig .3.18. Block diagram of data logging system.
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at up to 26 d if fe ren t pressures, and generally took about eight hours.
3 .4 .1 .  Preliminaries.
The charging of the chamber with the required gas mixture 
was usually carried out on the evening before the day the experiment 
was to be performed, using the procedure already described (sec. 3.
2 .2 .2 . ) ,  and so i t  w i l l  be assumed in the following that this has 
been done.
Before each experiment the position transducer was calibrated  
by recording pairs of micrometer and transducer output voltage 
readings, three for positive voltages and three for negative. The 
micrometer reading fo r buffer rod contact, with the micrometer to 
buffer rod backlash as for buffer rod withdrawal, was calculated  
from seven further micrometer readings. One reading was taken at 
each of the f i r s t  three interference maxima from buffer rod contact 
with the buffer rod being withdrawn, and then readings were taken 
for the same three interference maxima, and for buffer rod contact, 
with the buffer rod being pushed in .
The transmitting buffer rod was then withdrawn un ti l  the 
separation was at least eight wavelengths, so that there were no 
interference effects with the 16 cycle burst being used.
Nozdrev34 has shown that estimations of the phase ve loc ity  
of a tone burst made by measuring the group velocity would be in 
error by less than 0.5% i f  the burst is 15 or more cycles long.
Whilst a longer burst would have minimised these errors fu r th e r ,  
consideration had to be given to the number of ha lf wavelength 
intervals that would be available in the 40mm measuring range of the 
position transducer. At the highest measured atmospheric pressure
velocity  of 1600ms- 1 , the buffer rods could only be separated by 25 
wavelengths, and 7.5 of these would be required by a 15 cycle burst 
as the minimum buffer rod separation to ensure the non-interferometric  
conditions required. A 16 cycle burst was chosen as a compromise 
between these conflic ting requirements.
The magnitude of the power output to the transmitting  
transducer was adjusted so that the in tensity  of the ultrasonic wave 
was less than that known to cause non-linear dissipative e ffec ts .
Fox and Wallace 11 quote a pressure amplitude of 23Pa as the 
threshold of this phenomenon in a i r ,  which is equivalent to an 
in tensity  of 1.2Wm"2. To allow a safe margin, the transmitted 
in tensity  was adjusted to less than 0.4Wm"2 throughout these 
experiments.
Since the f i r s t  part of the experiment was always at about 
atmospheric pressure where the received signal strength was good 
and the signal to noise ra t io  high, long time averaging by the 
boxcar detector was not required and a short time constant (300ms) 
could be chosen. S im ila r ly , since the transmitted pulse was of 
re la t iv e ly  low amplitude, a high pulse repetit ion  frequency of 100Hz 
could be used. In these circumstances the buffer rod withdrawal 
speed could be high, thus reducing the time required for the 
experiment.
3 .4 .2 .  Running Adjustments.
A fter each part of the experiment (called a 'ru n ')  the 
pressure of the test gas was reduced (sec.3 .2 .2 .3 ) ,  and the 
amplitude of the transmitted pulse was increased (within the 0.4Wm”2 
l im i t )  to compensate for the reduced acoustic coupling between the
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buffer rod and the gas. An e ffec t  of this increase was that when 
a p articu lar  threshold was reached, the ultrasonic pulse would s t i l l  
be ringing in the buffer rods at the end of each pulse repetit ion  
period. The pulse repetit ion  rate would therefore be reduced to 
20Hz by switching the frequency divide unit (figure 3.13) to i ts  
next range.
With decreasing gas pressure the received signal needed 
increased am plification, and the consequent increase in signal 
noise required longer time constants to be used in the boxcar un it.
As fa r  as was possible, the motor speed was always adjusted so that  
the time taken for the buffer rod separation to increase by one 
wavelength of the ultrasound was at least 10 times the boxcar time 
constant, in an attempt to minimise the effects of each starting  
transient of the boxcar output waveform on the recorded resu lts .
For some experiments that were performed before the low ra tio  
gearbox became available this was impossible despite the use of a 
geared mains synchronous motor that drove the buffer rod at l/125mms_1.
As the absorption of the gas increased, the number of 
readings that i t  was possible to make in each run became lim ited by 
the dynamic range of the signal processing electronics rather than 
by the available range of the displacement transducer. In an 
attempt to maintain the accuracy of the low absorption readings when 
measuring high absorptions, these la t t e r  runs were usually repeated 
two or three times, until at least 20 or 30 pairs of readings had 
been obtained. These repeated runs were referred to as sub-runs, 
several sub-runs forming one run, so that each run in one experiment 
was made at a unique pressure.
Another modification to the experimental procedure that was
required as the ultrasonic absorption increased concerned the 
i n i t i a l  buffer rod separation for each run. At low ultrasonic  
absorptions this was necessarily at least eight wavelengths to be 
outside the interferometric zone. At high absorptions the extent 
of this zone was decreased because of the e ffe c t  of the absorption 
on the multiple reflected contributions to the interference  
phenomena. The extent of the zone at medium to high absorptions 
was assessed subjectively by observing the change in received 
signal amplitude with buffer rod movement, since i t  was advantageous 
to decrease the starting separation of these runs in the interests  
of signal to noise ra tio .
During experiments on gas mixtures with low sound v e lo c it ies ,  
the ha lf  wavelength position readings could be so closely spaced 
th a t for  runs at high absorptions where only a few readings were 
possible, the wavelength could not be measured with confidence. In
these cases, when the number of possible position readings had fa lle n  
s u f f ic ie n t ly ,  the data logger DVM was switched to the next most 
sensitive range fo r  the position reading channel, the transducer 
body adjusted in i ts  mounting to bring i ts  output fo r  the available  
positions within the new DVM range ( - 0 . 2300volts to +0.2300volts) 
and six new transducer calibration readings were taken.
The lowest pressure at which measurements could be made in 
any one experiment was limited by the signal to noise ra tio  of the 
received signal, due to the lim its  of the power am plif ier and the 
poor acoustic coupling between the buffer rod and the gas, rather  
than by the high absorption i t s e l f .
At the end of each experiment, the test chamber was pumped 
out,and (usually) the next gas mixture was admitted, ready for the 
next day's experiment.
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Chapter 4.
Acoustic Propagation Through the Gas.
4.1 . The Transducers and Buffer Rods.
The acoustic elements of the experiment are i l lu s tra te d  in 
figure 4 .1 . Sound waves at ultrasonic frequencies are generated in 
the transmitting transducer and are carried into the test chamber by 
means of a synthetic quartz buffer rod. The ultrasound is 
transmitted through the test gas and detected by a second transducer 
via another buffer rod. The apparatus was designed to be used 
outside the interferometric region but within the near f ie ld ,  so 
that a non-diverging f ie ld  pattern could oe assumed.
The two PZT5 transducers, l.y4nim thick and 15mm in diameter 
were chosen from a batch of f iv e  as being best matched for th e ir  
resonant frequencies, and were bonded to the buffer rod ends using 
a silver-loaded conducting glue that formed one of the e le c tr ic a l  
contacts. The buffer rods were 500mm long, and the synthetic  
quartz of which they were made had an acoustic velocity of 5732ms-1 
fo r  longitudinal mode waves, and 3710ms” 1 for torsional mode waves. 
Thus, the time of f l ig h t  of the transmitted burst in the longitudinal 
mode was 87ys, and in the torsional modes i t  was 135ys. With the 
16 cycle burst used, this l e f t  a time in terval of about 30us between 
the end of the longitudinal mode burst and the incidence of other 
modes, which ensured the complete separation of the received 
longitudinal mode burst from any other.
4 .1 .1 . Buffer Rod Preparation.
The buffer rod end faces that were used for transmitting
Receiving transducer Transmitting transducer
Buffer rodBuffer rod
Micrometer screw
F ig .4.1. The acoustic elements of the experiment.
Half silvered mi
Copper 
alignment 
cyli nder
Clamps
Mi rror
F ig .4.2. Arrangement used for setting up the buffer rod clamps 
for the grinding of the end faces.
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into and receiving from the gas were ground normal to the length of 
the rod, or, in the case of one of the rods which was s lig h t ly  bent, 
to the axis of the buffer rod supports in the test chamber. The 
j i g  used for this grinding process held the rod v e r t ic a l ly  above a 
f l a t  surface by means of two clamps which were arranged to grip the 
rod a t about the same places as those at which i t  would be supported 
when in the tes t chamber. The clamps were aligned by means of the 
arrangement shown in figure 4 .2 , in which a 300mm long copper 
cylinder of the same diameter as the buffer rod was mounted in the 
clamps in the place of a buffer rod. This copper cylinder was one 
of a pair used in the alignment of the tes t chamber buffer rod 
supports, (sec. 3 .1 .1 )  and had 0.5nim diameter holes in the centre of 
the blanks f i t te d  in e ither end. With a mirror placed on the f l a t  
surface under the rod and a ha lf  silvered mirror mounted at an angle 
above, the bottom clamp mounting was slackened and its  position 
adjusted with a micromanipulator un til the two holes were on an axis 
normal to the mirror surface.
The grinding of the end face was achieved by moving lubricated  
carborundum paper over the f l a t  surface whilst pushing the buffer rod 
down onto i t ,  until the whole c ircu la r  end face was well polished 
with no obvious chips or scratches remaining. This process resulted  
in transmitting and receiving faces that were f l a t  to better than 
15pm.
4 .1 .2 . Signal Losses in the System.
Recognised sources of signal loss were:-
i )  in the conversion from e lec tr ic a l to acoustic energy and back 
again,
i i )  mode conversion from the longitudinal mode to the other modes 
of propagation, and
i i i )  reflections due to the acoustic mismatch between the PTZ5 and 
the buffer rod quartz, and between the quartz and the gas.
By fa r  the greatest loss v/as at the buffer rod/gas interface. The 
energy transfer function of such an interface is given (e .g .K insler  
and Frey 1962)25 by,
ex. = 4Z‘-Z2 4.1
1 (Zi + z z ) 2
where Zi and z2 are the characteris tic  impedances of the two media. 
The quartz has an acoustic characteris tic  impedance of 1.26 x 106 
Rayl and a i r ,  for example, has a characteristic  impedance of 42.9 
Rayl at standard temperature and pressure. Thus, at the buffer 
rod end, 1.4 x 10“** of the energy of the burst is transmitted into
the gas, and 0.99986 is reflected back into the rod. This
represents a transmitted signal loss of 39dB at atmospheric pressure 
that rises to 59dB as the pressure is reduced to 1/100 atmospheres.
Since almost a l l  of the signal energy is reflected back 
within the buffer rod, measuring the amplitude of the e lec tr ic a l  
output generated by this echo with respect to the amplitude of the 
e le c tr ic a l waveform driving the transducer, w il l  give a measure of 
the lumped effects of a l l  recognised loss mechanisms other than the 
transmission through the buffer rod end face into the gas. This 
ra t io  was measured and found to be 20dB for the transmitting  
transducer and buffer rod, and 21 dB for the receiving transducer 
and buffer rod. In addition, the overall loss of the whole system
was measured with the acoustic transmission being through 15
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wavelengths of a ir  at atmospheric pressure. This loss was measured 
from the e le c tr ica l signal driving the transmitting transducer to the 
e le c tr ic a l output from the receiving transducer, and was found to be 
almost exactly lOOdB. Now the measured losses were 20.5dB for the 
two rods, and the absorption in the a i r  would be about IdB, so that  
the measured loss at the buffer ro d /a ir  interfaces was 78.5dB, which 
compares well with the theoretical figure of 78dB and indicated that 
the radiation from, and reception by the buffer rod end faces was 
amenable to the theory applied.
4 .1 .3  Limitations Due to the Test Chamber Dimensions.
The internal diameter of the tes t chamber cylinder was chosen 
by Blacker 9 to be s u ff ic ie n t ly  Targe that the skin depth r ,. 
defined as
r  2 = - 2 -  4.2
2 pm
was very much less than the cylinder radius over the range of 
parameters used in the experiments. Another potential source of 
error arising from the presence of the cylinder, however, was 
considered to be the probability  of interference between the end of 
the d ire c tly  propagated burst and the s ta r t  of the burst propagated 
by re flection  o ff  the cylinder w a ll.  Thus the buffer rod separation 
at which the indirect path was 16 wavelengths greater than the 
direc t path was calculated for each experiment, and measurements 
made at buffer rod separations greater than these were ignored.
4.2 D iffraction  Effects.
4 .2 .1 .  Introduction.
Williams, in 1951 , 52 showed that the f ie ld  close to a piston 
source is not the collimated beam that had usually been assumed, and 
Bass 7 derived a general expression fo r  the f ie ld  in the beam. In 
1956 Seki9 Granato and T ru e ! ! ,44 investigating the non-exponential 
decay of sound waves in materials with low attenuations, calculated  
a d if fra c tio n  loss for transducer to transducer coupling that was in 
good agreement with experimentally obtained decay patterns.
Subsequently, many authors have investigated the problem 12 
and there are now available tabulated d if fra c t io n  corrections for  
both amplitude 23 and phase,24 or a lte rn a t iv e ly ,  Rhyne 41 has 
derived an exact solution in an easily  calculable form.
4 .2 .2 . Limitations of Current Theories.
Most of the work in this f ie ld  has been lim ited to 
situations involving transducers of equal sizes being considered as 
piston sources (or uniform receivers) radiating into materials of 
negligible absorption. In the experimental situation being 
described, the gas absorptions vary over a wide range, and i t  was 
considered unlikely (due to the use of long buffer rods) that e ith e r  
the source or the receiver would have a uniform amplitude or 
amplitude se n s it iv ity  d is tr ib u tio n , this being confirmed experimentally 
as w i l l  be described la te r  (sec.4 .3 .1 ) .
Papadakis35 had investigated the e ffec t of the f ie ld  from 
a non-piston source on a uniform receiver and found that depending 
upon the transmitter amplitude d is tr ib u t io n , s ign if icant differences
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could be observed in the d if fra c t io n  e ffec ts . In his study, however, 
only six specified analytic  functions fo r  the amplitude d istr ibu tion  
were treated , none of which matched the transmitting buffer rod 
amplitude d is tr ib u tio n . His analysis was also lim ited to a receiver 
of uniform amplitude s e n s it iv ity .  The predicted changes in transfer  
function with transmitter amplitude d istr ibu tion  amply demonstrated, 
however, that both the transmitter amplitude d istr ibu tion  and the 
receiver s e n s it iv ity  d istr ibution applicable in the present case 
should be considered i f  possible.
Khimunin23 has calculated the e ffec t  of the in tr in s ic  
absorption of the medium on the transfer function, but discounted 
i ts  e ffec t upon measurements since the overall gradient of the 
d iffrac tio n  correction curve was not s ig n if ic a n tly  changed. As 
w il l  be shown la te r ,  however (appendix C ), for measurements made 
with only a few wavelengths change in separation the local changes 
in gradient of the correction curve may have a s ign if icant e f fe c t ,  
and therefore i t  was considered desirable to include the effects  of 
the absorption of the medium in any d if fra c tio n  corrections applied.
4 .2 .3 .  A Numerical Solution.
In order to match these additional requirements i t  was f e l t  
that a new approach was required, and thus a numerical model of the 
disc to disc coupling situation was developed, and implemented on a 
d ig ita l  computer. A fu l l  description of this model and the 
computer program that implemented i t  is included in appendix C.
The model was based upon numerical integration over both transm itter  
and receiver, where the transmitter was considered as an array of 
Huygens-Fresnel point sources, and the receiver as an array of
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elemental receivers. Using this approach good agreement has been 
obtained with the transfer function predicted by Rhyne41 (see 
appendix C), and also with the transfer functions predicted by 
Khimunin23 for media with in tr in s ic  absorption.
4 .3 . Application of D iffrac tio n  Corrections.
4 -3 .1 . Investigation of Buffer Rods.
In order to generate the necessary d if fra c t io n  corrections, 
the model required the amplitude and phase distributions across the 
transmitting transducer, and the amplitude and phase s e n s it iv ity  
distr ibution  of the receiver. In practice, however, the amplitude 
and phase distributions across the end faces of both buffer rods 
were measured, and i t  was assumed that the amplitude and phase 
distributions of the receiving buffer rod measured when being used 
as a transmitter were good approximations to the appropriate 
sen s it iv ity  distributions.
Measurements over the end faces were made with the buffer  
rod mounted v e r t ic a l ly ,  using a miniature hydrophone as a receiver. 
The transmitting end face of the buffer rod was covered in a thin  
layer of o i l  to provide a uniform coupling to the hydrophone, which 
was lowered into contact with the buffer rod fo r  each reading by 
means of a micromanipulator, which was also used to position the 
hydrophone over the transmitting face. This arrangement is shown 
in figure 4 .3 , and the electronic equipment for the measurement of 
both amplitude and phase is shown in figure 4.4. The waveform used 
to drive the transducer was generated in the same manner as fo r  the 
gas attenuation measurements (sec.3 .3 .2  figure 3 .1 3 ) ,  with the same 
tone frequency and burst length. The received signal, a f te r
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o am plif ier
Miniature
hydrophone
Spring ci 
clamp p
Buffer
rod
F ig .4 .3 . Arrangement used for measuring the amplitude and phase 
distribution  over the end face of a buffer rod.
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F ig .4.4 Block diagram of the signal processing system used fo r  
amplitude and phase measurements over the buffer rod end faces.
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am plification and attenuation, was applied to a special purpose zero 
crossing detector and counter, b u i l t  by J.D.Aindow.1* This 
detector generated a pulse when i t  detected the n ^  zero crossing of 
a tone burst, where n was an integer that could be set up on decade 
switches. The phase measurement technique was basically a time 
measurement system with a counter/timer used in a m ultiple time 
period averaging mode. The master t r ig g er output from the pulse 
generator (sec.3 .2) was used to define the s ta rt  of each timing 
in te rv a l ,  and the zero crossing detector output pulse was used to 
define the end of each in terv a l.  The counter/timer automatically  
measured 1000 such in terva ls , and displayed the average time 
in te rv a l .
The advantage in using this zero crossing detector was that  
by waiting for several zero crossings to have occurred in each 
burst, the gradient of the signal at the zero crossing was allowed 
to reach its  maximum value, thereby greatly  reducing timing errors.
Amplitude measurements were made by attenuating the received
signal back to some pre-determined leve l.
I n i t i a l l y ,  measurements were made of amplitude only at 0.5mm 
steps over the whole of the transmitting face of the buffer rod, and 
from these readings i t  was decided that a radial symmetry could be 
assumed. Amplitude and phase measurements were then made along 
several diameters of both buffer rod end faces. From these 
readings i t  was deduced that the phase change across the end faces 
was neglig ib le , and that the amplitude distr ibution for the face to 
be used as'a transm itter, and the amplitude s e n s it iv ity  d is tr ibu tion
for the face to be used as a receiver, were as shown in figure 4 .5 ,
a and b. The e ffec t of these amplitude distributions on the
- 69 -
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F ig .4 .5 . Buffer rod end face .amplitude p ro fi les ,  
a) transmitting rod, b) receiving rod.
- 70 -
transfer function is i l lu s tra te d  in figure 4 of appendix C.
4 .3 .2 .  Field Measurements.
Field measurements were made of the transmitting buffer rod 
transmitting into water, so that these readings could be compared 
with data generated by the d if fra c t io n  model for the same conditions, 
using the additional features of the model mentioned in section 4 .2 .3 .  
The measurements were undertaken in an attempt to validate the 
amplitude measurements made over the buffer rod end face.
The experimental arrangement used in making these f ie ld  
measurements is shown in figure 4 .6 . An open topped perspex 
ultrasonic test tank had a window in one end face covered by a thin  
polythene sheet. The buffer rod was mounted outside the tank with 
i ts  transmitting face in contact with this polythene sheet, so that  
the axis of the buffer rod was para lle l to the sides of the tank.
A 1mm diameter miniature hydrophone of advanced design 4 was 
mounted in a gantry tha t, together with two lead screws that 
controlled the position of the gantry, formed part of the test tank. 
The hydrophone was mounted so that i ts  front face was para lle l with 
the transmitting face of the buffer rod, and i n i t i a l l y  i t  was 
aligned with the buffer rod axis. Measurements of both amplitude 
and phase were made using the same electronic arrangement as for the 
buffer rod end face amplitude and phase d istr ibu tion  measurements.
The measurements were made at up to 30 positions across the beam in 
0.75mm steps, at 22 distances from the tran sm itte r , from 1.5mm to 
18.0mm.
Gantry fo r  the precision control
of the hydrophone position Amplifier
Power supply
Ultrasonic  
te s t  tank
Buffer rod
Window
F ig .4 .6 . Arrangement used for making f ie ld  measurements of the 
transmission from a buffer rod into water.
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4 .3 .3 .  Comparison of Measurements with Predicted Transfer Functions.
The results of the measurements are shewn in figures 4.7 a 
and b, 4.9 a and b and 4.11 a and b, together with the equivalent 
amplitude and phase values generated by the model using the measured 
amplitude d is tr ib u tio n . For comparison, the output of the model 
for the same positions but with a piston source, are shown in 
figures 4.8 a and b, 4.10 a and b and 4.12 a and b, the dashed 
curves in these figures w il l  be discussed la te r .  In these graphs 
the theoretical amplitudes are not absolute, and although the 
experimental and the theoretical amplitudes are plotted on the same 
scale, the alignment is arranged purely for convenience. The phase 
measurements were made re la tive  to some arb itra ry  zero that remained 
constant at d if fe re n t separations, but the predictions are a l l  
re la t iv e  to a zero value that changes with increasing separation.
No attempt has been made to align the experimental and theoretical  
phases.
I t  w i l l  be noticed that from 10mm to 15mm separation the 
experimental amplitudes have the same form as the theoretical 
amplitudes, although differences emerge at larger separations. At 
separations smaller than 10mm a s im ila r ity  in form can be seen at 
say 7.5mm and 8.25mm separation, but at other separations asymmetries 
in the experimental points obscure any s im ila r it ie s  that may be 
present. Generally the phase measurements show less structure  
than would be expected, but, as with the amplitude measurements, 
agreement with the theoretical curves at rad ii greater than the 
transducer radius is almost universally good.
I t  w i l l  be noticed further that differences in both 
amplitude and phase between the theoretical predictions for the
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piston and non-piston sources is generally greatest near the axis of 
the transmitted beam, whereas the edges of the beam are very s im ilar. 
Now when measurements of the buffer rod end face amplitude 
distr ibution  were being made, radial symmetry was assumed. Small 
differences from true radial symmetry had been observed, but i t  was 
f e l t  that they would have but small e ffec t on the radiation  
transfer function. I t  would appear, however, from the amplitude 
measurements at distances of less than 10mm, that such small 
asymmetries in the transducer amplitude p ro file  can have quite  
marked effects upon the axial part of the f ie ld  at small separations.
The deviations between the experimental amplitudes and the 
theoretical predictions at separations greater than 15mm are 
probably of the same orig in as the larger radius of the trough seen 
in the experimental readings at say 12.0mm and 12.75mm, which may 
have been caused by e ither the effects of the polythene window and 
the ultrasonic coupling gel used, or minor errors in the orig inal 
amplitude distribution measurements.
I t  was f e l t ,  however, that the agreement was s u ff ic ie n t ly  
good to ju s t i fy  the continued use of the buffer rod amplitudes and 
amplitude s e n s it iv ity  measurements in the d if fra c t io n  model.
4 .3 .4 .  Further Validation of the Model.
I t  has been possible to confirm further the v a l id i ty  of the 
numerical model by d irect comparison with the predictions from some 
recent work by Dr A. Markiewicz.31 In this new model a convolution 
is performed on the complex amplitude data contained in a two 
dimensional array representing the transmitting transducer, in order 
to calculate the f ie ld  in a plane para lle l to the transmitting
transducer at a given distance from i t .  Predictions of the 
amplitude and phase that would be detected by a point receiver in 
the f ie ld  of a 7.5mm radius piston source are shown as the dashed 
lines in figures 4 .8 , 4.10 and 4.12. As before, the amplitudes 
have been roughly aligned for convenience, but no attempt has been 
made to align the phase information. The high quality  of the 
agreement between the two sets of predictions is immediately 
apparent although the f ie ld  calculations in this new model were made, 
in th is  instance, at larger separations than in the orig inal 
predictions (0.5mm steps instead of 0.375mm steps) so that some of 
the fine structure of the orig inal predictions is missing.
I t  is interesting to note that the orig inal predictions were 
made for a receiving transducer of 1mm diameter, whereas these new 
predictions are for a point receiver. The agreement between the 
predictions lends weight to the view that a hydrophone of up to one 
wavelength diameter may with confidence be used to make f ie ld  
measurements in the near f ie ld .
4 .3 .5 .  Application of Corrections to Experimental Measurements.
As described in appendix C, the computation time fo r  a set 
of correction data for large transducer array sizes was not 
in s ig n if ic an t, and thus i t  was desirable to use as small an array 
size as possible for each correction set. I t  had been found that  
the range of buffer rod separations for which the model produced 
valid data depended upon the transducer array s ize , the wavelength 
of the radiation and the absorption of the medium. In order to 
minimise the computational requirements, a series of conditions 
covering a wide range of velocities and absorptions were modelled a
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number of times, each with d if fe re n t  array sizes. From the rate of 
change of correction curve gradient with velocity or with absorption, 
a set of c r i te r ia  was devised that was used to establish the range 
of absorptions or ve loc ities  over which any one set of correction  
data would be va lid , and the minimum array size that would produce 
v a lid  data at the required separations. I t  was found that the 
number of sets of correction data required for the 20 to 25 runs of 
each experiment varied from three to 16, w ith , fo rtunate ly , the 
smaller number of correction sets requiring the larger transducer 
arrays.
These sets of correction data were generated, and used with 
the analysis program DICK (sec.5 .2 .1 . )  to correct both the amplitude 
readings and the position readings, as described in appendix A.
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Chapter 5.
Data Analysis.
The data generated by each experiment consisted of sets of 
pairs of values, each pair comprising a displacement and an amplitude 
reading and each set comprising a series of pairs measured a t buffer  
rod separations increasing in (nominal) h a lf  wavelength steps. 
Recognised sources of error were:-
i )  The displacement transducer output as measured by the data logger 
DVM was found to be non-linear with displacement (sec.3 .1 .5 ) .
i i )  The decaying sine wave signal being presented to the zero 
crossing detector was i t s e l f  subject to a d .c .o ffs e t .  This error  
i f  l e f t  uncorrected, would a ffec t both the f i t t e d  exponential decay 
ra te , and the f i t t e d  wavelengths.
i i i )  The zero crossing detector incorporated within the Peak Hold 
Unit was found to be switching at a small positive voltage, with a 
hysteresis between positive going and negative going inputs.
iv )  The very long time constants used in the boxcar integrator time 
averaging process introduced a 's e tt l in g  time' that was d i f f i c u l t  
to assess.
I t  was appreciated that the fu l l  analysis of the experimental 
data with corrections for a l l  these sources of error could be a 
lengthy process, and thus a shortened, semi-automatic process was 
developed for use i n i t i a l l y  that allowed only for the correction of 
the non-linearity  of the position transducer.
5^1. Data Analysis I .
The data tape punched by the data logger consisted of ordered
pairs of signed four d ig i t  numbers, each preceded by a channel and a 
range id e n t i f ie r .  The channel codes were 0 or 4, corresponding to 
a position reading or an amplitude reading. Each run consisted of 
between 20 to 50 such pairs followed by a length of blank tape before 
the next run at the next pressure. I f  several sub-runs were 
required at one pressure then no blank tape would be run out between 
these sets of data pairs. Thus, one length of paper tape contained 
a ll  the results from the series of runs concerned with one gas 
mixture at one temperature, each run being separated by a length of 
blank tape.
This f i r s t  analysis was performed on a Southwest Technical 
Products M6809 microprocessor system using twin 8" diskettes, 
programs being written in PASCAL and BASIC. The analysis proceeded 
in three stages, none of which required manual intervention once 
in i t ia te d .
i )  The data tape was read into an ASCII disc f i l e  using a Teletype 
paper tape reader.
i i )  A program was run that read the data from this f i r s t  f i l e ,  
sorted i t  into valid data pairs arranged in runs, and wrote i t  to a 
second f i l e .  The c r i te r ia  for the v a l id i ty  of a data pair was that  
a position reading (channel 0) should always be followed by an 
amplitude reading (channel 4 ) ,  and that the amplitude readings from 
adjacent data pairs should have opposite signs. The null characters 
in the f i r s t  f i l e  created by the lengths of blank tape were used to 
separate successive runs. As well as writing the orig inal data to 
the second f i l e ,  this program also calculated both the height of
the n ^  peak h' corrected for any o ffse t of the amplitude data by
and the micrometer reading associated with each position transducer 
reading by using the calibration data appropriate to that experiment,
i i i )  A fu rther program read the data from this second f i l e  and 
calculated the ultrasonic absorption and velocity  fo r each run by 
f i t t in g  stra ight lines a) to the natural logs of the calculated  
amplitudes h 'n , and b) to the calculated micrometer positions, both 
assuming a h a lf  wavelength separation between readings. Sub-runs 
were detected by the large negative difference in position transducer 
readings and were calculated in d iv id u a lly , the absorptions and 
velocities  from the sub-runs being averaged at the end of each run.
All the input data together with these calculated values were then 
written to a th ird  f i l e  which was subsequently printed.
In this way the results of a complete day's experimental runs 
(usually about 25 runs) were made available by about midday of the 
next day, while the next experiment was in progress. The lim itations  
of this system were that errors in e ith er  the punching or the reading 
of the paper tape, or from the experiment i t s e l f ,  could not be 
allowed fo r . Generally they would be detected and reported, or 
occasionally they would be undetected by the program, and would be 
incorporated in the calculations. The technique was very useful, 
however, and the quality  of the results obtained were adequate fo r  
them to be used in the generation of the d if fra c t io n  correction  
data used in the fu l l  data analysis.
5.2. Data Analysis I I .
The analysis of the data tapes produced by the experiments
to obtain the experimental ultrasonic absorption and velocity  was 
performed on a Data General NOVA 4 minicomputer with programs written  
in ALGOL and FORTRAN. As with the quick analysis, the sets of data 
on the tapes were f i r s t  read into disc f i l e s ,  and were sorted into  
runs composed of valid  data pairs. A fu l l  description of the main 
analysis program DICK is included in appendix A, but a short 
description follows of the way in which the various recognised 
sources of error were allowed fo r.
i )  Non-linearity  of the displacement transducer.
As previously explained, six pairs of position transducer/ 
micrometer readings were taken before each day's experiment, three 
fo r  positive voltages and three for negative. These values were 
entered into the analysis program, two quadratics were f i t t e d ,  and 
then these were used for the conversion of the transducer readings 
to buffer rod displacements.
i i )  Waveform offse t.
In order that a l l  the amplitude readings could be used, a 
procedure was employed that estimated the magnitude of the o ffset  
common to a l l  the amplitude readings of one run. Referring to 
figure 5.1 which shows a typical output waveform from the boxcar 
detector (sec.3 .3 .4 )
a) an exponential curve was f i t t e d  to the absolute values of a l l  
the hn1s and the values (vn) given by this curve at positions 
corresponding to the peak h^'s were obtained.
b) the mean of the differences ( |h n| - v ) fo r  odd n and the 
differences (v -  |hp | ) for even n was calculated and used as an 
estimate of the o ffse t.
c) steps a) and b) were repeated (accumulating the o ffsets)
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F ig .5 .1 . Graph of a typical boxcar detector output waveform showing 
the e ffec t of a dc o ffset voltage VQS. The exponential curve 
represents the f in a l f i t te d  decay ra te , the values v  ^ of this curve 
being at the same positions as the peak values hn of the boxcar 
output waveform.
A/2
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F ig .5.2. Graph of a boxcar detector output waveform showing the 
effects of both a dc offset and the zero crossing detector 
thresholds (V ■ for +ve. going, for -ve. going) on the in tervals  
between the convert command pulses (C .c . ) .
u n til  the difference in offset was less than some pre-determined 
value.
d) the most recently f i t t e d  exponential was then taken as the 
measured absorption ra te , and the o ffset V' was used in the 
subsequent analysis fo r that run,
i i i )  Zero crossing detector e rro r.
The zero crossing detector had been used during the 
experiments to in i t ia te  the d ig it isa t io n  of the position transducer 
output, and these had been assumed to be at h a lf  wavelength 
in terva ls . Referring to figure 5.2 i t  can be seen that the e ffec t  
of a d .c. o ffset VQS is to make a lternate  in tervals greater than 
and less than the assumed ha lf wavelength. The e ffec t of the two 
zero detection thresholds, for  a negative going signal and 
for a positive going signal is to fu rther modify the in terva ls .
The true intervals were found by calculating the values of I  for  
which the waveform
A = M ' ^ c o s  2iri  5.2
was equal to (VQS + V^) and (Vqs + V ) for negative going and 
positive going cases respectively, and these values (in  wavelengths) 
were then used in finding the velocity .
iv )  Use of long time constants.
During some of the experiments that were performed before 
the high ra tio  micrometer-drive gearbox was availab le , the wavelength 
was found to be so short that the buffer rod could not be moved 
s u ff ic ie n t ly  slowly for the very long time constants required by the 
time averaging system due to the low signal to noise ratios resulting
from measurements at high absorptions. In such cases the starting  
transient of the boxcar output waveform could take several ha lf  
cycles to die away. In antic ipation of these and other special 
cases, provision was made in the program for data points to be 
omitted i f  i t  led to a s ign if ican t improvement in the quality  of the 
curve f i t .
5 .2 .1 . D iffraction  Corrections.
The program was designed to allow also fo r the modification  
of the amplitude values h^, and the (nominal) A/2 points by the 
means of d if fra c t io n  correction f i le s  generated as described in 
section 4 .3 .5 .  To this end the displacement transducer readings 
when converted to micrometer readings in mm, were subtracted from 
the calculated micrometer reading with the buffer rods in contact 
to give the actual buffer rod separation in mm. Values were then 
obtained from the correction f i l e  by simple l inear in terpolation .
5 .3 . Data Analysis I I I .
All subsequent computer programs with the exception of the 
multi parameter curve f i t ,  were implemented on the previously 
mentioned SWT MC6809 microprocessor system.
In order that relaxation times and specific heats could be 
obtained i t  was necessary to calculate the classical absorptions as 
described in section 2 .4 .2 ,  and to subtract these from the
experimental absorptions to obtain the non-classical or molecular
absorption. The increase of velocity  with frequency due to the 
in a b i l i ty  of the rotational degrees of freedom to be excited in
such short times is usually calculated theore tica lly  in terms of v ,
the acoustic velocity at low frequency. However, since the high 
frequency end of the frequency spectrum used in these experiments 
ju s t  overlaps the Burnett region (sec.2 .4 .3 )  i t  was considered that  
this modified velocity  Vg should be used instead, and is referred to 
as the 'base' velocity .
A computer program called CLASSIC (described in appendix B) 
was written to perform these calculations, and to prepare a data 
f i l e  for each experiment ready for the f i t t in g  of rotational 
relaxation specific heats and frequencies. The measured data 
required by the program for each run were:-
i )  the temperature,
i i )  the pressure,
i i i )  the absorption and
i v ) the velocity .
Output from the program were:-
i )  the frequency/pressure ra t io ,
i i )  the specific  heat C of the mixture,
P
i i i )  the excess absorption a'A,
iv )  the theoretical base velocity  Vg and
v) the measured velocity .
The values of the excess absorption a ' A, the base velocity Vg and 
the experimental velocity Vg are plotted against frequency/pressure 
ra t io  in figure 5.3 for the 25 runs of one experiment. The peak 
in the excess absorption curve is c learly  seen, as is the increase 
with frequency of the velocity .
A program called DFIT, written in FORTRAN on the main 
University of Surrey PRIME computing f a c i l i t y ,  using a NAG lib ra ry  
routine for least square curve f i t t i n g ,  was then used to f i t  a
50% D; 
286K
50% Ne
600
550
0.2
•x A A
0.1
A A
0
10 100
17 P
F ig .5.3. Graph of excess absorption a'A (A) in nepers/v/avelength
and ve locities  VV (o) and (solid l in e )  in m/s against frequency/
pressure ra tio  f /p  in MHz/atm.
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F ig .5 .4 . Graph of excess absorption a'A in nepers/wavelength and
velocity  in m/s against frequency upon pressure ra tio  f /p  in MHz/atm. 
A, o - experimental points, solid lines - f i t tq d  single re laxation.
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single relaxation time and specific  heat to the excess absorption 
data according to equations 2.11 and 2.12. The excess absorption 
and velocity  dispersion of such a process f i t t e d  to the data in 
figure 5,3 is i l lu s tra te d  in figure 5.4.
Whilst the ve locities  obtained from the f i t  of a relaxation  
process agreed with the experimentally obtained velocities  for  
experiments at room temperature (as in figure 5 .4 ) ,  a t higher 
temperatures the agreement was poor. A typical case is i l lu s tra te d  
in figure 5.5 for a 50/50 mixture of D£/Ne at 899K. The 
experimental velocity is lower than the theoretical at low 
frequencies, but rises much too rapidly with increasing frequency.
5 .3 .1 .  D iffe ren tia l Gas Sorption.
The simplest hypothesis that would explain the behaviour of 
the experimental velocities  at high temperatures was considered to 
be that the deuterium molecules were more readily sorbed (adsorbed 
and then absorbed) by the hot chamber walls than neon molecules 
(Roth 1976,43 Redhead, Hobson and Kornelsen 19681+0 ). Under this 
hypothesis a larger proportion of the deuterium molecules would be 
sorbed during the in i t i a l  s ta b il isa t io n  period, leaving a mixture 
with a lower ultrasonic velocity  than expected. At each 
subsequent pressure reduction some of this reservoir of deuterium 
molecules would be released or desorbed from the w alls , rapidly  
producing a mole fraction of deuterium in excess of that planned, 
with a consequent increase in velocity .
In order to test the hypothesis the following assumptions 
were made,
i )  that the sorption of the neon molecules was neglig ib le  at a l l  times
Veloci ty
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F ig .5 .5 . Graph of excess absorption a'X in nepers/wavelength and 
velocity  in m/s against frequency upon pressure ra t io  f /p  in Ml-iz/atm. 
A, o - experimental points, solid lines - f i t t e d  single re laxation.
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F ig .5 .6 . As figure 5 .5 , except that the inole fractions of the two 
gases have been allowed to vary during the analysis, as described 
in the text (sec.5 .3 .1 ) .
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i i )  that the fraction of the tota l number of deuterium molecules 
that were sorbed by the walls was a function of temperature only, 
and
i i i )  that the time taken for the sorption or desorption of the 
deuterium molecules was neglig ib le .
Whilst this last assumption would appear at f i r s t  sight to 
be in va lid , i t  should be noted that the pressure changes were a l l  in 
the same sense and that the time in tervals  between pressure reductions 
were a ll  about the same, so that i t  is in fact assuming no more than 
a constant mole fraction of deuterium for the duration of each run. 
Since the change in mole fraction from one run to the next would in 
any case be only small, this assumption can be seen to be 
essentia lly  reasonable. The method employed to test the hypothesis 
was to allow the theoretical mole fraction of deuterium to vary 
according to the above assumption at a sorbed proportion of 
deuterium A(T) chosen as a best f i t  to the experimental data, and 
then to see how good this f i t  was. The calculations were as 
fo llow s:-
i )  The frequency and specific heat of one relaxation process were 
f i t t e d  to the excess absorption data from the program CLASSIC.
i i )  Using the frequency and specific  heat from i ) ,  the modified 
base velocities v 'gn were calculated that would have produced the 
measured relaxation ve loc ities .
i i i )  Using a modified version of CLASSIC, the mole fractions of 
deuterium x' that would have produced these theoretical base 
velocities were calculated for each run.
iv )  Using a least squares technique a value of both A, the fraction  
of sorbed deuterium and x " i ,  the mole fraction  of deuterium fo r  the
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f i r s t  run were obtained, that best f i t t e d  the mole fractions x' 
from stage i i i ).
v) The program CLASSIC was re-run with the mole fraction of deuterium 
being x"i fo r  the f i r s t  run and subsequently changing according to 
the value of A, to provide a new set of excess absorptions and base 
v e lo c it ies .
v i ) Stage i )  was repeated, and the degree of improvement of the 
velocity  f i t  was observed.
The improvement in the agreement between the experimental 
and the theoretical ve locities  that was introduced by allowing this  
progressive change in the mole fraction of deuterium can be seen by 
comparing the velocity  f i t s  in figures 5.6 and 5 .5 . The degree of 
improvement obtained using ju st this simple hypothesis would appear 
to ju s t i fy  i ts  use even though the values of A were la te r ,  in fa c t ,  
found to change with the in i t i a l  mole fraction  of deuterium as well 
as with temperature. Thus the results from a l l  the experiments 
involving gas mixtures were put through the above mole fraction  
correction procedure, except those fo r  experiments at room temperature 
where such sorption effects would be expected to be too slow to 
have any noticeable e f fe c t .  These results from the room temperature 
experiments were put through stages i )  to iv )  only, in order to 
establish that the sorption process could in fac t be ignored. The 
f i t t e d  in i t i a l  mole fractions and sorbed fractions are l is te d  in 
table 5 .1 .
5 .3 .2 . Multiple Relaxation Effects.
A program called DFITC, a modification of DFIT, was then 
developed that would f i t  several pairs of relaxation frequencies
Temperature
Nominal mole 
fraction
Fi tted parameters
I n i t i a l  mole 
fraction
Sorbed fraction  
of deuterium
285 0.75 0.75 -0.002
286 0.50 0.50 -0.005
286 0.25 0.26 -0.026
289 0.10 0.11 -0.032
480 0.75 0.75 0.051
480 0.50 0.50 0.053
480 0.25 0.25 0.U56
480 0.10 0.10 0.073
697 0.75 0.75 0.14
696 0.50 0.49 0.15
699 0.25 0.24 0.16
697 0.10 0.08 0.22
901 0.75 0.73 0.12
899 0.50 0.44 0.15
901 0.25 0.18 0.18
Table 5.1. F itted in i t i a l  mole fractions and sorbed fractions  
of deuterium for each experiment involving a mixture of the two 
gases.
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and specific  heats to a set of excess absorption data according to 
equations 2.19, 2.20 and 2.21.
Attempts were made to f i t  up to four relaxation processes 
to each set of excess absorption data. By specifying that the 
f i t t e d  relaxation frequencies had to be within the experimental 
frequency range,however, i t  was found that a maximum of three such 
processes could be f i t te d  to most of the data sets, whilst the 
others could support only two. The results from these parameter 
f i t t in g  procedures w i l l  be presented in the next chapter.
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Chapter b.
Results for Deuterium - Neon Gas Mixtures,
6 .1 . Introduction.
Measurements have been made of the ultrasonic absorption 
and velocity  dispersion in normal deuterium - neon gas mixtures a t  
nominal temperatures of 286K, 480K, 697K and 900K. Measurements 
were made in the pure gases, and at deuterium mole fractions of 
0.75, 0 .50, 0.25 and 0.10 at a l l  temperatures, except that at 900K 
the 0.10 mole fraction experiment was omitted. In a l l  gas mixture 
measurements except those made at room temperature, the experimental 
velocity  was observed to r ise  more rapidly than expected with 
increasing frequency upon pressure ra t io  and, as described in 
chapter 5, this was attributed to the d if fe re n t ia l  absorption of the 
l ig h te r  gas. The classical absorption and velocity  calculations  
were adjusted to allow for this and the values thus obtained are 
i l lu s tra te d  in figures 6.16 to 6.34 where the excess, or molecular, 
absorption and velocity are plotted as functions of frequency upon 
pressure ra tio .
The solid lines in these figures represent the absorptions 
and velocities of the pairs of relaxation times and specific  heats 
that were f i t te d  to the excess absorptions by a least squares 
method. The reciprocal relaxation times are plotted against mole 
fraction  of deuterium for the four temperatures in graph a of 
figures 6.12 to 6.15, with the appropriate specific  heats of 
relaxation in graph b of the same figures.
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6.2 . Calibration Measurements in Neon Gas.
Experimental ve locities  obtained from measurements made in 
Research Grade neon gas (quoted minimum purity  99.9995%) at four 
temperatures from 300K to 902K are i l lu s tra te d  in figures 6.1 to
6 .4 , where the solid lines are the theoretical velocity  against 
frequency upon pressure ra t io  curves calculated from equation 2.13 
and modified by the Burnett theory (equation 2.36) as described in 
appendix B. The velocity  measurements can be seen to f i t  the shape 
of the Burnett curve in each case, although there is a consistent 
difference of about 1% between the two.
The chromel-alumel thermocouple being used for temperature 
measurement of the gas in the test chamber had an accuracy of to 
within ± 3°C or ± 0.75% of the temperature difference from the cold 
junction at 0°C, whichever was the greater, according to the 
thermocouple emf to temperature conversion chart being used.
Having applied the largest temperature correction allowed by this  
c r ite r io n , the average difference between the experimental and the 
theoretical velocities was less than 0.5%, which was considered 
adequate. In view of the se n s it iv ity  of the curve f i t t in g  routines 
that were to be used la te r . to  the absolute value of the theoretical  
ve loc ity , a l l  such velocities  were increased by 0.478%, so that the 
average difference was a r t i f i c i a l l y  set to zero.
The absorptions in neon at the four temperatures 300K, 484K, 
696K and 902K are plotted together on the dimensionless axis of 
Greenspan lt+ in figure 6 .5 . Agreement with the Burnett curve at 
low values of r(high f /p  ra tios) is generally good, but at high 
values of r the points due to the four experiments appear to diverge
- 99 -
Ve loc ity  - m/s
300K
500
450
1 10 100f /p  - MHz/atm
F ig .6.1. Calibration readings in neon gas. 
o - experimental points, solid l in e  - theoretical velocity .
Velocity -  m/s 
484K
620
600
580
560
100f /p  - MHz/atm
F ig .6 .2 . Calibration readings in neon gas.
o - experimental points, solid line  - theoretical velocity .
-  1 0 0  -
Velocity  - m/s
696K
800
750
700
TOO/p  -  MHz/atm
F ig .6.3. Calibration readings in neon gas. 
o - experimental points, solid l ine  - theoretical velocity .
Veloci
950 - 902K
900
850
800
750
100f /p  -  MHz/atm
F ig .6 .4 . Calibration readings in neon gas. 
o - experimental points, solid l in e  - theoretical velocity .
-  101 -
X - 300K 
□ - 484K 
A - 696K 
o - 902K
0.1
0.01
10 100
F ig .6 .5 . Calibration readings in neon gas. experimental absorptions
plotted on reduced axes. Solid lines - Burnett absorption. 
aA - nepers/wavelength.
from the expected classical absorption. The shape of these 
divergencies, however, is that of a relaxation absorption maximum 
with a very small associated specific  heat, and the divergence may 
be attributed with confidence to small quantities of residual 
deuterium from previous experiments being de-sorbed from the chamber 
walls.
These differences are i l lu s tra te d  in figures 6.6 to 6.9 
plotted on a linear scale in the manner in which excess absorption 
w il l  be plotted la te r .  I f  the deviations from the theoretical 
absorptions are in fact due to contamination of the neon by the 
deuterium, then the mole fractions of deuterium present, estimated 
from the excess absorptions using equation 2.15 vary from 0.006 at  
300K to 0.024 at 696K.
6.3. Experimental Error.
Each run or sub-run produced a series of position and 
amplitude readings at nominal ha lf  wavelength separations. Curves 
w ere .f it ted  to these points during the f i r s t  part of the analysis 
(sec.5 .2 ) to produce the absorption coeff ic ien t and the ve loc ity .  
Associated with each of these values was the standard deviation of 
the f i t t e d  gradient, giving a measure of the degree of confidence 
that could be placed in the value. I t  was these standard deviations 
that were used in plotting the error bars in the excess velocity  and 
absorption graphs (figures 6.16 to 6 .3 4 ) ,  the to ta l length of each 
fu l ly  plotted error bar being two standard deviations.
Where several sub-runs were necessary, several values Xn of 
the required parameter X would be obtained, each with i ts  own 
standard deviation a . In these cases the weighted mean
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a'A
0 . 2 — -------
300K
0 . 1 -
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- 0.1  -
_ Q  2   L-1 __________ 1______ 1____ 1___ ■----1 1 1 I—I____________ I________I_____ I I I I I 1- I 
• 1 10 f / p  100
F ig .6 .6 . Calibration readings in neon gas. Excess absorption 
(nepers/wavelength) against frequency upon pressure ra tio  (MHz/atm).
a'A
0 .2
0.1
D
0
0.1
0.2
10 100f /p
F ig .6.7. Calibration readings in neon gas. Excess absorption 
(nepers/wavelength) against frequency upon pressure ra t io  (f'iHz/atm).
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0
-0.
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Fig.
(nepers/wavelength) against frequency upon pressure ra t io  (iiHz/atm).
a ' A  
0 .2
0.1
0
- 0.1
- 0 . 2
F ig .6.9. Calibration readings in neon gas. Fxcess absorption 
(nepers/wavelength) against frequency upon pressure ra t io  (MHz/atm).
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6.8. Calibration readings in neon gas. Excess absorption
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6.1
was used as an estimate of X. The required standard deviation for 
this mean is that of the distr ibut ion that results from the 
amalgamation of the n contributary distr ibut ions each with d i f ferent  
Xn and standard deviation a . Each Xn can be considered as the 
mean of a distr ibution of X. 's such that
For k distributions the combined standard deviation is given by
where d = X - X n n
These standard deviations were used in the least squares curve 
f i t t i n g  procedure in which the relaxation time and specific heats 
were obtained from the excess absorption data (sec.5 .3 .2 ) .  Each 
difference, the sum of the squares of which were being minimised, 
was weighted according to the standard deviation of the associated 
experimental value in order that best use could be made of the
Xn
n
6 . 2
n
a 2 _
6.3
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available information. The information available from the sum of 
squares minimisation routine used to f ind the experimental relaxation  
times and specific heats, however, did not include information 
regarding the degree of r e l i a b i l i t y  of the value of each parameter, 
but only a general guide to the qual ity  of the f i t  for  a l l  the 
parameters. Whilst this was of assistance in determining the 
number of parameters that could, with confidence, be f i t t e d  to any 
one set of data, i t  was of no assistance in determining the probable 
error  in any one value.
6.4. Theoretical Predictions for N - Dp-
Table 6.1 shows the energies of some rotational transit ions  
calculated from equation 2.25, and the ir  specific heats at the four 
temperatures used calculated from equations 2.26 and 2.27. I t  can 
be seen that the dominant specific heat contribution in the ortho 
and para form changes from the (2 -  4) and (1 - 3) transitions at 
room temperature, to the (6 -  8) and (5 -  7) transitions at 898K.
I t  was thus appreciated that the relaxation times and specific  
heats obtained from the experimental data would probably be those 
of d i f fe rent  transitions for experiments at d i f fe rent  temperatures.
I t  was also recognised that some help would be required from these 
predicted energies and specific heats in allocating each pair  of 
measured relaxation parameters ‘to a part icular  transit ion or set of 
t ransitions. Thus the specific heats of the various transitions  
were plotted against energy for each temperature, since the 
relaxation time would be expected to decrease as the transit ion  
energy increased. These plots are shown in graph c of figures 6.12 
to 6 .15, with each point annotated with i ts  appropriate trans i t ion .
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Transition Energy 
xlO23 J
C . /  R rot
286K 480 K 697K 900K
Ortho
0 - 2 356 0.12b 0.048 0.022 0.013
2 - 4 832 0.398 0.244 0.140 0.093
4 - 6 1307 0.136 0.274 0.244 0.188
6 - 8 1782 0.007 0.091 0.188 0.209
8 - 10 2258 0.019 0.062 0.121
10 - 12 2733 0.010 0.037
Para,
1 -  3 594 0.165 0.073 0.038 0.023
3 - 5 1069 0.148 0.151 0.102 0.072
5 - 7 1545 0.020 0.091 0.120 0.108
7 - 9 2020 0.017 0.059 0.086
9 - 11 2495 0.014 0.036
Table 6.1 Energies and specific heats of transit ions in ortho- and 
para- deuterium. R - Universal gas constant (8.3143 J mol-1 K"1). 
Calculations according to equations 2.25 - 2.27.
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6.5. Experimental Relaxation Times and Specific Heats.
I n i t i a l l y  the sum of squares minimisation routine was used 
to f ind a single relaxation time t s and specific heat C* for  each 
experiment, and these are shown in table 6.2 with the mole fract ion  
of deuterium calculated from the mole fract ion correction procedure 
appropriate to the f i t t e d  relaxation frequency. A stra ight  l ine  
in 1/ t against mole fract ion of deuterium was f i t t e d  to these 
values for  each of the four temperatures, and may be seen in graphs 
a,b,c and d of f igure 6.11. The resultant  relaxation times and 
col l is ion numbers are l isted in table 6.3  with some experimental 
results from the l i te ra tu re  for  comparison.
Subsequently, attempts were made to f i t  as many pairs of 
relaxation times and specific heats (t , C1n, n = 1 , 2 . . . )  as 
possible to each of the sets of excess absorption data, in order to 
ensure that the available information had been fu l l y  exploited in 
each case (sec .5 .3 .2 ) .  Values obtained in this way are l is ted  in 
table 6 .2 ,  together with the appropriate mole fract ion of deuterium 
for  each case. No extrapolation o f  the multi-parameter f i t  data 
could be performed at this stage because each pair had yet to be 
associated with a part icular t ransit ion or set of t ransit ions.
The experimental excess absorption and velocity  readings 
together with the relaxation absorptions and velocit ies due to 
these f i t t e d  relaxation parameters are shown in figures 6.16 to 6.34 
Figures 6.12 to 6.15, for temperatures 286K, 480K, 697K and 900K 
respectively show in a -  the change in the f i t t e d  reciprocal 
relaxation times with mole fract ion of deuterium, in b - the 
normalised specific heats of the relaxation times in a, and in c - 
the theoretical specific heats of the relaxation processes l is ted
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Table 6.2 Fi tted relaxation parameters for  single and multiple 
relaxation processes, t  - relaxation time, C' - specif ic heat of 
the relaxation process, f r  - mole fraction of deuterium (see section 
5 .3 .1 )  at frequency = 1/2ttt.
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in table 6.1. The transitions involved in each f i t t e d  relaxation  
phenomenon have been tenta t ive ly  included, the allocation being 
based largely upon the specif ic heats of each process, with a l inear  
change in 1 / t  with mole fraction for any part icular  transit ion being 
accorded a higher p r io r i ty  than a monatonic increase in relaxation 
time with transit ion energy.
From the values in table 6 .2 ,  stra ight lines were f i t t e d  to 
the appropriate reciprocal relaxation times and mole fractions for  
each transit ion at each temperature. From these f i t t e d  l ines,  
which are i l lus tra ted  in figures 6.35 to 6.38 the relaxation times 
and coll is ion numbers for  transitions due to - D  ^ col l isions and 
-  Ne coll isions were calculated, and are shown in table 6.4.
6.6. Discussion.
6 .6 .1 .  Single Relaxation Process.
Agrawal and Saksena3 point out that although the rotational  
coll is ion number for  each transit ion in the deuterium neon mixture 
would be expected to vary inversely with temperature, i f  a single 
coll is ion number is used to characterise the measured absorption 
maximum, then at higher temperatures this w i l l  be influenced by the 
increase in the contributions of the higher level t ransit ions.
They predict that  as the temperature is increased from a low value 
at which only one transit ion is involved, the coll is ion number w i l l  
reach a minimum and w i l l  then increase with further increase of 
temperature. From table 6.3 i t  can be seen that these results 
agree with the increasing nature of the - D^  rotational co l l is ion  
number with temperatures above 300K, that had previously been
TK
D2 - We
Ts
x l0 8s
Tc 
xlO1*s
t
rot Ts
x l0 8s
Tc 
xlO1*s
7rot
273(a) 210
286 1.58 9.59 165 2.00 24.9 80
296(b) 188
480 2.25 13.6 188 2.06 34.6 60
697 3.75 17.5 214 1.79 42.9 42
773(b) 225
900 4.50 20.8 216 1.43 49.1 29
1073(b) 328
Table 6,3 Experimental relaxation times and coll is ion numbers 
for  an assumed single relaxation procces. Data (a) from 
Stewart and Stewart47 and (b) from Winter and H i l l . 54
demonstrated by Winter and H i l l . 54 These results, together with 
those of Jonkman e t .a l .22 and S lu i j t e r  e t .a l .4,6 are plotted in 
f igure 6.39, and clearly  show a minimum in the col l is ion number.
The D2 - Ne single relaxation process col l is ion numbers 
l is ted in table b.3 are shown with the low temperature values 
obtained by Jonkman e t . a l .  in f igure 6.40. The co l l is ion  number 
is seen to decrease with increase of temperature as i f  e i ther  the 
temperature of the minimum predicted by Agrawal and Saksena is 
greater than 900k, or that the rate of decrease of col l is ion number 
with temperature was too great to be affected by the inclusion of 
other transit ions.
6 .6 .2 .  Multiple Relaxation Processes.
The rotational coll is ion numbers for  the individual  
transitions that were tenta t ive ly  assigned to the experimental data,  
are l is ted in table 6.4 together with the theoretical coll is ion  
number for - Ne coll isions predicted by Agrawal and Saksena.3 
The assignations of transitions to the experimental data were based, 
as has been stated, on the specific heat data, and as a secondary 
fac tor ,  an expected l inear  relationship between 1 / t  and the mole 
fract ion of deuterium. The specific heat data was d i f f i c u l t  to 
u t i l i s e ,  since i t  apparently suffered from errors, as can be seen 
by the values of the total relaxing specific heats in graph b of 
f igures 6.12 to 6.15. The coll is ion numbers for col l isions
do not show any clear decrease of col l is ion number with temperature 
for any one coll is ion process as would be expected,46 unless, 
perhaps, the data from the experiments at 900K are ignored.
Despite the lack of detailed agreement with the quoted
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T
K
Transition
°2 - D2 02 - Ne
T
x l0 8s
Tc 
xlO1*s
^rot T
x l0 8s
Tc 
xlO1*s
^rot Zrot
(a)
286 0 - 2 0.51 9.59 53 12.9 24.9 518 39
1 - 3(2 -  4) 98
2 - 4 2.08 217 1.08 43 168
3 - 5 1.61 168 3.62 145 243
4 - 6 1.88 196 5.95 23*
5 - 7 8.30 865 5.85 235
480 0 - 2 0.71 13.6 52 0.13 34.6 4
1 - 3 0.66 48 0.48 14
2 - 4 2.54 187 2.35 68
3 - 5 0.28 21 0.91 26
4 - 6(2 - 4)
5 - 7 0.31 23 4.69 136
6 - 8 3.64 268 23.4 676
697 1 - 3 2.00 17.5 114 0.13 42.9 3
2 - 4 0.62 36 1.38 32
3 - 5 3.55 203 1.99 46
4 - 6(3 - 5)
6 - 7(3 - 5)
6 - 8 5.68 325 2.97 69
7 - 9 5.21 298 12.5 291
8 - 10(7 - 9)
900 1 - 3 1.25 20.8 60 0.17 49.1 3
2 - 4
3 - 5 6.67 321 U.15 3
4 - 6 5.88 283 1.75 36
5 - 7(4 - 6)
6 - 8(4 - 6)
7 - 9 6.17 297 19.5 397
8 - 10(7 - 9)
Table 6.4 Relaxation times and coll is ion numbers for  individual 
transitions. L)ata (a) are from Agrawal and Saksena.3 Where a group of 
transitions could not be resolved, the predominant transit ion is 
indicated in brackets a f te r  each member of the group.
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theoretical f igures,  however, the coll is ion numbers of the individual  
transitions for deuterium - neon col l isions do, in general, show 
such a decrease with increasing temperature. The only transitions  
to show a marked increase in col l is ion number with temperature are 
the (experimentally) indistinguishable pair  7-9, 8-10, and this 
could be due to the larger contribution of the 8-10 transit ion at 
900K.
6.7. Conclusions.
Measurements have been made of the rotational relaxation  
times in mixtures of normal deuterium and neon gas for  both assumed 
single relaxation processes and for  multiple relaxation processes. 
From these measurements the relaxation times for  coll isions
and for - Ne coll is ions have been deduced. In the case of 
single relaxation processes these measurements confirm the presence 
of a minimum rotational coll is ion number for  -  D^  col l isions at 
about 300K, that had previously been described in the l i te ra tu re .3 
For these f i r s t  reported measurements in deuterium - neon gas 
mixtures at elevated temperatures, the single relaxation process 
col l is ion numbers for -  Ne col l is ions have been found to decrease 
monotonically from 80 at 286K to 29 at 900k.
When considering the case of multiple col l isions the 
situation is not so c learly  defined. The v a l id i t ie s  of the 
coll is ion numbers l is ted by transit ion in table 6.4 depends upon 
the v a l id i ty  of the allocations of each transit ion to the r e la t iv e ly  
few experimentally distinguishable relaxation processes. In these 
circumstances the transitions with the largest specific heat 
contributions should be the most r e l ia b le ,  fo r  example the 2-4
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t ransit ion at 286K, and the 2-4,4-6 transit ions at 480K.
In order to be able to ascribe relaxation times to individual  
relaxation processes with confidence, more excess absorption data 
points of a re l iab le  nature are required, par t icu lar ly  on the high 
frequency upon pressure ra t io  side of the absorption maximum.
Whilst the precision of the absorption measurements could be 
improved by working at a higher frequency (and thus a greater gas 
pressure), calculation of the excess absorption would s t i l l  depend 
upon the knowledge of a re l iab le  theoretical absorption in the 
Burnett region suitable for  gas mixtures.
Complementary to the experiments performed, a new method 
has been developed for  calculating the transfer function due to the 
dif f rac t ion  of ultrasound when being transmitted from a non-piston 
source, through an absorptive medium to a receiver of non-uniform 
amplitude sens it iv i ty .
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F ig .6.11. Reciprocal single relaxation time 1 / t  plotted against 
mole fraction of deuterium Xi ,  for  the four temperatures a - 286, 
b - 480, c - 697 and d - 900K. o -  experimental points, solid 
l ine - f i t t e d  stra iaht l ine.
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F ig .6.14. Relaxation times and spec i f ic  heats of mu l t ip le  re laxat ion
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F ig .6.16. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption ( a ' A )  in nepers/wavelength.
A o - exp. points, solid lines - due to three f i t t e d  relaxations.
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F ig .6.17. Excess absorption and ve lo c i ty  p lo tted against frequency
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. po ints , so l id  l ines - due to three f i t t e d  re laxat ions.
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Fig .6.18. Excess absorption and velocity  plotted against f r e q u e n c y  
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. points, solid lines - due to two f i t t e d  relaxations.
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F ig .6.19. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. points, so l id  l ines - due to two f i t t e d  re laxations.
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F ig .6.20. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o -  exp. points, solid lines - due to three f i t t e d  relaxations.
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Fig .6.21. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. po ints , so l id  l ines - due to two f i t t e d  re laxations.
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F ig .6.22. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o ■ exp. points, solid l ines - due to three f i t t e d  relaxations.
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Fig .6.23. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. points, so l id  l ines - due to three f i t t e d  re laxations.
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Fig .6.24. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o -  exp. points, solid l ines - due to three f i t t e d  relaxations.
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Fig .6.25. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. po in ts ,  so l id  l ines - due to three f i t t e d  re laxat ions.
- 126 -
Veloc i ty  - ms-1
100% D 
696K
1500
1450
'X
14000.2
0.1
0 10 100f /p  -  MHz/atm
Fig .6.26. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. points, solid lines - due to two f i t t e d  relaxations.
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F ig .6.27. Excess absorption and ve lo c i ty  p lo t ted against frequency
upon pressure ra t io .  Absorption (a'A) in nepers/wave length.
A o - exp. po in ts ,  so l id  l ines - due to three f i t t e d  re laxat ions.
- 127 -
Velocity -  ms-1 
1100
1000
50% Ne50% D 
696K
;'A
0.2
0.1
0 101 100f /p  - MHz/atm
900
F ig .6.28. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o -  exp. points, solid lines - due to two f i t t e d  relaxations.
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F ig .6.29. Excess absorption and ve loc i ty  p lo t ted  against frequency
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. points , so l id  l ines - due to two f i t t e d  re laxat ions.
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Fig .6.30. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption ( a ' A )  in nepers/wavelength.
A o -  exp. points, solid lines - due to two f i t t e d  relaxations.
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Fig .6.31. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption ( a ' A )  in nepers/wavelength.
A o - exp. points, so l id  l ines - due to two f i t t e d  re laxations.
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F ig .6.32. Excess absorption and velocity plotted against frequency 
upon pressure ra t io .  Absorption ( a ' A )  in nepers/wavelength.
A o - exp. points, solid lines - due to three f i t t e d  relaxations.
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F ig .6.33. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption ( a ' A )  in nepers/wavelength.
A o - exp. po ints , so l id  l ines - due to three f i t t e d  re laxat ions.
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F ig .6.34. Excess absorption and velocity  plotted against frequency 
upon pressure ra t io .  Absorption (a'A) in nepers/wavelength.
A o - exp. points, solid lines - due to three f i t t e d  relaxation  
processes.
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F ig .6.35. Reciprocal relaxation times plotted against mole fract ion  
of deuterium, showing the straight lines f i t t e d  according to the 
allocat ion of transitions shown in figure 6.12.
40
T = 480K
1 / t
x l0"7s_1 0-2
30
20 1-3
10 3-5
6-80
1 0.5 0x
F ig .6.36. Reciprocal relaxation times plotted against mole fract ion  
of deuterium, showing the stra ight lines f i t t e d  according to the 
allocation of transitions shown in figure 6.13.
- 132 -
1 / t  
xlO V 1
40 T = 697K
1-3
30
20
10
0 1-10
F ig .6.37. Reciprocal relaxation times plotted against mole fraction  
of deuterium, showing the s tra ight lines f i t t e d  according to the 
allocation of transitions shown in figure 6.14.
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F ig .6.38. Reciprocal relaxation times plotted against mole fraction  
of deuterium, showing the stra ight lines f i t t e d  according to the 
allocation of transitions shown in figure 6.15.
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Appendix A.
DICK - A computer program for calculating absorptions 
and velocities  from experimental data.
A s im plified flow chart of the program is shown in figures 
A.l and A.2, the numbers referring to the sections below in which 
the relevant part of the program is explained. The s im plifications  
in the flow chart consist of the omissions of some of the program 
control options, and of the sub-run detection and averaging 
routines. Full deta ils  of these are available from the program 
l is t in g  in section A .12.
The program was written in FORTRAN and implemented on a 
Data General Nova 4 minicomputer. The choice of this computer 
was influenced by two features of the machine, a) a high speed 
paper tape reader, and b) a refreshed graphics type of oscilloscope 
display driven via a pair of 50KHz d ig ita l  to analogue convertors 
that formed part of the machine. This graphics display could be 
maintained whilst other computing was in progress, and did not 
in terrupt the VDU display.
Before the program could be run i t  was necessary that the 
data tapes punched by the data logger had been read into the 
computer, and the data arranged into f i l e s ,  one f i l e  fo r each 
experiment. Within each f i l e  the data were grouped into runs, the 
data pairs of each run being preceded by a header giving the number 
of data pairs in that run.
I t  was also necessary that the appropriate d if fra c t io n  
correction data y;ere available in the form of fu rther data f i l e s .
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These were generated on the University of Surrey Prime computing 
f a c i l i t y  as described in section 4 .3 .5 ,  and were transferred to the 
Nova computer via a 1200 baud landline.
A . I .  In i t i a l  Display.
Data pairs were read in from the data f i l e  one run at a time 
this usually involving between 20 and 25 data pairs. I f  the run 
being analysed was composed of two or more sub-runs then these were 
detected by the change in direction of the displacement transducer 
readings. Each sub-run was isolated and presented for analysis 
separately, the results of the calculations for a l l  the sub-runs 
being averaged at the end of each run. The amplitudes h  ^ were used 
to plot an approximation to the decaying sine wave output from the 
boxcar detector,that had been obtained during the experiment, (sec. 
3 .3 .4 ) .  Each successive ha lf period of a sine curve was m ultip lied  
by an appropriate amplitude hn, and this generated a fa m ilia r  
looking curve by means of which gross errors in the amplitude 
readings could be quickly detected.
The type of error most frequently detected in this way was 
that due to the experimental equipment having fa i le d  to detect a 
zero crossing, so that a complete data pair would be missing. 
Occasionally a straightforward numerical error in the amplitude 
readings was detected. Having displayed this curve, the program 
allowed for the removal of the f i r s t  or la s t  data pair any number 
of times. Thus, in the case of a missing data p a ir ,  a l l  the data 
pairs a f te r  or before the error could be removed from the analysis, 
or, i f  the error was in the middle of a large number of data pa irs ,  
then the two sections of the run could e ffe c t iv e ly  be treated as
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two sub-runs.
A.2. Absorption Coeffic ient.
A linear least squares f i t  routine was performed on the 
natural logarithms of the amplitudes ln |h n | ,  to find the exponential 
decay rate per wavelength,a 'X , and the standard deviation of this
f i t t e d  value a .a  X
A.3. Offset Correction.
This was carried out as described in section 5 .2 , the mean 
o of the positive and negative differences o f a lternate amplitudes 
|h^| from the f i t t e d  exponential decay being used as an estimate of 
the o ffset of the original waveform. With the data o ffse t by this  
amount the curve f i t t in g  procedure (sec.A.2) was repeated, this whole 
process being iterated until Ao, the difference in successive values 
of o’, was smaller than some value £.
A.4. Curve Display.
The f i t t e d  curve was displayed together with the data points 
to which i t  had been f i t t e d .  This was in order that the v a l id i ty  
of a l l  the original data points could be checked by observing th e ir  
proximity to the f i t t e d  curve. The f i r s t  and the las t few points 
were the most frequently suspected of errors by this means, although 
one or two DVM conversion errors , or paper tape punching errors were 
also found elsewhere.
A .5. Data Point Removal.
The program allowed for the removal of any one or more values
from the curve f i t t in g  procedure without affecting the positions of 
the others. The reasons for removing amplitude data points were 
generally to do with the errors that were l ik e ly  a t the s ta r t  and 
the end of each run or sub-run made at high ultrasonic absorption. 
Errors a t the s ta r t  were l ik e ly  because of the long boxcar time 
constants necessary, and errors at the end were due simply to the 
decrease in signal to noise ra tio  as the waveform amplitude 
decreased. The method most frequently used when there was doubt 
about the inclusion of a particu lar data point was to see i f  there 
was a s ign if icant improvement in the standard deviation of the 
f i t t e d  coeffic ient with the point removed. I f  this was not the 
case then the point would be included.
A.6. Amplitude Correction.
The correction data from a specified data f i l e  could be used 
to correct the amplitude readings fo r  ultrasonic d if fra c t io n  e ffec ts .  
The f i l e  would contain up to 120 position - amplitude correction - 
phase correction triads from which the required amplitude correction  
was obtained fo r  each amplitude data point by linear in terpo la tion ,  
assuming that each amplitude was measured at a position h a lf  way 
between the zero crossing positions.
A.7. Wavelength Scale Correction.
A curve of the form
A = hi e~a X l  cos 2n)l
was assumed for the decaying sine curve, where a was measured in
wavelengths. The values of & were then calculated for which A 
would be equal to the sums of the calculated o ffset VQS( = o’) ,  and 
the measured zero crossing thresholds, the appropriate threshold 
being chosen according to the gradient of A. These values Z were 
then used in the subsequent lin ear least squares f i t  for the 
velocity  instead of the h a lf  wavelength in tervals  assumed i n i t i a l l y .
A.8. Wavelength F i t .
A s tra ight line  was f i t t e d  to the position reading - 
wavelength scale data pairs, the value of the gradient of which was 
one wavelength.
A.9. Phase Corrections.
In addition to the amplitude corrections, the correction
data f i le s  also contained phase correction data that modified the
resultant measured velocity . As with the amplitude data, each
appropriate phase correction was calculated by l in e a r  in terpolation .
The phase corrections were a l l  positive and tended to zero at large
buffer rod separations. This resulted in an overestimate of the
wavelength and thus of the velocity  by the uncorrected measurements.
The correction was applied by adjusting the wavelength scale (already
modified as in sec.A.6) in the negative sense of the phase. Thus,
i f  the phase correction for the n^ *1 data point is 0n , then the
wavelength scale value Z w i l l  become 3 n
- 141 -
A .10. Output Data.
The format of the output data f i l e  was such that fo r  each 
run the run number, the temperature, the pressure, the frequency 
upon pressure ra t io  and the number of data points read in were 
printed as a header. The results of the calculations of a run, or 
of each sub-run, were then printed as wavelength, ve loc ity , absorption 
per wavelength and absorption per m ill im etre , each with i ts  calculated 
standard deviation. The estimated o f fs e t ,  the number of terms 
used in both the absorption calculation and the velocity  calculation  
were also printed together with the name of the correction f i l e  
used. For two or more sub-runs two means were calculated for each 
of these figures, the arithmetic mean
-  i k 
X = = -  I  Xn 
a k n=l
and the weighted mean
X -  ; ( V a n 2 )
W E( V a n2)
as described in section 6.3. The standard deviation of this mean 
is shown to be (equation 6.3)
02 = - J —  y [m (a 2 + d 2 )R L nv n n 1
I  Mi n n=l
for k distributions of M points with standard deviation a , andn h nJ
th e ir  means X d if fe r in g  from X by d .n 3 w J n
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A .11. Program Validation.
In order to te s t the operation of the program and to gain 
experience in using i t ,  another program was w ritten  to generate 
simulated .experimental data sets, each with known absorption, 
ve loc ity , d.c. o f fs e t ,  zero crossing detector thresholds, and 
affected by a known time constant. The results of the analysis of 
one set of such simulated runs are shown in figures A .3 fo r  the 
absorption errors and A.4 fo r the velocity  errors. The simulations 
were for a gas with a constant ultrasonic velocity  of 1000ms” 1, and 
with an absorption varying from 0.1 nepers per wavelength to 1.15 
nepers per wavelength, and the o ffset varying from zero to 0.09 
volts .
The graphs are plotted on three axes, the resulting surface 
showing how the errors vary with both o ffse t and absorption. The 
absorption errors show l i t t l e  change with increasing offse t, whereas 
the velocity  errors increase in both magnitude and v a r ia b i l i ty  with 
increases of both o ffset and absorption. The largest errors in 
these plots are 0.20% for the absorption measurements, and 0.42% fo r  
velocity .
In this simulation the time constant was made equal to I/IO^*1 
of the time taken to increase the buffer rod separation by one 
wavelength. Simulations run at longer time constants i l lu s tra te d  
the d i f f ic u l ty  of estimating the duration of the starting tran s ient,  
particu la r ly  at high absorptions where only a few data points were 
available. Thus, in a l l  the experimental runs i t  was endeavoured 
to keep the buffer rod speed within these l im its .
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12. Program Listing.
DICK
ABSORPTION ANALYSIS PROGRAM FOR THE NOVA «
INTEGER SUBTERM.OSUBTERM.OOSUBTERM.SOSUBTERM 
DIMENSION INAME(7),AMP(!50).SUBDISP(I50),OSUBDISP(150) 
DIMENSION SUBAMP(1 5 0 ),OSUBAMP(150),OOSUBAMP(1 5 0 ).D IS P (150) 
DIMENSION IANS(7) , XVAL(1 5 0 ),Y (150), IF IL E (7 ) , IHEAD(30) 
DIMENSION ICLK(3) ,SOSUBAMP(150)
REAL LGSUB(150)
REAL MASUM, POFF.MWSUH
DOUBLE PRECISION L 1, L2, L3. P I, PO, DPI, DVAL1, DAH, DBO,
1 CROSSN, CROSSP, DVAL2 
CCMMON/ACCMM/SUBAMP 
CCMMON/CCCMM/XVAL 
CCMMON/DCCMM/SUBDISP 
CCMMON/ECCMM/LGSUB 
CCHMON/FCCMM/DISP 
P I« 3 .«1592638  
DPI«3. I'll592638D0 
IAFLAG-0 
JFLAG-0 
MFLAG-0 
NFLAG«0 
JQFLAG-0 
CALL FTDISP("S")
2 FORMAT(" DATA FILE NAME ? " ,Z )
WRITE(10,2)
« F0RMAT(S60)
READ(11 ,4) INAME(I)
CALL FOPEN(O.INAME)
IRUN-0 
IT IME-0
ACCEPT"FREQUENCY IN MHZ ? " ,F
GO TO 3 
31 JCFLAG-I 
READ NUMBER OF TERMS FROM FILE
3 READ(0, END-1 15) NTERM 
READ(0, t|)
READ DISPLACEMENTS & AMPLITUDES FCM FILE
IRUN-IRUN+1 
DO 100 J-l,NTERM 
READ(O) D IS P(J) , AMP(J)
IF ( ABS(AMP(J) ) . GT.2 .2 99) A M P (J )-0 .0
100 CONTINUE 
GO TO 37
36 ITIME-3
37 JCALC-0 
ISUBRUN-0 
INAME(I)«"NO"
INAMEC2)-"NE"
INAMEC3)*0
IF(JQFLAG. LT, 1) GO TO 10 1 
JCF LAG-0
WRITE (1 0 ,56 6 ) IRUN,NTERM
WRITE (1 0 ,56 9)
READ (1 1 ,U) IANS( I )
IF (IA N S (I).E Q ." J " ) GO TO 31 
569 FORMATC JUMP TO NEXT RUN -  J . . .  " ,Z )
101 CALL DISPFIT(NTERM,ITIME, CROSSN, CROSSP, POFF)
' I  TIME-1
C SORT INTO SUB-RUNS
I I - 1
DO 110 1 - 1 ,NTERM 
SUBAMP(II)-AMP(I)
S U B D IS P (II)-D IS P d )
SUBTERM-II
C KEEP COPY OF SUB-RUN ARRAY 4 NUMBER OF TERMS 
OSUBDISPdl )«SUBDISP(I I )
OSUBAHPdl )«SUBAMP(II)
OSUBTERM -SUBTERM 
SSUBTERM -SUBTERM
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IF(I.EQ.NTERM) GO TO 12 
IF (D IS P (I+ 1 ).L T . D IS P (I))  GO TO 12 
I I - I I + 1  
GO TO 110
C SUB-RUN FOUND, BUT IGNORE IT  IF  < 2 TERMS
12 IF(SU3TERM.LT. 2) GO TO 109 
ISUBRUN-ISUBRUN+1
WRITE (1 0 ,5 6 6 ) IRUN,NTERM
WRITE (1 0 ,5 6 8 ) D IS P ( I) , DISP(NTERM)
566 FORMAT ("  RUN NUMBER " , I 3 , "  WITH " , I 3 , "  TERMS.",Z)
568 FORMAT ("  FROM " ,F 6 .3 ,"  TO " ,F 6 .3 ,"  PW.")
IF(II.EQ.NTERM.AND.ISUBRUN.EQ. 1) GOTO 13
WRITE (1 0 ,5 6 7 ) ISUBRUN. II,SUBDISP( I ) .SUBDISP(SUBTERM)
567 FORMAT ("  SUBRUN NUMBER " , I 3 , "  WITH " ,1 3 ."  TERMS.
1 FRCM " ,F 6 .3 ." W  TO " ,F 6 .3 ,"  W ." )
C USE AMPLITUDE TO PLOT HALF SINE CURVES ON SCOPE
13 MSUB-0 
BO-O.
EO-O.
B6-0.
B7«0.
B8-0.
102 CALL SINPLOT(SUBTERM)
LFLAG-1 
WRITEOO, 162)
162 FORMAT(" F ,L ,0 ,C ,N ,I .J  OR E . . .  " ,Z )
GO TO 171
16 FORMAT(" MISS 1ST (F) OR LAST (L ) READING,
1 GO BACK TO ORIGINAL DATA ( 0 ) , " /
2 " INC. RUN COUNT ( I ) ,  JUMP TO NEXT RUN ( J ) , " /
3 " CONTINUE (C ), GO ON TO NEXT RUN (N) OR END (E) ? " ,Z )
17 WRITEOO, 16)
171 READ (II.H ) IANSO)
IF (IA N S (I).E Q ."F " .O R .IA N S (1 ) .EQ."L” ) GO TO 155 
IF (IAN S( I ).EQ ."C") GO TO 16^ 4 
IF (IA N S (1 ) .EQ."N") GO TO 109 
IF (IA N S (I).E Q ."E ") GO TO 115 
IF (IA N S (1 ) .EQ."J") GO TO 31 
IF (IA N S (1).E Q ." I" ) IRUN-IRUN+1 
IF (IA N S (1).N E ."0") GO TO 17 
C OPTION TO RESET SUBAMP TO ORIGINAL READINGS AS READ FRCM DISK
C ------------------------------------------------------------------------------------------------------------
18 WRITE (1 0 ,56 6) IRUN.NTERM 
TYPE " "
IF(II.EO.NTERM.AND. ISUBRUN.EQ. 1) GO TO 19
WRITE (1 0 ,56 7 ) ISUBRUN,II,SUBDISP(I) .SUBDISP(SUBTERM)
19 DO 150 J « I , OSUBTERM 
SUBAMP(J)«OSUBAMP(J)
SUBDISP(J )«OSUBDISP(J)
150 CONTINUE
SUBTERM -OSUB TERM 
SSUBTERM-SUBTERM 
INAME(I)«"N0"
INAME(2 )«"NE"
INAME(3)«0 
GO TO 102
C OPTION TO DELETE 1ST OR LAST TERM & REPLOT
155 SUBTERM-SUBTERH-1 
SSUBTERM -SUBTERM 
IF (IA N S (1).E Q ."L") GO TO 102 
DO 160 J-1,SUBTERM 
SIBAMP(J )«SUBAMP(J + 1)
SUBDISP(J )«SUBDISP(J + 1)
160 CONTINUE 
GO TO 102
C CREATE X VALUES TO INCREASE FRCM ZERO BY 0 .5  FOR EACH SAMPLE 
C AND KEEP COPY OF POSSIBLY MODIFIED AMPLITUDES.
16« DO 200 J-1,SUBTERM 
XJ-J
X V A L (J )-X J /2 .-0 .5 
SOSUBAMP(J)«SUBAMP(J)
200 CONTINUE
SOS UB TERM-SUB TERM 
AA-0.0 
202 ICOUNT-O 
C PUT LOG (E) AMP INTO ARRAY LGSUB
35 DO 210 J-1,SUBTERM
IF(SUBAMP(J).EQ. 0 .0 ) GO TO 25 
XABS-ABS(SUBAMP(J))
LGSUB(J )«ALOG(XABS)
GO TO 210 
25 LGSUBCJ)-0. 0 
210 CONTINUE 
C DO CURVE F IT  S/R
CALL DFIT(SUBTERM,MSUB.EO,BO)
C SUM DIFFERENCES BETWEEN FITTED CURVE 4 DATA POINTS
C ------------------------------------------------------------------------------------------- -
IF  (ICOUNT.GT.ilO) GOTO *19 
FM 1-1 .0  
VAL1«SUBAMP( I)
B02-B0 
A 3-0.
DO 230 J-1 .SUBTERM 
FM1-FM 1*( — 1 .)
IF(SUBAMP(J) .EQ .0 .0 ) GO TO 230 
VAL2«B0*XVAL(J) * ( - 1 .0 )
A8-VAL 1*EXP(VAL2)
A2«(ABS(A8)-ABS(SUBAMP(J) ) )*FM 1 
A3-A3+A2 
230 CONTINUE 
C CALCULATE HALF AVERAGE DIFFERENCES
A3«A3*( I.O/MSUB)
IFCVAL1. LT. 0 . )  A 3«A 3*(-1 . )
AH-A4+A3
C CHANGE AMPS BY THIS CORRECTION FACTOR (A3)
C ----------------------------------------------------------------------------------
DO 2*10 J-1,SUBTERM 
IF ( SUBAMP (J ) .  EQ. 0 .)  GO TO 2*40 
SUBAMP(J)«SUBAMP(J)-A3 
2*10 CONTINUE
ICOUNT-ICOUNT+1 
IF(ICOUNT.GT.30) GO TO 203 
IF (  ABS( A3). GT. ABS( A*t*0. 00 1)) GO TO 35 
C KEEP COPY OF THESE MODIFIED AMPLITUDES.
C ----------------------------------------------------------------------
203 DO *15 J-1,SUBTERM
OOSUBAMP(J)«SUBAMP(J)
*15 CONTINUE
OOSUBTERM-SUB TERM 
00A*4-A*(
C DO S/R TO PLOT FITTED CURVE 4 DATA POINTS ON SCOPE
*19 DO *18 J-1,SUBTERM 
LGSUB(J)«SUBAMP(J)
*18 CONTINUE
50 FORMAT(" 0 /S  ■ " ,F 9 .6 ,"  ATTENUATION « " ,F 9 .6,
1 " ERROR ■ " ,F 10.8)
WRITE( 10,50) A*i,BO, EO
CALL DICKPLOT(SUBTERM, BO, LFLAG)
C SAVE OLD BO 4 EO 
B01-B0 
E01-E0 
N 01-SUB TERM
C
56 WRITE(10,551)
GO TO 562
551 FORMAT(" R ,0,S,M ,G ,C  OR E . . .  " ,Z )
55 FORMAT(" REMOVE DATA POINTS (R ), BACK
1 TO ORIGINAL DATA ( 0 ) .  TO SEMI-MODIFIED DATA (S /M ) ," /
2 " GET CORRECTION FILE (G ), CONTINUE (C ),
3 OR END (E) ? " ,Z )
563 WRITEOO, 55)
562 READ( 1 1. *4) IANS(1 )
IF (IA N S (I).E Q ." 0 " ) GO TO 18 
IF (IA N S( 1).EQ."C".AND. LFLAG. LT. 1) GO TO 71 
IF (IA N S (1).EQ ."C ") GO TO 85 
IF (IA N S (1).E Q ."E ") GO TO 115 
IF (IA N S ( I ) . EQ." R") GO TO 60 
IF  ( IA NS (1 ) • EQ."G". AND. LFLAG. LT. 1) GO TO *130 
IF (IA N S (1 ) .EQ."G") GO TO 130 
IF (IA NS( 1). EQ."S" .AND. LFLAG. CT. 0) GO TO 163 
IF  ( IANS( I ) .  NE. "M" .AND. IANS ( I ) .  NE. "S") GO TO 56? 
IF(LFLAG.LT. 1) GO TO 85 
C RESET DATA TO LAST MODIFIED NUMBERS
C ----------------------------------------------------------------------
DO 161 J-1,OOSUBTERM
SUBAMP(J)»OOSUBAMP(J)
161 CONTINUE
SUBTERM-OOSUBTERM 
A*4«00A*»
GO TO 166
C RESET DATA TO THAT FRCM SINPLOT.
C -----------------------------------------------------------
163 DO 165 J-1.SOSUBTERM 
SUBAMP(J)«SOSUBAHP(J)
165 CONTINUE 
SUBTERM-SOSUBTERM 
A>l >0.0
166 INAME(1)«"N0"
INAME(2)-"NE"
INAME(3)«0
GO TO 202
C REMOVE DATA POINTS. OPERATOR MAY INPUT THE POSITION OF 
C THE DATA POINT ♦ . VE FRCM BEGINNING OR -VE FROM END
C --------------------------------------------------------------------------------------------------------
60 INUM-0
TYPE"INPUT POSITION OF DATA POINT. +VE FROM BEGINNING 
1 OR -VE FRCM END OR 0 TO FINISH"
62 ACCEPT" ? " .IP T  
IF (IP T .E Q .O ) GO TO 66 
INUM-INUM+I
IF(IPT.LT.-(SUBTERM).OR.IPT.GT.SUBTERM) GO TO 60 
IF(SUBTERM-INUM.GT.2) GO TO 63
TYPE"IF YOU DO THIS THERE WILL BE LESS THAN 3 POINTS LEFT ! 
GO TO 62
63 IF (IP T .L T .O ) GO TO 65 
SUBAMP(IPT)«0. 0
GO TO 62
65 SUBAMP(SUBTERM+IPT+1)» 0 .0 
GO TO 62
66 IF(SUBAMP(1 ) .NE.0 .0 ) GO TO 67 
DO 2M5 J -1 . SUBTERM 
SUBAMP(J )«SUBAMP(J + I )
IF(LFLAG.LT. 1) XVAL(J )-XVAL(J + l )
2U5 CONTINUE
SUBTERM-SUBTERM-1 
GO TO 66
67 IF(SUBAMP(SUBTERM) .NE.O. 0) GO TO 68 
SUBTERM«SUBTERM-I
GO TO 67
68 IF(LFLAG.LT. 1) GO TO 98!
IFdCOUNT.GT. HO) GO TO 35 
GO TO 202
C GET BACK TO SEMI MODIFIED DATA BEFORE CORRECTING.
130 DO 131 J -1 , OOSUBTERM 
SUBAMP(J)«OOSUBAMP(J)
131 CONTINUE 
SUBTERM-OOSUBTERM
C DO S/R TO CORRECT AMPLITUDES IN DATA FILE
C -------------------------------------------------------------------------------
IF (INA M E(1 ) .EO."NONE") GO TO 81 
IFdSUBRUN.GT. 1) GO TO 82
80 FORMAT(" CORRECTION FILENAME ? " ,Z )
81 WRITE(10,80)
READd 1, H) INAME(I)
82 AF LAG-0
CALL CORRECT(SUBTERM, INAME,AFLAG)
C DO CURVE FIT  AGAIN
C -----------------------------
IC0UNT-H5 
GO TO 35 
C CORRECT POSITION ARRAY
85 LFLAG*)
SUBTERM-SSUBTERM 
DO 90 J-1.SUBTERM 
SUBAMP(J )«SUBDISP(J)
90 CONTINUE 
L1-CR0SSP 
L2-CR0SSN*(-1. ODO)
DVALI-DBLE(VALI)
DAA-DBLE(AH)
IF(DVALI.GE.O.ODO) GO TO 92 
DVAL1«DVAL1*(-1. ODO)
L3-L1 
L 14.2 
L2-L3
92 ICNT-0 
DB0«DBLE(B01*(-0.5 ))
93 ICNT2-1 
L3-L1+DAH
91 ICNT-ICNT+1
IFdCNT.GT.SUBTERM) GO TO 981 
PO-ICNT-2 
95 PO-PO*). 1D0
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IF (P 0.C T. ICNT) GO TO 980 
DVAL2«DB0»P0
P1«DCOS(PO*DPI)»DVALt»DEXP(DVAL2)
IF (P 1 .L T .L 3 ) GO TO 95
97 PO-PO-O.01D0 
DVAL2«DB0»P0
P 1«DC0S(P0*DPI)*DVAL1*DEXP(DVAL2)
IF (P !.G T .L 3 ) GO TO 97
98 PO-PO+O.001D0 
DVAL2«DB0»P0
P1«DC0S(P0#D P I), DVAL1*DEXP(DVAL2)
IF (P  1 .L T .13) GO TO 98
PO«P0»O.5DO
XVALdCNT)-SNGL(PO)
DVAL1-DVAL !• (  - 1. CDO)
980 IF(ICNT2.EQ. 2) GO TO 93 
ICNT2-2
L34.2-DAH 
GO TO 9H
C DO S/R TO CORRECT POSITIONS BY PHASE CORRECTION.
H30 IF(IN AM E(1).NE."NONE") GO TO U3 1
TYPE "NO CORRECTION FILE IS CURRENTLY IN USE."
GO TO 56 
U31 AFLAG-1
CALL CORRECT(SUBTERM, INAME,AFLAC)
981 DO H32 J-1,SUBTERM 
LGSUBCJ )»SUBAMP(J)
H32 CONTINUE 
C DO CURVE F IT  S/R
C -----------------------------------
CALL DFIT(SUBTERM,MSUB,E0,B0)
982 FCRMATC' WAVELENGTH « " .F 1 1 .6 ,"  ERROR *  " ,E 1 3 .6 )
C WRITEOO, 982) BO.EO
V«F*B0»1000.
E-F*E 0*1000.
B6-B6+V
98*J FORMAT(" VELOCITY ■ " .F 1 1 .6 ,"  M/S ERROR > " .E 1 3 .6 )
WRITE(10 ,98H) V,E  
C ILOT VELOCITY F IT
CALL DICKPLOT(SUBTERM,BO, LFLAG)
GO TO 56
C WRITE DATA TO FILE IF  REQUIRED 
C ---------------------------------------------------------
71 IF(JFLAG.EQ. 1) GO TO 983
72 FORMAT(" DATA OUTPUT FILENAME OR *LPT OR SPACE " ,Z)
WRITEOO, 72)
R EAD (II.H ) IF IL E O )
983 IF ( IF IL E ( D .E Q ." " ) GO TO 999 
IF(JFLAG.EQ. 1) GO TO 985 
CALL FO PENO.IFILE)
WRITE 0 0 ,7 3 )
READ ( I1 ,« )  IHEADO)
JFLAG-1
985 IF(JCALC.GT.O) GO TO 961
73 FORMAT(" INPUT HEACER . . .  " ,Z )
732 F0RMATOX.S60/)
WRITE0 ,7 3 2 )  IHEADO)
CALL FGTIMCIHR, IMIN, ISEC)
CALL DATE(ICLK,IER)
75 F0RHAT(" RUN " , I 3 , "  AT " , 1 2 , " , 1 2 , " , 1 2 , "  ON
1 " ,  1 2 ," /" ,1 2 ," /" ,1 2 ,"  CORRECTION FILE -  ",S10>
•WRITE( I ,7 5 ) IR U N ,IH R .IH IN .IS E C ,IC LK (2),
1 ICLKO ),IC LK(3),DJAM EO )
76 FORMAT(" NUMBER OF TERMS -  " , I 3 , "  CFFSET « " ,F 7 .H )  
WRITE(1 ,7 6 ) NTERM,AH
WRITE 0 0 ,5 6 6 )  IRUN, NTERM 
ACCEPT" TEMP IN  DEG C ? ".TEMP 
ACCEPT" PRESSURE IN PASCAL 7 ".PRESS 
PRESS* (PRESS+P0FF)»103. 175
986 FCRHAT(" TEMP « " ,F 6. 2 ,"  PRESSURE « " ,F 9 . 2)
WRITE( 1, 986) TEMP, PRESS
77 FORMAT(" FREQUENCY ■ " ,F 9 .6 ,"  MHZ
1 F/P RATIO ■ " ,F 9 .H ,"  MHZ/ATM " / )
RATIO«F/PRESS*101325.
W R ITE 0.77) F,RATIO 
1H5 FORMAT ("  SUBRUN " , I 3 , "  WITH " , I 3 , " / " , I 3 ,
1 " TERMS. 0 /S  « " ,F 7 . H," COR. FILE -  " ,S 1 0 /)
987 FORMAT(" WAVELENGTH ■ " .F 9. 6."  MM ERROR « " .F 1 1 .8 , /
1" VELOCITY ■ " ,F  10 .H," M/S ERROR « " ,F 8 .5)
975 FORMAT ("  ATT. TERMS -  " .1 3 ,"  VEL. TERMS -  " .1 3 )
961 IF  ( I I .  EQ. NTERM. AND. ISUBRUN.EQ. 1) GO TO 989 
WRITE( 1, 1H5) ISUBRUN, N01, SUBTERM, AH. INAME( 1)
GO TO 988
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989 WRITE( 1,975) HOI,SUBTERM 
988 WRITE( 1.987) BO,EO,V,E 
78 FORMATC ABSORP.COEFF « " ,F 9 .6 ," /W L  ERROR -  " .F 1 1 .8 , /  
1" ■ " ,F9 .6 ," /M M  ERROR « " .F 1 1 .8 /;
AC-B01M .0/B0 
ACE-EOI*!. O/BO 
WRITE(1,78) B01,E01,AC,ACE 
IF(MFLAG.GT. 1) GO TO 311 
IF(IAFLAG.GT.O) GO TO 998 
I F ( MFLAG.GT.0) GO TO 99*»
IFdSUBRUN.GT, 1.AND. JCALC.GT.O) GO TO 997
IALLFLAG-I
SUMA-O.
SUMW-O.
SUMASQ-O.
SUMWSQ-0.
SASUM-O.
SWSUM-O.
MASUM-O.
MWSUM-O.
C ACCUMULATE SUMS AND SIMS OF SQUARES.
997 SUMA-SUMAfBOl 
SUMW-SUHW+BO 
SUMASQ-5UMASQ+B01*B01 
SUMWSQ-SUMWSQ+80«B0 
JCALC-JCALC+1
IF(EO .LT. 1. 0E-15.0R.E01.LT. 1.0E-15) GO TO 310
SASUM-SASUH+1./E01»»2
MASUM41ASUM+B01/E01»*2
SWSUM-SWSUM + 1 ,/E 0 **2
MWSUM41WSUM-fB0/E0, , 2
GO TO 999
310 IALLFLAG-0 
GO TO 999
C CALCULATE MEANS AND STD. DEVS.
C---------------------------------------------------------
995 WRITE (1 ,9 9 6 ) JCALC 
B01-SUHA/JCALC
E01 -SQRT(ABS(SUMASQ/JCALC -8  01»B01))
BO-SUMW/JCALC
EO-SQRT (ABS(SUMWSQ/JCALC-BO*BO))
MF LAG-2 
315 V-F»B0»1000.
E«F*EO* 1000.
996 FORMAT ("  MEAN OF " , I 2 , "  SUB-RUNS,")
GO TO 988
312 FORMAT ("SUBSET OF " ,Z )
313 FORMAT ("  WEIGHTED MEANS.")
311 IF  (IALLFLAG. GT.0) GO TO 3IH 
WRITE (1 ,3 1 2 )
31H WRITE (1 ,3 1 3 )
B01-MASUM/SASUM 
E01«SQRT(1./SASUM)
BO-MWSUM/SWSUM 
EO-SQRT(1 ,/SWSUM)
W1AG-I 
JCALC-0 
GO TO 315
99 FORMAT(" CONTINUE/DISPLACEMENTS (C /D ), AVERAGE (A ).
1 BACK TO ORIGINAL (0 ) OR END (E) ” ,Z)
998 IAFLAG-0 
MFLAG-0
999 WRITE(10,99)
ITIME-1
READ(II.H) IA N S (I)
IF ( IANS(1 ) ,EQ."D") GO TO 109 
IF (IA N S (1).EQ."C") GO TO 107 
IF (IA N S (1 ) .EQ."F") GO TO 11H 
IF (IA N S (1 ) ,EQ."E") GO TO 1IH 
IF (IA N S (1).EQ."A") GO TO 108 
IF (IA N S (1 ) .NE."0") GO TO 99 
C RESET ARRAY SUBAMP TO ORIGINAL READINGS
GO TO 18
108 IAFLAG-1
IF(JCALC.GT. 1) GO TO 995 
GO TO 998 
107 ITIME-2
109 11*1
110 CONTINUE
C RUN COMPLETED. GO ON TO NEXT RUN 
IF(JCALC.GT. 1) GO TO 995 
99*1 IF(NFUG.GT.O) GO TO 115 
MFLAG-0
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IF(ISUBRUN.EQ. 1) GO TO 3
29 FORMAT ("  CONTINUE (C ) , OR THIS RUN AGAIN ( A ) . . .  " ,Z )
30 V R ITE (10,29)
READ(M.H) IANS(1 )
IF (IA N S (I).E Q ."A ") GO TO 36 
IF  (IA  NS (1 ) .  EQ." C") GO TO 3 
GO TO 30
C END OF FILE REACHED 
119 IF(ISUBRUN.LT.2) GO TO 115 
NF LAG-1 
GO TO 995 
115 TYPE"END OF PROGRAM"
CALL RESET 
CALL DEVEND 
STOP 
END
C DISPLACEMENT READINGS FROM TRANSDUCER 0 /P .
C
C
SUBROUTINE DISPFIT (NTERM , ITIME,CROSSN,CROSSP,POFF)
CCHMON/FCCMM/DISP
COMMON/GCCMM/A, B, C, X, Y, CONTCT
DIMENSION X (2 .3 ) .Y (2 ,3 ) .A (2 ) ,B (2 ) ,C (2 ) , D IS P(1 5 0 ),IA N (3) 
DOUBLE PRECISION CROSSN,CROSSP 
C GET CALIBRATION READINGS.
C
IF (IT IM E .G T .2) GO TO 51 
IF d T IM E . GT. 1) GO TO 7 
IFdTIM E.G T. 0) GO TO 6
11 TYPE "-VE VOLTS, ENTER THREE PA IRS... "
DO 10 1 -1 ,3
ACCEPT " - " , X( I , I ) , Y ( 1 , I )
IF  ( Y d ,  D .EQ. 0. 0) GO TO 95 
X (1 ,1 )« X (1 ,1 )» ( -1 .0 )
10 CONTINUE
IF (IT IM E.GT.O) GO TO 13
12 TYPE "+VE VOLTS... "
DO 20 1 -1 ,3
ACCEPT " ♦ " , X ( 2 , I ) , Y ( 2 , I )
20 CONTINUE 
C F IT  THESE TO TWO CURVES.
13 DO 30 1 -1 .2
A ( I ) - ( ( Y ( I ,  1)-Y (1 ,2 ) )  /(X  ( I ,  1) —X (1 ,2 ) )
1 - ( Y ( I , 2 ) - Y ( I ,  3 ) ) / ( X ( I , 2 ) - X ( I , 3 ) ) ) / ( X ( I ,  1 ) - X ( I ,3 ) )
B ( I ) - ( Y ( I ,  1 ) -A ( I ) * ( X (1 , 1 ) *X ( I ,  1 ) - X ( I ,3 ) » X ( I ,3 ) )
1 - Y ( I , 3 ) ) / ( X ( I ,  1 ) - X ( I ,3 »
C d  ) - Y ( 1 ,2 ) -A ( I  )*X (1 , 2 ) * X ( I , 2 ) - B ( I ) * X ( I , 2 )
30 CONTINUE 
GO TO 96
C IF  A SIMULATION RUN -  SET COEFFICIENTS ACCORDINGLY.
C — — — — — — — — — — — — — — — — —
95 DO 955 1 -1 ,2  
A ( I ) - 0 .0  
B ( I ) — 10.0  
C (I)> 0 .0
DO 955 J - 1 ,3 
X ( I ,J ) - 0 .0  
Y ( I ,J )« 0 .0  
955 CONTINUE
96 CONTINUE
C PRINT COEFFICIENTS.
C — — — — «««*—
ACCEPT "CONTACT MICROMETER READING IN MM. . . .  ".CONTCT,
1 "PRESSURE OFFSET IN MV. . . .  " , POFF
C 1 "POSITIVE GOING CROSSING POINT. . . .  ".CROSSP,
CROSSP-O. 09D0 
CROSSN-O. 01D0
C 1 "NEGATIVE GOING CROSSING POINT. . . .  ".CROSSN
ITIME-1 
DO 97 1 -1 ,2  
DO 98 J - 1 ,3
WRITE (1 0 ,2 ) X ( I , J ) , Y ( I , J )
98 CONTINUE
WRITE (1 0 ,3 )  I , A ( I ) , I , B ( I ) , I , C ( I )
97 CONTINUE
WRITE (1 0 ,2 3 ) CONTCT 
23 FORMAT (" MICRO CONTACT POSITION... " ,F 7 .9 )
3 FORMAT ("  A( " , 1 1,") « " .F 7 .9 ,"  B( " , 1 1.") -  " ,F 8 .9
1 ,"  C (" , I1 ," )  -  " ,F 7 .9)
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2 FORMAT (F 7 .3 ,3 X ,F t0 .3 )
4 FORHAKS3)
5 FORMAT(" MICRO CALIBRATION O .K .? .. .  " ,Z )
6 WRITE (1 0 ,5 )
READ(11 ,4) IA N (I)
IF (IA N (I) .E Q ." P " ) GO TO I2 
IF ( IA N (1).EQ."N") GO TO 11
ACCEPT ("PRESSURE OFFSET IN MV. ? " , POFF 
IF (IA N (I) .N E ." C ” .AND. IA N (1).N E ."Y ") GO TO 6
7 DO 50 1 - 1 ,NTERM 
K -l
IF  (D IS P (I).C T . 0 .005) K«2
D IS P (I)-C O N TC T-(A (K )*D IS P (I)**2+B (K ) *D IS P (I)+ C (K )) 
50 CONTINUE 
51 RETURN
END
C SUBROUTINE TO PLOT HALF SINE CURVES FROM DICK'S DATA 
C
SUBROUTINE SINPLOT(SUBTERM)
CCMMON/ACCHM/SUBAMP
INTEGER SUBTERM
REAL N0RMAMP(150),SUBAMP(150)
P I-3.141592558  
CALL DEVEND 
CALL FTDISP("S")
C SHIFT ORIGIN -  T AXIS AT CENTRE 
CALL SHFT2(0.,4 0 0 0 .)
C CRAW AXES
CALL M0VT2(0.,-4 0 0 0 .)
CALL L IN T 2 (0 .,4 0 0 0 .)
CALL M0VT2(1 0 0 0 0 .,0 .)
CALL L IN T 2 (0 .,0 . )
CALL SCAL2(I. ,4 0 0 0 .)
C CALCULATE NUMBER OF PLOTTINGS POINTS PER HALF CYCLE 
NPOINTS-9500/SUBTERM 
C NORMALISE AMPLITUDES 
XPLT-0 
AH A X-0.0
DO 50 J-1,SUBTERM
IF(ABS(SUBAMP(J) ) .GT.AMAX) AMAX«ABS(SUBAMP(J))
50 CONTINUE
AMAX-1 .0 /AMAX 
DO 100 J-1,SUBTERM 
NORMAMP(J)«SUBAMP(J)»AMAX 
DO 150 L«1, NPOINTS,20 
X«(PI/NPOINTS)*L  
Y-NORMAMP(J)»SIN(X)
CALL LINT2(XPLT,Y)
XPLT«XPLT-f20 
150 CONTINUE 
100 CONTINUE
CALL SCAL2( I . , 1 ./4 0 0 0 .)
CALL SHFT2(0. ,-4 0 0 0 .)
RETURN
END
C DICK'S CURVE F IT  S/R 
C
C NB. MODIFIED SUBTERM BECOMES MSUB 
C
SUBROUTINE DFIKSUBTERM.MSUB, EO,BO)
CCMMON/ECCMM/LGSUB 
INTEGER SUBTERM 
COMMON/CCOMM/XVAL 
REAL LGSUB(1 5 0 ),XVAL(150)
DOUBLE PRECISION DBO, DEO, C 1,C2, C3. CU. C5. C6, A. A2, A 1,-Z 1,2 2. Z3
DBO-O.ODO
DE0 - 0 .ODO
C 1 -0 .ODO
C2-0. ODO
C3-0.0D0
C4-0.0D0
C5-O.ODO
MSUB-SUB TERM
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DO WOO K-I.SUBTERH 
A«DBLE(XVAL(K))
A2«DBL£(LGSUB(K))
IF (A 2 . EQ. 0. ODO) GO TO M30 
Cl-C UA2 
C2«C2+A2*A2 
C3“C3-*A2#A 
CH-CK+A 
C5«C5'*A*A 
GO TO 1000 
1U30 HSUBrflSUB-l
IF(MSUB.LT.3)G0 TO 1501 
1000 CONTINUE
Z1«MSUB»C3-CH»C1 
Z2rf4SUB*C5-CH»CH 
Z3«C5*C 1-CU»C3 
Z 2 -1 . CD0/Z2 
A1«Z3*Z2 
DB0«Z1»Z2
C6«(C2«MSUB»A1»AUC5*DB0»DB0-2.0D0*(A1*CUDB0»C3-A 1»DB0»d1))/(MSUB-2. ODO) 
DE0«DSQRT(DABS(C6*MSUB»Z2))
DBO-DABS(DBO)
BO.DBO 
EO-DEO 
1501 RETURN 
END
SUBROUTINE DICKPLOTCSUBTERM, BO, LFLAG) 
CCMMON/ECCMM/LGSUB 
CCHMON/CCCMM/XVAL 
INTEGER SUBTERM
REAL Y (1 5 0 ),XVAL(1 5 0 ),LGSUBC150)
C DISPLAY FITTED CURVE & DATA POINTS ON SCOPE
C -----------------------------------------------------------------------------------
C DRAW AXES 
C
CALL DEVEND 
CALL FTDISP("S")
CALL SHFT2(100., 100.)
C DRAW AXES
CALL M0VT2(1 0 0 0 0 .,0 .)
CALL L IN T 2 (0 .,0 . )
CALL L IN T 2 (0 .,80 00 .)
C SET UP ARRAY OF Y VALUES FOR Y.E»»-BO"X A FIND MAX VALUE 
C
YMAX-O. 0 
XMIN«XVAL( 1)
VAL 1«ABS(LGSUB(1))
CSCALE«(XVAL(SUBTERM)-XMIN)/IH9.
IF (LFLAG.GT.O) GO TO 61 
DO 60 J « l, 150 
Y(J )«BO»CSCALE»(J-1)+VAL 1 
IF(Y(J).GT.YMAX) YHAX-Y(J)
60 CONTINUE 
GO TO 62
61 DO 50 J -1 , 150 
VAL2«B0*CSCALE#( J - l )
Y(J)«VAL 1/EXP(VAL2)
IF (Y (J ) .GT. YMAX) YMAX«Y(J>
50 CONTINUE
62 DO 30 J«1,SUBTERM
IF(ABS(LGSUB( J )) .GT. YMAX) YMAX«ABS(LGSUBC J ))
30 CONTINUE 
C CALCULATE SCALING FACTORS & PLOT CURVE
C --------------------------------------------------------------------
XSC■10 0 0 0 ./(XVAL(SUBTERM) -XMIN )
YSC-8000./YMAX 
CALL SCAL2CXSC,YSC)
CALL MOVT2(0., Y( 1))
DO 51 J«2, 150
CALL LINT2(CSCAL£»(J-1),Y (J))
51 CONTINUE
C PLOT DATA POINTS AS CROSSES
DO 52 J-1,SUBTERM 
IF(LGSUB(J).EQ.0 .0 ) GO TO 52
CALL M0VT2(XVAL(J)-XMIN-15 . /XSC,ABS(LGSUB(J) - 1 5 . /Y S C)) 
CALL LINT2(XVAL(J)-XMIN-fl5./XSC. ABS(LGSUBCJ)* I5 ./Y S C )) 
CALL M0VT2(XVAL(J)-XMIN-15./XSC,ABS(LGSUB(J)+ 1 5 ./Y S C )) 
CALL LINT2(XVAL(J)-XMIN♦1 5 ./XSC,ABS(LGSUB(J) - 15. /Y S C))
52 CONTINUE
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CALL S C A L 2 (1 . /X S C ,1 . /Y S C )
RETURN
END
C SUBROUTINE TO CORRECT AMPLITUDES IN DATA FILE
C ---------------------------------------------------------------------------------------
SUBROUTINE CORRECT(SUBTERM, INAME,AFLAC)
CCMMON/ACCMM/SUBAMP
CCHMON/DCCMM/SUBDISP
COMMON/CCOMM/XVAL
INTEGER SUBTERM
DIMENSION SUBDISP(150),ICORR(7),INAME(7).XVAL( 150) 
DIMENSION SUBAMPC150),AC0RR(150),POS(1 5 0 ),PCOR(150) 
IFLAG-0 
P I-3 . 14 15926
C
CALL F0PEN(2,INAME)
DO 400 J -1 , 150 
P0S(J)«0.
IF(IFLAG.EQ. 1) GO TO 400
READ(2,END-300) POS(J ) , ACORR(J ) , PCOR(J )
GO TO 400 
300 IFLAG-1 
400 CONTINUE 
K«1
IF(AFLAG.GT.O) GO TO 100
DO 410 J-1,SUBTERM
IF (P O S(1 ) .GT.SUBDISP(J)) GO TO 409
IF(SUBDISP(J).NE. POS(K)) GO TO 405
Z-ACORR(K)
GO TO 406
405 IF(POS(K) . LT.SUBDISP(J)) GO TO 407 
R IN TFA C«(SUB DISP(J)-PO S(K -l))/(P0S(K )-P0S(K-l) )  
Z«(ACORR(K)-ACORR(K-l))*RINTFAC+ACORR(K-l)
406 IF(Z.EQ .O .O ) GO TO 410 
SUBAMP(J )-SUBAMP(J )/Z  
GO TO 410
407 K-K+1
IF (K .C T, 150) GO TO 205 
GO TO 405
409 TYPE "POINT " ,J ,"  UNCORRECTED."
410 CONTINUE 
GO TO 420
100 DO 110 J-1,SUBTERM
IF(POS( 1 ).GT.SUBDISP(J)) GO TO 109 
IF(SUBDISP(J).NE. POS(fC)) GO TO 105 
XVAL(J)-XVAL(J)-PCOR(K) • 1 .0 /P I 
GO TO 110
105 IF (P O S(K ). LT.SUBDISP(J)) GO TO 107
RINTFAC«(SUBDISP(J)-POS(K-l) ) / ( POS(K)-P0S(K-1))  
Z-PC0R(K-1)+(PC0R(K)-PC0R(K-1))*RINTFAC  
XVAL(J)«XVAL(J)-Z»1 .O/PI 
GO TO 110 
107 K-K+1
IF (K .G T. 150) GO TO 205 
GO TO 105
109 TYPE "POINT " ,J ,"  UNCORRECTED."
110 CONTINUE 
00 TO 420
205 J-SUBTERM-J+I
TYPE "INSUFFICIENT CORRECTION DATA. LAST " ,J ,
1 " POINTS REMAIN UNCORRECTED."
420 CALL FCL0S(2)
RETURN
END
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Appendix B.
Calculation of the Classical Absorption and Velocity,  
and th e ir  Modification by the Burnett Theory.
A computer program called CLASSIC was written in BASIC on 
the SWT M6809 microcomputer system to perform the calculations  
necessary to obtain the theoretical non-molecular gas absorptions 
and ve loc it ies . These values were required in order that those 
parts of the measured parameters a ttr ibu tab le  to relaxation effects  
could be determined. The program was designed to provide absorption 
and velocity data for both pure gases and binary mixtures of e ither  
neon or argon with hydrogen, deuterium or helium.
Unless otherwise stated, formulae and data quoted in this  
appendix are taken from Hirschfelder, Curtiss and Bird (1 9 5 4 ) ,19 
using values appropriate fo r the Lennard - Jones Potentia l.
B . l .  Calculations fo r  Pure Gases.
For a pure gas the classical acoustic absorption is given by 
(equation 2.31)
, 2 tt2 f  aX  --------- in  + -  O '
^ s CpY P
and the velocity is given by (equation 2.13)
B.l
where
aA is the absorption in nepers per wavelength,
'S
K
c
p
vo
T
s the ra tio  of the principal specific  heats C /C
P ^
s the ultrasonic frequency in Hz,
s the gas pressure in Pa,
s the shear viscosity in NsnT2 ,
s the thermal conductivity in Wnf1 K"1,
s the molar specific heat at constant pressure in J mol” 1 K- 1 ,
s the velocity  in ms- 1 ,
s the temperature in K,
s the atomic weight in Kg mol"1, and
R is the universal gas constant = 8.3143 JK"1mol_1.
The gas pressure and temperature were measured for each run
of each experiment, but the frequency was always set to 1.0385MHz,
except for one experiment where, by mistake, i t  was set to 1 .0085MHz
For the monatomic gases the molar specific  heat at constant pressure
was taken to be 20.786 J mol"1 K"1, but for each diatomic gas the
required value at any particu lar temperature was obtained by l inear
in terpolation from a table of values calculated from the tabulations
of Hilsenrath18 and of Touloukain.49
Values of the ra tio  of the principal specific  heats were
calculated from the molar specific heats at constant pressure using
the ideal gas relationship C = C - R. A correction was includedv p
for the non-ideality  of the gases that were used, as given by
^  _ -j 2^
Y = y J i + — (2B* + Z(y. - 1 )B j*  + _ J   B2*) + . . .
H  v* 1 -n/ J
B. 3
where:-
V is the normal volume of a perfect gas in cm3 mol"1,
N is the Avagadro constant in mol"1,
a is  the molecular c o l l is io n  diameter in  A,
y. is  the value o f y obtained from the ideal gas approximation.
Values of B*, B i* , B2*  were obtained from tabulations in terms of
the reduced temperature T*, which w i l l  be discussed la te r .
B. 1.1. Calculation of Viscosity.
Calculations of viscosity were made using the formula
m = 2.6693 x 1 0 '5 ■■'■■ r / M -------  B.4
o 2i l { ’ > (T*)
where:-
m is a f i r s t  approximation to ns in gcm_1s,
a is  the molecular c o l l is io n  diameter in A,
T* is the reduced temperature = kT/e,
e/k is a potential parameter in K, and
( 2 21** 1 is one of a series of integrals used to allow for deviations 
from the r ig id  sphere approximation.
For convenience (p a rt icu la r ly  in the use of tabulated 
values) the units of Hirschfelder, Curtiss and Bird were used in the 
calculations of viscosity and thermal conductivity. The values 
obtained in these units were converted to SI units before being 
used for further calculations.
Values of the molecular co llis io n  diameter a and of the 
potential parameter e/k were available fo r each molecule type, as
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( 2  2 \ *
was a table of values of the integral QK 5 ' in terms of the 
reduced temperature T*. For pure gases a th ird  order approximation
to was calculated from s
n3 = m f ^  8.5n
/ 3 \
where values of f v ' were also ava ilab le , tabulated in terms of T*. 
n
B . l . 2. Calculation of Thermal Conductivity.
The thermal conductivity was calculated using the formula
15 R R cKi =  m b.6
4 M
for the monatomic gases, and
.15 R CKi   ni
4 M
+  31 B. 7
15 R 5J
for  the diatomic gases, where k was in cal cnT^sK. A th ird  order 
correction was applied as before,
k 3 = k 1f  ^ 3  ^ B.8
K
using tabulated values of f3 K' I
B . l . 3. Validation.
Values of the viscosity and thermal conductivity were 
calculated in the manner described above, and were compared with 
values available in the tabulations of H ilse n ra th ,18 Touloukain,50
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Andrussow 6 and also of Hirschfelder, Curtiss and B ir d .19 The 
agreement between the calculated values and the recommended values 
from the l i te ra tu re  was seen to become worse as the temperature 
increased from about 300K. Since there is evidence that the 
e ffec t ive  co ll is ion  diameter varies with temperature,19 a table of 
values of this parameter was prepared that resulted in a closer 
agreement between the calculated values and the recommended values 
over the temperature range 300K to 1000K.
B.2. Calculations fo r  Gas Mixtures.
For a mixture of two gases, the classical absorption is 
given by (equation 2.33)
X i, x2 are the mole fractions of gas species 1 and 2,
Mi, M2 are the molecular weights of gas species 1 and 2,
D12 is the mutual diffusion c o e ff ic ie n t,  
v is the acoustic velocity and 
By is the diffusion ra t io .
The mixture values of M and the specific  heats are calculated by
The mixture value of y was calculated from these new values of
K +  T 2 x l X 2 p D l 2 ^ 2  ~ i l l  _ Y  ~ 1 2 g C)
Y XjX2
where y» n » k , C and M are values appropriate to the gas mixture, s p
M = M i X i  + M 2 x 2
B. 10
C = CiXi + C2x2
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0^ and Cv , and then corrected for a non-ideal gas as described in 
section B . l .
B .2.1. Calculation of Mixture Viscosity.
The viscosity nm of a mixture of two gases was calculated
from
]\ n  = B .l l
where
X = + 2x i x 2 + x22
Oi O12 02
Y = Z k 12'- 
5
V  + 2Xlx2 (Hi + H2) 2 n i 22 + X2I  j V
Oi  M2 01 2  4M1M2 0 i 0 2  T12 Hi
12 2H1XI —=- + 2X1X2
m 2
(Hi + M2 ) 2^n 12 + 0 12j. _ -|
4M1M2 Oi n2
+ x22 pi 2
U12 = 2.6693 x TO"5 Hz ) ) g
a , 22 S212( 2 ’ 2 ) * ( T 12* )
‘12
Q
a
(2 ,2 ) *
( ^ O *
a  12 _ (cr 1 +  a 2 )
T i 2*  = kT 
/  EjE2
/ 1 i \ic
Values of tfie integral * • were available from the same table
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that'was used for the values of ^ 2’ 2  ^ .
B .2.2. Calculation of Mixture Thermal Conductivity.
The thermal conductivity of a mixture of two gases was 
calculated usinq
K =m
1 + Z 
X + Y
B. 12
where
X = + 2X1X2 + X i l
Ki Ki 2 K2
Y + 2X1X2 u(Y) + X ^ u ( 2 )
K i  K 1 2  K 2
Z = X12 + 2xiX2 U<Z> + x22 U<2>
u O ) = i _  a 12* -  -1 2
15 12
U<2> = f - A 12* - l -  
15 12
5
'12
. 5
B12*  + 1
M2 2 MjM2
M2 + 1 (M2 - MQ 
Mj  2 M j M2
A12*  (Ml + M2) 2 Kl22 _ 2 (12
15 4M x M2 k2k2 12
B i 2*  +  1
32Ai2*
12 12 -  5 (Mi - M2) 2 
Mi M2
u<z > = i -  a 12* (Mi + M2)2 K12 + Kl2 -  1 _ i !  b12* + i
15 WjMz Ki k 2> J 12 5 >
162 -
were obtained from the same source as
the other integrals (sec.B.1 .1 ) .
B.2.3. Calculation of the Coeffic ient of Diffusion.
The coeffic ient of diffusion was calculated using
where
D12 is the diffusion coeff ic ien t in cm2 s- 1 , 
p is the gas pressure in atmospheres,
and the other variables are as used in the previous calculations. 
B.2.4. Calculation of the Thermal Diffusion Ratio.
PCT122 1»1J*(T*)
B. 13
This ra tio  was calculated using
= * 1 * 2  S ^ X !  -  S ^ X 2 (6C12* -  5) B.14
6k i 2 X + Y
where
$ ( 1 ) _  Mi  + M2 k i 2 _ 1 5  M2 -  Mi
2M2 k2 4Ai2*^ 2Mj >
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s(2) = M2 + Mi k i 2 .  15 fMj -  M2| _ 1
2Mi k2 4A12*<- 2M2 J
C12*  =-if-----------
and X and Y are as defined for equation B.12 used in the calculation  
of the thermal conductivity of the mixture. Other variables are as 
used in the previous calculations.
In order that calculations of these quantities could be made
at any required experimental temperature, the complete table of
M M *  f l  2 U  M 3 " \ *  /  2 2 \  *
values of ft' 9 } , £2' s ' , £2' 9 ' , £2' 9 ' and the three coeffic ients  
B*s B i* , B2*  for the correction of y  were copied from Hirschfelder, 
Curtiss and Bird into the computer program CLASSIC. Values were 
obtained by f i r s t  calculating the reduced temperature T*, and then 
by using a second order in terpolation procedure to obtain the value 
of the required parameter at that temperature.
Values of these las t  four mixture properties were available
in tables or worked examples, and the program calculations were 
checked against these.
B.3. Propagation Parameter Calculations.
The ultrasonic velocity in a pure gas, or a mixture of two 
gases, was calculated using equation B.2 with values of M and y 
appropriate to the gas or mixture. The classical absorption was 
calculated using equation B.l for the pure gases and equation B.9 
for a mixture. Such calculations were performed for mixtures of 
both argon and helium, and neon and helium, and were then compared
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with values both measured and calculated by Holmes and Tempest,20 
in order to ensure that the computer program CLASSIC used to 
implement these calculations was functioning correctly in this  
respect.
B.4. The Burnett Modification.
The Burnett absorption and ve loc ity  dispersion in terms of 
the reduced parameters quoted by Greenspan,14 is applicable to any 
monatomic gas. Thus, values of the reduced absorption aXQ/27r and 
the reduced velocity vQ/v  were calculated from the Burnett equation 
(equation 2.36)
k6 [_ 21 1 _ 18 i 1 + k4 97 JL + 9_ j f + k2 fl + 2 3  1]
L 125 r 4 25 r 3J 50 r 2 10 V' 10 r>
B. 15
for a series of 24 values of r from 0.7 to 10.0 from which point the 
curve can be considered to be identical with the classical absorption 
(equation 2 .30 ). To apply the correction to a gas mixture, an 
effec tive  value of r ( r 1 say) was found at which an extrapolation  
of the linear part of the Burnett curve gave the same reduced 
absorption as that obtained from finding the absorption using the 
Kohler expression (equation 2 .3 3 ) ,  i . e .
r ' = —  —  B. 16
10 aX
Linear interpolation was then used between the tabulated values of 
the Burnett absorption and velocity  to obtain th e ir  values appropriate  
to the value of r 1.
B.5. The Computer Program CLASSIC.
B.5.1. The Data F iles .
The program was arranged so that i t  would calculate values 
of the absorption and the velocity  fo r  the measured temperature and 
pressure of each run. These experimental data, together with the 
measured absorption and velocity  fo r  each run were contained in a 
separate f i l e  for each experiment. When running the program fo r  
one experiment, i t  would f i r s t  have to be in i t ia l is e d  with the 
id e n t it ie s  of the two gases being used and th e ir  mole fractions ,  
and also the ultrasonic frequency. The data for each run would 
then be read from the f i l e  described above, the required calculations 
would be performed, and data would be written to three output f i l e s ,  
A fter running the program, the three output data f i le s  fo r  one 
experiment would contain the following data for each run:- 
F irs t  output f i 1e :-
i ) the frequency upon pressure ra t io ,
i i )  the molar specific heat at constant pressure,
i i i )  the excess (molecular) absorption,
iv )  the theoretical base velocity  and
v) the experimental velocity .
Second output f i l e : -
i )  the actual (not e f fec tive )  value of r ,
i i )  the reduced theoretical absorption,
i i i )  the reduced experimental absorption,
iv) the reduced theoretical ve loc ity , and
v) the reduced experimental velocity .
Third output f i l e : -
i )  the frequency upon pressure ra t io ,
i i )  the classical absorption,
i i i )  the classical absorption modified by the e ffec tive  specific  
heat (section B.5 .3 ) ,
iv )  the modified Burnett absorption,
v) the ra t io  y ,
v i )  the ra tio  y modified by the e ffective  specific heat (section B .5 .3 ) ,
v i i )  the modified mole fraction of the l ig h te r  gas (section B .5 .2 ) .
The data in the f i r s t  output f i l e  were in a form suitable fo r  
the f i t t in g  of the relaxation phenomena. The data in the second 
f i l e  were used in the p lotting of a l l  the experimental results on 
reduced axes in order to gain insight into the effectiveness of the 
Burnett modification in the prediction of the absorption of a gas 
mixture. The data in the th ird  f i l e  were used both to establish  
that the various correction procedures in the program were functioning  
correctly and as a source of data during subsequent analysis and 
graph p lo tting .
B.5.2. Calculation of the Mole Fraction.
As has been described in section 5 .3 .1 ,  the mole fraction  
of each gas was allowed to change during the course of the calculations  
of the theoretical absorption and velocity  for each experiment.
Thus, as well as the in i t i a l  mole fraction of the l ig h te r  gas, an 
additional parameter that had to be entered into the program was 
the proportion of the l ig h te r  gas sorbed by the chamber walls .
Let the fraction  of the tota l number n£ of l ig h te r  gas 
molecules that are sorbed be P. The number that are free  in the
chamber, and contributing to the mole fraction  XQ of the l ig h te r  
gas in the mixture w i l l  then be N£(l -  P). Let the pressure pQ
F = p i/P 0 * Consider the mole fraction  to be unchanged i n i t i a l l y ,  
so that the number of free l ig h t  gas molecules becomes F N£(l -  P). 
Molecules w i l l  then be de-sorbed from the chamber walls un til the 
sorbed fraction of l ig h t  gas molecules is again P, and thus the 
number of free  l ig h t  gas molecules w i l l  become
T
The new mole fraction of the l ig h te r  molecules Xi w i l l  then be 
given by
Using the same value of P throughout the analysis of one 
experiment as described in section 5 .3 .1 ,  a new mole frac tion  of 
the lig h te r  gas was calculated fo r  each run. This new value for  
each run was used in the calculation of both velocity  and absorption 
and i t  was also printed in the th ird  output data f i l e  (sec.B .5 .1 ).
B .5 .3 . Effective Specific Heat.
As described in section 2 .2 .1 ,  the measured velocity  
dispersion due to relaxation effects may be attributed  to the change 
in the e ffec tive  specific heat of the gas as the ultrasonic frequency 
is varied. S im ilarly , the measured absorption maximum may be
be reduced to a pressure pi by removing some of the gas, and le t
Nf  = F Nn(l -  P) 1 + .pX l - - I ). B. 17
1 + P(1 -  F)/F B. 18
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attributed to the imaginary part of this e ffec tive  specific  heat. 
This absorption maximum, however, is in the excess absorption over 
that predicted for a non-molecular gas. I t  was f e l t  that this 
non-molecular absorption would be affected by the change in the real 
part of the e ffec tive  specific  heat, and thus an approximate 
correction fo r  this e ffec t was included.
The frequency f  of the single relaxation process that had 
i n i t i a l l y  been f i t t e d  to the results of each experiment (sec .5 .3 .1 )  
was used to calculate an e ffec tive  specific  heat e^ ,  where
C nn — C ~ R + p e f f  p i + f / f s
This e ffec tive  specific  heat was subsequently used in the calculation  
of the non-molecular absorption, but was NOT used in the calculation  
of the base ve locity .
B.6. Listing of the Program CLASSIC.
A l is t in g  of the program follows.
Notes:-
i )  A 'run f i l e '  was a data f i l e ,  each line  of which contained the 
required input parameters for one experiment. The use of such a 
f i l e  allowed the analysis of a l l  the experiments to proceed without 
manual intervention.
i i )  There were three levels of display (to the VDU) of values of 
parameters calculated during the running of the program. The 
levels other than M (Minimum) were used most frequently during the 
i n i t i a l  testing of the program and during subsequent modifications 
to the program.
10 REM CLASSIC.
11 REM
12 REM CLASSICAL ABSORPTION AND VELOCITY OF BINARY GAS MIXTURES.
1« REM HIRSHFELDER CURTISS AND BIRD.
15 REM
16 REM LEANNARD JONES PARAMETERS.
17 REM
18 REM INCLUDES CHANGE OF ABS WITH EFFECTIVE SP. HT.
19 REM WRITES THREE 0/P  FILES -  R80 -  D80 -  N80
20 DIM G P (5,4),C O (4, 15)
21 DIM 0 (4 ),C P (3 ,5 ) ,P A (5 .8 )
22 DIM 0G (8,82),B U (24. 3)
23 F8«1: F7«1: F6«1
25 REM READ IN GAS DATA.
26 FOR I«1 TO 5
27 FOR J«1 TO 4
28 READ G P (I,J )
29 NEXT J
30 NEXT I
31 FOR J«1 TO 5
32 FOR I«1 TO 3
33 READ C P (I,J )
34 NEXT I
35 NEXT J
36 FOR I«1 TO 8
37 FOR J«1 TO 5
38 READ P A (J ,I)
39 NEXT J
40 NEXT I
41 FOR J«l TO 24
42 FOR I«1 TO 3
43 READ B U (J ,I)
44 NEXT I
45 NEXT J
47 PRINT " .................... WAIT -  READING IN INTEGRALS................................ "
48 PRINT
49 FOR I«1 TO 82
50 FOR J«1 TO 8
51 READ O G (J,I)
52 NEXT J
54 PRINT " ............................................READING IN CORRECTIONS.............................. "
55 PRINT
56 FOR I« l  TO 15 
58 FOR J«1 TO 4 
60 READ C O (J ,I)
62 NEXT J
64 NEXT I
65 INPUT "EXTRA PRINT OUT -  (Y.N OR M ( IN ) ) . .  " ,Y$
68 REM INPUT "FREQUENCY -  M HZ... " ,FM
69 GOTO 8300
70 PRINT " I /P  FILE CODE... INPUTLINE F$
71 IF F$«" " GOTO 80
72 I$ « F $+"180.TX T ": N$*F$ + "D 8 0 .T X T ": D $*F$+"N 80.TX T"
73 F7«2: F6«2: F9«0: F $*F$+"R 80.TX T"
74 OPEN OLD 1$ AS 4
75 OPEN NEW N$ AS 6
76 OPEN NEW D$ AS 9
77 GOTO 93
80 PRINT " I /P  FILENAME (OR BLANK)... INPUTLINE 1$
_81 IF I$«" " GOTO 90
82 I$« I$+".TX T": RU*1
83 OPEN OLD 1$ AS 4
84 F7*2
^ 0  PRINT "0/P  FILENAME (OR BLANK)... INPUTLINE F$
91 IF F$«" " THEN GOTO 95
92 F$*F$ ♦ " .TXT"
93 OPEN NEW F$ AS 5
94 F8«2
95 FM-1.0385: FR«FM»1E6
96 PA-101325 : IF  I$«"N29I80.TXT" THEN FM-1.0085: FR«FM»1E6
97 C1«20.786: C2«20.786
99 R«8.3I43
100 IF  R9<1 THEN INPUT "LIGHT GAS -  H 2 .D 2 .H E ... ",G1$
110 G1«0
120 IF G1$«"H2" THEN G1«1 
130 IF  G 1$«"D2" THEN G 1«2 
140 IF G1$«"HE" THEN G 1«3 
150 IF  G1«0 GOTO 100
170 IF R9<1 THEN INPUT "HEAVY GAS -  N E .A R ... ",G2$
180 G2«0
190 IF G2$«"NE" THEN G2«4 
200 IF  G2$«"AR" THEN G2«5 
210 IF  G2«0 GOTO 170
220 ON ERROR GOTO 990
221 IF R9< 1 THEN INPUT "MOLE FRACTION OF LIGHTER GAS... ",X1
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230 IF  XKO OB X1>! GOTO 997 
240 G3«1
250 IF  XW1 THEN G3«2
260 IF  X1-0 THEN G3«3
270 X2-1-X1
272 IF R9<1 THEN INPUT "RELAXATION FREQ (MHZ i  1 ATMOS OR 0 ) . ,
273 IF  FX«0 THEN F X « (-1 )
274 GOTO 290
275 INPUT "RUN NUMBER ",RU
276 IF  RU<1 GOTO 220
277 RU*RU-1
280 ON ERROR GOTO 990
281 INPUT "TEMPERATURE ( C ) . . .  " ,T
285 ON ERROR OOTO 0
286 F9«0
287 GOTO 296
290 ON F7 GOTO 280,291,280
291 ON ERROR GOTO 980
292 INPUT #4,T,P,AX,VX
293 ON ERROR GOTO 0
294 IF  TOTO THEN F9«0
295 IF  T<500 THEN T«T+3 ELSE T*T+4
296 TO«T: TE«T+273. 16
297 GGdJI: GOSUB 6200
298 GG«G2: GOSUB 6200 
300 IF  T«0 GOTO 272
310 ON F7 GOTO 314,320,320
311 ON ERROR GOTO 990
314 INPUT "PRESSURE (P A ) .. .  " ,P
316 ON ERROR GOTO 0
320 IF P*0 GOTO 280
321 FP«FM*PA/P
322 IF  F9>0 AND P9*0 GOTO 2050
384 REM
385 REM END OF INPUT -  NOW GET ON WITH CALCULATION
386 REM 
388 Y9*0
390 M 1«GP(G1, 1): M2*GP(G2, 1)
400 ON G3 GOTO 410,410,490
407 REM
408 REM CALCULATE FOR LIGHTER GAS.
409 REM
410 T 1«TE/GP(G 1, 3)
420 TG«T 1: IG«4: GOSUB 8000 
430 0 1«0G
440 V U 266.93E -8*S (»(M 1»TE )/(G P (G 1,2)',2»01)
442 IP * 1: GOSUB 7000 
444 V«V1»0P
450 PRINT "VISCOSITY OF ";G 1$;" IS  ";V  
455 L1«3.75E3»R/GP(G1, 1)»V1
461 IF  G1>2 GOTO 468
462 GOSUB 6000
463 L id , 1 * (4 / l5 , (C1-R)/R-fO. 6)
468 IP«2: GOSUB 7000
469 L«L1"0P
470 IF  Y$<>"M" THEN PRINT " AND THERMAL CONDUCTIVITY IS  " ;L
471 IF Y$«"Y" THEN PRINT "CP FOR ";G 1$;" IS ";C1
472 M7»M1: GS«G 1: C3«C1 
475 C9*C 1-R+R/( 1+FP/FX)
480 ON G3 GOTO 490,482,490
482 G -U R /(C 1 -R ): GN«UR/(C9-R)
483 TG«T 1: S3«GP(G1.2): GOSUB 8500
484 GOTO 1020
485 REM
486 REM CALCULATE FOR HEAVIER GAS.
487 REM
490 T2«TE/GP(G2,3)
500 TG-T2: IG«4: GOSUB 8000 
510 02«0G
520 V2«266.93E-8*SQ R (M 2*TE)/(G P(G 2,2r2*02)
522 IP * 1: GOSUB 7000 
524 V«V2*0P
530 PRINT "VISCOSITY OF ";G 2$;" IS ";V  
540 L2«3.75E3*R/M2»V2 
542 IP«2: GOSUB 7000 
544 L«L2*0P
550 IF Y$<>"M" THEN PRINT " AND THERMAL CONDUCTIVITY IS " ;L  
552 M7«M2: GS«G2: C3«C2
560 ON G3 GOTO 570, 1020,561
561 G «U R /(C 2-R ): GN«G
562 TG«T2: S3*GP(G2.2): GOSUB 8500
563 GOTO 1020
564 REM
565 REM NOW GO ON TO GAS MIXTURE.
566 REM
" ,FX
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567 REM NOW MODIFY MOLE FRACTION FOR PRESSURE.
570 IF  F7>1 THEN GOSUB 6500 
575 T3«TE/SQR(GP(G1,3), GP(G2, 3 ))
580 S 3«(G P(G 1,2)+G P (G 2,2))/2 .0
590 FOR 1-1 TO 4
600 TG*T3: IG - I:  GOSUB 8000
610 0 (1  )*0G
620 NEXT I
630 V3«266.93E-8»SQR(2»M1»M2«TE/(M1+M2))/(S3~2*0(y))
635 IF  Y$«"Y" THEN_PRINT ^V3 « ";V3 
640 M3d11/M2
650 M4«((M1-*M2)"2)/(4»M1*M2)
660 AR *0 (4 ) /O (1 )
670 B R « ( (5 * 0 (2 ) ) - ( 4 * 0 (3 ) ) ) /0 (1 )
680 C R «0(2)/0 ( 1)
681 IF Y|«"Y" THEN PRINT "AR «";AR;" B R *";B R C R «";C R
682 F 1 -X T 2 : F2«X2“2: F3«2#X1»X2
690 XV « (F 1 /V 1)+ (F 3 /V 3)+ (F 2/V 2)
700 YV*0.6«A R »((F1»M 3/V 1)+(F3*M 4*V 3/(V 1*V 2))+(F2/(V 2*M 3))) 
710 ZV«0.6*AR»((F1»M 3)+(F3,,(M 4»(V 3/V 1+V 3/V 2)-1 )).f(F2 /M 3)) 
720 V«(1+ZV)/(XV+YV)
730 IF  Y$<>"M" THEN PRINT "VISCOSITY OF MIX « ";V  
740 L3«832239E-7*SQR(TE»(M W H2)/(2*M1»M2))/(S3~2»0(4))
745 IF  Y$-"Y" THEN PRINT "L3 «";L3*,
750 AF«AR/3.75
760 BF«(2.4»BR *1)/12
770 M 5«((M 1-M 2)*(M1-M2))/(M1*M2)
780 U1«AF-BF, M3-*M5/2 
790 U2«AF-BF/M3+M5/2
800 UY«AF»M4»L3*L3/a 1»L2)-B F-(2. 4»BR-5)»M5/(6. 4»AR)
810 UZ«AF«(M4»(L3/L1+L3/L2)-1)-BF
820 XL-F1/L1+F3/L3+F2/L2
830 YL«F1»U1/L1*F3*UY/l.3+F2»U2/L2
835 IF  Y$«"Y" THEN PRINT " ,  XL «" ;X L ;", YL «";YL
840 ZL«F1»UUF3*UZ-»F2»U2
850 L«( 1+ZL)/(XL-fYL)
860 IF  Y$<>"M" THEN PRINT "THERMAL CONDUCTIVITY OF MIX « " 
865 M6«(M1-»M2)/(2»M1»M2)
870 D1«2.628E-7»SQR(TE~3, M 6)/(P /PA »S3''2»0(1))
871 IF Y$<>"M" THEN PRINT "MUTUAL DIFFUSION COEFFICIENT ■ 
880 S1«M 6»M 2«L3/L2-(3.75/AR»(M 1-M 2)/(2*M 2))-1
890 S2«M6»M1»L3/L1-(3.75/AR»(M2-M 1)/(2»M  1 ))-1  
895 IF  Y$«"Y" THEN PRINT " S I «";S 1;" S2 «";S2
900 D 2 « (X I» X 2 /(6 » L 3 ))* (((S 1 » X 2 )-(S 2 « X 1 ))/(X L +Y L))»(6»C R-5)
901 IF Y$<>"M" THEN PRINT "THERMAL DIFFUSION RATIO « ";D2 
930 GOTO 1000
935 P9«0
940 IF  R9>0 GOTO 8370
941 FOR 1-1 TO 20
942 PRINT CHR$(7)
944 NEXT I
945 PRINT "LAST RUN ";F$
947 IF  R9>0 GOTO 950
948 GOTO 68 
950 STOP
980 IF  ERR<>8 THEN ON ERROR GOTO 0
982 F7-3: RU-0
983 CLOSE 4
984 ON F6 GOTO 997,985
985 CLOSE 6
986 CLOSE 9 
988 GOTO 997
990 IF  ERRO30 THEN ON ERROR GOTO 0
997 ON F8 GOTO 999,998
998 CLOSE 5
999 RESUME 935
1000 M7«M 1»X1+M2»X2
1005 GN-1+R/((C9-R)*X1+(C2-R)»X2)
10 10 G «I+R /((C 1-R)»XU (C 2-R  )*X2)
1011 PRINT "RATIO OF CP/CV « ";G
1012 TG-T3: GOSUB 8500 
1015 C3-C 1"X 1+C2*X2 
1020 G«G»GM: Q9*0
1022 VE«SQR(G»R»TE/M7»I000)
1025 VE-VE* 1.00478
1030 IF  Y$<>"M" THEN PRINT " VELOCITY « ";VE
1031 GOTO 1035
1032 GO«G: GdJN*GM
1033 GOSUB 8800
1034 C3«C9*Xl4C2»X2
1035 ON G3 GOTO 1040, 1060, 1060
1040 Y9«((M 1-M2)/M7)+ ( (G -I )*D 2/(G *X  1 *X2))
1050 Y9«((G~2»X1»X2»P»D1)/VE'>2 ) ,'ABS(Y9)',2 
1060 X9«(G-1)»L»M7/(C3, 1000)
1070 Z9»4«V/3
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1080 AB«2*PI“2/G»FR/P"(Z94.X9^Y9)
1082 IF FX<0 GOTO 1090
1083 IF  Q9*0 THEN Q9«1: Q8-AB: Q7-C3: Q6-VE: GOTO 1032 
1085 AW-AB: GN«G: G«GO: C3-07: VE-Q6
1090 IF  Y$0"M" THEN PRINT " ABSORPTION « ";AB;" /WAVELENGTH."
1100 AB«AB»FR/(1000»VE)
1110 IF  Y$<>"M" THEN PRINT " ABSORPTION •  ";AB;" /HM."
1990 REM
1992 REM NOW USE THIS TO GET MODIFICATION TO BURNETT.
1994 REM
2000 RD«P/(2»PI»FR»V)
2001 RS-RD
2010 AR«AB»VEB1000/(FR»2»PI)
2020 RG«7/ ( 10BAR)
2025 IF  Y$«"Y" THEN PRINT "RD«";RD;
2030 FC-RG/RD
2040 GOTO 2060
2050 RD«P/(2BP IBFRBV)
2055 PRINT "ACTUAL SMALL R « " ;R D ;", " ;
2056 RS-RD 
2060 RD«RDBFC
2065 IF  Y$«"Y" THEN PRINT " ,  AR«";AR;", RG«";RG;"t FC«";FC 
2070 GOSUB 7200
2072 IF  Y$*"Y" THEN PRINT "REDUCED ATTEN « " ; AG;
2085 PRINT "EFFECTIVE SMALL R « ";RD 
2110 F9«l
2120 ON F8 GOTO 5999.2130
2130 RU-RU+1
2131 PRINT "FILE " ; I$ ; "  RUN ";RU;
2133 ON F7 GOTO 2135,2145,2145
2135 INPUT " ABSORPTION/MM... ",AX  
2140 INPUT " AND VELOCITY M /S .. .  ",VX  
2145 AY«AX*VE • 1000/(FR *2*P I)
2147 VY-VE/VX
2148 PS«FM*PA/P
2149 ON F6 GOTO 2160,2150
2150 PRINT #9, R S ;AG;" ; VG;" , " ; AY; " ; VY 
2160 VG-VE/VG
2170 AG«AG»VG»2*PI/VE
2180 AX«(AX"VXB1000/FR)-AG
2182 ON F6 GOTO 2190,2185
2185 PRINT 06, PS;Q8;AW;AG;G;GN;X1
2190 PRINT 05, P S , " ; C3; " ; AX;" ; VG;" , » ; VX
5999 ON F7 GOTO 310,291,997
6000 REM
6001 REM LINEAR INTERPOLATION FOR MOECULAR GAS THERMAL CAPACITIES.
6002 REM 
6010 I5«G 1+1 
6020 J«0 
6030 J-J+ l
6040 IF  TE<«CP(1, J) GOTO 6080 
6050 IF  J<5 GOTO 6030
6060 PRINT "TEMFERATURE OUT OF RANGE... ";TE
6070 RETURN
6080 IF  J«1 THEN J«2
6090 IF  TE«C P(I5 ,J) THEN C 1»C P (I5 .J ): GOTO 6070 
6100 C 1 « (C P ( I5 ,J ) -C P ( I5 ,J - l ) ) / (C P (1 ,J ) -C P (1 ,J -1 ))
6110 C1«C P (I5 ,J-1)«-C 1*(TE -C P (1,J-1)}
6120 RETURN
6200 REM
6201 REM GET COLLISION PARAMETER
6202 REM
6210 G T«INT((T+123)/100)
6220 IF  GT<1 OR GT>8 THEN PRINT "TEMP OUT OF RANGE." : GOTO 6240 
6230 GP(GG,2)«PA(GG, GT)
6240 RETURN 
6490 REM
6500 REM CALCULATES CHANGE IN MOLE FRACTION OF GASSES WITH PRESSURE.
6501 REM
6510 IF  P9>0 GOTO 6550
6520 IF  R9<1 THEN INPUT " % ABSORPTION OF LIGHTER GAS... ",PB  
6530 P9«P 
6540 RETURN 
6550 FC-P/P9
6560 A8«1+(PB»(1-FC)) / (  100»FC)
6570 X1«X1»A8/(X1»A84-1-X1)
6575 PRINT "MOLE FRACT ■ " ;X I
6580 P9«P
6590 X2-1-X1
6600 RETURN
6610 REM
7000 REM LINEAR INTERPOLATION FOR THIRD ORDER CORRECTIONS.
7002 REM 
7010 15*1 P-*-l 
7020 Jd)
7030 J.J+1
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7040 IF  TG<«CO(1,J) GOTO 7080 
7050 IF  J < 15 GOTO 7030
7060 PRINT "ERROR -  REDUCED TEMPERATURE OUT OF RANGE. VALUE « ";TG
7070 RETURN
7080 IF  J-1 GOTO 7060
7090 IF  TG«CO( 1, J) THEN 0 P « C 0 (I5 .J ): GOTO 7070 
7100 0 P « (C 0 (I5 ,J )-C 0 (I5 , J - 1 ) ) / ( C 0 ( I , J )-C O (1 ,J - l ))
7110 0 P -C 0 (I5 , J-1 )+OP#(TG-CO( 1, J - l ))
7120 RETURN
7195 REM
7196 REM VELOCITY AND ATTENUATION CORRECTIONS -  BURNETT.
7197 REM
7200 IF  RD<10.0 GOTO 7240
7210 AG«(7/(10»RD)-4203/(2000*RD~3))
7220 VG«l-43/(40»RD'>2)
7230 RETURN 
7240 J - l  
7250 J-J + l
7260 IF  RD<«BU(J, 1) GOTO 7310
7270 IF  J<24 GOTO 7250
7280 PRINT "ERROR IN BURNETT ARRAY."
7290 RETURN
7310 IF  RD«BU(J, 1) THEN AG*BU(J,2): VG«BU(J,3>: GOTO 7290 
7320 A G «(B U (J ,2 )-B U (J -1 ,2 ))/(B U (J , 1)-B U (J-1, 1))
7330 AG«BU(J-1, 2)+AG*(RD-BU(J-1, D )
7340 V G «(B U (J ,3 )-B U (J -1 .3 ))/(B U (J , 1 )-B U (J -I, 1))
7350 VG*BU(J-1,3)+VG»(RD-BU(J-I, 1))
7360 RETURN
8000 REM FINITE DIFFERENCE INTERPOLATION, ASSUMING A SECOND
8001 REM ORDER CURVE.
8005 REM
8010 I5-IG +1  
8020 J-0  
8030 J-J+1
8040 IF  TG<«OG(1 ,J) GOTO 8080 
8050 IF  J<81 GOTO 8030
8060 PRINT "ERROR -  REDUCED TEMPERATURE OUT OF RANGE. VALUE -  ";TG
8070 RETURN
8080 IF  J-1 GOTO 8060
8090 IF  T6 -0G (1 ,J) GOTO 8180
8100 GA-0G(I5,J)
8110 G B -(0 G (I5 ,J -1 )-0 G (I5 , J ) ) / (O G (1, J -1 ) -0 G (1 ,J ))
8120 GC-GB
8130 G C « G C -(0 G (I5 ,J )-0 G (I5 ,J + 1 ))/(0 G (1, J )-O G (1 ,J + l))
8140 GC«2/(0G(1 ,J -1 )-0 G (1, J+1) ) *GC 
8150 GT-TG-OG(l.J)
8160 0G-GAd3B*GT4GC»GT«GT 
8170 RETURN 
8180 0G -0G (I5 ,J )
8190 RETURN 
8290 REM
8292 REM TAKE ORDERS FROM RUN FILE 
8294 REM
8300 PRINT "RUN F IL E . . .  " ; : INPUTLINE R$
8310 IF  R$<>" " THEN R9«1: GOTO 8350 
8320 GOTO 70 
8350 R$-R$+".TXT"
8360 OPEN OLD R$ AS 3
8370 INPUT #3 ,F$,G 1$,G 2$,X I, PB,FX
8380 IF  F*<>"END" GOTO 71
8390 CLOSE 3
8395 GOTO 941
8490 REM
8492 REM CALCULATE CORRECTIONS TO GAMMA (HCB)
8494 REM
8500 BO -2*P IB0 . 6022"S3*3/3  
8510 Z0«2.241E4*TE/(273. 3*B0)
8520 IG -5: GOSUB 8000 
8530 Z1-0G
8540 IG -6: GOSUB 8000 
8550 Z2-0G
8560 IG -7 : GOSUB 8000 
8570 Z3-0G
8580 Z 3 « (G -ir2 /G » Z 3  
8590 Z2«2*(G -1)*Z2  
8600 GM.U(2»Z1+Z2+Z3)/Z0  
8610 RETURN
8800 REM CALCULATE RELAXING VELOCITY FOR MODIFIED
8801 REM ABSORPTION CALCULATION.
8810 Q 5«(C 3-R*X l)/(C3-R )"FP /FX  
8820 Q4-R«R»X1/((C3-R), (C 3-R »X I))
8830 Q4«Q4»Q5”2 / (  1+Q5,'2 )
8835 IF Y$-"Y" THEN PRINT " IN IT  VEL -  ";VE;
8840 VE-VE/SQR( I-Q 4)
8845 IF  Y$-"Y" THEN PRINT " AND REUXED VEL -  "• VE 
8850 RETURN
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9000 REM DATA
9005 REM
9006 REM 
9010 REM H2
9020 DATA 2 .0 1 5 8 ,2 .9 5 .3 3 .3 . 1.6 
9030 REM D2
9040 DATA 4 .0 2 8 2 ,2 .9 4 8 ,3 9 , 1.6 
9050 REM HE
9060 DATA 4 .0 0 3 ,2 .5 5 7 , 10.22, 1.6 
9070 REM HE
9080 DATA 20. 1 7 9 ,2 .7 86 ,3 4 .9 , 1.6 
9090 REM AR
9100 DATA 39.948 , 3 .405, 119.8, 1.6 
9110 REM
9120 REM SPECIFIC HEAT DATA.
9130 REM
9131 DATA 298, 28 .84 , 2 9 .2
9132 DATA 400, 29. 18, 29.24
9133 DATA 600, 29 .33 , 29.62
9134 DATA 800, 29 .65 , 30.05
9135 DATA 1000, 30 .2 , 31.62
9149 REM
9150 REM COLLISION PARAMETER DATA.
9151 REM
9152 DATA 2.969 , 2.926 , 2 .581. 2.789 , 3.426
9153 DATA 2 .900, 2 .855, 2 .564, 2 .729, 3.415
9154 DATA 2.907, 2 .863, 2 .554, 2 .747, 3.410
9155 DATA 2.912, 2 .875, 2 .546, 2 .768, 3-398
9156 DATA 2.893, 2 .887, 2 .541, 2 .786, 3.402
9157 DATA 2.889, 2 .869, 2 .536, 2 .773, 3.414
9158 DATA 2 .890, 2 .872, 2 .533, 2 .784, 3.417
9159 DATA 2.871. 2.876 , 2 .531, 2.796 . 3.423
9167 REM
9168 REM VALUES FOR BURNETT CURVE FROM 0 .8  ->  3 .5 .
9169 REM
9170 DATA 0 .7 , .31926, 62030
9171 DATA 0.8 , .30820, 66190
9172 DATA 0 .9 , .29768. 69288
9173 DATA 1.0 , .28882, 71802
9174 DATA 1. 1. .28110, 73954
9175 DATA 1.2 , .27409, 75843
9176 DATA 1.3. .267 52, 77529
9177 DATA 1.4, .26 1 26, 79046
9178 DATA 1.5, .255 23. 80419
9179 DATA 1.6 , .24939. 81669
9180 DATA 1.7. .24371, 82811
9181 DATA 1.8 , .23818. 83856
9182 DATA 1.9, .23280, 84816
9183 DATA 2. 0, .22756, 85700
9184 DATA 2.2 , .21751. 87267
9185 DATA 2 .4 , .20801, 88608
9186 DATA 2.6 , 19906, 89763
9187 DATA 2.8 , 19064, 90762
9188 DATA 3.0 , .18274, 91632
9)89 DATA 3 .5 , . 16505, .93363
9190 DATA 4 .0 , . 14997, .93363
9191 DATA 5 .0 , . 12602, 96308
9192 DATA 7 .0 , .094457, .97980
9193 DATA 10.0 , .068003 .9896
9 2 0 0  REM DATA FOR L-J POTENTIAL.
9 20 1  REM
9 2 1 9  DATA 0. 3 0 , 2 . 6 6 2 , 2 . 2 5 6 ,  1 . 9 6 2 , 2 . 7 8 5 , - 2 7 . 8 8 1 , 7 6 . 6 0 7 , - 3 5 6 . 8 8
9 2 2 0  DATA 0 . 3 5 , 2 .  4 7 6 , 2 . 0 7 8 ,  1 . 7 9 5 ,  2 . 6 2 8 , - 1 8 . 7 5 5 , 4 5 . 2 4 8 , - 1 8 9 . 4 7
9221 DATA 0 . 4 0 , 2 . 3 1 8 ,  1 . 9 3 1 ,  1 . 6 6 3 , 2 . 4 9 2 , - 1 3 . 7 9 9 , 3 0 . 2 6 7 , - 1 1 6 . 3 7
9 22 2  DATA 0 . 4 5 , 2 .  184,  1 . 8 0 8 .  1 . 5 5 6 , 2 .  3 6 8 , - 1 0 . 7 5 5 , 2 1 . 9 8 9 , - 7 8 . 8 7 8
9 22 3  DATA 0 . 5 0 , 2 . 0 6 6 ,  1 . 7 0 5 .  1 . 4 6 8 , 2 . 2 5 7 , - 8 . 7 2 0 2 ,  16. 924 , - 57 .  340
9 22 4  DATA 0 . 5 5 ,  1 . 9 6 6 , 1 . 6 1 8 , 1 . 3 9 6  , 2 .  1 5 6 , - 7  . 2 7 4 1 , 1 3  . 5 8 2 , - 4 3  . 882
9225 DATA 0 . 6 0 ,  1 . 8 7 7 ,  1 . 5 4 3 , 1 . 3 3 6 , 2 . 0 6 5 , - 6 .  1980, 11. 249 , - 3 4 .9 1 9
9 226  DATA 0 . 6 5 ,  1 . 7 9 8 ,  1 . 4 7 9 ,  1 . 2 8 5 ,  1 . 9 8 2 . - 5 . 3 6 8 2 , 9 . 5 4 5 5 , - 2 8 . 6 4 1
9 22 7  DATA 0 . 7 0 ,  1 . 7 2 9 , 1 . 4 2 3 , 1 . 2 4 2 ,  1 . 9 0 8 , - 4 . 7 1 0 0 , 8 . 2 5 7 1 , - 2 4 . 0 6 3
922 8  DATA 0 . 7 5 ,  1 . 6 6 7 ,  1. 375 ,  1 . 2 0 5 ,  1 . 8 4 1 , - 4 .  1 7 5 9 , 7 . 2 5 4 0 , - 2 0 . 6 1 3
9 2 2 9  DATA 0 . 8 0 ,  1 . 6 1 2 ,  1 . 3 3 2 .  1. 172, 1 . 7 8 0 , - 3 . 7 3 4 2 , 6 . 4 5 4  1 , - 1 7 . 9 4 2
9 2 3 0  DATA 0 . 6 5 , 1 . 5 6 2 ,  1 . 2 9 5 ,  1. 1 4 4 , 1 . 7 2 5 , - 3 . 3 6 3 1 , 5 . 8 0 3 4 , - 1 5 . 8 2 5
9231 DATA 0 . 9 0 ,  1 . 5 1 7 , 1 . 2 6 1 , 1 .  1 1 9 , 1 . 6 7 5 . - 3 . 0 4 7 1 , 5 . 2 6 4 9 , - 1 4 .  116
9 23 2  DATA 0 . 9 5 ,  1 . 4 7 6 ,  1 . 2 3 1 ,  1 . 0 9 6 ,  1 . 6 2 9 , - 2 . 7 7 4 9 , 4 . 8 1 2 8 . - 1 2 . 7 1 1
9 23 3  DATA 1 . 0 0 ,  1 . 4 3 9 ,  1 . 2 0 4 , 1 . 0 7 6 ,  1 . 5 8 7 , - 2 . 5 3 8 1 , 4 . 4 2 8 3 , - 1 1 . 5 3 9
9 23 4  DATA 1 . 0 5 ,  1 . 4 0 6 ,  1. 179, 1 .0 5 8 ,  1. 5 4 9 . - 2 .  3 3 0 2 , 4 . 0 9 7 7 , - 1 0 . 5 5 1
9 23 5  DATA 1. 10, 1 . 3 7 5 ,  1. 157, 1 . 0 4 1 ,  1 . 5 1 4 , - 2 .  14 6 4 , 3 . 8 1 0 6 , - 9  . 707 4
9236  DATA 1 . 1 5 ,  1 . 3 4 6 ,  1. 137, 1 . 0 2 7 , 1 . 4 8 2 , - 1 . 9 8 2 6 . 3 . 5 5 9 3 , - 8 . 9 7 9 9
9237 DATA 1 .2 0 ,  1. 3 2 0 .  1. 119, 1 . 0 1 3 .  1. 4 5 2 , - 1 . 8 3 5 9 ,  3. 3 3 7 5 . - 8 .  3470
9 23 8  DATA 1 . 2 5 , 1 . 2 9 6 , 1 .  1 0 2 , 1 . 0 0 0 , 1 . 4 2 4 , - 1 . 7 0 3 8 , 3 . 1 4 0 4 , - 7 . 7 9 2 2
9 2 3 9  DATA 1 . 3 0 ,  1 . 2 7 3 .  1. 08'6, 0 . 9 8 8 7 ,  1. 3 9 9 . - 1 .  5 8 4 1 ,  2 . 9 6 4 2 , - 7 . 3023
9 2 4 0  DATA 1 . 3 5 .  1 . 2 5 3 .  1. 072 , 0.  97 8 0 ,  1. 3 7 5 , - 1 .  47 5 3 , 2 . 8 0 5 8 . - 6 .  86 6 9
9241 DATA 1. 40 ,  1 .2 3  3,  1. 059 , 0.  9 6 8 0 .  1 . 3 5 3 . - 1 .  37 5 8 , 2.  66 2 6 , - 6  . 47 78
-  175 -
9 2 4 2  DATA 1 . 4 5 ,  1 . 2 1 5 .  1 . 0 4 6 , 0 . 9 5 8 8 ,  1 . 3 3 3 , - 1 . 2 8 4 7 , 2 . 5 3 2 6 , - 6 .  1280
9 2 4 3  DATA 1 . 5 0 ,  1. 198 , 1 . 0 3 4 , 0 .  9 5 0 2 ,  1. 3 1 4 , - 1 .  2 0 0 9 , 2 .  4 1 4 1 ,  - 5 . 8 1 2 3
9 2 4 4  DATA 1 . 5 5 ,  1 . 1 8 2 ,  1 . 0 2 3 , 0 . 9 4 2 0 ,  1 . 2 9 6 , - 1 .  1 2 3 5 , 2 . 3 0 5 7 , - 5 . 5 2 5 8
9 2 4 5  DATA 1 . 6 0 ,  1. 167 , 1 . 0 1 3 , 0 . 9 3 4 5 , 1 . 2 7 9 , - 1 . 0 5 1 9 , 2 . 2 0 6 0 , - 5 . 2 6 4 9
9 2 4 6  DATA 1 . 6 5 ,  1. 1 5 3 , 1 . 0 0 4 , 0 . 9 2 7 2 ,  1 . 2 6 4 , - 0 . 9 8 5 4 5 , 2 .  1 1 4 2 , - 5 . 0 2 6 3
9 24 7  DATA 1 . 7 0 ,  1. 1 4 0 , 0 . 9 9 4 7 , 0 . 9 2 0 5 ,  1 . 2 4 8 , - 0 .  9 2 3 6 2 , 2 . 0 2 9 3 , - 4 . 8 0 7 4
9 24 8  DATA 1 . 7 5 ,  1. 128 , 0 . 9 8 6 0  , 0 . 9 1 4 2 ,  1 . 2 3 4 , - 0  . 8659 4 ,  1 . 9 5 0 5 . - 4  . 6059
9 2 4 9  DATA 1 . 8 0 ,  1. 1 1 6 , 0 . 9 7 8 0 , 0 . 9 0 8 2 ,  1 . 2 2 1 , - 0 . 8 1 2 0 3 ,  1 . 8 7 7 3 , - 4 . 4 1 9 8
9 2 5 0  DATA 1 . 8 5 ,  1. 1 0 5 , 0 . 9 7 0 7 , 0 . 9 0 2 3 ,  1 . 2 0 9 , - 0 . 7 6 1 5 4 ,  1 . 8 0 9 1 , - 4 . 2 4 7 5
9 2 5 1  DATA 1 . 9 0 ,  1 . 0 9 4 , 0 . 9 6 3 3 , 0 . 8 9 6 8 , 1 .  1 9 7 , - 0 . 7 1 4 1 5 ,  1 . 7 4 5 4 , - 4 . 0 8 7 5
9 2 5 2  DATA 1 . 9 5 ,  1 . 0 8 4 , 0 .  9567 , 0 . 8 9 1 7 , 1 .  1 8 6 , - 0  . 6 6 9 5 9 ,  1 . 6 8 5 7 , - 3  . 9386
9 2 5 3  DATA 2 . 0 ,  1 . 0 7 5 , 0 . 9 5 0 0 , 0 . 8 8 6 7 ,  1. 1 7 5 , - 0 . 6 2 7 6 3 ,  1 . 6 2 9 7 , - 3 . 7 9 9 7
9 2 5 4  DATA 2 .  1 , 1 . 0 5 7 , 0 . 9 3 8 0 , 0 . 8 7 7 5 ,  1. 1 5 6 . - 0 . 5 5 0 6 3 ,  1 . 5 2 7 5 . - 3 - 5 4 8 1
9 25 5  DATA 2 . 2 ,  1 . 0 4 1 ,  0 . .9267 , 0 . 8 6 8 8 ,  1. 1 3 8 , - 0  . 4 8 1 7 1 ,  1. 4 3 6 6 , - 3  . 3265
9 2 5 6  DATA 2 . 3 ,  1 . 0 2 6 , 0 . 9 1 6 7 . 0 . 8 6 1 2 ,  1. 1 2 2 , - 0 . 4 1 9 6 8 ,  1 . 3 5 5 2 , - 3 . 1 2 9 7
9 2 5 7  DATA 2 . 4 ,  1 . 0 1 2 , 0 . 9 0 7 3 , 0 . 8 5 3 8 ,  1. 1 0 7 , - 0 . 3 6 3 5 8 , 1 . 2 8 1 9 , - 2 . 9 5 4 0
9 2 5 8  DATA 2 . 5 , 0 . 9 9 9 6 , 0 . 8 9 8 7 , 0 . 8 4 7 0 , 1 . 0 9 3 , - 0 . 3 1 2 6 1 , 1 . 2 1 5 5 , - 2 . 7 9 6 1
9 2 5 9  DATA 2 . 6 , 0 . 9 8 7 8 , 0 . 8 9 0 7 . 0 . 8 4 0 7 ,  1 . 0 8 1 . - 0 . 2 6 6 1 3 ,  1. 1 5 5 2 , - 2 . 6 5 3 6
9 2 6 0  DATA 2 . 7 , 0 . 9 7 7 0 , 0 . 8 8 3 3 , 0 . 8 3 4 7 , 1 . 0 6 9 . - 0 . 2 2 3 5 9 ,  1. 1 0 0 0 , - 2 . 5 2 4 2
9 26 1  DATA 2 . 8 , 0 . 9 6 7 2  , 0 . 8 7 6 7  , 0 . 8 2  9 0 ,  1 . 0 5 8 , - 0 .  18451,  1 . 0 4 9 5 . - 2  . 406  2
9 2 6 2  DATA 2 . 9 , 0 . 9 5 7 6  , 0 . 8 7  00 , 0 . 8 2 3 7 ,  1 . 0 4 8 . - 0 .  14850, 1 . 0 0 3 0 . - 2  . 2 98 3
9 2 6 3  DATA 3 . 0 , 0 . 9 4 9 0 , 0 .  8 6 4 0 , 0 .  8 1 8 7 ,  1 . 0 3 9 . - 0 .  1 1 5 2 3 , 0 . 9 8 0 0 0 , - 2 .  1992
9 26 4  DATA 3. 1 , 0 . 9 4 0 6 , 0 . 8 5 8 0 , 0 . 8 1 3 8 ,  1. 0 3 0 , - 0 .  0 8 4 4 1 2 ,  0 . 9 2 0 2 2 , - 2 .  1079
9 26 5  DATA 3 . 2 , 0 . 9 3 2 8 , 0 . 8 5 2 0 , 0 . 8 0 9 3 ,  1 . 0 2 2 , - 0 . 0 5 5 7 8 7 , 0 . 8 8 3 2 8 . - 2 . 0 2 3 4
9 2 6 6  DATA 3. 3 . 0 .  9 2 5 6 , 0 .  8 4 7 3 ,  0. 8 0 4 8 ,  1 . 0 1 4 ,  - 0 .  0 2 9 1 4 0 , 0 .  8 4 8 8 7 . - 1 . 9 4 5 1
926 7  DATA 3. 4 , 0 . 9 1 8 6 , 0 .  8 4 2 0 ,  0. 8 0 0 7 ,  1 . 0 0 7 , - 0 .  0 0 4 2 8 1 , 0 .  81 1 6 8 . - 1 .  872 3
9 2 6 8  DATA 3 . 5 .  0 . 9 1 2 0 ,  0 . 8 3 7 3 .  0. 7 9 6 7 , 0 .  99 9 9 .  0.  0 1 8 9 5 7 ,  0 . 7 8 6 7  1 , - 1 . 804 5
9 26 9  DATA 3. 6 , 0 . 9 0 5 8 , 0 .  8 3 2 7 ,  0 . 7 9 2 8 ,  0.  9 9 3 2 , 0 .  0 4 0 7 2 0 ,  0 . 7 5 8 5 4 , - 1 .  7411
9 2 7 0  DATA 3 . 7  , 0 . 8 9 9 8  , 0 . 8 2 8 7  , 0 . 7 8 9 2  , 0 . 9 8 7 0  . 0 . 061 1 3 9  , 0 . 7 3 2 0 8 , - 1 . 6 8 1 7
’ 927 I DATA 3 . 8 , 0 . 8 9 4 2 , 0 . 8 2 4 0 ,  0 . 7 8 5 7 ,  0.  9 8 1 1 ,  0. 0 8 0 3 2 8 . 0 . 7 0 7  16. - 1 .  6 2 6 T
9 2 7 2  DATA 3 . 9 . 0 . 8 8 8 8 . 0 . 8 2 0 0 , 0 . 7 8 2 2 , 0 . 9 7 5 5 , 0 . 0 9 8 3 9 0 . 0 . 6 8 3 6 7 , - 1 . 5 7 3 7
9 2 7 3  DATA 4 . 0 , 0 . 8 8 3 6 , 0 . 8 1 6 7 , 0 . 7 7 9 0 , 0 . 9 7 0 0 , 0 .  1 1 5 4 2 , 0 . 6 6 1 4 8 . - 1 . 5 2 4 4
9 2 7 4  DATA 4.  1 , 0 . 8 7 8 8 , 0 . 8 1 2 7 , 0 . 7 7 5 8 , 0 . 9 6 4 9 , 0 .  1 3 1 4 9 , 0 . 6 4 0 4 9 , - 1 . 4 7 7 9
9275  DATA 4 . 2 , 0 . 8 7 4 0 , 0 . 8 0 9 3 , 0 . 7 7 2 7 , 0 . 9 6 0 0 , 0 .  1 4 6 6 8 . 0 . 6 2 0 6 0 , - 1 . 4 3 3 9
9276  DATA 4 . 3 , 0 . 8 6 9 4 , 0 . 8 0 6 0 , 0 .  7 6 9 7 . 0 . 9 5 5 3 . 0 .  1 6 1 0 6 , 0 . 6 0 1 7 4 , - 1 . 3 9 2 3
9 27 7  DATA 4 . 4 , 0 . 8 6 5 2  , 0 . 8 0 2 7  , 0 . 7 6  68 , 0 . 9 5 0 7  . 0 .  17 469 . 0 . 5 8 3 8 1 , - 1 . 3 5  29
9 2 7 8  DATA 4 . 5 , 0 . 8 6 1 0 , 0 . 7 9 9 3 , 0 . 7 6 4 0 , 0 . 9 4 6 4 , 0 .  1 8 7 6 2 , 0 . 5 6 6 7 5 . - 1 . 3 1 5 5
9 2 7 9  DATA 4 . 6 , 0 . 8 5 6 8 , 0 . 7 9 6 0 , 0 . 7 6 1 3 , 0 . 9 4 2 2 , 0 .  1 9 9 9 0 , 0 . 5 5 0 5 1 , - 1 . 2 7 9 9
9 2 8 0  DATA 4 . 7 , 0 . 8 5 3 0 , 0 . 7 9 3 3 , 0 . 7 5 8 5 , 0 . 9 3 8 2 , 0 . 2 1 1 5 7 , 0 . 5 3 5 0 2 , - 1 . 2 4 6 1
9281 DATA 4 . 8 , 0 . 8 4 9 2 , 0 . 7 9 0 7 ,  0.  7 5 6 0 , 0 .  9 3 4 3 , 0 . 2 2 2 6 8 , 0 . 5 2 0 2 4 , - 1 . 2 1 3 8
9 2 8 2  DATA 4 . 9 , 0 . 8 4 5 6 , 0 . 7 8 7 3 , 0 . 7 5 3 5 , 0 . 9 3 0 5 , 0 . 2 3 3 2 6 , 0 . 5 0 6 1 1 , - 1 .  1831
9 28 3  DATA 5 , 0 . 8 4 2 2 , 0 . 7 8 4 7 , 0 . 7 5 1 0 , 0 . 9 2 6 9 , 0 . 2 4 3 3 4 , 0 . 4 9 2 6 0 , - 1 .  1537
9 2 8 4  DATA 6 , 0 . 8 1 2 4  , 0 . 7 6 0 7  , 0 . 7 2 9 5  . 0 .  896 3 , 0.  322 90 . 0 . 3 8  3 9 7 ,  - 0  . 919 39
9 2 8 5  DATA 7 , 0 . 7 8 9 6 , 0 . 7 4 2 0 , 0 . 7 1 2 0 , 0 . 8 7 2 7 , 0 . 3 7 6 0 9 , 0 . 3 0 8 2 6 , - 0 . 7 5 7 9 3
9 286  DATA 8 , 0 . 7 7 1 2 , 0 . 7 2 6 0 , 0 . 6 9 7 3 , 0 . 8 5 3 8 , 0 . 4 1 3 4 3 , 0 . 2 5 2 4 8 , - 0 . 6 3 9 8 8
9 28 7  DATA 9 , 0 . 7 5 5 6 , 0 . 7 1 2 7 , 0 . 6 8 4 7 , 0 . 8 3 7 9 , 0 . 4 4 0 6 0 , 0 . 2 0 9 7 0 , - 0 . 5 4 9 7 9
9 28 8  DATA 1 0 , 0 . 7 4 2 4 , 0 . 7 0 1 3 , 0 . 6 7 3 5 , 0 . 8 2 4 2 , 0 . 4 6 0 8 7 , 0 . 1 7 5 8 7 , - 0 . 4 7 8 7 8
9 2 8 9  DATA 2 0 , 0 . 6 6 4 0 , 0 . 6 2 9 3 , 0 . 6 0 4 8 , 0 . 7 4 3 2 , 0 . 5 2 5 3 7 , 0 . 0 2 8 6 6 4 , - 0 .  17040
9 2 9 0  DATA 3 0 , 0 . 6 2 3 2 , 0 .  5 9 0 9 ,  0 . 5 6 8 0 ,  0 . 7 0 0 5 ,  0 . 5 2 6 9 3 . - 0 .  0 1 7 4 9 3 , - 0 .  072 012
9291 DATA 4 0 , 0 . 5 9 6 0 ,  0.  5 6 5 1 ,  0 . 5 4 3 2 ,  0 .  6 7 1 8 ,  0 .  5 1 8 5 8 , - 0 .  0 3 9 3 1 2 .  - 0 .  024 109
9 29 2  DATA 5 0 , 0 . 5 7 5 6 , 0 .  5 4 5 9 ,  0 . 5 2 4 8 ,  0 .  6 5 0 4 ,  0 .  5 0 8 3 6 , - 0 . 0 5 1 6 4 8 , 0 . 0 0 3 9 2 7
9 29 3  DATA 6 0 , 0 . 5 5 9 6 , 0 .  5 3 0 7 , 0 . 5 1 0 0 ,  0 .  6 3 3 5 , 0 . 4 9 8 2 1 , - 0 . 0 5 9 3 6 2 , 0 . 0 2 2 1 4 7
9 294  DATA 7 0 , 0 . 5 4 6 4 , 0 . 5 1 8 1 , 0 . 4 9 8 0 , 0 .  6 1 9 4 ,  0 . 4 8 8 6 5 , - 0 . 0 6 4 5 0 4 , 0 . 0 3 4 8 1 7
9 2 9 5  DATA 8 0 , 0 . 5 3 5 2 , 0 . 5 0 7 5 , 0 . 4 8 7 8 ,  0 .  6 0 7 6 ,  0 .  4 7 9 7 9 , - 0 . 0 6 8 0 8 2 . 0 . 0 4 4 0 5 6
9 2 9 6  DATA 9 0 , 0 . 5 2 5 6 , 0 . 4 9 8 4 , 0 . 4 7 9 0 , 0 . 5 9 7 3 , 0 . 4 7 1 6 2 , - 0 . 0 7 0 6 4 7 , 0 . 0 5 1 0 3 1
9 297  DATA 1 0 0 , 0 . 5 1 7 0 , 0 . 4 9 0 3 , 0 . 4 7 1 3 , 0 . 5 8 8 2 , 0 . 4 6 4 0 7 , - 0 . 0 7 2 5 2 4 , 0 . 0 5 6 4 4 1
9 29 8  DATA 2 0 0 , 0 . 4 6 4 4 , 0 .  4 4 0 3 , 0 .  4 2 3 3 , 0 . 5 3 2 0 , 0 . 4 1 1 4 3 , - 0 . 0 7 7 5 4 0 , 0 . 0 7 7 2 9 6
9 2 9 9  DATA 3 0 0 , 0 . 4 3 6 0 , 0 . 4 1 3 5 ,  0. 3 9 7 5 , 0 . 5 0 1 6 ,  0 . 3 8 0 1 3 , - 0 . 0 7 6 5 2 5 , 0 . 0 8 1 3 9 7
9 3 0 0  DATA 4 0 0 , f0 .  4 1 7 0 , 0 .  395 5 ,  0. 3 8 0 2 ,  0 .  4 8 1 1 .  0 .  3 5 8 3 5 , - 0 * .  0 7 4 7 5 3 ,  0 .  082055  
9 3 9 0  REM
9 39 2  REM 3RD ORDER CORRECTION DATA.
9 3 9 3  HEM
9 4 0 0  DATA 0 . 3  , 1 . 0 0 1 4 ,  1 . 0 0 2 2 ,  1 . 0 0 0 1
9 4 0 2  DATA 0 . 5  , 1 . 0 0 0 2 ,  1 . 0 0 0 3 ,  1
9 4 0 4  DATA 0 . 7 5 ,  1 , 1  , 1
9 4 0 6  DATA 1 , 1 ,  1 . 0 0 0 1 ,  1
9 4 0 8  DATA 1 . 2 5 ,  1 . 0 0 0 1 ,  1 . 0 0 0 2 ,  1 .0 0 0 2  
9 41 0  DATA 1 . 5  , 1 . 0 0 0 4 ,  1 .0 0 0 6 ,  1 . 0 0 0 6
9 4 1 2  DATA 2  , 1. 00 14, 1. 002 1, 1. 001 6
9 414  DATA 2 . 5  , 1 . 0 0 2 5 ,  1 . 0 0 3 8 .  1 . 0 0 2 6
9 41 6  DATA 3 , 1 . 0 0 3 4 ,  1 . 0 0 5 2 ,  1 . 0 0 3 7
9 4 1 8  DATA 4 , 1 . 0 0 4 9 , 1 . 0 0 7 6 , 1 . 0 0 5 0
9 4 2 0  DATA 5 . 1 . 0 0 5 8 ,  1 . 0 0 9 0 ,  1 .0 0 5 9
9 4 2 2  DATA 10 , 1 . 0 0 7 5 , 1 . 0 1 1 6 , 1 . 0 0 7 6
9 42 4  DATA 50 , 1 .0 0 7 9 ,  1 . 0 1 2 4 ,  1 .0 0 8 0
9 426  DATA 100 , 1 . 0 0 8 0 ,  1 . 0 1 2 5 ,  1 . 0 0 8 0
9 4 2 8  DATA 400 , 1 . 0 0 8 0 ,  1 . 0 1 2 5 ,  1 .0 0 8 0
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Appendix C.
The following is a re -p r in t  of a paper published jo in t ly  by 
the author and Dr R.C.Chi vers, in Acoustics Letters , vol. 5, 
pp22 - 29, 1981. in which the model used fo r  the calculation of 
d iffrac tio n  corrections (sec.4 .2 .3 )  is described.
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RADIATION COUPLING OF A DISC TO A DISC: A NUMERICAL 
APPROACH
R.A. Bacon and R.C. Olivers
Physics Department, University o f  Surrey, Guildford, Surrey, UK.
Abstract
Diffraction corrections fo r accurate measurements o f  ultrasonic velocity and absorption  
have been calculated fo r  a variety o f  typical experim ental conditions. The importance o f  
obtaining information on the am plitude and phase variations across the transducer faces 
and o f  including absorption in the corrections, particularly for media with low absorption  
coefficients, are clearly illustrated fo r  the examples considered. The precise lateral align­
m ent o f  the transducer axes is shown to he o f  secondary importance.
Introduction
For the experimentalist, the measurement o f the o>-pitoe or the velocity o f ultrasound 
in a medium can be complicated by llie dif?met mu that occurs with transmitting and 
receiving transducers o f finite dimensions (! j . The problem oi precisely what corrections 
to apply in any particular set o f circumstances h-.v; Peen dealt with by a number o f authors 
[2] w ith  varying degrees o f approximation to an experimental situation. Seki, Granato 
and Truell [1] considered piston source radiation in a non-attenuating medium, ( i  it is and 
Khimunin [3] and Yarnada and Fujii j 4 j , using Lommel expansions, calculated tho trans­
fer functions for situations in which the transmitting transducer was o f different size 
from the receiving transducer. Papadakis [5] considered non-piston sources, but lim ited  
his analysis to analytic amplitude profiles. Khimunin [6, 7] introduced the infuencc of 
intrinsic attenuation in the medium, but discounted the effect o f the resultant change in 
transfer function upon measurements o f velocity or attenuation. Rhyne [8 ] ,  presenting 
the most recent analytical approach, confined himself to piston sources o f equal size, and 
a non-attenuating medium. In this paper a numerical approach is presented that permits 
assessment o f the effects o f all o f these parameters simultaneously.
The model
In  order to match the conditions prevalent in the experiment for which corrections were 
required, which involved the measurement o f ultrasonic propagation parameters in fluids 
covering a wide range o f absorptions, it was deemed necessary to be able to model a trans­
m itting transducer that is non-piston-like in both amplitude and phase, a receiving trans­
ducer w ith a non-uniform amplitude and phase sensitivity across its surface, and an absor­
bing medium between the transducers. Under these circumstances it was decided to con 
struct a model based upon numerical integration across the transmitting and receiving 
transducers, and to implement it on a digital computer.
In  this model a two-dimensional array o f transmitting elements is used to represent the 
transmitting transducer, and a similar array o f receiving elements represents the receiving 
transducer. The transmitting elements are considered as Ihiygens-Fresnei sources o f
complex pressure amplitude Ajl . where j and k arc integer, 0 <  'jj <  C and
B t \ / ( j ^ / 7 F  + < r ,  ,
where ri is the transducer radius and b j -- ?.r, A  the appropriate scale factor. Thus, the
complex pressure amplitude at a distance d from  the ( j ,k ) ' element is
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Figure 1. Geometrical arrangement o f transmitting transducer array and field point.
Pjk (d ,0 ) «  A jk 1/d e ^ - . ^ ' ^ c o s 2 ( 0 / 2 ) ,
where j,  k , d, 6 are as indicated in Figure 1, a  is the absorption in the medium, and X is 
the wavelength o f the radiation. The pressure amplitude at each element o f the receiver is 
thus seen to be
E
BUv a ^jk(d.0)
j.k = 0
with u,v integer, 0 <  <  m, and B2V ( l l -™ /2)2 + (v-m /2)2 <  r2 ,
r2 being the radius o f the receiving transducer, and B2 = 2r2 /m . The averaged received 
signal amplitude is thus
m
R “  Buv Suv
u,v = 0
where Suv is the complex sensitivity weighting factor for each receiving element.
Early test runs o f the model, using the parameters quoted by Rhyne [8] for his calcula­
tions (radius 2 .175m m , wavelength 0 .672m m ) showed remarkably good agreement w ith  
the plotted curve at transducer separations greater than 10m m , for array sizes o f only 7 x 7. 
Subsequent comparisons o f the transfer functions calculated by the two methods for 
various transducer sizes and ultrasonic wavelengths have shown good agreement, except 
under certain circumstances which w ill be mentioned later.
Use of the model
In order to increase the applicability of the model to the sort o f experimental conditions 
commonly encountered in an ultrasonic laboratory, a number o f additional features have 
been included in the computer program that implements the model. The characteristics o f  
the model, together w ith the parameters included, are as follows:
1. the frequency o f the ultrasonic radiation and its velocity in the medium may be varied 
without lim it:
2. the transmitting and receiving transducers may be o f different size and their centre 
lines may be offset, but their front faces arc considered plane and parallel;
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3. the transmitting transducer may have any radially symmetric amplitude and phase 
distribution;
4. the receiving transducer may have any radially symmetric amplitude and phase sensit­
ivity distribution:
5. any non-zero transducer separation may be modelled, but care must be taken with  
small separations to ensure that the output is valid;
6. the medium may be absorptive;
7. as implied above, the arrays used to represent the two transducers are o f (independ­
en tly) variable size up to maxima o f 100 x 100, although the computing time at 
array sizes above 60 x 60 becomes prohibitive.
As implemented on a PR IM E 750 w ith the program w ritten in F O R T R A N  IV , for both 
arrays set at 40  x 40, the amplitude and phase corrections for 60  separations can be calc­
ulated in 1 hr 20m ins o f computing time, but this time is nearly doubled for two 50 x 50 
arrays. The choice o f m inim um  array size is determined by the wavelength o f the ultra­
sound in the medium, the attenuation o f the medium and the minim um  transducer 
separation that it is required to model. For transducer separations o f down to a few wave­
lengths, an inter-element spacing o f slightly less than one wavelength is adequate, but for 
smaller transducer separations more array elements are required,except where the medium  
is highly absorptive.
The transfer function produced by the model are in all cases derived only from diffrac­
tion effects, and may thus be considered as correction factors to both amplitude and 
phase measurements made at varying transducer separations. Intrinsic absorption o f the 
medium is considered only as far as it modifies the diffraction effects, so that the transfer 
function obtained does not include the signal loss due to absorption alone.
XI
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Figure 2. Transfer function for 7.5m m  radius transmitter and receiver as calculated by 
Rhyne’s expansion (fu ll line) and by the model (dotted line) for a frequency 
o f 300 kH z and a velocity o f 1000m s '1 .
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A  comparison o f a transfer function obtained I roni this model w ith that from Rhyne’s 
expansion [8] is shown in Figure 2. Both piston-like transducers are o f 7 .5m m  radius, 
and the ultrasonic radiation is at a frequency o f 3 0 0 kH z w ith a velocity o f 1000m s-1 in 
the medium. The finite element model used arrays o f 39 x 39 for both transmitting and 
receiving transducers.
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Figure 3. Transfer functions for 7.5m m  radius transducer and receiver at absorptions 
of: A -O N p n im " 1, B -O .lN p m m -1 and C - 0.5 N p m m -1 . Frequency is 
300 kH z and velocity is 1000m s-1 .
The effects o f increasing absorption o f the medium on the transfer function are shown 
in Figure 3, where the curve for zero attenuation is compared w ith those for attenuations 
o f 0.1 and 0 .5 N p m m -1 . These agree in principle w ith Khimunin ( 6 ,7 j although his con­
clusion that these effects are negligible upon a measurement o f high absorption appears 
doubtful w ith the improved accuracy o f measurement obtainable w ith present day signal 
recovery methods. For example, referring to the curves shown in Figure 3, for measure­
ments made at transducer separations of between 4tnm  and (>mm the required corrections 
obtained from the curves in order o f increasing absorption are 6 .3 .1 0 - 4 , 2 .8 .1 0 -3 and 
4 .3 .1 0 -3 N p m m -1 . Thus the zero attenuation correction would, in this case, produce a 
result in error by about 2%. when applied to the O .lN p m m -1 measurement, and by 
about 0.8% when applied to the 0 .5 N p m m '1 measurement. Since measurement at these 
absorptions can now reliably be made to better than I"' | 9 | , it would appear worthwhile  
to model the absorption at which the measurement is being made.
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Figure 4. Transfer functions for 7.5m m  radius transmitter and receiver for: A -p is to n  
source and receiver; B — transmitter amplitude profile as in curve D  (real A jk ), 
and receiver sensitivity as in curve E (real S ^ );  C — amplitude modulus profiles 
as in B w ith a 7r/4 phase change from centre to  circumference for both trans­
ducers. Frequency is 300k H z  and velocity is 1000ms- 1 .
The effect upon the transfer function o f introducing spatial variation in the amplitude 
and phase distributions across the transmitting transducer, and similar variations in the 
sensitivity o f the receiving transducer, are illustrated in Figure 4. Curve B is obtained w ith  
a flat phase distribution for both transmitter and receiver, but w ith the illustrated am pli­
tude and amplitude sensitivity distributions (curves D  and E ). Curve C is obtained w ith the 
same amplitude functions, but in addition a (hypothetical) linear phase shift from  the 
centre to circumference o f n/4  is considered, for both transmitter and receiver. As can be 
seen, the magnitude o f the correction for a measurement o f amplitude or phase can vary 
considerably between transfer functions depending upon the range o f separations at 
which they are made. Thus from Figure 4 , measurements made w ith transducers o f the 
illustrated amplitude profiles at separations o f up to 25 mm would be measured as approx­
imately 0 .0 3 9 N p m m -1 too large if  a piston source is assumed, but at separation o f 
between 25 mm and 40m m  the same correction would be about 0.039 Np m n i-1 too small.
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Figure 5 demonstrates the predicted effects o f equal size transducers having their axes 
displaced, first by 10% and then by 50% o f the transducer radii, and as can be seen, the 
change in transfer function due to the 10% misalignment is negligible. Figure 6 is the out­
put obtained when modelling the reception o f radiation from  a 7.5 mm radius piston 
source by a 0.1m m  radius hydrophone moving along the axis o f the transmitting trans­
ducer, and it is a good approximation to the fam iliar axial amplitude distribution w ith the 
last axial maximum at a2/A.
0-5
Q.
605010 20 300
Transducer separa t ion  - mm.
Figure 5. Transfer functions for 7.5 mm radius piston-like transmitter and receiver,’ 
A —on axis; B —0.75m m  o ff  axis; and C 3.75m m  o ff  axis. Frequency is 
3 0 0k H z and velocity is 1000m s"1 .
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Figure 6. Transfer function for 7 .5m m  radius piston source and 0.1m m  radius piston­
like receiver. Frequency is 600kH z and velocity is 1000ms- 1 .
Conclusion
I t  is clear that diffraction effects should be considered in any ultrasonic measurement o f 
absorption or velocity involving variation o f transducer separation. The model described 
here has proved eminently suitable for calculation o f the necessary correction functions, 
and it has been simple to adapt to various experimental situations. The method used has 
been to calculate the absorption and velocity from the uncorrected experimental data and 
to use these values for the generation o f the transfer function. Since the rate o f change o f 
the transfer function with absorption and velocity is generally small, this has been consid­
ered sufficiently accurate for the required precision o f the measurement. The computed 
transfer function has then been used to correct the original data, from which the final 
values o f absorption and velocity were obtained.
Further modifications that could be implemented if required include the modelling o f 
square, or rectangular transducers, and the incorporation o f arbitrary amplitude and 
phase functions for (lie transducers, rather than the ladically symmetric profiles presently 
available.
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