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Abstract
We study control variate methods for Markov chain Monte Carlo
(MCMC) in the setting of deterministic sweep sampling using K ≥ 2
transition kernels. New variance reduction results are provided for
MCMC averages based on sweeps over general transition kernels, lead-
ing to a particularly simple control variate estimator in the setting
of deterministic sweep Gibbs sampling. Theoretical comparisons of
our proposed control variate estimators with existing literature are
made, and a simulation study is performed to examine the amount
of variance reduction in some example cases. We also relate con-
trol variate approaches to approaches based on conditioning (or Rao-
Blackwellization), and show that the latter can be viewed as an ap-
proximation of the former. Our theoretical results hold for Markov
chains under standard geometric drift assumptions.
1 Introduction
Markov chain Monte Carlo (MCMC) is a widely used technique for draw-
ing samples from intractable probability distributions. In statistics, MCMC
is now a standard tool in Bayesian analysis for sampling from complicated
posterior distributions. The goal of MCMC is usually to approximate quan-
tities such as
∫
pi(dx)g(x), where pi is an intractable probability measure, and
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g : X → Rd is a pi-integrable function mapping a state space X to Rd for
some integer d ≥ 1. In MCMC, a Markov chain X0, X1, X2, ... with a station-
ary probability measure pi is simulated for some finite number of iterations
M , and
∫
pi(dx)g(x) is then approximated by the empirical average
SM/M = M
−1
M−1∑
t=0
g(Xt). (1)
Since MCMC sampling is stochastic, the empirical average SM/M based on
MCMC simulations is inherently variable. For finite M , SM/M will even
be biased, except for the usually unrealistic case when the Markov chain is
started at a random draw from the stationary distribution pi. However, under
suitable conditions, a central limit theorem can be shown for SM/M stating
that
M1/2
{
SM/M −
∫
pi(dx)g(x)
}
d→ N(0,Σ) (2)
asM →∞, where d→ denotes convergence in distribution (Meyn and Tweedie,
2009). In this sense, SM/M is asymptotically unbiased as M →∞, and the
MCMC error asymptotically comes entirely from the variance Σ. Due to
this fact, one sensible measure of the efficiency of a Markov chain averaging
scheme is the asymptotic variance Σ, and we will use this notion of efficiency
in the remainder.
A variety of techniques exist for reducing the variance Σ in (2) for MCMC
simulations, including conditioning, control variates, and antithetic sampling
(see, e.g., Liu, 2008; Robert and Casella, 2004). We focus on control variate
approaches here, although we also make connections to conditioning based
approaches. In control variate approaches, mean zero random variables are
added to each term of (1) in such a way that the variance of the sum is
reduced. In approaches based on conditioning, the overarching idea is to re-
place g in (1) with a conditional expectation E(g|H ), where H is a σ-field.
The hope is that the resulting average may have a reduced variance rela-
tive to (1) due to Jensen’s inequality, similar to the classical Rao-Blackwell
theorem (Rao, 1945; Blackwell, 1947). This similarity has led to the com-
mon use of the term Rao-Blackwellization to describe techniques in which a
MCMC average of a conditional expectation is taken in order to reduce the
asymptotic variance Σ. However, in MCMC, unlike in classical Monte Carlo
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settings, independence does not hold and a naive conditioning approach may
increase the asymptotic variance (Geyer, 1995).
Previous results on variance reduction for MCMC apply primarily to
Markov chain samplers with time-homogeneous transitions. Many of these
results apply specifically to reversible Markov chains, such as the ones re-
sulting from Metropolis samplers, Metropolis-Hastings samplers, or random
sweep versions of Gibbs or Metropolis samplers (Metropolis et al., 1953;
Hastings, 1970; Geman and Geman, 1984). For example, Casella and Robert
(1996) provided variance reduction results for Markov chains resulting from
the Metropolis-Hastings algorithm. A conditioning approach was used in
McKeague and Wefelmeyer (2000) to obtain a variance reduction result for
reversible Markov chains. In Meyn (2008), control variate methods were
discussed for time-homogeneous Markov chains in the context of network
models. Douc and Robert (2011) studied a Rao-Blackwellization method for
Markov chains based on Metropolis-Hastings algorithms. In Dellaportas and
Kontoyiannis (2012), a control variate method was given for reducing the
variance of estimates based on reversible Markov chains. In Brosse et al.
(2018), a control variate scheme was used to obtain variance reductions for
certain Markov chains that can be related through a limiting process to a
Langevin diffusion.
In this work, we study control variate methods for deterministic sweep
sampling schemes, where multiple Markov transition kernels are cycled through
in a fixed order. Often, deterministic sweep schemes arise when a vector
valued Markov chain state is updated component-wise, and a single sweep
updates every component. Deterministic sweep schemes include, but are not
limited to, the commonly used deterministic sweep Gibbs sampler.
The main technical difference between the deterministic sweep setting
here and the setting of previous work is that deterministic sweep samplers
are (for K ≥ 2 components) time-inhomogeneous and not reversible, even
when the individual updates are themselves reversible. To our knowledge,
the major previous deterministic sweep variance reduction result comes from
Liu et al. (1994). Their result applies in the special setting of a Gibbs sampler
on a state space with two components, where the integrand g being averaged
only depends on one of the components. In contrast, all of our results apply to
integrands g with arbitrary functional dependence on the components of the
state. Furthermore, we show that the conditioning estimate proposed in Liu
et al. (1994) can be viewed as an instance of our control variate scheme with
a suboptimal choice of weight, and that choosing the weight optimally leads
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to a lower asymptotic variance. Unlike the estimator in Liu et al. (1994),
our proposed control variate estimator uses the values of both components
in the Gibbs sampler chain.
Our methodology adapts the control variate basis function approach of
Dellaportas and Kontoyiannis (2012) to our setting of time-inhomogeneous,
deterministic sweep Markov chains, from the original setting of time-homogeneous,
reversible Markov chains. While this change in setting requires technical
modifications, it also leads to a useful practical consequence: any two-component
deterministic sweep Gibbs sampler with the control variate scheme described
here is guaranteed to achieve a lower variance than the analogous two-
component random sweep Gibbs sampling approach from Dellaportas and
Kontoyiannis (2012). Two-component Gibbs samplers have long been known
to have lower asymptotic variance for deterministic sweep than for random
sweep (Greenwood et al., 1998), and our result extends this earlier work to
the control variate setting, where (for deterministic sweep) the integrand is
time-inhomogeneous.
In Section 2, we introduce more details about MCMC. In Section 3, we
introduce our technical assumptions and state our variance reduction results.
In Section 4, we provide theoretical comparisons between the control variate
methodology here and estimators from prior literature. In Section 5, we
describe some example cases to which our methodology applies and perform a
simulation study. We conclude with a discussion of applications and potential
extensions in Section 6.
2 MCMC basics, motivation, and notation
2.1 K-component samplers
For integers K ≥ 1, we define K-component deterministic and random sweep
samplers. We consider Markov chains evolving on a state space (X,X ),
where X is assumed to be a complete separable metric space, and X is the
associated Borel σ-algebra. We say a function Π : X × X → [0, 1] is a
probability kernel if Π(·, A) : X → [0, 1] is an X –measurable function of x
for each A ∈X , and also Π(x, ·) :X → [0, 1] defines a probability measure
on (X,X ) for each x ∈ X. Given a probability measure λ on (X,X ),
we say a probability kernel Π(x,A) : X × X → [0, 1] is λ-stationary iff
λ(A) =
∫
λ(dx)Π(x,A) for all A ∈X .
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We use R to denote the extended real line [−∞,∞]. For functions f :
X → Rp where p ≥ 1 and probability kernels Π : X × X → [0, 1], we
define Π0f(x) = f(x), Π1f(x) = Πf(x) =
∫
Π(x, dy)f(y), and Πtf(x) =
Π(Πt−1f)(x) for t > 1. We also define Πt(x,A) by Πt(x,A) = ΠtIA(x),
where IA(·) : X → R denotes the indicator function with IA(x) = 1 for
x ∈ A and IA(x) = 0 elsewhere.
Further, we define the sequence space (Ω,F ) by Ω = XN and the product
σ-algebra F . We define a Markov chain as a collection {Xt}∞t=0 of random
variables Xt : Ω → X,ω → ωt for ω ∈ Ω with joint law Pν specified by
an initial probability measure ν on (X,X ) and a set of probability kernels
{Πt : X ×X → [0, 1]}∞t=1 through
P (X0 ∈ A0, X1 ∈ A1, ..., Xt ∈ At) (3)
=
∫
ν(dx0)Π1(x0, dx1)...Πt(xt−1, dxt)I({xi ∈ Ai,∀i})
for any finite collection A0, A1, ..., At ∈ X . Under our topological assump-
tions on (X,X ), the Kolmogorov extension theorem guarantees that such a
law Pν exists and is unique (Durrett, 2010).
We consider deterministic sweep and random sweep samplers induced by
a family Πk : X×X → [0, 1], k = 1, ..., K of pi-stationary Markov transition
kernels. The random sweep sampling scheme updates the chain at each step
t via the Markov transition kernel Qt = Q = K
−1∑K
k=1 Πk.
For deterministic sweep sampling schemes, we need some more notation.
We define the permutation function σ(·) : {1, ..., K} → {1, ..., K} by σ(k) =
k + 1 for k < K and σ(k) = 1 for k = K. We also define σt(k) inductively
by σt(k) = k for t = 0, and σt(k) = σ{σt−1(k)} for t > 0.
Deterministic sweep samplers update the Markov chain by applying the
kernels Πk in a fixed order. At time 0, the transition operator used to up-
date the state is, without loss of generality, Π1 = Πσ0(1), and at time t, the
transition operator is Πσt(1). Thus, for an initial probability measure ν on
(X,X ), we have
Pν(X0 ∈ A0, ..., Xt ∈ At)
=
∫
ν(dx0)Π1(x0, dx1)...Πσt(1)(xt−1, dxt)I({xi ∈ Ai,∀i}).
We also define P tkf(x) =
{
Πσ0(k)Πσ1(k) · · ·Πσt−1(k)f
}
(x) and P tk(x,A) =
P tkIA(x). In these notations, P
t
k is a composition of multiple kernels rather
than a repeated composition of a single kernel.
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We will sometimes use the notation 〈f, g〉 in order to denote the integral∫
pi(dx)f(x)g(x).
2.2 Gibbs kernels
Now, we define the probability kernels used in Gibbs sampling. Define the
identity map Y : (X,X ) → (X,X ), x → x for x ∈ X. We first define
a regular conditional distribution kernel. We say a probability kernel Π :
X ×X → [0, 1] is a regular conditional distribution kernel with respect to
(G , pi), where G ⊂X is a sub-σ-algebra of X , whenever
• Π(x,A) = E{I(Y ∈ A)|G } almost everywhere with respect to pi (a.e.
pi), for each A ∈X
• For pi-a.e. x, Π(x,A) is a probability measure on (X,X )
It is well-known that when X is a complete separable metric space and
X the associated Borel σ-algebra, such regular conditional distributions Π
always exist (e.g., Durrett, 2010).
We now define Gibbs kernels. Gibbs sampling is typically described
and implemented in terms of conditional distributions with respect to the
σ-algebras generated by random variables, rather than general σ-algebras.
Given a measurable function h : X → Rn for some n ≥ 1, we say a probabil-
ity kernel Π : X ×X → [0, 1] is a Gibbs kernel with respect to (h, pi) if Π is
a regular conditional distribution kernel with respect to the σ-algebra σ(h).
We now provide a concrete example for a bivariate normal stationary
distribution pi. Let X = R2 and let R2 be the Borel σ-algebra on R2. Addi-
tionally, use x = [x1, x2]
T to denote elements x ∈ R2, and let pi refer to the
probability measure on (X,X ) such that the identity map Y : (R2,R2) →
(R2,R2), x → x follows a normal distribution with mean µ = [0, 0]T and
covariance Σ =
[
1 ρ
ρ 1
]
. Define the coordinate projections hi : (R2,R2) →
(R,R), [x1, x2]T → xi for i = 1, 2. Use δx1 and pix1 to denote the probability
measures on (R,R) with unit mass at x1, and for a normal random variable
with mean ρx1 and variance 1−ρ2, respectively. Then the probability kernels
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Πi(x,A) : R2 ×R2 → [0, 1] defined by
Π1(x,A) =
∫
(δx1 × pix1)(dx′1, dx′2)I(x′ ∈ A) (4)
Π2(x,A) =
∫
(pix2 × δx2)(dx′1, dx′2)I(x′ ∈ A) (5)
are Gibbs kernels with respect to (hi, pi).
Gibbs kernels have some useful properties. First, any Gibbs kernel Π with
respect to (h, pi) preserves pi. This follows since∫
pi(dx)Π(x,A) = pi(A) (6)
for each A ∈ X , from the properties of conditional expectation. Addition-
ally, the idempotence property Π{Πf}(x) = Πf(x) holds a.e. pi for each
pi-integrable f . Finally, for functions f, g which are square-integrable with
respect to pi, we have∫
pi(dx)f(x)Πg(x) =
∫
pi(dx)Π{fΠg}(x)
=
∫
pi(dx)Πf(x)Πg(x) =
∫
pi(dx)Πf(x)g(x). (7)
The equality 〈f,Πg〉 = 〈Πf, g〉 is the useful reversibility property. Thus
from (7), we see that Gibbs transition kernels are each reversible with respect
to pi. However, compositions of the form Π1Π2 · · ·Πk will in general not be
reversible with respect to pi.
2.3 Control variates and Rao-Blackwellization
We will henceforth use g : X → Rd to denote a function for which we would
like to obtain
∫
pi(dx)g using MCMC, and f : X → Rp to denote a control
variate basis function (Dellaportas and Kontoyiannis, 2012). For determin-
istic sweep chains {Xt}∞t=0 that use probability kernel Πσt(1) to obtain Xt, we
consider four averaging schemes:
Empirical: (8)
M−1SM = M−1
M−1∑
t=0
g(Xt)
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Rao-Blackwellized: (9)
M−1SM = M−1
M−1∑
t=0
Πσt(1)g(Xt)
Fixed weight control variate: (10)
M−1SM = M−1
M−1∑
t=0
g(Xt)− CT{f(Xt)− Πσt(1)f(Xt)}
General control variate: (11)
M−1SM =
M−1∑
t=0
g(Xt)− CTσt(1)f(Xt) + CTσt+1(1)Πσt(1)f(Xt)
In (10) and (11), we use C and Ck for k = 1, ..., K to refer to fixed p × d
weight matrices. We will show for suitably chosen C (Ck), the control variate
approaches have a smaller asymptotic variance than the empirical average.
We note that the Rao-Blackwellized estimator (9) is a special case of the
control variate estimators, using the choices f = g and Ck = Id×d.
Because the control variate and Rao-Blackwellization schemes involve the
conditional expectations Πkf (or Πkg, in the Rao-Blackwellization setting),
it is necessary in practice for these conditional expectations to have a com-
putationally tractable form in order to apply the control variate and Rao-
Blackwellization schemes.
3 Assumptions and variance reduction results
In this section, we consider Markov chains {Xt}∞t=0 with arbitrary initial
law ν on (X,X ) and time-inhomogeneous transition kernels Pt = Πσt(1).
Throughout, we will take pi to be a probability measure on (X,X ) which we
would like to take expectations with respect to.
3.1 Assumptions
First, we define small sets, in the sense of Meyn and Tweedie (2009). We say
a set C ∈ X is a small set with respect to a probability kernel P if there
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exists an m > 0, and a non-trivial measure νm on (X,X ), such that
Pm(x,B) ≥ νm(B)
for all x ∈ C, B ∈X .
We make the following assumptions on the composition kernels PKtk and
the transition kernels Π1, ...,ΠK .
(A.1) The kernels Πk are pi-stationary. This holds whenever at least one of
(A.1-1) and (A.1-2) holds:
(A.1-1) (Reversibility) The Πk are reversible, so that 〈f,Πkg〉 = 〈Πkf, g〉
for all square integrable functions f, g : X → R.
(A.1-2) (Gibbs kernels) The Πk are Gibbs kernels with respect to (hk, pi)
for some set of functions hk : (X,X )→ (Rmk ,Rmk), where mk ≥
1 is an integer denoting the dimension of the range of hk.
(A.2) (ψ-irreducibility) There exists a probability measure ψ on (X,X ) such
that for each k = 1, ..., K and all A ∈X with ψ(A) > 0, and for all x ∈
X, there exists a positive integer t = t(x,A, k) such that PKtk (x,A) > 0.
(A.3) (Geometric drift) There exist small sets Ck ∈ X with respect to PKk ,
constants λk < 1 and bk < ∞, and functions Vk : X → [1,∞), such
that for k = 1, ..., K,
PKk Vk(x) ≤ λkVk(x) + bkICk(x).
(A.4) (Aperiodicity) The composition kernels PKk are assumed to be aperi-
odic.
Assumption (A.1) ensures that the transition kernels Πk preserve the
stationary distribution pi. Assumption (A.2) ensures that pi is the unique
stationary distribution for theK-step composition kernels PKk for k = 1, ..., K
(see, e.g. Meyn and Tweedie, 2009). Assumption (A.3) ensures that Markov
chains with transition kernel PKk are Harris recurrent, so that for any A ∈X
with ψ(A) > 0, we have Px(∩∞N=1 ∪∞k=N {Xt ∈ A}) = 1 for all x ∈ A, where
Px refers to the Markov chain law with point mass initial distribution δx
and transition kernel PKk . Regarding (A.4), we say an irreducible probability
kernel is aperiodic if d = 1 is the largest integer such that there exist sets
D1, ..., Dd satisfying
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1. PKk (x,Di+1) = 1 for x ∈ Di, i ≡ 0, ..., d− 1 (mod d)
2. ψ{(∪di=1Di)C} = 0
3. D1, ..., Dd are disjoint
(see, e.g. Meyn and Tweedie, 2009). Lemma 3 in Appendix A shows that
Assumption (A.1-2), when it holds, ensures (A.4) holds also.
We make the following assumptions about the functions g : X → Rd,
f : X → Rp, and Vk(x) in (A.3):
(B.1) (square integrability)
∫
pi(dx)V 2k (x) <∞
(B.2) |aTg(x)| ≤ Vk(x) for all a ∈ Rd with ‖a‖2 ≤ 1, where ‖x‖2 denotes the
Euclidean norm of x. For a univariate function g, this is equivalent to
assuming that |g(x)| ≤ Vk(x) for all x.
(B.3)
∫
pi(dx)g(x) = 0
(B.4)
∫
pi(dx)fTf <∞ and fTf <∞ for all x ∈ X
Assumptions (A.3), (A.4), (B.1), and (B.2) will be used to ensure certain
bounds on solutions g˜k to the Poisson equations g˜k−PKk g˜k = g−
∫
pi(dx)g(x).
Assumption (B.3) is introduced for notational convenience: it allows us to
write, for example, statements such as g˜k−PKk g˜k = g rather than g˜k−PKk g˜k =
g−∫ pi(dx)g(x). For a general integrand g, the results to follow will apply to
the function g¯(x) = g(x)−∫ pi(dx′)g(x′). We note that (B.4) will be satisfied
for f = g when (A.1)–(A.4) and (B.1)–(B.2) hold.
3.2 Results
In this section, we state our main results, and defer the proofs to the appen-
dices.
Proposition 1. Under (A.1)–(A.4) and (B.1)–(B.3), there exist functions
gˆk : X → Rd with
gˆk(x) =
∞∑
t=0
P tkg(x) k = 1, ..., K (12)
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a.e. pi. The sums in the definition of gˆk are absolutely convergent elementwise
for pi-a.e. x ∈ X, and ∫ pi(dx)gˆTk gˆk < ∞ for each k. Additionally, each gˆk
satisfies a corresponding Poisson-type equation
gˆk − Πkgˆσ(k) = g, a.e. pi.
Proposition 1 is proved in Appendix B.
We will use the Poisson equation solutions from Proposition 1 in order to
write each of the sums SM in (8)-(11) as the sum of an approximating mar-
tingale, plus a small error term. We will then apply central limit theorems
for martingales to obtain results for the asymptotic variance of MCMC aver-
ages (Gordin, 1969; Hall and Heyde, 1980). The Poisson equation technique
is discussed for time-homogeneous Markov chains in Chapter 17 of Meyn and
Tweedie (2009). We also found useful ideas in Younes (1988), in a stochastic
approximation setting involving a deterministic sweep Gibbs sampler. We
modify these approaches to fit the setting here, where both the transition
kernels Πk, and the integrand, are time inhomogeneous.
Intuitively, one can verify that gˆk − Πkgˆσ(k) = g by checking that each
term in gˆk matches a term in Πkgˆσ(k) except for the first term g, so that all
terms besides g cancel, provided the sums and integrals can be rearranged
as needed. We define
Uk =
∫
pi(dx){ffT − (Πkf)(Πkf)T} (13)
Vk =
∫
pi(dx){fgˆTσ(k) − (Πkf)(ΠkgˆTσ(k))}. (14)
We now consider sums of the form
SM =
M−1∑
t=0
g(Xt)− CTσt(1)f(Xt) + CTσt+1(1)Πσ(t)f(Xt), (15)
where Ck are p × d matrices of weights, for k = 1, ..., K. We establish the
following result.
Theorem 1. Assume (A.1)–(A.4) and (B.1)–(B.4). We have
M−1/2SM
d→ Z
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where Z is a random d-vector with characteristic function exp{−tTΣCt/2}.
The variance ΣC can be written as
ΣC =
∫
pi(dx)ggT +K−1
K∑
k=1
∞∑
t=1
∫
pi(dx){g(Pkg)T + (Pkg)gT} (16)
+K−1
K∑
k=1
CTσ(k)UkCσ(k) − CTσ(k)Vk − V Tk Cσ(k).
The variance ΣC is minimized
1 at Cσ(k) = C˜σ(k), where C˜σ(k) = U
†
kVk and A
†
denotes the pseudoinverse of A.
The proof of Theorem 1 is in Appendix B.
Theorem 1 states that M−1/2SM
d→ N(0,ΣC) whenever ΣC is positive
definite. In general, the optimal weight expression C˜σ(k) = U
†
kVk in Theo-
rem 1 appears daunting, since the Vk contain integrals involving the Poisson
equation solutions gˆσ(k). However, Corollary 1 below will show that the ex-
pression for the optimal weight is much simpler in the setting of deterministic
sweep Gibbs sampling with fixed control variate weights C1 = · · · = CK = C.
In particular, the optimal weight expression no longer explicitly involves the
Poisson equation solutions.
We define
U = K−1
K∑
k=1
Uk (17)
V = K−1
K∑
k=1
Vk (18)
where Uk and Vk are defined in (13) and (14), respectively, for k = 1, ..., K.
We then have Corollaries 1 and 2.
Corollary 1. Suppose (A.1), (A.2)–(A.3), and (B.1)–(B.4) hold. Then for
1For positive semidefinite matrices A and B, we say A ≥ B if A − B is positive
semidefinite. We say A > B if A − B is positive semidefinite with at least 1 nonzero
eigenvalue.
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the fixed weight scheme with C1 = · · · = CK = C, we have
ΣC =
∫
pi(dx)ggT +K−1
K∑
k=1
∞∑
t=1
∫
pi(dx){g(Pkg)T + (Pkg)gT}
+ CTUC − CTV − V TC
and ΣC is minimized at C = C˜, where C˜ = U
†V . If (A.1-2) also holds, then
we have the simplified expression V =
∫
pi(dx)fgT for V .
Proof: A detailed proof is in Appendix B. We outline the steps to ob-
tain the simplified representation for V under (A.1-2) here. We first observe∫
pi(dx)(Πkf)(Πkgˆ
T
σ(k)) =
∫
pi(dx)fΠkgˆ
T
σ(k) by the idempotence and reversibil-
ity of Πk under (A.1-2). Then, we use Proposition 1 and rearrange a sum to
obtain
V = K−1
K∑
k=1
∫
pi(dx){fgˆσ(k) − fΠkgˆσ(k)}
= K−1
K∑
k=1
∫
pi(dx)f(gˆk − Πkgˆσ(k))T =
∫
pi(dx)fgT .
Corollary 1 shows that the formula for the optimal control variate weight
simplifies dramatically in the Gibbs sampling setting where (A.1-2) holds.
In general, the quantity V = K−1
∑K
k=1 fgˆ
T
σ(k)− (Πkf)(Πkgˆσ(k))T depends on
the Poisson equation solutions gˆk from Proposition 1, whereas under (A.1-2),
the formula for C˜ no longer explicitly involves the gˆσ(k). The proof obtaining
the simplified representation for V exploits both the idempotence and the
reversibility properties of the Πk under (A.1-2), in order to cancel all but the
leading terms in the Poisson equation solutions gˆσ(k). A similar cancellation
also occurs in the time-homogeneous, reversible Markov chain setting (Del-
laportas and Kontoyiannis, 2012).
In contrast, for general transition kernels or Gibbs sampling without fixed
control variate weights, the optimal weights depend on high-order autocovari-
ances due to the presence of the Poisson equation solutions gˆk in V (Vk). In
the general setting, we will investigate an approach based on batch means
to estimate the optimal control variate weights (see, e.g., Meyn, 2008; Del-
laportas and Kontoyiannis, 2012). Finally, we note that the matrix U will
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always be invertible in the ordinary sense except when aTf = b a.e. pi for
some constant b ∈ R and nonzero a ∈ Rd. This follows from Lemma 5 in
Appendix A.
We now consider deterministic sweep Gibbs sampling with the basis func-
tion f = g, for the fixed weight average SM/M = M
−1∑M−1
t=0 g(Xt) −
CT{g(Xt) − Πσt(1)g(Xt)}. Let 0d×d and Id×d refer to the d × d matrices
of all 0’s and the identity matrix, respectively, and use Σ0 and Σ1 to de-
note the variance ΣC when C = 0d×d and C = Id×d. Taking C = Id×d yields
SM =
∑M−1
t=0 Πσt(1)g(Xt), which is exactly the Rao-Blackwellized average (9).
On the other hand, taking C = 0d×d is equivalent to the ordinary empirical
average (8).
With this setup, we have the following result.
Corollary 2. Suppose (A.1-2), (A.2)–(A.3), and (B.1)–(B.3) hold. We have
Σ0 = K
−1
K∑
k=1
[∫
pi(dx)ggT +
∞∑
t=1
∫
pi(dx){g(P tkg)T + (P tkg)gT}
]
and
Σ1 = Σ0 −
∫
pi(dx)ggT −K−1
K∑
k=1
∫
pi(dx)(Πkg)(Πkg)
T ≤ Σ0.
Proof: A detailed proof is in Appendix B. The result follows from collect-
ing terms and simplifying the variance from Theorem 1 with C = Id×d and
f = g. We again exploit (A.1-2) to use the simplified formula for V from
Corollary 1. When f = g, then V =
∫
pi(dx)fgT =
∫
pi(dx)ggT .
Corollary 2 shows that the asymptotic variance is always smaller for the
Rao-Blackwellized average Σ1 than for the empirical average Σ0. Thus, for de-
terministic sweep Gibbs sampling, the apparently naive Rao-Blackwellization
strategy of averaging the conditional expectation of the integrand g, with re-
spect to whichever transition kernel is being used to update Xt, leads to an
improved asymptotic variance.
3.3 Estimating the optimal control variate weight
For the control variate schemes, we will usually need to estimate Uk and
Vk, or U and V , based on MCMC, and implement the control variate es-
timate as a post-processing of the empirical estimator. Define g¯M(Xt) =
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g(Xt)−M−1
∑M−1
t′=0 g(Xt′). For simplicity, we give expressions for estimates
for the case M = NK where N is an integer corresponding to the number of
complete sweeps.
For the fixed weight control variate approaches, one can use
CˆM = Uˆ
†
M VˆM (19)
for suitable UˆM and VˆM . One estimator UˆM of U is
UˆM = (M − 1)−1
M−2∑
t=0
{f(Xt+1)− Πσt(1)f(Xt)}{f(Xt+1)− Πσt(1)f(Xt)}T .
For Gibbs samplers, one can estimate V by
VˆM = M
−1
M−1∑
t=0
f(Xt)g¯M(Xt)
T . (20)
In general settings, we propose a batch means approach, where autocovari-
ances up to a maximum lag of B are included for some integer B:
VˆM = M
−1
M−1∑
t=0
f(Xt)
(t+B)∧(M−1)∑
t′=t
g¯M(Xt′)
T (21)
−M−1
M−1∑
t=0
Πσt(1)f(Xt)
(t+1+B)∧(M−1)∑
t′=t+1
g¯M(Xt′)
T ,
For Uk, we propose the estimates
Uˆk,M = (N − 1)−1
N−2∑
n=0
{f(Xk+Kn)− Πkf(Xk+Kn−1)}
× {f(Xk+Kn)− Πkf(Xk+Kn−1)}T .
For Vk, we propose a batch means approach:
Vˆk,M = N
−1
N−1∑
n=0
f(Xk+Kn)
(k+Kn+B)∧(NK−1)∑
t=k+Kn
g¯M(Xt)
T (22)
−N−1
N−1∑
n=0
Πkf(Xk+Kn−1)
(k+Kn+1+B)∧(NK−1)∑
t=k+Kn+1
g¯M(Xt)
T .
We then compute estimates Cˆσ(k),M = Uˆ
†
k,M Vˆk,M .
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4 Theoretical comparisons
4.1 Comparison to Liu et al. (1994)
We next compare the control variate approaches studied here to the Rao-
Blackwellization estimator from Liu et al. (1994). The estimator in Liu et al.
(1994) applies in the so-called data augmentation Gibbs sampling setting, in
which a two-component Gibbs sampler has components Π1 and Π2, and the
integrand g satisfies Πkg = g a.e. pi for at least one of the components k. We
assume the integrand g satisfies
(C.1) (data augmentation) Π2g = g a.e. pi.
(C.2) (non-degeneracy)
∫
pi(dx)ggT is a positive definite matrix.
In this setting, the estimator from Liu et al. (1994) is
SM/M = M
−1
M−1∑
t=0
Π1g(Xt). (23)
Denote by Σ0, Σ1, Σ2, ΣLWK, and ΣC˜ the variances obtained by the
empirical estimator (8), the Rao-Blackwellized estimator (9), the fixed weight
control variate scheme with C = 2Id×d, the conditioning estimate in (23) due
to Liu et al. (1994), and the fixed weight control variate scheme with the
optimal weight C = C˜, respectively. Additionally, define A =
∫
pi(dx)ggT
and B =
∫
pi(dx)(Π1g)(Π1g)
T . Note that A and B are symmetric. Then we
have the following result.
Proposition 2. Assume K = 2, and that (A.1-2), (A.2)–(A.3), (B.1)–
(B.3), and (C.1)–(C.2) hold. Then Σ2 = ΣLWK, and ΣC˜ ≤ Σ2 < Σ1 < Σ0,
with
ΣC˜ − Σ2 = −2B(A−B)−1B ≤ 0
Σ2 − Σ1 = −(A+ 3B)/2 < 0
Σ1 − Σ0 = −(B + 3A)/2 < 0
Proof: deferred to Appendix B.
In Proposition 2, an ordering is given for the variances obtained by the
empirical estimator, the Rao-Blackwellization estimator (9), the LWK es-
timator, and the optimal control variate estimator, in the data augmented
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Gibbs sampling setting. From Proposition 2, the variance from the optimal
fixed weight control variate approach will be no larger, and will typically be
smaller, than the variance from the approach of Liu et al. (1994), which in
turn will be lower than the variances from both the empirical estimator as
well as the Rao-Blackwellization approach in Corollary 1.
4.2 Comparison to random sweep Gibbs sampling ap-
proaches
We now compare the asymptotic variances resulting from deterministic and
random sweep Gibbs sampling control variate schemes, for K = 2. For
kernels Π1 and Π2, we define the random sweep kernel Q = (Π1 + Π2)/2.
Additionally, we define the function
h = g − CT (f −Qf). (24)
Then we have the following result.
Theorem 2. Suppose (A.1-2)–(A.3) and (B.1)–(B.4) hold, and that the
number of components K = 2. Let an arbitrary weight matrix C be given.
Then the asymptotic variances ΣC and Σ
rev
C from the fixed-weight determin-
istic sweep control variate and random sweep schemes with weight matrix C
have the alternate representations
ΣC =
∫
pi(dx)hhT +
∞∑
t=1
∫
pi(dx)h(Qth)T (25)
ΣrevC =
∫
pi(dx)hhT + 2
∞∑
t=1
∫
pi(dx)h(Qth)T . (26)
Additionally, writing C˜ for the optimal control variate weight from the de-
terministic sweep scheme, and defining h¯ = g− C¯T (f −Qf), where C¯ is the
optimal weight for the random sweep scheme, we have
ΣC˜ − ΣrevC¯ = −(C¯ − C˜)TU †(C¯ − C˜)−
∞∑
t=1
∫
pi(dx)h¯(Qth¯)T ≤ 0.
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Proof: deferred to Appendix B.
Theorem 2 shows that when K = 2, it is better, in terms of the asymp-
totic variance, to use the deterministic sweep rather than the random sweep
scheme. A similar result to Theorem 2 is given in Greenwood et al. (1998),
but the Greenwood et al. (1998) result applies to integrands that do not de-
pend on the time step, unlike the control variate estimates (10) and (11). In
Greenwood et al. (1998), it is shown that for a fixed integrand g, the asymp-
totic variance resulting from deterministic sweep is always smaller than the
asymptotic variance resulting from random sweep, for two-component Gibbs
samplers.
4.3 Discussion
We now show that the Rao-Blackwellization estimator (9) can be viewed as
an approximate control variate scheme. Suppose the control variate basis
function f = g, and assume for simplicity that the matrices Uk in (13) are
positive definite. Then under the assumptions of Theorem 1, the optimal
control variate weights are C˜σ(k) = U
−1
k Vk, where Vk =
∫
pi(dx){ggˆTσ(k) −
(Πkg)(Πkgˆσ(k))
T}. Now, consider using the approximation
gˆσ(k) = g + Πσ1(k)g + Πσ1(k)Πσ2(k)g + ... ≈ g, (27)
within Vk, where the infinite sum in the Poisson equation solution is truncated
after a single term. Then we are left with
Vk ≈
∫
pi(dx){ggT − (Πkg)(Πkg)T} = Uk. (28)
Thus, under the one term approximation of gˆσ(k), we obtain C˜σ(k) = Id×d for
each k. Similarly, for the fixed weight scheme, we obtain C˜ = Id×d. But
these choices of weights in (10) and (11) both lead to the estimator
SM/M = M
−1
M−1∑
t=0
Πσt(1)g(Xt),
which is exactly the Rao-Blackwellized estimator in (9).
An inspection of the expressions for the batch means estimates (21)
and (22) shows that setting B = 0 in the batch means estimate with f = g
can be interpreted as invoking the approximation (28). In particular, in the
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setting where f = g and B = 0, we expect Uˆk
a.s.→ Uk and Vˆk a.s.→ Uk asymptot-
ically, so that the estimators from the control variate approach with B = 0
will be identical to the estimates from the Rao-Blackwellized estimate (9).
Figure 4 in Section 5 provides a numerical demonstration of this fact.
5 Numerical examples
5.1 Bivariate normal
First, we consider the bivariate normal Gibbs sampling setting from Sec-
tion 2.2. The deterministic sweep scheme updates Xt by drawing from
Π1(Xt, ·) for even t and by drawing from Π2(Xt, ·) for odd t, where Π1 and Π2
are defined in (4) and (5). It can be shown that for k = 1, 2, the composition
kernels P 2k satisfy Assumption (A.2) with the measure ψ = pi. Additionally,
Lemma 3, combined with (A.1-2) and (A.2), shows that (A.4) also holds. We
verify in Lemma 9 (Appendix A) that Assumption (A.3) also holds for P 21
and P 22 with the functions V1(x) = x
2
1 + rx
2
2 + 1 and V2(x) = rx
2
1 + x
2
2 + 1 for
appropriately chosen r > 0. These Vk satisfy (B.1). Thus, Theorem 1 can be
applied to each of the following examples.
Our numerical results for the bivariate normal setting are shown in Fig-
ure 1. We compare the simulation mean squared error (MSE) for multiple
estimators of
∫
pi(dx)g(x), for three different integrands g. For each example
integrand g, we set the control variate basis function f = g. For the fixed
weight control variate approach, we compare two different estimation meth-
ods for the weight V in (18), namely, the estimator (20), which exploits the
simplied representation for V from Corollary 1, and the batch means esti-
mator (21). Empirically, the estimator (20) performs better than the batch
means estimator (21), which is expected since it requires the estimation of
fewer covariance terms. We use a batch size of B = 10. We computed MSE
in each setting based on 100 simulated averages using M = 2000 draws, at
each value of ρ.
Figure 1a shows a data augmented setting, where the integrand g(x1, x2) =
x2, so that g only depends x2. Figure 1a compares the simulation asymp-
totic variances of SM/M as the bivariate normal correlation coefficient ρ
varies for the LWK (23), fixed weight control variate (10), general control
variate (11), Rao-Blackwellization (9), and empirical (8) estimators. We
see that the control variate and LWK estimators outperform the empirical
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and Rao-Blackwell estimators, with the empirical estimator performing the
worst. The LWK and control variate estimators perform similarly, although
for large |ρ|, the control variate estimates outperform the LWK estimates.
For ρ = 0, the LWK estimate is exactly Π1g(x1, x2) = 0 for all (x1, x2).
Thus, at ρ = 0, the finite sample performance of the LWK estimate is better
than the control variate estimate estimates, which accrue some error in finite
samples due the estimation of C˜. This error vanishes asymptotically with
M1/2 normalization.
Figure 1b shows results for the integrand g(x1, x2) = x
2
1 + x
2
2/3 − 4/3.
Since this g depends on both x1 and x2, the approach by Liu et al. (1994)
no longer applies. Figure 1b compares the variances of the fixed weight
and general control variate estimators (10) and (11), as well as the Rao-
Blackwellized and empirical estimators (9) and (8), as ρ varies. For this
example, the general control variate estimates outperform the fixed weight
estimates. The fixed weight estimates substantially outperform the empirical
and Rao-Blackwellized estimates.
Figure 1c shows results for the integrand g(x1, x2) = x1 +x2. The control
variate estimates (both fixed-weight and general) attain 0 asymptotic vari-
ance, even though the empirical and Rao-Blackwellization estimates have
positive asymptotic variance. This can be explained as follows. Taking the
random sweep kernel Q = (Π1 + Π2)/2, we have Qg = (1 + ρ)g/2, so that
g is an eigenfunction of Q with eigenvalue λ = (1 + ρ)/2. Therefore, taking
c = 1/(1 − λ) and f = g gives g(x) − c{g(x) − Qg(x)} = 0 a.e. pi. Thus,
the optimal random sweep Gibbs sampling scheme from Theorem 2 has an
asymptotic variance of 0. From Theorem 2, we have that the optimal fixed
weight deterministic sweep control variate scheme must also attain 0 asymp-
totic variance. Figure 1c demonstrates that the control variate estimates
indeed achieve 0 asymptotic variance, as the MSE for the control variate
estimates are nearly exactly 0 except for large ρ, where finite sample error in
estimating C˜ causes the MSE to be just barely above 0. On the other hand,
the empirical and Rao-Blackwell estimators perform much worse, particularly
for larger ρ.
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(a) (b) (c)
Figure 1: Mean squared error (MSE) for different ρ values in a bivariate
normal pi example, with the integrands (1a) g(x1, x2) = x2, (1b) g(x1, x2) =
x21 + x
2
2/3− 4/3, and (1c) g(x1, x2) = x1 + x2. The estimator labels general,
Rao-Blackwell, empirical, LWK, fixed, and fixed batch correspond, respec-
tively, to Equations (11), (9), (8), (23), (10) with C˜ estimated by (19) and
(20), and (10) with C˜ estimated by (19) and (21).
5.2 Ising model
Next, we consider the one-parameter Ising model on a square, n× n grid of
cells. We take n = 20. The state space is X = {−1, 1}n2 , where X = 2X is
the set of all subsets of X. The probability density function of the desired
stationary measure with respect to counting measure on (X,X ) is pi(x) =
exp{ηT (x)−ξ(η)}, where the sufficient statistic T (x) = ∑i∼j,i<j xixj, and the
notation i ∼ j indicates that i is a neighbor of j. Thus, the contribution from
a given i,j pair with i ∼ j is positive when xi and xj are equal, and negative
otherwise. The term ξ(η) = log[
∑
x∈X exp{ηT (x)}] is a log normalizing
constant. We write x−i for the values at all sites of x except site i. Also,
we use xi to denote the configuration x with the ith value flipped, so that
xii = −xi, and (xi)−i = x−i.
We consider deterministic sweep Gibbs samplers, as well as deterministic
sweeps composed of Metropolis-type updates. We first define Gibbs sitewise
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kernels for each i = 1, ..., n by
Πi(x, {x′}) = I(x′−i = x−i)pi(x′){pi(x) + pi(xi)}−1
= I(x′−i = x−i) exp{ηT (x′)}

∑
x∗∈X:
x∗i∈{−1,1}
x∗−i=x−i
exp{ηT (x∗)}

−1
∀x, x′ ∈ X.
Each Πi is a Gibbs kernel with respect to (hi, pi) for the coordinate projection
hi : X → R, x→ x−i. Next, we define sitewise Metropolis kernels Qi by
Qi(x, x
′) = I(x′ = xi)0.9ai(x) + I(x′ = x)[0.1 + 0.9{1− ai(x)}]
where ai(x) = min{pi(xi)/pi(x), 1}. Each Metropolis kernel Qi corresponds
to proposing to flip the value at the ith coordinate with probability 0.9, and
then accepting any flip with probability ai(x). Note that we do not always
propose to flip the value at site i. It is straightforward to show that the
Qi(x, x
′) satisfy the reversibility condition (A.1-1).
For each of the Gibbs and Metropolis sitewise update types, we consider
two different types of compositions of the sitewise updates, so that in total,
four Markov chain schemes are considered. First, in the raster sweep, we
construct Markov chains {Xt}∞t=0 using the update Πσt(1) (resp., Qσt(1)) at
each time step t, where the sites are traversed sequentially proceeding first
down each column of the grid, and then across the columns in order.
We next consider a checkerboard sweep, where we partition the bipartite
lattice into two components W1 and W2, as in Figure 2, and then update
each component in sequence. To update each component, we construct com-
position kernels
Hk(x, x
′) =
∏
i/∈Wk
Πi
 (x, x′) k = 1, 2
for the Gibbs kernels and
Jk(x, x
′) =
∏
i/∈Wk
Qi
 (x, x′) k = 1, 2
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for the Metropolis kernels. Because of the lattice neighborhood structure of
the sites, any ordering of the Πi (resp., Qi) in the compositions Hk (resp.,
Jk) leads to an equivalent transition kernel, and both composition kernels
can be implemented using independent Bernoulli draws at every site not in
Wk. For the checkerboard sweeps, we construct Markov chains {Xt}∞t=0 by
applying the kernel Hσ(t) (resp., Jσ(t)) at each time t. For example, for the
Gibbs-based sampler, H1 is used to obtain X1 from X0, and H2 is used to
obtain X2 from X1. Thus, at each step, all of the cells are updated in one of
the components Wk.
It is straightforward to verify that Hk itself is a Gibbs kernel with respect
to (hk, pi), where hk : X → R|Wk|, x→ xWk denotes the coordinate projection
which obtains the values in Wk.
Figure 2: Conditional independence structure for the square lattice Ising
model. Cells in one component are conditionally independent of each other,
given the values at the cells in the other component.
All four sweeps are irreducible with respect to the uniform probability
measure on (X,X ). Additionally, taking C = X, b = 1, Vk(x) to be the
constant function Vk(x) = 2 maxx′∈X |T (x′)| for k = 1, 2, and g(x) = T (x)−∫
pi(dx′)T (x′) ensures (A.3) holds for chains composed of either the Gibbs and
Metropolis updates. Finally, the aperiodicity condition in Assumption (A.4)
holds for the composition chains PKk (where K = n
2 for the raster sweeps
and K = 2 for the checkerboard sweeps). For both the Gibbs and Metropolis
updates, this follows from the fact that
PKk (x, {x}) > 0, ∀x ∈ X
for raster and checkerboard scans with either Gibbs or Metropolis sitewise
updates. For the Gibbs sampler chains, we could alternatively have veri-
fied (A.4) by using Lemma 3.
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For each sweep type, we considered estimators based on 2000 cycles
through the grid. For the raster sweeps, we used a batchsize of 5(400) = 2000,
which corresponds to lags resulting from 5 complete cycles through the grid.
For the checkerboard sweeps, we used a batchsize of 5(2) = 10, which also
corresponds to 5 cycles through the grid.
In Figures 3 and 4, method=“fixed” and “fixed batch” correspond to
estimating C˜ via (19) with V estimated via (20) and (21), respectively. In
Figure 3, mean squared error (MSE) is computed based on the empirical
average squared error of 100 estimated means, where each estimated mean
used 2000 complete cycles through the grid. That is, M = 2000(n2) = 800000
for the raster sweeps, and M = 2000(2) = 4000 for the checkerboard sweeps.
Figure 3 shows the MSE for the checkerboard and raster sweeps with
Metropolis and Gibbs updates. Figure 3a shows the performance of the es-
timators for checkerboard sweep. The control variate estimates all perform
well for the Gibbs sampler. The Metropolis based control variate estimates
perform well except for the fixed weight control variate estimate. This is
expected since the fixed weight estimate without batch means uses the for-
mula (20), which is exact for Gibbs sampling but not for Metropolis sampling.
The Metropolis control variate schemes perform well when using the proper
batch means formulas to estimate the control variate weight.
Figure 3b shows that for the raster sweep, the general control variate
estimator performs much worse than the other estimators, likely due to the
fact that n2 weights must be estimated for this scheme.
Figure 3c shows the MSE for the raster sweep, for the estimators remain-
ing after excluding the general control variate estimate. In Figure 3c, the
empirical and Rao-Blackwellized schemes nearly overlap for both Gibbs and
Metropolis schemes. For Gibbs sampling, the fixed weight estimator based
on (20) performs best, as expected, but the fixed weight batch estimator also
performs well. For Metropolis sampling, the fixed weight estimators perform
similarly, but the MSE for the batch means estimator is often smaller than
for the fixed weight estimator based on (20).
For each value of η, we estimated the true value of
∫
pi(dx)g(x) using a
long checkerboard sweep run with 100000 complete cycles through the grid,
so that M = 100000(2) = 200000. We used the Rao-Blackwellized estimator
to compute the means.
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(a) Ising model with checkerboard sweep
(b) Ising model with raster sweep
(c) Ising model with raster sweep, with general control variate estimator exluded
Figure 3: Mean squared error (MSE) for the Ising model simulation example
at different values of η, for deterministic raster and checkerboard sweeps.
We also examined the effect of differing batch sizes on the performance
of the various estimates (Figure 4). Our study allowed us to confirm three
notable theoretical predictions about the performance of the control variate
estimators. First, for Gibbs samplers, the optimal fixed weight control variate
formula based on (20) (horizontal line with smaller dashes) always performed
better than the corresponding batch means approach, as expected. For the
Gibbs samplers, the batch means estimators performed best near a batch
size of B = 4. At this batch size, the estimation performances were nearly
identical to, but slightly worse than, the estimates using (20). Second, our
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results for each setting demonstrate empirically that setting the batch size
B = 0 is asymptotically equivalent to the Rao-Blackwellization approach (9)
(horizontal line with larger dashes). Third, for the Metropolis samplers,
using the optimal batch size in each setting leads to a better control variate
weight than using the fixed weight estimator (20) (horizontal line with smaller
dashes).
(a) Checkerboard sweep
(b) Raster sweep
Figure 4: Mean squared error (MSE) for the fixed weight control variate
method with checkerboard and raster sweeps, for the Ising model with η =
0.3, based on 100 simulated means at each batch size B, where each simulated
mean used M = 2000 draws.
6 Conclusions and discussion
The results here can be used to improve the efficiency of Bayesian statistical
analyses that involve deterministic sweep Gibbs samplers, or hybrid Gibbs-
Metropolis sweep samplers. This work also provides a rigorous foundation for
the use of Rao-Blackwellization in the deterministic sweep Gibbs sampling
context, where previously the main justifications for the procedure have come
through heuristic uses of Jensen’s inequality or the classical Rao-Blackwell
Theorem for independent data.
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Future work may include investigating good choices of control variate
basis functions. In addition, we believe our results will be directly relevant
in stochastic approximation settings. Typically in these settings, an iterate
sequence θt will converge to some optimum θ
∗ at a rate such that a distribu-
tional convergence result
t1/2(θt − θ∗) d→ N{0, J(θ∗)−1V (θ∗)J(θ∗)−1}
holds (see, e.g., Benveniste et al., 1990; Kushner and Yin, 1997; Fort, 2015).
The asymptotic variance of the iterates J(θ∗)−1V (θ∗)J(θ∗)−1 essentially sand-
wiches the asymptotic variance of the gradient estimates V (θ∗) near θ∗ be-
tween inverse Hessian terms J(θ∗)−1. Thus, using our approaches to reduce
V (θ∗) can plausibly lead to reductions in the iterate variance. Variance re-
duction methods are already used in many implementations of stochastic ap-
proximation algorithms, although mostly in the Rao-Blackwellization sense
of Corollary 2 rather than the control variate approaches discussed here,
which may be superior. For example, in the machine learning community,
deep Boltzmann machines (Salakhutdinov and Larochelle, 2010) have been
used to model datasets containing complex structure such as the MNIST
handwritten digit dataset, and Rao-Blackwellization for variance reduction
has been used to make the model fitting process more efficient for these
algorithms.
References
Albert Benveniste, Michel Me´tivier, and Pierre Priouret. Adaptive Algorithms
and Stochastic Approximations, volume 22 of Applications of Mathematics
(New York). Springer-Verlag, Berlin., 1990. ISBN 3-540-52894-6. doi:
10.1007/978-3-642-75894-2. Translated by Stephen S. Wilson.
David Blackwell. Conditional expectation and unbiased sequential estima-
tion. Ann. Math. Statist., 18(1):105–110, 03 1947. doi: 10.1214/aoms/
1177730497.
Nicolas Brosse, Alain Durmus, Sean Meyn, and E´ric Moulines. Diffu-
sion approximations and control variates for MCMC. arXiv preprint
arXiv:1808.01665, 2018.
27
George Casella and Christian P Robert. Rao-Blackwellisation of sampling
schemes. Biometrika, 83(1):81–94, 1996.
Petros Dellaportas and Ioannis Kontoyiannis. Control variates for estimation
based on reversible Markov chain Monte Carlo samplers. Journal of the
Royal Statistical Society: Series B (Statistical Methodology), 74(1):133–
161, 2012.
Randal Douc and Christian P. Robert. A vanilla Rao–Blackwellization of
Metropolis–Hastings algorithms. Ann. Statist., 39(1):261–277, 02 2011.
doi: 10.1214/10-AOS838.
Rick Durrett. Probability: Theory and Examples, volume 31 of Cambridge
Series in Statistical and Probabilistic Mathematics. Cambridge University
Press, Cambridge, fourth edition, 2010. ISBN 978-0-521-76539-8. doi:
10.1017/CBO9780511779398.
Gersende Fort. Central limit theorems for stochastic approximation with
controlled Markov chain dynamics. ESAIM: Probability and Statistics, 19:
60–80, 2015.
S. Geman and D. Geman. Stochastic relaxation, Gibbs distributions, and the
Bayesian restoration of images. IEEE Transactions on Pattern Analysis
and Machine Intelligence, PAMI-6(6):721–741, Nov 1984. doi: 10.1109/
TPAMI.1984.4767596.
Charles J. Geyer. Conditioning in Markov chain Monte Carlo. Journal of
Computational and Graphical Statistics, 4:148–154, 1995. ISSN 10618600.
Mikhail Iosifovich Gordin. The central limit theorem for stationary processes.
In Doklady Akademii Nauk, volume 188, pages 739–741. Russian Academy
of Sciences, 1969.
Priscilla E. Greenwood, Ian W. McKeague, and Wolfgang Wefelmeyer. In-
formation bounds for Gibbs samplers. Ann. Statist., 26(6):2128–2156, 12
1998. doi: 10.1214/aos/1024691464.
P. Hall and C. C. Heyde. Martingale limit theory and its application. Aca-
demic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York-
London, 1980. ISBN 0-12-319350-8. Probability and Mathematical Statis-
tics.
28
W. K. Hastings. Monte Carlo sampling methods using Markov chains and
their applications. Biometrika, 57(1):97–109, 1970. ISSN 00063444.
H. Kushner and G. Yin. Stochastic Approximation and Recursive Algorithms
and Applications. Springer-Verlag New York, 1997.
Jun S. Liu. Monte Carlo Strategies in Scientific Computing. Springer Series
in Statistics. Springer, New York, 2008. ISBN 978-0-387-76369-9; 0-387-
95230-6.
Jun S. Liu, Wing Hung Wong, and Augustine Kong. Covariance structure of
the Gibbs sampler with applications to the comparisons of estimators and
augmentation schemes. Biometrika, 81(1):27–40, 1994. ISSN 00063444.
Ian W. McKeague and Wolfgang Wefelmeyer. Markov chain Monte Carlo
and Rao–Blackwellization. Journal of Statistical Planning and Inference,
85:171 – 182, 2000. ISSN 0378-3758.
Nicholas Metropolis, Arianna W. Rosenbluth, Marshall N. Rosenbluth, Au-
gusta H. Teller, and Edward Teller. Equation of state calculations by fast
computing machines. The Journal of Chemical Physics, 21(6):1087–1092,
1953. doi: 10.1063/1.1699114.
Sean Meyn. Control Techniques for Complex Networks. Cambridge Univer-
sity Press, 2008.
Sean Meyn and Richard L. Tweedie. Markov Chains and Stochastic Stability.
Cambridge University Press, Cambridge, second edition, 2009. ISBN 978-
0-521-73182-9. doi: 10.1017/CBO9780511626630.
C.R. Rao. Information and accuracy attainable in the estimation of statistical
parameters. Bull Calcutta. Math. Soc., 37:81–91, 1945.
Christian P. Robert and George Casella. Monte Carlo Statistical Methods.
Springer Texts in Statistics. Springer-Verlag, New York, second edition,
2004. ISBN 0-387-21239-6. doi: 10.1007/978-1-4757-4145-2.
Ruslan Salakhutdinov and Hugo Larochelle. Efficient learning of deep Boltz-
mann machines. In Yee Whye Teh and Mike Titterington, editors, Proceed-
ings of the Thirteenth International Conference on Artificial Intelligence
and Statistics, volume 9 of Proceedings of Machine Learning Research,
pages 693–700. PMLR, 13–15 May 2010.
29
Laurent Younes. Estimation and annealing for Gibbsian fields. Annales de
l’Institut Henri Poincare´, 24:269–294, 1988.
30
SUPPLEMENTARY MATERIAL
The proofs of Lemmas 1–9 are in Appendix A. Appendix B contains (in
order), the proofs of Theorem 1, Corollaries 1–2, Theorem 2, and Proposi-
tions 1–2.
A Proofs of Lemmas
In Lemmas 1–3, we show that the length K composition kernels PKk are
aperiodic when the Πk are Gibbs kernels for k = 1, ..., K.
Lemma 1. Assume (A.1-2). Suppose P tkIA(x) = IA(x) a.e. pi for some
t > 1. Then P t−1σ(k)IA = IA a.e. pi.
Proof: We have
〈IA, IA〉 = 〈P tkIA, P tkIA〉 = 〈P t−1σ(k)IA, P tkIA〉
≤ 〈P t−1σ(k)IA, P t−1σ(k)IA〉
1/2 〈P tkIA, P tkIA〉1/2
= 〈P t−1σ(k)IA, P t−1σ(k)IA〉
1/2 〈IA, IA〉1/2
where the first and final equalities follow since P tkIA = IA a.e. pi, the
second equality follows from reversibility and idempotence of Πk, and the
inequality follows from the Cauchy-Schwarz inequality. Jensen’s inequal-
ity gives 〈P t−1σ(k)IA, P t−1σ(k)IA〉 ≤ 〈IA, IA〉, which from the preceding implies
〈P t−1σ(k)IA, P t−1σ(k)IA〉 = 〈IA, IA〉. Since 〈P t−1σ(k)IA, P t−1σ(k)IA〉 = 〈IA, IA〉, applying
the Cauchy-Schwarz inequality to P t−1σ(k)IA and P
t
kIA implies P
t−1
σ(k)IA(x) =
P tkIA(x) = IA(x) a.e. pi.
Lemma 2 below relates the stationary measure pi to the irreducibility
measure ψ.
Lemma 2. Assume (A.1) and (A.2), and suppose ψ(A) > 0 for some A ∈
X , and PKk (x,A) = 1 for all x ∈ A. Then pi(A) = 1.
Proof of Lemma 2: Note that for any A ∈X ,
pi(A) =
∞∑
t=1
2−tpi(A) =
∞∑
t=1
2−t
∫
pi(dx)PKtk IA(x)
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Now, suppose some set A ∈ X satisfies ψ(A) > 0 and PKk (x,A) = 1 for
all x ∈ A. Then
pi(A) =
∞∑
t=1
2−t
∫
pi(dx)PKtk IA(x)
=
∞∑
t=1
2−t
∫
pi(dx)IAP
Kt
k IA(x)
+
∞∑
t=1
2−t
∫
pi(dx)IACP
Kt
k IA(x)
= pi(A) +
∫
pi(dx)IAC
∞∑
t=1
2−tPKtk IA(x)
Thus, IAC
∑∞
t=1 2
−tPKtk IA(x) = 0 a.e. pi. But from ψ-irreducibility of P
K
k ,
the infinite sum is positive for all x. This implies IAC = 0 a.e. pi, and thus
pi(A) = 1.
Now, we finish the proof of aperiodicity.
Lemma 3. Under (A.1-2) and (A.2), the transition kernels PKk are aperi-
odic.
Proof: Consider some arbitrary k from 1, ..., K. From Theorem 5.4.4 of
Meyn and Tweedie (2009) and the ψ-irreducibility of PKk , there exists an
integer d and a collection of sets D1, ..., Dd satisfying
1. PKk (x,Di+1) = 1 for x ∈ Di, i ≡ 0, ..., d− 1 (mod d)
2. ψ{(∪di=1Di)C} = 0
3. D1, ..., Dd are disjoint
We show that PKk is aperiodic by showing that d = 1 is the largest integer
such that 1-3 hold for a collection of sets D1, ..., Dd. Suppose to the contrary
that d > 1 for a collection of sets D1, ..., Dd satisfying 1-3. From Lemma 2,
we have pi(∪di=1Di) = 1. Thus, PKdk IDi = IDi a.e. pi for each i. Now, K(d−1)
applications of Lemma 1 imply PKk IDi = IDi a.e. pi for each i. Additionally,
pi(Di) > 0 for at least one i, so for this i, H = {x ∈ Di : PKk IDi = 1} is
non-empty. But this is a contradiction, since PKk (x,Di+1) = 1 for all x ∈ H.
Thus, any collection of sets D1, ..., Dd satisfying 1-3 must have d = 1. This
proves the result.
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Lemma 4. Assume (A.1)–(A.4) hold. Suppose Πkf = f a.e. pi for each
k = 1, ..., K, where f : (X,X )→ (R,R). Then f is constant a.e. pi.
Proof: Suppose ΠkIA = IA a.e. pi for each k, for some A ∈ X . We first
show pi(A) = 0 or 1. Define a Markov chain {Yt}∞t=0 by the initial distribution
Y0 ∼ pi and the transition kernel PK1 . Then we have IA(Yt) = IA(Y0) almost
surely for all t. Now under (A.1)–(A.4), a Law of Large Numbers holds,
so that M−1
∑M−1
t=0 IA(Yt)
a.s.→ ∫ pi(dx)IA(x). Thus, IA(Y0) = ∫ pi(dx)IA(x)
almost surely. This implies
∫
pi(dx)IA(x) = 0 or 1.
Now, letH = {A ∈ F : ΠkIA = IA a.e. pi, ∀k}. We showH is a σ-field.
The empty set φ ∈ H and the state space X ∈ H . Also, for any arbitrary
A ∈ H , we have pi(A) = 0 or pi(A) = 1. This implies AC ∈ H for each
A ∈ H . Finally, for {An}∞n=1 with each An ∈ H , we have pi(∪∞n=1An) = 0
or 1, so that ∪∞n=1An ∈H . Thus, H is a σ-field.
We have Πkf = f a.e. pi by assumption. We now show f is H -
measurable. Let B ∈ R given. Define A = f−1(B). Also, define Ak =
(Πkf)
−1(B) for each k. We have IA = IAk a.e. pi for each k since f = Πkf
a.e. pi for each k. Thus A = f−1(B) ∈ H . Since B was arbitrary, f is H
measurable.
Finally, we show that f is constant a.e. pi. Without loss of generality,
we assume f ≥ 0. For general f , we may use the standard decomposition of
f into positive and negative components and apply the following reasoning
to each component (see, e.g., Chapter 1 of Shao, 2003). Since f is H -
measurable, we can construct a sequence {fn}∞n=1 of H -measurable simple
functions such that fn ↑ f pointwise. Now, let b =
∫
pi(dx)f(x). Then pi({x :
f(x) > b}) = lim
n→∞
pi({x : fn > b}) = 0, where we used {fn > b} ⊂ {fn+1 > b}
for each n by monotone convergence of the fn, as well as the fact that fn are
constant a.e. pi so that
∫
pi(dx)fn ≤ b implies fn ≤ b a.e. pi. Thus, f(x) = b
a.e. pi. This completes the proof.
Lemma 5. Assume (A.1)–(A.4) hold, and suppose (B.4) holds for the func-
tion f : X → Rp. Then for any a ∈ Rp, we have
aT
[∑
k
∫
pi(dx){ffT − (Πkf)(Πkf)T}
]
a = 0
if and only if aTf = b a.e. pi for some constant b.
Proof: Follows easily from Lemma 4.
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Lemma 6. Let U be a symmetric positive semidefinite p× p matrix, and V
be a p× d matrix such that aTV = 01×d for any vector a with Ua = 0. Then
for all p-vectors a,
U †V ∈ arg min
C∈Rp×d
aT{CTUC − CTV − V TC}a
Proof: First, we note that when U = 0p×p, then V = 0 also, so that
aT{CTUC −CTV − V TC}a = 0 for all a, for any choice of C. In particular,
aT{CTUC − CTV − V TC}a = 0 for all a for C = U †V . Otherwise, since
U is symmetric positive semidefinite, we may write U = QDQT where Q is
a p × r matrix with r ≤ p orthonormal columns, and D is a r × r diagonal
matrix with strictly positive diagonal entries. Further, for any C ∈ Rp×d, we
may write C = QR +B where R ∈ Rr×d, B ∈ Rp×d, and QTB = 0r×d.
It can be checked that the value of the B component of C does not affect
the value of aT (CTUC − CTV − V TC)a, so that minimizers of the form
C = QR exist. When C = QR, we have
CTUC − CTV − V TC = XTX − V TQD−1QTV (29)
where X = D1/2QTC−D−1/2QTV . The second term in (29) does not depend
on C. Now, aTXTXa ≥ 0 for arbitrary C. But U † = QD−1QT , so that
taking C = U †V gives X = D1/2QTQD−1QTV − D−1/2QTV = 0. Thus,
aT{CTUC − CTV − V TC}a is minimized for each a whenever C = U †V .
This completes the proof.
In Lemma 7–8, we take K = 2 and Q = (Π1 + Π2)/2.
Lemma 7. Assume (A.1-2)–(A.3) and (B.1)–(B.2). Then we have
∑∞
t=1 |Qtg(x)|
is square integrable with respect to pi, and
∑∞
t=1Q
tg(x) =
∑∞
t=1(P
t
1 +P
t
2)g(x)
a.e. pi.
Proof: We show the result for scalar g : X → R. The result follows for
general g : X → Rp by applying the reasoning below elementwise.
Note Qtg = {(Π1 + Π2)/2}tg =
∑t
i=1 2
−t(t−1
i−1
)
(P i1 + P
i
2)g a.e. pi via idem-
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potence of the Πk, so that
M∑
n=1
|Qng(x)| ≤
M∑
n=1
2−n
n∑
i=1
(
n− 1
i− 1
)
{|P i1g(x)|+ |P i2g(x)|}
=
M∑
i=1
M∑
n=1
{|P i1g(x)|+ |P i2g(x)|}2−n
(
n− 1
i− 1
)
I(i ≤ n) (30)
≤
M∑
n=1
(|P n1 g(x)|+ |P n2 g(x)|)
a.e. pi, where the second inequality follows because
∞∑
n=i
2−n
(
n− 1
i− 1
)
=
∞∑
r=1
2−(i−1+r)
(
i− 2 + r
i− 1
)
= 1,
which itself is a well-known identity related to the pdf of a negative binomial
random variable.
The Assumptions (A.1-2)–(A.3) imply (A.1)–(A.4) hold, and since (B.1)–
(B.2) also hold, we have
∑∞
t=1 |P t1g(x)| + |P t2g(x)| < ∞ a.e. pi by Proposi-
tion 1. Thus
∑∞
n=1 |Qng(x)| converges a.e. pi, and
∞∑
n=1
Qng(x) = lim
M→∞
M∑
i=1
M∑
n=1
{P i1g(x) + P i2g(x)}2−i
(
n− 1
i− 1
)
I(i ≤ n)
=
∞∑
n=1
P n1 g(x) + P
n
2 g(x),
a.e. pi, where the final equality follows from using Fubini’s Theorem and the
identity
∑∞
i=n 2
−i( i−1
n−1
)
= 1.
Lemma 8. Assume (A.1-2), (A.2)–(A.3), and (B.1)–(B.4) hold. Assume
{Xt}∞t=0 is defined as in Theorem 1. Take SM as in (10) and define HM =∑M−1
t=0 g(Xt)− CT{f(Xt)−Qf(Xt)}. Then M−1/2(SM −HM) a.s.→ 0.
Proof of Lemma 8: We prove the result assuming X0 ∼ pi. When X0 ∼ ν
for general ν, the result can be shown with a coupling argument as sketched
in Theorem 1.
We prove the result for scalar f, g : X → R and C = c ∈ R. The extension
to g : X → Rd, f : X → Rp, and C ∈ Rp×d can be shown by applying the
univariate result elementwise for each of the d elements of M−1/2(SM −HM).
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For univariate f, g and scalar c, we have
SM −HM =
b(M−1)/2c∑
t=0
cΠ1f(X2t) +
b(M−2)/2c∑
t=0
cΠ2f(X2t+1)
−
M−1∑
t=0
c{Π1f(Xt) + Π2f(Xt)}/2.
Now, when t is even, Π1f(Xt) = Π1f(Xt+1) almost surely, and similarly,
Π2f(Xt) = Π2f(Xt+1) almost surely when t is odd. Thus
b(M−1)/2c∑
t=0
cΠ1f(X2t)−
M−1∑
t=0
cΠ1f(Xt)/2
=
{
0 M even
cΠ1f(XM−1)/2 M odd
almost surely, and
b(M−2)/2c∑
t=0
cΠ2f(X2t+1)−
M−1∑
t=0
cΠ2f(Xt)/2
=
{
−cΠ2f(X0)/2 M odd
−cΠ2f(X0)/2 + cΠ2f(XM−1)/2 M even
almost surely. Thus,
M−1/2|SM −HM |
≤M−1/2c{|Π2f(X0)/2|+ |Π1f(XM−1)/2|+ |Π2f(XM−1)/2|} a.s.→ 0
as M →∞ by applying the Strong Law of Large Numbers along the K = 2
subchains to the function {(Π1 + Π2)f(x)/2}2.
Lemma 9. Consider the Gibbs kernels Π1 and Π2 from the bivariate normal
Gibbs sampling example. Then there exists an r > 0 such that Assump-
tion (A.3) holds for the composition kernels P 21 and P
2
2 with the choices
V1(x) = x
2
1 + rx
2
2 + 1 and V2(x) = rx
2
1 + x
2
2 + 1.
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Proof: First, we show that the {X2n}∞n=0 and {X2n+1}∞n=1 chains are T-
chains, in the sense of Meyn and Tweedie (2009). To do this, we show
that the composition kernels P 21 (x, ·) and P 22 (x, ·) are strong Feller chains.
Since the kernels P 2k (x, ·) are aperiodic (Lemma 3) and ψ-irreducible, this
will imply from part (ii) of Theorem 6.2.5 in Meyn and Tweedie (2009) that
every compact subset of R2 is small.
To show that P 21 (x, ·) is strong Feller, we check that
lim inf
n
P 21 (xn, A) ≥ P 21 (x,A)
for any A ∈ R2 and sequence {xn}∞n=1 with xn = (x1n, x2n) ∈ R2 and xn → x.
Let A ∈ R2, and suppose {xn}∞n=1 is a sequence in R2 with xn → x∗. We
have∫
P 21 (xn, dx
′)IA(x′)
= B
∫
exp{−(1− ρ2)−1(x′2 − ρx1n)2/2} exp{−(1− ρ2)−1(x′1 − ρx′2)2/2}IA(x′)dx′1dx′2
where x′ = (x′1, x
′
2), and the constant B = {2pi(1 − ρ2)}−1 does not depend
on xn or x
′. Now, since xn → x∗, we have in particular that x1n → x∗1. Thus,
by continuity,
lim inf
n
exp{−(1− ρ2)−1(x′2 − ρx1n)2/2} exp{−(1− ρ2)−1(x′1 − ρx′2)2/2}
= exp{−(1− ρ2)−1(x′2 − ρx∗1)2/2} exp{−(1− ρ2)−1(x′1 − ρx′2)2/2}
Therefore, from Fatou’s Lemma, we have lim inf
n
P 21 (xn, A) ≥ P 21 (x∗, A),
so P 21 is strong Feller. The proof that P
2
2 is also strong Feller is similar.
Thus, all compact sets are small for P 21 and P
2
2 from Theorem 6.2.5 in Meyn
and Tweedie (2009).
Now, consider V1(x) = x
2
1 + rx
2
2 + 1 where 0 < r < (1 − ρ4). Take
λ1 = ρ
4 + r. Then Π2V1(x) = ρ
2x22 + (1− ρ2) + rx22 + 1 and
Π1Π2V1(x) = (ρ
4 + rρ2)x21 + (1 + ρ
2 + r)(1− ρ2) + 1
≤ λ1V1(x) + (1 + ρ2 + r)(1− ρ2) + 1− λ1 − λ1rx22
Now, take b = (1+ρ2+r)(1−ρ2)+1−λ1 and c > 0 such that λ1rc2 ≥ (1+
ρ2+r)(1−ρ2)+1−λ1. Then we have P 21 V1(x) = Π1Π2V1(x) ≤ λ1V1(x)+bIC(x)
where C = [−c, c]×[−c, c]. Since C is compact, C is small, so (A.3) is satisfied
for P 21 .
Similarly, it can be shown that P 22 also satisfies (A.3).
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B Proofs of Theorems, Corollaries, and Propo-
sitions
Proof of Theorem 1:
First, we consider the case when the initial measure ν = pi. In this
case, the law of {Xt}∞t=0 is Ppi and X0 ∼ pi. To simplify notation, we will
prove the result in the univariate case where g : X → R, f : X → R,
and Ck = ck ∈ R. In the remainder, for notational clarity, we will use the
conventions Πt = Πσt(1), ct = cσt(1), and gˆt = gˆσt(1), so that
SM =
M−1∑
t=0
g(Xt)− ctf(Xt) + ct+1Πtf(Xt) (31)
=
M−1∑
t=0
gˆt(Xt)− Πtgˆt+1(Xt)− ctf(Xt) + ct+1Πtf(Xt)
= gˆ0(X0)− gˆM(XM)− c0f(X0) + cMf(XM)
+
M−1∑
t=0
gˆt+1(Xt+1)− Πtgˆt+1(Xt)− ct+1{f(Xt+1)− Πtf(Xt)}
a.e. Ppi, where we are using the identity gˆt−Πtgˆt+1 = g a.e. pi from Proposi-
tion 1 in the second equality, and rearranging the sum in the third equality.
The term UM :=
∑M−1
t=0 gˆt+1(Xt+1)−Πtgˆt+1(Xt)−ct+1{f(Xt+1)−Πtf(Xt)}
is an L2 martingale (since X0 ∼ pi, and the gˆt are square integrable with re-
spect to pi from Proposition 1). The remainder term gˆ0(X0) − gˆM(XM) −
c0f(X0) + cMf(XM) will be shown to be small using the Law of Large Num-
bers for Markov chains. Thus, we expect the asymptotic behavior of SM
to be similar to that of UM , and we will apply a central limit theorem for
martingales to deal with this term.
We now introduce a martingale central limit theorem, Theorem A, which
follows immediately from Theorem 3.2, Corollary 3.1 of Hall and Heyde
(1980). We use
p→ to denote convergence in probability.
Theorem A. Let {Sni,Fni, 1 ≤ i ≤ kn, n ≥ 1} be a zero-mean, square
integrable martingale array with differences Yni = Sni − Sn,i−1 (Sn0 := 0).
Suppose
1. (conditional Lindeberg) for all  > 0,
∑kn
i=1 E{Y 2niI(|Yni| > )|Fn,i−1}
p→
0
38
2. (converging conditional variances)
∑kn
i=1 E(Y
2
ni|Fn,i−1) p→ σ2
where σ2 is a constant. Then Snkn =
∑
i Yni
d→ Z, where the R.V. Z has
characteristic function exp(−σ2t2/2).
Now, for i > 0 we define Di = gˆi(Xi) − Πi−1gˆi(Xi−1) − ci{f(Xi) −
Πi−1f(Xi−1)}, and take kn = n,Fni = σ(X0, ..., Xi), and Sni = n−1/2
∑i
j=1Dj.
From these definitions, we have Fni ⊂ Fn,i+1 for 1 ≤ i < n. We will verify
Conditions 1 and 2 of Theorem A hold for {Sni,Fni, 1 ≤ i ≤ kn, n ≥ 1}
defined in this way, following Section 17.4.2 of Meyn and Tweedie (2009). In
order to motivate this approach, we note that Snn = n
−1/2Un.
Now, for k = 1, ..., K, we define rk(i) = k+(i−1)K. For t ≥ k, we define
mk(t) = max{i ∈ N : rk(i) ≤ t}. For checking the conditional Lindeberg
condition 1, it is enough to show that
mk(n)∑
i=1
E{Y 2n,rk(i)I(|Yn,rk(i)| > )|Fn,rk(i)−1}
p→ 0
as n → ∞ for each k = 1, ..., K. Conditions (A.1)–(A.3) imply that for
k = 1, ..., K, the subchains (Xk+Kt−1)∞t=1 are Harris recurrent with stationary
measure pi. Therefore, the Law of Large Numbers (Theorem 17.3.2 of Meyn
and Tweedie (2009)) holds for each subchain. Consider an arbitrary k. For
i ≥ 1, n ≥ rk(i), we have
E{D2rk(i)I(|Drk(i)| > b)|Fn,rk(i)−1} = hbk(Xrk(i)−1)
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a.e. Ppi for some pi-integrable function h
b
k : X → R. Therefore
lim sup
n
mk(n)∑
i=1
E{Y 2n,rk(i)I(|Yn,rk(i)| > b)|Fn,rk(i)−1}
= lim sup
n
n−1
mk(n)∑
i=1
E{D2rk(i)I(|Drk(i)| > n1/2b)|Fn,rk(i)−1}
≤ lim sup
n
n−1
mk(n)∑
i=1
E{D2rk(i)I(|Drk(i)| > b∗)|Fn,rk(i)−1}
≤ K−1lim sup
n→∞
{mk(n)− 1)}−1
mk(n)∑
t=1
hb
∗
k (Xrk(i)−1)
= K−1
∫
pi(dx)hb
∗
k (x)
a.e. Ppi for any b
∗ > 0, where the first equality follows from the definition of
Yni, and the last equality follows from applying the Law of Large numbers
to the subchain {Xrk(i)−1}∞i=1. Now, from the properties of conditional ex-
pectation, and the dominated convergence theorem, we can find a sequence
bj ↑ ∞ for which
∫
pi(dx)h
bj
k (x) ≤ j−1 for each j. Thus, we obtain
lim sup
n
mk(n)∑
i=1
E{Y 2n,rk(i)I(|Yn,rk(i)| > b)|Fn,rk(i)−1} ≤ (jK)−1
almost surely for each j, so the eventlim supn
mk(n)∑
i=1
E{Y 2n,rk(i)I(|Yn,rk(i)| > b)|Fn,rk(i)−1} = 0

= ∩j
lim supn
mk(n)∑
i=1
E{Y 2n,rk(i)I(|Yn,rk(i)| > b)|Fn,rk(i)−1} ≤ (jK)−1

has probability 1. Repeating this argument for each k = 1, ..., K verifies the
conditional Lindeberg condition 1.
To verify the variance convergence in condition 2, we use the Law of Large
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Numbers on each subchain again to obtain
∑
iE(Y
2
ni|Fn,i−1) a.s.−Ppi→ σ2 where
σ2 = K−1
K∑
k=1
∫
pi(dx)Πk(x, dy)[gˆσ(k)(y)− Πkgˆσ(k)(x)− cσ(k){f(y)− Πkf(x)}]2
= K−1
K∑
k=1
[〈gˆσ(k) − cσ(k)f, gˆσ(k) − cσ(k)f〉
− 〈Πkgˆσ(k) − cσ(k)Πkf,Πkgˆσ(k) − cσ(k)Πkf〉
]
(32)
The convergence in probability in Condition 2 of Theorem A then follows
immediately from the almost sure convergence. Thus by Theorem A, we
have Snn
d→ Z where Z has characteristic function exp(−σ2t2/2).
We now deal with the remainder term gˆ0(X0) − gˆM(XM) − c0f(X0) +
cMf(XM). Clearly, M
−1/2gˆ0(X0) − c0f(X0) a.s.→ 0 as M → ∞. Additionally,
from the Law of Large Numbers applied to each subchain,
M−1∑
t=0
M−1{gˆk(Xk+Kt−1)− ckf(Xk+Kt−1)}2→
∫
pi(dx){gˆk(x)− ckf(x)}2 <∞
almost surely as M →∞ for each k = 1, ..., K. Therefore, M−1/2{gˆM(XM)+
cMf(XM)} a.s.→ 0 also.
Applying Slutsky’s Theorem, we obtain M−1/2SM
d→ Z where Z has
characteristic function exp(−σ2t2/2).
Now, we have σ2 = K−1
∑K
k=1Bk where
Bk = 〈gˆσ(k) − cσ(k)f, gˆσ(k) − cσ(k)f〉 − 〈Πkgˆσ(k) − cσ(k)Πkf,Πkgˆσ(k) − cσ(k)Πkf〉
= 〈gˆσ(k) + Πkgˆσ(k), gˆσ(k) − Πkgˆσ(k)〉 − 2cσ(k)(〈f, gˆσ(k)〉 − 〈Πkf,Πkgˆσ(k)〉)
+ c2σ(k)(〈f, f〉 − 〈Πkf,Πkf〉) (k = 1, ..., K).
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Note
K∑
k=1
〈gˆσ(k) + Πkgˆσ(k), gˆσ(k) − Πkgˆσ(k)〉
=
K∑
k=1
〈gˆσ(k), gˆσ(k)〉 − 〈Πkgˆσ(k),Πkgˆσ(k)〉
=
K∑
k=1
〈gˆk, gˆk〉 − 〈Πkgˆσ(k),Πkgˆσ(k)〉
=
K∑
k=1
〈gˆk + Πkgˆk, gˆk − Πkgˆσ(k)〉
=
K∑
k=1
〈g, g〉+ 2
∞∑
t=1
〈g, P tkg〉
where the last equality used Proposition 1 to simplify gˆk − Πkgˆσ(k). Thus,
σ2 = K−1
K∑
k=1
Bk = 〈g, g〉+ 2K−1
K∑
k=1
∞∑
t=1
〈g, P tkg〉
+K−1
K∑
k=1
c2σ(k)(〈f, f〉 − 〈Πkf,Πkf〉)− 2cσ(k)(〈f, gˆσ(k)〉 − 〈Πkf,Πkgˆσ(k)〉)
We now extend to the multivariate case by the Cramer-Wold device. Let
f : X → Rd, g : X → Rp, Ck ∈ Rp×d, and
SM =
M−1∑
t=0
g(Xt)− CTt f(Xt) + CTt+1Πtf(Xt).
a ∈ Rd. Define Uk =
∫
pi(dx){ffT−(Πkf)(ΠkfT )} and Vk =
∫
pi(dx){fgˆTσ(k)−
(Πkf)(Πkgˆσ(k))
T}. Then we have aTM−1/2SM d→ Z where Z is a random
variable with characteristic function exp(−aTΣCat2/2), with
ΣC =
∫
pi(dx)ggT + 2K−1
K∑
k=1
∞∑
t=1
∫
pi(dx)g(Pkg)
T
+K−1
K∑
k=1
CTσ(k)UkCσ(k) − CTσ(k)Vk − V Tk Cσ(k).
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Since this holds for arbitrary a, we have by the Cramer-Wold Theorem that
M−1/2SM
d→ Z, where Z is a random variable with characteristic function
exp(−tTΣCt/2).
Finally, we extend from the multivariate case with initial measure pi, to
the multivariate case with initial measure ν 6= pi. In this case, the desired
convergence in distribution can be shown to hold via a coupling argument,
as in Roberts and Rosenthal (2004). We sketch the proof here. We construct
on the same probability space two Markov chains {Xt}∞t=0 and {X˜t}∞t=0, with
initial law ν × pi for (X0, X˜0). Then, we update the chains using a joint
transition kernel chosen so that
1. each chain is marginally a Markov chain with transition kernel Πt =
Πσt(1) at time t, and
2. Xt = X˜t for all t > t0, for some random t0, almost surely.
The aperiodicity assumption (A.4) and the geometric drift to the petite set
C in Assumption (A.3) ensure such a transition kernel can be constructed.
Then, M−1/2(SM − S˜M) a.s.→ 0, where SM =
∑M−1
t=0 g(Xt) − CTt {f(Xt) −
Πtf(Xt)} and S˜M =
∑M−1
t=0 g(X˜t)−CTt {f(X˜t)−Πtf(X˜t)}. Thus, from Slut-
sky’s theorem, M−1/2SM
d→ Z where Z has characteristic function exp(−tTΣCt/2).
Now, we show that ΣC is minimized when Cσ(k) = U
†
kVk. First, we show
Uka = 01×d implies aTVk = 0. To see this, note that Uka = 0 implies∫
pi(dx)Πk(x, dy)a
T{f(y)− Πkf(x)}{f(y)− Πkf(x)}Ta = 0
so that aT{f(y)−Πkf(x)} = 0 a.e. λk, where λk is the measure on (X2,F 2)
defined by λk(A×B) =
∫
pi(dx)Πk(x, dy)I(x ∈ A, y ∈ B). In this case,
aTVk =
∫
pi(dx)aT{fgˆσ(k) − ΠkfΠkgˆTσ(k)}
=
∫
λk(dx× dy)aT{f(y)− Πkf(x)}{gˆσ(k)(y)− Πkgˆσ(k)(x)}
= 01×d.
Finally, we note that ΣC depends on Cσ(k) only through the termK
−1(CTσ(k)UkCσ(k)−
CTσ(k)Vk−V Tk Cσ(k)). By Lemma 6, this term is minimized when Cσ(k) = U †kVk.
This completes the proof.
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Proof of Corollary 1: First, we obtain the simplified expression V =
K−1
∑K
k=1 Vk =
∫
pi(dx)fgT for V . Under the Gibbs kernel assumption (A.1-
2),
V = K−1
K∑
k=1
Vk = K
−1
K∑
k=1
∫
pi(dx){fgˆTσ(k) − Πkf(ΠkgˆTσ(k))}
= K−1
K∑
k=1
∫
pi(dx){fgˆTk − Πkf(ΠkgˆTσ(k))}
= K−1
K∑
k=1
∫
pi(dx){fgˆTk − f(ΠkgˆTσ(k))}
= K−1
K∑
k=1
∫
pi(dx)fgT =
∫
pi(dx)fgT
where the second line rearranged the sum of the fgˆσ(k) terms, and the third
line used the equality
∫
pi(dx)Πkf(Πkgˆσ(k))
T =
∫
pi(dx)f(Πkgˆσ(k))
T from re-
versibility and idempotence of Πk. The last line follows from Proposition 1.
In general, we have
K−1
K∑
k=1
CTUkC − V Tk C − CTVK = CTUC − CTV − V TC,
and
ΣC =
∫
pi(dx)ggT +K−1
K∑
k=1
∞∑
t=1
∫
pi(dx){g(Pkg)T + (Pkg)gT}
+K−1
K∑
k=1
CTσ(k)UkCσ(k) − CTσ(k)Vk − V Tk Cσ(k).
=
∫
pi(dx)ggT +K−1
K∑
k=1
∞∑
t=1
∫
pi(dx){g(Pkg)T + (Pkg)gT}
+ CTUC − CTV − V TC
which is the representation of ΣC given in Corollary 1.
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Now, we show that Ua = 0 implies aTV = 0, so that we may apply
Lemma 6 to the term CTUC − CTV − V TC. First, we have that Ua = 0
implies aTUa = 0, so from Lemma 5, we have Ua = 0 implies aTf = b a.e. pi.
In this case aTV = 0 from the same reasoning as in the proof of Theorem 1.
Thus, Lemma 6 shows that CTUC−CTV −V TC is minimized when C = C˜,
where C˜ = U †V . Since ΣC depends on C only through CTUC−CTV −V TC,
we have that ΣC is minimized at C = C˜. This completes the proof.
Proof of Corollary 2:
We have
Σ1 = Σ0 +K
−1
K∑
k=1
CTσ(k)UkCσ(k) − CTσ(k)Vk − V Tk Cσ(k)
= Σ0 +K
−1
K∑
k=1
Uk − 2Vk
= Σ0 −
∫
pi(dx)ggT −K−1
K∑
k=1
∫
pi(dx)(Πkg)(Πkg)
T ≤ Σ0,
where the first equality used Theorem 1, and the second equality used Ck =
Id×d for each k = 1, ..., K and the fact f = g. The third equality results from
applying identity K−1
∑K
k=1 Vk =
∫
pi(dx) =
∫
pi(dx)ggT . The inequality
holds since both integrals are of nonnegative functions, so that the subtracted
integrands are nonnegative.
Proof of Theorem 2: First, consider the case where g : X → R and
f : X → R, and C ∈ R, so that SM is a sum of scalar terms.
From Lemma 7, we have
∑∞
t=0 |Qtg| is square integrable with respect to
pi. Thus, hˆ = −Cf +∑∞t=0Qtg is square integrable and satisfies the Poisson
equation hˆ−Qhˆ = h a.e. pi.
It can be then be shown from the same martingale central limit theo-
rem approach as in Theorem 1 that for the random sweep chain, we have
M−1/2SM → Z where Z is a random variable with characteristic function
exp(ΣrevC t
2/2), with ΣrevC = 〈hˆ, hˆ〉 − 〈Qhˆ,Qhˆ〉. We now show that ΣrevC is as
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given in the statement of Theorem 2. We have
ΣrevC = 〈hˆ, hˆ〉 − 〈Qhˆ,Qhˆ〉
= 〈−C(f +Qf) + g + 2
∞∑
t=1
Qtg, g − C(f −Qf)〉
= 〈h− 2CQf + 2
∞∑
t=1
Qtg, h〉 (33)
where the first equality follows from the martingale CLT, and the second
inequality follows from the identify a2 − b2 = (a+ b)(a− b). Also,
2
∞∑
t=1
〈h,Qth〉 = 2
∞∑
t=1
〈h,Qtg − CQt(f −Qf)〉
= −2C
∞∑
t=1
〈h,Qt(f −Qf)〉+ 2
∞∑
t=1
〈h,Qtg〉
= −2C 〈h,Qf〉+ 2C lim
t→∞
〈h,Qt+1f〉+ 2
∞∑
t=1
〈h,Qtg〉 .
Now, we define ‖f‖ = 〈f, f〉1/2. From Lemma 2 in Burkholder and Chow
(1961), we have since Q is positive and self-adjoint that there exists an idem-
potent, self adjoint operator Q¯ such that lim
t→∞
‖Q¯r−Qtr‖ = 0 for any function
r : X → R with 〈r, r〉 < ∞. But for such a Q¯, we have QQ¯f = Q¯f a.e. pi,
since
‖QQ¯f − Q¯f‖ ≤ ‖QQ¯f −Qtf‖+ ‖Qtf − Q¯f‖
≤ ‖Q¯f −Qt−1f‖+ ‖Qtf − Q¯f‖
and lim
t→∞
‖Q¯−Qt−1f‖ + ‖Qtf − Q¯f‖ = 0. Since QQ¯f = Q¯f a.e. pi, we have
Π1Q¯f = Q¯f a.e. pi and Π2Q¯f = Q¯f a.e. pi. Thus, from Lemma 4, Q¯f is
constant a.e. pi, so that lim
t→∞
〈h,Qt+1f〉 = 〈h, Q¯f〉 = 0, since ∫ pi(dx)h(x) = 0.
Therefore, 2
∑∞
t=1 〈h,Qth〉 = −2C 〈h,Qf〉+ 2
∑∞
t=1 〈h,Qtg〉, so that we may
rewrite (33) as
ΣrevC = 〈h, h〉+ 2
∞∑
t=1
〈h,Qth〉
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where we used square integrability of the sum of |Qtg| in order to apply
Fubini’s Theorem in (33). This verifies the representation for ΣrevC in Theo-
rem 2.
We now show that the two representations (16) and (25) coincide under
the assumptions of Theorem 2. First, we observe
∞∑
t=1
〈h,Qtg〉 =
∞∑
t=1
〈g, (P t1 + P t2)g〉 − C
∞∑
t=1
〈g,Qt(f −Qf)〉
= −C 〈g,Qf〉+ C lim
t→∞
〈g,Qt+1f〉+
∞∑
t=1
〈g, (P t1 + P t2)g〉
= −C 〈g,Qf〉+
∞∑
t=1
〈g, (P t1 + P t2)g〉
Thus,
〈h, h〉+
∞∑
t=1
〈h,Qth〉 = 〈h, h〉 − C 〈h,Qf〉 − C 〈g,Qf〉+
∞∑
t=1
〈g, (P t1 + P t2)g〉
= 〈g, g〉+
∞∑
t=1
〈g, (P t1 + P t2)g〉
− 2C 〈f, g〉+
2∑
k=1
C2(〈f, f〉 − 〈Πkf,Πkf〉)
which coincides with (16) from Theorem 1.
The extension to multivariate g : X → Rd, f : X → Rp, and C : X →
Rd×p follows via the Cramer-Wold device. We have M−1/2SM → Z where Z
has characteristic function exp(tTΣrevC t/2) with
ΣrevC =
∫
pi(dx)hhT + 2
∞∑
t=1
∫
pi(dx)h(Qth)T
for the random sweep chain and
ΣC =
∫
pi(dx)hhT +
∞∑
t=1
∫
pi(dx)h(Qth)T .
for the deterministic sweep chain. The expression in Theorem 2 for the differ-
ence ΣC˜−ΣC¯ is obtained by arithmetic. We observe that
∑∞
t=1
∫
pi(dx)h(Qh)T
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is positive semidefinite since Q is a positive, self-adjoint operator and there-
fore has a positive, self-adjoint square root Q˜ with Q˜Q˜ = Q, so that
∫
pi(dx)h(Qth)T =∫
pi(dx)Q˜th(Q˜th)T ≥ 0.
Proof of Proposition 1: We first prove the result for univariate g :
X → R. Define g˜k(x) =
∑∞
t=0 P
Kt
k g(x), for each k. By Assumption (A.4),
the kernels PKk are aperiodic. Additionally, from Assumption (A.2), Markov
chains resulting from PKk are irreducible. From the geometric drift condition
(A.3), Theorem 15.0.1 of Meyn and Tweedie (2009) implies
∞∑
t=0
|PKtk g(x)| ≤ RVk(x) (34)
for some R <∞ and all x ∈ X, for k = 1, ..., K.
Recall the definition
gˆk(x) =
∞∑
t=0
P tkg(x) k = 1, ..., K
We now show that
∑∞
t=0 |P tkg(x)| is square integrable with respect to pi for
each k. First, we note that it is sufficient to prove
∑∞
t=0 |Pmk {PKtσm(k)g}| is
square integrable with respect to pi for each m = 0, ..., K − 1, since in this
case
∞∑
t=0
|P tkg(x)| =
K−1∑
m=0
∞∑
t=0
|Pmk {PKtσm(k)g}|
.
Now, we have
∫
pi(dx)
[
Pmk
{ ∞∑
t=0
|PKtσm(k)g|
}]2
≤
∫
pi(dx)Pmk
{ ∞∑
t=0
|PKtσm(k)g|
}2
≤
∫
pi(dx)Pmk {R2V 2σm(k)} =
∫
pi(dx)R2V 2σm(k) <∞
for each m = 0, ..., K−1. The first inequality follows from Jensen’s inequality,
the second inequality follows from (34) and the equality follows because the
Πk preserve the stationary probability distribution pi.
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We may then apply Fubini’s theorem for pi a.e. x to obtain∫
pi(dx)
[
Pmk
{ ∞∑
t=0
|PKtσm(k)g|
}]2
=
∫
pi(dx)
[ ∞∑
t=0
Pmk {|PKtσm(k)g|}
]2
<∞.
Now, from Jensen’s inequality, we have
∞∑
t=0
|Pmk {PKtσm(k)g}| ≤
∞∑
t=0
Pmk {|PKtσm(k)g|}.
so that
∑∞
t=0 |Pmk {PKtσm(k)g}| is square integrable with respect to pi, for each
m = 0, ..., K − 1.
Thus,
∑∞
t=0 |P tkg| is square integrable with respect to pi, and also gˆk is
square integrable with respect to pi.
Now, we verify gˆk −Πkgˆσ(k) = g a.e. pi for each k. Since Πk
∑∞
t=0 |P tσ(k)g|
is square integrable with respect to pi, we have from Fubini’s theorem that
Πkgˆσ(k) = Πk
∞∑
t=0
P tσ(k)g =
∞∑
t=0
ΠkP
t
σ(k)g =
∞∑
t=1
P tkg
for pi a.e. x, so that gˆk − Πkgˆσ(k) = g for pi a.e. x.
Now, for general g : X → Rd, we have |aTg| ≤ Vk from Assumption (B.2)
whenever ‖a‖2 ≤ 1. In particular, taking a to be the vectors ei, i = 1, ..., d
with ei having 1 in the ith position and 0 elsewhere, we see from the previous
reasoning that the conclusions of the Proposition still hold. We have gˆk −
Πkgˆσ(k) = g a.e. pi. Additionally
∫
pi(dx){∑∞t=0 |P tkg|}T{∑∞t=0 |P tkg|} <∞, so
that the sum
∑∞
t=0 P
t
kg converges absolutely, elementwise, for pi a.e. x, and
each of the d components of
∑∞
t=0 |P tkg| are square integrable with respect to
pi.
Proof of Proposition 2: First, we show that the LWK conditioning
approach is, to within an asymptotically negligible term, an instance of the
control variate scheme in (10) with C = 2Id×d. Note that Qg = (Π1g +
Π2g)/2 = g/2 + Π1g/2. Define HM =
∑M−1
t=0 Π1g(Xt) =
∑M−1
t=0 g(Xt) −
2{g(Xt)−Qg(Xt)}. Then for SM =
∑M−1
t=0 g(Xt)− 2{g(Xt)− Πσt(1)g(Xt)},
we have from Lemma 8 that M−1/2(SM −HM) → 0, so that M−1/2HM has
the same asymptotic distribution as M−1/2SM . Thus, ΣLWK = Σ2.
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Since Π2g = g a.e. pi, we have U = U1/2 = (A − B)/2. We also have
V = B, and the term CTUC − V TC − CTV in the representation of ΣC in
Corollary 1 can be written as CT (A − B)C/2 − CTA − ATC. Now, C˜ =
U †V = 2(A − B)−1A. Substituting C = C˜ and C = 2Id×d into (32) and
subtracting yields
ΣC˜ − Σ2 = −2A(A−B)−1A− (−2A− 2B)
= −2AT (A−B)−1A+ 2(A−B)(A−B)−1A+ 2B(A−B)−1(A−B)
= −2B(A−B)−1B ≤ 0,
where the first equality used the symmetry of A and B, and the final in-
equality used the fact that A−B is positive semidefinite. When B is positive
definite, the inequality is strict.
Similarly,
Σ2 − Σ1 = −2(B + A)− {(A−B)/2− 2A} = −(A+ 3B)/2 < 0
since A is positive definite from Assumption (C.2) and B is positive semidef-
inite. Finally, Σ1 − Σ0 = −(B + 3A)/2 < 0. This completes the proof.
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