A global potential energy surface for the water dimer is constructed using the modified Shepard interpolation scheme of Collins et al. According to this interpolation scheme, the energy at an arbitrary geometry is expressed as a weighted sum of Taylor series expansions from neighboring data points, where the energy and derivative data required are obtained from ab initio calculations. For some ab initio methods, errors are introduced into the second derivative matrix, either by numerical differencing of ab initio energies or numerical integration during the ab initio calculation. Therefore, we test the accuracy required of the second derivative data by truncation of the exact second derivatives to a series of approximate second derivatives, and assess the effect on the results of a quantum diffusion Monte Carlo ͑QDMC͒ simulation. Our results show that the calculated zero-point energy and wave function histograms converge to within the numerical uncertainty of the QDMC simulation by inclusion of either three significant figures or three decimal places in the second derivatives.
I. INTRODUCTION
In order to calculate the dynamical properties of a system-from quantum zero-point vibrational motion through classical reaction dynamics to quantum reaction dynamics-it is necessary to evaluate the energy of each molecular configuration accessed during a simulation. As the accuracy of a dynamics simulation depends strongly on the quality of the potential energy surface used, it has become routine to run dynamics simulations based upon data derived from ab initio molecular orbital and density functional methods. [1] [2] [3] [4] [5] [6] [7] Construction of a continuous molecular potential energy surface ͑PES͒ from ab initio data can be achieved by parametrizing some assumed functional form, [8] [9] [10] [11] [12] [13] [14] [15] [16] using an expansion of the potential about a reaction path 10 or by some form of interpolation between the known data points. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] The major advantage of these methods is that the potential energy is fast to evaluate during the dynamics simulation, however, the construction of a molecular PES may pose a number of difficulties. The functional forms used in fitting procedures are somewhat arbitrary and incorporating the full molecular symmetry into a parametrized PES is nontrivial. Expansion of the potential about a reaction path results in a global potential energy surface that is limited to accurately describing only a predefined reaction coordinate, and the quality of the surfaces decreases with distance from the initial data set. The number of data points required for standard, grid-based, interpolation schemes scales exponentially with dimension and thus becomes prohibitively expensive for even relatively small systems. An alternative is direct dynamics methods, where ab initio calculations are performed at every point accessed in the dynamics simulation. [27] [28] [29] Although this method remains computationally expensive at adequate levels of ab initio theory, 28, 29 semiempirical and some density functional methods have been used in this way, evaluating energies on-the-fly during either path integral Monte Carlo or classical molecular dynamics simulations. 27, 30 In recent years Collins and co-workers have developed and implemented a modified Shepard interpolation scheme for constructing molecular potential energy surfaces. [17] [18] [19] [20] [21] This scheme has been demonstrated to have a number of desirable properties: it is relatively computationally inexpensive, exactly reproduces the original ab initio data, and can be applied to a large range of chemical problems. 31 The Collins interpolation scheme involves expressing the molecular potential energy at any arbitary point in configuration space as a weighted sum of Taylor series expansions about known data points in a PES ''data set.'' Each point in the PES data set, therefore, comprises the geometry of the configuration, its energy and the first and second derivatives of energy with respect to bond length coordinates, as is necessary for evaluating the Taylor series expansions. Ideally, for a given level of ab initio theory, the first and second derivatives are calculated exactly. This requires the availability of analytic expressions for these quantities which themselves require analytic evaluation. Indeed, analytic gradients and hessians are currently implemented in quantum chemistry program packages such as Gaussian for many ab initio methods. 32 However, for high-level ab initio methods such as quadratic configuration interaction and coupled cluster, there are no analytic expressions for the second derivatives, which must therefore be calculated by numerical differencing of energies or gradients. Truncation of the calculated energy or gradient values to finite accuracy results in the introduction of errors into the second derivative matrix.
Errors in the second derivatives may also be introduced where analytic expressions for the second derivatives exist, but their implementation requires numerical evaluation. This occurs in the case of density functional theory ͑DFT͒ where, although there are analytic expressions for the second derivatives, their implementation requires numerical integration over a grid. 33, 34 Indeed, DFT frequencies are known to be sensitive to the size of the grid chosen with typical default grids leading to relatively large errors. 35 In fact, grid-based integration is required for calculation of all components of the DFT input data required for the Taylor series expansion; energies, gradients, and second derivatives. 34, 36 However, consideration of the effect of numerical integration on each of these properties and the consequent influence on the accuracy of the interpolated potential energy surfaces lies outside the scope of this paper, and we restrict ourselves to considering only the accuracy required of the second derivatives. We therefore aim to quantify errors introduced into the second derivative matrix for a prototypical system, the water dimer, due to numerical evaluation and to determine the effect these errors have on the results of a quantum diffusion Monte Carlo ͑QDMC͒ ͑Refs. 37-39͒ dynamics simulation. The water dimer was chosen as a prototype system as its PES exhibits a broad range of topological features, from deep, narrow wells describing intramolecular bonding to broad, shallow minima describing weak, intermolecular interactions. Hence, results obtained using the water dimer PES can be generalized to other systems that share similar PES topology. More broadly, we aim to determine the maximum error that can be tolerated in the second derivatives without affecting the results of subsequent dynamics simulations.
II. METHODS

A. Molecular potential energy surface
The modified Shepard interpolation scheme developed by Collins and co-workers was used to construct the potential energy surfaces used in this work. A recent review paper provides details of this interpolation scheme, 31 and only a brief summary is given below. The energy at an arbitrary molecular configuration is expressed as a weighted sum of Taylor polynomials about the N d data points defining the PES data set and their symmetry equivalents,
where T i (Z) is the Taylor series expansion about the ith data point, truncated at second order,
and w i is the normalized weight function, which gives the contribution of the ith Taylor expansion to the potential energy at configuration Z, and is given by the equations,
where v i (Z) is the un-normalized one-part weight function. The notation gG denotes the inclusion of all g elements from the permutation group G, which acts to interchange symmetry equivalent atoms. Accordingly, the notation g‫ؠ‬i denotes that the ith data point is transformed by the group element g. The PES is constructed in an inverse interatomic distance coordinate system, Z ϭ͕1/R 1 ,1/R 2 ,...,1/R 3NϪ6 ͖. In this way, the complete nuclear permutation symmetry can be accounted for efficiently and easily.
In this paper, we are interested in determining how accurately the second derivatives need to be determined in order that the observables calculated using the quantum diffusion Monte Carlo algorithm are not significantly different from those calculated using the exact second derivatives. Therefore, the interpolated PES was described by a single data point at the global minimum ͑Fig. 1͒ in order to obviate any additional errors or compensatory effects associated with patching together the Taylor series expansions from multiple data points. An additional advantage of using a one-point PES is that the simple one-part form of the weight function, given by Eq. ͑4͒ above, can be used; in this case it is mathematically equivalent to using the more complicated two-part weight function described elsewhere. 40, 41 Further, the first derivatives at this point are all zero, and thus do not contribute to the Taylor series expansion. This ensures that any deviation from the observables calculated using the exact second derivatives is due only to the decreased accuracy of the approximate second derivatives. A benchmark integration grid was used to determine ''exact'' second derivatives, and four sets of approximate second derivative data were generated using sparser grids. The details of these calculations are given in the ab initio methods section below. More generally, a range of approximate second derivatives were derived from the exact second derivatives either by truncation at the nth decimal place or the nth significant figure (nϭ1 -8) .
B. Quantum diffusion Monte Carlo
The anharmonic zero-point energy and nuclear vibrational wave function were calculated using the quantum diffusion Monte Carlo algorithm, as described in detail previously. [37] [38] [39] An ensemble of 1000 initial replicas was created by random displacement of each atom from its equilibrium position by up to 0.5 bohr along the Cartesian axes. The ensemble was allowed to equilibrate for 5000 time steps, then propagated for a further 40 000 time steps, during which the zero-point energy was evaluated as the average of the ensemble energies and the wave function histograms were accumulated. A time step of 1.0 a.u. was used throughout. Ten independent simulation runs were carried out, and the zero-point energies reported here were calculated as the average of the ten values obtained. The errors in the energies are calculated as the standard error of the mean, 2/ͱn, where is the standard deviation and nϭ10, the number of independent simulation runs. Wave function histograms were obtained by binning the interatomic distances into 0.05 bohr bins for each replica at every postequilibration time step of the simulation run and averaging over the ten simulation runs. These one-dimensional histograms have been scaled by 4r 2 to account for the Jacobian of transformation from Cartesians into internal coordinates. All PES construction and subsequent QDMC calculations were carried out using the GROW2.2 program package 42 on the computers at the Australian Partnership for Advanced Computing National Facility.
C. Ab initio calculations
The geometry of the water dimer was optimized at B3LYP/6-31ϩG*, [43] [44] [45] [46] [47] [48] [49] using the default ''fine'' grid for numerical evaluation of energies and gradients. At the optimized geometry, energies, and gradients were evaluated using a benchmark grid. Second derivatives were then evaluated using a range of grids, from coarse through standard, fine, and ultrafine to benchmark quality, as defined below:
͑a͒ Coarse: a pruned ͑35,110͒ grid with 35 radial shells and 110 angular points per shell.
͑b͒ Standard Grid 1 ͑SG 1͒: 50 a pruned ͑50,194͒ grid with 50 radial shells and 194 angular points per shell.
͑c͒ Fine: a pruned ͑75,302͒ grid, with 75 radial shells and 302 angular points per shell.
͑d͒ Ultrafine: a pruned ͑99,590͒ grid, with 99 radial shells and 590 angular points per shell.
͑e͒ Benchmark: a full ͑96,32,64͒ grid with 96 radial shells each containing a spherical product grid of dimension 32ϫ64 points.
The exact second derivatives generated by use of the benchmark grid were compared against the approximate second derivatives generated using the coarse, SG1, fine, and ultrafine grids. A more comprehensive explanation of the range of DFT grids implemented in the Gaussian suite of ab initio programs is given by Martin et al. in their paper on integration accuracy in molecular density functional theory calculations using Gaussian basis sets. 35 For comparison of timings, a MP2/6-31ϩG* ͑Refs. 45-49 and 51͒ frequency calculation was also carried out. All ab initio calculations were carried out using the GAUSSIAN 03 suite of quantum chemical programs 32 on the computers at the Australian Partnership for Advanced Computing National Facility.
III. RESULTS AND DISCUSSION
A. Ab initio calculations
Error analysis was carried out on the second derivative data generated by the ab initio calculations to determine the deviation of the less accurate second derivatives from those calculated using the benchmark grid. The results are presented in Table I . As expected, the coarsest grid produced second derivatives with the largest root-mean-squared ͑rms͒ and maximum absolute errors. As the number of grid points increased, the second derivatives became more accurate, with a monotonic decrease in both rms and maximum absolute error. The largest maximum error of 5.4 ϫ10 Ϫ6 E h bohr Ϫ2 corresponds to an error in the sixth decimal place and in the fifth significant figure of the corresponding entry in the second derivative matrix. The maximum absolute error is expected to provide the most sensitive estimator of the quality of the PES produced from the approximate second derivatives, as the largest absolute errors occur in the largest magnitude entries in the second derivative matrix which contribute most to the Taylor series expansions.
From the timings data presented in Table II , we observe that the time required to calculate B3LYP/6-31ϩG* second derivatives using a coarse grid is approximately equal to the time required to calculate the second derivatives at MP2/6-31ϩG*. The SG1, fine, ultrafine, and benchmark grids require more time by factors of 2.5, 6.3, 16.0, and 90.3, respectively. However, it is worth noting that the water dimer is a relatively small system with a relatively small 6-31ϩG* basis set, and due to the O(N 3 ) scaling of B3LYP versus the O(N 5 ) scaling of second-order Møller-Plesset ͑MP2͒, even a relatively small increase in system size or basis set will result in B3LYP becoming much faster than MP2. This is illustrated in Table III , which gives a comparison of the times required to calculate frequencies using both B3LYP with a standard integration grid and MP2 for a range of basis sets. 
B. Quantum diffusion Monte Carlo
The influence of the accuracy of the second derivatives on the observables calculated using the quantum diffusion Monte Carlo algorithm was tested using approximate second derivatives derived either by utilizing a sparser grid to calculate the second derivatives or more generally by truncation of the exact second derivatives according to either number of significant figures or number of digits after the decimal place. These scenarios will be discussed in turn.
The zero-point energies for the surfaces constructed from approximate second derivative data resulting from numerical integration are given in Table IV . The corresponding wave function histograms projected onto the O-O intermolecular bond length coordinate are illustrated in Fig. 2 . From  Table IV we observe that, although the calculated zero-point energies differ by up to 0.06 kJ/mol, this deviation lies within the numerical uncertainty of the QDMC simulation and thus all five zero-point energies can be considered equal. Similarly, the O-O projected wave function histograms are also the same irrespective of the quality of the grid used to calculate the second derivative matrix for the grids considered here. We therefore conclude that, for this system, all available grids produce sufficiently accurate second derivatives for subsequent QDMC calculations. This implies that a maximum error of up to 5.4ϫ10
Ϫ6 E h bohr Ϫ2 , the maximum error in the second derivatives calculated using the coarse grid, can be tolerated without affecting the QDMC results.
This does not, however, address the more extensive question of the maximum tolerable error in the second derivatives. To this end, the zero-point energies as a function of the number of significant figures and the number of decimal places in the second derivatives are given in Figs. 3 and 4 , respectively. Similarly, the projections of the wave function onto the O-O bond length are illustrated according to whether the second derivatives were truncated by significant figures or number of digits, in Figs. 5 and 6, respectively. No values of zero-point energy or wave function histograms are reported for surfaces derived from data accurate to only one decimal place or one significant figure as these data produced holes in the potential energy surfaces. These holes are artefacts of the interpolation scheme and have no physical meaning. In these cases, the optimized geometry was no longer a minimum on the PES.
From Figs. 3 and 4 , we observe that the zero-point energy converges to within the numerical uncertainty of the QDMC simulation by inclusion of either three significant figures or three decimal places in the second derivatives. Similarly, although the O-O wave function histograms constructed from second derivative data accurate to either two decimal places or two significant figures are significantly different from the benchmark data, the remaining O-O histograms are identical within the error inherent in the QDMC FIG. 2 . Ground-state wave function histograms projected onto the O-O distance, derived from B3LYP/6-31ϩG* surfaces defined by a single data point at the global minimum with second derivatives calculated using the coarse grid ͑ࡗ͒, the SG1 grid ͑͒, the fine grid ͑᭡͒, the ultrafine grid ͑᭹͒, and the benchmark grid ͑ϩ͒ .   FIG. 3 . Convergence of the zero-point energy with respect to the accuracy of the second derivatives, according to number of significant figures. simulations. Collectively, this data indicates that a maximal error of 1.0ϫ10 Ϫ3 E h bohr Ϫ2 in the second derivatives will not affect the results of a QDMC simulation on the water dimer.
IV. CONCLUSIONS
For the water dimer, DFT numerical integration schemes provided second derivatives with absolute errors less than 5.4ϫ10
Ϫ6 E h bohr Ϫ2 . The QDMC results obtained from surfaces constructed using approximate second derivatives were identical to the results obtained from the surface produced using a benchmark grid, to within the numerical uncertainty of the simulation. Hence, for this prototype system, performing the numerical integration using the default grid gives second derivatives that are sufficiently accurate for subsequent QDMC simulation.
In general, QDMC results from surfaces constructed from truncated second derivatives indicate that an error of less than three decimal places or up to 1.0ϫ10 Ϫ3 E h bohr Ϫ2 in the second derivatives can be tolerated for this system. We expect these results to be transferable to other systems, as the water dimer is a good prototype system, exhibiting a broad range of topological features on its PES.
As the results of the QDMC simulation are completely determined by PES topology, the results of these simulations provide an indication of the accuracy required of the second derivatives to concurrently describe both strong intramolecular bonding and weak intermolecular interactions. Although the approximate second derivatives for the water dimer have maximum errors of three orders of magnitude less than this value, we recommend that the accuracy of approximate second derivatives be checked on a case-by-case basis, as these errors will also be influenced by choice of basis set and the quality of the grid chosen for evaluation of energies and gradients. We also recommend that the maximum tolerable error be checked for systems that are substantially different to the water dimer, in particular, systems that pass through configurations that are near planar. Here, we have chosen for our data point the equilibrium geometry of the water dimer, which is far from planar and thus the transformation of the second derivatives from Cartesian coordinates to local internal coordinates is straightforward. For near-planar configurations, however, the transformation from Cartesian derivatives to internals becomes near singular, and we expect that a higher accuracy in the Cartesian derivatives may be required to avoid magnification of the errors when the derivatives are transformed into the local internal coordinate system. This work has ramifications for surfaces constructed from both DFT and high-level ab initio data. For surfaces constructed using DFT data, the error in the second derivatives is introduced as a result of numerical integration during the DFT calculation. Our results indicate that even second derivatives obtained using a coarse grid will be sufficiently accurate for subsequent QDMC simulation. The consequent decrease in computational expense enables the study of larger systems. For surfaces based on high level ab initio data, the error in the second derivatives is introduced as a result of numerical differencing of gradients or energies. Knowing that the second derivatives only need to be determined to three decimal places will enable the development and application of more computationally efficient but less accurate methods for determining approximate second derivatives. 
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