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Abstract
Consider the decision faced by the user of a social media site of whether or not to accept a friendship request from another user,
given the limited amount of information available before deciding. We formalize the problem by defining the expected utility
trade-offs derived from the request and simulate the resulting incentives numerically. These incentives provide the basis on
which to build social networks determined by the different expectations and preferences of their users. Social networks are
generated using a self-organizing map to cluster the decision makers (DMs) by their friendship acceptance behaviour. This
behaviour is determined by the distribution of requesters relative to the preferences of the DMs.
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1. Motivation
The emergence of social media has led to a substantial increase in the amount of personal information available
about their users1, leading other media users and companies to use this information strategically 2. At the same time,
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social media research generally focuses on identifying the main factors determining the structure of already existing
networks, while acknowledging the existence of different types of users in terms of their networking capacities and
influence on other users3,4. In this paper, we consider these characteristics of social media and their users but take a
different research route from that of the existing literature.
We formalize the acceptance or rejection decision faced by a decision maker (DM) when receiving a friendship
request and use the resulting framework as the base on which to build the corresponding network structures. In this
regard, the friendship acceptance (or rejection) model defined in this paper relates to the basic postulates of
expected-utility-based economic decision theory5, where a DM makes a decision considering the highest expected
utility attainable at a given point in time 6,7,8.
The DM has to decide whether to accept a given friendship request and generate a link expanding his network, or
reject it and either find a more suitable requester or remain with his current set of friends. When receiving a given
friendship request, some basic but important information becomes available to the DM, indicating the main
preferences (i.e. likes, pages followed) of the person requesting his friendship. Once accepted, additional secondary
information becomes available, which can be used by the DM to complete his profile of the requester. Consequently,
we will assume that the initial information provided to the DM is correlated with the secondary one and, therefore,
conditions its expected realization. Finally, the capacity of the requester to increase the network of friends of the DM
must also be considered. This capacity should be determined by the connections of the requester and his similarity in
preferences with the DM. As a result, the initial (observed) and secondary (expected) characteristics observed can be
used by the DM to determine the expected networking capacity of the requester.
We formalize the above decision problem by defining the expected utility tradeoffs derived from the request and
simulate the resulting incentives of the DM numerically, which, at the same time, provide the basis on which to build
social networks determined by the different expectations and preferences of its users. Social networks are generated
using a self-organizing map to cluster the DMs by their friendship acceptance behavior, which, at the same time, is
determined by the distribution of requesters’ characteristics relative to the preferences of the DMs. We illustrate how
the differences between the subjective beliefs used by the DM to define his expectations and the distribution of
characteristics across requesters condition the formation of clusters in the resulting network.
2. Basic assumptions
The choice made by the DM regarding the friendship request depends on the following variables:
x

X1 [ x1m , x1M ] : The characteristics/preferences of the requester directly observable when receiving a friendship
request. It accounts for publicly available information that describes the main basic tastes of (likes displayed by)
the requester. The realization observed is related to the remaining information, which is unavailable at the
moment of the request together with the list of friends and, therefore, the networking capacity of the requester.
x X 2 [ x2m , x2M ] : The characteristics/ preferences of the requester that become observable after accepting the
friendship request. It allows the DM to obtain additional information regarding both the tastes on the requester as
well as his potential networking capacity. Thus, the distribution of this variable is related to and influenced by the
realization of X 1 , while both X 1 and X 2 affect and determine the potential networking capacity of the
requester consistent with the preferences of the DM.
x X 3 [0,1] : This characteristic reflects the networking capacity of the requester. The shape of its associated
probability function is determined by the realizations of both X 1 and X 2 . It should be noted that the friends of a
given social media user can be classified in different categories, with access to different levels of information.
However, even if not allowed to access the whole network, the DM becomes part of the group of friends of the
requester. That is, even though the DM may not have the same status as other friends, who may be used to
expand his network but are classified in a different category by the requester, he may still benefit from the fact
that those potential network friends can actually observe him.
The acceptance decision of the DM will therefore be determined by two incentive functions defining the expected
utility derived from either accepting a given friendship request or rejecting it. If the DM rejects the request, he must
consider the probability of improving upon the current request in the future and compute the corresponding expected
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utility that would be derived. At the same time, in order for the DM to actually make a decision, both these functions
must be determined by the values of all the potential realizations of X 1 that may be observed.
3. Accepting the request
As stated in the previous sections, the information available to the DM when deciding whether to accept the
friendship request or reject it is limited to the initial observation of X 1 . If the DM decides to accept the friendship
request, his utility function, in expected terms, will be defined as follows
M

1 x2

Accept

³ ³B

3

x1  u21 ( E ( x2 |P2 x2 |x1 )), ce1  ce2 P2 x2 |x1 u x1 , x2 , x3 dx2 dx3 

0 x2*

1

x2*

³ ³ [B

3

(1)

x1  u21 ( E ( x2 |P2 x2 |x1 )), ce1  ce2 P2 x2 |x1 ^u x1 , x2 , x3  c x1 , x2 `]dx2 dx3

0 x2m

The following definitions and notations are required to interpret the above equation.
x The utility functions considered through the paper are given by u1 x1
x1 , u2 x2
x2 and
u x1 , x2 , x3
x1  x2 x3 . Note that the first two characteristics are additively separable while the third one is
used to generate the expected payoff obtained by the DM based on the networking capacities of his new potential
friend.
x Pi xi 1 ( xiM  xim ) for xi  [ xim , xiM ] , i 1, 2 . The complete uncertainty of the DM regarding the
distribution of potential friends within the population is reflected using uniform density functions, which are
endowed with the maximum information entropy value.
x Following the standard economic theory of choice under uncertainty, we assume that the DM elicits the i -th
certainty equivalent (CE) value induced by Pi ( xi ) and ui ( xi ) as the reference point against which to compare
both the observed and potential characteristics of a requester. Given i 1, 2 , the certainty equivalent of P i and
ui , denoted by cei , is a characteristic in X i that the DM is indifferent to accept in place of the expected one to
be obtained through P i and ui . That is, for every i 1, 2 , cei ui1 ( Ei ) , where Ei denotes the expected value
of ui . The continuity and strictly increasingness of ui can be used to guarantee the existence and uniqueness of
the i  th CE value, respectively.
x A direct (subjective) correlation will be defined between the initial realization observed and the expected
realization of the second characteristic of the requester. In this regard, the subjective probability defined by the
DM on the set of potential realizations of the second characteristic should become an increasing function of the
first characteristic observed. Given the uniform probability assumed on the first characteristic space, the density
of the second characteristic will be defined as follows:

P 2 ( x2 | x1 )

§ x  ce1 ·
1
1
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with M [0,1] weighting the strength of the shift in the mass between the lower and the upper interval domains.
Note that if the characteristic observed is equal to the CE value, there is no shift in mass between the intervals of
the distribution. The above definition makes extensive use of the symmetry existing in the risk neutral (linear)
case between the CE value and the extremes of the interval domain on which x1 is defined. In this case, the CE
value is located exactly in the middle of the domain. If this were not the case, the density function should be
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modified accordingly and the resulting shift in mass between both intervals adapted to the location of the CE
value.
obtained from the requester, denoted by x1o , the minimum value of x2 required
x Given the initial realization of
by the DM to derive an above-CE expected utility from the new friendship is given by x2* , with
x2* ce1  ce2  x1o . Whenever x2  x2* , the DM suffers a disutility of c x1 , x2 from accepting the friendship of
a requester whose tastes and characteristics differ significantly from his own. These disutility costs may include
those derived from any undesired communication or further friendship requests from the network of the
requester, together with potential negative effects on the friends from the network to which the DM already
belongs.
x B3 x3 ; x1  u21 ( E ( x2 |P2 x2 |x1 )) , ce1  ce2 is a Beta density function that will be used to represent the degree
of optimism or pessimism of the DM regarding the networking capacity of the requester. The density function
corresponds to that of the standard Beta distribution but its parameters are defined by:
○ The value of x1 together with that of the secondary characteristic expected to be observed, which is
determined by P2 ( x2 | x1 ) .
○ The corresponding CEs, used as reference values for the evaluation performed on the information retrieved
from the requester.
Formally, we have the following definition of the Beta density for 0 d x3 d 1
1

B3 ( x3 ; x1  u21 ( E ( x2

| P2 ( x2 | x1 ))), ce1  ce2 )

x3x1 u2
1

³u
0

where u21 ( E ( x2 | P2 ( x2 | x1 )))

§
u21 ¨
©

³

x2M

x2m

( E ( x2 |P2 ( x2 | x1 ))) 1

(1  x3 )ce1 ce2 1

x1  u21 ( E ( x2 |P2 ( x2 | x1 ))) 1

(1  u )ce1 ce2 1 du

(3)

·
P2 ( x2 | x1 )u2 ( x2 )dx2 ¸ is the expected realization obtained from
¹

the second characteristic of the requester given the one initially observed.
The potential capacity of the requester to network the DM with other similar users is based on both the initially
observed and the secondary expected characteristic. Note that the shape of the functions P2 ( x2 | x1 ) and

B3 ( x3 ; x1  u21 ( E ( x2 | P2 x2 |x1 )), ce1  ce2 ) are determined by the initial realization of x1 . In this regard, Figure 1
illustrates the B3 ( x3 ; x1  u21 ( E ( x2 | P2 x2 |x1 )), ce1  ce2 ) density functions considered by the DM for different
realizations of x1 .

Fig. 1(a). Interval values of

x1

realizations associated with each B3 ( x3; x1  u21( E ( x2 | P2 ( x2 | x1))), ce1  ce2 ) density
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Fig. 1(b). B3 ( x3; x1  u21( E( x2 | P2 ( x2 | x1))), ce1  ce2 ) density functions for x1 5,6,7,8,9,10 .
Fig 1. B3 ( x3; x1  u21( E ( x2 | P2 ( x2 | x1))), ce1  ce2 ) defined for the set of potential realizations of

x1

when X1

¬ª5,10¼º and X 2

¬ª0,10¼º .

In order to simplify the computations and account for the limited capacity of DMs to assimilate and manage
information9,10, we will consider different potential networking intervals defined by the DM in terms of the value of
the initial characteristic observed. That is, similarly to the use of membership functions when defining a fuzzy
variable over the interval domain of a set of potential alternatives, we have defined a set of Beta functions based on
the potential realization intervals delimited within the domain of the first characteristic.
4. Rejecting the request
The rejection payoff is determined by the following expression
M M
1 x2 x1
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x3 ; x1  u21 ( E ( x2 |P 2 x2 |x1 )), ce1  ce2 P2 x2 |x1 P1 x1 sc x1 dx1dx2 dx3

4

x2m x1m

x In the current setting, s x1 , x2 denotes the search costs from observing the first characteristic of a new
requester, which are incurred by the DM after rejecting the initial request.
x The first term of Equation (4) represents the expected payoff derived if the new requester provides a higher
expected utility than the initial and the CE-based one. The expression is based on the realization of x1 obtained
from the previous requester, x1o , given the subjective distributions assigned by the DM to the X 1 and X 2
variables.
x The second term of the equation represents the expected payoff derived if the new requester provides an expected
utility higher than the initial requester but lower than the CE-based one. As in the acceptance setting, c x1 , x2
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denotes the disutility from accepting the friendship of a requester whose tastes and characteristics differ from
those of the DM. In this case, this disutility adds to the search costs incurred when observing the characteristics
of a new requester.
x The last term accounts for the search costs sc x1 incurred when the first characteristic of the new requester is
lower than x1o . The new request is rejected and the costs incurred by the DM are assumed to account for the new
search together with the disutility derived from not increasing his network of connections.
The accept and reject functions, together with the resulting acceptance and rejection intervals generated for
c x1 , x2
s x1 , x2 0 and sc x1 1 , are represented in Figure 2.

Fig. 2. Accept and reject functions with their corresponding intervals defined by x1*

6.54 .

Note that we have used the
reference value of each piecewise interval generated by the set of Beta functions to
define a continuous approximation to the accept function. We should also emphasize that we will not analyze the
effects derived from modifying the different search costs on the acceptance behavior of the DM, an analysis that can
be considered among the potential extensions of the current model.
5. Clustering DMs through self-organizing maps
In order to generate a network structure where DMs are clustered into different groups by a self-organizing map
(see Kohonen [11] and Sulkava et al. [12] for a detailed description of the main features of this type of neural
network), we consider differences in the distribution of friendship requests in terms of the first characteristic
observed by the DM. That is, differences in preferences are introduced between the requesters and the DM, who
assumes a uniform distribution on the set of requesters due to his uncertainty regarding the distribution of potential
and
friends within the population. We do so by defining two different Beta functions on the realizations of
accounting for the number of friendship acceptances when 25, 50, 75 and 100 randomly generated requests are
received by 100 different DMs. The threshold value x1* 6.54 defined over the >5,10@ domain is transformed into
x1* 0.308 when considering the [0, 1] domain on which the Beta distribution is defined.
The results obtained after applying a self-organizing map algorithm to the number of friendship acceptances
when the set of requesters follows a Beta x1 ;2, 4 and a Beta x1 ;4, 2 distribution are presented in Figures 3 and 4,
respectively. Note that, given the location of the threshold value, the Beta x1 ;2, 4 scenario leads to a larger number
of rejections than the Beta x1 ;4, 2 one. In both cases, we observe a central set of clusters surrounded by several
isolated nodes. In the Beta x1 ;2, 4 scenario, these nodes may correspond to those DMs accepting either a larger or
a lower number of friendship requests. Note that the dispersion exhibited by the position of the weights in this
scenario is larger than the one obtained from the Beta x1 ;4, 2 , whose isolated nodes correspond to those DMs
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accepting a lower number of friendship requests. Despite obtaining a larger number of lonely (isolated) DMs in this
latter setting, we observe that they are more closely located to the remaining ones than those in the Beta x1 ;2, 4
scenario.

Fig. 3. Self-organizing map clusters following from a Beta

x1; 2, 4 distribution of requesters

Debora Di Caprio et al. / Procedia Computer Science 83 (2016) 496 – 503

Fig. 4. Self-organizing map clusters following from a Beta

x1; 4, 2 distribution of requesters

6. Conclusions
We have developed a novel approach to analyze cluster formation within social networks. Our approach builds
on the latest research on sequential information acquisition from a decision theoretical perspective 6,7,8. This has
allowed us to illustrate the type of cluster structures arising within a social network based on differences in the
configuration of preferences among the users of a social medium. A self-organizing map algorithm has been
implemented to cluster the DMs by their friendship acceptance behaviour.
We conclude by emphasizing that several variants of our decision model can be developed in order to consider,
for example, multiple sequential observations within a finite set of friendship requests that may be expected to be
received by the DM. This feature, together with variations in the degree of risk aversion of the DM, modifications in
his subjective formation of beliefs, and differences in the distribution of friendship requests can be easily
incorporated in the model and the clustering structures derived from the resulting networks analyzed.
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