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Abstract
In this partly expository paper we discuss and describe some of our old and
recent results on partial orders on the set Gmn of graphs with n vertices and m
edges and some operations on graphs within Gmn that are monotone with respect to
these partial orders. The partial orders under consideration include those related
with some Laplacian characteristics of graphs as well as with some probabilistic
characteristics of graphs with randomly deleted edges. Section 3 contains some
basic facts on the Laplacian polynomial of a graph. Section 4 describes various
graph operation and their properties. In Section 5 we introduce some partial orders
 on Gmn related with the graph Laplacian and the graph reliability (Laplacian
posets and reliability posets). Section 6 contains some old and recent results on
the -monotonicity of some graph operations with respect to Laplacian posets.
Section 7 includes some old and recent results on the -monotonicity of some
graph operations with respect to reliability posets and some open problems. In
Section 8 we consider some other parameters of graphs and establish some results
on -monotonicity of our graph operations with respect to the linear orders 
on Gmn related with these parameters. The list of these parameters includes the
numbers of Hamiltonian cycles or paths and the numbers of forests of special type.
Section 9 contains some generalizations of the described results to weighted graphs.
1 Introduction
All notions and facts on graphs, that are used but not described here, can be found
in [1, 6]. Let G¯mn (Gmn ) denote the set of graphs (respectively, simple graphs) with n
vertices and m edges. Replacing in the above notations G by C results in the notations
of the corresponding sets of connected graphs. If G,F ∈ Gmn , we also say simply that G
and F are of the same size.
In a series of papers (see, for example, [18,20,22–27,32,35,36]) we considered various
aspects of the following combinatorial optimization problems related with the synthesis
of reliable networks. Let G be a graph. Suppose that every edge of G has probability p
to exist and that all the edge events are mutually independent. Let R(p,G) denote the
probability that the random graph (G, p) is connected. We call R(p,G) the reliability
function (or just the reliability) of G. The problem Rmax is to find a most reliable graph
M(p) in G¯mn , i.e. such that
R(p,M(p)) = max{R(p,G) : G ∈ G¯mn }.
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The corresponding dual problem R∗max is to find a graph M∗(p) ∈ G¯n such that
e(M∗(p)) = min{e(G) : G ∈ G¯n, R(p,G) ≥ α(p)}.
It is also interesting to consider the problem Rmin of finding a least reliable graph L(p)
in G¯mn . If G is not connected, then R(p,G) = 0. For that reason, the non-trivial problem
Rmin is to find a graph L(p) ∈ C¯mn such that
R(p, L(p)) = min{R(p,G) : G ∈ C¯mn }.
Let t(G) denote the number of spanning trees of G. For p close to zero, the problem
Rmax is equivalent to problems Tmax of finding a graph M ∈ G¯mn such that
t(M) = max{t(G) : G ∈ G¯mn }
and Rmin is equivalent to the problem Tmin of finding a graph L in G¯mn such that
t(L) = min{t(G) : G ∈ C¯mn }, where m ≥ n− 1.
The corresponding dual problem T ∗max is to find a graph M∗ ∈ G¯n such that
e(M∗) = min{e(G) : G ∈ G¯n, t(G) ≥ α}.
Although in general these problems are probably NP -hard, it turns out that they
can be solved in some non-trivial particular cases and, in addition, their analysis leeds
to some interesting mathematical results, ideas, and questions.
In particular, it is not hard to solve problems Rmax and Rmin for graphs of relatively
small cyclomatic number or corank (see, for example, 7.9 below). In [35, 36] we were
able to give an asymptotically optimal solution to problem R∗max as well as to problem
R∗max(k) on the probability that (G, p) is k-connected.
Since problems Rmax and Rmin have parameter p ∈ [0, 1], it is natural to introduce
the following relation on Gmn : given G,F ∈ Gmn , let G r F if R(p,G) ≥ R(p, F ) for
every p ∈ [0, 1]. In [35] we observed that there are graphs G and F of the same size that
are not r-comparable as well as non-isomorphic graphs G and F of the same size such
that R(p,G) ≡ R(p, F ). Therefore r is a partial quasi-order relation on Gmn .
Now the following natural question on problem Rmax is in order: Does every Gmn have
a r-maximum graph ? In other words, does a most reliable graph M(p) in some Gmn
depend on p ? We gave a construction providing infinitely many pairs (n,m) for which
Gmn has no r-maximum [22, 24] (see more details in 7.14 below), i.e. for each of these
pairs (n,m) there are non-isomorphic graphs M(p1) and M(p2) for some 0 < p1 < p2 < 1.
Some further interesting questions along this line are described below in Section 7.
Obviously, if G is not connected, then R(p,G) ≡ 0. Therefore, a similar non-trivial
question about problem Rmin is: Does every Cmn have a r-minimum graph ? In other
words, does a least reliable graph L(p) in some Cmn depend on p ? The answer to this
question is not known. More detailed about this question are given in Section 7.
The Matrix Tree Theorem (see, for example, [1, 5] and 3.1 below) provides a beau-
tiful algebraic formula for t(G) and allows to find it in polynomial time. On the other
hand, the problem of finding R(p,G) is #P -hard. For that reason the above problems
on R(p,G) are much harder to analyze than the problems on t(G). Therefore it was
natural to expect that the Matrix Tree Theorem could be useful in developing adequate
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approaches to attack problem Tmax on finding graphs of given size with the maximum
number of spanning trees. In early 60’s motivated by this idea, we discovered that the
characteristic polynomial
L(λ,G) =
∑{(−1)scs(G)λn−s : s ∈ {0, . . . , n}}
of the Laplacian matrix from the Matrix Tree Theorem should play an important role in
this regard. Accordingly, in [34,37–39] we undertook some study and established various
combinatorial properties of L(λ,G), its coefficients, the Laplacian spectrum of G, and
their relation with the above mentioned problems.
Papers [34,37,38] were published in Russian in the Soviet Union, [37,38] were trans-
lated into English in 1966, the results of our manuscript [39] of 1963 were described by
Cvetkovic´ in one of his papers in 1971 (see also [5]), and later papers [9,17,18,23–29,31]
were published in the West, where according to [5] the interest to this topic became
apparent in 70’s. Unfortunately, till now some researchers working in this area are not
aware of certain basic facts from those papers and quite a few results from these papers
have later been published again and again.
The following simple facts on L(λ,G) turned out to be pretty useful.
1.1 [34,38] Let G ∈ G¯mn and (λ0(G) ≤ · · · ≤ λn−1(G)) the list of all n roots of L(λ,G)
(i.e. the spectrum of the Laplacian matrix of G). Then
(a1) 0 = λ0(G) ≤ · · · ≤ λn−1(G) ≤ n and
(a2) c1(G) =
∑{λi(G) : i ∈ {1, . . . , n− 1}} = 2e(G) = 2m and
cn−1(G) = nt(G) =
∏{λi(G) : i ∈ {1, . . . , n− 1}}.
Let Kn be the complete graph with n vertices. From 1.1 we have:
1.2 [34] Let G ∈ G¯mn . Then
(a1) t(G) ≤ n−1(2m/(n− 1))n−1, and so
(a2) if m = (n2 ), then t(G) ≤ nn−2 = t(Kn).
Thus, (a2) in 1.2 gives a solution of problem Tmax for m = (n2 ). Moreover, it turns
out that t(G) = nn−2 if and only if G = Kn. In [41] this solution was extended to
problem Rmax for m = (
n
2 ).
Here is another useful fact on L(λ,G).
1.3 [38] Let G ∈ Gmn . Then t(Kn+s − E(G)) = (n+ s)r−2L(n+ s,G) for every s ≥ 0.
It is interesting that the formula in 1.3 turns out to be the inclusion-exclusion formula
for the number of spanning trees in Kn+s avoiding the edges of its subgraph G [29]
(see more details in 3.19 below). Let d(G, n + s) = t(Kn+s) − t(Kn+s − E(G). Then
d(G, n + s) is the number of spanning trees in Kn+s that are destroyed when the edges
of G are removed from Kn+s. For that reason we call d(G, n + s) the destroying ability
of an n-vertex graph G in Kn+s.
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Now by 1.3, comparing simple n-vertex graphs by their number of spanning trees is
equivalent to comparing the destroying ability of their complements in Kn. Furthermore,
comparing the destroying abilities of G in every complete graph Kn+s is equivalent to
comparing the polynomials L(λ,G) in every integer point λ = n+ s. This suggests the
following partial quasi-order relation on Gm. Given G,F ∈ Gm, let
G τ F if L(ν + s,G) ≥ L(ν + s, F )
for every integer s ≥ 0, where ν = max{v(G), v(F )}. Now it is clear that the study
of properties of relation τ on Gmn may help to solve problems Tmax and Tmin for some
classes of graphs.
In [25] we found some τ -increasing and r-increasing operations on graphs in Gmn .
Using these operations we were able to solve problems Rmax for m ≥ (n2 ) − bn/2c and
Rmin for m ≥ (n2 )−n+ 2 [25] as well as problems Tmax for m ≥ (n2 )−bn/2c and Tmin for
m ≥ (n2 )−n+2 [29]. In all these cases there exist a r-minimum graph Cmn and a unique
r-maximum graph in Gmn . Later we have found some more delicate τ -increasing op-
erations for some special classes of graphs [17] which allowed us to also solve problem
Tmax for m ≥ (n2 )− n+ 2 [23].
In this partly expository paper we discuss and describe some partial orders on the
set Gmn of graphs with n vertices and m edges and some operations on graphs within
Gmn that are monotone with respect to these partial orders. The partial orders under
consideration include those related with some Laplacian characteristics of graphs as well
as with some probabilistic characteristics of graphs having randomly deleted edges.
In Section 2 we give necessary notions and notation, as well as some simple obser-
vations. In Section 3 we describe some basic results on the Laplacian polynomial of a
graph. In Section 4 we define various graph operation preserving the size of the graph
and describe some simple and useful properties of these operations. In Section 5 we
introduce various partial orders on Gmn related, in particular, with the Laplacian poly-
nomial L(λ,G) and with the graph reliability R(p,G) (Laplacian posets and reliability
posets) and establish some mutual properties of these relations. Section 6 contains some
old and recent results on the -monotonicity of some graph operations with respect to
Laplacian posets. Section 7 includes some old and recent results on the -monotonicity
of some graph operations with respect to reliability posets and some open problems.
In Section 8 we consider linear orders  on Gmn related with some other parameters
of graphs and establish some results on -monotonicity of some graph operations with
respect to these -orders. The list of parameters considered in this section includes the
numbers of Hamiltonian cycles or paths and the numbers of forests of special types, for
example, the number of matchings of a given size. Section 9 contains some generaliza-
tions of the described results to weighted graphs.
Many results described in this paper were included in our lectures on Algebra and
Combinatorics in Rutgers University, 1992 - 1993 and in University of Puerto Rico, 1995
- 2009.
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2 Notions, notation, and simple observations
All notions and facts on graphs that are used but not described here can be found
in [1, 6].
2.1 LetG = (V,E, ϕ) be a graph, where V = V (G) is the set of vertices ofG, E = E(G)
is the set of edges of G, and ϕ = ϕG is the function from E to the set of unordered pairs
of vertices of G (the incident function of G). A graph is called simple if it has no loops
and no parallel (or, the same, multiple) edges.
Let v(G) = |V (G)| and e(G) = |E(G)|. We say that graphs G and F are of the same
size if v(G) = v(F ) and e(G) = e(F ). Let Cmp(G) denote the set of components of
G and cmp(G) = |Cmp(G)|. Let r(G) = v(G) − cmp(G) and r∗(G) = e(G) − r(G) =
e(G)− v(G) + cmp(G). The parameter r(G) is called the rank of G and r∗(G) is called
the corank (or the cyclomatic number) of G. Let isl(G) denote the number of isolated
vertices of G.
2.2 Let G¯, G¯n and G¯m denote the sets of all graphs, graphs with n vertices, and graphs
with m edges, respectively, and let G¯mn = G¯n ∩ G¯m. Replacing in the above notation G¯
by G (C) gives the corresponding sets of simple graphs (respectively, connected simple
graphs). Let Tn denote the set of trees with n vertices. Let F(G) and T (G) denote the
sets of spanning forests and spanning trees of G, and accordingly, f(G) = |F(G)| and
t(G) = |T (G)|.
2.3 For X, Y ⊆ V (G) let [X, Y ] denote the set of edges of G with one end-vertex in X
and the other end-vertex in Y . For x ∈ V (G), let N(x,G) = {v ∈ V (G) : xv ∈ E(G)},
D(x,G) = [x, V (G)], and d(x,G) = |D(x,G)|. We call d(x,G) the degree of a vertex x
in G. Let ∆(G) = max{d(x,G) : x ∈ V (G)} and δ(G) = min{d(x,G) : x ∈ V (G)}.
2.4 Let K = (V,E) be the graph such that E =
(
V
2
)
. This graph is called the simple
complete graph with the vertex set V . We put K = Kn if |V | = n. If G is a subgraph of
K, then [G]c = K − E(G) is called the simple complement of G. In particular, [K]c is
the (edge) empty graph with the vertex set V .
2.5 Given two disjoint graphs G and F , let G + F = G ∪ F and G × F be the graph
obtained from G ∪ F by adding the set of edges {gf : g ∈ V (G), f ∈ V (F )} [37, 38].
Obviously, [G + F ]c = [G]c × [F ]c. If G consists of k disjoint copies of a graph F , we
write G = kF . A graph G is called decomposable if G = A + B or G = A × B for
some disjoint graphs A and B. We call a graph G totally decomposable [37, 38] (see
also [9]) if G can be obtained from one vertex graphs by a series of operations + and
×. The notion of a totally decomposable graph turned out to be so natural that it was
later reintroduced again and again under different names: a cograph in [40], a hereditary
Dacey graph in [45], a D∗-graph in [14], etc. A totally decomposable graph G can be
naturally described by the so called (+,×)-decomposition tree of G introduced in [37,38]
(see also [9]) and later in [4] under the name the cotree of G. Similar notions for weighted
graphs were introduced in [31].
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In [37] we gave a very simple procedure for finding formulas for the Laplacian poly-
nomial and spectrum (and, in particular the number of spanning trees) of a totally
decomposable graph G in terms of the parameters of the (+,×)-decomposition tree of
G (see also [9]).
From this procedure we have, in particular:
2.6 [38] Every totally decomposable graph has an integral spectrum.
Similar results for multigraphs and weighted graphs (and their Laplacian matrices)
can be found in [31].
2.7 We call a graph G vertex comparable [19,20,33] if N(x,G)−y ⊆ N(y) or N(y,G)−
x ⊆ N(x) for every pair (x, y) of vertices x and y in G. A graph G is called threshold [3]
if G has no induced subgraph isomorphic to P 3, O4, and 2P 1. Let Fmn denote the set of
threshold graphs with n vertices and m edges. It is easy to prove that the following is
true.
2.8 G is vertex comparable if and only if G is threshold.
It is also easy to prove the following:
2.9 A threshold is totally decomposable. Moreover, if H is a threshold graph with n ≥ 2
vertices, then there exists a threshold graph H ′ with n− 1 vertices such that H = H ′+ g
or H = H ′ × g, where g is a one vertex graph.
The above property provides a simple recursive description of a threshold graph with
at least two vertices.
The Laplacian spectrum and Laplacian polynomial of a threshold graph have some
special properties. For example, by 2.6, every threshold graph has an integral spectrum.
2.10 Now we will define some special threshold graphs which we call extreme [19, 20].
Let (k, r, s) be a triple of non-negative integers such that r < s. Let F (k, r, s) denote the
graph obtained from the complete graph Ks with s vertices as follows: fix in Ks a set A
of r vertices and a vertex a in A, add to Ks a new vertex c and the set {cx : x ∈ A} of
new edges to obtain graph C(r, s), add to C(r, s) the set B of k new vertices and the set
{az : z ∈ B} of new edge to obtain graph F (k, r, s). Let H(k, r, s) denote the set of all
graphs H obtained from C(r, s) ∪B by adding a tree on the vertex set B ∪ {a} (and so
this tree has k edges). Clearly, F (k, r, s) is a threshold graph and F (k, r, s) ∈ H(k, r, s).
Obviously, H(k, r, s) = {F (k, r, s)} if and only if k = 0.
Let, as above, Cmn be the set of simple connected graphs with n vertices and m edges.
It is easy to prove the following.
2.11 For every pair (n,m) of integers such that Cmn 6= ∅ there exists a unique triple
(k, r, s) of non-negative integers such that r < s and F (k, r, s) ∈ Cmn .
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Figure 1: Connected threshold graphs with m ≤ n+ 3
2.12 If F (k, r, s) ∈ Cmn , we put F (k, r, s) = Fmn and H(k, r, s) = Hmn , and so Hmn ⊂ Cmn .
We call Fmn the extreme threshold graph in Cmn .
Obviously, F n−1n = Sn for n ≥ 2, F 33 = ∆, F nn with n ≥ 4 is obtained from disjoint
triangle ∆ and the (n− 3)-edge star S by identifying its center with a vertex in ∆ (and
so F nn with n ≥ 4 is Wn), F 54 = K−4 , F n+1n with n ≥ 5 is obtained from disjoint K−4 and
the (n − 4)-edge star S by identifying its center with a vertex of degree three in K−4 ,
F 64 = K4, F
n+2
n with n ≥ 5 is obtained from disjoint K4 and the (n− 4)-edge star S by
identifying its center with a vertex in K4 (see Figure 1).
It is easy to prove the following:
2.13 Let n and m be natural numbers. Suppose that n − 1 ≤ m ≤ 2n − 3. Then
there exists only one connected threshold graph with n vertices and m edges, and so
Fmn = {Fmn }.
2.14 We need notation for some special graphs: P is a path, O is a cycle, K1,n is called
a star S (if n ≥ 2, then a vertex of degree n is the center of S and every other vertex is
a leaf of S; if n = 1, then every of two vertices of S is a leaf and a center), Z is obtained
from a star S with e(S) ≥ 2 by adding a new vertex x and a new edge between x and
a leaf of S, K−4 is obtained from K4 by removing one edge, ∆ is the triangle, and W is
obtained from a star S with e(S) ≥ 3 by adding an edge between two leaves of S.
Using the above operations “+” and ‘‘×” on graphs (see 2.5) we have, in particular:
mP 1 is a matching with m edges and P 2+(m−2)P 1 is the disjoint union of the two-edge
path and a matching with m− 2 edges.
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Figure 2: K = Kn(r), where v(K) = n = 12 and diam(K) = r = 6.
2.15 Let D(r) denote the sets of trees having diameter r. We call a graph F a star-
forest if every component of F is a star with at least one edge.
Obviously, T ∈ D(3) if and only if T is obtained from a star-forest with two compo-
nents by connecting their centers by an edge.
Also, T ∈ D(4) if and only if T is obtained from a star-forest F with at least two
components having two or more edges by specifying a leaf for every star and identify-
ing all specified leaves with a new vertex. Let S1, . . . , Sk be the components of F with
e(S1) ≤ . . . ≤ e(Sk) and let u(T ) = (e(S1), . . . , e(Sk)). Obviously, every tree T in D(4)
is uniquely defined (up to isomorphism) by u(T ).
Let P be a path with r ≥ 2 edges and F a star-forest with at most r−1 components.
Then there is an injection ξ from Cmp(F ) to the set of non-leaf vertices of P . Now let
Y be a tree obtained from disjoint P and F by identifying the center of each component
C of F with vertex ξ(C) in P . Obviously, Y ∈ D(r). A tree Y obtained this way is
called a caterpillar. Let K(r) denote the set of caterpillars having diameter r, and so
K(r) ⊆ D(r).
Let K(r) be the graph obtained from disjoint path P with r ≥ 2 edges and a star
S by identifying a center vertex of P and a center of S. Clearly, K(r) is a caterpillar
and K(r) ∈ D(r). Let Kn(r) be graph K(r) with n vertices (see Figure 2). Let Dn(r)
denote the set of n-vertex graphs in D(r), and Kn(r) the set of n-vertex caterpillars
having diameter r.
2.16 Let L(r) denote the sets of trees having r leaves.
Let S(r), r ≥ 3, denote the set of trees T such that T has exactly one vertex of degree
r and every other vertex in T has degree at most two, and so S(r) ⊆ L(r). If r ≥ 2,
then we call the vertex of degree r in T the root of T . In other words, a tree T ∈ S(r)
if and only if it can be obtained from r disjoint paths Pi, 1 ≤ i ≤ r, having at least
two vertices by specifying one end-vertex of each path and identifying these specified
end-vertices of all paths. Let e(P1) ≤ . . . ≤ e(Pr) and put w(T ) = (e(P1), . . . , e(Pr)).
Obviously, every tree T in S(r) is uniquely defined (up to isomorphism) by w(T ).
Let M(r) denote the tree T in S(r) such that every e(Pi) in T , except possibly for
e(Pr), equals one.
Let L(r) denote the tree T in S(r) with the property: |e(Pi) − e(Pj)| ≤ 1 for every
8
Figure 3: M = Mn(r), where v(M) = n = 11 and lv(M) = r = 6.
Figure 4: L = Ln(r), where v(L) = n = 12 and lv(L) = r = 6.
1 ≤ i, j ≤ r.
Let Sn(r) denote the set of n-vertex graphs in S(r). We denote the n-vertex trees
M(r) and L(r) by Mn(r) and Ln(r), respectively.
For two trees T and D in Sn(r), let T >w D if w(T ) lexicographically less than w(D).
Obviously, >w is a linear order on Sn(r). In particular, if Mn(r) >w Tn >w Ln(r) for
every Tn ∈ Sn(r) \ {Mn(r), Ln(r)}.
Examples of graphs Mn(r) and Ln(r) are given on Figures 2 and 4.
2.17 Given x = (x1, . . . , xn) ∈ Rn and a permutation σ : {1, . . . , n} → {1, . . . , n}, let
σ[x] = (xσ(1), . . . , xσ(n)). A function f : Rn → R is called symmetric if f(x) = f(σ[x])
for every x ∈ R and every permutation σ : {1, . . . , n} → {1, . . . , n}. Let SF denote the
set of symmetric functions.
Let z and n be positive integers, z ≤ n, and X = {x1, . . . , xn}, where each xi is a
real number. Let
σz(X) =
∑{∏{xi : i ∈ Z} : Z ⊆ {1, . . . , n}, |Z| = z}.
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Function σz(X) is called the elementary symmetric polynomial of degree z in the variables
from X. Let σ(∅) = 1.
2.18 A symmetric functions f : Rn → R is said to be concave if it has the following
property
(∩): for every r, s ∈ {1, . . . , n}, r 6= s, and ε ≥ 0, if xr ≤ xs and each xi ≥ 0, then
f({xi : i ∈ {1, . . . , n} \ {xr}∪ {xr + ε}}) ≥ f({xi : i ∈ {1, . . . , n} \ {xs}∪ {xs + ε}}).
It is easy to see that every elementary symmetric polynomial is concave.
A symmetric functions f : Rn → R is said to be convex if it has the following property
(∪): for every r, s ∈ {1, . . . , n}, r 6= s, and ε ≥ 0, if xr ≥ xs and each xi ≥ 0, then
f({xi : i ∈ {1, . . . , n} \ {xr}∪ {xr + ε}}) ≥ f({xi : i ∈ {1, . . . , n} \ {xs}∪ {xs + ε}}).
For x = (x1, . . . , xn) ∈ Rn, let δk(x) =
∑{xki : i ∈ {1, . . . , n}}. Obviously, function
δk : Rn → R is convex. If f ≡ c for c ∈ R, then f is both convex and concave.
3 Preliminaries on Laplacian parameters of graphs
Let G be a graph with possible parallel edges but with no loops and let V = V (G) =
{v1, . . . , vn}. Let A(G) be the the symmetric n×n-matrix (aij), where each aii = 0 and
each aij, i 6= j, is the number of parallel edges with the end-vertices vi and vj. Let D(G)
be the (diagonal) n×n-matrix (dij), where each dii = d(vi, G) and dij = 0 for i 6= j. Let
L(G) = D(G) − A(G). Matrix L(G) is called the Laplacian matrix of G. Let X ⊂ V .
We need the following notation:
• GX is the graph obtained from G by identifying all vertices from X and removing
all loops (that may appear as a result of such identification),
• LX(G) denotes the matrix obtained from L(G) by removing the rows and columns
corresponding to every vertex x ∈ X, and so in particular, Lx(G) is the matrix
obtained from L(G) by removing the row and column corresponding to vertex x
of G, and
• f(G,X) denotes the number of spanning forests F of G such that every component
of F has exactly one vertex in X, and so the number t(G) of spanning trees of G
is equal to f(G, x) for every x ∈ V .
We start with the following classical Matrix Three Theorem (see, for example, [1,5]).
3.1 Let G be a graph with possible parallel edges. Then t(G) = det(Lx(G)) for every
vertex x in G.
From 3.1 we have the following generalization.
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3.2 [19, 34] Let G be a graph, V = V (G), and X ⊆ V (G). Then
t(GX) = f(G,X) = det(LX(G)).
Here is a more general version of the Matrix Tree Theorem. Let L(i,j)(G) denote the
matrix obtained from L(G) by removing i-th row and j-th column.
3.3 [19] Let G be a graph with possible parallel edges. Then
t(G) = (−1)i+jdet(L(i,j)(G)) for every i, j ∈ V (G),
i.e. t(G) equals every cofactor of L(G).
Here is yet another version of the Matrix Tree Theorem. Let, as before, V = V (G) =
{v1, . . . , vn} and let L¯(G) be the (n + 1) × (n + 1)-matrix obtained from L(G) = (li,j)
by adding the elements li,n+1 = 1 if i ∈ {1, . . . , n}, ln+1,j = 1 if j ∈ {1, . . . , n}, and
ln+1,n+1 = 0.
3.4 [11] Let G be a graph with possible parallel edges. Then t(G) = n−2det(L¯(G)).
Let L(λ,G) = det(λI − L(G) and Spctr(G) be the multi-set of the eigenvalues of
L(G). It is easy to see the following.
3.5 [19, 34] Let G ∈ G¯n. Then
(a1) L(G) is a positive semi-definite matrix and det(L(G)) = 0, and so
(a2) all eigenvalues of L(G) are non-negative real numbers:
Spctr(G) = (0 = λ0(G) ≤ λ1(G) . . . ≤ λn−1(G)), and
(a3) L(λ,G) = λP (λ,G), where P (λ,G) is a polynomial of degree n − 1 with the root
sequence (λ1(G) ≤ . . . ≤ λn−1(G)) (we denote it by Sp(G)):
P (λ,G) =
∑{(−1)scs(G)λn−1−s : s ∈ {0, . . . , n− 1}},
where cs(G) = σs(Sp(G)) for 0 ≤ s ≤ n− 1.
Let, as above, ∆(Gn) and δ(Gn) denote the maximum and the minimum vertex
degree of Gn, respectively, and λ(Gn) = λn−1(Gn).
3.6 [19, 29,34] G ∈ G¯n. Then
(a1) λ(G) ≤ max{d(x,G) + d(y,G) : x, y ∈ V (G), x 6= y},
(a2) λi(G) ≥ λi(G− e) for every e ∈ E(G) and i ∈ {1, . . . , n− 1}}, and so
(a3) λ(G) ≥ ∆(G) + 1 and λ1(G) ≤ δ(G).
We call P (λ,G) the Laplacian polynomial of G.
For a graph F , let γ(F ) =
∏{v(C) : C ∈ Cmp(F )} if F is a forest and γ(F ) = 0,
otherwise. Recall that F(G) is the set of spanning forests of G.
Using 3.2, we obtained the following combinatorial interpretation of the coefficients
of P (λ,G).
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3.7 [19, 21, 29, 34] Let G be a graph with n vertices, V = V (G), s an integer, and
0 ≤ s ≤ n− k, where k is the number of components of G. Then
cs(G) =
∑{t(GV−S) : S ⊆ V, |S| = s} =∑{f(G, V − S) : S ⊆ V, |S| = s} = ∑{γ(F ) : F ∈ F(G), e(F ) = s}.
Obviously, cs(G) = 0 for s ≥ min{e(G), v(G)− k}.
Let ∇(G) denote the number of triangles of G and δi[G] =
∑{d(v,G)i : v ∈ v(G)}.
From 3.7 we have, in particular:
3.8 [19, 29] Let G be a graph with n, and m edges. Then
(a0) c0(G) = 1,
(a1) c1(G) = δ1[G] = 2m,
(a2) c2(G) = 2m
2 −m− 1
2
δ2[G], and
(a3) c3(G) =
4
3
m3 − 2m2 − (m− 1)δ2[G] + 13δ3[G]− 2∇(G), and
(a4) cn−1(G) = nt(G) = (−1)n−1P (0, G).
The coefficients of the polynomial P (λ,G) satisfy the following recursion.
3.9 [19, 29] Let G be a graph with m edges. Then
(m− s)cs(G) =
∑{cs(G− e) : e ∈ E(G)} for s ∈ {0, . . . ,m}.
Given G ∈ Gmn , let Φ(λ,G) = λm−n+1P (λ,G) = λm−nL(λ,G). This modification of
the Laplacian polynomial of a graph has the following useful property.
3.10 [19,29] Let G be a graph and G′ obtained from G by adding some isolated vertices.
Then Φ(λ,G) = Φ(λ,G′).
Using 3.9, we obtained the following recursion for Φ(λ,G).
3.11 [19, 29] Φ(λ,G) = Φ(a,G) +
∑{∫ λ
a
Φ(t, G− u)dt : u ∈ E(G)}.
In [38] we proved the following important and frequently used Reciprocity Theorem
(that was later rediscovered and published several times).
Let, as above, [G]c = Kn − E(G), where G ∈ Gn.
3.12 [19, 38] Let G be a simple graph with n vertices. Then
(a1) λi(G) + λn−i([G]c) = n for every i ∈ {1, . . . , n− 1} or, equivalently,
(a2) P (λ, [G]c) = (−1)n−1P (n− λ,G).
Reciprocity Theorem 3.12 is a particular case of the following Reciprocity Theorem
for so called directed balanced graphs [33].
A simple directed graph (or digraph) D is a pair (V,E), where V is a non-empty set
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and E ⊆ [V ]2, where [V ]2 = {V × V \ {(x, x) : x ∈ V } (and so D has no parallel edges
and no loops). A digraph ~K◦ = (V, [V ]2) is called a simple complete digraph with the
vertex set V . A digraph
Dc = (V, [V ]2 \ E) = ~K◦ \ E is called the complement of D = (V,E).
Let V = V (D) = {v1, . . . , vn}. Let In(D) be the (diagonal) (V × V )-matrix (dij)
such that dii = din(vi) and dij = 0 for i 6= j. Let A(D) be the (V ×V )-matrix (aij) such
that aij = 1 if (vi, vj) ∈ E(D) and aij = 0 if (vi, vj) 6∈ E(D). Let
Lin(D) = In(D)−A(D) and Lout(D) = Out(D)−A(D). Clearly, [Lin(D)]> = Lout(D−1).
Let Lin(λ,D) = det(λI − Lin(D)) and Lout(λ,D) = det(λI − Lout(D)). We put
L(D) = Lin(D) and L(λ,D) = Lin(λ,D). Obviously, L(D) has an eigenvalue 0. Let
L(λ,D) = λP (λ,D), and so P (λ,D) is a polynomial. Let Sp(D) denote the set of all
n− 1 roots of P (λ,D). A digraph D is called balanced if din(v,D) = dout(v,D) 6= 0 for
every v ∈ V (D).
3.13 [33] Let D be a simple balanced digraph with n vertices. Then
(a1) there exists a bijection σ : Sp(D) → Sp(Dc) such that x + σ(x) = n for every
x ∈ Sp(D) or, equivalently,
(a2) P (λ,Dc) = (−1)n−1P (n− λ,D).
Moreover, the matrices L(D) and L(Dc) are simultaneously diagonalizable.
Furthermore, the following Reciprocity Theorem is true for all simple digraphs.
3.14 [33, 38] Let D be a simple digraph with n vertices. Then
(a1) P (λ,Dc) = (−1)n−1P (n− λ,D) or, equivalently,
(a2) there exists a bijection ε : Sp(D)→ Sp(Dc) such that e+ ε(e) = n for every
e ∈ Sp(D).
The Reciprocity Theorem 3.12 can also be generalized as follows.
3.15 [19] Let D = (V,E), D1 = (V,E1), and D2 = (V,E2) be a simple digraphs such
that E1 ∪E2 = E and E1 ∩E2 = ∅ (and so D = D1 ∪D2 is decomposed in two parts D1
and D2). Suppose that L(D1) L(D2) = L(D2) L(D1). Then there exist bijections
αj : Sp(D)→ Sp(Dj), j ∈ {1, 2}, such that α1(e) + α2(e) = e for every e ∈ Sp(D).
Theorem 3.15 can be further generalized for the case when G is decomposed into p
parts D1, . . . , Dp, p ≥ 2. Here is an extension the Reciprocity Theorem 3.12 to the
class of bipartite graphs.
3.16 [13] Let X and Y be finite disjoint sets, |X| = |Y | = s. Let B be the complete
(X, Y )-bipartite graph (and so v(B) = 2s = n). Suppose that B1 and B2 be (X, Y )-
bipartite graphs such that
(c1) B1 and B2 are edge disjoint and B1 ∪B2 = B and
(c2) B1 is an r-regular graph, and so B2 is an (s− r)-regular graph, and so
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V (B1) = V (B2) = V (B) = X ∪ Y .
Let Sp(Bj) = (λ1(Bj) ≤ . . . ≤ λn−1(Bj)) be the Laplacian spectra of Bj, j = 1, 2.
Then
(a1) λ2s−1(B1) + λ2s−1(B2) = 2s and
λi(B1) + λ2s−1−i(B2) = s for every i ∈ {1, . . . , 2s− 2} and, equivalently,
(a2) P (λ,B2) = (−1)2s−1(λ− 2s+ λ2s−1)((λ− s+ λ2s−1)−1P (s− λ,B1).
For example, let B = K3,3, B1 be a 6-vertex cycle in B, B2 = B \ E(B1), and so B2
is a 3-edge matching, B = B1 ∪B2, B1 is 2-regular, B2 is 1-regular, and s = 3. Then
Sp(B1) = (1, 1, 3, 3, 4) and Sp(B2) = {0, 0, 2, 2, 2}.
Therefore
λ5(B1) + λ5(B2) = 4 + 2 = 6 = 2s and
(λ1(B1), λ2(B1), λ3(B1), (λ4(B1)) + (λ4(B2), λ3(B2), λ2(B2), (λ1(B2)) =
(1, 1, 3, 3) + (2, 2, 0, 0) = (3, 3, 3, 3) = (s, s, s, s).
From 3.12 we have:
3.17 [19, 38] Let A, B, and G be simple graphs, v(G) = n, v(A) = a, and v(B) = b.
Then
(a1) 0 ≤ λ1(G) ≤ . . . ≤ λn−1(G) ≤ n,
(a2) cmp(G) = µ(0) and cmp(Gc) = µ(n) + 1, where µ(z) is the multiplicity of the
eigenvalue z of L(G),
(a3) P (λ,A+B) = λP (λ,A)P (λ,B), i.e. Φ(λ,A+B) = Φ(λ,A)Φ(λ,B), and
(a4) P (λ,A×B) = (λ− a− b)P (λ− b, A)P (λ− a,B).
Since nt(G) = cn−1(G) = (−1)n−1P (0, G), we have from 3.12 (a2):
3.18 [19, 38] Let G,F ∈ Gn. Then
(a1) t(Kn+r − E(G)) = (n+ r)r−1P (n+ r,G), and so
(a2) t(Kn − E(G)) = n−1P (n,G) =
∑{(−1)scs(G)nn−2−s : s ∈ {0, . . . , n− 1}}.
3.19 [19, 29] Equality (a2) in 3.18 is the inclusion-exclusion formula for the number
t(Kn − E(G)) of spanning trees of Kn avoiding the edges of its subgraph G.
Proof. Let F be a forest in Kn and t(Kn, F ) denote the number of spanning trees
in Kn containing F . Let
Σs(Kn) =
∑{t(Kn, F ) : F ∈ F(Kn), e(F ) = s}.
As we have shown in [28], t(Kn, F
s) = γ(F )nn−2−s. Therefore Σs(Kn) = cs(G)nn−2−s.
By 3.18 (a2),
t(Kn − E(G)) = Σ0 − Σ1 + · · ·+ (−1)sΣs + · · ·+ (−1)mΣm, where m = e(G). 
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Let G be a simple graph. Let Gl denote the line graph of G, i.e. V (Gl) = E(G) and
(a, b) ∈ E(Gl) if and only if edges a and b in G are adjacent. Let G˙ denote the graph
obtained from G by subdividing every edge e of G by exactly one vertex s(e). Let Gˇ
denote the graph obtained from G˙ by adding edge s(a)s(b) if and only if edges a and b
in G are adjacent.
3.20 [34] Let G be an r-regular graph with n vertices and mr edges (and so m = 1
2
nr).
Then
(a1) P (λ,Gl) = (λ− 2r)m−nP (λ,G),
(a2) P (λ, G˙) = (−1)n(λ− 2)m−nP (λ(r + 2− λ)), G), and
(a3) P (λ, Gˇ) = (λ− r − 1)n(λ− 2r − 2)m−nP (λ2−(r+2)λ
λ−r−1 , G).
From 3.8 (a4) and 3.20 we have:
3.21 [34] Let G be an r-regular graph with n vertices and mr edges (and so m = 1
2
nr).
Then
t(Gˇ) =
n
m+ n
2m−n(r + 1)m−1(r + 2)t(G),
t(G˙) =
n
m+ n
2m−n(r + 2)t(G),
and
t(Gl) =
n
m
2m−nrm−nt(G).
We will see below that threshold graphs (see definition 2.7) play a special role in
problems Tmin and Rmin as well as some other optimization problems. It is known that
a threshold graph is uniquely defined by its degree sequence.
For a connected threshold graph G with n vertices, there exists a partition of V (G) =
S ∪K into two disjoint sets S and K (with |S| = s, |K| = k, and so s + k = n) such
that K 6= ∅, G[S] has no edges, G[K] is a maximum complete subgraph of G, and there
is an ordering K = (x1, . . . , xk) of the vertices in K and an ordering S = (xk+1, . . . , xn)
of vertices in S such that i > j ⇒ N(xi, A) ⊆ N(xj, A). Let di = d(xi, G). Then
d1 ≥ . . . ≥ dn.
The recursive description of a threshold graph G allows to give the following explicit
formulas for the Laplacian spectrum Sp(G) and the number of spanning trees t(G) in
terms of the degree sequence of G.
3.22 [9, 19] Let G be a connected threshold graph. Then
(a1) Sp(G) = (d1 + 1 ≥ . . . ≥ dk−1 + 1 ≥ dk+1 ≥ . . . ≥ dn), where d1 + 1 = n,
(a2) t(G) = n−1
∏{di + 1 : i = 1, . . . k − 1} ×∏{dj : i = k + 1, . . . , n}, and
(a3) t(G) = dn(
n
n−1)
dn−1t(G− xn) = n−1kk−1
∏{dk+i( k+ik+i−1)dk+i : i = 1, . . . , s}.
It is also easy to prove the following.
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3.23 [9,19] Every threshold graph is uniquely defined by its Laplacian spectrum as well
as by its degree function.
3.24 [39], see also [34] Let G,F ∈ Gmn . Suppose that
(h1) each component of G is a complete graph and
(h2) isl(G) ≤ isl(F ).
Then G and F are isomorphic if and only if P (λ,G) = P (λ, F ).
The following example shows that condition (h2) in 3.24 is essential. Let G =
K6 + K10 and F a graph obtained from the line graph of K6 by adding an isolated
vertex. Then P (λ,G) = P (λ, F ) = λ(λ − 6)(λ − 10) and, obviously, G and F are not
isomorphic.
Notice that the description of our theorem 3.24 in [5], page 163, is incorrect, namely,
condition (h2) is missing.
It turns out that among totally decomposable graphs there are infinitely many non-
isomorphic L-cospectral graphs.
3.25 [39] (see also [34]) For every n ≥ 16 there exist totally decomposable graphs G
and F with n vertices such that G and F are not isomorphic and P (λ,G) = P (λ, F ).
Proof. Let A = gs−1 + (2g)gs−1 and B = 2gs, where s ≥ 2. Let G = A × Bc and
F = Ac ×B. Then G and F are totally decomposable, v(G) = v(F ) = 8s, G and F are
not isomorphic, and P (λ,G) = P (λ, F ). 
3.26 [19,38] Suppose that a graph G is obtained from disjoint simple graphs F1, . . . , Fk
by a series of operations + and ×. If every Fi has an integer Laplacian spectrum, then G
has also an integer Laplacian spectrum. In particular, every totally decomposable graph
has an integer spectrum.
In [31] we proved a more general result of this type for weighted graphs.
3.27 [19] Let G be a simple graph having n vertices and the Laplacian spectrum
{1, . . . , n− 1}. Then n ≥ 16.
Our proof of theorem 3.27 does not use any results obtained by computer except for
the table in [43] of some special graphs on 7 vertices.
Let T be a tree and d(x, y, T ) = d(x, y) be the number of edges in the path of T with
the ends x and y. Let
W (T ) =
∑{d(x, y) : {x, y} ⊆ V (T ), x 6= y}.
The parameter W (T ) is called the Weiner index of a tree T . The Weiner index turns
out to be a useful notion in organic chemistry [46].
Let T (x, y) be the graph obtained from T by identifying vertices x and y, x 6= y.
Then obviously, d(x, y, T ) = t(T (x, y)). Therefore from 3.5 and 3.7 we have:
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3.28 [19, 20,46] Let T be a tree with n vertices. Then
W (T ) = cn−2(T ) =
∑{t(TV−S) : S ⊆ V, |S| = n− 2} =∑{f(T, V − S) : S ⊆ V, |S| = n− 2} = ∑{γ(F ) : F ∈ F(T ), e(F ) = n− 2} =
σn−2(λ1(G), . . . , λn−1(T )).
4 Some operations on graphs
Let  be a partial order relation on a subset A of Gmn and Q : A → A a function on
A. We say that Q is an operation on A and that Q is -increasing on A (-decreasing
on A) if Q(G)  G (respectively, G  Q(G)) for every G ∈ A. We say that Q is a
-monotone operation on A if either Q is -increasing or -decreasing on A.
A function f : A → R induces the following quasy-linear order f : for G,G′ ∈ A,
let G f F if f(G) ≥ f(G′). In this case instead of f -increasing, f -monotone, etc.
we say simply f -increasing, f -monotone, etc.
A setQ of operations onA induces a partial order relation as follows: givenG,F ∈ A,
we define G Q F if F can be obtained from G by a series of operations from Q.
Obviously, a graph A in A is Q-minimal if and only if no operation from Q can be
applied to A.
We will use the following simple observation.
4.1 If Q is -increasing (-decreasing) operation on A, then for every G ∈ A there
exists A ∈ A such that A  G (respectively, G  A) and operation Q cannot be applied
to A (i.e. A is Q-minimal).
In [17,18,25–27] we introduced various operations on graphs that preserve the number
of vertices and edges of a graph and that are monotone with respect to some graph
parameters. Here are some of these operations [25,27].
Let H be a graph, x, y ∈ V (H), and x 6= y. We call xHy a two-pole with poles
x and y. Let uAv be another two-pole. Let G be obtained from disjoint xHy and
uAv by identifying x with u and y with v. Let Hxy(G) = (G − [x,X]) ∪ [y,X], where
X = Nx(A) \ (Ny(A) ∪ y) and Y = Ny(A) \ (Nx(A) ∪ x). We call the two-pole xHy
an (x, y)-hammock in G and call this operation the Hxy-operation or just a hammock
operation (see Figure 5).
A two-pole xHy is called symmetric if H has an automorphism α : V (G) → V (G)
such that α(x) = y and α(y) = x. We call the Hxy-operation symmetric if xHy is a
symmetric two-pole. Obviously, if u or v is an isolated vertex in A, then Hxy(G) is
isomorphic to G. Therefore, when applying this operation, we will always assume that
both u and v are not isolated vertices in A.
We call Hxy-operation an (x, y)-path operation or xPy-operation if xHy is an (x, y)-
path. Obviously, an (x, y)-path operation is symmetric.
If d(x,G) = d(x,H) + 1, then we call the Hxy-operation a close-door Hxy-operation.
The reverse of a close-door Hxy-operation is called an open-door Hxy-operation.
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Figure 5: Hxy-operation
A hammock operation is a particular case of more general operations in [25,27] (see
also 9.8 and 9.9 below).
One of possible specifications of the Hxy-operation is when V (H) = {x, y} (see Figure
6).
We call this simpler operation the♦xy-operation [25,27]. Obviously, the♦xy-operation
is symmetric.
We will also use the following particular case of the close-door ♦xy-operation [25,27].
Let G be a graph with three vertices x, y, z such that xz ∈ E(G) and yz 6∈ E(G). Let
G′ = G − xz + yz. We put G′ = Dxyz(G) if xz is the only edge in G incident to x and
say that G′ is obtained from G by the Dxyz-operation. We also call a Dxyz-operation a
close-door operation (it ‘closes’ the ‘door’ xz). Accordingly, the reverse of a close-door
operation is called an open-door operation.
The following is a natural generalization of the Hxy-operation [19, 20]. Let G be
a graph, x, y ∈ V (G), and x 6= y. Let K be an induced subgraph of G containing
x and y, and so xKy is a two-pole. Let X = Nx(G) − (V (K) ∪ Ny(G)) and Y =
Ny(G)− (V (K) ∪Nx(G)). Let [x,X] = {xv : v ∈ X} and [y,X] = {yv : v ∈ X}, and so
[x,X] ⊆ E(G) and [y,X] ∩ E(G) = ∅. Let G′ = Kxy(G) = (G− [x,X]) ∪ [y,X], and so
[y,X] ⊆ E(G′) and [x,X] ∩ E(G) = ∅. We say that Kxy(G) is obtained from G by the
Kxy-operation (see Figure 7).
Obviously, if X or Y is empty, then Kxy(G) = G. Therefore, when applying this
operation, we will always assume that both X and Y are not empty sets.
It turns out that under certain conditions on (G,K, x, y) some graph parameters are
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Figure 6: ♦xy-operation
Figure 7: Kxy-operation
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‘monotone’ with respect to this operation.
A Kxy-operation on G is called α-symmetric or, simply, symmetric if G− ([x,X]) ∪
[y, Y ]) has an automorphism α : V (G) → V (G) such that α(x) = y and α(y) = x,
α(z) ∈ V (K) for every z ∈ V (K) and α(v) = v for every v ∈ X ∪ Y , and so α(u) ∈
V (G−K) for every u ∈ V (G−K).
Clearly, Hxy(G) is obtained from G by the Kxy-operation, where xKy = xHy.
The above described operations proved to be very useful for “improving” some graph
characteristic and finding graphs with some extremal properties. It turns out that many
results on the Hxy-operation are also true for the Kxy-operation.
Here are some useful properties of the Kxy-operation.
4.2 Let (G,K, x, y) be as described above and let Gxy = Kxy(G). Then
(a1) V (Gxy) = V (Gyx), E(G) = E(Gxy), and there exists an isomorphism ω from Gxy
to Gyx such that ω(x) = y and ω(y) = x,
(a2) for a simple graph G, [Kxy(G)]c = (Kcyx)([G]c) and if the Kxy-operation on G
is α-symmitric, then the [K]cxy-operation on [G]c is also α-symmitric; in particular,
[♦xy(G)]c = ♦yx([G]c), and
(a3) If K∗ is the subgraph of G induced by V (K)∪(Nx(G)∩Ny(G), then Kxy(G) = K∗xy(G)
and the Kxy-operation on G is symmetric if and only if the K∗xy-operation on G is sym-
metric.
Obviously, the ♦-operation cannot be applied to a graph G (i.e. G is ♦-minimal)
if and only if for every two distinct vertices x, y of G either N(x,G)−{x, y} ⊆ N(y,G)
or N(y,G) − {x, y} ⊆ N(x,G), i.e. if and only if G is a vertex comparable graph (or,
the same, a threshold graph). Therefore we have:
4.3 [19,20] If G is a non-threshold graph, then there exists a threshold graph F obtained
from G by a series of ♦-operations.
It is easy to prove the following strengthening of 4.5.
4.4 [19, 20] If G is a connected non-threshold graph, then there exists a connected
threshold graph F obtained from G by a series of ♦-operations.
Thus, from 4.1 and 4.4 we have:
4.5 [19,20] Suppose that the ♦-operation is -decreasing. Then for every G in Gmn (in
Cmn ) and every clique K in G there exists F in Gmn (respectively, in Cmn ) such that F is
a threshold graph in Gmn (respectively, in Cmn ), F contains K, and G  F .
4.6 [19,20,27] Suppose that the close-door operation is -decreasing. Let G ∈ Cmn and
let G¨ be the graph obtained from G by adding m−n+1 isolated vertices. Then for every
spanning tree T of G there exists a tree D with m edges such that T is a subgraph of D
and D  G¨.
20
Theorem 4.6 follows from the fact that there exists a series of open-door operations
that transforms G¨ to a tree D with e(G) edges and with T ⊆ D.
4.7 [19,20,27] Suppose that the ♦-operation is -decreasing. Let F be a simple graph
with no isolated vertices, with r edges, and with at most n vertices. Then
(a1) Kn−E(rP 1)  Kn−E(P 2 + (r−2)rP 1)  Kn−E(F ) for every F not isomorphic
to rP 1 or P 2 + (r − 2)P 1 and for r ≤ n/2 and
(a2) Kn − E(F )  Kn − E(Sr) for every F not isomorphic to Sr and for r ≤ n− 1.
The similar claims are true for a -increasing ♦-operation.
5 Definitions of some posets of graphs
We will first describe some Laplacian posets, namely some partial order relations
on Gm and Gmn related with the Laplacian polynomials of graphs [17, 18, 26, 29]. Let
ν(G,F ) = max{v(G), v(F )}. We remind that
P (λ,G) =
∑{(−1)scs(G)λn−1−s : s ∈ {0, . . . , n− 1}} and
Φ(λ,G) = λm−n+1P (λ,G). where n = v(G).
Let s and r be non-negative integers and x be a real number. We write:
(τ) G τs F if t(Ks+r−E(G)) ≥ t(Ks+r−E(F )) for every integer r ≥ 0 and s ≥ ν(G,F )},
G τs F if G τs F and t(Ks+r − E(G)) > t(Ks+r − E(F )) for some r ≥ 0, and
G τs F if G τs F and t(Ks+r − E(G)) > t(Ks+r − E(F )) for every r ≥ 0.
(p) G px F if v(G) = v(F ) and P (λ,G) ≥ P (λ, F ) for every λ ≥ x,
G px F if G px F and P (λ,G) > P (λ, F ) for some λ ≥ x, and
G px F if G px F and P (λ,G) > P (λ, F ) for every λ ≥ x,
(φ) G φx F if Φ(λ,G) ≥ Φ(λ, F ) for every λ ≥ x,
G φx F if G φx F and Φ(λ,G) > Φ(λ, F ) for some λ ≥ x, and
G φx F if G φx F and Φ(λ,G) > Φ(λ, F ) for every λ ≥ x,
(c) G c F if v(G) = v(F ) = n, cs(G) ≥ cs(F ) for every s ∈ {2, . . . , n− 1)} and
G c F if G c F and cs(G) > cs(F ) for some s ∈ {2, . . . , n− 1},
(t) G t F if t(G) ≥ t(F ) and G t F if t(G) > t(F ),
(λ) G λ F if λ(G) ≥ λ(F ) and G λ F if λ(G) > λ(F ),
(∞) G ∞ F if there exists a number N such that P (λ,G) ≥ P (λ, F ) for λ ≥ N .
If v(G) = v(F ) = n, we write p instead of pn and τ instead of τn. If G φx F
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and x = max{λ(G), λ(F )}, we write φ instead of φx, and so in this case λ(G) ≤ λ(F ).
Notice that if v(G) = v(F ), then relations px and φx are the same and φ ⇒ p.
Now we will describe some other posets on graphs. Let Rk(p,G) denote the prob-
ability that the random graph (G, p) has at most k components. Let aks(G) is the
number of spanning subgraphs of G with s edges and at most k components (and so
fk(G) = a
k
n−k(G) is the number of spanning forests of G with exactly k components).
Then obviously,
Rk(p,G) =
∑{aks(G)psqm−s : s ∈ {n− k, . . . ,m}}.
Let A(λ,G) denote the characteristic polynomial of the adjacency matrix A(G) of a
graph G. Let h0(G) and h1(G) denote the number of Hamiltonian cycles and Hamilto-
nian paths in G, respectively.
Let G,F ∈ Gmn . We write:
(a) G a(k) F if aks(G) ≥ aks(F ) for every s ∈ {n− k, . . . ,m},
(r) G r(k) F if Rk(p,G) ≥ Rk(p, F ) for every p ∈ [0, 1],
G r(k) F if Rk(p,G) > Rk(p, F ) for every p ∈ (0, 1),
(α) G α F if α(G) ≤ α(F ) and A(λ,G) ≥ A(λ, F ) for λ ≥ α(G),
G α F if G α F and A(λ,G) > A(λ, F ) for some λ ≥ α(F ), and
G α F if G α F and A(λ,G) > A(λ, F ) for all λ ≥ α(F ), and
(h) G hi F if hi(G) ≥ hi(F ) for i ∈ {1, 2}.
Put as(G) = a
1
s(G), R(p,G) = R
1(p,G), and let r be r(1). Notice that
an−1(G) = t(G) = n−1cn−1(G), where (−1)n−1cn−1(G) is the last coefficient of P (λ,G).
For G,F ∈ Gmn and z ∈ {c, p, λ, t, a, r,∞}, we write G z F if G z F if G z F
and F z G. We also write G α,β F instead of G α F and G β F .
In order to define relation c on Gmn we need the following simple observation.
For G,F ∈ Gmn , G and F are called Cmp-cospectral if both G and F are forests and
there exists a bijection σ : Cmp(G) → Cmp(F ) such that v(C) = v(σ(C)) for every
C ∈ Cmp(G). It is easy to see that if G and F are Cmp-cospectral, then
cm(G) = cm(F ) = γ(F ).
Now in view of 3.8 we define c on Gmn as follows: G c F if cs(G) > cs(F ) for
every s ∈ {2, . . . ,m − 1} in case G and F are Cmp-cospectral, and cs(G) > cs(F ) for
every s ∈ {2, . . . , n− 1} in case G and F are not Cmp-cospectral.
5.1 Let G,F ∈ Gmn . Then
(a1) G φ F ⇒ G λ F and G φ F ⇒ G ≺λ F ,
(a2) G φ F ⇒ G p F ⇒ G τ F ⇒ G ∞ F ,
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(a3) G φ F ⇔ G c F ⇔ G p F ⇔ G τ F ⇔ G ∞ F ⇔ P (λ,G) ≡ P (λ, F ),
(a4) φ, c, p, τ , a(k), r are partial quasi-order relations and t, λ, ∞, hi
are linear quasi-order relations on Gmn , and
(a5) G a(k) F ⇒ G r(k) F , G r(k) F ⇒ akn−k(G) ≥ akn−k(F ), and
G r(k) F ⇔ Rk(p,G) ≡ Rk(p, F ).
Proof. By 3.12 (a2), G φ F ⇒ G p F . By 3.18, G p F ⇒ G τ F . All other
claims above are obvious. 
It is interesting to compare relations c and p. Let
P+(λ,G) =
∑{(−1)2rc2r(G)λn−1−2r : r ∈ {0, . . . , d12ne} and
P−(λ,G) =
∑{(−1)2r+1c2r+1(G)λn−2r : r ∈ {0, . . . , d12ne − 1}.
We call P+(λ,G) and P−(λ,G) the positive and the negative part of P (λ,G), respec-
tively. If G,F ∈ Gmn and G c F , then both positive and negative parts of P (λ,G) are
greater or equal to the positive and negative parts of P (λ, F ), respectively, for λ ≥ 0.
Therefore it is very possible and not a surprise at all that there are pairs G,F ∈ Gmn such
that G p F but G 6c F or G c F but G 6p F or, moreover, G p F but F c G. It
is more surprising when both G c F and G p F . Here are two examples illustrating
the above observation.
Example 1. Let F be a star with the center vertex c and with at least three edges
and let G be obtained from F−u by by adding a new edge between two vertices adjacent
to c. Then G,F ∈ Gmn for some n = m+ 1 ≥ 4, and G exactly one triangle, an isolated
vertex, exactly two components. It is easy to show that G p F . It is also easy to show
that c2(G)− c2(F ) = 2m− 6 > 0, cn−1(G) = 0, and cn−1(F ) = n. Therefore G 6c F .
Example 2. Let G be the graph having three components, namely, a triangle and
two one edge components. Let F be the graph two components, namely, P3 and P4.
Then P (λ,G) = λ2(λ− 2)2(λ− 3)2 = λ2(λ4 − 10λ+ 37λ2 − 60λ+ 36) and
P (λ, F ) = λ(λ− 1)(λ− 2)(λ− 3)((λ− 2)2− 2) = λ(λ5− 10λ4 + 37λ3− 62λ2 + 46λ− 12).
Therefore G p F and F c G.
As we will see below, the symmetric operations described in Section 4 turn out to be
monotone with respect to almost all relations on graphs mentioned in this Section and
in Section 8.
Let ∈ {a(k),c,p,τ ,r(k),t,α,hi ,∞}. In particular, we will have:
5.2 Let G′ be a graph obtained from a graph G by a ♦-operation. Then G  G′.
6 On Laplacian posets of graphs
In this section we will describe some results on the monotonicity of the operations
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defined in Section 4 with respect to some Laplacian posets in Section 5 and on the
problems Tmax and Tmin of finding graphs with the maximum and minimum number of
spanning trees among the graphs of the same size, respectively. Since t(G) is propor-
tional to R(p,G) for p close to zero, some results in Section 7 on R(p,G) provide the
corresponding results on t(G) (see, for example, 7.9).
Using 3.5 (a3) we can prove the following inequalities.
6.1 [19, 34] Let G ∈ G¯mn . Then
(a1) cs(G) ≤ (2m/n)s
(
n−1
s
)
, and in particular,
(a2) cs(G) ≤ cs(Kn) for every s ∈ {0, . . . , n− 1}, and so
(a3) Kn c G, and moreover, Kn c G for G not isomorphic to Kn.
Given a symmetric function δ : Rn → R and a graph G, let δ[G] = δ({d(v,G) : v ∈
V (G)}. In particular, let δs[G] =
∑{d(v,G)s : v ∈ V (G)}.
6.2 [19, 20] Let G,F ∈ Gmn and F be obtained from G by a symmetric hammock-
operation. Let δ : Rn → R be a convex symmetric function. Then δ[G] ≤ δ[F ], and so,
in particular, δs[G] ≤ δs[F ] for every positive integer s.
6.1 Some results on relations t, τ , and p
6.3 [19, 27] Let G,G′ ∈ Gmn and F be obtained from G by a symmetric Hxy-operation.
Then
(a1) t(G) ≥ t(G′) and
(a2) t(G) = t(G′) if and only if G is isomorphic to G′ or x is a cut vertex in G.
From 4.5, 6.2, and 6.3 we have:
6.4 [19,20] For every G ∈ Gmn and a clique K in G there exist threshold graphs F ′ and
F ′′ in Gmn containing K and such that t(G) ≥ t(F ′) and δ[G] ≤ δ[F ′′], where δ : Rn → R
is a convex symmetric function.
Since a ♦-operation is a particular case of an H-operation, the claim of 6.3 is also
true for a ♦-operation. Therefore from 4.2 (a2) and 6.3 we have:
6.5 [19, 27] Let G,F ∈ Gmn and F be obtained from G by a ♦-operation. Then
t([G]c) ≥ t([F ]c).
From 3.11 and 6.5 we have:
6.6 [19, 20] Let G be a graph and G′ be obtained from G by a ♦-operation.
Then G τ G′.
The following is a generalization of 6.6 for an H-operation and p.
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6.7 [19] Let G be a graph and G′ be obtained from G by a symmetric H-operation.
Then G p G′.
From 4.7 and 6.5 we have, in particular, the following characterization of graphs
with n vertices and e(Kn) − r edges having the maximum number of spanning trees
provided r ≤ n/2. We recall that rP 1 is a graph-matching with r edges and P 2 + kP 1
is a disjoint union of the 2-edge path P 2 and the k-edge matching.
6.8 [19, 27, 29] Let F be a simple graph with no isolated vertices and with r edges.
Suppose that F is not isomorphic to rP 1 or P 2 + (r − 2)P 1. Then
t(Kn − E(rP 1)) > t(Kn − E(P 2 + (r − 2)P 1) > t(Kn − E(F ))
for every n and r such that r ≤ n/2.
In [23] we were able to obtain more general result by giving a complete characteriza-
tion of graphs with n vertices and
(
n
2
)−r edges having the maximum number of spanning
trees, where r ≤ n. The proof of this result uses essentially some of the above operations
and some more delicate p-monotone operations for special classes of graphs [17].
Here is the description of all graphs with n vertices,
(
n
2
)−n edges and the maximum
number of spanning trees.
6.9 [23] Let Q ∈ Gnn . Suppose that t(Kn − E(Q)) ≥ t(Kn − E(F )) for every F ∈ Gnn .
Then
(a0) if n = 0 mod 3, say n = 3k and k ≥ 1, then Q = kO3,
(a1) if n = 1 mod 3, say n = 3k + 1 and k ≥ 1, then Q = O4 + (k − 1)O3, and
(a2) if n = 0 mod 3, say n = 3k + 2 and k ≥ 1, then Q = O5 + (k − 1)O3.
Let, as above, Sr be the graph-star with r edges. From 4.7 and 6.5 we have, in
particular:
6.10 [19,29] Let F be a simple graph with no isolated vertices, with r edges, and with
at most n vertices. Suppose that F is not isomorphic to Sr. Then t(Kn − E(F )) >
t(Kn − E(Sr)) for every n and r such that r ≤ n− 1.
From 4.6 and 6.5 we have, in particular:
6.11 [19, 27] Let G be a connected graph. Then for every spanning tree T of G there
exists a tree D with e(G) edges such that D contains T and D τn G, where n = e(G)+1.
As above, P is a path, O is a cycle, S is a star, and K−4 is obtained from K4 by
deleting one edge. Also let Z be obtained from a star S by adding a new vertex x and
a new edge between x and a leaf of S and let W be a windmill, i.e. W is obtained from
a star S with at least two edges by adding an edge between two leaves of S.
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6.12 [23] Let Gm be a graph with m edges. Suppose that in each claim below Gm is
not isomorphic to any of the special graphs listed in this claim. We write p instead
of pn, where n = 2m.
(a1) If m ∈ {2, 3, 4}, then
2P 1 p P 2,
3P 1 p P 1 + P 2 p P 3 p O3 p S3, and
4P 1 p 2P 1 + P 2 p P 1 + P 3 p P 1 +O3 p P 4 p P 1 + S3 p O4 p Z4
p W 4 p S4.
(a2) For m = 5, Z5 ∞ K−4 and (Z5, K−4 ) is the only p-incomparable pair of graphs.
(a3) If m ≥ 6, then
mP 1 p (m− 2)P 1 + P 2 p (m− 4)P 1 + 2P 2 p (m− 3)P 1 + P 3 p
(m− 3)P 1 +O3 p (m− 6)P 1 + 3P 2 p (m− 5)P 1 + P 2 + P 3 p (m− 4)P 1 + P 4
p Gm p Wm p Sm.
(a4) If m ≥ 7, then Gm p Zm p Wm p Sm.
The following is a generalization of 6.6 for (Gmn ,p).
6.13 [19, 20] Let G be a simple graph and G′ be obtained from G by a ♦-operation.
Then G p G′.
Obviously, G− e τ G. It turns out that this inequality remains true for p.
6.14 [19, 20] Let G be a simple graph and e an edge of G. Then
(λ− 1)P (λ,G− e) > λP (λ,G) for λ ≥ n, and so G− e p G.
Here are some results on p-comparison of n-vertex trees that we were able to
prove using the tree operations from [26]. Notice that if G and F are trees with the
same number of vertices, then P (λ,G) = Φ(λ,G).
Let T (a, b, c) denote the tree T from S(r) with w(T ) = (a, b, c), where a ≤ b ≤ c.
6.15 [26] Let Tn be a tree with n vertices. The trees are numbered according to the
Harary list of Tn with n ≤ 10 (see [10]).
(a1) If 1 ≤ n ≤ 9, then p is a linear order on Tn. In particular, we have:
(a1.1) the p-order of the trees in T7 is
1, 2, 3, 4, 9, 10, 5, 6, 11, 7, 8,
(a1.2) the p-order of the trees in T8 is
1, 2, 3, 5, 4, 13, 14, 17, 16, 15, 23, 6, 7, 8, 18, 20, 19, 22, 9, 10, 21, 11, 12, and
(a1.3) the p-order of the trees in T8 is p-order is
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1, 2, 3, 4, 5, 6, 19, 20, 23, 22, 21, 24, 26, 25, 27, 44, 42, 45, 7, 8, 9, 10, 11, 28, 30
29, 40, 39, 31, 38, 32, 46, 47, 33, 41, 12, 13, 14, 37, 35, 36, 42, 15, 16, 34, 17, 18.
(a2) There are p-non-comparable trees in T10.
(a3) If n ≥ 10, then in Tn there exist four successively p-best and six successively
φ-worst trees (see Figure 8), and in particular,
Pn p T (1, 1, n− 3) p T (1, 2, n− 4) p T (1, 3, n− 5) p Tn p Zn p Sn,
where Tn is not isomorphic to any of the special trees listed above.
Here are some more details on p-comparison of n-vertex trees with n ≤ 10.
6.16 Let Tn be a tree with n vertices. The trees are numbered according to the Harary
list of Tn with n ≤ 10 (see [10]).
(a1) If 1 ≤ n ≤ 7, then p = φ = c.
(a2) In T8 p = px for x = 5, 6639 but p 6= φ, namely, there are two
φ-non-comparable pairs (4, 13) and (8, 18) of trees in T8, namely, λ(8) = 5.236,
λ(18) = 5.125, and 0 ≤ L(λ, 8) < L(λ, 18) for λ(8) ≤ λ < x, L(x, 8) = L(x, [18]), and
L(λ, 8) > L(λ, 18) for λ > x. There is one c-non-comparable pair (16, 6) in T8,
namely, c0(16) = c0(6) = 1, c1(16) = c1(6) = 14, c5(16) = c5(6) = 204, c7(16) = c7(6) =
8, ci(16) < ci(6) for 2 ≤ i ≤ 4, and c6(16) > c6(6).
(a3) In T9 p = px for x = 6.842 but p 6= φ. There are 26
φ-non-comparable pairs of trees in T9, for example, pair (14, 37) is one of them,
namely, x = 6.84129 is the “crossing point” for pair (14, 37), λ(14) = 6.147,
λ(37) = 6.062, 0 ≤ L(λ, 14) < L(λ, 37) for λ(14) ≤ λ < x, L(x, 14) = L(x, 37), and
L(λ, 14) > L(λ, 37) for λ > x.
(a4) (71, 82), (70, 82), and (69, 82) are p-non-comparable pairs of trees in T10. In
particular,
x = 11.4772 > 10 is the “crossing point” for pair (71, 82), namely, λ(71) = 7.119,
λ(82) = 6.702, 0 ≤ L(λ, 71) < L(λ, 82) for λ(71) ≤ λ < x, L(x, 71) = L(x, 82),
and L(λ, 71) > L(λ, 82) for λ > x.
6.2 Some results on relation φ
Using the recursion 3.11 we proved by induction the following inequalities.
6.17 [19, 29] Let Gm be a graph with m edges not isomorphic to any of the special
graphs listed below. Then mP 1 φ P 2 + (m− 2)P 1 φ Gm φ Sm.
6.18 [19,26] Let Gm be a connected graph with m ≥ 4 edges. If Gm is not a path, then
Pm φ Gm.
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Figure 8: Four p-“best” and six p-“worst” trees in Tn, n ≥ 9.
In [26] we were able to find an inductive proof of 6.18 using 3.11. On the other
hand, we found some φ-increasing operations on trees that allow us to give another
proof of 6.18 and some other results on the poset (Tn,φ). It turns out that the revers
of an (x, y)-path operation is one of φ-increasing operations on trees and that every
tree Tn which is not a path can be transformed to the path Pn by a series of such
operations. Later we used these methods to prove similar results for the poset (Gmn ,c).
In particular, we found that some of the above mentioned φ-increasing operations on
trees are also c-increasing operations (see 6.52 below).
Using 3.11 we obtain from 6.18:
6.19 [26] Let Gm be an edge 2-connected graph with m ≥ 5 edges. If Gm is not a cycle,
then Om φ Gm.
6.20 [26] Let i and j be positive integers such that 2 ≤ j + 1 ≤ i− 1. Then
Φ(λ, Pi−1 + Pj+1) > Φ(λ, Pi + Pj) for λ ≥ 4, i.e. Pi−1 + Pj+1 φ4 Pi + Pj.
In [30] (which is a continuation of [26]) we obtained similar φx-comparison results
for some other classes of graphs. In particular, we extended 6.20 to the class of graphs
whose each component is either a path or a cycle. Here are some of these results.
We remind that if G φx F for x = max{λ(G), λ(F )}, we write φ instead of φx,
and so in this case λ(G) ≤ λ(F ). Also notice that 3 ≤ λ(O2s+1) < λ(O2k) = 4.
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6.21 [30] Let n and k be integers such that n ≥ 2 and k ≥ 0. Then
(a0) O2n−1 +O2n+1 φ O4n φ 2O2n,
(a1) O2n−2k−3 +O2n+2k+3 φx O2n−2k−1 +O2n+2k+1 φx O2n−1 +O2n+1 for
n ≥ k + 3 and x = 4.05, and
(a2) 2O2n φ O2n−2k +O2n+2k φ O2n−2k−2 +O2n+2k+2 for n ≥ k + 3.
6.22 [30] Let n and k be integers such that n ≥ 1 and k ≥ 0. Then
(a0) 2O2n+1 φ O4n+2 φ O2n +O2n+2,
(a1) O2n−2k−1 +O2n+2k+3 φx O2n−2k+1 +O2n+2k+1 φx 2O2n+1 for n ≥ k + 1 and
x = 4.05, and
(a2) O2n +O2n+2 φ O2n−2k +O2n+2k φ O2n−2k−2 +O2n+2k+2 for n ≥ k + 3.
6.23 [30] Let n and k be integers such that n ≥ 2 and k ≥ 0. Then
(a0) O2n−1 +O2n+2 φx O4n+1 φ O2n +O2n+1 for x = 4.133,
(a1) O2n−2k−1 +O2n+2k+2 φ O2n−2k+1 +O2n+2k φ O2n−1 +O2n+2 for n ≥ k + 2,
and
(a2) O2n−1+O2n+2 φ O2n+O2n+1 φ O2n−2k+O2n+2k+1 φ O2n−2k−2+O2n+2k+3
for n ≥ k + 2.
6.24 [30] Let n and k be integers such that n ≥ 2 and k ≥ 0. Then
(a0) O2n−1 +O2n φx O4n−1 φ O2n−2 +O2n+1 for x = 4.325,
(a1) O2n−2k−1 +O2n+2k φ O2n−2k+1 +O2n+2k−2 φ O2n−1 +O2n for n ≥ k + 2,
and
(a2) O2n−1+O2n φ O2n−2+O2n+1 φ O2n−2k+O2n+2k−1 φ O2n−2k−2+O2n+2k+1
for n ≥ k + 2.
We also obtain similar results for graphs On + Pk. Here are some of them.
6.25 [30] Let n and k be integers such that n ≥ 2 and k ≥ 2. Then
(a1) if n ≥ 2k + 1, then P2k +O2n+1 φx P2k+1 +O2n+1 for x ≥ 4.74,
(a2) if k ≤ n < 2k + 1, then P2k+1 +O2n+1 φx P2k +O2n+1 for x > 4 and
(a3) if n < k, then P2k +O2n+1 φx P2k+1 +O2n+1 for x ≥ 4.
6.26 [30] Let n and k be integers such that n ≥ 2 and k ≥ 2. Then
(a1) if n < k or n ≥ 2k, then P2k+1 +O2n φx P2k−1 +O2n+2 for x > 4 and
(a2) if k ≤ n < 2k, then P2k−1 +O2n+2 φx P2k+1 +O2n for x > 4.
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6.27 [30] Let n and k be integers such that n ≥ 2 and k ≥ 1. Then
P2k+2 +O2n φx P2k +O2n+1 for x > 3.5.
6.28 [30] Let n and k be integers such that n ≥ 2. Then
P2n−3 +O4 φx P1 +O2n for x > 4.
From 6.21 - 6.24 we have the following corollaries.
6.29 [30] All inequalities in 6.21 - 6.24 remain true if the relations φ and φx
are replaced by p.
6.30 [30] Let Mn be a φx-maximal 2-regular graph in Gnn for x = 4.05. Then
(a0) if n = 0 mod 3, say n = 3k and k ≥ 1, then Mn = kO3,
(a1) if n = 1 mod 3, say n = 3k + 1 and k ≥ 1, then Mn = O4 + (k − 1)O3, and
(a2) if n = 2 mod 3, say n = 3k + 2 and k ≥ 1, then Mn = O5 + (k − 1)O3.
6.31 [30] Let Wn be a φ-minimal 2-regular graph in Gn. Then
(a0) if n = 0 mod 4, say n = 4k and k ≥ 1, then Wn = kO4,
(a1) if n = 1 mod 4, say n = 4k + 1 and k ≥ 1, then Wn = O5 + (k − 1)O4,
(a2) if n = 2 mod 4, say n = 4k + 2 and k ≥ 1, then Wn = O6 + (k − 1)O4, and
(a3) if n = 3 mod 4, say n = 4k + 3 and k ≥ 1, then Wn = O7 + (k − 1)O4.
6.32 [30] Let BM2n be a φ-maximal bipartite 2-regular graph in G2n.
Then BM2n = O2n.
6.33 [30] Let BW2n be a φ-minimal bipartite graph in G2n. Then
(a0) if n = 0 mod 2, say 2n = 4k and k ≥ 1, then BW2n = kO4 and
(a1) if n = 1 mod 2, say 2n = 4k + 2 and k ≥ 1, then BW2n = O6 + (k − 1)O4.
Now using 3.8(a4) and Reciprocity Theorem 3.12 we have from 6.29 - 6.31:
6.34 [30] Let F be a 2-regular graph with 2n vertices (and so every component of F
is an even cycle). Suppose that F is not isomorphic to Mn in 6.30 or to Wn in 6.31.
Then
t(Kn+s \ E(Mn)) > t(Kn+s \ E(F )) > t(Kn+s \ E(Wn))
for every non-negative integer s.
Also using 3.8(a4) and Reciprocity Theorem 3.16 for regular bipartite graphs we
obtain from 6.29, 6.32, and 6.33 the description of regular bipartite graphs with 2n
vertices and n2 − 2n edges having the maximum and the minimum number of spanning
trees:
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6.35 [19] Let B be a 2-regular bipartite graph with 2n vertices (and so every component
of B is an even cycle). Suppose that B is not a cycle and not isomorphic to BW2n in
6.33. Then
t(Kn,n \ E(BM2n)) > t(Kn,n \ E(B)) > t(Kn,n \ E(BW2n)).
We were also able to prove the following inequalities in addition to 6.16 (a3).
6.36 [19] If m ≥ 4, then Pm φ Om φ T (1, 1,m− 2).
Using some φ-monotone operations on n-vertex trees from [26], we have obtained
the following two theorems on the posets (Dn(r),φ) and (Ln(r),φ) (see the definitions
in 2.15 and 2.16). It turns out that similar results hold for c as well (see 6.70 and
6.71).
Let δ′(G) be the minimum non-leaf vertex degree in G.
6.37 [19, 20] Let r ≥ 3 and n ≥ r + 2.
(a1) for every D ∈ Kn(r) \ Kn(r) there exists Y ∈ Kn(r) such that D φ Y ,
(a2) D φ Kn(r) for every D ∈ Kn(r) \ {Kn(r)}, and therefore, (from (a1) and (a2)),
(a3) D φ Kn(r) for every D ∈ Dn(r) \ {Kn(r)},
(a4) (Dn(3),φ) is a linear order poset, namely, for T, T ′ ∈ Dn(3) we have:
T φ T ′ ⇔ δ′(T ) > δ′(T ′), and
(a5) (Dn(4),φ) is a linear poset, namely, for T, T ′ ∈ Dn(4) we have:
T φ T ′ ⇔ T >u T ′.
6.38 [19, 20] Let r ≥ 3 and n ≥ r + 2. Then
(a0) Ln(r) φ Ln(r + 1) for every r ∈ {2, . . . , n− 2},
(a1) (Sn(r),φ) is a linear poset, namely, for T, T ′ ∈ Sn(r) we have:
T φ T ′ ⇔ T >w T ′,
(a2) Mn(r) φ L for every L ∈ Sn(r) \ {Mn(r)},
(a3) for every L ∈ Ln(r) \ Sn(r) there exists Z ∈ Sn(r) such that L φ Z, and
(a4) L φ Ln(r) for every L ∈ Sn(r) \ {Ln(r)}, therefore (from (a3) and (a4))
(a5) L φ Ln(r) and, in particular, λ(L) > λ(Ln(r)) for every L ∈ Ln(r) \ {Ln(r)}.
Let T be an n-vertex tree of maximum degree r. Then T can be transformed by
some φ-increasing operations from from [26], to an n-vertex star-tree S with r leaves.
Therefore by 6.38 (a2), we have:
6.39 [19] Let T be an n-vertex tree of maximum degree r and T is not isomorphic to
Mn(r). Then Mn(r) φ T .
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As we mentioned in 5.1 (a1), G φ F ⇒ G λ F and G φ F ⇒ G ≺λ F .
Therefore, the replacement of φ by λ and φ by ≺λ in any theorem results in
another correct theorem. For example, from 6.17 and 6.18, we have, in particular:
6.40 [19, 26] Let Gm be a graph with m edges and with no isolated vertices.
(a1) if Gm is not isomorphic to Sm, then λ(Gm) < λ(Sm),
(a2) if m ≥ 4 and Gm has a vertex of degree at least three, then λ(Pm) < λ(Gm),
and so
(a3) if Gm is a tree not isomorphic to Pm or Sm, then λ(Pm) < λ(Tm) < λ(Sm).
Here is an alternative proof of 6.40.
Proof. We prove (a1). Obviously, λ(Sm) = m + 1. Let Q be a component of Gm
with the maximum number of vertices. Let v(Q) = n′. Then n′ ≤ m+ 1. By 3.17 (a1),
λ(Gm) ≤ n′. If n′ < m + 1, then we are done. Therefore let n′ = m + 1. Then Q is
a tree with m edges. Since Gm has no isolated vertices, clearly Q = Gm. Hence Q is
a tree not isomorphic to Sm. Then the complement of Q is connected. Thus, by 3.12,
λ(Q) < n′ = m+ 1.
Now we prove (a2). Since Gm has a vertex of degree at least three, λ(Gm) ≥ 4, by
3.6 (a3). By 3.6 (a1), λ(Pm) ≤ 4, and so λ(Pm) ≤ λ(Gm). It is known [5] that
λ(Pm) = 4 sin2( m
2m+2
pi). Thus, λ(Pm) < 4 ≤ λ(Gm). 
Claim (a2) in 6.40 also follows from 6.41 below.
There are infinitely many examples showing that theorem 6.14 on thep-monotonicity
of the ♦-operation is not true if p is replaced by φ. However, it may be true under
some additional condition.
6.41 [19] Let G ∈ G and G′ be obtained from G by the ♦x,y-operation. Suppose that
G is a connected graph and G′ is a bipartite graph. Then
(a1) λ(G) ≤ λ(G′), and moreover,
(a2) G φ G′.
Proof (uses 3.6, 3.11, 9.11, and 9.12). Let L+(G) = D(G) +A(G) and λ+(G) the
maximum eigenvalue of L+(G).
Since G is a connected graph, we have from Theorem 8.4.5 in [12]:
Claim 1. λ(G) ≤ λ+(G).
(p1) We prove claim (a1) in our theorem. By Claim 1, λ(G) ≤ λ+(G). By 9.11 below,
λ+(G) ≤ λ+(G′). Since G′ is a bipartite graph, by 9.12, λ+(G′) = λ(G′). Thus,
λ(G) ≤ λ+(G) ≤ λ+(G′) = λ(G′).
(p2) Now we prove claim (a2) in our theorem.
Let X = N(x,G) \ (N(y,G) ∪ y) and Y = N(y,G) \ (N(x,G) ∪ x). Obviously,
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e(G) = e(G′). For e ∈ E(G) let α(e) = e if e 6∈ [x,X] and ε(e) = e′ if e = xs ∈ [x,X]
and e′ = ys for some s ∈ X. Since G′ is obtained from G by the ♦x,y-operation, ε is a
bijection from E(G) to E(G′). By definition of φ, G φ G′ if and only if λ(G) ≤ λ(G′)
and Φ(λ,G) ≥ Φ(λ,G′) for λ ≥ λ(G′).
We prove claim (a2) by induction on e(G). Our claim is obviously true for e(G) = 0.
Now we suppose that our claim is true for e(G) = m − 1 and we have to prove that it
is also true for e(G) = m, where m ≥ 1.
Let E = E(G), λ′ = λ(G′), and ∆(λ,G) = Φ(λ,G)− Φ(λ,G′). Obviously,
♦x,y(G− e) = G′ − ε(e). Therefore ∆(t, G− e) = Φ(t, G− e)− Φ(t, G′ − ε(e)).
By 3.11, Φ(λ,G) = Φ(s,G) +
∑{∫ λ
s
Φ(t, G− e)dt : e ∈ E}.
Therefore ∆(λ,G) = ∆(s,G) +
∑{∫ λ
s
∆(t, G− e)dt : e ∈ E}.
Since G′ is bipartite, G′ − ε(e) is also bipartite. Therefore by the induction hypothesis,
∆(t, G− e) ≥ 0 for t ≥ λ(G′ − ε(e)). By 3.6, λ(G′ − ε(e)) ≤ λ(G′) = λ′.
Therefore from the above inequality we have: ∆(t, G− e) ≥ 0 for t ≥ λ(G′) = λ′.
By our claim (a1) (that we already proved in (p1)), λ(G) ≤ λ(G′) = λ′.
Therefore ∆(λ′, G) = Φ((λ′, G) ≥ 0. Thus, if λ ≥ λ′, then
∆(λ,G) = ∆(λ′, G) +
∑{∫ λ
λ′ ∆(t, G− e)dt : e ∈ E} ≥ 0. 
We can also prove the following generalization of 6.41.
6.42 [19] Let G ∈ G and G′ be obtained from G by a symmetric Kxy-operation. If G′
is a bipartite graph, then G φ G′.
It turns out that a symmetric Kxy-operation (and in particular, the ♦-operation) is
also α-monotone.
6.43 [19] Let G be a connected graph and G′ be the graph obtained from G by a
symmetric Kxy-operation. Then G α G′.
Here is another useful α-inequality.
6.44 [19] Let G be a connected graph. Then G− e α G for every e ∈ E(G).
6.3 Some results on relation c
6.45 [19, 20] Let G be a simple graph, x, y ∈ V (G), x 6= y, and Cx, Cy different
components of G such that x ∈ V (Cx), y ∈ V (Cy), v(Cx) ≥ 2, and v(Cy) ≥ 2. Suppose
that G′ is obtained from G by the ♦xy-operation. Then G c G′.
6.46 [19, 20] Let G be a simple connected graph and G′ be obtained from G by a
symmetric Hxy-operation, where H is connected. Then
(a1) cs(G) > cs(G
′) for every s ∈ {2, . . . , n− 2} and
(a2) cn−1(G) = cn−1(G′) if and only if G is isomorphic to G′ or x is a cut vertex in G.
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Alternative proofs of 6.46 as well as more general results and some other c-
monotone operations on graphs are given below (see 6.61 and 6.67 - 6.69).
From 6.46 we have, in particular:
6.47 [19] Let A, B, and H be disjoint connected graphs, a ∈ V (A), b ∈ V (B), and
x, y ∈ V (H), x 6= y. Let G be obtained from A, B, and H by identifying a with x and b
with y and let G′ be obtained from A, B, and H by identifying a and b with x. Suppose
that the two-pole xHy is symmetric. Then cs(G) > cs(G
′) for every s ∈ {2, . . . , n − 2}
and cn−1(G) = cn−1(G′).
Since a close-door operation is a particular case of a symmetric hammock-operation,
we have from 6.46:
6.48 [19] Let G be a connected graph and G′ be obtained from G by a close-door
operation. Let s ∈ {2, . . . v(G) − 1}. Then cs(G) > cs(G′) and cs(G) = cs(G′) if and
only if G and G′ are isomorphic.
From 4.6 and 6.48 we have, in particular:
6.49 [19, 20] Let G be a connected graph and let G¨ be the graph obtained from G by
adding e(G) − v(G) + 1 isolated vertices. Then for every spanning tree T of G there
exists a tree D with e(G) edges such that D contains T and D c G¨. Moreover, if
e(G) ≥ v(G), then D c G¨.
From 4.5 and 6.46 we have:
6.50 [19,20] For every graph G in Cmn there exists a threshold graph F in Cmn such that
G c F .
In the next theorem we will use the notions of an extreme threshold graph Fmn and
the corresponding set of graphs Hmn defined in 2.10 and 2.12.
6.51 [19, 20] Let G ∈ Cmn and G 6= Fmn .
(a0) If m = n− 1 ≥ 3, then cs(G) > cs(F n−1n ) for every s ∈ {2, . . . , n− 2} and
cn−1(G) = cn−1(F n−1n ) = n.
(a1) If m = n ≥ 3, then cs(G) > cs(F nn ) for every s ∈ {2, . . . , n− 2} and
cn−1(G) = cn−1(H) = 3n for every H ∈ Hnn, and so cn−1(G) = cn−1(F nn ).
(a2) If n ≥ 4 and m = n+ 1, then cs(G) > cs(F n+1n ) for every s ∈ {2, . . . , n− 2} and
cn−1(G) = cn−1(H) = 8n for every H ∈ Hn+1n , and so cn−1(G) = cn−1(F n+1n ).
(a3) If n ≥ 5 and m = n+ 2, then cs(G) > cs(F n+2n ) for every s ∈ {2, . . . , n− 2} and
cn−1(G) = cn−1(H) = 16n for every H ∈ Hn+2n , and so cn−1(G) = cn−1(F n+2n ).
(a4) If n ≥ 6 and n+ 2 ≤ m ≤ 2n− 4, then cs(G) > cs(Fmn ) for every s ∈ {2, . . . , n− 2}
and cn−1(G) = cn−1(H) for every H ∈ Hmn , and so cn−1(G) = cn−1(Fmn ).
(a5) If m = 2n− 3, then for every n ≥ 6 there exists G ∈ Cmn such that G 6c Fmn .
34
Claims (a0) - (a4) in 6.51 follow basically from 6.50.
Recall that an Pxy-operation is an Hxy-operation, where xHy is an xy-path. This
operations was one of the φ-increasing operation on trees in [26].
It is easy to see that any tree Tn can be transformed to a path Pn by a series of
reverse Pxy-operations. Therefore we have from 6.46 and 6.49:
6.52 [19, 20] Suppose that G ∈ Gmn , G is connected, and graph G¨ is obtained from G
by adding m− n+ 1 isolated vertices. If G is not a path, then Pm c G¨.
As we have mentioned before, theorem 6.52 on the poset (Gmn ,c) is similar to
theorem 6.18 on the poset (Gmn ,φ).
Now we want to demonstrate another proof of 6.52 that uses 3.9 and that is similar
to the proof of 6.18 in [26] using 3.11.
We need the following claim that can be easily proved by induction using 3.9.
6.53 [19] Let i ∈ {1, 2} and (Ai, Bi) be a pair of disjoint paths. Suppose that
(h1) v(A1 ∪B1) = v(A2 ∪B2) = n,
(h2) v(Ai) ≤ v(Bi) for every i ∈ {1, 2}, and
(h3) v(A1) > v(A2).
Then cs((A1 ∪B1) > cs(A2 ∪B2) for every s ∈ {2, . . . , n− 1}.
Notice that 6.53 is also a simple particular case of 6.68 below.
We also need the following result interesting in itself. Let mx(G) denote the number
edges of a component with the maximum number of edges.
6.54 [19,26] Let P be a path, T a tree, and e(P ) = e(T ). Then there exists a bijection
ε : E(T )→ E((P ) such that mx(T − u) ≥ mx(P − ε(u)).
Now we are ready to prove 6.52. Obviously, because of 6.49 theorem 6.52 follows
from the theorem for trees below.
6.55 [19, 20] Suppose that G is a tree with n vertices, G is not a path, and n ≥ 4.
Then Pn c G.
Proof (uses 3.9, 6.53, and 6.54). We prove our claim by induction on m = n− 1.
Recall that for two trees Q and R of m edges, Q c R if cs(Q) > cs(R) for 2 ≤ s ≤
m− 1.
Suppose that m = 3. Then T 3 = {P 3, S3} and c2(P 3) = 10 > 9 = c3(S3). Therefore
our claim is true for m = 3. We assume that our claim is true for e(P ) < m and prove
that it is also true for e(P ) = m ≥ 5. Let s ∈ {2, . . . ,m − 1}. By 6.54, there exists a
bijection ε : E(T )→ E((P ) such that mx(T − u) ≥ mx(P − ε(u)). By 3.9,
(m− s)cs(T ) =
∑
{cs(T − u) : u ∈ E(T ) (6.1)
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and
(m− s)cs(P ) =
∑
{cs(P − ε(u)) : u ∈ E(T ). (6.2)
Let Au and Bu be the two components of T −u and e(Au) ≤ e(Bu). Similarly, let A′u
and B′u be the two components of P − ε(u) and e(A′u) ≤ e(B′u). Then e(Bu) ≥ e(B′u). If
A and B are disjoint graphs, then
cs(A ∪B) =
∑
{ci(A)cj(B) : i+ j = s}. (6.3)
Therefore
cs(T − u) = cs(Au ∪Bu) =
∑{ci(Au)cj(Bu) : i+ j = s}.
Let A′′u and B
′′
u be two disjoint paths such that e(A
′′
u) = e(Au) and e(B
′′
u) = e(Bu). Since
e(Au) < m and e(Bu) < m and since Au and Bu are trees, we have by the induction
hypothesis:
ci(A
′′
u) ≥ ci(Au) and cjB′′u) ≥ cj(Bu).
Therefore by (6.3),
cs(A
′′
u ∪B′′u) ≥ cs(Au ∪Bu) = cs(T − u). (6.4)
Since e(A′′u) = e(Au) and e(Bu) ≥ e(B′u), we have by 6.4 and 6.53:
c(s(P − ε(u)) = cs(A′u ∪B′u) ≥ cs(A′′u ∪B′′u) = cs(T − u).
Since T is not a path, there is u ∈ E(T ) such that either Au or Bu is not a path. Let Du
be one of Au, Bu which is not a path. Then by the induction hypothesis, ci(D
′′
u) > ci(Du)
for some i ≤ s. Now by (6.1) and (6.2) we have: cs(P ) > cs(T ). 
The next theorem on c is similar to theorem 6.19 on φ in [26].
6.56 [19, 20] Suppose that G ∈ Gmn , G is edge 2-connected, and graph G¨ is obtained
from G by adding m− n+ 1 isolated vertices. If G is not a cycle, then Om c G.
Proof (uses 3.9 and 6.52). We prove that On c G. Since e(On) = e(G), we can
assume that E(On) = E(G). Let s ∈ {2, . . . , n− 1}. By 3.9,
(n−s)cs(On) =
∑{cs(On−u) : u ∈ E(Cn)} and (n−s)cs(G) = ∑{cs(G−u) : u ∈ E(G)}.
Obviously, On − u is a path with n vertices for every u ∈ E(On). Since G is edge 2-
connected, G − u is connected for every u ∈ E(G). Therefore by 6.52, cs(On − u) ≥
cs(G − u) for every u ∈ E(G). Since G is not a cycle, G − t is not a path for some
t ∈ E(G). Hence by 6.52, cs(On − t) > cs(G − t). Thus from the above recursions we
have: cs(On) > cs(G). 
6.57 [19, 20] Let O,G ∈ Cnn , where O is a cycle. If G is not a cycle, then O c G.
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6.4 More on Laplacian posets of graphs
It turns out that a matching M with m edges is not only the φ-maximum but
also the c-maximum in Gm.
6.58 Let M be a graph-matching, G a simple graph not isomorphic to M , and e(G) =
e(M). Then M c,φ G.
Proof (uses 3.7, 3.9, 3.10, and 6.17). Let e(G) = m. By 6.17, M φ G. Thus,
it suffices to prove that cs(M) > cs(G) for every s ∈ {2, . . . ,m}. We prove our claim by
induction on m. By 3.10, Φ(λ,H) does not depend on the number of isolated vertices
of a graph H.
Suppose that m = 2. Then G is a 3-vertex path plus an isolated vertex. Now
Φ(λ,M) = (λ− 2)2 = λ2− 4λ+ 4 and Φ(λ,G) = (λ− 3)(λ− 1) = λ2− 4λ+ 3. It follows
that for m = 2 our claim is true. Now we assume that our claim is true for e(G) = m−1
and we prove that it is also true for e(G) = m ≥ 3. Since e(M) = e(G), there is a
bijection from E(M) to E(G). We can assume that this bijection is the identity, i.e.
that E(M) = E(G). By 3.9,
(m−s)cs(M) =
∑{cs(M−u) : u ∈ E(G)} and (m−s)cs(G) = ∑{cs(G−u) : u ∈ E(G)}
for 2 ≤ s ≤ m− 1.
Suppose that 2 ≤ s ≤ m− 1. Obviously, e(M − u) = e(G− u) = m− 1 and M − u
consists of a matching Mu plus two isolated vertices, and so e(Mu) = e(M −u) = m−1.
Since Φ(λ,M −u) does not depend on the number of isolated vertices of a graph M −u,
each cs(Mu) = cs(M − u). By the induction hypothesis, cs(M − u) ≥ cs(G − u) for
every u ∈ E. Since G is not a matching, G has an edge t such that the graph obtained
from G− t by removing the isolated vertices is not a matching. Then by the induction
hypothesis, cs(M − t) > cs(G − t). Thus, our claim for m follows from the above
recursions.
Finally, suppose that s = m. Then by 3.7, cm(M) = γ(M) = 2
m. If G is not a forest,
then cm(G) = 0. So we assume that G is a forest, and so by 3.7, cm(G) = γ(G). Since
G is not a matching, it has a component C with r = e(C) ≥ 2. Consider in M the the
subgraph N induced by the edge subset E(C). Then N is a matching with r edges and
γ(N) = 2r. If r = m, then γ(G) = m + 1, and so γ(M) = 2m > m + 1 = γ(G). So we
assume that r < m. Then γ(M) = γ(N) γ(M −N) and γ(G) = γ(C) γ(G− C). Since
r ≥ 2, γ(N) = 2r > r+1 = γ(C) and by the induction hypothesis, γ(M−N) ≥ γ(G−C).
Therefore cm(M) = γ(M) > γ(G). 
Using 3.9, 6.17, and 6.58 we can also prove the following stronger result.
6.59 Let G be a simple graph with m edges not isomorphic to mP 1, P 2 + (m − 2)P 1,
and Sm. Then mP 1 c,φ P 2 + (m− 2)P 1 c,φ G c,φ Sm.
Now we need to recall the definition of a Kxy-operation on a graph G. Let x, y ∈ V (G)
andK be an induced subgraph ofG containing x and y. LetX = Nx(G)\(V (K)∪Ny(G)),
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Y = Ny(G) \ (V (K) ∪ Nx(G)), [x,X] = {xv : v ∈ X}, and [y,X] = {yv : v ∈ X}, and
so [x,X] ⊆ E(G) and [y,X] ∩ E(G) = ∅. Let G′ = Kxy(G) = (G− [x,X]) ∪ [y,X], and
so [y,X] ⊆ E(G′) and [x,X] ∩ E(G′) = ∅. We say that Kxy(G) is obtained from G by
the Kxy-operation. We call Kxy-operation on G symmetric if G − ([x,X]) ∪ [y, Y ]) has
an automorphism α : V (G)→ V (G) such that α(x) = y, α(y) = x, α[K] = K, α(v) = v
for every v ∈ X ∪ Y , and so α[G− (K ∪X ∪ Y )] = G− (K ∪X ∪ Y ).
Let, as above, δs[G] =
∑{d(v,G)s : v ∈ V (G)}. It is easy to prove the following
generalization of 6.2.
6.60 [19,20] Let G,G′ ∈ Gmn and G′ be obtained from G by a symmetric Kxy-operation.
Let f : Rn → R be a convex symmetric function and f [G] = f({d(v,G) : v ∈ V (G)}).
Then f [G] ≤ f [G′], and so, in particular, δs[G] ≤ δs[G′] for every positive integer s.
6.61 Let G be a graph and G′ be obtained from G by a symmetric Kxy-operation. Then
cs(G) ≥ cs(G′) for every s ∈ {0, . . . , v(G)− 1}.
Proof (uses 3.8, 3.9, and 4.2 (a3)). If α : V (G) → V (G) is an automorphism
of a graph G and F is a subgraph of G, then let α[F ] denote the image of F under
the automorphism α. In particular, if e = pq ∈ E(G), then α[e] = α(p)α(q) and
if A ⊆ E(G), then let α[A] = {α[a] : a ∈ A}. By 4.2 (a3), we can assume that
Nx(G) ∩ Ny(G) ⊆ V (K). Now, since G′ is obtained from G by the Kxy-operation, we
have:
G′ = Kxy(G) = (G− [x,X])∪ [y,X], where X = Nx(G) \ V (K), Y = Ny(G) \ V (K),
and so [x,X] ⊆ E(G) and [y,X] ∩ E(G) = ∅.
Since the Kxy-operation in G is symmetric, G\ ([x,X]∪ [y, Y ]) has an automorphism
α : V (G) → V (G) such that α(x) = y, α(y) = x, α[K] = K, and α(v) = v for every
v ∈ X ∪ Y , and so α[G − (K ∪ X ∪ Y )] = G − (K ∪ X ∪ Y ) and the Kxy-operation is
α-symmetric. Let E−(G) = E(G \ ([x,X] ∪ [y, Y ])).
Let A(G) = {e ∈ E−(G) : α[e] = e} and B(G) = {e ∈ E−(G) : α[e] 6= e},
and so A(G) ∩B(G) = ∅ and E(G) = A(G) ∪B(G) ∪ [x,X] ∪ [y, Y ].
By 3.8, we can assume that s ∈ {2, . . . , v(G)− 1}. We prove our claim by induction
on e(G) = m. If m = 0, then our claim is obviously true. Suppose that our claim is true
for every graph G with e(G) = m − 1. We prove that it is also true for every graph G
with e(G) = m ≥ 1. Let ev = xv and e′v = yv for v ∈ X and let
E[X] = [x,X] = {ev : v ∈ X} and E ′[X] = [y,X] = {e′v : v ∈ X}.
Then G′ = (G−E[X])∪E ′[X]. Obviously, E(G)−E[X] = E(G′)−E ′[X]. Let ε(u) = u
if u ∈ E(G)−E[X] and ε(ev) = e′v if ev ∈ E[X] (and so v ∈ X). Then ε : E(G)→ E(G′)
is a bijection. By 3.9, we have the following recursions for s ≤ m− 1:
(m− s)cs(G) =
∑
{cs(G− u) : u ∈ E(G)} (6.5)
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and
(m− s)cs(G′) =
∑
{cs(G′ − ε(u) : u ∈ E(G)} (6.6)
Suppose first that s = m. If G is not a forest, then G′ is also not a forest. Therefore
we have: cm(G) = cm(G
′) = 0. So let G be a forest. Then cm(G) = γ(G) and cm(G′) =
γ(G′). In this case it is easy to show that cm(G) ≥ cm(G′).
Now suppose that s ≤ m− 1.
Claim 1. If u ∈ A(G), (i.e. α[u] = u), then cs(G− u) ≥ cs(G′ − u).
Proof. If u ∈ E(G)−E(K), then G′− ε(u) = (G−u)−E[X])∪E ′[X] = Kxy(G−u).
If u ∈ E(K), then G′ − u = (G− u)− E[X]) ∪ E ′[X] = K′xy(G− u),
where K′ = K − u. Since α[u] = u, clearly K′xy-operation in G − u is α-symmetric. In
both cases, since e(G− u) < e(G), we have by the inductive hypothesis:
cs(G− u) ≥ cs(G′ − u). ♦
Claim 2. If u ∈ [x,X] ∪ [y, Y ], then cs(G− u) ≥ cs(G′ − ε(u)).
Proof. Suppose that u = [x,X]). Then u = xv for some v ∈ X. Obviously,
G′ − ε[u] = (G− u)− E[X − v]) ∪ E ′[X − v] = K′xy(G− u), where K′ is the subgraph
of G induced by K ∪ v. Since α(z) = z for every z ∈ X ∪ Y and Kxy-operation in G is
α-symmetric, clearly K′xy-operation in G−u is also α-symmetric. Since e(G−u) < e(G),
we have by the inductive hypothesis: cs(G− u) ≥ cs(G′ − u).
Similar arguments show that our claim is also true for u ∈ [y, Y ]. ♦
By the recursions (6.5) and (6.6) and by Claims 1 and 2, it is sufficient to prove the
following inequality for every u ∈ B(G) (and so α[u] 6= u):
cs(G− u) + cs(G− α[u]) ≥ cs(G′ − u) + cs(G′ − α[u]). (6.7)
This inequality is a particular case of the following claim.
Claim 3. If Z ⊆ B(G), then cs(G−Z) + cs(G−α[Z]) ≥ cs(G′−Z) + c′s(G−α[Z]).
Proof. Suppose, on the contrary, that our claim is not true. Let (G,Z) be an
(|E|, |B − Z|)-lexicographically smallest (or lg-smallest) counterexample to our claim,
where E = E(G) and B = B(G). If Z = B, then our claim is obviously, true. Therefore
such a counterexample exists. Let
σ(G,Z) = cs(G− Z) + cs(G− α[Z]) and σ(G′, Z) = cs(G′ − Z) + cs(G′ − α[Z]).
By the recursions (6.5) and (6.6) for cs(G) and cs(G
′), we have:
(m− s)σ(G,Z) = ∑{σ(G− u, Z) : u ∈ [x,X] ∪ [y, Y ]}+∑{σ(G− u, Z) : u ∈ A(G)}+∑{σ(G− u, Z) : u ∈ B − Z}.
For σ(G′, Z) we have a similar formula obtained from the above formula by replacing G
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by G′. Let ∆(G,Z) = σ(G,Z) − σ(G′, Z). Since (G,Z) is a counterexample, we have:
∆(G,Z) < 0.
Our goal is to get a contradiction by showing that ∆(G,Z) ≥ 0. From the above
relations we have:
(m− s)∆(G,Z) = ∑{∆(G− u, Z) : u ∈ [x,X] ∪ [y, Y }+∑{∆(G− u, Z) : u ∈ A(G)}+∑{∆(G− u, Z) : u ∈ B − Z}.
Suppose that u = zv ∈ [x,X] ∪ [y, Y ]. Then arguments similar to those in the proof
of Claim 2, show that G′ − ε(u) = K′xy(G− u), where K′ is the subgraph of G induced
by K∪v and K′xy-operation in G−u is α-symmetric. Since (|E−u|, |B−Z|) is lg-smaller
than (|E|, |B − Z|), clearly (G− u, Z) is not a counterexample. Therefore∑{∆(G− u, Z) : u ∈ [x,X] ∪ [y, Y ]} ≥ 0.
Suppose that u ∈ A(G). If u 6∈ E(K), then G′ − ε(u) = Kxy(G − u). Since (|E −
u|, |B−Z|) is lg-smaller than (|E|, |B−Z|), obviously, (G−u, Z) is not a counterexample.
Therefore ∆(G−u, Z) ≥ 0. If u ∈ E(K), then G′−ε(u) = K′xy(G−u), where K′ = K−u,
and the K′xy-operation is α-symmetric in G − u. Since (|E − u|, |Z|) is lg-smaller than
(|E|, |B − Z|), again (G − u, Z) is not a counterexample. Therefore ∆(G − u, Z) ≥ 0.
Thus,∑{∆(G− u, Z) : u ∈ A(G)} ≥ 0.
Finally, suppose that u ∈ B − Z. Since (|E|, |B − u− Z|) is lg-smaller than
(|E|, |B − Z|), again (G,Z ∪ u) is not a counterexample. Therefore
∆(G− u, Z) = ∆(G,Z ∪ u) ≥ 0, and so ∑{∆(G− u, Z) : u ∈ B − Z} ≥ 0.
Thus, from the above recursion for ∆(G,Z) we have: ∆(G,Z) ≥ 0. ♦
Obviously, inequality (6.7) is a particular case of Claim 3, when |B| = 1. 
Using 4.2, we have from 6.61:
6.62 Let G,F ∈ Gmn and F be obtained from G by a symmetric Kxy-operation. Then
t(G) ≥ t(F ) and t([G]c) ≥ t([F ]c).
Now from 6.62 we have the following strengthening of 6.5:
6.63 Let G,F ∈ Gmn and F be obtained from G by a symmetric Kxy-operation. Then
G τ F and [G]c τ [F ]c.
The following is a generalization of 6.13 for a Kxy-operation.
6.64 Let G be a graph and G′ be obtained from G by a symmetric Kxy-operation. Then
G p G′.
Proof (uses 3.11, 6.61, and 6.62). Let v(G) = n. Our goal is to prove that
Φ(λ,G) ≥ Φ(λ,G′) for λ ≥ n. We prove by induction on e(G) = m. Our claim is
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obviously true for e(G) = 1. Suppose that our claim is true for e(G) = m − 1. We
will prove that it is also true for e(G) = m ≥ 2. By 4.2 (a3), we can assume that
Nx(G) ∩ Ny(G) ⊆ V (K). Now, since G′ is obtained from G by the Kxy-operation, we
have: G′ = G− [x,X] ∪ [y,X], where X = Nx(G) \ V (K), Y = Ny(G) \ V (K), [x,X] =
{xv : v ∈ X} and [y,X] = {yv : v ∈ X}, and so [x,X] ⊆ E(G) and [y,X] ∩ E(G) = ∅.
Let ev = xv and e
′
v = yv for v ∈ X and let
E[X] = [x,X] = {ev : v ∈ X} and E ′[X] = [y,X] = {e′v : v ∈ X}.
Then G′ = (G−E[X])∪E ′[X]. Obviously, E(G)−E[X] = E(G′)−E ′[X]. Let ε(u) = u
if u ∈ E(G)−E[X] and ε(ev) = e′v if ev ∈ E[X] (and so v ∈ X). Then ε : E(G)→ E(G′)
is a bijection. By 3.11,
Φ(λ,G) = Φ(n,G) +
∑{∫ λ
n
Φ(t, G− u)dt : u ∈ E(G)}.
Let ∆(λ,G) = Φ(λ,G)− Φ(λ,G′) and ∆(λ,G− u) = Φ(λ,G− u)− Φ(λ,G′ − ε(u)).
Then
∆(λ,G) = ∆(n,G) +
∑
{
∫ λ
n
(∆(t, G− u))dt : u ∈ E(G)}. (6.8)
By 3.18, Φ(n,G) = nm−n+2t(Kn − E(G)). Therefore
∆(n,G) = Φ(n,G)− Φ(n,G′) = nm−n+2(t(Kn − E(G))− t(Kn − E(G′)).
By 6.62, t(Kn − E(G))− t(Kn − E(G′)) ≥ 0. Therefore
∆(n,G) = Φ(n,G)− Φ(n,G′) ≥ 0. (6.9)
Now, using the induction hypothesis and the arguments similar to those in the proof of
6.61, it can be shown that
∑
{
∫ λ
n
(∆(t, G− u))dt : u ∈ E(G)} ≥ 0. (6.10)
Thus, our claim follows from (6.8), (6.9), and (6.10). 
From 4.2 (a2) and 6.64, we have the following strengthening of 6.63:
6.65 Let G,F ∈ Gmn and F be obtained from G by a symmetric Kxy-operation. Then
t(G) ≥ t(F ) and [G]c p [F ]c.
From 6.64 we have, in particular, the following strengthening of 6.11.
6.66 Let G be a simple connected graph and G¨ be the graph obtained from G by adding
e(G) − v(G) + 1 isolated vertices. Then for every spanning tree T of G there exists a
tree D with e(G) edges such that T is a subgraph of D and D p G¨.
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We can also prove that under the assumption in 6.66, if e(G)− v(G) + 1 > 0 (i.e. if
G¨ 6= G), then D p G.
Another way to prove 6.61 is by fixing a spanning forest in G and analyzing how
it is transformed by the operation that brings G to G′. We demonstrate this approach
by giving another proof of a particular case of 6.61 when G′ is obtained from G by a
♦-operation.
6.67 Let G be a connected graph with n vertices, x and y two distinct vertices in G.
Let G′ be obtained from G by the ♦xy-operation. Then
(a1) cs(G) > cs(G
′) for every s ∈ {2, . . . , n− 2} and
(a2) cn−1(G) = cn−1(G′) if and only if x is a cut vertex in G.
Proof (uses 3.7 and 3.8). By 3.8, we can assume that s ∈ {2, . . . , n − 1}. Let
Z = Nx(G) ∩Ny(G), X = Nx(G) \ (Z ∪ {y}), and Y = Ny(G) \ (Z ∪ {x}). Let ev = xv
and e′v = yv for v ∈ X and let
Ex = [x,X] = {ev : v ∈ X} and Ey = [y,X] = {e′v : v ∈ X}.
Since G′ is obtained from G by the ♦xy-operation,
G′ = (G − Ex) ∪ Ey and [{x, y}, Z] ⊆ E(G). Obviously, E(G) − Ex = E(G′) − Ey.
Let ε(u) = u if u ∈ E(G) − Ex and ε(ev) = e′v if ev ∈ Ex (and so v ∈ X). Then
ε : E(G)→ E(G′) is a bijection. For U ⊆ E(G), let ε[U ] = {ε(u) : u ∈ U}.
For a subgraph S of G, let ϑ(S) be the subgraph of G such that V (ϑ(S)) = V (S)
and E(ϑ(S)) = (E(S) \ Ex) ∪ ε[E(S) ∩ Ex]. Let S(H) denote the set of subgraphs
of a graph H. Obviously, ϑ is a bijection from S(G) to S(G′). For A ⊆ S(G), let
ϑ[A] = {ϑ(A) : A ∈ A}.
Let P ′ be a forest in G′ with at most two components each meeting {x, y}. Let P ′x
and P ′y be the components of P
′ containing x and y, respectively, and so if P ′ has one
component, then P ′x = P
′
y. Let P be the subgraph in G such that P
′ = ϑ(P ). Clearly,
{x, y} ⊆ V (P ′) = V (P ) and e(P ′) = e(P ). Let σ(xz) = yz and σ(yz) = xz for every
z ∈ Z. Obviously, σ : [{x, y}, Z] → [{x, y}, Z] is a bijection. For S ⊆ [{x, y}, Z], let
σ[S] = {σ(s) : s ∈ S}. Let A = A(P ) = [{x, y}, Z] ∩ E(P ). Obviously, A(P ) = A(P ′).
Let P¯ = (P − A) ∪ σ[A] and P¯ ′ = (P ′ − A) ∪ σ[A]. Obviously, P¯ = P and P¯ ′ = P ′ if
and only if σ[A] = A.
We need the following facts.
Claim 1. Suppose that P ′ is a tree and P is not a tree. Then P¯ is a tree and P¯ ′ is
not a tree.
Proof. Since v(P ) = v(P ′), e(P ) = e(P ′), P ′ is a tree, and P is not a tree, we have:
P has a cycle C. If C does not contain vertex x or C contains two edges from Ex then P
′
has a cycle, a contradiction. Therefore C is the only cycle in P and C contains exactly
one edge xc with c ∈ X and exactly one edge xz with z ∈ Z. Thus, P has exactly two
components. Now our claim follows. ♦
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It is easy to see that the converse of Claim 1 may be not true. Namely, we have:
Claim 1’. The following are equivalent:
(a1) x is not a cut vertex in G and
(a2) there exists a spanning tree P of G such that P¯ is a spanning tree and both P ′ and
P¯ ′ are not trees.
Claim 2. If P ′ is a forest with exactly two components, then P is also a forest with
exactly two components.
Proof. Suppose, on the contrary, P ′ is a forest with exactly two components but P
is not a forest with exactly two components. Then P has at least three components.
Then there is a component Q of P that avoids {x, y}. Then Q is also a component of
P ′. However, P ′ has exactly two components each containing exactly one vertex from
{x, y}, a contradiction. ♦
Actually, the converse of Claim 2 is also true.
Claim 2’. P ′ is a forest with exactly two components if and only if P is also a forest
with exactly two components.
Suppose that both P ′ and P are forest with exactly two components. Let X∗ = {v ∈
X : xv ∈ E(P )} and Y ∗ = {v ∈ Y : yv ∈ E(P )}. Let, as above, P ′x and P ′y be the
two components of P ′ such that x ∈ V (P ′x) and y ∈ V (P ′y). Let us remove from P ′y the
edges from y to X∗ ∪Y ∗, denote by Q′y the component of the resulting forest containing
vertex y, and put R = P ′y − Q′y. Then each component of the forest R has exactly one
vertex in X∗ ∪ Y ∗. Let Rx = Rx(P ) = Rx(P ′) be the union of the components meeting
X∗ and Ry = Ry(P ) = Ry(P ′) be the union of the components meeting Y ∗. Let
∆(P, P ′) = (cr(P ) + cr(P¯ ))− (cr(P ′) + cr(P¯ ′)), where r = e(P ).
Claim 3. Suppose that both P and P ′ are forest with exactly two components. Then
∆(P, P ′) = 2v(Rx)v(Ry) ≥ 0, and so ∆(P, P ′) > 0⇔ v(Rx) > 0 and v(Ry) > 0.
Proof. Obviously,
cr(P
′) = v(P ′x)(v(Q
′
y) + v(Rx) + v(Ry)), cr(P¯
′) = v(Q′y)(v(P
′
x) + v(Rx) + v(Ry)),
cr(P ) = (v(P
′
x) + v(Rx))(v(Q
′
y) + v(Ry)), and cr(P¯ ) = (v(Q
′
y) + v(Rx))(v(P
′
x) + v(Ry)).
From the above formulas we have:
∆(P, P ′) = ([(v(P ′x) + v(Rx))(v(Q
′
y) + v(Ry))] + [(v(Q
′
y) + v(Rx))(v(P
′
x) + v(Ry))])−
([v(P ′x)(v(Q
′
y) + v(Rx) + v(Ry))] + [v(Q
′
y)(v(P
′
x) + v(Rx) + v(Ry))] =
[v(P ′x)(v(Q
′
y) + v(Ry) + v(Rx)(v(Q
′
y) + v(Ry))]− [v(P ′x)(v(Q′y) + v(Ry)) + v(P ′x)v(Rx)] +
[(v(Q′y)(v(P
′
x)+v(Ry))+v(Rx)(v(P
′
x)+v(Ry))]− [v(Q′y)(v(P ′x)+v(Ry))]+v(Q′y)v(Rx)] =
v(Rx)v(Q
′
y) + v(Rx)v(Ry)− v(P ′x)v(Rx) + v(Rx)v(P ′x) + v(Rx)v(Ry)− v(Q′y)v(Rx) =
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2v(Rx)v(Ry). Our claim follows. ♦
Given a spanning forest F of G′, let Fxy be the minimal subforest of F containing x
and y and such that each component of Fxy is a component of F . Obviously, Fxy has
at most two components each meeting {x, y}. Let Fs(G′) denote the set of spanning
forests F with s edges in G′. Let P(G′) denote the set of all forests P ′ in G′ having at
most two components each meeting {x, y} and let Pr(G′) denote the set of all forests in
P(G′) having r edges. Now from 3.7 we have:
cs(G
′) = {∑{∑{γ(F ) : F ∈ Fs(G′), Fxy = P ′} : P ′ ∈ P(G′)}.
Therefore
cs(G
′) =
∑
{
∑
{cr(P ′)cs−r(G− V (P ′)) : P ′ ∈ Pr(G′)} : 0 ≤ r = e(P ′) ≤ s}. (6.11)
Similarly,
cs(G) =
∑{∑{γ(F ) : F ∈ Fs(G), Fxy = Q} : Q ∈ P(G)} =
{∑{∑{cr(Q)cs−r(G− V (Q)) : Q ∈ Pr(G)} : 0 ≤ r = e(Q) ≤ s}.
Recall that P is the subgraph in G such that P ′ is obtained from P by the ♦xy-operation.
Let P˜ ′ = P if P is a forest and P˜ ′ = P¯ if P is not a forest. By Claim 1 and Claim
2, if P is not a forest, then both P ′ and P¯ are trees.
Let
c′s(G) =
∑
{
∑
{cr(P˜ ′)cs−r(G− V (P ′) : P ′ ∈ Pr(G′)} : 0 ≤ r = e(P ′) ≤ s}. (6.12)
Obviously, cs(G) ≥ c′s(G). If P ′ is a tree with r edges , then P˜ ′ is also a tree with r
edges and cr(P
′) = cr(P˜ ′) = r + 1. Therefore by Claim 3, we have from (6.11) and
(6.12): c′s(G) ≥ cs(G′). Thus, cs(G) ≥ c′s(G) ≥ cs(G′), and so claim (a1) of our theorem
is true.
For 2 ≤ s ≤ n − 2, there exists a forest F in G with the properties: both Fxy
and F ′xy are forests with exactly two components, Rx(Fxy) > 0, and Ry(Fxy) > 0.
Therefore by Claim 3, cs(G) > cs(G
′). Obviously, if x is a cut vertex of G, then
cn−1(G) = cn−1(G′). If x is not a cut vertex of G, then by Claim 1’, cn−1(G) > c′n−1(G),
and so cn−1(G) > c′n−1(G) ≥ cn−1(G′). Thus, claim (a2) is true. 
The arguments similar to those in the proof of 6.67 provide one of possible proofs
of 6.46.
6.68 Let A, B, D, and H be disjoint graphs, x, y ∈ V (H) and x 6= y, and d is a vertex
in V (D) incident to an edge. Let A be a path with an end-vertex a and B a path with
an end-vertex b. Let graph R be obtained from A, B, and H by identifying x with a
and y with b. Let Ga and Gb be obtained from R and D by identifying d with a and b,
respectively. Suppose that
(h1) there exist an automorphism η : V (H) → V (H) such that η(a) = b and η(b) = a
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(and so two-pole aHb is symmetric) and
(h2) v(A) ≤ v(B).
Then
(a1) Ga c Gb and, moreover,
(a2) Ga c Gb ⇔ v(A) < v(B).
Proof. We prove our claim by induction on v(A ∪B) = n. If n = 2, then our claim
is true by 6.47. So we assume that n ≥ 3 and that our claim is true if v(A ∪ B) < n.
Our goal is to prove that the claim is also true for v(A ∪B) = n.
Let s ∈ {2 . . . v(G) − 1}. Let Fs(G) denote the set of spanning forests of G with s
edges. Let T be a tree in D such that d ∈ V (T ). Put {v, z} = {a, b} and let
σs(Gz) =
∑{γ(F ) : F ∈ Fs(Gz), T ⊆ F}.
It is sufficient to show that σs(Ga) ≥ σs(Gb).
Let e(T ) = t and P1 denote the set of trees P in R containing a and b and such that
e(P ) ≤ s − t. Let P2 denote the set of pairs (Pa, Pb) such that V (Pa) ∩ V (Pb) = ∅, Pa
and Pb are trees, a ∈ V (Pa), b ∈ V (Pb), and e(Pa ∪Pb) ≤ s− t. Given a spanning forest
F of G and z ∈ V (G), let Fz denote the component of F containing z.
For P ∈ P1, let Fs(G,P ) = {F ∈ Fs(G) : Fa = Fb = P}.
For (Pa, Pb) ∈ P2, let Fs(G, (Pa, Pb)) = {F ∈ Fs(G) : Fa = Pa, Fb = Pb}.
For z ∈ {a, b}, let σs(Gz, (Pa, Pb)) =
∑{γ(F ) : F ∈ Fs(Gz, (Pa, Pb)} and
σs(Gz, P ) =
∑{γ(F ) : F ∈ Fs(Gz, (P ). Then
σs(Gz, (Pa, Pb)) = (v(Pz) + t)v(Pv)
∑{γ(F − (Pa ∪ Pb)) : F ∈ Fs(Gz, (Pa, Pb))} and
σs(Gz, P ) = (v(P ) + t)
∑{γ(F − P ) : F ∈ Fs(Gz, P )}.
Let
σ1s(Gz) =
∑{σs(Gz, P ) : P ∈ P1} and σ2s(Gz) = ∑{σs(Gz, (Pa, Pb)) : (Pa, Pb) ∈ P2}.
Then σs(Gz) = σ
1
s(Gz) + σ
2
s(Gz). Let ∆s(R) = σs(Ga)− σs(Gb).
We need to prove that ∆s(R) ≥ 0.
Clearly, σs(Ga, P ) = σs(Gb, P ). Therefore
σ1s(Ga) = σ
1
s(Gb), and so ∆s(R) = σ
2
s(Ga)− σ2s(Gb). Given (Pa, Pb) ∈ P2, let
∆s(R, (Pa, Pb)) = σs(Ga, (Pa, Pb))− σs(Gb, (Pa, Pb)).
Let σ(R, (Pa, Pb)) =
∑{γ(F − (Pa ∪ Pb)) : F ∈ Fs(G, (Pa, Pb))}. Then
∆s(R, (Pa, Pb)) = [(v(Pa) + t)v(Pb)− (v(Pb) + t)v(Pa)]σ(R, (Pa, Pb)) =
t[v(Pb)− v(Pa)]σ(R, (Pa, Pb)).
Let P ′ = {(Pa, Pb) ∈ P} : v(Pb) < v(A ∪H − b), v(Pa) 6= v(Pb)}
and P ′′ = {(Pa, Pb) ∈ P : v(Pb) ≥ v(A ∪H − b)}.
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Let, accordingly,
∆′s(R) =
∑{∆s(R, (Pa, Pb)) : (Pa, Pb) ∈ P ′} and
∆′′s(R) =
∑{∆s(R, (Pa, Pb)) : (Pa, Pb) ∈ P ′′}.
Then ∆s(R) = ∆
′
s(R) + ∆
′′
s(R).
Since Pa ⊆ A ∪H − b, we have: v(Pb) ≥ v(A ∪H − b)} ⇒ v(Pb) ≥ v(Pa).
Since t ≥ 0, clearly v(Pb) ≥ v(Pa)⇒ ∆s(R, (Pa, Pb)) ≥ 0.
Now by the previous inequality, v(Pb) ≥ v(A ∪H − b)} ⇒ ∆s(R, (Pa, Pb)) ≥ 0.
Therefore ∆′′s(R) ≥ 0. Moreover, if v(B) > v(A), then there exist PaA and Pb such that
v(Pb) > v(Pa). Therefore, if v(B) > v(A) and t > 0, then ∆
′′
s(R > 0. Since vertex d in
D is not an isolated vertex, there exists a tree T in D containing d with t = e(T ) > 0.
Thus, it is sufficient to show that ∆′s(R) ≥ 0.
Let T denote the set of pairs (Ta, Tb) such that Ta and Tb are trees in H,
V (Ta) ∩ V (Tb) = ∅, a ∈ V (Ta), and b ∈ V (Tb). Let T ′a = η[Ta] and T ′b = η[Tb] and put
pi(Ta, Tb) = (T
′
a, T
′
b). Then pi : T → T is a bijection.
Let
T ′ = {(Ta, Tb) ∈ T : pi(Ta, Tb) = (Ta, Tb)} and
T ′′ = {(Ta, Tb) ∈ T : pi(Ta, Tb) 6= (Ta, Tb)}.
Let L denote the set of pairs (La, Lb) such that La is a path in A containing a, Lb
is a path in B containing b, and v(La) ≤ v(Lb). Let µ(La, Lb) = (L′a, L′b), where L′a is
the path in A such that a ∈ V (L′a) and v(L′a) = v(Lb) and L′b is the path in B such
that b ∈ V (L′b) and v(L′b) = v(La). Let L′ = {(La, Lb) ∈ L : µ(La, Lb) = (La, Lb)} and
L′′ = {(La, Lb) ∈ L : µ(La, Lb) 6= (La, Lb)}.
For (Ta, Tb) ∈ T and (La, Lb) ∈ L, let σs(Gz, (Ta, Tb), (La, Lb)) = σs(Gz, (Pa, Pb)),
where Pa = Ta ∪ La and Pb = Tb ∪ Lb.
Let r = r(Ta, Tb), (La, Lb)) = s− t− e(Ta ∪ Tb ∪ La ∪ Lb)}.
Since e(Tz) = e(T
′
z) and e(Lz) = e(L
′
z) for z ∈ {a, b}, we have:
r(Ta, Tb), (La, Lb)) = r(T
′
a, T
′
b), (La, Lb)) = r(Ta, Tb), (L
′
a, L
′
b)) = r(T
′
a, T
′
b), (L
′
a, L
′
b)).
Therefore
cr(R− Ta − Tb − La − Lb) = cr(R− T ′a − T ′b − La − Lb) and
cr(R− Ta − Tb − L′a − L′b) = cr(R− T ′a − T ′b − L′a − L′b).
Then
σs(Ga, (Ta, Tb), (La, Lb)) = (v(Ta) + e(La) + t)(v(Tb) + e(Lb))cr(R− Ta − Tb − La − Lb),
σs(Ga, (T
′
a, T
′
b), (La, Lb)) = (v(T
′
a) + e(La) + t)(v(T
′
b) + e(Lb))cr(R− T ′a − T ′b − La − Lb),
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σs(Ga, (Ta, Tb), (L
′
a, L
′
b)) = (v(Ta) + e(L
′
a) + t)(v(Tb) + e(L
′
b))cr(R− Ta − Tb − L′a − L′b),
σs(Ga, (T
′
a, T
′
b), (L
′
a, L
′
b)) = (v(T
′
a) + e(L
′
a) + t)(v(T
′
b) + e(L
′
b))cr(R− T ′a − T ′b − L′a − L′b).
The similar formulas for σs(Gb, ...)’s are obtained from the above formulas for σs(Ga, ...)’s
by moving t from the right bracket to the left one. Let
ωs(Gz, (Ta, Tb), (La, Lb)) = σs(Gz, (Ta, Tb), (La, Lb)) + σs(Gz, (T
′
a, T
′
b), (La, Lb)) +
σs(Gz, (Ta, Tb), (L
′
a, L
′
b)) + σs(Gz, (T
′
a, T
′
b), (L
′
a, L
′
b))
and
∆′s(R, (Ta, Tb), (La, Lb)) = ωs(Ga, (Ta, Tb), (La, Lb))− ωs(Gb, (Ta, Tb), (La, Lb)).
Then
∆′s(R) =
∑{∆′s(R, (Ta, Tb), (La, Lb) : (Ta, Tb) ∈ T ′′, (La, Lb) ∈ L′′}+
1
2
∑{∆′s(R, (Ta, Tb), (La, Lb) : (Ta, Tb) ∈ T ′, (La, Lb) ∈ L′′}+
1
2
∑{∆′s(R, (Ta, Tb), (La, Lb) : (Ta, Tb) ∈ T ′′, (La, Lb) ∈ L′}+
1
4
∑{∆′s(R, (Ta, Tb), (La, Lb) : (Ta, Tb) ∈ T ′, (La, Lb) ∈ L′}.
Finally, it is sufficient to show that each ∆′s(R, (Ta, Tb), (La, Lb)) ≥ 0.
From the above formula we have:
∆′s(R, (Ta, Tb), (La, Lb)) =
t(v(Lb)− v(La))[cr(R− Ta − Tb − La − Lb)− cr(R− Ta − Tb − L′a − L′b)] (6.13)
Let Rab = R− Ta − Tb. Then Rab is the disjoint union of three graphs:
Rab = (A− a) ∪ (B − b) ∪ (H − Ta − Tb), and so
R− Ta − Tb − La − Lb = (A− La) ∪ (B − Lb) ∪ (H − Ta − Tb).
Therefore
cr(R− Ta− Tb−La−Lb) =
∑{cp((A−La)∪ (B−Lb))cq(H − Ta− Tb) : p+ q = r} and
cr(R− Ta − Tb − L′a − L′b) =
∑{(cp(A− L′a) ∪ (B − L′b))cq(H − Ta − Tb) : p+ q = r}.
Thus
[cr(R− Ta − Tb − La − Lb)− cr(R− Ta − Tb − L′a − L′b)] =∑{[cp((A− La) ∪ (B − Lb))− cp((A− L′a) ∪ (B − L′b))]cq(H − Ta − Tb) : p+ q = r}.
Let A− La = A1, B − Lb = B1, A− L′a = A2, and B − L′b = B2.
Then v(A1 ∪B1) = v(A2 ∪B2). Since v(L′a) = v(Lb), v(L′b) = v(La), and v(La) ≤ v(Lb),
clearly v(A1) ≥ v(A2).
Let A¯ = A2, B¯ = B2, and D¯ be the path with v(A1) − v(A2) + 1 vertices disjoint
from A¯ ∪ B¯. Let a¯, b¯, and d¯ be end-vertices of paths A¯, B¯, and D¯, respectively. Let H¯
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be the graph consisting of exactly two isolated vertices x¯ and y¯. Obviously,
v(A) ≤ v(B)⇒ v(A¯) ≤ v(B¯).
Let us put in the claim (we are proving)
(A, a) := (A¯, a¯), (B, b) := (B¯, b¯), (D, d) := (D¯, d¯), (H, x, y) := (H¯, x¯, y¯), Ga := A1 ∪B1,
and Gb := A2 ∪B2.
Clearly, after this replacement the assumptions (h1) and (h2) are satisfied and
v(A¯ ∪ B¯) < v(A ∪B) = n. Therefore by the induction hypothesis,
cp(A1 ∪B1) ≥ cp(A2 ∪B2). Obviously,
cp(A1 ∪B1)− cp(A2 ∪B2) = cp((A− La) ∪ (B − Lb))− cp((A− L′a) ∪ (B − L′b)).
Now since v(Lb) ≥ v(La), we have from (6.13): ∆′s(R, (Ta, Tb), (La, Lb)) ≥ 0. 
Using the arguments similar to those in the proof of 6.68, it is not hard to prove the
following generalization of 6.68.
6.69 Let A, D, F , and H be disjoint graphs, d be a non-solated vertex of D, b ∈ V (F ),
and x, y ∈ V (H), where x 6= y. Let A be a path with an end-vertex a. Let R be obtained
from A, F , and H by identifying x with a and y with b. Let graphs Ga and Gb be obtained
from R and D by identifying d with a and b, respectively. Suppose that
(h1) two-pole xHy is symmetric and
(h2) F has a path bBt such that v(A) ≤ v(B). Then
(a1) Ga c Gb and
(a2) v(A) < v(B)⇒ Ga c Gb.
The operation described in 6.69 is shown in Figure 9.
Now, using the c-monotonicity of the xPy-operation and the operation described
in 6.69, we can obtain the results on the poset (Tn,c) similar to 6.37 and 6.38 on the
poset (Tn,φ).
We remind that for n-vertex trees T and T ′, T c T ′ if and only if cs(T ) > cs(T ′)
for every s ∈ {2, . . . , n−2}. Let, as above, δ′(G) be the minimum non-leaf vertex degree
in G. The following theorem is an analog of 6.37 with φ replaced by c (see the
corresponding definitions in 2.15).
6.70 [19] Let r ≥ 3 and n ≥ r + 2. Then
(a1) for every D ∈ Dn(r) \ Kn(r) there exists Y ∈ Kn(r) such that D c Y ,
(a2) D c Kn(r) for every D ∈ Kn(r) \ {Kn(r)}, and therefore, (from (a1) and (a2))
(a3) D c Kn(r) for every D ∈ Dn(r) \ {Kn(r)} (see Figure 10),
(a4) (Dn(3),c) is a linear order poset, namely, for T, T ′ ∈ Dn(3) we have:
T c T ′ ⇔ δ′(T ) > δ′(T ′), and
(a5) (Dn(4, r),c) is a linear poset, namely, for T, T ′ ∈ Dn(4) we have:
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Figure 9: The operation in 6.69
T c T ′ ⇔ T >u T ′.
Obviously, claim (a3) in 6.70 follows from claims (a1) and (a2). Claim (a1) in 6.70
follows from 6.46 and the fact that every tree in D ∈ Dn(r) \Kn(r) can be transformed
into a tree in Kn(r) by a series of xPy-operations (so that every intermediate tree is
also in Dn(r)). Claim (a2) in 6.70 follows from 6.69 and the fact that every tree in
D ∈ Kn(r) \ {Kn(r)} can be transformed into Kn(r) by a series of operations described
in 6.69 (so that every intermediate tree is also in Kn(r)). Claims (a4) and (a5) can be
proven in the same way using 6.69.
Similarly, we can prove the following analog of 6.38 for c (see the corresponding
definitions in 2.16):
6.71 [19] Let r ≥ 3, n ≥ r + 2, and L ∈ Ln(r). Then
(a0) Ln(r) c Ln(r + 1) for every r ∈ {2, . . . , n− 2},
(a1) (Sn(r),c) is a linear poset, namely, for T, T ′ ∈ Sn(r) we have:
T c T ′ ⇔ T >w T ′,
(a2) Mn(r) c L for every L ∈ Sn(r) \ {Mn(r)},
(a3) for every L ∈ Ln(r) \ Sn(r) there exists Z ∈ Sn(r) such that L c Z,
(a4) L c Ln(r) for every L ∈ Sn(r) \ {Ln(r)}, and therefore (from (a3) and (a4))
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Figure 10: T c,φ K
(a5) L c Ln(r) for every L ∈ Ln(r) \ {Ln(r)}, i.e. Ln(r) is the c-minimum graph
in Ln(r).
Figure 11 illustrates claims (a2) and (a5) in 6.71.
Let L1n(r) denote the set of graphs with n vertices, r leaves, and exactly one cycle
(and so v(G) = e(G) = n). It can be shown that unlike Ln(r) the set L1n(r) does not have
in general the c-minimum graph. Here are some results illustrating this situation.
Let Y = Y s(r) be the tree obtained from r ≥ 1 disjoint paths Pi, 1 ≤ i ≤ r, of
s ≥ 1 edges by specifying one end-vertex of each path and identifying these specified
end-vertices of all paths. Then Y has n = rs + 1 vertices, exactly one vertex (say, y)
of degree r, exactly r vertices of degree 1, and the other vertices of degree two, and so
Y ∈ Sn(r).
Let Z be a path with s ≥ 2 edges, z a leave of Z, and z′ the vertex in Z adjacent
to z. Let 4 be the triangle and F be the graph obtained from disjoint 4 and Z by
identifying a vertex in 4 with vertex z in Z.
Now let A = As(r) and B = Bs(r) be the graphs obtained from disjoint F and
Y = Y s(r − 1) by identifying vertex y in Y with z and z′, respectively. Then As(r) is
isomorphic to Y s(r). Both A and B have n = rs+3 vertices and edges, exactly r leaves,
and exactly one cycle which is the triangle 4, and so A,B ∈ L1n(r).
As above, ci(G) is the i-th coefficient of the Laplacian polynomial of G, and so
c0(G) = 1, c1(G) = 2e(G), and cn−1(G) = nt(G).
6.72 [19] Let n and r be integers such that n ≥ r + 3 and r ≥ 2. Then
(a0) c1(A) = c1(B) = 2n and cn−1(A) = cn−1(B) = 3n,
(a1) cn−2(A) > cn−2(B), and
(a2) c2(B) > c2(A).
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Figure 11: M c,φ T c,φ L
Here are more details about graphs A and B for r = 2.
6.73 [19] Let A and B be graphs described above with r = 2, and so v(A) = v(B) =
n = 2s+ 3. Then
(a1) if s = 4 (i.e. n = 11), then c9(A) > c9(B) and cj(B) > cj(A) for 8 ≥ j ≥ 2,
(a2) if s = 5 or 6, then ci(A) > ci(B) for 2s+ 1 ≥ i ≥ 2s and cj(B) > cj(A) for
2s− 1 ≥ j ≥ 2,
(a3) if s = 7, then ci(A) > ci(B) for 2s + 1 ≥ i ≥ 2s − 1 and cj(B) > cj(A) for
2s− 2 ≥ j ≥ 2, and
(a4) if s ≥ 7, then ci(A) > ci(B) for 2s+ 1 ≥ i ≥ 2s− 1 and c2(B) > c2(A).
Let T be an n-vertex tree of maximum degree r. Then T can be transformed to an
n-vertex star-tree S with r leaves by a series of the inverse Pxy-operations. Then by
6.46, S c T . Therefore by 6.71 (a2), we have:
6.74 [19] Let T be an n-vertex tree of maximum degree r and T is not isomorphic to
Mn(r). Then Mn(r) c T .
Using the c-monotonicity of the operation described in 6.68, we can prove the
following results on trees with exactly three leaves (i.e. on trees in S(3)).
6.75 [19] For every tree F non-isomorphic to a path there exists T ∈ S(3) with v(T ) =
v(F ) such that T c F .
From 6.16, 6.49, and 6.75 we have:
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6.76 [19] Let G be connected graph and n = e(G) + 1 (and so v(G) ≤ n). Suppose
that G is not a path and not in Sn(3). Then there exists T ∈ Sn(3) such that Pn c,φ
Mn(3) c,φ T c,φ G.
From 4.5, 6.49, 6.64, and 6.67 we have:
6.77 [19] Let G be a connected graph in Gm. Then for every spanning tree T of G and
every clique K in G there exist a tree D and a connected threshold graph H in Gm such
that D contains T , H contains K, and D c,p G c,p H.
Given a symmetric function g on k variables and a graph F with k components, let
g[F ] = g{v(C) : C ∈ Cmp(F )}.
6.78 Remark. Let G be a graph with n vertices and let
qs(G) =
∑{g[F ] : F ∈ F(G), e(F ) = s},
where g is a symmetric concave function on n − s variables. Then theorems 6.61 and
6.69 remain true if cs(G) is replaced by qs(G).
7 On reliability posets of graphs
In this section we will describe some results on the monotonicity of the operations
defined in Section 4 with respect to some reliability posets and on the problems Rmax
and Rmin of finding maximum and minimum reliable graphs among the graphs of the
same size.
As above, Rk(p,G) denotes the probability that the random graph (G, p) has at most
k components and R1(p,G) = R(p,G). Let fk(G) denote the number of spanning forests
of G with k components. Obviously, if G ∈ Gmn and k ≥ n − 2, then Rk(p,G) depends
only on p and m (and is easy to find). Therefore we will always assume that if G ∈ Gmn ,
then k ≤ n− 3. For a graph G ∈ G¯mn , we have:
Rk(p,G) =
∑{aks(G)psqm−s : s ∈ {n− k, . . . ,m}},
where q = 1− p and aks(G) is the number of spanning subgraphs of G with s edges and
at most k components, and so akn−k(G) = fk(G). Let
Qk1(x,G) =
∑{aks(G)xm−s : s ∈ {n− k, . . . ,m}} and
Qk0(x,G) =
∑{aks(G)xs : s ∈ {n− k, . . . ,m}}. Then
Rk(p,G) = pmQk1(q/p,G) = q
mQk0(p/q,G).
It turns out that the coefficients of Rk(x,G) (and accordingly, of Qk0(x,G) and
Qk1(x,G)) satisfy the following recursions similar to those for Φ(λ,G) (see 3.9 and 3.11).
7.1 [19, 32] Let G ∈ G¯mn . Then
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(a1) (m− s)aks(G) =
∑{aks(G− u);u ∈ E(G)}} for s ∈ {n− k, . . . ,m}, and
(a2) saks(G) =
∑{aks(G/u);u ∈ E(G)}} for s ∈ {n− k, . . . ,m}, and so
(a3) Qk0(x,G) =
∑{∫ x
t=0
Qk0(t, G− u)dt : u ∈ E(G)} and
(a4) Qk1(x,G) =
∑{∫ x
t=0
Qk1(t, G/u)dt : u ∈ E(G)}.
Function Rk(p,G) and its coefficients aks(G) satisfy the following useful “deletion-
contraction” formulas:
7.2 [19, 25,35] Let G ∈ G¯mn be a graph with at least one edge and u ∈ E(G). Then
(a) aks(G) = a
k
s(G− u) + aks(G/u) for every s ∈ {n− k, . . . ,m}, and so
(r) Rk(p,G) = Rk(p,G− u) +Rk(p,G/u).
The relations in 7.1 and 7.2 are pretty useful for proving some claims on aks(G) and
Rk(p,G) by induction. For example, it is very easy to prove 7.9 (a0) below by induction
using 7.1 (a4).
The following result is a generalization of 6.3.
7.3 [19,25] Let G ∈ Gmn and let graph H be obtained from G by a symmetric hammock-
operation. Then
aks(G) ≥ aks(H) for every s ∈ {n− k, . . . ,m}, i.e. G a(k) H, and so G r(k) H.
In [25] this theorem (and in [27] theorem 6.3) was proved using the deletion-
contraction formula in 7.2. Theorem 7.3 can also be proved using the approach in
the proof of 6.67 and in Section 8.
From 4.5 and 7.3 we have:
7.4 [19] For every graph G in Cmn there exists a threshold graph F in Cmn such that
aks(G) ≥ aks(F ) for every s ∈ {n− k, . . . ,m}, i.e. G a(k) F , and so G r(k) F .
From 4.2 (a2) and 7.3 we have:
7.5 [19,27] Let G ∈ Gmn and let graph H be obtained from G by a symmetric hammock-
operation. Then
(c1) aks([G]
c) ≥ aks([H]c) for every s ∈ {n− k, . . . ,m}, i.e. [G]c a(k) [H]c, and so
(c2) [G]c r(k) [H]c.
The arguments in the proofs of 6.61 can be used to prove the following.
7.6 [19] Let G ∈ Gmn , F be the graph obtained from G by a symmetric Kxy-operation,
and k be a positive integer at most n. Then G r(k) F .
From 4.2 (a2) and 7.6 we have:
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7.7 [19] Let G ∈ Gmn , F be the graph obtained from G by a symmetric Kxy-operation,
and k be a positive integer at most n. Then [G]c r(k) [F ]c.
Obviously, 7.6 and 7.7 are generalizations of 7.3 and 7.5, respectively.
From 4.6 and 7.5 we have the following generalization of 6.11.
7.8 [19, 27] Suppose that H is a connected graph and n ≥ e(H) + 1. Then for every
spanning tree T of F there exists a tree D with e(H) edges such that D contains T and
aks(Kn − E(D)) ≥ aks(Kn − E(H)) for every s ∈ {n− k, . . . ,m}, i.e.
Kn − E(D) a(k) Kn − E(H), and so G r(k) H.
We remind that the numbers r(G) = v(G) − cmp(G) and r∗(G) = e(G) − v(G) +
cmp(G) are called the rank and the corank (or the cyclomatic number) of a graph G.
7.1 On the a(k)-maximization problem for graphs with “small”
corank
Let us consider the following generalization of problem of problem Tmax in Section
1: find a graph M ∈ Cmn such that
aks(M) = max{aks(G) : G ∈ G¯mn }, where 1 ≤ k < n and s ∈ {n− k, . . . ,m}.
Does a solution of this problem depends on s or on k ? It turns out that a solution
may depend on s (see 7.14). From claim 7.9 it follows that if m ≤ n + 2, then a
solution does not depend on s, and therefore it is a solution for the a(k)- and r(k)-
maximization problems as well.
Let F be a graph and σ a positive integer. Let Fσ denote the set of graphs H
that are obtained from F by subdividing each edge u by s(u) vertices, where
∑{s(u) :
u ∈ E(F )} = σ, and so v(H) = v(F ) + σ and e(H) = e(F ) + σ). We call a graph
H from Fσ σ-uniform if |s(u) − s(u′)| ≤ 1 for every u, u′ ∈ E(G. Let z = bσ/e(F )c.
If H is a σ-uniform graph in Fσ, then s(u) ∈ {z, z + 1} for every u ∈ E(F ). Let
E0 = {u ∈ E(F ) : s(u) = z} and E1 = {u ∈ E(F ) : s(u) = z + 1}. Let Fi be the
subgraphs induced by Ei in F , i ∈ {0, 1}. Obviously, if σ = 0 mod e(F ), then s(u) = z
for every u ∈ E(F ), and therefore there is exactly one σ-uniform graph in Fσ up to
isomorphism; we denote his graph F ∗.
Let B denote the graph with two vertices and three parallel edges. Then all σ-
uniform graph in Bσ are isomorphic to the same graph which we denote by Θ∗n, where
n = σ + 2 = v(Θ∗n).
Let Q = K4 and n = σ + 4.
If σ mod 6 ∈ {0, 1, 5}, then all σ-uniform graph in Qσ are isomorphic to the same
graph which we denote by Q∗n.
Now we will define the σ-uniform graph Q∗n in case when σ mod 6 6∈ {0, 1, 5}, i.e.
when σ mod 6 = r ∈ {2, 3, 4}, and so e(Q1) = r. Let H be a σ-uniform graph in Qσ.
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Put Q∗n = H if one of the following holds:
(h1) r = 2 and Q1 is a matching,
(h2) r = 4 and Q0 is a matching, and
(h3) r = 3 and Q1 (as well as Q0) is a 3-edge path.
Let, as above, On denote the cycle with n vertices.
Using 7.1 and 7.2, we were able to prove the following.
7.9 [19, 32] Let G ∈ G¯mn and k ∈ {1, . . . , n− 3}. Then the following holds.
(a0) Suppose that e(G) = n. If G is not a cycle, then
On a(k) G, and so On r(k) G.
(a1) Suppose that e(G) = n+ 1. If G is not Θ∗n, then
Θ∗n a(k) G, and so Θ∗n r(k) G.
(a2) Suppose that e(G) = n+ 2. If G is not Q∗n, then
Q∗n a(k) G, and so Q∗n r(k) G.
7.2 On the a(k)-maximization problem for graphs with “large”
corank
Let us reformulate the problem in the previous part 7.1 as follows: find in a complete
graph Kn a set Z of z edges (and the corresponding subgraph of Kn induced by Z) such
that
aks(Kn − Z) = max{aks(Kn − A) : A ⊂ E(Kn), and |A| = z}.
The following result gives a solution to this problem for the graphs with relatively “large”
corank, i.e. with relatively “small” |A|.
From 7.5 we have, in particular, the following generalization of 6.9.
7.10 [19, 25] Let H be a subgraph of Kn and with r edges with no isolated vertices.
Suppose that H is not isomorphic to rP 1 or P 2 + (r − 2)P 1.
(a1) If n ≥ 2r, then
Kn − E(rP 1) a(k) Kn − E(P 2 + (r − 2)P 1) a(k) Kn − E(H), and so
Kn − E(rP 1) r(k) Kn − E(P 2 + (r − 2)P 1) r(k) Kn − E(H).
(a2) If n = 2r − 1, then
Kn − E(P 2 + (r − 2)P 1) a(k) Kn − E(H), and so
Kn − E(P 2 + (r − 2)P 1) r(k) Kn − E(H).
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7.3 On the a(k)-minimization problem for graphs with “small”
corank
Let us consider the following generalization of problem of problem Tmin in Section 1:
find a graph L ∈ Cmn such that
aks(L) = min{aks(G) : G ∈ Cmn }, where 1 ≤ k < n and s ∈ {n− k, . . . ,m}.
Does a solution of this problem depends on s or on k ? The following result gives a
solution to this problem for the graphs of relatively “small” corank. It turns out that
in this case the solution does not depend on s and is the solution for the a(k)- and
r(k)-minimization problems as well.
7.11 [19, 20] Let G ∈ Cmn and G 6∈ Hmn .
(a0) If m = n ≥ 3, then
G a(k) L for every L ∈ Hnn, and so G a(k) F nn and G r(k) F nn = W .
(a1) If n ≥ 4 and m = n+ 1, then
G a(k) L for every L ∈ Hn+1n , and so G a(k) F n+1n and G r(k) F n+1n .
(a2) If n ≥ 5 and m = n+ 2, then
G a(k) L for every L ∈ Hn+2n , and so G a(k) F n+2n and G r(k) F n+2n .
(a3) If n ≥ 6 and n+ 2 ≤ m ≤ 2n− 2, then
G a(k) L for every L ∈ Hmn , and so G a(k) Fmn and G r(k) Fmn .
7.4 On the a(k)-minimization problem for graphs with “large”
corank
Let us reformulate the problem in the previous part 7.3 as follows: find in a complete
graph Kn a set Z of z edges (and the corresponding subgraph of Kn induced by Z) such
that
aks(Kn − Z) = min{aks(Kn − A) : A ⊂ E(Kn), Kn − A is connected, and |A| = z}.
A similar question is whether a solution of this problem depends on s or on k.
The following result gives a solution to this problem for the graphs with relatively
“large” corank, i.e. with relatively “small” |A|.
7.12 [19,20] Let H be a subgraph of Kn with no isolated vertices and with z ≥ 1 edges.
(a0) If z ≤ n− 2 and H is not isomorphic to F zz+1 = Sz, then
Kn − E(H) a(k) Kn − E(F zz+1), and so Kn − E(H) r(k) Kn − E(F zz+1).
(a1) If z = n− 1, then
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Kn − E(H) a(k) Kn − E(F zz ), and so Kn − E(H) r(k) Kn − E(F zz ).
(a2) If z = n, then
Kn − E(H) a(k) Kn − E(F zz−1), and so Kn − E(H) r(k) Kn − E(F zz−1).
Notice that claim (a0) in 7.12 is a generalization of 6.10 and follows from 4.5 and
7.5.
In 2.10 we defined the so-called extreme threshold graphs Fmn and the set Hmn .
Obviously, Fmn ∈ Hmn ⊆ Cmn and if G,G′ ∈ Hmn , then G r G′.
7.13 [19, 20] Let n and z be positive integers, n ≥ 3, and n ≥ z. Let m = (n
2
) − z.
Suppose that m ≥ n− 1 (i.e. Cmn 6= ∅) and 1 ≤ z ≤ n. Then
G ∈ Cmn \ Hmn ⇒ G a(k) L for every L ∈ Hmn , and in particular, G a(k) Fmn .
Proof The following claim is obviously true.
Claim.
(c1) If 1 ≤ z ≤ n− 2, then Fmn = Kn − E(F zz+1).
(c2) If z = n− 1, then Fmn = Kn − E(F zz ).
(c3) If z = n, then Fmn = Kn − E(F zz−1).
Now the claim of the theorem follows from the above Claim and 7.12. 
7.5 Some problems on the reliability poset of graphs
Using 6.9, we were able to prove the following about the existence of r-maximum
graphs in Gmn .
7.14 [19, 22, 24, 32] Let, as above, G r F if R(p,G) ≥ R(p, F ) for every p ∈ [0, 1].
Then
(a1) for every n ≤ 5 and n− 1 ≤ m ≤ e(Kn), Gmn has an r-maximum graph and
(a2) for every n ≥ 6 there exists m = m(n) such that Gmn does not have an r-maximum
graph.
From 7.14 we have, in particular:
7.15 [19,22,24,32] For every n ≥ 6 there exists m = m(n) such that Gmn does not have
an a-maximum graph.
Paper [24] containing theorem 7.14 was also mentioned in a survey paper [15] pub-
lished in Journal of Graph Theory in 1982. Accidentally, in 1986 the author of [2] put
forward a conjecture contradicting 7.14 and 7.15, namely, saying that Gmn has a r-
maximum graph for every (n,m) with n−1 ≤ m ≤ e(Kn) and claiming in addition that
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his conjecture is true for every n ≤ 6.
Here are some interesting problems related with 7.14. As above, let M(p) be a graph
in G¯mn , namely,
R(p,M(p)) = max{R(p,G) : G ∈ G¯mn },
i.e. M(p) is a most reliable p-random graph in G¯mn .
Let Mmn = {M(p) ∈ Gmn : p ∈ [0, 1]}. Obviously, Mmn is a finite set. By 7.14, there
are infinitely many pairs (n,m) such that |M|mn ≥ 2.
7.16 Problem. [19] Is there a number N such that |Mmn | ≤ N for every n ≥ 2 and
m ≤ n(n− 1)/2 ?
Given G,F ∈ Gmn such that R(p,G) 6≡ R(p, F ), let crs{R(G,F )} denote the number
of zeros of R(p,G)−R(p, F ) in (0, 1)(with their multiplicities). In [35] we observed that
there are pairs (G,F ) of equi-size graphs such that crs{R(G,F )} ≥ 1. Are there such
pairs (G,F ) with crs{R(G,F )} ≥ 2 ? This was a long standing question until we gave
in [16] a construction providing for every integer k ≥ 1 an equi-size pair (G,F ) such that
crs{R(G,F )} = k. A similar question arises for equi-size pairs (G,F ) of R(p)-maximum
graphs. Let crs{Rmn } = max{crs{R(G,F )} : G,F ∈ Mmn , R(p,G) 6≡ R(p, F )}. As we
have mentioned in 7.14, for every n ≥ 6 there exists m = m(n) such that crs{Rmn } ≥ 1.
7.17 Problem. [19] Are there pairs (n,m) such that crs{Rmn } ≥ 2 ? Furthermore,
is it true that for every integer k ≥ 1 there exists (n,m) such that crs{Rmn } ≥ k (or,
moreover, crs{Rmn } = k) ?
In Section 1 we mentioned the problem on the minimal elements of the r-poset on
Cmn . Here is a more general version of this problem.
7.18 Problem. [19, 20] Is the following claim true ?
Claim. Let m ≥ n−1, and so Cmn 6= ∅. Then there exists L ∈ Cmn such that G r(k) L
for every G ∈ Cmn .
A similar problem concerns the a(k)-minimal graphs in Cmn .
7.19 Problem. [19, 20] Is the following claim true ?
Claim. Let m ≥ n−1, and so Cmn 6= ∅. Then there exists L ∈ Cmn such that G a(k) L
for every G ∈ Cmn .
Let, as above, Fmn denote the set of connected threshold graphs with n vertices and
m edges, and so Fmn ⊆ Cmn . From 7.4 it follows that Problem 7.18 is equivalent to the
following problem.
7.20 Problem. [19, 20] Is the following claim true ?
Claim. Let m ≥ n − 1.Then there exists F ∈ Fmn such that G r(k) F for every
G ∈ Fmn .
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Similarly, from 7.4 it follows that Problem 7.19 is equivalent to the following prob-
lem.
7.21 Problem. [19, 20] Is the following claim true ?
Claim. Let m ≥ n − 1.Then there exists F ∈ Fmn such that G a(k) F for every
G ∈ Fmn .
Obviously, Claim in 7.19 implies Claim in 7.18 and Claim in 7.21 implies Claim
in 7.20.
There are some results supporting Claim in 7.19 and indicating that Hmn is the set
of all a(k)-minimum graphs in Cmn (see, for example, 7.11 and 7.12).
8 On some other graph parameters
We call a component of a graph non-trivial if it has at least one edge, and trivial
otherwise.
Let F(G, v, e) denote the set of forests F in G with v vertices and e edges such that
each component of F is non-trivial, and so F is induced by its set of edges and has v− e
components. In particular, F(G, 2e, e) = M(G, e) is the set of matchings in G with e
edges. Given a vertex x of G, let Fx(G, v, e) denote the set of forests F in F(G, v, e)
containing vertex x. Let |Fx(G, v, e)| = fx(G, v, e) and |M(G, f)| = m(G, e).
We remind some notations and notation from the proof of 6.67.
Let G = (V,E) be a simple graph, x, y ∈ V , x 6= y, Z = Nx(G) ∩ Ny(G), X =
Nx(G) \ (Z ∪ {y}), and Y = Ny(G) \ (Z ∪ {x}).
Let ev = xv and e
′
v = yv for v ∈ X and let
Ex = [x,X] = {ev : v ∈ X} and Ey = [y,X] = {e′v : v ∈ X}.
Let G′ be obtained from G by the ♦xy-operation, i.e. G′ = (G \ Ex) ∪ Ey. Obviously,
[{x, y}, Z] ⊆ E(G) and E(G)− Ex = E(G′)− Ey.
Let ε(u) = u if u ∈ E(G)− Ex and ε(ev) = e′v if ev ∈ Ex (and so v ∈ X). Then
ε : E(G)→ E(G′) is a bijection. For U ⊆ E(G), let ε[U ] = {ε(u) : u ∈ U}.
For a subgraph S of G, let ϑ(S) be the subgraph of G such that
V (ϑ(S)) = V (S) and E(ϑ(S)) = (E(S) \ Ex) ∪ ε[E(S) ∩ Ex].
Let S(H) denote the set of subgraphs of a graph H. Obviously, ϑ is a bijection from
S(G) to S(G′). For A ⊆ S(G), let ϑ[A] = {ϑ(A) : A ∈ A}.
8.1 [19] Let G be a connected graph with n vertices, x and y two distinct vertices in
G. Let v and e be integers such that F(G, v, e) 6= ∅. Let G′ be obtained from G by the
♦xy-operation. Then fx(G, v, e) ≥ fx(G′, v, e) and m(G, e) ≥ m(G′, e).
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Proof. The proof of this theorem is similar to but simpler than the proof of 6.67.
Let P ′ be a forest in G′ with at most two components each being non-trivial and
each meeting {x, y}. Let P be the subgraph in G such that P ′ = ϑ(P ). Clearly,
{x, y} ⊆ V (P ′) = V (P ) and e(P ′) = e(P ). Let σ(xz) = yz and σ(yz) = xz for every
z ∈ Z. Obviously, σ : [{x, y}, Z] → [{x, y}, Z] is a bijection. For S ⊆ [{x, y}, Z], let
σ[S] = {σ(s) : s ∈ S}. Let A = A(P ) = [{x, y}, Z] ∩ E(P ). Obviously, A(P ) = A(P ′).
Let P¯ = (P − A) ∪ σ[A] and P¯ ′ = (P ′ − A) ∪ σ[A]. Obviously, P¯ = P and P¯ ′ = P ′ if
and only if σ[A] = A. Clearly, both P and P ′ = ϑ(P ) have at most two components.
We need the following simple facts (see similar claims in the proof of 6.67).
Claim 1. Suppose that P ′ is a tree and P is not a tree. Then P¯ is a tree and
P¯ ′ = ϑ(P ) is not a tree.
Proof. Since v(P ) = v(P ′), e(P ) = e(P ′), P ′ is a tree, and P is not a tree, we have:
P has a cycle C. If C does not contain vertex x or C contains two edges from E[X],
then P ′ has a cycle, a contradiction. Therefore C is the only cycle in P and C contains
exactly one edge xc with c ∈ X and exactly one edge xz with z ∈ Z. Then P¯ is a tree,
x ∈ V (P ′) = V (P¯ ), and P¯ ′ = ϑ(P¯ ) is not a tree (namely, it has a cycle). ♦
It is also easy to prove the following two claims.
Claim 2. P ′ has two components if and only if P = ϑ−1(P ) has two components.
Claim 3. Suppose that both P ′ and P = ϑ−1(P ′) have two components. Then
(a1) both P¯ and P¯ ′ = ϑ(P¯ ) have two components and
(a2) if P ′ has no trivial components and P has a trivial component (namely, y), then
P¯ has no trivial components and P¯ ′ has a trivial component (namely, x).
Given a forest F of G containing x and y, let Fxy be the minimal subforest of F
containing x and y and such that each component of Fxy is a component of F . Obviously,
Fxy has at most two components each meeting {x, y}. Let F¯ = F − Fxy + F¯xy.
Let F = Fx(G, v, e), F ′ = Fx(G′, v, e), and F˜ = ϑ−1[F ′].
Let A′ and B′ be subsets of F ′ such that F ′ = A′∪B′, ϑ−1[A′] ⊆ F , and ϑ−1[B′]∩F = ∅,
and so A′ ∩ B′ = ∅. Let A˜ = ϑ−1[A′] and B˜ = ϑ−1[B′]. Then
F˜ = A˜ ∪ B˜, A˜ ∩ B˜ = ∅, |A| = |A′|, and |B| = |B′|.
Suppose first that B′ = ∅. Then ϑ−1 is an injection from F ′ to F and we are done.
Now suppose that B′ 6= ∅. Let c(H) denote the number of non-trivial components
of a graph H. Let B′ ∈ B′, and so B = ϑ−1(F ′) is not an element of F . Obviously,
e(B) = e(B′) = e and x ∈ V (B′). Now x ∈ V (B′)⇒ x ∈ V (B). Therefore c(B) 6= c(B′)
or, equivalently, c(Bxy) 6= c(B′xy). Then by Claims 1 and 3, c(B¯) = c(B′) and c(B¯′) 6=
c(B′), and so B¯ ∈ F and B¯′ 6∈ F ′. Let
ϑ˜(F ′) = ϑ−1(F ′) if F ′ ∈ A′ and ϑ˜(F ′) = F¯ if F ′ ∈ B′.
It is easy to see that the following holds.
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Claim 4. Let F ′1, F
′
2 ∈ F ′. Then F ′1 6= F ′2 ⇔ ϑ˜(F ′1) 6= ϑ˜(F ′2).
It follows that ϑ˜ is an injection from F ′ to F . Thus |F| ≥ |F ′|.
Similar (but much simpler) arguments show that m(G, e) ≥ m(G′, e). 
By the above definition, a component of a graph is non-trivial if it has at least one
edge. Notice that if this definition is replaced by: “a component of a graph is non-trivial
if it has at least s edges with s ≥ 2”, then the claim of theorem 8.1 is no longer true.
Obviously, fx(G, v(G), v(G) − 1) = t(G). Therefore theorem 6.3 (a1) for the ♦-
operation is a particular case of 8.1. Also, it follows from 8.1 that a similar result holds
for the number of spanning forests in G with a given number of edges (or, the same,
with a given number of components).
Let Sx(G, v, e, k) denote the set of subgraphs of G containing vertex x and having v
vertices, e edges and at most k components. Let sx(G, v, e, k) = |Sx(G, v, e, k)|.
The arguments similar to those in the proof of 8.1 can be used to prove the following
generalization of 8.1.
8.2 [19] Let G be a connected graph andx and y two distinct vertices in G. Let v and e
be integers such that Sx(G, v, e, k) 6= ∅. Let G′ be obtained from G by the ♦xy-operation.
Then sx(G, v, e, k) ≥ sx(G′, v, e, k).
Let h0(G) and h1(G) denote the number of Hamiltonian cycles and Hamiltonian
paths, respectively.
8.3 [19] Let G ∈ Gmn and G′ be the graph obtained from G by an ♦xy-operation. Then
hs(G) ≥ hs(G′) for s ∈ {0, 1}.
Proof. The proof is similar to but much simpler than the proof of 6.67.
For a graph F , let H0(F ) be the set of Hamiltonian cycles of F and H1(F ) the set
of Hamiltonian paths of F , and so hs(F ) = |Hs(F )|.
Case 1. Consider a Hamiltonian cycle C ′ in G′. Let C ′ be a Hamiltonian cycle in
G′ and C = ϑ−1(C ′). If E(C ′) ∩ [y,X] = ∅, then C is also a Hamiltonian cycle in G. If
x is incident to at most one edge in G′, then G′ has no Hamiltonian cycle. Therefore
we assume that x is incident to at least two edges in G′ and E(C ′) ∩ [y,X] 6= ∅, and so
E(C ′) ∩ [y,X] has either one or two edges. Obviously, C ′ has either exactly two edges
xz1 and xz2 in [x, Z] or exactly one edge xz in [x, Z] and edge xy (provided xy ∈ E(G′)).
Case 1.1. Suppose that C ′ has exactly one edge xz in [x, Z] and edge xy. Then C ′
has exactly one edge yx′ in [y,X]. Then C = C ′ − yx′ + xx′ is not a Hamiltonian cycle
in G, namely, y is incident to one edge in C and C − y is a cycle containing xz. Put
C¯ = C−xz+yz. Then C¯ is a Hamiltonian cycle in G and C¯ ′ is not a Hamiltonian cycle
in G′.
Case 1.2. Now suppose that C ′ has exactly two edges xz1 and xz2 in [x, Z].
Suppose that C ′ has exactly one edge yx′ in [y,X] (and so x′ ∈ X). Then C =
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C ′ − yx′ + xx′ is not a Hamiltonian cycle in G, namely, C has a unique cycle D and
vertex y is of degree one in C. Obviously, D has exactly one edge in {xz1, xz2}, say xz1.
Put C¯ = C−xz1 +yz1. Then C¯ is a Hamiltonian cycle in G and C¯ ′ is not a Hamiltonian
cycle in G′.
Now suppose that E(C ′)∩[y,X] has exactly two edge yx1 and yx2 (and so x1, x2 ∈ X).
Then C = C ′ − {yx1, yx2}+ {xx1, xx2} is not a Hamiltonian cycle in G, namely, C has
exactly two cycles D1 and D2, each xxi ∈ Di, and y is an isolated vertex in C. Put
C¯ = C − {xz1, xz2} + {yz1, yz2}. Then C¯ is a Hamiltonian cycle in G and C¯ ′ is not a
Hamiltonian cycle in G′.
Case 2. Now consider a Hamiltonian path P ′ in G′ and assume that E(P ′)∩[y,X] 6=
∅, and so E(P ′) ∩ [y,X] has either one or two edges. Obviously, either P ′ contains xy
(provided xy ∈ E(G′)) or has one or two edges in [x, Z].
Case 2.1. Suppose that xy ∈ E(P ′). If x is an end of P ′, then P ′ has exactly one
edge x′y in [y,X] and P = P ′ − x′y + x′x is a Hamiltonian path in G. Otherwise, the
situation is similar to Case 1.1 on Hamiltonian cycles.
Case 2.2. Now suppose that P ′ has one or two edges in [x, Z]. It is easy to see that
P is a Hamiltonian path in G if and only if P ′ has exactly one edge in [x, Z], exactly
one edge yx′ in [y,X], and in P ′ y is closer to x than x′.
Suppose that x is an end-vertex of P ′, and so P ′ has exactly one edge xz in [x, Z]. If P ′
has exactly one edge yx′ in [y,X] and in P ′ x′ is closer to x than y, then P = P ′−yx′+xx′
is not a Hamiltonian path in G, namely, P has exactly two components and one of them
a cycle containing xz. Put P¯ = P − xz + yz. Then P¯ is a Hamiltonian path in G and
P¯ ′ is not a Hamiltonian path in G′. If P ′ has two edges yx1 and yx2 in [y,X], then
P = P ′−{yx1, yx2}+{xx1, xx2} is not a Hamiltonian path in G, namely, P has exactly
one cycle D, xz ∈ E(D), and y is an isolated vertex in P . Put P¯ = P − xz + yz. Then
P¯ is a Hamiltonian path in G and P¯ ′ is not a Hamiltonian cycle in G′.
Now suppose that x is not an end-vertex of P ′, and so P ′ has exactly two edges in
[x, Z]. Then the situation is similar to Case 2.1 on Hamiltonian cycles.
Thus, from the above Cases it follows that the following claim is true.
Claim 1. Let s ∈ {0, 1}. Suppose that Q′ ∈ Hs(G′) and Q 6∈ Hs(G). Then Q¯ ∈ Hs(G)
and Q¯′ 6∈ Hs(G′).
Let H = Hs(G) and H′ = Hs(G′). Let A′ and B′ be subsets of H′ such that
H′ = A′ ∪ B′, ϑ−1[A′] ⊆ H, and ϑ−1[B′] ∩H = ∅, and so A′ ∩ B′ = ∅.
Let A˜ = ϑ−1[A′] and B˜ = ϑ−1[B′]. Then
H˜ = A˜ ∪ B˜, A˜ ∩ B˜ = ∅, |A| = |A′|, and |B| = |B′|.
It is easy to see that the following holds.
Claim 2. Let H ′1, H
′
2 ∈ H′. Then H ′1 6= H ′2 ⇔ ϑ˜(H ′1) 6= ϑ˜(H ′2).
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Suppose first that B′ = ∅. Then by Claim 2, ϑ−1 is an injection from H′ to H and
we are done.
Now suppose that B′ 6= ∅. Let ϑ˜(H ′) = ϑ−1(H ′) if H ′ ∈ A′ and ϑ˜(H ′) = H¯ if H ′ ∈ B′.
Then by Claims 1 and 2, ϑ˜ is an injection from H′ to H. Thus, |H| ≥ |H′|. 
Let x ∈ V (G) and s a positive integer.
Let hx0(G, s, k) denote the number of subgraphs of G containing x and having s ver-
tices and at most k components each being a cycle.
Let hx1(G, s, k) denote the number of subgraphs of G containing x and having s ver-
tices and exactly k components each being a non-trivial path.
Using the arguments similar to those in the above proof of 8.3, the following gener-
alization of 8.3 can be proved.
8.4 Let G ∈ Gmn , G′ be the graph obtained from G by an ♦xy-operation. Let
η(G) ∈ {hx0(G, s, k), hx1(G, s, k)}. Then η(G) ≥ η(G′).
It can be shown that if in the definition of hx0(G, s, k) condition “at most k compo-
nents” is replaced by “exactly k components” (as in the definition of hx0(G, s, k)), then
theorem 8.4 will be no longer true for hx0(G, s, k).
The results similar to 8.4 are also true for some other types of subgraphs of a graph.
9 On weighted graphs and digraphs
Many notions and results above can be naturally generalized to weighted graphs and
digraphs of different type. Here are some of them.
Let D = (V,E) be a directed graph or simply, a digraph (and so E ⊆ V × V ) and
w a function from E → R. We call the pair (D,w) a weighted digraph also denoted by
Dw. If (x, y) ∈ E ⇔ (y, x) ∈ E in D, then D can be interpreted as an undirected graph
G and (Gw) the corresponding weighted graph.
For v ∈ V , let d(v,Gw) = ∑{w(vx) : x ∈ V (G− v)}. For V = V (G) =
{v1, . . . , vn}, let A(Gw) be the (V × V )-matrix (aij), where each aii = 0 and each
aij = w(vivj) for i 6= j. Let R(Dw) be the diagonal (V × V )-matrix (rij), where
each rii = d(vi, G
w) and each rij = 0 for i 6= j. Let L(Dw) = R(Gw)− A(Gw).
A directed tree (or ditree) T rooted at z is a digraph such that its underlying graph
is a tree, z ∈ V (T ), dout(z) = 0, and dout(v) = 1 for every v ∈ V (T ) \ z.
Let Tz(D) denote the set of spanning ditrees of D rooted at z,
w(T ) =
∏{w(e) : e ∈ E(T )} for T ∈ Tz(D), and tz(Gw) = ∑{w(T )) : T ∈ Tz(G)}.
Here is an obvious generalization of the classical Matrix Tree Theorem for weighted
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digraphs.
9.1 Let Dw be a weighted digraph and r ∈ V (D). Then tr(Gw) = det(Lr(Dw)).
Obviously, det(λI −L(Dw)) = λP (λ,Dw), where P (λ,Dw) is a polynomial of degree
n− 1. Let S(Gw) = (λ1(Dw), . . . , λn−1(Dw)) be the list of root roots of P (λ,Dw).
Let C = (V,E) be a directed graph such that E = V × V . Digraph C is called
the complete digraph with the vertex set V , and so every vertex of C has a loop. Let
w be a function from V × V to R, and so Cw is a weighted digraph. Given a function
a : V × V → R, let u = a− w. Then Cu is another digraph with the vertex set V . We
call digraph Cu a-complement of Cw and write Cu = [Cw]a.
Here is a generalization of the Reciprocity Theorem 3.12 for weighted digraphs.
9.2 [33, 38] Let Cw be a weighted digraph with n vertices.
Let σ : (V × V ) → R be a constant function: σ(xy) = q ∈ R for every xy ∈ V × V .
Then
(a1) there is a bijection α : {1, . . . , n− 1} → {1, . . . , n− 1}
such that λi(C
w) + λα(i)([C
w]q) = qn for every i ∈ {1, . . . , n− 1} or, equivalently,
(a2) (qn− λ)L(λ, [Cw]q) = (−1)n−1λL(qn− λ,Cw).
A weighted digraph Cw is called r-out-regular (r-in-regular) if dout(v, C
w) = r (re-
spectively, din(v, C
w) = r) for every v ∈ V (D). Let A(λ,Cw) = det(λIn − A(Dw)).
Obviously, if Cw is r-out-regular or r-in-regular, then A(r, Cw) = 0. From 9.2 we have
the corresponding Reciprocity Theorem on A(λ,Cw) for an out-regular (respectively,
in-regular) weighted digraph Dw.
9.3 [33] Let Cw be a weighted r-out-regular or r-in-regular digraph with n vertices.
Then
(λ+ r)A(λ, [Cw]q) = (−1)n(λ− qn+ r)A(−λ,Cw).
Let p(x, y) be a polynomial of two variables x and y. Assuming that xy 6= yx,
we call p(x, y) a xy-polynomial (yx-polynomial) if p does not contain “the product yx”
(respectively, “the product xy”). Therefore if xy = yx, then p(x, y) is both xy and
yx-polynomial.
Using 9.3 it is also easy to prove the following useful fact.
9.4 Let Cw be a weighted r-out-regular (r-in-regular) digraph with n vertices. Let Jnn
be the n × n-matrix with all entries equal 1 and {α1, . . . , αn} be the set of eigenvalues
of A(Cw) = A, where αn = r. Let p(x, y) be a polynomial with two variables x and y,
and with real coefficients. Suppose that p(x, y) is an xy-polynomial if Cw is r-out-regular
and is an yx-polynomial if Cw is r-in-regular. Then matrix p(A, Jnn) has the eigenvalues
p(r, n) and p(αi, 0) for i = 1, · · · , n− 1.
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Let Gw be a weighted graph and let T (G) denote the set of spanning trees of G.
Given X ⊆ V , let F(G,X) denote the set of spanning forests F of G such that every
component of F has exactly one vertex in X, and so T (G) = F(G, x) for every x ∈ V .
For T ∈ T (G) and F ∈ F(G,X), let
w(T ) =
∏{w(e) : e ∈ E(T )} and w(F ) = ∏{w(e) : e ∈ E(F )}
and let
t(Gw) =
∑{w(T )) : T ∈ T (G)} and f(G,X) = ∑{w(F )) : F ∈ F(G,X)}.
Then t(Gw) = f(G, x) for every x ∈ V , and so v(G) t(Gw) = ∑{f(G, x) : x ∈ V }.
For x, y ∈ V (G), x 6= y, let Gw/{x, y} denote the weighted graph F u such that
V (F ) = V (G) \ {x, y} ∪ t and u(tz) = w(xz) + w(yz) for every z ∈ V (G− {x, y}) and
u(ab) = w(ab) for a, b ∈ V (G− {x, y}). We say that Gw/{x, y} is obtained from Gw
by identifying its vertices x and y. For h = xy ∈ E(G), let Gw/xy = Gw/{x, y} and
Gw − h = Gw′ , where w′(h) = 0 and w′(e) = w(e) for every e ∈ E(G− h). For a graph
Gw and X ⊆ V (G), let LX(Gw) denote the matrix obtained from L(Gw) by removing
the rows and columns corresponding to every vertex x ∈ X and let GwX = Gw/X denote
the graph obtained from G by identifying all vertices in X.
Now it is easy to see that the following generalization of Theorems 3.1 and 3.2 holds.
9.5 [19] Let Gw be a weighted graph, V = V (G), and X ⊆ V (G). Then
t(GwX) = f(G
w, X) = det(LX(G
w)), and so t(Gw) = det(Lv(G
w)) for every v in V (G).
As before, det(λI − L(Gw)) = λP (λ,Gw),
where P (λ,Gw) is a polynomial of degree n− 1 with the root sequence
S(Gw) = (λ1(G
w) ≤ . . . ,≤ λn−1(Kw)) and
P (λ,Gw) =
∑{(−1)scs(Gw)λn−1−s : s ∈ {0, . . . , n− 1}}.
The following generalizations of 3.7 and 3.9 are true.
9.6 [19] Let Gw be a weighted graph with n vertices and m edges, s ∈ {0, . . . , n − 1},
and V = V (G). Then
(a1) cs(G) =
∑{f(Gw, V −X) : X ⊆ V, |X| = s} =∑{γ(F )∏{w(e) : e ∈ E(F )} : F ∈ F(K), e(F ) = s} and
(a2) (m− s)cs(Kw) =
∑{cs(Kw − e) : e ∈ E(K)} for s ∈ {0, . . . ,m}.
Let, us above, K = (V,E be a complete graph, and so E =
(
V
2
)
), and Kw a weighed
graph with the vertex set V . Given a function σ :
(
V
2
) → R, let u = σn − w. We call
(Ku) the σ-complement of Kw and write Ku = [Kw]σ.
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Here is a generalization of the Reciprocity Theorem 3.12 for weighted graphs.
9.7 [19, 31, 38] Let Kw be a weighted graph with n vertices. Let σ :
(
V
2
) → R be a
constant function, namely, σ(uv) = q ∈ R+ for every uv ∈
(
V
2
)
. Then
(a1) λi(K,w) + λn−i(K,w)q) = qn for every i ∈ {1, . . . , n− 1}, and so
(a2) (qn− λ)L(λ, (K,w)q) = (−1)n−1λL(qn− λ, (K,w)) and
(a3) if q ≥ max{w(e) : e ∈ E(K)} and w(e) ≥ 0 for every e ∈ E(K), then
0 ≤ λi(K,w) ≤ qn and 0 ≤ λi(K,w)q) ≤ qn for every i ∈ {1, . . . , n− 1}.
Theorem 9.7 was used in [31] to give a simple procedure for finding the spectrum of
so-called totally decomposable symmetric matrices.
Let K = (V,E) be a complete graph and w : E → R be a function. Let
{v1, v2} ⊆ V , S ⊆ V \ {v1, v2}, and ε : S → R be a function. For i ∈ {1, 2}, let
wi : E → R be a function such that wi(e) = w(e) for every e ∈ E \ [S, vi] and
wi(svi) = w(svi) + ε(s) for every s ∈ S. The following result establishes an inequality
between t(K,w1) and t(K,w2) under certain conditions on functions w and ε.
9.8 [19, 27] Let K = (V,E) be a complete graph. Suppose that
(h1) w : E → R and ε : S → R are non-negative functions and
(h2) w(sv2) ≥ w(sv1) for every s ∈ S.
Then t(K,w1) ≥ t(K,w2).
Obviously, 6.3 follows from 9.8 when an H-operation is ♦-operation.
Here is an analog of 9.8 for graphs with randomly deleted edges. Let K = (V,E) be
a complete graph and q : E → [0, 1] be a function. Let {v1, v2} ⊆ V , S ⊆ V \ {v1, v2},
and ε : S → [0, 1] be a function. We call (K, q) a random graph, interpret q(e) as the
probability that edge e of the complete graph K does not exist and assume that all edge
events are mutually independent. Let Rk(K, q) denote the probability that the random
graph (K, q) has at most k components. For i ∈ {1, 2}, let qi : E → [0, 1] be a function
such that qi(e) = q(e) for every e ∈ E \ [S, vi] and qi(svi) = q(svi)ε(s) for every s ∈ S.
The following result establishes an inequality between Rk(K, q1) and R
k(K, q2) under
certain conditions on function q.
9.9 [19,25] Suppose that q(sv2) ≥ q(sv1) for every s ∈ S. Then Rk(K, q2) ≥ Rk(K, q1).
Obviously, 7.3 follows from 9.9 when an H-operation is ♦-operation.
Now we will define an analogue of the Kxy-operation for weighted graphs.
LetK = (V,E) be a complete graph, {v1, v2} ⊆ V , S ⊆ V \{v1, v2} and let ε be a function
from S to R. For i ∈ {1, 2}, let ri : S → R be a function such that ri(s) = w(svi) for
s ∈ S. Let r′1(s) = r1(s) + ε(s) and r′2(s) = r2(s)− ε(s) for s ∈ S. Put u(e) = w(e) for
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e ∈ E \ [{v1, v2}, S] and u(svi) = r′i(s) for s ∈ S, and so u is a function from E to R. We
say that Ku is obtained from Kw by the (v1, v2, ε)-operation and denote it K
w(v1, v2, ε).
Let a : E → R be the function such that a(e) = w(e) for every e ∈ E \ [{v1, v2}, S]
and a(e) = 0, otherwise. We call the (v1, v2, ε)-operation symmetric on K
w if there
exists an authomorphism σ : V (K)→ V (K) of Ka such that σ(v1) = v2 and σ(v2) = v1.
Let B(Kw) = D′(Kw) + A(Kw), where D′(Kw) is a diagonal (V × V )-matrix.
It is easy to prove the following claim.
9.10 Let x ∈ Rn and xS = x|S. Then xtB(Ku)x− xtB(Kw)x = 2(x1 − x2)(ε · xS).
Since B(Kw) is a symmetric matrix, all eigenvalues of B(Kw) are real numbers. Let
β(Kw) denote the maximum eigenvalue of B(Kw).
9.11 [19] Let K = (V,E) be a complete graph, {v1, v2} ⊆ V , S ⊆ V \ {v1, v2}, and
ε : S → R and w : E → R be functions. Let Ku = Kw(v1, v2, ε) be obtained from Kw by
the (v1, v2, ε)-operation. Suppose that
(h1) w : E → R is a non-negative function,
(h2) a weighted graph Kw is connected,
(h3) r1 ≥ r2 ≥ ε ≥ 0¯, i.e., w(v1s) ≥ w(v2s) ≥ ε(s) ≥ 0 for every s ∈ S, and
(h4) the (v1, v2, ε)-operation is symmetric on K
w.
Then β(Kw(v1, v2, ε)) ≥ β(Kw) > 0.
Proof. Since B(Kw) is symmetric, all its eigenvalues are real numbers. Since by
(h1), w is a non-negative function, all entries of B(Kw) are non-negative. Since by
(h2), Kw is connected, matrix B(Kw) is irreducible. Let x ∈ Rn be an eigenvector of
matrix B(Kw) corresponding to its maximum eigenvalue β(Kw). We can assume that
‖ x ‖= 1. Now by the Perron-Frobenius theorem [8], β(Kw) > 0 and all coordinates of
x are positive. By the Courant-Swartz theorem,
β(Kw) = max{ztB(Kw)z : z ∈ Rn, ‖ z ‖= 1} = xtA(Kw)x (9.1)
and
β(Ku) = max{ztA(Bu)z : z ∈ Rn, ‖ z ‖= 1} ≥ xtB(Ku)x. (9.2)
By 9.10,
xtB(Kw(a, b, ε)x = xtB(Kw)x+ 2(x1 − x2)(ε · xS) = β(Kw) + 2(x1 − x2)(ε · xS). (9.3)
By (h4), Ku = Kw(v1, v2, ε) is isomorphic to K
w(v2, v1, ε
′), where ε′ = r1 − r2 + ε.
Since by (h3), r1 ≥ r2 ≥ ε ≥ 0, we have ε′ ≥ 0. Therefore we can assume that x1 ≥ x2.
By (h3), u and ε are non-negative functions. Since x is positive, obviously x|S is also
positive. Therefore (x1 − x2)(ε · xS) ≥ 0. Now from (9.1), (9.2), and (9.3) we have
β(Ku) ≥ β(Kw). 
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Notice that if w is a function from E(K) to {0, 1}, then Kw is an ordinary graph
G, an (x, y, ε)-operation on Kw is a Kxy-operation on G, and (v1, v2, ε)-operation is
symmetric on Kw if and only if the Kxy-operation on G is symmetric. The above results
on a Kxy-operation for a graph G can be generalized to a symmetric (x, y, ε)-operation
for a weighted graph Kw.
Let Sp(Kw) = (V (K), sup(w)). It turns out that 9.11 is also true for λ(Kw) of a
bipartite weighted graph Kw. Let L(Kw) = R(Kw)− A(Kw) and L+(Kw) = R(Kw) +
A(Kw). Accordingly, let L(λ,Kw) = det(λI − L(Kw)) and L+(λ,Kw) = det(λI −
L+(Kw)). Let n be the number of vertices of Kw. Let bip(Kw) = n+ 1− s, where s− 1
is the degree of the polynomial L(λ,Kw)−L+(λ,Kw), and so L(λ,Kw) = L+(λ,Kw) if
and only if bip(Kw) = n + 1. Let odc(Kw) denote the length of a shortest odd cycle in
Sp(Kw) if any exists, and put odc(Kw) = n+ 1, otherwise, and so Kw is bipartite if and
only if odc(Kw) = n+1. Thus, Kw is bipartite if and only if bip(Kw) = odc(Kw) = n+1.
Let λ+(Kw) denote the maximum eigenvalue of L+(Kw) and, as before, λ((Kw) the
maximum eigenvalue of L(Kw). It turns out that the following holds.
9.12 [19] Let Kw be a weighted graph. Then bip(Kw) = odc(Kw), and so Kw is
bipartite if and ony if L(λ,Kw) = L+(λ,Kw). In particular, if Kw is bipartite, then
λ((Kw) = λ+(Kw).
From 9.11 and 9.12, applied to the non-negative matrix L+(Kw), we have:
9.13 [19] Let Ku and Kw be weighted graphs. Suppose that Kw is obtained from Ku
by a symmetric (v1, v2, ε)-operation and that K
w is bipartite. Then λ(Kw) ≥ λ(Ku).
Now using 9.13, we can obtain the following generalization of 6.41 for a symmetric
Kxy-operation.
9.14 [19] Let G ∈ G and G′ be obtained from G by a symmetric Kxy-operation. If G′
is a bipartite graph, then G φ G′.
The notion of a vertex comparable (or threshold) graph can also be naturally gen-
eralized to weighted graphs and digraphs. Let, as above, Kw be a weighted graph with
the vertex set V , and so w is a function from
(
V
2
)
to R. For x, y ∈ V , x 6= y, we write
x E y if w(xv) ≤ w(yv) for every v ∈ V \ {x, y}. We call Kw a vertex comparable (or
threshold) weighted graph if for every two distinct vertices x, y of Kw either x E y or
y E x. Many results on threshold graphs (in particular, many results described above)
can be generalized to weighted threshold graphs and digraphs.
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