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journal homepage: www.elsevier .com/locate / i jarEditorialThis special issue of the International Journal of Approximate Reasoning arose from the 8th Workshop on Uncertainty
Processing WUPES 09 held in Liblice, Czech Republic, in September 2009. These workshops, the ﬁrst of which was organized
already in 1988, aim to foster creative intellectual activities and the exchange of ideas in an informal atmosphere. To ensure
this goal, the tradition is to limit the number of participants and to encourage the discussion based on more detailed
knowledge of presented ideas that are published in the proceedings. Each WUPES was usually followed by a special issue
of a renowned international journal containing the selected contributions: WUPES’09 makes no exception from this practice.
The proceedings of WUPES’09 contain 25 papers. The scope of the contributions encompasses many areas of approximate
reasoning from conditional independence structures through Dempster-Shafer theory to fuzzy logic. There are articles inves-
tigating properties of uncertainty models in a purely mathematical setting as well as statistical studies based on real data-
sets. In the selection process for this special issue, we tried to capture the rich variety of the presented methodological
approaches. The quality of the selected papers was judged by reviewers in accord with the usual practice of IJAR. After a
careful selection, 6 papers were included in the special issue. There are, however, many other articles that would have also
deserved to be included in this special issue.
Baioletti, Busanello, and Vantaggi study in ‘‘Exploiting Independencies to Compute Semigraphoid and Graphoid Struc-
tures’’ how to efﬁciently compute the closure with respect to semigraphoid and graphoid structures. The main concept is
the so-called splitting triple, which makes possible to speed up the computations.
‘‘Inferential models and relevant algorithms in a possibilistic framework’’ by Baioletti, Coletti, Petturiti, and Vantaggi
elaborates on the previous work carried out in the ﬁeld of de Finetti’s coherence and independence. The authors introduce
a rule for updating a coherent conditional possibility that is a counterpart of Bayes’ theorem for probabilities in case of pos-
sibility theory. An application in medical diagnosis is presented.
The paper ‘‘Characteristic Properties of Equivalent Structures in Compositional Models’’ by Kratochvíl is devoted to the
equivalence problem formulated in the framework of compositional models. The compositional models are an alternative
to graphical Markov models. The equivalence problem is about deciding whether an independence model induced by one
(conditional independence) structure is identical with an independence model induced by another structure. The author
provides a partial solution to this problem.
The rapidly growing ﬁeld of algebraic statistics is represented by the contribution ‘‘Support Sets in Exponential Families
and Oriented Matroid Theory’’ by Rauh, Kahle, and Ay. It is shown that the border of a general exponential family with ﬁnite
state space can be characterized with the circuits of a related oriented matroids. This extends previous results for algebraic
exponential families. A general parameterization of the extended exponential family is derived.
Algebraic approach to learning Bayesian network structures is pursued in ‘‘On open questions in the geometric approach
to structural learning Bayesian nets’’ by Studeny´ and Vomlel. The authors give a proof of a conjecture by Hemmecke about
the lattice points in the standard imset polytope and a proof of families of valid inequalities for the standard imset polytope
and a conjecture that these inequalities do already deﬁne this polytope. Their results further contribute to applications of
linear programming techniques for learning Bayesian networks.
The paper ‘‘Inference in Hybrid Bayesian Networks Using Mixtures of Polynomials’’ by Shenoy and West deals with the
use of mixtures of polynomials as representations of the densities in hybrid Bayesian networks. It is shown how determin-
istic relationships can be handled, and also how exact inference can be carried out following the extended Shenoy-Shafer
architecture. The architecture is similar to mixtures of truncated exponentials, but it has a number of advantages such as
supporting inference in a larger class of deterministic functions.
We thank Thierry Denœux for supporting us in a number of stages during the preparation of this issue. We would also
like to thank the referees, whose interesting comments and constructive remarks often helped the authors to improve sub-
stantially their papers.0888-613X/$ - see front matter  2011 Published by Elsevier Inc.
doi:10.1016/j.ijar.2011.03.005
564 Editorial / International Journal of Approximate Reasoning 52 (2011) 563–564Tomáš Kroupa
Jirˇina Vejnarová
Institute of Information Theory and Automation,
Academy of Sciences of the Czech Republic,
Pod Vodárenskou veˇzˇí 4, 182 08 Praha 8, Czech Republic
E-mail addresses: kroupa@utia.cas.cz (T. Kroupa), vejnar@utia.cas.cz (J. Vejnarová)
