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Fin de la phase 2 =  
Suppression 
automatique de REF ici 
Suite de la 








Langues, Textes, Traitements 
Informatiques, Cognition  
Frédéric Landragin, Marine Delaborde, Yoann Dupont, Loïc Grobol et le consortium Democrat 
Le projet ANR Democrat vise à développer les recherches sur la langue et la structuration textuelle du français via l’analyse détaillée et contrastive des 
chaînes de références (instanciations successives d’une même entité) dans un corpus diachronique de textes écrits entre le 9ème et le 21ème siècle, avec 
des genres textuels variés. Il réunit des chercheurs issus des laboratoires Lattice, LiLPa, ICAR et IHRIM. Il a été lancé en mars 2016 et l’essentiel des 
efforts porte actuellement sur l’annotation (manuelle) d’un corpus. Plusieurs expérimentations d’annotation ont eu lieu, de manière à tester différentes 
procédures. La procédure retenue alterne des phases manuelles et des phases automatiques pour compléter les annotations, via le lancement de scripts. 
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Travail réalisé avec le soutien de l’ANR dans le cadre du projet Democrat ANR-15-CE38-0008 
Echéances et enjeux à mi-parcours 
Objectifs et livrables du projet Publications à mi-parcours 
Procédure d’annotation 
Proposer un modèle de la référence et de la composition des chaînes de références 
   • modèle orienté sur le discours et pas seulement la phrase 
   • modèle qui s’enrichit de comparaisons inter-langues et d’études diachroniques 
   • perspectives : étude des transitions référentielles et de la saillance référentielle 
Fournir un corpus annoté qui serve de corpus de référence et d’apprentissage 
   • taille visée : 500.000 mots ; 200 à 300.000 maillons de chaîne annotés 
   • proposer un pendant au seul corpus similaire existant pour le français : ANCOR 
Développer un outil d’annotation adapté aux chaînes de références 
   • prototype de départ : ANALEC 
   • intégration des fonctionnalités d’annotation et de gestion de schémas d’annotation dans TXM 
Développer un système de résolution automatique de la coréférence 
   • techniques d’apprentissage artificiel appliquées sur le corpus annoté manuellement 
   • participation envisagée à une campagne d’évaluation internationale 
Modèle : 
   • une dizaine de publications,  
      dont n° de Langue Française 
   • conférences LPTS, GLAD… 
 
Corpus : 
   • articles de méthodologie 
   • format XML TEI 
 
Outil d’annotation : 
   • TXM, ANALEC, SACR 
   • nouvelles métaphores IHM 
 
Système de TAL : 
   • apprentissage artificiel, avec plusieurs techniques testées en parallèle (deep learning…) 
   • une dizaine de publications : TALN, TAL, CICLING, LREC… 
Chantiers en cours 
   • liens entre chaînes de référence et structures textuelles 
   • approches contrastives pour l’étude cross-linguistique des chaînes de référence 
   • méthodologie de l’annotation manuelle pour les objets que sont les chaînes de référence 
   • ergonomie de l’IHM d’annotation pour la gestion d’unités, de relations et de schémas 
   • identification de mesures pour quantifier les analyses de chaînes et adapter au projet les 
      possibilités d’interrogation de corpus 
Enjeux pour 2018-2019  
   • finaliser l’annotation du corpus Democrat 
   • définir une procédure consensuelle d’analyse des chaînes de référence, qui serve à tous 
      les participants et puisse faire office de procédure standard facilitant les comparaisons 
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Phase 4 =  
Annotation automatique 
de nouvelles propriétés 
des mentions 
(compatibilité avec 
ANCOR, par exemple) 
Modèle suivi =  
La structure des annotations suit le modèle 
URS, « unités – relations – schémas », issu 
de GLOZZ puis ANALEC et maintenant TXM 
Principe méthodologique = 
On alterne des phases d’annotation 
manuelle avec des phases d’annotation 
automatique, de manière à minimiser le 
temps passé (l’annotation manuelle 
étant particulièrement chronophage) 
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