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Predictive complexity is a generalization of Kolmogorov complexity. It corresponds to an “optimal”
prediction strategy and gives a natural lower bound to ability of any algorithm to predict elements of
a sequence of outcomes. A natural question is studied: how complex can easy-to-predict sequences
be? The standard measure of complexity, used in the paper, is Kolmogorov complexity K (which is
close to predictive complexity for logarithmic loss function). The difficulty of prediction is measured
by the notion of predictive complexity KG for bounded loss function (of nonlogarithmic type). We
present an asymptotic relation supx :l(x)=n
K (x | n)
KG(x) ∼ 1a log n, when n → ∞, where a is a constant and
l(x) is the length of a sequence x . An analogous asymptotic relation holds for relative complexities
K (x | n)/n and KG(x)/n, where n = l(x). To obtain these results we present lower and upper bounds
of the cardinality of all sequences of given predictive complexity. C© 2002 Elsevier Science (USA)
1. INTRODUCTION
A central problem considered in machine learning (and statistics) is the problem of predicting future
event xi based on past observations x1x2 . . . xi−1, where i = 1, 2 . . . . The simplest case is when xi is
either 0 or 1. A prediction algorithm makes its prediction online in a form of a real number pi between
0 and 1. We suppose that the quality of prediction is measured by a specific loss function λ(xi , pi ). The
total loss of prediction suffered on a sequence of events x1x2 . . . xn is measured by the sum of all values
λ(xi , pi ), i = 1, . . . , n.
Various loss functions are considered in literature on machine learning and prediction with expert
advice (see, for example, [1, 3, 8, 10, 12]). The most important of them are logarithmic loss function and
square-loss function. Logarithmic loss function, λ(σ, p) = −log p if σ = 1 and λ(σ, p) = −log (1 − p)
otherwise, leads to the log-likelihood function (log means the logarithm to the base 2). Square-loss
function λ(σ, γ ) = (σ − γ )2 is important to applications.
The main goal of prediction is to find a method of prediction which minimizes the total loss suffered on
a sequence x1x2 . . . xi for i = 1, 2 . . . . This “minimal” possible total loss of prediction was formalized by
Vovk [10] in a notion of predictive complexity. The corresponding method of prediction gives a natural
lower bound to ability of any algorithm to predict elements of a sequence of outcomes. Although this
bound is computable only in a limit, as it was shown in [13], it is attainable for most sequences.
Predictive complexity is a generalization of the notion of Kolmogorov complexity and has analogous
asymptotic properties. In the case of logarithmic loss function predictive complexity coincides with
a variant of Kolmogorov complexity [4]. Predictive complexity corresponding to square-loss function
gives a lower limit to the quality of regression under square loss.
A natural question is studied in this paper: how complex can easy-to-predict sequences be? The
standard measure of complexity, used in the paper, is Kolmogorov complexity K (which is close to
predictive complexity for logarithmic loss function). The difficulty of prediction is measured by the
notion of predictive complexity KG for bounded loss function (of nonlogarithmic type).
241
0890-5401/02 $35.00
C© 2002 Elsevier Science (USA)
All rights reserved.
242 VYUGIN AND V’YUGIN
A variety of types of loss functions defines the problem of comparative study of corresponding
predictive complexities. By comparing predictive complexities corresponding to different loss functions,
we compare learnability of strings under different learning environments.
Linear inequalities a1 K 1(x) + a2l(x) + c1 ≥ K 2(x) and K 1(x) + b2 K 2(x) ≤ b3l(x) + c2 with constant
coefficients a1, a2, b1, b2, b3 and additive constants c1, c2 were studied by Kalnishkan [4]. Here K 1(x)
and K 2(x) are predictive complexities for different loss functions and l(x) is the length of a sequence
x . Logarithmic KGlog and square-loss KGsq complexities can satisfy these inequalities; in particular
inequality KGsq(x) ≤ 14 KGlog(x) + c holds for some positive constant c. Converse inequalities with
constant coefficients between these complexities have additive terms of order O(l(x)). To avoid these
terms we explore nonlinear inequalities. These inequalities hold up to factors O(log l(x)) and present
relations between corresponding complexities more exactly.
By its definition below KGlog(x) coincides with the minus logarithm of Levin’s [11] “a priori”
semimeasure (see also [5]) which is close to Kolmogorov complexity K (x) up to addend O(log l(x)).
To compare these complexities we compute lower and upper bounds of the number of all sequences
of length n and of predictive complexity less than k (Proposition 3). We deduce from these bounds
nonlinear relations between Kolmogorov complexity and predictive complexity for loss function of
nonlogarithmic type (Propositions 4, 5). More advanced estimates for predictive complexity are given
in Corollaries 1–3.
The main results of this paper in an asymptotic form are formulated in Theorems 1 and 2. We compare
Kolmogorov complexity K (x) and predictive complexity KG(x) of nonlogaritnmic type. Theorem 1
asserts that for all sufficiently large k
sup
x :l(x)=n,KG(x)≥k
K (x | n)
KG(x) ∼
1
a
log n,
where a is a constant (relation f (n) ∼ g(n) means that limn→∞ f (n)/g(n) = 1). Theorem 2 gives an ana-
logous relation between relative complexities K (x | l(x))/ l(x) and KG(x)/ l(x). Let ν(n) be a function
such that ν(n) → 0 and nν(n) → ∞ as n → ∞. We prove that for all sufficiently large k
sup
x :x∈Bn,k
K (x | n)
n
∼ ν(n)
a
log
1
ν(n) ,
where
Bn,k =
{
x : l(x) = n, KG(x) ≥ k, KG(x)
n
≤ ν(n)
}
.
This paper develops an earlier conference paper [14].
2. PREDICTIVE COMPLEXITY
We consider only the simplest case, where events x1, x2, . . . , xi . . . are simple binary outcomes from
{0, 1}; nevertheless, our results trivially can be extended to the case of an arbitrary finite set of all
possible outcomes {0, 1, . . . , L − 1}, where L > 1. It is natural to suppose that all predictions are given
according to a prediction strategy (or prediction algorithm) pi = S(x1, x2, . . . xi−1). We will suppose
also that our loss functions are computable, and hence, they are continuous in p in the interval [0, 1].
The total loss incurred by Predictor who follows the strategy S over the first n trials is defined as
LossS(x1x2 . . . xn) =
n∑
i=1
λ(xi , S(x1, x2, . . . xi−1)).
The main problem is to find a method of prediction S which minimizes the total loss L S(x) suffered
COMPLEXITY OF EASY PREDICTABLE SEQUENCES 243
on a sequence x of outcomes. In machine learning theory several aggregating algorithms achieving this
goal in the case of a finite number of experts were developed [1, 3, 7, 8, 12].
Vovk [8, 10] proposed a condition that is sufficient to optimal efficiency of his aggregating algorithm.
This condition is a concavity of the exponent from the loss function considered. More precise, we fix
the learning rate η > 0 and put β = e−η ∈ (0, 1). A loss function λ(σ, p) is called η-mixable if for any
sequence of predictions γ1, γ2, . . . and for any sequence of weights p1, p2, . . . with sum ≤1 a prediction
γˆ exists such that
λ(σ, γˆ ) ≤ logβ
∑
i
piβλ(σ,γi ) (1)
for all σ . By [8] the log-loss function is η-mixable for any 0 < η ≤ ln 2, and square difference is also
η-mixable for any 0 < η ≤ 2.
In [10] Vovk extended his aggregating algorithm to an infinite pool of all “computationally efficient”
experts. He introduced a notion of predictive complexity, which is a generalization of the notion of
Kolmogorov complexity. A function KG(x) is a measure of predictive complexity if the following two
conditions hold:
1. KG() = 0 (where  is the empty sequence) and for every x there exists a p such that for
each σ KG(xσ ) ≥ KG(x) + λ(σ, p);
2. KG(x) is semicomputable from above, which means that there exists a computable sequence
of simple functions KGt (x) such that, for each x , KG(x) = inft KGt (x).
By a simple function we mean a nonnegative function which takes rational values or +∞ and equals
+∞ for almost all x ∈ . Requirement (1) means that the measure of predictive complexity must
be valid: there must exist a prediction strategy that achieves it. Note that if ≥ in (1) is replaced by =,
the definition of a total loss function will be obtained. Requirement (2) means that KG(x) must be
“computable in the limit.”
The main advantage of this definition is that a semicomputable from above sequence KGi (x) of
all measures of predictive complexity exists. This means that there exists a computable from i, t, x
sequence of simple functions KGti (x) such that
1. KGt+1i (x) ≤ KGti (x) for all i, t, x ;
2. KGi (x) = inft KGti (x) for all i, x ;
3. for each measure of predictive complexity KG(x) there exists an i such that KG(x) = KGi (x)
for all x .
We call i an enumeration program of KGi (x). This sequence can be defined on the base of any universal
programming language (see for details Section 7). We fix some language of this type.
Let us mention some analogy with Kolmogorov complexity. In the theory of Kolmogorov complexity
computable methods of decoding of finite binary sequences are considered. By this method F we can
reconstruct any finite sequence x using its binary program p: x = F(p). Each method of decoding F
defines some measure of complexity KF (x) = min{l(p) : F(p) = x} of finite sequences x . It is easy
to verify that this function is semicomputable from above. Kolmogorov’s idea was to “mix” all these
measures of complexity in one “universal” measure. A computable sequence Fi of all methods of
decoding can be constructed by the methods of the theory of algorithms [6]. A universal method of
decoding can be defined U (〈i, p〉) = Fi (p), where i is a program computing Fi and 〈i, p〉 is a suitable
code of a pair of programs. Then for any semicomputable from above method of decoding F it holds
KU (x) ≤ KF (x) + c for each x , where the constant c depends on F . We fix some KU (x), denote it
K (x), and call Kolmogorov complexity of a finite sequence x . In some cases prefix variant KP(x) of
Kolmogorov complexity is considered. It is based on a prefix-free method of decoding: for any (p, y)
and (p′, y′) from the domain of F such that p = p′ binary sequences p and p′ cannot be prefixes of
one another. Then
∑
2−KP(x) ≤ 1. In this case the prefix Kolmogorov complexity can also be defined
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analytically (see [5])
KPU (x) = log1/2
∞∑
i=1
ri 2−KPFi (x),
where r1, r2, . . . is a computable sequence of nonnegative weights with sum ≤ 1. For example, we can
take ri = 2−i , i = 1, 2, . . . .
Analogously the mixture of all measures of predictive complexity KGi (x) in the case of η-mixable
loss function is defined
KG(x) = logβ
∞∑
i=1
riβ
KGi (x), (2)
where ri = 2−KP(i).
The following proposition shows that the function KG(x) defined by (2) is a measure of predictive
complexity minimal up to an additive constant. Let KP(S) be the length of the shortest program (under
the prefix method of decoding) which when fed with an x and a rational  > 0 outputs a rational
approximation of S(x) with accuracy .
PROPOSITION 1 ([10]). Let a loss function λ(ω, p) be computable and η-mixable for some η > 0.
Then there exists a measure of predictive complexity KG(x) such that for any measure of predictive
complexity KGi (x)
KG(x) ≤ KGi (x) + (ln 2/η)KP(i) (3)
for all x ; besides, a constant c exists such that
KG(x) ≤ LossS(x) + (ln 2/η)(KP(S) + c) (4)
for each computable prediction strategy S and each x.
The proof of this proposition is given in Section 7.
We fix some KG(x) satisfying conditions of Proposition 1 and call it the predictive complexity of x .
Inequality
KG(x) ≤ (ln 2/η)(KP(x) + c)
between complexities KG(x) and KP(x) can be obtained from Proposition 1, where c is a positive
constant depending on γ . To prove it consider prediction strategy S defined by x such that S(z) = xi
for each z of the length i − 1, where 1 ≤ i ≤ l(x) − 1, and S(z) = 0, otherwise (here we also used the
requirement 2) from Section 3. Recall that inequality
K (x) − c ≤ KP(x) ≤ K (x) + 2 log K (x) + c
holds, where c is a positive constant [5].
3. BOUNDED LOSS FUNCTIONS
We prove our results for a wide class of bounded loss functions. A typical representative of this class
is the square-loss function. We impose the following restrictions on a loss function λ(σ, p):
1. b = infp supσ λ(σ, p) > 0;
2. λ(0, 0) = λ(1, 1) = 0;
3. the loss function λ(σ, p) is η-mixable for some η > 0;
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4. λ(σ, p) is strictly monotonic in p: λ(0, p) > λ(0, p′) and λ(1, p) < λ(1, p′) if p > p′ for all
p, p′ ∈ [0, 1] (the log-loss function and squared difference satisfy conditions (1)–(4) with b = 1 and
b = 14 , accordingly);
5. the loss function λ(σ, p) is bounded (square-loss function is bounded, but log-loss function
fails this condition).
Denote a = λ(1, 0) and a′ = λ(0, 1). In the following we suppose without loss of generality that 0 <
a ≤ a′. We will use the following technical proposition.
PROPOSITION 2. Let a loss function λ(σ, p) satisfy conditions (1)–(5). Then there exists a computable
monotonically increasing function δ() such that δ() > 0 if  > 0 and such that for each 0 <  ≤ 1 and
0 ≤ p ≤ 1 if λ(0, p) ≤ a′(1 − ) and λ(1, p) ≤ a(1 − ) then λ(0, p) ≥ aδ() and λ(1, p) ≥ aδ().
The proof of this proposition is straightforward. In the following it is sufficient to use this proposition
instead of (4) and (5).
By definition a ≥ b ≥ aδ() for all 0 <  < 1.
The scaled by a > 0 square-loss function λ(σ, p) = a(σ − p)2 satisfies these conditions with a′ = a
and δ() = 2/4.
4. SUMMARY OF RESULTS
In this section we summarize the main results in asymptotic form. These results follow from the
results of the next section.
Let λ(σ, p) be a loss function satisfying restrictions (1)–(5) (restrictions (4) and (5) can be replaced
on the condition of Proposition 1). We called λ(σ, p) the bounded loss function. Let KG(x) be the cor-
responding predictive complexity and c be a positive constant. We define the worst-case ratio function:
fk(n) = sup
x :l(x)=n,KG(x)≥k
K (x | n)
KG(x) . (5)
The next theorem follows directly from Corollary 2 (see Section 5).
THEOREM 1. For all sufficiently large k
lim
n→∞
fk(n)
1
a
log n
= 1. (6)
This theorem estimates the deviation in the worst case between two complexities on all sequences of
length n. The following theorem shows that an analogous deviation takes place for relative complexities
K (x)/ l(x) and KG(x)/ l(x).
Let us consider a positive function ν(n) such that ν(n) → 0 and nν(n) → ∞ as n → ∞. Define
hk(n) = sup
x :x∈Bn,k
K (x | n)
n
, (7)
where
Bn,k =
{
x : l(x) = n, KG(x) ≥ k, KG(x)
n
≤ ν(n)
}
. (8)
The next theorem follows from Corollary 3 (see Section 5).
THEOREM 2. For all sufficiently large k
lim
n→∞
(
hk(n)
ν(n)
a
log 1
ν(n)
)
= 1. (9)
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5. NONLINEAR RELATIONS BETWEEN COMPLEXITIES
In this section we explore some possible connections between Kolmogorov complexity K (x) and
predictive complexity KG(x). The following simple example shows that easy to predict sequences can
be complex. Indeed, consider all sequences x of length n of all ones except one element is zero. Then
KG(x) will be bounded by a constant since the computable strategy predicting 1 all the time suffers a
loss of a on each such sequence, whereas K (x) will be close to log n for most such sequences x . We
show that the increase by a factor O(log n) is the largest possible.
Our results will be based on the lower and upper bounds of the cardinality of all sequences of predictive
complexity less than k. A trivial property of Kolmogorov complexity and predictive complexity for log-
loss function is that the cardinality of all binary sequences x of complexity less than k is bigger than 2k−c
and less than 2k for some positive constant c. In the case of predictive complexity of nonlogarithmic
type the cardinality of the set of all sequences of bounded complexity can be infinite. We present lower
and upper bounds of the number of sequences of length n having predictive complexity less than k. We
denote by #A the cardinality of a finite set A. Let us consider a set
An,k = {y : l(y) = n, KG(y) ≤ k}. (10)
Let λ(σ, p) be a bounded loss function and KG(x) be the corresponding predictive complexity.
PROPOSITION 3. Let 0 <  < 1 be a rational number. Then there exists a constant c such that for all
n and k such that k ≤ min{naδ(), na(1 − )} the following inequalities hold:
∑
i≤(k−c)/a
(
n
i
)
≤ #An,k ≤
∑
i≤k/b
(
k/(aδ())
i
) ∑
i≤k/(a(1−))
(
n
i
)
. (11)
Proof. Let a sequence x of length n have no more than m ones. Consider prediction strategy S(z) = 0
for all z. Then by (4) there are at least ∑i≤m(ni ) of x such that KG(x) ≤ LossS(x) + c ≤ am + c ≤ k,
where c is a constant. Then m ≤ (k − c)/a and we obtain the left-hand side of the inequality (11).
To explain the main idea of the proof of the right-hand side of (11) at first we consider a proof of a
simpler upper bound
#An,k ≤
∑
i≤k/b
(
n
i
)
, (12)
which is valid for all k ≤ bn.
We consider a binary tree whose vertices are all finite binary sequences, and whose edges are defined
by all pairs (x, x0) and (x, x1), where x is a finite binary sequence.
We consider the universal prediction strategy (x) = p (which is possibly incomputable), where
p = p(x) is the prediction from the item (1) of the definition of a measure of predictive complexity.
By definition Loss(x) ≤ KG(x) for each x . By restriction (1) on a loss function for any x we have
λ(0, (x)) ≥ b or λ(1, (x)) ≥ b. By this property we assign new labeling to edges of the binary tree
using letters A and B. We assign A to (x, x0) and B to (x, x1) if λ(0, (x)) ≥ b, and assign B to (x, x0)
and A to (x, x1) otherwise. Evidently, two different sequences of length n have different labelings. For
each edge (x, xσ ) labeled by A it holds that λ(σ, (x)) ≥ b and, hence, for any sequence x of length n
having more than m As it holds that KG(x) ≥ Loss(x) ≥ bm. Therefore, the bound (12) holds.
To prove the upper bound (11) assign some labeling to edges (x, x0) and (x, x1) of the binary tree
using letters A, B and C , D as follows. For any x consider two cases.
Case 1. There is an edge (x, xσ ) such that λ(σ, (x)) ≥ a(1 − ). In this case we assign C to (x, xσ )
and D to (x, x σˆ ), where σˆ = 1 if σ = 0, and σˆ = 0 otherwise.
Case 2. Case 1 does not hold; i.e., λ(σ, (x)) ≤ a(1 − ) for all σ . In this case we assign the letter
A to (x, x0) and letter B to (x, x1) if λ(0, (x)) ≥ b and assign these letters vise versa, otherwise.
Evidently, two different sequences of length n have different labelings.
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If some edge (x, xσ ) is labeled by C then λ(σ, (x)) ≥ a(1 − ) and, hence, for any path x of length
n having more than k
a(1 − ) letters C it holds that KG(x) ≥ Loss(x) ≥ k.
By definition if some edge (x, xσ ) is labeled by A or by B then λ(σ, (x)) ≤ a(1−) for all σ . Then
by Proposition 2 we have λ(σ, (x)) ≥ aδ() for all σ . Hence, for any path x of the length n having
more than k/(aδ()) letters A or B it holds that KG(x) ≥ Loss(x) ≥ k.
Hence, any sequence x of length n on which KG(x) ≤ k can have no more than k/(aδ()) letters A
or B and no more than k
a(1 − ) letters C , the rest of x are letters D. It also has no more than
k
b letters A.
By means of these labelings, every sequence x ∈ An,k can be recovered from the following pair (α, β)
of sequences. The first element of this pair is the sequence α of all letters A and B assigned to edges on
x in the original order. This sequence contains no more than kb letters A. It is also cannot be longer than
k/(aδ()). The second element of the pair is the sequence β of all letters C and D assigned to edges on x
in the original order. This sequence contains no more than k
a(1 − ) letters C . Given these two sequences
(α, β), the whole sequence x can be recovered as follows. Let xi−1 = x1 . . . xi−1, where 1 ≤ i ≤ n, be
already recovered by some initial fragments αs−1 and βq−1 of sequences α and β. We can place xi−1
in the binary tree supplied by new labelings and so define letters assigned to edges (xi−1, xi−10) and
(xi−1, xi−11). Comparing these letters with αs and βq we can define which sequence must be used in
recovering the next member of x . The corresponding letter αs or βq of this sequence determines the
member xi of the sequence x .
Note that the labeling and, hence, our method of recovering are incomputable. It gives us only a
possibility to estimate the number of elements of the set An,k . The method of recovering shows that to
do this, it is enough to estimate the number of all such pairs (α, β). It can be estimated as follows:
#An,k ≤
∑
i≤k/b
(
k/(aδ())
i
) ∑
i≤k/(a(1−))
(
n
i
)
.
Note that upper bound (11) is valid for k much smaller than n for small .
PROPOSITION 4. Positive constants c and c′ exist such that for any 0 <  < min{ 12 , δ−1( b2a )} thefollowing inequalities
K (x | l(x)) ≤ KG(x)
a(1 − )
(
log l(x) − log KG(x)
4a(1 − )
)
(13)
− 2 log
(
aδ()
b
)
KG(x)
b
+ c′ (14)
hold for all x such that KG(x) ≥ c. If in addition KG(x) ≤ n2 a(1 − ) and the length n of a sequence x
is sufficiently large then
K (x | n)
n
≤ H
(
KG(x)
na(1 − )
)
− 2 log
(
aδ()
b
)
KG(x)
bn
+ 7 log n
n
, (15)
where H (p) = −p log p − (1 − p) log(1 − p) is the Shannon entropy.
Proof. Let us consider the recursively enumerable family of sets An,k defined by (10) above. We
can specify any x ∈ An,k by n, k and the ordinal number of x in the natural enumeration of An,k ; i.e.,
K (x | n) ≤ log #An,k + 2 log k + c, for some constant c. After that we make some transformations of
the upper bound (11) of Proposition 3 and replace k on KG(x).
We use the following inequalities for the binomial coefficients from [2, Sect. 6.1].
(n
k
)k
≤
(
n
k
)
≤
(en
k
)k
, (16)
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∑
i≤m
(
n
i
)
≤ (m + 1)
(
n
m
)
, (17)
log
(
n
s
)
≤ nH
( s
n
)
(18)
for any m ≤ n2 and s ≤ n. We use also inequality
H (p)
p
≤ −2 log p (19)
for all 0 < p < 12 .
Let 0 <  < min{ 12 , δ−1( b2a )} for all x and k ≤ n2 a(1 − ). We have also kb ≤ 12 kaδ() for all  < δ−1( b2a ).
To prove inequality (13) let us consider the family An,k defined by (10). We can specify any x ∈ An,k
by n, k and the ordinal number of x in the natural enumeration of An,k . Using an appropriate encoding
of all triples of positive integer numbers by upper bound (11) of Proposition 3 and using (16)–(19) we
obtain for each x ∈ An,k
K (x | n) ≤ log #An,k + 2 log k + c1 (20)
≤ log k
b
(
k/(aδ())
k/b
)
+ log k
a(1 − )
(
n
k/(a(1 − ))
)
+ 2 log k + c1 (21)
≤ log k
b
+ k
aδ() H
(
aδ()
b
)
(22)
+ log k
a(1 − ) + log
(
en
k/(a(1 − ))
)k/(a(1−))
+ 2 log k + c2 (23)
= log k
b
+ k
aδ() H
(
aδ()
b
)
+ log k
a(1 − ) (24)
+ k
a(1 − )
(
log n + log e − log k
a(1 − )
)
+ 2 log k + c2 (25)
≤ k
a(1 − )
(
log n − log k
a(1 − ) + 2
)
− 2k
b
log
aδ()
b
+ c3, (26)
where c1, c2, and c3 are positive constants. A constant c exists (depending on a and b) such that the
inequality (24)–(26) holds for all k ≥ c and all 0 <  ≤ 12 .
Put k = KG(x). Then by inequalities (20)–(26) we obtain in the case c ≤ KG(x) ≤ 12 na(1 − ) the
following inequality
K (x | n) ≤ KG(x)
a(1 − )
(
log n − log KG(x)
4a(1 − )
)
− 2KG(x)
b
log
aδ()
b
+ c (27)
for some positive constant c.
Let us consider the case KG(x) ≥ 12 na(1 − ). Consider two strategies S1(z) = 0 and S2(z) = 1 for
all z. Then LossS1 (x) ≤ a2 n or LossS2 (x) ≤ a2 n holds for each x of length n. Therefore the inequality
KG(x) ≤ 12 an + c holds for some positive constant c. If KG(x) ≥ n2 a(1 − ) and  ≤ 12 we have for all n
and for all x of length n
K (x | n) ≤ n + c1 ≤ n2 log n −
n
2
log
n
8
+ c2 (28)
≤ KG(x)
a(1 − )
(
log n − log KG(x)
4a(1 − )
)
+ c3, (29)
where c1, c2, c3 are positive constants. Inequality (13), (14) follows from (28), (29).
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Let us prove inequality (15). We have KG(x) ≤ n2 a(1 − ). Then inequality (15) can be obtained by
applying inequality (18) to the second binomial coefficient of (21) as follows.
K (x | n) ≤ k
aδ() H
(
aδ()
b
)
+ nH
(
k
na(1 − )
)
+ 6 log n + c, (30)
where c is a positive constant.
Putting k = KG(x) in (30) and dividing on n we obtain for any 0 <  < δ−1( b2a ) for all sufficiently
large n
K (x | n)
n
≤ H
(
KG(x)
na(1 − )
)
+ KG(x)
naδ() H
(
aδ()
b
)
+ 7 log n
n
≤ H
(
KG(x)
na(1 − )
)
− 2 log
(
aδ()
b
)
KG(x)
bn
+ 7 log n
n
.
Note that constants in this proposition and in other relations depend on specific form of predictive
complexity (namely, on the choice of universal programming language).
PROPOSITION 5. For any 0 < γ < 1 constants c and m exist such that for all sufficiently large k and
for all n ≥ km a binary sequence x of length n exists such that
k(1 − γ ) ≤ KG(x) ≤ k + c, (31)
K (x | n) ≥ log
(
n
k/a
)
− 1 ≥ nH
(
KG(x)
an
)
− 2 log n, (32)
and also
K (x | n) ≥ KG(x)
a
(
log n − log KG(x)
a
)
− 2. (33)
Proof. We will find x satisfying the condition of this proposition in the set An,k defined by (10). We
must find k ′ as large as possible such that #An,k ≥ ( n(k − c)/a ) > 2#An,k ′ . We will show that this inequality
holds for all sufficiently large k and n ≥ km , where m depends only on γ and c is a constant from
lower bound (11). By the incompressibility property of Kolmogorov complexity (see [5]) and lower
bound (11) an x ∈ An,k − An,k ′ exists such that K (x | n) ≥ log( n(k − c)/a ) −2. After that, using appropriate
inequalities for the binomial coefficients and replacing k on k − c we obtain inequalities (31), (32), and
(33).
We will find x satisfying the condition of this proposition in the set An,k defined by (10). We must
find some k ′ such that #An,k > 2#An,k ′ .
By upper and lower bounds (11) of Proposition 3 it is sufficient that k ′ be satisfied for some  > 0(
n
(k − c)/a
)
> 2
∑
i≤k ′/(a(1−))
(
n
i
) ∑
i≤k ′/b
(
k ′/(aδ())
i
)
, (34)
where c is a constant from the lower bound (11).
We will find k ′ satisfying k ′ ≤ n2 a(1 − ). By (16) inequality (34) follows from
(
na
k − c
) k−c
a
≥ 4k
′
b
(
eb
aδ()
) k′
b
(
ena(1 − )
k ′
) k′
a(1−) k ′
a(1 − ) . (35)
Define k ′ = (k − c)(1 − γ ′)(1 − ), where 0 <  < 1 and 0 < γ ′ < 1. Then inequality (35) holds
for all sufficiently large k and for all n such that n ≥ km , where m depends on γ ′ and . We can take
these  and γ ′ to be sufficiently small such that (1 − γ ) ≤ (1 − )(1 − γ ′).
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Then for these k and n we have #An,k > 2#An,k ′ and
(k − c)(1 − γ ) ≤ KG(x) ≤ k (36)
for all x ∈ An,k − An,k ′ . We have also k ′ ≤ n2 a(1 − ) for all n and k such that n/k is sufficiently large.
By the incompressibility property of Kolmogorov complexity we have that an x ∈ An,k − An,k ′ exists
such that
K (x | n) ≥ log
(
n
(k − c)/a
)
− 2 ≥ nH
(
k − c
an
)
− 2 log n. (37)
Here we used the last inequality on the [5, p. 66]. We obtain also by (16)
K (x | n) ≥ log
(
n
(k − c)/a
)
− 2 ≥ k − c
a
log n − k − c
a
log
k − c
a
− 2 (38)
= k − c
a
(
log n − log k − c
a
)
− 2. (39)
Now replacing the proof of the proposition k on k + c and putting k = KG(x) we obtain from (37) and
(39) inequalities (32) and (33). Inequality (31) follows from (36).
We summarize results of Propositions 4 and 5 in the following corollaries. These results are too
technical and they are reformulated in Section 4 in more convenient form.
COROLLARY 1. (i) A positive constant c exists such that for any 0 <  < min{ 12 , δ−1( b2a )} and for all
sequences x of sufficiently large length n such that c ≤ KG(x) ≤ 12 na(1 − )
K (x | n)
n
≤ H
(
KG(x)
a(1 − )n
)
− 2 log
(
aδ()
b
)
KG(x)
bn
+ 7 log n
n
.
(ii) For all sufficiently large k for each sufficiently large n a sequence x of the length n exists
such that KG(x) ≥ k and
K (x | n)
n
≥ H
(
KG(x)
an
)
− 2 log n
n
.
Proof. This corollary follows from (15) and (32).
Let fk(n) be the worst-case ratio function defined by (5).
COROLLARY 2. For any 0 <  < min{ 12 , δ−1( b2a )} constants c and c′ exist such that for each k ≥ c the
inequality
1
a
log n − c′ ≤ fk(n) ≤ 1
a(1 − ) log n −
2
b
log δ() + c′ (40)
holds for all sufficiently large n.
Proof. The right-hand inequality follows directly from (13). The left-hand inequality can be derived
from (31) and (33) of Proposition 5.
To prove Theorem 1 (Section 4) for any k ≥ c we divide both sides of (40) on log n and put n → ∞.
We obtain for any sufficiently small  > 0
1
a
≤ lim inf
n→∞
fk(n)
log n
≤ lim sup
n→∞
fc(n)
log n
≤ 1
a(1 − ) .
Since  is an arbitrary small positive number equality (6) holds.
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Let ν(n) → 0 and nν(n) → ∞ as n → ∞ and the function hk(n) be defined by (7).
COROLLARY 3. A constant c exists such that for any sufficiently small  > 0 for all k ≥ c inequality
−ν(n)(1 − )
a
log
(
ν(n)(1 − )
a
)
− 2 log n
n
≤ hk(n) (41)
≤ − ν(n)
a(1 − ) log
ν(n)
a(1 − ) −
(
1 − ν(n)
a(1 − )
)
log
(
1 − ν(n)
a(1 − )
)
(42)
− log
(
aδ()
b
)
2ν(n)
b
+ 7 log n
n
(43)
holds for all sufficiently large n.
Proof. The right-hand inequality follows from inequality (15) of Proposition 4 and monotonicity
of the entropy H (p) by p for small p. The left-hand inequality follows from Proposition 5 and from
nν(n) → ∞ as n → ∞.
Theorem 2 (Section 4) can be proved as follows. Dividing both sides of the inequalities (41)–(43) on
1
a
ν(n) log 1
ν(n) and taking n → ∞ we obtain
1 −  ≤ lim inf
n→∞
(
hk(n)
ν(n)
a
log 1
ν(n)
)
≤ lim sup
n→∞
(
hk(n)
ν(n)
a
log 1
ν(n)
)
≤ 1
1 −  .
Since  is an arbitrary small positive number we obtain (9).
APPENDIX: PROOF OF PROPOSITION 1
A semicomputable from above sequence KGi (x) of all measures of predictive complexity satisfying
items (1)–(3) of Section 2 can be defined as follows. We will consider the recursively enumerable (r.e.)
sets as consisting of pairs (x, r ), where x is a finite binary sequence and r is a nonnegative rational
number (all such pairs can be effectively encoded using all natural numbers). Let W be an universal
r.e. set such that for each r.e. set A (consisting of pairs (x, r ) as mentioned above) there exists a natural
number i such that A = Wi = {(x, r ) : (i, x, r ) ∈ W }. The existence of this set is the central result of
the theory of algorithms (see Rogers [6]).
By computability of λ(σ, p) a computable sequence of simple functions λt (σ, p) exists such that
λt+1(σ, p) ≤ λt (σ, p) for all t , σ , p, and λ(σ, p) = inft λt (σ, p).
Let W t be a finite subset of W enumerated in t steps. Define
W ti = {(x, r ) : ∃r ′((i, x, r ′) ∈ W t , r ≥ r ′)} ∪ ( × {+∞}).
It is easy to define a computable sequence of simple functions KGti (x) such that KG0i (x) = ∞ and
KGt+1i (x) ≤ KGti (x) for all x . Besides, KGti (x) is a minimal (under ≤) simple function whose graph is
a subset of W ti and such that for each x a rational p exists for which
KGti (xσ ) − KGti (x) ≥ λt (σ, p) (44)
holds for each σ = 0, 1. Define KGi (x) = inft KGti (x) for each i and x . It follows from (44) and
continuity of λ(σ, p) in p that for any i the function KGi (x) is a measure of predictive complexity.
Let a function KG(x) satisfy the conditions (i), (ii) of the definition of a measure of predictive complex-
ity and Wi = {(x, r ) : r > KG(x)}, where r is a rational number. It is easy to verify that KG(x) = KGi (x)
for all x .
Let ri be a semicomputable from below sequence of real numbers such that
∑∞
i=1 ri ≤ 1. For instance,
we can take ri = 2−KP(i), where KP(i) is the Kolmogorov prefix complexity of i .
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We prove that KG(x) defined by (2) is a measure of predictive complexity. By definition KG(x) is
semicomputable from above; i.e., (ii) holds. We must verify (i). Let β = e−η, η be a learning rate.
Indeed, by (2) for every x and j = 0, 1
KG(x j) − KG(x) = logβ
∞∑
i=1
qiβKGi (x j)−KGi (x) (45)
≥ logβ
∞∑
i=1
qiβλ( j,γi ) ≥ λ( j, γ ), (46)
where
qi = riβ
KGi (x)∑∞
s=1 rsβKGs (x)
.
Here for any i a prediction γi satisfying
KGi (x j) − KGi (x) ≥ λ( j, γi )
exists since each element of the sequence KGi (x) satisfies the condition (i) of the measure of predictive
complexity. A prediction γ satisfying (46) exists by η-mixability. For further details see [10, Sect. 7.6].
Inequality (3) is an easy consequence of the formulae (2). To prove (4) note that there exists a com-
putable function f (p) which transforms any program p computing S into an enumerating program i =
f (p) such that LossS(x) = KGi (x). We have also KP(i) = KP( f (p)) ≤ KP(p)+c, where c is a constant.
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