Abstract-The problem of estimating the frequencies, phases, and amplitudes of sinusoidal signals is considered. A simplified maximumlikelihood Gauss-Newton algorithm which provides asymptotically efficient estimates of these parameters is proposed. Initial estimates for this algorithm are obtained by a variation of the overdetermined YuleWalker method and a periodogram-based procedure. Use of the maximum-likelihood Gauss-Newton algorithm is not, however, limited to this particular initialization method. Some other possibilities to get suitable initial estimates are briefly discussed. An analytical and numerical study of the shape of the likelihood function associated with the sinusoids-in-noise process reveals its multimodal structure and clearly sets the importance of the initialization procedure. Some numerical examples are presented to illustrate the performance of the proposed estimation procedure. Comparison to the performance corresponding to the Cramer-Rao lower bound is also presented, using a simple expression for the asymptotic Cramer-Rao bound covariance matrix derived in the paper.
T soidal signals from noisy data has received considerable attention recently [ll- [9] , [18] - [21] . The sinusoid parameters can be estimated using correlation-based techniques. These include Prony 's method, Pisarenko's harmonic decomposition procedure, and the Yule-Walker method in one of its many versions. Prony's method (see [2] for a recent survey) is known to give inconsistent estimates. It cannot be used in cases with a low signal-tonoise ratio since the resulting estimates may be highly biased. In Pisarenko's procedure [2] this problem is eliminated. This method gives consistent estimates, but in some cases it has poor accuracy. The basic Yule-Walker method 111, 121 does not eliminate this deficiency of Pisarenko's method. It gives consistent estimates, but its accuracy may be poor. Since the Yule-Walker method is attractive from the computational Manuscript received May 3, 1986; revised May 12, 1988 standpoint, much effort has been spent in recent years to improve its accuracy properties.
The overdetermined or high-order Yule-Walker method is a modification of the basic Yule-Walker procedure, which was reported to lead to a considerable increase in estimation accuracy [3] [4] [5] [6] . This method was proposed heuristically, and the properties of the corresponding estimates were analyzed by Monte Carlo simulations only. The reasons for the increase of the parameter estimation accuracy when the number of Yule-Walker equations and the model order are increased were not too well understood. In [ l l ] and [12] we have tried to fill this gap. Very briefly, the conclusions of [ l l ] and [12] are that the asymptotic accuracy of the Yule-Walker estimates will increase with the number of Yule-Walker equations used and with the model order, although not necessarily monotonically. However, even when the number of YuleWalker equations and the model order are increased without bound, the limiting accuracy may still be worse than that corresponding to the Cramer-Rao lower bound (CRLB). Thus, in general, it is possible to improve the accuracy of the Yule-Walker-based estimates.
To improve the performance of correlation-based techniques, a number of researchers have studied the use of the maximum likelihood (ML) method for estimation of sinusoid parameters; see [7] , [8] , and [ 181-12 11. (Some of these studies, such as [20] and [21] , treat more general problems that include the sinusoid parameter estimation as a special case.) The basic idea to all of the estimation schemes in the above references consists of first obtaining suboptimal initial parameter estimates and then refining them through an iterative maximization of the likelihood function. The suboptimal estimation method and the iterative maximization procedure used vary from one reference to another.
In this paper we consider a similar "two-stage'' ML estimation procedure. We use the overdetermined YuleWalker (OYW) method to get initial estimates and a periodogram-based procedure to get improved initial estimates. We also discuss briefly other possibilities for obtaining initial estimates, such as the overdetermined and high-order Yule-Walker method [3] , 151, [6] and Tufts and Kumaresan eigenanalysis procedure 141, [8] .
An analysis of the likelihood function associated with the sinusoid estimation problem reveals that it has a complicated multimodal shape with a narrow trough corre-0096-35 18/89/0300-0378$01 .OO 0 1989 IEEE sponding to the global maximum. Thus, there is a strong possibility that an initial estimate will not be sufficiently accurate to fall in the global maximum trough. To overcome this problem, we include a second step in the initial estimation to search locally for estimates that lie in the trough. Again, any of several search procedures could be used; we have used a series of one-dimensional searches for the maximum of the periodogram in a certain frequency range. This method is relatively simple computationally, and produces estimates that have a high probability of lying in the narrow trough of the likelihood function.
The two-step initialization can be thought of as a compromise between pure Yule-Walker-based estimates of [8] and [ 191 and pure periodogram-based estimates of [7] and [18]. The OYW method produces estimates that may not be in the desired trough of the likelihood function. However, these estimates are close enough so that the periodogram step can operate on a small frequency region. Other initialization procedures are given in 1201 and [2 11, in conjunction with an iterative algorithm of a special type.
The refining iterative step of our ML procedure consists of a simplified Gauss-Newton maximization algorithm. This algorithm has the computational simplicity of a pure gradient technique and the convergence rate of a Newton method. It is tailored to the special structure of the problem under discussion, which makes it more attractive than the general Newton-based or other algorithms used in the works referenced above for the iterative maximization of the likelihood function. The development of the simplified Gauss-Newton algorithm is a main contribution of this paper. Its derivation is based on an expression for the asymptotic Cramer-Rao lower bound (CRLB) on the covariance matrix of any consistent estimator of sinusoid parameters, which appears interesting in its own right. Note that the finite-sample CRLB is known (see, e.g., [7] ) but the expression for the asymptotic bound presented here appears to be novel (its usefulness is discussed later in the paper).
We prove that the two-step ML estimation procedure outlined above achieves the asymptotic accuracy corresponding to the CRLB. This result does not follow from the "standard" properties of the ML estimator. The finite-sample properties of the procedure are studied by Monte Carlo simulations.
Finally, let us make some general remarks on two-stage (initialization followed by iterative maximization) ML procedures. The whole procedure cannot, in general, have a better threshold SNR (signal-to-noise ratio) than the initialization step. The reason, of course, is that the iterative algorithm of the second step cannot converge to the global maximum of the likelihood function if the initial estimates have poor accuracy (at some low SNR). However, for SNR's above the threshold, the accuracy properties of the two-step ML method are expected to be better than those of the initial step (by the statistical efficiency of the ML estimator). Furthermore, the second ML step may improve the "resolution" properties of the initial step, too.
STATEMENT OF THE PROBLEM
Consider the following sinusoidal signal: m x ( t ) = C a, sin ( w , t + 4,), t = 1 , 2, * * ,
where a,, 4, E R , w, E ( 0 , T), and U, f a, f o r i f j .
( 2 . l b )
The assumption w, # 0 means that a possible nonzero constant level of x ( t ) has been removed. The condition U, < T is a consequence of Shannon's sampling theorem.
Let y ( t ) denote the noise-corrupted measurements of
where { E ( t ) } is a sequence of independent and identically distributed Gaussian random variables with zero mean and variance A*. We assume that x ( r ) and E ( s ) are independent for any t and s.
The assumption that E ( t ) is Gaussian may appear somewhat restrictive. Under the Gaussian hypothesis, it is easy to write the likelihood function of the data and to obtain an explicit expression for the CRLB. If, in some application, the Gaussian hypothesis fails to be true, the algorithm of this paper is still applicable, but it will no longer provide the ML estimates. Nevertheless, the estimates obtained by using the algorithm will still give the minimum variance in a fairly large class of estimators whose covariance matrices depend only on the secondorder statistics of the data. This is explained further in Section IV. The commonly used assumption that E ( r ) is a sequence of i.i.d. random variables is restrictive. However, in Section VI it will be shown that the proposed estimation method may provide accurate estimates even if ~( t ) is a correlated sequence (see also [23]). For colored E ( t ) , the estimates provided by the algorithms are no longer pure ML estimates; in such a case, they are "minimum output error estimates" (using a term from the system identification literature).
Next we denote by r,, the covariance of y ( t ) at lag n ( n = 0 , 1 , 2 , * . )
The operator E { } denotes statistical expectation. The sample covariances corresponding to (2.3) shall be denoted by ?, , . We will use the following definition of ?, , : 
THE INITIAL OVERDETERMINED YULE-WALKER ESTIMATES
As is well known x ( t ) , (2.1) , obeys a homogeneous difference equation of order 2m,
where { U ; } E R are such that the polynomial
has all its zeros located on the unit circle at ekiWk, i.e., (3.2a) A(eki"') = 0 ,
(see [2] , [4] , [5] , and [14] ). Since we have r,, = ~{ x ( t ) x ( t + n ) } + ~~6~,~, (3.3a) where is the Dirac delta A commonly used technique for estimating the frequencies { wi } is based on (3.4) . Consistent estimates { cii} can be obtained by solving the following linear system of equations:
where { ?; } are the sample covariances (see [2] , [3] , and
[22]). The matrix appearing in (3.5) has full rank, at least for large N [14] . Note that for L > 2n, the system (3.5)
is overdetermined and needs to be solved in a least-squares sense. Intuitively we can expect that the larger L , the more accurate will be the estimates { cif } , since the covariances for large lags contain "useful information" about the covariance structure of the data. While it is not always true that increasing L increases estimation accuracy [ 121, it was shown by simulations [3] , [6] 
where Replacing { U ; } in (3.7) by their estimates { }, the problem of estimating { Pk, b k } can be formulated as the following minimization problem:
The solution to this probem is given by
where
The reason for using only the first M data points in (3.8) and (3.9) will be explained later. It will be shown that if M in (3.8) is too large (e.g., M = N ), then the estimation accuracy may deteriorate considerably. Note that for M < N , the computational burden is smaller.
Using { b,} and { 6;} in (3.7b), we readily obtain estimates of { a;} and { +;} as given by (3.10)
Next, we discuss some implementation issues related to (3.9) . Straightforward programming of (3.9) would lead to a large computational burden. The main reason is that calculation of trigonometric functions on a computer is time consuming. Note, however, that the solution c, ( t ) of the following second-order difference equation:
with initial conditions
is given by c,(t) = cos wit,
A different set of initial conditions (c,( 1 ) = sin w,, c, ( 2 ) = sin 2w,) will produce c, ( t ) = sin w, 1. Thus, the sequences { sin W l r , cos aft; t = 1, . . . , M; i = 1, . . . , m } can be generated using (3.11) at a cost of approximately 2mM multiplications, and the vector E V ( t ) y ( t ) in (3.9) will require a total of 4mM multiplications.
Next we note that the matrix C V ( t ) V ( t ) Tin (3.9) can be efficiently computed using Lemma A. 1. For large M ,
we can further simplify the computation of this matrix by using some approximations. Thus, from Lemma A . l it follows that
We conclude from (3.14) that for large M, the following simple estimate:
is an approximation of order 1 / M of 5 (3.9) . Note, however, that the smaller inf; +, 1 &; -&, l, the larger the value of M needed for the approximation in (3.14) to be valid (see the discussion in Appendix A.) If M is not large enough, then $ may not be a good approximation of $. Furthermore, the calculation of $ may be problematic in such a case since the matrix in (3.9) will be ill conditioned.
We conclude this section with a discussion of the asymptotic properties of the estimates introduced above. The frequency estimates {&,} obtained by the OYW method are consistent 1151. The asymptotic (as N ,
. The condition y < 1 / 2 is sufficient but probably not necessary. A necessary and sufficient condition on y is not known. Since the CRLB on the standard deviation of { G I } is O ( 1 / N 3 I 2 ) , as is shown in Appendix A, it seems possible to improve significantly the accuracy of the OYW estimates.
An analysis of the asymptotic behavior of { G I , $,} (3.9) , (3.10) does not seem to be available in literature. Due to the use in (3.9) of { &,} instead of { a,}, such an analysis is not easy. Since { G I } and { 3, } are used as initial estimates, their accuracy is not too important, and will not be discussed in detail. What is, however, quite important is the choice of M i (3.9). To simplify notation, we will consider the case of a single sinuosid ( m = 1 ). It should be emphasized, however, that the same conclusions apply also for m > 1. Form = 1 and large M , we have from (3.9) and (3.14) t cos at (3.16) where $ = [ P , b ] is the vector of the true parameters.
It is not difficult to see that the first term in (3.16 
M increases faster than L d% (for example, if we set L = N 1 ' 2 -6 for some 6 > 0, and M = N ) , then difficulties may occur. Indeed, in such a case, the estimate $ may not even be consistent. If the condition M << L f i is imposed, then the first and second terms in (3.16 ) are asymptotically the dominant ones. Note that the magnitude of the first term decreases with M while that of the second increases with M . To get good asymptotic properties for $ (i.e., small estimation error $ -$), M should be chosen such that these two terms have the same magnitude. Thus, the "optimal" rate of increase of M is given by
The estimation error (5 - only a fraction of the data samples should be used in (3.9) . The poorer the frequency estimates, the smaller this fraction has to be. This important property, which albeit is rather intuitive, is often overlooked in the literature.
IV. A MAXIMUM LIKELIHOOD ALGORITHM
The ML estimate of 8 is obtained as the minimum point of the following loss function (see [7] , [8] , [19] -[211 and also Appendix A): and wh re eo, the initial estimate, should be given. The elements of the gradient vector ~( t , e ) are given by
aff (4. 3) The matrix to be inverted in (4.2) contains entries of very different magnitudes. The elements of its left-top m X m block are of order N , while those of the right-bottom m the numerical standpoint to "balance" the elements of the matrix. This will also be convenient for some subsequent theoretical considerations.
Let us introduce the notation where ZK denotes the K x K identify matrix. The following recursion is equivalent to, but numerically more reliable than, (4. To overcome this difficulty, we propose an approximate version of the iterative algorithm (4.2a).
As is shown in Appendix A, 6) where
Replacing "'(ek) in (4.5) by its large sample approximation G( ek), we get where { p k } is a sequence of positive scalars which can be used for controlling the step size ( p k can be deter-X m block are of the order N 3 . Thus, it is desirable from mined, for example, by using a line search algorithm).
The algorithm (4.8) is much simpler than (4.2a) . The two algorithms have clearly the same convergence point. Furthermore, for large N, they will also have similar convergence rates.
We conclude this section with a discussion of the asymptotic accuracy of the limiting (as k -+ 03 ) estimate obtained by (4.8) . Let this estimate be denoted by e: (4.9) Since we will initialize the recursion (4.8) with a consistent estimate, it is expected to converge in a few iterations. In fact, paralleling the calculations in the proof of Theorem 4.1 below, it is possible to show that (4.8) will asymptotically (as N + 03 ) co9verge in one iteration provided that the initial estimate %' is good enough.
Under the Gaussian hypothesis, 8 is the ML estimate.
We expect, therefore, that its asymptotic covariance matrix equals the CRLB P"c, = X2G ( % ) ( see Appendix A for the derivation of P t R ) . However, this does not follow immediately since some of the standard assumptions of ML theory [lo] fail to hold in our case (e.g., ~( t , 0 ) is a nonstationary process).
If we relax the Gaussian hypothesis, then 8 is the prediction error (PE) estimate [ 161. Again, the standard PE theory does not apply to our problem. If it were applicable, it would follow from [16] that the asymptotic covariance matrix of g is still given by the matrix P"c, defined below.
The asymptotic covariance matrix of the normalized estimation errors KN(8 -% ) is derived next. We show that this matrix equals PScR for any distribution function of the data.
Theorem 4. I :
Consider the process y ( t ) generated by (2.1) and (2.2) under the assumptions stated except that t ( t ) is allowed to be non-Gaussian. Let 8 be the estimate given by (4.9) . Then (4.10) 
where KN is defined in (4.4) and PcR = X2G(%).
Proof: See Appendix C . It follows from the above theorem that in the case of Gaussian data, the estimate 8 of 8 is asymptotically efficient. For non-Gaussian data, 8 will asymptotically be the minimum-variance estimate in a fairly large class of estimators whose covariance matrices depend only on the second-order statistics of the data.
V. THE PROBLEM OF LOCAL MINIMA
A major concern in any iterative minimization algorithm is the presence of local minima in the function to be minimized. Below we analyze the shape of : he Loss Function (LF). For an arbitrary parameter vector 8 we can express LF ( 8) as Fig. 1 . From this figure, it is apparent that the initial estimate of 3 must be within the deep valley if we expect the Gauss-Newton algorithm to find the global minimum. In Appendix B we show that the width of the valley is in the range Aw E [2a/N, 4.rr/N]. Thus, the initial estimate must have a standard deviation that is on the order of 1/N. However, the standard deviation of G estimates obtained from (3.5) are O ( l / L f i ) (when L < which asymptotically is too large for use with the GaussNewton method. Thus, we need to improve the initial frequency estimates before starting the minimization.
It is known [7] that, for large N, the ML estimates of I .
improvement step: no search interval could include a "dead zone" of width 4 n / N between any two frequencies. 3 ; + E ] , for the maximum of the periodogram. Note that we need only perform rn onedimensional searches (one for each frequency) instead of a more computationally intensive search on an m-dimensional region; this simplification is possible because the LF in (5.2a) asymptotically decouples to the sum of rn independent functions. Thus, the following search procedure can be used.
Choose appropriate values for Aw and I,,,.
For each i = 1, 2, * , rn:
1) compute the periodogram ail of the data at frequencies using where pi, and b , are computed using (3.15) but with M = N;
2) choose as the new initial frequency estimate the G, whose corresponding ail is largest; compute the new initial amplitude and phase estimates using (3.15).
From the above discussion, A w should be chosen less than 2 a / N to ensure that one of the Gi, is in the deep trough of LF; in our simulations, we used Awe large. For example, since the OYW method was used to obtain 3;, I, , , could be chosen based on the asymptotic probability distribution of the G; given in [12] . Finally, one must ensure that the search interval for two adjacent frequencies do not overlap.
Because the improvement step is periodogram based, it is unable to resolve sinusoids whose frequencies are within 2 a / N of each other. To avoid adverse effects of this resolution limit, we imposed the following restriction to the frequency separation. If the frequency Eparation and/or SNR are too small, the initial OYW estimates will not be sufficiently accurate and the Gauss-Newton algorithm will converge to a false local minimum; it is this effect that results in a threshold SNR for good performance of the composite algorithm for closely spaced sinuosids .
In order to reduce the threshold SNR, other algorithms for obtaining initial estimates for the ML Gauss-Newton algorithm can be used. The overdetermined and high-order Yule-Walker (HOYW) method of Cadzow and Chan [3] , [ 5 ] , [6] and the eigenstructure analysis (EA) method of Tufts and Kumaresan [4] , [8] can be used to obtain accurate frequency estimates. It can be shown (see [l 11 ) that the asymptotic estimation errors { 2, -w, } corresponding to these two methods are of the order l/L3I2N'l2, where L denotes the number of YW equations and the model order used. Thus, for large L , the parameter estimates obtained by HOYW or EA methods are likely to lie in the deep valley of the likelihood loss function and can, therefore, be used for properly initializing the ML Gauss-Newton algorithm (a periodogrambased "refining" step being no longer needed). Note that the HOYW and EA methods are expected to be more accurate than the OYW/periodogram-based procedure and to have lower SNR thresholds, but they are also more complex computationally (a main computational task for both HOYW and EA lies in finding the roots of a large degree polynomial). In general, one should choose an initialization estimation algorithm which is the most computationally simple, and which is effective at resolving the sinusoidal frequencies for the data length and SNR of interest.
In summary, the initial estimates provided to the iterative ML Gauss-Newton algorithm are obtained by the following procedure. i) Determine rough initial estimates of { U , , CY,, and el } by the OYW method ( 3 . 3 , (3.6) , (3.15) .
ii) Obtain improved initial estimates of { U , , CY,, and 8, } by the periodogram-based procedure (5.4).
We used the initialization method above in the numerical experiments, which we report in this paper.
VI. NUMERICAL EXAMPLES
We present some numerical experiments that indicate the performance of the proposed algorithm. We first consider the problem of estimating 8 from a signal of the form In all examples, L = f i , and M is chosen as in (3.17) .
The white noise variance X2 was varied so that the SNR ranges between 10-40 dB in 5 dB increments. (Here, SNR is defined for each signal, e.g., SNR = a:/2X2.) For each SNR, J independent data sets were generated, and average sum-squared errors (SSE) of the resulting estimates KN8 were computed. For each element of 8, the normalized SSE is computed by ( J = 50 in these simulations) where [ 1; denotes the ith element of the vector, and where 8, is the j t h estimate vector.
The SSE of the estimated parameters for N = 500 are shown in Figs. 2-4 . In these figures, initial estimates are those obtained using the method of Section 111. Equation (3.15) was used for estimates in these plots; however, the SSE for estimates obtained using (3.9) are not significantly different (and, in particular, no better on the average). From these initial estimates, improved estimates were obtained as outlined in the previous section, then the Gauss-Newton algorithm [equation (4.8)] was used. In (4.8), pk was at each iteration set to 1; if LF increased, pk was decreased by a factor of 4 until the resulting step was such that LF decreased.
From these figures, it is apparent that the SSE's of the ML estimates are very close to the Cramer-Rao bound for SNR's at and above 20 dB. (In a few instances, the estimated SSE is below the CR lower bound; this is a result of using a relatively small number of Monte-Carlo experiments.) High SSE's for SNR's below this threshold are due to poor initial estimates which result in convergence to a false local minimum of the loss function. For a given initial estimate algorithm, the threshold depends most strongly on the relative frequency separation A w N ; as this ratio decreases, the threshold SNR increases.
The effect of the improvement step in the estimation procedure can be seen in Table I . Listed in this table are the number of Monte Carlo experiments (out of the 50) which gave "good" initial estimates from the HOYW equations alone, and from the HOYW equations followed by the periodogram-based improvement step. Good initial estimates are those from which the ML algorithm converges to the global minimum of the loss function. For SNR's in the 5-20 dB range, the improvement step is effective in increasing the likelihood that the ML algorithm will converge to the global minimum. For SNR's below SNR (dB) Fig. 2 . S E ' s of amplitude estimates for N = 500 and white noise. Curves with "x" are initial estimates; curves with "0" are ML estimates, and the solid line is the Cramer-Rao bound. 
--I I SNR (dB)
SSE's of frequency estimates for N = 500 and white noise. Curve labels are as in Fig. 2. or above this range, the improvement step is of little use. Note that the improvement step lowers the threshold SNR by 5 dB in this case. Note also that even though only one of the 50 Monte Carlo experiments for 15 dB had a poor initial guess, the SSE's for this case in Figs. 2-4 
40
-40 10 SNR (dB) higher than the CR lower bound; thus, the SSE for one bad estimate dominates the total SSE in these figures.
Figs. 5-7 show average error results for N = 500 data points when the additive noise is colored. The noise used is MA(1):
Note that n ( t ) has the same total power as E ( t ) does. It can be seen that the ML method provides significant improvement over Yule-Walker estimates for colored noise. The Yule-Walker method does not give consistent estimates in this case because the first row of (3.5) should not be used (the data can be modeled as a limiting ARMA (4, 5) process, in which case (3.5) holds only for k I 2 ) . However, for large L , the effect of the first equation is small, and "reasonable" estimates could still result (as seen in the figures). We note also that for colored noise, the proposed method is not a maximum likelihood estimate, but it is still an output error method.
The minimization procedure converged in a few iterations in most cases. For the above example, the average number of iterations in the 50 Monte Carlo experiments ranged from 9 to 4.5 (as the SNR ranged from 10-40 dB) to achieve a tolerance of lop4 (where no element of KN8 changed more than "tolerance" in one iteration). This rapid convergence rate was seen for ( A u / 2 7 r ) N greater than about 4; for smaller frequency differences, the convergence was slower. Slower convergence is not unexpected in this case because the algorithm was derived under the assumption that A u >> 2 n / N .
As a final note, the recursive computation of sin w t or cos ut using ( 3 . 1 1 ) required only about 1 / 6 the CPU time of direct computation. The error between the recursively and directly computed values remained below for N < 1000 (using single-precision arithmetic); a typical plot of the error is shown in Fig. 8 .
VII. CONCLUSIONS We derived a simplified maximum-likelihood GaussNewton algorithm for estimating the parameters of sinusoidal signals in noise. The algorithm has the computational simplicity of a pure gradient technique and the convergence rate of a Newton method. It can be initialized by a set of preliminary estimates obtained via the overdetermined Yule-Walker method and a periodogrambased procedure.
The asymptotic properties of the proposed techniques are discussed, and it is shown that the parameter estimates are consistent and asymptotically efficient for the Gaussian case. In the non-Gaussian case, the estimator provides a minimum-variance solution within a large class of estimators based on second-order statistics.
The finite-sample performance of the proposed technique was studied by Monte Carlo simulations. It was shown that the maximum-likelihood Gauss-Newton procedure can improve the accuracy of the initial estimates significantly. Comparisons to the performance corresponding to the CRLB were also presented, using a simple expression for the asymptotic CRLB covariance matrix derived in this paper.
APPENDIX A CRAMER-RAO LOWER BOUNDS
The estimation problem formulated in Section I1 falls into the class of nonlinear regression problems. The CRLB, say PFR, for any unbiased estimator of e and X2
can be easily derived [ 7 ] . In this appendix, we will be interested in the asymptotic CRLB: PTR. The reason for this interest is threefold.
i) PFR has a much simpler expression than PFR and is, therefore, much easier to compute. Yet PFR is a good approximation of PFR whenever 2 n inf I wi -wj 1 > -.
f # j N This will become apparent in the following, where it will be shown that the smaller the minimum separation in frequency inf 1 wi -U, 1, the slower the convergence of PFR to PTR. It is worth noting that a main conclusion of the study of PFR in [7] was that PER increases rapidly as the minimum frequency separation goes below the critical value 2 n / N . In such a case, PER is much larger than ii) P z R can be attained only under certain restrictive conditions [ l o ] which apparently are not satisfied for the problem under study. On the other hand, PFR is attained in the limit (as N -, 00 ) by the covariance matrix of the ML estimate; see Theorem 4.1. Furthermore, for other P F R .
estimation methods (such as the OYW method) only asymptotic results are available. Thus, it is PTR which is of interest in any analytical study comparing the performance of the ML method to that of other estimation methods.
iii) The expression of P TR is useful in the derivation of the simplified ML Gauss-Newton algorithm in Section IV.
Note than an expression for PFR does not seem to be available in the literature, except for the special case of m = 1; see [9] and its references.
For the estimation problem under discussion, the loglikelihood function is given by . However, the calculations necessary to show that P5R has the blockdiagonal form of (A.7), which in turn implies that Ps6," is given by (4.8), were not included there.
In the following, we will study the limit of Ped," as N -+ m. The following results will be useful for this study. . awj (A.14)
where 6 i , j denotes the Dirac delta function (3.3b). Therefore, which, after some straightforward calculations, gives . 16) Note that the bounds for phases and frequencies are proportional to the noise-to-signal ratios corresponding to the frequency in question. However, somewhat contrary to intuition, the bound for the amplitudes of the sinusoids is independent of these amplitudes. Note also the almost diagonal structure of P&. The estimation errors of the phase and frequency of the same sinusoid are asymptotically cross correlated. All the other estimation errors are asymptotically uncorrelated.
It is also interestin to note that the bounds for (Giw i ) are of order N-372 (see also [9] and its references). This order of the CRLB is rather unusual for a stationary estimation problem for which the corresponding bounds are, in general, of the order N p ' I 2 . However, the problem of estimating the parameters of a sinusoidal signal is not a strictly stationary estimation problem: the derivative of E ( t ) with respect to w, is clearly a nonstationary signal.
It follows from Lemma A . l that the smaller the minimum frequency separation infi + j I w, -wj 1, the slower the convergence in (A. 13). Consider, for example, (A.9) for w small but nonzero. Then the left-hand side of (A.9) will generally be small provided that N w , rather than N , is large enough [see the right-hand side of (A.9)]. Next we show that the higher order terms in (C.2) can be neglected asvmmoticallv. 
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