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Abstract
The main purpose of this paper is to analyze the asymptotic behaviour of the ground state solution
of Hénon equation −∆u = |x|αup−1 in Ω , u= 0 on ∂Ω (Ω ⊂ Rn is a ball centered at the origin).
It proved that for p close to 2∗ = 2n/(n − 2) (n  3), the ground state solution up has a unique
maximum point xp and dist(xp, ∂Ω)→ 0 as p→ 2∗. The asymptotic behaviour of up is also given,
which deduces that the ground state solution is non-radial.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Let us consider the following problem:

−∆u= |x|αup−1, x ∈Ω,
u > 0, x ∈Ω,
u= 0, x ∈ ∂Ω,
(1)
where Ω is a ball in Rn centered at the origin, α > 0, p > 2.
Equation (1) was proposed by M. Hénon in [13] when he studied rotating stellar
structures and is called Hénon equation. Denote 2∗ = 2n/(n − 2) (n  3). For α  0,
2 <p < 2∗, define
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0 	≡u∈H 10 (Ω)
∫
Ω
|∇u|2
(
∫
Ω
|x|α|u|p)2/p (2)
it is easy to verify that Sα,p is achieved by a positive function up . After scaling, up is a
ground state solution of (1).
Since (1) and (2) are invariant by rotations of Ω , it is natural to compare Sα,p with
SRα,p := inf
0 	≡u∈H 10,rad(Ω)
∫
Ω
|∇u|2
(
∫
Ω
|x|α|u|p)2/p , (3)
where H 10,rad(Ω) denotes the subspace of radial functions in H
1
0 (Ω). It is also easy to
verify that SRα,p is achieved by a positive function vp . Moreover, after multiplied by some
positive constant, vp solves (1) and is radially symmetric.
Numerical solutions obtained in [7] by Chen et al. show that for fixed p ∈ (2,2∗) the
ground state solution of (1) is non-radial if α is large enough. This has been proved by
Smets et al. in [20]. They have also studied the case when p is close to 2∗ in [20]. It is
proved that for fixed α > 0, if p > 2 is close to 2, then Sα,p has a unique minimizer which
must be radial; while if p is close to 2∗, the minimizer of Sα,p is non-radial. The main idea
used in [20] is to show that Sα,p < SRα,p when α→+∞, p fixed or p→ 2∗, α > 0 fixed.
In this paper, we study the profile of up as p → 2∗, in particular the asymptotic
behaviour of up , and the limit location of the maximum point of up as p→ 2∗. To state
our main results, we need some notations first. Let S be the best Sobolev constant, that is,
S = inf
{ ∫
Ω
|∇u|2
(
∫
Ω |u|2∗)2/2∗
∣∣∣ u ∈H 10 (Ω),u 	≡ 0
}
(4)
for any domain Ω ⊂Rn.
It is well known that S cannot be achieved for any Ω bounded and S is achieved
by U(x) = 1
(1+|x|2)(n−2)/2 when Ω = Rn (see [3]). For any ε > 0, y ∈ Rn, set Uε,y(x) =
ε−(n−2)/2U(x−y
ε
). Our main results are the following:
Theorem 1.1. Suppose p ∈ (2,2∗), α > 0, then the ground state solution up satisfies (after
passing to a subsequence) for some x0 ∈ ∂Ω
(i) |∇up|2 → µδx0 as p→ 2∗ in the sense of measure,
(ii) |up|2∗ → νδx0 as p→ 2∗ in the sense of measure,
where µ> 0, ν > 0 satisfy µ Sν2/2∗ , δx is the Dirac mass at x .
Theorem 1.2. Let up be as in Theorem 1.1 and xp ∈ Ω be such that Mp = up(xp) =
maxx∈Ω up(x), λp =M−2/(n−2)p . Then, as p→ 2∗, Mp →+∞ and
(i) xp is unique when p close to 2∗. Moreover, as p → 2∗, dist(xp, ∂Ω) → 0,
dist(xp, ∂Ω)/λp →∞;
(ii) limp→2∗
∫
Ω
|∇(up −Uλp,xp )|2 = 0.
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and positive solutions of −ε2∆u+ u = up, u > 0 in Ω with zero Dirichlet or Neumann
boundary condition has been studied by many authors for the case 1 <p < (n+2)/(n−2),
when ε goes to zero, see, for example, [1,4,5,16,17]. Roughly speaking, for the problem
with zero Dirichlet boundary condition, as ε → 0, the associated ground state solution
uε concentrates at the center of Ω (see [17]) and for the problem with zero Neumann
boundary condition, the ground state solution uε concentrates at some points on ∂Ω as
ε → 0, see [1,4,6]. It is worthwhile to point out that due to the existence of the fact
|x|α (α > 0), the ground state solution of (1) concentrates on some boundary point as
p → 2∗ by Theorem 1.2. If α = 0 then the up in Theorem 1.1 must concentrate at the
origin as p → 2∗ since by the result of Gidas et al. [9], up is radial for any p > 2. For
general bounded domain Ω , up must concentrate at an interior point away from ∂Ω as
p→ 2∗, see [12,19].
Remark 1.4. In [15], Ni has proved that for p ∈ (2,2∗+2α/(n−2)), problem (1) possesses
a positive solution (see also [8]). For p = 2∗ ∈ (2,2∗ + 2α/(n− 2)), we can prove that this
positive solution cannot be a ground state solution. Actually, in this case, Eq. (1) does not
possess any ground state solutions (see Corollary 2.5).
This paper is organized as follows: In Section 2 we show that up is actually a minimizing
sequence of the best Sobolev constant S as p → 2∗, and then prove Theorem 1.1 by
the concentration compactness principle arguments. In Section 3 we prove Theorem 1.2
mainly by blow-up technique. The conclusion that up is non-radial is a natural corollary of
Theorem 1.2. In Section 4, we generalize Theorem 1.1 to the case of q-Laplacian.
Notations. Throughout this paper, the same C will be used to denote various generic
positive constants. By O(t), o(t) we mean |O(t)|  Ct , |o(t)|/t → 0 as t → 0,
respectively. ot (1) will be used to denote quantities that tend to 0 as t → 0. For 1 < r <
+∞, u ∈Lr(Ω), denote |u|rr =
∫
Ω
|u|r . ωn stands for the measure of the unit ball in Rn.
2. Proof of Theorem 1.1
For the Hénon equation, by a scaling argument, we can always assume that Ω is the
unit ball in Rn centered at the origin. Let α  0 fixed and up be a minimizer of Sα,p , i.e.
Sα,p := inf
0 	≡u∈H 10 (Ω)
∫
Ω |∇u|2
(
∫
Ω |x|α|u|p)2/p
=
∫
Ω |∇up|2
(
∫
Ω |x|α|up|p)2/p
. (5)
It is not difficult to check that S = S0,2∗ . We will find a minimizing sequence of S0,2∗ from
the minimizer up . First of all we have
Lemma 2.1.∫
Ω |∇up|2
(
∫
Ω |up|p)2/p

∫
Ω |∇up|2
(
∫
Ω |up|2∗)2/2∗
+O(2∗−p)(1) for p near 2∗.
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Ω
|up|p
)1/p

(∫
Ω
|up|2∗
)1/2∗
(measΩ)(2
∗−p)/(2∗p).
Lemma 2.1 follows immediately. ✷
For ε > 0 small enough, let x0 = (1−1/| lnε|,0, . . . ,0) ∈Rn,Uε(x)= 1(ε+|x−x0|2)(n−2)/2 ,
ϕ ∈ C∞0 (Ω) be a cut-off function satisfying
ϕ(x)=
{
1, x ∈ B(x0,1/(2| lnε|)),
0, x ∈ Rn\B(x0,1/| lnε|),
0 ϕ(x) 1, |∇ϕ(x)| C| lnε| ∀x ∈ Rn, (6)
where C is independent of ε, B(x, r) denotes a ball centered x with radius r .
Set uε = ϕUε , then uε ∈H 10 (Ω). For uε we have
Lemma 2.2. Let uε be defined as above, then as p→ 2∗,∫
Ω |∇uε|2
(
∫
Ω |x|α|uε|p)2/p
= S0,2∗ +K(ε),
where K(ε)→ 0 as ε→ 0.
Proof. We claim that
|uε|2p = |U |2pεn/p−(n−2) +CK1(ε)|U |2−pp ε(n−2)p/2−n/2+n/p−(n−2), (7)
|∇uε|22 = |∇U |22ε−(n−2)/2 +


C| lnε|n−2 + o(| ln ε|n−2), n 5,
C| lnε|2(ln(2| lnε|))+O(| lnε|2), n= 4,
C| lnε|2, n= 3,
(8)
∫
Ω
|x|α|uε|p dx 
(
1− 2| lnε|
)α ∫
Ω
ϕp
(ε+ |x − x0|2)(n−2)p/2 . (9)
To prove (7), let x − x0 = ε1/2y , for p close to 2∗ we have∫
Rn
1
(ε+ |x − x0|2)(n−2)p/2 = ε
−(n−2)p/2+n/2|U |pp.
∣∣∣∣
∫
Ω
ϕp
(ε+ |x − x0|2)(n−2)p/2 − ε
−(n−2)p/2+n/2|U |pp
∣∣∣∣
=
∣∣∣∣
∫
Ω
ϕp − 1
(ε+ |x − x0|2)(n−2)p/2 −
∫
Rn\Ω
1
(ε+ |x − x0|2)(n−2)p/2
∣∣∣∣

∫ 1
(ε + |x − x0|2)(n−2)p/2 +
∫
n
1
(ε+ |x − x0|2)(n−2)p/2Ω\B(x0,1/(2| lnε|)) R \Ω
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∫
Rn\B(x0,1/(2| lnε|))
1
(ε + |x − x0|2)(n−2)p/2 
∫
Rn\B(x0, 12| ln ε| )
1
|x − x0|(n−2)p
= nωn
+∞∫
1/(2| lnε|)
rn−1−(n−2)p dr = C| ln ε|(n−2)p−n :=K1(ε),
which is equivalent to
1−K1(ε)ε(n−2)p/2−n/2|U |−pp  |uε|pp|U |−pp ε(n−2)p/2−n/2
 1+K1(ε)ε(n−2)p/2−n/2|U |−pp . (10)
When p close to 2∗ we have 2/p < 1, also we have K1(ε)ε(n−2)p/2−n/2|U |−pp < 1
provided ε small enough. Whence by (10) we have
1−K1(ε)ε(n−2)p/2−n/2|U |−pp 
(
1−K1(ε)ε(n−2)p/2−n/2|U |−pp
)2/p
 |uε|2p|U |−2p εn−2−n/p

(
1+K1(ε)ε(n−2)p/2−n/2|U |−pp
)2/p
 1+K1(ε)ε(n−2)p/2−n/2|U |−pp .
So
|U |2pεn/p−(n−2) −K1(ε)|U |2−pp ε(n−2)p/2−n/2+n/p−(n−2)
 |uε|2p  |U |2pεn/p−(n−2) +K1(ε)|U |2−pp ε(n−2)p/2−n/2+n/p−(n−2),
which implies (7).
We next prove (8). By the definition of uε we have
|∇uε|2 = |∇ϕ|
2
(ε+ |x − x0|2)n−2 −
2(n− 2)ϕ(x − x0) · ∇ϕ
(ε+ |x − x0|2)n−1 +
(n− 2)2ϕ2|x − x0|2
(ε + |x − x0|2)n ,
(n− 2)2
∫
Rn
|x − x0|2
(ε + |x − x0|2)n = ε
−(n−2)/2|∇U |22.
So ∣∣|∇uε|22 − ε−(n−2)/2|∇U |22∣∣

∫
Ω
|∇ϕ|2
(ε + |x − x0|2)n−2 + 2(n− 2)
∫
Ω
(x − x0) · ∇ϕ
(ε+ |x − x0|2)n−1
+ (n− 2)2
∫
Rn\Ω
|x − x0|2
(ε+ |x − x0|2)n + (n− 2)
2
∫
Ω
(1− ϕ2)|x − x0|2
(ε+ |x − x0|2)n
 C2| lnε|2
∫ 1
(ε+ |x − x0|2)n−2
Ω\B(x0,1/(2| lnε|))
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∫
Ω\B(x0,1/(2| lnε|))
|x − x0|
(ε+ |x − x0|2)n−1
+ (n− 2)2
∫
Ω\B(x0,1/(2| lnε|))
|x − x0|2
(ε+ |x − x0|2)n
+ (n− 2)2
∫
Rn\Ω
|x − x0|2
(ε+ |x − x0|2)n
 C2| lnε|2nωn
2∫
1/(2| lnε|)
r3−n dr + 2(n− 2)C| lnε|nωn
2∫
1/(2| lnε|)
r2−n dr
+ (n− 2)2nωn
+∞∫
1/(2| lnε|)
r1−n dr
=


C| lnε|n−2 + o(| lnε|n−2), n 5,
C| lnε|2 ln(2| lnε|)+C| ln ε|2, n= 4,
C| lnε|2 +C| lnε| ln(2| lnε|), n= 3,
and (8) follows immediately.
(9) can be proved similarly.
By (7)–(9), for n 5 we have
lim
p→2∗
∫
Ω |∇uε|2
(
∫
Ω |x|α|uε|p)2/p
 lim
p→2∗
1
(1− 2| lnε| )2α/p
× |∇U |
2
2ε
−(n−2)/2 +C| ln ε|n−2 + o(| lnε|n−2)
|U |2pεn/p−(n−2) +CK1(ε)|U |2−pp ε(n−2)p/2−n/2+n/p−(n−2)
= 1
(1− 2| lnε| )2α/2∗
|∇U |22ε−(n−2)/2 +C| ln ε|n−2 + o(| lnε|n−2)
|U |22∗ε−(n−2)/2 +C| lnε|nε
= 1
(1− 2| lnε| )2α/2∗
|∇U |22 +C(ε1/2| lnε|)n−2
|U |22∗ +C(ε1/2| lnε|)n−2
= |∇U |
2
2
|U |22∗
+K(ε). (11)
On the other hand,∫
Ω
|∇uε|2
(
∫
Ω
|x|α|uε|p)2/p 
∫
Ω
|∇uε|2
(
∫
Ω
|uε|p)2/p .
Similarly, we have
lim
p→2∗
∫
Ω
|∇uε|2
(
∫ |x|α|u |p)2/p 
|∇U |22
|U |2 +K(ε). (12)Ω ε 2∗
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proved similarly. ✷
Lemma 2.3. As p→ 2∗,
∫
Ω
|∇up|2
(
∫
Ω
|x|α|up|p)2/p → S0,2
∗, (13)
∫
Ω
|∇up|2
(
∫
Ω
|up|2∗)2/2∗ → S0,2
∗ . (14)
Proof. By the definition of {up} and Lemma 2.2, noting |x| 1, we have as p→ 2∗
∫
Ω |∇up|2
(
∫
Ω |up|p)2/p

∫
Ω |∇up|2
(
∫
Ω |x|α|up|p)2/p

∫
Ω |∇uε|2
(
∫
Ω |x|α|uε|p)2/p
= S0,2∗ +K(ε). (15)
On the other hand, for any p, 2 <p < 2∗,
S0,2∗ 
∫
Ω
|∇up|2
(
∫
Ω
|up|2∗)2/2∗ ,
which combined with Lemma 2.1 gives (13) and (14). ✷
Remark. Lemma 2.3 concludes that {up} is actually a minimizing sequence of S0,2∗ = S,
that is, the following corollary holds:
Corollary 2.4. As p→ 2∗,∫
Ω
|∇up|2 = Sn/2 +O(2∗−p)(1).
Corollary 2.5. When p = 2∗, Eq. (1) does not possess any ground state solutions.
Proof. Assume to the contrary that Sα,2∗ can be achieved by u2∗ ∈H 10 (Ω), by Lemma 2.3,
Sα,2∗ = S0,2∗ = S. So
Sα,2∗ =
∫
Ω |∇u2∗ |2
(
∫
Ω |x|α|u2∗ |2∗)2/2∗

∫
Ω |∇u2∗|2
(
∫
Ω |u2∗ |2∗)2/2∗
 S.
Hence
∫
Ω |∇u2∗|2/(
∫
Ω |u2∗|2
∗
)2/2
∗ = S, which is impossible since S cannot be achieved
for any bounded domain. ✷
Now we turn to the proof of Theorem 1.1.
Proof of Theorem 1.1. We prove the theorem mainly by the argument of the concentration
compactness principle in [14]. Without loss of generality, we set |up|2∗ = 1. Choose a
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|2 dx =subsequence denoted by pk arbitrarily, such that pk → 2∗ as k →∞. By (14), when k
large enough,∫
Ω
|upk |2
∗ = 1,
∫
Ω
|∇upk |2  S + o(1).
So upk is bounded in H 10 (Ω). By the concentration compactness principle, there exist non-
negative measures µ and ν on Rn, a function u ∈H 10 (Ω) and an at most countable set J ,
such that as k→+∞,

upk → u weakly in H 10 (Ω),
|∇upk |2 → µ in the sense of measure,
|upk |2∗ → ν in the sense of measure,
(16)
and
(i) ν = |u|2∗ +
∑
j∈J
νj δxj , (17)
(ii) µ |∇u|2 +
∑
j∈J
µj δxj , (18)
(iii) µj  Sν2/2
∗
j , for j ∈ J, (19)
where xj ∈ Rn, δxj is the Dirac measure at xj , µj and νj are positive constants.
By (16) for any ϕ ∈ L∞(Rn)∩C(Rn), as k→+∞,∫
Rn
ϕ|∇upk |2 dx→
∫
Rn
ϕ dµ,
∫
Rn
ϕ|upk |2
∗
dx→
∫
Rn
ϕ dν.
Let ϕ ≡ 1, we have, as k→+∞,∫
Rn
|∇upk |2 dx→
∫
Rn
dµ= µ(Rn),
∫
Rn
|upk |2
∗
dx→
∫
Rn
dν = ν(Rn). (20)
Firstly, we claim that J is nonempty.
Indeed, suppose to the contrary that J is empty, then |u|2∗ = 1 and S = limk→∞
∫
Ω |∇upk
µ(Rn)
∫
Ω
|∇u|2 dx . By the definition of S(S0,2∗), we have S =
∫
Ω
|∇u|2 dx . This is im-
possible because S cannot be achieved in any bounded domain.
Secondly, we claim that u≡ 0 and J is a single point set.
Assume by contradiction that u 	≡ 0, then 0 <∑j∈J νj < 1. By
S = lim
k→∞|∇upk |
2
2 
∫
Ω
|∇u|2 +
∑
j∈J
Sν
2/2∗
j ,
1 = ν(Rn)=
∫
Ω
|u|2∗ +
∑
j∈J
νj ,
we have
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Ω
|∇u|2  S −
∑
j∈J
Sν
2/2∗
j < S
(
1−
∑
j∈J
νj
)2/2∗
= S
(∫
Ω
|u|2∗
)2/2∗
,
which is impossible. Hence u ≡ 0. Similarly, J is a single point set, which implies that
when k →∞, there exists x0 ∈ Ω such that |∇upk | → µ = Sδx0 , |upk |2∗ → δx0 in the
sense of measure.
Finally we assert that x0 ∈ ∂Ω . Indeed, if x0 ∈Ω , then there exists c ∈ (0,1) such that
dist(x0, ∂Ω) c > 0. So∫
Ω
|∇upk |2
(
∫
Ω |x|α|upk |pk )2/pk
 1
(1− c)2α/pk
∫
Ω
|∇upk |2
(
∫
Ω |upk |pk )2/pk
.
Taking k →∞, by Lemma 2.3, we have S > S, a contradiction, which concludes our
proof. ✷
3. Proof of Theorem 1.2
In this section, we shall study the asymptotic behaviour of the ground state solution and
prove Theorem 1.2. Set
Mp = sup
x∈Ω
up(x)= up(xp), xp ∈Ω.
For Mp we have
Proposition 3.1. Mp →+∞ as p→ 2∗.
Proof. We only need to prove this proposition for any subsequence {pk}, such that
pk → 2∗ as k→+∞. Assume by contradiction that there exists a positive constant c such
that Mpk  c for all k. From Theorem 1.1, upk → 0 a.e. Ω . By Fatou Lemma, Egoroff
Theorem and the fact that
∫
Ω
|upk |2∗ = 1, we have upk → 0 weakly in L2∗(Ω). So, for
σ > 0 small, due to the compactness of L2∗(Ω) ↪→ L2∗−σ (Ω), we have a subsequence
(still denoted by {upk }) such that
1=
∫
Ω
|upk |2
∗  |upk |σL∞(Ω)
∫
Ω
|upk |2
∗−σ  cσ
∫
Ω
|upk |2
∗−σ → 0 (k→∞),
which is impossible. ✷
Proof of Theorem 1.2. We follow the blow up technique used by Gidas and Spruck
in [10].
Suppose that for a subsequence of p as p→ 2∗, xp → x0 ∈Ω . Let λp be a sequence
of positive numbers defined by λ(n−2)/2p Mp = 1 and y = (x − xp)/λp . Define the scaled
function
vp(y)= λ(n−2)/2p up(x) (21)
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Ωp :=
{
y ∈ Rn | λpy + xp ∈Ω
}
. (22)
Since Mp →+∞, we have λp → 0 as p→ 2∗. It is easy to see that vp(y) satisfies

−∆vp = |yλp + xp|αλ(n−2)(2
∗−p)/2
p v
p−1
p , y ∈Ωp,
vp = 0, y ∈ ∂Ωp,
0 < vp  1, vp(0)= 1.
(23)
By Proposition 3.1, we can assume Mp  1 for p close to 2∗. Therefore 0  λp  1.
Setting L(p) := λ(n−2)(2∗−p)/2p , L(2∗) = limp→2∗ L(p), by choosing subsequence if
necessary, we have one of the three cases:
(1) L(2∗)= 0,
(2) L(2∗)= β ∈ (0,1),
(3) L(2∗)= 1.
For the location of x0 ∈Ω , we also have one of the two cases:
(1) x0 ∈Ω ,
(2) x0 ∈ ∂Ω .
Assume (1) x0 ∈Ω . Let 2d denote the distance of x0 to ∂Ω . For p close to 2∗, vp(y) is
well defined in the ball B(0, d/λp), and
sup
y∈B(0,d/λp)
vp(y)= vp(0)= 1, (24)
Ωp →Ω2∗ =Rn, as p→ 2∗, (25)
B(0, d/λp)→Rn, as p→ 2∗. (26)
Therefore, given any radius l, we have B(0,2l)⊂ B(0, d/λp) for p close to 2∗. By the Lr -
estimates in the theory of elliptic equations (see [11], for example), we can find uniform
bounds for ‖vp‖W 2,r (B(0,2l)) (r > n). Choosing p sufficiently close to 2∗, we obtain by
Morrey’s theorem that ‖vp‖C1,θ (B(0,l)) (0 < θ < 1) is also uniformly bounded. It follows
that for any sequence p→ 2∗, there exists a subsequence pk → 2∗ such that vpk → v in
W 2,r ∩ C1,θ (r > n) on B(0, l). By Hölder continuity v(0) = 1. Furthermore, since for
y ∈B(0, l),
λpky + xpk → x0 as k→+∞,
as in [10] we can also prove that v is well defined in all Rn and vpk → v in W 2,r ∩ C1,θ
(r > n) on any compact subset. Therefore v(y) is a solution of
−∆v = |x0|αL
(
2∗
)
v2
∗−1 in Rn. (27)
If L(2∗) = 0 or x0 = 0, then −∆v = 0 in Rn. Thus v ≡ 0, which is impossible since
v(0)= 1.
If L(2∗) ∈ (0,1], then by Eq. (27), Eq. (23) is
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

−∆v = cv2∗−1, y ∈Rn,
v→ 0 as |y| →∞,
0 < v  1, v(0)= 1,
(28)
where 0 < c := |x0|αL(2∗) < 1 since 0< |x0|< 1. Let w = c1/(2∗−2)v, then

−∆w =w2∗−1, y ∈Rn,
w→ 0 as |y| →∞,
0 <w  c1/(2∗−2), w(0)= c1/(2∗−2).
(29)
Hence w(y)= ξ(2−n)/2U(x/ξ), where ξ is determined by c.
By Proposition 2.4 and Fatou lemma, as p→ 2∗, we have
Sn/2 =
∫
Rn
|∇w|2 = c2/(2∗−2)
∫
Rn
|∇v|2  c2/(2∗−2) lim
p→2∗
∫
Ωp
|∇vp |2
= c2/(2∗−2) lim
p→2∗
∫
Ω
|∇up|2 = c2/(2∗−2)Sn/2 < Sn/2, (30)
which is impossible.
Thus case (1) cannot occur and x0 must be on ∂Ω . Now we straighten ∂Ω in a
neighborhood of x0 by a non-singular C1 change of coordinates as in [10]:
Let xn = ψ(x ′) (x ′ = (x1, . . . , xn−1)). ψ ∈ C1 be the equation of ∂Ω . Define a new
coordinate system:
yi = xi (i = 1, . . . , n− 1), yn = xn −ψ(x ′).
Then up is again a solution of an equation of type (1), and ∂Ω is contained in the
hyperplane xn = 0. Let dp be the distance from xp to ∂Ω (i.e. dp = xp · en). Note that
for p close to 2∗, vp is well-defined in B(0, δ/λp)∩ {yn >−dp/λp} for some small δ > 0
and satisfies (23). Moreover, supvp(y)= vp(0)= 1.
We assert that
(I)
dp
λp
→+∞ as p→ 2∗,
(II) L(2∗)= 1.
Proof of (I). Assume to the contrary that dp/λp is uniformly bounded from above,
and (by going to a subsequence if necessary) dp/λp → s with s  0. Repeating the
compactness argument as in the case (1), noting that |x0| = 1, we get a subsequence of
vp converging to v(y) satisfying

−∆v = L(2∗)v2∗−1, y ∈ Rns :=
{
y = (y1, . . . , yn−1, yn) | yn −s
}
,
v = 0, y ∈ ∂Rns ,
0 < v  1, v(0)= 1, y ∈ Rns .
(31)
By a translation, noting the fact that equation
−∆v = cv2∗−1, y ∈ Rn+ :=
{
y = (y1, . . . , yn−1, yn) | yn > 0
}
,
v(y)= 0, y ∈ ∂Rn+
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for any case of L(2∗), which contradicts v(0)= 1.
So we can only have dp/λp →+∞ as p→ 2∗.
Proof of (II). Assertion (I) implies Ωp →Ω2∗ = Rn. Similarly by the above regularity
theorems in the theory of elliptic equations and |x0| = 1, we obtain a subsequence of vp
converging to some function v(y) satisfying

−∆v = L(2∗)v2∗−1, y ∈Rn,
v(y)→ 0, |y|→∞,
0 < v  1, v(0)= 1.
(32)
If L(2∗) = 0 or L(2∗) = β,0 < β < 1, just as done in case (1) we get the contradiction
v ≡ 0 or (30) respectively. So L(2∗)= 1, which implies that v solves the equation

−∆v = v2∗−1, y ∈ Rn,
v(y)→ 0, |y|→∞,
0 < v  1, v(0)= 1.
(33)
Hence v = ξ(2−n)/2U(y−y0
ξ
) for some ξ > 0, y0 ∈ Rn. Since v attains its maximum 1 at
y = 0, we have ξ = 1 and y0 = 0. Therefore v = U . Note that the limit of {vp} does not
depend on the choice of subsequence by the uniqueness of U . Hence the whole sequence
{vp} must converge to U .
Let wp = vp − U . Then wp → 0 weakly in H 1(Σ) for any bounded subset Σ ⊂ Rn,
and {
−∆wp =Qp(y)vp−1p −U2∗−1, y ∈Ωp,
wp =−U, y ∈ ∂Ωp, (34)
where Qp(y)= |λpy + xp|αλ(n−2)(2
∗−p)/2
p .
Multiplying (34) by wp and integrating by parts, we obtain, as p→ 2∗∫
Ωp
|∇wp|2 =
∫
Ωp
[
Qp(y)v
p−1
p −U2∗−1
]
wp +
∫
∂Ωp
∂wp
∂n
U ds
=
∫
Ωp
[
Qp(y)v
p−1
p −Qp(y)Up−1
]
wp
+
∫
Ωp
[
Qp(y)U
p−1 −U2∗−1]wp +
∫
∂Ωp
∂wp
∂n
U ds
=
∫
Ωp
[Qp(y)]|wp|p +O
( ∫
Ωp
Qp(y)|wp|(p−1)/2U(p−1)/2
)
+
∫
Ωp
[
Qp(y)U
p−1 −U2∗−1]wp +
∫
∂Ωp
∂wp
∂n
U ds
=
∫
Ω
Qp(y)|wp|p + o(2∗−p)(1). (35)
p
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at infinity.
As p→ 2∗, by Eq. (2),
∫
Ωp
|∇wp|2  S
( ∫
Ωp
Qp(y)|wp|p
)2/p
+ o(2∗−p)(1).
Thus by (35) we see easily if suppose ∫
Ωp
|∇wp|2 → ρ > 0, then as p→ 2∗,
∫
Ωp
|∇wp|2 =
∫
Ωp
Qp(y)|wp|p + o(2∗−p)(1) Sn/2 + o(2∗−p)(1).
Define the corresponding variational functional of Eq. (1) by
J (u)= 1
2
∫
Ω
|∇u|2 − 1
p
∫
Ω
|x|α|u|p
for u ∈H 10 (Ω). Then by Corollary 2.4, as p→ 2∗, we have
J (up)= 1
n
Sn/2 + o(2∗−p)(1). (36)
On the other hand, as we have done in obtaining (35),
J (up)= 12
∫
Ωp
|∇U |2 − 1
p
∫
Ωp
Up + 1
2
∫
Ωp
|∇vp|2 − 1
p
∫
Ωp
Qp(y)v
p
p + o(2∗−p)(1)
= 1
2
∫
Rn
|∇U |2 − 1
2∗
∫
Ωp
U2
∗ + 1
2
∫
Ωp
|∇vp|2 − 1
p
∫
Ωp
Qp(y)v
p
p + o(2∗−p)(1)
 2
n
Sn/2 + o(2∗−p)(1),
which contradicts (36).
Thus ρ = 0, and we get therefore
lim
p→2∗
∫
Ω
|∇(up −Uλp,xp )|2 = 0. (37)
This proves part (ii) of Theorem 1.2.
To complete our proof of Theorem 1.2 we only need to show that xp is unique for
p close to 2∗. Suppose that this is not true, then there exist xip, i = 1,2, such that
Mp = up(xip) for i = 1,2. For xip , by choosing subsequence, as p→ 2∗, we have either
|x1p − x2p|
λp
→+∞, (38)
or
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λp
 c <+∞, (39)
where c is some positive constant independent of p.
Suppose that (39) holds, then the scaled function vp would have two local maximum
points in B(0, l) for l large enough and p close to 2∗. On the other hand, by Lemma 4.2
in [16] and by using the similar arguments to [16], we can also verify that vp has only one
local maximum point. So we get a contradiction.
Assume that (38) holds, then from (37) we obtain
lim
p→2∗
∫
Ω
∣∣∇(Uλp,x1p −Uλp,x2p )
∣∣2 = 0.
Setting Ω1p = {y | λpy + x1p ∈Ω} and zp = (x1p − x2p)/λp , we have
0 = 2Sn/2 − 2 lim
p→2∗
∫
Ω1p
∇U · ∇U1,zp . (40)
Since |zp| → +∞, we obtain limp→2∗
∫
Ω1p
∇U · ∇U1,zp = 0, this contradicts (40) and
hence (38) does not hold, either. Thus part (i) of Theorem 1.2 is proved. ✷
From Theorem 1.2 we can easily get
Corollary 3.2. For p close to 2∗, the ground state solution of Eq. (1) is not radially
symmetric.
Applying Theorem 1.2, we can obtain the shape of up .
Corollary 3.3. For p close to 2∗, we have
up = αpUλ¯p,x¯p + ϕp, (41)
where αp > 0, x¯p ∈Ω , λ¯p > 0, ϕp ∈H 1(Ω), and as p→ 2∗,
αp → 1, x¯p → x0 ∈ ∂Ω,
dist(x¯p, ∂Ω)
λ¯p
→+∞, |∇ϕp| → 0 in L2(Ω).
Proof. Let P denote the projection from H 1(Ω) onto H 10 (Ω), i.e., u= Pf is the solution
of {−∆u=∆f, y ∈Ω,
u= 0, y ∈ ∂Ω.
By (B.1) and (B.2) in [18],
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Ω
|∇Uλp,xp |2 = Sn/2 +O
((
λp
dp
)n−2)
,
∫
Ω
|∇PUλp,xp |2 = Sn/2 +O
((
λp
dp
)n−2)
, (42)
where dp := dist(xp, ∂Ω).
So by (37) and the fact λp/dp → 0, we see
lim
p→2∗
∫
Ω
|∇(up −PUλp,xp )|2 = 0.
Applying Proposition 7 in [2], we have, provided p is sufficiently close to 2∗,
up = αpPUλ¯p,x¯p +ψp, (43)
and
αp → 1, x¯p → x0 ∈ ∂Ω,
dist(x¯p, ∂Ω)
λ¯p
→+∞, ψp → 0 in H 10 (Ω). (44)
Combining (42)–(44), we can finish the proof. ✷
Remark. Using the argument in [5] and [18], we can give the estimate of ϕp:
|∇ϕp|2 =


O
((
λ¯p
d¯p
)3)
, n= 5,
O
((
λ¯p
d¯p
)4
ln2/3
(
λ¯p
d¯p
))
, n= 6,
O
((
λ¯p
d¯p
)(n+2)/2)
, n > 6,
where d¯p := dist(x¯p, ∂Ω).
4. The case of q-Laplacian
Theorem 1.1 can be generalized to the case of q-Laplacian. Let q∗ = nq/(n− q) (1 <
q < n), S¯ be the best Sobolev constant of W 1,q0 (Ω) ↪→ Lq
∗
(Ω). For α > 0, q < p < q∗,
define
Sα,p := inf
0 	≡u∈W 1,q0 (Ω)
∫
Ω |∇u|q
(
∫
Ω |x|α|u|p)q/p
.
Then Sα,p is achieved by a positive function denoted by up . Now we have
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(after passing to a subsequence) for some x0 ∈ ∂Ω
(i) |∇up|q → µδx0 as p→ q∗ in the sense of measure,
(ii) |up|2∗ → νδx0 as p→ q∗ in the sense of measure,
where µ> 0, ν > 0 satisfy µ S¯νq/q∗ , δx is the Dirac mass at x .
Proof. The proof is similar to that of Theorem 1.1. We only give a sketch here therefore.
For ε > 0 small enough, let x0 = (1− 1/| lnε|,0, . . . ,0) ∈ Rn,
Uε(x)= 1
(ε + |x − x0|p/(p−1))(n−p)/p ,
ϕ ∈C∞0 (Ω) be a cut-off function satisfying
ϕ(x)=
{
1, x ∈ B(x0,1/(2| lnε|)),
0, x ∈ Rn\B(x0,1/| lnε|),
0 ϕ(x) 1, |∇ϕ(x)| C| lnε| ∀x ∈ Rn,
where C is independent of ε, B(x, r) denotes a ball centered x with radius r . Set uε = ϕUε ,
then uε ∈W 1,q0 (Ω).
As in the proof of Lemma 2.2, we have
|uε|qp =
∣∣U¯ ∣∣q
p
ε(q−1)n/p−(n−q)
+C| ln ε|(n−q)p/(q−1)−n∣∣U¯ ∣∣q−p
p
ε(n−q)p/q−(q−1)n/q+n(q−1)/p−(n−q),
|∇uε|qq =
∣∣∇U¯ ∣∣q
q
ε−(n−q)/q +
{
C| ln ε|(n−q)/(q−1), q2 < n,
C| ln ε|q(ln | lnε|), q2 = n,∫
Ω |∇uε|q
(
∫
Ω |x|α|uε|p)q/p
= S¯ +K(ε) as p→ q∗,
where K(ε)→ 0 as ε→ 0,
U¯(x)= 1
(1+ |x − x0|p/(p−1))(n−p)/p .
We can also prove that {up} is a minimizing sequence of S0,q∗ = S¯ . Applying the
argument of concentration compactness principle just as that in the proof of Theorem 1.1,
we can prove Theorem 4.1. ✷
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