Text understanding in a spatial domain is often seen as the construction of a mental model. In this paper we present the rst prototype of a program that realizes some of the characteristics claimed for spatial reasoning processes in mental models. Our work is based on homogeneous coordinate systems and transformation matrices. This means that a relation between two objects A and B is represented by the transformation matrix that maps the coordinate system of A onto that of B, and by constraints on the parameters of the matrix.
Introduction
When reading a text describing the arrangement of objects, humans construct a mental model (Garnham 1981; Glenberg and Langston 1992) representing the situation. This mental model is \structurally identical" (Johnson-Laird 1983) to the described situation in the sense that the relations holding in the situation can be inferred from the model. In our approach, the mental model is represented by a graph. The nodes correspond to the objects, while the arcs are labelled with the relations.
A sample text describing spatial con gurations { similar to the texts used in experiments by Tversky (1990) and H ornig et al. (1996) { is 1 : (1) Torsten is standing in the kitchen.
(2) The refrigerator is standing on the left of Torsten. (3) The bowl is standing on the refrigerator { Sentences for the other three basic directions { (4) Torsten turns left.
. . . In this paper, we will deal with inferences in the static situation described by (1) { (3) only, and not with those involving motions (e.g. (4)).
To handle texts like the one above, we want to be able a) to distinguish deictic and intrinsic uses of spatial propositions, b) to allow for a reorientation and/or movement of objects, and c) to infer spatial relations after reorientation of the protagonist. Therefore, objects are supplied with a coordinate system. The x-axis corresponds to the left/right axis, the y-axis to the front/back This research was supported by the Deutsche Forschungsgemeinschaft (DFG) in the project \Modellierung von Inferenzen in Mentalen Modellen" (Wy 20/2{1) within the priority program on spatial cognition (\Raumkognition"). 1 We omit introduction, ller sentences and object descriptions. In our experiments (H ornig et al. 1996) , we are using german texts.
axis and the z-axis to the above/below axis of the body. The orientation of these axes is arbitrary for objects without intrinsic axes. To describe relations, we follow an approach that is used in robotics (Ambler and Popplestone 1975) . A relation between two objects A and B is described by the 4 4 matrix corresponding to the rotation and translation needed to map the coordinate system of A onto that of B. For the restricted case where only rotations around the vertical (z) axis are allowed, this matrix has the form: eters of the transformation matrix is shown. We use extended objects. At present, two forms are possible: cuboids with dimensions width for the x-axis, depth for the y-axis, and height for the z-axis, and cylinders with dimensions radius for the x-and y-axes and height for the z-axis. We don't have default objects, i.e. in general there may be bounds on the extension of an object, but we don't know the exact size. The origin of the coordinate system is positioned at the geometric center of the object. The dimensions are always measured from the origin of the coordinate system along the corresponding axis. That means that the parameters denote half the size of the object. Note that even in a situation where all objects are standing on the ground, the (A;B) z values will be non-null whenever objects have di erent heights.
Spatial relations like right of are de ned by constraints on the parameters of the transformation matrix. To nd psychologically valid de nitions for spatial relations is an open problem.
Though Franklin, Henkel, and Zangas (1995) and Vorwerg and Rickheit (1998) report overlapping, non-symmetric regions of di erent sizes for the four basic directions, we are not sure whether these results are applicable to text understanding. For a discussion of the in uence of relative size and orientation on the so-called \acceptance areas" see, e.g. Hern andez (1994) , Gapp (1994) or Gapp (1995) . In our model, we usually know neither the exact sizes, nor the exact distances and angles of objects. Therefore it is hard to include these results in our de nitions. Other results from Zimmer et al. (1998) support the theory that the four base relations are nearly exclusively used for the prototypical positions (only along the axes).
Thus, at present we simplify the de nitions and use the relations shown in Fig. 2 . B is right of A if and only if the smallest bounding box containing B (shown with dotted lines in the picture) is completely included in the right region of A. Such simpli cations are common in arti cial intelligence solutions. We plan to include more realistic de nitions in the future, but concentrate on other aspects of the model at the moment. For the sample texts considered so far, these de nitions are su cient. Intrinsic spatial relations are de ned by a set of (in)equations using the parameters of the matrix and the dimensions of the two objects. As any movement (and rotation) can be described by a transformation matrix, the relation between two objects can easily be updated. It is also possible to introduce a third parameter (the current reference frame, see Claus et al. (1998) for a discussion) and compute the relation between A and B for a given perspective V in case of a deictic interpretation of the relation. Currently, we always assume that an intrinsic reading is intended. In contrast to qualitative spatial reasoning (e.g. Hern andez 1993), where it is not possible to compute the relation between B and A, given only the intrinsic relation between A and B, we only need to invert the matrix to compute the transformation. As can be seen in Fig. 2 , this transformation need not correspond to a de ned relation. In the example, we cannot label the arc from C to A with the name of a relation. This means, the arcs in our graphs will always be labelled with a transformation matrix and may also be labelled with the name(s) of one or more de ned relations.
In the following, we will use the example text to explain the algorithm we have implemented. The psychological motivation for our program, and the unsolved questions with respect to the construction of and the access to a mental model are discussed in Claus et al. (1998) . Recent results can also be found in H ornig et al. (1998) .
Description of the Program
When started, the program reads the de nition of objects and prede ned relations from two les. An object description contains the name of an object class (e.g. person), the form (cylinder), the names of the dimensions (r and h) and optionally upper and lower bounds on the possible extensions. The graph is initialized with a subgraph representing a room object 2 (see Fig. 3 ). When sentence (1) is read, a node for Torsten is created and an arc from Torsten to the room node is introduced which is labelled with is in room and the generic transformation matrix. The constraints for the is in room relation are stored in the constraint table. The transformation matrix T (room,To) describes the rotation of the axes and the translation of the origin of the room coordinate system necessary to identify both coordinate systems. When this matrix is multiplied with a vector representing a location of an object A (respectively its origin) in Torsten's coordinate system, the result is the location of A with respect to the room coordinate system. Therefore the arc is pointed from Torsten to the room node. In Fig. 3 the default graph for a room node and the default layout of a room is shown. Neither the room object nor any of its sub-objects have intrinsic front or right sides. The coordinate system of room is positioned parallel to its walls. The coordinate systems of the walls are positioned in such a way that the relation is in room corresponds to a negative (Wall;A) x value for any object A and any wall. When sentence (2) is read, a node for (1) and (2) the refrigerator is created, the arc for the mentioned relation left of (Torsten, refrigerator) is introduced, and the arc for the relation is in room(refrigerator) is introduced (as part of our background knowledge). The transformation matrix and constraints for the is in room(refrigerator) arc are computed by multiplying the matrices for T (room,To) and T (To,re) and propagating the constraints. In addition, the generic constraints for the is in room relation are stored (they only state that an object must be completely inside the room). A possible situation for these two sentences is shown in Fig. 4 . As the walls are not distinguished, we have chosen to orient Torsten so that his coordinate system is parallel to the room coordinate system. This corresponds to the transformation matrix To get these (in)equations, we use the fact that T (room,re) = T (room,To) T (To,re) . Thus we get the generic constraints for the is in room relation updated with the upper bound on (To;re) x plus the equations for (room;To) x and (room;To) y . The constraints on (To;re) y contain the variable the is in room arcs corresponds to the selection of the room coordinate system as a global reference frame. Though we retain all arcs given by the propositions, we always compute the position relative to the room. To use the coordinate system of the protagonist (e.g. Torsten) would be cognitively more plausible, but as yet we have no conclusive results about the building and updating of mental models and have opted for the most e cient (from a computer science point of view) strategy.
Suppose that after sentence (3), we have the graph in Fig. 5 . In this graph all and only the relations given in the text plus the implicit is in room arcs are represented. Suppose further that we were asked the relationship between Torsten and the bowl. To infer the relation between Torsten and bowl, we have to nd a directed path from bowl to Torsten. In the gure there is exactly one such path, but { as stated above { we can easily compute the inverse relation, i.e. invert the arc, by computing the inverse matrix. These inverted arcs are not introduced into the graph, because we want to keep the number of arcs as small as possible, but can be used for the inference. Now we get four possible paths: bowl { refrigerator { Torsten, bowl { room { Torsten ?1 , bowl { refrigerator { room { Torsten ?1 , and bowl { room { refrigerator ?1 { Torsten, where the raised ?1 denotes inverting the preceding arc. The default relation is in room introduced for every object ensures that the graph is always connected. Therefore we will always nd at least one path. Which path is chosen for the inference depends on the search strategy. From a computational point of view, we might prefer to omit the search altogether and take the path via the room node which is always a shortest path. This is the default strategy we have implemented at present. 3 If we have found a path, we can multiply the transformation matrices at the arcs. We get After simplifying the expressions as far as possible and propagating the constraints for the parameters in the matrix, we have to match the constraints for the transformation matrix against the de nitions of all prede ned relations. For the example above, it can easily be proved that left of(Torsten, bowl) holds (and none of the other relations, if we only provide the set shown in Fig. 2 and on) . For the natural path bowl { refrigerator { Torsten, the computations would be even simpler.
In general, this task is by no means trivial, because we can get nonlinear equations involving trigonometric expressions. As shown above, a possible simpli cation of the problem is the use of defaults. Currently, we restrict the orientations of objects to multiples of 90 around the z-axis. This means that the coordinate systems of all objects become parallel or orthogonal. This makes the inferences easier without too much loss of expressive power. We are at present working on the problem of nding heuristics to prove trigonometric (in)equations for arbitrary rotations around the z-axis. We are also investigating the application of machine learning algorithms for constraint solving (see Geibel et al. 1998). 3 Related Work
We have described above a quantitative approach to spatial reasoning. Typically, this approach is used when both the size and the positions of the objects are known. In applications, as for example the virtual o ce environment of J ording and Wachsmuth (1996) , where a robot can move objects to support computer aided design tasks, the use of quantitative methods is mandatory. While our focus is on the inference of spatial relations, in their scenario the emphasis is on changing perspective (involving such inferences) and on the interpretation of spatial expressions. The early work from Waltz and Boggess (1979) is also similar to our approach, but relies heavily on defaults, which greatly simpli es the inference process. Compared to these works we face two additional problems: a) our (in)equations are not strictly numerical, but contain variables for object extensions and distances. This means we often have incomparable expressions in constraints on the same variable which makes constraint propagation and constraint solving more di cult, and b) in the general case those (in)equations will also contain trigonometric functions.
Most papers on spatial reasoning favour qualitative calculi. Mukerjee and Mittal (1995) argue that spatial information is usually non-quantitative and under determined. Therefore, a coarser qualitative calculus may often su ce for the task at hand. In their work, they compare di erent calculi for qualitative homogeneous coordinate transformations, i.e. all matrix entries are elements of f?1; 0; 1g. Though they additionally make use of topological information, the composition of relations yields a high degree of uncertainty in the general case. There are only nine possible sectors for objects in two dimensions, and the extension of objects (non-overlapping) cannot be formulated. On the other hand, the inference process is very e cient and Mukerjee and Mittal suggest the use of such calculi in restricted domains or in hybrid reasoning systems.
More typical for qualitative spatial reasoning is the work of Hern andez (Hern andez 1994; Hern andez 1993) . In his calculus, a relation between two objects is determined by an orientation (e.g. front-right), topological information (e.g. touching) and the current frame of reference. His 2-D model allows the speci cation of di erent levels of granularity for the orientation.
Despite the computational advantages of qualitative reasoning, we feel the lack of expressive power { (relative) size of objects, and distances cannot be expressed { justi es to investigate the more involved quantitative methods described above.
Discussion and Outlook
In this paper we have focussed on the program and have largely ignored the psychological questions concerning the mental model. These questions are discussed in Claus et al. (1998) . The model as presented above is implemented as a prototype SPACE/0 . In this prototype, we only consider intrinsic uses of spatial expressions. The graph we build contains the explicitly given relations plus the implicit is in room arcs. After inference (including constraint propagation) these arcs contain all available information about an object's position in the room. Therefore the most e cient inference strategy is to use the path via the room node. This corresponds to a mixed strategy of localizing all objects with respect to the global reference frame of the room and still retaining the arcs for the explicitly given relations. As this example shows, our (implemented) mental model is not equivalent to a single perspective but allows to compute di erent perspectives, if necessary. For the sample text above, another plausible strategy would be to assume a protagonist's perspective and use the protagonist's coordinate system as global reference frame. We have preferred the room reference frame because a reorientation of the protagonist would necessitate the recomputation of all adjacent arcs. Therefore we tried to keep the number of those arcs as small as possible.
In the example above we never had to consider more than one mental model. When using relation de nitions with disjunctions (i.e. for the relation beside), we may be forced to construct several pairwise incompatible models. Another case is discussed in Wysotzki et al. (1997) . In this paper, disjoint models have to be constructed for the sentence \The oven stands at the wall." As there are four possible walls, the sentence is ambiguous. At encoding time it cannot be decided which wall is meant. The situation is disambiguated with the next sentence of the text, and three of the models can then be discarded.
In the future we plan to parameterize the model so that di erent strategies both for the introduction of arcs { at encoding time { and the inferences at access time can be modelled.
