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Abstract Adapting a claim of Kracht (Theor Comput Sci 354:131–141, 2006), we
establish a characterization of the typable partial applicative structures.
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1 Introduction
If you apply the copula is to the adjective dead you get the predicate is dead; and if you
apply the noun Socrates to this predicate, you get the sentence Socrates is dead. This
is one way a grammarian could categorize words and groups of words and describe
how they combine to form meaningful expressions. Now you could ask the opposite
question: given certain combinations of words as meaningful, is there a grammatical
categorization that explains these combinations? Kracht tried to answer this question
(among other things) in Kracht (2006), for a simple, abstract, grammatical model.
We give a description of the details of this model below, state and refute a variant of
Kracht’s theorem, and prove a less complex characterization along the same lines.
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2 Preliminaries
A partial applicative structure, for short pas, consists of a set A and a partial binary
operation · (application) on A. As is the custom in combinatory logic, we tend to
omit the operation symbol ·, and suppress parentheses assuming association to the
left, writing e.g. abc when we mean (a · b) · c. We write ab↓ to express that ab exists,
and ab↑ to express that it doesn’t. If we use ab in a positive statement, such as that it
belongs to some set (in particular, ab↑ is a negative), we imply that it exists.
The polynomial operations of a pas A are the operations that can be constructed by
composition and application from the projection and constant operations. That is,
1. λx .xi is a polynomial operation,
2. for every a ∈ A, λx .a is a polynomial operation, and
3. if p1 and p2 are polynomial operations of the same arity, then λx .p1(x)p2(x) is a
polynomial operation.
The trivial polynomial operations are the ones that can be constructed without the
application operation, i.e. without the use of clause 3.
A congruence relation of a pas A is an equivalence relation θ of A that respects
application in the sense that
a ≡ b & c ≡ d & ac↓ & bd↓ ⇒ ac ≡ bd (θ).
In particular, by ωA we denote the congruence
{〈a, b〉 | for all unary polynomial operations p of A, p(a)↓ ⇔ p(b)↓}.
(It is written A in Kracht 2006.) We observe that, relative to the definition of congru-
ence that we just gave, ωA is the Leibniz congruence A(A) in the sense of Blok and
Pigozzi (1987). The quotient of a pas A over a congruence relation θ is A/θ = 〈A/θ, ·〉;
its congruence classes are denoted by a/θ .
A type system is an absolutely free algebra T = 〈T,→〉 with a single binary oper-
ation. The free generators of T are the ground types—we make no assumptions about
their cardinality, except that there must be at least one; the rest are function types. In
our notation for function types we use association to the right: α → β → γ = α →
(β → γ ). A subset X of T is strict if α → β ∈ X only if α, β ∈ X .
Definition 2.1 A T-typed pas is a quadruple AT = 〈A,T, S, →〉 where A is a pas, T
is a type system, S is a strict subset of T and → is an injective assignment of subsets
of A to the elements of S such that, for a, b ∈ A,
1. ab↓ ⇔ ∃α, β ∈ S (a ∈ Aα→β & b ∈ Aα & ab ∈ Aβ),
2. {Aα | α ∈ S} is a partition of A.
If such an assignment exists for a pas A and a type system T, we say A is T-typable.
Moreover, a pas is typable if for some type system T it is T-typable. The type of an
element a of a T-typed applicative structure A is the unique α ∈ T such that a ∈ Aα .
The elements of S are the inhabited types.
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In a typable pas, no element applies to itself: by 1., such an element a should have
a function type α → β, and also the antecedent type α; so by 2. and injectivity of
the assignment ξ → Aξ , α → β = α, contradicting the absolute freedom of the type
system.
Example 2.2 We consider the simply typed λ-calculus 
→ as introduced by Church.
Its alphabet is that of lambda calculus enriched with type annotations taken from a type
system O = 〈O,→〉 with a single ground type 0. The well-typed terms are formed
from typed variables by the formation rules
1. if t is a term of type α → β and t ′ is a term of type α, then t t ′ is a term of type β,
and
2. if t is a term of type β, then λxα.t is a term of type α → β.
We denote by Ter(
→) the set of well-typed lambda terms. Ter(
→) can be viewed
as a pas by putting
t · t ′ =
{
t t ′ if t t ′ is well-typed, and
↑ otherwise.
Now 〈Ter(
→),O, O, →〉 is an O-typed pas with → the trivial assignment which
assigns to terms of type α the type α. If we restrict ourselves to closed terms, type 0 is
uninhabited. Hence any strict S ⊆ O that partitions the closed terms does not contain
type 0 and in such a typing, 0 → α and α → 0 are—if inhabited—ground types. We
will return to this issue in Example 4.3.
Lemma 2.3 Let A be a typed partial applicative structure. If a, b ∈ A have the same
type, then a ≡ b (ωA).
Proof By induction on unary polynomials, show that p(a) and p(b) have the same
type if either one exists. unionsq
3 Towards a Characterization of Typability
In Theorem 10 of Kracht (2006), Kracht gives a characterization of typability for
partial combinatory algebras, a proper subclass of partial applicative structures. By
analogy, one may rephrase this characterization as follows:
3.1 A pas A is typable if and only if
(Tarski’s Principle) a ≡ c (ωA) if and only if there exists a nontrivial unary poly-
nomial operation p of A such that p(a)↓ and p(c)↓, and
(Well-foundedness) for every a there exist n and b0, . . . , bn such that ab0 . . . bn↑.
This is too simple. To see that this does not characterize typability for partial algebras
in general, consider a pas with three elements a, b, c, and application specified by
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a b c
a a ↑ ↑
b ↑ ↑ c
c ↑ ↑ ↑
aa  b c
 c
Table 1 Example 1
Table 1. Here an application matrix is given together with its graphical rendering.
In general, such a graph should be read as follows: if ab↓, then there is an arrow from
a to b; and otherwise not. If the application ab results in c, that c (or if one wishes
ab) is written as a label along the arrow. Labels can themselves be again the start of
an arrow (see Example 2). Now, every element in Example 1 is in the domain of some
nontrivial unary polynomial operation: aa↓ and bc↓, no nontrivial unary polynomial
operation converges on more than one element, so ω is the diagonal relation; and the
application is well-founded since ab, bb and cb all diverge. However, a cannot be
given a type since it applies to itself.
This example indicates that the well-foundedness condition is too weak. We shall
formulate a better condition below.
The first condition, however, is problematic as well, on two counts. First, a ≡ c (ω)
if all nontrivial unary polynomials diverge on a and c. But, if the application operation
of A is void, A is certainly typable. So the ‘if and only if’ in Tarski’s Principle should
be ‘if’. And this will not be enough, for, second, consider the pas A specified by Table
2. In Example 2 we have a ≡ c (ωA), for abd↓ whereas cbd↑. But ab and cb both
a b c ab cb d
a ↑ ab ↑ ↑ ↑ ↑
b ↑ ↑ ↑ ↑ ↑ ↑
c ↑ cb ↑ ↑ ↑ ↑
ab ↑ ↑ ↑ ↑ ↑ d
cb ↑ ↑ ↑ ↑ ↑ ↑








Table 2 Example 2
converge. So A should not be typable. But here is a typing of the elements:
a : β → (δ → δ), b : β, c : β → γ, ab : δ → δ, cb : γ, d : δ.
The problem is, that with ‘nontrivial’ we try to single out polynomial operations that
really do something with their argument, but in xb, x does something rather than that
something is done with it.
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4 Characterization of Typability
We now give a charaterization of typability for partial applicative structures.
Definition 4.1 Define, for elements a, b of a pas A = 〈A, ·〉,
b <A a ⇔ ab↓ or ∃c ∈ A b = ac.
Observe that in the graphical rendering given in the examples we have b < a if and
only if a −→ b or a −→
b
c for some c. For finite structures, the nontypability then
reveals itself by a cycle in the graph: the pas given in Example 2 is typable, Example 1
is not.
Theorem 4.2 (Main Theorem)
A pas A is typable if and only if
1. for all a, c ∈ A, if there exists b ∈ A such that ba↓ and bc↓, then a ≡ c (ωA);
2. the relation <A is well-founded (in the usual sense).
Proof (⇒) Assume a type system for A.
1. Suppose ba↓ and bc↓. Then there must be α, β such that b ∈ Aα→β and a, c ∈ Aα .
Now since the types of a and c are the same, by Lemma 2.3, a ≡ c (ωA).
2. If b <A a, the type of b is shorter than that of a.
(⇐) Suppose A satisfies 1. and 2. Let ω be ωA, < be <A. Define:
S0 = {α ∈ A/ω | ∃a ∈ α ∀b ∈ A ab↑}.
We let S0 be the collection of ground types, and for α ∈ S0 put Aα = α. Function
types are defined by
Aα→β = {a ∈ A | ∃b ∈ Aα ab ∈ Aβ}.
Let a be a minimal element of A −⋃α Aα . Then a ∈ ⋃ S0, so ab↓ for some b. Since
b, ab < a, there are α, β such that b ∈ Aα and ab ∈ Aβ . Then a ∈ Aα→β . So every
element has a type.
Now we prove by simultaneous induction on <:
• if a ∈ Aα ∩ Aβ , then α = β;
• if a ∈ Aα , then a/ω ⊆ Aα .
Let a be minimal among the elements that do not satisfy these conditions. Suppose
a ∈ α ∈ S0. If a ∈ Aβ , with α = β, then β ∈ S0, for then α and β would be distinct
ω-congruence classes, and hence disjoint. So β is a function type; say ab↓. Let c ∈ Aα
be such that cd↑ for all d ∈ A. Since p(a)↓, for p(x) = xb, and c ≡ a (ω), we have
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cb = p(c)↓, quod non. The definition of the ground types ensures that a satisfies the
second condition.
Now suppose a ∈ Aα→β ∩ Aγ→δ . Then there are b ∈ Aα and c ∈ Aγ such that
ab ∈ Aβ and ac ∈ Aδ . Hence by condition 1., b ≡ c (ω). So by induction hypothesis,
α = γ . Since ω is a congruence relation, a fortiori ab ≡ ac (ω), so β = δ. Hence
α → β = γ → δ.
Finally, suppose a ∈ Aα→β and b ∈ a/ω. Then for some c ∈ Aα, ac ∈ Aβ . Then
for p(x) = xc, p(a)↓, hence p(b)↓, i.e. bc↓. So b ∈ Aα→γ , with bc ∈ Aγ . Since
ω is a congruence relation, and a ≡ b (ω), we have ac ≡ bc (ω). Since ac < a, by
induction hypothesis β = γ . So α → β = α → γ . unionsq
Example 4.3 We consider again 
→ restricted to closed well-typed terms. If for two
terms t and t ′ there exists a term t ′′ such that t ′′t↓ and t ′′t ′↓, then they must have
the same type, and hence t ≡ t ′ (ω). Thus condition 1. is satisfied. To see that also
condition 2. holds, note that if t < t ′ then for some α, β ∈ O, t ′ has type α → β and
t is either of type α or type β. It now follows from the Main Theorem that the closed
terms are typable. The proof suggests the following typing.
Let C = 〈C,→〉 be the subsystem of O consisting of the types that contain closed
terms. If t t ′↑ for all closed terms t ′ then there are α, β ∈ O such that t is of type
α → β and no closed term has type α. We have therefore the set of ground types
S0 = {α → β | α → β is inhabited and α is not inhabited}
and for α ∈ S0 put Aα = {t | t is a closed term of type α}. Function types are
Aα→β = {t | t is a closed term and t t ′ ∈ Aβ for some t ′ ∈ Aα}.
The proof of the Main Theorem shows that this is indeed a type system for the closed
simply typed lambda terms. For example, if t ′ = λx0.x0 then t ′ ∈ Aα where α =
0 → 0. Moreover, since β = (0 → 0) → 0 is not inhabited and
t ′′ = (λxα yβ.yβ xα)t ′
is a closed term of type γ = ((0 → 0) → 0) → 0 it follows that t ′′ ∈ Aγ . Hence
λxα yβ.yβ xα ∈ Aα→γ .
The proof of the Main Theorem does not seem to leave much freedom in the choice
of a type structure. We shall further investigate this point. Let us call an element x of a
pas A isolated if there is no y ∈ A such that either xy or yx exists. A pas is connected
if it has no isolated elements.
Theorem 4.4 Let A be a connected pas. Let AT and AV be expansions of A to,
respectively, a T-typed and a V-typed applicative structure. Then the relative subal-
gebras of inhabited types of T and V are isomorphic.
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Proof Let S be the set of inhabited types of AT, and U that of AV. Let α → Aα be
the type assignment of AT, and σ → Bσ that of AV. Consider the definition
(†) φ(α) = σ ⇔ Aα ∩ Bσ = ∅.
We show simultaneously by induction on α that (†) implies
(‡) for all σ ∈ V, φ(α) = σ ⇒ Aα = Bσ ,
which makes (†) a proper definition of a mapping from S to U , and that φ is a homo-
morphism from the relative subalgebra S of T to the relative subalgebra U of V.
If α is a ground type, and a ∈ Aα ∩ Bσ , then there is some x ∈ A such that xa↓.
Then there must be β ∈ S and τ ∈ U such that x ∈ Aα→β ∩ Bσ→τ . Then xy↓ for
every y ∈ Bσ , so Bσ ⊆ Aα , and likewise Aα ⊆ Bσ .
Ifα is a function type, sayα = β → γ , and a ∈ Aα∩Bσ , then ax↓ for some x ∈ Aβ .
(Since S is strict, Aβ must be inhabited.) Then σ must be a function type as well, say
σ = τ → υ. Since x ∈ Aβ ∩ Bτ , and ax ∈ Aγ ∩ Bυ , we have φ(β) = τ, φ(γ ) = υ,
hence φ(α) = φ(β) → φ(γ ), and Aβ = Bτ and Aγ = Bυ . Now z ∈ Aβ→γ if and
only if for all x ∈ Aβ, zx ∈ Aγ , and analogously for z ∈ Aτ→υ . So Aα = Bσ .
By (‡) it is immediate that φ is injective. Surjectivity follows from (†) since {Aα |
α ∈ S} and {Bσ | σ ∈ U } are partitions of A. unionsq
It is clear from the proof that the type system would still be unique if A had a single
isolated element, since the construction for the ‘if’-direction of the Main Theorem
puts all the isolated elements into a single type.
Example 4.5 Since there exist no isolated (closed or open) simply well-typed lambda
terms, we may conclude that the typing in both cases is unique up to isomorphism.
5 Related Work
Kracht’s Theorem 10 is 3.1 with ‘partial applicative structure’ replaced by ‘partial
combinatory algebra’, if we read ‘typed combinatory algebra’ as ‘typed applicative
system’, which seems warranted by Kracht’s description. We assume that partial com-
binatory algebras are defined as in Bethke et al. (1999); the distinguished elements s
and k may be hidden. Then
• Partial combinatory algebras are not typable. For, by definition in such an algebra
kk↓; so k cannot be typed.
• Partial combinatory algebras that satisfy Tarski’s Principle are total. To wit, since
for any a, ka↓, a ≡ k (ωA) by the Principle; so kb↓ implies ab↓.
So the theorem is false.
One of the referees brought Newman’s remarkable paper (Newman 1943; Hindley
2008) to our attention, in which the author considers stratification and typing for
various formalisms. Newman develops an idiosyncratic conceptual framework which
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makes it difficult to compare his results to ours, but the relation seems to be as follows.
On the one hand, Newman deals only with absolutely free algebras, and in this sense
our work is more general. On the other hand, however, Newman considers algebras
of arbitrary type, not just applicative structures. What the precise relation is, and how
our work is to be generalized to encompass all of Newman’s results, is a subject for
further investigation.
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