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INTRODUCTION 
In this work we consider trajectories x(t) satisfying 
2 + A(t) x = u(t), (O-1) 
where u(t) is the control; x = x(t) belongs to a Banach space X, u(t) varies in a 
subset U of X, and A(t) is an unbounded operator in X. We are given a 
functional (called cost ftmctiutuzl) depending on u, x, t and some initial and 
final restrictions on x(t). The problem is then to establish existence and uni- 
queness of an optimal solution, i.e., a solution u, x which minimizes the cost 
functional. 
The initial condition which we impose is 
x(0) = x0 . 
In some problems we also impose a final condition 
(0.2) 
x(T) = x1 1 (0.3) 
where xi is fixed but T is not fixed. A problem with the condition (0.3) is 
called a problem with fixed end-pint. If (0.3) is not imposed then we say that 
the problem is withfiee end-point. In such a problem, we fix T and consider 
the solutions of (O.l), (0.2) for 0 < t < T. 
It is not difficult to prove existence of optimal solutions. In fact, one takes a 
minimizing sequence and then, under suitable assumptions on A(t) and V, 
extracts a subsequence which converges to an optimal solution. This argu- 
ment was carried out by Fattorini [l], Balakrishnan [2], Falb [3] and, in a 
very general setting, by Lions [4], [5]. We shall therefore confine ourselves 
in this work mainly to the question of uniqueness. 
* This work was supported by Nasa Grant NGR 14-007-021 and by National 
Science Foundation NSF Grant GP-5558. 
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In the first part of this paper we consider problems with free end-point. 
By generalizing some of the arguments used in the proof of Pontryagin’s 
maximum principle [6], we derive a maximum principle for some cost 
functionals. Related results were proved, by a different method, by Bala- 
krishnan [2]. His method, however, applies only to a very restricted class 
of cost functionals. Somewhat related results for equations of a different type 
than (0.1) were proved by A. I. Egorov [7], [8]. 
Problems with a fixed end-point are much harder. The reason for that is 
that by performing a small variation of the optimal control it is difficult, at 
the same time, to keep the end-point fixed. There is a paper by Yu. V. 
Egorov [9] which claims to extend Pontryagin’s maximum principle to 
differential equations in a Banach space, but the proof is false. A crucial 
mistake occurs on p. 84 where a continuation of a solution is done improperly, 
namely, the solution is continued into a different space than the one in which 
it is supposed to be. Another work on uniqueness, by Fattorini [l], also seems 
to be erroneous in a crucial point; namely, the assertions concerning the 
solution of (2.11) are unfounded. 
Our results on the fixed end-point problem are based on a general geomet- 
ric idea concerning convex sets in Banach spaces. Even though we deal 
only with the time-optimal problem, the same method could probably be used 
to obtain results for other cost functionals. 
1. FREE END-POINT 
Consider the equation 
dx 
x -+ A(t) x = u(t) UJ) 
where x(t), U(Z) belong to a separable Banach space X and A(t) is a linear 
operator in X, satisfying: 
(i) the domain D(A) of A(i) is dense in X and independent of 1, and 
A(t) is a closed linear operator; 
(ii) (M - A(t))-’ exists for Re h > 0 and 
II W - 4W Ii < i-$-i (Re X >, 0, t > 0, c constant); 
(iii) (1 (A(t) - A(T)) A-‘(T) )I < C 1 i - 7 Ia for all t, 7 3 0, where C, 
OL are positive constants. 
By Tanabe [lo], [I 11, [12] and Sobolevski [13] (see also Yosida [14]), there 
exists a fundamental solution S(i, 7) of (1.1). Furthermore, if u(t) is Holder 
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continuous and if x0 is any element of X, then there exists a unique solution 
of (1 .l), satisfying 
x(0) -= x0 . (1.2) 
It is given by 
t 
x(t) = qt, 0) x0 + 
I 
S(t, T) U(T) d7. (1.3) 
0 
If u(t) is bounded and measurable, then (see [1 11) the last integral exists in 
the sense of Bochner. We define the solution of (l.l), (1.2), for any bounded 
measurable function u(t), to be the right-hand side of (1.3). 
Let U be a fixed subset of X. We shall call U the control set. Any bounded 
measurable function u(t), with u(t) E U almost everywhere, is called an 
admissible control. The corresponding solution x(t) is called a trajectory. 
Let Z(x, u, 7’) be a functional (called cost functional) depending on u(t), 
x(t) for 0 < t < T. In this section WC consider the following problem: 
minimize 1(x, U, T) over the set of all admissible controls; here T is fixed. 
For simplicity, we consider only cost functionals of the form 
(1.4) 
4(x) = II x(T) --iv !I 9 (1.5) 
b(x) = I’ /I x(t) --r(t) 0’ 4 
0 
(1.6) 
where a >, 0, /I >, 0, a. + /3 = 1. Here f, fo(t) are given functionals in X*, 
and y, r(t) are given elements of X. Our purpose is to derive inequalities 
analogous to Pontryagin’s maximum principle. 
We shall need a lemma which is well known in case X = R1 (see [15]): 
LEMMA 1. Let u(t) be a bounded measurable functionfiom an inter& (a, b) 
into X. Then, for almost all s E (a, b), 
1 
I 
SfC 
- as E -+ 0. 
c s 
II 44 -u(s) IIdt--+O 
PROOF. The proof is a straightforward generalization of the proof for the 
case X = R1. For the sake of completeness we give the details. 
Let {x,,,} be a dense sequence in X. Since (1 u(t) - x, Ii is integrable, 
1 
I 
8+C 
- II u(t) - xv, II dt-+ II ~(4 - xv, II for almost all 
l s 
s E (6 b), 
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i.e., for all s 4 E,,, where E,,, is some set of measure zero. Let E = Urn E,,, . 
Then p(E) = 0. Let s $ E. For any S > 0 there exists an X, such that 
Hence, 
I II 44 - %I II - II u(t) - 4s) II I < $ * 
Integrating, we get 
1 I r +r - E .¶ 11 4t) - x, 11 dt - -L I” 11 u(t) - u(s) 11 fit E * < f 
Since s 4 E, we have 
1 
I’ 
4-r 
- 
E 8 11 u(t) - %I II dt - II 4s) - %n II < $ 
(1.7) 
U-8) 
(1.9) 
provided c is su&iently small. Combining (1.7), (1.9), we get 
1 
I 
#+a 
- 
c * 
II4t) - x, 11 dt < fs. 
Using this in (1.8), we obtain 
1 
I 
8+S 
- II 4t) - rz 4s) II dt < 6, 8 
provided z is sufficiently small (depending on S, s). This completes the proof. 
DEFINITION. The points s occurring in the assertion of Lemma 1 are 
called regukzr points of u(t). 
Now let u(t), x(t) b e an optimal solution with respect to the cost functional 
(1.4). We assume that X is a real space, and thatto is, say, Holder continu- 
ous. Let or be a regular point of u(t) with 0 < or < T. Define 
C(f) = 
4t) if O<f<Tl or if rl+c<t<T, 
V if 71 < t < 71 + Q, 
where v is any point in U. Let 
w = w 0) x0 + j; qt, 7) 47) d7. (1.10) 
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Then, if t > or + P, 
z(t) = x(t) + J;f‘ S(t, 7) (w - 47)) do = jc(t> + 44 71) [v - 441 + R 
(1.11) 
where 
R = R(t, TV , c) = 
s 
r,+c 
s(t, 7) [+I) - U(T)] dT 
‘1 
+ ,::” [s(t, 7) - s(t, TI)] [W - ‘+I)] dT. 
Using the strong continuity and the uniform boundedness of S(t, T), and 
the regularity of T1 with respect to U(T), we get 
11 W 71 > E) /i < 6(r) l (1.12) 
where 6(e) + 0 as B + 0. 
If t < T1 then a(t) = x(t), whereas if T1 < t < T1 + E then 
n(t) = x(t) + (t - 71) s(t, 71) [W - U(Q)] + 4 (1.13) 
where R is bounded as in (1.12). 
Now, since u(t), x(t) is optimal, Is(*) > I(x). Using (l.ll)-(1.13), we get 
l if(s(T, 71) b - U(dl> + d I’ h(t) 6% 5) [W - u(T~)l) dt + O(f) 2 0. ‘1 
Hence the coefficient of 4 on the left-hand side is 3 0. This means that 
‘?f(S(T, 71) W) + fl @(f) (Sk 71) W) dt 2 af(S(T, TV> “tTd) 
+ p 1’ f&) (Sk 71) ‘dT1)) dr. 
‘1 
Thus 
sup F(s) w = F(s) 1((s) 
VefJ 
(1.14) 
for almost all s, where 
F(a) = -aS*(T, u)f - j3 j-‘S*(t, o)f&) dt, 
‘I 
(1.15) 
and S* is the adjoint of S. 
One can easily verify that F satisfies: 
F(T) = -a$. 
(1.16) 
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We sum up: 
THEOREM 1. Let X be a real separable Batzach space. If u(t), x(t) is an 
optimal solution for (I.I), (I.2), (1.4), then the maximum principle (1.14) 
ti valid, where F is the solution of (1.16) (given by (1.15)). 
Consider now the optimal problem for the functional (1.5). We assume: 
there does not exist a trajectory x(t) with x(T) =y. (1.17) 
We proceed to derive a maximum principle, assuming that X is a real 
Hilbert space. With the same notation as in the proof of Theorem I, we have 
II W) -Y II2 b II x(T) -Y l12. 
Since a(T) - x(T) = O(E), we get 
e@(T) - x( q, x(T) - Y) + o(c2) 2 0. 
Hence 
(S( T, TV) [v - u(T~)], wl) < 0 where wr = y - x(T) # 0. 
We introduce the function 
w(t) = s*(T, t) WI ) 
and note that it is the unique solution of 
(1.18) 
(1.19) 
dw 
-&-A*(t)w =o, 
w(T) = WI . 
With the aid of w(t) we can rewrite (1.18) in the form: 
“M”t: (v, 44) = (44 w(s)) for almost all s. 
(1.20) 
(1.21) 
THEOREM 2. Let X be a real Hilbert space and let (1.17) hold. Ifu(t), x(t) 
is an optimal solution for the problem (I.l), (1.2), (IS), then the maximum 
princ$le (1.21) is valid, where w is the solution of (1.20) (given by (1.19)). 
DEFINITIONS. We say that A(t) h as the backward uniqueness property 
if for any interval (OL, 8) and for any solution x(t) of dx/dt + A(t) x = 0 
in this interval, the relation x(p) = 0 implies x(t) = 0 for OL < t < 8. This 
condition can also be stated in terms of the equation a%/dt - A(t) x = 0, 
i.e., X(a) = 0 implies x(t) = 0 for OL < t < /I. We say that A(t) has the weak 
backward uniqueness property if for any interval (OL, /I) and for any solution 
x(t) of dx/dt + A(t) x = 0 in this interval, if x(t) vanishes on a set of positive 
measure then x(a) = 0. 
OPTIMAL CONTROL IN RANACH SPACES 41 
EXAMPLE 1. If .4(t) = A,(t) + A,(t) w ere h A, is self-adjoint elliptic 
operator of order 2m and A, is a differential operator of order < m, then, 
under the usual elliptic boundary conditions which guarantee the Garding 
inequality, A(t) has the backward uniqueness property [16], [17], [ 181. 
EXAMPLE 2. If A(t) A-r(O) is analytic in t, then any solution s(t) of 
dzc/dt -I-- A(t) x = 0 is analytic in t [13], [19], [20] and therefore A(t) has 
the weak backward uniqueness property. 
COROLLARY 1. Let C be a bounded closed set and let .4*(t) have the zceak 
backward uniqueness property. Zf u(t), x(t) is an optimal solution fog the problem 
(l.I), (1.2), (IS), then u(t) E EU almost everywhere. 
Indeed, all we have to show is that the function w(t) occurring in (1.21) 
cannot vanish on a set of positive measure Kow, if this assertion is false 
then, by (1.20) and the weak backward uniqueness property of A*(t), 
W, = w(T) == 0, which contradicts (1.17). 
Corollary 1 can be viewed as a Bang-bang principle. 
COROLLARY 2. Let C: be the unit ball and let A*(t) have the weak backward 
uniqueness property. Zf u(t), x(t) . ES an optimal solution JOY the problem (I .I), 
(1.2), (1.5), then 
s*( T, t) WI 
uw = I’ s*p, t) WI /: for almost ail 1. 
If C; is convex, then the arithmetic mean of two optimal solutions is again 
an optimal solution (cf. Section 2). Hence, if U is strictly convex (see 
Section 2) and, in particular, if CT is as in Corollary 2, then the optimal 
solution is unique. 
Consider finally the optimal problem associated with (1.6), and suppose 
that y(t) is, say, Holder continuous and that X is a real Hilhert space. If u(t), 
.x(t) is an optimal solution, then we obtain 
I 
T 
(v - u(~d, s*(t, 71) (x(t) -y(t))) dt 2 0. 
'1 
Thus, 
“,“up (VP 4s)) = (u(s), 4s)) for almost all s, 
where 
z(s) = I’ S*(t, s) (y(t) - x(t)) dt. 
d 
(1.22) 
(I .23) 
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One can easily verify that 
$ - A*(s) 2 = 44 - Y(S), 
s(T) = 0. 
(1.24) 
THEOREM 3. Let X be a real Hilbert space and let u(t), x(t) be an optimal 
solution for (1.1), (1.2), (1.6). Then the maximum principle (1.22) is valid, 
where z is the solution of (1.24) (given by (1.23)). 
GENERALIZATIONS. 1. Theorems 2, 3 can be extended to the case where 
X is a complex Hilbert space. Thus, instead of (1.21) we now have 
zf: Re (v, 4s)) = Re MS), 44). 
2. All the results of this section remain true when A is independent of t 
and is a generator of a strongly continuous semi-group. 
3. In all the previous considerations, u(t) may be replaced by B(t) u(t) 
where u(t) varies in a set U of a Banach space Y, and B(t) is a bounded linear 
transformation from Y into X. 
4. The previous results extend to some equations of the form 
g + A(t) x =f(x, u, 4. 
5. Theorems 2, 3 remain true if fo(t), y(t) are only measurable and 
bounded, but then (1.16) and (1.24) are satisfied in a weak sense. 
6. The previous results extend to trajectories given by an integral equation 
of the form 
x(t) = u(t) + 1’ h(t - T) A(r) x(~) dr, 
0 
where h(t) is a scalar function satisfying h(0) > 0. One can use the representa- 
tion (see [21]) 
x(t) = S(t, 0) u(O) + j; S(t, 7) 4~) dr, 
where S is the fundamental solution of the integral equation. 
2. FIXED END-POINT 
In this section X denotes a real Banach space. We impose the end con- 
dition 
4T) = XI (2.1) 
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on the trajectories. Denote by 2 the set of all admissible controls u(t) for 
which the corresponding solution of (1 .I), (1.2), as given by (1.3), satisfies 
(2.1) at some time T. We are interested in the problem of minimizing some 
cost-functionals when II varies in Z. We assume, of course, that C is non- 
empty. Note, that if x,, E D(A), x1 E D(A), then the function 
T-t 
x(t) = -ijF x0 + + x1 
satisfies (l.l), (1.2), (2.1) with 
u(t) = f (Xl - x0) + 
so that if U is a neighborhood of the origin and if 11 Ax, 11 , 11 Ax, 11 are suf- 
ficiently small, then Z is nonempty. 
We shall consider here only the problem of time-optimal control, i.e., the 
problem of minimizing T when u varies in .Z. Our main purpose is to prove 
uniqueness theorems, but for the sake of completeness we also give an exist- 
ence theorem. 
THEOREM 4. Let X be a refixike Banach space. Assume that A either 
&penu!t on t and satisjks (i)-(iii) of Section I or is independent oft andgenerates 
a strongly continuous semi-group. Assume also that U is a bow&d, closed, 
convex set. If 22 is nonempty, then there exists an optimal solution. 
PROOF. Let {u, , xn} be a minimizing sequence, i.e., 
% = xn(Tn) = W’n , 0) x0 + 1,” S(T, , r) u,,(~) dT, (2.2) 
where T,, L T. Consider {yl) as a bounded sequence in Y = L2((0, T,); X). 
It follows that there exists a subsequence (which we again denote by {i(n)) 
which is weakly convergent to some u E Y. The right-hand side of (2.2) is 
then weakly convergent, in X, to 
S( T, 0) x,, + I’ S( T, T) U(T) d7. 
0 
Thus, the last expression is equal to x1 . It remains to show that U(T) is an 
admissible control, i.e., that u(7) E U almost everywhere. 
Now, as is well known, there exists a family of bounded linear functionals 
{ fa} and a set of real numbers {co} such that y E U if and only if f-(y) < c, 
for all 0~. Consider 
1 si-• 
W =- r.m - I E * 
u,,,(t) dt. 
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Since urn(t) E U almost everywhere, f=(w,,,) < c, . Butf,(w,,,) +fo(w,(s)) as 
m + 00, where 
w,(s) EC f /I+’ u(t) dt. 
Hence f,(w,(s)) < c, , i.e., wJs) belongs to V. By Lemma 1, for almost all s, 
w,(s) --t U(S) as 6 --t 0. Consequently, U(S) E U. 
We now state the main result of this section. 
THEOREM 5. Let X be a real Banach space. Assume that A (independent 
oj t) getwates a strongly continuous semi-group and that U is a convex nkgh- 
boyhood of the origin in X. If u,,(t), x,,(t) is a time-optimal solution of (I.I), 
(I.2), (2.1), then u,(t) E f3C joy almost all t. 
Theorem 5 is another example of a Bang-bang principle. 
DEFINITION. A convex set U is called strictly convex if whenever II, v, 
(u 2 v)/2 belong to aU then u = v. 
EXAMPLE. The unit ball in Lp (1 < p < co) is strictly convex. 
COROLLARY. If, in addition to the assumptions of Theorem 5, U is strictly 
convex, then there is at most one time-optimal solution. 
Indeed, suppose u,(t), x,,(t) and q(t), xl(t) are two optimal solutions. Then 
alSO (%W + u&N/2, c%(t) -I- x,(t))/2 is an optimal solution. By Theorem 5, 
u,(t), ul(t) and (u,(t) + u,(t))/2 belong to al7 for almost all t. Hence 
u,,(t) = u,(t) almost everywhere and, consequently, also x0(t) = xl(t). 
We shall now prove Theorem 5. 
Consider the sets 
Qr = /y E X; y = 1: S(T - T) U(T) dr, I( any admissible control/ , 
XT = /y E X; y = 1: S( T - T) u(7) dr, u any bounded measurable 
function , 
X,(d) = /y E X; y = ,: S( T - T) u(7) dT, u any bounded measurable 
I 
function with support in A 
I 
. 
Here A is any subset of (0, T). We shall need the following lemma of 
Fattorini [I]: 
LEMMA 2. I f  A has a positive measure then X, = X,(A). 
We shall need a few known facts about convex sets. Let K be a convex set 
in a real linear (not necessarily topological) space Y. A point y0 E K is called 
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an internal point of K if, for any a E Y, y,, 7 l z belongs to K for all E suf- 
ficiently small (depending on a). A pointy,, E K is called a bounding point if 
it is not an internal point. We have (see [22]): 
LEMMA 3. If K has an internal point, then at each bounding point y. of K 
there exists a supportin functional, i.e., a linear functional f,  (f, -# 0) satis- 
fying : 
f,,(y) G fO(yO) for all y  E K. 
We now note that Qr is a convex set, since II is a convex set. Consider the 
set 
Q, = S(T)x, .I QT. 
It is clearly a convex set. Writing 
S(T) x0 = J 
-’ S(I’ - 7) w dT, 
0 
we see that fir is a subset of the linear space Xr . We shall prove that S(T) x0 
is an internal point of 8, or, equivalently, that the origin is an internal point 
of Qr . Iet then y be an element of XT. Then we have: 
y= =S(T-T)u(i)dT 
i 0 
for some bounded measurable function U(T). But then l y can be represented 
in terms of eu. Since <U(T) is an admissible control for all 6 sufficiently small, 
it follows that my E Qr for all such E’S. 
I 
LEMMA 4. Let C(t), d(t) be any time-optimal solution (with time T). Then 
the following inequality cannot hold: 
dist. (u’(t), au) >, 6 > 0 for almost all t. (2.3) 
PROOF. Suppose that (2.3) holds. We can write 
x1 :x Ji;( T) = S(T) x0 + ,I S( T - T) U’(T) dT 
_- S(T _ c) xo + jr-’ S(T - E _ T) (s(7 ’ ;! Its(T)) xo d, 
+ jy S(T - E - T) 
x [+$ j’, S(, - u) ii(u) do + $T + l )] dT (c > 0). 
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Thus, 
xl = S(T - c) x0 + ,,“’ S(T - l - T) C(T) d7 
where, as easily verified, dist. (6(r), aU) > S/2 > 0 if c is sufficiently small. 
Thus G(t) is an admissible control, and we derive a contradiction to the 
optimality of T. 
Consider now the optimal solution u,,(t), q,(r). We claim that the point 
s, = q(T), which lies in fir , is a bounding point of or. To prove this note 
first that S(T) x0 # xi , for otherwise the control u’ = 0 is an optimal control 
which is impossible, by Lemma 4. Setting z = x1 - S(T) q, , we shall show 
that each point xi + ra (0 < E < I) does not belong to fir; it would then 
follow that xi is a bounding point. 
Now, if xi + GZ belongs to J& , then there exists an admissible control 
a(t) such that 
xl + c(xl - S(T) x0) = S(T) x0 + ,I S( T - T) #(T) dr. 
It follows that 
x1 = S(T) x0 + I’ S( T - 7) G(T) dT where w %I =l+r. (2.4) 
0 
But since U is convex and contains an q-neighborhood of the origin (7 > 0), 
U must contain the [(v~)/(l + r)]-neighborhood of each point G(r). Thus 
dist. (G(T), aU) > (~e)/(l + l ). Since, by (2.4), 8 is an optimal control, we 
obtain a contradiction to Lemma 4. 
We have thus proved that & is a convex subset of the linear space Xr , 
having at least one internal point, and that xi = x(T) is a bounding point of 
fir. Applying Lemma 3, we get 
fo(4 G fo(x(T)) for all X4, 
and f. # 0. Hence 
fo(~++oP~) Gfo(@T -+oW~) (2.5) 
for all admissible controls U(T). 
Suppose now that the assertion of Theorem 5 is false. Then there exists 
a subset d of (0, T) having a positive measure, such that 
dist. (q,(r), aU> > So > 0 for all tEA. (2.6) 
Let W(T) be any bounded measurable function with support in A. Then, 
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for any real E with 1 r 1 sufficiently small, u(t) = u,(t) + CW(~) is an admissible 
control. Substituting this into (2.5), we get 
40 (I = S(T - 7) w(7) d’) < 0. 0 
Since c may be either positive or negative,f,(x) = 0 for any x of the form 
I ‘S(T - T) W(T) d7. 0 
By Lemma 2, the set of all these elements x coincides with the whole space 
XT. Hencef, c 0, which is impossible. 
KE~~ARK. (2.5) may be viewed as a generalization of Pontryagin’s maximum 
principle. 
Added in Proof. Dr. Yoram Lindenstrauss has pointed out that the use 
of Lemma 3 may be avoided. In fact, following Lemma 4 we have proved that 
there is a segment initiating at xi which does not intersect Qr , whereas 
if (2.6) holds then we have (using Lemma 2) that in every direction initiating 
at x1 there is a segment which belongs to QT. 
3. FIXED END-POINT (CONTINUED) 
In this section we obtain another uniqueness theorem and also some prop- 
erties of the optimal solutions. We shall need the following result of Mazur 
[23] (see also Klee [24]): 
LEMMA 5. Let K be a convex set with nonempty interior in a real linear 
nomed space Y. Then at each boundary point y. of K there exists a supporting 
functional, i.e., an ekment g (g # 0) of Y* satisjying: g(y) < g(y,) for all 
y E K. 
THEOREM 6. Let X be a real Hilbert space. Assume that A generates a 
strongly continuous group and that U is the unit ball. If u,(t), x,(t) is a time- 
optimal solution, with time T, then there exists an element p # 0 in X such that 
S*(T - t)p 
‘&) = (1 S*( T - t) p 11 
few almost all t, (3-l) 
where S* is the aajoint of S. 
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PROOF. We consider the convex set fir as a subset of the linear normed 
space X. We claim that S(T) x0 is an interior point of&, i.e., the origin is an 
interior point of QT. Indeed, writing 
x= 
I 
Ts(T-T)U(T)dT where 
0 
U(T) = 4 S(T - T) x (3.2) 
and recalling that U contains an 7-neighborhood of the origin, we see that if 
II x Ij < 7/C (for an appropriate constant C) then I( ~(7) 11 < 7. But then U(T) 
is an admissible control and, consequently, x E Qr . 
Since x1 = x0(T) is a bounding point of fir, it is also a boundary point. We 
can therefore apply Lemma 4 and get: 
(1: W” - 4 4’) d7, P) < (1: S(T - 7) uok) dT> P) 
for any admissible control u(T), where p # 0 is some element of X. Hence 
,I (u(T), S*(T - 7) 9) dT < ,I @O(T), s*( T - 7) p) d7. (3.3) 
Now, if (3.1) is not satisfied at some regular point s of II, then we define 
u(T) = uo(T) for 7 $ (S, S + c) and u(T) is given by (3.1) for 7 E (s, s -+ E). 
We then see that (3.3) is not satisfied for this function u, if c is sufficiently 
small. 
REMARK 1. In case A is only assumed to generate a strongly continuous 
semi-group, we cannot assert that 0, has interior points. However, x1 = x0(T) 
is still a boundary point and we can construct a sequence {xn} such that 
%I E2J-L x,--f x1 and at each x, there is a supporting (continuous) func- 
tional to or. We then conclude that there is an optimal control which is 
the weak limit in L2((0, 2’); X) of a sequence {u,,}, given by 
S*(T - T> I% 
f4T) = ‘1 S*(T - T) pn II ’ (P?l f 0). 
This last result was previously proved by Balakrishnan [2] (in case the 
Operator s,’ s( T - T) u(T) d T is compact). Our proof is the same as in [2]. 
REMARK 2. Let x E Xr and let A be as in Remark 1. We denote by 
IV,(x)= the set of all bounded measurable functions u(t) for which 
x = so S(T - T) U(T) dT, and define 
,II x III = inf SUP ll4t> II. 
ueWTk) o<t<r 
(3.4) 
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One can easily verify that this is a norm in XT and that (in this topology) 
the origin is an interior point of Qr (if U is a neighborhood of 0 in X). 
Applying Lemma 5 we obtain (2.5) where f,, is a continuous linear functional 
on XT, provided with the topology of (3.4). If one could find a fairly explicit 
form of such functionals, then this would be useful to characterize the optimal 
controls. 
HEMARK 3. Theorem 6 can be extended to some other control sets U, 
for instance, to sets (x; I/ x - JT I( < r} where Y > ,! f ,! . 
The methods of proofs of Theorems 5,6 can be used to obtain a Bang-bang 
theorem in case A depends on t. For simplicity we consider only the case 
x,, =. 0. Instead of the assumption that S(t) is a strongly continuous group, 
we assume that, for any 1 > 0, N E X, 
1; S(t, T) x 11 >, a /’ x ,; (a = a(t) > 0,o < 7 < f). 
S(t, T) is also assumed to be strongly continuous in (t, T). 
(3.5) 
'I'HEORRM 7. Let X be any real Banach space. Assume that (3.5) holds and 
that L: is a conoex nezihbwhood of the origin. Let u,(t), x,(t) be a time-optimal 
solution of (l.l), (1.2), (2.1) with x,, = 0, and let T be the optimal time. 
Assume, jinally, that A(t) = A(T) for all t in some neighborhood of T. Then 
u,(t) E EV for almost all t. 
PROOF. Consider the set &?r = 0, defined as before, except that S( T - T) 
is now replaced by S(T, T). Writing 
X = ,: S( T, T) [ (S-1(; T, x’ ] dT 
and using (3.5), we see that QR, contains 0 as an interior point (in the topology 
of X). The same is true of RrO for any 0 < T, < T. 
Suppose now that the assertion of the theorem is false. Then there exists 
a set d of positive measure such that (2.6) holds. We may assume that 
d C (0, T,,) where T,, is sufficiently close to T (so that A(t) =: A(T) for all 
T, < t < T). 
Observe now that x(T,, -+ E) 4 L?rO for all 0 < Q < T - T, . In fact, 
otherwise, we have 
x(T, + e) = j,” S( T - T) U1(T) dT 
for some admissible control q(T). Defining 
for 0 < t < T, , 
for T,<t<T--E, 
50 FRIEDMAN 
and denoting by Z(t) the corresponding solution of (l.l), (1.2) we find 
that ri, x’ is a solution of (1 .I), (1.2), (2.1) with T replaced by T - 6, which 
is impossible. 
Since x0( To + e) $ 8r0 for 0 < B < T - T,, , and since x0( T,, + l ) --f x0( T,,) 
as c + 0, it follows that x,,( To) E aQrO . We can now use Lemma 5 and con- 
clude: 
fo 0,” Vo 9 4 4~) d’) G fo (1; Vo 3 4 uok) d’) 9 
where f. # 0. We then obtain, as in the proof of Theorem 5, 
fo (i’ Vo 97) v(T) d’) = 0 
for any bounded measurable function w(r) with support in d. Since f. E X*, 
we get 
I 
=’ (S*( To , T) fo) (w(T)) dT = 0. 
0 
From the arbitrariness of u we conclude that S*( To , T) f. = 0. In view 
of (3.9, it follows that f. = 0; a contradiction. 
We shall now consider the time-optimal problem with controls u(t) which 
are measurable functions satisfying 
By slightly modifying the proof of Theorem 4 one can prove that there 
exists a time-optimal solution. We shall now consider the question of the 
structure of the optimal controls. 
THEOREM 8. Let X be a real Hilbert space and assume that A generates a 
strongly continuous group. If u,(t), x,,(t) is a time-optimal solution, with time T, 
then 
h(t) = h(t) S*(T - t)p fw almost all t, (3.7) 
where p # 0 is some element of X and h(t) is a scalar function. 
PROOF. Consider the set 
ZT=]x~X;~=frS(T- T) U(T) dT, u(T) any measurable fUnCtiOXl 
0 
satisfying (3.6)/ . 
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2, is clearly a convex subset of X. From (3.2) we see that 2, is a neighborhood 
of the origin in X. We shall now prove that x1 = x,,(T) is a boundary point 
of ZT. 
First we claim that for any optimal control C(t), 
I T 1; 13(t) Ii2 dt = M. 0 (3.8) 
In fact, if s,’ 1) C(t) II2 dt < M then we can proceed as in the proof of Lemma 4 
to construct an admissible control G(t), 0 < t < T - E, such that the cor- 
responding solution .C of (l.l), (1.2) satisfies 5( T - l ) = x1 . 
In particular it follows that S(T) x0 # x1 (for, otherwise, u’ z 0 is an 
optimal control). We can now show, as in the proof of Theorem 5 (compare 
(2.4)), that x, is a bounding point of 2, (with respect to X); hence it is also 
a boundary point. 
Applying Lemma 5, we obtain an inequality of the form (3.3). Suppose now 
that V(T) is any bounded measurable function satisfying 
I 
’ (uo(7), W(T)) dT < 0. 
0 
(3-9) 
Then, for any E > 0 sufficiently small, 
I ’ II 110(7) + 4~) 11’ dT < M. 0 
Hence we may substitute u = u. + cw into (3.3). We obtain 
E (I’ S(T - 7) 4~) dT, f) + O(c’) < 0. 
0 
It follows that 
I = (s*(T - T) p, W(T)) dT < 0. 0 
(3.10) 
Now let s be a regular point of u,(t) and let o* be an element of X satisfying 
(uo(s), w*) -=c 0. (3.11) 
Denoting by x~,~ the characteristic function of (s, s + C) we find that 
w = WAXY., satisfies (3.9) if E is sufficiently small. Hence (3.10) holds with 
w = w*,& . Dividing by B and taking Q + 0 we obtain 
(S*(T - s) p, w*) < 0. (3.12) 
Now take any element w in X which satisfies 
(u&)9 4 = 0 (3.13) 
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and suppose that U,,(S) # 0. Take any G-E X with (Us, G) < 0. Then 
w* = o + &J satisfies (3.11). Consequently, it also satisfies (3.12). Taking 
E + 0 in the latter inequality, we get (S*( T - S) p, V) < 0. 
Applying the above argument to - ZI, we also get (S*( T - s) p, v) > 0. 
Hence, (3.13) implies 
(S*( T - s) p, v) = 0. (3.14) 
It follows that S*(T - s)p = p(s) us(s), p(s) scalar. Since p # 0 and 
S*(t) is one-to-one, we obtain the assertion (3.7) for any regular point t where 
u,(l) # 0. If u,,(f) = 0 then (3.7) clearly holds with h(t) = 0. 
REMARK 1. If A is only assumed to generate a strongly continuous semi- 
group then we can proceed in two different ways. The first way is to consider 
the linear space 
Y,=[yeX;y=j:S(T- r) U(T) dr, u any measurable function with 
with the norm 
where V,(y) is the set of all u’s with s,’ (( u 11~ dt < co such that 
y=j:S(T-r)u(T)dr. 
Then ZT is a neighborhood of the origin in Yr , and x1 is a boundary point 
of ZT . Applying Lemma 5, we get (2.5) wheref, is in Yg . If one could write 
fs in some explicit form, then this would yield information on u,, . 
The second way to study u,, is by approximating .~r by a sequence of 
points X, , as in Remark 1 to Theorem 6. We then have to assume that S*(t) 
has the weak backward uniqueness property. 
REMARK 2. It is clear that Theorem 8 extends to the situation where (3.6) 
is replaced by 
I p(t) !I 44 II2 dt < M> 
(3.15) 
where p(l) is a given continuous positive function. 
REMARK 3. As shown above, under the assumptions of Theorem 8, if 
Z(t), g(t) is a time-optimal solution then ri belongs to the boundary of the 
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ball with center 0 and radius M1j2 of the Hilbert space Y ; L*((O, I’); X). 
Since this ball is a uniformly convex set and since the arithmetic mean of 
two time-optimal solutions is again a time-optimal solution, we conclude: 
If u,,(t), x,(t) is another optimal solution, then u,, =. u’ as elements fo Y. 
Thus, u,,(r) ri(t) almost everywhere. \\‘e can therefore state: 
COROLLARY. Under the assumptions of Theorem 8, there exists a unique 
time-optimal solution u,(t), x,,(t); u,,(t) is given by (3.7). 
REMARK 4. Consider the time-optimal problem 
X(0) = II, x(T) = x1 (3.16) 
with the control u restricted to a convex set Cr. Assume that A generates a 
strongly continuous semi-group. Then it is very easy to show that any 
optimal control u,, must lie on BU. In fact, if I(,, $ 8U then S(E) u,, $ aU for 
some e > 0 sufficiently small. Rut then 
x, = X0(T) = S(T)u, = S(T - E) (S(E) u,), 
thus contradicting the minimality of l’. 
REMARK 5. The results of Section 1 can also be extended to problems 
where the control is defined by (3.6) or (3.15). In forming the first variation 
of the optimal control, one has to use arguments appearing in the proof of 
Theorem 8. 
4. APPLICATIONS TO PARTIAL DIFFERENTIAL EQUATIONS 
Let -4 be an elliptic differential operator Clol G a,,, u,(x) Dza of order 2m 
in a bounded n-dimensional domain G, and assume that the u,(x) and bG 
are sufficiently smooth. The domain of A consists of all the smooth functions 
satisfying the Dirichlet boundary conditions or, in fact, any set of “regular” 
boundary conditions (see, for instance, [25]). Then A can be extended into a 
closed operator in P(G) (f or any 1 < p < co) and it satisfies the conditions 
(i), (ii) of Section 1 (see [25]). If the a, depend also on t (in a smooth way), 
then (iii) is also satisfied. 
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We can apply Theorems 4,5 to the parabolic system 
SW 
x + , ,;% 44 Ds-w = fb f) (x E G, t > 0), (3.18) 
0. 
B,w =0 (j = I,..., m) (x E aG, t > 0), (3.19) 
4x, 0) = w&4 (x E G), (3.20) 
4% T) = w,(x) (x E '3, (3.21) 
where the B, denote the boundary operators. The control f(x, t) may be 
restricted by the condition 
where p(x) is a fixed positive continuous function, and 1 <p < 03. Note 
that (3.22) defines (for fixed t) a strictly convex set in D(G). 
The results of Section 1 can be applied to the parabolic problem (3.18)- 
(3.20) also when the coefficients a, are functions of (x, t). 
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