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t is virtually impossible to control all the factors that may confound results in research. Factors unknown to the researcher can create differences between groups that are not related to the primary factor under analysis. Randomization is perhaps one of the best ways to try to overcome such unknown factors. 1 It homogenizes groups so that each specimen, participant, or intervention has the same chance of being allocated to each experimental group. Therefore, it is important to include randomization in experimental designs of orthodontic studies when possible.
Imagine a research project where 2 adhesive systems from 2 manufacturers are being compared for shear bond strength. The researcher may collect data of the adhesive system from manufacturer A in the morning and from manufacturer B in the afternoon. It is possible that the researcher might be tired toward the end of the day and therefore could, unconsciously, be less precise when collecting data. Thus, if differences were found between the groups, would those be attributed only to the adhesive system or to the researcher's fatigue as well?
Similarly, imagine a clinical study aiming to compare the bracket debonding rates using 2 composites. To compare them in the same patient in a split-mouth design, the researcher could bond the right-side brackets with composite A and the left-side ones with composite B. Because the orthodontist might have a different perspective between the patient's right and left sides, the bonding quality could be slightly different between the sides, and this may result in differences that are not really attributed to the composites. This could undermine the results because it is expected that differences between 2 interventions are explained only by the factors being evaluated.
In these 2 examples, one might think that the biases mentioned could be controlled if the adhesive systems (in the in-vitro test) or composite types (in the in-vivo test) were evaluated or applied in an alternate manner. Even though this idea may seem interesting, it could also lead to selection bias: eg, if the operator knows which adhesive is being evaluated, a systematic bias might be introduced. Besides eliminating biases and giving all specimens the same chance of allocation to any of the groups, randomization is a fundamental premise that justifies most of the statistical procedures used in data analysis. 2 Thus, any attempt at randomization that has a logical pattern of allocation and that deviates from pure chance (eg, chart identification numbers, day of the week, date of birth) can possibly, even if unconsciously, introduce unknown factors into the groups being studied. This could confound the intervention investigated and compromise the research results.
In orthodontics, these problems are usually circumvented by generating random numbers that do not follow any pattern by a method called simple randomization. Specific softwares or functions, such as RANDBETWEEN (Excel; Microsoft, Redmond, Wash), are normally used to produce a list of random numbers that leave all expected or unforeseen biases to chance alone.
Nevertheless, simple randomization has a significant problem in studies with small sample sizes, because there is a high probability that the groups will be in a state of imbalance 3 ; in most of the current orthodontic literature, sample sizes are usually small. Orthodontic randomized controlled trials published from 1992 through 2012 were shown to have a median sample size of 46 to obtain adequate power, and a median sample size of 60 was necessary to produce results. 4 However, the percentages of these studies with groups in a state of imbalance, or whether they used any methods to restrict randomization, decreasing the chance of producing groups in a state of imbalance, are unknown. This imbalance can produce differences in distribution and variances, decreasing the statistical power. 5, 6 One way to overcome this problem is to use block randomization, which produces equal numbers of specimens in each group. In such a method, the specimens are distributed into blocks of multiple numbers related to the number of groups under study, containing all possible combinations of allocation but maintaining a 1:1 balance. Thus, in the aforementioned clinical research example, when determining which composite, A or B, will be tested on the right or left side of 24 patients in a split-mouth design, 4 allocations are arranged into 6 blocks (AABB, BBAA, BABA, ABAB, ABBA, and BAAB). These blocks will then undergo simple randomization to determine the sequence in which they will be applied until all patients are bonded. The investigator must be careful, though, when using blocks of the same size, which are easier to manage, because that could lead to a prediction of which treatment will be allocated next. Different block sizes can be used to overcome that issue.
Therefore, the aim of this article was to determine when block or simple randomization is necessary, based on the probability of imbalance between groups and on the influence of the statistical power.
MATERIAL AND METHODS
Four hypothetical research designs were analyzed, varying the numbers of subjects (20, 30, 60, and 90) allocated into 2 groups, using an independent 2-tailed t test, with a 5 0.05, by simple randomization using the RANDBETWEEN function of the Excel 2011 software.
A total of 100 allocation simulations were made for each research design to describe the differences between specimens in the groups, their frequencies, and the balance ratios. Statistical power was also calculated for each balance ratio using the G*Power software (http://www. gpower.hhu.de/en.html). 7 The effect sizes were varied from small and medium to large using Cohen The values obtained with block randomization simulations, with a fixed equilibrium ratio of 1:1, were compared with those using simple randomization.
RESULTS
When simulating with 20 specimens, 17% of the simulations showed a ratio of 1:1 between the samples. On the other hand, 70% of the simulations showed imbalances from 1.2:1 to 1.9:1, which caused a maximum reduction of 10% of the test power to evaluate large effects, but less than 1% when medium or small effects were evaluated. The remaining 13% of the simulations had larger imbalances (from 2.3:1 to 5.7:1), with gradually decreasing test power. This decrease was marked especially when a large effect was used in the simulation, causing a 17% decrease (Table I ). The decrease in test power with imbalanced samples occurred in all effect sizes, with greater reductions for larger effect sizes. In block randomization, all groups have a 1:1 equilibrium rate; thus, the test power will be 40% with large effect sizes, 19% with medium effect sizes, and 7% with small effect sizes.
Only 8% of the simple randomization simulations with 30 specimens showed balanced groups (1:1). In the remaining simulations, imbalance ranged from 1.1:1 to 2.3:1, with maximum decreases of 7% in the test power with a large effect size, 3% with a medium effect size, and less than 1% with a small effect size. In all effect sizes, the test power dropped, but the drop was more pronounced when a large effect size was used. As in the previous simulation, block randomization groups had a 1:1 equilibrium, but the test power was higher for these comparisons. Test powers were 56%, 26%, and 8% for large, medium, and small effect sizes, respectively (Table II) .
With 60 specimens, only 10% of the simulations had balanced groups, which resulted in an 86% power in a test with a large effect size. In the remaining simulations of large effect size, test power was above 80% even when the imbalance was 2.2:1. When a medium effect size was used, the maximum decrease of the test power was 5% (from 1:1 to 2.2:1); in small effect sizes, the test power decreased by only 1%. In the block randomization, the groups had a 1:1 equilibrium rate, and the test power values were 86%, 48%, and 12% with large, medium, and small effect sizes, respectively (Table III) .
When the sample size was 90, 4% of the simulations produced balanced groups, whereas 15% of the groups were similar (1:1) "on average." In the other 77% of the simulations, where imbalances ranged from 1.1:1 to 1.6:1, the test power (96%) did not change for the large effect size, but it fell by 2% and 1% for the medium and small effect sizes, respectively. The largest imbalance (1.8:1) had a frequency of 3% and was responsible for decreasing the test power by 1%, 4%, and 1% in large, medium, and small effect sizes, respectively. In block randomization, the groups had a 1:1 equilibrium, and the test power values were 96%, 65%, and 16% for the large, medium, and small effect sizes, respectively (Table IV) .
The decreases in test power became less as the sample size increased, and the effect sizes were larger.
DISCUSSION
The probability of groups being balanced after simple randomization is small, regardless of the sample size. This does not happen with block randomization, where the groups are balanced, as has already been shown in the literature. 9 The problem with group imbalance is that the power of the test decreases, increasing the likelihood of a type II error, which is what our results showed. 10 As the imbalance increases, regardless of sample size, the test power decreases. This may lead to the need of having groups balanced to maintain a high power in the statistical tests. Thus, researchers may use a block type of randomization or erroneously try to balance the groups by improperly interfering with the simple randomization process. This improper balancing may occur due to a simple randomization imbalance or even .8), with the type I error probability set to 5% and type II error set to 80%, the result will be a sample of 26 participants in each group. If 3 patients drop out of 1 group and 3 are removed from the other group (in an attempt to recover a 1:1 balance), 2 groups of 23 patients will be left. This would decrease the power of the test by 4.4%, to 75.6%. On the other hand, if the patient drop is not compensated for and the imbalance is maintained, resulting in 23 patients in 1 group and 26 in the other, the test power would only drop by 2%, to 78%, with a smaller decrease than when trying to balance the groups. The innocent attempt to remove specimens to balance groups will reduce the test power because it is more sensitive to the overall sample size than to the balance between the groups (Fig) . Although this procedure is not considered common, it happens more often than expected. A search conducted in the PubMed database on July 17, 2017, using the terms "orthodontic As the sample size increases, larger imbalance ratios are less frequent, and as mentioned, these large ratios will significantly affect the test power. 10 In sample sizes larger than 60, the highest observed imbalance ratio was 2.2:1, reducing the test power by 5%, regardless of the effect size. If 80% test power is considered to be adequate for an orthodontic research, simple randomization can be used safely in samples larger than 60 if the effect size is large, because the test power will not be lower than 80%. In small samples (n 5 30) or experiments that intend to demonstrate small differences between groups, block randomization is suggested as a safe way to maintain balance between groups and to preserve the test power. If a simple randomization is used instead, not only would it produce a small test power (based on the experimental design itself), but it could also decrease the test power even further due to an almost certain imbalance between groups.
Even though a sample of 46 has been shown to be adequate to obtain enough power to produce results in the orthodontic literature, 4 it is always wise to restrict randomization, decreasing the chance of producing imbalanced groups, because this sample size is considered too small to produce balanced results. In addition to block randomization, there are other methods to overcome some of the problems of simple random allocation: eg, stratification and minimization. They can be used when known factors could confound the results and need to be controlled, especially in small sample sizes. A good example may be the influence of sex on compliance. If women comply more in using their retainers, a study comparing relapse between 2 appliances may need to have a balance between the sexes within each group; otherwise, the outcome can be confounded.
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The first method, stratification, involves dividing the groups studied into subgroups, called strata, where known factors that could confound the results can be controlled. Then the features of block randomization are used in each stratum to balance them; therefore, it is a combination of both methods. It is good for small sample sizes when imbalances of prognostic predictors are more likely to occur. 1 However, when there are too many prognostic factors that could confound the results, the division of the sample into many strata will result in a large number of subgroups with fewer specimens, which could imbalance the treatment allocation. The alternative method for the problem of having several prognostic factors in small samples is minimization. 12 Minimization works by randomizing the sample into strata dynamically during the experiment. In contrast to stratified randomization, where the specimens are allocated before the experiment, in minimization, the treatment allocated to the next participant enrolled in the trial depends on the characteristics of participants already enrolled. 12 Besides being slightly more complicated to use, it is best performed with the help of software; the main issue with minimization is that it may be possible to predict the next allocation by looking at the past assignment.
Another issue with small sample sizes that should be discussed is the situation where the covariates may remain imbalanced even when the groups are numerically balanced. Normally, this will not occur in large samples where randomization was performed correctly, but it can affect the results of small samples, particularly with fewer than 50 specimens. 13 When baseline covariates are imbalanced, a multiple linear regression, where the baseline variable of the dependent variable is also included in the model (analysis of covariance), should be used. 14 This will account for possible bias because of the baseline values of covariates between groups. 15 However, the interpretation of this postadjustment approach is often difficult because the imbalance of covariates frequently leads to unanticipated interaction effects, such as unequal slopes among subgroups of covariates. 16 
CONCLUSIONS
For independent parallel group studies, the following conclusions were made.
1. Simple randomization almost always produces imbalances between groups, which is a problem in studies with fewer than 60 specimens. Therefore, simple randomization can be used for studies with samples larger than 60. 2. Block randomization or another method that restricts randomization and manages imbalance, such as stratified randomization or minimization, should be used in studies with less than 60 samples. 3. The sample size influences the test power more than the imbalance rate. 
