Experimental joint multiplicity distributions of neutrons and charged particles provide a striking signal of the characteristic decay processes of nuclear systems following energetic nuclear reactions. They present, therefore, a new tool for testing theoretical models for such decay processes. The power of this experimental tool is demonstrated via a comparison of an experimental joint multiplicity distribution to the predictions of three different theoretical models of nuclear multi-fragmentation propagated in the current literature. Two of these models are shown to fail this test decisively. For example, the direct evidence for a non-linear correlation between average transverse energy (E t ) of charged products and average excitation energy (E * ), provided by multiplicity distributions, is shown to challenge statistical interpretations of nuclear pseudo-Arrhenius plots. This feature provides also an unambiguous distinction between Copenhagen and Berlin models of nuclear multi-fragmentation.
energy heavy-ion reactions in the last decade. The theoretical effort [4] [5] [6] [7] [8] to understand this phenomenon is largely driven by an expectation that this process may reveal a macroscopic behavior of nuclear matter at very high excitation energies that is qualitatively different from its behavior at lower excitation energies. Of a particular interest in this context is the prospect of probing the nuclear liquid-gas phase transition, which has often been associated with multiple IMF production. Parallel with purely theoretical effort, a search has been conducted for experimental signatures that could be connected to certain IMF production scenarios by means of simple and reliable simulation calculations. [9] [10] [11] At the present stage of this research, select partial sets of experimental observations are apparently consistent with different reaction scenarios and mutually exclusive physical concepts. For further progress in the understanding of the reaction mechanism, it is therefore essential to identify reliable experimental observations that would challenge some but not other models and propositions.
It now appears, that the directly measured joint distribution of neutron and charged-particle multiplicities is one such reliable observable. The significance of this observable, in general, and for the ongoing discussion regarding the character of multi-fragmentation 9-15 , in particular, has gone so far largely unnoticed, due to a seemingly trivial character of the information contained in the above joint distributions. Fig. 1 shows a typical joint distribution of neutron and light charged-particle multiplicities, m n and m LCP , as observed in the 209 Bi+ 136 Xe reaction at E/A=28 MeV and reported on earlier 16, 17 The notable feature of the observed distribution is the presence of a well-defined correlation ridge with a characteristic bend around (m n ,m LCP ) ≈ (15,0). When following the crest of the correlation ridge in Fig. 1 beginning from the origin of the plot, one first encounters a rather long segment running straight and parallel to the m n axis. Along this first segment, m LCP ≈ 0 and, hence, the role of the charged-particle emission is insignificant. The latter decay mode becomes a factor only when the measured neutron multiplicity exceeds rather significant values of the order of m n =15 (corresponding to a true, efficiency-corrected value of m n ≈30). At above multiplicities of m n ≈ 15, the crest of the correlation ridge is seen to part with the neutron multiplicity axis and run at a constant angle with respect to the m n axis, until a saturation in both, neutron and LCP multiplicities is reached. It is the presence of the first, m LCP ≈ 0 segment of the joint distribution and its appreciable length that poses a challenge to some propositions regarding IMF production. It is important to emphasize that the above two-segment topography of the correlation ridge in the joint m n vs. m LCP distribution has been observed for many systems and at different bombarding energies. The pertinent feature discussed above is also consistent with earlier observations 18 of average neutron and charged-particle multiplicity correlations for other systems. As a matter of fact, the same characteristic shape has been observed in any experiment where such joint distributions or average correlations were measured. These experiments include those studying reactions induced by relativistic protons and antiprotons.
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The behavior seen in In an ongoing discussion, the merits of a proposed statistical interpretation of pseudo-Arrhenius plots for nuclear multi-fragmentation have been debated. [9] [10] [11] [12] [13] [14] [15] . Two types of such plots have been considered in the published literature. In the first one, 10 the logarithm of an inverse "binomial probability" ln(1/p) is plotted versus the inverse square root of the transverse kinetic energy 1/ √ E t of charged reaction products.
In the second realization, 11 the average IMF multiplicity < m IM F > is plotted versus 1/ √ E t .
The "binomial probability" p has been introduced 10 based on an experimental observation that IMF multiplicity distributions for any given transverse energy is well approximated by a binomial distribution:
where m and p are the number of trials and the probability for success in any one of these trials, respectively. The transverse energy is defined as E t = ΣE k sin 2 (Θ k ), where the summation extends over all charged products, excluding fission fragments and projectile-or target-like residues, and Θ k is the emission angle of the k-th product. The rationale for these kinds of plots is the expectation that for statistical IMF emission, the emission probability should be proportional to the Boltzmann factor e −B/T , where B is an effective emission barrier and T the nuclear temperature. This rationale relies critically on the validity of the assumption that the nuclear temperature T is proportional to √ E t , which presumes a direct proportionality between E t and E * . These assumptions also entail that E * is proportional to the square of the temperature, as is proper for a Fermi gas. The validity of the two above assumptions determines whether or not an interpretation of either type of pseudoArrhenius plot in terms of thermal scaling, proposed in a series of recent papers [10] [11] [12] [13] , is valid. For example, had E t depended quadratically or exponentially on E * , there would have been no obvious justification for choosing the quantity 1/ √ E t as abscissa variable for the pseudo-Arrhenius plots. Accordingly, these papers rely on simulation calculations, which always explicitly state and take for granted, a strict proportionality between E t and E * .
However, the character of the joint multiplicity distributions discussed above demonstrates unambiguously a lack of even an approximate, or average, proportionality between E t and E * . The discrepancy between data and assumptions is large. This is so, because neutrons are not included in the experimental definition of a transverse energy E t in the quoted work, whereas neutron emission is seen and understood to be essentially the only significant decay channel available to medium-weight or heavy nuclear systems at excitation energies of up to several hundred MeV. Fig. 2 shows the average functional dependence of E t on E * , as predicted by the code 7 SMM for the system 197 Au+ 129 Xe discussed in a recent paper. 11 The two almost overlapping curves represent two extreme assumptions made regarding the excitation energy division between Au-like and Xe-like primary fragments, equal excitation energies or equal temperatures (excitation energies are proportional to the masses) of projectile-like and target-like fragments. Obviously, the results exhibit a remarkable insensitivity to the excitation energy division between the fragments. The functional dependence seen in Fig. 2 can be approximated by two linear segments: E t = 0, for E * < E * o , and
where the offset is E * o ≈ 340 MeV and the slope is a ≈ 0.25. For comparison, boxes illustrate predictions by the Berlin model 8 that show an almost perfect proportionality between average E t and average E * , consistent with the false trends outlined by the triangles in Fig. 1 .
The functional dependence seen in Fig. 2 results in a strongly nonlinear relationship between the true "thermal" Arrhenius variable 1/T and the pseudo-Arrhenius variable 1/ √ E t , over the full range of values considered in the recent papers. [10] [11] [12] [13] This relationship is illustrated by the dashed line in Fig. 3 . Accordingly, the persistent 10,11 striking linearity of experimental pseudo-Arrhenius plots implies a similarly persistent nonlinearity of such plots when converted to a true Arrhenius abscissa 1/T or 1/ √ E * . To further demonstrate this point, the solid line in Fig. 3 represents a typical experimental plot converted to a representation where 1/ √ E * is the abscissa variable. The solid line is obtained based on experimental data 11 for the atomic number Z = 8 and the relationship between E t and E * seen in Fig. 2 .
Obviously, the nonlinearity of the Arrhenius-like plot in Fig. 3 supports claims of neither thermal 10,11 nor microcanonical 12,13 scaling. These observations also demonstrate unambiguously the lack of a meaningful equivalence between true and pseudo-Arrhenius plots, a fact that has been pointed out earlier 9,14,15 on somewhat different grounds.
In conclusion, the joint distributions of neutron and charged-particle multiplicities of- Dependence of the transverse energy E t on the total excitation energy E * for the reaction 197 Au+ 129 Xe, as predicted by the SMM 7 (lines) and MCFRAG 8 (boxes) codes. Calculations were made assuming equal excitation energies E * or equal temperatures T of the fragments. Fig. 3 . Nonlinearity of the relationship between the inverse square-roots of E t and E * (dashed line) and the resulting nonlinearity of an Arrhenius-like plot, obtained by converting the abscissa of a previously published 10,11 pseudo-Arrhenius plot for the system 197 Au+ 129 Xe (solid line).
