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Abstract
In this paper, we investigate the monotonicity of the first Steklov–Dirichlet eigenvalue on
eccentric annuli with respect to the distance, namely t, between the centers of the inner and
outer boundaries of annulus. We first show the differentiability of the eigenvalue in t and
obtain an integral expression for the derivative value in two and higher dimensions. We then
derive an upper bound of the eigenvalue for each t, in two dimensions, by the variational
formulation. We also obtain a lower bound of the eigenvalue, given a restriction on t such
that the two boundaries of annulus are sufficiently close. The key point of the proof of the
lower bound is in analyzing the limit behavior of an infinite series expansion of the first
eigenfunction in bipolar coordinates. We also perform numerical experiments that exhibit
the monotonicity for two and three dimensions.
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1 Introduction
We consider the eigenvalue problem for the Laplacian operator on a smooth bounded domain
Ω ⊂ Rn (n = 2, 3)
∆u = 0 in Ω (1.1)
with the Steklov–Dirichlet boundary condition
u = 0 on C1, (1.2)
∂u
∂ν
= σu on C2, (1.3)
where C1 and C2 are disjoint components of ∂Ω and ν denotes the unit outward normal vector to
∂Ω. If (1.1)–(1.3) admits a non-trivial solution u for a real constant σ, we call u an eigenfunction
and σ a Steklov–Dirichlet eigenvalue. In this paper, we investigate the spectral geometry of the
first (i.e., smallest) nonzero eigenvalue.
A well-studied related problem is the Steklov eigenvalue problem, which is to find σ ∈ R
for which ∆u = 0 admits a non-trivial solution satisfying only the Robin boundary condition
(1.3). It was proposed by Steklov in 1902 (see [42]); we refer the reader to [28] for the historical
background. Another strongly related problem is the Steklov–Neumann problem, which is to find
σ for which equations (1.1) and (1.3) admit a non-trivial solution satisfying the zero Neumann
condition on C1. The Steklov–Dirichlet and its related eigenvalue problems are of importance
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from both theoretical and applied perspectives. For example, partially free vibration modes of
a thin planar membrane without mass on the interior and with mass on the boundary can be
interpreted as Steklov–Dirichlet eigenfunctions [22]; the Steklov–Neumann problem has been
studied in relation to hydrodynamics such as the sloshing problem [27]; one can construct the
so-called free boundary minimal surfaces in a ball by using the concept of the first Steklov
eigenvalue [18, 19, 24, 33, 36]. The Steklov eigenvalue problem is also related to the classical
Laplacian eigenvalue problem ∆u = σu. For instance, the Steklov eigenvalue can be regarded
as limiting Neumann eigenvalues of the Laplacian [8, 30, 31]. It is worth mentioning that the
Laplace eigenvalue problems with the Dirichlet, Neumann and Robin boundary conditions have
been intensively studied; we refer the reader to the review article [21] and references therein for
the properties of the Laplacian eigenvalues and eigenfunctions in various aspects.
Much attention has been focused on the geometric dependence of the first Steklov–Dirichlet
eigenvalue in the study of the Steklov–Dirichlet eigenvalue problem. For a planar domain, the
upper and lower bounds for the first eigenvalue have been studied by applying the variational
approach and the conformal mapping technique [13, 15, 16, 22]. In particular, Hersch and Payne
obtained an upper bound for planar annular domains in 1968 [22]. Later, Dittmar and Solynin
obtained a lower bound for planar annular domains under some geometric restrictions [16]. We
refer the reader to the survey paper by Dittmar [14] for more details. For higher dimensions,
Ban˜uelos et al. obtained a domain monotonicity result and found an inequality relation between
the Steklov–Dirichlet and Steklov–Neumann eigenvalues [9]. Recently, Santhanam and Verma
considered the Steklov–Dirichlet eigenvalue on eccentric annuli in Rn, n > 2, with the zero
Dirichlet condition on the inner boundary and showed that the first eigenvalue attains the
maximum when the annulus is concentric [39]. Seo extended this maximality to some two-point
homogeneous spaces including R2 [41] (see also the work by Ftouhi [20]).
In the present paper, we investigate the monotonicity of the first Steklov–Dirichlet eigenvalue
on eccentric annuli with respect to the distance between the centers of the inner and outer
boundaries of annulus. To state our problem and main results more precisely, we introduce some
notations. Let Bt1 and B2 be the two balls in Rn with n = 2, 3 given by
Bt1 = B(te1, r1), B2 = B(0, r2), 0 < r1 < r2, 0 ≤ t < r2 − r1, (1.4)
where B(x, r) denotes the ball centered at x ∈ Rn with radius r, and e1 is the unit vector
(1, 0, · · · , 0) ∈ Rn. Note that Bt1 ⊂ B2 for all t in [0, r2 − r1) and that Bt1 is concentric with B2
at t = 0. We set B1 = B
0
1 . Figure 1.1 illustrates B1, B
t
1 and B2.
We analyze the spectral geometry for the Steklov–Dirichlet eigenvalue problem on the ec-
centric annulus Ω = B2 \Bt1 with zero Dirichlet condition on ∂Bt1 and Robin condition on ∂B2.
In other words, 
∆ut = 0 in B2 \Bt1,
ut = 0 on ∂Bt1,
∂ut
∂ν
= σtut on ∂B2.
(1.5)
Throughout this paper, we add the superscript t to u and σ in order to indicate their dependence
on the parameter t. The spectrum of the Steklov–Dirichlet eigenvalue problem (1.5) is discrete
and the sequence of eigenvalues ordered in an ascending order diverges to infinity (see section 2
for details). We denote the first eigenvalue by σt1.
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Figure 1.1: Problem geometry: an eccentric annulus Ω = B2 \ Bt1 (the gray region in the right
figure). The two balls are concentric when t = 0, as in the left figure.
The first eigenvalue σt1 attains the maximum at t = 0, the concentric case, as shown in
[20, 39, 41]; the maximal value is (r2(ln r2 − ln r1))−1 in two dimensions and r1r2(r2−r1) in three
dimensions. Beyond this, we ask the following:
Question. Is σt1 monotone decreasing as t increases?
For various Laplacian eigenvalue problems with vanishing boundary condition, the shape
monotonicity of the first eigenvalue on eccentric annuli was verified in previous literatures and,
in the meantime, similar formulas to (1.6) were derived, for example, by Ramm and Shivakumar
[37], Kesavan [25], Aithal and Anisa [2], Anisa and Vemuri [6], Anisa and Mahadevan [5], Anoop
et al. [7], and Aithal and Rane [3]. An essential property of the first eigenvalue to prove its
monotonicity in the literatures is that the first eigenfunction does not have a sign change in the
interior but vanishes on the boundary of annulus. Besides this property, standard techniques for
the Laplacian operator, such as the reflection principle and the maximum principle, were used
to show that the derivative in t of the first eigenvalue is negative.
For the eigenvalue problems with the Steklov boundary condition, there have been results
which derive an integral formula of the first eigenvalue or verify the maximality at the concentric
annulus. In [12], Dambrine et al. obtained an integral formula for the shape derivative of the
first eigenvalue of the Wentzell–Laplacian problem, which is a generalization of the Steklov
eigenvalue problem. Rodriguez-Quin˜ones then considered the Steklov eigenvalue problem in two
dimensions, based on the result in [12], and showed that the concentric annulus is a critical
domain among a class of doubly connected domains [38]. It is then proved by Ftouhi [20] that
the first Steklov eigenvalue on eccentric annuli attains the maximum at the concentric case. For
the Steklov–Dirichlet eigenvalue problem, as stated previously, the maximality at the concentric
annulus was shown by Santhanam and Verma [39], Seo [41], and Ftouhi [20]. However, to the
best of our knowledge, the monotonicity is not known either for the Steklov or for the Steklov–
Dirichlet eigenvalue problems on eccentric annuli. It is challenging to verify the monotonicity for
the eigenvalue with the Steklov boundary condition because the maximum principle technique
cannot be applied, differently from the Laplacian eigenvalue problems.
In this paper, first, we show the differentiability of the first eigenvalue and its associated
eigenfunction and derive an integral representation for the derivative in t of the first eigenvalue;
see Theorems 1.1, 1.2 below (the proofs are provided in section 3). It is worth remarking that
for the Laplacian eigenvalue problem, an integral formula similar to (1.6) was essentially used
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to prove the monotonicity of the first eigenvalue.
Theorem 1.1 (Differentiability). Let Bt1 and B2 be the two eccentric balls in Rn (n ≥ 2) given
by (1.4). Let σt1 and u
t
1 be the first eigenvalue of the Steklov–Dirichlet eigenvalue problem (1.5)
and the corresponding eigenfunction, respectively. Then, the functions
t 7→ σt1 ∈ R and t 7→ ut1 ∈ H1(B2)
are differentiable with respect to t in [0, r2− r1). Here, H1 denotes the Sobolev space of order 1.
Theorem 1.2 (Shape derivative). Let Bt1, B2, σ
t
1 and u
t
1 be given as in Theorem 1.1. The shape
derivative of the first eigenvalue σt1 can be expressed as an integral in terms of its associated
normalized eigenfunction: for all t ∈ [0, r2 − r1),
d
dt
σt1 = −
∫
∂Bt1
(
∂ut1
∂ν
)2
(ν · e1) dS. (1.6)
For further analysis in two dimensions, we employ bipolar coordinates, (ξ, θ) ∈ R× (−pi, pi],
satisfying that ∂Bt1 and ∂B2 are ξ-level curves of the values, namely, ξ1 and ξ2, respectively (for
details, see section 4). The first eigenfunction is naturally expanded into a series of Fourier modes
in bipolar coordinates and so is the derivative of the first eigenvalue from the integral formula
(1.6). It is then helpful to investigate the behavior of the coefficients of the series expansions
to understand the properties of the eigenvalue and eigenfunction. In particular, we deduce the
behavior of the ratio of consecutive coefficients in the series expansion of the derivative of the
first eigenfunction, namely Fn (see (4.17) for details), by using the recursive relations among the
coefficients, as follows.
Theorem 1.3. For any annulus Ω = B2 \Bt1 in two dimensions, there exists a natural number
n0 depending on the shape of Ω such that
Fn ≤ −e−ξ2 for all n ≥ n0.
The proof of Theorem 1.3 is provided in subsection 4.4. We further investigate the asymptotic
behavior of Fn as t→ (r2 − r1)− in subsection 5.3
Dittmar and Solynin obtained a lower bound of the first Steklov–Dirichlet eigenvalue on a
ring domains in two dimensions [16]. In the following theorem, by using Theorem 1.3, we derive
a lower bound for the liminf of the first eigenvalue, which provides a finer estimate given some
conditions on r1, r2 and t; see Remark 1 in subsection 5.2 for details. The proof of Theorem 1.4
is provided in subsection 5.2.
Theorem 1.4 (Lower bound in two dimensions). Let σt1 be the first Steklov–Dirichlet eigenvalue
of Ω = B2 \Bt1 in two dimensions. It holds that
lim inf
t→(r2−r1)−
σt1 ≥
r1
2r2(r2 − r1) . (1.7)
In addition to analytical results, we perform numerical computation for the first Steklov–
Dirichlet eigenvalue on eccentric annuli in two and three dimensions by using bipolar and bi-
spherical coordinates, respectively. Numerical results show that σt1 is monotone decreasing as t
increases.
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The remainder of this paper is organized as follows. In section 2, we provide the variational
characterization for the first Steklov–Dirichlet eigenvalue. Section 3 is devoted to deriving the
integral formula for the shape derivative of the first eigenvalue, after showing its differentiability.
In section 4, we introduce bipolar coordinates for planar domains and obtain series expansions
for the first eigenvalue and eigenfunction. We then investigate analytic properties of the first
eigenvalue and eigenfunction in section 5. In section 6, we provide numerical evidence for the
monotonicity of the first eigenvalue for both two and three dimensions. We finish with the
conclusion in section 7.
2 Variational characterization
We first explain the variational characterization of the first Steklov–Dirichlet eigenvalue for a
domain in a Riemannian manifold. Let Mn be a Riemannian manifold of dimension n ≥ 2 and
Ω ⊂M a bounded domain with smooth boundary ∂Ω. Let ∂Ω = C1 ∪C2, where C1 and C2 are
disjoint components of ∂Ω. The Steklov–Dirichlet eigenvalue problem on Ω is to find σ ∈ R for
which there exists a non-trivial solution u ∈ C∞(M) satisfying
∆u = 0 in Ω,
u = 0 on C1,
∂u
∂ν
= σu on C2,
(2.1)
where ν is the outward unit normal vector along C2. When C1 = φ and C2 is connected, (2.1)
becomes the classical Steklov eigenvalue problem (see [42]).
The Steklov–Dirichlet eigenvalue problem (2.1) is equivalent to the eigenvalue problem of
the Dirichlet-to-Neumann operator
L : C∞(C2) −→ C∞(C2) (2.2)
uˆ 7−→ ∂u
∂ν
∣∣∣
C2
,
where u is the extension of uˆ satisfying
∆u = 0 in Ω,
u = 0 on C1,
u = uˆ on C2.
The operator L is positive-definite, self-adjoint with respect to the L2 inner-product and has a
discrete spectrum (see, for example, [1])
0 < σ1(Ω) ≤ σ2(Ω) ≤ · · · → ∞,
provided that C1 6= φ. We call σk(Ω) the kth (Steklov–Dirichlet) eigenvalue. We call the corre-
sponding uˆ and its harmonic extension u the kth eigenfunction.
The first eigenvalue σ1(Ω) admits the variational chracterization (see, for example, [10]):
σ1(Ω) = inf

∫
Ω
|∇v|2 dx∫
C2
v2 dS
∣∣∣∣∣∣∣∣ v ∈ H
1(Ω) \ {0} and v = 0 on C1
 . (2.3)
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2.1 Characterization of the first eigenvalue σt1 on eccentric annuli
We now go back to the problem (1.5). We remind that
σt1 = σ1(B2 \Bt1)
with C1 = ∂B
t
1 and C2 = ∂B2. It admits the normalized eigenfunction u
t
1 ∈ H1(B2 \ Bt1)
satisfying
ut1 ≥ 0 in B2 \Bt1, (2.4)∫
∂B2
(
ut1
)2
dS = 1. (2.5)
The positiveness (2.4) is supported by the following lemma.
Lemma 2.1. The first eigenfunction ut1 does not change the sign in B2 \ Bt1. Furthermore, σt1
is simple.
Proof. Suppose ut1 has both positive and negative values. Let (u
t
1)
+ = max(ut1, 0) and (u
t
1)
− =
max(−ut1, 0). Then, from the smoothness of ut1, we have (ut1)+, (ut1)− ∈ H1(Ω) \ {0} and∫
B2\Bt1
∣∣∇ut1∣∣2 dx = ∫
B2\Bt1
∣∣∇(ut1)+∣∣2 dx+ ∫
B2\Bt1
∣∣∇(ut1)−∣∣2 dx,∫
∂B2
(
ut1
)2
dS =
∫
∂B2
(
(ut1)
+
)2
dS +
∫
∂B2
(
(ut1)
−)2 dS.
Since ut1 is the first eigenfunction, the variational characterization (2.3) implies
σt1 =
∫
B2\Bt1
∣∣∇ut1∣∣2 dx∫
∂B2
(
ut1
)2
dS
≥ min

∫
B2\Bt1
∣∣∇(ut1)+∣∣2 dx∫
∂B2
(
(ut1)
+
)2
dS
,
∫
B2\Bt1
∣∣∇(ut1)−∣∣2 dx∫
∂B2
(
(ut1)
−)2 dS
 ≥ σt1.
Therefore, (ut1)
+ or (ut1)
− is also the first eigenfunction from the variational characterization (2.3)
and, thus, satisfies (1.5). Both (ut1)
+ and (ut1)
− are positive in some open subset of B2 \Bt1 from
the assumption on ut1 and, consequently, they are zero in some open subset. It contradicts, in view
of the maximum principle, that (ut1)
+ or (ut1)
− satisfies (1.5). Therefore the first eigenfunction
ut1 is not sign-changing. Then a function orthogonal to u
t
1 is sign-changing, so it cannot be the
first eigenfunction. It implies σt1 is simple. 
We can identify the two function spaces{
u ∈ H1(B2 \Bt1)
∣∣∣u = 0 on ∂Bt1} and H1B¯t1(B2), (2.6)
where
H1A(Ω) :=
{
u ∈ H1(Ω) ∣∣u = 0 in A}
for a subset A ⊂ Ω. Hence, we can regard ut1 as a function in H1B¯t1(B2) ⊂ H
1(B2) and σ
t
1 also
admits the following variational characterization:
σt1 = inf

∫
B2
|∇v|2 dx∫
∂B2
v2 dS
∣∣∣∣∣∣∣∣ v ∈ H
1
B¯t1
(B2) \ {0}
 . (2.7)
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2.2 Upper bound of σt1
We obtain an upper bound of the first eigenvalue by using the variational formulation.
Theorem 2.2 (Upper bound in two dimensions). Let Bt1 and B2 be the two eccentric balls in
R2 given by (1.4). For any t ∈ [0, r2 − r1), it holds that
σt1 ≤
pi(r22 − r21)
2pir2(r
2
2 + r
2
1 + t
2)− 4r1r2
∫ pi
0
√
r22 − 2r2t cosϕ+ t2 dϕ
. (2.8)
Proof. We take a test function v as
v(x) =
∣∣x− (t, 0)∣∣− r1. (2.9)
As Bt1 is centered at (t, 0) with radius r1, v is zero on ∂B
t
1. Figure 2.1 compares the level curves
of v and the first eigenfunction. We have∫
B2\Bt1
|∇v|2 dx =
∫
B2\Bt1
1 dx = pi(r22 − r21). (2.10)
By parameterizing ∂B2 as (r2 cosϕ, r2 sinϕ), −pi ≤ ϕ < pi, it follows that
v
∣∣
∂B2
=
√
r22 − 2r2t cosϕ+ t2 − r1
and ∫
∂B2
v2 dS = 2pir2(r
2
2 + r
2
1 + t
2)− 4r1r2
∫ pi
0
√
r22 − 2r2t cosϕ+ t2 dϕ.
From (2.7), we prove the theorem. 
Since the integrand
√
r22 − 2r2t cosϕ+ t2 in (2.8) is monotone increasing in ϕ, we have for
any N ∈ N, ∫ pi
0
√
r22 − 2r2t cosϕ+ t2 dϕ ≤
pi
N
N∑
n=1
√
r22 − 2r2t cos
npi
N
+ t2.
In particular, by letting N = 100 and applying Theorem 2.2, we obtain
σt1 ≤M(t) :=
pi(r22 − r21)
2pir2(r
2
2 + r
2
1 + t
2)− 4r1r2 pi
100
100∑
n=1
√
r22 − 2r2t cos
npi
100
+ t2
. (2.11)
We will use this upper bound later in subsection 5.4.
3 Differentiability of the first eigenvalue and its shape derivative
In this section, we prove Theorems 1.1, 1.2 by using the variational characterization.
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(a) Test function (b) First eigenfunction
Figure 2.1: Level curves of the test function given in (2.9) and the numerically computed first
eigenfunction for an eccentric annulus with r1 = 1, r2 = 4, t = 2.
3.1 Proof of Theorem 1.1 (differentiability of σt1 and u
t
1)
The outline of the proof follows an argument of [17].
For t0 ∈ [0, r2 − r1) and s > 0 satisfying t0 + s < r2 − r1, we consider the first eigenfunction
σt0+s1 and its associated normalized eigenfunction u
t0+s
1 of the eigenvalue problem (1.5) (see
also (2.4) and (2.5)). Then, the following weak formulation holds using the function spaces
identification (2.6):∫
B2
∇ut0+s1 · ∇ϕdx = σt0+s1
∫
∂B2
ut0+s1 ϕdS for all ϕ ∈ H1B¯t0+s1 (B2). (3.1)
Let V : B2 → Rn be a variation field on B2 generated by the moving of Bt01 to e1-direction
fixing ∂B2. In particular, V is a smooth vector field satisfying
V = e1 on B
t0
1 and supp(V ) ⊂ B2.
We now define a map Φ : (−r2 + r1 − t0, r2 − r1 − t0)×B2 → Rn by
Φ(s, x) = x+ sV (x).
Clearly, it holds that Φ(s,B2) = B2 and u
t0+s
1 ◦ Φ(s, ·) ∈ H1B¯t01 . Since
DΦ(0, ·) = Id, (3.2)
there is a neighborhood U1 of 0 in R such that Φ(s, ·) is a diffeomorphism of B2. By the change
of variables formula and the chain rule, (3.1) becomes∫
B2
(
∇ (ut0+s1 ◦ Φ(s, ·)) (DΦ(s, ·))−1 ) · (∇ (ϕ ◦ Φ(s, ·)) (DΦ(s, ·))−1 ) |DΦ(s, ·)| dx
=σt0+s1
∫
∂B2
(
ut0+s1 ◦ Φ(s, ·)
)
(ϕ ◦ Φ(s, ·)) dS, (3.3)
and (2.5) becomes ∫
∂B2
(
ut0+s1 ◦ Φ(s, ·)
)2
dS = 1. (3.4)
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We denote
(
H1
B¯
t0
1
(B2)
)′
the dual space of H1
B¯
t0
1
(B2) and 〈·, ·〉 the dual pairing between(
H1
B¯
t0
1
(B2)
)′
and H1
B¯
t0
1
(B2). We then define
f = (f1, f2) : U1 ×H1B¯t01 (B2)× R→
(
H1
B¯
t0
1
(B2)
)′ × R
by
〈f1(s, v, σ), ψ〉 =
∫
B2
(
(∇v) (DΦ(s, ·))−1 ) · ((∇ψ)(DΦ(s, ·))−1) |DΦ(s, ·)| dx− σ ∫
∂B2
vψ dS,
f2(s, v, σ) =
∫
∂B2
v2 dS − 1
for all ψ ∈ H1
B¯
t0
1
(B2). Clearly, f is C
1 near (0, ut01 , σ
t0
1 ). In addition, we set
g :U1 → H1B¯t01 (B2)× R
s 7−→ (ut0+s1 ◦ Φ(s, ·), σt0+s1 ) .
Then, equations (3.3) and (3.4) imply
f(s, g(s)) = 0 for all s ∈ U1.
If we show
∂f
∂(v, σ)
∣∣∣
(0,u
t0
1 ,σ
t0
1 )
: H1
B¯
t0
1
(B2)× R −→
(
H1
B¯
t0
1
(B2)
)′ × R (3.5)
is an isomorphism, then g is C1 by the implicit function theorem (see, for instance, [43, Theorem
4.B]) and Theorem 1.1 is proved.
In the remaining of the proof, we show that (3.5) is an isomorphism. That is, for any (h, λ) ∈(
H1
B¯
t0
1
(B2)
)′ × R, we will find a unique element (w, µ) ∈ H1
B¯
t0
1
(B2)× R such that
〈h, ψ〉 =
〈
∂f1
∂(v, σ)
∣∣∣
(0,u
t0
1 ,σ
t0
1 )
(w, µ), ψ
〉
for all ψ ∈ H1
B¯
t0
1
(B2), (3.6)
λ =
∂f2
∂(v, σ)
∣∣∣
(0,u
t0
1 ,σ
t0
1 )
(w, µ), (3.7)
where, from (3.2) and the definition of f , the right-hand sides are〈
∂f1
∂(v, σ)
∣∣∣
(0,u
t0
1 ,σ
t0
1 )
(w, µ), ψ
〉
=
∫
B2
∇w · ∇ψ dx−
∫
∂B2
(
σt01 w + µu
t0
1
)
ψ dS, (3.8)
∂f2
∂(v, σ)
∣∣∣
(0,u
t0
1 ,σ
t0
1 )
(w, µ) = 2
∫
∂B2
ut01 w dS. (3.9)
We define two linear maps S1, S2 : H
1
B¯
t0
1
(B2) −→
(
H1
B¯
t0
1
(B2)
)′
by
〈S1(v), ψ〉 =
∫
∂B2
vψ dS,
〈S2(v), ψ〉 =
∫
B2
vψ dx for v, ψ ∈ H1
B¯
t0
1
(B2).
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In fact, S1 is the composition of the following three mappings:
H1
B¯
t0
1
(B2) ⊂⊂ L2(∂B2) isometry−→ (L2(∂B2))′ ⊂⊂ (H1B¯t01 (B2))
′,
where (L2(∂B2))
′ is the dual space of L2(∂B2). The first inclusion is compact from the compact
embedding H1(B2) ⊂⊂ L2(∂B2) (see, e.g., [29, Theorem 2.31, 2.33] or [35, Theorem 1.2 in
Chapter 1]). Furthermore, the Schauder theorem (see, e.g., [11, Theorem 6.4]) implies that the
third map is compact and, thus, S1 is compact. Similarly, S2 is compact.
Now, we go back to equation (3.6), which, in view of (3.8), can be rewritten as
〈h, ψ〉 = (w,ψ)− 〈(σt01 S1 + S2)(w), ψ〉− 〈µS1(ut01 ), ψ〉 ,
where (w,ψ) is the inner product in H1
B
t0
1
(B2). In other words,
(w,ψ)− 〈(σt01 S1 + S2)(w), ψ〉 = 〈h, ψ〉+ 〈µS1(ut01 ), ψ〉 . (3.10)
We can regard h, (σt01 S1 +S2)(w) and S1(u
t0
1 ), that are elements in the dual space of H
1
B¯
t0
1
(B2),
as functions in H1
B¯
t0
1
(B2). Since σ
t0
1 S1 +S2 is compact and self-adjoint, there is a unique solution
w to (3.10) up to kernel
(
Id− (σt01 S1 + S2)
)
= span(ut01 ) if and only if
h+ µS1(u
t0
1 ) ⊥ ut01 , (3.11)
by the Fredholm alternative (see, e.g., [40, Corollary 8.1]). Because of
〈
S1(u
t0
1 ), u
t0
1
〉 6= 0, we
can uniquely find µ satisfying (3.11). Furthermore, equation (3.10) with (3.7) and (3.9) uniquely
determine w. Therefore, (3.5) is an isomorphism and it finishes the proof. 
In the following subsection, we calculate the derivative of σt1 with respect to t.
3.2 Proof of Theorem 1.2 (shape derivative of σt1)
We use the same notation of V,Φ as in the proof of Theorem 1.1.
For x ∈ ∂Bt01 , we have
0 =
d
ds
∣∣∣∣
s=0
(
ut0+s(Φ(s, x))
)
= (ut01 )
′(x) + (∇ut01 · e1)
= (ut01 )
′(x) +
∂ut01
∂νt0
(νt0 · e1).
Hence, it follows that ∆(u
t0
1 )
′ = 0 in B2 \Bt01
(ut01 )
′ = −∂u
t0
1
∂νt0
(νt0 · e1) on ∂Bt01
We then obtain by using the Robin boundary condition on ∂B2 and (2.5) that∫
∂(B2\Bt01 )
∂ut01
∂νt0
(ut01 )
′ dS =
∫
∂B
t0
1
∂ut01
∂νt0
(ut01 )
′ dS + σt01
∫
∂B2
ut01 (u
t0
1 )
′ dS
=−
∫
∂B
t0
1
(
∂ut01
∂νt0
)2
(νt0 · e1) dS. (3.12)
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On the other hand, for y ∈ ∂B2, we have
∂ut0+s1
∂ν
(y) = σt0+s1 u
t0+s
1 (y) and Φ(s, y) = y,
which implies
∂(ut01 )
′
∂ν
(y) = (σt01 )
′ut01 (y) + σ
t0
1 (u
t0
1 )
′(y).
Then, from the vanishing boundary condition on ∂B1 and (2.5), we arrive∫
∂(B2\Bt01 )
ut01
∂(ut01 )
′
∂νt0
dS =
∫
∂B2
ut01
∂(ut01 )
′
∂νt0
dS = (σt01 )
′. (3.13)
Using equations (3.12), (3.13) and Green’s identity∫
∂(B2\Bt01 )
ut01
∂(ut01 )
′
∂νt0
dS =
∫
∂(B2\Bt01 )
∂ut01
∂νt0
(ut01 )
′ dS,
we obtain the desired identity (1.6). 
4 The first Steklov–Dirichlet eigenfunction in two dimensions
in bipolar coordinates
In sections 4 and 5, we deal with the first Steklov–Dirichlet eigenfunction on eccentric annuli
in two dimensions. We use the bipolar coordinate system because of its convenience in solving
the Laplace problem subject to boundary conditions on two circular interfaces. It is worth
mentioning that the electric field concentration in composite materials has been successfully
analyzed using bipolar or bisperical coordinates in [4, 23, 26, 32].
Later, in section 6, we numerically validate the monotonicity of σt1 in t for both two and
three dimensions by using the series expansion of the first eigenfunction in bipolar and bispherical
coordinates, respectively.
4.1 Bipolar coordinates
For x = (x1, x2) in Cartesian coordinates, we define bipolar coordinates (ξ, θ) ∈ R× (−pi, pi] via
the relation
(x, y) =
(
α sinh ξ
cosh ξ + cos θ
,
α sin θ
cosh ξ + cos θ
)
(4.1)
with the poles located at (±α, 0), where α > 0 will be defined later depending on the parameter
t. We write x = x(ξ, θ) to indicate its dependence on (ξ, θ), if necessary. The scale factors for
the parameters ξ and θ coincide, given by
hξ = hθ =
α
cosh ξ + cos θ
. (4.2)
The coordinate level curves x(ξ, ·) and x(·, θ) define a curvilinear orthogonal frame in R2. The
ξ-level curves of positive values are circles in the right half-plane, and the limiting cases ξ = ±∞
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Bt1
B2
x
y
O
ξ = ξ1
ξ = ξ2
Figure 4.1: ξ-level curves (thick) and θ-level curves (dashed) of the bipolar coordinate system.
We rotate and translate the original annulus (Figure 1.1) such that ∂Bt1 and ∂B2 become ξ-level
curves of some positive values (0 < ξ2 < ξ1).
corresponds the poles (x1, x2) = (±α, 0). The general form of the harmonic function in bipolar
coordinates, by the method of separation of variables, is
u(x) = a0 + b0ξ +
∞∑
n=1
(
(ane
nξ + bne
−nξ) cos(nθ) + (cnenξ + dne−nξ) sin(nθ)
)
, (4.3)
where an, bn, cn and dn are constant coefficients. For a fixed ξ˜ > 0, the unit normal vector at
x(ξ˜, θ) to the circle ξ = ξ˜, outward with respect to the center of the circle, is
νξ˜ =
(
−1 + cosh ξ˜ cos θ
cosh ξ˜ + cos θ
,
sinh ξ˜ sin θ
cosh ξ˜ + cos θ
)
and
∂u
∂νξ˜
= −cosh ξ˜ + cos θ
α
∂u
∂ξ
∣∣∣
ξ=ξ˜
. (4.4)
A rigid motion on a domain does not change its Steklov–Dirichlet eigenvalues. We rotate
and translate the annulus Ω (see Figure 1.1) and choose an appropriate α > 0 such that the
inner and outer boundaries of the annulus become ξ-level curves of some positive values, namely,
ξ1 and ξ2, respectively (see Figure 4.1). Again, we call the inner disk, the outer disk and the
annulus as Bt1, B2 and Ω, respectively. They now satisfy
Bt1 = t0e1 +B(−te1, r1), B2 = t0e1 +B(0, r2) for some t0 > 0. (4.5)
One can find that (see [4, 26] for the derivation)
α =
√
(r2 − r1 − t)(r2 − r1 + t)(r2 + r1 − t)(r2 + r1 + t)
2t
(4.6)
and
ξj = ln
 α
rj
+
√(
α
rj
)2
+ 1
 , j = 1, 2. (4.7)
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We note that 0 < ξ2 < ξ1 and that the interior of Ω corresponds the rectangular region ξ1 <
ξ < ξ2. For later use, we denote ε the distance between the inner and outer boundaries of Ω. In
other words,
ε := r2 − r1 − t.
If the two boundaries of Ω are close to each other (i.e., ε is small), we have (see [26])
α = r∗
√
ε+O(ε
√
ε), (4.8)
ξj =
r∗
rj
√
ε+O(ε
√
ε), j = 1, 2, (4.9)
with r∗ =
√
2r1r2
r2−r1 .
4.2 Series expansion of the first eigenfunction
We can analytically extend ut1 across the boundary circles C1 and C2 on which the zero Dirichlet
condition and the Robin boundary condition are assigned, respectively. We remind the reader
that ut1 does not have a sign change in Ω = B2 \ Bt1 and σ1 is simple (see Lemma 2.1). The
eigenfunction admits the expansion
ut1(x) = a0 + b0ξ +
∞∑
n=1
(
ane
nξ + bne
−nξ
)
cos(nθ) (4.10)
for some constant coefficients an and bn. Indeed, since Ω is symmetric with respect to x1-axis,
ut1(x1,−x2) is also an eigenfunction corresponding to σt1. It therefore holds that
ut1(x1,−x2) = Cut1(x1, x2)
for some constant C. Evaluating both sides on x2 = 0 (where u
t
1(x1, x2) and u
t
1(x1,−x2) coincide
and are non-zero from Lemma 2.1), we have C = 1. In other words, ut1(x1, x2) is an even function
with respect to x2-variable and, therefore, it is even with respect to θ. Hence, in view of the
general solution (4.3), we obtain (4.10). In fact, the only unknowns are an because of the following
relation from vanishing condition on ∂Bt1 (or, ξ = ξ1): a0 + b0ξ1 = 0,anenξ1 + bne−nξ1 = 0 for all n ≥ 1. (4.11)
Notation 4.1. For notational simplicity, we define
An(t) = nane
nξ1 , (4.12)
A˜n(t) = nane
nξ1 cosh(n(ξ1 − ξ2)), (4.13)
Fn(t) =
A˜n+1
A˜n
, (4.14)
Tn(t) = 2 cosh ξ2 − 2ασ
t
1
n
tanh(n(ξ1 − ξ2)) for each n ≥ 1. (4.15)
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Lemma 4.1. Let σt1 and u
t
1 be the Steklov–Dirichlet eigenfunction and the associated eigenfunc-
tion on Ω = B2 \Bt1. Then, we have
ut1(x) = a0 −
a0
ξ1
ξ −
∞∑
n=1
2
n
An sinh(n(ξ1 − ξ)) cos(nθ), (4.16)
∂ut1
∂ξ
∣∣∣∣
ξ=ξ2
= −a0
ξ1
+
∞∑
n=1
2A˜n cosnθ (4.17)
and
d
dt
σt1 =
2pi
α
(
− a
2
0
ξ21
+
2a0
ξ1
A1 cosh ξ1 − 2
∞∑
n=1
(
A2n +AnAn+1 cosh ξ1
))
. (4.18)
Proof. Using (4.10) and (4.11), ut1(x) is expressed as (4.16). It then follows (4.17). From (1.6),
(4.2) and (4.4), we have
d
dt
σt1 = −
∫
∂Bt1
(
− ∂u
t
1
∂νξ1
)2
(−νξ1 · e1) dS
= − 1
α
∫ pi
−pi
(
∂ut1
∂ξ
∣∣∣
ξ=ξ1
)2
(1 + cosh ξ1 cos θ) dθ.

Lemma 4.2. We can express the coefficients A˜n, and so does an and An, in terms of r1, r2, t, σ
t
1
by the recursive relation:
A˜1 = a0
cosh ξ2
ξ1
− αa0σt1
(
1− ξ2
ξ1
)
,
A˜2 =
a0
ξ1
+ 2ασt1A˜1 tanh(ξ1 − ξ2)− 2A˜1 cosh ξ2,
A˜n+2 = −A˜n+1Tn+1 − A˜n, n ≥ 1.
(4.19)
The constant term a0 is determined from the nomalization condition (2.5). We remark that for
other eigenvalues σ, the formulas (4.10) and (4.19) also holds with σ instead of σt1.
Proof. On ∂B2, it holds from the Robin boundary condition and (4.4) that
σt1u
t
1
∣∣
ξ=ξ2
=
∂ut1
∂ν
∣∣∣
ξ=ξ2
= −cosh ξ2 + cos θ
α
∂ut1
∂ξ
∣∣∣
ξ=ξ2
.
From (4.10) and (4.11), we have
∂ut1
∂ξ
∣∣∣
ξ=ξ2
= b0 +
∞∑
n=1
(
nane
nξ2 − nbne−nξ2
)
cos(nθ) = −a0
ξ1
+
∞∑
n=1
2 A˜n cos(nθ) (4.20)
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and, hence,
− (cosh ξ2 + cos θ) ∂u
t
1
∂ξ
∣∣∣
ξ=ξ2
=
a0 cosh ξ2
ξ1
+
a0 cos θ
ξ1
−
∞∑
n=1
(
2 A˜n cosh ξ2 cos(nθ) + A˜n cos(n− 1)θ + A˜n cos(n+ 1)θ
)
(4.21)
=
a0 cosh ξ2
ξ1
− A˜1 +
(a0
ξ1
− 2 A˜1 cosh ξ2 − A˜2
)
cos θ −
∞∑
n=2
(
A˜n−1 + 2 A˜n cosh ξ2 + A˜n+1
)
cos(nθ).
(4.22)
On the other hand, it holds that
σt1u
t
1
∣∣
ξ=ξ2
= a0σ
t
1
(
1− ξ2
ξ1
)
− 2σt1A˜1 tanh(ξ1 − ξ2) cos θ −
∞∑
n=2
2σt1A˜n
n
tanh(n(ξ1 − ξ2)) cos(nθ).
We obtain the desired relations by comparing the Fourier coefficients of the two series above. 
4.3 Limit behavior of the ratio of consecutive coefficients A˜n (i.e., Fn)
From (4.19), it holds that
Fn = −Tn − 1
Fn−1
for all n ≥ 2 such that an 6= 0. (4.23)
Note that Tn is not defined by an but is explicitly defined in terms of elementary functions.
We first show some basic behaviors of Tn and an for sufficiently large n. We then analyze the
convergence of Fn, in the aim of understanding the limit behavior of A˜n (or, an) as n goes to
infinity. To state the result, we define some terminologies:
• For fixed t and Tn > 2 (i.e., n ≥ n0), the system of two equations x2 = −Tn− 1x1 , x2 = x1
has the two intersections (Ln, Ln) and (Un, Un) with (see the left graph in Figure 4.2)
Ln =
−Tn −
√
T 2n − 4
2
, Un =
−Tn +
√
T 2n − 4
2
. (4.24)
• For the limiting case, the graphs of x2 = −T∞ − 1x1 , x2 = x1 has the two intersections
(L∞, L∞) and (U∞, U∞) with
L∞ = −eξ2 , U∞ = −e−ξ2 .
One can derive these values from (4.24) with Tn replaced by T∞. It holds (see the right
graph in Figure 4.2) that for all n ≥ n0,
L∞ < Ln+1 < Ln < Un < Un+1 < U∞ < 0. (4.25)
• For the case Tn ≤ 2 (i.e., n ≤ n0 − 1), we define Ln = Un = −1.
16
x2
x1
−Tn
x2 = −Tn − 1x1
LnUn
x2 = x1
x2 = −Tn − 1/x1
x2 = −Tn+1 − 1/x1
x2 = −T∞ − 1/x1
LnLn+1L∞ Un Un+1U∞
x2 = x1
Figure 4.2: The graph of (x1, x2) = (x1,−Tn− 1x1 ) (left), and illustration for Ln+1 < Ln < Un <
Un+1 (right).
Lemma 4.3. For t arbitrary fixed in [0, r2 − r1).
(a) We can choose a natural number n0 = n0(t) ≥ 2 such that
Tn(t) > 2 for all n ≥ n0. (4.26)
(b) If (4.26) holds, then an(t) > 0 for all n ≥ n0.
Lemma 4.4. Fix t in [0, r2− r1). Let n0 ∈ N satisfy the properties in Lemma 4.3. We have two
alternatives for the limit of Fn:
lim
n→∞Fn =
{
U∞ if Un+1 < Fn < U∞ for all n ≥ n0,
L∞ otherwise.
(4.27)
We remind the reader that L∞ = −eξ2 and U∞ = −e−ξ2.
The proofs of Lemmas 4.3, 4.4 are provided in subsection 4.4.
4.4 Proofs of Lemmas 4.3, 4.4 and Theorem 1.3
Proof of Lemma 4.3 For all t fixed in [0, r2 − r1), Tn(t) is monotone increasing to T∞(t) :=
2 cosh ξ2 > 2 as n→∞. Hence, we can choose n0 such that (4.26) holds. Hence, we have (a).
Note that a0 + b0ξ can satisfy (1.5) with σ > 0 only when a0 = b0. Hence, an is nonzero for
some n ≥ 1. It implies that any two consecutive coefficients an and an+1 cannot be both zero
due to the recursive relation (4.19).
Suppose that an = 0 (i.e., A˜n = 0) for some n ≥ n0. Then, we have an+1 6= 0 (i.e., A˜n+1 6= 0).
From (4.19) and (a), it holds that |A˜n+2| > |A˜n+1|. We also have |A˜n+3| > 2|A˜n+2| − |A˜n+1| >
|A˜n+2|. Inductively, it holds that |A˜n+j+1| > |A˜n+j | for all j ≥ 0. it contradicts the fact that the
series (4.20) is convergent. Hence, we have (b). 
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Proof of Lemma 4.4 We prove the lemma by case-by-case discussions. For only Case 2-2,
Fn converges to U∞. First, we consider the cases satisfying Fn0 < Un0+1 (Case 1). Secondly, we
consider the cases satisfying Un0+1 < Fn0 (Case 2).
Case 1-1 (Fn0 < Ln0+1 and Fn < Ln+1 also for all n > n0). We have, for each n ≥ n0,
Ln = −Tn − 1
Ln
at x1 = Ln,
x1 < −Tn − 1
x1
, for x1 < Ln,
Ln < −Tn − 1
x1
< x1 for Ln < x1 < Un.
(4.28)
From (4.23) and (4.28), Fn has a monotone increasing property:
Fn+1 = −Tn+1 − 1
Fn
> Fn for all n ≥ n0. (4.29)
On the other hand, as Ln is monotone decreasing to L∞ and Fn < Ln+1, Fn is bounded. Hence,
Fn is convergent and its limit is bounded above by L∞.
We actually have
lim
n→∞Fn = L∞.
If not, then F∞ := limn Fn < L∞. It implies that F∞ < −T∞− 1F∞ . We denote by δ the difference
between the two sides, i.e., δ = −T∞ − 1F∞ − F∞ > 0. As Fn is negative and convergence, so is
its reciprocal. We can take an arbitrarily large n such that
∣∣∣ 1Fn − 1F∞ ∣∣∣ < δ2 . We refer the reader
that Tn is monotone decreasing to T∞. Hence, it follows that and obtain
Fn+1 = −Tn+1 − 1
Fn
> −T∞ − 1
Fn
> −T∞ − 1
F∞
− δ
2
= F∞ +
δ
2
(4.30)
It contracts the fact that Fn converges to F∞.
Case 1-2 (Fn0 < Ln0+1, but Fn ≥ Ln+1 for some n > n0). Let n1 be the smallest integer
satisfying that n1 > n0 and Fn1 ≥ Ln1+1. Then, it holds that Fn1−1 < Ln1 and, by also using
(4.25), that
Fn1 = −Tn1 −
1
Fn1−1
< −Tn1 −
1
Ln1
= Ln1 < Un1 < Un1+1.
Hence, Ln1+1 ≤ Fn1 < Un1+1. This case reduces to either Case 1-3 or Case 1-4.
Case 1-3 (Fn0 = Ln0+1 or Fn0 = Un0+1). We have from (4.25) and the definition of Ln0+1 or
Un0+1 that
Ln0+2 < Fn0+1 = Fn0 < Un0+2.
This case reduces to Case 1-4.
Case 1-4 (Ln0+1 < Fn0 < Un0+1). One can easily find from (4.25) and (4.28) that
Ln0+2 < Ln0+1 < Fn0+1 = −Tn0+1 −
1
Fn0
< Fn0 < Un0+1 < Un0+2.
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Inductively, it holds that Ln+1 < Fn < Un+1 and Fn+1 < Fn for all n ≥ n0. Hence, Fn is
convergent and its limit is bounded below by L∞ and strictly smaller than U∞. We prove that
the limit equals to L∞ by a similar procedure similar to that used in Case 1-1.
If F∞ := limn Fn > L∞, then F∞ > −T∞ − 1F∞ . Let
δ := F∞ + T∞ +
1
F∞
> 0.
We can take an arbitrarily large n such that
∣∣∣ 1Fn − 1F∞ ∣∣∣ < δ4 and |Tn − T∞| < δ4 . Then
Fn+1 = −Tn+1 − 1
Fn
< −T∞ − 1
F∞
+
δ
2
= F∞ − δ + δ
2
< F∞. (4.31)
As Fn is monotone decreasing, Fn cannot converge to F∞, a contradiction.
Cases 2-1 (Un0+1 < Fn0 and Fn1 ≤ Un1+1 for some n1 > n0)). This case reduces to the previous
cases by taking n1 instead of n0.
Cases 2-2 (Un+1 < Fn < U∞ for all n ≥ n0). Since Un+1 converges to U∞, so Fn also converges
to U∞.
Cases 2-3 (U∞ < Fn for some n ≥ n0 and Fn ≤ 0 for all n ≥ n0). As Un+1 < U∞ < Fn, it
holds that
Fn+1 = −Tn+1 − 1
Fn
> Fn for all n ≥ n0.
In other words, Fn is increasing. As it is further assumed to be negative, Fn converges, namely to
F∞ ≤ 0. As Fn is a bounded sequence, Fn cannot be very close to zero in view of (4.23). Hence,
F∞ < 0. Furthermore, from the case assumption, we have U∞ < F∞ and, thus, −T∞− 1F∞ > F∞.
Now, let
δ := −T∞ − 1
F∞
− F∞ > 0.
For arbitrary sufficiently large n, we have |T∞ − Tn| < δ4 and
∣∣∣ 1Fn − 1F∞ ∣∣∣ < δ4 . Then, it follows
that
Fn+1 = −Tn+1 − 1
Fn
> −T∞ − 1
F∞
− δ
2
> F∞. (4.32)
As Fn is monotone increasing, Fn cannot converge to F∞, a contradiction.
Cases 2-4 (0 < Fn for some n ≥ n0). We have Fn+1 < −Tn+1 < Ln+1. This case reduces to
Case 1-1 or Case 1-2.

Proof of Theorem 1.3 We can analytically extend ut1 across C2. Hence, the right-hand side
of (4.16) converges at ξ = ξ2 and, thus,
1 ≥ lim sup
n→∞
∣∣∣∣An+1 sinh((n+ 1)(ξ1 − ξ2))An sinh(n(ξ1 − ξ2))
∣∣∣∣
= lim sup
n→∞
An+1 cosh((n+ 1)(ξ1 − ξ2))
An cosh(n(ξ1 − ξ2))
= lim sup
n→∞
|Fn|.
19
Here, we used the fact that ξ1−ξ2 is nonzero and independent of n. Therefore, one can eliminate
−eξ1 from the two alternatives of the limit of Fn. From the case study in the proof of Lemma
4.4, the theorem follows. 
5 Asymptotic behavior of the first eigenvalue and eigenfunction
for small distance between the two boundaries of the annulus
In this section, we assume that the distance between the two boundaries of the annulus Ω is
small, i.e.,
ε = r2 − r1 − t 1.
Then, α and ξj are O(
√
ε) and admit the asymptotics in (4.8) and (4.9). Note that σt1 is uniformly
bounded independently of t as it is positive for all t and attains a maximum at t0.
5.1 Asymptotic behavior of Tn and Un
From Lemma 4.2, we have
A˜1 = a0
(
1
ξ1
+O(
√
ε)
)
, A˜2 = a0
(
− 1
ξ1
+O(
√
ε)
)
. (5.1)
It then follows that
F1(t) =
A˜2
A˜1
= −1 +O(ε). (5.2)
We also obtain
T2(t) = 2 cosh ξ2 − 2ασ
t
1
2
tanh(2(ξ1 − ξ2))
= 2 cosh ξ2 − 2ασt1(ξ1 − ξ2)
tanh(2(ξ1 − ξ2))
2(ξ1 − ξ2)
= 2 + ξ22 +O(ε
2)− 2ασt1(ξ1 − ξ2) +O(ε2)
= 2 +
2r1
r2(r2 − r1)ε− 4σ
t
1ε+O(ε
2) (5.3)
from the definition of Tn, (4.15), and the fact that
tanh s
s = 1 + O(s
2) and tanh ss ≤ 1 for s ≥ 0.
For general n we have the following.
Lemma 5.1. For some ε0 = ε0(r1, r2) > 0, it holds for all ε < ε0 and n ∈ N that
Tn(t) = 2 +
2r1
r2(r2 − r1)Rn(t)ε+O(ε
2), (5.4)
Un(t) = −e−
√
R+n (t) ξ2 +O(ε) (5.5)
with
Rn(t) = 1− σt1
2r2(r2 − r1)
r1
tanh(n(ξ1 − ξ2))
n(ξ1 − ξ2) , (5.6)
where O() and O(ε2) are uniform in n and a+ := max(a, 0) for a ∈ R.
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Proof. We have the uniform boundedness for Rn(t) thanks to | tanh ss | ≤ 1 and σt1 ≤ σ01; the
maximality of σt1 at t = 0 was verified in [41, 20]. In other words, there exist a positive constant
C independent of ε and n such that
|Rn(t)| ≤ C for all ε > 0, n ∈ N. (5.7)
We then estimate
Tn(t) = 2 cosh ξ2 − 2α(ξ1 − ξ2)σt1
tanh(n(ξ1 − ξ2))
n(ξ1 − ξ2)
= 2 + ξ22 +O(ε
2)− 2α(ξ1 − ξ2)σt1
tanh(n(ξ1 − ξ2))
n(ξ1 − ξ2) (5.8)
= 2 +
2r1
r2(r2 − r1)ε
(
1− σt1
2r2(r2 − r1)
r1
tanh(n(ξ1 − ξ2))
n(ξ1 − ξ2)
)
+O(ε2). (5.9)
Here, O(ε2) follows from 2 cosh ξ2−2−ξ22 , so it is uniform in n. It proves (5.4). In the remaining,
we prove (5.5).
If Tn(t) ≤ 2, then Un(t) = 1 by the definition and R+n (t) = O(ε). Hence, we have (5.5) for
this case.
If Tn(t) > 2 and Rn(t) < 0, then 2 < Tn(t) ≤ 2 + O(ε2) and R+n (t) = 0. Hence, we have
Un(t) = −1 +O(ε) from the definition of Un (4.24) and, thus, (5.5) holds.
If Tn(t) > 2 and Rn(t) ≥ 0, then (5.4) gives
Un(t) =
−Tn(t) +
√
Tn(t)2 − 4
2
= −1 +
√
2r1
r2(r2 − r1)
√
Rn(t)
√
ε+O(ε)
= −e−
√
Rn(t)ξ2 +O(ε),
which is the desired conclusion.

Using Lemma 5.1, we derive a lower bound of the first eigenvalue as in the following subsec-
tion.
5.2 Proof of Theorem 1.4 (lower bound of σt1)
Suppose the contrary: there exist a constant C satisfying 0 < C < 1 and a sequence {εj}∞j=1
such that tj = r2 − r1 − εj is in (0, r2 − r1), tj ↑ (r2 − r1), and
σ
tj
1 <
r1
2r2(r2 − r1) C for all j.
It then holds that
R3(εj) = 1− σtj1
2r2(r2 − r1)
r1
tanh(3(ξj1 − ξj2))
3(ξj1 − ξj2)
≥ 1− C > 0 for all j,
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where ξj1 and ξ
j
2 denote the level values ξ1 and ξ2 depending on tj . Since R3(ε) > 0, we have
from (5.5) that
U3(tj) = −1 +
√
R3(εj)
√
2r1
r2(r2 − r1)
√
εj +O(εj)
≥ −1 +√1− C
√
2r1
r2(r2 − r1)
√
εj +O(εj). (5.10)
From (5.3), we have
T2(tj) > 2 for all j.
It then follows from Theorem 1.3, (5.3) and (5.2) that
U3(tj) < F2(tj) = −T2(tj)− 1
F1(tj)
= −1 +O(εj). (5.11)
It contradicts the inequality (5.10). 
Remark 1. For the domain B(0, 1) \ A which is conformally equivalent to the Gro¨tzsch ring
RG(r) := B(0, 1) \ ([0, r]× {0}) for some 0 < r < 1, Dittmar and Solynin showed in [16] that
σ1
(
B(0, 1) \A) ≥ σ1 (RG(r)) . (5.12)
It is well-known that σ1 (RG(r)) <
1
2 for all r. Therefore, we have
r1
2r2(r2 − r1) >
1
2
> σ1 (RG(r)) for r2 = 1, r1 > 1/2.
We highlight that the bound in (1.7) is larger than that in (5.12) when r1r2 >
1
2 and the two
boundaries of an annulus are sufficiently close.
5.3 Asymptotic behavior of Fn
In this subsection, we further estimate the coefficient ratio Fn, given that ε 1 and that r1/r2
is contained in a certain interval; see Theorem 5.2. While Theorem 1.3 holds only for n ≥ n0
with some n0 = n0(t) ∈ N, (5.18) holds for all n ≥ 1.
Notation 5.1. For ε > 0, we define
N(ε) : = sup
{
n : Rn(t) ≤ 0
}
,
C0(ε) : = sup
s≤ε
√
sN(s), (5.13)
C1(ε) : = − 2r1
r2(r2 − r1)R1(ε). (5.14)
Remind that
Rn(t) = 1− σt1
2r2(r2 − r1)
r1
tanh(n(ξ1 − ξ2))
n(ξ1 − ξ2)
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and
σt1
2r2(r2 − r1)
r1
= ord(1),
where f = ord(1) means that there exist constants c1, c2 > 0 independent of ε (i.e., independent
of t) such that c1 ≤ f ≤ c2. By the same way we define ord(ε) and ord(
√
ε). As sinh ss attains 1
at s = 0 and decreases to zero as s → ∞, there is a positive constant s0 independent of ε such
that Rn(t) > 0 if n(ξ1 − ξ2) > s0. As ξ1 and ξ2 are ord(
√
ε), we have
N(ε) = O
(
1√
ε
)
and C0 = ord(1). (5.15)
Theorem 5.2. Let Ω be an eccentric annulus in two dimensions satisfying (see subsection 5.4
for the validation of this condition) that for sufficiently small ε˜,
C20 (ε˜)C1(ε) < 1.329 for all ε ≤ ε˜. (5.16)
Then, for t such that ε = r2 − r1 − t is sufficiently small, we have
an 6= 0 and Fn < 0 for all n ≥ 1. (5.17)
Furthermore, for any δ > 0, there exists ε0 > 0 such that
−e−
√
R+n (ε) ξ2 − δ√ε ≤ Fn(ε) ≤ −e−ξ2 for all n ≥ 1, ε ≤ ε0. (5.18)
Proof. From (5.5) and Theorem 1.3, we have the desired property for n satisfying Tn(t) > 2. In
the remaining we prove (5.17) and (5.18) for the case Tn(t) < 2, i.e., n ≤ N(ε).
We first prove (5.17) by using the fact that
Fn < 0 if ak 6= 0 for all k ≤ n. (5.19)
We know a0, a1, a2 6= 0. Suppose that an = 0 for some 3 ≤ n ≤ N(ε) and ak 6= 0 for all k < n.
Then, we must have Fn−1 = 0 from its definition, which contradicts (5.19). Hence, an is nonzero,
and it proves (5.17).
Now, we prove (5.19). Note that T1 = 2− C1ε+O(ε2). We define a function
f(x) := −1
x
− T1 = −1
x
− (2− C1ε) +O(ε2) for x < 0
and define xn such that f
(n−1)(xn) = −12 , where f (n−1) denotes the (n−1)-multiple composition
of f and f (0) is the identity function. We claim that
xn ≥ − n
n+ 1
− 99
100C20
nε for all 1 ≤ n ≤ N(ε). (5.20)
For n = 1, we have x1 = −12 , which satisfies (5.20). We set B(t) such that T1 = 2−C1ε+B(t)ε2.
Note that B(t) = O(1). Assuming (5.20) for n = k, we obtain
−xk − T1 ≤ k
k + 1
+
99
100C20
kε− 2 + C1ε−B(t)ε2
= −k + 2
k + 1
+
99
100C20
kε+ C1ε−B(t)ε2. (5.21)
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We have (
−k + 2
k + 1
+
99
100C20
kε+ C1ε−B(t)ε2
)(
−k + 1
k + 2
− 99
100C20
(k + 1)ε
)
=1 +
99
100C20
(k + 2)ε− 99
100C20
k(k + 1)
k + 2
ε−
(
99
100C20
)2
k(k + 1)ε2
− k + 1
k + 2
C1ε− 99
100C20
C1(k + 1)ε
2 +
k + 1
k + 2
B(t)ε2 +
99B(t)
100C20
(k + 1)ε3
≥1 + ε
(
99
100C20
· 3k + 4
k + 2
−
(
99
100C20
)2
× C20 − C1
)
+O(ε
√
ε)
>1 + ε
(
99
100C20
· 7
3
−
(
99
100
)2
· 1
C20
− 1.329 · 1
C20
)
+O(ε
√
ε) > 1. (5.22)
We use k ≤ N(ε) ≤ C0√
ε
in the first inequality and (5.16) in the second inequality. From (5.21),
(5.22) and the fact that f(xk+1) = xk, it follows
1
xk+1
= −xk − T1 ≤ 1−k+1k+2 − 99100C20 (k + 1)ε
.
Hence, it follows (5.20) for n = k + 1. From (5.20),
xN(ε) ≥ −
N(ε)
N(ε) + 1
− 99
100C20
N(ε)ε
= −1 + 1
N(ε) + 1
− 99
100C20
N(ε)ε ≥ −1 +
(
1
100C0
)√
ε+O(ε),
and it is bigger than F1 = −1 +O(ε). Hence, we have
F1 ≤ xN(ε). (5.23)
Note that
Fn = −Tn − 1
Fn−1
≤ −T1 − 1
Fn−1
= f(Fn−1). (5.24)
It then directly follows from (5.24) and (5.23) that
Fn ≤ f(Fn−1) ≤ f2(Fn−2) ≤ · · · ≤ f (n−1)(F1) ≤ −1
2
< 0.
Hence, we prove (5.19).
Equation (4.23) implies that
Fn(ε) ≤ Fn+1(ε) for all 1 ≤ n ≤ N(ε). (5.25)
We remind the reader that F1(t) = −1 +O(ε) and that FN(ε)+1 is bounded by −e−ξ2 . From the
monotonicity (5.25), it holds that
− 1 +O(ε) = F1(ε) ≤ F2(ε) ≤ · · · ≤ FN(ε)(ε) ≤ FN(ε)+1(ε) ≤ −e−ξ2 . (5.26)
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Moreover, we have from (5.9) that
Rn(ε) ≤ Cε for all 1 ≤ n ≤ N(ε)
for some constant C. It implies that
− e−
√
R+n (ε) ξ2 = −1 +O(ε) for all 1 ≤ n ≤ N(ε), (5.27)
where O(ε) is independent of n. The relations (5.26) and (5.27) imply (5.18). Hence, we finish
the proof of the theorem. 
5.4 Validation of the condition (5.16) in Theorem 5.2
In this subsection, we perform numerical calculations to replace the condition (5.16) by a mag-
nitude condition on the radius ratio r1r2 .
We set
g(s) :=
tanh s
s
for s > 0,
which is strictly decreasing in s, and find that n ≤ N(ε) iff r1
2r2(r2−r1)σt1 ≤ g(n(ξ1 − ξ2)). Then,
it holds that
C0(ε˜) = sup
ε≤ε˜
√
εN(ε) ≤ sup
ε≤ε˜
√
ε
ξ1 − ξ2 g
−1
( r1
2r2(r2 − r1)σt1
)
≤
√
r1r2
2(r2 − r1)g
−1
( r1
2r2(r2 − r1)σt1
)
+O(ε˜).
By using the fact that C1(ε) < − 2r1r2(r2−r1) + 4σt1, we obtain
C20 (ε˜)C1(ε) ≤ h
(r1
r2
, σt1
)
+O(ε˜) (5.28)
with
h
(r1
r2
, λ
)
:=
r1r2
2(r2 − r1)
(
g−1
( r1
2r2(r2 − r1)λ
))2 (
4λ− 2r1
r2(r2 − r1)
)
. (5.29)
The right-hand side in (5.29) is defined in terms of elementary functions depending on r1r2 and
λ, and one can easily find from (5.28) and (5.29) that the condition (5.16) holds for sufficiently
small ε˜ if we show h( r1r2 , σ
t
1) < 1.328 for t satisfying ε = r2 − r1 − t 1.
Since h is monotone increasing with respect to λ > r12r2(r2−r1) , we can derive an upper bound
of h( r1r2 , σ
t
1) by using an upper bound of σ
t
1. In particular, we use M(t) given by (2.11). Moreover,
since h( r1r2 ,M(t)) is continuous in t, we just need to numerically evaluate at λ = M(r2 − r1) to
see the behavior of h for ε 1. Figure 5.1 clearly shows by numerical evaluation that
h
(r1
r2
,M(r2 − r1)
)
< 1.328 for 0.216 <
r1
r2
< 0.315.
Hence, we arrive the following.
Computational conclusion: Assume 0.216 < r1r2 < 0.315, then the condition (5.16) holds for
sufficiently small ε˜.
25
Figure 5.1: Graph of h
(
r1
r2
,M(r2 − r1)
)
, i.e., ε = 0, where M(t) is the upper bound of σt1 given
by (2.11).
Figure 5.2: Graph of h( r1r2 , σ
t
1) against
r1
r2
with εr2−r1 = 0.06, 0.04, 0.02, where σ
t
1 is numerically
computed by the method described in subsection 6.1. This suggests a more relaxed condition on
r1
r2
than those obtained by using M(t).
Remark 2. Figure 5.2 shows the numerical computation of h( r1r2 , σ
t
1) for 0.1 ≤ r1r2 ≤ 0.9 and
ε
r2−r1 = 0.06, 0.04, 0.02, where σ
t
1 is obtained by the numerical method described in subsection
6.1. We exclude the small or large r1r2 to have a sufficient accuracy in the numerical computation.
This suggests a more relaxed condition on r1r2 than those obtained by using the upper bound M(t)
given in (2.11).
6 Numerical computation
We numerically compute the first Steklov–Dirichlet eigenvalue on annuli with various r1, r2 and
t in two and three dimensions. Numerical results support the conjecture that σt1 is monotone
decreasing as a function of t.
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6.1 Two dimensions
We compute σt1 by using the bipolar coordinates. Recall that σ
t
1 is the first eigenvalue of the
Dirichlet-to-Neumann operator L on C∞(C2) (see (2.2)). By Lemma 4.1, the corresponding
eigenfunction ut1 is an even function with respect to the bipolar coordinate θ. We denote by
C∞e (C2) the collection of even functions in C∞(C2). We also derive L(C∞e (C2)) ⊂ C∞e (C2) from
(4.4) and the cosine part of (4.3). Because of ut1 ∈ C∞e (C2), the first eigenvalue of the restriction
L|C∞e (C2) is the same as σt1.
We note that each function in C∞e (C2) admits a cosine series expansion. It directly follows
from (4.11) and (4.22) that
L
[
a0 − a0
ξ1
ξ2 −
∞∑
n=1
2ane
ξ1 sinh(n(ξ1 − ξ2)) cos(nθ)
]
=
1
α
(
a0 cosh ξ2
ξ1
− A˜1
+
(a0
ξ1
− 2 A˜1 cosh ξ2 − A˜2
)
cos θ −
∞∑
n=2
(
A˜n−1 + 2 A˜n cosh ξ2 + A˜n+1
)
cos(nθ)
)
with
A˜n = nane
nξ1 cosh(n(ξ1 − ξ2)).
One can replace the coefficients an by any numbers as long as the series converges. In particular,
we have
L [1] =
1
α(ξ1 − ξ2) [cosh ξ2 + cos θ] ,
L [cos θ] =
1
2α tanh(ξ1 − ξ2) [1 + 2 cosh ξ2 cos θ + cos(2θ)] ,
L [cos(kθ)] =
k
2α tanh (k(ξ1 − ξ2))
[
cos((k − 1)θ) + 2 cosh ξ2 cos(kθ) + cos((k + 1)θ), k ≥ 2.
We define an inner-product (·, ·) on C∞e (C2) by
(cos(mθ), cos(kθ)) = d2kδmn (6.1)
with
d2k =

1
ξ1 − ξ2 if k = 0,
k
2 tanh(k(ξ1 − ξ2)) otherwise,
(6.2)
where the symbol δmk denotes the Kronecker’s delta. Then, the operator L is symmetric
The main idea of the numerical calculation of σt1 is to consider PnLPn instead of L, where
Pn is a natural projection operator from C
∞
e (C2) onto the n-dimensional subspace
Hn := span {cos(kθ) : k = 1, · · · , n− 1} .
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The finite section operators PnLPn, for example,
P3LP3
[ ∞∑
k=0
ck cos(kθ)
]
=
 1cos(θ)
cos(2θ)
T 1
α

cosh ξ2 · d20 d21 0
d20 2 cosh ξ2 · d21 d22
0 d21 2 cosh ξ2 · d22

 c0c1
c2
 ,
are symmetric with respect to the inner-product (6.1) and tridiagonal. In terms of the orthogonal
basis
{
cos(kθ)
dk
}
of Hn with respect to (·, ·), the operator P3LP3 is now identical to
1
α
 d0 0 00 d1 0
0 0 d2


cosh ξ2 · d20 d21 0
d20 2 cosh ξ2 · d21 d22
0 d21 2 cosh ξ2 · d22


1
d0
0 0
0
1
d1
0
0 0
1
d2

=
1
α

cosh ξ2 · d20 d0d1 0
d0d1 2 cosh ξ2 · d21 d1d2
0 d1d2 2 cosh ξ2 · d22
 . (6.3)
We denote by σt1,n the first eigenvalue of PnLPn. We also set u
t
1,n to be a function in bipolar
coordinates of series form (4.18) satisfying (4.11) whose coefficient are given by the first eigen-
vector of PnLPn. As PnLPn is identical to a finite dimensional matrix, one can easily compute
σt1,n and u
t
1,n.
Lemma 6.1. For fixed t, {σt1,n}∞n=1 is a decreasing sequence of positive numbers.
From this lemma, σt1,n converges. We then can derive lower and upper bounds of σ
t
1 by
applying the variational formulation of the first eigenvalue for L and PnLPn. We refer the
reader to see Appendix A for the proofs of Lemma 6.1 and Proposition 6.2.
Proposition 6.2. For any m ∈ N, it holds that
lim
n→∞σ
t
1,n ≤ σt1 ≤
∫
Ω
∣∣∇ut1,m∣∣2 dx∫
∂Ω
∣∣ut1,m∣∣2 dS . (6.4)
In the following examples, we visualize the first Steklov–Dirichlet eigenvalue on various an-
nuli, where the eigenvalue σt1 is numerically computed by the following two-step procedure:
• Step 1. We numerically compute limn→∞ σt1,n by evaluating σt1,n with a sufficiently large
truncation size n. More precisely, we iteratively compute σt1,n, where n is doubled from
the initial value 23 (i.e., n = 2k for some k ≥ 3) until the stopping criterion∣∣∣σt1,2k−1 − σt1,2k ∣∣∣ < 10−12 (6.5)
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is met. For all the examples in this subsection, this stoping condition is satisfied at k ≤ 8.
Table 1 shows the relative error for some example annuli.
• Step 2. Let N = 2k be the truncation size obtained in Step 1, which satisfies (6.5). In
this second step, we validate that σt1,N also approximates σ
t
1 as well as limn→∞ σt1,n. We
gradually increase the truncation size n and evaluate the upper bound of σt1 in (6.4).
For all the examples in this subsection, the difference between the upper bound and σt1,N
decreases and eventually satisfies
Em,N :=
∣∣∣∣∣∣∣∣σ
t
1,N −
∫
Ω
∣∣∇ut1,m∣∣2 dx∫
∂Ω
∣∣ut1,m∣∣2 dS
∣∣∣∣∣∣∣∣ < 10
−12. (6.6)
Consequently, in view of (6.4), σt1,N approximates σ
t
1. Figure 6.1 shows the graph of En,N
against n for an annulus example.
Figure 6.1: The log-scale graph of Em,N against m for r1 = 1, r2 = 3, t = 1.2 and N = 2
6,
where Em,N decreases exponentially until it reaches the relative error threshold (6.5).
In the following two examples, the eigenvalue is numerically computed by the two-step pro-
cedure explained before. We use the analytic result for the concentric case (i.e., t = 0). We
note that the first Steklov–Dirichlet eigenvalue is invariant under the rescaling the size of the
domain. In the second example, we visualize σt1 for various annuli, where r2 is fixed to be 1. The
numerical results support the conjecture that σt1 is monotone decreasing as t increases.
Example 1. Figure 6.2 plots σt1 of the annulus in two dimensions with r1 = 1, r2 = 3 and
t
r2−r1 = 0, 0.02, 0.04, . . . , 0.98 (50 cases), where the asymptotic lower bound obtained in Theo-
rem 1.4 is 112 . Table 1 shows the relative error
∣∣∣σt1,2k−1 − σt1,2k ∣∣∣ for some annuli in this figure.
Example 2. Figure 6.3 plots the eigenvalues for the annuli in two dimensions given by r2 = 1,
r1 = 0.2, 0.4, 0.6, 0.8 and
t
r2−r1 = 0, 0.02, 0.04, . . . , 0.98.
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tB2
Bt1
Figure 6.2: The first Steklov–Dirichlet eigenvalue for the two dimensional annulus B2\Bt1 ⊂ R2
with r1 = 1, r2 = 3 and
t
r2−r1 = 0, 0.02, . . . , 0.98 (50 cases). All the cases except t = 0 is
numerically computed following the stoping criterion (6.5); at t = 0, we plot the exact reference
eigenvalue (r2(ln r2 − ln r1))−1. The numerical values of all cases comply with the conjecture
that σt1 is monotone decreasing in t.
t
r2−r1 k σ
t
1,2k
σt
1,2k−1 − σt1,2k
0.2 3 0.280415816567
4 0.280415816560 7.32098E-12
5 0.280415816559 2.67508E-13
0.4 3 0.243981453018
4 0.243981314075 1.38943E-07
5 0.243981314075 1.20820E-13
0.6 3 0.211232489807
4 0.211194760285 3.77295E-05
5 0.211194759856 4.29199E-10
6 0.211194759856 4.91829E-14
t
r2−r1 k σ
t
1,2k
σt
1,2k−1 − σt1,2k
0.8 3 0.185487114250
4 0.183172148523 2.31497E-03
5 0.183167795557 4.35297E-06
6 0.183167795551 6.58637E-12
7 0.183167795551 4.10783E-15
0.98 3 0.359778077514
4 0.191032748174 1.68745E-01
5 0.162471199179 2.85615E-02
6 0.161289731970 1.18147E-03
7 0.161288441910 1.29006E-06
8 0.161288441909 7.36411E-13
Table 1: Relative errors for some annuli considered in Figure 6.2. As ∂Bt1 gets closer to ∂B2
(i.e., t increases), we need a bigger truncated matrix to satisfy the stoping criterion (6.5).
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Figure 6.3: Numerical values of σt1 for various possible values of r1 and t in two dimensions,
where r2 is fixed to be 1. The numerical values of all cases comply with the conjecture that σ
t
1
is monotone decreasing in t.
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6.2 Three dimensions
We compute σt1 by using the bipsherical coordinates. Similar to the two dimensions, we use the
finite section method; see Appendix B for the definition of the finite dimensional subspace and
the corresponding projection operator, namely Qn. We denote σ
t
1,n be the first eigenvalue of
QnLQn, which is a tridiagonal matrix. We expect that a similar result to Lemma 6.2 holds for
the three dimensions.
In the following, we compute σt1,n with a sufficiently large number n such that the stopping
condition (6.5) satisfied.
Example 3. Figure 7.1 plots σt1 of the annulus in three dimensions with r1 = 1, r2 = 3 and
t
r2−r1 = 0, 0.02, . . . , 0.98 (50 cases). Table 2 shows the relative error
∣∣∣σt1,2k−1 − σt1,2k ∣∣∣ for some
annuli in this figure.
Example 4. Figure 7.2 plots the eigenvalues for the annuli in three dimensions given by r2 = 1,
r1 = 0.2, 0.4, 0.6, 0.8 and
t
r2−r1 = 0, 0.02, 0.04, . . . , 0.98.
7 Conclusion
We investigated the first Steklov–Dirichlet eigenvalue of a domain bounded by two balls of given
radii and its monotonicity with respect to the distance between the two centers. We proved the
differentiability of the eigenvalue and obtained an integral expression for the derivative value.
For the planar annulus case, we estimated the ratio of consecutive coefficients, Fn, in the series
expansion of the first eigenvalue in bipolar coordinates. As an application of this estimate,
we derived an explicit lower bound of the first eigenvalue given that two circular boundaries of
annulus are sufficiently close. We performed numerical computations in two and three dimensions
to numerically verify the monotonicity of the first eigenvalue. The estimate on Fn may lead to
analytical proof for the shape monotonicity of first Steklov–Dirichlet eigenvalue on eccentric
annulus. The monotonicity is about comparing the two first eigenvalues for eccentric annuli, so
it might be necessary to measure the asymmetry of the domains to prove the property.
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tB2
Bt1
Figure 7.1: The first Steklov–Dirichlet eigenvalue for the two dimensional annulus B2\Bt1 ⊂ R3
with r1 = 1, r2 = 3 and
t
r2−r1 = 0, 0.02, . . . , 0.98 (50 cases). All the cases except t = 0 is
numerically computed following the stoping criterion (6.5); at t = 0, we plot the exact reference
eigenvalue σ01 =
r1
r2(r2−r1) . The numerical values of all cases comply with the conjecture that σ
t
1
is monotone decreasing in t.
t
r2−r1 k σ
t
1,2k
σt
1,2k−1 − σt1,2k
0.2 3 0.160816203740
4 0.160816203735 5.35158E-12
5 0.160816203735 6.38656E-14
0.4 3 0.146672847283
4 0.146672620433 2.26850E-07
5 0.146672620433 4.04399E-14
0.6 3 0.129471308475
4 0.129379000264 9.23082E-05
5 0.129378998752 1.51224E-09
6 0.129378998752 4.21885E-15
t
r2−r1 k σ
t
1,2k
σt
1,2k−1 − σt1,2k
0.8 3 0.117891261335
4 0.111692941017 6.19832E-03
5 0.111674669844 1.82712E-05
6 0.111674669802 4.22352E-11
7 0.111674669802 2.30371E-15
0.98 3 0.533358021186
4 0.177136522281 3.56221E-01
5 0.101032274269 7.61042E-02
6 0.096300295595 4.73198E-03
7 0.096291673251 8.62234E-06
8 0.096291673243 7.83242E-12
9 0.096291673243 1.52656E-16
Table 2: Relative errors for some annuli considered in Figure 7.1. The stoping criterion (6.5) is
satisfied with k ≤ 9. As ∂Bt1 gets closer to ∂B2 (i.e., t increases), we need a bigger truncated
matrix to satisfy (6.5) (the same as in two dimensions).
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Figure 7.2: Numerical values of σt1 for various values of r1 and t in three dimensions, where r2
is fixed to be 1. For t = 0, we plot the exact value σ01 =
r1
r2(r2−r1) . The numerical values of all
cases comply with the conjecture that σt1 is monotone decreasing in t.
Appendix A Proofs of Lemma 6.1 and Proposition 6.2
Proof of Lemma 6.1. By generalizing the n = 3 case in (6.3), we can represent the finite
section operator PnLPn on Hn by the n× n tridiagonal matrix
Mn =
1
α

cosh ξ2 · d20 d0d1
d0d1 2 cosh ξ2 · d21 d1d2
d1d2 2 cosh ξ2 · d22
. . .
. . .
. . . dn−2dn−1
dn−2dn−1 2 cosh ξ2 · d2n−1

, (A.1)
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and one can show inductively that
det (Mn) =
1
αn
n−1∏
k=0
d2k
∣∣∣∣∣∣∣∣∣∣∣∣
cosh ξ2 1 0
1 2 cosh ξ2 1
1 2 cosh ξ2
. . .
. . .
. . . 1
0 1 2 cosh ξ2
∣∣∣∣∣∣∣∣∣∣∣∣
=
1
αn
(
n−1∏
k=0
d2k
)
cosh(nξ2) > 0.
(A.2)
All the submatrices of Mn are also Mk for some k and, hence, have positive determinant values.
Therefore, Mn is positive definite and σ
t
1,n > 0 for all n ∈ N.
In the remaining, we prove σt1,n+1 < σ
t
1,n by induction on n. Set
pn(λ) := det(Mn − λI).
We note that σt1,n is the smallest positive solution to pn(λ) = 0. From the fact that pn(0) =
det(Mn) > 0 (see (A.2)) and the intermediate value theorem, it holds that for each n,
pn(σ
t
1,n) = 0, (A.3)
pn(λ) > 0 for all 0 < λ < σ
t
1,n. (A.4)
In view of (A.1), one can obtain the recursive relation:
p2(λ) =
(
1
α
2 cosh ξ2 · d21 − λ
)
p1(λ)− 1
α2
(d0d1)
2 ,
pn+2(λ) =
(
1
α
2 cosh ξ2 · d2n+1 − λ
)
pn+1(λ)− 1
α2
(dn+1dn)
2 pn(λ) for n ≥ 1.
From (A.3), it then holds that
p2
(
σt1,1
)
= − 1
α2
(d0d1)
2 < 0, (A.5)
pn+2
(
σt1,n+1
)
= − 1
α2
(dn+1dn)
2 pn
(
σt1,n+1
)
for n ≥ 1. (A.6)
From (A.3), (A.4) and (A.5), we have σt1,2 < σ
t
1,1. Now, we suppose that σ
t
1,n+1 < σ
t
1,n for
some n ≥ 2. From (A.4), it follows that pn(σt1,n+1) > 0 and, hence, pn+2(σt1,n+1) < 0 because of
(A.6). From (A.3) and (A.4), it then holds that σt1,n+2 < σ
t
1,n+1. By induction, we complete the
proof. 
Proof of Proposition 6.2. The right inequality is a direct consequence of the variational
characterization (2.7) because of the fact that ut1,m ∈ H1B¯t1(B2)\{0} for each m. In the following
we prove the left inequality.
We remind the reader that PnLPn is positive definite symmetric matrix on Hn with respect
to the inner product (·, ·) defined by (6.1), which is identical to the finite dimensional posi-
tive definite matrix (A.1). Hence, the fist eigenvalue σt1,n of PnLPn also admits a variational
characterization similar to (2.7):
σt1,n = inf
{
(PnLPnv, v)
(v, v)
: v ∈ Hn \ {0}
}
.
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By taking v = Pnu
t
1, we obtain
σt1,n ≤
(
PnLPnu
t
1, Pnu
t
1
)
(Pnut1, Pnu
t
1)
and
σt1,n − σt1 ≤
(
PnLPnu
t
1, Pnu
t
1
)
(Pnut1, Pnu
t
1)
− σt1
(
Pnu
t
1, Pnu
t
1
)
(Pnut1, Pnu
t
1)
=
(
PnL[Pnu
t
1 − ut1], Pnut1
)
(Pnut1, Pnu
t
1)
.
Now, by using the series expression (4.16) of ut1, we obtain(
PnL(Pnu
t
1 − ut1), Pnut1
)
=− (PnL[cos(nθ)], cos((n− 1)θ)) 4
n(n− 1)AnAn−1 sinh(n(ξ1 − ξ2)) sinh((n− 1)(ξ1 − ξ2))
and
(
Pnu
t
1, Pnu
t
1
)
=
a20
w20
(
1− ξ2
ξ1
)2
+
n−1∑
k=1
4
k2w2k
A2k sinh
2(k(ξ1 − ξ2)) ≥ a
2
0
w20
(
1− ξ2
ξ1
)2
.
Hence, it follows that
σt1,n − σt1 ≤
− 1
α
4
n(n− 1)d
2
nd
2
n−1AnAn−1 sinh(n(ξ1 − ξ2)) sinh((n− 1)(ξ1 − ξ2))
a20
w20
(
1− ξ2
ξ1
)2 . (A.7)
We note that the term 4n(n−1)d
2
nd
2
n−1 uniformly bounded independently of n. From Lemma
4.4 and the proof of Theorem 1.3, we have
lim
n→∞
An cosh(n(ξ1 − ξ2))
An−1 cosh((n− 1)(ξ1 − ξ2)) = −e
−ξ2 .
Thus, for big enough n1, it holds that
|An| cosh(n(ξ1 − ξ2)) ≤ e− 12nξ2 for all n ≥ n1,
which implies
−AnAn−1 sinh(n(ξ1 − ξ2)) sinh((n− 1)(ξ1 − ξ2)) ≤ e−nξ2 . (A.8)
Therefore, the right-hand side of (A.7) tends to 0 as n → ∞. Since the sequence {σt1,n}∞n=1 is
convergent thanks to Lemma 6.1, we conclude
lim
n→∞σ
t
1,n − σt1 ≤ 0,
which completes the proof. 
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Bt1
B2
x1
x2, x3
O
ξ = ξ1
ξ = ξ2
Figure B.1: ξ-level surfaces (thick) and θ-level curves (dashed) of the bispherical coordinate
system. The ξ-level surfaces are simply obtained by rotating the ξ-level curves in Figure 4.1
with respect to x1-axis.
Appendix B Finite section method in three dimensions
In this section, we introduce the projection method to numerically compute σt1 in three dimen-
sions. We rotate the domain in Figure 1.1 with respect to the x1-axis and use the bispherical
coordinates with which the boundaries of the rotated annulus are coordinate level surfaces.
For x = (x1, x2, x3) in the Cartesian coordinates, we define bispherical coordinates (ξ, θ, ϕ) ∈
R× [0, pi]× [0, 2pi) by
(x1, x2, x3) =
(
α sinh ξ
cosh ξ − cos θ ,
α sin θ cosϕ
cosh ξ − cos θ ,
α sin θ sinϕ
cosh ξ − cos θ
)
,
where α is a positive constant defined as in two dimensions (see see (4.6)). We write x = x(ξ, θ, ϕ)
to indicate its dependence on bispherical coordinates, if necessary. The boundaries of Bt1 and B2
are ξ-level curves of positive values ξ1 and ξ2 given by (4.7), respectively. The outward normal
derivative on ∂B2 for a function u satisfies
∂u
∂ν
= −cosh ξ2 − cos θ
α
∂u
∂ξ
∣∣∣
ξ=ξ2
. (B.1)
We can expand a harmonic function into separation of variable solutions in bispherical coor-
dinates (see, for example, page 111 in [34]). As the first eigenfunction ut1 has the zero trace on
∂Bt1, it admits the series representation
ut1 (x(ξ, θ, ϕ)) =
√
cosh ξ − cos θ
∞∑
n=0
n∑
m=0
(
e(n+
1
2
)ξ − e(n+ 12 )(2ξ1−ξ)
)
Pmn (cos θ)
×
(
Dmn cos(mϕ) + E
m
n sin(mϕ)
)
on B2 \Bt1 (B.2)
for some real coefficients Dmn and E
m
n . Here, P
m
n denotes the Legendre associated polynomials
of order m. Then, from (B.1) and the definition of the operator L (see (2.2)), the followings are
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also eigenfunctions corresponding to σt1 for each m ≥ 1:
√
cosh ξ − cos θ
( ∞∑
n=m
(
e(n+
1
2
)ξ − e(n+ 12 )(2ξ1−ξ)
)
Pmn (cos θ)D
m
n
)
cos(mϕ), (B.3)
√
cosh ξ − cos θ
( ∞∑
n=m
(
e(n+
1
2
)ξ − e(n+ 12 )(2ξ1−ξ)
)
Pmn (cos θ)E
m
n
)
sin(mϕ). (B.4)
As the functions in (B.3) and (B.4) change sign depending on ϕ and the first eigenfunction
does not change sign (see Lemma 2.1), they are zero functions. We note that {Pmn (x)}n≥m
is an orthogonal set in L2([−1, 1]) for each fixed m ≥ 0. In particular, {Pmn }n≥m is linearly
independent for each fixed m ≥ 0. Hence, it follows that
Dmn = E
m
n = 0 for all m 6= 0.
In other words,
ut1 (x(ξ, θ, ϕ)) =
√
cosh ξ − cos θ
∞∑
n=0
(
e(n+
1
2
)ξ − e(n+ 12 )(2ξ1−ξ)
)
P 0n(cos θ)D
0
n.
On ∂B2 (i.e., ξ = ξ2), we have
ut1(x(ξ2, θ, ϕ)) =
∞∑
n=0
D˜npn(θ),
where D˜n are constant coefficients and
pn(θ) :=
√
cosh ξ2 − cos θ P 0n(cos θ), n = 0, 1, 2, . . . .
We observe that for n ≥ 1,
L [p0] =
1
2α sinh
(
1
2(ξ1 − ξ2)
) [cosh(1
2
ξ1 − 3
2
ξ2
)
p0 − cosh
(
1
2
ξ1 − 1
2
ξ2
)
p1
]
, (B.5)
L[pn] =
cosh
((
n+ 12
)
ξ1 −
(
n+ 32
)
ξ2
)
+ 2n cosh ξ2 cosh
((
n+ 12
)
(ξ1 − ξ2)
)
2α sinh
((
n+ 12
)
(ξ1 − ξ2)
) pn
− 1
2α tanh
((
n+ 12
)
(ξ1 − ξ2)
) [npn−1 + (n+ 1)pn+1] . (B.6)
We set Qn be the natural projection onto the space
span{pm : 0 ≤ m < n}
and denote by σt1,n the eigenvalue of the finite section operator QnLQn. Here, the finite section
operator QnLQn is symmetric with respect to the basis
{√
tanh((m+ 12)(ξ1 − ξ2))pm(θ)
}
. In
subsection 6.2, we numerically compute limn→∞ σt1,n for various examples.
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