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1 Johdanto 
Suurin osa olemassa olevista ja uusista tietoverkoista on tarkoitettu pienyritysten tai 
maakonttorien käyttötarkoituksiin. Tieto ei tule yllätyksenä, sillä lähes jokainen yritys 
on jossakin kohtaa voitu luokitella pienyritykseksi. Vastaavasti monia pienikokoisia 
verkkoja voidaan ajatella pohjana jollekin suuremmalle. Tämän seurauksena on 
erityisen tärkeää, että järjestelmäasiantuntija tuntee tämänkaltaisessa ympäristössä 
toimivat laitteet ja niiden välisen yhteistyön mahdollistavat tekijät kuin omat taskunsa.  
 
Tämä projekti käynnistettiin tekijän omasta tahdosta toteuttaa ja tutkia toimivia 
tietoverkkoratkaisuja. Teon aikana haettiin ensinnäkin mahdollisimman hyvin 
yrityskäyttöön soveltuvaa lopputulosta sekä käytännön kokemusta kaikkiin siihen 
pääsemiseen tarvittavista prosesseista.  
 
Projektin tavoitteena oli suunnitella sekä dokumentoida toimiva, skaalautuva, 
vikasietoinen sekä käyttötarkoituksiin suhteutettuna tarpeellisen turvallinen IPv4-
verkko alustavasti noin 60 päätelaitteen tarpeisiin käyttäen Ciscon kytkin- ja 
reititinlaitteita. Verkon toteutus fyysisille laitteille rajattiin työstä pois. 
 
Konkreettisesti työstä syntyi valmis helposti muokattava suunnitelma verkosta, joka 
tarjoaa hyvät mahdollisuudet laajentamiselle. Suunnitelma voidaan ottaa käyttöön 
fyysisillä laitteilla suhteellisen pienellä työllä esimerkiksi aloittavassa pienyrityksessä. 
Ohessa syntyi myös kattava dokumentaatio verkosta, sekä verkkoa simuloiva 
testiympäristö käyttäen Ciscon ilmaista Packet Tracer -ohjelmistoa. Dokumentaatio 
luotiin pääasiallisesti Microsoftin Office – ohjelmistopaketin avulla. 
 
Projektissa kului kaksi ja puoli kuukautta, ja sen aikana sovellettiin hyväksi todettuja 
työtapoja, tehokasta aikataulutusta, työkartoittamista sekä mahdollisimman 
perusteellista testausta joiden avulla haluttuun lopputulokseen pääseminen oli 
mahdollista. Kuukausien aikana opittiin hyviä käytäntöjä verkkoympäristön 
suunnittelusta ja dokumentoinnista. Myös pääte- ja verkkolaitteiden konfigurointi sekä 
Cisco Packet Tracer -ohjelman tehokas käyttö antoivat arvokasta esimakua 
tulevaisuutta varten. 
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1.1 Tärkeät lyhenteet 
Ohessa on lista työn kannalta tärkeistä lyhenteistä. Käsitteet ovat selitetty tarkemmin 
lukujen yhteydessä.  
 
− ACL, Access Control List, Pääsylista joka rajoittaa verkossa liikkuvaa dataa 
erilaisten kriteerien perusteella. 
− ARP, Address Resolution Protocol, protokolla jota käytetään Layer 3-osoitteiden 
muuttamiseen Layer 2-osoitteiksi. 
− CDP, Cisco Discovery Protocol, Ciscon kaupallinen protokolla, joka jakaa tietoja 
muista suoraan laitteeseen kiinnitetyistä laitteista. 
− CIDR, Classless Inter-Domain Routing, osoiteluokista riippumaton 
osoiteallokaatiotapa 
− DHCP, Dynamic Host Configuration Protocol, dynaamisesti päätelaitteille 
osoitteita määrittävä protokolla. 
− DNS, Domain Name System, verkkotunnuksia IP osoitteiksi muuttava järjestelmä 
− DTP, Dynamic Trunking Protocol, Ciscon dynaamisesti kytkimien välisten linkkien 
tilasta ja enkapsulaatiosta neuvotteleva protokolla 
− HSRP, Hot Standby Router Protocol, Ciscon protokolla virtuaalireitittimen 
perustamiseen. 
− HTTP, Hypertext Transfer Protocol, erityisesti selaimien ja www-palvelimien 
välisessä tiedonsiirrossa käytetty protokolla. 
− HTTPS¸ Hypertext Transfer Protocol Secure, suojattuun siirtoon käytetty 
tiedonsiirtoprotokolla 
− IPv4, Internet Protocol version 4, yhteydetön pakettikytketyssä verkossa käytettävä 
tiedonsiirtoprotokolla. 
− MAC-osoite, Media Access Control, jokaiselle verkkorajapinnalle määritetty 
uniikki tunnus 
− NAT, Network Address Translation, yksityisiä IP-osoitteita ulkoverkkoon päin 
näkyviksi julkisiksi osoitteiksi muuttava palvelu. 
− NTP, Network Time Protocol, aikatietoja lähettävä protokolla. 
− OSPF, Open Shortest Path First, dynaaminen avoimiin standardeihin perustuvat 
link-state protokolla  
− PAT, Port Address Translation, yksi NAT-osoitteenmuunnoksen toteutustavoista. 
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− PVST+, Per VLAN Spanning Tree Plus, Spanning Tree Protokollan iteraatio 
− SSH, Secure Shell, Suojattuun tiedonsiirtoon käytetty protokolla. 
− STP, Spanning Tree Protocol,  Layer 2-verkkolooppeja estävä protokolla 
− TCP/IP, Transmission Control Protocol / Internet Protocol, Internet-liikenteen 
tärkeimpiä protokollia sisältävä viitemalli. 
− VLAN, Virtual Local Area Network, virtuaalilähiverkko joka auttaa jakamaan 
laitteita loogisiin ryhmiin. 
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2 Teoria 
Tämä kappale käy läpi oleellisimmat käsitteet ja konseptit, jotka liittyvät projektin 
toteutuksessa hyödynnettyihin tekniikoihin ratkaisuihin. Tietoverkkojen rakentamiseen 
liittyvä aihealue on todella laaja, ja lähes jokaisesta läpikäydystä luvusta voidaan mennä 
monia tasoja syvempiin konsepteihin, jotka ovat kuitenkin tämän projektin alueen 
ulkopuolella. 
 
2.1 IPv4 
IPv4 eli Internet Protocol version 4 on yhteydetön pakettikytketyssä verkossa 
käytettävä tiedonsiirtoprotokolla. Sen nimestä voisi olettaa, että se olisi modernin 
TCP/IP -mallin IP-osan neljäs iteraatio, mutta todellisuudessa se on ensimmäinen 
laajasti käytössä ollut muoto tästä nykyisen internetin eniten käytetystä protokollasta. 
Lähetystapana IP on niin sanotusti “Best effort”, eli tietoa yritetään välittää haluttuun 
määränpäähän, mutta se ei tarjoa erityisiä toimintoja turvaamaan tiedon perilletuloa tai 
korruptoituneiden osien uudelleenlähetystä. Varmuutta tiedon perillepääsystä ei siis ole, 
sillä tämä funktio on TCP/IP-mallin ylempien kerrosten hoidettavana.  
 
IP:n pääasialliset tehtävät ovat viestien osien vastaanottaminen TCP/IP -mallin 
kuljetuskerrokselta, viestien pakkaaminen suurempiin kokonaisuuksiin, paketteihin sekä 
tarjota keino määrittää loogiset osoitteet lähtöpisteelle ja määränpäälle tietoverkkojen 
läpi kulkeville paketeille. (Cisco Networking Academy a, luku 3.2.2.3.) 
 
2.1.1 IP-osoitteet 
Kaikki IPv4-osoitteet ovat 32-bittisiä binäärinumeroita. Ymmärtämisen ja luettavuuden 
helpottamiseksi ne kuitenkin usein ilmaistaan käyttäen pisteytettyä lukujen sarjaa, niin 
sanottua dotted decimal -tapaa. Tämä muodostetaan muuttamalla ensimmäisen 
kahdeksan bitin muodostama sarja, oktetti kymmenjärjestelmän luvuksi. 
 
Esimerkiksi binääriluku 11000000 10101000 00001010 00001111 muodostaa sarjan 
192.168.10.15 
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Jokainen oktetti muodostuu siis kahdeksasta bitistä, ja jokaisen bitin arvo on joko 0 tai 
1. Tästä johtuen jokaisen osoitteen neljän ryhmän arvot asettuvat lukujen 0 ja 255 
välille. 
 
32-bittisyys tarkoittaa myös sitä, että mahdollisten osoitteiden yhteenlaskettu määrä on 
232 tai toisinsanottuna 4 294 967 296. Tästä hieman yli neljän miljardin osoitteen 
sumasta löytyy kuitenkin lukuisia kappaleita, jotka eivät ole vapaaseen käyttöön sopivia, 
sillä esimerkiksi tietyn verkon tunnus- sekä yleislähetysosoitetta (broadcast) ei voi 
määrittää päätelaitteille. Todellisuudessa käytettävien osoitteiden määrä on alle 3,7 
miljardia. (Parkhurst 2004.) 
 
IP-osoitteet jaettiin alun perin suosien aikaisia Internetin käyttöönottajamaita, ja tämän 
takia suurin osa on tällä hetkellä Euroopan ja Yhdysvaltojen käytössä. 2000-luvun 
aikana koetun laitteiden lukumäärän hurjan nousun sekä kasvavien maiden, kuten 
Kiinan ja Intian vuoksi julkiset IPv4-osoitteet loppuivat jo vuonna 2011 (van Beijnum 
2011). IPv4:n korvaaja, IPv6, on kuitenkin jo nopeasti korjaamassa edellisen version 
ongelmia.  
 
Aliverkot 
Käytännössä IP-osoite rakentuu kahdesta osasta, joista toinen tunnistaa verkon 
osuuden ja toinen määrittää päätelaitteen tunnuksen. Tärkeää verkon osuuden 
tunnistamisessa on katsoa osoitteen 32-bittistä binäärisarjaa, sillä samaan verkkoon 
kuuluvien laitteiden verkko-osan on oltava identtinen, ja samalla päätelaitteelle varatun 
osan täytyy olla uniikki jokaista laitetta kohden sen tunnistamiseksi. Isäntäkoneet eivät 
kuitenkaan osaa erottaa osia toisistaan, joten tarvitaan apukeino, aliverkon peite. 
 
IP-osoitteen konfiguroinnin yhteydessä laitteelle määritetään aliverkon peite 
(verkkomaski), joka on osoitteen tapaan 32-bittiä pitkä. Maskissa lukujen 1 sarja kuvaa 
verkon osaa osoitteesta ja vastaavasti luvut 0 kuvaavat itse isäntäkoneen tunnusta. 
Näitä kahta sarjaa verrataan toisiinsa lukemalla vasemmalta oikealle ja kuvan 1 
mukaisesti kone saa selville mistä binäärisarjan osasta kyseiset tiedot löytyvät. Myös 
verkkomaskit voidaan muuttaa helppolukuisempaan formaattiin. 
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Jokaiseen aliverkkoon kuuluu kolmenlaisia osoitteita: 
 
− Verkon osoite 
− Yleislähetysosoite 
− Isäntäkoneen osoite 
 
Verkon osoite muodostuu, kun IP-osoitteen verkko-osa tiedetään ja isäntäkoneen osa 
on binäärilukuna sarja nollia. Esimerkkinä kone 10.1.1.1 voi kuulua verkkoon 
10.1.1.0/24. 
 
Yleislähetysosoite on aina verkon viimeinen osoite. Sen avulla mahdollistetaan viestien 
lähetys kaikille verkon laitteille samanaikaisesti. Helpoiten osoitteen tunnistaa siitä, että 
IP-osoitteen isäntäkoneen osuus on vain ykkösiä. 
 
Jokaisella verkon päätelaitteella on oltava uniikki osoite, jotta verkon sisäinen 
kommunikaatio toimisi kunnolla. Päätelaitteelle voidaan asettaa mikä tahansa vapaa 
osoite verkon sisällä, kunhan osoitteen isäntäkoneen osa ei ole sarja nollia tai sarja 
ykkösiä. 
 
Tämän lisäksi on ryhmälähetysosoitteita, joiden avulla on mahdollista lähettää 
yksittäisiä paketteja tiettyyn ryhmään kuuluville laitteille. Tämä vähentää verkon 
liikennettä ja on paljon turvallisempi ratkaisu, kuin samojen viestien lähetys 
Kuva 1. Aliverkon peite 
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yleislähetysosoitteeseen. Ryhmälähetystä hyödynnetään esimerkiksi reititysinformaation 
välityksessä sekä video- tai äänilähetyksissä. Ryhmälähetysosoitteet ovat aina välillä 
224.0.0.0 – 239.255.255.255 
 
Yksityiset osoitteet 
Pieni osa IPv4-osoitteista on luokiteltu yksityisiksi ja ne ovat tarkoitettu käytettäväksi 
verkoissa, jotka tarvitsevat Internet-yhteyttä vain vähän tai ei lainkaan. Yksityisiin 
osoitteisiin ei voi reitittää internetin välityksellä, eikä niitä lähtöpisteenään tai 
päämääränään käyttävien pakettien pitäisi näkyä julkisessa internetissä. Isäntäkoneet eri 
verkoissa voivat käyttää samoja osoitteita. 
 
Yksityiset osoitteet ovat määritelty Internet Engineering Task Forcen (IETF) RFC 
1918:ssa (Internet Engineering Task Force 1996) ja ovat seuraavat: 
 
− 10.0.0.0 – 10.255.255.255 (10.0.0.0/8) 
− 172.16.0.0 – 172.31.255.255 (172.16.0.0/12) 
− 192.168.0.0 – 192.168.255.255 (192.168.0.0/16) 
 
Luokat ja CIDR 
IP-osoitteet jaettiin alun perin tietyn kokoisiin luokkiin, sillä päätelaitteiden vaatimus 
uniikeille osoitteille tarvitsi jonkinlaisen osoiteallokaatiosysteemin kehittämistä. Tästä 
syntyivät pääluokat A-C sekä luokka D ryhmälähetysosoitteille ja luokka E erityisille 
experimental -osoitteille. 
A-luokan osoitteet oli tarkoitettu tukemaan jättimäisiä yrityksiä, jotka voisivat tarvita yli 
16 miljoonan päätelaitteen verkkoja. Ne käyttivät /8 verkkomaskia ja vaativat, että 
osoitteen ensimmäinen bitti on aina 0. A-luokan verkkoja oli siis maksimissaan 128. 
B-luokka pitää sisällään verkkoja, jotka tukevat noin 65 000 laitetta. Ensimmäiset 2 
bittiä ovat 10 ja ensimmäiset 2 oktettia määrittävät verkon tunnuksen (/16). B-luokan 
verkkoja on noin 16000. 
C-luokkaan kuuluvat osoitteet tukivat 254 laitteen verkkoja. Ensimmäiset 3 bittiä ovat 
aina 110 ja verkon tunnus on 3 ensimmäistä oktettia (/24). Nämä verkot sopivat 
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erityisesti pienien yritysten käyttöön, ja niitä jaettiinkin eniten. Verkkoja oli noin 2 
miljoonaa. 
Luokat eivät tarjonneet joustavuutta, eivätkä yritykset usein sopineet täydellisesti 
mihinkään luokkaan. Tämä johti osoitteiden tuhlaukseen, sillä esimerkiksi 400 laitteen 
yritykselle tarvittiin B-luokan osoite jolloin yli 64000 osoitetta lojui täysin 
käyttämättöminä. Parempi ratkaisu, Classless Inter-Domain Routing (CIDR) 
kehitettiin. Nämä niin sanotut luokattomat osoitteet eivät enää noudattaneet luokille 
määrättyjä /8, /16 tai /24 verkkomaskeja ja näin minimoitiin tuhlattujen osoitteiden 
määrä tehokkaasti. (Microsoft Technet.)  
 Sisäverkon aliverkotus 
IPv4-verkot aliverkot syntyvät, kun yksi tai useampi isäntäkoneen osan bitti siirretään 
verkon osaksi. Käytännössä aliverkon peitettä kasvatetaan sisältämään haluttu määrä 
lisää bittejä. Mitä enemmän bittejä siirretään, sitä enemmän aliverkkoja voidaan 
määritellä ja jokainen siirretty bitti tuplaa aliverkkojen määrän. Yksi bitti mahdollistaa 
kaksi aliverkkoa, kaksi bittiä luo neljä aliverkkoa ja niin edelleen. Vastaavasti jokaisen 
bitin vähennys isäntäkoneen osasta puolittaa aliverkon päätelaitteiden maksimimäärän. 
(Cisco Networking Academy a, luku 9.1.3.1.) 
Aliverkkojen suunnitteluun on hyödyllistä käyttää kahta kaavaa joiden avulla selvitetään 
aliverkkojen määrä sekä mahdollisten päätelaitteiden määrä: 
− Aliverkot: 2n (jossa n on siirrettyjen bittien määrä) 
− Päätelaitteet: 2n-2 (jossa n on isäntäkoneen osan jäljellä olevat bitit) 
 
Esimerkiksi jos verkko 192.168.1.0/24 muutetaan verkoksi 192.168.1.0/26, saadaan 22 
= 4 aliverkkoa joista jokainen sisältää maksimissaan 26-2 = 62 päätelaitetta.    
 
Jokainen verkko yrityksen sisällä on suunniteltu tukemaan tiettyä määrää päätelaitteita. 
Suunnittelussa tärkeää on saavuttaa haluttu tasapaino aliverkkojen määrän ja 
suurimman verkon sisältämien päätelaitteiden määrän välillä. Reitittimien väliset verkot 
voivat tarvita vain 2 osoitetta, kun taas käyttäjien verkko voi tarvita satoja. Mielessä on 
pidettävä myös verkkojen mahdolliset kasvutarpeet. 
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Ensimmäinen askel on selvittää koko yrityksen tarvitsemien laitteiden määrä, ja sen 
perusteella ottaa tarpeeksi suuri pohja verkolle. Jos esimerkiksi yrityksellä on tarve 
tukea 200 päätelaitetta, tarvitaan vähintään 8 bittiä osoitteen isäntäkoneen osuudelle (28 
– 2 = 254), mutta yrityksen mahdollisen kasvun vuoksi on järkevää varata ainakin yksi 
bitti lisää. 
Seuraavaksi on selvitettävä tarvittavien verkkojen lukumäärä ja suurimman verkon 
koko. Esimerkkiverkko tarvitsee 5 aliverkkoa päätelaitteille ja 4 reitittimien välille. 
Suurimman verkon koko on 45 laitetta. Tästä voidaan päätellä, että 6 bittiä tarvitaan 
isäntäkoneen osalle käyttäen laskukaavaa 26-2 = 62 sekä että 4 bittiä tarvitaan 
aliverkotukselle kaavalla 24 = 16. Näin päästään tulokseen, että minimaalinen 
isäntäkoneen osuus osoitteesta on oltava 10 bittiä. Kuva 2 näyttää syntyvät verkot, jos 
käytetään pohjana verkkoa 192.168.0.0/22. (Cisco Networking Academy a, luku 
9.1.4.3.) 
 
 
2.2 Kytkimet 
Kytkentä on keskeinen konsepti tietoliikenneverkkojen toiminnassa. Tarkoituksena on 
selvittää minne tieto halutaan kuljettaa, ja mitä kautta tämä on helpoin toteuttaa. 
Erilaisia kytkentätapoja voi nähdä käytettävän lähiverkoissa, laajaverkoissa sekä jopa 
puhelinverkkojen sisällä. Puhelinverkoissa käytetyn piirikytkentätavasta eroten 
Kuva 2. Syntyvät 16 aliverkkoa 
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Ethernet-verkkojen kytkentä tapahtuu käyttäen pakettikytkentää, jossa tieto jaetaan 
pieniin osiin lähtöpaikassa ja kootaan takaisin yhteen määränpäässä. 
 
Kytkentävalinnat tehdään kahden kriteerin perusteella: 
 
− Mistä portista tieto on saatu? 
− Mikä on tiedon määränpään osoite? 
 
Lähiverkoissa käytetyt kytkimet säilyttävät tiedoissaan taulukkoa, jonka avulla ne 
päättelevät miten tiedot lähetetään eteenpäin. Esimerkiksi taulukon 1 tapauksessa 
valinnat tapahtuvat seuraavasti: 
 
− Jos tiedot tulevat sisään portista 1 osoitteella AA, lähetetään ne eteenpäin portista 3 
− Jos tiedot tulevat sisään portista 3 osoitteella AC, lähetetään ne eteenpäin portista 4 
jne. 
 
 
Päämäärän osoite Portti 
EA 1 
BB 2 
AA 3 
AC 4 
 
 
Lähiverkkojen kytkimet käyttävät usein viestien päämääräksi merkittyä Media Access 
Control-osoitetta (MAC) päättäessään mistä portista viesti lähetetään eteenpäin. 
Kytkimet rakentavat useasti vain yhden MAC-osoitteita sisältävän taulukon, jota 
kutsutaan myös CAM-taulukoksi (content accessable memory). Tämä taulukko on 
kuitenkin saatava täytettyä ennen kuin portin ja määränpäiden suhteet ovat selvillä. 
(Cisco Networking Academy b, luku 1.2.1.1.) 
 
Täyttäminen toteutetaan tarkkailemalla viestin lähtöpisteen MAC-osoitetta. Kun kytkin 
saa viestin joka on tarkoitettu tuntemattomaan MAC-määränpäähän, se ”tulvii” viestin 
Taulukko 1. Esimerkki porttitaulukosta 
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ulos kaikista porteista paitsi siitä, mistä viesti oli saatu. Määränpäässä oleva laite vastaa 
viestiin, jolloin kytkin lisää tämän MAC-osoitteen taulukkoonsa. Jos verkossa on monia 
toisiinsa kiinnitettyjä kytkimiä, voi MAC-taulukko sisältää monta MAC-osoitetta porttia 
kohden. 
 
2.2.1 VLAN 
VLANit eli virtuaalilähiverkot auttavat pienentämään yleislähetysviestien kantamaa, ja 
tarjoavat tavan luokitella laitteita, jopa eri lähiverkoista, loogisiin ryhmiin verkkojen 
sisällä ilman tarvetta lisälaitteille tai fyysisille yhteyksille. Esimerkkejä VLAN-
ryhmittelystä ovat vaikkapa käyttäjien funktio yrityksessä tai kuuluminen tiettyyn 
projektitiimiin. Samalla ryhmiin voidaan perustaa turvallisuus- ja pääsyoikeuskäytäntöjä. 
Muita VLANien hyötyjä ovat yleislähetysten laajuuden pienentymisestä syntyvä 
liikenteen vähentyminen, verkon hallinnan helpottuminen sekä nopeutunut 
ongelmanratkonta, jos lähiverkot on nimetty loogisesti. Yleisesti jokainen portti 
voidaan liittää vain yhteen VLANiin. (Cisco Networking Academy b, luku 3.1.1.1.) 
 
Virtuaalilähiverkkoja on monentyyppisiä, mutta oleellisimmat 4 ovat Data, Default, 
Native sekä Management.  
 
− Data VLAN on verkoista yleisin ja kuljettaa käyttäjiltä saapuvaa liikennettä, mutta 
ei esimerkiksi ääni- tai hallintapaketteja, jotka yleisesti erotellaan normaalista 
liikenteestä. Pääasiallisesti Data VLAN ryhmittelee verkon käyttäjiin tai laitteisiin. 
− Default VLAN, eli VLAN 1, sisältää nimensä mukaisesti kaikki kytkimen portit, 
joita ei ole erikseen konfiguroitu. Sitä ei voi poistaa tai nimetä uudelleen. 
− Native VLAN on erityiseen trunk-porttiin liitetty virtuaalilähiverkko, joka tukee 
monesta eri VLANista tulevien viestien liikennettä. Trunk-portit linkittävät monta 
VLANia käyttävät reitittimet toisiinsa. 
− Management VLAN kuljettaa kaiken liikenteen, jonka avulla järjestelmänvalvoja 
voi muuttaa kytkimen asetuksia. Sille asetetaan iip-osoite ja aliverkon peite, joka taas 
mahdollistaa kytkimen kontrolloimisen käyttäen http:tä, Telnettiä, SSH:ta tai 
SNMP:tä 
 
 12 
Tehdasasetuksilla Ciscon kytkimet asettavat kaikki VLANit numerolle 1, joten 
turvallisuuden kannalta on elintärkeää muuttaa kaikki VLANeissa käytetyt portit 
käyttämään jotakin muuta numeroa. 
 
Dynamic Trunking Protocol 
Trunk-portteja varten Ciscon laitteet sisältävät erityisen Dynamic Trunking -
protokollan (DTP) joka neuvottelee kytkimien välillä tapahtuvan linkittymisen. Koska 
DTP on Ciscon kaupallinen protokolla, eivät muiden valmistajien kytkimet välttämättä 
tue sen käyttöä, ja niiden kanssa porteissa kannattaakin käyttää vain trunk tai 
nonegotiate-tiloja. 
 
DTP tukee seuraavia asetuksia porttirajapinnoilla (Cisco Networking Academy b, luku 
3.2.3.2.): 
 
− switchport mode access laittaa portin ei-trunkkaavaan tilaan ja ehdottaa toisen 
laitteen linkitetylle portille samaa 
− switchport mode dynamic auto-tilassa olevasta portista on mahdollista tulla 
trunk-portti, mutta vain jos toisen kytkimen linkissä oleva portti on trunk- tai 
desirable-tilassa. 
− switchport mode dynamic desirable pakottaa portin aktiivisesti etsimään trunk-
mahdollisuuksia, ja muuttuu jos linkitetty portti on trunk-, auto- tai desirable-tilassa. 
− switchport mode trunk tekee portista automaattisesti trunkkaavan, ja se myös 
ehdottaa linkkiparille siirtymistä trunk-tilaan 
− switchport nonegotiate aktiivisesti estää porttia lähettämästä DTP-paketteja. Tätä 
komentoa käytetään silloin, kun parina toimiva kytkin ei tue DTP:tä, ja kyseessä 
oleva portti on trunk tai access-tilassa.  
 
2.3 Reititys ja reitittimet 
Reitittimien tehtävänä on kuljettaa tietopaketit verkkojen välillä ja päätellä mikä on 
paras reitti tämän tehtävän suorittamiseksi. Reititin seuraa tiedoissaan olevaa 
reititystaulukkoa ja tekee päätökset sen logiikan perusteella, ja pieninkin virhe 
taulukossa voi estää koko verkon toiminnan. 
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Paketin saapuessa reitittimelle, tarkastaa se taulukostaan mitä sille tehdään. Vaihtoehdot 
ovat seuraavat riippuen paketin määränpäästä: 
− Suoraan reitittimen porttiin kiinnitetyn verkon paketit ohjataan suoraan 
määränpäähän. 
− Kaukaisten verkkojen paketit siirretään toiselle reitittimelle, joka jatkaa paketin 
kuljetusta 
− Jos reittiä ei löydy, etsitään reitittimen tiedoista Gateway of Last Resort-tietoa. 
Tiedon löytyessä lähetätään paketti sinne, tai muussa tilanteessa se hylätään 
kokonaan. 
 
Paras reitti määritellään kuitenkin verkossa käytetyn reititnprotokollan perusteella. 
Erilaiset reititinprotokollat voivat käyttää syntyvän matkan mittaamiseen erilaisia 
kriteerejä, kuten yhteenlaskettua linkkien nopeutta, verkon senhetkistä taakkaa tai 
”hyppyjen” määrää, eli kuinka monta kertaa paketti siirtyy laitteelta toiselle. (Cisco 
Networking Academy b, luvut 4.1–4.3.) 
 
2.3.1 Staattinen reititys 
Reititin ei tehdasasetuksillaan tiedä etäisistä verkoista mitään, joten tämä tieto on 
jollakin tapaa opetettava laitteelle. Vaihtoehtoja on kaksi, joko lisäämällä tiedot 
manuaalisesti (staattisesti) tai käyttäen dynaamista reititinprotokollaa, jonka avulla laite 
saa tarvittavat tiedot verkoista 
 
Staattinen lisäys sisältää niin hyviä kuin huonojakin puolia. Ne parantavat verkon 
turvallisuutta ja säästävät aikaa reitittimen suorittimelta, sillä sen ei tarvitse erikseen 
laskea reittejä. Staattiset reitit eivät myöskään lähetä erillisiä kommunikaatiopaketteja 
toisille reitittimille. Tästä huolimatta vaikeudet syntyvät manuaalisen työn tarpeesta, 
sekä siitä etteivät staattisesti määritellyt reitit muutu itsestään kun verkkotopologiaa 
muutetaan. (Cisco Networking Academy b, luku 4.3.3.1.) 
 
Staattisia reittejä käytetään yleisesti silloin, kun halutaan määritellä tie niin sanottuun 
tynkäverkkoon, joihin on vain yksi tie sisään ja ulos. On myös mahdollista, ettei 
reitittimen tehot riitä raskaiden reititinprotokollien tarvitsemiin laskutoimituksiin. 
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Reitittimelle voidaan myös määrittää niin kutsuttu default static route, joka vastaa 
päätelaitteelle määritettyä oletusyhdyskäytävää. Siihen lähetetään tietoja, kun muuten 
sopivaa reittiä ei löydy reitittimen tiedoista. Tämä on kätevä asettaa esimerkiksi siihen 
porttiin, joka yhdistää reitittimen internettiin. (Jaro, 2010) 
 
2.3.2 Dynaaminen reititys 
Dynaamiset reititinprotokollat koostuvat sarjasta prosesseja, algoritmeja ja erityisiä 
lähetettäviä viestejä, joiden tarkoituksena on välittää tietoa reitittimien välillä ja tätä 
kautta pitää koko verkon reitittimien reittitaulut ajan tasalla. Niiden tehtäviin kuuluu 
myös kartoittaa uusia etäverkkoja ja selvittää paras reitti määränpäähän, löytyipä 
sellaista valmiiksi tai ei. 
Vaikka dynaamiset protokollat manuaalisen reittien määrittämisen tarpeen, ne vievät 
osansa koko verkon tehoista ja niiden konfiguroiminen on huomattavasti staattisia 
reittejä vaikeampaa. Reititysviestit nostavat liikennettä ja verkkotopologian 
ylläpitäminen vaatii ylimääräistä työtä reitittimien suorittimilta. Saavutetut hyödyt 
skaalautuvat verkon koon mukaisesti, sillä reitittimien määrän noustessa kymmeniin, 
staattisten reittien määrittäminen vie äärimmäisen paljon aikaa. Nykyaikaiset verkot 
koostuvat yleisesti dynaamisten protokollien sekä staattisesti määritellyiden reittien 
yhdistelmistä. 
 
Sisäverkoissa käytettävien reititinprotokollien pääluokkia on kaksi, link-state protokollat 
sekä distance-vector protokollat. Link-state-reitityksessä jokainen verkon reititin tietää 
koko verkon rakenteen, kun taas distance-vector-reitittimet oppivat tiedot vain 
naapureistaan ja käyttävät linkkien mittaukseen matkaa. Kaikki reititinprotokollat 
toimivat pääpiirteittäin kutakuinkin samalla periaatteella: 
 
1. Reititin lisää käynnistyksen jälkeen omat suoraan kiinni olevat verkot reittitauluunsa 
2. Reittitaulut lähetetään ulospäin kaikista toiminnassa olevista porteista, samalla 
vastaanotetaan tieto muilta laitteeseen kiinnitetyiltä reitittimiltä. 
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3. Reitittimet lähettävät juuri saamansa tiedot vastakkaisista porteista ulospäin ja 
vastaanottava taho lisää tietoihin käytettyä mittayksikköä asiaankuuluvan määrän 
(esimerkiksi hyppyjen määrää +1) 
 
Näiden askelten jälkeen reitittimet ovat saavuttaneet konvergenssin, eli koko verkko on 
onnistuneesti kartoitettu reittitauluihin. (Cisco Networking Academy b, luku 7.1.3.) 
 
OSPF 
Open Shortest Path First (OSPF) on avoimiin standardeihin perustuvat link-state 
protokolla. Useimmat reitittimet tukevat tätä protokollaa, eikä se tuota ongelmia eri 
merkkisiä laitteita sisältävissä verkoissa.  Sen tärkeimmät piirteet ovat (Cisco 
Networking Academy b, luku 8.1.1.2.): 
 
− Luokattomuus. OSPF tukee luokatonta aliverkotusta. 
− Tehokkuus. Reittien muutokset laukaisevat viestien lähetyksen eikä ajoittaisia 
päivityksiä tarvita. 
− Nopea konvergenssi. 
Kuva 4. Esimerkki valmiista konvergenssin saavuttaneesta verkosta ja 
reittitauluista (kuva Cisco Networking Academy b) 
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− Skaalautuvuus. Sopii isoon ja pieneen verkkoon. 
− Turvallisuus. MD5-tuki. 
 
Kuten kaikki link-state protokollat, OSPF käyttää reittien päättelyyn Edsger Dijkstran 
SPF-algoritmiä, joka luo puumaisen mallin verkosta, sijoittaa reitittimen juurelle ja 
laskee lyhimmän reitin jokaiselle pisteelle. Tästä syntyvät parhaat vaihtoehdot 
sijoitetaan reitittimen tietokantaan. Näin onnistutaan kiertämään hyppymäärää 
käyttävien protokollien epäonnistumiset, kuten linkkien suurien nopeuserojen 
aiheuttamat ongelmatilanteet. 
 
OSPF pitää yllä yhteensä kolmea tietokantaa reitittimen muistissa (Cisco Networking 
Academy b, luku 8.1.1.3.): 
 
− Adjacency database. Luo laitteelle uniikin naapuritaulun, jossa säilytetään tietoja 
kaikista reitittimeen yhdistetyistä laitteista. 
− Link-state database (LSDB). Luo taulun verkon topologiasta. Taulu on 
identtinen jokaisen laitteen kohdalla. 
− Forwarding database. Luo laitteelle uniikin reittitaulun joka sisältää parhaaksi 
lasketut reitit paketeille.  
 
Protokollan toiminta perustuu ”alueiden” konseptiin, jossa Area 0 sisältää verkon 
selkärangan, johon kaikki muut alueet ovat yhteydessä jonkin reitin kautta. 
Kaukaisimman verkon ja Area 0:n välillä olevat reitittimet suorittavat erilaisia rooleja 
lähettämällä eroavia topologia- ja reittipäivitysviestejä riippuen siitä, miten kaukana 
selkärangasta ollaan. Yhteensä aluesiin liittyviä rooleja on neljä, alueiden sisällä toimivat 
Internal-reitittimet, Area 0:n sisällä toimivat Backbone-reitittimet, kahden alueen välillä 
olevat Area Border -reitittimet (ABR) sekä kahden erilaisen reititinprotokollan portteja 
ajavat Autonomous System Border-reitittimet (ASBR). (Hummel 2013.) 
 
OSPF lähettää viittä erilaista link-state-pakettia viestinnässään. Tärkeimmät näistä ovat 
Link-State Update-paketti (LSU) joka sisältää mahdollisia muutoksia verkon 
topologiassa sekä kuittina tiedonsaannista lähetettävät Link-State Acknowlegment -
paketit. Näitä paketteja voi isoissa verkoissa liikkua huomattavan paljon, josta on 
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mahdollista syntyä turhaa liikennettä. Ratkaisuna OSPF-naapurustot valitsevat 
joukossaan Designated Router- (DR) sekä Backup Designated Router -laitteet (BDR), 
jotka toimivat keskipisteenä päivitysten lähetykselle. Kun joku naapureista huomaa 
muutoksen topologiassa, se lähettää LSU-paketit DR:lle ja BDR:lle, jonka jälkeen DR 
(tai virheen sattuessa BDR) lähettää jokaiselle naapurille päivitetyt tiedot. (Cisco 
Networking Academy b, luku 8.1.3.3.) 
 
2.3.3 Pääsylistat 
Pääsylistat, eng. Access Control List (ACL) ovat reitittimien tiedonvälittämistä 
rajoittavia sääntökokonaisuuksia. Kun liikenne kulkee pääsylistallisen portin kautta, 
reititin vertaa sitä listan sääntöihin ja päättelee sen perusteella päästetäänkö tietovirta 
läpi vai hylätäänkö se.  
 
Ne ovat tehokas tapa parantaa verkon turvallisuutta, mutta tarjoavat myös muita 
hyötyjä (Cisco Networking Academy b, luku 9.1.1.1.): 
 
− Verkon siirtonopeuden säästäminen. Pääsylistojen avulla kyetään esimerkiksi 
tarvittaessa estämään reititinpäivitysten lähetys, tai vaikkapa videoliikenteen kulku. 
− Verkkoliikenteen suodattaminen tyypin perusteella. Pääsylistat mahdollistavat 
esimerkiksi Telnet-liikenteen estämisen, samalla kun sähköpostiliikenne pääsee läpi. 
− Verkkopalveluiden rajoittaminen. Voidaan estää vaikkapa FTP tai HTTP-
tiedostotyyppien lähettäminen tietylle isäntäkoneelle.  
 
Käytännössä pääsylistat koostuvat allekkaisista hyväksymis- ja kieltolausekkeista, jotka 
perustuvat esim. paketin OSI-mallin 3. tason lähtö- tai tulo-osoitteeseen, 4. tason 
TCP/UDP porttinumeroihin tai käytettyyn protokollaan. Reititin vertaa jokaista 
portista lähtevää tai saapuvaa pakettia lausekkeisiin ensimmäisestä viimeiseen, ja toimii 
ensimmäisen pakettiin sovellettavan lausekkeen mukaan riippumatta siitä, sopiiko joku 
myöhemmistä lausekkeista kyseessä olevaan pakettiin. Jokaisen pääsylistan viimeinen 
näkymätön lauseke kieltää kaiken liikenteen, jonka takia kaikki sääntöihin sopimattomat 
paketit hylätään. (Cisco Networking Academy b, luku 9.1.1.3.) 
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Pääsylistat määritellään porttikohtaisesti, suuntaa ja protokollaa kohden. Sisäänpäin 
suunnatut pääsylistat säästävät reitittimen laskentatehoja sillä niiden estämälle 
liikenteelle ei tarvitse erikseen laskea reittiä. Paras paikka sisäänpäin suunnatulle 
pääsylistalle on portti, jonka reitittämä verkko on ainoa paikka josta tulevia paketteja 
säännöt koskevat. Vastaavasti ulospäin suunnattujen pääsylistojen käsittelemille 
paketeille on jo määritelty reitti, ja lähetyksen säännöt tarkastetaan vasta lähtöportissa. 
Näitä pääsylistoja käytetään usein siellä, missä usean lähteen paketeille tarvitaan 
samantapaista säännöstelyä. (Cisco Networking Academy b, luku 9.1.1.5.) 
 
Ciscon laitteet tukevat kahdenlaisia pääsylistoja, Standard ja Extended, jotka nimensä 
mukaisesti tarjoavat eritasoisia vaihtoehtoja liikenteen suodattamiselle. Standard-listat 
tarkistavat liikenteestä vain IPv4 lähdeosoitteen ja niin sanotun Wildcard-verkkomaskin 
jossa aliverkon peitteen bitit käännetään yhdestä nollaan ja toisinpäin. Extended-listat 
taas kykenevät tarkistamaan pakettien tulo- ja meno-osoitteet, TCP/UDP portit, 
protokollatyypit sekä useita pienempiä protokollatietoja. Yleisesti Extended-listat on 
kannattavaa asettaa mahdollisimman lähelle suodatettavan liikenteen lähdettä, jotta 
kielletty liikenne matkustaa verkossa mahdollisimman lyhyen matkan ennen kuin se 
hylätään. Standard-listojen paikka on niiden rajoittuneiden suodatusvaihtoehtojen takia 
lähellä päämäärää, sillä ne voivat mahdollisesti aiheuttaa haluamattomia kieltosääntöjä 
muille verkoille lähellä lähdettä. (Computer Networking Notes.) 
 
Yleisiä hyviä muistisääntöjä (Cisco Networking Academy b, luku 9.1.4.1.) pääsylistojen 
käyttöön: 
 
− Käytä pääsylistoja palomuureina toimivissa reititittimissä sisä- ja ulkoverkon, 
esimerkiksi internetin, välillä. 
− Pääsylistoja on hyvä käyttää reitittimissä, jotka sijaitsevat kahden sisäverkon osan 
välillä liikenteen rajoittamista ja suodattamista varten. 
− Verkon reunoilla sijaitsevat reitittimet tarvitsevat pääsylistoja, sillä ne tarjoavat 
suojausta vähemmän säännellyistä verkoista saapuvalta liikenteeltä. 
− Aseta pääsylistat jokaiselle verkon reunalla sijaitsevan reitittimen käyttämälle 
protokollalle. 
− Listojen on perustuttava yrityksen turvakäytäntöön. 
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− On järkevää luoda jokaiselle listalle kuvaus joka kertoo mitä niillä halutaan tehdä. 
Täten valmista listaa voidaan verrata kuvaukseen ja tarvittaessa korjata. 
− Listoista kannattaa luoda kirjasto tekstitiedostoja, joka nopeuttaa vianetsintää ja 
arkistointia. 
− Pääsylistat on aina järkevää testata kokeiluympäristössä ennen käyttöönottoa, sillä 
virheellinen lista saattaa lamauttaa koko verkon toiminnan. 
 
2.4 Lähiverkot 
Tämä luku käy läpi lähiverkkojen suunnittelussa huomioitavia aihe-alueita, jotka eivät 
välttämättä suoraan liity tiedon reitittämiseen, mutta on kuitenkin tärkeä pitää mielessä 
suunnitteluprosessin aikana. 
 
Verkot jaetaan yleisesti kolmeen kokonaisuuteen, niin sanottuihin kerroksiin, 
suunnittelun helpottamiseksi. Ne ovat Access-kerros, Distribution-kerros sekä Core-
kerros jotka toteuttavat hyvinkin erilaisia rooleja verkon toiminnassa. Huomioon 
kannattaa ottaa, että yksi laite voi toimia monessa kerroksessa samanaikasesti. 
 
− Access-kerros on lähimpänä käyttäjiä ja tarjoaa rajapinnan päätelaitteiden 
yhdistämiselle verkkoon. Se koostuu usein Layer2-kytkimistä ja varmistaa tietojen 
välittämisen käyttäjien laitteille. 
− Distribution-kerros sisältää aliverkkojen ja VLANien välisestä liikenteestä vastaavat 
reitittimet sekä Layer3-kytkimet. Tällä tasolla hoidetaan verkkojen väliset pakettien 
suodatukset sekä esimerkiksi Quality of Service-prioriteettivalvonta. 
− Viimeisenä Core-kerros toimii verkon selkärankana ja koostuu kaikista 
tehokkaimmista reititin- ja kytkinlaitteista johon kaikki aliverkot lopulta yhdistyvät 
ennen Internettiin liittymistä. Tärkeintä Core-kerroksen laitteille on suuri 
siirtokapasiteetti sekä mahdollisimman pieni latenssi. 
 
Kolmen kerroksen malli soveltuu parhaiten isommille yrityksille. Se tarjoaa joillekin 
verkoille jopa liian laajoja mahdollisuuksia. Tästä johtuen pienemmät yritykset saattavat 
päätyä ratkaisuun, joka yhdistää Core- ja Distribution- kerrokset yhdeksi 
kokonaisuudeksi joka vähentää kuluja ja tekee verkosta yksinkertaisemman. Tätä 
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ratkaisua kutsutaan Collapsed Core -ratkaisuksi. (Cisco Networking Academy d, luku 
1.1.1.3.) 
 
2.4.1 Oikeiden laitteiden valinta 
Ethernet-verkot ovat olleet käytössä jo kymmeniä vuosia, jonka myötä laitteet ovat 
ehtineet erikoistua moniin käyttötarkoituksiin. Verkkojen suunnittelun aikana onkin 
erityisen tärkeää valita laitteet jotka vastaavat halutun verkon vaatimuksia ja budjettia. 
Huomiota kannattaa kiinnittää erityisesti näihin seikkoihin: 
 
− Hinta -> Useampia/nopeampia liitäntöjä, toimintoja, laajennusmahdollisuuksia = 
korkeampi hinta 
− Porttien määrä -> Valittava verkon päätelaitteiden määrän mukaan 
− Virta -> Tarvitaanko Power over Ethernet (PoE) toimintoa, varavirtalähteitä? 
− Luotettavuus -> Verkon on oltava aina käyttökykyinen 
− Porttien nopeus -> Miten paljon liikennettä verkossa oletetaan olevan? 
− Kehyspuskurit -> Tarvitseeko kytkimen voida säilyttää kehyksiä muistissaan 
verkon ruuhka-aikoina? 
− Skaalautuvuus -> Käyttäjien määrä voi kasvaa, laitteiden on tuettava verkkoa 
tulevaisuudessakin. 
− Koko -> paljonko tilaa laitekaapissa on? 
 
Verkon suunnittelijan valittavissa on kaksi pääluokkaa, kiinteän kokoonpanon laite sekä 
modulaarilaite. Esimerkiksi kiinteät kytkimet eivät tarjoa minkäänlaisia 
laajentamisvaihtoehtoja, vaan kokoonpano pysyy sellaisena, kun se ostohetkellä on. 
Kiinteistä kytkimistä kuitenkin usein löytyy sellaisia vaihtoehtoja, jotka sopivat 
verkkojen yleisimpiin vaatimuksiin porttien määrästä ja mallista lähtien. 
 
Vastaavasti modulaarikytkimet tarjoavat paljon joustavuutta ja soveltuvat muuttuviin 
olosuhteisiin mahtavasti. Ne sisältävät yleisesti halutun kokoisen rungon, joka 
mahdollistaa monien, erilaisia portteja sisältävien linjakorttien lisäämisen. Linjakortit 
ovat kuin tietokoneen osia siinä mielessä, että ne on helppo vaihtaa toiseen. 
Modulaarikytkimet ovat huomattavasti kiinteitä kytkimiä kalliimpi ratkaisu, mutta 
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niiden tarjoamat laajennusmahdollisuudet voivat tietyissä tilanteissa maksaa itsensä 
takaisin ja helpottaa verkon hallintaa.  
 
 
Joitakin kytkimiä voi myös yhdistää erityisellä kaapelilla, joka tarjoaa nopean yhteyden 
kytkinten välille. Tällöin useat laitteet toimivat käytännössä yhtenä nopeana kytkimenä 
ja parantavat viansietoa, nopeutta ja mahdollistavat tehojen tarkan allokaation. Näitä 
kutsutaan niin sanotuiksi pinotuiksi kytkimiksi ja ovat hyvä vaihtoehto silloin kun 
modulaarinen kytkin olisi liian kallis verkon tarpeisiin. (Cisco Networking Academy b, 
luku 1.1.2.2.)  
 
2.4.2 Osoitteenmuunnos 
Osoitteenmuunnos, eng. Network Address Translation (NAT) on pääasiassa julkisten 
IPv4-osoitteiden säästämiseen käytetty tekniikka, joka nimensä mukaisesti muuntaa 
sisäverkossa käytettäviä yksityisiä IP-osoitteita ulkoverkkoon päin näkyviksi julkisiksi 
osoitteiksi. Yleisesti NAT-toiminnallisuus sijoitetaan ulko- ja sisäverkon reunalla 
toimivaan reitittimeen, joille asetetaan yksi tai useampia julkisia osoitteita. 
 
Osoitteenmuunnos käyttää neljää erilaista termiä IP-osoitteesta, joita käytetään aina sen 
isäntäkoneen näkökulmasta, jonka osoitetta ollaan muuttamassa (Cisco Networking 
Academy b, luku 11.1.1.3.): 
 
− Inside-osoite, eli sen laitteen osoite, jonka osoitetta ollaan muuttamassa 
− Outside-osoite, eli määränpäässä sijaitsevan päätelaitteen osoite 
− Local-osoite on mikä tahansa sisäverkossa näkyvä osoite 
− Global-osoite on mikä tahansa ulkoverkossa näkyvä osoite 
 
Kuva 3. Kiinteät, modulaariset ja pinotut kytkimet (kuvat Cisco Networking Academy b) 
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Näistä termeistä luodaan Inside Local-, Outside Local-, Inside Global- sekä Outside 
Global -osoitteet. Kuva 5. näyttää osoitteenmuunnoksen toiminnassa R2-.reitittimellä, 
kun paketti lähtee laitteelta PC1 ja kun paketti vastaanotetaan Web Server-koneelta. 
 
 
 
 
IPv4-osoitteiden muuntamiselle on kolme erilaista tapaa. Ne voidaan muuttaa 
staattisesti, dynaamisesti tai käyttäen erityistä Port Address Translation (PAT) -
tekniikkaa. 
 
Staattinen NAT on juuri sitä miltä kuulostaakin. Reitittimelle määritellään osoite 
kerrallaan minkä yksityisen osoitteen liikenne muunnetaan tietylle julkiselle osoitteelle. 
Julkisia osoitteita ei siis säästetä, mutta tapa on erityisen hyödyllinen silloin, kun 
verkossa toimii Web- tai muu palvelin, jonka osoitteen on pysyttävä aina samana 
ulkoverkosta yhdistettäessä. Staattiset merkinnät eivät muutu, mutta eivät ole hyvä 
ratkaisu normaalien käyttäjien osoitteiden muuntamiseen, koska julkisista osoitteista on 
yleensä pulaa. 
Kuva 5. Esimerkki NAT-osoitteenmuunnoksen 
toiminnasta (kuva Cisco Networking Academy b) 
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Dynaaminen NAT toimii listojen periaatteella. Reitittimille määritellään lista 
yksityisistä osoitteista, jotka sen on muunnettava ja samalla lista julkisista osoitteista, 
joihin edellisen listan osoitteita voidaan muuntaa. Muuntaminen tapahtuu siinä 
järjestyksessä, jossa laitteet niitä reitittimeltä pyytävät, ja kuten staattisenkin ratkaisun 
kanssa, yritys tarvitsee yhtä monta julkista osoitetta kuin yhtäaikaista käyttäjäsessiota. 
Jos yhtäaikaisia käyttäjiä on enemmän kuin osoitteita, on yli menevien odotettava siihen 
asti, että osoitteita vapautuu ennen kuin he voivat yhdistää ulkoverkkoon. 
 
PAT (tai NAT Overload) tarjoaa tavan monelle yksityiselle osoitteelle käyttää yhtä tai 
muutamaa julkista osoitetta jakamalla sessiot TCP- tai UDP-porttien avulla. Session 
alkaessa reititin määrittää sille tietyn portin josta se myöhemmin tunnistaa tälle sessiolle 
kuuluvan liikenteen ja osaa ohjata sen oikealle laitteelle. Tämä prosessi parantaa myös 
turvallisuutta, sillä se varmistaa, että tuleva liikenne on jonkin sisäverkon laitteen 
pyytämää. Jos määritetty portti on jo käytössä, PAT osaa valita seuraavan vapaana 
olevan portin. Kuten dynaamisessakin tavassa, PATille voidaan määrittää listat 
yksityisistä sekä julkisista osoitteista. (Cisco Networking Academy b, luku 11.1.2.) 
 
Vaikka NAT tarjoaakin useita hyötyjä, kuten mahdollisuuden helppoon sisäverkon 
aliverkotuskartoitukseen, on siinä myös paljon huonoja puolia jotka saattavat aiheuttaa 
ongelmia verkon toiminnassa (Cisco Networking Academy b, luku 11.1.3.): 
 
− Verkon suorituskyky voi huonontua. Erityisesti VoIP tai muut reaaliaikaista 
kommunikaatiota tarvitsevat protokollat voivat kärsiä, sillä reitittimen on 
muunnettava jokainen paketti erikseen. 
− Tiettyyn laitteeseen yhdistäminen ulkoverkosta vaikeutuu. Sisäverkon laitteen 
yksityinen IP-osoite ei näy ulospäin ja julkinen osoite saattaa vaihtua, jolloin 
pakettien lähtöpistettä on vaikea jäljittää. Jotkin protokollat eivät toimi NATin 
kanssa. 
− Tunnelointiprotokollat, kuten IPsec, eivät välttämättä toimi, sillä NAT muuttaa 
lähetettyjen pakettien header-osia. 
− Ulkoverkosta aloitettavat TCP-sessiot saattavat vaatia lisäasetuksia reitittimeltä. 
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2.4.3 Turvallisuus 
Verkkoturvallisuuden varmistaminen on nykymaailmassa yhä tärkeämpi osa yrityksen 
verkon ylläpitäjän tehtäviä. Tämä kappale käy läpi turvallisuuden perusteet, mutta jättää 
monimutkaisemmat turvallisuuskäytännöt vähemmälle. 
 
Seuraavia ohjeita seuraamalla varmistetaan keskivertoinen pohja verkon 
turvallisuudelle, jota voidaan edistyneemmillä toimenpiteillä parantaa edelleen (Cisco 
Networking Academy b, luku 2.2.3.1.): 
 
− Kehitä yritykselle kirjallinen turvallisuuskäytäntö 
− Varmista, että kaikki käyttämättömät palvelut ja portit ovat suljettuna 
− Käytä vahvoja salasanoja ja vaihda niitä säännöllisin väliajoin 
− Pidä huolta, että fyysisiin laitteisiin pääsevät käsiksi vain henkilöt, joilla on siihen 
lupa. 
− Käytä HTTPS-sivustoja, varsinkin sisäänkirjautumista varten. 
− Suorita säännöllisiä varmuuskopioita ja tarkasta varmuuskopioiden toimivuus. 
− Opeta käyttäjlle tarpeelliset tiedot huijausyrityksistä ja kehitä keinoja varmistaa 
henkilöiden identiteetti. 
− Salaa tärkeät tiedostot ja data 
− Käytä palomuureja tai muita turvallisuutta parantavia laitteita / ohjelmistoja 
− Pidä huolta, että kaikki verkon käyttäjien laitteet ja ohjelmistot ovat päivitetty ajan 
tasalle. 
 
Verkon ylläpitäjän arsenaaliin kuuluu monia testauksessa käytettyjä työkaluja, joilla on 
mahdollista asettautua hyökkääjän rooliin. Näiden työkalujen avulla selvitetään 
mahdolliset tietoturva-aukot myöhempää korjausta varten. Testit kannattaa aina 
suorittaa oikeaa tuotantoverkkoa jäljittelevissä testiympäristöissä, sillä hyökkäykset 
saattavat aiheuttaa aavistamattomia ongelmia verkon toiminnalle. 
 
Hyökkäykset 
Eräät yleisimmistä verkkoon kohdistuvista hyökkäyksistä ovat MAC flooding, DHCP 
Spoofing sekä CDP-hyökkäykset. MAC flooding -hyökkäyksessä hyökkääjä tulvii 
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kytkimelle vääriä tuntemattomia MAC-osoitteita, jonka seurauksena kytkimen MAC-
taulu täyttyy. Tästä johtuen kytkin menee niin sanottuun fail-open-tilaan jossa kaikki 
kytkimelle lähetetyt tiedot lähetetään yleislähetyksenä eteenpäin kaikista porteista joka 
mahdollistaa hyökkääjälle tietojen kaappaamisen. 
 
DHCP Spoofing tapahtuu, kun hyökkääjä luo oman vale-palvelimensa, joka antaa 
verkon laitteille vääriä DHCP-osoitteita. Seurauksena hyökkääjä voi pakottaa laitteet 
muuttamaan myös Domain Name System (DNS) ja Windows Internet Naming Service 
(WINS)-osoitteet haluamakseen. Toinen DHCP-hyökkäys on Starving, jossa hyökkääjä 
tulvii DHCP-palvelimelle valheellisia pyyntöjä niin paljon, etteivät oikeat laitteet saa 
palvelimelta osoitteita. Näitä käytetään usein yhdessä verkon lamauttamiseen. 
 
Ciscon laitteilla on tehdasasetuksilla pyörivä Cisco Discovery Protocol (CDP), joka 
mahdollistaa automaattisen reititinkonfiguraation tietyissä tilanteissa. Sen haittapuolena 
ovat salaamattomat paketit, joita lähetetään ajoittain. Vaikka CDP tarjoaa hyötyjä 
asennuksen aikana, kannattaa sen toiminta lamauttaa niistä porteista, jotka eivät sitä 
tarvitse. (Cisco Networking Academy b, luku 2.2.2.) 
 
Ratkaisut 
Ehkäpä helpoin ratkaisu verkon väärinkäytön estämiseen on käyttämättä olevien 
kytkinporttien sulkeminen. Tällä tavoin luvaton käyttäjä ei kykene yhdistämään 
verkkoon, vaikka hän pääsisikin liittämään koneensa vapaaseen kytkinporttiin. Porttien 
sulkeminen on kuitenkin työlästä, eikä ratkaise kaikkia ongelmia. Sen ohella kannattaa 
soveltaa Ciscon laitteista löytyviä DHCP Snooping-turvaa. Port Security-toimintoja 
sekä varmistaa Network Time Protocol (NTP) -synkronointi. 
 
DHCP Snooping -turvan avulla kytkimien portit voidaan jakaa luotettuihin ja 
epäluotettuihin portteihin. Luotetun portin takaa löytyvä laite voi lähettää DHCP 
acknowledgement-viestejä eteenpäin tai olla linkki itse DHCP-serveriin, kun taas 
epäluotettujen porttien läpi ei voi lähettää kuin DHCP-request viestejä. Tällä tavoin 
estetään mahdollisten vale-palvelimien pääsy verkkoon, sillä epäluotetut portit 
sulkeutuvat itsestään jos niihin kiinnitetty laite yrittää lähettää DHCP-
acknowledgement -viestejä. 
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Portit voidaan myös turvata käyttäen Port Security-toimintoa, joka tarkastelee porttia 
käyttävien laitteiden MAC-osoitteita ja rajoittaa niiden määrää halutun verran. MAC-
osoitteita voi rajata porteille joko staattisesti, dynaamisesti opituilla ensimmäisillä 
porttiin yhdistävillä osoitteilla tai pysyvästi, jossa tuo dynaaminen lista tallennetaan 
laitteen käynnistyskonfiguraatioon. Port Security toimii jotakuinkin DHCP Snooping-
turvan tapaan, sillä jos portin MAC-osoitteiden lista on jo täynnä tai staattisessa 
tapauksessa lähettävän koneen MAC-osoite ei ole tunnettu, menee portti 
ennaltamäärättyyn virhetilaan joka saattaa vaatia ylläpitäjän toimia ennen kuin sitä 
voidaan käyttää uudelleen. (Cisco Networking Academy b, luku 2.2.3.) 
 
NTP on protokolla joka synkronoi laitteiden kellot pakettivaihdetuissa verkoissa. 
Yleensä kaikki laitteet synkronoidaan verkon yksityisen NTP-palvelimen kanssa, mutta 
ylläpitäjä voi myös valita kellon säätäjäksi Internetistä löytyvän palvelimen. 
Synkronoidut kellonajat varmistavat sen, että ongelmanratkontatilanteen aikana 
tarkasteltavien lokitiedostojen aikavertailu on mahdollista ja luotettavaa.( Cisco 
Networking Academy b, luku 2.2.4.) 
 
2.4.4 Toiminnan turvaaminen 
Nykyään yksi yritysverkon tärkeimmistä ominaisuuksista on sen kyky pysyä toiminnassa 
jatkuvasti olosuhteista huolimatta. Helpoin tapa suojata verkkoa yksittäisiltä 
vikapisteiltä on lisätä fyysisiä linkkejä tai laitteita, jolloin verkko voi jatkaa toimintaansa 
yhden portin, laitteen tai johdon hajotessa. Yrityksien budjetit eroavat toisistaan paljon, 
joten laitteiden lisääminen ei aina ole mahdollista. Linkkien lisääminen aiheuttaa Layer 
2-verkkolooppeja, jos niitä ei konfiguroida oikein. Tässä apuun tulee Spanning Tree -
protokolla (STP) joka säätelee linkkien saatavuutta verkon tarpeiden mukaan, 
varmistaen, että verkossa on vain yksi looginen reitti kerrallaan mihin tahansa 
määränpäähän. 
 
STP käyttää viestintäänsä BPDU-viestintäpaketteja, joista jokainen sisältää kytkimelle 
uniikin Bridge ID (BID)-tunnuksen. Tämä taas kertoo muille kytkimille lähettäjän 
prioriteettinumeron, MAC-osoitteen ja mahdollisesti laajennetun järjestelmätunnuksen. 
Näiden kolmen arvon perusteella STP-alueen kytkimet päättelevät joukossaan Root 
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Bridge-kytkimen. Root Bridge on aina pienimmän BID-tunnuksen omaava kytkin. Kun 
kytkin käynnistetään, alkaa se lähettää BPDU-paketteja joka toinen sekunti. Jos näiden 
pakettien BID-tunnus on pienempi kuin aikaisemman Root Bridge -kytkimen, muut 
alueen kytkimet laskevat reittinsä uudelleen. Käytetystä STP-tyypistä riippuen Root 
Bridge-kytkimiä on verkossa ainakin yksi per STP-instanssi. Jos kaikki kytkimet ovat 
VLAN 1-jäseniä, STP-instanssejakin vain yksi. 
 
Kaikki alueen kytkimet laskevat lyhimmän reitin tähän Root Bridgeen ja samalla 
määrittävät roolit kaikille käytössä olevilleen porteille seuraavista (Cisco Networking 
Academy c, luku 2.1.2.2.): 
 
− Root-portit ovat Root Bridge-kytkintä lähinnä olevia portteja. 
− Designated-portit ovat kaikki muut portit, joilla on lupa lähettää liikennettä. 
Kaikki Root Bridge-kytkimen portit ovat Designated-roolissa. 
− Alternate- ja Backup-portit estävät kaiken liikenteen ja toimivat toissijaisina 
ratkaisuina toimivien linkkien hajotessa.  
− Disabled-portit ovat kytkimen portteja, jotka eivät ole käytössä. 
 
Parhaat reitit kytkimien välilä lasketaan käyttäen ennaltamäärättyjä linkkien ”hintoja” 
jotka perustuvat yleisesti linkkien nopeuteen. Näitä voidaan kuitenkin määrittää myös 
manuaalisesti, jos verkon ylläpitäjä niin haluaa. Hinnat määritetään porttikohtaisesti, ja 
reitin hinta on kaikkien sen varrella olevien linkkien yhteenlaskettu summa. 
 
Ciscon laitteissa oletuksena käytössä oleva PVST+ on Ciscon kehittämä parannettu 
versio alkuperäisestä STP-protokollasta, joka tarjoaa jokaiselle VLANille oman 
Spanning Tree-instanssinsa. Tämä nostaa kytkimeltä tarvittavia suoritin- ja 
muistivaatimuksia, mutta mahdollistaa jokaiselle VLANille oman Root Bridge-
kytkimensä, joka taas parantaa verkon optimointimahdollisuuksia. Alkuperäisen STP-
protokollan tapaan PVST+ konvergenssin saavuttaminen on hidasta, mutta tapahtuu 
VLAN-kohtaisesti. (Cisco Networking Academy c, luku 2.2.1.2.) 
 
Pienyritysten verkoissa on harvoin rahoitusta useiden ylimärääisten laitteiden 
asennukselle, joten laitteiden välisten linkkien lisääminen on järkevämpi vaihtoehto. 
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Palvelinkoneet tukevat yleensä monia NIC-portteja, joiden avulla niihinkin on 
mahdollista liittää toimintaa varmistavia ylimääräisiä linkkejä moniin kytkimiin. 
Pienyrityksissä yhteys Internettiin on myös usein vain yhden reitittimen varassa, joten 
ainoa Layer 3-turva voidaan saavuttaa käyttämällä useaa reitittimen ethernet-porttia. Jos 
tämä reititin kuitenkin hajoaa, jää verkko täysin toimintakyvyttömäksi ja voi tuottaa 
huomattavia rahallisia vahinkoja. Tästä syystä voikin olla hyvä ratkaisu panostaa 
toissijaiseen Internet-yhteyteen toiselta palveluntarjoalta. 
 
HSRP 
Myös reitittimien toiminta on pystyttävä turvaamaan, mutta ongelmaksi syntyy 
päätelaitteiden asetukset, jotka eivät kykene tallentamaan tietoihinsa kuin yhden 
oletusyhdyskäytävän osoitteen. Tästä johtuen reititinten toiminta on kyettävä 
virtualisoimaan niin, että liikenne ohjaantuu toimivalle laitteelle vikojen ilmentyessä. 
Päätelaitteet käyttävät ARP-selvitystä löytääkseen oletusyhdyskäytävän MAC-osoitteen, 
ja palautettu osoite on virtuaalireitittimen omistama. Erityistä First Hop Redundancy 
Protokollaa käytetään määrittämään virtuaalireitittimen muodostavat laitteet, ja kun ne 
huomaavat yhden linkin hajonneen, ottaa toinen varalla oleva laite hallun kaikesta 
siihen liittyvästä liikenteestä. Päätelaitteet eivät huomaa vian sattuessa minkäänlaista 
muutosta. (Cisco Networking Academy c, luku 2.4.1.) 
 
HSRP on Ciscon kaupallinen protokolla tähän tarkoitukseen. Se kykenee lajittelemaan 
reitittimet ryhmiin porttikohtaisesti, ja sille voidaan asettaa etukäteen määriteltyjä 
kriteerejä, joiden mukaan reitittimet vaihtelevat liikenteen reititysvastuuta keskenään. 
Reititysvastuun omaava reititin on niin sanotusti Active-tilassa, ja kun siinä havaitaan 
vika, ottaa yksi odottavista Standby-reitittimistä hallun. HSRP-konfiguraatiot tunnistaa 
standby-avainsanasta Ciscon reitittimillä. (Cisco Networking Academy c, luku 2.4.1.) 
 
2.4.5 Skaalautuvuus ja tulevaisuudenturva 
Yritysverkkoa suunnitellessa on pidettävä mielessä yrityksen kasvumahdollisuudet. 
Lähes jokaista verkon osaa kyetään optimoimaan laitteiden määrää vastaavaksi, mutta 
jos suunnitteluvaiheessa laajennukselle ei jätetä tilaa, on suuri osa verkosta 
konfiguroitava uudelleen myöhemmin. 
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Mielessä kannattaa pitää seuraavat neuvot (Cisco Networking Academy c, luku 
1.1.2.1.): 
 
− Jos mahdollista, käytä modulaarisia tai muuten laajennettavia laitteita, joiden avulla 
uusien toimintojen lisääminen on helppoa ja suhteellisen halpaa. 
− Hierarkisen verkkoon on pystyttävä lisäämään uusia moduuleita tarvittaessa ilman, 
että ne vaikuttavat valmiiksi toiminnassa olevia verkon osuuksia. 
− Verkon osoitesuunnitelman on oltava hierarkinen. Järkevä suunnittelu varmistaa, 
ettei osoitesuunnitelmaa tarvitse muuttaa verkon koon kasvaessa. 
− Käytä reitittimiä ja kytkimiä rajoitamaan yleislähetyksiä ja ei-haluttua liikennettä 
verkossa, erityisesti verkon ytimessä. 
− Lisää moninkertaisia linkkejä laitteiden välille varmistaaksesi toimivuuden yhden 
osan hajotessa. 
− Mieti linkkien yhdistämistä esimerkiksi EtherChannel-teknologialla verkon 
suorituskyvyn nostamiseksi ja rahan säästämiseksi. 
− Lisää mahdollisuuksia langattomalle yhdistämiselle, jotta tabletit ja muut 
kannettavat laitteet voidaan integroida verkkoon. 
− Käytä skaalautuvaa ja jakokykyistä reititinprotokollaa reitityksen helpottamiseksi ja 
reitityksestä johtuvan liikenteen minimoimiseksi. 
 
EtherChannel 
Usein monen päällekkäisen laitteiden välisen linkin toiminnasta vastaa Spanning Tree, 
joka käytännössä sulkee kaikki paitsi yhden linkeistä. Joskus on kuitenkin tarve saada 
laitteiden porteista kaikki teho irti, tai jokin verkon osa saattaa tarvita enemmän 
suorituskykyä kuin toiset. Tähän apuna on EtherChannel-teknologia, joka yhdistää 
monta linkkiä yhdeksi virtuaaliseksi rajapinnaksi, joka teoriassa moninkertaistaa 
laitteiden välisen linkin suorituskyvyn. 
 
EtherChannel sisältää monia hyötyjä, mukaan lukien (Cisco Networking Academy c, 
luku 3.1.1.2.): 
 
 30 
− Yhteneväinen konfigurointi, kaikki EtherChannel-linkin portit jakavat asetuksensa 
toistensa kesken. 
− Ei tarvetta lisäporteille, EtherChannel käyttää kytkimissä valmiiksi olevia portteja ja 
säästää tämän takia rahaa. 
− Load balancing tapahtuu EtherChannel-kokonaisuuden sisältävien linkkien välillä. 
− EtherChannel turvaa linkin toimintaa. Jos yksi fyysinen linkki lakkaa toimimasta, ei 
kytkinten tarvitse laskea STP-reittejä uudelleen, sillä ulospäin EtherChannel linkki 
on vain yksi looginen kokonaisuus. 
 
Jotta EtherChannel-linkki voidaan muodostaa, pitää kaikkien siihen kuuluvien porttien 
olla saman nopeuksisia, samalla duplex-säädöksellä sekä kuulua samoihin VLAN-
kokonaisuuksiin. Linkin luomisen jälkeen mikä tahansa muutos vaikuttaa kaikkiin 
jäseninä oleviin portteihin. 
 
2.4.6 Dokumentointi 
Lähiverkkojen logiikka jakaa yhtäläisyyksiä ohjelmoinnin kanssa ainakin siinä mielessä, 
että ulkopuolisen on usein todella vaikea ymmärtää miten jokin osa, tai kokonaisuus 
toimii. Ongelma syntyy varsinkin jonkin mennessä pieleen, sillä vikaa on vaikeaa lähteä 
ratkomaan ilman perusteellista käsitystä kaikkien osien yhteistyöstä keskenään. Verkon 
dokumentointi on järkevintä aloittaa heti suunnitteluvaiheessa, ja se on arvokas työkalu 
niin vianselvitykseen, uusien työntekijöiden kouluttamiseen kuin avustamaan 
mahdollisia rakennusmiehiä ja konsulttejakin. 
 
Tärkeimpiä kohteita dokumentaatiolle ovat (Rouse 2002) seuraavat  
 
− Looginen ja fyysinen verkkotopologia. Antaa lukijalle kuvan verkon koosta sekä 
rakenteesta. Sisältää kaikki tärkeimmät laitteet, kuten palomuurit, kytkimet, 
reitittimet ja palvelimet, mutta ei yleensä muita päätelaitteita. 
− Palvelintiedot. Palvelinten hallintaan tarvittavat tunnukset, palvelimen 
käyttöjärjestelmä, palvelinkoneen kokoonpano, ip-osoitteet jne. 
− Reitittimien ja kytkinten konfiguraatiot. Tarkat tiedot VLAN-asetuksista, 
porttien jaosta, pääsylistoista, WAN-konfiguraatiosta jne. Sisältää myös selityksiä 
logiikasta. 
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− Verkon toimintaan liittyvien palveluiden tiedot. Sisältää esim. WINS, DHCP, 
DNS ja muut verkon toiminnalle kriittisten palveluiden asetukset. 
− Domain-profiilit ja käytännöt. Käyttäjien oikeudet, domain policy-asetukset. 
− Turvakäytännöt, vianratkontaohjeet. Miten toimia ongelmatilanteissa, laitteiden 
hallintaan liittyvät tunnukset ja salasanat, miten verkko on suojattu tunkeilijoilta. 
 
Dokumentointi voi osoittautua äärimmäisen paljon aikaa vieväksi tehtäväksi, etenkin 
suurissa verkoissa, mutta sen tarjoamat hyödyt ovat suuret. Kannattavaa on kuitenkin 
harkita pitkään mitä osia verkosta halutaan dokumentoida ja millä prioriteeteilla. 
Huomioitavaa on myös miten tarvittavat tiedot aiotaan kerätä ja missä muodossa ne 
voidaan esittää silloin, kun niitä tarvitaan.  
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3 Verkon suunnittelu ja dokumentointi 
Esimerkki, jolle projekti toteutetaan, on pääkaupunkiseudulla toimintansa lähiaikoina 
aloittanut yritys, joka työllistää noin 60 henkilöä. Työn tekohetkellä yrityksen sisäiset 
funktiot ovat jaettu neljään pääosastoon, jotka ovat Myyntiosasto, Markkinointi, IT-
osasto sekä Hallinto, joka sisältää yrityksen toiminnan ylläpitoon osaa ottavat 
pienemmät tiimit. Myynti- ja markkinointiosastot sisältävät suurimman osan 
työvoimasta, 35 henkilöä, ja ne ovat myös nopeimmin kasvavat osat yrityksen 
hierarkiassa. Hallintopuoli työllistää 20 henkilöä, eikä uusia rekrytointia vaativia tehtäviä 
synny kuin harvoin. Viimeisenä ja pienimpänä on IT, jonka 3 työntekijää vastaavat 
tulevan verkon palvelimien ja muiden laitteiden toiminnasta, sekä pääasiallisesti 
ratkovat yrityksen työntekijöiden IT-aiheisia ongelmia. 
 
Päätelaitteita verkkoon tiedetään sijoitettavan alustavasti yksi työntekijää kohden. 
Lisäksi toimistoon kuuluu kaksi skannereina ja tulostimina toimivaa monitoimilaitetta, 
sekä kolme palvelinkonetta, joiden tehtävät ovat seuraavat: 
 
1. Web-palvelin 
− Ylläpitää yrityksen verkkosivuja 
− Toimii yrityksen DNS-nimipalvelimena 
2. Tiedostopalvelin 
− Pitää sisällään kaikkien funktioiden omat tiedostorakenteet sekä yrityksen 
toiminnalle elintärkeät tietokannat 
− Hallitsee tulostukseen liittyviä pyyntöjä 
− Jakaa osoitteet yrityksen päätelaitteille DHCP-palvelun avulla 
3. Sähköpostipalvelin 
− Ylläpitää yrityksen sähköpostipalvelua 
 
Laitteet halutaan jaettavan aliverkkoihin niin, että markkinointi- ja myyntiosasto 
muodostavat yhden aliverkon yhdessä, toiseen aliverkkoon tulee vain hallinnon laitteet, 
kolmas sisältää IT:n ja neljänteen sijoitetaan palvelimet. Aliverkotus avustaa jakamaan 
osapuolet loogisiin ryhmiin.  Osastojen välinen tiedostojenjako on mahdollista 
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toteuttaa käyttäen tiedostopalvelinta, jonka pääsyoikeudet voidaan määritellä 
tarkemmin käyttäjäkohtaisesti. 
 
Verkon hallinta halutaan pitää tiukasti vain IT-henkilöstön käsissä, joten tarkoituksena 
on mahdollistaa verkkolaitteiden asetuksiin käsiksi pääseminen vain suoraan laitteen 
konsoliporttiin yhdistämällä, tai käyttäen salasanasuojattua Secure Shell-yhteyttä (SSH). 
 
Yritys on saanut internet-palveluntarjoajaltaan 10 julkista IP-osoitetta käytettäväkseen 
väliltä 88.195.97.1 – 88.195.97.10 /28. Tämä ei selvästi riitä kaikille käyttäjille, joten 
verkon toteutukseen on toiminnan turvaamiseksi lisättävä NAT-
osoitteenmuunnospalvelu. Osoitteet halutaan jakaa niin, että Web-palvelin ja Email-
palvelin säilyttävät ulkoiset osoitteensa muuttumattomana, ja alustavasti muut 
kahdeksan osoitetta jaetaan muiden päätelaitteiden käyttöön parhaaksi katsotulla 
tavalla.  
 
Verkon reititys halutaan toteuttaa dynaamisesti, jotta tulevaisuudessa mahdollisesti 
toteutettavat laitelisäykset ovat helpompia. Tämä nostaa verkkolaitteiden kustannuksia, 
mutta budjetti sallii sen. 
 
Verkosta halutaan myös mahdollisimman vikasietoinen, sillä kaikenlaiset katkokset 
toiminnassa johtavat huomattaviin tuottojen menetyksiin. 
  
3.1 Verkkotopologiat 
Topologiat ovat kuvattu liitteissä 1. ja 2.  
 
Verkko haluttiin jakaa neljään VLANiin, joista kaksi suurinta on asetettu 
käyttäjäliikenteen hoitaville layer 2 Access-tason kytkimille. Ne luovat myös suurimman 
sisäverkossa tapahtuvan liikenteen. Kaikki VLANit haluttiin pitää yksinkertaisuuden 
vuoksi /24 verkkomaskin alla, jonka seurauksena jokaisen verkon teoreettinen 
käyttäjämäärä on 252. Suurimman tämänhetkisen tarvittavan määrän ollessa 35, 
kyseinen verkkomaski takaa, että yritys voi kasvaa yli 7-kertaiseksi ennen tästä 
johtuvien ongelmien syntymistä. Tuossakin tapauksessa osoitteiden muuttaminen ei ole 
ylitsepääsemätön tehtävä. 
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Viimeset kaksi VLAN-verkkoa, jotka ovat yrityksen palvelimille sekä IT-osastolle ovat 
eristetty Distributon-tason layer 3 kytkimille. Tällä tavoin niiden aiheuttama liikenne ei 
häiritse käyttäjätason toimintaa, sillä suurin osa tästä liikenteestä on suunnattu 
Internettiin tai verkkolaitteiden konfigurointiin.  Palvelimet myös nauttivat 
Distribution-tason tarjoamasta suuremmasta verkkonopeudesta. VLAN 99 on 
trunkeissa käytetty natiivi-VLAN sekä kytkinten management VLAN. Sen ip-osoitteet 
ovat 192.168.99.0 /24 verkossa. 
 
Reititin ja Layer 3-kytkimet liittyvät toisiinsa reititetyillä porteilla. Niiden väliset verkot 
ovat kuvan liitteen 1. mukaisesti 10.1.1.0 /24 – 10.1.3.0 /24. Verkkomaski on 
mahdollista toteuttaa tuhlaamatta 200 sisäverkon osoitetta, mutta yrityksen koon 
huomioon ottaen on lähes mahdotonta, että kaikkia yksityisen verkon tarjoamia 
osoitteita tultaisiin tarvitsemaan. Distribution-kytkimet ”MMkytkin” sekä 
”Hallintokytkin” on linkitetty toisiinsa käyttäen fa0/1-2 rajapintojen muodostamaa 
Etherchannel-linkkiä. Tämä linkki ei kuitenkaan näy liitteen 4. tiedoissa Packet Tracerin 
rajoitteiden takia. Reititin ja Distribution-tason kytkimet ovat mahdollista kytkeä myös 
Etherchannel-linkillä, mutta verkon suunniteltu reititin ei sisällä tukea Etherchannelille 
ilman tietyn lisäosan asennusta. 
 
3.2 Laite- ja ohjelmavalinnat 
Verkkojen suunnittelussa käytetyt ohjelmistot ovat usein maksullisia tai jollakin tapaa 
toiminnallisesti rajoitettuja ilmaisversioita. Erityisesti ympäristön simulointiin 
tarkoitetut ratkaisut vaativat lähes aina kopion reitittimessä ajettavasta lisensöidystä 
käyttöjärjestelmästä. Kohdeyrityksen ollessa vain esimerkki, on valittavissa olevien 
ohjelmien kokoelma rajoitettu ilmaisiin tai jo tekijöiden omistamiin tuotteisiin joilla 
projekti on mahdollista toteuttaa. 
 
Projektin dokumentointiin on pääasiallisesti käytetty Microsoftin Office-paketin Word-
, Excel-, Powerpoint- ekä Visio-ohjelmia.  
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3.2.1 Cisco Packet Tracer 
Packet Tracer on Ciscon valmistama verkkojen simulointiin tarkoitettu ilmaisohjelma, 
joka sisältää tuen lukuisille Layer 4-tason protokollille sekä RIP, OSPF ja EIGRP-
reititysprotokollille. Se on laajalti opiskelijoiden suosima ratkaisu, ja Cisco onkin 
integroinut sen tehokkaasti CCNA-sertifikaattia haluaville tarjoamiinsa kursseihin. 
Projektissa käytettiin versiota 6.0, joka on ohjelman uusin vuonna 2013 ilmestynyt 
julkaisu. Toinen harkittu vaihtoehto oli avointa lähdekoodia käyttävä Graphical 
Network Simulator 3 (GNS3) joka tähtää simuloimaan laitteita mahdollisimman 
todenmukaisesti. GNS3 tarvitsee kuitenkin lisenssin IOS-käyttöjärjestelmästä käyttöä 
varten, joka koitui ylitsepääsemättömäksi ongelmaksi. 
 
Packet Tracer tarjoaa ikävä kyllä vain osan oikeiden IOS käyttöjärjestelmää ajavien 
laitteiden toiminnoista, joten sitä ei usein suositella käytettäväksi tuotantoverkon 
simulointiin. Tämän projektin tarvitsemat toiminnot ovat kuitenkin suurilta osin 
tuettuja, ja ohjelmavalinta vaikutti lopputulokseen vain vähän. Samoin valittavien 
reittitimien sekä kytkinten määrä on pieni, mutta yleisimmin käytetyt mallit ovat 
tarjolla. Suurempi ongelma syntyi odottamattomista bugeista, kuten Layer 3 
etherchannel toimivuuden ongelmista valituissa kytkimistä. Nämä ratkaistiin tekemällä 
pienimuotoisia kompromisseja testauksen aikana. 
 
3.2.2 Reitittimet 
Reittitimeksi valittiin pienikokoinen Cisco 2621XM modulaarireititin, joka sisältää kaksi 
FastEthernet porttia, yhden moduulipaikan sekä kaksi WIC-korttipaikkaa. Se tarjoaa 
tuen nopealle DSL-yhteydelle sekä tarvittaessa verkon laajentamiselle moduulipaikan 
avulla. Testiympäristö käyttää kaksi FastEthernet-porttia lisäävää moduulia, mutta 
haluttaessa on mahdollista lisätä reitittimeen etherchannel-tuki toisenlaisella moduulilla. 
Tuettuihin toimintoihin luetaan myös tunkeilijoiden havaitsemisjärjestelmä (IDS), sekä 
verkon analysointityökalut, joita testiympäristö ei kuitenkaan tue. (Cisco a.) 
 
Suunnitellussa verkossa on mahdollisuus jättää reititin kokonaan pois ja siirtyä kahden 
tason collapsed core-malliin, mutta kolmikerroksinen malli antaa laitteille 
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mahdollisuuden käyttää kaikki tehonsa vain yhden tason toimintoihin parantaen verkon 
suorituskykyä. 
 
3.2.3 Kytkimet 
Verkon Distribution-tason kytkiminä toimivat paljon käytetyt Cisco Catalyst 3560 v2 
Layer 3-kytkimet, jotka tukevat kaikkia Layer 3-toimintoja, Quality of Service asetuksia, 
Power over Ethernet-teknologiaa sekä lukuisia integroituja turvallisuusratkaisuja. 
Tärkeää on huomata myös HSRP-protokollan tuki, joka mahdollistaa Distribution-
tason virtualisoinnin parantaen verkon redundanssia. Verkon tulevaisuus on turvattu 
myös IPv6-protokollan osalta, jos tarve vaihtoon tulee. (Cisco b.) 
 
Testiympäristö tukee vain 24-porttisia malleja, mutta todellisuudessa ainakin toinen 
3560-kytkimistä on mahdollista hankkia pienemmällä porttitiheydellä, sillä ylimääräisille 
porteille ei tällä hetkellä ole suurta tarvetta. Yksi kappale kannattaa kuitenkin pitää 24-
porttisena mallina, sillä IT- ja palvelinverkot ovat liitettyinä siihen. Haluttaessa myös 
palvelinkoneiden kanssa voidaan käyttää etherchannelia, ja ylimääräiset portit sallivat 
tämän. Lisäksi kytkimissä on 2 GigabitEthernet porttia. 
 
Access-tason kytkentä hoidetaan Cisco Catalyst 2960-kytkimillä, jotka tukevat rajallisia 
Layer 3-toimintoja, kuten staattisia reittejä. Reititysprotokollat eivät ole tuettuja, mutta 
niitä ei tällä tasolla verkossa käytetä. 2960-sarja tarjoaa suurilta osin samat hyödyt kuin 
3560-mallitkin. Molemmat tämän sarjan kytkimet sisältävät 48 FastEthernet-porttia ja 2 
GigabitEthernet-porttia. Power over Ethernet tuki on mahdollista hankkia mallista 
riippuen, jos sitä tarvitaan. (Cisco 2012.)  
 
Molemmat kytkinmallit ovat luultavasti yleisimpiä pieni- ja keskikokoisten yritysten 
verkoissa tavattavia laitteita, joka oli suuri valintaa nopeuttanut seikka. Niiden tuomat 
toiminnot riittävät yksinkertaisesta verkosta hieman monimutkaisempaankin ja ovat 
varma valinta jos budjetti sen sallii.  
 
3.3 Laitteiden konfiguroinnit 
Tämä luku käy läpi laitekohtaiset asetukset ja selittää niiden tarkoitukset. 
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3.3.1 Reititys 
Verkon reititys toteutetaan dynaamisesti käyttäen OSPF-protokollaa, joka takaa verkon 
helpon laajentamisen tulevaisuudessa.  
 
 
 
Kuvan 6 mukaisesti jokaiselle reitittimelle on määritetty erillinen router-id, sillä 
automaattinen valintakriteeri ei välttämättä vaikuta loogiselta sen valitessa korkeimman 
porteista löytyvän ip-osoitteen. 
 
Laitteiden lukuisien porttien takia helpoin tapa rajoittaa protokollan lähettämiä viestejä 
oli määrittää portit oletusarvoisesti passiivisiksi. Näin vain ospf:n tilaa päivittävät 
paketit lähetetään vain niitä tarvitsevista porteista ulos. Täten myöskään ulkoverkossa 
sijaitsevat laitteet eivät tiedä mitään sisäverkon reitityksestä, ja sisäverkon laitteiden 
konfiguraatiot pysyvät jotakuinkin siisteinä. 
 
Layer 3-kytkinten sekä reitittimen management-liikenne ja hallinta toteutettiin käyttäen 
Loopback0 rajapintaan asetettua ip-osoitetta, jonka seurauksena 192.168.99.1-3 host-
osoitteita mainostetaan verkon sisällä. 
 
VLANien 10 ja 20 verkot mainostetaan molemmilla Layer 3-kytkimistä, sillä ne ajavat 
HSRP-protokollaa joka takaa virhetilanteessa sen, että standby-tilassa aikasemmin 
porttejaan pitänyt reititin pystyy ottamaan toiminnan haltuunsa ilman, että reititykseen 
tarvitsee tehdä muutoksia. 
 
OSPF-protokollan lisäksi kaikkiin kolmeen Layer 3-laitteeseen on määritelty staattiset 
oletusreitit (Gateway of last resort) ohjaamaan liikennettä verkosta ulospäin. Kytkimet 
Kuva 6. Laitteiden OSPF konfiguraatio 
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ohjaavat oletuksena liikennettä reitittimelle, ja jos suora linkki ei toimi, tietää kytkin taas 
ohjata sen toiseen kytkimeen kohdistettuun linkkiin josta data mitä luultavimmin 
pääsee etenemään.  
 
Esimerkki MMKytkimen konfiguraatiosta: 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/1  
ip route 0.0.0.0 0.0.0.0 FastEthernet0/1 2 
 
HSRP ja VLAN 
VLANien sisäinen reititys on toteutettu käyttäen Switch Virtual Interface (SVI)-
rajapintoja kytkinten Layer 3-tuen ansiosta. VLAN 10, 20 sekä 30 sisältävät ohjauksen 
DHCP-palvelimelle ip helper-address komennon avulla. VLAN 40 ei tätä tarvitse, sillä 
kyseinen palvelin sijaitsee tuossa VLANissa. 
 
 
 
Verkko käyttää HSRP-protokollan versiota 2, joka parantaa redundanssia 
huomattavasti. VLANien laitekohtaiset osoitteet muunnetaan Layer3-kytkimien 
yhteiseksi virtuaaliseksi .254-päätteiseksi osoitteeksi, jota päätelaitteet käyttävät 
oletusyhdyskäytävänään. Hallintokytkin toimii ns. Standby-kytkimenä priority-
komennon avulla. Oletusprioriteetti laitteelle on aina 100, joten oletuksena liikenne 
ohjautuu MMkytkimen kautta. Preempt-komento määrää kytkimen ottamaan 
toiminnan haltuunsa jos se huomaa oman prioriteettinsa olevan korkeampi kuin 
kaikkien muiden verkon HSRP-protokollaa ajavilla laitteilla. Track-asetus määrittää 
molemmat kytkimet seuraamaan reitittimeen linkitetyn porttinsa tilaa. Jos seurattu 
portti sulkeutuu jostakin syystä, vähenee kytkimen prioriteetti 10 yksikköä, jolloin 
toinen kytkin ottaa hallun liikenteen reitittämisestä. 
 
Kuva 7. HSRP & VLAN-asetukset 
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3.3.2 Kytkinportit 
Normaalit toiminnassa olevat kytkinportit ovat suojattuja nonegotiate-komennolla, 
jolloin ne eivät suostu liitettyjen laitteiden DTP-neuvotteluihin vaan säilyttävät aina 
asetuksensa. VLANien jäseniksi asetetut käyttäjille tarkoitetut portit ovat aina access-
tilassa. Käytöstä poistetut portit ovat varmuudeksi shutdown-tilassa turvallisuuden 
parantamiseksi, ja ne voidaan ottaa tarvittaessa helposti käyttöön vain ajamalla no 
shutdown-komento halutuille porteille. 
 
Portit suojataan myös port-security toiminnoilla, jotka tosin käyttävät laajalti 
oletusasetuksia. Portit oppivat MAC-osoitteet dynaamisesti, ja sticky-komennolla 
säilyttävät ensimmäisen oppimansa osoitteen tiedoissaan. Maksimimäärä osoitteita on 
siis vain yksi. Violation tilana on oletusasetus shutdown. Packet Tracerin 3560-kytkimet 
eivät jostain syystä sisällä tätä toiminnallisuutta, joten oikeisiin laitteisiin se on lisättävä 
erikseen. 
 
 
 
 
Kytkinten väliset trunk portit ovat kuvan 9. mukaisesti normaalit. Molemmat Layer 2-
kytkimet sisältävät vain yhden VLANin, joten molemmat trunk-portit Layer 3-
kytkimissä sisältävät vain yhden sallitun VLANin. Natiivi VLAN on trunkeilla 99, sama 
kuin Management VLAN. Switchport trunk encapsulation dot1q-komento on lisätty 
vain Layer 3-kytkimiin, sillä Catalyst 2960-mallin oletusasetukset lisäävät sen trunk-
linkkeihin automaattisesti. 
 
Kuva 8. Normaali access-portti. 
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3.3.3 Palvelut 
Suurin osa verkon palveluista ajetaan palvelimilla verkkolaitteiden sijasta. 
Sähköpostipalvelinta ei erikseen konfiguroitu testiympäristöön, mutta sen toiminta 
otettiin huomioon esimerkiksi pääsylistoissa. 
 
DHCP, DNS ja WEB 
Tiedostopalvelin osoitteessa 192.168.100.3 toimii yrityksen palvelukeskuksena ja ajaa 
DHCP palvelua. DNS-toimii WEB-palvelimella. 
  
DHCP-poolit ovat jaettu VLAN-kohtaisesti, ja koskee vain VLAN 10,20 ja 30:tä. 
Jokaisessa poolissa on 251 osoitetta päätelaitteille, sillä .1, .2 sekä .254 ovat varattuja 
kytkinten SVI:lle, ja .0 on tietenkin verkon osoite. Palvelinkoneiden verkko 
192.168.100.0 /24 sisältää vain staattisesti määritettyjä ip-osoitteita. 
 
Packet Tracer ei tekohetkellä tukenut DHCP-snooping -toimintoja, mutta lopullisessa 
ympäristössä järkevää on määritellä ”ip dhcp snooping” komennoilla luotetut portit 
dhcp-osoitteiden jakajille (esimerkiksi portti johon Tiedostopalvelin on liitettynä) ja 
merkitä muut portit epäluotetuiksi. Näin suojaudutaan DHCP-keskeisiltä 
tietoturvauhilta. 
 
 
 
Kuva 9. Layer 3-kytkimen trunk-portit. 
Kuva 10. DHCP-asetukset. 
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DNS-tietueet ovat pääasiassa sisäverkon käyttöä varten. Verkon domain-nimenä toimii 
yritys.fi, ja A (host) tiedot ovat auttamassa verkkolaitteiden etähallintaa, jos ip-
osoitteisiin yhdistämistä ei haluta käyttää. 
 
 
 
Verkon http- ja https-palvelut ajetaan WEB-serverillä osoitteessa 192.168.100.2. 
Testiympäristössä tähän käytetään vain placeholder-sivua, jotta toiminta voidaan 
varmistaa. 
 
SSH 
Verkkolaitteita haluttiin kyetä hallitsemaan vain suoraan konsoliportin kautta, sekä 
SSH-yhteyden avulla. Jokaiselle laitteelle on erikseen kuvan 11. mukaisesti määritetty 
hallintaa varten IP-osoite, johon SSH-asiakasohjelma yhdistää. Kaikki verkkolaitteet 
toimivat siis myös SSH-palvelimina. 
 
Kuvan 12. esimerkin mukaisesti käytössä on SSH versio 2, ja linjoja 0-15 voidaan 
käyttää vain SSH-yhteyden muodostamiseen. Kirjautumistunukset ovat laitekohtaiset, 
ja suojatut asetuksissa reitittimen omalla password-encryption palvelulla. Luodut rsa-
avaimet ovat 1024 bittisiä. 
 
Käytetty pääsylista 110 rajoittaa mahdolliset yhdistäjät verkosta 192.168.13.0/24 
yhteyksiin sekä testiympäristössä toimivaan ulkoverkossa sijaitsevaan koneeseen, jonka 
ip osoite on 100.100.100.101. Muista osoitteista saapuvat yhteydet hylätään. 
Ulkoverkosta saapuva hallinta kytkimiin hoidetaan ensin yhdistämällä reitittimeen 
testikoneelta, jonka jälkeen reitittimeltä voidaan jatkaa SSH-yhteydellä sisäverkon 
laitteisiin, joissa pääsylistamerkintöjä tuolle testikoneelle ei ole. 
Kuva 11. DNS-asetukset. 
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NAT 
Verkon WEB- sekä EMAIL-palvelimille annetaan omat staattiset osoiteet myös NAT-
palvelun lävitse. Muut osoitteet hoidetaan NAT Overload-poolilla kuvan 13. 
mukaisesti. Kuvattu pääsylista sallii kaikki 192.168.0.0 /16 verkon osoitteet 
muunnettavaksi, eli kaikki sisäverkon päätelaitteet saavat NAT-palvelulta osoitteita 
tarvittaessa. 
 
 
 
Internettiin päin suunnattu FastEthernet0/1-portti on määritetty ip nat outside-
komennolla liitteen 3. mukaisesti ja vastaavasti molemmat sisäverkkoon päin suunnatut 
portit FastEthernet 1/0-1 ovat määritetty ip nat inside-komennolla. 
 
Muuta huomioitavaa 
Verkon turvallisuuden parantamiseksi CDP-protokolla on sammutettu kaikilla laitteilla 
käyttäen no cdp run-komentoa. Protokollan käytölle ei ole oikeastaan muuta syytä, kuin 
sen tarjoama apu verkon kartoituksessa. Jos sitä tarvitaan, on se helppo käynnistää, sillä 
siihen tarvitaan vain yksi komento. Varmuuden vuoksi reitittimen internettiin 
suunnatulle FastEthernet 0/1-portille on määritetty erikseen no cdp enable -asetus, 
jotta se ei lähetä missään tapauksessa ulospäin CDP-päivityksiä. 
Kuva 12. SSH-asetukset. 
Kuva 13. NAT-asetukset. 
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Kaikki kytkimet ja reititin hakevat NTP-asetuksensa tiedostopalvelimelta, jotta logeissa 
nähtävät aikamerkinnät ovat synkronoituja kaikkien laitteiden välillä. 
 
3.3.4 Pääsylistat 
Vaikka kaikki verkon Layer 3-laitteet tukevat pääsylistojen käyttöä, vain reititin sisältää 
käytössä olevia listoja. Niiden pääasiallinen tarkoitus on estää haluamatonta liikennettä 
ulkoa päin ja rajaamaan ulospäin lähtevää dataa. SSH- ja NAT- listat on käyty läpi jo 
aikaisemmissa niitä koskevissa kappaleissa. 
 
 
 
Pääsylistat sallivat mistä tahansa osoitteesta tulevan http tai https-pyynnön verkon 
WEB-palvelimelle, ja myös takaisinpäin menevän liikenteen porteista, joiden numero 
on yli 1023 (normaalit TCP-portit). Samalla sisään sallitaan kaikki smtp ja dns-liikenne. 
 
Ping pääsee läpi ulospäin, ja echo-reply paketit pääsevät sisään. Jotta Traceroute toimisi 
ulospäin, on icmp-viestejä sallittava. Koska Dataulos-lista on sisäverkon puolella 
olevassa inbound-portissa, pitää kaikki ospf-liikenne sallia, jotta reititys jatkaa 
toimintaansa. 
Kuva 14. Reitittimen pääsylistat. 
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Sisäverkon koneet voivat ottaa yhteyden verkkosivuille, mutta muu liikenne on 
alustavasti estetty. 
 
3.3.5 Redundanssi 
Vaikka HSRP tarjoaakin suhteellisen hyvän suojauksen laitevikoja vastaan, on silti hyvä 
vahvistaa verkon kestävyyttä myös muilla tavoin. Ohjelma, jolla testiympäristö luotiin ei 
tekohetkellä tukenut haluttuja etherchannel-linkkejä, mutta oikeassa ympäristössä ne 
olisi mahdollista toteuttaa suhteellisen vähäisillä konfiguraatioiden muutoksilla. 
 
Etherchannel linkki syntyisi luomalla port channel-rajapinta komennolla ”interface 
port-channel [port-channel-numero]” global configuration tilassa. Tämän jälkeen 
halutut rajapinnat voidaan lisätä linkkiin niiden asetuksiin lisäämällä rivin ”channel-
group [port-channel-numero] mode {auto | desirable | on | active | passive}”. Tästä 
eteenpäin portit toimivat etherchannel-linkissä, olettaen että muut etherchannelin 
vaatimat ominaisuudet ovat kunnossa. 
 
Etherchannel-linkkejä on mahdollista myös lisätä palvelinkoneiden ja distribution-
kytkimien väliselle alueelle, jos palvelinkoneisiin hankitaan erityisiä 
palvelinverkkokortteja, jotka sisältävät useita portteja ja tukevat etherchannel-
teknologiaa. Toinen mahdollisuus olisi lisätä useita verkkokortteja joilla jokaisella on 
oma IP-osoitteensa, ja jakaa taakan niiden välille DNS-palvelinta apua käyttäen. DNS-
palvelin jakaisi esimerkiksi joka toiselle käyttäjälle toisen verkkokortin osoitteen. 
 
3.4 Ympäristön testaus 
Ympäristön toiminta varmennetaan Cisco Packet Tracerin tarjoamilla työkaluilla. 
Näihin kuuluvat esimerkiksi Ping-, traceroute-, selaintoiminnot sekä mahdollisuus 
rikkoa laitteiden välisiä linkkejä. 
 
Reititys ja redundanssi 
IT-osaston koneelta ajettava tracert-komento näyttää reitityksessä tapahtuvat 
muutokset kun linkki reitittimen ja distribution-kytkimen välillä katkeaa. Testeissä 
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näkyvä 88.195.97.11-osoite kuvaa ulkoverkossa sijaitsevaa reititintä. Kuvan 15. 
Testikone on IT-osaston verkossa. Huomioitavaa myös tracerouten toiminta 
pääsylistan lävitse. 
 
 
 
Port Security 
MM1-kytkimen aikaisemmin käytössä olleeseen porttiin yritetään yhdistää laitetta, 
jonka MAC-osoitetta portti ei tunne. Oletetaan, että portti sulkeutuu port security-
toiminnon avulla. 
 
 
 
 
SSH 
Testataan SSH-yhteyttä niin ulkoverkosta sallitusta IP-osoitteesta, sekä Myyntiosaston 
koneelta, josta pääsy on kielletty. 
Kuva 15. Traceroute ulkoverkkoon yhden linkin hajotessa. 
Kuva 16. Port security-testaus. 
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Pääsylistat, WEB ja DNS 
Kokeilussa ulkoverkon kone yhdistää yrityksen WEB-palvelimen http- ja https-
sivustoille käyttäen osoitetta web.yritys.fi, joka selvittyy yrityksen DNS-palvelun kautta. 
Samalla testataan verkkosivulle yhdistämistä sisäverkosta ulospäin ip-osoitteen avulla, 
mutta tätä testiä ei ole kuvattu. 
 
 
 
 
Liikenne toimii molempiin suuntiin, mutta nimenselvitys vei muutamia sekunteja. 
Tämä voi mahdollisesti olla vain vika Packet Tracerissa, mutta on kuitenkin 
selvittämisen arvoinen seikka tulevaisuutta varten 
 
NAT 
Edellisten testien jälkeen tarkastellaan reitittimelle syntyneitä NAT-
osoitteenmuunnostietoja. Kaikki vaikuttaa toimivan tarkoituksenmukaisesti. 
Kuva 17. SSH-testi. 
Kuva 18. Verkkosivut toimivat DNS-palvelulta saadun osoitteen kanssa. 
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Kuva 19. Reitittimen NAT-osoitemuunnostiedot. 
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4 Yhteenvetoa 
Luku käy läpi työn tuloksia ja pohtii niiden hyödynnettävyyttä yleisesti sekä 
esimerkkiyrityksen kannalta. Lopuksi käydään lävitse parannusehdotuksia, ja tekijän 
ammatillista kehittymistä projektin aikana. 
 
4.1 Projektin tulokset 
Työn pääasiallisena tarkoituksena oli parantaa tekijän kokemusta tietoverkkojen 
rakentamisesta yleisessä mielessä, ja verkon suunnittelu suhteellisen pienikokoiselle 
esimerkkiyritykselle oli mainio tapa saavuttaa tämä ilmaisilla, jo olemassa olevilla tai 
helposti hankittavilla työkaluilla ja materiaaleilla. Esimerkkiyrityksen vaatimukset olivat 
toteuttajan suunnittelemia, eivätkä välttämättä täysin vastanneet oikean pienyrityksen 
budjetin mahdollistamia ratkaisuja.  
 
Lopulliset projektin tulokset vastasivat kuitenkin annettuja pyyntöjä hyvin ja lähes 
kaikki tavoitteet saatiin toteutettua. Itse verkon suunnitelma nojasi vahvasti 
redundanssin saavuttamiseen mahdollisimman monelta kannalta. Moni verkon osista 
vaatii kahden samanaikaisen vian ilmenemisen toiminnan loppumiseksi, ja lähes kaikki 
osat kykenevät palautumaan alkuperäiseen tilaan automaattisesti vian korjaannuttua 
ilman tarvetta esimerkiksi käynnistää laitteita uudelleen. Toiminnot kuten HSRP ja 
dynaaminen reititysprotokolla OSPF varmistavat tämän toteutumisen, mutta rokottavat 
laitteiden suorituskykyä hieman. Suunnitelma on myös suhteellisen turvallinen, sillä se 
sisältää ehkäisykeinot lähes kaikkia yleisimpiä hyökkäyksiä vastaan. Näihin kuuluvat 
mm. luvussa 2.4.3 mainitut uhat. 
 
Virtuaaliympäristö luotiin alkuperäisten suunnitelmien mukaan Cisco Packet Tracerilla 
ja vaikka itse ympäristön luomisessa ei ilmentynyt vakavia ongelmia, olivat käytetyn 
ohjelman toimintokyvyt paljon alun perin luultua karsitummat. Muutamat toivotut 
ominaisuudet, kuten etherchannel-linkit, oli jätettävä virtuaaliympäristöstä pois, mutta 
teoriassa oikeasti toteutettavassa ympäristössä nuo ominaisuudet kuitenkin löytyisivät. 
Kuten mainittua, oli Packet Tracer kuitenkin ainoa ilmainen tehtävään sopiva työkalu, 
sillä itse projektin toteuttamiseen ei oltu varattu minkäänlaista budjettia. Ympäristössä 
voidaan toteuttaa kaikki suunnitelman nykytilan tarpeelliset testit toimivuuden 
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varmistamiseksi. Huomioon on kuitenkin otettava, että suunnitelma sekä ympäristö 
ovat hyvin riippuvaisia yrityksen sitoutumisesta käyttää Ciscon laitteita. 
 
Dokumentaation osalta suurin osa aikasemmin viitatuista Allen Rousen (2002) 
tärkeimmistä kohteista tuli kirjattua ylös, mutta esimerkiksi domain-profiilit ja –
käytännöt päätettiin rajata projektin ulkopuolelle.  
 
4.2 Sovellus- ja kehitysmahdollisuudet 
Vaikka syntynyt suunnitelma onkin teoriassa käyttökelpoinen, osoittautuu tekijän 
kokemuksen puute ongelmaksi verkon vaatimusten osalta. Esimerkiksi yrityksen 
vaatimat pääsylistat ovat mitä luultavimmin paljonkin projektissa toteutettuja 
monimutkaisemmat. Lopulta projektin tulosta voi pitää ainakin suhteellisen kattavana 
pohjana, jota yritys kykenee muokkaamaan haluamakseen.  
 
Sama koskee myös mukaanluettujen laitteiden määrää. Layer 3-kytkinten lisääminen 
nostaa verkkolaitteiden hankintakustannuksia huomattavasti, mutta vastaavasti 
mahdollistaa esimerkiksi sisäverkon pääsylistat ja reititinprotokollien käytön. On 
kuitenkin totta, että näitä toimintoja ei välttämättä tarvita pienyrityksen verkoissa. 
Projektin esimerkkiyritys kuitenkin käyttää kyseisiä toimintoja, ja suunnitelman 
konfiguraatiot toimivat siinä moitteetta. Haluttaessa samankokoinen verkko olisi 
mahdollista rakentaa vain Layer 2-kytkimien ja reitittimen avulla. Hankintakustannuksia 
voitaisiin myös laskea jättämällä reititin kokonaan pois ja muuttamalla konfiguraatioita 
siten, että tämänhetkiset Layer 3-kytkimet muodostaisivat niin sanotun Collapsed Core 
-tyylisen verkon, mutta kuten aikasemmin mainittua projektissa suunniteltu malli antaa 
laitteille mahdollisuuden käyttää kaiken toimintatehonsa vain yhden roolin 
suorittamiseen. 
 
Testiympäristö haluttiin toteuttaa Cisco Packet Tracer -ohjelmalla, joten niin 
suunnitelman kuin testiympäristönkin käyttö rajoittuu vain yrityksille, jotka aikovat 
käyttää Ciscon laitteita verkossaan. Myös iso osa läpi käydystä materiaalista soveltuu 
pääasiassa Cisco-pohjaisille verkoille. Toteuttajalla ei ole kokemusta muiden 
valmistajien laitteistosta, joten konfiguraatioiden siirtämisen vaikeudesta muille 
alustoille on vaikea antaa arviota.  
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Koska Packet Tracerista puuttuu useita oikeiden laitteiden ominaisuuksia, on sen 
siirtäminen toiselle simulaatio-ohjelmalle järkevää tulevaisuutta ajatellen. Esimerkkinä 
GNS3, jonka ainoana haittapuolena on tarve lisensoidulle iOS-käyttöjärjestelmän 
kopiolle, joka saadaan laitteiden hankinnan yhteydessä. Liitteistä 3,4 sekä 5 löytyvät 
konfiguraatiot voidaan kuitenkin suoraan kopioida muiden ohjelmien simuloituihin, 
sekä myös fyysisiin laitteisiin, joten siirtyminen toiseen ohjelmaan on helppoa. 
 
Parannusehdotuksia tuloksiin on lukuisia, sillä jokainen yritys on erilainen. 
Ensimmäisenä mieleen tulevat kuitenkin WLAN-tuen sekä tulostinlaitteiden puutteet. 
Molemmat näistä ovat hyvin yleisiä kaikenkokoisissa yrityksissä, mutta tällä kertaa 
niiden toteuttaminen jätettiin työn ulkopuolelle. 
 
4.3 Projektissa opittua 
Projektin teosta opittiin huomattavasti uutta. Aikaisempi kokemus kokonaisen verkon 
valmistuksesta oli CCNA-materiaalien opiskelu poisluettuna todella vähäistä, ja projekti 
toimi kuin silmien avaajana. Verkkoympäristön suunnittelu osoittautui hieman 
kuviteltua monimutkaisemmaksi, ja monien konseptien yhdistämisestä syntyvät 
interaktiot vaativat useita lisäselvityksiä vielä testiympäristön tekovaiheessakin.   
 
Ammatillisesti pienyrityksen verkon tarpeiden miettiminen antoi mahdollisuuden 
ajatella asiaa monista näkökulmista, ja vaikka päätetyt vaatimukset eivät olleet 
täydelliset, voi kuvitella yrityksen joka ainakin sisältää kaikki projektin pohjana käytetyt 
seikat omiin vaatimuksiinsa. Aikaisempi työkokemus tämänkaltaisesta ympäristöstä olisi 
varmasti parantanut projektin lopullista tulosta. 
 
Verkon suunnittelu olisi voitu toteuttaa hieman paremmin tutustumalla käytettyjen 
laitteiden ja toimintojen yhdistämisestä syntyneisiin tilanteisiin ennen niiden esilletuloa 
testiympäristöä rakennettaessa. Verkon kokonaiskuvaa jouduttiin toteutuksen aikana 
muokkaamaan muutamaan kertaan. Tämäkin olisi voitu helposti välttää suorittamalla 
suunnitteluvaihe hieman perusteellisemmin. 
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Loppujen lopulta projekti oli kuitenkin onnistunut, ja siihen voidaan palata 
tulevaisuudessa kun vastaavia tilanteita tai ongelmia tulee vastaan. Pieni määrä 
vastoinkäymisiä vain lisäsi saavutettua kokemusta, ja patistaa ajattelemaan mahdollisesti 
pieleen meneviä seikkoja entistä enemmän. Projektin suorittaminen ei jumiutunut 
yhteenkään ongelmista, vaan sitä saatiin aina kuljetettua eteenpäin keinolla tai toisella. 
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Liitteet 
Liite 1. Looginen verkkotopologia, osoitteet 
  
Management 
VLAN 99 
192.168.99.0 /24 
Reititin: .1 
MMkytkin: .2 
 
Hallintokytkin: .3 
MM1: .4 
H1: .5 
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Liite 2. Looginen verkkotopologia, portit 
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Liite 3. Reitittimen konfiguraatiot 
Liitteiden 3-5 sisältö on otettu suoraan virtuaalisten laitteiden “show run”-komennon 
tulosteesta. Tällä tavoin komennot voidaan halutessa kopioida tästä ja liittää oikeisiin 
laitteisiin, jolloin konfiguraatiot säilyvät identtisinä laitteiden välillä. Huutomerkit 
laitteiden käyttöjärjestelmä tulostaa pääasiassa luettavuuden vuoksi. Kaikkien laitteiden 
tunnukset ovat User: admin Password: admin 
 
Building configuration... 
 
Current configuration : 2896 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
service password-encryption 
! 
hostname Reititin 
! 
! 
! 
enable secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
! 
! 
! 
! 
! 
username admin password 7 082048430017 
! 
ip ssh version 2 
ip domain-name yritys.fi 
! 
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interface Loopback0 
 ip address 192.168.99.1 255.255.255.255 
! 
interface FastEthernet0/0 
 no ip address 
 duplex auto 
 speed auto 
 shutdown 
! 
interface FastEthernet0/1 
 ip address 88.195.97.1 255.255.255.240 
 ip access-group Palomuuri in 
 ip nat outside 
 duplex auto 
 speed auto 
 no cdp enable 
! 
interface FastEthernet1/0 
 ip address 10.1.1.1 255.255.255.0 
 ip access-group Dataulos in 
 ip nat inside 
 duplex auto 
 speed auto 
! 
interface FastEthernet1/1 
 ip address 10.1.3.1 255.255.255.0 
 ip access-group Dataulos in 
 ip nat inside 
 duplex auto 
 speed auto 
! 
router ospf 10 
 router-id 1.1.1.1 
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 log-adjacency-changes 
 passive-interface default 
 no passive-interface FastEthernet1/0 
 no passive-interface FastEthernet1/1 
 network 10.1.1.0 0.0.0.255 area 0 
 network 10.1.3.0 0.0.0.255 area 0 
 network 192.168.99.1 0.0.0.0 area 0 
! 
ip nat pool NAT-POOL 88.195.97.4 88.195.97.10 netmask 255.255.255.240 
ip nat inside source list 1 pool NAT-POOL overload 
ip nat inside source static 192.168.100.2 88.195.97.2  
ip nat inside source static 192.168.100.4 88.195.96.3  
ip classless 
ip route 0.0.0.0 0.0.0.0 FastEthernet0/1  
! 
access-list 1 permit 192.168.0.0 0.0.255.255 
access-list 110 permit tcp 192.168.13.0 0.0.0.255 any eq 22 
access-list 110 permit tcp host 100.100.100.101 any eq 22 
ip access-list extended Palomuuri 
 permit tcp any gt 1023 host 88.195.97.2 eq www 
 permit tcp any gt 1023 host 88.195.97.2 eq 443 
 permit icmp any any echo-reply 
 permit tcp any 88.195.97.0 0.0.0.15 established 
 permit tcp host 100.100.100.101 any eq 22 
 permit tcp any host 88.195.97.3 eq smtp 
 permit tcp any host 88.195.97.2 eq domain 
 permit tcp any eq domain host 88.195.97.2 
 permit udp any eq domain host 88.195.97.2 
 permit udp any host 88.195.97.2 eq domain 
 permit icmp any any host-unreachable 
 permit icmp any any port-unreachable 
 permit icmp any any ttl-exceeded 
ip access-list extended Dataulos 
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 permit tcp host 192.168.100.2 eq www any gt 1023 
 permit tcp host 192.168.100.2 eq 443 any gt 1023 
 permit tcp 192.168.0.0 0.0.255.255 any eq www 
 permit tcp 192.168.0.0 0.0.255.255 any eq 443 
 permit ospf any any 
 permit icmp any any echo 
 permit tcp host 192.168.100.2 any eq domain 
 permit tcp host 192.168.100.4 any eq smtp 
 permit tcp host 192.168.100.2 eq domain any 
 permit udp host 192.168.100.2 eq domain any 
 permit udp host 192.168.100.2 any eq domain 
 permit tcp any any gt 1023 
! 
no cdp run 
! 
line con 0 
! 
line aux 0 
! 
line vty 0 4 
 access-class 110 in 
 login local 
 transport input ssh 
line vty 5 15 
 access-class 110 in 
 login local 
 transport input ssh 
! 
ntp server 192.168.100.3 key 0 
! 
end  
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Liite 4. Distribution-kytkimien konfiguroinnit 
Liitteiden 3-5 sisältö on otettu suoraan virtuaalisten laitteiden “show run”-komennon 
tulosteesta. Tällä tavoin komennot voidaan halutessa kopioida tästä ja liittää oikeisiin 
laitteisiin, jolloin konfiguraatiot säilyvät identtisinä laitteiden välillä. Huutomerkit 
laitteiden käyttöjärjestelmä tulostaa pääasiassa luettavuuden vuoksi. Kaikkien laitteiden 
tunnukset ovat User: admin Password: admin 
 
 
MMkytkin 
 
Building configuration... 
 
Current configuration : 4116 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
service password-encryption 
! 
hostname MMkytkin 
! 
enable secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
ip routing 
! 
username admin password 7 082048430017 
! 
ip ssh version 2 
ip domain-name yritys.fi 
! 
spanning-tree mode pvst 
! 
interface Loopback0 
 61 
 ip address 192.168.99.2 255.255.255.255 
! 
interface FastEthernet0/1 
 no switchport 
 ip address 10.1.2.1 255.255.255.0 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/2 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/3 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 10 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface FastEthernet0/4 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 20 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface FastEthernet0/5 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/6 
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 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/7 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/8 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/9 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/10 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/11 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/12 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
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! 
interface FastEthernet0/13 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/14 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/15 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/16 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/17 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/18 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/19 
 switchport mode access 
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 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/20 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/21 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/22 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/23 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/24 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface GigabitEthernet0/1 
 no switchport 
 ip address 10.1.1.2 255.255.255.0 
 duplex auto 
 speed auto 
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! 
interface GigabitEthernet0/2 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
interface Vlan10 
 ip address 192.168.11.1 255.255.255.0 
 ip helper-address 192.168.100.3 
 standby version 2 
 standby 10 ip 192.168.11.254 
 standby 10 preempt 
 standby 10 track GigabitEthernet0/1 
! 
interface Vlan20 
 ip address 192.168.12.1 255.255.255.0 
 ip helper-address 192.168.100.3 
 standby version 2 
 standby 20 ip 192.168.12.254 
 standby 20 preempt 
 standby 20 track GigabitEthernet0/1 
! 
interface Vlan30 
 no ip address 
 shutdown 
! 
router ospf 10 
 router-id 2.2.2.2 
 log-adjacency-changes 
 passive-interface default 
 no passive-interface FastEthernet0/1 
 no passive-interface GigabitEthernet0/1 
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 network 192.168.11.0 0.0.0.255 area 0 
 network 10.1.1.0 0.0.0.255 area 0 
 network 10.1.2.0 0.0.0.255 area 0 
 network 192.168.99.2 0.0.0.0 area 0 
 network 192.168.12.0 0.0.0.255 area 0 
! 
ip classless 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/1  
ip route 0.0.0.0 0.0.0.0 FastEthernet0/1 2 
! 
access-list 110 permit tcp 192.168.13.0 0.0.0.255 any eq 22 
access-list 110 permit tcp 10.1.0.0 0.0.255.255 any eq 22 
! 
no cdp run 
! 
line con 0 
! 
line aux 0 
! 
line vty 0 4 
 access-class 110 in 
 login local 
 transport input ssh 
line vty 5 15 
 access-class 110 in 
 login local 
 transport input ssh 
! 
ntp server 192.168.100.3 key 0 
! 
end 
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Hallintokytkin 
 
Building configuration... 
 
Current configuration : 4504 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
service password-encryption 
! 
hostname Hallintokytkin 
! 
enable secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
ip routing 
! 
username admin password 7 082048430017 
! 
ip ssh version 2 
ip domain-name yritys.fi 
! 
! 
spanning-tree mode pvst 
! 
interface Loopback0 
 ip address 192.168.99.3 255.255.255.255 
! 
interface FastEthernet0/1 
 no switchport 
 ip address 10.1.2.2 255.255.255.0 
 duplex auto 
 speed auto 
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! 
interface FastEthernet0/2 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/3 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 10 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface FastEthernet0/4 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 20 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface FastEthernet0/5 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/6 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/7 
 switchport mode access 
 switchport nonegotiate 
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 shutdown 
! 
interface FastEthernet0/8 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/9 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/10 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/11 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/12 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/13 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/14 
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 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/15 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/16 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/17 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/18 
 switchport mode access 
 switchport nonegotiate 
 shutdown 
! 
interface FastEthernet0/19 
 switchport access vlan 30 
 switchport mode access 
 switchport nonegotiate 
! 
interface FastEthernet0/20 
 switchport access vlan 30 
 switchport mode access 
 switchport nonegotiate 
 71 
! 
interface FastEthernet0/21 
 switchport access vlan 30 
 switchport mode access 
 switchport nonegotiate 
! 
interface FastEthernet0/22 
 switchport access vlan 40 
 switchport mode access 
 switchport nonegotiate 
! 
interface FastEthernet0/23 
 switchport access vlan 40 
 switchport mode access 
 switchport nonegotiate 
! 
interface FastEthernet0/24 
 switchport access vlan 40 
 switchport mode access 
 switchport nonegotiate 
! 
interface GigabitEthernet0/1 
 no switchport 
 ip address 10.1.3.2 255.255.255.0 
 duplex auto 
 speed auto 
! 
interface GigabitEthernet0/2 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
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interface Vlan10 
 ip address 192.168.11.2 255.255.255.0 
 ip helper-address 192.168.100.3 
 standby version 2 
 standby 10 ip 192.168.11.254 
 standby 10 priority 95 
 standby 10 preempt 
 standby 10 track GigabitEthernet0/1 
! 
interface Vlan20 
 ip address 192.168.12.2 255.255.255.0 
 ip helper-address 192.168.100.3 
 standby version 2 
 standby 20 ip 192.168.12.254 
 standby 20 priority 95 
 standby 20 preempt 
 standby 20 track GigabitEthernet0/1 
! 
interface Vlan30 
 ip address 192.168.13.254 255.255.255.0 
 ip helper-address 192.168.100.3 
! 
interface Vlan40 
 ip address 192.168.100.1 255.255.255.0 
! 
router ospf 10 
 router-id 3.3.3.3 
 log-adjacency-changes 
 passive-interface default 
 no passive-interface FastEthernet0/1 
 no passive-interface GigabitEthernet0/1 
 network 192.168.12.0 0.0.0.255 area 0 
 network 192.168.13.0 0.0.0.255 area 0 
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 network 192.168.100.0 0.0.0.255 area 0 
 network 10.1.2.0 0.0.0.255 area 0 
 network 10.1.3.0 0.0.0.255 area 0 
 network 192.168.99.3 0.0.0.0 area 0 
 network 192.168.11.0 0.0.0.255 area 0 
! 
ip classless 
ip route 0.0.0.0 0.0.0.0 GigabitEthernet0/1  
ip route 0.0.0.0 0.0.0.0 FastEthernet0/1 2 
! 
access-list 10 permit 192.168.13.0 0.0.0.255 
access-list 110 permit tcp 192.168.13.0 0.0.0.255 any eq 22 
access-list 110 permit tcp 10.1.0.0 0.0.255.255 any eq 22 
! 
no cdp run 
! 
line con 0 
! 
line aux 0 
! 
line vty 0 4 
 access-class 110 in 
 login local 
 transport input ssh 
line vty 5 15 
 access-class 110 in 
 login local 
 transport input ssh 
! 
ntp server 192.168.100.3 key 0 
! 
end  
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Liite 5. Access-kytkimien konfiguroinnit 
Liitteiden 3-5 sisältö on otettu suoraan virtuaalisten laitteiden “show run”-komennon 
tulosteesta. Tällä tavoin komennot voidaan halutessa kopioida tästä ja liittää oikeisiin 
laitteisiin, jolloin konfiguraatiot säilyvät identtisinä laitteiden välillä. Huutomerkit 
laitteiden käyttöjärjestelmä tulostaa pääasiassa luettavuuden vuoksi. Kaikkien laitteiden 
tunnukset ovat User: admin Password: admin 
 
 
MM1 
 
Building configuration... 
 
Current configuration : 5127 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
service password-encryption 
! 
hostname MM1 
! 
enable secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
ip ssh version 2 
ip domain-name yritys.fi 
! 
username admin secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
spanning-tree mode pvst 
! 
interface FastEthernet0/1 
 switchport access vlan 10 
 switchport mode access 
 75 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/2 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/3 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/4 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/5 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/6 
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 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/7 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/8 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/9 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/10 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
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! 
interface FastEthernet0/11 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/12 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/13 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/14 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/15 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
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 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/16 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/17 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/18 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/19 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/20 
 switchport access vlan 10 
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 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/21 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/22 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/23 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/24 
 switchport access vlan 10 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
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interface GigabitEthernet1/1 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
! 
interface GigabitEthernet1/2 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
interface Vlan10 
 no ip address 
! 
interface Vlan99 
 ip address 192.168.99.4 255.255.255.0 
! 
ip default-gateway 192.168.99.2 
! 
line con 0 
! 
line vty 0 4 
 login local 
 transport input ssh 
line vty 5 15 
 login local 
 transport input ssh 
! 
end 
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H1 
 
Building configuration... 
 
Current configuration : 5055 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname H1 
! 
enable secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
ip ssh version 2 
ip domain-name yritys.fi 
! 
username admin secret 5 $1$mERr$vTbHul1N28cEp8lkLqr0f/ 
! 
spanning-tree mode pvst 
! 
interface FastEthernet0/1 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/2 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
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 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/3 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/4 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/5 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/6 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/7 
 switchport access vlan 20 
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 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/8 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/9 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/10 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/11 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
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interface FastEthernet0/12 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/13 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/14 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/15 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/16 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 85 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/17 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/18 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/19 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/20 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/21 
 switchport access vlan 20 
 switchport mode access 
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 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/22 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/23 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface FastEthernet0/24 
 switchport access vlan 20 
 switchport mode access 
 switchport nonegotiate 
 switchport port-security 
 switchport port-security mac-address sticky  
! 
interface GigabitEthernet1/1 
 switchport trunk native vlan 99 
 switchport trunk allowed vlan 20,30 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface GigabitEthernet1/2 
 switchport trunk native vlan 99 
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 switchport trunk allowed vlan 20,30 
 switchport mode trunk 
 switchport nonegotiate 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
interface Vlan99 
 ip address 192.168.99.5 255.255.255.0 
! 
line con 0 
! 
line vty 0 4 
 login local 
 transport input ssh 
line vty 5 15 
 login local 
 transport input ssh 
! 
end 
 
