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Abstract
The deterministic quantum transfer-matrix (QTM) technique, its mathematical background, effectiveness and applicability to
the real physical low-dimensional magnetic systems are presented. Modelling is based on the Heisenberg Hamiltonian which
describes the macroscopic Haldane-gap and molecular-based spin S = 1 chains, small size magnetic clusters embedded in some
supramolecules and other interesting compounds. Using QTM, the spin degrees of freedom are accurately taken into account, yielding
the thermodynamical functions at ﬁnite temperatures. The ﬁnite-temperature results for some isotropic and anisotropic systems as
well as for systems with uniform and non-uniform interactions are reviewed. For Yb4As3 with antisymmetric interactions new
results are presented—the ﬁeld-dependent speciﬁc heat for ﬁnite chains and the ﬁeld dependence of the energy gap. In order to
demonstrate the effectiveness and applicability of the method to modelling of non-magnetic impurity effects, variation of the QTM
approximants is shown for ﬁnite segments.
As the computational complexity of our problems is exponential, the efﬁciency of parallelization using the Message Passing
Interface (MPI) system library was analysed and estimated as close to 100% for our platform SGI Origin 3800 with 64 processor
units. For the quantum chain simulations, both the memory and CPU bound for kBT/J 0.1 was established. For the ﬁnite ring
simulations, the CPU time resources imposed the limits.
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1. Introduction
In this article we describe numerical simulation based on the quantum transfer-matrix (QTM) method and we present
some applications in computational physics. The domain of applications of the QTM method is very wide and includes
simulations of the thermodynamic properties of the low-dimensional quantum systems [13] and phase transitions [10].
Here we list only the former.
First we consider the compound [Mn(hfac)2NITPh]6 (hfac, hexaﬂuoroacetyl acetonate; NITPh, 2-phenyl-4,4,5,5-
tetramethyl-4,5-dihydro-1H-imidazolyl-1-oxy -3-oxide), abbreviated as Mn6 hereafter, belonging to a class of nano-
compounds actively investigated for their magnetic properties [8,4]. The interest in spin assemblies stems from the
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fact that they set the low-size limit for magnetic nanoparticles. They can display magnetic quantum tunneling [9] and
quantum-size effects in the thermodynamical properties [16]. They have also the prospect of technological applications.
We also consider the spin S=1 antiferromagnetic Heisenberg chains. The ground state of integer spin chains has been
predicted disordered with a gap in the excitation spectrum and the spin-correlation function decaying exponentially. This
Haldane conjecture shows the difference between the ground state of integer and half-integer spins and has stimulated
a lot of theoretical and experimental interest.
Another class of compounds is that of one-dimensional systems withS= 12 which have attracted the interest of chemists
and physicists for more than three decades. The majority of these systems are organic and inorganic compounds with
chains of 3d ions. Recently, a new class of compounds with the next-nearest neighbour interactions (e.g. CuGeO3,
Pb[Cu(SO4)(OH)2]) [11] and with the induced staggered ﬁeld (Yb4As3, BaCu2Ge2O7) [20,1] have become the focus
of attention.
The QTM method was developed in parallel with the quantum Monte Carlo (QMC), ﬁrst for the spin- 12 XY model [2]
and then for the Heisenberg model [6] and recently was extended to a variety of quantum models [13]. The applications
of the QMC [17] and DMRG (density matrix renormalization group) [21] simulation techniques are also important. The
latter technique is particularly useful (and superior to the QTM method) for analysis of the low-temperature properties.
The former suffers from the statistical errors and possible generation of metastable states, but it can be applied for larger
systems than those treatable by our QTM technique which is an advantage in higher dimensions. The main advantage
of the deterministic QTM method stems from the numerically exact calculation of approximants which enhances their
convergence.
2. Model and simulation technique
To simulate the ﬁnite-temperature properties of low-dimensional magnetic systems, we model rings or chains in the
framework of the spin Hamiltonian with the nearest neighbour interaction, which can be described by the operator
H= −J
N∑
i=1
(Si · Si+1) − D
N∑
i=1
(Szi )
2 − gBB
N∑
i=1
Si , (1)
where Si is interpreted as the spin located at the ith site of a one-dimensional lattice of N equally spaced sites. N is the
size of a given system (the chain or the ring) and may become inﬁnite for the macroscopic chain. J denotes the nearest
neighbour exchange integral (negative for the antiferromagnetic coupling) and D stands for the anisotropy parameter.
B is the external magnetic ﬁeld which can be applied along the chain (= z) or in the perpendicular direction (=x, y)
and g is the corresponding gyromagnetic ratio. The spin values Si may be uniform or non-uniform and deﬁne the
matrix representation of the corresponding non-commuting operators.
The thermodynamical mean value of any quantity described by the self-adjoint operatorA is given by
〈A〉 = 1
Z
Tr
{
Ae−H
}
,  = 1
kBT
, (2)
where kB is the Boltzmann constant and T the temperature in K. We may also calculate the thermodynamic properties
from the derivatives of the free energy related to the partition function Z. For the spin system described in (1) we can
calculate the canonical partition function Z from the deﬁnition
Z = Tr e−H. (3)
The Hilbert space of states of an N-site low-dimensional system is a direct product of single spin spaces, therefore, the
base states can be labelled by the N-tuple of the eigenvalues of the z component of the single spin operator
∣∣Sz1 . . . SzN 〉 ≡ ∣∣Sz1 〉 . . . ∣∣SzN 〉 . (4)
The values of matrix elements of e−H cannot be calculated for large N because of non-commuting operators in (1).
Thus, to eliminate this restriction, we look for systematic approximants to the partition function Z.
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Fig. 1. The structure of the classical map of the quantum ring of the alternating spins in the checker-board decomposition. The shaded squares denote
the Boltzmann vertices, whereas the full and the open circles stand for spins at the odd and even sites of chain, respectively.
We express Hamiltonian (1) in terms of the spin-pair operatorsHi,i+1 as
H= −
N∑
i=1
{
JSi · Si+1 + 12 D
[(
Szi
)2 + (Szi+1)2
]
+ 1
2
gBB
(
Si + Si+1
)}
. (5)
We note that for an open chain the two spins S1 and SN see only half of the magnetic ﬁeld B and anisotropy parameter
D. However, it can be ignored for sufﬁciently large N. In the checker-board decomposition (CBD) we divide the
Hamiltonian (5) into two non-commuting parts [6]
H=Hodd +Heven = (H1,2 + · · · +HN−1,N ) + (H2,3 + · · · +HN,1), (6)
each part deﬁned by the commuting spin-pair operatorsHi,i+1. Then the series of the classical approximants of the
quantum thermal values can be found, using the general Suzuki–Trotter formula [6]. The partition function is calculated
from the expression
Z = lim
m→∞Zm = limm→∞ Tr
⎡
⎣N/2∏
i=1
V2i−1,2i
N/2∏
i=1
V2i,2i+1
⎤
⎦
m
, (7)
whereVi,i+1 = e−Hi,i+1/m, i = 1, 2, . . . , N and m is a natural number (referred to as the Trotter number).
The approximant Zm can be calculated numerically, without any restrictions on the value of N, by the QTM method.
The computation of Zm is possible for relatively small values of m, because of computer storage limitation, but the
leading errors in taking a ﬁnite m approximant are of the order of 1/m2 and therefore, extrapolations to m → ∞ can
be performed.
The trace in Eq. (7) is taken over all the conﬁgurations of the classical Ising variable Sir (the eigenvalues ofSzir ) on
a planar lattice of the size N × 2m. The lattice is obtained in the checker-board decomposition and sketched in Fig. 1.
The shaded squares denote the corresponding Boltzmann weightsVi,i+1 present in (7) which are determined by some
4-spin operators.
For the inﬁnite chains (the macroscopic limit) it is better to reverse the transfer direction and to calculate the partition
function from the largest eigenvalue of the transfer matrix. In order to reverse the transfer direction we must deﬁne a
new local transfer matrixLr,r+1 whose elements depend on the local transfer matrixVi,i+1 elements〈
Szr,iS
z
r+1,i |Lr,r+1|Szr,i+1Szr+1,i+1
〉
=
〈
Szr,iS
z
r,i+1|Vi,i+1|Szr+1,iSzr+1,i+1
〉
. (8)
These operators act in a Hilbert spaceH2m whose dimension is independent of N.
Now we deﬁne a unitary shift operator. In the case of the non-uniform spin values Si we deﬁne also a unitary shift
operator D, acting in the spaceH2m which is a direct product of 2m single-spin spacesHr , similar to that for the
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uniform chain [6]
D ≡
∑
Sz1
· · ·
∑
Sz2m
∣∣Sz3 . . . Sz2mSz1Sz2 〉 〈Sz1Sz2Sz3 . . . Sz2m ∣∣ . (9)
Using Eq. (9), we may express operatorsLr,r+1 in terms of the operatorsL1,2 andL2,3
L2r−1,2r = (D+)r−1L1,2Dr−1, L2r,2r+1 = (D+)r−1L2,3Dr−1. (10)
In this case, the global transfer matrices can be expressed in terms of two operatorsL1,2 andL2,3
Wr = (Lr,r+1D+)m, r = 1, 2. (11)
Finally, the mth classical approximant to the partition function can be written in the following form:
Zm = Tr(W1W2)N/2. (12)
In the limit N → ∞ the partition function Z is equal to the highest eigenvalue of the global transfer matrixW=W1W2.
To calculate the partition function for ﬁnite chains we use Eqs. (7)–(10) but to obtain the global transfer matrices we
need to deﬁne the two vectors which act in a Hilbert spaceH2m [6]
|a〉 =
∑
{Sz}
2m∏
r=1
Sz2r−1,S
z
2r
|Sz1 . . . Sz2m〉, (13)
|b〉 =
∑
{Sz}
2m∏
r=1
Sz2r ,S
z
2r+1 |S
z
1 . . . S
z
2m〉. (14)
Then the mth classical approximant to the partition function of Eq. (1) is of the form
Zm = 〈b|(W1W2)(N−1)/2|a〉 for odd N , (15)
Zm = 〈b|(W1W2)N/2−1|a〉 for even N . (16)
The thermodynamic functions for all systems described by Hamiltonian (1) are related to the free energy which can
be calculated from the formula F = −kBT ln Z. The speciﬁc heat is given as its second derivative with respect
to temperature, the magnetization is then evaluated from the ﬁrst and the zero-ﬁeld susceptibility from the second
derivative with respect to the ﬁeld.
The computational complexity of the QTM problems (15)–(16) is exponential with respect to m and linear with
respect to N. In addition, the macroscopic limit can be reached, taking the largest eigenvalue of the transfer matrix. The
last two properties are important features of QTM.
Within QTM, the approximants Zm can be calculated for a relatively small m, but with machine accuracy. In order to
analyse non-magnetic impurity effects and to conﬁrm the effectiveness, we check the convergence of the ﬁnite-chain
QTM calculations.
The variation of the speciﬁc heat approximants obtained from the spin- 12 Heisenberg model without and with the
staggered ﬁeld, are presented in Figs. 2 and 3, respectively, for temperature as low as kBT/J = 0.05 (Fig. 2) and
kBT/J = 0.15 (Fig. 3). Although the data display non-linear behaviour, those for small N (Fig. 2) approach the exact
results very well [12]. Also extrapolations with the accuracy of about 1–2% can be carried out for the data in Fig. 3
and successfully compared with the DMRG result [21].
It can be demonstrated that the curvature of the QTM data decreases quickly with increasing temperature and reliable
extrapolations can be performed starting from kBT/J = 0.1. Above that threshold, the effectiveness of QTM is high
both for the short chains and for the intermediate and macroscopic length chains.
Similar behaviour of the ﬁnite-size approximants has been observed before for S = 1 and other S = 12 systems
[11,14,5]. This leads to a conclusion that around kBT/J ≈ 0.1 uncertainties are of the order of 5–10% and for
kBT/J > 0.2 the accuracy is better than 1% which usually exceeds the accuracy of experimental results. We emphasize
that only extrapolations impose uncertainties on our estimates. For the QTM results presented hereafter, the error bars
are marked if they exceed the size of the symbols.
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N=8 - exact diagonalization result
N=15 - exact diagonalization result
Fig. 2. The zero-ﬁeld speciﬁc heat per spin and kB at kBT/J = 0.05 versus 1/m2 for the ﬁnite chain QTM results (m = 5, . . . , 12). Full symbols
represent the exact diagonalization data.
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1/m2
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Fig. 3. The reduced speciﬁc heat per spin and kB with magnetic ﬁeld perpendicular to the spin chain (B = 12 T) against 1/m2 (m = 4, . . . , 12) for
the ﬁnite and inﬁnite chain QTM results at kBT/J = 0.15. The triangle symbol represents the DMRG result.
3. Parallelization of the transfer matrix simulations
The main numerical problem of our simulations is the calculation of the partition function Zm which is given as
a sum of the corresponding diagonal elements (12). The global transfer operators W1 and W2 can be expressed
as product sparse matrices with known structure, so that in the memory of computer there are only two vectors
and the allocation of the whole matrices W1, W2 in the memory is not required. The algorithm for evaluation
of the partition function was parallelized using Message Passing Interface (MPI) system on SGI Origin 3800 with
64 processors.
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Fig. 4. Variation of the speed-up Sp against a number of processes p.
We have tested the parallel version of the algorithm and we have calculated speed-up [22,3] for different number of
processes p. It is presented by the full circles in Fig. 4 and shows that the efﬁciency [22] p is very close to 1 (the line
Sp = p). The data illustrated in Fig. 4 represent the computational tasks which need about 1.4 · 104 s of the sequential
CPU time per run. This high efﬁciency of parallelization shows another advantage of QTM.
4. Simulation results and effectiveness
The QTM method has been applied to simulation of the S = 1 one-dimensional Heisenberg model and our results
are compared with the experimental results for compounds with Haldane phase [14]. We study the ﬁnite temperature
static properties in wide range of temperatures and the single-ion anisotropy (the D parameter in Eq. (1)).
As an example, our QTM calculations performed for a system abbreviated as TMNIN [7] led to the results presented
in Fig. 5. Using the parameters D = 0, g = 2.25 and J/kB = −12 K in Eq. (1), we have carried out simulations in the
presence of an external ﬁeld which yielded the magnetization proﬁles at constant temperatures (T =1.9 K and T =15 K).
For the isotherm at the 1.9 K, the accuracy of our estimates is of the order of 10% and for that at T = 15 K—about 1%.
The experimental ﬁndings for TMNIN [7] are plotted both by the lines (to guide eyes) and by the symbols described
in the legend. Our QTM data agree with experiment, although in higher ﬁelds display a tendency to go upwards.
In Fig. 6, we draw the temperature dependence of the molar susceptibility  for two non-uniform molecular-based
chain compounds with alternating couplings considered by Ribas et al. [19]. The ﬁrst compound is [Ni-(dmen)(-N3)2]n
(dmen = N,N -dimethylethylenediamine) abbreviated here as A3, while the second compound is [Ni(aep)(-N3)2]n
(aep = 2-aminoethylpyridyne) abbreviated as A4. The systems with non-uniform interactions are modelled by the
following Hamiltonian:
H= −J1
N/2∑
i=1
S2i−1S2i − J2
N/2∑
i=1
S2iS2i+1 − D
N∑
i=1
(Szi )
2 − gBB
N∑
i=1
Szi , (17)
where J1 and J2 denote the nearest neighbour interaction constants. Using this model the experimental data were ﬁtted
in the framework of our simulation technique with a well-deﬁned set of parameters, including the alternation in sign
of J for A4 [5].
The results shown in Figs. 5 and 6 demonstrate ﬂexibility of the method and its wide range of applicability for spin
S = 1 systems. Its effectiveness was studied earlier [14,5].
We conclude the review of our earlier results [13] with reporting on the susceptibility of the Mn6 molecule (Fig. 7)
and addressing the issue of effectiveness. From the computational point of view, the diagonal elements of the transfer
matrix with size 126 = 2 985 984 had to be calculated. Their number was reduced approximately by a factor of 6 due
to the symmetry considerations but the size of the vectors remained the same. Within QTM this task is feasible due
to efﬁcient factorization of the transfer matrix into sparse matrices, parallelization and also vectorization which has
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T=15.0 [K] - experimental data
T=  1.9 [K] - experimental data
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Fig. 5. The dimensionless magnetization per site and B for TMNIN.
Fig. 6. The temperature dependence of the molar susceptibility  in (memu/mole) for compounds A3 and A4. The QTM estimates are drawn by the
lines and the experimental data are given as the symbols.
speeded up the computation by a factor of 20. The accurate result up to ﬁve signiﬁcant digits is plotted in Fig. 7 by
the full circle. The remaining data are found from extrapolations with respect to the number of pairs for 2n5 and
therefore are subject to uncertainties marked by the symbols. Depending on temperature and the number n of the spin
pairs, in some cases the calculations preserving 5 decimal places required as many as m = 900 steps in the Trotter
direction.
Computer modelling of the ﬁnite-temperature properties of the Yb4As3 is based on the S= 12 anisotropic Heisenberg
model with the antisymmetric Dzyaloshinsky–Moriya interaction [21] and can be mapped onto
H= −J
N∑
i=1
Si · Si+1 − g⊥BBx
N∑
i=1
Sxi − g⊥BBys
N∑
i=1
(−1)iSyi , (18)
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Fig. 7. The temperature dependence of the product T for Mn6 in molar units (emu K mole−1) divided by the number of pairs. The experimental
data are given by small full circles and the extrapolated QTM results by open circles. The large full circle shows the numerically exact QTM estimate
at kBT/|J | = 0.05. The error bars are indicated where they exceed the size of the symbols.
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Fig. 8. Comparison of the measured speciﬁc heat after phonon subtraction and QTM calculation for Yb4As3. The dashed curves represent zero-ﬁeld
speciﬁc heat and remaining symbols represent speciﬁc heat for various ﬁnite magnetic ﬁelds.
where Bx =B cos(), Bys =B sin() and B is the uniform external magnetic ﬁeld perpendicular to the one-dimensional
spin-chain. Eq. (18) describes the effective isotropic Heisenberg model with both the uniform ﬁeld Bx and the transverse
staggered ﬁeld Bys .
The model is challenging from the computational point of view and applicable to other systems (see e.g. [1]).
Before having modelled Yb4As3 with the QTM numerical method [15], we checked its effectiveness, comparing our
predictions with those of DMRG [21] for the transverse speciﬁc heat (e.g. Fig. 3). We found coincidence down to 3 K
(kBT/J ≈ 0.1), i.e. in the range in which our extrapolation procedure is reliable. In higher temperatures (above 7 K)
we have performed our simulations [15] for the Trotter number up to m = 10 and in lower temperatures up to m = 12.
The speciﬁc heat results are presented in Fig. 8. The open symbols represent experimental results for a polydomain
sample with the magnetic ﬁeld applied along the cubic 〈1 1 1〉 direction, and the ﬁlled symbols are numerical results.
In a polydomain sample 25% of the domains are oriented with the spin chains parallel to the applied ﬁeld B and about
75% of the domains are aligned so that the effective ﬁeld component B sin(70◦) is perpendicular to the spin chains.
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Fig. 9. Numerical results and experimental data for energy gap (B) are presented by symbols. Solid line corresponds to ﬁt the numerical data
within the error bars.
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Fig. 10. Temperature dependence of the speciﬁc heat numerical results for ﬁnite chains (N = 32 and N = 99 spins) and inﬁnite chain.
Our simulations are based on the model (18) with no adjustable parameters, but with the longitudinal ﬁeld present
in order to comply with the polydomain structure of the sample. Our predictions agree qualitatively with experiment
(Fig. 8). With increasing magnetic ﬁeld the molar speciﬁc heat maximum C/T increases, shifts to the right and the
curves intersect at about 9 K, which is consistent with the experimental ﬁndings. Deviations reﬂect a deﬁciency of the
model (18) rather than ineffectiveness of the method.
Opening of the gap is an important feature of model (18). According to the quantum sine-Gordon model [18], the
gap (B) is related to the position of the maximum Tmax(B) of the ratio C/T . Direct estimation of the energy gap
appearing in the model (18) has been accomplished within DMRG [21] by imposing the unphysical constraint Bx = 0.
Our new gap analysis is indirect and follows from the temperature dependence of the maxima in the ﬁeld-dependent
speciﬁc heat. It accounts for the polydomain structure of the sample and considers relevant ﬁelds Bx and Bz so that
480 G. Kamieniarz, R. Matysiak / Journal of Computational and Applied Mathematics 189 (2006) 471–480
our predictions cannot be compared with the DMRG estimates [21] found in the limit Bx = Bz = 0. The results are
depicted in Fig. 9. The error bars are so large mainly due to the uncertainties in location of the maxima of the relatively
ﬂat curves.
Finally, the simulations of ﬁnite chains with arbitrary size N are challenging due to the experimentally observed
effects of the non-magnetic dilution of Yb4As3 [15]. The new speciﬁc-heat data calculated for the ﬁnite segments
N = 32 and N = 99, are plotted in Fig. 10 in order to show the sizeable dependence on N at low temperatures and
applicability of our method for a diluted system.
5. Conclusions
We have worked out a QTM approach to characterize the ﬁnite temperature magnetic properties of the high nuclearity
cyclic spin clusters with large and alternating spins and a number of the macroscopic quasi-one-dimensional magnets
with anisotropy and uniform and non-uniform interactions.
QTM is effective and applicable for the low-dimensional systems in temperature above kBT/J =0.1. Even for spin- 12
chains for which the DMRG computations are widely used, it has proved to be useful. The uncertainties decrease from
about 5–10% for kBT/J ≈ 0.1 down to less than 1% for kBT/J > 0.2.
Simulations based on the QTM method can be parallelized with an efﬁciency close to 100% and the CPU time can
be further diminished at least by one order of magnitude on platforms with vector registers.
The exponential computational complexity imposes the memory and CPU time bounds. On currently used architec-
tures for the quantum chain simulations they appear for kBT/J 0.05, whereas for the ﬁnite ring simulations, we are
mainly limited by the CPU time resources.
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