Abstract. We prove that each invariant measure in a non-uniformly hyperbolic system can be approximated by atomic measures on hyperbolic periodic orbits. This contributes to our main result that the mean angle (Definition 1.10), independence number (Definition 1.6) and Oseledec splitting for an ergodic hyperbolic measure with simple spectrum can be approximated by those for atomic measures on hyperbolic periodic orbits, respectively. Combining this result with the approximation property of Lyapunov exponents by Wang and Sun, 2005 (Theorem 1.9), we strengthen Katok's closing lemma (1980) by presenting more extensive information not only about the state system but also its linearization.
Introduction
, . . . , Df (u ) Df (u ) ).
It is clear that
For an −frame α = (u 1 , u 2 , ..., u ) ∈ U # (x) at a point x ∈ M , we define V ol(α) = V ol(u 1 , u 2 , ..., u ) as the volume of the parallelepiped generated by the vectors u 1 , u 2 , ..., u . More precisely, we choose an orthonormal −frame β = (w 1 , w 2 , ..., w ), w i ∈ T x M, i = 1, ..., , which generates the same linear subspace of T x M as α does, and we take a unique × matrix A with α = βA. Then we define the volume of α by V ol(α) := |det A|.
We remark that the volume V ol(α) does not depend on the choice of β, since the determinate of a transition matrix between two orthonormal frames is ±1. Hence, V ol(α) is well defined.
Definition 1.1 ([6])
. A frame α = (u 1 , u 2 , ..., u ) ∈ U # (x), x ∈ M , is called positive mean linearly independent if there is > 0 such that the characteristic function χ α on the set
has positive time mean; that is,
If for any positive number , the above supper limit is zero, α is called positive mean linearly dependent. Sometimes we write χ α (i) as χ α (D # f i ) to emphasize the i−th iteration of D # f. Similarly, one can define negative mean linear independence and dependence by using the negative time mean
Let α = (u 1 , ..., u ) ∈ U # . Denote by A(α) the matrix ( u i , u j ) × , where ·, · is the inner product induced by the Riemannian metric. Let σ(α) denote the set of all eigenvalues of A(α) and let τ (α) be the smallest eigenvalue. Note that A(α) is a real positive-definite symmetric matrix, therefore, σ(α) ⊂ (0, +∞). Now we give an alternative description of mean linear independence considering the average change of τ (α) over time instead of that of V ol(α) (for the equivalence of these two definitions see Proposition 2.3).
Definition 1.2. A frame α ∈ U
# is positive mean linearly independent if and only if
It is negative mean linearly independent if and only if
Let X be a metric space. We denote by C b (X, R) the set of all bounded continuous functions on X. Given a continuous map g : X → X, we denote by M erg (X, g) the set of all g−invariant and ergodic measures. Then we define for m ∈ M erg (X, g),
We call Q m (X, g) the basin of m. By the Birkhoff Ergodic Theorem Q m (X, g) is an m−full measure set and g(Q m (X, g)) = Q m (X, g). We can replace C b (X, R) by C 0 (X, R), the set of all continuous functions on X, in Q m when X is compact. (2) are the diffeomorphism version of Liao's style number in [6] . Definition 1.3 (3), adapted by Dai [2] , is a special case of Definition 1. The following is the diffeomorphism version of the main theorem concerning style number in [6] . (2) There is x ∈ M and α ∈ U # k (x) such that the orbit Orb(x) is f −recurrent and
One result in the present paper is an ergodic theorem (Theorem 1.5) about mean linear independence and style number. Note that the basin of a given ergodic measure is contained in the Birkhoff center ( [8] , [19] and [20] ) and thus always contains recurrent orbits. Hence Theorem 1.5 is a generalization of Theorem 1.4. Moreover, the upper limit in Theorem 1.4 could be exactly the limit.
and callτ (µ) the independence number for µ. The next theorem is a variational principle for style numbers and independence numbers, which asserts that the biggest style number can be achieved at an ergodic measure (on the state manifold) and at the same time, and that the largest independence number can be achieved at an ergodic measure (on the unit frame bundle) covering the one with the biggest style number. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
APPROXIMATION PROPERTIES ON INVARIANT MEASURE 1547
We will present some examples in Section 2.2 to compare the style number with the number of Lyapunov exponents and the dimension of the state manifold. In Sections 2.3 and 2.4 we will prove Theorem 1.5 and Theorem 1.7, respectively. In [2] Dai obtained certain results concerning the style number in the direction of Theorem 1.5 and Theorem 1.7 for C 1 vector fields. Theorem 1.5 and Theorem 1.7 will contribute to the proof of our main result, Theorem 1.12. Another crucial result in its proof is the following theorem on measure approximation. We denote by M HP (f ) the set of atomic measures on hyperbolic periodic orbits. [14] and Hirayama's result for mixing non-uniform hyperbolicity [3] .
We will prove Theorem 1.8 in Section 3. Let us recall the Oseledec theorem and give some necessary notions.
(a) and (d) in the Oseledec Theorem allow us to arrange the Oseledec splitting according to the increasing order of the Lyapunov exponents. To avoid excessive terminology, we will arrange the Oseledec splitting at every point in the Oseledec basin in this way throughout this paper without explanation. We call the measurẽ ω hyperbolic if none of its Lyapunov exponents is zero. The following theorem is the main theorem in [18] .
where ∧ denotes the wedge product. We call
the mean angle between E and F at x.
Suppose that f preserves an ergodic measureω with an Oseledec splitting
. By the Birkhoff Ergodic Theorem there is anω−full measure subset in O(ω) such that every point x in this subset satisfies
If, in addition,ω has d different Lyapunov exponents, namelyω has a simple spectrum, the Oseledec splitting will be
For x ∈ O(ω), we define the independence number of x by the independence number of frames at x whose elements are all on different invariant bundles. More precisely,
the smallest eigenvalue of A(α). Clearly, τ (x) is well defined for x ∈ O(ω). Moreover, by the Birkhoff Ergodic Theorem, the equation
holds on anω−full measure subset of O(ω). Therefore, we can define the independence number ofω byτ
Assume there is another ergodic hyperbolic measureω with simple spectrum. We split the tangent bundle T M into invariant bundles
Additionally, we assume thatω andω have the same number of negative Lyapunov exponents (and thus the same number of positive ones). Under these assumptions we further describe the approximation of Oseledec splittings. Remember both (1.2) and (1.3) are arranged according to the increasing order of Lyapunov exponents. 
at z arranged according to the increasing order of Lyapunov exponents of the orbit Orb(z) such that the atomic measure ω z supported on Orb(z, f ) satisfies the following properties:
(1) Mean angles ofω and of ω z are ε−close; that is,
(2) Independence numbers ofω and of ω z are ε−close; that is,
(3) The Oseledec splitting ofω is ε−approximated by that of ω z . Theorem 1.9 implies that ifω has a simple spectrum, so do the atomic measures on the hyperbolic periodic orbits chosen in the theorem. It motivates us to investigate more approximation properties of mean angle, independence number and Oseledec splitting than we listed in Theorem 1.12. Observe that the Oseledec splitting is continuous neither with state points x ∈ M nor with measures, and thus Theorem 1.9 cannot imply the approximation properties mentioned. A new approach would be required to prove Theorem 1.12.
Here is how the proof goes. Let f : M → M be a C 1+α diffeomorphism on a compact manifold of dimension d, preserving an ergodic hyperbolic measureω with a simple spectrum. We first choose a sequence of hyperbolic periodic orbits so that the i−th biggest exponent of every periodic orbit is close to the i−th biggest one ofω, 1 ≤ i ≤ d (see Theorem 1.9), and moreover, the atomic measures supported on these periodic orbits converge toω (see Theorem 1.8) . This is a crucial step in the proof since therefore we can transfer the properties ofω onto periodic orbits which are more flexible thanω itself. For each atomic measure, we can construct an ergodic measure on U # k to cover it, where k is the style number. This is from Theorem 2.7. Then we get a collection of ergodic measures on the bundle. Each of the limit measures of this collection coversω. Note that U # k is not compact, and hence the case that no limit measure is supported on U # k may happen. The key observation that helps us to overcome this obstacle is that a limit measure can be decomposed into the sum of finitely many ergodic measures on U # k covering ω due to Sun and Vargas in [17] . Moreover, we show that not more than 2 d of these have effects and are of the same type; that is, in every direction the integral Lyapunov exponents with respect to all these measures are equal (see Definition 4.2). That two ergodic measures are of the same type implies that they play the same role in discussing a mean angle ofω between two given directions. Thus we focus on these not more than 2 d measures on U # k coveringω and the mean angles of their generic frames. In this way we complete the verification of the approximation property about a mean angle. This analysis also helps us prove other approximation properties.
Finally we summarize these results to obtain an extensive version of Katok's closing lemma.
be the Oseledec splitting arranged according to the increasing order of Lyapunov exponents ofω, where
Λ = k≥1 Λ k is the Pesin set associated withω. Given ε > 0, (a) for any integer k > 0, there is a number β = β(k, ε) > 0 with the property that if x, f p (x) ∈ Λ k , and d(x, f p x) < β for some positive integer p, then there exists a unique hyperbolic periodic point z ∈ M with period p, such that d(z, x) < ε; and (b) there is an Oseledec splitting T z M = E 1 (z) ⊕ E 2 (z) ⊕ · · · ⊕ E s (z) at z, such that the Lyapunov exponents of z on E i (z) are ε−close to the Lyapunov exponents ofω on E i (Λ) and dimE i (z) = dimE i (Λ), ∀ i = 1, 2, ..., s; and (c) let ω z := 1 p Σ p i=1 δ f i z denote
the atomic measure on the periodic orbit orb(z).
The distance betweenω and ω z is less than ε in weak * topology; If in additionω has a simple Lyapunov spectrum, the following holds: (d) mean angles ofω and of ω z are ε−close; that is,
(e) independence numbers ofω and of ω z are ε−close; that is,
(f) the Oseledec splittings ofω are ε−approximated by that of ω z . Theorem 1.13 includes broader information than the original closing lemma of Katok [4] , since it discusses not only the approximation property on the manifold but also the interrelated properties on its tangent bundles.
2. Style number and independence number 2.1. Mean linear independence. We will prove the equivalence of Definition 1.1 and Definition 1.2 in this subsection.
, take an eigenvector u with u = 1. Then
and thus detA(α)
The proof of the following lemma is straightforward.
, where β is an orthonormal frame. Suppose that α and β generate the same subspace of
Proposition 2.3. Definition 1.1 and Definition 1.2 are equivalent.
Proof. Suppose that a frame α ∈ U # satisfies
Then there exist a subsequence {n j } +∞ j=1 and a real 1 ≥ δ > 0 such that 
and hence,
So Definition 1.2 implies Definition 1.1.
On the contrary, for a frame α ∈ U # with
there exist a subsequence {n j } +∞ j=1 and a real 1 ≥ δ > 0 such that
By Lemma 2.1 and Lemma 2.2, we have
as j is large enough. Hence,
Thus Definition 1.1 implies Definition 1.2.
Style number, number of Lyapunov exponents and dimension of state manifold.
We will compare the style number of a diffeomorphism with the number of its Lyapunov exponents and the dimension of the state manifold in this subsection.
There are many cases where the style number coincides with the number of Lyapunov exponents, for instance, the well-known Thom automorphism on T 2 . In the following we present our first example which shows that the two numbers are different.
where I 2×2 denotes the 2 × 2 unit matrix. Let m be the atomic measure on this orbit. Then log 3 is the unique Lyapunov exponent. Take and fix an orthonormal frame α = (e 1 (x),
The style number of a diffeomorphism is not less than the number of its Lyapunov exponents, since we can construct a mean linearly independent frame each of whose vectors is contained in some invariant bundle by the Oseledec Theorem. Our next example, an adaption of Liao's example in [6] , shows that the style number may be strictly smaller than the dimension of M.
, in polar coordinates. Extend ψ to the sphere S 2 = R 2 ∪ {∞} and thus obtain a new diffeomorphism f :
Then Γ : r = 1 is an f -invariant closed set in the manifold S 2 , and for any point z ∈ Γ and any orthonormal frame
where
At the same time we can find for any
Denote
Therefore,
Since detC = 0, c 2 and c 2 cannot vanish simultaneously. This means either
) → 0 as n → ∞, and then by the arbitrariness of z and γ z , we have k
By choosing a suitable function φ : R → R, one constructs a diffeomorphism f and a periodic orbit for f on Γ. Then the atomic measure on this periodic orbit
, and all these frames in U
The next example shows that there possibly exists a k * (m)-frame β ∈ U # k * (m) (x) that is not mean linearly independent, even if it generates the same linear subspace in T x M as a mean linearly independent frame generates.
Example 3. Let m be an ergodic measure on M with k * (m) = k(m) = dimM = 2 and let λ 1 > λ 2 be its Lyapunov exponents with different signs. Take for m − a.e. x ∈ M the invariant and orthogonal splitting T x M = E 1 (x) ⊕ E 2 (x) as in the Oseledec Theorem [9] . Take and fix unit vectors e 1 in E 1 (x) and e 2 in E 2 (x). On the other hand, we deduce from [15] , [16] that
and hence V ol(D # f n (β)) → 0 as n → +∞, which implies that β is not mean linearly independent by Definition 1.1.
2.3.
A continuity property for τ andτ . In this subsection we will prove the continuity of τ :
given in Definition 1.6, which are necessary for proving Theorem 1.5 and Theorem 1.7.
Denote by L(R ) the space of all linear maps on R and by σ(L) the set of all eigenvalues of a linear map L ∈ L(R ). For any > 0, set
Lemma 2.4 and Lemma 2.5 are cited from [10] .
(L). There exist > 0 and δ > 0 with the property that for any T ∈ L(R ) with T − L < δ the cardinality of σ(T ) ∩ B (τ )
is not more than the multiplicity of τ, where
Proof. Since A(α) is continuous with α, we can define
when α, β ∈ U # are close enough. Assume that τ is not continuous at a frame
Then there must exist a constant 0 > 0 such that for any δ > 0 we can (a) the cardinality #σ(γ) ∩ B i (τ i ) is not more than the multiplicity of τ i , and (b) the cardinality #σ(γ) ∩ B δ 1 (τ (α 0 )) is not more than the multiplicity of τ (α 0 ) and
Recall that τ (β) is the smallest eigenvalue of A(β) and hence there is no eigenvalue of A(β) inside B (τ (α 0 )). So we deduce by Lemma 2.4 and Lemma 2.5 that
It's a contradiction. This implies that the function τ is continuous. Additionally, τ is a bounded function by Lemma 2.1.
. By the Birkhoff Ergodic Theorem, we havẽ
Combining this equation with the continuity of τ , one can deduce thatτ is also continuous in the weak* topology. Hence the proposition is proved.
2.4. Proof of Theorem 1.5. In this subsection we will choose an ergodic measure on U # k , where k is the style number, to cover the given ergodic measure on the state manifold and then prove Theorem 1.5.
Proof. We prove the case when k = k * + (m) only, and omit the similar proof for the other cases of k * − (m) and k * (m). Denote by
continuous homeomorphism on a compact metric space and thus
Step I. Find all ergodic measures on (L
Take and fix a point x ∈ Q m (M, f ), a frame α ∈ U # k (x) and a positive real > 0 so that
By taking a subsequence when necessary we can assume that µ n → µ 0 . It is standard to verify that µ 0 is a D # f -invariant measure and µ 0 covers m, i.e., π
Then the set
is non-empty. It is clear that µ covers m, π * (µ) = m, for all µ ∈ A. Also, we claim that A coincides with the set of all the measures in
Step II. Choose for m a covering measure
Step I, and thus
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For the reference measure µ 0 defined in Step I, it follows that
where F µ is a µ−full measure set, µ ∈ A. We claim that
for any µ−full measure set F µ , where µ ∈ A. Let us recall the chosen frame α ∈ U # k (x), where x ∈ Q m (M, f ), and the chosen real > 0 as in (2.1). We define a continuous function φ :
Note that the sequence of measures {µ n } defined below (2.1) converge to µ 0 . It holds that
This shows by (2.1) that µ n {β : 2 ≤ V ol(β) ≤ 1} > 0 for n large enough. Since
. This together with (2.2) implies (2.3).
Now we assert that there is a measure µ * ∈ A with
> 0 for some f −invariant and µ * −full measure set E µ * . Otherwise, we have for any µ ∈ A and any f −invariant and µ−full measure set E µ ,
and thus, by taking E µ as Q µ , the basin of µ, it holds that
This contradicts (2.3) and thus proves the assertion. Further, the ergodicity of µ * implies that
. Without any confusion, we write µ * as µ.
Step III. The maximum property of the style number.
Assume that there exists an ergodic measure
For any frame α in Q µ , since the function τ : U # → R is continuous by Proposition 2.6, we have that
By Lemma 2.1,
According to Proposition 2.3 and Definition 1.3, we can deduce that ≤ k. Proof of Theorem 1.
. Now we prove Theorem 1.5(1)(2). The proof is an adaption of the proof to the main theorem about style number in [6] .
For every positive integer j we set
Take by Urysohn's Lemma a continuous function φ
where χ W j and χ W j+1 denote the character functions for W j and W j+1 , respectively.
This implies that k *
This proves (1)(2). This also means that every
Hence we proved Theorem 1.5(3).
Proof of Theorem 1.7.
Proof of Theorem 1.7.
Step I. Find an ergodic measure m ∈ M erg (M, f ) so that k 
Then it follows that
Construct a sequence of measures µ n j satisfying
By taking a subsequence when necessary, we can assume that {µ n j } converge to some measureμ
It follows by (2.4) that
From the Ergodic Decomposition Theorem (see [7] ), there
We can check as in Theorem 2.7 and Theorem 1.5 that k
Step II. Let k := k * (M ). We will find an ergodic measure µ 0 on U # k with the largest independence number among all ergodic measures on U 
such that by Definition 1.6
By taking a subsequence we assume that the measures µ n j defined by
This implies by (2.5) that
In fact, otherwise, it could havẽ
. By the Ergodic Decomposition Theorem (see Theorem 2.16 in [7] ), this deduces a contradiction as follows:τ
So Claim I follows.
Take and fix
Step I, we can take
Since τ is continuous by Proposition 2.6 and µ 2 is ergodic, we have by the Birkhoff Ergodic Theorem,τ (µ 2 ) > 0. This impliesτ (µ 0 ) > 0. Claim II follows.
Take and fix
which implies by Proposition 2.3 that Pesin set ( [11] , [12] ). Given λ, µ ε > 0, and for all k ∈ Z + , we define Λ k = Λ k (λ, µ; ε) to be all points x ∈ M for which there is a splitting
We set Λ = Λ(λ, µ; ε) = +∞ k=1 Λ k and call Λ a Pesin set. It is obvious that if
Suppose f preserves an ergodic hyperbolic measureω. Thenω has s (s ≤ d = dimM ) non-zero Lyapunov exponents
with an associated Oseledec splitting
where O(ω) is the Oseledec basin ofω. We denote by λ = |λ r |, µ = λ r+1 , the absolute value of the largest negative Lyapunov exponent and the smallest positive Lyapunov exponent, respectively. Let
Then we obtain a Pesin set Λ = Λ(λ, µ; ε) for a small ε. We call it the Pesin set associated withω. It follows (see, for example, Proposition 4.2 in [13] ) that
The following statements are elementary: 
Shadowing Lemma and Closing
We point out in the next lemma that the shadowing point in the Closing Lemma above is in the Pesin set Λ = Λ(λ, µ; ε ) for some ε > ε. A similar description of this result has appeared in [5] , and thus we omit the proof. 
The following theorem and its corollary are about how to shadow finitely many orbit segments whose lengths are bounded or whose endpoints are limited into a given Pesin block, respectively, by a periodic orbit. a sequence of integers c 1 , . .., c such that
Proof. Take δ > 0 so that
For ε, take γ 0 > 0 and for 0 < γ < γ 0 , take ν = ν(γ) > 0 by Lemma 3.3. For any sequence of points
Now we will consider Λ k 0 (λ, µ; ν). For simplicity, denote Λ k 0 = Λ k 0 (λ, µ; ν).
Take and fix for Λ
Denote without confusion by X ij the least positive integer satisfying (3.2) . Choose two open balls U i 0 , U i 1 ∈ α with the property that f
Hence we obtain a {δ k } ∞ k=1 periodic pseudo-orbit in the Pesin set Λ(λ, µ; ν) by repeating the following finite sequence infinitely many times:
The length of the finite sequence (3.3) is clearly larger than or equal to 
This together with (3.1) completes the proof. pseudo-orbit in the Pesin set Λ(λ, µ; ν) can be η 2 −traced by a real orbit. For given in the assumption, fix δ . We replace δ k 0 by δ and Λ(λ, µ; ε) by Λ(λ, µ; ν) in the middle part of the proof of Theorem 3.4 and then a similar argument works; hence the conclusion holds.
For simplicity, we will identify the smaller Pesin set Λ(λ, µ; ν) with the one Λ(λ, µ; ε) in the following proof.
3.2. Density of atomic measures. Sigmund [14] proved that for uniformly hyperbolic diffeomorphisms with specification property, each invariant measure can be approximated by atomic measures. Hirayama [3] proved that each invariant measure supported by the closure of a Pesin set of a topologically mixing measure is approximated by atomic measures. Our result, Theorem 1.8 to be proved in this subsection, is to improve [3] by weakening the assumption of mixing measure to that of ergodic measure by applying Theorem 3.4 and Corollary 3.5 and the quantitative Poincaré Recurrence Lemma (i.e., Lemma 3.6). Moreover, the last inequality in Hirayama's proof in [3] is not clear to us, since there is no estimation of
(see (3.1) and (3.3) in [3] for the notations), which is necessary to complete the proof. We will give an explicit estimation in Theorem 1.8. Proof. This is Lemma 3.12 in Bochi [1] .
By using Lemma 3.6, we establish a lemma which will be applied to estimate (3.4). 
where j = 1, ..., k.
Proof. We prove the case when k = 2 and j = 1 and leave the others to the readers. Take k 0 > 1 with
Take and fix a point x i ∈ Γ i , which returns to Γ i under positive iterations infinitely many times. Let us take and fix m 2 ∈ S(x 2 , Γ 2 ) so that
Denote by [a] the largest integer not exceeding a. It holds that
Using Lemma 3.1 by taking t = 1 and m 1 = [
and hence 1 > T. Then we have
Replacing 2γ by γ and denoting 1 by n 1 and m 2 by n 2 , we obtain that
This completes the proof.
Proof of Theorem 1.8. Let Λ = ∞ =1 Λ be the Pesin set associated withω. We denote byω| Λ the conditional measure ofω on Λ . SetΛ = supp(ω| Λ ) and Λ = ∞ =1Λ . Clearly, f ±1Λ ⊂Λ +1 , and the sub-bundles E s (x), E u (x) depend continuously on x ∈Λ . Moreover,Λ is f −invariant withω-full measure. We will show thatΛ meets the conditions of our theorem.
Take and fix a real > 0, an f −invariant measure ω ∈ M inv (f ) with supp(ω) ⊂ Λ and a finite set F of continuous functions, i.e., F ⊂ C 0 (M, R). We assume without loss of generality that |ξ| ≤ 1, ∀ξ ∈ F. Take 0 < η < 4 so that
whenever n ≥ N (x). We divide the following proof into several steps.
Step I. Constructing a partition of Q(f ).
Recall that by [8A] we refer to the maximal integer not exceeding 8A.
For η chosen above, define {δ } ≥1 , δ < η by Lemma 3.1. Take an integer 0 large enough so thatω(Q(f ) ∩Λ 0 ) > 1 − 16 Whenever an element B in B is contained not inside a single set U i in α but instead in a union of open sets, say, γ j=1 U j , we then divide B into γ subsets as follows:
In this way we define a partition for Q(f ), denoted by
Without loss of generality we may assume that ω(Q j ) > 0 for each j = 1, ..., k and thus may assume that ω(
Step
By using Poincaré's Recurrence Lemma, for Q j take a subset N j ⊂ Q j ∩Λ 0 such that
(3.7)
Step III. A further reduction of
It follows by taking s j =s j ors j + 1 that
Thus from (3.7) and the choice of η it follows that
(3.8)
Step IV. Constructing a pseudo-orbit and a tracing periodic point. Recall thatω is ergodic, and thus for each pair (i, j),
. Now we construct a periodic {δ } ≥1 pseudo-orbit by repeating the following sequence infinitely many times:
By Corollary 3.5 there exists a hyperbolic periodic point z ∈ Λ with period p, η-tracing this pseudo-orbit. Then 
Step V. Completing the proof.
We denote by [x j , f n j −1 x j ] the orbit segment x j , ..., f n j −1 x j in (3.9) and let
Denote by Γ the set 
Observe that |ξ| ≤ 1, ∀ξ ∈ F ; hence
X(i, j).
Thus we have
(3.10)
by choosing n j large enough. Without loss of generality, we assume n j are taken for x j by Lemma 3.7, j = 1, 2, ..., k. It follows that
So we have (3.12)
This together with (3.11) gives rise to the following inequality: Therefore, we get the following commutative graph:
By the Birkhoff Ergodic Theorem, 
Step II. Analyzing the number and type of the ergodic measures decomposed from µ.
Claim. The ergodic measures ν decomposed from µ are all supported on the bundle U Lyapunov exponent of ω n , assumed to be λ t (z n ), the t−th one, t = 1, 2, ..., d.
Combining with (4.5), we obtain (4.6) λ t = depends continuously on x ∈ Λ k (ω), we can choose a uniform constant η > 0 satisfying (4.13) η < min i =j x ∈ Λ k (ω) { 1 10 ∠(E i (x), E j (x)), ε}.
For each x ∈ Λ k (ω) ∩ Supp(ω), we take and fix α 0 (x) = (u 1 , ...,
, where µ is the measure taken in the proof of (1). Denote by U (α 0 (x), η) the η−neighborhood of α 0 (x) under the metric on the Grassman bundle. Then µ(U (α 0 (x), η)) > 0. Recalling that µ n → µ, we have This implies the existence of a frame
Observing that µ n covers the atomic measure ω n , we can deduce that β n (x) must be a frame based on a periodic point on Orb(z n ), where z n is the periodic point chosen in (a)(b). Since ω n is a hyperbolic measure with simple spectrum by Theorem 1.9, we have by the claim before Definition 4.2 that each vector in β n (x) must be in a subbundle of the Oseledec splitting of ω n and any two vectors lie in different subbundles. Thus the Oseledec splitting ofω at x is η closed by the Oseledec splitting of ω n at a point z = z(x, n) on Orb(z n ), n ≥ N (x). Note that the number N (x) may vary with x; we need to find a numberÑ , independent of the choice of x ∈ Λ k (ω), such that µÑ meets (3). This can be done by the compactness of Λ k (ω) and continuity of the Oseledec splitting on it.
Hence we complete the proof of Theorem 1.12.
Proof of Theorem 1.13. (a) is from Katok's closing lemma [4] . 
