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INTRODUCCION 
Estas notas, qu(' se publi~:1n en d.o'3 tomos, 
han surgido como resultado de las cl?.ses de Doctorado 
que, durante el curso académico 1979-80, he impartido 
en la Escuela T~cnica Superior de Ingenieros ~e Cami-
nos, Canale~ y Puertos de la Universidad de Santander. 
El objetivo del curso era ambicioso ya que 
se intentaban presentar, de un modo panorámico, los 
distintos procedimier1tos anal.!ticos y semianalíticos 
de Cálculo de Estructuras así como su aplicaci6n al 
análisis efectivo de diferentes casos prácticos: vigas'-
placas y láminas. 
El Profesor José Ram6n González de CangAs, 
asistente al curso, recogi6 las notas que, tras haber 
sido comentadas y revisadas, sirvieron de úase a esta 
publicaci6n. Su trabajo ha sido eficiente y entusiasta 
en todo momento, resolyiendo problemas propuestos y 
comprobando la soluci6n de numerosos ejemplos de ~la­
de. Sin duda merece, con toda justicia, figurar como 
coautor del trabajo. 
Además tenemos que agradecer la colaboraci6n 
del Profesor Javier Torres Ruiz, que, con St;. eficaz 
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ayuda, ha permitido mejorar extraordinariamente el con-
tenido deJ capítulo 6. 
También damos las gracias a los demás asisten 
tes al curso, y, en particular, al Profesor Carlos Alo~ 
so Cobo, que han ayudado en la redacción material de ea 
tas notas. 
La publicación que se presenta corresponde a 
la primera parte del Curso, referente a los métodos gen~ 
rales de cálculo y su aplicación a casos sencillos: es-
tructuras 1-D y 2~0. También se incluye, en el capítulo 
5, una combinación natural de elementos 2-D -laja y pla 
.... 
ca-, correspondiente a la lámina plegada. Se deja para-
un segundo volumen el estudio de otras estructuras lami 
nares específicas, así como la introducción a la teoría 
general de !&minas. 
A lo largo del curso -y en estas notas se re-
f=l.eja- se ha intentado mostrar la identidad de la meto-
dología existente en todo el cálculo estructural, desde 
la estructura más simple -columna- a la más compleja. 
-l&mina-, t~nto en su planteamiento como en su resolu-
ción. 
ton esta .Publicación se desea -aparte de cu-
brir un evide~te vacío hibiliográfico, en nuestra len-
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~ua, sobre el tema- impulsar el uso de los diferentes mé 
todos analít.~cos qu;: actualmente exi~ten :r que, por cau-
sas bien con ... ~!: idas -f:~t:ilidad de computación- ttan sido, 
a nuestro ent~nder, inmerecidamente relegados al olvido, 
cuando podrían, muchas veces, sustituir, o al menos com-
plementar, otras "':~cniras num~ricas más potent-.es. · 
Avelino Samartín Quiroga 
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PLAN DEL CURSO , 
El. curso se estructura en los siguientes ét?aE_ 
tados: 
- Estudio de la viga: extensión y flexión. 
- Estudio de la placa: extensión y flexión. 
- Estudio de la lámina: láminas cilíndricas, de do-
ble curvatura y revolución. 
- Teória general de láminas. 
Dentro de cada tipo de estructura se hará un .. 
planteamiento del problema y, a continuación, se indica-
rán distintas t~cnicas de resolución. Tanto uno com9 
otras se dividirán.en dos grandes grupos: 
- M~todOs. directos. 
- M~todos indirectos. 
Los primeros se basan.en consideraciones loca;.. 
les (equilibrio 1 compátibj'.lidad 1 etc.) r .a nivel diferen--
cial. En los ni~todos indirectos se utilizan __ t~cnicas .ener 
g~ticas, es decir, basadas. en la energía complementaria, 
energía total_o principios variacionales (funcioi).al de_ 
Reissner, Washizu, etc.). 
- 11 -
En cuanto a J.a bibliografía se comentan a con 
tinuación algunos textos cl~sicos. En general, los auto-
res alemanes y rusos son más afir..es a los planteamientos 
y soluciones directos; en cambio, la moderna escuela an-· 
glosajor.a utiliza procedimientos indirectos. 
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1. CONCEPTOS FUNDAMENTALES EN EL CALCULO DE ESTRUCTURAS 
1.1. IN,.,R•.;uUCCION 
Las contrucciones ingenieriles tienen una carac-
terística común, que es la de su existencia y durabilidad 
a lo largo d:il tiempo. 
El objetivo del Cálculo de Estructuras es el de 
lograr esa característica común. 
En el proyecto de una estructura existen tres ~ 
fases perfecta:tnente diferenciadas: 
1) Idealizaci6n de la realidad, mediante un· modelo ma 
temático que simule el comportamiento de la construcción -
real. 
2) Cálculo del modelo. 
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3) Interpret&ción·de los resultados. 
En lo que se refi~~a al cálc~lo, cabe distinguir 
tres as~cctos: 
a) Análisis: A partir de unas acciones conocidas y de 
una estructura totalmente definida, se obtienen unos res~l 
tados. 
b) Síntesis: Se conocen las acc~~nes, pero la estruc-
tura no está totalment~ definiña, pudiendo variar su geom~ 
tría o las características de los materiales constituy~ntes, 
con un objetivo deter.minaáo (función objetivo), como pu~de 
ser, por ejemplo, el coste rn.!nimo. 
e) Identifica·ción: La limitación más. grande que existe 
hoy en día en la I!lgeniería Civil corresponde al desconoci-
miento de los materiales. La tendencia actual es la compar~ 
ción de los resultados obtenidos por dos caminos distintos: 
Modelo matemático y enG~yo en la estructura completa. 
Si, por ejemplo, se quiere asignar un valor al m6 
·-dulo de elasticidad, se parte de una hipótesis: 
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siendo a., b. y c. parámetros desconocidos, y se obtienen 1 1 1 . 
unos resultadcs, les cuales son comparados con los obteni 
dos mediante un ensayo de la estructura completa, scmeti-
da a las acciones correspondientes. Si se designa por Vci 
al valor calculado de un. cierto resultado, mediante el mo 
delo matemático de partida y por Vmi al valor medido en -
el ensayo del mismo resultado, se ha.ca minima la expresi6n: 
. 2 Llv . -V ·1 i c1 mJ. 
determinándose los parámetros a
1
. , b. Y c1 • J.. 
Los ensayos convencionales en probetas del mate-
rial de que está hecha la estructura quedan superados, ya 
que el comportamiento de dicho material puede ser muy dis-
tinto al considerar la estructura en su conjunto, en lugar 
de una probeta de dimensiones reducidas. A simple vista --
puede parecer que el procedimiento citado resulta demasia-
do" costoso, al exigir un ensayo para cada obra a realizar .• 
1 
1 
s4~ embargo, el m~todo 
obras ya realizadas, y 
consiste en hacer un muestreo entre 
l 
mediante extrapolaci6n deducir con-
' 
secuencias por cualquier otra obra análoga. 
1.2. ESTRUCTURAS Y ELE~mNTOS ESTRUCTURALES 
1. 2 .1·. Estructura 
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·se define una est~u~tura coT.o un conjunto de pu~ 
tos materiales enlaza~:>s entre sí, mediante unas fuerzas -
de atracción mole ... l3J.f!.r. 
Según el número de puntos materiales, las estruc 
turas pueden ser: 
- Discretas: Constituídas por un nA finito de puntos 
materiales. 
- Continuas: constituidas por un nA infinito de pun-
tos materiales. 
Según el tipo de elementos estructurales este 
número infinito puede ser: ~, ~2 6 ~3 . 
Naturalmenta, los sistemas continuos se acercan 
mejor a la realidad que los discretos, aunque sean estos -
últimos los más usados. Esto es debido a la existencia de 
nudos esclavos y nudos maestros, que arrastran en su com-
' po;rtamiento .:-, los anteriores: 
u 
,, d" t nu o maes f'O 
1---- pc..~ábola. c.Úb&.ca. · (~n 
vt'5a. de secciÓn cims+an-
ie). 
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1.2.2. Elementos estructurales 
Una estructura se ~uede considerar como un ensam 
blaje de estr11cturas más simples o elementales ,~t<e reciben 
. -
el nombre de elementos estructurales. 
Los tipos de P.lementos más sencillos son: 
- El punto o elemento cero dimensional (0-D). 
-La línea o elemento mono-dimensional (1-D). Este ti-
·po de elementos aparece en lñ realidad cuando una dimensi6~ 
es predominante respecto de las otras dos. Dicha dimensi6n 
es el lugar geom€trico de los centros de gravedad de las -
secciones normales. Las características mecánicas, tales 
como el área.{A(s)}, inercia {I(s)}, en un punto genérico 
definido por el parámet~o fundamental (s), corresponden a 
dichas secciones normales: 
A(s), I(s), ... · 
Dos ejemplos de elementos monodimensionales pue-
den verse en las figuras siguientes: 
E -·-·-·3--
-· --·-·j .... 
-f---·---:-· ----~ 
_viga no. recta v.iga. . recta. 
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- La cáscara o elemento bidimensional (2-D). En este 
caso existen dos dimensiones predominantes. Est;;·.s .ios cl.i-
mensione3 definen una superficie que queda deterrr,inada m~ 
diante do~ parámetros, s1 y s2. Las características mecá-
nicas son, en este caso, valores de punto. Si la superfi-
. cie es plana, el elemento es una placa. 
A(.si,Sz), I(si,S~), ..• 
- El elemento volum~trico o tridimensional (3-·D). 
1.·3. CONCEP'lU DE GRADO DE LIBERTAD 
La conf:i.guración de una estructura. se puede defi 
nir mediante un conjunto de m~gnitudes localizadas en sus 
puntos. El número y clase de esas m~gnitudes depende escn 
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cialmente del tipo de problema a resolver y, en definitiva~ 
de la idealj7.ación que se h~ga: 
estado de .f Lexi.Ón 
Las citadas magnitudes se clasifican en estáti-
cas (fuerzas, esf~ ... erzos y tensiones) y cinemáticas (movi-
mi~ntos y ceformaciones), pudiendo actuar ambas indistin-
tamente. En cada punto, se definen mediant: \ un sistema de 
coordenadas, que, en general, puede ~er diferente para am 
bos tipos de magnitudes, aunque lo normal es que por com2_ 
didad, se hagan coincidir ambos sistemas(fuerzas y· despl.e_ 
zamientos eficaces). La suma de las coordenadas correspo~ 
dientes exclusi,rarnente a los nudos maestros define el nú-
mero de grados da libertad de la estructura. Matemática--
mente, lo que se hace es definir dos bases en dos espacios 
vectoriales diferentes, y, por comodidad, se hacen coinci 





oJ.: = :nagni tudes es-táticas 
= e** { 
-n **= ~agnitudes cinemática~ 
De las ·consideraciones anteriores, se desprende 
que, para definir una es·tructura, no es suficiente con co 
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nocer·su geometr!a y características mecánicas, sino que -
también es necesario definir sus grados d~ libertad: 
1 1 
. _ ce .. osla (>n.trama.do 
1.4. MAGNITUDES 
1.4.1. Estáticas 
- Fuerza: Acción que aplicada a un cuerpo, deformable 
o no, produce un movimiento. 
- Tensión: Fuerza unitaria, interna y con caracter!s-
ticas tensoriale~. 
Si en un cuerpo 1e~érico, sometido a un conjunto 
de fuerzas, se da un corte por un plano cu~lquiera ~o, apa-
recen en dicho plano unas fuerzas internas, de modo qÚe el 
cuerpo siga en equilibrio. La densidad-de esas fuerzas es 
lb que se ha llamado tensión. El carácter tensorial viene 
- 2 2 :::-.. 
dado porque esas ·fuerzas internas dependen de la c.rientá-
ci6n del plano de corte. 
. • 1 
S<Z.CC;.On 1"( 
..... 
-·xo. J. • , l:flnSLOfl: ·F 
. , . 
\
1 
F , . ~ ---. .. 
-Esfuerzo: Se.define el esfuerzo como la integral de 
las tensiones. En placas y láminas son in 
. . 
tegrales a lo largo del espesor y por uni 
dad de longitud (esfuerzos unitarios) y -
en los elementos monodimensionales se in-
tegra a lo largo de· todo· el área (esfuer- · 
·· zo total) • Una característica de los ·es-
fuerzos, que e:; preci$0 tener siempre en 
cuenta, es que están en autoequilibrio.· 
• 1.· 4 ~ 2 • .Cinemá tic as · 
. -·· Desplazami.ento: Es: el 1inico resultado visible· y m~­
.dible de la actuaci6n de las fuerzas. 
11ay i:l_~s tipos de desplazamient?s: 
-De s61ido r~gido: Forman parte .de. 
un c~po de mo~ 
mentos. 
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- Relatjvos: Originan laEi defo~-ma-
cienes. 
- Deformaci6n: Re~resenta, en cada punto, el movimien 
to diferencia de un segmento diferen-
cial que contiene a dicho punto. EJ -
vector deformaci6n (tensor deformaci6n) 
depende del punto y de la direcci6n -
que se considera en ~l. 
El estado de deformaci6n de u .. ~ punto 
se defins mediant~ el ten~0r deformació1 
cuyo orden depende del tipo de elemento1 
estructurales que·se consideren. Así, ~ 
elementos 2-D, el tensor deformaci6n se 
refiere a la superficie media, pues los 
demás puntos son esclavos. 
1.5. TIPOS DE ECUACIONES 
En el cálculo de estructuras existen los siguien-
tes· tipos de ecuaciones: 
1) De equilibrio: r~lacionan fue~zas con esfuerzos 
. . 
2} ~onstitutivas: L~gan-esfuerzos con deformaciones. 
3} De compatibilidad·: relacionan defonr.aciones , con m2. 
vimientos. 
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P.or ejemplo, en una viga a flexión, hay tres ti.-
pos de las ecu~cj;mes anteriores y son los que siguen: 
.,¡; 
Compatibilidad: 
Cosntitutiva . . 
Equilibrio 
(¡ 
E>= du dx 
a 
-· E 
dl-1 Q = dx 
-:A-
E 
1. 6. ME'l'0DOS DE ~NALISIS DE ESTRUCTURAS 
a) Método de flexibilidad~ 
b) Método de rigidez. 
a) En el método de flex;bilidad, se toman como incóg-
nitas.hiperestáticas magnitudes. que satisfagan automática-. 
mente las condiciones (ecuaciones) de equilibrio. Para ob-
tener dichas incógnitas, se hacen sustituciones, ·sucesiva-
4 1 
mente, en las ecuaciones constitutivas y en la~ dé compati . 
bi,lidad. Por esa razón, ei método también recibe el nombré-. 
. de método de compatibilidad .• 
b) En el método de rigid.ez, se adopta.., ~omo incógnitas. 
los movimientos, que satisfacen automáticamente las ecua~ 
cienes de compati~ilidad. Se tienen en cuenta, posterior- · 
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mente, las ecuacivnes contitutivas y las de equilibrio. r.a· 
ecuación final que se plantea es una ecua~ión de equilibrio 
Por esa razón, el m~todo tan~i~n reci'- e .los nombres de mé-
todo de equilibrio e de desplazamientos. 
e) Existen, a su vez, m~todo mixtos, que participan -
de los dos ya citados. 
EJEMPLO p . 
¿E,:! 
® ;A,. ,.z:u•~um:¡. 
·~ l J ( ---J.-
1) Rigidez 
e = incógnita b&sica =~-8 JEI e (relación cons-1 titútiva> 
· · 3EI ~2 = -y- e (relación constitutiva) 
La compatibilidad se satisface a·~-l;oin&ticarr.ente, 




M +M - O ~ 6 -- nl¿ ~M -- -M2 1 2 --,- ..E..=..---,-48El 1 =~ 16 
2} Flexibilidad 
El equilibrio se satisface automáticamente, al 
igualar los.momentos: M= M. 
M = inc6gnita básica. 
Ml ~ JEI + 24EI (relac. constitutiva) 
Ml e2 = JEI (relac. constitutiva) 
Resulta: 
La compatibilidad 
implica el = e2. 
= =~ 82 48EI 
En el caso anteriJr, es mejor el segundo m~todo, 
pues la inc6gnita que inter·~sa es: el momento, que se calcu 
la en primer lugar, al contrario de lo que ocurre con·el-. 
primer m~todo, que lo que obtiene de antemano es el ángulo •. 
·- T 
Por regla general, los programas de ordenador -
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están basados en el método de rigidez, por su mayor facili 
dad da pr:Jgramación y aplicaci6n a estructuras s-encrales. 
1.7. TIPOS DE ESTRUCTURAS 
1.7,1. Primera clasificación 
a) .Lineales. 
b) No lineales. 
Concepto ~e linealidad 
En una estructura cualquiera, ante un ve~tor ac-
ción El s~ produce un vector respuesta Rl. Análogamente, ~ 
ante un vector acción E2 se produce un vector respuesta R2. 
Se dice que la estructura es lineal si ante un vector ac~­
ción aEl + bE2 se produce un vector respuesta aRl + bR2.· -
En ese caso, es válido el principio de superposición (ob-
tención de una linea de influencia). Las Eagnitudes·a y b 
:sen- esea!a~el •. 
Matemáticamente, pa~a que una estructura.sea li-
neal, han de ser lineales l-os tres tipos.de ecuaciones 
(equilibrio, constitutivas y compatibilidad). 
El estudio más sencillo de no linealidad es aquél 
en el. que las ecuaciones constitutivas no son. lineales (no 
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linealidad de material. El material ya no es elást:i.co y 
hookeano). 
La no linealidad estática tiene lugar cuando las 
ecuaciones de equilibrio no son lineales. En tal caso, es 
preciso considerar la geometría deformada de la estructu-
ra. 
El caso más difícil de no: linealidad, ·que exige 
replantear el concepto de defor.maci6n (o=E/1), es la no li 
nealidad geométrica, es decir, cuando no son lineales l~s 
ecuaciones de compatibilidad. En este caso, las defo~aci~ 
nes elevadas al c11adrado n.o son despreciables frente a la -
unidad. Esto ocurre, por ejerr:plo, en las es.tructuras neumáti 
cas. 
EJEMPLO 
·- M = EI k; Si va-r1a EI con k -+ nO li·nealidad de ma-
terial. 
Geometría deformada: No linea~· 
lidad estática. 
- k ·y"- 312 : No linealidad. geométrica.· 
: {~ ,2 
- - Y-.r-J--.-: . 
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1.7.2. Segunda clasificaci6n 
a) Estáticas. 
b} Dinámicas. 
Una estructura se considera estática, cuando las 
acciones actúan con la suficiente lentitud; res¡.:.ecto a una 
característica intrínseca de la estructura (período propio), 
de modo que se pueden despreciar las fuerzas de inercia: 
La estrt,ctura se denomina dinámica en caso con-
trario, es decir, no se cuinple: 
1.7.3. Tercera clasificadi6n 
a) Estructuras de material viscoso. 
b} Estructuras de material no viscoso. 
Son estructuras de material viscoso aqu~llas en 
las que las características del material dependen de la :;... 
1istoria anterior de la estructura (materiales con memoria) • 
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Son de material no viscoso an caso contrario. 
1.7.~. Cuarta clasificaci6n 
a) Continuas. 
b) Discretas. 
Estos tipos d~ estructuras ya ha~ sido citados 
con anterioridad. 
2. TIPOS DE PLANTEAMIENTO 
Para el ele~~nto viga, suponiendo secciones inde 
formables, .es decir, ausencia de alabeo, cabe distinguir, 
según el número de. grados de libertad, una serie de casos, 
tal como puede verse en el cuadro siguiente: 
Cálculo Directriz del elemento Acciones · Nombre 
1 g.l./n plana - recta en la dir~ctriz Barra 
recta 
2 g.l./n plana - recta normales a la Viga 
1 directriz recta 1 
3 ~.1./n plana - curva en el plano de Viga cur 
la directriz va{~rcof 
3 g.l./n plana - curva normales a la Viga bal 
directriz c6n -
6 g.l.fn no plana- curva alab. Viga al!_ 
L beada 
-
2.1. Viga recta a extensi6n. Método de los desplazamientos 
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P x (aplicada eil el e. de g. de la sección) 
A = área var.iaole 
X 
Planteamiento directo 
Hipótesie adicional: Se trata de una hipótesis ci 
·Z! 
y 
nemática (hipótesis de Ber--
nouilli) : 
u (x,y,z) = ux(x,O,O) = 
.X 
·El problema se plantea en desplazamientos, to-
mando ux como incógnita básica. 
El cálculo se realiza a nivel de esfuerzo y no 
de tensión: 
Esfuerzo axil = Nx 
- Definición del vector deformación a nivel de sección 




.. :.··.· \. 
""-------. l 
-sio-\ ,__.. . 
U J .__ __ ___, UX+ dx 
" t'l!f. , 
. "-T &.. 
1 (ux+~ - u dx e:x = dx x--) 2 2 
zx(:},z) 
aux(u,z) aux(O,O) 
e:x(O,O) e:x = = = = ax ax 
La ley de Hooke se satisface,. supuesta ·la lineal,!·· 
dad del material. En ese caso y teniendo .en cuenta la hi-
p6tesis adicional, se cumple: 
.. ~-
O' = E e: . 
' 
"+ 
- Planteamiento de las ecuaciones 
Sea un elemento diferencial de viga 
. . ~ . . --Nx · _ __... · · · · · 
~C.:_ ~~ Nx+ d.Nx 
Nota:La cor~~:r~~i6ri Nx - ~ dNx y Nx + ~Nx tiene aplicaci6n 
en diferencias finitas). 
- 33 -
1) Ecuaciones de equilibrio. 
Se realiza·un planteamiento local: r.· dx + dN = O. 
·x · x 
La existencia de cargas concentradas, que no es 
un problema realw pero cuya resolución s3. necesita en inge 
nier!.a , s•.: soluciona asimilándolas a cargas d.i.stribuídas 
del tipo P • o (x-x0) ~ 
X o 
en donde o (x-x0 ) es la función delta de Dirac, que cumple:. 
La ventaja que tiene la utilización de la función 
delta de Dirac es que, si f(x) es una función continua, ·se 
cumple: 
.:.· 
y si es discontinua:· 
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X +e: 
f o f(Y.) o(x-xo)dx 2 
xo-e: 
El planteamiento local de la ecuación de equili-
brio (planteamiento de tipo estático) equivale a: 
dN 
__lf+p =O dx x 
Otra condición de equilibrio, a nivel interno, -
que será usada posteriormente, es: 
2) Ecuaciones de compatibilidad. 
En este caso,.no hay dependencia respecto de las 
variables y, z. (Bernouilli) • 
du 
e: = .X 
x dx 
3) Ecuaciones constitutivas. 
A nivel de fibra, la ecuación es: =E 
Sin embargo, en Cálculo de Estructuras, no es nor 
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mal trabajar a nivel de f..:..bra, sine a nivel de sec.:ción. La 





Es p:t·eciso notar que, en este caso, ambas ecuacio 
nes constitutivas (a nivel de fibra o a nivel de sección) ~ 
coinciden, debido a la hipótesis de Bernouilli. 
A partir de las ecuaciones anteriores, se deduce 
la siguiente ecuación diferencial ordinaria: 
du 
d (A E X) + = 0 dx x dx P 
Ademá~, son necesarias las condiciones de contor-
no, es decir, condiciones en los grados de libertad del con 
torno. Estas condiciones pueden s~r de tipo estátj.co o cine 
mático: 
·¡· 
-u (condició~ cinemática)¡ Nx =N (condición estática) 
El planteamiento completo es, por lo tanto: 
Ecuación diferencial en el interior de la viga 
d dux 
dx(Ax E dx) + p =O x E(O,l) 
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Ecuaciones en el contorno (extremos de la viga) : 
X = 0 
c.c. 
X = 1 
Cuando las condiciones de con·torno son de tipo ci 
--
nemático, matemáticamente se trata de un problema de Diri-~ .. · 
chlet. En el caso de que dichas condici~nes sean de tipo -
estático, se trata de un problema de Neuman. Siempre ES más 
sencillo el primer tipo de problema. Además, si se exige la 
existencia y unic~dad de soluci6n, no es posible la imposi-
ci6n-de condic~ones de Neuman en ambos.bordes. Un caso nór-
. . 
:rrtal es :a consideraci6n de condiciones de Dirichlet y Neuman 
en· el contorno (problemas mixtos). 
La condici6n de tipo estático ya. citada Nx = Ñ no 
tiene mucho sentido matemáticamente hablando; en realidad -
equivale a: 
Y teniendo en cuenta que EA es un dato, dicha -
X 
condici6n se reduce a dux/dx = S que es la condici6n de Neu 
man ya citada. 
Por otra parte, cabe· ·señalar que cuando las condi 
cienes en el contorno son ·~ulas, se denominan homogéneas y 
no homogéneas en caso contrario. 
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Por último, un caso muy corriente es el de borde 
elástico, que corresponde a la condición F + Au = O • 
.2{ X 
EJEMPLO: 
Deducir la ecuaci6n diferencial de 1~ barra rec-
ta a extensión, en un medio elástico de módulo de. balasto 
tangencial k. 
- _,. ··: .. · .... . ·.·.·.: ~ .. ~- ~ .. _ .. _ ........ '_· ..... 
. E:i,~: ;:; .::: :'.::--.: -~;: ~''(: tll< 
{ du' x = o E A X N · dx -.x c. c. X = 1 ux = o 
E, D, { da,. (E dux) + Px K ux = o A dx X 
Si .se consideran las fuerzas de inercia 
Siendo p la densidad superficial. 
En este caso, además de las condiciones de con-
torno, hay que establecer las condiciones iniciü.le-s: 
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Para t 
= 01 ~X 
at 
(NOTA: En un mismo borde, no pueden ser impuestas al mismo 
tiemp? condiciones de contorno estáticas y cinemática~} 
En el caso anterior pueden existir condiciones de 
tipo más general (no homogenéas), es decir: 
u : g(t) u = f(t) 
X X 
X = o 6 X = 1 6 
a u &u 
E.Ax X = g1 (t) .. E Ax X fl(t) ax ax = 
b) Planteamiento indirecto 
Este tipo de métodos están basados en teoremas -
energéticos (trabajos virtúales): "En una estructura sorne-: 
~ida a fuerzas y tensiones en equilibrio la primer~ varia-
ción del trab~jo virtual es nula": 
~ J Su.x .. ~""""""-~-. ~-:.-T--¡ 
__ .....,___ (arhL irtu•·c.o) · : 
1 
1 J)~s pla:aami.ento 
virtu.at vá. lid o · · 
a:a.l 
Desplazamlen~o 
virfua.L no váli.Jo · 
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En la v.iga de la figura anterior, el desplazamian 
to virtual que se impong:'l. ,i:.a de ser una funci6n admisible 
(continua y que satisfa~~ el contorno) • 
Además, en Cálculo de Estructuras, se exige que 
dichos movimientos virtuales no modifiquen el equilibrio -
de la estructura. 
En resumen, los desplazamientos virtuales no mo-
difican el ·e<luilibrio y cumplen J. ws condiciones de compati 
bilidad. 
La utilizaci6n de la .Primera váriaci6n impl.ica 
que los 8ax se des~recian. 
El método de los .trabajos virtuales tiene la ven-
taja de que las magnitudes con las que se opera (trabajos) 
son escalares y, por lo tanto, se pueden sumar. Esto no ocu 
rre cuando se plantea el equilibrio, pues en dicho caso las 
magnitudes son vectoriales. 
El planteamiento del problema conduce a 
-o ..... 
-N _R--:_._N, 
X t::r-J . X 
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(*) 
= o . 
oT = ¡ 1 p ou dx· - Ñ ou + N2 ou e Q X X 1 ·1 2 
(2.1.1) 
(2.1.2) 
ou. = ¡ 0
1 N (oe: ~x = J01N dd (ou )dx (2.1.3) 1 X ~- ~ X X 
Una posible t~cr'lica de resoluci6n ·.es la que sigue 
Se aefine un ou· , por ejemplo: 
X 
oU = a + bx + cx2 + dx3 
X 
(2.1.4) 
con a, b, e y d tales que oux sea virtual 
y con ese valor, se entra en (2.1.2) y (2.1.3), sustituyen-
do por último en (2.1.1). 
cuenta: 
resulta 
Si se integra por partes en (2.1.3) y se tiene en 




(*)Nota: o indica variaci6n.Te y Ui representan el trabajo 




¡1( dN ov = + ____!.) 011 . dx - Ñi ou·1 + Ñ2 ou 2 + N ( ou ) -N ( éu ) O Px dx -x X X x=O X X A=l 
dN (2.1.5) 
ov 1 X dx (N -Ñ2 i _1 ou 2 + (Nx -Nl) x,;,oou 1 o = ! o (F'_~ + dx) oux - = x x- · 
Como oux es arbitrario :. en el contorno han de es 
tar espP- ... ificadas con&iciones de tipo estático y cinemático 1 
se ha de cumplir: 
.· dN 
P. +. X - 0 x dx - (equilibrio) 
y-además: 
6 : :} 
Es decir 1 se deduce eJ. mismo resultado que el 
obtenido mediante el planteamiento directo. 
La metodología del plal;.teamiento indirecto es la . 
que sigue: 
-
Se define V, ene!gía potencial total de la estruc-
tura. 
-
Se define u, energía de deform3.ción. 
1 ! o e: dv ó bien: ~ !N e: dx 1¡E A e:! dx 2 = V X X X X 2 X 
. 
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- Se 1efine W, trabajo de las fuerzas exteriores:-J0
1p dx 
· X X 
V= u+ w 
1 1 du 2 1 
= -2 ! E A (~) dx -!0p u dx 0 X dX X X (2.1.6) 
Teniendo en cuenta que u~a estructura adopta un 
estado de movimientos tales que V sea mínima, se trata de 
determinar una función ux que haga V mínimo. Es un pro.ole-
ma típico de cálculo de variacioneo (problema de funciona-
les) : 
Si F(y) - !I(x,y,y')dx con Y = Y <x> 
tomando:· 
y = y(x) + oy(x) 
Si se cumple: 
F(y- + oy) > F(y) { 
0~ = O F(y) es mínima 
o F > O 
La condición necesaria para que y(x) sea extre-
mal viene dada por la ecuación de Euler: 
di 
--dy 
.En el caso propuesto en ( 2 .1. 6) se red··.,ce a; 
·-~ 
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(2 .. 1.7) 
y además, en el desarrollo, se obt.i.enen las que se han de-
nominado condiciones de contorno (se obtienen de form~ na-
tural las condiciones natural~s o estáticas como cofactores 
de ~u y ~ , cuando estos sean nulo~. 
1 u2 · 
Para la resolución empleando la técnicá descrita 
en (2.1.4), es mejor utilizar la formulación (2.1.6) que la 
(2.1.7), ya que con la primera existen menos restrinciones, 
al exigir a u solamente la existencia de la derivada pri-
x . . .· 
mera·, aunque sea discontinua, mientras que en el segundo e~ 
so también se exige la continuidad de dicha primera deriva-
da. 
3.TECNICAS DE RESOLUCION 
3 .1. · TECNICAS DE RESOLUCION DIRECTA DE LA ECUACION DIFERENei~L 
Tal como se ha hecho para los diferentes tipos de 
planteamiento, eri lo que sigue, las técnicas de resoluc:i.ón 
serán aplicadas a la v~ga recta a extensión. 
La ecuación diferenc{al a resolver,· con sus corres 
pendientes condiciones de contorno, es la siguien~e: 
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dü 
--ª._{E Ax ~} + px = O dx dx \/x E(O,l) 
dU 
E A X N. dx = X ~ 
c.c. ó bien para x = O(i=l) y x = l(i=2) 
ux = u .. 
... 
·En el presente caso, dad0 el carácter monodimensio 
nal del problema, es posible la resolución directa de la an-
terior ecuación diferencial. Sin embargo, no es posible la -
extrapolación del m~todo a problemas de·mayor diménsión(por 
ejemplo, en el caso de placas o. láminas). 
La ecuación diferencial se resuelve directamente, 
mediante integración como s~gue: 
du 
X 
E Ax dx = 
X 
-1 O pv dv + c1 ; dU X 
u = e ¡x dw -fx _l __ {¡w P dv}dw + e 
· X 1 0 E AW 0 E A 0 V 2 
. w 
EJEMPLO 1: . 
Dete:rndnar la deformada y 1;,¡ ley de. esfuerzos axi 
les de una barra de longitud 1 y sección constantes A, sorne 
tida a una carga uniformemente repartida: 
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Las condiciones de contorno son: 








o· para X = o 
Ñ2/EA para X - 1 
Es preciso señalar que al imponer las condiciones 
de contorno, para obtener las constantes de int.egraci6n, se 
llega a un sistema de ecuaciones que puede ser compatible q 
nd~ En este caso, es compatible, y se tiene: 
X = o -+:"Ct = o + c2 = o X 
e pl N2 1 + 1 el N2 + pl X = - = EA ; = EA EA 
(*) Nota: S6lo en el caso de un p~oblema de Neuman, r~rra libre 
en ambos bordes, el problema no tiene soluci6n o no -
es única. 
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Po:.: lo tanto: 
dU 
X La ley de esfuerzos axiles es N = EA 
x dx 
N = N2 + p{l-x}. X. 
EJEMPLO 2: 
Resolver ~1 mismo problema del caso anterior, pe· 
ro estando la viga sometida a una carga de valor P a·una-
distancia x0 del borde 1: 
d 2 u' 
.·X-E A -- - -Po (x-x0 > x dx2 
Teniendo en cuenta que: 










siendo H(v,x0) una función tal que su derivada es la o de 
Dirac y q~e cumple: 




r 1 si 
H(v,x0) - ~ 
o si 
























e2 J H(v,x0)dv + = X o 
... · 
Imponienñ.o las condiciones de contorno, se obtie-
. .. 
ne la ley de desplazamientos, que, en realidad, es una fu11.:-




= EA x - cx,x0> H <x,x0-> l + EA x 
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Físicamente, la resolución anterior equivale al 
cálculo de una línea de influencia~ 
La ley de esfuerzos axiles es: 
Llegados a este punto, es conveniente señalar al 
gunas características de G (x ~' x0 ) • 
Propiedades de la función de Green 





teniendo en cuenta, además, que si en L(x) aparecen deriva 
das de orden n, las derivadas de la función de Green son -
continuas hasta el orden n-2, existiendo un salto en la de-
rivada de orden n-1. (*) 
En el ejemplo 2 anterior, la derivada primera tie 
2 . 2 . . 
ne un salto y la derivada segunda d Ux/dx no existe desde 
B~ punto de vista estricto. 
(*) Nota: El valor de este salto es la inversa del coeficiente 
del término derivada n-simo de L(x) particularizado 
para x = x0 • 
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Para el caso de ca:r.ga cualquiéra {p {x) = f~ó {x0 , x)p{xJ:dx0 ) 
la soluci6n del problema, teniendo en cuanta la linealidad, 
es: 
Si el problema es autoadjunto, la funci6n.d~ Green 
es simétrica, es decir: 
Otra manera de definir la funci6n de Green es 





X = 0 d7. .· ,: 
homogéneau 
y que adem&s es continua hasta la derivada de orden n-2, te 
niendo un salto unidad en la derivada de orden n-1. Si exis. 
tiese la continuidad hasta el orden n, la suluci6n sería: 
:ux = o 
3.2. METODO D!i! SUPERPOSICION 
Esta técnica de r:esolm::i6n de la ecuaci6n diferén 
cial, que puede.ampliarse a problemas más complejos {placas, 
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l~inas., ••• ), consiste en considerar La soluci6n de la-
ecueción difer~nC1ál como suma de una solución particular 
más una solución complementaria: 
'U 
X 
= uo + úc 
X X 
La solución particular u~ es una función que sa-
tisface la ecuación diferencial, pero n6 las condiciones 
de contorno. Se .le ex:LgP que cumpla el equilibrio, pero no 
todas lae condiciones de ccmpatibilidad. 
Desde el punto de vista físico, el problema es el 
mismo que el planteado al formar la matriz de rigidez de 
una estructura, sin introducir las condiciones de contorno. 
De una manera más clara, la soluc:ión complementaria equiva 
le a la estructura isostática básica que se considera en -
la resolución de un problema hiperestático: 
(Isostática básica} 
.,, 
•C La solución complementaria u corre.sponde a la. 
X 
solución general de la ecuación diferencial homog~nea (sin 
t~rmino independiente de cargas} • Se trata de una solución 
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que está en autoequilibrio (cargas exteriores cero). 
Desde el punto de VJ..sta físico.- esta soluci6n equi 
vale a le~ distintos estados auxiliares empleados en la reso 




rl (estados de autoequilibrio) 
•X 
Los estados de autoequilibrio han de ser linealmen 
te independientes. 
Para la obtenci6n de las constantes de inte.-g.raci6n 
de le.. ec·üaci6n diferencial, se obliga a cumplir las. c.o.ndici.o 
nes C.e compatibilidad, es decir, se imponen las comdi.a:.i.ones 
de contorno. 
EJEMPLO 1: 
Determi~ar la deformada y la ley de axiles dé una 
barra recta de longitud 1, y área y perímetro constantes A 
y d ~· respectivamente, sometida a una carga uniforme p e in-
troducida en un medio elástico de módulo de balasto k L~ 
barra se halla fija en un extremo y libre e11 el otro;; 
d~'' 
EA X Kd u + O; -2- - p = 
dx X 
Solución particular: 





A2u = O; 
X 
A = 












X = O; 
- o 
dJ. 




La solución general es: 
dux -Ax -A.x·. 
; -d =-AC1e + AC2e .X 
Las ~ondiciones de contorno. son: 
du 
o¡ ~= oJ ux = x=O, x!::1 ; dx x=l ,x'=O 
Resulta: 
= -
.E.{ 1 (eA (;x-1) +eA (1-x)) _1 } 
kd e-Al+eAl 
ShA (x-1) 
= -p chXl. 
EJEMPLO 2: 
· · p · ChA (x--1) 
= -. kd( ChA - 1 ) 







·El vector desplazamientos. es: 
Po.r otra parte: 
duc] .·· .. X . 
= -EA dx x=P: r 




=EA dd~~x=l :.Jx~O 
E.= §p e f3.2.2) 
Eliminando e entre (3.2.1) y (3.2.2) resulta 
·' 
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La matriz de rigidez es: 
K = G G-1 
-p .:::ci 
~ es siempre regular, pues proviene de un pro-
blema de Dirichlet (condiciones esenciales), que siempre-
tiene solución. 
En cambio G puede ser singular, pues proviene -
-p 
de un problema de Neuman (ya intervienen derivadas) • 






Es preciso señalar que la matriz de rigidez ante 
rior no es singular, salvo en el caso A = O. Ello es debi-
do a que, en el caso de que A f O, la viga está sustentada 
por los muelles (terreno elástico) y ya se han eliminado -
·los movimientos de sólido rígido. 
3.3. TECNICAS DE RF.SOLUCION DE LA FCUJ.\.~ION DIFERFN€IAL UTI-
LIZANDO LA FUNCION DF. GRF.EN 
Como es sabido, la función de Green equivale a -
la solución de la ecuación diferencial correspondient~ al 
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caso de ac.:::ión puntual unidad aplicada en u11 punto genéri-
co de la b~.rr<A: 
P-4 · 
IP" -
En problemas conservativos (por ejemplo, las es 
tructuras neumáticas cond~cen a problemas no conservativos), 
se cumple: 
Una posible técnica dé resolución por medio de -
la funci6n de Green consiste en considerar dos soluciones 
complementarias·y plantear las ccmdiciones de equilibrio y 
compatibilidad entre las caras dorsal y frontal de la reba 
nada correspondiente a x = x0 • 
Una vez obtenida la funci6n de Green, la soluci6n, 
de un problema para carga de tipo general es la que sigue: 
La técnica de construcción de la funci6n de Green. 
se explica con más detalle en el ejemplo siguiente: 
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EJEMPLO 
Determinar la función de Green para la viga en un 




EA __ x_- Kd ux = o (x-x0) dx2 
{3.3.1) 
ux = .o para X = o y X = 1 
La función de Green es una función cont~nua. Su -
derivada primera tiene un salto de valor EA para x = x0 •. 
Sean: 
.·. 
u {1) e .Ax + -.Ax e:{o,x0} = le e 2e X X Kd 
siendo .A = . V= 1-x EA 1 u~2) = e• .Av + e' -.Av . v .e:{x0 ,1} le 2e . . 
Las condiciones de contorno.son: 
X = o u (1) = o X + el + e2 = o (3.3.2) 
V = o : (2) ux = o + e• 1 + e' 2 = o {3.3.3) 
1 
Las condiciones de continuidad en x=x0 son: 
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-Compatibilidad de desplazamientos: u( 1) = u< 2> 
xa xa 
-A(l-x ) 




du(2) 1 . 
-EA X - ;EA dv v=l-x0 
du (1) 1 . 
X = 1 dx 
··::-:x •. o 
-D- (3.3.5) 
es C..ecir 
-EAA{Ci eA{l-xO) - C2 e-A{l-xO)} -EAA{Cl eAXO- c2 e-A.xO} = 1 
(3.3.6) 
La expresión (3.3.5) se obtiene matemáticamente in 
tegrando en la fórmula {3.3.1): 
2 
X +E d U 
f O (EA --f> dx 
x 0 -E dX 
X +E 
-f 0 {Kd ux)dx = 
.r.o-E 
du du 
{EA . dxx}x +e- -{EA ---!.} , = 1 O "' dX x0-E 
y r~alizando el cambio ~e varibale v = 1-x se obtiene {3.3.5). 
A partir de ( 3. 3. 2) , { 3. 3. 3) , ( 3. 3. 4) y ( 3. 3. 6) ·-
se obtienen las constantes de integración. 
el = 
C' = 1 
u~l) = 
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Los resul:.:ados finales s::m: 
-e = 2 





1 eA(l-x0) -A (L-x ) -e O 
-AEA e Al 
-e 
-Al 
1 eAXO -Ax -e O 
-AEA Al -Al 
e -e 
eA(l-x0) -A(l-x ) 
Xl 
-e 0--{e>,x 
-Al e -e 
. 
1 
-e -Ax} Vx E{O,x0} 
3.4. SOLUCIONES EN SERIE 
3.4.1. Solución de Navier 
Se trata de un rn~todo bueno de resolución de la 
ecuación diferencial, aunque es v&lido solamente para cie~ 
to tipo de condiciones de contorno (por ejemplo, en J.~rninas, 
las condiciones de apoyo han de ser de tipo tímpano). 
En lo que se téfie:r:e a la v·:t:ga· recta a extensiórt: 
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d dux (EA ) + p =O. tix dx 
c.c. eu x=O y x=l 
La solución, que no se conoce, se aprox~a medi~ 
te curvas del tipo: 
C. sen n 11' x n 1 
y se debe cumplir: 
u =o. X en 
. . 
~ 
X= 0 y X • 1~ 
. (las curvas son del tipo seno, en el caso anterior, 
ya que la carga es constante de valor p). 
Lo ~portant~;del tipo de funciones utilizadas es 





La idea del m'todo reside en cons:!.derar un conjunto 
1 
completo de funciones o:. i:ogon~les (/ o1Pn (x) 111m~.~> dx =· c5mn), . 
que satisfacen las condiciones de contorno, pero no la ecua-
ción diferencial .• ·. · 
· La solución se obtiene por combinación de un n~ 
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ro infinito de esas funciones ortogonales. 
La aplicaci6n práctica del m!todo se detalla en -
el siguiente ejemplo: 
· •. 
= o .en .X= 0 y X = 1 
Se supone: 
• p = p t p sen n w x 
x .. =n=l n 1 . 
En vir~ud de la.ort~gona11dad: 
1 
1 P sen .!!.!!. dx X 1 o 
.. 1 .1 . 
= p~/ sen2 n~x·dx;.pues 1 sen m~x sen ~=O Vm+n 
o o . . . 
Se supone: 
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Entrando en la ecuaci6n diferencial: 
Como se~ n~x- es un conjUnto linealmente indepen-
diente, se cumple: 
y 
p . 
U - n n- ·o 2 
o EA(!!!.) + Kd 1 
La soluci6n final es: 
o 4 CD 
u __ = ..!2.. ¡. 
-x vEAn-1 -----o-
1w----.- sen a!! 2° 2 1 o 
n{ (!!!.) + >. i 1 o 
du o • o 
N =·EA~=!P.o! 
x dx lo n=l 
o i. n'II'X o 
2 2 cos -:---1 o . (!!!.) + ). 1 . 
• siendo, asfmismo n =0 2 +l •. 
Fij4ndose en elodenominadoroque es del tipo n3 se 
observa que es m!s conve~gente ux que Nx. Es decir, c~da yez 
que se deriva se pierde conve~gencia, por lo oquP son necesa-
rios mSs t'rminos en el desarrollo en serie de Fourier. _Hay 
• que seña¡•r que en placas, en dÓnde aparecen derivadas de ~ 
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yor orden, és ~.reciso toaaar mAs t4rminos en el desarrollo 
para obtener el mismo grado de aproximaci6n. 
En general mediante estvs m6todos, se obtiene de~ 
plazamientos muy exactos. Esta exactitud es bastante menor 
en lo que se. refiere a los esfuerzos. 
Llamando a = Al, se tiene: 
UNavier - ~ ! w 1 sen n'll'x con n-2.+1 X - Kd 11' n~1 2 ---1 -n{ (!!:!!.) + 1} 
a . 
Prescindiendo del factor comdn P/Kd y comparando . 
las dos soluciones, en el centro de la luz (x=l/2~ para las 
flechas, y en x=O para Nx: 
.. 
1 ~ •1 "0.01 X =¡ 2 
Exacta o.ooo 
aproxim. o.ooo 1 t6rmino 
aproxim. . 
2 t6rminos o.ooo 
X= 0 ~ 0.01 
Exacta o.ooo 
aproxima. o.ooo 1 t6rmino 















Serie alternada + bue 
na convergencia. 
. 
N* = N • Kdl 
X X pEA 
Serie uniforme + con-
vergencia m!s lenta. 
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NOTA: 
Estrictamente hablando, 1& 6 de Dirac no se puede d~ 
sarr~llar en.serie de Fourier, pues no cumple las condici2 
nes de Dirichlet. Sin emba~go 1 ·en la pr4ctica, se realiza 
el de$arrollo citado y se obtienen.resultados aceptables.(!) 
3.4.2. Soiuci6n generali~ada ·de Navier 
Se utilizan las ideas expresadas en· el aE~rtado 
ante~ior, pero para otras condiciones .de ~entorno. 
. . 
Las caracter!sticas.del m6todo de Navier consiste 
en encontrar un conjunto linea~ente·independiente de funcio . 
. 
nes, preferiblemente ortogonales, que satisfagan las condici2 
nes de contorno y que se .·reproduzcan a s! mismas para un cie!. . 
to orden de derivaci6n. 
Como ejemplos indicativos de lo anteriormente expue~ 
to, pueden ser elegidos los que ·siguen.: 
- Soluci6n de Navier: 
tiitJd/kiOJíJíiflii• ~ 
JI; 7AT 1 fpara,~O 
w .. o :~ . ,p~ .. 
2 1 
Eld w = O 
dx2 1 
' . 
(1) Nota::T6cnicamente es posi~le justificar el desarrollo ante-
~1..... .. . . 
rior recurricnc.o· ·a la teoría C'.e las distribuciones. 
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- Soluci6n generalizada de Navier: 
4 
EI 4 + p(x) = o 
dx 
r= o • w' = o para X= o ,c.c. 
. w = o • w' '= o para X= l' ,
En el segundo casQ, hay que hallar unas funciones 
que se reproduzcan ·1 s! mismas en el intervalo (0,1): 
4 . . 
EI .q = Alfl 
dx 
y que, además satisfagan las condiciones: 
• = o • ~=:o pá.ra x=O. , dx 
lfl.= o q· • = o para x=·1 1· dx . 
Existe soluci6n diferente de lfi=O, si el prob~ema 
es positivo definido. En realidad, se trata de un problema 
de autovalores y autofuno~ones. 
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. Las ideas que se van a exponer a continuaci6n han 
. . 
sido aplicadas al CAlculo de Estru~t~as por Lord Rayleigh 
y posteriurmente por.Inglis. 
Denominando A/EI = ~4 
4 4' 
r - l.l = o, r = {:l:lJ 
:l:ilJ 
La soluci6n de la ecuaci6n diferencial es 
Obligando a que se cumplan las condiciones de con · 
torno, resulta: 
. A1 • 1 + A2 • O + A3 • 1 + A 4 • O = O 
-A1• O + A2 .1 + A3 .o + A4 .l = O 
A1.cospl + A2:senpl + A3.Chpl + A4.Shpl = 0 
-A1.cosp~- A2.senpl + A3.Chpl + ~4.S~pl = 0 
El sistema anterior tiene soluci6n dis·tinta de la 
trivial, si el·deter.minante de los coeficientes es igual a 
cero, es decir: 
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1 o 1 o 
S = senpl • e= COSlJl 1 
o 1 o 1 
= o, ~.i.E:ndo S = Sh pl • e = Chpl ,
e S e S 
-e -s e S 
En ese caso, se llega a una ecuaci6n trascenden-
te, que admite infinitas soluciones para el par!metro ll· 
. Dichas soluciones (autovalores) pueden ser ordena 
das de menor a mayor ll1 < ll2 < lJ3 < ••• ~< lln < •••• 
Las funciones correspondientes (autofunciones) 
~1 Cx), ~2 (x), ••• , ~n(x), ••• son ortogonales y linealment~ 
independientes. 
Las anteriores autofunciones tienen las sigu~entes 
car;¡cter!sticas: 
-La funci6n.~1 corta O veces al eje x 1en (0;1). 
~ 
- La func~6n ~2 lo corta 1 vez·en (0,1): 
"tPa 
t o ?C. 
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-La función ~3 lo corta 2 veces en (0,1). 
Y as! sucesivamente. 
La idea a seguir consiste en desarrollar·pix): 
~.<x> .= 
Y tenJ&&Li·e.n ~-·la ort(){omilidad de las au-
to-funciones: 
Por otra parte, se supone que se cumple~ 











En el caso. de la viqa recta a extensi6n, el pro-· 
con c.c. 
u =O X 6 u'=O X 
6 u'=O X 
en x•O 
en x=l 
Existe unoonjqnto infinito de autovalores y auto-
Desarrolland() 
Y suponiendo 
An .< ••• 
' •• n 
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Debico a la .ortogonalidad de las autofunciones 
Entrando en la ecuaci6n diferencial 
Es decir: 
EJEMPLO. 1 
U =! X . 1 
-o· 
"'D .• ~ D· 
. n 
Resolver el problema de la barra recta a extensi6n 
introducida en un medio el4stico, que se ha venido conside-
rando hasta el momento, pe~o con lt~.s cor1diciones de coa torno 




u =o u~ • O en 
X ~ 0 
X= 1 
En este caso, no puede ser utilizada la soluci6n 
. . . n1TX de Navie~, co~ funciones del.tipo sen-¡- pues en una de 
• o 
las condiciones de contorno aparece la derivada que ea una 
funci6n "coseno". 









La ecuaci6n caracter1stica· ·es: 
y llamando 
se tiene r = ±ip, con lo cual: 
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1fJ = c1 coE.tJX + c 2 sen}lx 1 c.c.{cl = 
0 
C2 COS}ll = 0 
La soluci6n trivial c2 = O no interesa, sino 
COS}ll = 0 1 2n-1 2n-1 w lll = -;r- w 1 lln = -:r- 1 con n=1,2, ••• 
Los diferent~, autov~lores son del tipo 
.. 
An ~{(2~il)w}2 EA+ Kd a ~·\1<(2n21!w}2 + n2 J con n2 ··~2. 
Y las autofunciones 
. 
lfln (x) = sen { 2~:!wy) 
En realidad, c~~o el sistema es homoganeo, la au-
. 
tofunci6n qenErica lfln(x) ~ multiplicada por un factor, cuya 
consideraci6n no es necesaria. 
Adem!s se verifica 
·n=l, 2, ••.• 
··..z..· 
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con lo cual, la soluci6n es: 
EJEMPLO 2 
Determinar los autovalores y autofunciones de una 
viga en medio e~4stico, con ambos extremos coaccionados el4s 
ticamente. 
2" d ux 2 
EA - -Kd u + ). Ux dx2 X 
dux . 2 




u = o, en x= 1 dx- 2 X 
Resolviendo la ecuac16n diferencial, se obtiene 
ux = c1 senpx ~ c2 cospx ; 
1 
con 
e impo~iendo'las qondiciones áe contorno, resulta 
2 pCl + K1 c2 • O 
(pcospl - K~ senp1)c1 - (~senpl + K~ cospl)c2 = 
es decir: 
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La anterior ecuaci6n trascendente permite obtener 
los outovalC\res 
Las autofunciones son, en este caso, del tipo 
. . 
y no son ortogonales. Para que las autofunciones sean ortog~ 
nales, es necesario que el·operador L de la ecuaci6n difere~ 
cial sea autoadjunto: 
{
L _u= p. 
c.c. 
es decir 
/~ L(u)v ~ = ~~-~(v)u dx 
siempre que u y v cumplan la.s- condiciones de contorno. 
Sin emb~rgo siempre se }lued,e efectuar. el desárro-
llo. 
. p(x) 
. - 75 -
y mediante el m~todo de Erhard - Schmidt fo~~r unas nuevas 
funciones que sean ortogonales: 
. "'i = "'1 . 
"'2 
. 1 
= "'2 -<lo 111 i 1112 dx) tlli .. tlli, 1112, tlljr etc ••• , son ortogonales 
"'' 
3 = ·"'3 -(/1 o "'i "'3 dx)tlli -(/~""'2 "'3 dx)tiJ2 




La venta)a.de este m~todo estriba en que,mediante 
el. desarrollo en s~rie de Fourier generalizada de ·1a.funci6n 
de Green, se define ~sta por medio de una dnica expresión v! 
lida para ambos tramos. 
EJEMPLO 1 
Hallar; mediante desarr~llo en serie de Fourier -
generalizada, la funci6~ de Green de: 
' 
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ux = o en X= o 1Pn(x) = senllnX . con 1l - (2n-1)1r 
' 
1 n 21. 
c.c. 
OUX 
o, en -= dx X= 1 . An~ 4ifVcllnl) 2+a2; con (•~1{; .. EA 
Desarrollando 6(x-x0) e~ serie de Fourier.qenera-
lizada: 
es decir: 
O lo que ~s ~qual 
que no es conve~qente. 
Sin emba~go . 
s! es conve~gente. 
1Pntxo> 
1 2 lolPn(x)dx 
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.· dll 
La derivada ·d: tiene un salto, tal como puede ver 
se en la figura 
l ItA 1 J),. ...,._.f 
-x,. 
Al utilizar un desarrollo en serie, que en realidad 
es un m'todo aproximado, la figura anterior se transforma en 
la que sigue: 
•• •• o 
---.;-]. 





3.4.4. Soluci6n particular y soluci6n complementar!~ 
La soluci6n de la ecuaci6n difereacial.puede ser 
obtenida como suma de una soluci6n particular y la soluci6n 
·complementar!~, es decir, la soluci6n de la ecuaci6n diferen· 
cial con el segundo miembro igual a cero. 
u = uO + uc 
X X X 
.. . 
{ 
uO =· S.P. 
X . 
. e· ... 
u a.: .s.c. 
~ 
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La s~luci6n.particular no tiene porqu' satisfacer 
las condiciones de caotorno y p11~Je ser obtenida por desarr2 
llo en serie cuando la dificultad ~el problema as! lo haga -
aconsejal.J.e. 
EJEMP'LO 1 
Resolver la ecuaci6n diferencial siguiente median-
te desarrollo en serie de la soluci6n particular. 
d2u ux = o en x= 
EA -::T + Kd UJC + Px = r. . Px = cte • c.c. , ,dx dux 




{:: • 2+1 ~1 . 
Esta soluc18n particular satisface la ecuaci6n d! 
ferencial pero no·las condi~iones de contorno. 




-.79 - . 
. ~ 
~· i . 1 . 1 
·~ ~· 
se podr!a resolver·el problema trabajando con diferentes-
trozos, pero es .~ejor ~oluci6n proceder al desarrollo en se 






sí satisfa~e c.c. 
(-l)n • x_...!2,_ t 
, •C!X - IKQ 1,3, •• 
. . 
En lo que-s~gue, se consideran dnicamente n=1,3 y 
·. ; 
duO;. 
lGr}x=l = 0.497 ~· ; 
e:. e:.~ 
1 +. ".< -c1 se~Al_ + c2cosAl) +O. 497¡!- ~ 
c 2 = o.92 p1
2/EA 
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Por lo tanto: 
3.5. TECNICAS DE RESOLUCION INDIRECTA DE LA ECUACION DIFE~ 
RENCIAL 
3.5.1. M~todo de Rayleigh Ritz 
La ecuación ~iferencial y las condiciones de con-. 
torno de la bar~a recta puedep ser su$titu!das por un pro-
blema de extremale~ correspondiente a la minimización de la 
energ!a potencial total del sistema. 
La solución exacta se puede aproximar como sigue: 
U cr 
X 
. siep~o +xn un conjunto de funciones admisibles o compatibles, 
es ~ecir, ·continuas y que satisfacen las condiciones cineml-
ticas o esenciales del problema •. 
1 
Ademls, .dichas funciones han de constituir un siste 
ma completo, es decir, que la solución real se puede aproximar 
~n un cierto error medido en forma cuadrática. Se cumple, por 
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lo tanto 
1 lim¡ {u _ ! a ~ll) ,. }2dx.= 0 N+co 0 x n=l n "'xn · 
Sin embargo, en un cierto punto, el error local, 




puede no estar acbbado. 
a priori. 
1 
La energ!a potencial total es un funcional: 
1 du 
V ( ) 1 { l EA (~) 2 l.:~ ux = 
0 
2 x dx - Px ux.rux · ·· 
Las funciones ·• · son datos que se han de elegir nx 
Los partmetros a!N) son inc6gnitas que_se dete~ 
nan como se indica a continuaci6n: 
. ' 
Recogiendo los par~tros a(N) en forma de vector. 
. se puede expresar 
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con lo que se ll~qa a un_sist~ del tipo 
; ó sea : K a + b = O 
--
o • • • •• • 
La resoluci6n del sistE!Dia ~~terior es posible, .. ya . 
. 
que el problema es autoadjunto, co~ lo cual ! ~s sim6tric~ . 
y positiva definida. De este modo ss posible la obtenci6n 
. . 
de las alN>. 
Por otra parte, se cumple la propiedad monot6nica 
es decir 
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En el limite, se verifica · 
Estos m6todos tienen una característica digna de 
reseñar que es que,a travCs de ellos,se obtienen estructu-
. ras mas r!gidas que en .i.a realidad. 
EJEMPLO 
Resolver, mediante el m6to~o de Rayle~gh-Rit~, la 
ecuaci6n diferencial, correspondiente al problema 
d .du 
di{EA( d:>}-Kd ~x + p = O ;· con ux = O en x=Oyx=.l .· 
.de ta.l modo .que. las funciones ·~·sean polinomios. 
El problema.anter1or equivale a la minimi?.aci6n 
de la expr·esi6n 
V(u~) 
• • ••• o •• 
1 · du ·. 
= 1 <i EA.( ~) 2 + i<Kd) u! -. p ux}dx 
.. o 
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en{: = o u·= o X 
= 1 
y se hace 
. ·IN) N· u· = t a +n (x) 1 .n 
Las funciones +n(x) han de cumplir las condicio:-
nes siguientes: 
a) ~ara un problema de orden p, han de ser continuas de 
. . 
orden p-i, es· decir, ··n ~x·). E CP-l •. 
b) Deben satisfacer individualmente las condiciones ~ 
esenciales (cinemlticas) de cont~~ó. ~o as!·las naturales, 
. . ~. . 
·pues 6stas se cumplen de forma natural al min~zar. 
. . 
·e) El. conjunto for.mado por las +n<x~ ha de· ser comple-
En. estas condiciones, la conv~~gencia que se ·1~gra 
ea una conve~gencia.en la media: 
En e.l problema en ··cuesti6n, el mayor orden de de~ 
r:ivaci6n ·es 1· (problema de orden .. lf, por .lo· que las funcio-
nes +n han de ser continuas. s~piemente, ea decir, ha de exi~ 
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tir la derivada primera (continuidad C0 ). 
Eligiendo las funciones que se indican a-ccnt1-
nuaci6n, se tiene: 
. +xl = x(l-x) 
"' = x(l-x)x 
,x2 
. . 2 
· +xl = x (1-x) x 
••••••••••••••• 
Estas funciones satisfacen las condicio-
ne~ esenciales de coütorno. 
Forman un conjunto completo, ya que: 
. 2 x(l~x) · (a1 + a 2 x +al x + ••• ) • ·O 
implica 
n-1 a2 = a2 = 8 l = • • •· - o· 
+ = x(l-x)x xn . 
En.este supúesto: 
1• . '1 . · .. 
k = EA/ 41' +' . dx = EA·. 1 {riJ. xm-l ·- (~+l)xm}{nl xll:-1-.(n+l)xr.}dx 
mn O xm xn .. . o. . . . . . 
.. 1' 1 
. n 
bn =./ ·P'xn dx = p 1 x (1-x)dx 
.O .. · O 
Por lo tanto: 
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Y derivando respecto de a(N) queda: n 
I(k +k )a(N)_ b =O 
mn . mn n n 
Aplicaci6n: N = 1 + ux = ai +xi 
Vn=-:1,2, •••. ,N 
Engloban~o en un solo t'rmdnc kmn y ~' se tiene: 
1 .1 . 2 15 ~- 1 = EA 1 (l-2x) 2dx + Kd 1 x2 (1-x) 2dx = EA !_ + Kd -30. --¡ . o o . 3 
. 1 13 
b · = p/ ·x(l-x)dx = - p 
1 . o,. 6 
p 
al ~ · 2 ; 
2EA + O. 2. Kd 1 . 
a= 1{; 
_e_ : .. a2 . x · ·x 
ux = ·Kd · 2" r<1 - r> 1 N = pl 
1 (1·- 2x> (li~eal). · 
x 2·+ 0.2a2 1 · 
·2 +. 0.2a . 
EJEMPLO: 
d2 . :-I-u + x = O ; u(O) = u(l) =- O 
dx 
.Con N • 1, resulta, pa~a EA= p = Kd = 1 : u(l) = [8K(1-x 





• a (2) = 71 
•. 1 . 369 
87 
(2} - 7 (2) '71 7 
; a2. - •1 +u~= x(1-x){369.+ 41 x} 
· Comparand~ lo~ resultados con uekacta• 
> 
u(1) u (2) 
u exacta 
0 .. 044 0.052 0.044· 
.. 
0.070 o.ó69 0.0~9 
0.060 0.052 0.060 
3.5.2. M'todo de las fur.~ioned a ~rozos: Elementos Finitos 
Bl inconveniente del m6todo de·Rayleigh-Ritz (en 
placas, por ejemplo)· estriba ep·que encontrar las·+n que s~ 
tisfagan las condiciones de contorno es pr4cticamonte tan ~ 
dificil camo resolver la ecuaci6n diferencial. 
Los matem!ticos.(Courant,_ 1947), al plantearse la. 
resoluci6n del problema de la torsi6n de -una viga:· . 




2G8 • O ·ser de ler_ cJrado:· · 
Problema C0 • 
d. c. 
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llegaron a la idea de dividir el dominif) de cálculo en pe.:o. 
dazos, definiendo funciones distintas en cad3 uno de ellos·,. 
exigiendo solamente continuidad en el contorno: 
EJEMPLO 1 
.. · d 2u 
R~solver la ec~aci6n ~ + u + x = O mediante -
. dx~ X 
funciones a trozos.· 
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. Las funciones ~ie1egidas son funciones con sopor-
te compacto. Es de señalar que ~1 y ~4 :1c cumplen las conái 
ciones esenciales, que se introducen poaterior.mc~te. 
Por ejemplo, a2 es el valor d~ ux para x=i/3, e~ 
1 1 
kl:3 = EA 1 0.+i +j -~ -1 O (K~) +1 ·~ dX = O 
1 1 
k2·3 = EA /O +2 .• j dx -JO Kd +2 +3 dx. 
En realidad, la forma usual de trabajar es realt-
z.ando 1a.integraci6n·por elementos: 
.. 
1 ·1/3 21/3 1· 
Vtux). = 1 
- 1 + r + 1 
o o 1/3 2i/~ 
En la ~egunda :i.nt~gral ~e h·ace el c~io x' • x + j 
y_en latercera.x' • x + 21/3, con lo que queda finalmeote: 
1 1/3. 
V( ) + 1/3 1/3 
ux - 1 o - 10 r + 1 o o 
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Para cada elemento, se halla Ck23>e' es decir, la 
contribuci6n d~ c~da elemento e a k23 (matriz de.rigidez del 
elemento). Posteriormente, se realiza el ensambl~je d~ todos 
los elementos' entre st, mediante t6cnicas de cálculo matri-
cial de estructuras, im~ni6ndose, por dltimo las condicio-
nes de contorno. 
EJEMPLO 2 
Resolver, mediante el.método de las funciones ~.­
trozos el problema de la f~gura. 
' 
u. 
. ~ L 





Se toman tres elementos 
1 uj~u 
<D. u.,=o u = ui + x; Vx e(x1 ~·xj> X 
t 
(i) 
.. :.~ • u~~u1 t 
(1) U,s L/3 2L/3 L t 
.v = 1 + 1 + 1 P u4 
.® o L/3 2L 
u4 T 
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Operando: V = I contribuciones de en&rg!a de cada 
elemento.-
v<~>=IV~e)-:~(2u~+ ~ u~ .. - 2u2u3+u!-2u3u4)-P 
"-... --.r- _.. 
Forma cuadr&tica· 
siendo 




En las expresioneb anteriores ya ha sido tenida 
en cuenta la condici6n de contorno_u1 = O. 
· .. 
.. 
Derivando.respeqto de cada· ui resulta: 
av ·= o + EA ( 2u - u3) • 2c au2 T.2 
. . av = o + EA ( r. u - r. u· > = P + e §u4 ~ · ~ ._ 3 
Soluci6n aproximada: 
. AE 
, -r u2 =· se + P 
AE 
--u = se + 2P L 3 
AE 
- u4 = 9C +3P L 
Soluc16n exacta: 
92 
(AE> = P ~ + .. c.·{6 ~·- (~)2} 
"t"" . uexacta Jo~ J.l J.l 
Comparando la soluci6n exacta.con la aproximada, 
se obse~ra que los desplazamientos en los nudos 1, 2, 3 y 4 
son exacto.s. 
En cuanto a los esfuerzos Nx = ~ t¡ exist'n dos 
posibles valores, s~gdn la u que se tome (ver f~gura). Una 
soluci6n consiste en ~omar la seuiauma. 
Si el esfuerzo se toma en los puntos medios (cen-
troides de cad~ elemento), los resultados son exactoR; pero 
existe el inconveniente de q~e los resultados en el contor-
. 
no, que a veces.inte;esan, no aparecen en ~ata situaci6n: 
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Para los nudos· internos, se hace el promedio, y 
para el contorno se toman los resultados en los centroides 
y luego se extrapola. 
Contorno 
o Hoy en d.!a, se toman !:os--esfuerzos en los puntos 
de i~t~graci6n de Gauss. 
El m6todo de Rayleigh~Ritz pasa de la ecuaci6n di o 
• • o • -
ferencial a una funcional y s6lo puede ser aplicado a probl~ 
i . . . 
mas autoadjuntos (cons~~ativos), por lo que no es v4lido pa 
ra,problemas de pandeo· con seguimiento, o en est~ccturas n~: 
. . . -
mSticas por éjemplo. Sin emb~go, existen otros m6todos qae 
no ex;l.gen el paso a un funcional, m6todos · que e.:.tntti:ca,!l e~t.:.'OO!!_ o 
tinuaci6n. 
3.5.3. ~todo. de Galerkin 
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La idea de este m6todo consiste. en hacer m1ntma 
una funci6n error. 
E: = -
Sea resolver el problema: 
. 2 
AE4+p=O; 
dx 1. x=O + u=O con las c.c. · x=l + 11=0 
Se hace: 
u = x(l-x)a 
\ t' t~~Cx) 
; : = (l-2x)a ; 
. .. 
La funci6n error es: ~ =.AE(-2a) + p 
se hubiese considerado lll(x) = sen lr + 
1fX ~en T + ~·: 
La idea consi~te:en hacer e lo·mas pequeña posible, 
es decir: . 
1". 
1 e tll(x)dx -~ O 
o 
. . 
En un caso m!s general: 
. . . . 
N 
u (N) = n¡l an llln (x) · siendo llln (x;_ funciones especificadas. 
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La funci6n error es: 
Las an'. desconocidas, se. calculan como A~gue: 
. 
.1 
f E 1fln(x)dx = ~ • 'Vn = 1, 2, . .. , N 1 
o 
En raalidad, el proceso equivale a la obtenci6n· 
de un vector normal .a N vectcres·en un espacio N-D, lo cual 
implica que dicho vector sea cero. 
Es de señalar que, en el caso de un problema de · 
orden p, se exige que 1fln(x) .e: cP • 
. . 
Si el problema es auto~tdjunto, los m6todos de· Ray.-
.le~gh-Ritz .Y Galerkin coinc;:iden.: 
EJEMPLO 
Resolver, mediante el mAtado de Galerkin, el ~ro­
blema s~guiente: 
2" . . 
c.c. r- o ~u· o du+~+ X= o· l. dx2. 
. X • 1 +u= o 
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a) .una inc6gni ta. 
Se·toma: 
U = a0 X ( 1-x) + U 1 = a0 ( 1.;_ 2X) ; U 1 ' = - ~ a·0 
es decir: 
1 . 
1 {a0 (-2 + lx - x
2) +x}x(l-x)dx = O + ~ a0 - Íf = O o 
b) 2. inc~gnitas • 
. . . 
1 . . 
1 {a0 .(-2.¡..lx-x
2)+a1 (21-3x+x
21-x3)+x}x(l-x)dx = O 
o . 
1 2 . 2 3 . 
1
0
{a0 C-2+lx-x )+~1 C21-3x+~ ~-x )+x}x2 (1-x)dx- o 
Las dos int~grales anteriores constituyen dos ec~ 
. 





En este caso se cumple dicha in~~~endenci~ y·re- · 
Resolviendo el sistema anterior; se t 4 ene, fi-
a = 71 1 o 3R" a - 7 1·- 41 
3.5.4. M4todo de las funciones pasantes 
Se trata de un m6todo exactamente igual al de Ga-
·lerkin, ·pero el:Lgi,endo .unas· .funciones lfln diferentes que ClJ!! 
plan tan s8lo la c~ndici6n de ser linealmente independientes, 
y obligando a la condici6n: · 
1 . 
1 E lfln. (x)dx = < E; 1fl >.=O ; Vn = 1, 2, ••• , B 
o . . n 
. . 
3.5.5. M6todo de colocaci6n 
. \" 
Se plantea. una soluci6n aprox~da y oe minimiza 
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el error, bien de dentro del dominio o ~n el contorno. Lo 
normal es obligar a que el error sea m!nimo gn un· conjunto 
~e ~untos: 
N 
= I a •'· • &(N) = L u(N) - p,• Vx &(0,1) 
n=l n ·n ' v: 
1 
1 {L u(N) (x) - p}~Cx-x¡)dx = O: siendo xi el conjunto de -
o 
puntos ~legido. 
Sea el problema 
{
x=O + u=O 
c.c. 
x=l + u=O 
a) U -a x(l x)· ~=a (-2 + xl- x2) + x 1 - 1 - ' ~ 1 
Suponiendo que 1=1 y obligando ·a que &=0 para x=j, 
resulta: 
. . . i 
·{a~(-2 1 +--2. !> +~}=O+ a1 = f + u(l)= ~ x(l-x) (con ~=1). 
. . 
b) u{2)=a1 (1-x)x+a2~2 (1-x): &( 2)=(-2+x-x2)a1+(2-6x+x2-x3)a2 ~x 
Obl~gando a que &( 2)=0, para x-l y x:!, queda: 
. 3 . 3 
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1 1 6 1 1 1 o (-2 +-- -)a + (2-- +----)a + 3 = 3 9 1 . 3 9 27 2 
81 
.al = 416 1 a2 : 
72 
416 
2 4 12 4 8 2 C-2 + - - -)a + (2- -+---)a +3= 3 9 1 3 9 27 2 
··-
K uexa"ta · 
u (1) u(2) 
1/4 0.04.4014 0.05357 0.04462 
1/2 0.069747 0.07143 0.07031 
3/4 0.060056 0.05357 0.06085 
3.5.6. M6todo de las reqiónes 
Consiste en hacer nulo el error medio en ciertas 
region~s definidas a pri~ri: 
t
h(x) 
. ~ ... i ... -... J .... t ..... ,
. )( 
X-.. . . 
. J je (N) (x) ~h(x)dx··= O ~ 
x, . . 
. ...... 
. ·' 
En el ·~aso anterior-: 
1 (1). . 
N = 1: 1 e . dx = O ;. N =. 2 
. 1/2 (2) J. ·e ·dx = O 
o 6 bien· 
1/2. (2) . 
.J e dx=O 
o 
o . l. . 
J .e< 2>dx•O 
1/2 
EJEMPLO 









c;:.c. . . 




1 E(1)dx =O + u< 1> = 1~ x(1-x) o 
1 
1 E( 2)dx = 0 
o 
1/2 
1 E( 2)dx = 0 
u< 2>= 5;;~(1-x) + 
o 
.. 
u(1) u (2) 
u exacta . .. 
0.05114 0.043157 0.044014 
0.06818 0.068182 0.069747 
0.05114 0.059119 0.060056 
Problemas especiales 
------Soluci6n aproximada media~ 
• -...--,¡~C. 1 .. 
.._ ·te polinomips por e m~~::to-
do de colocaci6n 
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Al l!3gar a este punto, es prociso citar unas ca-
racter1sticas de los m6todos de coJ.ocaci6n y de las regiones. 
Un inconveniente del m6todo de colocaci6n es que 
para soluciones del tipo representado en la f~gura, si se -
~proximan mediante polinomios, aparecen "ruidos". En este-
aspecto el m6todo de las ·r!!giones es mejor,·: pues suaviza ·di 
'chos ruidos. 
3. S .. 7. M6todos de Tref·ft y de· 1·a- ·in·te·gra·l· de ·c~n·t~rn~ (B~un­
dary element meth~d) 
Ambos m6todos ser&n vistos m!s adelante. Es de se-
ñalar que el S!!gundo reduce la dimensionalidad del problema, 
pero conduce a matrices llenas. 
3. S •. 8. M6todo de los MINIMOS CUADRADOS 
Este m6todo es el 6pttmo •. Exiqe operar m!s que con 
í 
lo, anteriores, pero los resultados de inter6s en el c4lculo 
. , (esfuerzos, por ejemplo) sonmas exactos. 
El m6todo consiste en lo s~guiente: 




L u ·• p = O 
c.c. en (0.-1) 
Se define: 
Y se minimiza la expresi6n: 
~· 
l. 
/ e (N) • e (N) dx = < L u (N) - p 1 L u (N) - p:. > 
o 
es decir, se ll~ga a N ecuaciones, mediante: 
Vn = 1, .2, ••• , N 
El mEtodo equ~vale a·tomar· como funciones de peso 
L tlln' por lo t.anto, ex:f.ge que existan dichas L. tpn. 
EJEMPLO 
Resolver: 
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2 
du+u+x=O,• 




x=1 + .u=O 
+ u=-0 
1 (1) 2 385 
J E {-2+x-x }dx • O + a = ----0 . 1 ~414 
(2) 2 (2) 2 2 3 b) u =a1x(l-x)+a2x (1-x); E =(-2+x-x )a1+(2-6x+x -x )a2+x; 
a 1 C2> C2> · 1 e·.,, · ~ J E E dx = J E ~ 1 (-2+X-X~)dx= 0 
5al O O· 
44•8 
al • Iol 2437 
· _!_ J 
1 ~ <2> E <2> dx = J 1 E <2> (2· .. 6x+x2-x3) dx= O 
aa2 o o 
.. 




1/4 0.044014 0.05105 0.043ll 
l./2 0.069747 0.,06807 0.06807 
3/4 0.060056 Q.05105 0.05900 
Aunque la aproximac~6n en desplazamientos es anA-
l~ga e incluso peor a la obtenida mediante o~~os mGtodos, -
. . 
los resultados que se obtienen, mediante este mGtodo, para 
el cAlculo de esfuerzos, son mejores que con los otros pro-
cedimientos. 
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· 4. ESTRUCTURAS 2-D 
4.1. TEORIA LINEAL DE PLACAS A FLEXIPN 
4.1.1. Definiciones y tipos de esfuerzos actuantes 
Se define una placa como una ley de espesores h a 
lo larqo de una cierta superficie (superficie media)plana: 
h(x1 , x2). 
Los esfuerzos actuantes son momentos flectores y· 
torsores y esfuerzos cortantes, que se definen por unidad 
de io~qitud. Dichos ·esfu~rzos se ~Qnsideran positivos cuan 
do la tensi6n_que producen en la cara frontal de una reba-
nada cualquiera, correspondiente a la superficie positiva, 
_esto es, z >O (Figura 4.~), es positiva. Este criterio de 
s~quos se denomina •criterio ~genieril" • 
.---~l~rn~nfo clL(ertnciaL 
F/9. 4.4 
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a) Momentos 
Se d~fine e~ momento, por unidad de longitud, mijt 
como a~u61 que actda en 1a cara (plano) i y produce tensi2· 




m4f .;. ~ mlf1 f dx4 
Figura 4.2. Momentos actuantes· en una rebanada elemental 
.· 
b) Esfuerzos cortantes 
Se define el esfuerzo cortante1 qj,aquel que actGa 
en 'la cara j.paralelamente al eje z. (F~gura 4.3). sus di-
.. 
mensiones son t/m. 
Eri estas f~guras. ,..i indica derivada·· re·l:lpecto a -
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Figura 4.3. Esfuerzos cortantes en una rebanada elemental 
4.1.2. Fuerzas exteriores 
Las ca~gas exteriores actuando sobre la placa pu~ 
den ser fuerzas o momentos. Se definen por unidad de super-
fici'e y se indicatl en la f;Lgura 4. 4. 
4.1.3. Ecuaci6n difer~ncial de la placa 
- 107 -
La t6cni~a a seguir es ~náloga a la seguida para 
hallar la ecuaci6n diferencial de la v~ga a flexi6n, habida 
cuenta de que se despre.cia la defo!:l'Daci6n por cortante. 
1). Ecuaciones ce equilibrio: 
Ten~endo en cuenta las f~guras 4.2, 4.3 y 4.4, y, 
planteando el equilibrio de momentoa en. la direcci6n x1 , ·re 
sulta: 
o lo que es ~gual:. 
(4.1) 
· Anál~gamente, estableciendo equilibrio de mamen- · 
tos s~gdn x2 : 
(4.2) 
Ambas ecuaciones pueden ser e~globadas en una so-
la, teniendo e~ cue~ta el criterio de Einstein de suma de -
~ndices repetidos: 
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i = 1, 2 
j = 1, 2 
(4. 3) 
Planteando1 del mismo modo, el equilibrio. de fuer· 
zas verticales, se.deduce: 
. q1, 1 + q2, 2 + z = o 
O lo que es lo mismo: 
qi,i.+ z =o 
i =1, .2 
(4. 4) 
(4.5) 
Ya que la deformaci6n por cortante no se considera 
(no aparece en las condiciones constitutivas.,· como se ver4), 
la t4cnica a sequir consiste en eliminar q entre (4.3) y (4.5). 
Derivando convenientemente en (4.1) y (4.2), se tiene: 
.. 
m11,11 + m21,21 + G2,·1 - ql,l = 0 
m22,22 +.~2,12 - G1,2 - q2,2 = 0 
Y, a partir de (4.5), resulta: 
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Si se llama: 
queda finalmente: 
m + Z* = O ij,ij (4. 7) 
i = 1, 2} . 
2 
Sumatorio en i y j 
j = 1~ 
2) Relaciones entre esfuerzos y tensiones 
~ f ... l____ •_•_m_v_· ... 
A partir de la figura 4.~.se deduce la relaci6n 




Además, la deformaci6n según el eje z es despre-
ciable, por lo que se c~dple que no hay fuerzas actuantes 
en el plano de · la placa:· 
Fis. '~'. 
Análogamente, s~gún la f~qura 4.6, se deduce la 




'2' . /h ( d'i ) dz • 1 . z z . (4.9) 
-'2' 
Por otro lado se cumple que a12 = a21 (f~qura 4.7), 




3) Relaciones entre tens~ones y deformaciones 
10it -~a;, 
.-~~ 
¡--~ .. ~o« 
F~gura 4.8. Rebanada elemental a ·un nivel Z 
Ten~endo en cu~nta que el problema que se est4· -
tratando es un problema de elasticidad.plana (f~gura 4.8), 
a un nivel z cualquiera se cumplo: 
. (4 .l.O) 
4) Relaciones entre deformaciones y desplazamientos 









. A partir de la figura 4.9, se deducen las s~guie~ 
tes relaciones: 
au . 
e: - 2 - u 22 - ax2 -· 2,2· 
o bien: 
(4 .11) 
Eliminando ui,j' se deduce, flcilmente: 
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(4 .12) 
La anterior ecuac16n de compatibilidad establece 
una relaci6n entre los tres &ij' es decir, 'stos no son 11 
nealm~nte independientes, ya que, conocidos dos desplazamie~ 
tos, quecl:l fijado el problema • 
.. 
S) Hip6tesis cinem4tica de Kirchoff 
X, ____ ....,_ 
4). 
F~. 4. (O 
Las normales·a ·1a pla~a antes de la defor.maci6n 
se siguen manteniendo rectas y no~males despu,s. de la mts-· 
ma (f~guras 4.10~a y 4.10-b). 
A partir de la figura 4.10-c se obtiene:· 
a = ~ = w,1 1 ·y, por lo tanto, considerando que el 4ngulo 
. ox1 
a es muy pequeño: 
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(u1)z = -z sena = - za = - z w, 1 (4 .13) 
· AnS.logamente: . 
( 4 .14) 
De estas·dos 6ltimas ecuaciones y de (4.11) se-
deriva:. 
~ .. 
(e22>z = -z w,22 1.<e1::>z = -z w,12 
es decir: 
(4 .15) 
6) Ecuaciones constitutivas·& nivel de tensiones 




=- Gz w , 12 .. 
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7) Condiciones consfitutivas a nivel de esfuerzoc; 
S~stituyendo las P.cuaciones (4.16) en (4.8) y 
efectuando la integraci6n, resulta: 
m11 = -D{w,11 + ~ w~22} 
m22 = -D{w,22 +.v w,11} 
m12 = -D {1-v}w, 12 
8) Ecuaci6n diferencial 
(4.17) 
(4 .18) 
Derivando·adecuadamente las relaciones (4.17) y. 
sustituyendo en (4.7), se tiene: 
es decir: . 
Z* ., 
=-D (4.19) 
La anterior ecuac16n'diferencial de la placa. guarda 
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similitud con la ecuaci6n diferencial de la viga a flexi6nl 
Otra man~ra de expresar la ecuaci6n diferencial 
de le. placa es 1 . como' sique: 
(4. 20) 
En realidad, desde· el punto de vista de an4lisis 
estructural, el producto D.V4 es una matriz de r~gidez. 
La ecuaci6n (4.20") se completa con unas condicio-
nes de contorno. Es decir: 
v4 w = Z* ~· V<x1' 
c.c. _ __.,.. Vcx1 , (4.21) 
4.1.4. Obtenci6n de esfuerzos y reacciones de Kirchoff 
..• 
una ~dZ integrada la.ecuaci6n 4iferencial e impue~ 
tas las condiciones de cont~rno,· es decir, .una vez obtenida. 
w(x1, x2), los momentos se calculan por sustituci6n en (4~17). 
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· Para hallar los esfuerzos cortantes, se parte de 
las expresione·s ( 4 .1) y (·4. 2) • Segtín dichas eY.!:resiones y 
(4.17), queda: 
·ql = -D{w,lll + w'122} + G2 
q2 = -D{w,222 + w'211} - Gl 
Las reacciones de Kirchoff son: 
(4.22) 
rl = ql + m12,2 = -D{w,lll + (?.-v)w,12~} + G2 
(4.23) 
.r2 =·q2 + m21,1 = -ó{w,222 + <2-v)w,112} - Gl · 




Teniendo en cuenta que en el contorno de la placa 
~xisten·tres tipos de esfuerzos (momento flecto~. torsor y 
esfuerzo cortante), puede parecer ~ue en un cierto caso 
(boróe libre, por ejemplo) existir1an condici~nes super 
abunc:1'intes (figura 4.11, a))·. Sin ~argo, 31 haber intro-
duciGo uná hip6tesis adicional (hip6tesis cínemática 1e Kir 
choff), las tres·coudicionea se reducen a dos, 1,e. 
- Momento flector : ~ 
amnt 
- Reacci6n de Kirchoff: rn.= qn +-a¡-
Sin emba~go, son posibles estudios de la placa, 
sin consideraci6n de la hip6tesis de Kircho~f, llegándose· 
a una ecuaci6n de 64 orden y siendo necesarias, por lo tan-
to, las tres condiciones citadas, (Reissner) • 
. El efecto esquina, desde el. punto de vista mate-
m6tico, aparece debido a·la analiticidad ·del contorno, pues, 
al tratarse de un ccntorno anguloso, la derivada amnt/ae no 
existe untvocamente. 
4.1.6. Considerac~6n de cargas dinámicas y· fundac16n elásti-
ca 




Y en el caso de fundaci6n el!stica, con m6dulo de 
balasto K, es: 
. (4.25) 
En lo que antece~~' se ha supuesto, como es lo 
usual, que h =cte. En el caso de que h = h(x1, x2), es.-
factibie el estudio de placas como la representada en·la 
figura 4.12-a, en cuyo caso D + cte, p~es D = D(x1, x2). ·sin 
embargo, la ·estructura representada en la f~gura 4.12-b no -






4. 2. ESTUDIO DE LA P'UCA EN EXTENSION: EFEC~O LAJA 
4.2.~. Definici6n de esfuerzos y acciones eAternas 
l 
FI!J. 4. 18 
Se define el ~sfuerzo nij como aqu'l que actda en· 
la cara i y produce tensiones en la direcci~n j. Son posit! 
vos cuando, actuando en la cara frontal, tienen el sentido 
de ~i positiva (figura 4.13). Estos' esfuerzos se definen·-
poJ unidad de longitud. Las acciones externa$ x1 y x2 se d~ 
finen por unidad de superficie. 
1 o 
. 
Dentro de los esfuerzos representados en la f~gu-
ra anterior, no han sido tenidos en cuenta los momentos to~ 
sores (figura 4.14-a), pues el anlli$iS se efect6a a nivel 
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diferencial, no admiti6ndosc la situaci6n indicada en la fi 
gu't'a 4 .14-b, sl.no la de la fi_gura 4 .14-c. 
!lif7! 
"'L ___ ,..~.--;? L l/. 
a) e) 
4. 2. 2·. Ecuaci6n diferencial de la laja 
1) Ecuaciones de equilibrio 
Planteando -el equilibrio de fuerzas en la direcci6n 
. . 






o, en forma abreviad.a:· 
. 








j =. 1, 
(4.26-c) 
·si se toman momentos respecto a una vertical, se · 
'"12 = n:l1 (4.27) 
2) Definici6n de los esfuerzos en funci6n de· las teüaj 
nes 
-
De la figui:a 4 .15 ,· · se ded~ce: 
. (4 .28) 
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3) Relaciones tensi6n-deformaci6n 
4) Relaciones deformaciones-dese J. :l.Zamientos 






Derivando adecuadamen~e en (4.30-a) y eliminando 
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ui, F~ deduce la si~~iente ecuaci6n de compatibilidad: 
(4. 31.) 
S) Ecuaci6n diferencial 
En lo que s~gue, se va a utilizar un m'todo de -
compatibilidad (en fuerzas) y no de equilibrio (en despla-
zamientos). 
De las ecuaciones (4.28) y (4.29), se deduce: 
(4.32). 
2(1+v) 
= Eh n12 




Al ser n12 = n21 '· te6ricamer.te, entre (4 .26-a), 
(4.26-b) y (4.33), se puede resolver el problema. Sin emba~ 
go el m6todo a seguir consiste en introducir la funci6n de 
tensi6n de Airy, como se indica: 
n22 = +'11 
n12.=-+'12 
(4.34) . 
Las relaciones anteriores satisfacen id,nticame~ 
te a las ecuaciones (4. 26-a) y. (4 •. 26-b) • Por lo tanto, sus-
tituy,ndolas en (4.33). se llega a una ecuaci6n diferencial 
en +• 
Por comodidad para el desarrollo te6rico, se su~ 
ne que no existen tensiones en el interior de la laja sino 
1 
tanl s6lo en el. borde. Ello implica x1 = x2 =o. 




Entrando en (4.33): 
es decir: 
.'1111 + 2•'1Í12 + .'2222 = o (4.36) . 
o bien: 
(4.37) 
La anterior ecuaci6n diferencial se completa con 
las condiciones de contorno pertinentes. Es preciso ·señalar 
que diqhas condiciones de contorne, han de ser preferentemen-
te de tipo est!tico, ~ues, caso de que sean cinem4ticas·com 
plican el problema. 
4.2.3. Analoq!a entre extensi6n y flexi6n 
Entre la flexi6n y la extensi6n de la placa se ~ 
puede establecer una anal~g!a est4tico-~inem4tlca (Go!~en­
weizbr), tal como se indica en los cuadros adjuntos: 






n11,1 + n12,2 = o .K2 2, 1 - K12, 2 = o ~ 
-S n21,1 + n22,2 = o· -A21,1 + K11,2 = o ~ 
~ ml1,11·~ 2m12,12 + &22,11 - 2&12,12 + 
.... )( 
&al 
+ m22,22 = 0 + &11,22 = o .J 11. 
PAREJA 
.. 
• '22 = n11 K22 = w,~2 
-·'12 = n12 -K12 =-w'12 
.'11 = n.l2 K11 = w'11 
·. 
~,2 = m11 ' E22.= u2,2 . ! • 
1' 
'2'(f1,2 + f2,1) = m12 -&·12 = 1 -2(u1,2 + u2,1> 




fl ul -.. : 
t 
-
. f2 u2 




4.3. ~LANTEAMIENTO DE PLACAS CON EXTENSION CONOCIDA 
~.3.1. Introducci6n e hip6tesis 
El citado plan~eamiento se hace a partir de los -
problemas homog6neos pl~1teados én los apartados 4.1 y 4.2. 
Se considera que existe line&lidad de material y 
l·inealidad geom6trica, .pero no linealidad de desplazamien-. 
tos. Por lo tanto, en ¡as ecuaciones de equilibriJ~ se ti~ 
ne en cuenta la geometr1a deformada, al ~gual que en la v!. 
ga-columna. 
4.3.2. Desarrollo dei problema 




(*>.Nota: En re~lidad aqu1 só~o en las ecuaciones· de equilibrio 
de la fle7.i~n ~lac.a) se considera la geometría de la -
.. 
estructura Cl.efor!"at:a •. 
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. 
Al considerar la linealidad de lageome~rta, dad~ 
una f~erza F(equivalente a un cierto esfuerzo~.ij por unidad 
de longitud -figura 4.16-a-) ~ncli.uada un cierto ángulo á(fi 
gura 4 .16·-b) , se verifica ':!Ue la componente horizÓntal vale 
F(1-e2)~F, y la componente vertical.F8. 
Por lo tanto, si se estudia una placa a flexi6n -
con unas n·ij cono~idas (figura 4 .17-a) , es preciso tener en 
cuenta que los· esfuerzos cortantes (figura 4 .17-b) ·sufrirán 




«.) Sudlft +nu,,'lfYral 
Recordando que se verifica: q1 , 1 + q2, 2 ·+ Z* =O, 
segdn la figura 4.17-c se deduce un incremento de ca~ga v~ 
tical (co:..:tante) que es: 
• (4. 38-a) 
Anál~gamente, debido a n22 existe otro incremento: 
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(4. 38-b) 
Y debido a· la·s n12 y n21 1 
{n12,1 w,2 + ·n12 w,12}dx1 dx2 
{n21,2 w,l + n21 w'l2}dx1 dx2 
(4.38-c) 
(4.38-d) 
Teniendo en cuenta (4.26) y (4.27),·es decir, en 
este casct 
es precis.o tener apns:i:iieDar una Z* adicional, definida por 
la suma de los incrementos .(4.38), esto es: 
Z* adicional·~ n11 w, 11 + n22 w, 22 + 2n12 w, 12 • L(w) (4.39) 
Por lo tanto, la ecuaci6n diferencial modificada 
es 1 
(4.40) 




. DV4w.- L (w, f) = Z * 
v4; = o 
c.c. en flexi6n y extensi6n 
( 4. 41) 
( 4. 42) 
Es preciso seña~ar que en el problema definido por 
(4.41) no puede ser.aplicado el principio de superposici6n; 
salvo. qge se conserven las ~ompresiones, es ·decir ; = cte. 
(Analog1a con la viqa-columna). 
4.3.3• Cargas din!micas y fundaci6n el4stica 
- Carqas din!micas: 
(4 .43) 
- Terreno Winkler y ca~qas din4micas 
DV4w - L(W,·f) + p h 't7 + Kw = Z* (4.44) 
4. 4. METODOS. DlRECTQ~ _DE RESOLDCION 
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4.4.1. MAtodo de NAVIER para el cálculo de placas 
El mAtodo de Navier es oel año 1820 ~ s6lo q& vl-






En la placa d~ la figura 4.18, se cumple, por ej~ 
plo, en el borde x1 =·o, la condici6n siguiente 
(4.45) 
Las ecuaciones (4.45) se verifican si el borde es 
recto. En ese caso, en el mismo borde x1=o, se tiene: 
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Por lo tanto, ~as condiciones de s~ple apoyo en 
ase borde vienen dadas ~r w=O y w, 11=o, lo cual es válido 
solamente en el caso de borde recto. 
Sea resolver e¡ problema ov4w = z~ 
El m6todo de Navier supone un~ soluci6n par~·~­
·que satisface autamátiéamente las condir.iones de contorno: 
(4 .47) 
JÍ=l 
wmn puede ser cualquier ndmero, pero se el~g~n de forma que 
.. 
la expresi6n (4.47) ~.atisfaga la ecuaci6n diferehcfal. · · 





El denomiJlador de la f6rmula anterior equivale a 
. Entrando en DV4w = Z con .las expresiones (4.47) .Y· 
(4 48) 11 d nw. 0 -- m_n · lt i di • y aman o an = -· y ~ , resu a, presc n en-11 m 12 
do ya del sumatorio1 
· nnx 
D W (a4 + 2a2o2 + o4) sen ___! 




Su hay un terreno él!stico con m6dulo de balasto 
z . 
w = mn 
mn . D{ (a~ + e!f+ ~} (4.51) 






Por comodidad de desarrollo, se supone el estado de 
equicampresi6n de la f~gura 4.19, es decir: 
(4.52) 
siendo n un valor conocido. 
La ecuaci6n diferencial a resolver es: 
(4 .53) 
Y las condiciones de contorno son las de stmple 
apoyo. 
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En este caso,. no es preciso ~·esolver v4; = t, si 
.no qun ya directamente es: 
Resolviendo para un t6~ino gen6rico: 
es decir: 
Zmn/D 
w = --------mn {(a2 + 2 n} 2 + 0 2) Sm) D (an ~m 
En ~a f6rmula anterior se observa la 16gica ampli 
. ._. .. 
ficaci6n de wm11 , debida -a<la compresi6n n. 




4.4.3. M6todo de NAVIER para el caso de considerar·panQeo y 
fugrzas dintmicas 
Mediante este.m6todo es posible la obtenci6n de 
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la ncr!tica a trav~s de un estudio dinámico. 
·La ecuaci6n diferencial es: 
(4.S7) 
Se resuelve ~1 prob.lema en vibraciones librt=s, es 
decir, cuando Z (x1 .,x2,t)=O, y se st,pone: 
(4.:;8) 
Con estos. dos supuestos, se entra.en (4.57), re-.· 
sultando: 
•• 
D T V4 w -n(w, 11 + w, 22)T + p h w T = O (4.59) 





DV4~ - n(w'll + w'22) 
p .. b i 





En este caso, queda pues~ 
T =·A sen(oot + •) cuando oo > O 
T + oo cuando oo < O y .t + oo 
Existe U!'.-. ,.,critica.' cuando n = ncr!tica = 
= D(a2 + ··B2). u m 
En el caso de que D(a2 + B2> > n se produce n m crit. 
inestabilidad. 
NOTA IMPORTANTE: 
La aplicaci6n del mAtodo de ·NAVIER no es v4lida,. 
incluso para condiciones de simple apoyo, si en ·c4.52) se 
verfica que n12 + O, ya que entonces, en la expresi6n (4.60) 
aparecer1a el tArmino w, 12 , con tArminos en coseno. Es deci·r, 
no se repetir1a el sena. 
Las ideas anteriores tienen gran importancia en 
su aplicaci6n al c4lculo ·de 14minas con condiciones tfmpa- . 
no: 
• ,> 
w = O = m22 
. ,~. 
n22 = O -·~.ul 
Figu4a 4.20. Condiciones t1mpano 
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En ese caso se aplican al estudio de lAminas como 
la representad.:t. en la fiC[.ura 4. 21-a., y, como normalmente. el 
~gul~ • = O, pues suelen estar muy rebajadas, tambi'n se -
~pli~an al caso representa~o en la figura 4.21-b. 
-
a. y la) 
4.4.4. Soluci6n de NAVIER.generalizada: Funciones de Ray-: 
leiqh 
Este m'todo puede ser aplicado cuando no existe ~ 
torsi6n o ~sta es muy pequeña, de modo que se pue~e despre-
ciar. En la pr4ct1ca esto ocurre en el caso de puentes de · 
vigas. Sin embargo, si la secci6n transversal es alveo~ar; 
o el puente es losa,- es. adec,tado seguir este lD'todo. 
El m'todo aproxfmado consiste en resolver la· ecu~ 
· .. 
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ci6n diferencial siguiente: 
(4.62) 
en cuyo caso, 1 ks condiciones de contorno no son tan res-
t~ictivas (s~ple apoyo) sino que el m'todo es aplicable 
a problemas más complejos (figura 4.22). 
- e .. 
L ~· 
e · .l, 
_J 
_J_ 
e = empotramiento· 
s •. a = simple apoyo 
1 = libre 
Para el ejemplo de la figura anterior, la idea co~ 
siste en desarrollar independi&ntemente en las. dos. direccio-




. · {w =-o + F (O) = o 
. n . 
x1 =: O .. 
. - w1 = O.+ F 1 (O) =O 
.n 
x1 = 11 {w =. O + F n (11) = O 
W 1 1 =O + F 1 1 ( 1 ) = C 
n 1 
Resolviendo (4.~3):. .. 
Por lo tanto: 
·. 
Imponiendo las c.c.: 
(4.63) 
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e1.o + e.2.1 + e 3.o + e4.1 """'o! o 1 e 1 
. 1 
el. AA& + e 2.o + e3.An + ~4·0 = o An o .A2 o 
!• 
c1.s + e 2.e + e 3.s + e 4.e .. o S e S (, 
2 2 2 2 o, ·A2s 
-A2c A2s A2e ~1· (-~ns) + e 2·(-Ane) + ·e3 ·A S + e 4.Ane = . n n n n n 
• o 
Para que el sistema anterior tenqa soluci6n dis-
. . . 
tinta de la trivial, el determinf~nte de los coeficientes ha· 
de ser :tqual a cero. Esta con4,ic:f.6n conduce a una ecuaci6n 
trascendente en An' existiendo c~mo soluci6n infinitos va12 . 
res de An' a cada uno de los cuales le corresponde una cier 
ta Fn: 
Al A2 ......... 
' ' 
Fl F2 • • • • • • • • 
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(·4.65) 
1:. = O + +m(O) = o· x2 = o = o++•<o) 
= " m 
c.c. { ::: .: o + •• 1 (1 ) = o m 2 x2 = 12 o + •••• (1 ) =o. m 2 
--









w\x1 x2) = ! w F (x ) ~m<x2 ) m=l mn n 1 
n=l 
Y la ley de cargas es: 
.. 






~trando con las expresiones (4.67) y (4.68) en 
la ecuaci6n diferéncial. (4.62) ~ precindiendo del sumatorio, 
se cuple: 
z 
·, 4 F ,. + · 4 :F ,.. mn p ,. An n ~m·wmn Pn n ~m wmn =-o- n ~m 
es decir 
.Z~/D 
w = -----mn ¡.4 + 114 . n m .. 
(4.70). 
4.4.5. Soluci6n de MAPRICE-LEVY ... 
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La soluci6n .de Levy data del año 1890, y fue pue~ 
ta ed práctica posteriormente por Nadai en 1910. 
FlÜgge, Díssinger y FinsteLwald~la aplicQron al 
cilindro en 1930 • 
. _ Sch8~er, en 1935, la '~S~ con simpliticaciones 
_(m12=0; n12=0), u~ilizando funciones de Rayle~gh (soluci6n 
de generalizada de Levy) •· 
Jenkins, siguiendo la misma t'cn1:a, ~osol1t6 en 
1940, láminas cil!n~:ricas en cadena, utilizando cálculo ten 
sorial. 
. 
Bouma.la aplic6, en i959, a láminas de doble curva 
tura. 
Finalmente, Samart!n en 1968, aplic~ la misma idea 
de BoUma a un problema láminas. de. braslaci6n bajo acciones -
1 
di!)hicas. 





s.a. = simple apoyo (2 cond 
c.g •. = condiciones gnerales 
(2 cond.) 
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La ecuaci6n diferencial a resolver es: 
(4. 71) 
con las condiciones de contorno especificadas en la f~gura 
4.23. 
Se desarrolla la ley de flechas w en serie de Fou 
rier en un solo sentido, ·ignorAndose, en principio, como se 




La ley de ca~gas, tambi§n desarrollada en serie, 
es: 
(4.74) 
Obviamente, cuando la ley de cargas es separable, 
basta con desarrollar _z1 solamente: · 
_ 1A"'J 
(4.75) 
En el caso. general, se verifica: 
(4.76) 
El cAlculo anterior no suele ser necesario, cuando 
se cumple (4.75). 
Entrando con las expresiones (4.72) y (4.74) en la 
ecuaci6n diferencial (4.71), y precindie~do del sumatorio, 
se tiene: 
(4.77) 
En ( 4. 77) se obs.erla que se ha reducido el orden 
de dimensionalidad del problema, ya que de un problema 
2-D se ha pasado a n problemas l~D. 





La ecuación característica de la homog~nea es: 
Y la solución es: 
{
r = A. 




Siendo w0 (x2) una solución particular. 
{4.78) 
Supuesto que las condiciones generales (c.g. fig~ 
ra 4.23) sean las de simple apoyo en x 2=o y empotramiento -
en x2=12 , las constantes Ai(i=1,2,3,4) se obtienen imponie~ 
do: 
x=l2 : w=O ; w, 2 =J 
Normalmente no se opera así, sino c_on x2 y (12-x2> 
(ver figura 4.23), para aprovechar las simetrías. 
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Es de señalar que el m6todo de Levy converge mu-
cho m&s r&pid~~nte que el de Navier, de tal fo~a qu~ in-
cluso para condiciones de simple apoyo en los cuatro·bordes 
se suele aplicar el m~todo de Levy en luqar de navier. 
Incluso para problemas como el representado en la 
fiqura 4.24. es posible la.uti~izaci6n del mEtodo de Levy, 
introduciendo fuerzas puntuales en los puntos señalados con 
una cruz y compatibilizando las flechas: 
.s ••• / / s.-. 
4 ~ S. ME'lODOS. INPI_Rl!!CT.OS DE RESO~'OCXON 
... .. - -
4.5.1. Introducci6n 
La rEplica a los m~todos directos ya vistos la 
constituyen los ~Etodos indirectos de Galerkin y Kantaro-
. vich, de tal modo que se puede ~stablecer la equivalencia · 
~e· sique: 
- 150 -
METODOS. DE RESOLUCION 
DIR.t!:CTOS INDI~ECTOS 
Nci.vier Galerkin 
r Levy Kantarovich 
~=.Es interesante el libro de Kanta,..n,Tich y Krilov • 
. 4.5.1. M6todo de Galerkin 
Sea la ecuaci6n diferencial: 
(4.79) 
c~rrespondiente al problema indicado en la figura 4.25: 
e.,. 
e .• g. = condiciones. genezoales 
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Se considera una ley de flechas del tipo: 
(4~80) 
. . 
to y linealmente independie~te de funciones que satisfacen 
las condiciones de contorpo. 
Dichas funciones se descomponen como sigue: 
(4. 81) 
~n donde Ym(x2) son funciones que se .definen a priori y 
x_cx1) pueden ser del tipo4(por ejemplo, para el·caso-
biempotrado): 
. 2. 1 . 2 
X1(x1) = x1 (x1~~.c1) (11-x1) 
(4. 82) 
A partir de (4~.80), (4.81) y (4.82) se ~ptr~ en ·. 
la ecuaci~n d~fer.encial (4. 79), definiEndose una funci6n .. -
error como sigue:· 
& .= (4. 83) 
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imponí6ndose, a continuaci6n, las condiciones: 
(4. 8.4) 
que permiten la. obtenci6n de las constantes ~· 
4.5.2. M6todo de Kantarovich 
Se supone la ley de flechas siguiente: 
·N 
. w(xl x2) ·= n~l'~~~n (xl)wn (x2) ·.(4.85) 
Siendo 111n<x1) funciones conocidas a priori, que -
deben satisfacer las condiciones de contorno y wn(x2) funci2 
.nes desconocidas. 
Generalmente es suficiente, para·conseguir una -
aproximaci6~ aceptabl~, ·el considerar N=l. En ese caso: 
(4 •. 86) 
Entr,.ndo con ( 4. 86) en· ( 4. J9) se obtiene. la fUñci6n 
error siquiente: 
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(4.87) 
Y la con~ici6n a imponer es: 
(4.88) 
Una posible utilizaci6n mixta de los m4todos de 
Galerkin y Kantarovich, apropiada para el cálculo manual 
es la que sigue: 
se aplica Kantarovich, segdn se indica en las fi 
guras 4.26~a y b, y posterior.mente se aplíca Galerkin, es•. 
cogiendo como funciones una·combinaci6n de ios resultados 
·de a) y b) , es dec;~;r:. 
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5. LAMINA PLEGADA 
5.1 •. INTRODUC~ION, 
Una eotructura t!pica de 14mina plegada se repre-
. 
senta en la. figura 5.1., en donde se observa la distinci6n 
entre la 14mina plegada cuyos elementos so~ todos losas (a) 








En el mAtado de an&lisis que se va a desarrollar; 
se sigue la soluci6n de ~~vy, lo cual ·tmplica que las con-
dici\Jnes de apoyo s~n tipo t!mpano. ·. 
Las losas se supónen .is6tropas y CJe.· estudian cqmo 
placas y como lajas, suponiendo que las car.gas acttian en ·las 
- 155 -
aristas. Caso de qu~ lae, cargas.no act~en en las aristas, 
la t6cnica de cAlculo es la t1pica da cAlculo matricial dA 
estructuras, mediante descomposici6n en solu~i6n inicial y 
moda. Las fuer¿as·de empotran,iento rigido pertinentes son 
el momento flector y la reacci6n de Kirchoff, tal como se. 
indica en la figura 5.2. 
m = momento 
r = reacci6n de Kirchoff 





Se_parte de la ecuaci6n diferencial d9 la -Flaca: 
'v4w =! ~ D .. t c.c. 
adoptando la soluci6n de Levy (f~gura 5.3). 
Para la obtenci6n de la matriz de rigidez, se con 
sidera la soluci6n modal: 
(5.1) 
Se adopta la siguiente ley de flechas, como ya es 
conocido a 
(5.2) 
siendo preciso señalar que cada arm6nico n queda perfectamen 
. . -· 
te caracteriz-ado mediante su am¡.litud. 
Los·desplazamientos y f~erzas eficaces para x2=Q 




82 = w, 21x2=12. 
(5.3-b) 
.. , (5.3-c) 
siendo: 
.· 
Y, por dl timo:" 
con: 





(m22 l .l el 
= K • =K d {5.4) . 
<x:2> 2 w2 
\ 4122)2 e . 
. 2 
Siendo K la matr~z de rigidez para el arm6nico 
n-simo. 
A partir de (5.2), llamando An.= ~:y para el ar-
w6nico n-simo, se deduce, al entrar en (5.1)': 
(5.5) 
en donde se han eliminado los subíndices· por comodidad. · · 
La ecuaci6n ~aracter!stica es: 
+ {~- + 
r =-
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en donde las constantes arbitrarias Ci(i=1,2,3,4) se dete~ 
minan imponiendo las ~undiciones de contorno en x2=o y -- · 
x2=12·. 
Una forma c6moda de trabajar consiste en expresar 
la f6rmula (5.6) de la siguient~ manera: 
A partir tle una expres1.fn del tipo 
y teniendo en cuenta que su derivada d 
expresar en forma general·como sigue: 
(::l 
1 
o bien, abreviadament~ 
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~e deduce f4cilmente que la derivada de orden K 
de (S. 7) es· la que se ir.iica a co11t:inuaci6n: 
(S. 8) 
Precindiendo en lo sucesivo del factor senAx1, es 
decir, considerando dnicamente la amplitud del ~6nico n, 
se deduce la matriz de rigidez de la placa, K, citada ante 
riormente: 
(S .9) 
· 8 = B PI 1 e B e 2 -1 - .. 12 --1 -34 
siehdo 
1 
• t • 
(5.10) 
-· El vec~ór desplazamientos se define como: 
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rwl !o !o P(l2) 
(5.11) [::) el !o !_(12) !o d = = = .e=~~ w2 !1 -·Bl P(l2) 
82 !1 ~(l2) -B 
-1 
Es de señalar que la·matriz ~.es no·si~gular, ya 
que el problema que se est4 tratando ea un problema d~ Di-
. . . 
richlet (s6lo en desplazamientos). 
Por otra parte: 
. .. 




Por lo tanto: 
. . 
· '<r2> 2 . = -n-(@3+(2-v) A








Teniendo en cuen~a·que para la obtenci6n del vec-
tor de fuerzas E. hay que considerar ·precisamente las fuerz·as 
en los bordes.de ia placa y·no los esfuerzos, lo cual se tra 
.. 




(m22.)'1 (!2 -v~2 !Q) (B2-v~2~)~(12) 
f (r2)2 
=D . ,~rC=G.C 
f (m22) 2· 
-{!3 + (2-v)A
2 
·al !_(121 {s3+(2:v)A~!1}P(l2)J· .. - ~-
-(!2 -v~2 !o)~(l2) (B2-v~ ~) (5.15) 
donde el super!ndice "f" indica fuerza. 
Es preciso indicar que norma1mente suele ocurrir 
~e 'Gp sea singula~ (problema de Neuman), al no estar eli-
'inados los movimientos !e s6lido rtgido. 
Elimdr. (5.15): 
(5 .16) 
es decir, la matriz de rigidoz K es: 
K= G (5.17) 
5. 3. ANALISIS COMO PLACA: CALCULO ~E LA ~OLUCION INICIAL . 
. · 
Como es bien conocido, el cAlculo de la soluci6n 
·inicial se reduce a la obtenci6n de las reacciones de empo-
tramdento r~gido, para un cierto tipo de ca~ga z. 
El problema a resolver es: 
~1 =- o (5.18) 
c.c. 
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· La idea consiste en encontrar una soluc1:6n parti_ 
cular de la ecuaci6n (5.18). 
Suponiendo el ca~o de ca~ga Z cte. s~gGn x2 , es de 
cir z = z (x1), se hape: .. 
(5 .19) 
Y se supone que: 
(5.20) 
es una soluci6n particular. 
Se prescinde del sumatorio, al considerar el arm6 
nico gen,rico n-sima. ~e~-t;ro ·de 'ste, dnicamente- se tiene ··en 
cuenta su ampli~ud,con·lo qüe resulta, al entrar en (5.18): 
(5.21) 
y una soluci6n particular es: · 
z . 





Con lo oual, la s~luci6n final es suma de la so-
luci6n particular más la complementaria: 
(5.23-a) 
es decj n: 
(S .23-b) 
Impordendo lati condic!o:nes de contorno: 






e • -~ ~ 
(5.24-a) 
(~.25-a) 
con lo cual las fue~zas de empotramdento r~gi~o son: 
n... = G • C = -G G.:.l d··· . · 
-u -p- . .,., =o (5.25) 
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5. 4. ANALISIS COMO PLACA: EXPRESION DEL VECTOR RESULTANTE 
\ El vector resultant~ o vector de 1esultados inclu 
ye los resultados de inter6s en el c!lculo, bien para la 
soluci6n comple~entaria, bien para la particular, bien para 
la suma de ambas. 
Se define el vector resultante como s~gue: 
Los valores de w, 1 , m12 , .ql y r 1 var!an, a lo 1~ 
go de x1 , como cosAx1, mientras que los restantes esfuerzos 
y desplazamientos var!an como senAx1 • 
zos: . 
·Teniendo en cuenta las expresiones de los esfuer-· 
mll = -D(w,ll + v w,.22) 
m22 = -D(w,22 + v w'll). 
m12 = -D(1-v)w12. = m21 
ql =:-D(w'lll + w'122) 
q2 = -D(w,222 .. + w,112) 
rl = -D{w'lll ~ (~~v) w'122}. 
r2 & -D{w,222 + <2-v.) w,112}. 
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en donde w(x1 x2) viene definida p-:>r (S..2), la expresi6n-
·del veQtor resultante, para el caso d~ la soluci6n comple-
mentaria .. es: 
•1 o o o 
A O· e o 
o ·-1 o o 
A2D o -VD. o w. 
·vA2o e . -D o w,2 
_!(xl,x2) =· B(x1) o -A(l-v.iD o Q w'22 
A 3D . ·o 
-AD o 
o A2D o -o w'222 
3 .. A D o -A(2-v)D. o 
o .l2 (2-v)D o -D 
'--...:.____' 




!(x1) = diagonal (s,c,s,s,s,c,c,s,c,s) (S·. 29) 
con s=senAx1 y 




.Por otro lado, se cumple: 
w ( ~ !(~2) ~ p (l2-'K2) 
w,2 !¡ P(x2 ) -!¡ !(12-x2) 
= • e ·(S. 30..:al 
w'22 !2 !(X2) · B2 P(l2-x2) 







y eliminando las constantes e, a través de (5.11), queda, 
finalmente: 
. 
!(x1,x2) = !<x1) ~R{! !(X2), B' !:(12~,[2) }~1····~ .. ·(5 •. 31)' 
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S.S. Al~ALISIS COMO LAJA: MATRIZ DE RIGIDEZ 
La t4cnica de an!lisis a seguir es exactamente ~ 
igual que la desarrollada en el apartado S.2. 
Se suponen, dnicamente, ca~gas ac~uando en las -
aristas. 
·caso de existir cargas puntuales, se pdede consi 
derar un borde (y una laja) m!s. 
La ecuaci6n diferencial es, en este caso1 
{
V49 = O 
c.c. 
(S .32). 
Las expresiones de los esfuerzos son: 
nll = ''22 = Eh(ul,l + v u2 ... ) (var1a· como sen>.x1) ,~. 
n22 = ''11 = Eh(u2,2 ·+ v u1, 1> (var1a como sen>.x1) (S.33) 
n12 --·'12 = 
Eh. . 
2(1+v) (u1,2 + u2,1> (varia como C?!l~>.x1) 
(S.34) 
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.Y considerando el arm6nico n-simo,y sustituyendo 
en la ecueci6n diferencial, se deduce de· forma análoga al ~­
caso de placa: 
(-;.35) 
S~guiendo tos pasos ya vistos, y considerando so• 
~amente las amplitudes, se obtienen f4ci1mente: 
d = 
= 














relacione• de las que f4ci1mente se deduce la matriz d~ r! 
gidez de la laja eliminando 9_. 
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5, 6, ANALISIS COMO LAJA: VECTOR RESULTANTE 
Se define el vector resultante comu sigue: 
(5.38) 
en donde u1 y n12 var!an como ·cosAx1 y los restantes como 
SenAx1 • 
De modo anál~go a lo ya visto, se deduce: 
(5.39). 
siendo· 
o -AV o -1 
Eh (1-v2_) 
'.AEh(1-v2) 2 
-A· o -v o 
Eh(1-v2) Eh(1-v2·) 
G = 
=R o (). o 1 
o -A2 o o 




5.7. MATRI~ DE RIGIDEZ DF LA LAMINA PLEGADA 
A partir de los desarrollos te6ricos realizados 
en los apartados 5.2 y 5.5, la matr~z de riqidez.de la 14 
mina pleqada se deduce como sigue: ... 
Para el arm6nico.n-simo, el problP~ de flexi6n 
es: 
~f = Kf df + ~f (5.42) 




. Ambos problema·s ya han. sido resueltos· en los ap~ 
tados citados m4s arriba. 
Al estar desa~op~ados los efectos de la flex~6n y 
de la ex~ensi6n, laE expresiones (5.42) .Y (5.43) pueden ser 
englobadas en una sola ecuaci6n, tal comp a continuaci6n se 
indica: 
p =[~f] = l!f o ) ·• [ ª'f]. 




en donde K es la matriz ae riqidez de la l&mina pleqada. 
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Rn la prActica, conviene trabajar utilizando con.(; 
vect~r de fuerzas y vector de desplaz~ientos los que siguen: 
t' 
E.f1 df1 
[::]S Ee1 'd ~1 • -1 , - (S.4S) 2f2 'd gf2 
-2 
Ee2 ~2 
y la relaci6n matricial, que va no estar4 desacoplada, es: 
= 
K 
-11 d'. -1 
~2 
S. 8. LA!'..INA PLEGADA. CON ELFJI..ENTOS "VIGA • 
. . 
.. S. 8 .1. Introducci6n 
(S .46) 
En las estructuras de limina plegada puede suce-
der que existan elementos que hayan de ser considerados c2 
. 
mo inonodimensionalen (vigas)· en el an4lisis estructural 
(figura S.1-b). En tal caso, se adopta, para estos elemen-
t9s, un sistema ortogonal de •jes·locales como el definido 
·en la figura S.4. 
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y2 e y 3 son los ejes principales de inercia de la .sec-
ci6n transversal constante de la· viga.· 




Se denomir.an F i y Gi (i=1,2,3) a las fuerzas ex-
teriores que actdan por unidad de longitud snb~~ la viga -
en su centro de gr~~edad. ui (1=1,2,3) y e son los despla-
zamientos y el giro alrededor de y1 en dicho punto. 
Los esfuerzos resultantes y sus sentidos ~usiti­
vos vienen indicados en las figuras 5.5-b y 5.5-c. 
Admitiendo la hip6tesis de que las secciones per-
manecen planas, que puede ser plausible~ ,aa dstudiar la.fle-
xi6n y la extensi6n, p~ro que respecto a la torsi6n no es.-
vAlida, se obtien~ ·las siguientes relaciones constitutivas: 
F1 = -01,1 = -E A 0 l,11 
F2 + G3.,1 = -02,1· + G3,1 = -M3,11 = EI2· 0 2,1111 · 
F3 G2,1·= -03,1 ~G2,1 = M2,11 =E 13 °3,1111 
.E J 
G1 = -M1,1 = .- 2(1+V) 9'11 
(5.47.) 
Si se definen s 1 ,_ s 2 ! s 3 y T1 por las siguiente~ 
igualdades: 
s1·= F1· 
s2 = F2 + G3,1 
(S.ti) 
s3 = F3 - G2,1 
T1 ~ G1 
~ 1:76 ·-
. .. ,. 
y se admite que son funciones 1nicamento de la direcci6n y1 












o mas compactam~nte: 
.
P,., = .1( D 




En donde ios elementos de las matrices ~v y ~v re 
presentan las amplitudes de las funciones trigonQm6tricas -
correspondientes. 
5.8.3. Expresi6n de los ·esfuerzos 
De las ecuaciones (5.47) se puede deducir la expr~ 



















R = H D 
-v - -v 
y 
o o 
:·.-o:. .. o 
.. 
Jt3EI 3 o u· 1 
~ JtEJ ~5.50-a) 
.!.o:.: 







Todos los esfuerzos en la viga var1an longitudi-
nalmente como senJty1 , excepto R2, R3 y M1 que lo hacen co~ 
~ . 
mo co&A~1 •. 
Los elementos de.·· !v ... son las amplitudes de estas -
funciones trigonométricas. 
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5.8.4. ENSAMBLAJE 
Para el ensamblaje de la matriz de r~gidez del -
conju~tQ losas-viqas, se siguen t6cnicas t!picas de cálculo 
matri~ial de est~ucturas, considerando a las v~qas como nu-
dos d~ dimensi6n finita • 
. 
5.9. ESQUEMA DE UN PROGRAMA DE CAI~CULO 
DO para cada arm6nico 
Cálc.ulo de Zri 
- C4lculo ~ = GP G~1 
- Cálculo P0 · 
m 
· .. 
K D = P· 
Resoluci6n deJ. sistema. 
- R (x1 , x2) de cada losa (y ,riqa) acumulando arm6nicos. · 
5·.10. INTRODUCCION, EN EL CALCULO, DE LAS''COMPRESIONES EN 
. . --
·.LA PLACA 
Se.hace una hip6tesis adicional, suponiendo que se 
cumple ~e n12=~ (en realidad, esto no es éierto) •. La ~cua­
ci6n ~iferencial que resulta es: 
(5.51) 
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El procesode c!lculo s~gue los mismos pasos: En 
primer lugar se res~elve la ecuacibn homog6nea (Z = 0): · 
- ~22 - nll Se hace n22 =.:o- 1 n11 = ;o- ·(5.52) 
L• ecuaci6n cuya soluci6n se busc~ es: 
y la ecuaci6n característica que resulta es: 
es decir 
. 
FIV + (-2A-2 + ~11~ p'' +.().4- ).2 ñ22)F=0(5.53) 
Y se debe estudiar la soluci6n en ratces.de la-. 
ecuaci6n anterior. El problema sigue luego·los pa~os ya co-
nocidos. 
SegGn se desprede. de la ·ecuaci6n (5.5.3v el dni~ 
inconveniente estriba en la introducci6n ae los valores ñ11 
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-y n22 , que tienen que ser valores conocidos. 
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6. TECNICAS NUMERICAS DE RESOL~~ION DE PROBLEMAS ESTRUCTU-
RALES EN LOS QUE APARECEN DERIVADAS PARCIALES 
6.1. INTROPUCCION: EJEt!PLO DE APLICACION 
Un ejempl~ de posible aplicaci6n de las t'cn~~ 
_,as num,ricas citadas es el problema de la torsi6n de --·· · 
Saint- Venant: 
2 . 2 . , 




El problema anterior es semejante al que sigue: 
. . 
2 2 . 
!..J! + a u + 1. = O ·en un dominio .A . . · · 
ax2 ay2 · {6.1}~ 
u • O. ·en el contorno i 
La resoluci6n de·· { 6 .1} eq~i vale a minimizar: 





P - A E - A. P _ = o . 
. u ~x. ~x ~y ~y 
aP 
ru = -1 ·' = 2 !z. ay 
{6 ... 3 -a} 
Y la ecuac16n de Euler queda como s~vue: 
2 ·2 . 
a u+ a·~+~= 0 
ax2 ay2 
En este ejemplo se supone un contorno, como el de-
. . 
finido en la f·igura 6 ~ 1·. 





~ X . ~ •ta.. t 
1 
Figura 6.!. .. 
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6.2. l!ETODO DE COLOCACION 
Se define una funci6n que satisf~ga las condicio-
~leE de contorno (figura 6 .1) •· 
En· {6.4} se ha· c~plet~do la funci6n co11 un poli- o· 
nomio con t4r.minos pares en este caso, ya que se trata de -
un problema s~Gtrico. 
Se define una funci6n error, e, .Y se ha~e nula en 
una serie de puntos. Dicha funci6n Je define entrando con·-
{6.4} en" {~.3-b}~ 
-1 t4rmino: o • 2 2 ·2 2 (1) u=u(x,y)=(x -a )(y -b )a1-u 
• o 
Y se anula en el punto (0,0): 
+ 
Por lo tanto: :o 
·{6.5-a} 
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··1 en el caso· dé a-=b, res\:lta: 
u(O,~) = ~,250 a 2 . 
. . 
e(2)=2(~2-b2){al+a2(x2+y2)}~(x2-a2) (y2-b2)2u2+2(x2-a2){al+a2(x2+y2)J 
t (x2-a2.) (y2-b2) 2a2+Ba2 {x2·(y2-a2) +y2 (x2-a2>.} 
se hace e <2>·-o en (O ,O) .Y en (~,·~), con lo que· 
resulta·, en el supuesto de que. a=b:· . 
resultando: 
y: 
. . . 25 . 
al: = :-:-:-2' ' 8.4a . 
u(,0,0)•0,2976 a~ · 
.· {6.5-b). 
Es de señalar qÚe el m6todo de colocaci6n aproxi-
. . 
ma muy bien la soluci6n en aquellos puntos en que x se ha h!. 
cho e=O. En ·este caso, obviamente, tambi6n aproxima en los 
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sim~tricos: 
6. 3. -tJETODO DE LAS REGIONES 
Se define como en el m~todo de colocaci6n una ·f·~ 
ci6n que satisf~ga las condiciones de contorno (-f~gura 6.1). 
. . . 
Esa funci6n es la ecuaci6n { 6 •. 4:} ~. 
Se define ~gualmente la funci6n error entrando - ·· 
. . .. 
con.{6.4} en {6.3-b}.·Sin emba~go en este caso en vez de an~. 
lar el error en ~a se~i~ de ~untos se anula en un recinto. 
Si se toma el ·recinto rayado de la f~gura 6.2 y. un t4rmino-
de aproximaci6n se tiene:. 





se hace cero el error: 
. 22 a e~1 8 2 4 @ . 
- 24 + T 0 · 
~~~ 
y la funci6n;; res11~á.: 
que por s~etr!a aproxima igualment~ en todo el cuadrado. 
Si se tómasen dos t6rudnos se tendr!a: 
. u~ 
y haciendo. cero el error en los subdominios A y B de la fi-
gura 6 .. • 3. se tiene: 
· ..-·. 
& (2) ~4«~2 (x2-a2) (y2-~2) +8«~2 {x2 (y2-a2) +y2 (x2-a;¿) }+ . 






//Ae< 2l dx dy =O ~-209 :~.2~6 : ~ 37~0 a 1a 4 0+0_960 ~2 •OQ 
//Be< 2> dx.dy =O -147 a 2a
6
- 220oa1a
4 + 6.0 a 2 =O 
d• donde se deduce: 
,'o 
64.290 = 0,2537 
253:370 oa2 a2 
.7.200 - 0,0284 
253.370° a 4 a 4 
y de aqu! resulta 
u(2) = (x2~a2) _(y2-a2) 00{0,2°5237. + o,o2l~ (x2fy2)} : a o o a 
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y 
u( 2) ·(0,0) = 0,2537 a 2 
' . . 
soluc{6n 16gica pues se acerca a la soluci6n de colocaci6n· 
con un solo t~rmino en el centro, ya que en esta.solu~i6n­
se ha dado ~ucno peso al centro, vistas las r~giones de la 
~~gura 6.3. 
6 • 4. 1-IETODO DE GALERKIN 
Este m~todo consiste en hacer m1nimo el error. S• 
sabe,,~ diferencifi. del caso de Rayle!qh-Ritz. 1 que el proble-
~ no· debe de. ser.neces4riament~ autoadjunto. 
Ha9er el error m1nimo equivale a hacer: 
//At ui dS = Q siendo A el 4rea total del cuadrado. 
Par~ el caso de un solo t~rmino se tiene: 
.. u (1)· = (~2-a2). (y2-a2) al: 
t(l) ·= 2(y2-a2)a1+2(x2-a~)a1~1 
operando • • 
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2.233 .. a a2 + 121 = 0 720 1 144 
- 605 l . - '0,2709 
al - 2233 ~ - . a2 . 
y en (0,0) queda: 
u(l) (0,0) = 0,2709 a 2 
6. 5. ·;METODO DE LOS MINIMOS CUADRADOS : ·. 
Este m'todo ·min~za el cuadra~o del error. Como 
se sabe es el mis aproximado. 
En· .. este caso· lo .qu~ se ·hace mLnimo es la expres16n:. 
que equivale.a hacer: 
• . 
.//F-1 L u1 .'dS • O 
En el caso de tener una sola inc~gnita en la fun-
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ci6n de aproximaci6n se tiene: 
u (1) = (x2-a~) (y2-a2) al 
~(l) = 2(y2-a2)a1 +. 2(it2-a2)a1+1 
L u< 1> = 2(y2-a2ra1 + 2(x
2
-a2)a1 




de donde ·· 
l1 (1) 
y 
6.61. HETODO DE APROXIMACIOI-1 DE CONTORNO : 
Este método. alternativo dé los ant~riores, éonsi-
dera unas soluciones aproximada~ que cumplen la ecuaci6n d! 
. . 
ferencial, pero no las condiciones de contorno. En todo lo 
anterior se.ha supuesto.que·las funciones cumpl!au las con-
dici~nes de contorno perc no la ecuaci6n diferencial, y lo 
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que ·s• . .: hac:ra era que ·el error cometido fuese m!nimo de -
una forma u otra. Este m6todo es similar, pero lo que ~r~ 
tende es hacer m!nima la desviaci~u de la soluci6n aprox.!, 
mada ~n el contorno. 





~(N)es la soluci6n aproximada. 
u0 ·.es Una soluci6n ·particular de la ecuaci6n dife~ 
rencial. 
ui son funciones que cumplen la ecuaci6n diferencial 
ho~g6nea y son linealmente independientes •. 
As! pues:. 
El problema que se presenta es: 
{Lu=f 
.u •.g(s) en el contorno 
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Lo·que se pretende ~s que la·f~ci~n.aproximada 
se acomode lo ·u:~jor pos~!: le a las .. condiciones de contC;>rno 
. . . 
. .. 
{u=g(s)} •. Para ·ello·se·define el er~or en el cónto~no:· 
.. . 
N .. 
~-(·s) = 9 Cs>. - llo·I¡l .ai ui· . 
. . 
·~ es .este error el que se pue~e hacer tan peque~ 
. . . 
ño'ccmo se quiera.con m6todos como coloQa~i6n, regionest ~ 
. . .. 
. . 
Galerkin·o m!nimos cuad~ados • 
. :. " 
... 
u= g(~) en ~l-coritorno. 
·. . . . . . . · .. 
·. 
. . . 
. ... 
.. . . . . 
• • • o •• : • ; • o .. 
.. . . N .. : ... 
u (N) = u .. +.. t . ~ : Ü ·, 
~ . ~- .··. ~ .· i -i. 
una soluci6n particUlar· ·que· nC? ~ple las condiciones de 
.. 
é:on~ornQ es:. 
. ·¡ . 
. .... 1 '·. 1'' ·2 :. 
u = ..,. .'Y - ·-r-·y ., 
.o • . ·• 
a2u .. a2u· .. ·e.. . 
soluc:f ones ui de ~ + ·::-2". = . O, .. ecua~i6n dife~encial h0Dl,2 
.·. ax. .ay · . 
. · g'nea) hay ínfini tas no numer~les •. ·. · 
- 193 -
El problema se puede resolver de muchas formas. 
Una de ellas es consider~r una funci6n compleja anal!tica 
que c·~pla las condiciones de Cauchy-Riemanra. Cualquier ~ 
funci6n de este tipo, ar.m6nica, tiene la propiedad de que 
tanto la parte real como la i~ginaria cumplen la ecuaci6n 
diferencial hom~g4nea: 
{6.5} 
Una& funciones de este;tipo y adem!s s~Gtricas 
son z = (x+~~~n·. ·La s~etr!a es necesaria por las condi-
ciones de contorno. (Ver f~gura 6.4). 
As! se tiene las solucionesi 




- .28x.6y2·: +. 70x3y 3: - 2ax2y2:+ y9 
6~6.1 M4todo de colocaci6n en el c~ntorno 
se supone la funci6n aprox~~da siguiente: 
U(1) - 1 2 1 ·2 + -¡ x ... T y a1 
u·· g(s) • O en el contorno 
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&(1) . 1 2 1 y2 + 
=- 4 x 4 a1 
Si se hace cero el error en (a,a) se hace cero 
tambi'n por s~etr!a en todos .los v'rtices. 






u(1) 1 2 1 2 (2a) 2 
= -¡x .-i'y + 8 
u(l) (0,0) = 0,1250 (2a) 2 = 0,5000 a 2 
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Si se ··coman dos t6rminos de aproximaci6n se ·t..ia 
ne: 
u(2) 1 2 1 y2 + al + (x 4 6x2y2 + y4) = --X 4 Q2 -4 
&(2) 1 2 
-! y2 
.. 
(x4 - 6x'ly2 +. y4) =--X + al +. a2 4 4 
Si se hace.cero en los v'rtices (a, a) y en los. 
. 










16 . 16· 
U
(2) 1 2 .1 2 3(28) 2 





·a2 = -1 
5(2a) 2 
' . . 
E. 6~.;2 M6todo de las regiones en el contorno 
Suponiendo: 
u(l)_. = -i x2 .-i Y2 + al 






y se hace cero este error en la linea gruesa indicada en 












y=¡a1). a 1 
./ e:\, dS=I o (4' 
y~o . 
x=a . . 
.. 
.. . . . ·2· . 2 .. 
= /~(- (21~)-~ - .l'f + al)dy = O 
(2a) 3 .... <2-:oa-:-)_3 + a (2a) ~ 0 
. 32 - .96 1 2 
)( 
Cuando se util1 zan dos t4rminos se tie11e: 
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en el contorno e: <2> = u <2:>. 
se· hace cero el error medio en las li~eas grue-
sa y de puntos de la f~gura 6.5. 
a 1 1 2 1 2 (x4 2 2 4 } 1 ,-¡ x .. - ¡y + a 1 + a 2 - 6x y +y ) dy =O o 
x=a ·. 
0,04\7(2a) 3 = (~~~ a1 ~ 0,02S0(2a)~·á2 
0,0169(2a) 3 =-~a~+ O,OOB0(2a) 5 a 2 
ae donde se tiene: 
a
2 
= _ 0,1927 = _ 
(2a) 2 
u (2) 1 2 _
4
1 Y~ +·o. , 0738 ( 2~,-2 _ O ,01927 (x~. _ 6x2y2 + y4) 
= -¡ x (2a) 2 
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6;6~3.M~toüo de Galerkin en el contorno 
.. Part:. hacer m!nimo el error se hace: 
En el caso de considerar una sola aproximaci6n 
·se tiene: 
si el elemento que se considera es el de la· fi-
gura 6. 6, se tiene, int~grando a lo la~go de ·la·. linea gru!. 







a 1 2 1 2 1 <-- x --y + a1 )1 dy • O o 4 4 
x=a 
a 1 = 0,0833(2a)
2
' ¡ ut1b -l x 2 -! y 2 + 0,0833(2a) 2 
u<l\o,o) = 0,0833(::ar2 = 0,3332 a2 
ti~ne: 
Si se utilizan dos 'funfi:ones de aproximaci6n se 
6x2y2 + y4) 
6x2y2 + y4) 
efectuando las int~grales siguientes se obtiene el error 
m!nimo: 
¡{_! (2a). 2 -! +· a + a. { (2a) 4 
o 4 . ·4 4 1 2 16 
·a 2· (2a) 4 6(2 >2 2 ·4 · 












=·.0,29455 a 2 
~,-
u< .)(0,0) = 0,073638(2a) 2 = 0,29455 a 2 
. . 
·-6. & ·• •. ~todo de los m!ni.Jiios cuadrados en el contorno 
Para m1n1~1zar .JÚ:) 2ds se ·hac~/en· e~ ·caso de 
una sola func16.ll de aprox1mac16n:: 
. : 
u) (1) 
e:. - u . 
a1 =:= 0,0833(2~) 2 
u(l)= -jx2 -iy2 + o,o8j3(2a) 2 
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y coincide- con el m'todo de Galer~in. 
6. 7. EL. METODO DE LA INTEGRAL DE CONTORNO DA B.ESULTADOS DE 
¡,.&ENOR RIGIDEZ . 
La funci6n soluci6n. cumple la ecuaci6n diferen-
cial y las condiciones de contorno. 
2 . 2 
a u + a u + 1 = 0 
ax2 · ay2 · 
u =·Ü(s) en el contorno A. 
.i6.1} 
La funci6n ap~oximada v = v(x,y) cumple la ecua 
ci6n diferencial homog6nea v2v = o y en el contorno toma 
. " 
un valor v·= v(s) que no cumple las· condiciones de conto~ 
no es declir v(s) f Ü(s) .• 
. . . 
La funci6n u soluci6n hace mtnima ·1a expresi6n: 
La funci6n-I define una distancia en el espacio-
de HilObert de las funciones. Esa distancia es la que hay 
..._, 
que minimdzar entre u y v. 
- 202 -
I ,·u-v) :: ¡ ¡ l. ( au) 2 ~ .( ju) 2)dA L ¡ l (< av) 2 +. ( :vy) 2)dA :~ 
·· · :· A l"i . . ay T A ax a 




y aplicando el teorema de Green se tiene: 
I{u-v) = I(ur ·- I(v) + 2 l.-<v-Ü) * dS- 2//A(v-u)V2v dA 
·. A 
como v2 v=O en todo A la s~gunda int~qral· es o· y queda: 
I(u~v) = I(u) - I(v) + 2~_(v-Ü) av dS 
. . ~A 1ñ . '{6.6} 
si u=v I(u) = I(v) e I(u-v) = O 
· 2#.~.<v-ü> * dS· = o .ya que ~oinciden. 
A 
. Pero en el caso de que la funci6n V set. aproxi-
mada lo que se hace es.minimizar la diferencia én el -
contorno y,se tiene: 
~ - - av. tf . - - av ~¡<v~u) añ _dS = ~¡(v-u)dS 1ñ-
. . 
si lo que se hace es que ¡_cv-u)dS =o entonces: 
A . 
I(u-v) = I(u)·- I(v)=- .16 .ú} 
.. · 
pero ·1 >O por ser suma de· cuadrados lueqo teniendo en-
cuenta {6.6} se tie~e: 
~(v) = I(u) - I(u-v) 
·I (v) K I <u>. 
Lu~qo c~o ·se quer!a demostrar se aproxima 'por 
deba~o · del valor exacto. · 
. ' . 




6.8.1. M4todo de les desplazamientos o de equilibrio 
Las funciones aproximadas ~ cumplen la ecuaci6n 
d~ferencial pero si las cond~ciones de ~ontorno. Se SQpo-
nen los ~esplazamientos y se obliga al equilibrio. 
La integral que sale es mls alta y ia aproxima-
. . . . . 
ci6n estl por encima del valor exacto. Hay mayor· rigidez. 
Si se supone el ejemplo de la f~gura 6.7 se tie~ 
ne una matr~z de 25 x 2S,tria~gular al resolver el sistema 




.& • 8. 2. M'todo de las fuerzas o de compa~ibilidad 
· Las funcion6s aproxima6~s si cumplen la ecuaci6n 
diferencial per.o ~ las condicion~s de contorno. Se supo-
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ne el equilibri~ y se o~l~ga a la comp~tibilidad. 
La integrr.t::L que sale es m4s ba-ja y la aprox'lma-
•. ~i6n est4 por debajo del valor exacto. Hay mayor fle~ibi-
lidad. 
Considerando el ejemplo de la figura 6.8 que es 
. . 
el paralelo al de ~a 6.7 pero en el m6todo de las fuerzas 







6. 9 • SOLUCION AL PROBLF.MA DE LA. TORSION MEDIANTE EL PLAN'J'"!:A 
... 1 -
MIENTO VARIACIONAL 11N EL CONTORNO 
u- o en x != ±a Y = ±a 
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Para plantear el problema en el contorno se hace · 
'. 
el cambio: 
de forma que queda la ecuaci6n diferencial siquiente: 
. 
Si se to,aa un solo t'rmino de aproximac16n se 
tiene: 
' 
E(l) (x,y) = al -! (x2+y2) . 
#,_{a1.-! · (x2+y.2) }a1 dS =.O A . 
aa1 y se toma la funci6n.pesante a1 en vez de~= O que no 
darta ninquna apr9x~aci6n. 
; 
.2 
a =a 1 · T 
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u(l)(O,O) = 0,3333 
En el·caso de ~omar dos funciones de aproximaci6n 
se tiene: 
•. { . 4 . . 2 2 4 1· 2 2 } 
= J a1 + a 2 (a. - 6a y +·y ) -- (a + y ) o 4. 
. . 




Si en la figura·6.~ se quiere ~esolver la ecuaci6n 
de la torsi6n: 
2 2 
a u + a u + 1 = 0 
· ax~ ay2 {6 •. 7} 
u- o x = ±a y =. ±b 
es decir para placa simplemente apoyada se tiene: 
n1r m1r 
u = s~n 2a x Stpl 2b . y 
. . 
Para los casos de l~s f~guras 6.10 ~ 6.11 se ti~:. 
ne.: 
u = sen n2a,.. x co~ ~b,.. Y 
2 b o 
" ~ 
+-







i . u.'= o 
1 




•• • 1 
: n 11: . 2m 
u = se~ ,-¡-- x. (1.- cos 2b 'lr,t) 
. ll' :C) 
Figura 6.11 
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.6.9.2.M~todo de Kantarovich 
Es un m6todo a!ternativo ~1 de Levy pero utili-
..• ~ 
zando cálculo var~acional. 
La resoluci6n de la ecuaci6n diferencial{6.~es 
• s~lar hallar la funci6n que minimiza: 
! l:(u) {6.8} 
\ u= o x = ±a y = ±~ 
Se propone una soluci6n del tipo: 
.{6.9l 
.. 
donde Xi(x,y) son funciones conocidas a priori y que satis 
facen las condiciones de contorno en{y = f 1 (x) que en este 
. Y = ~2 (x) . 
caso s~n \Y= -b 
y= b 
ui (x) ··son funciones a determinar 1 dK4 n de o~l~gar a ·la 
funci6n u a cumplir la~ condiciones:de contorno en puñtos· 
~e{x = g1 (y);~n este caso en{x • -e ~(N)cumplir4 más o:.menos 
x = g 2 (y.) . · 1• . x. = a e t 
condiciones de contorno cuanto mayor sea el ndme-o de las 
..... 
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Si se entra en {6.8} con la funci6n {6.9} queda: 
si esta ecuaci6n se puede int~grar respecto de y, queda una 
integral .de üna sola·dimensi6n mucho m4a f4cil de resolver 
por t'cnicas normales del c4lculo de variaciones p·pasar a. 
una ecuaci6n diferencial.aplicando Eul~r que para el caso-
de derivadas primeras e~~ 
aF d aP 
aui - crx e at':l> • 0 .i = l¡ 2, •• ~ 1 N 
y se.tiene una ecuaci6n diferencial de s~gundo orden en es-
te caso: 
.. 
que hay que resolver para las N funciones. Se pueden util! 
zar m'todos como los de Ru~ge-Kutta o los sistemas aproxi-
mados que ya se han visto. 
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y·• 
i-- (o,b) ~l 
2' 
. t 






1: 24 +· j, . ~ 
Figura 6.12 
Determinar ia funci6nu que minimiza (E.B), con 
.. . 
las condiciones de contorno 
u= O en x = ±aJ y= ±b. 
Teniendo ·en cuenta la ecuaci6n.{6.8} se toma una 
sola aproximaci6n =· 
donde 
en. 
aplicando Euler {~ - ~ (~) = O} se tiene: 
. ou1 ax. d.\:li 
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d 2o 32 5 1 :6 , 3 u - _8 b3 rs.b dx2-s~ 1 3 =o 
ecuaci6n diferencial de coe~icientes co~stantes· con condi-
ciones de co~torn~ u1 = 
tT;p -1 
. 1 = 2b2 
O en x = :toa 
y con las condiciones de contorno queda: 
y entonces u( 1>queda:. 
'. 
para el caso a = b se tiene: 
u(,;l.)({I,O) = 0,30261' 
U:(l)(1)2:1/2). = ·0,.17824 . 
. ·.&-.9· .. 3· M6todo de Kantarovich en 1Lecuaci6n diferencial de· 
· la to~si6n. Aplica~i6n de Galerkin 
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Con e3te m6todo el problema no tiene porqu' ser 
auttladjunto, pero exige la existenciil de derivadas mayores .• 
. 
Si el problema es: 
Se plantea la soluci6n: 
y con una funci6n error se aplica ~1 mAtodo de colocaci6n,· 
regiones, Galerkin o m!nimos cuadrados. Aqu! se·uti~iza­
Galerkinc ~ 
E(x,y) =i¡l{(Ui·Xi + ui xi,Xx) + ui xi,yY}•2 
Como se ha de cumplir para todo Ui(x) (arbitraria) 
se debe de cumplir: 
f 2 (x) · . 1 é (x,y) xi (x,y)dy· .= O 
f 1 (x) · · . . 
{6.11} 
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y ~uedan, ·para un:~ fdjo, ecuacione& del tipo~ 
f
2 
(x) .· .. 
+ U . 1 X X dy - 2 X } = O 
i f (x) i,yy n · n 
1 
(1=1, 2, ••• ,N) 
De esta forma no ha habido que u~ilizar Euler· 
para resol ver la ecuaci6n (6 .10} •. 
6. 9. 3 •. 1· ~g~~<L~-~!...2!!=.!-~~~~i!!!!~20~..!Lt!!!:~2..~ 
.Kantarovic.h en la ecuaci6n de la torsi6n· 
.~--------~~~--~------------------~-----
u~ O en. x = ±a x • ±b 
•. 
Con una so.~a. f1mci6n de aproximaci~n se tiene-: 
• 1 
u(¡) = ~1(x) (y2~b2) 
t ( 1 ) (x,y) = · Ui' Cy2-b2) + 2 :171 +_ .1 
pesando el error seqGn Galerkin ~e tien~: 
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. y ~esu~ta la ecuaci6n diferencial: 
5 8 3 ; .. !! b u... -- b u -4 b3 ~~ o 15 1 3 1 3 
·id,ntica al caso variacional ya que el problema es autoad-
junto. La soluci6n·es,pues: 
-Si sP- toman dos funciones de aproximaci6n se -
tiene: 
·. 
Se ha tomado esta funci6n .pues el problema es 
. . 
s~trico. Se utilizan pol.inomios pero ·tambi'n se ·pueden. 
usar.otro tipo de funciones e~ las de Rayle~gh. 
imponiendo las condiciones {6.!1} se tiene: 
. [ 2 2 J b (2) y -b 1 e (x,y) ··2 2 2 
-b y (y -b ) dy ~ [:] 
. . 
que resuelta: .da: 
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(D2 - í>u1 + ~ {D~- ~>o2 -!=o. 
7




(D2 _ 33)0 _1 ~ O 
2 1 ~ 2 A 
como se ve hay s~etr1a en el sistema ya que el problema 
es autoadjunt;o. 
. . 
Como los coeficientes son constantes tomando 
·u =:cte salen como soluclones particulares: 
·u =o 
·2 
y el resultado final es: 
~ooniendo las condiciones de contc ): 
x = ±a 
queda: 
,. 
·v = u2 =.·.o .·1 
en el cas~ de que a = b 
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Ch a 2 X 
Cb a ) 2 
Soluci6il aproximada o Soluc16n exacta 
0,29472:1 0,294265 
0,1813834 
en el caso de que a = 2b 
Soluc16n a2roximada Soluci6n exacta 




. 2 = 0,29586 0,29501 
6.9.3.2 ~!!~~!~-~!-~!-f!!~!-~!!2!!2!~!1_22!_!!_!!~~2~ 
Kantarovich en la ecuaci6n de la tors16n 
2 2 
3 u +" 3 u - 1 = o 
3x2 3y2 . 
o t·Y = u=o. · 
X= 
' 




Si se toma un solo t6r.m1no de ap~oximac!6n se 
tiene:·· 
(-1) 2 2 2 
u = (y -x x )Q1 (x) 
Apli~ando la ecuac~6n~{6.i1} se tiene: 
kx 
1 & (x,y) ·<y2-
-k X 
y el.resultado es:· 
2. . 
2 d tJ1 dUl S(it2-1) ·. . S.· 
X ---,;"" + S . X -.s=- + 2 t'1 . = --,;> dx~ QX 2k 4k~ 
"{6.12}" 
qu~ es una ecuaci6n de Euler, en la' que si se hace el c~­
biq x = et queda co~vertida en una de·co~ficientes.const~ 
tes, y .la soluc16n .·es del ti:Po. u1 = (a t) m = ,?-. 




-:-2 = m(m-1) x 
dx 
'• 
Los valores .de m son las ra1ces de la ecuac~Jn: 
"'2 = -2 -~· 
.de donde resulta: 
donde --~~--- es una soiu~i6n particular. 
2 (k -1·) 
Para k=1 se obtiene: 





Si se toma a = O hay singularidades. 
Si a=O 
Si k=~ 
(1) . 3 X 2 
u . = 4<1 -s> <Y 
... 
2 
k(> soluci6n exacta. 
Si no se · p\ldiera resol ver la ecuaci6n { 6. i2} -
. . . 
. . exactamente se ~drian utilizar m6todos como Runge-Kutta, 
Galerkin, etc •.•.• , pero con la yen taja de. saber hallar una 
solucicSn particular. 
Si se utilizan dos funciopes de aproximaci6n se 
pero es una sol~ci6n m4s complicada que resolver la ecua-
ci6n diferencial directamente. En este caso ~e hace para -
una rectangulo pero aplicando una n~eva t4cnica: 
-
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2 . 2 
! u + a u + 1 = 0 
a;'l ~Y2 
Condiciones d~ contorno: 
O {
x = ±a 
u= 
y= ±b 
Se toma la funci6n: 
u(2) = 
·. 
3e hallar el error: 
e< 2> (x,y) = (y2-b2)~'' + y2(y2-b2)U'' 1 2 
+ 2 (6y2~·b2.> u2 + 1· ~ o 
Al exis~ir· simetr~a lo que ocurre en b es id,ntico ~~· 
• 
-b. Haciendo cero en y=b (contorno) se tiene e< 2>(x,b) = 
2 . 
= 2t11 + 10b .u2 + 1 = O que da como resu 
De este modo se ha reducido el prob1ema de ~ y 
~ a. u1 ·y se puede aplicar Galerltin con una sola aproxima-
ci6n: 
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b (2~ . 2 2 . 
1 ·E 1 (x,y.) (y -b )dy = O 
-b 
y resulta: 
de donde se tiene: 
01 = 1(Ch a x _ 1) 2 Ch· a a 
a = 1 ~ 5~18 una vez impuestas las condiciones de 
con•crno para x = ±a. 
Como u2 es funci6n de u1 queda: 
Para a=b se tiene:· 
(2) -u (0,0) - O,J98402 
u<-2> (1/2,1/2> ·= o,1&5523 
6. 9. 4 M'todo de Rantarov.icb. Aplicaci6n dél-mftó& de :gqlQ-
caci6n por lineas 
.... · 224 
Se considera una tunci6n: 
N 
=E Ui(x) X1 (x,y) 1 . 
Las funciones Xi(x,y) satisfacen las condicio-
nes de contorno a lo. la~yo dPjY = f 1 (x) de la f~gura 6.14. ly = f 2·(x) 
r 
- --··-1---





· · ?icjura 6 .14 
Lo que se hace es anular el error a lo largo qe 
Y =. gl (x)' Y .. •· g2 (x) • • • Y ~- gN(x), 
. a · f 2 (.x) . . . J 1 {e (x,y) cS_(g1 Cx>)dy}dx • · ~ 
-a f 1 (x). 
· donde eS es la delta de ~i_ra.~. _· · 
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·2 2 
a u + a u + 1 =· 0 
ax2 · ay2 · 




F~gura. •S .15 ' · 
Para el ca~o de una sola funci6n de aproximaci6n 
·se tiéne: 
. U (1)·. ~ (y2-b2) 01 ~X) 
{6.13} 
e<1><x,y) = (y2-b2>ui' + 2u1 ·~ 1 
Se hace cero el erro.r en y=O : 
2 . 
d ~i- .!. ti _. ~ = ~ 
2 ··1 . lo dx b b 
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La soluci6n es:· 
1 Ch '{?. s· 
01 = - ¡. - 1} 2 
·ch;2!.. 
. b 
No es buena soluci6n. Para mejorarla se anula.el 
.. 
error en y= ~ (por simetr1~ téUlÜ"i~n se anular4 en y = 1> , 
con lo que se obtiene una ~ejor ~proximaci6n. 
X 
1 Cil 1,5 b u = -,;- {--~a - 1} . 
. 
1 
'- Ch -1,5 1). 
Si se qui_siera aproximar con mis· funciones se -
.tomarían rectas como y =. ~ e y = ~ en el caso de dos · flJ!!. 
cienes de aproximaci6n. · 
· 6. 9. 5 M'todo de Kantarovich. Aplicac:f.61i del m' todo de las · 
regiones 
Al igual que siempre se considera: 
· u(N) N 
= t ui Cx) 
1 
donde las funciones X1 (x,y) satisfacen las condiciones de 





la~go de{y = f 1 (x) 





de la figura 6.16. 
Figura 6.16. 
Se obliga _a que el error .. ~a · r~gi6n sea cero. 
Por ejemplo en·la figura 6.16 la·~ona rayada. Por s~e~· 
.tr!a se cumple .... ambi4n en la zona punteada. 
. . 
2 2 
.a u + a u + 1 • 0 
ax2 . ay2 
u= O {x ~ ±a 
y .• ±b 
•. 
si 26 b3 
-¡r 
tJ' • 1 
si 
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u(1) = (y2-b2) o1(x) 
E(1) = (y2~b2ini' + 2Q1 + 1 
11 (y2-b2)TJ;, A .·1 + 2U1 + 1 = 
a b/3 . 
= /dx ¡·{(y2-b2)U'' + 201 + 1}dy =. 
. 1 
-a o 




t!' • 1 + (201 +.·1)~ = o S& ~umple: la condici6n: 
.. 
·1 27 27. 
-- :2 01 
- "26b2 = 13 b 
r2 = - 1'\f27 
b 1I3 
o 
6 .·9. 6 M4todo ·de Kantarovich. Aplicaci6n · de otros m6todos 
Se puede aplicar igualmente el m4todo de las di-
ferencias finitas al ~gual que los anteriores. 
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En realidad lo que se trata de resolver en mu-





que es un sistema ·de ecuaciones diferenciales. Para ello 
se suele utilizar:la ±'cn~ca de "Proqresi6n Matricial". 
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