In this paper, a robust lane detection algorithm is proposed, where the vertical road profile of the road is estimated using dynamic programming from the v-disparity map and, based on the estimated profile, the road area is segmented.
lane modeling [2] , [4] , where feature extraction algorithms segment the road area and extract the lane features [5] , while the lane modeling algorithms fit lanes to a model (mathematical equation), based on the assumptions, such as constant road width [2] , parallel lane markings [6] , flat road [7] , and constant lane marking width [2] . The noise sources for a lane detection algorithm are either located above the road area, caused by cars, trees, road signs, etc., or located on the road, e.g., shadows, road markings (e.g., arrows), and cracks. Due to the above-mentioned noise sources, and saturation on the image, detecting lanes is still a challenging task. Thus, a robust feature extraction algorithm is necessary.
A. Related Work
Lane detection algorithms are generally applied in two domains: image domain and bird's eye view (BEV) domain. In the image domain, one important road image property is vanishing point (VP). Due to the perspective mapping, when the lanes are parallel to each other and the curvature of the road is limited, they converge and intersect at a VP [8] . The VP was used by many algorithms [9] to improve the robustness of the applied algorithm. In [6] , the VP was first estimated and then, considering all the lanes need to intersect at the VP (one parameter is already known), the lanes are detected efficiently and robustly using the 1D Hough transform. On the other hand, an input image is generally transformed into a BEV using inverse perspective mapping (IPM). IPM assumes that the road is flat and the intrinsic and extrinsic parameters are known. Based on these assumptions, a BEV image can be created. In the BEV domain, lanes are generally parallel to each other (except converging and diverging lanes). In our previous paper [7] , a histogram of the orientation for the lane feature point was estimated under the parallel lane assumption. Thus, a global orientation for the lanes was calculated. This approach resembles detecting the VP first, and then, detecting lanes based on the detected VP.
In the literature, many feature extractors have been proposed for lane detection, including edge detectors [10] , the local threshold [11] , the symmetrical local threshold (SLT) [12] , ridege detector [13] , Otsu algorithm [14] , Gabor filters [15] and the top hat filter [16] . Although there is no benchmark for lane feature extraction, the authors of [12] tested the most common lane feature extractors using the ROMA dataset. In spite of its computational efficiency, SLT achieved best accuracy among those tested. The SLT utilizes the fact that the lane markings have a dark-light- dark transition property. However, in [17] , we proposed an extension to the SLT, in which the proposed feature extractor uses only the DLD property of the lane markings but also the fact that the lane borders must be parallel to each other, thus, achieving better accuracy when tested on the ROMA dataset. Furthermore, an orientation for each feature point was calculated, which is not possible with the conventional SLT. The estimated feature map was then filtered using the segmented road area estimated by applying dynamic programming on the v-disparity map. Thus, noise sources above the road were removed and noise due to cars, trees, buildings and sky were eliminated.
The second step of a lane detection algorithm is lane modeling. Many lane models have been introduced. The linear lane model [6] , parabolic lane model, linear-parabolic lane model [18] , clothoid lane model [19] , and splines [20] are some of the commonly used models. The linear lane model, defines lanes with as linear line and is suitable for high-speed roads where the curvature of the road is limited. Furthermore, due to the limited number of parameters, and depending on the optimization algorithms adopted, using the linear lane model can be more computationally efficient, and it is hence, preferred for systems with limited computational power. On the other hand, the parabolic lane model can define lanes with a constant curvature. In [18] , a linearparabolic lane model was introduced, where the near field was defined using a linear model and the far field was defined using a parabola. In [20] , splines are introduced. Depending on the number of control points used, splines can define any arbitrary shape. However, more flexible models can also be more sensitive to noise. For instance, parabolic lane model restricts the lane shape to a constant curvature, which is generally true. Furthermore, estimating more parameters generally need more computation. The parameters of the lane model needs to be estimated using an optimization algorithm. For lane detection, RANSAC [21] , the Hough transform [22] , and dynamic programming [9] are some of the optimization algorithms used.
B. Contributions
In this paper, a hybrid approach is proposed. In the first step, the vertical road profile is estimated using dynamic programming on a v-disparity map and the road area is segmented. Thus, a substantial amount of noise is eliminated by segmenting the rest of the feature points. In the second step, the input image is converted to the BEV image using IPM and the lanes are detected using only the feature points that appear on the road. In this paper, IPM is applied to both input image and the segmented road area to estimate BEV, and lanes are detected in this domain.
C. Paper Structure
The remainder of this paper is structured as follows: Section II-A, presents the disparity map estimation. In Section II-B, IPM is described. In Section II-C, the SLT is described, and in Section II-D the extended version of the SLT which is used in this paper is explained. In Section II-E, the Hough transform and its use in this paper are presented. In II-F robust fitting and its use in the algorithm is described. Section II-G presents the details of the applied mask. Section III, illustrates the detection results, and in Section IV, the paper is concluded.
II. METHODOLOGY

A. Disparity Map Estimation
Computer stereo vision is commonly utilized to supply self-driving cars with 3D information [23] . The state-ofthe-art stereo vision methods can be categorized as either traditional [24] [25] [26] [27] [28] [29] or convolutional neural network (CNN)based [30] [31] [32] [33] [34] .
The traditional stereo vision algorithms are generally classified as local, global and semi-global [35] . The local algorithms typically compare a collection of target image blocks with a chosen reference image block, and the shifting distances corresponding to the lowest cost are then determined as the best disparities [36] . Different from the local algorithms, the global algorithms generally formulate stereo matching as an energy minimization problem, which is subsequently addressed using Markov random field (MRF)based optimizers [37] , e.g., belief propagation (BP) [24] and graph cuts (GC) [26] . Semi-global matching (SGM) [28] approximates the MRF inference by performing cost aggregation along all directions in the image, which greatly improves both the precision and efficiency of stereo matching.
In recent years, CNN-based methods have achieved some very impressive disparity estimation and semantic segmentation results [38] . These algorithms generally formulate disparity estimation as a binary classification problem and learn the probability distribution over all disparity values [30] . For example, PSMNet [33] generates the cost volumes by learning region-level features with different scales of receptive fields, and is regarded as one of the most accurate stereo vision methods for autonomous driving applications. Therefore, we utilize PSMNet in this paper to estimate disparity maps from stereo image pairs. The architecture of PSMNet is shown in Fig. 1 , where SPP refers to spatial pyramid pooling.
B. Inverse Perspective Mapping
IPM is a commonly used technique to transform coordinate systems with different perspectives [39] . In this paper, we utilize IPM to map each image pixel p = [u, v] into a 3D world pixel P = [X, Y, Z] . This can be straightforwardly realized using [2] :
where h is the mounting height of the stereo rig, α is half of the camera angular aperture, n × m, γ is the yaw angle, which is assumed to be 0 in this paper, and θ is the pitch angle.
In order to obtain the BEV map, we first use v-disparity image analysis to segment the road region. The stereo rig roll angle is then estimated from the segmented road region using [40] [41] [42] . Before estimating the pitch angle from the v-disparity image, we rotate the disparity map around the roll angle, which greatly improves the accuracy of pitch angle estimation. The pitch angle can be estimated using the following equation:
where f is the stereo camera focal length, and a 0 and a 1 are the coefficients of the road model. Plugging Eq. 3 into Eqs. 1 and 2, we can get the BEV map, as shown in Fig. 2 .
C. SLT
The SLT is one of the most robust lane feature extraction algorithms. The SLT assumes that the lane markings have a lighter intensity compared to their backgrounds (e.g.,. asphalt). Thus, they have a DLD transition property. Consequently, for each pixel in a gray-scale image, the algorithm, compares the intensity value to the average of the pixels on the left-hand side within the range and the average of the pixels on the right-hand side within the range (on the same row) and, if the intensity value minus a threshold (to avoid incorrect estimations on the homogeneous regions) is higher than both of these values, that pixel is segmented as a lane feature point. The most important drawback of the SLT is that it does not supply any orientation information for the segmented feature points. However, many optimization algorithms use orientation for improved robustness and for efficiency in optimization.
D. Extension to the SLT
In our previous paper [17] , an extension to the SLT was proposed. Kernels of the Sobel edge detector are applied to Algorithm 1 Proposed feature extraction algorithm
the input gray-scale image and the gradients of the pixels are calculated. Consequently, for each pixel, its intensity value and left average and right average are compared. Then, if the intensity of the pixel minus a threshold is higher than both values, the orientation of the pixel with the highest gradient on the left (left border) and the pixel with the highest gradient on the right (right border) are compared. If their orientations are similar as well (less than a 15 degree difference), the tested pixel is set to be a lane feature point and the orientation of that point is set to be the average of the orientation calculated for the left border and the orientation calculated for the left border. The pseudocode of the algorithm can be found in algorithm 1. For further information see [17] .
E. 1D Hough Transform and ROI Extraction
In the literature, many algorithms use the VP to improve accuracy of lane detection by first detecting the VP, which is global information, and then, detecting lanes which intersect at that point [8] . For instance in [43] , the first VP is detected, and then, lanes are detected using the 1D Hough transform (one parameter of a line is already known since it is known that the lines need to pass through this point).
In this paper, the lane detection is obtained in the BEV domain. However, a similar approach to VP-based lane detection algorithms can be adopted. Since lanes are assumed to be parallel to each other and in the BEV domain they remain parallel to each other, by creating a histogram of the orientations of the lane feature points, global lane orientation can be calculated. Conventionally, the Hough transform uses a 2D accumulator for detecting linear lines (a linear line has two parameters). In the polar Hough transform [44] , a Hough accumulator is created with the axes of ρ and θ. Since, θ is already known, a 1D Hough accumulator with only parameter ρ is created. Subsequently, linear lies are detected using a 1D Hough transform. The intersection of a line (on a feature point with known x and y coordinates and the line) and the bottom row of the image can be estimated with Eq. 4. This intersection point is calculated for each feature point and an accumulator cell is incremented based on the calculated ρ [45] :
Thus, a 1D Hough accumulator is created with only one axis. Finally, the maximums of the two peak points are detected (one for the left lane and one for the right lane).
F. Robust Fitting
In the previous section, lanes are detected. Although, this approach is robust and efficient, it defines lanes with linear lines. However, it is better to define lanes with a parabola, which supports curvature. Thus, ROIs with a fixed thickness (40 pixels) are defined with the already estimated ρ and θ. Then the feature points on this ROI are fitted to a parabola using robust fitting. This approach applies least squares fitting iteratively. Since the squares of the distances are considered, the least squares fitting is sensitive to outliers. However, robust fitting applies least squares fitting in the first iteration, then, in the next iteration gives a weight to each feature point (the closer to the estimated model, the higher the weight will be) and applies weighted least squares fitting. Thus, it is less sensitive to outliers.
G. Masking
Although most of the noise is already dealt with, road markings, such as arrows on the road, can cause a problem, as these artifacts resemble lane markings. For instance an arrow has DLD property and its borders are also parallel to each other. Furthermore, they can be large in size, and while passing by, they can become very close to the camera. Thus, the algorithm must be able to distinguish these markings from, for example, dashed lanes. One distinction of these markings is that they do not appear consistently on consecutive frames, while lane markings can be detected consistently with a slight change in position. Thus, a mask is created based on the detection on the previous frame and applied to the next frame, largely preventing incorrect detections due to road markings.
III. EXPERIMENTAL RESULTS AND FUTURE WORK
The proposed algorithm is tested using a video sequence from the KITTI dataset, and the detection ratio is found to be 91%. Example detection results, including failure cases, can be seen in Figure 3 . The algorithm can detect lane markings robustly and accurately. The algorithm can easily deal with curved road markings, noise sources above the road (due to the applied mask calculated using the disparity map), and noise sources on the road. However, there are some cases that the algorithm fails to detect lanes correctly. These cases include when there is high curvature on the lanes and lots of noise on the ground in a single frame (see Figure 3 (e)). Also, the algorithm fails when the input image saturates (see Figure  3 (f)), and thus, lane markings are not visible in the frame. The only solution for these cases (especially in the case of saturation, since the lanes are not visible in the image) is to apply a tracking algorithm. Thus, we plan to apply a particle filter in future.
IV. CONCLUSION In this paper, a hybrid approach for lane detection was presented, where the road area was segmented using the dynamic programming on v-disparity map and the lanes are detected on the segmented road area. This robust lane detection approach is not sensitive to noise sources above the road, such as poles, trees, cars, sky, etc. The proposed lane detection algorithm can detect lanes robustly and accurately with a detection ratio of 91%.
