Abstract. Suppose that we are given two independent sets I0 and Ir of a graph such that |I0| = |Ir|, and imagine that a token is placed on each vertex in I0. The token jumping problem is to determine whether there exists a sequence of independent sets which transforms I0 into Ir so that each independent set in the sequence results from the previous one by moving exactly one token to another vertex. This problem is known to be PSPACE-complete even for planar graphs of maximum degree three, and W[1]-hard for general graphs when parameterized by the number of tokens. In this paper, we present a fixed-parameter algorithm for token jumping on planar graphs, where the parameter is only the number of tokens. Furthermore, the algorithm can be modified so that it finds a shortest sequence for a yes-instance. The same scheme of the algorithms can be applied to a wider class of graphs, K3,t-free graphs for any fixed integer t ≥ 3, and it yields fixed-parameter algorithms.
Introduction
The token jumping problem was introduced by Kamiński et al. [17] , which can be seen as a "dynamic" version of independent sets in a graph. An independent set of a graph G is a set of vertices of G in which no two vertices are adjacent. (See Fig. 1 , which depicts six different independent sets of the same graph.) Suppose that we are given two independent sets I 0 and I r of a graph G = (V, E) such that |I 0 | = |I r |, and imagine that a token is placed on every vertex in I 0 . Then, the token jumping problem is to determine whether there exists a sequence I 0 , I 1 , . . . , I ℓ of independent sets of G such that (a) I ℓ = I r , and |I 0 | = |I 1 | = · · · = |I ℓ |; and (b) for each index i ∈ {1, 2, . . . , ℓ}, I i can be obtained from I i−1 by moving exactly one token on a vertex u ∈ I i−1 to another vertex v ∈ I i−1 , and hence I i−1 \ I i = {u} and I i \ I i−1 = {v}. Such a sequence is called a reconfiguration sequence between I 0 and I r . Figure 1 illustrates a reconfiguration sequence I 0 , I 1 , . . . , I 5 of independent sets, which transforms I 0 into I r = I 5 ; therefore, the answer is "YES" for this instance.
Recently, similar settings of problems have been extensively studied in the framework of reconfiguration problems [12] , which arise when we wish to find a step-by-step transformation between two feasible solutions of a problem instance such that all intermediate solutions are also feasible and each step abides by a prescribed reconfiguration rule (i.e., an adjacency relation defined on feasible solutions of the original problem). For example, the token jumping problem can be seen as a reconfiguration problem for the (ordinary) independent set problem: feasible solutions are defined to be all independent sets of the same cardinality in a graph; and the reconfiguration rule is defined to be the condition (b) above. This reconfiguration framework has been applied to several well-studied combinatorial problems, including independent set [1, 3, 5, 10, 11, 12, 14, 17, 18, 19, 20] , satisfiability [8] , set cover, clique, matching [12] , vertex-coloring [2, 4, 6, 16] , list edgecoloring [13] , (list) L(2, 1)-labeling [15] , and so on.
Known and related results
The first reconfiguration problem for independent set, called token sliding, was introduced by Hearn and Demaine [10] which employs another reconfiguration rule. Indeed, there are three reconfiguration problems for independent set, called token jumping [5, 14, 17, 20] , token sliding [4, 5, 10, 11, 17, 20] , and token addition and removal [1, 3, 12, 17, 18, 19, 20] . (See [17] for the definitions.) These are the most intensively studied reconfiguration problems, and hence we here explain only the results strongly related to this paper; see the references above for the other results. First, token jumping (indeed, all three reconfiguration problems for independent set) is PSPACE-complete for planar graphs of maximum degree three [4, 10, 11, 14] , for perfect graphs [17] , and for bounded bandwidth graphs [20] .
Second, Kamiński et al. [17] gave a linear-time algorithm for token jumping on even-hole-free graphs. Furthermore, their algorithm can find a reconfiguration sequence with the shortest length.
Third, Ito et al. [14] proved that token jumping is W[1]-hard for general graphs when parameterized only by the number of tokens. Therefore, it is very unlikely that the problem admits a fixed-parameter algorithm for general graphs when the parameter is only the number of tokens. They also gave a fixedparameter algorithm for general graphs when parameterized by both the number of tokens and the maximum degree of graphs. Their algorithm can be modified so that it finds a reconfiguration sequence with the shortest length.
As the third known result above, reconfiguration problems have been studied recently under the parameterized complexity framework: for example, token addition and removable [18, 19] , reconfiguration problems for feedback vertex set [18, 19] , vertex-coloring [6, 16] , and so on. However, almost all of the known results take the length ℓ of a reconfiguration sequence as the parameter. This is a certainly natural choice, but unfortunately the length parameter ℓ affects the reconfigurability (i.e., the existence/nonexistence of a reconfiguration sequence). For example, Fig. 1 is a yes-instance whose shortest reconfiguration sequence is of length six. However, it would be a no-instance (in the parameterized problem) if the length parameter ℓ is set by less than six.
Our contribution
In this paper, we first give a fixed-parameter algorithm for token jumping on planar graphs when parameterized only by the number of tokens. Therefore, this algorithm can always determine the reconfigurability between two given independent sets, irrespective of the length of a reconfiguration sequence.
It is well known that planar graphs are K 5 -minor free and K 3,3 -minor free [7] . Interestingly, our algorithm for planar graphs utilizes only the K 3,3 -freeness. We show that the same scheme of the algorithm for planar graphs can be applied to a wider class of graphs, K 3,t -free graphs for any fixed integer t ≥ 3.
In addition, the algorithm for K 3,t -free graphs (and hence for planar graphs) can be modified so that it finds a reconfiguration sequence for a yes-instance with the shortest length. We note that the reconfiguration sequence in Fig. 1 is shortest. It is remarkable that the token on the vertex u in Fig. 1 (a) must make a "detour" to avoid violating the independence of tokens: it is moved twice even though u ∈ I 0 ∩ I r . Our algorithm can capture such detours for K 3,t -free graphs.
Strategy for fixed-parameter algorithms
We here explain two main ideas to develop a fixed-parameter algorithm for token jumping; formal descriptions will be given later.
The first idea is to find a sufficiently large "buffer space" to move the tokens. Namely, we first move all the tokens from I 0 to the buffer space, and then move them from the buffer space to I r ; thus, the answer is "YES" if we can find such a buffer space. Due to the usage, such a buffer space (a set of vertices) should be mutually independent and preferably not adjacent to any vertex in I 0 ∪ I r .
The second idea is to "shrink the graph" into a smaller one with preserving the reconfigurability between I 0 and I r . This idea is based on the claim that, if the size of the graph is bounded by a function depending only on the parameter k, we can solve the problem in a brute-force manner in fixed-parameter running time. Thus, it is useful to find such "removable" vertices in fixed-parameter running time, and shrink the graph so that the size of the resulting graph is bounded by a function of k.
The K 3,t -freeness (and hence K 3,3 -freeness) of graphs satisfies the two main ideas above at the same time: it ensures that the graph has a sufficiently large independent sets, which may be used as a buffer space; and it characterizes removable vertices.
Due to the page limitation, the omitted proofs move to the appendices.
Preliminaries
In this paper, we assume without loss of generality that graphs are simple. Let G = (V, E) be a graph with vertex set V and edge set E. The order of G is the number of vertices in G. We say that a vertex w in G is a neighbor of a A graph is planar if it can be embedded in the plane without any edgecrossing [7] . In Section 3, our algorithms utilize an independent set of sufficiently large size in a graph, as a buffer space to move tokens. As for independent sets of planar graphs, the following is known, though the original description is about the four-color theorem.
Proposition 1 ([21]
). For a planar graph of order n = 4s, there exists an independent set of size at least s, and it can be found in O(n 2 ) time.
It is well known as Kuratowski's theorem that a graph is planar if and only if it does not contain a subdivision of K 5 or K 3,3 [7] . Therefore, any planar graph contains neither K 5 nor K 3,3 as an induced subgraph, that is, it is K 5 -free and K 3,3 -free. In this paper, we extend our algorithm for planar graphs to a much larger class of graphs, K 3,t -free graphs for any fixed integer t ≥ 3.
For two positive integers p and q, a graph is K p,q -free if it contains no K p,q as an induced subgraph. Note that any K p,q -free graph is K p,q -minor free, and hence the class of K p,q -free graphs contains that of K p,q -minor-free graphs properly. Furthermore, it is important that any K p,q -free graph is K p+q -free.
In our algorithm for K 3,t -free graphs in Section 3.2, we use Ramsey's theorem, instead of Proposition 1, to guarantee a sufficiently large independent set. Ramsey's theorem states that, for any graph of a sufficiently large order, there is an independent set of size a or a clique of size b (for example, see [9] ). The smallest number of vertices required to achieve this property is called a Ramsey number, denoted by Ramsey(a, b). It is known that Ramsey(a, b) ≤ a+b−2 b−1 [9] . Since any K p,q -free graph contains no K p+q , we have the following proposition.
Proposition 2. Let G be a K p,q -free graph of order Ramsey(s, p + q). Then, G has an independent set of size at least s.
Fixed-Parameter Algorithm
In this section, we present an algorithm for planar graphs to determine if a given token jumping instance is reconfigurable or not. It is a fixed-parameter algorithm, and the parameter is k, the number of tokens. Formally, we give the following theorem. Theorem 1. Token jumping with k tokens can be solved for planar graphs
As a proof of Theorem 1, we will prove that Algorithm 1, described below, is such an algorithm. In Section 3.1, we will explain the algorithm step by step, together with its correctness. In addition, we will show in Section 3.2 that our algorithm for planar graphs can be extended to that for K 3,t -free graphs, t ≥ 3.
Planar graphs
As we have mentioned in Introduction, our algorithm is based on two main ideas: it returns "YES" as soon as we can find a sufficiently large buffer space (Lemmas 1 and 3); otherwise it shrinks the graph so as to preserve the existence/nonexistence of a reconfiguration sequence between two given independent sets I 0 and I r (Lemma 4). After shrinking the graph into a smaller one of the order depending only on k, we can solve the problem in a brute-force manner (Lemma 5). It is important to notice that our algorithm returns "NO" only in this brute-force step. In the following, we explain how the algorithm finds a buffer space or shrinks the graph, which well utilizes the K 3,3 -freeness of G.
At the beginning part of the algorithm (lines 1-2), we set two parameters α and β as 4k and 4(5k − 2), respectively. These are the orders of (sub)graphs that guarantee the existence of independent sets of sizes k and 5k−2, respectively (see
, that is, the set of vertices that are not in I 0 ∪ I r and have at least one neighbor in
Then, no vertex in R is adjacent with any vertex in I 0 ∪ I r . Note that I 0 ∪ I r , A and R form a partition of V .
Step 1: Lines 3-4 of Algorithm 1.
If |R| ≥ α = 4k, then by Proposition 1 the subgraph G[R] has an independent set of size at least k. Then, we can use it as a buffer space, as follows. Lemma 1. If |R| ≥ α, there is a reconfiguration sequence between I 0 and I r . Therefore, the algorithm returns "YES" if |R| ≥ α = 4k.
Algorithm 1 TokenJump for planar graphs
Input: A planar graph G = (V, E), two independent sets I 0 , I r of G, and a parameter k. Output: "YES" if there is a reconfiguration sequence from I 0 to I r ; otherwise "NO."
R has a sufficiently large buffer space} 4: return "YES" and exit. 5: else {|R| < α holds below} 6: for each vector x ∈ {0, 1} V \A do 7:
{Step 2: A(x) has a sufficiently large buffer space} 11: return "YES" and exit.
12:
else {Step 3: shrink the graph}
13:
Choose an arbitrary subset B(x) of A(x) with β vertices, and remove all vertices in A(x) \ B(x) from V (and update V ).
14:
end if 15: end if 16: end for{|A(x)| ≤ β hold for all vectors x ∈ {0, 1} V \A } 17: end if {The order of G now depends only on k} 18: Check the existence of a reconfiguration sequence in a brute-force manner.
Step 2: Lines 9-11 of Algorithm 1.
We now know that |R| < α. Since R was small, the algorithm then tries to find a sufficiently large buffer space in A. Notice that
which depends only on k. We will partition A into at most 2 2k+α = 2 6k subsets, according to how the vertices in A are adjacent with vertices in V \ A.
Before partitioning A, we first introduce new notation. For a vertex set S ⊆ V , let x be an |S|-dimensional binary vector in {0, 1} S ; we denote by x v the component of x corresponding to a vertex v ∈ S. For each vector
To partition the vertex set A, we prepare all binary vectors in {0, 1} V \A . By Eq. (1) the number of the prepared vectors is at most 2
is, x is used to represent a pattern of neighbors in V \ A. (See Fig. 2. ) Therefore, all vertices in the same subset A(x) have exactly the same neighbors in V \ A = I 0 ∪ I r ∪ R. Conversely, each vertex in ON(x) is adjacent with all vertices in A(x). We thus have the following proposition.
A(100)
A (101) A (001) A ( Note that 0-vector (i.e., every component is 0) is not used, because each vertex in A is adjacent to at least one vertex in I 0 ∪ I r . In this way, we partition A into at most 2 2k+α subsets A(x) according to the vectors x ∈ {0, 1} V \A .
The algorithm seeks a sufficiently large buffer space from the subsets A(x) such that |A(x)| ≥ β = 4(5k − 2); notice that by Proposition 1 the graph G[A(x)] has an independent set of size at least 5k − 2, and hence we may use it as a buffer space. Interestingly, Proposition 3 and the K 3,3 -freeness give the following property on ON(x). (Note that β ≥ 3.)
The following lemma proves the correctness of Step 2.
Lemma 3. Suppose that there is a binary vector x ∈ {0, 1} V \A such that |A(x)| ≥ β, |ON(x) ∩ I 0 | ≤ 1 and |ON(x) ∩ I r | ≤ 1. Then, there exists a reconfiguration sequence between I 0 and I r .
Thus, in Lines 9-11, the algorithm returns "YES" if there exists a subset
Step 3: Line 13 of Algorithm 1.
We now consider to shrink the graph: the algorithm shrinks each subset A(x) of size more than β into a smaller one B(x) of size β.
Consider any subset A(x) of size more than β. Then, by Lemma 2 we have |ON(x)| ≤ 2. In fact, since we have executed Step 2, either |ON(x) ∩ I 0 | = 2 or |ON(x)∩I r | = 2 holds (recall Lemma 3). We choose an arbitrary set B(x) of β = 4(5k −2) vertices from A(x). Then, localizing independent sets intersecting A(x) only to B(x) does not affect the reconfigurability, as claimed in the following lemma. Lemma 4 implies that, even if we remove all vertices in A(x) \ B(x), it does not affect the existence of a reconfiguration sequence between I 0 and I r . Thus, we can shrink the subset A(x) into B(x) of size β = 4(5k − 2).
Step 4: Line 18 of Algorithm 1.
In this step, |A(x)| ≤ β = 4(5k − 2) hold for all vectors x ∈ {0, 1} V \A . Furthermore, the K 3,3 -freeness of G implies that |A(x)| ≤ 2 if |ON(x)| ≥ 3; recall the proof of Lemma 2. Since α = 4k and β = 4(5k − 2), by Eq. (1)
Then, since |I 0 ∪ I r | ≤ 2k and |R| ≤ α = 4k, we can bound |V | by
which is denoted by f 1 (k). Since the order f 1 (k) of G now depends only on k, we can apply a brute-force algorithm as follows.
This completes the correctness proof of Algorithm 1.
Running time.
We now estimate the running time of Algorithm 1. We first claim that lines 1-17 can be executed in O(|E|) time. Lines 6-16 can be clearly done in fixedparameter running time, but actually these lines can be done in O(|E|) time because |A| = | {A(x) : x ∈ {0, 1} V \A }| is at most n; we can compute x implicitly. By Lemma 5 we can execute line 18 in O f 1 (k) 2k time. Thus, the total running time of Algorithm 1 is
This completes the proof of Theorem 1. ⊓ ⊔
K 3,t -free graphs
In this subsection, we show that our algorithm for planar graphs can be extended to that for K 3,t -free graphs, and give the following theorem.
Theorem 2. For a fixed integer t ≥ 3, let G be a K 3,t -free graph. Then, token jumping for G can be solved in fixed-parameter running time, when parameterized by the number k of tokens.
We here give a sketch of how to adapt the fixed-parameter algorithm for planar graphs in Section 3.1 to K 3,t -free graphs.
The first point is to set two parameters α t and β t that correspond to α and β, respectively. Recall that α = 4k and β = 4(5k − 2) are the orders of (sub)graphs that guarantee the existence of independent sets of sizes k in R and size 5k − 2 in A(x), respectively. For K 3,t -free graphs, we employ Proposition 2 and set α t = Ramsey(k, t + 3) and β t = Ramsey((t − 1)(2k − 1) + k, t + 3) that guarantee the existence of independent sets of size k in R and size (t−1)(2k−1)+k in A(x), respectively. Then, Step 1 of Algorithm 1 can be adapted to K 3,t -free graphs. We note that, although no exact formula of Ramsey number is known, we can bound it from above, say Ramsey(a, b) ≤ a+b−2 b−1 [9] . Therefore, we indeed set α t = (k + t + 1) t+2 and β t = (t − 1)(2k − 1) + k + t + 1 t+2 , both of which are fixed-parameter size. The second point is to extend Lemma 2 for planar graphs to that for K 3,t -free graphs, as follows. (Note that β t ≥ t.)
Then, Step 2 of Algorithm 1 can be adapted to K 3,t -free graphs. The third point is to notice that we can construct an injective function g t to shrink A(x) to size β t (as in the proof of Lemma 4) by guaranteeing the existence of an independent set of size (t−1)(2k−1)+k in A(x). To see this, recall that the vertices in ON(x) and A(x) form a complete bipartite graph K 2,|A(x)| , and hence any vertex other than ON(x) can have at most (t − 1) edges to vertices in A(x), due to the K 3,t -freeness of the graph. Therefore, if A(x) has an independent set of size at least (t − 1)(2k − 1) + k, we still have at least k vertices that can be used as the range of g t . Therefore, Lemma 4 can be adapted to K 3,t -free graphs, and hence Step 3 of Algorithm 1 can be, too.
The running time of the adapted algorithm depends on the order of the graph shrunk by Step 3. By the similar arguments for planar graphs, the order of the shrunk graph depends only on α t and β t . Since both α t and β t are fixedparameter size, the adapted algorithm runs in fixed-parameter running time.
This completes the proof of Theorem 2.
Shortest Reconfiguration Sequence
In the previous section, we present an algorithm which simply determines if there exists a reconfiguration sequence between I 0 and I r . If the answer is yes, it is natural to consider how we actually move tokens on I 0 to I r . For this question, it is easy to modify Algorithm 1 to output a reconfiguration sequence, by simply following the correctness proof of Algorithm 1. Note that, in Steps 1 and 2 of Algorithm 1, we utilize the existence of a sufficiently large independent set, but if we want to find a reconfiguration sequence, we need to find a concrete independent set of a certain size. Namely, we need to find (1) an independent set of size k from a graph G[R] of order at least α at Step 1; and (2) an independent set of size 5k − 2 (or size (t − 1)(2k − 1) + k for K 3,t -free graphs) from a graph G[A(x)] of order at least β at Step 2. Notice that we can use any independent set as a buffer space, as long as the size requirement is satisfied. Therefore, we choose an arbitrary vertex subset of size α from R (or size β from A(x)) and find independent sets in a brute-force manner. These require simply O Finally, we consider how to move tokens on I 0 to I r in a shortest way.
Theorem 3. For a fixed integer t ≥ 3, let G be a K 3,t -free graph. Given a yesinstance of token jumping on G, a shortest reconfiguration sequence can be found in fixed-parameter running time, where the parameter is the number k of tokens.
Proof. We explain how to modify Algorithm 1 so as to find a shortest reconfiguration sequence. The biggest change from Algorithm 1 is that the modified algorithm does not stop until Step 4. Algorithm 1 can exit at Steps 1 and 2 after finding a buffer space, which means that there exists a reconfiguration sequence from I 0 to I r via vertices only in R and vertices only in A(x), respectively. However, this does not directly imply the existence of a shortest reconfiguration sequence from I 0 to I r that uses vertices only in R (or only in A(x)). Thus, we do not exit at Steps 1 and 2, but shrink R and A(x) of the original graph into a fixed-parameter size so as to preserve the shortest length of a reconfiguration sequence in the original graph; then we can find a shortest reconfiguration sequence in Step 4 by the brute-force algorithm proposed in Lemma 5. (See Appendix B for the details.) ⊓ ⊔
Concluding Remark
The running time of our algorithms depend on the orders of (sub)graphs that guarantee the existence of sufficiently large independent sets. Thus, we can improve the running time if the graph class is restricted to K 3,t -minor-free graphs for which smaller orders are sufficient to guarantee large independent sets. 
A.3 Proof of Lemma 4
The if-part clearly holds, and hence we prove the only-if-part. We may assume that |ON(x) ∩ I 0 | = 2; it is symmetric for the case where |ON(x) ∩ I r | = 2.
Suppose that G has a reconfiguration sequence I 0 , I 1 , . . . , I p , I r between I 0 and I r . If I j ∩ A(x) ⊆ B(x) holds for every j ∈ {1, 2, . . . , p}, the condition is already satisfied. Thus, let I i and I h be the first and last independent sets of G, respectively, among I 1 , I 2 , . . . , I p such that I j ∩ (A(x) \ B(x)) = ∅. Then, I i (resp., I h ) contains exactly one vertex y (resp., y ′ ) in I i ∩ (A(x) \ B(x)). We may assume that y ∈ I i+1 , otherwise we can simply drop I i and obtain a shorter reconfiguration sequence I 0 , . . . , I i−1 , I i+1 , . . . , I p , I r . Thus, we can assume that i = h.
In the following, we show how we can replace I i , . . . , I h with another sequence Ĩ 1 , . . . ,Ĩ q that uses only I 0 ∪ I r ∪ B(x), which impliesĨ j ∩ A(x) ⊆ B(x) for every j ∈ {1, . . . , q}.
We first give names to the tokens that visit a vertex outside of I i ∪ I h \ {y, y ′ } in I i , . . . , I h , as t 1 , t 2 , . . . , t γ , where the index is sorted according to the first step when the token moves to V \ (I i ∪ I h \ {y, y ′ }). Thus, γ ≤ k holds. For t j , v (i) (t j ) denotes the vertex where t j stays in I i . Next, we consider an injective function g :
, where I B(x) denote an arbitrary independent set of G[B(x)] with size 5k − 2. Since every vertex in V (so in I i ∪ I h \ {y, y ′ }) can be connected at most two vertices in A(x) (so in
such g always exists. We are now ready to define a new sequence Ĩ 1 , . . . ,Ĩ q . By using g, we set
EachĨ j is an independent set, because I i and I B(x) are independent and also they are mutually independent. Next, we move tokens on
. . , γ} , which is always possible because these tokens move only on I i ∪ I h \ {y, y ′ }, which are not adjacent to I B(x) \ N(I i ∪ I h \ {y, y ′ }), though a redundant independent set may exist. We name the sequence Ĩ γ+1 , . . . ,Ĩ q−γ+1 . Finally, we move γ tokens on I B(x) \ N(I i ∪ I h \ {y, y ′ }) to the rest of I h \ {y ′ } one by one, which takes γ − 1 steps, and name these steps Ĩ q−γ+2 , . . . ,Ĩ q . As we see above, each of Ĩ 1 , . . . ,Ĩ q is an independent set of size k satisfyingĨ j ∩ A(x) ⊆ B(x), and it is easy to see that |Ĩ 1 \ I i−1 | = 1 and
This completes the proof. ⊓ ⊔
A.4 Proof of Lemma 5
We construct a configuration graph C = (V, E), as follows: (i) each node in C corresponds to an independent set of G with size k; and (ii) two nodes in C are joined by an edge if and only if the corresponding two independent sets can be reconfigured by just a single token jump. Clearly, there is a reconfiguration sequence between I 0 and I r if and only if there is a path in C between the two corresponding nodes.
Since G has at most the number
of distinct independent sets of size exactly k, we have |V| ≤ f 1 (k) k . Clearly, the configuration graph C above can be constructed in time O(|V| 2 ). Furthermore, by the breadth-first search on C which starts from the node corresponding to I 0 , we can check if C has a desired path or not in time O(|V| + |E|) = O(|V| 2 ). In this way, token jumping can be
B Proof of Theorem 3
For simplicity, we explain the case of planar graphs, but all the arguments can be easily extended to K 3,t -free graphs as shown in Section 3.2.
We investigate the three shrinking steps in Algorithm 1: (i) shrinking R in Step 1; (ii) shrinking A(x) with |ON(x)| = 1 in Step 2; and (iii) shrinking A(x) with |ON(x)| = 2 in Step 2 or Step 3. Note that, due to the convenience of analyses, the classification of these shrinking steps are slightly different from the step classification of Algorithm 1. We will see each of the cases. All the arguments will be done as follows: if there exists a (shortest) reconfiguration sequence, then there exists a shortest reconfiguration sequence that uses only a restricted set of vertices whose size depends only on k. Note that, in the modification, we may change the values α and β from the original values defined in Algorithm 1, but they are bounded by functions of k.
In the following, we assume that a problem instance is a yes-instance, because it can be determined in fixed-parameter running time by Theorems 1 and 2. By the proofs in Section 3.1, this assumption implies that a shortest reconfiguration sequence between I 0 and I r has a fixed-parameter length. Let S = I 0 , I 1 , . . . , I ℓ be a shortest reconfiguration sequence in the original graph G from I 0 to I r , and hence I ℓ = I r . Then, ℓ is a fixed-parameter value, as described below.
Case (i): Shrinking R in Step 1.
If |R| ≥ α, then there exists a reconfiguration sequence of length 2k as we have proposed in Lemma 1. Therefore, we know that ℓ ≤ 2k in this case. Let U = i=1 I i \ (I 0 ∪ I r ). Then, since any vertex in U is not contained in I 0 ∪ I r , it must be added to some independent set in S and then be removed from some independent set in S. Since ℓ ≤ 2k, the size of U is thus bounded by k.
Let us choose an arbitrary set R ′ ⊆ R of size α, and let I R ′ be any independent set of G[R ′ ] with size k; recall Proposition 1 for the existence of I R ′ . We will see that there exists a shortest reconfiguration sequence each independent set of which is a subset of I 0 ∪I r ∪I R ′ (⊆ I 0 ∪I r ∪R ′ ). To see this, we consider an injective function g :
By using g, we define another sequence S ′ = I 
. , I
′ ℓ is a reconfiguration sequence. This is because |I
Therefore, there exists a reconfiguration sequence S ′ , each independent set of which is a subset of I 0 ∪ I r ∪ I R ′ (⊆ I 0 ∪ I r ∪ R ′ ). Furthermore, the length of S ′ is the same as that of S which is the shortest for this instance. Thus, we can shrink the subgraph G[R] into G[R ′ ] whose order is α.
Case (ii): Shrinking A(x) with |ON(x)| = 1 in Step 2.
In this case, the length of a shortest reconfiguration sequence is at most 2k. Let us choose an arbitrary set A ′ ⊆ A(x) of size β (indeed, the size α is sufficient). We will see that there exists a shortest reconfiguration sequence, each independent set of which is a subset of I 0 ∪I r ∪A ′ . For the shortest reconfiguration sequence S = I 0 , I 1 , . . . , I ℓ in G, we let {u i−1 } = I i−1 \ I i and {v i } = I i \ I i−1 for i = 1, . . . , ℓ. Let U = i=1 I i \(I 0 ∪I r ) and I A ′ be an independent set of G[A ′ ] with size k. Let ON(x) = {w}, and we assume w ∈ I 0 without loss of generality; it is symmetric for the case where w ∈ I r \ I 0 . Let I j0 be the first independent set such that w ∈ I j0 , that is, the token on u j0−1 = w in I j0−1 moves to some vertex v j0 in I j0 . If such j 0 does not exist, the token stays on w throughout the reconfiguration sequence S; the shortest reconfiguration sequence does not use any neighbor of w (i.e., any vertex in A(x)), and hence we can shrink A(x) into A ′ (actually can remove all vertices A(x) in such a case) without affecting the length of a shortest reconfiguration sequence. Then, there are two cases: (a) v j0 ∈ I r , and (b) v j0 ∈ I r .
We first see the case (a). In the following, we assume that v j0 ∈ I 0 ; for the case of v j0 ∈ I 0 , we can apply a similar argument by modifying function g defined below. We consider an injective function g : I 0 ∪ I r ∪ U → I 0 ∪ I r ∪ I A ′ such that g(u) = u for u ∈ I 0 ∪ I r and g(u) ∈ I A ′ for u ∈ U . By using g, we define a new sequence I ′ ℓ are not independent sets; that is, w = v j ∈ I j \ I j−1 holds for some j, and I ′ j may contain both w and some of its neighbors. Here, we consider two sub-cases (a-1): w ∈ I 0 \ I r , (a-2): w ∈ I 0 ∩ I r . We first consider the sub-case (a-1). There exists a pair j 1 and j 2 (< ℓ) such that v j1 = u j2 = w and w ∈ I j1 ∩ · · · ∩ I j2 , since w ∈ I r . Then, we replace I A ′ (such an unused vertex always exists). These I ′′ i 's are independent sets. Continuing this argument, we obtain a new shortest reconfiguration sequence. Thus, we can shrink A(x) into A ′ with guaranteeing the shortest length of a reconfiguration sequence for case (a-1). In the sub-case (a-2), there exists j 1 such that v j1 = w and w ∈ I j1 ∩· · ·∩I ℓ , and we can assume that the token moved from w to g(v j0 ) in I Next we consider the case (b). In this case, the token on w moves to a vertex in I r and may reach the goal. If no token uses any vertex in A(x) in S, shrinking A(x) to A ′ does not affect the shortest length of a reconfiguration sequence. Thus we can assume that there exists I j1 after I j0 such that v j1 ∈ A(x). Then, by using g defined above, we consider a new sequence I In this case, we shrink A(x) into a subset B ′ (x) of A(x) with size β ′ : it should be noted that, instead of β in Section 3.1, we here set a larger value β ′ = 4(2(k + ℓ − 2) + ℓ − 1) to preserve the shortest length, where ℓ is the length of S, a shortest reconfiguration sequence in G. Recall that, since we deal with a yes-instance, ℓ is a fixed-parameter size and hence β ′ is, too. Similarly as in Case (i) above, we will prove that there exists a reconfiguration sequence S ′ = I ⊓ ⊔
