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COUNTING ANOSOV GRAPHS
MEERA MAINKAR, MATTHEW PLANTE, AND BEN SALISBURY
Abstract. In recent work by Dani and Mainkar, a family of finite simple graphs was
used to construct nilmanifolds admitting Anosov diffeomorphisms. Our main object
of study is this particular set of graphs, which we call Anosov graphs. Moreover, Dani
and Mainkar give a lower bound on the number of Anosov graphs in terms of the
number of vertices and number of edges. In this work, we improve this lower bound
in terms of vertices and edges, and we give lower and upper bounds solely in terms of
the number of vertices.
1. Introduction
We define an equivalence relation on the set of vertices of a simple graph as follows.
We say that two vertices are equivalent if they have the same open neighborhoods or the
same closed neighborhoods. We call a connected simple graph an Anosov graph if each
equivalence class contains at least two vertices and the vertices in an equivalence class
of size two are adjacent. In [1], this set of graphs was used to construct examples of
nilmanifolds admitting Anosov diffeomorphisms which play an important and beautiful
role in hyperbolic dynamics.
To motivate the connection to Anosov diffeomorphisms, we first recall the construc-
tion of two-step nilpotent Lie algebra associated to a finite simple graph G = (V,E),
where V is the set of vertices and E is the set of edges. Denote by V the real vec-
tor space with basis V and let W be the subspace of the second exterior power ∧2 V
spanned by x ∧ y, for x, y ∈ V such that xy ∈ E. Consider the (vector space) direct
sum N = V ⊕ (∧2 V)/W. One may define a Lie bracket structure on N by asserting
(1) [v1, v2] = v1 ∧ v2 modW, for v1, v2 ∈ V, and
(2) [u,w] = 0 for u ∈ N and w ∈ (∧2 V)/W.
The Lie algebra N defined using the relations above is a two-step nilpotent Lie
algebra; that is, [N , [N ,N ]] = {0}. We call the simply-connected nilpotent Lie group
N corresponding to the Lie algebra N the (two-step) nilpotent Lie group associated to
the graph G. Let Γ denote the lattice in N corresponding to the (additive) subgroup of
N generated by V ∪{12x∧ y : xy ∈ E}. Then the nilmanifold N/Γ is called a (two-step)
nilmanifold associated with graph G.
In [1], the authors proved that the graph is Anosov if and only if the two-step nil-
manifold associated with the graph admits an Anosov diffeomorphism. In this article,
we give a lower bound for the number of Anosov graphs in terms of number of vertices
2010 Mathematics Subject Classification. Primary 05C30; Secondary 05C22, 22E25.
Key words and phrases. graph enumeration, quotient graph, Anosov graph.
M.M. was partially supported by CMU Early Career Grant #C61940.
B.S. was partially supported by CMU Early Career Grant #C62847.
1
and number edges (see Theorem 4.8). We note that the dimension of the nilmanifold
associated with a graph is the sum of number of vertices and number of edges. It is
known that two graphs are isomorphic if and only if the associated nilpotent Lie groups
are isomorphic (see [4]). Hence Theorem 4.8 gives a lower bound for number of nilman-
ifolds of a given dimension associated with graphs admitting Anosov diffeomorphisms.
This lower bound is an improvement of the lower bound given in [1].
Whether or not a graph is Anosov involves looking at clusters of vertices and how they
collectively interact with neighboring clusters of vertices. The study of Anosov graphs
may then be reduced to studying modified graphs with the clustering behavior of the
vertices already simplified. The resulting reduced graphs are called quotient graphs.
In Section 5, we give both lower and upper bounds on the number of Anosov graphs
on n vertices (Theorem 5.4). In Section 6, we prove that the number of Anosov graphs
on n vertices is bounded below by the number of partitions on n if n ≥ 9 (Theorem 6.1).
This shows that the number of Anosov graphs on n vertices grows exponentially as n
increases. For smaller values of n, we list all Anosov graphs on n vertices in Appendix
A. In Appendix B, we give SageMath code for determining whether or not a given
graph is Anosov.
2. Background and Notation
2.1. Partitions. Denote the cardinality of a set S by |S| and let [n] = {1, 2, . . . , n}
for all n ∈ N. A partition λ of a natural number n ∈ N is an ordered tuple λ =
(λ1, λ2, . . . , λk) where λi ∈ N, λi+1 ≤ λi for all i ∈ [k] and λ1 + · · · + λk = n. If
λ = (λ1, . . . , λk), define the length of λ to be k, which we will denote by ℓ(λ) = k.
Write λ ⊢ n to indicate that λ is a partition of n. If λ = (λ1, . . . , λk), then each λi is
called a part of λ and ℓ(λ) is the total number of parts in λ.
2.2. Graphs. We will appeal to [2] for common notions from the theory of graphs; any
terms used, but not defined, here may be found in that text.
We will not consider graphs with multiple edges but adopt the convention that a graph
is allowed loops and a simple graph is not allowed loops. A simple graph G = (V,E)
is complete provided for each pair of distinct vertices x, y ∈ V the edge xy ∈ E; these
simple graphs are denoted Kr, where r is the number of vertices in the graph. Similarly,
a simple graph G = (V,E) is edgeless provided E = ∅; these graphs are denoted Kr,
where r again denotes the number of vertices.
Given an equivalence relation R on the set of vertices V of a graph (V,E) the quotient
graph of G modulo R is the graph whose vertices are equivalence classes of the vertices
induced by R and there is an edge between the vertices if the vertices of the equivalence
classes were adjacent in G. Denote the quotient graph G modulo R with
G/R = (V/R, {PiPj : xy ∈ E for x ∈ Pi and y ∈ Pj}),
where {P1, . . . , Pk} is the equivalence classes in V/R. If multiple edges exist between
vertices, then merge them into a single edge.
2.3. Neighborhoods. Let G = (V,E) be a graph. For x ∈ V , define the open neigh-
borhood and closed neighborhood of x, respectively, to be
N(x) = {y ∈ V : xy ∈ E} and N(x) = N(x) ∪ {x}.
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Definition 2.1. For vertices x, y ∈ V , we say x ∼ y if N(x) = N(y) or N(x) = N(y).
Remark 2.2. If N(x) = N(y), it is sometimes said that x and y are twin vertices.
Along these lines, the condition N(x) = N(y) may be interpreted as x and y being
“conjoined twins.”
Lemma 2.3. The relation ∼ is an equivalence relation on V .
Proof. One can observe ∼ is clearly reflexive. Also, ∼ is symmetric, as for any x, y ∈ V
if x ∼ y then either N(x) = N(y) or N(x) = N(y). In either case y ∼ x. To see ∼ is
transitive, assume x ∼ y and y ∼ z for distinct x, y, z ∈ V . If N(x) = N(y) = N(z) or
N(x) = N(y) = N(z) then we are done. On the contrary, assume N(x) = N(y) and
N(y) = N(z). Then z ∈ N(x), or rather x ∈ N(z) and thus x ∈ N(y) a contradiction
since we assumed N(x) = N(y). 
For any simple graph G we can partition the set of vertices V into equivalence classes,
P1, P2, . . . , Pk, with respect to ∼. Let λi = |Pi| for each i ∈ [k] and assume that
λ1 ≥ · · · ≥ λk. Then each vertex of V is in exactly one Pi and λ = (λ1, λ2, . . . , λk) ⊢ |V |.
In this case, we say G is of type λ = (λ1, . . . , λk). We will say a class Pi is edgeless if
the subgraph G[Pi] is edgeless and we will say Pi is complete if the subgraph G[Pi] is
complete.
Example 2.4. Suppose G = (V,E) is the graph
a
b
c
d
e f
g
h
Here the relation ∼ partitions V into P1 = {a, b, c}, P2 = {d, e, f}, P3 = {g, h}, so
G is of type λ = (3, 3, 2). Moreover G[P1] is complete, G[P2] is edgeless, and G[P3] is
edgeless.
a b c
G[P1] :
d e f
G[P2] : g h
G[P3] :
The quotient graph G/∼ is the graph,
P1
P2
P3
Lemma 2.5. Each equivalence class Pi is either edgeless or complete.
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Proof. If Pi is edgeless, then we are done. On the other hand, suppose Pi is not edgeless;
that is, there is an edge xy ∈ E(Pi). To show Pi is complete we will have to show for
every two vertices u, v ∈ V (Pi), uv ∈ E(Pi). Let u and v be V (Pi). If u = x and
v = y then we are done, so assume otherwise. Without loss of generality, say u 6= x.
Since u and y are both in Pi, we know u ∼ y and N(y) ⊆ N(u). However x ∈ N(y)
since xy ∈ E(Pi), thus x ∈ N(u) and xu ∈ E(Pi) since x 6= u. Since v ∼ x and
xu ∈ E(Pi), we have uv ∈ E(Pi). Since u and v are chosen arbitrarily, it follows that
Pi is complete. 
3. Anosov graphs
Definition 3.1. Let G be a connected simple graph of type λ = (λ1, . . . , λk). We say
G is Anosov if
(1) λk ≥ 2, and
(2) λi = 2 implies Pi is edgeless for all 1 ≤ i ≤ k, where Pi denotes the corresponding
equivalence class (see Section 2.3).
Example 3.2. The graph
v1 v2
G :
v3
v4 v5
is Anosov, but the two graphs
v1 v2
G′ :
v3
v4 v5
v1 v2
G′′ :
v3
v4
are not Anosov.
Let A be the family of Anosov graphs, An be the set of all graphs in A on n vertices,
and let a(n) be the number of Anosov graphs on n vertices. We will now define families U
and L which will be useful in finding a lower and upper bound on the number of Anosov
graphs in terms of vertices. Define U to be the set of all (not necessarily connected)
graphs of type λ = (λ1, . . . , λk) such that λk ≥ 2, Un to be the set of all graphs in U on
n vertices, and U(n) = |Un|. Similarly, define L to be the set of all connected graphs of
type λ = (λ1, . . . , λk) such that λk ≥ 3, Ln to be the set of all graphs in L on n vertices,
and L(n) = |Ln|. By definition of Anosov graphs, we have the following.
Proposition 3.3. L(n) ≤ a(n) ≤ U(n).
4. Quotient graphs and lower bounds
In this section we shift our attention to the quotient graphs of simple graphs modulo
∼ (see subsection 2.3). Quotient graphs are particularly useful when observing Anosov
graphs since each Anosov graph partitions its vertices into classes of size at least 2. We
associate with each of these quotient graphs G/∼ a weight function, wt: V/∼ −→ N,
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such that wt(v) is the number of vertices from G in the same equivalence class of v
induced by ∼. In drawing the quotient graph induced by ∼ we write each weight next
to its corresponding vertex. Another important question we will address first is when
is a graph G = ([k], E ,wt) where wt is an arbitrary weight function wt: [k] −→ E a
quotient graph, G/∼, for some simple graph G. By answering this question we also
develop a method for constructing our first lower bound on Anosov graphs in terms of
both vertices and edges.
Definition 4.1. Given a graph G = ([k], E ,wt), we say the deconstruction of G induced
by ∼ is a graph G = (V,E) defined as follows. For each i ∈ [k], define
Di = {vi,1, . . . , vi,wt(i)} and V =
⊔
i∈[k]
Di. (4.1)
For distinct x, y ∈ V with x ∈ Di and y ∈ Dj for some i, j ∈ [k], set
(1) xy ∈ E if ij ∈ E ,
(2) xy 6∈ E otherwise.
Lemma 4.2. Let G = ([k], E ,wt) and let G = (V,E) be the deconstruction of G, with
D1,D2, . . . ,Dk subsets of V as defined in Equation (4.1). If x, y ∈ Di for any i ∈ [k],
then x ∼ y.
Proof. Let x, y ∈ Di be given. We will show that N(x) = N(y) or N(x) = N(y). Let
z ∈ N(x). We will break this proof into two cases.
Case 1. Assume z ∈ Di. Since z ∈ N(x), it must be that N(x) = N(z) by Definition
4.1. However, y ∈ Di, so this would imply N(y) = N(z). Combining these we get
N(x) = N(y).
Case 2. Assume z 6∈ Di. Since z 6∈ Di and z ∈ N(x), it must be that z ∈ Dj for
some j 6= i with ij ∈ E . However, y ∈ Di, so this would imply z ∈ N(y). Therefore
N(x) ⊆ N(y). Similarly we can show that N(y) ⊆ N(x) and hence x ∼ y for all
x, y ∈ Di for all i ∈ [k]. 
Remark 4.3. As a function from graphs with weight functions to simple graphs, de-
construction is not injective.
Theorem 4.4. A connected graph G = ([k], E ,wt) has a deconstruction to an Anosov
graph provided
(1) wt(i) ≥ 2 for all i ∈ [k];
(2) for all i ∈ [k], if wt(i) = 2, then ii 6∈ E.
Proof. Assume the above conditions for G = ([k], E ,wt). Let G = (V,E), be the decon-
struction of G with D1,D2, . . . ,Dk subsets of V as defined in Equation (4.1). Since G is
connected, G is also connected. If ∼ partitions the vertices of V into classes P1, . . . , Pm,
then by Lemma 4.2 for each i ∈ [k], there exists j ∈ [m] such that Di ⊆ Pj . Since
each Pj is nonempty, it must contain a Di, so we get a well-defined surjective function
{D1, . . . ,Dk} −→ {P1, . . . , Pm}. Thus m ≤ k. Since for each i ∈ [k] there exists j ∈ [m]
such that Di ⊆ Pj , we obtain
min(|P1|, . . . , |Pm|) ≥ min(|D1|, . . . , |Dk|) = min(wt(1), . . . ,wt(k)).
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Since we assumed wt(i) ≥ 2 for all i ∈ [k] we have |Pj | ≥ 2 for all j ∈ [m]. If |Pj | = 2
then |Di| = 2 with Di = Pj for some i ∈ [k] and Pj is edgeless by condition (2), since
G[Di] is edgeless so G is Anosov. 
Remark 4.5. Conditions (1) and (2) in Theorem 4.4 are not necessary conditions for
a deconstruction of a graph with a weight function to be Anosov.
Lemma 4.6. A graph G = ([k], E ,wt) is the quotient graph G/∼ where G of type
(wt(1), . . . ,wt(k)) provided, if i, j ∈ [k] are distinct, then ii ∈ E and jj ∈ E implies
NG(i) 6= NG(j); similarly, ii 6∈ E and jj 6∈ E implies NG(i) 6= NG(j). In this case,
G/∼ = G.
Proof. Assume the above condition for G = ([k], E ,wt). Let G = (V,E) be the decon-
struction of G, with D1,D2, . . . ,Dk subsets of V as defined in Equation (4.1). Assume
{D1, . . . ,Dk} are the equivalence classes coming from ∼. Notice for i, j ∈ [k], by Defi-
nition 4.1, we have ij ∈ E , x ∈ Pi, y ∈ Pj and x ∈ N(y), wt(i) = λi, and ii 6∈ E when
G[Di] is edgeless and ii ∈ E when G[Dj ] is complete. We claim that {D1, . . . ,Dk} are
equivalence classes coming from ∼. If we can prove this claim, then G is the quotient
graph G/∼. By Lemma 4.2, we have that x ∼ y for all x, y ∈ Di for each i ∈ [k]. It
suffices to show x 6∼ y provided i 6= j with x ∈ Di and y ∈ Dj for all i, j ∈ [k]. Suppose,
by way of contradiction, that i 6= j but there exists x ∈ Di and y ∈ Dj such that x ∼ y.
We will break this proof into two cases.
Case 1. Assume xy ∈ E. Since xy ∈ E by our deconstruction ij ∈ E . Let z ∈ Di,
then by transitivity of ∼ we have z ∼ y. Combining xy ∈ E and z ∼ y we have xz ∈ E.
Since G[Di] is not edgeless G[Di] is complete. By a similar argument we have G[Dj ] is
complete. Since G[Di] is complete and G[Dj ] is complete we have ii ∈ E and jj ∈ E .
However x ∼ y so by our construction i ∼ j in G and NG(i) = NG(j). This contradicts
our hypothesis.
Case 2. Assume xy 6∈ E. Since xy 6∈ E by our deconstruction ij 6∈ E . Let z ∈ Di, then
by transitivity of ∼ we have z ∼ y. Combining xy 6∈ E and z ∼ y we have xz 6∈ E. Since
xz ∈ E we have G[Di] is edgeless. By a similar argument we have G[Dj ] is edgeless.
Since G[Di] is edgeless and G[Dj ] is edgeless we have ii 6∈ E and jj 6∈ E . However x ∼ y
so by our construction i ∼ j in G and NG(i) = NG(j). This contradicts our hypothesis.
In either case, we arrive at a contradiction. Therefore, G is the quotient graph
G/∼. 
Theorem 4.7. A connected graph G = ([k], E ,wt) is a quotient graph G/∼ where G is
Anosov of type (wt(1), . . . ,wt(k)) provided,
(1) wt(k) ≥ 2;
(2) for all i ∈ [k], if wt(i) = 2, then ii 6∈ E;
(3) if i, j ∈ [k] are distinct, then ii ∈ E and jj ∈ E implies NG(i) 6= NG(j); similarly,
ii 6∈ E and jj 6∈ E implies NG(i) 6= NG(j).
Proof. By Theorem 4.4, G is Anosov of type (wt(1), . . . ,wt(k)), and by Lemma 4.6,
G/∼ = G. 
Now we will improve the lower bound given in [1], which is
ν(n+m) >
1
12
(n+m− 3
√
2(n +m)− 17), (4.2)
6
where ν(n+m) is the number of Anosov graphs with n vertices and m edges.
Theorem 4.8. The number of Anosov graphs is bounded below in terms of the number
of vertices, n, and number of edges, m, that is,
ν(n+m) >
n+m
3
−
√
2(n +m)− 9
2
. (4.3)
Proof. Let G = ([k], E ,wt), such that wt(0) = q ≥ 2, wt(i) = 2 for all i ∈ [k], ii 6∈ E for
all i ∈ {0} ∪ [k], and there is only one edge connecting the vertex 0 to the graph. By
Theorem 4.4, if G = (V,E) is the deconstruction of G then G is Anosov. Let p be the
number of edges in G[{1, . . . , k}], but there is only one edge connecting 0 to the rest of
G so p = |E| − 1. For i, j ∈ [k], consider the induced subgraph G[i, j] with ij ∈ E :
2
2
From this we notice between two connected vertices in G[{1, . . . , k}] are 4 edges in D(G).
Similarly consider the subgraph G[0, i] where 0i ∈ E :
q
2
· · ·
Here we notice the number of edges between the vertex 0 and the vertex 0 is connected
with is 2q in G. Hence the number of edges,m, in G is 4p+2q and the number of vertices,
n, is 2k+q, or rather, n+m = 2k+3q+4p. Let w = n+m. We will assume w > 9. Now
we will construct Anosov graphs for given w = n +m. We choose q = 2 if w, is even
and q = 3 if w is odd. In the case where w is even we have 2k + 3q + 4p = 2k + 6+ 4p,
so w = 2k + 6 + 4p, or rather,
w − 6
2
= k + 2p.
Similarly if w is odd,
w − 9
2
= k + 2p.
For simplicity,
α =
{
w−6
2 if w is even,
w−9
2 if w is odd.
We need a restriction on p and k to assure we have enough edges to make G connected
but not too many edges to exceed maximum allowed amount of edges. The minimum
number of edges that guarantee G is connected is k−1. On the other hand, the maximum
amount of edges a graph can have is
(
k
2
)
, so
k − 1 ≤ p ≤
(
k
2
)
.
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From w = 2k + 6 + 4p, we have p = 12(α − k). To get an upper bound on k, replace p
with k − 1 to obtain,
k − 1 ≤ α− k
2
=⇒ k ≤ α+ 2
3
.
Similarly, to get a lower bound on k, replace p with
(
k
2
)
to obtain,(
k
2
)
=
k(k − 1)
2
≥ α− k
2
=⇒ k ≥ √α.
For each integer k in the interval
[√
α, α+23
]
, we can choose a value for p such that we
can construct an Anosov graph. The number of integers between
√
α and α+23 is given
by ⌊
α+ 2
3
⌋
− ⌈√α⌉+ 1,
where for a real number r, ⌊r⌋ denotes the largest integer not greater than r and ⌈r⌉
denotes the smallest integer not less than r. We know that the decimal part of α+23 is
at most 23 since α is an integer, so
⌊
α+2
3
⌋ ≥ α+23 − 23 and thus⌊
α+ 2
3
⌋
− ⌈√α⌉+ 1 ≥ (α+ 2
3
− 2
3
)
− (√α+ 1) + 1 = α+ 2
3
−√α− 2
3
.
So the number of integer values between
√
α and α+23 is at least
1
3(α−3
√
α). Therefore,
ν(w) >
1
3
(α− 3√α).
We know w − 9 < w − 6 < w, for all w. Therefore
1
3
(α− 3√α) > 1
3
(
w − 9
2
− 3
√
w
2
)
=
1
6
(w − 3
√
2w − 9).
We repeat the process with a different class of Anosov graphs. Suppose we set 00 ∈ E
and wt(0) = q ≥ 3 in G. Then the number of edges in G is 12(q2 + 3q + 8p) and the
number of vertices in G is 2k + q so w = 12 (4k + q
2 + 5q + 8p). Let w > 18 be given. If
w is odd we choose q = 3, otherwise we choose q = 4. Therefore w = 2k + 12 + 4p or
w = 2k + 18 + 4p; i.e.,
w − 12
2
= k + 2p or
w − 18
2
= k + 2p.
Let
α =
{
w−18
2 if w is even,
w−12
2 if w is odd.
If k ∈ [√α, α+23 ], then any p value which satisfies α = k+2p also satisfies k−1 ≤ p ≤ (k2).
Since we are working with graphs, k must be an integer and the number of integer values
between
√
α and α+23 is at least
1
3(α− 3
√
α). Therefore,
ν(w) ≥ 1
3
(α− 3√α).
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We know w − 18 < w − 12 < w, for all w. Therefore
1
3
(α− 3√α) > 1
3
(
w − 18
2
− 3
√
w
2
)
=
1
6
(w − 3
√
2w − 18),
and thus
ν(w) >
1
6
(w − 3
√
2w − 18).
Since we counted two distinct families we can add the lower bounds from both cases
together to get,
ν(w) >
w
3
−
√
2w − 9
2
.
But, as we stated before w = n+m this completes the proof. 
5. Bounds on the number of Anosov graphs
For the following upper and lower bounds we will need sufficient conditions for a
graph with a weight function to be the quotient graph of an Anosov graph in terms of
its adjacency matrix. However all we need for this is an alteration of our previous result
Theorem 4.7.
Theorem 5.1. A connected graph G = ([k], E ,wt) is a quotient graph G/∼ where G is
Anosov of type (wt(1), . . . ,wt(k)) provided,
(1) wt(i) ≥ 2 for all i ∈ [k];
(2) for all i ∈ [k] if wt(i) = 2 then ii 6∈ E;
(3) no two rows in the adjacency matrix A(G) repeat.
Proof. Let A(G) = (aij). By Theorem 4.7, we need to show that having no two rows
in A(G) repeat implies: if i, j ∈ [k] are distinct, then ii ∈ E and jj ∈ E implies
NG(i) 6= NG(j). Similarly, ii 6∈ E and jj 6∈ E implies NG(i) 6= NG(j). Let i 6= j, ii ∈ E ,
jj ∈ E and assume by way of contradiction that NG(i) = NG(j). Since N(i) = N(j) we
have ain = ajn for all n ∈ [k], but this would result in two rows being identical. Similarly,
let i 6= j, ii 6∈ E , jj 6∈ E and assume by way of contradiction that N(i) = N(j). Since
ii 6∈ E and jj 6∈ E , we know aii = 0 and ajj = 0. Since N(i) = N(j), we know aij = 0,
aji = 0, and ain = ajn for all n ∈ [k]. This results in two rows being identical in A(G),
which is a contradiction. 
Lemma 5.2. Let n ∈ N and λ ⊢ n. If G = (V,E) is a graph with |V | = ℓ(λ) then the
number of ways to map the parts of λ to the vertices of G is
ℓ(λ)!∏λ1
i=1 k(λ, i)!
,
where λ = (λ1, . . . , λℓ(λ)) and k(λ, i) = |{λj : λj = i}|.
Proof. The number of ways to order n objects in which ni of them are of type i for all
i ∈ [r] is
n!
n1!n2! . . . nr!
,
9
where r is the number of different types. Hence, in our case we have,
ℓ(λ)!∏λ1
i=1 k(λ, i)!
. 
Definition 5.3. Define X(t) to be the number of t× t symmetric binary matrices with
no repeating rows up to graph equivalence.
Theorem 5.4. Let a(n) be the number of Anosov graphs on n vertices and Λj(n) =
{λ : λ ⊢ n and λℓ(λ) ≥ j}. Then
1
2
∑
λ∈Λ3(n)
X(ℓ(λ)) ≤ a(n) ≤
∑
λ∈Λ2(n)
ℓ(λ)!∏λ1
i=1 k(λ, i)!
X(ℓ(λ)),
where k(λ, i) = |{λj : λj = i}|.
Proof. By Proposition 3.3, if we show
U(n) ≤
∑
λ∈Λ2(n)
X(ℓ(λ))ℓ(λ)!∏λ1
i=1 k(λ, i)!
and L(n) ≥ 1
2
∑
λ∈Λ3(n)
X(ℓ(λ)),
then we are done. Let n ∈ N be given. By Theorem 5.1 each matrix counted in X(t)
is a distinct adjacency matrix of an Anosov graph provided we attach the appropriate
weights. By Lemma 5.2, we know the number of graphs of type λ is at most
ℓ(λ)!∏λ1
i=1 k(λ, i)!
X(ℓ(λ)).
Sum over all partitions of n with part size greater than or equal to 2 to obtain,
U(n) ≤
∑
λ∈Λ2(n)
ℓ(λ)!∏λ1
i=1 k(λ, i)!
X(ℓ(λ)).
We can use a similar strategy for a lower bound on L(n). Let J(n) be the number of
graphs of type (λ1, . . . , λk) where λk ≥ 3, not necessarily connected. It can be seen that
a graph is connected if the complement of the graph is disconnected. At worst, half of
the graphs we count in J(n) are disconnected, so
1
2
J(n) ≤ L(n).
Unlike in the previous part, we cannot guarantee that rearranging weights with a adja-
cency matrix produces two district graphs. In fact, there are partitions that, when used
as weights, produce the same graph no matter how they are arranged. Thus, the best
bound we can obtain by arranging weights is,∑
λ∈Λ3(n)
X(ℓ(λ)) ≤ J(n),
which gives us
1
2
∑
λ∈Λ3(n)
X(ℓ(λ)) ≤ L(n). 
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Remark 5.5. If we omit the restriction that a graph must be connected to be Anosov,
then the lower bound from Theorem 5.4 changes. In the proof of Theorem 5.4, we found
a lower bound on J(n), the number of graphs of type λ = (λ1, . . . , λk), where λk ≥ 3.
However, since we no longer need connectedness for a graph to be Anosov, we have that
every graph of type λ = (λ1, . . . , λk), where λk ≥ 3, is Anosov. Hence J(n) ≤ a(n) and∑
Λ3(n)
X(ℓ(λ)) ≤ a(n).
A major caveat of these previous proofs is that there is no explicit definition for
X(t). However, we can use lower and upper bounds on X(t) to take its place in the
proof above. Since each matrix counted in X(t) is symmetric, we can use the number
of t× t binary symmetric matrices as an upper bound, 2(t+12 )/t!. We know 2(t+12 ) is the
number of graphs with t vertices, so at worst there are t! graphs which are isomorphic
to each other for each isomorphism class.
Similarly we can use 2t as a lower bound for X(t).
Lemma 5.6. Given a binary string of length t, we can construct a unique t×t symmetric
binary matrix with no repeating rows.
Proof. If α = {α1, . . . , αt} is a binary string, then define αi to be the opposite of αi and
define a t× t matrix A = (aij) as follows:
aij =


αj if j > i,
αi if i > j,
αi if i = j.
For each binary string α of length t, we get a unique matrix, since the first row is
(α1, α2, . . . , αt). It remains to show that no two rows of A repeat. Let i, j ∈ [t] be given.
Without loss of generality, assume 1 < i < j. We want to compare the two strings
(ai1, . . . , aij , . . . , ait) and (aj1 . . . , ajj , . . . , ajt).
Since j > i, we have aij = αj, but ajj = αj , so the two strings cannot be the same. Since
these two rows were chosen arbitrarily, we have shown A has no repeating rows. 
From Lemma 5.6, we obtain 2
t
t! ≤ X(t). We need 2
t
t! and not just 2
t since there is
no guarantee that two distinct matrices are not adjacency matrices of the same graph.
However, there are at most t! matrices that are adjacency matrices of the same graph.
We can generalize the strategy of comparing rows to create an even stronger lower
bound.
Theorem 5.7. For each t ∈ N,
2t−1(2t − 1)
t−1∏
i=2
max
(
2t−i − i, 1) ≤ X(t)t!
Proof. We will construct a t × t symmetric binary matrix A = (aij) such that no two
rows repeat. We will count the number of ways to fill the ith row that the entries in
rows 1, . . . , i − 1 are determined. Every entry of the first row is either 0 or 1, so the
number of possible first rows in A is 2t. Since A is symmetric a12 = a21. Thus there
are either 2t−1 choices or 2t−1 − 1 choices for the second row depending on whether or
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not a11 = a21. Half of the time there will be 2
t−1 choices for the second row, and for
the other half, there will be 2t−1 − 1 choices for the second row. Hence the number of
combinations for the first two rows is exactly,
2t
2
(2t−1) +
2t
2
(
2t−1 − 1) .
The tree below illustrates the possible branching paths when we choose entries for the
third row.
2t
2t−1 − 1
2t−1
2t−2 − 1
2t−2
2t−2 − 2
2t−2 − 2
2t−2 − 1
2t−2
A lower bound for X(t) is obtained by always choosing the bottom path on the graph.
If the graph were extended to the tth step and we follow the lowest path, we would have
exactly
2t
t−1∏
i=1
max
(
2t−i − i, 1) .
However, we know the probability of the first choice is cut evenly so
2t−1(2t − 1)
t−1∏
i=2
max
(
2t−i − i, 1) ≤ X(t)t!. 
6. Bounded by p(n)
In addition to finding explicit bounds on a(n), we can show that a(n) grows expo-
nentially as n increases. We will do this by showing there exists an injective function
from Λ(n) to An after some small value for n using quotient graphs, where Λ(n) is the
set of partitions of n. The fact that a(n) grows exponentially then follows from the
well-known result by Hardy and Ramanujan [3] that p(n) ∼ (4n√3)−1 exp(π√2n/3).
Theorem 6.1. Let n ∈ N with n ≥ 9. If p(n) is the number of partitions on n and
a(n) is the number of Anosov graphs on n vertices then,
p(n) ≤ a(n).
Proof. Let n ≥ 9. The deconstruction function, D, restricted to quotient graph G/∼ is
a bijection into graphs (see Section 4). If D∗n is the restriction of D to quotient graphs
induced by ∼ of Anosov graphs on n vertices, then D∗n is a bijection from quotient
graphs induced by ∼ of Anosov graphs on n vertices to An. It suffices to show there is
an injective function B from Λ(n) to quotient graphs induced by ∼ of Anosov graphs
on n vertices.
Let λ ⊢ n. We will define B explicitly through several cases. Assume λi ≥ 2 for all i.
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Case 1: λ = (λ1)
B(λ) =
λ1
Case 2: λ = (λ1, λ2)
B(λ) =
λ1 λ2
Case 3: λ = (λ1, λ2, λ3)
B(λ) =
λ1 λ2 λ3
Case 4: λ = (λ1, . . . , λk); k ≥ 4
B(λ) =
λ1 λ2 λ4
. . .
Case 5: λ = (λ1, 1)
B(λ) =
2 λ1 − 5 2 2
Case 6: λ = (λ1, λ2, 1)
B(λ) =
λ1 − 1 λ2 2
Case 7: λ = (λ1, λ2, λ3, 1)
B(λ) =
λ1 λ3 λ2 + 1
Case 8: λ = (λ1, λ2, λ3, λ4, 1)
B(λ) =
λ1 + 1 λ2 λ3 λ4
Case 9: λ = (λ1, . . . , λk, 1); k ≥ 5
B(λ) =
λk λ1 + 1 λ2 λ3 λk − 1
. . .
Case 10: λ = (λ1, . . . , λk, 1
t);λ1 ≥ 3, t ≥ 2
B(λ) =
λ1 λ2 λk t
. . .
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Case 11: λ = (2, 1t); t ≥ 7
B(λ) =
2 t− 4 2 2
Case 12: λ = (22, 1t); t ≥ 5
B(λ) =
2 t− 2 2 2
Case 13: λ = (2k, 1t); t ≥ 2
B(λ) = Kk+1,
where all vertices have weight 2 and are without loops except for one vertex
which has weight t.
Case 14: λ = (1t); t ≥ 9
B(λ) =
3 t− 6 3
Since each case produces a distinct quotient graph induced by ∼ of an Anosov graph,
we have B is injective. Therefore D∗n ◦B is an injective function from Λ(n) to An. 
Appendix A. Tables of Anosov graphs with at most 8 vertices
3
Table A.1. Anosov graphs on three vertices and their corresponding
quotient graphs induced by ∼.
4
2 2
Table A.2. Anosov graphs on four vertices and their corresponding
quotient graphs induced by ∼.
14
53 2
3 2
Table A.3. Anosov graphs on five vertices and their corresponding quo-
tient graphs induced by ∼.
6
4 2
4 2
3 3
3 3
15
22
2
Table A.4. Anosov graphs on six vertices and their corresponding quo-
tient graphs induced by ∼.
7
5 2
5 2
4 3
4 3
4 3
2
3
2
16
23
2
3 2 2
Table A.5. Anosov graphs on seven vertices and their corresponding
quotient graphs induced by ∼.
8
6 2
6 2
5 3
5 3
5 3
17
4 4
4 4
2
4
2
2
4
2
4 2 2
3 2 3
3 2 3
3 3 2
3 3 2
18
33
2
3
3
2
2 2
2 2
2 2 2 2
2 2
2 2
Table A.6. Anosov graphs on eight vertices and their corresponding
quotient graphs induced by ∼.
Appendix B. Anosov test in SageMath
def is_Anosov (self , allow_disconnected =False):
r"""
Return ‘‘True ‘‘ if ‘‘self ‘‘ is Anosov.
"""
n = self .order ()
L = range(n)
classes = []
V = self .vertices ()
if self .is_connected () == False and allow_disconnected == False:
return False
for v in range(n):
N_v = self .neighbors (V[v])
CN_v = self . neighbors (V[v]) + [v]
CN_v .sort ()
L[v] = [v]
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for u in range(n):
N_u = self .neighbors (V[u])
CN_u = self .neighbors (V[u]) + [u]
CN_u .sort ()
if (( N_v == N_u) or (CN_v == CN_u )) and (v != u):
L[v]. append(u)
L[v]. sort ()
if (L[v] not in classes ):
classes.append(L[v])
for i in range(len(classes )):
if len(classes [i]) == 1:
return False
if len(classes [i]) == 2:
for j in classes [i]:
for k in classes[i]:
if self .neighbors (V[j]) != self .neighbors (V[k]):
return False
return True
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