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Abstract
Let f(x, y) 6≡ 0 be a real-analytic planar function. We show that, for almost every R > 0
there exists an analytic 1-parameter family of vector fields Xλ which has {f(x, y) = 0} ∩
BR ((0, 0)) as a limit periodic set. Furthermore, we show that if f(x, y) is polynomial, then
there exists a polynomial family with these properties.
1 Introduction
Hilbert, in 1900, proposed to find an upper bound for the number of limit cycles depending
on the degree of the planar real-polynomial vector field, and to analyze the ‘distribution’ of
the limit cycles on the plane. This problem is known as the 16o Hilbert problem. Ilyashenko
[5] and E´calle [1] proved, independently, that any polynomial vector field has a finite number
of limit cycles. But, it is still an open question whether there exists an upper bound for the
number of limit cycles depending on the degree of the vector field.
Roussarie proposes a program to show the existence of this upper bound (see e.g. [8]).
This program is based on the notion of limit periodic sets for analytic families of planar vec-
tor fields, which was first defined by Franc¸oise-Pugh in [2]. We recall that an analytic family
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of planar vector fields is given by an open set U ⊂ R2, a n-dimensional analytic manifold Λ
(called the parameter space) and, for each λ ∈ Λ, a vector fieldXλ = a(x, y, λ) ∂∂x+b(x, y, λ) ∂∂y
defined in U such that the functions a, b : U ×Λ→ R are analytic. If Λ is an open set of Rn
and a, b are polynomials, then we say that Xλ is a polynomial family of planar vector fields.
Definition:([2]) A limit periodic set for Xλ is a compact non-empty subset Γ ⊂ U , such
that there exists a sequence (λn)n∈N → λ0 in the parameter space, and a limit cycle γn ⊂ U
of Xλn such that γn → Γ (in the Haussdorf metric) as n→∞.
The study of limit periodic sets is a classical subject in bifurcation theory. Some usual
non-trivial examples are: the homoclinic loop; the weak focus; the heteroclinic graph. In
relation with Roussarie’s program, Roussarie and Panazzolo give in [7] an explicit example
of a polynomial family with a segment as limit periodic set. A natural question which arises
is the following:
Problem: which kind of subset Γ ⊂ U can occur as limit periodic set of an analytic (or
polynomial) family of vector fields?
In this paper we will go further on the study of the structure of limit periodic sets. Our main
result provides many new examples of degenerated limit periodic sets. Given an analytic
function f : U ⊂ R2 → R and a positive scalar R ∈ R, we consider the following hypotheses:
i The closure of the ball BR = {p ∈ R2; ||p|| < R} is contained in U ;
ii The zero set of f , Z(f) = f−1(0), and the closed ball B¯R has non-empty intersection.
We note by Γ = Z(f) ∩ B¯R this intersection;
iii The function ∇f(x, y) restricted to Γ, is non zero outside a finite set of points;
iv The set Z(f) intersects the boundary of B¯R in a finite set of points, and the function
< ∇f(p)⊥, p > is non-zero at these points.
The main result of the paper is:
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Theorem 1.1. Let f : U ⊂ R2 → R be an analytic function and R ∈ R+ such that
hypotheses [i] − [iv] are satisfied. Then, there exists an analytic family Xλ, with parameter
space Λ = R, such that each connected component of Γ is a limit periodic set at λ = 0.
Furthermore, if f(x, y) is polynomial of degree M , then we can find Xλ polynomial of degree
at most 2(M − 1)(M − 2) + 7.
With weaker hypotheses, we obtain the following result:
Theorem 1.2. Let f : U ⊂ R2 → R be a non-zero analytic function and R ∈ R+ such
that the hypotheses [i] − [iii] are satisfied. Then there exists an analytic family Xλ, with
parameter space Λ = R, such that Γ is a union of limit periodic sets at λ = 0. Furthermore,
if f(x, y) is polynomial of degree M , then we can find Xλ polynomial of degree at most
2(M − 1)(M − 2) + 7.
Remark: The bound for the degree of Xλ obtained in theorem 1.2 is not optimal, as we
obtain it as a corollary of the more elaborate proof of theorem 1.1. Indeed, we could prove
the same theorem with only hypotheses [i] and [ii], and show that, if f(x, y) is polynomial
of degree M , we can construct Xλ polynomial of degree exactly 4M − 1. Through the paper
we will briefly indicate the necessary changes to improve this result.
In a forthcoming paper we will study the topology of arbitrarily degenerated limit periodic
sets using a desingularization processes.
1.3 Examples
First example: Let us consider f = xy, so Z(f) = {x = 0} ∪ {y = 0} is a ‘cross’ (see
figure 1 at left). It is clear that, for any R > 0 all conditions of theorem 1.1 are satisfied, in
particular, we take R = 1. Now consider the vector field:
Xλ =
 x˙ = λy + yx2 + (λ (x2 + y2 − 1) + x2y2) (λx+ xy2)y˙ = −λx− xy2 + (λ (x2 + y2 − 1) + x2y2) (λy + yx2) (1)
For each λ > 0, Xλ has an unique limit cycle given by:
γλ = {(xy)2 + λ(x2 + y2 − 1) = 0}
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Figure 1: At left, {f(x, y) = 0} and B1((0, 0)). At right, the limit cycle for λ = 1100 .
which converges to Z(f)∩ B¯1 as λ goes to zero. Figure 1 at right shows a limit cycle of this
field.
Second example: Let us consider f = xy(x + 1)(x − 1)(y + 1)(y − 1) and R = √3.
Then Z(f)∩ B¯R is represented by the figure 2 at left. We now construct the vector field (as
given in section 3):
Xλ = XHλ +Hλ(x, y)∇Hλ(x, y)
where XHλ is the Hamiltonian of Hλ(x, y) and:
Hλ(x, y) = f(x, y)
2 + λ(x2 + y2 −R2)
∏
e∈E
((x− xe)2 + (y − ye)2 − λ2)
where E = {1, 2, 3, 4}, p1 = (1, 12), p2 = (1,−12), p3 = (−1, 12) and p4 = (−1,−12).
For each λ > 0, Xλ has an unique limit cycle given by:
γλ = {f(x, y)2 + λ(x2 + y2 − 1)((x+ 1)2 + (y + 12)2 − λ2)((x+ 1)2 + (y − 12)2 − λ2)
((x− 1)2 + (y + 1
2
)2 − λ2)((x− 1)2 + (y − 1
2
)2 − λ2) = 0}
which converges to Z(f) ∩ B¯√3 as λ goes to zero. Figure 2 at right, shows a limit cycle of
this field. Notice that it is connected.
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Figure 2: At left, Z(f) and B¯R. At right, the limit cycle for λ =
1
10000 .
Let us now illustrate what is obtained applying the weaker result of theorem 1.2.
Third example: Again let us consider f = xy(x + 1)(x − 1)(y + 1)(y − 1) and R = √3.
Take the vector field:
Xλ = XHλ +Hλ(x, y)∇Hλ(x, y)
where:
Hλ(x, y) = f(x, y)
2 + λ(x2 + y2 −R2)
For each λ > 0 small enough, Xλ has five limit cycles (see figure 3) given by the five connected
components of the set:
{f(x, y)2 + λ(x2 + y2 − 1) = 0}
which converges to Z(f)∩B¯√3 as λ goes to zero. In general, the polynomial families obtained
through theorem 1.2 are of much smaller degree. However we can only guarantee the Γ is a
union of a finite number of limit periodic sets (which is five at this example).
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Figure 3: The limit cycles for λ = 110000 of the third example. Remark the contrast with figure 2
at right.
1.4 Sketch of the proof
The basic idea to obtain the family Xλ is to find a function H(x, y, λ) with the following
properties for λ > 0:
• Gλ = {(x, y);H(x, y, λ) = 0} is compact;
• The sets Gλ converges (on the Haussdorf topology) to Γ as λ goes to zero;
• There exists a sequence (λn)n∈N → 0, such that Gλn is regular ;
• If Γ is the union of N connected components, then Gλ, for λ > 0 sufficiently small, is
the union of N connected components, each one of them converging (on the Hausdorff
topology) to a different connected component of Γ.
Once we get this function, we will explicit construct the analytic-family Xλ as a perturbation
of its Hamiltonian. All this construction is done in section 2.
The section 3 is devoted to the proof of the first three properties, and section 4 to the
proof of the fourth property. The fourth property is more complicated: the basic idea is
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to get a local description of Gλ for λ small enough and proceed with a topological global
argument.
2 The explicit family
At this section, assuming two technical propositions, we prove theorems 1.1 and 1.2 by ex-
plicitly constructing the analytic family Xλ. The proof of these technical propositions will
be given in the remaining sections of the paper.
From now on, we will always consider f(x, y) 6≡ 0 and R ∈ R+ satisfying hypotheses [i]−[iii].
By the Newton-Puiseux theorem (see e.g. [6], chap 2) and the compactness of B¯R, it is clear
that BR \ Z(f) is a finite union of connected open sets Cj, where j ∈ J for some index set
J ⊂ N. By the same reasoning, it is easy to see that the boundary of each Cj is a finite
union of points and regular 1-manifolds. Call (Cj)j∈J the first support of (f,R).
A Cj is exterior if ∂Cj ∩ ∂BR(p0) contains a 1-manifold. It will be called interior oth-
erwise. Take the union: C˜ = ∪k∈KCk, where K = {k ∈ J ;Cj is exterior }. Defining
I = (J \K) ∪ {0} and indexing C˜ by C0, we define the support of (f,R) as (Ci)i∈I .
An adjacency graph of (f,R) is the simple graph G = (I, F ) where, {i, j} ∈ F if ∂Ci ∩ ∂Cj
contains a 1-manifold. A spanning tree T = (I, E) of G will be called an adjacency tree of
(f,R) (for basic concepts of graph theory see e.g. [3]).
Lemma: There exists an adjacency tree for (f,R).
Proof. It is a simple exercise to show that a graph is connected if, and only if, it admits a
spanning tree. Take I0 = {0}, I1 = {i ∈ I; ∂Ci ∩ ∂C0 contains a 1−manifold } and so on.
As the number of components Ci is finite, this process ends and we have that I∞ = ∪j∈NIj
is a connected subcomponent of I. Now, by the Newton-Puisseux theorem and maximality
of I∞, the boundary of ∪i∈I∞C¯i must be ∂B¯R. So, I = I∞.
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Fix an adjacency tree T = (I, E) of (f,R). Now, for each {e1, e2} ∈ E, we chose a point
pe = (xe, ye) such that:
• pe is on the 1-dimensional boundary of Ce1 and Ce2 ;
• ∇f(pe) 6= (0, 0).
We will denote by ΓE the set of all pe, for e ∈ E.
Remark: For each e ∈ E, the existence of pe is guaranteed by the hypotheses [iii].
Take now:
h(x, y, λ) = f(x, y)2 + λ(x2 + y2 −R2)
∏
e∈E
((x− xe)2 + (y − ye)2 − λ2)
and H(x, y, λ, α) = h(x, y, λ)− αλ4.
Remark: If E = ∅, then we convention that ∏e∈E ((x− xe)2 + (y − ye)2 − λ2) = 1.
For a fixed α0 we write Hλ,α0(x, y) = Hα0(x, y, λ) = H(x, y, λ, α0) and hλ(x, y) = h(x, y, λ),
and consider the 1-parameter family of vector fields:
Xλ = Xλ,α0 = XHλ,α0 +Hλ,α0(x, y)∇Hλ,α0(x, y)
where XHλ,α0 stands for the Hamiltonian of Hλ,α0(x, y).
Remark: If f(x, y) is a polynomial, then Xλ is polynomial. More than this, if M is the de-
gree of f , then, by Harnack’s inequality (see e.g. [4]), the degree of hλ(x, y) is bounded
by max{2M, (M − 1)(M − 2) + 2}. This imply that the degree of Xλ is bounded by
2(M − 1)(M − 2) + 7.
Denote by Gλ,α the set {(x, y);Hλ,α(x, y) = 0}. If there is no risk of confusion about the
α fixed, simply denote Gλ,α by Gλ. The set Gλ,α is regular if ∇x,y(Hλ,α)(p) 6= (0, 0) for all
p ∈ Gλ,α.
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Proposition 2.1. Let f : U ⊂ R2 → R a non-zero analytic function and R ∈ R+ satisfies
hypotheses [i]− [iii]. For almost all α ∈ [0, 1] fixed and λ > 0, Hλ,α(x, y) is such that:
• Gλ is compact;
• The set Gλ converges (on the Hausdorff topology) to Γ when λ goes to zero;
• There exists a sequence (λn)n∈N → 0, such that Gλn is regular.
Proposition 2.2. Keeping the same hypotheses of the preceding Proposition, if f and R
further satisfy hypothesis [iv], and Γ is the union of N connected components, then Gλ,
for λ > 0 sufficiently small, is the union of N connected components, each one of them
converging (on the Hausdorff topology) to a different connected component of Γ.
Remark: If we take:
H∗(x, y, λ, α) = f(x, y)2 + λ(x2 + y2 −R2)− αλ2
We claim that:
• Proposition 2.2 would not be true (see third example of the introduction);
• The proposition 2.1 could be proven with only hypotheses [i] and [ii];
• If f(x, y) is a polynomial of degree M , then the degree of H∗(x, y, λ, α) would be 2M .
This imply that Xλ would have degree exactly 4M − 1.
As the main goal of the paper is to prove theorem 1.1, we leave the proof of this claim to
the reader, since it is a simple adaptation of the proofs contained in section 3.
Assuming that the propositions are true, we can easily prove the theorems. Indeed:
Proposition 2.3. For λ 6= 0 and a fixed α ∈ [0, 1]:
• All periodic orbits of Xλ = Xλ,α are contained in Gλ;
• If Gλ is compact and regular then Gλ is a union of limit cycles.
9
Proof. Start noticing that:
Xλ(Hλ,α(x, y)) = Hλ,α(x, y)||∇Hλ,α(x, y)||2
So, if p /∈ Gλ, the solution γ(t) passing through it is such that:
• Either Hλ,α(γ(t)) is a strictly increasing or decreasing function;
• Or ∇Hλ,α(p) = 0 and p is a singularity of Xλ.
In any case, p can not belong to a periodic orbit.
Now, if Gλ is compact, as it it is invariant by Xλ, it must be the union of periodic or-
bits, singular points and orbits ending in singular points. Since Gλ is regular, there are no
singular points of Xλ in Gλ, thus it is a union of periodic orbits. As there are no other periodic
orbits and Hα,λ(x, y) is analytic, each such periodic orbit is necessarily a limit cycle.
Now, clearly:
• Theorem 1.2 is a corollary of propositions 2.1 and 2.3;
• The main Theorem 1.1 is a corollary of propositions 2.1, 2.2 and 2.3.
3 Proof of Proposition 2.1
The proof consists in three small lemmas:
Lemma 3.1. For λ0 > 0 and α0 ∈ [0, 1], every level curve of Hλ0,α0(x, y) is compact.
Proof. Take r ∈ R. Fixing λ0 6= 0 and α0 ∈ [0, 1]. As |E| < ω and f(x, y)2 ≥ 0, and
h(x, y, λ0) = f(x, y)
2 + λ0(
|E|+1∑
i=0
x2iy2(|E|+1−i) + h˜(x, y, λ))
where h˜(x, y, λ) is a polynomial of degree smaller then 2|E|+ 2, it is clear that there exists
τ ∈ R such that h(x, y, λ0) > α0λ40 + r for all (x, y) /∈ Bτ . So, {Hλ0,α0(x, y) = r} must be
contained in Bτ and is limited. As H is a continuous function we are done.
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Lemma 3.2. For λ > 0, the set Gλ converges (on the Haussdorf topology) to Γ as λ goes to
zero.
Proof. We will proceed in four steps:
Step [I]: As λ goes to 0, Gλ must converge to a compact set γ. Indeed:
Hα(x, y, λ) = f(x, y)
2 + λ0(
‖E|+1∑
i=0
x2iy2(|E|+1−i) + h˜(x, y, λ)− α0λ3)
where h˜(x, y, λ) is a polynomial of degree in x and y smaller then 2|E|+ 2. So, if λ is small
enough, Gλ must be contained in B2R = {p; ||p||2 < 2R}: all Gλ are contained in a same
compact set for small enough λ.
Step [II]: γ ⊂ Z(f). If p 6∈ Z(f), then H0,α0(p) > 0. By continuity, there exist U open
of 0 and V open of p such that Hλ(q) > 0 for q ∈ V and λ ∈ U . So p /∈ γ.
Step [III]: γ ⊂ Γ. Take p /∈ B¯R and U a neighborhood of p such that U ∩ B¯R = ∅.
Then, for q ∈ U , and λ > 0 small enough Hλ(q) > 0. So p /∈ γ.
Step [IV]: Γ ⊂ γ. Take p ∈ Γ and δ > 0. First of all, as f(x, y)2 ≥ 0 and f(x, y) 6≡ 0:
limλ→0 max
q∈Bδ(p)
Hλ(q) > 0
Now, assume that p /∈ ΓE. In this case, for λ small enough:
Hλ(p) = λ(|p|2 −R2)
∏
e∈E
(|p− pe|2 − λ2)− α0λ4 < 0
So, for λ small enough, there exists qλ ∈ Bδ(p) such that Hλ(qλ) > 0 and Hλ(p) < 0. So
there exists q0λ ∈ Bδ(p) such that Hλ(q0λ) = 0: Gλ ∩Bδ(p) 6= ∅ for all small enough λ.
Now, take p = pe. As p is a regular point of Z(f), it is not isolated and there always
exists q ∈ B δ
2
(p) such that q /∈ ΓE. Using the first part of for δ2 and q, we conclude that
Gλ ∩Bδ(p) 6= ∅. As δ > 0 is arbitrarily small, the result follows.
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Lemma 3.3. For almost all α ∈ [0, 1], there exist (λn)n∈N, λn > 0 and λn → 0 as n → ∞,
such that Gλn is a regular set (i.e.: ∇x,y(Hλn,α)(p) 6= (0, 0) for all p ∈ Gλn).
Proof. Suppose by absurd that there exists I ⊂ [0, 1] such that:
• for each α ∈ I, there exists ρα > 0 such that: for 0 < λ < ρα, 0 is not a regular value
of Hλ,α(x, y);
• I has positive measure.
Now, define G1 = {α ∈ [0, 1]; 12 < ρα } and Gn = {α ∈ [0, 1]; 1n+1 < ρα ≤ 1n} for n > 1.
Clearly
⋃
n∈ω Gn = I. As there are only a countable number of Gn, there must exist an n0
such that the measure of Gn0 is positive. So, fix λ0 < 1n0+1 : 0 is a critical value of Hλ0,α(x, y)
for every α ∈ Gn0 . But Hλ0,α(x, y) = 0 if, and only if hλ0(x, y) = αλ40. This implies that the
set of critical values of hλ0(x, y) has positive measure. But this contradicts Sard theorem:
as hλ0(x, y) is an analytic function, the set of critical values must have zero measure.
The three lemmas clearly imply the statements of proposition 2.1.
4 Proof of Proposition 2.2
At this section we prove Proposition 2.2. For now on, we assume hypothesis [iv] and we
fix α ∈ [0, 1]. We will denote by Γ∂ the set of points p that are contained in Γ ∩ ∂B¯R. By
hypothesis, Γ∂ is a finite set of points.
We start with four local lemmas.
Lemma 4.1. Let p ∈ Γ be a not isolated point of Γ such that p /∈ ΓE ∪ Γ∂. Then, there
exists a neighborhood Up of p, and λp > 0 such that:
• Z(f)∩U is the finite union of {p} and regular 1-manifolds (γk)k∈K with p as a boundary
point;
• Up \ Z(f) is the finite union of connected opens sets Cl for l ∈ L (in particular |L| =
|K|);
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Figure 4: At left a representation of Gλ close to a regular p. At right, a representation of Gλ close
to a non-regular p (see lemma 4.1)
• For each γk there exists a segment Σk cutting transversally γk;
• Σk cuts transversally every Gλ for 0 ≤ λ < λp;
• For every pair (k, l) such that Σk ∩ Cl = Σlk 6= ∅, the intersection of Gλ with Σlk is
exactly one point for 0 < λ < λp;
• For each l ∈ L, there exists exactly two k ∈ K (k1 and k2) such that Σk ∩ Cl 6= ∅.
There exists a transition map φ : Σlk1 → Σlk2 such that q and φ(q) are on the same
connected component of Gλ for every 0 < λ < λp.
see figure 4 for an illustration.
Proof. By the Newton-Puisseux theorem, there exists Up such that Z(f) ∩ Up is the fi-
nite union of {p} and regular 1-manifolds (γk)k∈K with p as a boundary point. Now, by
the implicit function theorem, {(x, y, λ);Hα(x, y, λ)} is locally a graph given by a function
λ : Up → R.
Define Cl, for l ∈ L as the connected components of Up \ Z(f). Shrinking Up if neces-
sary, we can assume that the boundary of each Cl contains exactly two γk. For each γk,
chose a point pk such that ∇f(pk) 6= (0, 0). Now, there exists λp > 0 such that, for |λ| < λp:
Hλ,α(x, y) = f(x, y)
2 − λg(x, y, λ)
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where g(x, y, λ) = −(x2 + y2−R2)∏e∈E ((x− xe)2 + (y − ye)2 − λ2) +αλ3 is positive on U .
Now, take the change of coordinates:
x¯ =< ∇(f(pk))⊥, (x, y) >; y¯ = f(x,y)√
g(x,y,λ)
; λ¯ = λ;
Close to pk this change of coordinates is a diffeomorphism that sends pk to a point (xk, 0).
Dropping the bars, we get that:
Hλ,α(x, y) = U(x, y, λ)(y
2 − λ)
where U(x, y, λ) is an unit. For some small enough δk > 0, take Σ
∗
k = {(xk, t); t ∈] − δ, δ[}
and Σk as the inverse image of Σ
∗
k by the local diffeomorphism. It is now clear that Σk re-
spects all conditions imposed in the enunciate. It rests to show that there exists a transition
function.
Fixed l ∈ L, take k1 and k2 such that Σlki 6= ∅. As {(x, y, λ);Hα(x, y, λ)} is locally a
graph, Gλ ∩ Up is a level curve. As λ(x, y) = 0 if, and only if, (x, y) ∈ Z(f), each Gλ for
0 < λ < λp can not cross Z(f).
Now, by continuity, shrinking λp if necessary, the points of Gλ cutting Σ
l
ki
are on the same
connected component of Gλ. We claim that there can not exist another connected compo-
nent of Gλ ∩ Cl.
Indeed, consider the set S contained in between Z(f), Σlki and some connected part of
Gλ0 cutting the two Σ
l
ki
. For λ small enough, if Gλ is disconnected, there exists a connected
part of it contained in S. As Gλ is locally a level curve, this component must contain an
oval. This implies that there exists a point q ∈ S such that ∇λ(q) = (0, 0). Now, suppose
by absurd that there exists (λn)n∈N an infinite sequence converging to zero such that Gn is
disconnected. There would exist an infinite sequence qn converging to some point of Z(f)
such that ∇λ(qn) = (0, 0). As λ(q) is analytic, this would imply the existence of a curve
inside S where λ(x, y) would be zero. But this is an absurd.
Now, we treat the isolate points:
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Lemma 4.2. If p ∈ Γ is isolated, then there exists Up neighborhood of p and λp > 0 such
that Gλ ∩ Up is connected for all 0 < λ < λp.
Proof. First, notice that p can not be contained in ΓE∪Γ∂ by definition. After a translation,
we may assume that p = (0, 0). By the implicit function theorem, there exists Up neighbor-
hood of p where {(x, y, λ);Hα(x, y, λ) = 0} is a graph given by a function λ : Up → R. There
exists λp > 0 such that:
Hα(x, y, λ) = f(x, y)
2 − λg(x, y, λ)
where g(x, y, λ) is positive on Up for |λ| < λp. Now, fix Σ = {(x, 0);x ∈ R}, there exists
n ∈ N such that:
Hα(x, 0, λ) = x
2nf¯(x)2 − λg(x, 0, λ)
where f¯(x) is an unit. Then, taking the local diffeomorphism:
x¯ = xf¯(x)
2
2n
g(x,0,λ)
1
2n
; y¯ = y; λ¯ = λ;
we get:
Hα(x, 0, λ) = U(x, λ)(x
2n − λ)
where U(x, λ) is an unit. Shrinking U if necessary, this implies that, for 0 < λ < λp,
Gλ ∩ Σ ∩ U is equal to two points: one with positive x coordinate, and the other with neg-
ative x coordinate. Again shrinking U and λp if necessary, by lemma 3.2, we can assume
that Gλ does not pass through the boundary of U . As Gλ must be closed, the two points of
Gλ ∩ Σ ∩ U , must be on the same connected component of Gλ.
The existence of more connected component is not possible by a similar argument of lemma
4.1.
Now we turn ourself to the special points p ∈ ΓE.
Lemma 4.3. Let p ∈ ΓE. Then, there exists a neighborhood Up of p, and λp > 0 such that:
• Z(f) ∩ Up is a regular curve;
• There exists a curve σ ⊂ Up transversal to Z(f) at p such that Up \ σ is the union of
two connected open sets Cj for j = 1, 2;
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Figure 5: At left a representation of the surface {Hα(x, y, λ) = 0} close to a point pe. At right, a
representation of Gλ close to pe (see lemma 4.3)
• Cj \ Z(f) is the union of two connected sets Cji for i = 1, 2;
• There exists two segments Σj ⊂ Cj for j = 1, 2, transversal to Z(f) and to every Gλ
for 0 < λ < λp. We will denote by Σ
j
i the intersection Σ
j ∩ Cji ;
• The intersection Σji ∩Gλ, for 0 < λ < λp, is exactly one point;
• Gλ ∩ Up is the union of two connected curves for 0 < λ < λp;
• There exists two transition maps φj : Σj1 → Σj2 such that q and φj(q) are on the same
connected component of Gλ ∩ Up for 0 < λ < λp.
see figure 5 for an illustration.
Proof. Let us start making a translation and a rotation of (x, y) such that p is send to the
origin and ∇f(x, y) = (0, c), for some c 6= 0. At this new coordinates, we have:
Hα(x, y, λ) = f(x, y)
2 − λ(x2 + y2 − λ2)g(x, y, λ)− αλ4
where g(x, y, λ) is a positive function in a neighborhood of (0, 0, 0). The change of coordi-
nates:
x¯ = x; y¯ = f(x,y)√
g(x,y,λ)
; λ¯ = λ;
is clearly a diffeomorphism in a neighborhood of the origin. Dropping the bars, we get:
Hα(x, y, λ) = y
2 − λ(x2 + Cy2 − λ2 + φ(x, y, λ))− αλ4ψ(x, y, λ)
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where C = c
2
g(0,0,0)
6= 0, φ(x, y, λ) ∈ o(x, y, λ, 3), and ψ(0, 0, 0) 6= 0. Taking the expansions:
φ(x, y, λ) = y2φ2(x, y, λ) + yφ1(x, λ) + φ0(x, λ)
ψ(x, y, λ) = y2ψ2(x, y, λ) + yψ1(x, λ) + ψ0(x, λ)
where φ2(x, y, λ) ∈ o(x, y, λ, 1), φ1(x, λ) ∈ o(x, y, λ, 2), φ0(x, λ) ∈ o(x, y, λ, 3) and ψi ∈
o(x, y, λ, 0) for all i = 0, 1, 2. We get:
Hα(x, y, λ) = y
2 (1− λ(C + φ2(x, y, λ) + αλ3ψ2(x, y, λ))) +
+y (λ(φ1(x, λ) + αλ
3ψ1(x, λ)))− λ (x2 − λ2 + φ0(x, λ) + λ3ψ0(x, λ))
In particular, the expression multiplying y2 is non-zero at the origin (it is equal to 1). So,
we can apply the Weierstrass preparation theorem to get:
Hα(x, y, λ) = µ(x, y, λ)(y
2 + a(x, λ)y + b(x, λ))
where µ(0, 0, 0) 6= 0. Taking the expansion:
µ(x, y, λ) = y2µ2(x, y, λ) + yµ1(x, λ) + µ0(x, λ)
we get the system:
µ0(x, λ)b(x, λ) = λ (x
2 − λ2 + φ0(x, λ) + λ3ψ0(x, λ))
µ0(x, λ)a(x, λ) + µ1(x, λ)b(x, λ) = λ(φ1(x, λ) + αλ
3ψ1(x, λ))
µ0(x, λ) + µ1(x, λ)a(x, λ) + µ2(x, 0, λ)b(x, λ) = (1− λ(C + φ2(x, 0, λ) + αλ3ψ2(x, 0, λ)))
As µ0(0, 0) 6= 0, from the system we get that µ0(0, 0) = 1. So:
b(x, λ) = λ (x2 − λ2 +B(x, λ))
a(x, λ) = λA(x, λ)
where B(x, λ) ∈ o(x, λ, 3) and A(x, λ) ∈ o(x, λ, 2). So, the surface {Hα(x, y, λ) = 0} is
locally given by:
y2 + λA(x, λ)y + λ
(
x2 − λ2 +B(x, λ)) = 0
Solving the equation we get:
y = −λA(x, λ)
2
±
√
λ2
A2(x, λ)
4
− λ (x2 − λ2 +B(x, λ))
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which can be re-written as:
y = Φ(x, λ)±
√
λ(λ2 − x2 + Ψ(x, λ))
where Φ(x, λ) ∈ o(x, λ, 3) and Ψ(x, λ) ∈ o(x, λ, 3). Now {λ2 − x2 + Ψ(x, λ) = 0} are the
points where there exists only one solution of y. As the Hessian of this function is not de-
generated, we conclude that {λ2 − x2 + Ψ(x, λ) = 0} is given, after a diffeomorfism tangent
to the identity, by {(λ− x)(λ+ x) = 0}.
So, in a small neighborhood V of the origin, there exists two continuous curves (C1(λ), λ)
and (C2(λ), λ) such that:
• Ci(λ)→ 0 for i = 1, 2, when λ→ 0;
• C1(λ) > 0 and C2(λ) < 0 for λ > 0;
• for x > C1(λ) or x < C2(λ), there exists two y coordinates such that (x, y, λ) ∈ H−1α (0);
• for x = C1(λ) or x = C2(λ), there exists one y coordinate such that (x, y, λ) ∈ H−1α (0);
• for C2(λ) < x < C1(λ), there does not exist a y coordinate such that (x, y, λ) ∈ H−1α (0).
The existence of C1(λ) and C2(λ) grantees that Gλ is locally the union of two disconnected
curves.
By a similar reasoning it is easy to prove the existence of two continuous curves (c1(λ), λ)
and (c2(λ), λ) such that:
• ci(λ)→ 0 for i = 1, 2, when λ→ 0;
• c1(λ) ≥ C1(λ) > 0 and c2(λ) ≤ C2(λ) < 0
• for x > c1(λ) or x < c2(λ), there exists a positive and a negative y coordinate such
that (x, y, λ) ∈ H−1α (0).
At this new coordinates, the lemma is clear.
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Figure 6: At left a representation of the surface {Hα(x, y, λ) = 0} close to a point pa. At right, a
representation of Gλ close to pa (see lemma 4.4)
We now study the points p ∈ Γ∂:
Lemma 4.4. Let p ∈ Γ∂. Then, there exists a neighborhood Up of p, and λp > 0 such that:
• Z(f) ∩ Up is a regular curve and Up \ Z(f) is the union of two connected components
Ci for i = 1, 2;
• There exists a segment Σ ⊂ BR, transversal to Z(f) and to every Gλ for 0 < λ < λp.
We will denote by Σi the intersection Σ ∩ Ci;
• The intersection Σi ∩Gλ is exactly one point for 0 < λ < λp;
• Gλ ∩ Up is a connected curve for 0 < λ < λp;
• There exists a transition map φ : Σ1 → Σ2 such that q and φj(q) are on the same
connected component of Gλ ∩ Up for 0 < λ < λp.
see figure 6 for an illustration.
Proof. For shortness, we will omit all calculus that are analogous with the last proof. Take
a translation that sends p to the origin and a change of coordinates such that, locally, ∂BR
is now given by {x = 0}:
Hα(x, y, λ) = f(x, y)
2 + λxg(x, y, λ)− αλ4
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where g(x, y, λ) is a positive function in a neighborhood of (0, 0, 0). Take the change of
coordinates:
x¯ = x; y¯ = f(x,y)√
g(x,y,λ)
; λ¯ = λ;
It is a local diffeomorphism because ∇f(p) is transversal to ∂Br. Dropping the bars we get:
y2 + λx− αλ4φ(x, y, λ)
where φ(0, 0, 0) 6= 0. Re-writing, we get:
y2(1− αλ4φ2(x, y, λ))− yαλ4φ1(x, λ) + λ(x− αλ3φ0(x, λ))
By the Weierstrass preparation theorem, we get:
Hα(x, y, λ) = µ(x, y, λ)(y
2 + a(x, λ)y + b(x, λ))
and by an analogous argument as of the other proof, we get:
b(x, λ) = λ(x+B(x, λ))
a(x, λ) = λA(x, λ)
where B(x, λ) ∈ o(x, λ, 2) and A(x, λ) ∈ o(x, λ, 1). Solving in function of y we get:
y = Φ(x, λ)±
√
λ(−x+ Ψ(x, λ))
where Φ(x, λ) ∈ o(x, λ, 2) and Ψ(x, λ) ∈ o(x, λ, 2). So, by the implicit function theorem, for
λ small enough, there exists a continuous curve (C(λ), λ) such that:
• C(λ)→ 0 when λ→ 0;
• for x < C(λ), there exists two y coordinates such that (x, y, λ) ∈ H−1α (0);
• for x = C(λ), there exists one y coordinates such that (x, y, λ) ∈ H−1α (0);
• for x > C(λ), there does not exist a y coordinates such that (x, y, λ) ∈ H−1α (0).
More than this, again by the implicit function theorem, there exists a curve c(λ) such that:
• for x < c(λ), there exists a positive and a negative y coordinate such that (x, y, λ) ∈
H−1α (0).
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On this new coordinates, the lemma is clear.
After these four local lemmas, we are ready to prove proposition 2.2:
Proof. (Proposition 2.2) For each point p ∈ Γ, we have a local description of Gλ at an open
set Up and 0 ≤ λ < λp by lemmas 4.1, 4.2, 4.3 and 4.4. As Γ is compact, there exists a finite
number of points pk for k ∈ K such that Γ ⊂ ∪k∈KUpk . Take λ0 = min{λpk ; k ∈ K}. By
lemma 3.2, we can assume that λ0 is small enough so Gλ ⊂ ∪k∈KUpk .
Let us assume that Γ is connected. If Γ is only one point then the proposition is clear
by lemma 4.2. If not, let us first do an ‘intuitive’ argument to clear the idea of the proof.
Recall the definition of support of (f,R) on section 2 and take Ci an internal component.
If there was no point p ∈ ΓE on the boundary of Ci, then, by lemma 4.1, Γλ ∩ Ci would be
connected and would not cross ∂Ci. But this is not the case, as all Ci internal must have
a point p ∈ ΓE on its boundary. Such a point, by lemma 4.3 ‘intuitively’ glue two ovals of
different Ci’s. So, if we glue all ovals contained in each Ci in a ‘good manner’, we will get a
single connected component.
Now, let us formalize the idea. First, take pe ∈ ΓE for e =< i, j >. For every 0 < λ < λ0,
by lemma 4.3, Gλ is the union of two locally disconnected curves g1 g2. We claim that this
curves got to be part of the same connected component of Gλ. Indeed, each one of these
curves must be part of a connected oval of Gλ, and thus have to be closed. But they are
locally disconnected by Γ: g1 and g2 has a part contained in Ci and another in Cj. Now, Gλ
can only cross Γ in a neighborhood of points ΓE ∪Γ∂. So, for the part of g1 that is contained
in Cj to reach the Ci part, it would have to pass through a finite number of Ckn ’s and the
pen for en =< kn, kn+1 > where k1 = j and kN = i. But we have chosen T to be a tree, and
thus have no cycle, the only possibility is to have kN−1 = j. As pe is unique for each E,
this can only happen if g1 and g2 are ‘globally connected’: they are on the same connected
component of Gλ.
Now, take Ci an interior component. We claim that Gλ ∩ Ci is contained in the same
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Figure 7: Illustration on how two ovals are glued near a point pe ∈ ΓE .
connected component of Gλ. Indeed, the locally disconnected curves close to pe ∈ (ΓE∩∂Ci)
are globally connected. Using lemma 4.1, we conclude that there exists transitions between
two neighbors pe ∈ (ΓE ∩ ∂Ci), and thus they are on the same connected component of Gλ.
By transitivity, we conclude the claim.
It is now easy to see that this argument is true for C0, if we first notice that lemma 4.4
connects the ovals of two disconnected components of C0. Also, it is clear that if {i, j} ∈ E,
then Γ∩ (Ci∪Cj) is contained in the same connected component of Gλ. By transitivity, this
is true for any i, j such that there exists a walk from i to j. As T is a tree, and thus con-
nected, all Gλ∩Ci are contained in the same connected component of Gλ and Gλ is connected.
If Γ is the union of N connected components, then we can assume that the neighborhoods
Upi are small enough so that ∪Upi is the union of N connected open sets Vn, each one con-
taining a different connected part of Γ. Restraining the tree of adjacency T and the support
of (f,R) to each one of this connected open sets Vn and using the first part of the proof,
we conclude that Gλ ∩ Vn is connected for each n ≤ N . So, Gλ is an union of N connected
components, each one of them close to a different connected component of Γ.
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