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Abstract
In 1935 Carlitz introduced Bernoulli-Carlitz numbers as analogues of Bernoulli
numbers for the rational function field Fr(T ). In this paper, we introduce Cauchy-
Carlitz numbers as analogues of Cauchy numbers. By using Stirling-Carlitz num-
bers, we give their arithmetical and combinatorial properties and relations with
Bernoulli-Carlitz numbers for Fr(T ). Several new identities are also obtained by
using Hasse-Teichimu¨ller derivatives.
1 Introduction
In 1935, L. Carlitz ([2]) introduced analogues of Bernoulli numbers for the rational func-
tion field K = Fr(T ), which are called Bernoulli-Carlitz numbers now. He proved an
analogue of the von Staudt-Clausen theorem ([3, 4]). Some identities for Bernoulli-Carlitz
numbers were found in [6]. In [11], explicit formulae of Bernoulli-Carlitz numbers were
given by using the basic properties of the Hasse-Teichmu¨ller derivatives. In [17], it was
shown a necessary and sufficient condition for a nonzero prime ideal of the rational func-
tion
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field divides the n-th Bernoulli-Carlitz number. A recent exposition of Bernoulli-
Carlitz numbers can be seen in [15]. We refer to [7] for an exposition and the modern
notation. The Carlitz exponential eC(x) is defined by
eC(x) =
∞∑
i=0
xr
i
Di
, (1)
where Di = [i][i − 1]
r · · · [1]r
i−1
(i ≥ 1) with D0 = 1, and [i] = T
ri − T . The Carlitz
logarithm logC(x) is defined by
logC(x) =
∞∑
i=0
(−1)i
xr
i
Li
, (2)
where Li = [i][i− 1] · · · [1] (i ≥ 1) with L0 = 1. Notice that
eC
(
logC(x)
)
= logC
(
eC(x)
)
= x . (3)
eC(x) and logC(x) have the functional equations
eC(Tx) = TeC(x) + eC(x)
r (4)
and
T logC(x) = logC(Tx) + logC(x
r) , (5)
respectively.
The Carlitz factorial Π(i) is defined by
Π(i) =
m∏
j=0
D
cj
j (6)
for a non-negative integer i with r-ary expansion:
i =
m∑
j=0
cjr
j (0 ≤ cj < r) . (7)
Therefore,
Π(i) =
m∏
j=0
(
j∏
k=1
(T r
j
− T r
j−k
)
)cj
=
m∏
k=1
(T r
k
− T )ck+ck+1r+··· =
m∏
k=1
(T r
k
− T )[i/r
k] ([·] denotes the floor function.)
=
m∏
k=1
(T r
k
− T )ck+ck+1r+···+cmr
m−k
(8)
and
Π(rd − 1) = (D0 · · ·Dd−1)
r−1 =
Dd
Ld
(d ≥ 0) . (9)
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2 Cauchy-Carlitz numbers
The Bernoulli-Carlitz numbers BCn are defined by
x
eC(x)
=
∞∑
n=0
BCn
Π(n)
xn (10)
as analogues of the classical Bernoulli numbers Bn, defined by
x
ex − 1
=
∞∑
n=0
Bn
n!
xn .
As analogues of the classical Cauchy numbers cn, defined by
x
log(1 + x)
=
∞∑
n=0
cn
n!
xn , (11)
we define the Cauchy-Carlitz numbers CCn by
x
logC(x)
=
∞∑
n=0
CCn
Π(n)
xn . (12)
In addition, as analogues of the Stirling numbers of the first kind
[
n
k
]
, defined by(
− log(1− t)
)k
k!
=
∞∑
n=0
[n
k
] tn
n!
, (13)
we define the Stirling-Carlitz numbers of the first kind
[
n
k
]
C
by
(
logC(z)
)k
Π(k)
=
∞∑
n=0
[n
k
]
C
zn
Π(n)
. (14)
As analogues of the Stirling numbers of the second kind
{
n
k
}
, defined by
(et − 1)k
k!
=
∞∑
n=0
{n
k
} tn
n!
,
we define the Stirling-Carlitz numbers of the second kind
{
n
k
}
C
by
(
eC(z)
)k
Π(k)
=
∞∑
n=0
{n
k
}
C
zn
Π(n)
. (15)
By the definition (14), we have[n
0
]
C
= 0 (n ≥ 1),
[ n
m
]
C
= 0 (n < m) and
[n
n
]
C
= 1 (n ≥ 0) . (16)
3
Similarly, we see{n
0
}
C
= 0 (n ≥ 1),
{ n
m
}
C
= 0 (n < m) and
{n
n
}
C
= 1 (n ≥ 0) . (17)
It is known that poly-Cauchy numbers c
(k)
n are expressed in terms of the Stirling numbers
of the first kind:
c
(k)
n =
n∑
m=0
[ n
m
] (−1)n−m
(m+ 1)k
(18)
([12, Theorem 1])1. If k = 1, this is an explicit expression of the classical Cauchy numbers
cn ([5, Ch. VII],[14, p.1908]).
As analogues, we express Cauchy-Carlitz numbers as certain finite sums of Stirling-
Carlitz numbers of the first kind. Thus, Cauchy-Carlitz numbers are calculated by this
expression because Stirling-Carlitz numbers of the first kind are computed by (14).
Theorem 1.
CCn =
∞∑
j=0
1
Lj
[
n
rj − 1
]
C
. (19)
Proof. Note that the right-hand side of (19) is a finite sum by the second relation of (16).
Observe that
z
logC(z)
=
eC
(
logC(z)
)
logC(z)
=
eC(t)
t
∣∣∣∣
t=logC(z)
=
∞∑
j=0
(
logC(z)
)rj−1
Dj
=
∞∑
j=0
1
Dj
Π(rj − 1)
∞∑
n=0
[
n
rj − 1
]
C
zn
Π(n)
=
∞∑
j=0
1
Lj
∞∑
n=0
[
n
rj − 1
]
C
zn
Π(n)
=
∞∑
n=0
(
∞∑
j=0
1
Lj
[
n
rj − 1
]
C
)
zn
Π(n)
.
By the definition (12), we get (19).
Similarly, as an analogous expression of the classical Bernoulli numbers
Bn =
n∑
m=0
{ n
m
} (−1)n−mm!
m+ 1
,
1In this paper we use the notation c
(k)
n in order to distinguish from the Cauchy numbers of high order
in later section.
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we get that Bernoulli-Carlitz numbers are equal to certain finite sums of Stirling-Carlitz
numbers of the second kind. In particular, Bernoulli-Carlitz numbers are calculated by
(15).
Theorem 2.
BCn =
∞∑
j=0
(−1)jDj
L2j
{
n
rj − 1
}
C
. (20)
Let f(z) be a formal power series of the form f(z) =
∑∞
i=0 fiz
ri ∈ Fr(T )[[z]]. If f0 6= 0,
then let g(z) =
∑∞
i=0 giz
ri be the inverse function of f(z). Set
h(z) =
∞∑
n=0
hnz
n :=
zf ′(z)
f(z)
. (21)
Then (10) and (12) are special examples of (21). Carlitz [2] studied the coefficients hn in
the case where n satisfies certain assumptions. For instance, he showed that if f0 = 1,
then hrk−1 = gk. Similarly, it is seen that if f0 6= 0, then hrk−1 = f
rk
0 gk.
J. A. Lara Rodr´ıguez and D. S. Thakur [16] gave other relations as follows: Let l be a
integer with 1 ≤ l ≤ r and k, k1, . . . , kl integers with 0 ≤ kj ≤ k for any 1 ≤ j ≤ l. Then
l∏
j=1
hrk−rkj = h
∑
(rk−rkj ) .
3 Examples
In this section we give examples of Stirling-Carlitz numbers of the first and second kind.
Moreover, by using Theorem 1 and Theorem 2, we calculate examples of Cauchy-Carlitz
numbers and Bernoulli-Carlitz numbers. In the rest of this section, we assume that r = 3.
Observe that
∞∑
n=0
[n
2
]
C
zn
Π(n)
=
(
logC(z)
)2
Π(2)
=
(
z −
1
L1
z3 +
1
L2
z9 −+ · · ·
)2
= z2 −
2
[1]
z4 +
1
[1]2
z6 + 0 · z8 + · · · .
Hence, we get[
4
2
]
C
= −
2
[1]
Π(4) = −2 = 1,
[
6
2
]
C
=
1
[1]2
Π(6) = 1 and
[
8
2
]
C
= 0 .
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By combining Theorem 1, (16), and the equality above, we obtain
CC2 =
1
L0
[
2
0
]
C
+
1
L1
[
2
2
]
C
=
1
T 3 − T
=
1
T 3 + 2T
,
CC4 =
1
L1
[
4
2
]
C
=
1
T 3 + 2T
, CC6 =
1
L1
[
6
2
]
C
=
1
T 3 + 2T
,
and
CC8 =
1
L1
[
8
2
]
C
+
1
L2
[
8
8
]
C
=
1
L2
=
1
(T 3 − T )(T 9 − T )
=
1
(T 3 + 2T )(T 9 + 2T )
.
In the same way, by using
∞∑
n=0
{n
2
}
C
zn
Π(n)
=
(
eC(z)
)2
Π(2)
= z2 +
2
[1]
z4 +
1
[1]2
z6 + 0 · z8 + · · · ,
we get {
4
2
}
C
= 2,
{
6
2
}
C
= 1 and
{
8
2
}
C
= 0 .
By combining Theorem 2, (17), and the equality above, we obtain the following:
BC2 = −
D1
L21
{
2
2
}
C
=
−1
T 3 − T
=
2
T 3 + 2T
,
BC4 = −
D1
L21
{
4
2
}
C
=
1
T 3 + 2T
, BC6 = −
D1
L21
{
6
2
}
C
=
2
T 3 + 2T
,
BC8 = −
D1
L21
{
8
2
}
C
+
D2
L22
{
8
8
}
C
=
T 3 − T
T 9 − T
=
1
T 6 + T 4 + T 2 + 1
.
4 Hasse-Teichmu¨ller derivatives
Let F be a field of any characteristic, F[[z]] the ring of formal power series in one variable
z, and F((z)) the field of Laurent series in z. Let n be a nonnegative integer. We define
the Hasse-Teichmu¨ller derivative H(n) of order n by
H(n)
(
∞∑
m=R
cmz
m
)
=
∞∑
m=R
cm
(
m
n
)
zm−n
for
∑∞
m=R cmz
m ∈ F((z)), where R is an integer and cm ∈ F for any m ≥ R.
The Hasse-Teichmu¨ller derivatives satisfy the product rule [18], the quotient rule [8]
and the chain rule [10]. One of the product rules can be described as follows.
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Lemma 1. For fi ∈ F[[z]] (i = 1, . . . , k) with k ≥ 2 and for n ≥ 1, we have
H(n)(f1 · · · fk) =
∑
i1,...,ik≥0
i1+···+ik=n
H(i1)(f1) · · ·H
(ik)(fk) .
The quotient rules can be described as follows.
Lemma 2. For f ∈ F[[z]]\{0} and n ≥ 1, we have
H(n)
(
1
f
)
=
n∑
k=1
(−1)k
fk+1
∑
i1,...,ik≥1
i1+···+ik=n
H(i1)(f) · · ·H(ik)(f) (22)
=
n∑
k=1
(
n + 1
k + 1
)
(−1)k
fk+1
∑
i1,...,ik≥0
i1+···+ik=n
H(i1)(f) · · ·H(ik)(f) . (23)
By using the Hasse-Teichmu¨ller derivative of order n, some explicit expressions of
Bernoulli-Carlitz numbers are obtained in [11]. In this section we study explicit expres-
sions of Cauchy-Carlitz numbers and Cauchy numbers, by using the Hasse-Teichmu¨ller
derivatives. First, we express Cauchy-Carlitz numbers in terms of Li without using
Stirling-Carlitz numbers of the first kind, which gives a new method to calculate Cauchy-
Carlitz numbers.
Theorem 3. For n ≥ 1,
CCn = Π(n)
n∑
k=1
(−1)k
∑
i1,...,ik≥1
ri1+···+rik=n+k
(−1)i1+···+ik
Li1 · · ·Lik
.
Proof. Put
g :=
logC(z)
z
=
∞∑
j=0
(−1)j
zr
j−1
Lj
.
Note that
H(e)(g)
∣∣
z=0
=
∞∑
j=0
(−1)j
Lj
(
rj − 1
e
)
zr
j−1−e
∣∣∣∣∣
z=0
=
{
(−1)i
Li
if e = ri − 1 ,
0 otherwise .
(24)
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Thus, by using Lemma 2 (22) and (24), we have
CCn
Π(n)
= H(n)
(
z
logC(z)
)∣∣∣∣
z=0
= H(n)
(
1
g
)∣∣∣∣
z=0
=
n∑
k=1
(−1)k
∑
e1,...,ek≥1
e1+···+ek=n
H(e1)(g)
∣∣
z=0
· · · H(ek)(g)
∣∣
z=0
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
ri1+···+rik=n+k
(−1)i1+···+ik
L1 · · ·Lik
.
Example. Let r = 3 and n = 8. For 1 ≤ k ≤ n, put
Sk = {(i1, . . . , ik) | i1, . . . , ik ≥ 1, 3
i1 + · · ·+ 3ik = 8 + k} .
Then Sk is empty except the cases of k = 1, S1 = {(2)} and k = 4, S4 = {(1, 1, 1, 1)}. By
Theorem 3, we get
CC8 = Π(8)
(
(−1)1
(−1)2
L2
+ (−1)4
(−1)4
L41
)
= (T 3 − T )2
(
−
1
(T 3 − T )(T 9 − T )
+
1
(T 3 − T )4
)
=
1
(T 3 − T )(T 9 − T )
.
Recall that if k = 1, then (18) gives an explicit formula for the classical Cauchy
numbers in terms of the Stirling numbers of the first kind. By applying the method for
the proof of Theorem 3, we get an explicit formula for the classical Cauchy numbers
without using the Stirling numbers of the first kind.
Theorem 4. For n ≥ 1,
cn = (−1)
nn!
n∑
k=1
(−1)k
∑
i1,...,ik≥2
i1+···+ik=n+k
1
i1 · · · ik
.
Proof. Put
h :=
log(1 + z)
z
=
∞∑
j=0
(−1)j
zj
j + 1
.
Note that
H(i)(h)
∣∣
z=0
=
∞∑
j=0
(−1)j
j + 1
(
j
i
)
zj−i
∣∣∣∣∣
z=0
=
(−1)i
i+ 1
.
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Hence, by using Lemma 2 (22), we have
cn
n!
= H(n)
(
z
log(1 + z)
)∣∣∣∣
z=0
= H(n)
(
1
h
)∣∣∣∣
z=0
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
i1+···+ik=n
H(i1)(h)
∣∣
z=0
· · · H(ik)(h)
∣∣
z=0
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
i1+···+ik=n
(−1)i1+···+ik
(i1 + 1) · · · (ik + 1)
= (−1)n
n∑
k=1
(−1)k
∑
i1,...,ik≥2
i1+···+ik=n+k
1
i1 · · · ik
.
We can express the Cauchy numbers also in terms of the binomial coefficients. In fact,
by using Lemma 2 (23) instead of Lemma 2 (22) in the proof of Theorem 4, we obtain
the following:
Proposition 1. For n ≥ 1,
cn = (−1)
nn!
n∑
k=1
(−1)k
(
n+ 1
k + 1
) ∑
i1,...,ik≥1
i1+···+ik=n+k
1
i1 · · · ik
.
From (13) we have
(
− log(1− z)
z
)k
=
∞∑
n=k
k!
[n
k
] zn−k
n!
=
∞∑
n=0
k!
(n+ k)!
[
n + k
k
]
zn . (25)
Applying Lemma 1 with
f1(z) = · · · = fk(z) =
− log(1− z)
z
,
we get ∑
i1,...,ik≥0
i1+···+ik=n
1
(i1 + 1) · · · (ik + 1)
=
k!
(n+ k)!
[
n+ k
k
]
. (26)
Together with Proposition 1, we deduce a simple expression for Cauchy numbers in terms
of the binomial coefficients and Stirling numbers of the first kind.
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Proposition 2. For n ≥ 1
cn = (−1)
n
n∑
k=1
(−1)k
(
n+1
k+1
)
(
n+k
n
) [n+ k
k
]
.
By using Proposition 2, immediately we get some initial values of Cauchy numbers:
c1 =
1
2
, c2 = −
1
6
, c3 =
1
4
, c4 = −
19
30
, c5 =
9
4
, c6 = −
863
84
, c7 =
1375
24
.
Define the Cauchy numbers c
(m)
n of order m by(
z
log(1 + z)
)m
=
∞∑
n=0
c(m)n
zn
n!
. (27)
Notice that the concept of Cauchy numbers of higher order is different from that of poly-
Cauchy numbers ([12]), though we use the similar notation here.
We now introduce formulae for Cauchy numbers of higher order, by using Hasse-
Teichmu¨ller derivatives. The first two formulae (Proposition 3 and Proposition 4) give
expressions for Cauchy numbers in terms of multinomial coefficients, binomial coefficients,
and the Stirling numbers of the first kind. The last formula (Proposition 5) gives a simple
expression without using multinomial coefficients, which is useful to calculate Cauchy
numbers of higher order.
Let again h(z) = (log(1 + z))/z. By applying Lemma 2 (22) with f(z) = h(z)m, we
see, by (27),
c
(m)
n
n!
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
i1+···+ik=n
H(i1) (hm)
∣∣
z=0
· · · H(ik) (hm)
∣∣
z=0
.
Using Lemma 1 and the identity (26), we get an explicit formula for Cauchy numbers of
higher order.
Proposition 3. For n ≥ 1
c(m)n = (−1)
n
n∑
k=1
(−1)k
∑
i1,...,ik≥1
i1+···+ik=n
(
n
i1,...,ik
)
(
i1+m
m
)
· · ·
(
ik+m
m
) [ i1 +m
m
]
· · ·
[
ik +m
m
]
.
If we use Lemma 2 (23) instead of Lemma 2 (22), we obtain the following.
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Proposition 4. For n ≥ 1
c(m)n = (−1)
n
n∑
k=1
(−1)k
(
n+ 1
k + 1
) ∑
i1,...,ik≥0
i1+···+ik=n
(
n
i1,...,ik
)
(
i1+m
m
)
· · ·
(
ik+m
m
) [ i1 +m
m
]
· · ·
[
ik +m
m
]
.
Applying Lemma 1 with
f1(z) = · · · = fk(z) =
(
−
log(1− z)
z
)m
,
we get, by (25),
(mk)!
(n+mk)!
[
n +mk
mk
]
=
∑
i1,...,ik≥0
i1+···+ik=n
m!
(i1 +m)!
· · ·
m!
(ik +m)!
[
i1 +m
m
]
· · ·
[
ik +m
m
]
.
Multiplying the both sides of the equality above by n!, we deduce a different explicit
expression of c
(m)
n by Proposition 4.
Proposition 5. For n ≥ 1
c(m)n = (−1)
n
n∑
k=1
(−1)k
(
n+1
k+1
)
(
n+mk
n
) [n+mk
mk
]
.
For example, when m = 3, we have
c
(3)
1 =
3
2
, c
(3)
2 = 1, c
(3)
3 = 0, c
(3)
4 =
1
10
, c
(3)
5 = −
1
4
, c
(3)
6 =
16
21
, c
(3)
7 = −
11
4
, c
(3)
8 =
329
30
.
Define the Cauchy-Carlitz numbers CC
(m)
n of order m by(
x
logC(x)
)m
=
∞∑
n=0
CC
(m)
n
Π(n)
xn . (28)
In the rest of this section, we show that Cauchy-Carlitz numbers of higher order are also
expressed only in terms of Li in the same way as Theorem 3.
Let again g(z) = (logC(z))/z. Applying Lemma 2 (22) with f(z) = (g(z))
m, we get,
by (28),
CC
(m)
n
Π(n)
=
n∑
k=1
(−1)k
∑
i1,...,ik≥1
i1+···+ik=n
H(i1) (gm)
∣∣
z=0
· · · H(ik) (gm)
∣∣
z=0
.
By applying Lemma 1 to the right-hand side of the equality above, and using the identity
(24), we get the following:
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Proposition 6. For n ≥ 1,
CC(m)n = Π(n)
n∑
k=1
(−1)k
∑
i1,...,ik≥1
i1+···+ik=n
M (m)(i1) · · ·M
(m)(ik) ,
where
M (m)(i) =
∑
j1,...,jm≥0
rj1+···+rjm=i+m
(−1)j1+···+jm
Lj1 · · ·Ljm
.
5 Stirling-Carlitz numbers
One of the most useful identities of Stirling numbers is the pair of inversion properties:
n∑
m=k
(−1)n−m
[ n
m
]{m
k
}
= δn,k ,
n∑
m=k
(−1)m−k
{ n
m
}[m
k
]
= δn,k .
Stirling-Carlitz numbers also satisfy the similar orthogonal identities.
Theorem 5. Let n, k be nonnegative integers with n ≥ k. Then
n∑
m=k
[ n
m
]
C
{m
k
}
C
= δn,k, (29)
n∑
m=k
{ n
m
}
C
[m
k
]
C
= δn,k. (30)
Proof. We may assume that k ≥ 1 because if k = 0, then (29) and (30) are easily checked
by (16) and (17). We see that
zk =
(
eC
(
logC(z)
))k
=
∞∑
m=k
{m
k
}
C
Π(k)
Π(m)
(
logC(z)
)m
=
∞∑
m=k
{m
k
}
C
Π(k)
Π(m)
∞∑
n=m
[ n
m
]
C
Π(m)
Π(n)
zn
=
∞∑
n=k
Π(k)
Π(n)
zn
n∑
m=k
[ n
m
]
C
{m
k
}
C
,
which implies (29). In the same way, we deduce (30).
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In the rest of this section we introduce more properties on Stirling-Carlitz numbers
of the first and second kind
[
n
m
]
C
and
{
n
m
}
C
in the case where n and m satisfy certain
conditions on the sum of digits. When a nonnegative integer i is expressed as r-ary
expansion (7), we write the sum of digits of i by
λ(i) :=
m∑
j=0
cj ∈ Z.
First we show that if λ(n) = λ(m) = 1, then the Stirling-Carlitz numbers are expressed
as certain products of the terms of Di and Lj .
Proposition 7. Let a and b be nonnegative integers with a ≥ b. Then we have the
following: [
ra
rb
]
C
=
Da
Db
·
(−1)a−b
Lr
b
a−b
, (31){
ra
rb
}
C
=
Da
Db
·
1
Dr
b
a−b
. (32)
Proof. Note for any i ≥ 0 that (−1)r
i
= −1. In fact, if r is even, then −1 = 1 because
the characteristic of Fr is 2. Since
(
logC(z)
)rb
=
∞∑
i=0
[
ri
rb
]
C
Db
Di
zr
i
=
∞∑
i=0
(−1)i
Lr
b
i
zr
i+b
=
∞∑
i=b
(−1)i−b
Lr
b
i−b
zr
i
,
we obtain (31). Similarly, calculating the coefficients of
(
eC(z)
)rb
, we see (32).
Next, we show that if λ(n) > λ(m), then the Stirling-Carlitz numbers vanish.
Proposition 8. Let n and m be positive integers with λ(n) > λ(m). Then[ n
m
]
C
=
{ n
m
}
C
= 0 .
Proof. Let s := λ(m). Then (logC(z))
m is written as
(
logC(z)
)m
=
∞∑
j=1
[
j
m
]
C
Π(m)
Π(j)
zj =
s∏
i=1
(
logC(z)
)ra(i)
,
where a(1), . . . , a(s) are nonnegative integers. For example, a(1) = · · · = a(c0) = 0,
a(c0 + 1) = · · · = a(c1) = 1, . . . , a(cm−1 + 1) = · · · = a(cm) = m. For any j ≥ 1, the
coefficient of zj is not zero only if λ(j) ≤ λ(m). Thus, we get[ n
m
]
C
= 0.
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Similarly, we see { n
m
}
C
= 0.
For example, consider the case of r = 3, n = 8 and m = 2. Using λ(8) = 4, λ(2) = 2,
we see [
8
2
]
C
=
{
8
2
}
C
= 0
by Proposition 8.
6 Some properties of Cauchy-Carlitz numbers
It is known that poly-Cauchy numbers c
(k)
n satisfy
n∑
m=0
{ n
m
}
c
(k)
m =
1
(n+ 1)k
([12, Theorem 3]). If k = 1, this identity is the same as that in [14, Theorem 2.3]. For
Cauchy-Carlitz numbers, we obtain an analogous identity.
Theorem 6. For a nonnegative integer n, we have
n∑
m=0
{ n
m
}
C
CCm =
{
1
Lj
if n = rj − 1 ,
0 otherwise .
Proof. By Theorem 1 and Theorem 5, we have
n∑
m=0
{ n
m
}
C
CCm =
n∑
m=0
{ n
m
}
C
∞∑
j=0
1
Lj
[
m
rj − 1
]
C
=
∞∑
j=0
1
Lj
n∑
m=0
{ n
m
}
C
[
m
rj − 1
]
C
=
∞∑
j=0
1
Lj
δn,rj−1
=
{
1
Lj
if n = rj − 1 ,
0 otherwise .
14
It is known that
1
n!
n∑
m=0
(−1)m
[
n+ 1
m+ 1
]
Bm =
1
n + 1
.
Similarly, we have the following.
Theorem 7. For a nonnegative integer n, we have
n∑
m=0
[ n
m
]
C
BCm =
{
(−1)jDj
L2j
if n = rj − 1 ,
0 otherwise .
There are alternating expressions between poly-Bernoulli numbers and poly-Cauchy
numbers ([12, 13]). When k = 1, they are reduced to the relations between classical
Bernoulli numbers and classical Cauchy numbers.
B(k)n =
n∑
l=0
n∑
m=0
(−1)n−mm!
{ n
m
}{m
l
}
c
(k)
l ,
c
(k)
n =
n∑
l=0
n∑
m=0
(−1)n−m
m!
[ n
m
] [m
l
]
B
(k)
l .
As analogues, we have the following.
Theorem 8.
BCn =
∑
l≥0
∑
m=rj−1≥0
(−1)jΠ(m)
{ n
m
}
C
{m
l
}
C
CCl ,
CCn =
∑
l≥0
∑
m=rj−1≥0
(−1)j
Π(m)
[ n
m
]
C
[m
l
]
C
BCl .
Proof. By Theorem 6 and Theorem 2, we have∑
l≥0
∑
m=rj−1≥0
(−1)jΠ(m)
{ n
m
}
C
{m
l
}
C
CCl
=
∞∑
j=0
(−1)jΠ(rj − 1)
{
n
rj − 1
}
C
1
Lj
=
∞∑
j=0
(−1)jDj
L2j
{
n
rj − 1
}
C
= BCn .
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By Theorem 7 and Theorem 1, we have
∑
l≥0
∑
m=rj−1≥0
(−1)j
Π(m)
[ n
m
]
C
[m
l
]
C
BCl
=
∞∑
j=0
Π(rj − 1)
[
n
rj − 1
]
C
(−1)jDj
L2j
=
∞∑
j=0
1
Lj
[
n
rj − 1
]
C
= CCn .
Acknowledgements
The first author is supported by JSPS KAKENHI Grant Number 15K17505. The second
author is in part supported by the grant of Wuhan University and by the grant of Hubei
Provincial Experts Program.
References
[1] D. Adam, Car-Po´lya and Gel’fond’s theorems for Fq[T ], Acta Arith. 115 (2004),
287–303.
[2] L. Carlitz, On certain functions connected with polynomials in a Galois field, Duke
Math. J. 1 (1935), 137–168.
[3] L. Carlitz, An analogue of the von Staudt-Clausen theorem, Duke Math. J. 3 (1937),
503–517.
[4] L. Carlitz, An analogue of the Staudt-Clausen theorem, Duke Math. J. 7 (1940),
62–67.
[5] L. Comtet, Advanced Combinatorics, Reidel, Dordrecht, 1974.
[6] E.-U. Gekeler, Some new identities for Bernoulli-Carlitz numbers, J. Number Theory
33 (1989), 209–219.
[7] D. Goss, Basic structures of function field arithmetic, Springer Berlin, Heidelberg,
New York, 1998.
[8] R. Gottfert, H. Niederreiter, Hasse-Teichmu¨ller derivatives and products of linear
recurring sequences, Finite Fields: Theory, Applications, and Algorithms (Las Vegas,
NV, 1993), Contemporary Mathematics, vol. 168, American Mathematical Society,
Providence, RI, 1994, pp.117–125.
16
[9] R. L. Graham, D. E. Knuth and O. Patashnik, Concrete Mathematics, 2nd edn.
Addison-Wesley, Reading, MA, 1994.
[10] H. Hasse, Theorie der ho¨heren Differentiale in einem algebraischen Funktionenko¨rper
mit Vollkommenem Konstantenko¨rper bei beliebiger Charakteristik, J. Reine Angew.
Math. 175 (1936), 50–54.
[11] S. Jeong, M.-S. Kim and J.-W. Son, On explicit formulae for Bernoulli numbers and
their counterparts in positive characteristic, J. Number Theory 113 (2005), 53–68.
[12] T. Komatsu, Poly-Cauchy numbers, Kyushu J. Math. 67 (2013), 143–153.
[13] T. Komatsu and F. Luca, Some relationships between poly-Cauchy numbers and poly-
Bernoulli numbers, Ann. Math. Inform. 41 (2013), 99-105.
[14] D. Merlini, R. Sprugnoli and M. C. Verri, The Cauchy numbers, Discrete Math. 306
(2006), 1906–1920.
[15] J. A. Lara Rodr´ıguez, On von Staudt for Bernoulli-Carlitz numbers, J. Number The-
ory 132 (2012), 495–501.
[16] J. A. Lara Rodr´ıguez and D. S. Thakur, Multiplicative relations between coefficients
of logarithmic derivatives of Fq-linear functions and applications, J. Algebra Appl.
14, No.09, 1540006 (2015).
[17] L. Taelman, A Herbrand-Ribet theorem for function fields, Invent. Math. 188 (2012),
253–275.
[18] O. Teichmu¨ller, Differentialrechung bei Charakteristik p, J. Reine Angew. Math. 175
(1936), 89–99.
17
