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a b s t r a c t
This paper presents a method for designing a centralized coordinated controller for several
HVDC links. The controller increases the damping of the power oscillations by modulating
the current through theHVDC links in a coordinated fashion. To design a centralized coordi-
nated controller a reduced order open systemmodel is estimated. The open systemmodel
of the power system is estimated using the Numerical Algorithms for Subspace State-
Space System Identification (N4SID) algorithm which is a black-box system identification
technique. The current set-point change through the HVDC links is the set of input signals
and the speeds of the generators are the set of outputs. This controller design method
increases the damping significantly, which is shown for a small power system.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Power electronic equipment, in the form of High Voltage Direct Current links (HVDC) and Flexible Alternating Current
Transmission Systems (FACTS), has been recognized as being of key importance for satisfactory operation of power systems
in the future [1]. The increased power controllability, especially brought about by the HVDC links, provides newpossibilities.
Besides being efficient in the main function, bulk power transmission, the HVDC link possesses controllability which can be
used for various stability enhancements.
Power systems are known to often be operated in the so called ‘quasi-steady state’ where the power systems are always
subject to various, often small, disturbances [2]. Change of loading level and capacitor switching are typical examples of
small disturbances that sometimes give rise to oscillations in the power system. In large interconnected power systems low
frequency power oscillations are an important issue. Low frequency oscillations have become a serious bottleneck limiting
power transfer [3]. All synchronously connected generators participate in inter-area oscillations to different degrees [4]. For
large synchronously interconnected systems inter-area oscillations are a global problem. For each mode, these generators
can be classified in two groups, swinging against each other. The use of Power System Stabilizers (PSS) is the most common
way to improve system damping [4] and the use of HVDC powermodulation is another effective approach [5–7]. In addition,
various FACTSdevices can be used [8]. Asmore devices come into operation the opportunity andneed for coordinated control
arises. Coordinated strategies must be employed in the controller designs to avoid interactions between the devices [9].
The weak damping problem relates to small signal stability; thus, a linear model representation of the power system
dynamic behaviour is enough [4]. However, for large power systems, detailed linear models are often unavailable. Even if a
linear model is available for one equilibrium point, changes in the system change the linear model. In addition, the changes
in the system are often unknown and thereby the system model changes as well.
The fact that large systems are represented by large state-space models makes the analysis and control design difficult.
Any controller using an observer and state estimate feedback has the same order as the system model. However, to be
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practically implementable, the controllermust be of sufficiently loworder. A reduced order controller design can be obtained
in two ways: either by using a reduced design model of the system or by obtaining a reduced order approximation to a high
order controller. The former method is used more widely than the latter because high order controller design relies on the
knowledge of high frequency mode parameters, which is usually inaccurate [10]. In these situations system identification
techniques are necessary for achieving full or reduced linear models, which are adequate for describing the dominant
dynamic behaviour. With an appropriate model a central controller, using state feedback, can be designed to enhance the
damping. This paper presents a method of how to derive a centrally coordinated controller, including the model estimation,
for several classical HVDC links in order to enhance the damping in the system.
2. Previous research
While there have been a significant number of contributions to the subject in recent years, there are still many aspects
which are not clearly defined in the literature or research papers. An opportunity currently exists for the development of
reduced order models together with centrally coordinated controllers of several HVDC links for power system oscillation
damping. The proposed open system model estimation is based on system identification which is then used for the central
controller design.
There have been some papers investigating system identification for modelling power oscillations [11–16]. In paper [11]
the Numerical Algorithms for Subspace State-Space System Identification (N4SID) method is used to identify a single-input
multi-output state-space system, using the power change in one HVDC link as the input and the power change in two lines
as the output. Reference [12] compares different system identification techniques in order to identify a linearmodel, ormore
specifically the modes, based on random variations in the system andmeasuring the angular difference between two buses.
The authors in [16] use the Prediction Error Method (PEM) to identify a model of a small part of the China Southern grid.
This model is used to optimize the parameters in lead–lag blocks for the HVDC link power modulation controller. Earlier
research papers have discussed system identification techniques for small power systems with only one HVDC link or one
FACTS device. However, to the best of the knowledge of the authors no work has been presented using system identification
in power systems with several HVDC links and the design of a central controller.
3. How to design a centrally coordinated controller
First, a reduced order open system model for the discrete state-space form of the power system is developed by using
system identification tools. The controllable signals of the HVDC links are the set of input signals. The output signals are
selected as appropriate signals which are measurable signals and signals affected by power oscillations. The signals are
detrended before the N4SID method is used to estimate models of different orders. The estimated open system models are
validated and a proper model order is selected. An observer is designed to estimate the states in the estimated open system
model based on measured input and output signals of the power system. Finally, a centrally coordinated controller based
on state feedback is designed, using the controllable inputs of the HVDC links. Fig. 1 shows an overview of the sequence of
operations used to design a centrally coordinated controller.
4. State-space modelling
A Linear Time-Invariant (LTI) system can be presented in several ways. A particularly convenient description for multi-
variable systems is the state-space form. Annth-order systemwithm inputs and p outputs has the state-space representation
as follows:
x˙(t) = Ax(t)+ Bu(t)+ Ke(t) (1)
y(t) = Cx(t)+ Du(t)+ e(t) (2)
where
x(t) denotes the n-dimensional state vector,
A, B, C , D and, K denote the systemmatrices and are of dimension n× n, n×m, p× n, p×m, and
n× p, respectively.
The system is driven by an observable input signal u(t) as well as the unobservable e(t) zero-mean stochastic measure-
ment noise, assumed to be white noise, and hence the output y(t) is corrupted by e(t).
The system is assumed to operate in an open loop (open system) andmust be stable, i.e. all eigenvalues of Amust strictly
be in the left half-plane. ‘Open loop’ refers to the system not having any feedback loop in addition to Eqs. (1) and (2).
Furthermore, the sought state-space model should be of minimum order; hence the pair (A, C) is without loss of generality
assumed to be observable, whereas (A, (B E[Ke(t)(Ke(t))T ]1/2)) is controllable [17]. Here E[Ke(t)(Ke(t))T ] is the covariance
matrix of the stationary stochastic process. Also note that unlike the impulse response, the state-space model is not unique.
This means that the models’ matrices cannot be directly compared, only their result.
946 R. Eriksson, L. Söder / Computers and Mathematics with Applications 60 (2010) 944–953
Fig. 1. An overview of how to design a centrally coordinated controller for power oscillation damping.
4.1. Stability
Lyapunov’s first stability method is the fundamental analytical basis for power system small-signal stability assessment.
It is based on eigenvalue analysis and provides valuable information on the behaviour of the system, i.e. the time domain
characteristics of a system mode. It is usual to associate each eigenvalue λi with a mode of the system. Real eigenvalues
represent non-oscillatory modes, where a negative eigenvalue corresponds to a decaying mode, while a positive eigenvalue
relates to aperiodic instability. Complex eigenvalues are associated with system oscillatory modes; the pair of complex
eigenvalues with negative real parts indicate a decreasing oscillatory behaviour, and those with positive real parts result in
an increasing oscillatory behaviour. The damping of the i:th mode is defined as follows:
ξi = −αi√
α2i + β2i
(3)
where
α = real(λ) and β = imag(λ).
4.2. Power system modelling
HVDC links of classical type are assumed to be installed in the system. The classical HVDC link consumes reactive power
at both ends and the active power is controllable. Each HVDC link consists of an ideal rectifier, inverter, and series reactor
which models the DC line and creates a smooth DC current. The active power through the HVDC is controlled by controlling
the firing angle, α. The firing angle is controlled by a basic PI controller and the controllable input is the set-point current.
The generators are modelled by the one-axis model; thus three states per generator are used and the HVDC is modelled by
three states per link.
5. System identification
In the system identification process a black-boxmodel has been used in this study. The black-boxmodelling implies that
the structure of the model is not assumed to be known a priori. The only concern is to map the input and the output data
set. The N4SID method is used for the model estimation.
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The N4SID method is performed by using a sequence of orthogonal and oblique projections between Hankel matrices
formed from the input–output data, (u, y), which yield Kalman smoothing estimates of the extended observability matrix,
Γi, and the state of the system at two consecutive time indices, xi and xi+1 [18,19]. The system parameters (A, B, C,D) are
estimated as the solution to a linear least squares equation involving the data, the estimated observability matrix, and the
two state estimates. Readers are referred to the Ph.D. thesis by Van Overschee in [20] for further details.
The N4SID method gives an estimate of the system dynamics in a discrete form, which is converted to continuous time
by the zero-order hold method. The estimation gives open systemmodels of different orders which are in the form as given
in Eqs. (1) and (2). In addition, the received system is both controllable and observable [21].
6. Estimating open system state-space models
The model is to be estimated from the input and the output signals. Ideally system identification is performed on the
unique impulse response of a system. Obviously, such a response of a power system is beyond our reach. This is due to the
fact that wewould then need to inject an excitation signal of infinite amplitude for a very short time. However, the selection
of the best pulse duration raises several problems related to the fact that the spectral content of the pulse is closely related
to the pulse width; as the pulse shrinks, its spectrum spreads [22]. By varying the inputs over a wide frequency range the
system’s response for this wide frequency range can be found. A proper input pattern has to be chosen to achieve a good
response of the system. One proper option is a signal that has a flat frequency spectrum for a certain band [21]; this signal
can be achieved by combining two sinc pulses [21]. To reduce the ripple in the time domain the signal is multiplied by a
window; an appropriate choice would be for instance the Hamming window. The signal can then be expressed as
us(t) = Hwh(t)
[
sin(2pi f2(t − Tp))− sin(2pi f1(t − Tp))
pi(t − Tp)
]
(4)
where
f1 and f2 is the frequency range of the signal,
Tp is the duration of the signal,
wh(t) is the window, in this case the Hamming window,
H is the amplitude of the frequency spectrum.
6.1. Input signals
The set of inputs is the current set-point, I(t), through the HVDC links. Thus, the controllable input vector becomes
u(t) = [Id set p1(t) · · · Id set pm(t)]T , referring to Eq. (1). Wherem is the number of HVDC links in the system. The output signals
have to be chosen, which is explained in Section 6.2.
6.2. Output signals
The output signals are selected as appropriate signals which are measurable and affected by power oscillations.
Synchronous phasor measurement technology implementation has been accelerated by the fast development of high
capacity fiber-optics-based telecommunication networks. This trend will soon provide a reliable source of Wide Area Mea-
surement Systems (WAMS), measuring the global dynamic states of power systems [23]. The availability of this informa-
tion comes along with the issue of how to effectively put it into use in the various areas of system dynamic performance.
Naturally, when the Phasor Measurement Unit (PMU) network is suitably configured, use of wide area measurement in
system dynamic performance monitoring is quite obvious, but applying it to solve special stability problems is more
intricate [24,25].
Themethod presented in this paper uses the speed deviation as the output signal. Themotivation for this is the following.
Since the damping issue is highly dependent on the changes of the angular and speed difference of the generators, this
leads to the choice of these two as output variables. A better option is the speed signals since they are independent of the
operational point in the steady state. The speed signals are achieved by using the PMU signals [23]. Another output option
could be measuring the power oscillations on some lines. In general, signals which directly depend on the operational point
are not suitable, such as angles and power flows. The reason for this is that when using the state feedback coordination the
controller will change its inputs (set-points) towards the operational point where the system is linearized, which may not
be the current operational point. Fig. 2 shows an overview of the data used in the N4SID method, i.e. measurement of the
current change in the HVDC links and the speed deviations of the generators.
7. Model validation
The estimated open systemmodels have to be validated in order to decidewhether they reproduce the system behaviour
within acceptable bounds. Furthermore, a proper order has to be selected. This can be done in several different ways and
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Fig. 2. An overview of the N4SID system identification process.
how one does this depends much on the use of the estimated models. One good way is to validate the models by comparing
the match of the measured and estimated output signals. For each model and output signal, a fitting accuracy index can be
calculated:
Y fit = 100
[
1− |y− yˆ||y− y|
]
(5)
where
y is the measured output,
yˆ is the simulated output,
y is the mean of y.
Adding the fitting accuracy indices together for each model order, a total fitting accuracy index can be calculated and its
values compared for different model orders. A proper model order is defined as if the model order represents the system’s
behaviour and an increase of model order does not increase the fitting accuracy significantly. This gives an indication of
which model order should be selected. The final check should be done by evaluating the control performance of the closed
loop system in simulations. In the case where the control performance is not sufficient a higher ordermodel or other control
design should be considered.
As a second check, the eigenvalues of the actual and estimated systems can be compared. If the estimated model has
similar eigenvalues to the real system, this means that the system’s behaviour is represented well.
8. Observer and controller design
Once a proper model is achieved the observer and controller design can be performed. It is well-known that the use of an
observer in combination with state feedback gain generates a linear time-invariant closed loop system, with predetermined
dynamics obtained by specifying a set of desired closed loop poles [17]. One designmethod is the pole placement technique
which has been a subject for research for a long time [26]. The problem considered is that of determining the feedback
gains for multi-input systems from a certain set of closed loop poles. For the pole placement design approach there is a
significant difference between the single-input andmulti-input case. Themain reason for this is that in themulti-input case
the feedback gain matrix is not uniquely determined by the desired closed loop pole location.
The pole placement for the state feedback controller and the observer is done in a similar matter. The feedback gain, Lctrl,
of the controller is designed so that the closed loop system A−BLctrl has the desired specifications. This can be performed by
using Matlab’s inbuilt function place. Exactly the same procedure as given above can be used for placing the observer poles
in the desired locations. Choosing the observer gain, Lobs, such that the closed loop observer matrix A− LobsC has the desired
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Fig. 3. Overview of the control system.
Fig. 4. Power system including two HVDC links.
poles corresponds to the problem of choosing the feedback gain Lctrl such that the closed loop system matrix AT − LTctrlBT
has the same poles. Thus, for the observer pole placement problem, matrix A should be replaced by AT , B by CT and Lctrl
by Lobs.
The observer error oe = xˆ − x satisfies the equation o˙e = (A − LobsC)oe. The observer gains should be chosen so that
the error dynamics are faster than the controller dynamics [17]. The control is performed as shown in Fig. 3. In particular,
the output of the observer may be subtracted from the output of the plant and then multiplied by a matrix Lobs; this is then
added to the equations for the state of the observer to produce a so-called Luenberger observer [27].
9. Case study
To verify the method developed, a case study in a power system is performed. Firstly an open systemmodel is estimated
and a central controller is designed. The effectiveness of the controller is shownwhen the system is affected by disturbances.
9.1. Description of the test power system
The system in this case study consists of three generators connected to nodes A, B, and C depicted in Fig. 4. The HVDC
links are connected between nodes A and C and between B and C. The power production is large in node A and the load
centre is assumed to be in node C, i.e. there is a significant power flow from nodes A to C. The power can go either through
the AC lines or through the HVDC links. The data set is based on the well-known nine-bus system [28] and Load 4 and the
two HVDC links are added; this is implemented in Matlab as described in [5]. The loads are modelled as constant power
loads.
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Fig. 5. Fitting accuracy.
Table 1
Eigenvalues of the estimated model of order 6.
Matlab Estimated
−0.552± j9.780 −0.584± j10.018
−1.179± j13.258 −1.204± j13.034
0 0
−0.102 −0.091
−0.496 –
−0.716 –
−0.849 –
9.2. Eigenvalue analysis and model estimation
The system undergoes changes in the current set-points as described earlier; the current set-points are used as the input
vector u(t). The frequency band in Eq. (4) is set to be between 0.1 Hz to 5 Hz; thus, [f1 f2] = [0.1 5] Hz. The speed of all
the generators is measured; together with the inputs this provides the data for the N4SID method. In this paper the output
signals are measured with a low level of noise. The noise is assumed to be Gaussian distributed. The Signal to Noise Ratio
(SNR) is the rate of noise corruption of the measurements and is calculated using
SNR = 10 log 1
N
N∑
t=1
1ω(t)2
e(t)2
(6)
where
N is the number of output signals,
1ω is the speed deviation,
e is the measurement noise.
Data were collected for 30 s and in order to achieve accurate model estimation the data set has to be pre-processed
before it is used. All signals were detrended by removing their mean values. An anti-alias filter was applied and the data
were downsampled to a sampling frequency of 20 Hz.
The fitting accuracy is calculated for different model orders; this is shown in Fig. 5. A reasonable choice of model order
is the sixth order. This model has good fitting accuracy; increase of the model order does not improve the fitting accuracy
much.
Eigenvalue analysis shows that the system has two oscillatory modes. The damping in the open loop system is about 5%.
By using state feedback it is possible to increase the damping. The eigenvalues of the system are calculated in Matlab with
the linearized actual model and compared with the eigenvalues of the estimated model. The eigenvalues of the system and
the estimated models are listed in Table 1. The match of the eigenvalues and thereby the behaviour of the estimated system
is similar to that for the real system.
The observer and controller feedback gains are calculated as described in Section 8. The eigenvalues of the open and
closed loop controlled systems are listed in Table 2. The observer has its poles further to the left than the controlled system.
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Table 2
Eigenvalues of the open and closed loop systems.
Open loop system Closed loop system
0 0
−0.552± j9.780 −2.887± j0
−1.179± j13.258 −3.646± j0
−0.102 −2
Fig. 6. Output 1 = ωB − ωA .
10. Simulation study
In this paper Generator A is taken as the reference and the plotted outputs are the deviations in speed, ω, of Generator B
and Generator C, i.e. Output 1= ωB − ωA and Output 2= ωC − ωA.
Two disturbances are applied to the system; the disturbances are due to load changes. Case 1 is created by simultaneous
decrease of Load 1 and increase of Load 3. Case 2 is created by simultaneous decrease of Load 2 and increase of Load 3. In
both cases the increase and the decrease are equal, which is to preserve the power balance.
The noise corrupted with the measured speed signals gives in this case study an SNR of−10 dB, according to Eq. (6).
10.1. Case 1
Case 1 is selected to be a simultaneous decrease of the active power of Load 1 and increase of Load 3, by 100 MW in each
case. Figs. 6 and 7 show the output signalswhen this disturbance is applied. It is obvious that inspection of the figures reveals
that the system behaves better when using the state feedback, and the oscillatory behaviour should be totally eliminated,
since all βi = 0.
10.2. Case 2
Case 2 is selected to be a simultaneous decrease of the active power of Load 2 and increase of Load 3, by 100 MW in
each case. Figs. 8 and 9 show the system behaviour under this disturbance. Also in this case, the response is better in the
controlled system compared to the uncontrolled one.
10.3. Analysis of the simulation results
The oscillatory behaviour is not completely removed. The reasons for this are the nonlinear behaviour of the actualmodel,
the model deviation of the estimated model and the time that it might take for the model state estimation. However, in this
small example the regular well-known Luenberger observer is used. In larger systems with higher model uncertainties and
sensor noise another approach for the observer might be necessary, for example using an extended state observer or sliding
mode observer [29,30].
11. Conclusions
This paper describes a method for designing a centrally coordinated controller for power oscillation damping
enhancement. The controller design is based on an estimated open system model which models the power oscillatory
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Fig. 7. Output 2 = ωC − ωA .
Fig. 8. Output 1 = ωB − ωA .
Fig. 9. Output 2 = ωC − ωA .
R. Eriksson, L. Söder / Computers and Mathematics with Applications 60 (2010) 944–953 953
behaviour. The controller designmethod developed describes and shows how the damping in the system can be significantly
increased by modulating the current through the HVDC links in a coordinated fashion. The effectiveness of the method is
shown in an example including twoHVDC links. The controller performs quitewell and improves the damping in the system.
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