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a b s t r a c t
Computing a minimal reduct of a decision formal context by Boolean reasoning is an NP-
hard problem. Thus, it is essential to develop some heuristic methods to deal with the
issue of knowledge reduction especially for large decision formal contexts. In this study, we
first investigate the relationship between the concept lattice of a formal context and those
of its subcontexts in preparation for deriving a heuristic knowledge-reduction method.
Then, we construct a new framework of knowledge reduction in which the capacity of one
concept lattice implying another is defined to measure the significance of the attributes
in a consistent decision formal context. Based on this reduction framework, we formulate
an algorithm of searching for a minimal reduct of a consistent decision formal context.
It is proved that this algorithm is complete and its time complexity is polynomial. Some
numerical experiments demonstrate that the algorithm can generally obtain a minimal
reduct and is much more efficient than some Boolean reasoning-based methods.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Formal concept analysis (FCA), proposed by Wille [1] in 1982, is one of the effective mathematical tools for conceptual
data analysis and knowledge processing. Two important notions in FCA are formal context and formal concept. The family
of all formal concepts of a formal context forms a complete lattice [2] which is termed as the concept lattice of the formal
context in FCA and reflects the relationship of generalization and specialization among the formal concepts. Nowadays,
FCA has been applied to a variety of fields such as data mining, machine learning, artificial intelligence and software
engineering [3–11].
As is well known, much attention has been paid to the issue of knowledge reduction in rough set theory [12] and many
reduction methods have been proposed for information systems and decision tables [13–16]. Since computing a minimal
reduct of an information systemor a decision table byBoolean reasoning is anNP-hard problem [17], someheuristicmethods
have been developed to find an approximate solution instead [18,19]. Similar to the case in rough set theory, knowledge
reduction is also one of the key issues in FCA. In fact, these two theories often complement one another in data analysis and
some studies have been devoted to combining them in a common framework [20,21].
Recently, there has been growing interest in knowledge reduction in FCA. For instance, Ganter and Wille [2] proposed a
knowledge-reduction method by removing the reducible objects and attributes of a formal context. Elloumi et al. [22] put
forward a multilevel reduction approach in which some rows in the initial context may be removed at a given precision
level without changing the association rules derived from the reduced databases. In the sense of lattice isomorphism,
Zhang et al. [23] presented a knowledge-reduction method in formal contexts and, from the viewpoint of rough set theory,
Liu et al. [24] proposed two knowledge reduction approaches. Additionally, some methods for knowledge reduction in
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consistent decision formal contexts were also explored. For example,Wang and Zhang [25] developed amethod to compute
such reducts that can make each image in the decision concept lattice have at least one preimage in the conditional concept
lattice. Wei et al. [26] investigated the issue of knowledge reduction in consistent decision formal contexts by defining a
strongly partial order and a weakly partial order between the conditional concept lattice and the decision concept lattice.
Wu et al. [27] put forward the notion of granular reduction in consistent formal decision contexts and developed some
approaches for computing granular reducts.
A minimal reduct of a decision formal context plays an important role in rule acquisition. However, like that in rough
set theory, computing a minimal reduct of a consistent decision formal context by Boolean reasoning is still an NP-hard
problem [27]. Therefore, the existingmethods such as these in [25–27] for computing aminimal reduct are computationally
expensive and they are even impossibly implemented for a large database. In this paper, we develop a heuristicmethodwith
polynomial time complexity to search for a minimal reduct of a consistent decision formal context. Numerical experiments
demonstrate that this method can in general obtain a minimal reduct and is much more efficient than some Boolean
reasoning-based methods.
The rest of this paper is organized as follows. In Section 2, we briefly introduce some basic notions and results related to
formal contexts and discuss the relationship between the concept lattice of a formal context and those of its subcontexts.
We construct in Section 3 a new framework of knowledge reduction for consistent decision formal contexts. In Section 4,
we formulate a heuristic algorithm with polynomial time complexity to search for a minimal reduct of a consistent
decision formal context. Some numerical experiments are conducted in Section 5 to access the performance of the proposed
algorithm. The paper is concluded with a brief summary.
2. Preliminaries
In this section, we briefly introduce some basic notions and results about formal contexts and further investigate the
relationship between the concept lattice of a formal context and those of its subcontexts.
2.1. Formal contexts and concept lattices
Definition 1 ([1]). A formal context is a triple (U, A, I), where U = {x1, x2, . . . , xn}, called the universe of discourse, is a
nonempty and finite set of objects, A = {a1, a2, . . . , am} is a nonempty and finite set of attributes, and I ⊆ U × A is a binary
relation between U and Awith (x, a) ∈ I indicating that the object x owns the attribute a.
In this paper, we assume that the binary relation I is regular. That is, for any (x, a) ∈ U × A, it satisfies the following
conditions:
(1) There exist a1, a2 ∈ A such that (x, a1) ∈ I and (x, a2) ∉ I , and
(2) there exist x1, x2 ∈ U such that (x1, a) ∈ I and (x2, a) ∉ I .
For X ⊆ U and B ⊆ A, define
X∗ = {a ∈ A | ∀x ∈ X, (x, a) ∈ I},
B∗ = {x ∈ U | ∀a ∈ B, (x, a) ∈ I}. (1)
That is, X∗ is the maximal family of the attributes that all the objects in X have in common and B∗ is the maximal family of
the objects shared by all the attributes in B.
Definition 2 ([1]). Let K = (U, A, I) be a formal context. For X ⊆ U and B ⊆ A, the ordered pair (X, B) is called a formal
concept (or simply a concept) ofK if it satisfies X∗ = B and B∗ = X . Here, X and B are termed, respectively, as the extension
and the intension of the formal concept (X, B). The sets of all the formal concepts, all the extensions, and all the intensions
of (U, A, I) are denoted byB(U, A, I),U(U, A, I), and I(U, A, I), respectively.
Proposition 1 ([1]). Let K = (U, A, I) be a formal context. For X1, X2, X ⊆ U and B1, B2, B ⊆ A, we have the following
conclusions:
(1) X1 ⊆ X2 ⇒ X∗2 ⊆ X∗1 ; B1 ⊆ B2 ⇒ B∗2 ⊆ B∗1 .
(2) X ⊆ X∗∗ and B ⊆ B∗∗.
(3) (X∗∗, X∗) and (B∗, B∗∗) are two formal concepts of K.
The set of all formal concepts of a formal context (U, A, I) forms a complete lattice [2], called the concept lattice of (U, A, I)
and denoted byB(U, A, I). Themeet and join inB(U, A, I) are defined by
(X1, B1) ∧ (X2, B2) = (X1 ∩ X2, (B1 ∪ B2)∗∗) and
(X1, B1) ∨ (X2, B2) = ((X1 ∪ X2)∗∗, B1 ∩ B2), (2)
respectively. The partial order relation≼ inB(U, A, I) is defined as follows: For (X1, B1), (X2, B2) ∈ B(U, A, I),
(X1, B1) ≼ (X2, B2)⇐⇒ X1 ⊆ X2 ⇐⇒ B2 ⊆ B1. (3)
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Fig. 1. The Hasse diagram of the concept lattice of (U, A, I).
Table 1
A formal context K = (U, A, I).
U a b c d e f
1 1 1 1 0 0 1
2 1 1 1 1 0 1
3 1 0 0 0 0 0
4 0 1 0 1 1 1
5 1 0 0 0 0 0
Example 1. Table 1 shows a formal context K = (U, A, I), where U = {1, 2, 3, 4, 5} and A = {a, b, c, d, e, f }. For each
(x, a) ∈ U × A, we use numbers 1 and 0 to denote (x, a) ∈ I and (x, a) ∉ I , respectively. Fig. 1 depicts the Hasse diagram of
the concept lattice derived from Table 1. For simplicity, a nonempty set in the figure is denoted only by listing its elements
in sequence. For example, the set {1, 2, 3, 5} is denoted by 1235.
2.2. Subcontexts and their concept lattices
Definition 3 ([27]). LetK = (U, A, I) be a formal context, E ⊆ A and IE = I ∩ (U × E). The formal context (U, E, IE) is called
a subcontext of K.
Let (U, E, IE) be a subcontext of (U, A, I). For X ⊆ U and B ⊆ E, define
X∗E = {a ∈ E | ∀x ∈ X, (x, a) ∈ IE},
B∗E = {x ∈ U | ∀a ∈ B, (x, a) ∈ IE}. (4)
Then, (X, B) is a formal concept of (U, E, IE) if and only if X∗E = B and B∗E = X . Similarly, the sets of all the formal concepts,
all the extensions, and all the intensions of (U, E, IE) are denoted by B(U, E, IE),U(U, E, IE), and I(U, E, IE), respectively.
Furthermore, the concept lattice of the subcontext (U, E, IE) is denoted byB(U, E, IE).
Proposition 2. Let (U, A, I) be a formal context and E ⊆ A. For X, X1, X2 ⊆ U and B, B1, B2 ⊆ E, the following statements hold.
(1) X∗E = X∗ ∩ E; B∗E = B∗.
(2) X1 ⊆ X2 ⇒ X∗E2 ⊆ X∗E1 ; B1 ⊆ B2 ⇒ B∗E2 ⊆ B∗E1 .
(3) X ⊆ X∗E ∗E ; B ⊆ B∗E ∗E .
(4) (X∗E ∗E , X∗E ) and (B∗E , B∗E ∗E ) are two formal concepts of (U, E, IE).
Proof. The proofs are immediate from Proposition 1 and Eqs. (1) and (4). 
Proposition 3. Let (U, A, I) be a formal context and R ⊆ E ⊆ A. Then, U(U, R, IR) ⊆ U(U, E, IE).
Proof. For any X ∈ U(U, R, IR), there exists B ∈ I(U, R, IR) such that (X, B) ∈ B(U, R, IR). It can be known from the fourth
item in Proposition 2 that (X∗E ∗E , X∗E ) ∈ B(U, E, IE). Moreover, we have X ⊆ X∗E ∗E from the third item in Proposition 2
and B = X∗R ⊆ X∗E ⇒ X∗E ∗E ⊆ B∗E = B∗R = X from the first two items in Proposition 2, which implies X = X∗E ∗E . Thus,
X ∈ U(U, E, IE). 
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Proposition 4. Let K = (U, A, I) be a formal context and E ⊆ A. ThenB(U, E, IE) = {((B∩ E)∗, B∩ E) | (X, B) ∈ B(U, A, I)}.
Proof. For any (X ′, B′) ∈ B(U, E, IE), it follows from Proposition 3 that there exists (X0, B0) ∈ B(U, A, I) such that X0 = X ′.
From the first item in Proposition 2, we have B′ = X ′ ∗E = X ′∗∩E = X∗0 ∩E = B0∩E and X ′ = B′ ∗E = (B0∩E)∗E = (B0∩E)∗,
which yields (X ′, B′) = ((B0 ∩ E)∗, B0 ∩ E), and therefore, (X ′, B′) ∈ {((B ∩ E)∗, B ∩ E) | (X, B) ∈ B(U, A, I)}. Hence,
B(U, E, IE) ⊆ {((B ∩ E)∗, B ∩ E) | (X, B) ∈ B(U, A, I)}.
Conversely, for any (X ′′, B′′) ∈ {((B ∩ E)∗, B ∩ E) | (X, B) ∈ B(U, A, I)}, there exists (X1, B1) ∈ B(U, A, I) such that
(X ′′, B′′) = ((B1 ∩ E)∗, B1 ∩ E). In order to prove {((B ∩ E)∗, B ∩ E) | (X, B) ∈ B(U, A, I)} ⊆ B(U, E, IE), we only need to
prove ((B1 ∩ E)∗, B1 ∩ E) ∈ B(U, E, IE).
It can be known from the first item in Proposition 2 that (B1 ∩ E)∗E = (B1 ∩ E)∗. On the other hand, based on
B1 ∩ E ⊆ (B1 ∩ E)∗∗ and B1 ∩ E ⊆ E, we have B1 ∩ E ⊆ (B1 ∩ E)∗∗ ∩ E ⊆ B∗∗1 ∩ E = X∗1 ∩ E = B1 ∩ E, which
implies (B1 ∩ E)∗∗ ∩ E = B1 ∩ E. Thus, ((B1 ∩ E)∗)∗E = (B1 ∩ E)∗∗ ∩ E = B1 ∩ E. Combining (B1 ∩ E)∗E = (B1 ∩ E)∗ with
((B1 ∩ E)∗)∗E = B1 ∩ E, we obtain that ((B1 ∩ E)∗, B1 ∩ E) ∈ B(U, E, IE). 
Proposition 4 builds the relationship between the concept lattice of a formal context and those of its subcontexts.
3. A new framework of knowledge reduction for decision formal contexts
Definition 4 ([26]). A decision formal context is a quintuple (U, A, I,D, J)with A∩ D = ∅, where (U, A, I) and (U,D, J) are
two formal contexts, and A and D are called the conditional attribute set and the decision attribute set, respectively.
In order to construct a new framework of knowledge reduction for decision formal contexts, we first define an implying
relationship and the induced decision rule in decision formal contexts.
Definition 5. Let (U, A, I,D, J) be a decision formal context and E ⊆ A. For any (X, B) ∈ B(U, E, IE) and (Y , C) ∈ B(U,D, J),
if X ⊆ Y and X, B, Y , and C are all nonempty, we say that (Y , C) can be implied by (X, B) and denote this implying
relationship by (X, B) → (Y , C). The set of all the implying relationships between the concepts of (U, E, IE) and those
of (U,D, J) is denoted byD(E,D).
It can be known from (X, B)→ (Y , C) that if x ∈ U is shared by all the attributes in B, then x owns all the attributes in C
with certainty. Thus, we can obtain a decision rule from (X, B)→ (Y , C)which is denoted by B → C and is read ‘‘if B, then
C ’’, where B and C are referred to as the premise and the conclusion of B → C , respectively. Hereinafter, we denote by
R(E,D) = {B → C | (X, B)→ (Y , C) ∈ D(E,D)} (5)
the set of all the decision rules obtained fromD(E,D).
A decision rule B → C given above is in fact an implication rule defined in [28]; however, an implication rule may not be
a decision rule because the premise or the conclusion of the implication rulemay not be the intension of any formal concept.
Thus, a decision rule has more semantic explanation than an implication rule.
Definition 6. Let (U, A, I,D, J) be a decision formal context and E ⊆ A. For any B → C ∈ R(E,D), if there exists
B′ → C ′ ∈ R(E,D) \ {B → C} such that B′ ⊆ B and C ⊆ C ′, then we say that B → C can be implied by B′ → C ′,
which is denoted by B′ → C ′ ⇒ B → C . If B′ → C ′ ⇒ B → C , we say that B → C is redundant in R(E,D); otherwise, we
say that B → C is non-redundant inR(E,D).
For a given decision formal context F = (U, A, I,D, J), we are more interested in extracting non-redundant decision
rules from F since the redundant decision rules can be implied by the others.
In what follows, we give the definitions of next neighbor and optimal implying relationship in decision formal contexts.
Consequently, the definition of a consistent decision formal context with its consistent set, reduct and core is introduced
under the proposed implying relationship.
Definition 7. Let (U, A, I,D, J) be a decision formal context. For X, Y ∈ U(U,D, J), X is called a next neighbor of Y if X ⊂ Y
and there does not exist Z ∈ U(U,D, J) such that X ⊂ Z ⊂ Y . The family of all the next neighbors of Y in U(U,D, J) is
denoted by NN(Y ).
Definition 8. Let F = (U, A, I,D, J) be a decision formal context and E ⊆ A. (X, B)→ (Y , C) ∈ D(E,D) is further denoted
by (X, B)
∗→ (Y , C) if X ⊈ Y ′ for any Y ′ ∈ NN(Y ), where NN(Y ) is the set of all the next neighbors of Y in U(U,D, J).
(X, B) → (Y , C) is said to be optimal in D(E,D) if (X, B) ∗→ (Y , C) and |X | ≥ |X ′| for any (X ′, B′) ∗→ (Y , C) ∈ D(E,D).
Moreover, F is said to be consistent if for any (Y , C) ∈ B(U,D, J)with Y ≠ ∅ and C ≠ ∅, there exists (X ′′, B′′) ∈ B(U, A, I)
such that (X ′′, B′′)→ (Y , C) is optimal inD(A,D). Otherwise, F is said to be inconsistent.
Proposition 5. Let (U, A, I,D, J) be a decision formal context and E ⊆ A. If (X, B)→ (Y , C) ∈ D(E,D) is optimal inD(E,D),
then B → C is non-redundant inR(E,D).
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Proof. If B → C is redundant in R(E,D), then there exists B′ → C ′ ∈ R(E,D) \ {B → C} such that B′ ⊆ B and C ⊆ C ′,
or equivalently, X ⊆ X ′ and Y ′ ⊆ Y . Thus, X ⊆ X ′ ⊆ Y ′ ⊆ Y . Note that (X, B) ∗→ (Y , C) and X ⊆ X ′ ⊆ Y ′ ⊆ Y imply
(X ′, B′) ∗→ (Y , C). Since B′ → C ′ ∈ R(E,D) \ {B → C}, we have X ⊂ X ′ ⊆ Y ′ ⊆ Y or X ⊆ X ′ ⊆ Y ′ ⊂ Y . Hence, |X ′| > |X |
or X ⊆ Y ′ ⊂ Y , which is in contradiction with the hypothesis that (X, B)→ (Y , C) is optimal inD(E,D). Therefore, B → C
is non-redundant inR(E,D). 
Proposition 5 indicates that the induced decision rule of an optimal implying relationship is non-redundant. Thus, a
consistent decision formal context (U, A, I,D, J)means that for every (Y , C) ∈ B(U,D, J) with Y ≠ ∅ and C ≠ ∅, we can
derive at least one non-redundant decision rule B → C from (U, A, I,D, J).
Definition 9. Let F = (U, A, I,D, J) be a consistent decision formal context. R ⊆ A is called a consistent set of F if for any
(Y , C) ∈ B(U,D, J)with Y ≠ ∅ and C ≠ ∅, there exists (X ′, B′) ∈ B(U, R, IR) such that (X ′, B′) ∗→ (Y , C) and |X ′| ≥ |X | for
any (X, B)
∗→ (Y , C) ∈ D(A,D). Otherwise, R is called an inconsistent set of F. Furthermore, if R is a consistent set and any
E ⊂ R is an inconsistent set, then R is said to be a reduct of F. The intersection of all the reducts of F is called the core of F
and is denoted by Co(A).
Definition 10. Let F = (U, A, I,D, J) be a consistent decision formal context and {Ri | i = 1, 2, . . . , k} be the set of all the
reducts of F. Each element in Co(A) =ki=1 Ri is said to be an indispensable attribute of F and each element in A \ Co(A) is
said to be a dispensable attribute of F.
Proposition 6. Let F = (U, A, I,D, J) be a consistent decision formal context. c ∈ A is an indispensable attribute of F if and
only if A \ {c} is an inconsistent set of F, or equivalently, c is a dispensable attribute of F if and only if A \ {c} is a consistent set
of F.
Proof. Let c be an indispensable attribute of F. Then c ∈ki=1 Ri. If A \ {c} is a consistent set, there exists at least one reduct
R of F such that R ⊆ A \ {c}. Therefore, c ∈ ki=1 Ri ⊆ R ⊆ A \ {c}, which is in contradiction with the definition of A \ {c}.
Hence, A \ {c} is an inconsistent set of F.
Conversely, let A \ {c} be an inconsistent set of F. Then we conclude that c ∈ Ri for every i = 1, 2, . . . , k. Otherwise,
there exists one reduct Ri such that c ∉ Ri. Therefore, Ri \ {c} ⊆ A \ {c} is also a reduct of F. As a result, A \ {c} is a consistent
set of F, which is in contradiction with the assumption that A \ {c} is an inconsistent set of F. Hence, c ∈ki=1 Ri and c is an
indispensable attribute of F. 
Example 2. Table 2 describes a decision formal context F = (U, A, I,D, J), where U = {1, 2, 3, 4, 5, 6, 7, 8, 9}, A =
{a, b, c, d, e, f , g, h, i, j, k} and D = {d1, d2, d3, d4}. Since
B(U, A, I) =

(123456789,∅), (∅, abcdefghijk), (12356, b), (1234, g),
(5678, ad), (34678, c), (123, bg), (234, gh),
(568, adf ), (34, cgh), (678, acd), (23, bgh),
(36, bc), (56, abdf ), (68, acdf ), (69, j), (79, k),
(3, bcgh), (6, abcdfj), (7, acdek), (9, ijk)

and B(U,D, J) = {(123456789,∅), (123, d1), (4567, d2), (568, d3), (9, d4), (56, d2d3), (∅, d1d2d3d4)}, we see that
(123, bg) → (123, d1), (7, acdek) → (4567, d2), (568, adf ) → (568, d3), (9, ijk) → (9, d4) and (56, abdf ) → (56, d2d3)
are optimal in D(A,D). It follows from Definition 8 that F is consistent. Furthermore, we can obtain the following decision
rules:
Rule 1: If b and g , then d1.
Rule 2: If a, c, d, e and k, then d2.
Rule 3: If a, d and f , then d3.
Rule 4: If i, j and k, then d4.
Rule 5: If a, b, d and f , then d2 and d3.
It can easily be observed that Rules 1–5 are non-redundant inR(A,D).
4. Formulation of a heuristic knowledge-reduction method for consistent decision formal contexts
In this section, we first define an index to measure the capacity of one concept lattice implying another and give some
conditions for judging whether a given conditional attribute set is a consistent set and, furthermore, a reduct based on the
capacity index. We then formulate a heuristic algorithm for computing a minimal reduct of a consistent decision formal
context according to the proposed reduction framework.
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Table 2
A decision formal context F = (U, A, I,D, J).
U a b c d e f g h i j k d1 d2 d3 d4
1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
2 0 1 0 0 0 0 1 1 0 0 0 1 0 0 0
3 0 1 1 0 0 0 1 1 0 0 0 1 0 0 0
4 0 0 1 0 0 0 1 1 0 0 0 0 1 0 0
5 1 1 0 1 0 1 0 0 0 0 0 0 1 1 0
6 1 1 1 1 0 1 0 0 0 1 0 0 1 1 0
7 1 0 1 1 1 0 0 0 0 0 1 0 1 0 0
8 1 0 1 1 0 1 0 0 0 0 0 0 0 1 0
9 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1
For a decision formal context (U, A, I,D, J) and E ⊆ A, let
U⋆(U, E, IE) = {X ∈ U(U, E, IE) | X ≠ ∅, X∗E ≠ ∅} and
U⋆(U,D, J) = {Y ∈ U(U,D, J) | Y ≠ ∅, Y ∗D ≠ ∅}. (6)
We define twomappings α : U⋆(U, E, IE)×U⋆(U,D, J)→ {0, 1} and β : U⋆(U, E, IE)×U⋆(U,D, J)→ [0, λ+µ] as follows:
For X ∈ U⋆(U, E, IE) and Y ∈ U⋆(U,D, J),
α(X, Y ) =

1, if X ⊆ Y , X ⊈ Y ′ for any Y ′ ∈ NN(Y ),
0, otherwise, (7)
and
β(X, Y ) = α(X, Y )

λ+ µ |X ||U|

, (8)
whereNN(Y ) is the set of all the next neighbors of Y inU(U,D, J), and λ andµ are theweights used to adjust the importance
of α(X, Y ) and |X |/|U|, respectively. For example, we can take λ = 1 and µ = 1/|U|.
Definition 11. Let F = (U, A, I,D, J) be a decision formal context and E ⊆ A. We define the index
CI(E,D) =
−
Y∈U⋆(U,D,J)
max
X∈U⋆(U,E,IE )
{β(X, Y )}
to measure the capacity ofB(U, E, IE) implyingB(U,D, J).
Proposition 7. Let F = (U, A, I,D, J) be a decision formal context. If R ⊆ E ⊆ A, then CI(R,D) ≤ CI(E,D).
Proof. Since R ⊆ E, it can be known from Proposition 3 that U(U, R, IR) ⊆ U(U, E, IE). Noting that (U, A, I) is regular, we
have U⋆(U, R, IR) ⊆ U⋆(U, E, IE). Thus, for any Y ∈ U⋆(U,D, J), it is true that
max
X∈U⋆(U,R,IR)
{β(X, Y )} ≤ max
X∈U⋆(U,E,IE )
{β(X, Y )},
which implies CI(R,D) ≤ CI(E,D). 
Theorem 1. Let F = (U, A, I,D, J) be a consistent decision formal context and E ⊆ A. Then, E is a consistent set of F if and only
if CI(E,D) = CI(A,D).
Proof. If E is a consistent set of F, then for any (Y , C) ∈ B(U,D, J)with Y ≠ ∅ and C ≠ ∅, there exists (X ′, B′) ∈ B(U, E, IE)
such that (X ′, B′) ∗→ (Y , C) and |X ′| ≥ |X | for any (X, B) ∗→ (Y , C) ∈ D(A,D). Thus, for any Y ∈ U⋆(U,D, J), we have
max
X∈U⋆(U,E,IE )
{β(X, Y )} ≥ max
X∈U⋆(U,A,I)
{β(X, Y )}.
On the other hand, it follows from Proposition 7 that
max
X∈U⋆(U,E,IE )
{β(X, Y )} ≤ max
X∈U⋆(U,A,I)
{β(X, Y )}.
Hence, we have CI(E,D) = CI(A,D).
Conversely, if CI(E,D) = CI(A,D), then for any Y ∈ U⋆(U,D, J), we have
max
X∈U⋆(U,E,IE )
{β(X, Y )} = max
X∈U⋆(U,A,I)
{β(X, Y )} > 0.
Therefore, for any (Y , C) ∈ B(U,D, J) with Y ≠ ∅ and C ≠ ∅, there exists (X ′′, B′′) ∈ B(U, E, IE) such that (X ′′, B′′) ∗→
(Y , C) and |X ′′| ≥ |X | for any (X, B) ∗→ (Y , C) ∈ D(A,D). Consequently, E is a consistent set of F. 
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Definition 12. Let F = (U, A, I,D, J) be a consistent decision formal context and E ⊆ A. The significance of each attribute
e ∈ E is defined by
SIG(E | e) = CI(E,D)− CI(E \ {e},D).
It can be known from Definition 12 that the significance of each e ∈ E, measured by the difference between CI(E,D) and
CI(E \ {e},D), indicates that how much the capacity ofB(U, E, IE) implyingB(U,D, J) changes when e is removed from E.
Proposition 8. For a consistent decision formal context F = (U, A, I,D, J), a ∈ A is an indispensable attribute if and only if
SIG(A | a) > 0, or equivalently, a ∈ A is a dispensable attribute if and only if SIG(A | a) = 0.
Proof. If a is an indispensable attribute, then it follows from Proposition 6 that A \ {a} is an inconsistent set of F. According
to Theorem 1, we have CI(A,D) > CI(A \ {a},D), that is, SIG(A | a) > 0.
Conversely, if SIG(A | a) > 0, then CI(A,D) > CI(A \ {a},D). It follows from Theorem 1 that A \ {a} is an inconsistent set
of F. Based on Proposition 6, we know that a is an indispensable attribute. 
Proposition 9. For a consistent decision formal context F = (U, A, I,D, J), Co(A) = {a ∈ A | SIG(A | a) > 0}.
Proof. The proof is immediate from Definition 10 and Proposition 8. 
Theorem 2. Let F = (U, A, I,D, J) be a consistent decision formal context and E ⊆ A. If CI(E,D) = CI(A,D) and SIG(E | e) > 0
for every e ∈ E, then E is a reduct of F.
Proof. The proof is obvious from Theorem 1 and Propositions 6 and 8. 
Definition 13. Let (U, A, I,D, J)be a consistent decision formal context andR ⊂ A. The significance of each attribute c ∈ A\R
with respect to R is defined by
SIG(c | R) = CI(R ∪ {c},D)− CI(R,D).
It should be noted that SIG(c | R) is different from SIG(R | c) because the former holds for c ∉ Rwhile the latter is defined
for c ∈ R. It can be known from Definition 13 that the significance of each attribute c ∉ R with respect to R is measured by
the magnitude that the capacity ofB(U, R, IR) implyingB(U,D, J) changes when c is added into R. The larger the value of
SIG(c | R) is, the more significant c is with respect to R. Hence, we can use SIG(c | R) as the heuristic information in finding
minimal reducts.
Based on the above discussion, we can formulate a heuristic algorithm for searching for a minimal reduct of a consistent
decision formal context.
Let F = (U, A, I,D, J) be a consistent decision formal context. Note that Co(A) is unique and can be computed according
to Proposition 9. We set E = Co(A) and start with E to search for a minimal reduct of F. The rationale is as follows. If
CI(E,D) = CI(A,D), it follows from Theorem 1 that E is a consistent set; otherwise, choose an attribute b from A \ E such
that SIG(b | E) = maxa∈A\E{SIG(a | E)} and add b into E to update E. This process is performed repeatedly and it will end
in finite steps since A is a finite set. Then, the finally updated set E is a consistent set of F. Furthermore, any attribute ewith
SIG(E | e) = 0 is removed from the finally updated set E one by one and a reduct of F can be obtained. This algorithm,
termed as ASMR for short, can specifically be summarized as follows.
Algorithm ASMR. A heuristic algorithm for searching for a minimal reduct of a consistent decision formal context.
Input: A consistent decision formal context (U, A, I,D, J), where A = {a1, a2, . . . , am}.
Output: A reduct of (U, A, I,D, J).
Step 1: Set E = ∅, R = ∅, and Co(A) = ∅.
Step 2: Compute SIG(A | a) for every a ∈ A.
Step 3: For i from 1 tom, if SIG(A | ai) > 0, then Co(A) is updated by Co(A) ∪ {ai}.
Step 4: Set E = Co(A).
Step 5: If CI(E,D) = CI(A,D), then set R = E and go to Step 8.
Step 6: Compute SIG(a | E) for every a ∈ A \ E.
Step 7: Choose an attribute c from A \ E with
SIG(c | E) = max
a∈A\E
{SIG(a | E)}. (9)
Set E = E ∪ {c} and go back to Step 5. (It should be pointed out that if there exist more than one attributes
satisfying Eq. (9), then choose one of them arbitrarily.)
Step 8: If SIG(R | r) > 0 for every r ∈ R, then go to Step 10.
Step 9: If there exists an attribute r ′ ∈ R such that SIG(R | r ′) = 0, then R is updated by R \ {r ′} and then go back to
Step 8.
Step 10: Output R and end the algorithm.
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Theorem 3. The Algorithm ASMR is complete. That is, the output set R is a reduct of (U, A, I,D, J) with certainty.
Proof. Let R be the output of the Algorithm ASMR. It can be known from Steps 5 and 9 that CI(R,D) = CI(A,D). Thus, R is a
consistent set of (U, A, I,D, J) according to Theorem 1.
On the other hand, according to Step 8 of the Algorithm ASMR, we have SIG(R | r) > 0 for every r ∈ R. Hence, it follows
from Theorem 2 that R is a reduct of (U, A, I,D, J)with certainty. 
The AlgorithmASMR takes Co(A) as an initial set to search for a reduct of (U, A, I,D, J), which can increase the possibility
that the output attribute setR is aminimal reduct.Moreover, during the searching stages, the capacity ofB(U, R, IR) implying
B(U,D, J) quickly increases until it equals CI(A,D), which makes as few as possible attributes be added into R. To sum up,
the attribute set R output by the Algorithm ASMR not only is a reduct of (U, A, I,D, J)with certainty but also can generally
be minimal.
We now analyze the time complexity of the Algorithm ASMR. For conciseness, let |L| = |B(U, A, I)| + |B(U,D, J)|.
The worst-case running time for constructingB(U, A, I) is O(|U|+ |A|)|A||L| [29] and that for obtainingB(U, E, IE) (E ⊆
A) based on B(U, A, I) is O(|A| |L|2) according to Proposition 4. Thus, the time complexity of Steps 1, 3 and 4 is O(|U| +
|A|)|A| |L| + O(|U| + |D|)|D| |L| and that of Step 2 is O(|U| |A| |L|3). Moreover, the worst-case running time for performing
Steps 5–10 is O(|U| |A|2|L|3). Hence, the time complexity of the algorithm ASMR is O(|U| + |D|)|D| |L| + O(|U| |A|2|L|3).
As mentioned in Section 1, some existing knowledge-reductionmethods [25–27] for consistent decision formal contexts
are based on Boolean reasoning. Therefore, it is an NP-hard problem to find a minimal reduct by these methods. In contrast,
the time complexity of the proposed Algorithm ASMR is polynomial.
Example 3. Take the consistent decision formal context F = (U, A, I,D, J) in Table 2 as an example to demonstrate the
application of the Algorithm ASMR. By calling for the Algorithm ASMR, the attribute set R = {b, e, f , g, i} is output. It can
be known from Definition 9 that F has two reducts: {b, e, f , g, i}, {b, e, f , g, j, k}. Thus, R = {b, e, f , g, i} is a minimal reduct
of F. SinceB(U, R, IR) = {(123456789,∅), (12356, b), (7, e), (568, f ), (1234, g), (9, i), (56, bf ), (123, bg), (∅, befgi)}, we
can obtain five decision rules as follows:
Rule 1′: If b and g , then d1.
Rule 2′: If e, then d2.
Rule 3′: If f , then d3.
Rule 4′: If i, then d4.
Rule 5′: If b and f , then d2 and d3.
It can easily be checked that Rules 1′–5′ are non-redundant inR(E,D) and Rules 1–5 obtained in Example 2 can be implied
by Rules 1′–5′. Thus,R(E,D) is more compact thanR(A,D).
5. Numerical experiments
In this section, we conduct some numerical experiments to access the performance of the proposed AlgorithmASMR. The
experiments mainly focus on examining the ability for the algorithm to search for a minimal reduct and its running time
especially for large decision formal contexts. To achieve this task, we need some large decision formal contexts with known
cardinalities of theminimal reducts. However, such databases are not available at present. Therefore, we first introduce two
ways of combining some small decision formal contexts into such a large database that its minimal reduct can be inferred
by those of the small decision formal contexts.
5.1. Ways of constructing a large decision formal context
Let (U, A, I,D, J) be a decision formal context with U = {x1, x2, . . . , xm}, A = {a1, a2, . . . , an} and D = {d1, d2, . . . , dl}.
We denote by MI = (m(I)ij )m×n and MJ = (m(J)ij )m×l the matrix of conditional relation values and that of decision relation
values, respectively. That is,
m(I)ij =

1, if (xi, aj) ∈ I,
0, if (xi, aj) ∉ I, i ∈ {1, . . . ,m}, j ∈ {1, . . . , n},
m(J)ij =

1, if (xi, dj) ∈ J,
0, if (xi, dj) ∉ J, i ∈ {1, . . . ,m}, j ∈ {1, . . . , l}.
Here, as mentioned in Section 2, we always assume the binary relations I ⊆ U × A and J ⊆ U × D are regular. In order
to facilitate the presentation, we call for short MI and MJ the conditional relation matrix and decision relation matrix of
(U, A, I,D, J), respectively.
Let (Ui, Ai, Ii,Di, Ji) (i = 1, 2, . . . , k) be k given decision formal contexts and MIi and MJi (i = 1, 2, . . . , k) be their
respective conditional relation matrix and decision relation matrix.
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5.1.1. Mergence of decision formal contexts
Based onMIi andMJi (i = 1, 2, . . . , k), we construct two relation matrices as
M(1)I =

MI1 0 · · · 0
0 MI2 · · · 0
...
...
. . .
...
0 0 · · · MIk

and
M(1)J =

MJ1 0 · · · 0
0 MJ2 · · · 0
...
...
. . .
...
0 0 · · · MJk
 .
Then, we can obtain a large decision formal context (U, A, I,D, J)with its conditional relation matrix and decision relation
matrix beingM(1)I andM
(1)
J , respectively, where |U| =
∑k
i=1 |Ui|, |A| =
∑k
i=1 |Ai|, |D| =
∑k
i=1 |Di|.
Obviously, if all of (Ui, Ai, Ii,Di, Ji) (i = 1, 2, . . . , k) are consistent, then (U, A, I,D, J) is also consistent. Furthermore,
if a minimal reduct Ri of each (Ui, Ai, Ii,Di, Ji) is known, the cardinality of the minimal reduct, say R, of (U, A, I,D, J) is
|R| = ∑ki=1 |Ri|. Because the output from the Algorithm ASMR is a reduct of the input consistent decision formal context
with certainty, we can therefore judge, according to the known cardinality of the minimal reduct of (U, A, I,D, J), whether
or not the output reduct is minimal.
5.1.2. Concatenation of decision formal contexts
Suppose that the given k decision formal contexts (Ui, Ai, Ii,Di, Ji) (i = 1, 2, . . . , k) have the same conditional attribute
set and decision attribute set, that is, A1 = A2 = · · · = Ak and D1 = D2 = · · · = Dk. Let
M(2)I =

MI1
MI2
...
MIk
 and M(2)J =

MJ1
MJ2
...
MJk
 .
Then, we can construct a large decision formal context (U, A, I,D, J)withM(2)I andM
(2)
J being its conditional relationmatrix
and decision relationmatrix, respectively. (U, A, I,D, J) is a concatenation of (Ui, Ai, Ii,Di, Ji) (i = 1, 2, . . . , k) and therefore
we have |U| =∑ki=1 |Ui|, |A| = |A1| and |D| = |D1|.
In particular, if we take all of (Ui, Ai, Ii,Di, Ji) (i = 1, 2, . . . , k) to be a same consistent decision formal context with a
minimal reduct being R′, then (U, A, I,D, J) is also consistent and the cardinality of theminimal reduct, say R, of (U, A, I,D, J)
is |R| = |R′|. Similar to the way in Section 5.1.1, we can judge whether or not the output reduct is minimal by the known
cardinality of the minimal reduct of (U, A, I,D, J).
5.2. Databases for the experiments and the results of ASMR
We totally chose eight decision formal contexts, denoted by Databases 1–8, in the experiments, among which the first
four small databases were respectively taken from Table 1 in [25], Table 3 in [26], Table 5 in [27] and Table 2 in this paper.
It can be checked that each of these four databases is consistent under the reduction framework proposed in this paper and
all of its reducts can be computed by Boolean reasoning so that it is possible to check whether or not the output from the
Algorithm ASMR is a minimal reduct for each of these databases.
Databases 5 and 6 were respectively generated by five and ten times of mergence of Database 4 with the method in
Section 5.1.1; Databases 7 and 8 were respectively obtained by four and twelve times of concatenation of Database 6
according to the method in Section 5.1.2. It can be known from the result of Example 3 that the cardinalities of the minimal
reducts of Databases 5–8 are 25, 50, 50 and 50, respectively.
The Algorithm ASMR was used to search for minimal reducts of these eight databases and the weights λ and µ in Eq. (8)
were taken to be 1 and 1/|U|, respectively. The results with the running time on a common personal computer are reported
in Table 3.
It can be known from Table 3 that for each of the databases, the reduct obtained by the Algorithm ASMR is minimal and
the running time is quite short even for the very large Database 8.
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Table 3
Results of the experiments by the Algorithm ASMR.
Database |U| |A| |D| |R| Whether or not R is minimal Running time (s)
Database 1 4 5 2 2 Yes 0.002
Database 2 5 4 3 3 Yes 0.002
Database 3 5 5 3 3 Yes 0.003
Database 4 9 11 4 5 Yes 0.006
Database 5 45 55 20 25 Yes 20.040
Database 6 90 110 40 50 Yes 240.843
Database 7 360 110 40 50 Yes 341.041
Database 8 1080 110 40 50 Yes 680.912
Table 4
A contrast between the Algorithm ASMR and the Algorithms 1, 2 and 3 in terms of the running time.
Database |U| |A| |D| Running time for searching for a minimal reduct (s)
Algorithm 1 Algorithm 2 Algorithm 3 AlgorithmASMR
Database 2 5 4 3 0.011 0.011 0.002 0.002
Database 3 5 5 3 0.017 0.013 0.003 0.003
Database 4′ 9 11 4 0.328 0.314 0.037 0.176
Database 5′ 27 33 12 1783.827 1740.143 0.205 3.354
Database 6′ 36 44 16 132121.276 124423.212 2.948 8.662
Database 7′ 180 44 16 323686.342 298601.863 634.566 10.313
Database 8′ 54 66 24 – – 20059.932 34.597
5.3. Efficiency comparison with some Boolean reasoning-based algorithms
As mentioned in the introduction, the algorithms in [25–27], which are based on Boolean reasoning, can compute all
the reducts of a consistent decision formal context and can further obtain all the minimal reducts. Although the time
complexity of these Boolean reasoning-based algorithms is exponential in theory, it is perhaps useful to compare the
practical differences in the running time of these Boolean reasoning-based algorithms and the proposed heuristic algorithm
in order to make a deeper insight into the efficiency of our algorithm.
To achieve this task, we need some decision formal contexts that are consistent under all of the considered reduction
frameworks. However, among the eight databases in Section 5.2, only Databases 2 and 3 are consistent under the reduction
frameworks in [25–27]. Hence, in addition to Databases 2 and 3, we also chose other five databases denoted by Databases
4′− 8′ respectively, in which Database 4′ was obtained by changing in Table 2 the number 0 in the third row and thirteenth
column to 1; Databases 5′, 6′ and 8′were respectively generated by three, four and six times ofmergence of Database 4′with
the method in Section 5.1.1; Database 7′ was built by five times of concatenation of Database 6′ according to the method in
Section 5.1.2. It can be checked that Databases 4′–8′ are consistent under all of the reduction frameworks in this paper and
in [25–27].
The running time for searching for a minimal reduct for each algorithm is reported in Table 4, where Algorithms 1–3
refer to the algorithms in [25–27] respectively and ‘‘—’’ means that the result is not obtained within a week on a common
personal computer. It can be seen from Table 4 that the Algorithm ASMR is muchmore efficient in terms of the running time
especially for the databases with larger number of conditional attributes.
6. Final remarks
Knowledge reduction is an important problem in FCA. Unfortunately, computing a minimal reduct of a decision formal
context by Boolean reasoning procedure is an NP-hard problem. Thus, how to develop a heuristic approach for searching for
a minimal reduct of a large decision formal context is worth being investigated.
In this paper, we first discuss the relationship between the concept lattice of a formal context and those of its subcontexts.
Then, we construct a new framework of knowledge reduction in which the significance of an attribute is measured by the
change degree of the capacity of one concept lattice implying another when the attribute is added into or removed from a
given attribute set. Based on the reduction framework, a heuristic algorithm is developed to search for a minimal reduct of a
consistent decision formal context. It has been proved that the algorithm is complete and its time complexity is polynomial.
In general, this heuristic algorithm can obtain a minimal reduct and some non-redundant decision rules can therefore be
extracted from the reduced decision formal context. Some numerical experiments have demonstrated that the proposed
algorithm performs quite satisfactorily in searching for a minimal reduct and is much more efficient than some Boolean
reasoning-based algorithms especially for large databases.
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