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BASIC TRANSFORMATION OPERATIONS WHICH 
PRESERVE COMPUTED ANSWER SUBSTITUTIONS 
OF LOGIC PROGRAMS 
A. BOSS1 AND N. COCCO 
D Some transformation operations for logic programs, basic for partial de- 
duction, program specialization, and transformation, and for program 
synthesis from specifications, are studied with respect to the minimal 
S-model semantics defined in [31, 15-171. Such a semantics is, in our 
opinion, more interesting than the usual least Herbrand model one since it 
captures the program’s behavior with respect to computed answers. The 
S-semantics is also the strongest semantics which is maintained by unre- 
stricted unfolding [31]. For such operations, we single out general applica- 
bility conditions, and prove that they guarantee that the minimal S-model 
semantics of a program is not modified by the transformation. Some 
sufficient conditions, which are very common in practice and easy to verify, 
since they are mostly syntactical, are also supplied with simple exemplifi- 
cations. a 
1. INTRODUCTION 
1.1. The scenario 
Many program manipulation techniques, historically and practically rather distinct, 
such as code optimizations, partial evaluation or partial deduction, program spe- 
cialization, program transformation, and program synthesis from a formal specifi- 
cation, can be related by some common characteristics: 
l their aim is to increase program efficiency while maintaining correctness 
according to some formal specification (equivalent semantics); 
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l they are working towards an automatic treatment of programs as objects in 
order to adapt, transform, optimize them, with the goal of leaving to human 
interaction only high-level decisions; 
l they are based on a set of basic transformation operations, typically fold and 
unfold, which are combined and exploited in different ways by the various 
techniques. 
The level of amenability to automatic treatment decreases in passing from code 
optimizations to program synthesis, while the difficulty in proving the transforma- 
tion correctness increases. These techniques have been applied to all programming 
styles: imperative, functional, and logic, but in our opinion, logic programming 
combines particularly well with them. This is because of the very abstract computa- 
tion mechanism given by unification, which also works with unistantiated terms, 
and because the program, the specification, and the transformation properties can 
be expressed in a common logic notation and handled in a common framework. In 
logic programming, the distinction between the various techniques tends to become 
less clear, while similarities are enforced and the major difference becomes the 
level of amenable automatization. Let us consider just three cases: partial deduc- 
tion, program specialization, and program transformation. 
Given a program and a partial input for it (a partially instantiated goal G), 
partial deduction (HI) produces a more efficient residual program, which is 
equivalent to the original one when queried with G or its instances. The PD 
definition is due to Komorowski [27, 281, and its theoretical aspects have been 
deeply analyzed by Lloyd and Shepherdson [32]. It has been largely applied to 
metaprogramming [21, 43, 331, and deductive database optimization [9, 46, 471. 
Partial deduction derives from the application to logic programming of the partial 
evaluation (PE) technique, first defined by Futamura [19], and mainly applied to 
compiler optimization [13, 14, 25, 71. Because of the unification mechanism, partial 
deduction is able to also use syntactic information on the partial input, such as the 
terms structure, and not only constant values, thus making the PD of logic 
programs more powerful and simple than the PE of imperative ones. Due to the 
peculiarities of logic programming, partial deduction is a natural approach in 
program refinement, and it is easily and profitably combinable with other optimiz- 
ing techniques, thus suggesting a program development methodology [29, 35, 361. 
Given a general program and a formal specification of a restricted application 
domain, program specialization (PS) produces a more efficient specialized program 
which is equivalent to the original one on the restricted domain. Hence, PD can be 
considered as a particular, simpler case of program specialization, where the 
restricted application domain is described by the partial input. Program specializa- 
tion was defined for imperative programming by Ghezzi et al. [22], and we applied 
it to logic programming 141. In our specialization method, the restricted application 
domain is described by means of a goal G associated with the specification of a 
constraint on it. The specialized program is equivalent to the original one with 
respect to any goal which is an instance of G satisfying the given constraint. The 
method described in [4] allows one to propagate the constraint information through 
the search tree of the constrained predicate, and to simplify it whenever possible. 
This is achieved by a strategy which repeats the following steps: 
l define new predicates which associate a constraint, describing the restricted 
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combines the basic operations and contemporarily guarantees the validity of the 
applicability conditions preserves the S-semantics of programs. On this basis, we 
may also adapt our specialization method in order to preserve not only the 
Herbrand semantics, as we did in [4], but also the S-semantics. 
1.3. Structure of the paper 
The paper is structured in the following way. In Section 2, basic definitions are 
given, and the minimal S-model semantics is described and exemplified. Section 3 
introduces the basic transformation operations. Applicability conditions are stated, 
as well as equivalence proofs. The applicability conditions are expressed in terms of 
properties of the minimal S-model of the program, and then they are often only 
semi-decidible. In Section 4, we give a collection of sufficient conditions, mostly 
syntactical and then easy to verify, which guarantee the applicability of the 
operations in some specific cases. These sufficient conditions are very common in 
practice, and their use is illustrated by means of simple examples. A short 
discussion on related works and some concluding remarks are given in Section 5. 
2. PRELIMINARIES 
2.1. Basic definitions 
In the following, we assume that both programs and formulas are written in a 
many-sorted first-order language L. A definite clause c is a closed formula of the 
form. 
c: Vx ,,..., xk. A, A . . . AA, -+A 
where it 2 0 and A, Ai, 1 2 i I n are atoms. 
We use the more common notation for definite clauses in logic programming: 
c: A :- A1,...,A.. 
when dealing with program clauses, while we maintain the usual logical connectives 
“ A ” and “ + ” in logical formulas. If a program clause is read as a logical formula, 
then the notation will be switched to the logical one. A logic program P is a finite 
set of definite clauses. A goal G is a clause with empty head: :- A,, . . . , A,. We 
call head(c) the conclusion A and body(c) the set of conditions {A,, . . . , A,). 
We assume the standard terminology of logic programs to be well known; we 
briefly recall here some definitions and notations. A substitution is a finite set of 
pairs (uariuble, terms), such that no two pairs share a common variable part. A 
ground substitution is a substitution with all the terms ground. A renaming is a 
substitution where all the terms are distinct variables. The domain DC0 1 of a 
substitution 0 = {(xi, ti)li = 1,. . . , n) is the set {xJi = 1,. . . , n). The result of applying 
a substitution 0 to a term t, denoted by t0, is t in which, for every pair (xi, ti) in 8, 
each occurrence of X, is replaced by ti, (xi := tJ. A term t is an instance of a term 
t’ if there is some substitution 8 such that t = t ‘0. A substitution 13 is called a 
unifier of two terms t, and t, if t, 8 = t, 8. It is a most general unifier (mgu> if any 
unifier 0 ’ of tl and t, can be represented as 8. (T by some substitution (T. The 
domain of a most general unifier of two terms is a subset of the set of all the 
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variables occurring in the two terms. Note that we can speak of “the” most general 
unifier only up to variable renaming. For this reason, we denote by E both the 
empty substitution and a renaming. Substitutions and unifiers for atoms are defined 
similarly. In what follows, we assume that all the mgu’s are idempotent, and mainly 
use the notation 8=mgu((A,,...,AJ, (B,,...,B,)) instead of e=mgu((A,, 
B,),... , (A,, B,$ With overbars, we denote tuples of objects; hence, we often also 
write 0 = m&A, B). We say that an atom B is called in body(c) if B is unifiable 
with an atom in body(c) 
caZled(B,b0dy(c))~L~330,8. DE body(c) and O=mgu(B,D). 
We also assume [321 to be well known, and particularly the definitions of 
resultant and partial evaluation. 
Let G, G’ be goals; G $ G’ denotes an SLDderivation of G’ from G with 
computed answer substitution 8, which corresponds to the resultant GB :- G’., 0 
denotes the empty clause, and G 6 13 denotes an SLD-refutation of G with 
computed answer substitution 8. 
Ans(G) denotes the set of computed answer substitutions of the atom G: 
Ans(G)~‘(BjG 6 0). 
Definition 21. The definition of an n-ary predicate symbol p in a logic program P, 
pp, is the subprogram of P containing the clauses with head of the form 
P(t i, __. , tJ for some n-tuple of terms t,, . . . , t,. 
The transitive closure of an n-ary predicate symbol p in a logic program, P, 
P(p), is the subprogram of P obtained by performing the transitive closure of 
pp with respect to deduction. 
p,d~f{clc~Pandhead(c) =p(t,,...,&)}, 
P(p)~f{CICEp p or (c’~P(p) andcEPandcaZled(heud(c), body(c’))}. 
2.2. Semantics 
We will refer to the semantics for logic programs given in [15-171. Such a 
semantics, in our opinion, is particularly interesting for logic program transforma- 
tions. It is still declarative (it corresponds to a complete SLD-resolution), and it has 
all of the pleasant theoretical properties of the standard least Herbrand model 
semantics, namely, the existence of a minimal S-model and its correspondence with 
a fix-point semantics. On the other hand, its operational characterization is more 
expressive than the standard one since all computed answer substitutions are 
captured, and not only ground ones. Moreover, it is the strongest semantics 
invariant by unrestricted unfolding [31]. Let us give here a brief review of the 
notation and results in [15-171. 
A new Herbrand universe and a new Herbrand base. The S-semantics of logic 
programs is based on interpretations also containing nonground atoms. A new 
Herbrand universe, Us, is defined as the set of equivalence classes of terms with 
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respect to the equivalence relation induced by renaming (two terms are in the same 
equivalence class if and only if they are equal up to renaming). Similarly, a new 
Herbrand base, B,, is defined as the set of equivalence classes of atoms with respect 
to the equivalence induced by renaming. For the sake of simplicity, the equivalence 
class of an atom A will be represented by A itself. This will not cause confusion if 
we always keep in mind that everything is defined up to renaming. A preorder, I , 
on B, can be defined by: A IA’ (A is less instantiated than A’) if and only if 
there exists a substitution 8 such that A8 =A’. 
Example. Let the language L consist of a set C of data constructors, a set Pred 
of predicate symbols, and a denumerable set V of variables. Let ~“~‘2 E Pred, X, 
YE V, a, pair’lp’* E C; then 
l the atoms p(X, a) and p(Y, a) belong to the same equivalence class, which 
could be represented either by p(X, a) or p(Y, a) or ~(2, a) for any 2 E I/, 
l the atoms p(X, pair(a, a)> and p(X, a) belong to different equivalence 
classes; and 
l p(a, X) <p(u, a> and p(X, pair(Y, a>> rp(X, puir(a, a)). 
S-interpretations, S-truth, and S-models. An extension of the standard definition 
of truth in a Herbrand interpretation is also given. An S-interpretation Z is any 
subset of Bs. Let Z be an S-interpretation; then 
1) an atom A is S-true in Z iff 34’ E 1. A’ rA; 
2) a fact A. is S-true in Z iff A E I; 
3) a definite clause A :- B,, . . . , B,. is S-true in Z iff for each B;, . . . , Bi E Z and 
8, if 8=mgu((B, ,..., B,), (B; . . . . B;)), then A0 EZ. 
An S-model of a logic program P is any S-interpretation, 
clauses of P are S-true. 
M, in which all of the 
Example. Let us consider the program 
P= {cl: r(a). 
c2: p(X,pair (u,a)). 
c3: q(X):- r(X), p(u,Y>). 
The interpretation Z = {r(a), ~(2, puir(a, a)>, q(a), p(a, W)} is an S-model of P. 
In fact, 
l the facts r(u) and p(X, puir(a, a)) belong to I: both p(X, pair(a, a)) and 
p(Z, pair(a, a>> stand for the same equivalence class; 
l the tuples in Z which can be unified with ((r(X), pb, Y)) are (r(a), p(Z, 
pair(a, a))), with mgu 8, =1(X, a), (Y, pat&z, a)), (Z, a)} and (r(a), p(u, 
IV)), with mgu 8, = {(X, a>, (Y, WI). In both cases, q(X)f$ = q(u), i = 1, 2, 
which belongs to I. 
Note that if we consider an atom p(a,pair (a, a)), this is S-true in Z since p(Z, 
pair(a, a)) E Z and p(Z, pair+, a)) cp(a, pair(a, a)). On the other hand, if P 
contained the fact p(a, pair(u, a>>, this would not be S-true in I. 
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S-meaning of a program. Analogously to what happens for standard Herbrand 
models, for any program P, there exists a minimal S-model, M,(P), which is the 
intersection of all the S-models of P. 
Example. In the previous example, the S-model 
I= {r(a), p(Z,W(a,a)), q(a), p(a,W)} 
is not minimal since there exists another S-model, A4 = (r(a), p(Z, pair(a, a)), 
q(a)}, such that I zM. A4 is minimal since any S-model of P must contain r(a) 
and p(Z, pair(a, a)) because the two facts have to be S-true, and also q(a) because 
the clause cg has to be S-true as well. 
Definition 2.2. The S-meaning of a logic program P is the minimal S-model of P, 
Ms( PI. 
Similarly, the S-meaning of a predicate symbol p in a logic program P is the 
minimal S-model of P(p). 
Fix-point semantics. In [15-171, besides this model-theoretic semantics, analo- 
gously to the standard declarative approach, a fix-point semantics is given and the 
equivalence of the two semantics is proved. 
Let I be an S-interpretation; then 
T,(Z) = {AW3&4:-B ,,..., B,.EP. 
zI;,...,I3; EZ. 
o=mgu((B,,...,B,), (B;,...,&))). 
Fs( P) = Ts T CO. 
M,(P) = I;,(P) * 
Example. In the previous example, 
T,(O) = {r(a),p(z,pair(a,a))) 
T,(T,(fl)) = (r(a), p(-Cpair(a~a))~ 4(a)) 
T,(T,(T,(@))) = T,(W)); 
hence, 
F,(P) = 7” t W= Ts(Ts(@) = {r(a), P(Z, pair(a,a)), q(a)). 
Relationships with other semantics. The equivalence of this semantics with the 
computed answer substitutions emantics of a logic program P is proved too. 
The computed answer substitutions semantics of a logic program P is an opera- 
tional semantics defined as 
O,(P) = (AlP(Xl,..., Xn) 6 0 and A =p(Xl,...,Xn)O). 
This semantics fully characterizes the computed answer substitutions associated to 
a goal. 
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application domain plus some information regarding previous computations, 
to some program predicates; 
l unfold such constrained predicates to bring down the constraint information 
in the search tree by one level; 
l simplify the unfolded program by pruning redundant clauses or deleting 
redundant atoms in the clause bodies; 
and then, finally, fold predicates back in order to make the specialized program 
more compact and restrict it with respect to G. 
It is also possible, but not necessary, to specify the constraint by means of a logic 
program. In this case, PS becomes very similar to a partial deduction of the 
program obtained by extending the original one with the program specifying the 
constraint, with respect to a goal G’ which is the conjunction of G and the 
constraint. But this is only a particular case: we allow both intermediate simplifica- 
tions also based on the preceding computation and a greater generality on the 
specification of constraints. Hence, the simplification operations generally require 
proofs in a specification theory in order to state their applicability conditions and 
guarantee the equivalence of the resulting program. This is a major difference of 
PS with respect to PD. Moreover, in order to master the complexity of the 
transformation. some heuristics have to be used for 
l choosing the most convenient definitions (i.e., which information to propa- 
gate and through which path in the search tree), and 
l deciding when it is convenient to terminate the propagation. 
Obviously, this implies that PS is more powerful, but less automatizable than PD. 
Some recent developments of PD, namely, partial evaluation with constraints 1181 
and generalized partial computation [20] have many similarities with PS. The two 
techniques are becoming closer. 
Program transformation (PT), given a program, produces a more efficient pro- 
gram which solves the same problem, that is, which is equivalent to the original 
one. Various systems have been defined for program transformation; a good survey 
can be found in 1381, but the most important one is Burstall and Darlington’s 
fold/unfold transformation system for functional programs optimization [6]. Sato 
and Tamaki [44, 42, 451 defined an analogous system for logic programs and use it 
for program synthesis. In fact, in logic programming, the distinction between 
program synthesis [lo, 23, 24, 111 and program transformation [41, 34-361 is only 
due to the choice of the specification language: when it is a general first-order 
language, we call it synthesis; when it is restricted to clauses, we call it program 
transformation. The basic transformation operations used in PT are again clause 
unfolding and folding, predicate definition, goal deletion and addition, goal merg- 
ing, clause pruning and addition. 
Henceforth, all of these transfomation techniques, when applied to logic program- 
ming, make use of the same basic operations, namely, clause folding and unfolding, 
clause pruning, predicate definition, elimination or addition of atoms in the body of 
a clause, restriction to a subprogram, and a few others. What the techniques use is 
common; how they use it is different. In fact, there may be some difference in each 
technique regarding when the basic operations are applicable (applicability condi- 
tions) and what they are for (strategies and methods to combine them, equivalence 
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properties among programs to be maintained). Applicability conditions are meant to 
ensure the intended equivalence property between the original program and the 
transformed one. Obviously, this depends on the semantics we choose to associate 
to logic programs. 
The simplest choice is the least Herbrand model semantics [2, 30, 11. This 
implies that we consider definite clause programs with complete resolution, and the 
meaning of a program is defined in terms of derivable ground atoms (atomic 
formulas without variables). This choice has the great advantage of corresponding 
to the declarative reading of logic programs, while ignoring the order of the clauses 
and of the atoms in the bodies. The logic program can be considered as a 
first-order theory, and this fact makes things much easier in PS and PT, allowing 
one to mix logic specifications and logic programs. Applicability conditions for the 
basic transformation operations can be stated in terms of logic properties of the 
program, considered as a logic theory [23, 45, 41. On the other hand, the least 
Herbrand model semantics, even if theoretically very pleasant, does not correspond 
to practical implementations. 
In partial deduction, usually a procedural semantics is considered given by 
SLD-derivations 132, 81, thus implicitly defining the semantics of a logic program P 
with a goal G as the set of computed answer substitutions. Sometimes, the Prolog 
search strategy is also considered. In this case, order is relevant, and it has to be 
taken into account in the application conditions of the basic transformation 
operations. For instance, only leftmost atoms in the bodies are unfolded, and fold 
takes into consideration the order of the atoms. This choice better corresponds to 
the real world. Unfortunately, even pure (without extralogical features) Prolog 
semantics is very difficult to describe and to deal with in PS and PT. 
To sum up, it is not easy to combine the soundness and completeness of a 
transformation technique and real-world (Prolog) interpreters. We intend to make 
some progress towards this match. 
1.2. Aims and goals 
Our ultimate goal is to extend a minimal set of basic transformation operations to 
deal with pure Prolog interpreters. As an intermediate step, in this paper we 
consider the minimal S-model semantics 131, 15-171. We choose this semantics 
since it has the advantage of being both model theoretic and capturing computed 
answer substitutions, which means that two programs are S-equivalent when they 
give exactly the same answers to the same goal, including answers with universally 
quantified variables. The S-semantics also has the interesting property of being the 
strongest semantics which is maintained by unrestricted unfolding [31]. In the 
S-semantics, order is not taken into account, which means that nonterminating 
computations do not affect the set of computed answer substitutions associated to 
a goal. This is still far from real interpreters, but it has the advantage of retaining a 
declarative view of programs which better combines with logic specifications and 
properties in PS and PT. For each transformation operation (except unfolding), we 
define an applicability condition which guarantees that an equivalent program with 
respect to the minimal S-model semantics is produced. These conditions are totally 
general and independent from the transformation strategy adopted, and they are 
defined on the S-model itself. Hence, clearly, any manipulation technique which 
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Example. In our example, we have 
T(X) $ q ,with r(X)O=r(a); 
p(X,Y) 6 q ,withp(X,Y)O=p(Z,pair(a,a)) (uptorenaming); 
q(X) 6 q l,with q(X)B=q(a). 
If, for any S-interpretation I, we define the upward closure and the set of ground 
atoms of Z 
Up(Z) = (A EBl3A’ El. A’ <A}; 
Ground(Z) = {A EZIA isground}; 
then the standard minimal Herbrand model, M,(P), is equal to 
Ground(Up(M,( P))). 
Example. In our example, we have 





. . . 1 
Note that the upward closure, Up(M,(P)), contains exactly the atoms which are 
S-true in M,(P). Moreover, because of the correspondence between the opera- 
tional S-semantics, O,(P), and the model-theoretic one, M,(P), we have also that 
P t Q iff Q is S-true in M,(P), i.e., P t Q iff Q E Up(MJP)). 
2.3. Equivalences 
Definition 2.3 (S-equivalent predicates). Let P,, Pz be logic programs, pl, p2 n-ary 
predicate symbols. We say that p, in P, is S-equivalent to p2 in P2 (pl in 
P,) = S(p, in P2) if the S-meaning of p, in P, is isomorphic to the S-meaning 
of p2 in P,, that is, for each atom p&t,, . . . , t,> in MJP, 1, the corresponding 
atom p2(t,, . . . , t,) is in M,( P,), and vice versa. 
(pl inP,) zs(p2 inP2)zf 
Definition 2.4 (S-equivalent programs). Let P,, P2 be two logic programs. We say 
that P, is S-equivalent to P2 if for any predicate symbol pl, there is an 
S-equivalent predicate symbol pz in P2, and vice versa, for any predicate symbol 
p2 in P,, there is an S-equivalent predicate symbol p, in P,: 
def 
P, =s P, = 
V~~3~~.(~,inP~)=~(p~inP~) 
and Vp,3p, .( p,inP,) = s ( p2inP2). 
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3. BASIC TRANSFORMATION OPERATIONS 
In this section, we consider some transformation operations on logic programs 
which are basic for transformation techniques, from partial deduction to program 









to unfold an atom in the body of a clause, that is, to perform one partial 
evaluation step by expanding the atom in all possible ways; 
to fold a predicate in the body of a clause. This is the inverse of the previous 
operation, when one single unfolding is possible. In fact, it replaces a 
conjunction of atoms in the clause by an equivalent atom; 
to prune a clause, that is, to eliminate a clause whenever it is redundant, 
namely, either when it can be derived from other clauses in the program, or 
when it can never be used; 
to thin a clause of an atom in the body, that is, to eliminate the atom when it 
is superfluous; 
to fatten the body of a clause with an atom. This is the inverse of the 
previous operation; 
to resttict the program to the subprogram given by the transitive closure of 
an atom, 
[4], these operations were defined, together with some other specific opera- 
_ 
tions, to be used in a specialization method we proposed. The operations’ applica- 
bility conditions in [4] ensure that they preserve the least Herbrand model 
semantics. In this paper, we extend the operations to also preserve computed 
answers, which are captured by the S-semantics. Hence, applicability conditions are 
more restrictive here since the equivalence we want to preserve is stronger. In this 
section, we give the most general applicability conditions, expressed as conditions 
on the S-model of the program. This makes them difficult to verify in practice. In 
the next section, we give sufficient conditions, which are basically syntactic and 
then easy to check in practice, with some examples. 
In what follows, for proving that the original program P and the transformed 
program P’ are S-equivalent, we will generally prove that 
1) M, the minimal S-model of P, is an S-model of P’; 
2) M’, the minimal S-model of P’, is an S-model of P. 
Since the intersection of all S-models of a logic program is the minimal S-model of 
that program [15-171, we have from 11, M 2 M’, and from 21, M’ zM, and then 
M’ = M. We also assume that all of the variables in the atoms in the models are 
standardized apart, namely, it is not restrictive to think that atoms in the same 
model do not share any variable. 
3.1. Unfolding operation 
Unfolding an atom in the body of a clause corresponds to one partial evaluation 
step. It consists of applying the proper unifier and substituting each matching 
definition in the program for the unfolded atom. This operation, together with its 
inverse, the folding operation, is basic to all of the transformation techniques for 
logic programs. 
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~qiniti~n 3.1 (~qiiki). Let C: A :- A,, . . . , Ai_ 1, Ai, Ai+ 1,. . . , A,. be a clause in a 
logic program P; let cr, . . . , c, be all the clauses whose head is unifiable, by 
most general unifiers O1,. . , tl,, with Ai. Unfolding Ai in c in P consists of 
substituting c;, . . . , CL for C, where if cj: B :- B,,. . . , B,. and BOj =AiOj, 
l<j<m, then c;: (A :-A, ,..., Ai_,, B, ,..., Bh, Ai+l,*.*,A,*)ej* 
unfofd(P,-A,,c)~~~(P- {c)) U {c;,...,c;} 
Note that cl,...,c, cannot share any variable symbol with c since variables are 
local to each clause (they are universally quantified), and thus they can be properly 
renamed. 
Example. Let P define the predicate sort(Xs, Ys). Ys is the sorting of Xs, in 
increasing order, by straight insertion: 
cl: 4n [I)- 
c2: sort([AIXs’],Ys):- sort(Xs’,Zs), ins(A,Zs,Ys). 
c3: WA, [I, [A]). 
c,:ins(A,[BITs],[BISs]):- (A>B),ins(A,Ts,Ss). 
c5: ~~s(A,[B~Ts], [AI[BITs]]):- (A IB). 
Hence, unfold( P, ins( A, Zs, Ys), c,) is 
cl:~o~ul7m~ 
c;: sort([AIXs’], [A]):- sort(Xs’,[]). 
c;:sort([AIXs’],[BISs]):- sort(Xs’,[BITs]),(A>B),ins(A,Ts,Ss). 
c;: ~ort([AI%‘], [AI[BITS]]):- sort(Xs’, [BITS]),(A<B). 
c3: ins(A,[], [Al). 
c,:ins(A,[BITs],[BISs]):- (A>B),ins(A,Ts,Ss). 
cs: ins(A,[B(Ts], [AJ[BITs]]):- (AlB). 
If complete SLD resolution is considered, that is, if the order of the clauses and 
the atoms is not relevant and the nonterminating computations are ignored, the 
unfolding operation does not require the satisfaction of any applicability condition 
in order to produce an equivalent program. This means that the transformation 
preserves both the standard least Herbrand model semantics [28, 451 and the 
minimal S-model, as the following theorem shows. 
Lemma 3.2. Let c be a clause in a logic program P and Ai an atom in the body of c. 
Any S-model of P is an S-model of unfold(P, Ai, c). 
PROOF. Let M be an S-model of P; we prove that any clause in unfold(P, Ai, c) is 
S-true in M. We have to consider only the clauses added by the unfolding step, and 
we may, without loss of generality, consider i = 1, that is, we are unfolding the first 
atom in the body. In fact, the S-truth of a clause is preserved by permutation of the 
atoms in the body of the clause. Let 
c: A :- C, others. 
58 A. BOW AND N. COCCO 
be the clause to unfold, where others stands for the rest of the body, and 
cj: cj :- bodyi ., j=l 9***> m, 
all the clauses in P whose heads unify with C. Let oj = m&C, Cj>, j = 1,. . . , m. 
Then 
c,! : A Oi :- bodyitIj, otherstIj ., j=l ,..., m, 
are the clauses added to unfold(P, Ai, c). We distinguish the facts from the other 
clauses. 
Case 1. If AOj. is a fact added by unfolding, then it was obtained from the 
clause A :- C. and the fact Cj. of P. Hence, Cj and Ag are in M since M is an 
S-model of P. 
Case 2. We have to prove that for any tuple @, ,!?I EM, if there exists 5 = -- 
m&@, E), (bodyjBj, othe&Ij)>, then AO,-c is in M too. Since the elements of M 
are defined up to variable renaming, we can safely assume that the variables of B 
and ,!? are fresh variables. We assume also that the domain of 4 is a subset of the 
set of the variables appearing in the clauses c and cj. From the existence of 5, we 
deduce that there exists T = mgr.@, bodyj) which is defined only on the variables of 
B (which are fresh) and on those of the clause cj. Let us now consider the tuples 
<Cj, B, _!?) and (C, bodyi, others). We have 
19j = mgU( c, Cj) 
t=mgu[(B, E), (bodyjOj, others8,)) 
=mgu((B, E)Oj, (bodyi, others)Oj); 
hence, there exists 
$=mgu((C,, B, E), (C, body,, others)) = 0,-t. 
On the other hand, Ic, = T 7, where 
77=m&P((cj, E)T, ( C, others)T) =mgu((C,r, ,%), (C, others)); 
then 7-q = 0,-t. 
Since B is in M and cj is in P, then Cjr is in M. Now, Cjr E M, E E M, and the 
clause c is in P; hence, AT is in M too. But AT = AT- n = Aej. 4. q 
Lemma 3.3. Let c be a clause in a logic program P and Ai an atom in the body of c. 
The minimal S-model of unfold(P, Ai, c) is an S-model of P. 
PROOF. Let M’ be the minimal S-model of unfold(P, Ai, c); we prove, that any 
clause in P is S-true in M’. As in the previous lemma, we consider only the clause 
to be unfolded: c: A :- C, others. Let cj: Cj :- bodyj., j = 1, . . .,m be all of the 
clauses in P whose heads unify with C, and Oj = mgu(C, Cj>, j = 1,. . . , m. We have 
to prove that for any tuple (D, E) EM’ such that there exists 5 = mgu((D, E), (C, 
others)), At is in M’ too. If D is in M’ and M’ is the minimal model of unfold(P, 
Ai, c), then there exist i? in M’, a substitution T, and an index j, 1 <j I m such -- 
that T = mgu(B, bodyj) and D = Cj7. Let us now consider the tuples <Cj, B, E) and 
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(C, bodyi, others). We have 
r=mgu(& body,) 
t=mgu((D, E), (C, others)) 
=mgu((Cj~, E), (C, others)) 
=mgu((C,, E)r, (C, others)T); 
hence, there exists 
$=mgu((C,, B, E), (C, bodyi, others)) = 7.5. 
On the other hand, I/J= oj* 7, where 
q=mgu((B, E)ej, (bodyj, others)Oj) 
-- 
=mgu(( B, E), (bodyjflj, othersOj)); 
then ret= 0,.n. 
In unfold(P, Aj, c), there is the clause AOj :- bodyjOj, othersej. and M’ is an 
S-model of unfold(P, Aj, c); then Aflj* 17 is in M’. But AOj. v= AY [= At. 0 
Theorem 3.4. unfold(P, Ai, cl = s P. 
PROOF. The result follows immediately from Lemmas 3.2 and 3.3. 0 
If the predicate to unfold is an equality, the unfolding consists of performing the 
corresponding unification, if this is possible. We will call this special kind of 
unfolding eq-eliminating. 
Example. Let the clause 
c:p([AISs],[Bll/s]):- (Ss=[]),(l/s=[]),q(A,B,Ss,I/s). 
be in P. Then eq-eliminating(P, (Ss = [ I), c is applicable, and the new program, ) 
P’, contains 
c’:p([A],[Hfi]):- (~=[]),q(AB,[]J+ 
instead of c. Now eq-eliminating(P’, (Vs = [I), c’) is applicable, and the resulting 
program contains 
c”: p([A], PI):- +I, B, [I, [I). 
instead of c’. 
3.2. Folding operation 
The transformation techniques often need to introduce new predicates in the 
original program, which are defined in terms of conjunctions of the old ones 145, 
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35, 361. In order to describe the folding operation, we have to state when a set of 
definitions is consistent with respect to a program. 
Definition 3.5 (consistency of definitions). Let Def be a set of definitions in the form 
vx ,t.-‘9 xk. (DzfD, A . . . A DJ, where x1,. . . , xk are the variables in D, 
D 1,. . . , 0,. Def is consistent with respect to a logic program P if 
for each definition in Def: Vx,, . . . , xk. (D dLfD, A . . . A D,,,>, 
for any substitution r such that 
l it has the set Ix,, . . . , x,J as a domain, 
l it introduces only fresh variables, 
l it renames the variables (y,,.. ., y,} local either to the right or to the left 
side of the definition, the following properties hold: 
a) for any substitution 8 and predicates D;, . . . ,Dh: if D;, . . . , DA E M,(P) and 
0 = mgu((D;,. . ., DA), (D17,. .., D,T)), then there exist 9’ and D’ E M,(P) 
such that 8’ = mgu(D’, 0~) and Dr. 19 = Or- 19’; 
b) for any substitution 8’ and predicate D’: if D’ E M,(P) and 8’ = 
mgu(D’, DT), then there exist 0 and D;,.. ., DA E M,(P) such that 8 = 
mgu((D;, . . ., DA>, (D17,. . . , D,T)) and DT 8 = DT 8’. 
Properties a) and b) describe the relation between the minimal S-model of P and 
the definition associated with P. In fact, they require that, for each definition, D 
and (D ,, . . . , 0,) are interchangeable: for each one of their instances, either they 
both unify with something in the S-model by a unifier which applies essentially the 
same substitution, or neither of them unifies at all. A sufficient condition for the 
consistency of a definition is now given. It is fairly simple to check, as we will see in 
the next section. 
Sufficient condition 3.6 (consistency of a definition wrt a program). Let P be a 
logic program, D dzf (D 1,. . . , 0,) a definition, and Cuar the set of variables which 
are common to the left and the right part of the definition. If the set of computed 
answers for D restricted to Cuar is equal to the one for D,, . . . , 0,: 
then the definition is consistent wrt P. 
PROOF. We have to prove the previous a) and b). 
a) for any substitution T which satisfies the required properties, for any substi- 
tution 8 and predicates (D;,...,DL)EMJP), if e=mgu((D;,...,D~), 
(D 1~, . . . , I&T), then 7.0 = mgu((D;, . . ., DA>, CD,,. . ., 0,)) and, by the 
strong completeness of the S-semantics 1151, T* OIcuor EAns(DI,. . . , DJcua,. 
By our hypothesis, 7. t91Cuar EAns(D)lCuar, and by the strong soundness of 
the S-semantics 1151, there exist y and D’ E M,(P) such that y = mgz4D’, 
D) and 0~’ 8 = Dy. Hence, there also exists 8’ such that 8’ = mgu(D’, 0~) 
and Dr.O=Dy=Dr-0’. 
b) The proof is similar to the previous one. 0 
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_&ample. Given the logic program 
P= Ma)- 
p(X):- r(X, Y), 4(X, Y). 
r(X, b). 
4(X, w 
its minimal S-model is M,(P) = {p(a), 4X, b), q(X, bk p(X)}. Then 
1) 
2) 
p( X)dzffr(X, Y) A q( X, Y) is not consistent wrt P. In fact, let us consider 
the trivial substitution T= E, which just renames variables; then p(a) is in 
M,(P), and it unifies with p(X) by means of the mgue = {(X, a)), but there 
is no 8’ and r-O,, t2), q(sl, s2) in M,(P) such that p(XM’ =p(XM and 
8’ =mgu((r(t,, t,), q(s,, s2)), MX, Y>, 4(X, Y))). 
r(X, Y)Efq(X, Y) is consistent wrt P. In fact, both r(X, b) and q(X, b) are 
in it4J P), and they are the only atoms in M,(P) which may unify with the 
ones in the definition. 
The folding operation corresponds to the inverse of the unfolding one when one 
single unfolding is possible. It consists of substituting an atom for a definitionally 
equivalent conjunction of atoms in the body of a clause. This operation is generally 
used in all of the transformation techniques in order to pack back unfolded clauses 
and to detect implicit recursive definitions. Folding is restricted by an applicability 
condition which is meant to guarantee the correct use of the definition. When this 
applicability condition holds, we say that the folding operation is applicable. 
Definition 3.7 (fold). Let c: A :- a,, . . . , A,. be a clause in a logic program P, Def 
a set of definitions consistent wrt P, and Vx,,. . . , x,.(D~~~D, A . . . AD,) a 
definition in Def. If the following condition *l.i) holds, 
*l.i) there exists a substitution, r, such that 
1) Dir = Ai. and Ai, E body(c) for i = 1,. . . , m, that is, (1,. . . , n} 2 (i,, . . . , i,}; 
2) the domain of T is the set {x1,. . , x,); 
3) T renames with fresh variables the variables in D,, . . . , D,,, not in D; 
4) T renames with fresh variables the variables in D not in D,, . . . ,D,,,; 
then folding DT in c in P consists of substituting C’ for c in P, where 
head EfA 
bOdy(c’)~f(bOdy(c) - {A~,,...,A~,}) u (D+ 
fold(P, D+Ef(P-{c}) u(c’}. 
The applicability condition *Ii) looks rather complicated. Let us try to give the 
intuition behind it through a few simple examples. The first two examples are 
meant to show the need of conditions *l.i.3) and *l.i.4), respectively. 
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Examples. 
1) Let the clause 
c:p([AlAs],Z,B):- r(As,Z),h(As,Z,B),w(Z). 
be in P, and the definition 
VX,Y.q(X)Efr(X,Y) An(Y) 
be in Def; then fold(P, q(As), c) is not applicable since condition *l.i.3) is not 
satisfied. Without this restriction, we would have obtained the following folded 
clause: 
c’: p([AIAs], z, B):- q(As), h(As, z, B) 
where the bindings given by the variable Z are altered. 
2) Let us now consider the previous clause: 
c: p([AIAs], z, I?):- r(As, Z), h(As, z, B),w(Z). 
and the definition 
vx,Y,W.q(X,Y,W)efr(X,Y)AW(Y); 
then fold(P, q(As, Z, T), c) contains 
c’: p([AIAs], z, B):- q(As, z, T), h(As, z, B). 
instead of c. 
Condition *l.i.4) requires that the variable W, which occurs only on the left side of 
the definition, is substituted with a fresh variable, like T, in order not to create new 
bindings with other atoms in the folded clause. 
Lemma 3.8. Let M be the minimal S-model of P, and M’ the minimal S-model of 
fold(P, Or, c). Then M 2M’. 
PROOF. Let c: A :- Al,..., A,. be the clause to be folded. It is not restrictive to 
assume that Ai, =Aj, for j = 1,. . . , m, because the order of atoms in the body is 
not relevant for S-semantics. Since fold(P, DT, c) = (P - (c}) U {c’}, it is sufficient 
to consider only the clauses c and c’ and to prove that c’ is S-true in M, minimal 
S-model of P. 
Let D’, AA+l,..., A: be in M, and cu=mgu((D’, Ak+1 ,..., AL), (Or, 
A m+ ,,..., A,)); we have to prove that Aa EM. 
From the existence of (Y, there exists 0’ = m&D’, 07) and, since Def is 
consistent wrt P, because of Definition 3.5b), there also exist D;, . . . ,Dh in M and 
8 = mgu((D;,. . ., Ok>, (A,,. . . , A,)) such that D7*8= 07.0’. Moreover, since T 
must also satisfy *l.i), we have 0 = 8’ on the variables of c. Then 
a=mgu((D’, AL+,,...,AA), (Dr, &+,,...,A.)) 
=O’+mgu((A~+, ,..., Ak)O’,(A,+, ,..., A,)O’) 
= e’.mgu((A~+,,...,A~),(A,+,,...,A,)e). 
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Let r)=mgu((Ah+, ,..., A’,),(A,+l ,..., A,)0);then cr=6’*n. 
Let us now consider 0; ,..., DA, A;+ ,,..., A; in M; since 
6*17= 6~%~((~:,+,,...,~:,), (A,+,,...,A,Vq 
=mgu((D;,...,D:,,A:,+,,...,A:,),(A,,...,A,)) 
and c is in P, then AB*r]=AB’.~=Aa is in M. 0 
Lemma 3.9. Let M be the minimal S-model of P, and M’ the minimal S-model of 
fold( P, Or, c). If the following condition *l.ii) is satisfied, 
*l.ii) for any substitution r and predicates D;, . . . , Dk, 
ifD;,..., D~~M’ande=rngu((D; ,..., D~),(DI~ ,..., D,T)), 
then there exist 8’ and D’ E M’ such that 
e’=mgu(D’, OS-) andD~.tI=Dr.tI’; 
then M’ aM. 
PROOF. We want to prove that c: A :- A,, . . ., A,. is S-true in M’, minimal 
S-model of foZd(P, DT, c). As in Lemma 3.8, let us assume that Dj7 =Aj, for 
j=l ,a.*, m. 
Let A;,..., A; be in M’, and /3 = mgu((A;, . . . , AL, (A,, . . . , A,)); we have to 
prove that AP EM’. 
Let 8 = mgu((A;, . . . , AL), (A,, . . . , A,)) and 77 = mgu((Ak+,, . . . , A;), 
(A m+ 1,. .., A,#); then p = 8.7. Because of *l.ii), there exist D’ in M’ and 
6’ = mgu(D’, 0~) such that 0~. 8 = 0~ O’, and then 8 = 6’ on the variables of c. 
Let us now consider D’, AL+ 1,. . . , AL in M’; since 
e’.q= e’.mgu((A;+ ,,..., A;), (A,, ,,..., A,)e) 
= e’.mgu((A;+,,...,A:), (A,+,,...,A.)e) 
=mgu((D’, Ak+,,...,Ak), (07, A,+l,...,An)) 
and c’ is in foZd(P, DT, c), then AO’*~=AO*~=AP is in M’. q 
Theorem 3.10. Zf *l.i) and *l.ii) hold, then fold(P, Or, c) = s P. 
PROOF. The result follows immediately from Lemmas 3.8 and 3.9 q 
The next examples are also meant to justify condition *l.iil. 
Examples. 
1) Let us consider the program P, 
c,: s(X):- r(X). 
c2: r(X):- p(X), q(X), 
c3: p(a). 
c4: q(a). 
and the definition VX.S(X)~“‘~(X) A q(X) which is consistent wrt P,. We 
cannot apply foZd(P,, s(X), c,> since *l.ii> is not satisfied: 
&(foZd(P,, s(X), c2)) = (p(a), q(a)} 
but s(a) is not in the model. 
In this example, the S-meaning of the predicate on the left part of the 
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definition depends on the clause we would like to fold. In fact, by folding, we 
would obtain Pi: 
cl: s(X):- r(X). 
c;: r(X):- s(X). 
c3: P(a)- 
c4: s(a). 
which is not equivalent to P, because an infinite loop has been introduced in 
the first two clauses. 
2) Let us consider the program P2 
cl: s(a). 
cz: r(X):- p(X), q(X). 
c3: p(a). 
c4: 4(a). 
and the definition VX.r(X)dzfp(X) A q(X) which is consistent wrt P2. We cannot 
apply fold(P,, r(X), c,> since condition * l.ii) is not satisfied: 
&(fdl+% r(X), cz)) = I44 P(U), 4(a)} 
but r(u) is not in the model. 
Also, in this example an infinite loop would be introduced in the folded clause. 
Note that condition *l.ii) allows one to control the introduction of recursion in 
the folded clause. 
3.3. Generalized-pruning operation 
The generalized pruning operation allows one to eliminate a redundant clause, that 
is, a clause which does not add atoms to the model of the program. It is a 
simplification operation, and it requires the satisfaction of an applicability condi- 
tion which tests if the atoms produced by the clause are already in the model. 
Dejinition 3.11 (‘en-prune). Let c : A :- A,, . . . , A,. be a clause in a logic program 
P. If the following condition *2) holds, 
*2) c is S-true in the minimal S-model of (P - (c)j, that is, 
foreach (A;,..., AL) l Ms(P- {4)7 
if O=mgu((A; ,..., Ak),(A ,,..., A,)),then ABEM~(P-{c}), 
then generalized-pruning c in P consists of deleting the clause c from P: 
gen-pmne(P, c)ef(P- {c}). 
Example. Let P be 
cl: p(X):- q(X). 
c2: p(u):- q(u). 
c3: P(U). 
c4: 4(X). 
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Then *2) holds for cZ and gen-Prune(P, c,) is applicable. Note that *2) also holds 
for c3; hence, alternatively, gen-prune (P, c,) could have been applied. 
Theorem 3.12. If *2) holds, then gen-prune(P, c) = s P. 
PROOF. Since gen-prune(P, c) = (P - {c}), the minimal S-model of P is also an 
S-model of gen-prune(P, c). On the other hand, *2) states that c is S-true in M’, 
the minimal S-model of (P - (c)j. 0 
The applicability condition for the generalized-pruning operation has been 
greatly restricted with respect to [4] in order to preserve the computed answers 
semantics. In fact, the corresponding condition for preserving the standard declara- 
tive semantics was 
*2’)(P-{c})tVx ,,..., x&4, A . . . r\A,,+A), 
where x1,. . . , xk are the variables in A, A,, . . . , A,, and it does not imply *2). 
Example. Let P be 
cr: p(X):- q(X). 
c2: p(a):- q(a). 
c3: q(X). 
and let M,(P) denote the least Herbrand model; then *2’) is satisfied for ~2 
and M,(P) =M,(P - (c2}) = {p(a), q(a)}, but *2) is not; in fact, M,(P) = 
{q(X), p(X), p(a)), while MJP - (~~1) = {s(X), p(X)). 
3.4. Pruning operation 
The pruning operation allows one to eliminate a clause which can never be used. 
Differently from the other operations, the applicability condition does not depend 
on S-models, and is the same given in [4] for the standard declarative semantics. 
Definition 3.13 (prune). Let c: A :- A,, . . . , A,. be a clause in a logic program P. If 
condition *3) holds, 
*3) the conjunction of the atoms in body(c) cannot be proved: 
Ptb33x 1 ,..., xk.(Al A . . . AA,), 
where x1,. . . , xk are the variables in A,, . . . , A,, , 
then pruning c in P consists of deleting the clause c from P: 
prune(P,c)~f(P-{c)). 
Example. Let the clause 
c:p(A,B):- (A>B),(AsB). 
be in P. Since *3) holds, that is, P tt 3A, B.((A > B) A (A I B)), then prune(P, c> 
is applicable. 
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Theorem 3.14. Zf *3) holds, then prune(P, c) = s P. 
PROOF. Since prune(P, c) = (P - {cl), the minimal S-model of P is also an 
S-model of przme(P, c). To prove that M’, the minimal S-model of prune(P, c), is 
also an S-model of P, it is sufficient to prove that c is S-true in M’. 
Since P hc 3x ,,..., xk.(Al A . . . AA,) holds, (P - (c)j t+ 3x ,,.. .,x,*(A, A . . . A 
A,) also holds. From the correctness of SLD-resolution, this means that there 
exists no successful substitution 8 for the goal :- A,, . . . , A,. in (P - (c)I. The 
thesis follows trivially since A,, . . . , A,, cannot be S-true in M’, and then there 
cannot be any (A;,..., AL) in M’ and 8’ such that O=mgu((A;,...,AL), 
(A 1,..., A,)). 0 
3.5. Thinning operation 
The thinning operation allows one to eliminate a superfluous atom in the body of a 
clause. The applicability condition guarantees that the atom is actually superfluous. 
Definition 3.15 (thin). Let c : A :- A,, . . . , Ai_ 1, Aj, Ai+ 1,. . . , A,. be a clause in a 
logic program P. If condition *4) holds, 
*4) for each (A;,...,A:_,, A~+,,...,A~)EMs(P)~ 
if e=mgu((A;,..., A:_,, A:+,,...,AA), (A1,***,Ai-l, Ai+1,.**7An))ythen 
1) there exist at least one atom A[ E M,(P) and a unifier 8 ’ such that 
O’=mgu((A;,...,Ai_,, A:, A:+1,...,A~),(A1,...,Ai-l, Ai, Ai+l>***,A,)); 
2) for all atoms, A; E M,(P) and unifiers 0” such that 0” = mgu((A;, . . . , A:_ ,, 
A;‘, A;, ,,..., A;), (A ,,..., Ai_,, Ai, Ai+I ,..., A,)), we have that AB=AB”; 
then thinning c of Ai in P consists of substituting c’ for c, where 
c’: A I- A1,...yAi_ly Ai+l,**.,A,. 
thin(P, c, AJd”‘(P - {cl) U k’). 
Example. Let P be 
cl: r(X):- q(X), P(X). 
c*: p(X):- q(X). 
c3: q(X). 
c4: 4(a). 
*4) holds for cl and p(X), and then thin(P, cl, p(X)> is applicable. Thus, 
M,(P) = {q(X), q(a), p(X), p(a), r(X), r(a)) = MJthin(P, ~1, P(X))). 
Theorem 3.16. Zf *4) holds, then thin(P, C, Ai) E s P. 
PROOF. Since thin(P, c, Ai) = (P - {c}) U {c’), it is sufficient to consider only the 
clauses c and c ‘. 
1) C’ is S-true in M, the minimal S-model of P. 
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We know that c is S-true in M, i.e., for all (A;,. . ., AA) in M and o’, if 
8’ = WZ&(A;,. . ., A;), (A ,,..., A,)), then AB’ is in ~4.’ 
NOW for all (A;,...,A:_i, Aj+,,...,AL) in M and 8, if 6=mgu((A;,...,A~-i, 
Ai+ ,,..., Ak),(Ai,...,Ai_,, Ai+,,..., A,)), from *4.1), there also exist Ai in M 
and 8’ such that O’=~~gu((/l;,...,Aj_i, Ai, A:+i,...,AL), (Ai,..*,Ai-i, Ai, 
Aj+i,..., A,)), and moreover, from *4.2), AB’ =AB, which gives the thesis. As a 
consequence we also have that if *4) holds, them A4 z,M’, with M’ a minimal 
S-model of thin(P, c, Ai). 
2) c is S-true in M’, minimal S-model of thin(P, C, Ai). 
We know that C’ is S-true in M’, i.e., for all (A; ,..., A:_,, Ai+, ,..., AA), 
in M’ and 8, if 13=mgu((A;,...,A~_i), A:+i,...,AL), (Ar,...,Ai-i, A;+, 
, . . . , A,)), then A8 is in M’. 
NOW for all (A; ,..., AI_,, Ai, Ai+ ,,.. ., A;), in M’ and O”, if 0” = 
WZgU((A;,...,A:_i, Ai, A:+r,..*,AL), (Ai,***,Ai-i, Ai, Ai+i9*“YA,))T 
there also exists 0, 8=mgu((A;,...,AIP1, AI+i,...,AL), (Ai,**.,Ai-i> 
Ai+i,***7A,))* 
Since we proved M 2 M’, from *4.2), A 0” =AB, and we have the thesis. 0 
Also, the applicability condition for the thinning operation has been greatly 
modified in order to preserve the computed answer semantics. In fact, the corre- 
sponding condition *4’) for preserving the standard declarative semantics was in 
[41: 
*4') PFVX,,...,X,.(A, A ... ~Ai-1 AAi+l A ... AAn + ~J’,,***,J’,.A~)Y 
where y,, . . . , yh are the variables in A, and not in A, Al,...yAi_l, Ai+l,...,A, 
and xi,..., xk are all of the other variables occurring in the formula. 
*4’) does not imply *4), as shown in the following examples. 
Examples. 
1) Let P be 




c5: e&X>:- p(X), q(X). 
*4') is satisfied for c, and eqa(X) and 
M”(P) =M,(thin(P, cl, eqa(X>>) = {p(a), s(4 Oh es44L 
but *4.2) is not, and in fact, 
M,(p) = {q(X),p(X),r(X),eqa(X),eqa(a),r(a)}, 
M,(thin(P,c,,eqa(X))) =M,(P) -{r(a)}. 
2) Let P be 
ci: r(X,Y):- q(X),p(X,Y). 
c2: p(X,Y):- q(X). 
c3: 4(X). 
c4: p(X,a). 
68 A. BOSSI AND N. COCCO 
*4’) is satisfied for c, and p(X, Y) and 
M”(P) =M,(thin(P,c,,p(X,Y))) = IB(a>,r(ata>,p(a,a>}, 
but *4.2) is not, and in fact, 
M,(P) = {q(X),p(X,a),p(X,Y),r(X,Y),r(X,a)}, 
M,(thin(P,c,,p(X,Y))) =M,(P) - (r(X7a)j. 
On the other hand, the converse is also true: the new applicability condition *4) 
does not imply the previous one for the standard declarative semantics. 
Example. Let P be 
cl: p(X):- q(X), r(X). 
c*: r(u). 
c3: s(a). 
*4) holds for q(X) [or r(X)] in cr, but *4’) is not satisfied since there is no logical 
dependence between the atoms in the body of cr. 
Both of the conditions *4.1) and *4.2) are necessary, as the following examples 
show. 
Examples. 
1) Let P be 
cl: r(X):- q(X), P(X). 
c2: 4(X). 
c3: p(X):- r(X). 
*4.2) is trivially satisfied for c1 and p(X), but *4.1) is not, and in fact, 
M,(thin(P,c,,p(X)))=M,(P)U(r(x),P(X)j. 
2) Let P be 
cl: p(X):- q(Y, X), P(X). 
c2: P(U)- 
c3: q(a, b). 
c4: q(a, a). 
*4.1) is satisfied for c, and p(X), but *4.2) is not, and in fact, 
M,(P) = {P(a), 4(Q7 b)7 da, a>L 
M,(thqR Cl? P(X))) =Ms(P) ” {Puw 
If *4.2) is not satisfied, the thinning operation can either subtract, as we saw in 
some previous examples, or add atoms to the minimal S-model. 
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3.6. Fattening operation 
The fattening operation is the inverse of the thinning one. It consists of introducing 
a redundant atom in the body of a clause. It is generally used in order to make 
possible some other transformation, such as the folding operation. The fattening 
operation, being the inverse of the thinning one, requires a similar applicability 
condition to hold in order to produce an S-equivalent program. Namely, the atom 
added to the body of the clause must be actually superfluous; it must not introduce 
or eliminate any instantiation of variables in the clause, except for variables local 
to the atom itself. 
Definition 3.17 (fatten). Let c : A :- A,, . . . , A,. be a clause in a logic program P. 
If condition *5) holds, 
*5) for each (A;, . . . , AA) E M,(P), 
1) 
2) 
if e=mgu((A; ,..., Ak),(A ,,..., A,)), then 
there exist at least one atom B’ E Ms(P - (c}> and a unifier 8’ such that 
8’ =mgz&4; )...) R;, B’), (A, )...) A,, B)); 
for all atoms B” E M,(P) and unifiers 6” such that f3” = mgu((A;, . . . , Ah, 
B”), (A ,,..., A,,, B)), we have that, A8 =A#‘; 
then fattening c with B in P consists of substituting c’ for c, where 
c’: A :- A ,,..., A,,, B. 
fatten(P,c, B)def(P-{~}) u(c)}. 
Example. Let us consider 
cl: r(X):- q(X), p(X). 
c*: p(X):- q(X). 
cg: q(X). 
c4: q(a). 
and P’ = thin(P, cl, p(X)). Then fatten(P’, c;, p(X)) is applicable, thus obtaining 
P again. 
Theorem 3.18. If *5) holds, then fatten(P, c, B) = s P. 
PROOF. Since fatten(P, c, B) = (P - (c)j U {c’), it is sufficient to consider only the 
clauses c and c’. 
1) c’ is S-true in M, minimal S-model of P. 
We know that c is S-true in M, i.e., for all (A;, . . . , AL) in M and 8, if 
O=mgu<<A; ,..., AA), (A ,,..., A,)), then A8 is in M. 
Now for all (A;,..., AA, B’) in M and 0’, if 8’ =mgu((A;,. .., AL, B’), 
(A ,, . . . ,A,, B)), then there also exists 0, 8 = mgu((A;, . . . , Ah), (A,, . . . , A,)); 
hence, from *5.2), A8 ’ = A 0, which gives the thesis. 
As a consequence, we also have that if *5) holds, then M 2 M’, with M’ a 
minimal S-model of fatten(P, c, B). 
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2) nc is S-true in M’, minimal S-model of futten(P, c, B). 
We know that c’ is S-true in M’, i.e., for all (A;,.. ., A;, B’) in M’ and f3’, if 
8’ =mgu((A; ,..., A;, B’), (A, ,..., A,, B)), then AB’ is in M’. 
Now for all (A;,..., AL) in M’ and 8, if 0=mgu((A; ,..., Ai), (A, ,..., A,)), 
then from before, M zM’, and from *5.1), there exists B’ E M,(P - {cl), with 
M’zMJP-(c)j and MzMJP-(c)j, and 0’, 0’=mgu((A;,...,AL, B’), 
(A 1 ,..., A,, I?)), such that from *5.2), A8’ =AB, which gives the thesis. 0 
3.7. Restrkting operation 
The restricting operation allows one to isolate a subprogram of P. 
Definition 3.19 (restrict). Let p be a predicate symbol in a logic program P. 
Restricting P to p consists of eliminating the definition of 4 for any predicate 
symbol q which is not in the transitive closure of p in P: 
restrict(P,p)def(P-Q), 
whereQ= Uq,forallqsuchthatq,nP(p) =fl. 
Example. Let P define the predicate decr(Xs), as well as the predicate sort(Xs, 
Ys). 
cl: so4[ 1, [ 1). 
c2: sort([AIXs’],Ys):- sort(Xs’,Zs), ins(a,Zs,Ys). 
c3: ins(A,[], [Al). 
cd: ins(A,[BITs], [BIss]):- (A>B),ins(A,Ts,Ss). 
c5: ins(A,[BlTs], [Al[BITs]]):- (A<B). 
c6: decr( [ 1). 
c7: decr([A]). 
c8: decr([AI[CIKs]]):- (A > C), decr([ClVk]). 
Then we can define restrict( P, ins): 
c3: WA, [],[A]). 
cq: ins(A, [BITS], [BISs]):- (A >B),ins(A,Ts,Ss). 
c5: ins(A, [BITS], [AI[BITs]]):- (A<B). 
Theorem 3.20. P(p) = s P’(p), where P’ = restrict(P,p). 
PROOF. Obvious since they are the same program! 0 
4. SUFFICIENT CONDITIONS-EXAMPLES 
Most of the applicability conditions we introduced in the previous section require 
the knowledge of M,(P), the minimal S-model of P. This can be built bottom-up, 
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following its least fix-point definition, F,(P). In this way, the atoms in the minimal 
S-model are enumerated, and we have a semi-algorithm for determining if an atom 
is in it. But if we want to make feasible, and even more, automatizable, the check 
for applicability conditions, we have to look for alternative ways. In this section, we 
give some sufficient conditions for the validity of the applicability conditions which 
are easier to check. 
Sujjkient conditions 4.1 (fold). In the hypothesis of the definition of the folding 
operation *l.i), with D = d(t ,, . . . , t,), each of the following conditions guarantees 
that condition *l.ii) holds: 
1) MJP(dN = M,((P - {c))(d)); 




Let D;,..., DA be in M’, and O=mgu((D; ,..., DA>, (0, ,..., 0,)~). Since, 
by Lemma 3.8, M >M’, we have that D;, . . . ,Dh E M. Hence, by condition 
3.5a), there also exist D’ in M and 0’ = m&D’, 0~) such that DT* 8 = DT* 
8’. Moreover, d is the predicate symbol of D, D’ E M,(P(d)) and M’ 2 
MJ(P - {c})(d)); then D’ EM’. 
Let D;,..., DA be in M’, and 0= mgu((D;, . . ., DA),(D,,.. ., 0,)~). Then 
7.0 = mgu((D; ,..., D;), CD,,. . . , 0,)). But, since co #c, the clause cD is in 
fold(P, Or, c); then 0~. 8 EM’. 0 
Note that the sufficient condition 4.1.1) is trivially satisfied when P(d) does not 
contain the clause c. 
A special remark regards the folding operation. Such an operation can be 
applied in a different, simpler case, namely the folding of an atom whose predicate 
symbol occurs in the program only in the head of one clause. This is the folding 
operation studied by Sato and Tamaki [451 and by Kawamura and Kanamori 1261, 
and it is often used in program synthesis as well as in program specialization [35, 
36, 41. First, a clause is introduced which defines a new predicate symbol in terms 
of predicates already in the program. Then, this definition is used for program 
trasformations. Our definition of folding is more general and, as we show in the 
sequel, it also includes this case. 
Example. Let P be the program 
cl: e&W 
c2: eq([X,XIXs]):- eq([XlXs]). 
c3: 4Pl>. 
ci: s([XlXs]):- s(Xs), eq(Xs). 
c5: eqa(Ys):- s(Ys), eq(Ys). 
We want to use clause cG as a definition in order to fold clause cq. Then fold(P, 
_I 
eqa( Xs), cq) produces 
cl: 4X1). 
c2: eq([X,XIXs]):- eq([X 
c3: 4bl). 
cd: s([XlXs]):- eqa(Xs). 
c5: eqa(Ys):- s(Ys), eq(Ys) 
Ws]). 
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Such a variant of the folding operation is based on the sufficient condition 4.1.2) 
and the following lemma. 
Lemma4.2. LetD=d(t ,,..., t,). Ifc,:D :- D ,,..., D,,,.istheonlyclausedefining 
the predicate symbol d(x 1,. . . , xn> in P, then (D dLfbody(c,)} is a set of definitions 
consistent wrt P. 
PROOF. Obviously Ans(D)l~,,,, = A&D,, . . . , D,JIc~~~. Hence, condition 3.6 
holds. •I 
If Def is a set of definitions consistent wrt P and d(t,, . . . , t,) :- D,, . . . , 0,. is 
the only clause in P defining the predicate symbol d(x,, . . . , x,,), then also Def U 
{d(t ,,. .., A t,,dzfD1 A . . . A 0,) is a set of definitions consistent wrt P. By suffi- 
cient condition 4.1.2), the applicability condition *l) is satisfied for the clause cD, 
and hence fold(P, 07, c), with c z cD, can be performed exactly as if the definition 
corresponding to cD were in Def. From now on, we will implicitly make use of this 
result. 
Note also that the property of a definition of being consistent wrt P is 
maintained through our transformation operations which preserve the minimal 
S-model of P. Thus, in an S-equivalent transformed program P’, the clause cD 
could no longer be present, and still the corresponding definition could be 
consistently associated with P’. This is exactly what happens in general program 
transformation and in our specialization method [4], where we introduce new 
definitions precisely in order to store the information which is going to be 
propagated, i.e., unfolded, into the program. Hence, folding a predicate in one or 
more of the clauses which result from repeated unfolding of the single clause which 
originally defined the predicate, satisfies the folding applicability condition and 
produces an S-equivalent program, as proved in the following. 
Lemma 4.3. Let P, be a logic program, M, its minimal S-model D = d(t,, . . . , t,>, and 
c: D :- D,,..., 0,. be the only clause, not recursive, even indirectly, defining the 
predicate symbol d in P,. 
Let P2 be a logic program obtained by repeatedly unfolding c that is, 
P2 = (P, -c) u {c,,...,c,}, 
where 
c; : 019~ :- body;Oj ., with 1 <j<k, 
are the resultants of the partial evaluation of D in P,, and let M, be its minimal 
S-model. 
Let P3 be a logic program obtained by folding Or in a clause ci in P2, that is, 
P3=(P,-(c})u{cl,...,c,-,,ci+l,...,ck} u{cl}, 
where 
cl: DBi :- DT, restitIi., with 1 silkand (DT,resti8,) =bodyjOi, 
with T a substitution which satisfies condition *l.i>, and let M3 be its minimal 
S-model. 
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For each D;,..., 0; EM, and 19, if 8= mgzA(D; ,..., DA>, (D, ,..., D,)), then 
DO E M3. 
PROOF. First of all, note that 
l by Theorem 3.4, M, = M2; 
l by the S-truth of c in P,, D8 E M,; 
l by a consequence of the strong completeness of the S-semantics [HI, there is 
a successful derivation of the goal (Dl, . . . , D,>e in P, with empty answer 
substitution, (D ,,..., D,M 6 q ; 
l by the definition of resultant, there also exists an SLD-tree associated with 
the goal D8 in P, such that, for each successful derivation DB F Cl, there 
exists i, 1 5 i s k, such that the derivation can be decomposed into D8 6 
bodyiBi & 0 and DB = 00, - &. 
Let us now consider the shortest SLD-derivation, (D,, . . . , D,>fl 6 0, in the 
tree. The proof is by induction on the length, n, of such a derivation. 
If n = 0, then DO is a fact in P,, and then also in P,, and we have the thesis. 
If n > 0, the SLD-derivation passes through an instance of bodyjOj; then 
0 = ej. cj on the variables in (D,, . . . , 0,). Let us distinguish three cases. 
Case 1. bodyjOj is empty. Dei, is a fact in P,, and then also in P,, and we have 
the thesis. 
Case 2. j = i. Hence, since the order of atoms is not relevant for the S-semantics, 
it is not restrictive to assume (CD,, . . . , D,)T, rest,&) = bodyiBi, and in the SLD- 
derivation, the goal 
((D ,,..., Dm)T,resti8,)& (*) 
has a successful derivation with answer substitution LY, such that 
a) e= O-al on the variables in (D,,...,D,); 
b) (pi = pi. yl, where pi is the answer substitution to CD,, . . . , 0,)~. & and y1 
is the answer substitution to resti ei * & * p,. 
By the strong soundness of the S-semantics 1151, we have that there exist 
D” ,, . . . ,D,!,‘,, rest; E M, and p,‘, y; such that 
c) p,’ =nzgu((D;‘, . . ., D;), CD,,.. ., 0,)~.&) and pi = j3; on the variables in 
(D i,...,Dm)T*5i; 
d) y; = mgu(rest~‘, restiei - tie 0;) and y, = y; on the variables in re.stiei -&- &‘; 
and 
e) cz,’ = p; * y; = PI - y1 = cxI on the variables in (*I, and then a; = czi = E on 
the ones in (Di,..., D,)e since it has empty answer substitution. 
But then D;, . . . . 0: , rest,!’ E M2, and since the predicates in rest, do not depend 
on the predicate symbol d, we also have rest:’ E Ms. 
Now, from cl, 
T.&-P; =mgu((D; ,..., D;), (Dl ,... ,D,)), 
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with 
(D ,,...,D,)~‘~~‘P;=(D,,...,D,)T’~,.P~ 
and the shortest derivation of (D,, . . . , D, )T- 5i * PI is surely shorter or equal to the 
one of (*I, which was strictly shorter than that of CD,, . . . , DJO. 
Hence, by inductive hypothesis, DT * 5i * P; E M,, and from C) and 
uar(D,,..., 0,) 2 uar( D), we have that DT* & * p; = 07’ 6 * PI. 
From this and d), we can conclude that 5i. PI * y1 = r+p((D~* & * PI, r-es(‘), 
( DT, rest, &)), and because c: is in P3, also DT* 4 * PI . y1 E A43 and DT &i * PI* ~1 = 
De. a, = DO, which is the thesis. 
Case 3. j # i. bodyj Oj - tj has a successful derivation with answer substitution (pi 
such that 8 = 8. (Ye on the variables in CD,, . . . , 0,). 
By the strong soundness of the S-semantics [15], there exist body; E A4 and a, 
such that (Y; = mgu(body;, bodyjBj*(j) and a,’ = (Y, on the variables in bodyjO,. ti. 
Then cy; = (pi = E on the variables in CD,, . . . , D,)e since it has empty answer 
substitution. 
But body; E M2, and by the independence of the atoms in bodyi from the 
predicate symbol d, also body; E iUs, cj is in P3, and ej. a; = mgu(body;, bodyjOj). 
Then Dtlj-(j-cx,’ =DB*cu; =DO-a, =DB since uar(D,,...,D,)~uar(D). 0 
Theorem 4.4. In the hypothesis of Lemma 4.3, P3 = s P,. 
PROOF. By Theorem 3.4, M, = M,. Since by Lemma 4.2, Def U (d(t,, . . . , t,) defDl 
A . . . A 0,) is a set of definitions consistent wrt P,, then by Lemma 3.8, Ml 2 M,. 
In order to prove the converse, M3 zM,, it is sufficient to prove that c is S-true 
in P3, namely, for each D;, . . . , D:, EMU and 0, if e = mgu((D;,.. . , D:,), 
(D ,, . . ., D,)), then De EM3. But D,, . . . , D, do not depend even indirectly from 
the predicate symbol d; hence, D;, . . . , DA E M2, and also D;, . . . ,Dk E Ml. Lemma 
4.3 is applicable, and it yields the thesis. 0 
Note that in the hypothesis of Lemma 4.3 concerning P, and P,, if P3 is 
obtained by folding DT in a clause c’ which is not in the definition of the predicate 
symbol d, dP2, then P3 = s P,. In fact, d,, = dP2, and since c is the only clause, not 
recursive even indirectly, defining the predicate symbol d in P,, the unfolding and 
folding operations are totally independent, and we can apply folding first, thus 
obtaining an S-equivalent program and then unfolding. 
By generalizing the previous observation, we may also note that in the hypothe- 
sis of Lemma 4.3 concerning P, and P,, if P3 is obtained by folding DT in many 
clauses, some of which are not in d,* and some others which are in dP2, then 
P3 = s P,. In fact, we can consider separately the folded clauses in dp, and the 
ones not in dP2. For the ones not in dPZ, we apply a reasoning similar to the 
previous one. For the clauses folded in dP2, we follow a reasoning similar to the 
one in Theorem 4.4. Now we observe that by Lemma 4.2, D U (d(t,, . . . , t,)d”fDl 
A . . . AD,} is a set of definitions consistent wrt P,, and then Lemma 3.8 still holds 
because it depends only on the consistency of the definition, which gives M, zM3. 
For the converse, M3 zM,, it is sufficient to prove that c is S-true in P3. The 
generalization of Lemma 4.3 can be proved by adding to it an induction on the 
number of folded clauses which are used in the shortest derivation CD,, . . . , D,)O 
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6 0 in the SLD-tree associated with the goal (D,, . . . , D,)O in P,. We omit the 
details of the proof, which are rather tedious. 
We may also note that Lemma 4.3 holds, even if the intermediate program P2 
has been obtained by applying to P,, besides the unfolding operations, other 
operations which preserve the S-semantics of the program, such as pruning, 
thinning, or fattening. This is exploited in general program transformation and in 
our specialization method [4], where we alternate unfolding steps of a single clause 
(originally defining a new predicate) and simplifying steps. 
Sufjicient conditions 4.5 (gen-prune). The following are sufficient conditions for 
the applicability of the generalized-prune operation. 
1) If c is a clause which is duplicated in P, then gen-pmne(P,c) is applicable. 
2) If head(c) is ground and head(c) is a fact in (P - (c}), then gen-pmne(P, c) is 
applicable. 
Sufficient conditions 4.6 (thin). The following are sufficient conditions for the 





If Ai is a ground atom which is duplicated in body(c), then thin(P, c, Ai) is 
applicable. 
If A, is a ground atom in body(c) and there is a fact equal to it, or less 
instantiated, in P, then thin(P, c, Ai) is applicable. 
If PI-(A, A . . . AA,_, AA~+, A . . . AA, -‘Ai) and Ai is a ground atom in 
body(c), then thin(P, c, Ai) is applicable. 
If Ai is defined in P exclusively by facts with only local variables instantiated 
(i.e., variables which are not common to other atoms in cl, then thin(P, c, Ai) 
is applicable. 
Sufficient conditions 4.7 (fatten). The following are sufficient conditions for the 
applicability of the fattening operation. 
1) If B is equal to a ground atom in body(c), then fatten( P, c, B) is applicable. 
2) If B is a ground atom and there is a fact equal to it, or less instantiated, in 
(P - {cl), then fatten(P, c, B) is applicable. 
3) If (P - {c)) t- (A, A . . . A A,, + B) and B is a ground atom, then 
futten( P, c, B) is applicable. 
4) If B is defined in (P - (c)) exclusively by facts with only local variables 
instantiated (i.e., variables which are not common to atoms in c), then 
futten( P, c, B) is applicable. 
The proofs that these are sufficient conditions for the corresponding applicabil- 
ity conditions are very simple, and we omit them. Note that these sufficient 
conditions are either syntactic, and thus very easy to verify in an automatic way, or 
they require a logical proof. In the second case, in analogy with [41, we may assume 
that the logic program P has an associated specification S,. Such a specification is 
a first-order theory whose language extends the one of P, and P is correct and 
complete with respect to it 110, 23, 24, 31. Proofs are then possible either using P 
or S, as axiom sets, within any deductive system. The choice will depend on 
convenience and on the automatic proof-aid tools available. Hence, when the 
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verification of P I- Wx 1,. . . , x,.B) is required, it is sufficient to verify S, l-- 
(Vx ,, . . . , x,.B) instead. In the same way, S, + (Vx,, . . . , xk. 7 B) is a sufficient 
condition for PI+ 3x 1,. . . , xk.B, which has to be verified in order to apply a 
pruning operation. For some operations, the applicability condition is in the form 
(P - ICI) t- vx,, . . . , xk. B. Intuitively, in such cases, if B does not depend on 
head(c), it is still possible to derive the proofs in S,. 
We now give a few simple examples of program transformations which make use 
of such sufficient conditions. The first one is an example of partial deduction, the 
second one of program specialization, and the last one of a general transformation. 
All of them can be characterized by a specific strategy which combines our basic 
transformation operations. 
Examples. 
1) The first example shows how to obtain a partial deduction of a program wrt a 
given goal, similar to the one described in (321, by means of a strategy based 
on an initial definition and unfold, fold, and restrict operations. Let P be the 
program 
1: skip( f ], Ys, fi, done). 
2: skip([XIXs], [XlYs], zs, R):- skip(Xs, Ys, zs, R). 
3: skip([XIXs], [YIYs], [YlYs], no):- XZ Y. 
4: skip ([XlXs], El, [I, no). 
5: occur([XIXsJ, [],O). 
6: occur([XIXs], [YIYs], N):- skip([XIXs], [YIYs], Zs, no), 
occur([XIXs], Ys, N). 
7: occur([XIXs], [YIYs], s(N)):- skip([X(Xs], [YlYs], Zs, done), 
occur( [ XlXs], Zs, N). 
where 
* the predicate occur(t,, c,, t3) defines the property that the first list, t,, is not 
empty, and it occurs t, times as a sublist in the second list, t,; 
l the predicate skip(tl, t,, t,, t4) defines the following property: when t, = done, 
the second list, t,, is obtained by appending the list t, to t,; when t, = no, t, 
is obtained by appending a proper prefix of t, to t,. 
We want to partially evaluate such a program with respect to the goal G,: 
:- occur( [ a], Ys, N) . 
The strategy corresponding to partial deduction is 
1) define a new clause, and the corresponding definition, in order to represent 
the goal with a new predicate; 
2) unfold such a clause until possible and useful; 
3) then fold back, using the initial definition, wherever possible, and restrict the 
resulting program with respect to the new predicate representing the goal. 
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Let us come back to our example and apply the strategy for partial deduction to 
it. 
The clause 
8: goal(Ys, N):- occur([a], YS, N). 
is introduced, with the corresponding definition 
goul(Ys, N)EfoCCUr([a], 33, N) 
which is consistent wrt P because of Lemma 4.2. 
Then such a clause is unfolded a first time: 
5.1: goul([], 0). 
6.1: goal([YlYs], N):- ~&([a], [YIYs], Zs, no), occur([a], Ys, N). 
7.1: goal(]YIYs], S(N)):- &~(]a], [YlYs], Zs, done), occur([a], ZS, N). 
By unfolding skip twice in clauses 6.1 and 7.1, we get 
6.1.1: goul([YJYs], N):- a #Y, occur([u], Ys, N). 
7.1.1: gouf([ulYs], S(N)):- occur([a], Ys, N). 
Folding is applicable in all of the clauses, thus obtaining, after the restriction 
operation, 
1’: goul([],O). 
2’: goul([YIYs], N):- a #Y, goul(Ys, N). 
2’: goul(fulYs], s(N)):- goal(Ys, N). 
By Theorem 4.4, the residual program is S-equivalent o P U IS), restricted to the 
transitive closure of the goal. 
godYs, A9 counts the occurrences of the constant a in a list Ys. 
Note that the restricting operation eliminates all of the clauses defining the 
predicate occur since P is G,-closed. 
In a similar way, we could have partially evaluated the original program with 
respect to the goal G,: 
:- occur([X],Ys,O). 
We add 
8: goul( X, Ys) :- occur( [ X], Ys, 0). 
and the corresponding definition 
goul( x, Ys) d”occur( [ x], Ys, 0). 
Then we unfold such a clause: 
5.1: go&(X, [I). 
6.1: go&(X, [YIYs]):- skip([X], [YlYs], Zs, no), occur([X], Ys,O). 
By unfolding skip twice in clause 6.1, we obtain 
6.1.1:goul(X,[YlYs]):- X#Y,occur([X],Ys,O). 
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By folding back, with the initial definition, and restricting, we obtain 
1’: goal( x, [ I). 
2’:goal(X,[YIYs]):- X#Y,goal(X,Ys). 
By Theorem 4.4, the residual program is S-equivalent o P U (S}, restricted to the 
deductive closure of the goal. 
go&(X, Ys> defines the property of an element X not being a member of a list 
XS. 
We would like also to partially evaluate the original program with respect to the 
goal G4: 
:- occur([X], Ys, s(N)). 
We then define a new clause: 
8: go&(X, Ys, N) :- occur( [ X], Ys, s( IV)). 
and the corresponding definition 
goaZ( x, Ys, N) ~fOccur( [ X], Ys, s( Iv)). 
We unfold such a clause: 
6.1: g&(X, [Y(Ys], N’):- skip([X], [YJYs], Zs, no), occur([X],Ys, s(N’)). 
7.1: goaf(X, [YIYs], N):- sk@([X], [Y(Ys], Zs, done), occur([X], Zs, N). 
and by further unfolding the predicate skip until possible, 
6.1.1: g&(X, [YIYs], IV’):- X#Y, occur([X], Ys, s(N’)). 
7.1.1: goal(X, [XIYS], N):- occur([X],Ys, N). 
We cannot fold back in the unfolded clauses with the initial definition. Restriction 
in this case does not modify the program; thus, we obtain 
1’: gouI(X, [YIYS], N’):- X# Y, occur([X], Ys, s(N’)). 
2’: gouZ(X, [XIYS], N):- occur([X], Ys, N). 
1: skip( [ 1, Ys, Ys, done). 
2: skip([XlXs], [XlYs], Zs, R):- skip(Xs,Ys, Zs, R). 
3: skip([XIXs], [YIYs], [YIYs], no):- X#Y. 
4: sk@( [ XlXs], [ 1, [ 1, no). 
5: occur([XIXs], [],O). 
6: occur([XIXs], [YIYs], IV):- skip([XIXs], [YlYs], Zs, no), 
occur([XlXs], Ys, N). 
7: occur([XIXs], [YlYs], s(N)):- skip([XIXs], [YlYs], Zs, done), 
occur( [ XIXS], zs, N) . 
By Theorem 4.4, the residual program is S-equivalent o P U (81, restricted to the 
deductive closure of the goal. 
goul(X, Xs, N) counts the occurrences of an element X which is a member of a 
list Xs. 
Note that in this last partial deduction example, the closedness condition, 
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defined in [32], does not hold with respect to G4. The partial evaluation method 
described in [32] would not be applicable since the residual program would not be 
equivalent (i.e., sound and complete in [32]) to the original one. In our strategy, the 
partial deduction is allowed, but since the restriction operation is irrelevant, it does 
not produce a simplified or more efficient program. 
2) Let us now consider a simple case of program specialization. When specializ- 
ing a program, we have some predicates already defined for general use, and 
we intend to query the program in a particular case on a specific subdomain 
of their definition. This example shows the strategy to be used in such cases. 
Such a strategy is a generalization of the one used for partial deduction. The 
specific subdomain we want to specialize the program to, i.e., the constraint 
on the query, is described by introducing a (constraint) clause in the program. 
The specialization method we proposed in [41 is much more general than the 
one described here because it makes use of preconditions for describing such 
a constraint on the query. This has been defined in [4], with the aim of 
preserving the least Herbrand model semantics; we are currently working on 
extending our general specialization method to the minimal S-model seman- 
tics. Let P be the program: 
1: merge( Xs, [ 1, Xs). 
2: mefge([], Xs, X3). 
3: merge( [ AIXs], [ BIYs], [ AIZs]) :- A I B, merge( Xs, [ BIYs], Zs). 
4: merge([AIXs], [BIYs], [BIZs]):- B <A, merge([AIXs], Ys, Zs). 
5: same([A]). 
6: same([A, alas]):- same([AIAs]). 
where 
l the first predicate defines the usual merge between two sorted lists, namely, 
the predicate merge( t 1, t,, t,) holds when the first two lists are sorted in 
increasing order and the third is the sorted union of the elements in the first 
tW0; 
l the predicate same characterizes not empty lists with elements which are all 
equal. 




introduce a new predicate by means of a new clause, coupling some con- 
straint predicate with the predicate we want to query. This new predicate 
describes the particular use of the program we are interested in; 
unfold some predicates in the new clause in order to exploit the property 
specified by the constraint; 
apply the simplification operations wherever possible; 
repeat 
4) choose a clause among the previous unfoldings; choose both one predicate, p 
(through which to propagate information) and some other predicates, 
9l,..., q, (constraint or context information) in such a clause; define a new 
predicate by means of a new clause coupling p with q,, . . . , qm; 
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5) unfold some predicates in the new clause in order to exploit the propagated 
information; 
6) apply the simplification operations wherever possible; 
until possible and useful; 
7) fold with the definitions wherever possible; 
8) apply restrict to the predicate defining the specialized use of the program in 
order to get the specialized program. 
Let us apply the specialization strategy to our example. 
We introduce a new clause and the corresponding definition in order to describe 
the particular use of the predicate merge we are interested in: 
7: merge’([XIXs], [YlYs], Zs):- XI Y, sume([XlXs]), 
me%e( [ XlXs], [ Ylfi], 2s). 
Hence, we assume that the two lists to be merged are given in input as ground lists. 
By unfolding the predicates in the definition, we try to exploit the property 
specified by the constraint on the query. Let us unfold sume in clause 7: 
7.1: merge’([X], [YjYs], Zs):- XI Y, merge([X], [YIYs], Zs). 
7.2: merge’([X, XlXs], [YlYs], Zs):- XS Y, same([XlXs]), 
merge( [ X, XlXs], [ YIYS], Zs). 
Now we unfold merge in 7.1: 
7.1.1: merge’([X], [YlYs], [XlZs’]):- XIY, XIY, 
merge([], [Ylfil, Zs’). 
7.1.2: merge’([X], [YlYs], [YlZs’]):- X< Y, Y<X, 
merge( [ X], Ys, Zs’). 
XI Y is a duplicated atom in clause 7.1.1, and it is ground by our initial 
assumption. Then, because of sufficient condition 4.6.1, we can apply thin. 
Since X I Y, Y < X is not derivable in P, we can prune 7.1.2: 
7.1.1.1: metge’([X], [YlYs], [XlZs’]):- XI Y, merge([], [YlYs], Zs’). 
We unfold merge once more in 7.1.1.1, thus obtaining the final clause: 
merge’([X], [YlYs], [X, YlYs]):- XIY. 
We unfold merge in 7.2: 
7.2.1: merge’([X, XlXs], [YlYs], [XlZs’]):- XIY, same([XlXs]), XI Y, 
merge([XlXi], [YlYs], Zs’). 
7.2.2: merge’([X, XlXs], [YIYs], [YlZs’]):- XIY, same([XlXs]), Y<X, 
merge( [ X, XlXs], Ys, Zs’). 
Similarly to the previous, case, X I Y is a duplicated ground atom in clause 7.2.1; 
then, because of the sufficient condition 4.6.1, we can apply thin. 
Since XI Y, Y < X is not derivable in P, we can prune 7.2.2. 
BASIC TRANSFORMATION OPERATIONS 81 
We can directly fold merge in 7.2.1., thus obtaining the final clause: 
merge’([X, Xl%], [YIYs], [XlZs’]):- merge’([XIXs], [YlYs], Zs’). 
We apply restrict to merge’, thus obtaining the final program P’: 
1’: merge’([X], [YIYs], [X, YIYs]):- XIY. 
2’: merge’([X, XlXs], [YlYs], [XlZs’]):- merge’([XIXs], [YlYs], Zs’). 
By Theorem 4.4 and its extensions, the specialized program P’ is S-equivalent to 
P U 17) restricted to the deductive closure of merge’ct,, t,, tJ. This means that the 
final and the original programs are S-equivalent on the constrained application 
domain, namely, when r, is a list of elements which are all equal and smaller than 
the ones in t,. 
This example shows a very simple case of program specialization since it 
requires the introduction of only one new clause and definition. In general, the 
definition step can be applied many times in order to also characterize the 
particular use of subpredicates of the one we are interested in, when this may be 
useful for further simplifications. This fact, together with the intermediate simpli- 
fication steps, are the major differences with partial deduction. All of this makes 
program specialization more powerful, but also more complicated than PD: heuris- 
tics are often needed in order to manage such complication. 
3) We show now a very simple example of generalprogram transfomzation. Let P 
be a program obtained by some previous transformation process: 
1: sorted( [ 1). 
2: sotied([A]). 
3: sorted([A, BlAs]):- A <B, sorted([BIAs]). 
4: append( [ 1, Ls, Ls). 
5: append([AIAs], Bs, [AILS]):- append(As, Bs, Ls). 
6: sublist ( Xs, Ys) :- append( Zs, Xs, ti), append( I/s, Ws, Ys). 
7: runl( Xs, Ys) :- sublist( Xs, Ys), sorted( Xs). 
8: run2([ ], Ys). 
9: run2([A], Ys):- subfist([A], Ys). 
10: run2([A, B], Ys):- A <B, sublist([A, B], Ys). 
11: run2([A, BIXs],Ys):- A<B,subZist ([A, BIXs],Ys), 
sorted( [ BIXs]). 
12: run2( Xs, Ys):- runl( Xs, Ys). 
where 
l the predicate sorted(t) holds when t is a sorted list; 
l the predicate subZist(t,, t,) holds when the first parameter, t,, is a sublist of 
the second parameter, t2; 
l the predicate runl(t,, t,) defines the property of the first parameter, t,, of 
being a sublist, sorted in increasing order, of the second parameter, t,. 
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We want to show that clauses 8, 9, IO, and 11 are redundant in the definition of 
the predicate run2(t,, t,). Then the program can be simplified by omitting such 
clauses. In order to do this, we show that clauses 8, 9, 10, and 11 just contain the 
information that runlO,, t,) implies run2(t,, tJ, which corresponds to clause 12. 
We “massage” clauses 8, 9, 10, and 11. 
8) sorted([ I> is a ground atom, and it is defined in (P - IS)) by a fact; then, by 
sufficient condition 4.7.2, we can fatten clause 8 with sorted([ I). append([ I, [ 1, 
[I> is a ground atom, and it is defined in (P - IS}) by a less instantiated fact; 
then, by sufficient condition 4.7.2, we can fatten clause 8 with append([ 1, [ 1, 
[ I). append([ I, Ys, Ys> is defined in (P - {S}) exclusively by an uninstantiated 
fact; then, by sufficient condition 4.7.4, we can fatten clause 8 with append([ 1, 
Ys, Ys). The result is 
8’:mn2([l,fi):- ~~~~~(~l),~~~~~~([l,Cl,[l),~~~~~~([l,~,~~). 
By Lemma 4.2 and sufficient condition 4.1.2, since 6 is the only clause defining the 
predicate sublist, we can fold sublist([], Ys) in the previous clause. Then, since 7 is 
the only clause defining the predicate runl, we can fold runl([ 1, Ys) in the resulting 
clause, thus obtaining 
8”: run2([],Ys):- runl([],Ys). 
9) sorted([ Xl> is defined in (P - 19)) exclusively by an uninstantiated fact; then, 
by sufficient condition 4.7.4, we can fatten clause 9 with sorted([X]): 
9’: run2([X], Ys):- sorted([X]), sublist([X], Ys). 
By Lemma 4.2 and sufficient condition 4.1.2, since 7 is the only clause defining the 
predicate runl, we can fold runl([X], Ys) in the previous clause, and we obtain 
9”: rUn2([X],Ys):- P-zMzl([X],YS). 
10) sorted([B]) is defined in (P - (10)) exclusively by an uninstantiated fact; 
then, by sufficient condition 4.7.4, we can fatten clause 10 with sorted([B]): 
10’: run2([A, B], Ys):- A <B, sorted([B]), sublist([A, B], Ys). 
We can now introduce the definition 
sorted([A, BIAs])~~~(A <B) Asorted([BIAs]). 
Since 
by sufficient condition 3.6 the new definition is consistent wrt the program. 
By sufficient condition 4.1.2, since clause 3 is in P, we can fold sorted([A, B]) in 
the previous clause. 
By Lemma 4.2 and sufficient condition 4.1.2, since 7 is the only clause defining 
the predicate runl, we can fold runl([A, Bl, Ys) in the resulting clause, and we 
obtain 
10”: run2([A, B], Ys):- ncnl([A, B.], Ys). 
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11) We can transform clause 11 similarly to clause 10, thus obtaining 
11”: run2([A, B]Xs], Ys):- runl([A, B]Xs], Ys). 
Since clause 12 is already in P, we can apply generalized-prune 
lo”, and 11”. 
5. CONCLUSION 
to clauses 8”, !?“, 
In this paper, a set of basic transformation operations, common to all of the 
transformation techniques for logic programs, such as partial deduction, program 
specialization, program synthesis, and optimization, have been considered in rela- 
tion to the minimal S-model semantics. This semantics is still declarative, with 
pleasant logic properties such as the coincidence of the least fix-point characteriza- 
tion and the model-theoretic one. On the other hand, it supplies a more realistic 
view of logic programs than the classical least Herbrand model semantics: it 
associates with each predicate symbol the set of its computed answers which can 
contain universally quantified variables. The S-semantics has also the interesting 
property of being the strongest semantics which is maintained by unrestricted 
unfolding [31]. We have defined general applicability conditions for the basic 
transformation operations, and proved that they guarantee the S-equivalence of 
the resulting program with respect to the original one. We have also given and 
exemplified more restricted sufficient conditions which are easy to check since they 
are mostly syntactical, and which cover most practical cases. 
5.1. Related works 
Anyone working in the area of program manipulation also has to tackle the obvious 
problem of requiring some meaning-preserving property from the transformation. 
But we may associate many different meanings with a logic program, and therefore 
we can have many different equivalence notions. The standard one has been based 
on the minimal Herbrand model, and many authors first concentrated on it. 
Komorowski and Tamaki and Sato [28, 451 proved that the fold and unfold 
operations preserve this equivalence. In [4], we extended this result to all the 
operations we considered in our specialization method. With regard to the S- 
semantics, for the unfolding operation the result that it preserves the S-meaning of 
a program is not new. Levi and Mancarella [31] showed exactly this. The difference 
with us is that they based their proof on the fix-point definition of S-semantics, 
while we directly use minimal S-models. In such a way, we avoid the use of 
induction in the proofs. Kawamura and Kanamori [26] proved, with a different 
formulation, the same result. In fact, they considered Tamaki and Sato’s fold and 
unfold transformations [45], and showed that a “strong equivalence” between a 
program and the result of its transformation holds. By strong equivalence, they 
mean preservation of the success set for any goal, and this is exactly what we mean 
by S-equivalence. Since we can use the results proved in [17] on S-semantics and on 
its relationships with other semantics, our proofs are much simpler; thus, we report 
them both for the sake of completeness and for showing their simplicity. As regards 
folding, in [26], a special case of folding is considered: the folding of an atom whose 
predicate symbol occurs in the program in the head of only one clause. We 
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consider a more general operation based on “consistent” predicate definitions 
which, as we show in the concluding section, also includes that case. 
Lloyd and Shepherdson [32] studied conditions able to ensure soundness and 
completeness of PD, both for the declarative semantics and for the procedural 
(Prolog) one. Th eir results are only partially comparable with ours. First of all, they 
consider a transformation which can be obtained by composing some of our basic 
operations, namely, definition, unfolding, folding, and restricting. In fact, as we 
show in the first example of Section 4, partial deduction can be viewed as a strategy 
applying these operations. The strategy itself guarantees applicability conditions for 
the operations. We work at a more fine level of granularity, and also consider 
different usages of each single operation: the kind of folding required for a partial 
deduction is that exemplified in the first example, which is only a special case of the 
more general operation we consider (see the foIlowing examples in Section 4). Our 
approach is much more oriented to program refinement, and is closer to program 
development methodologies based on a set of basic transformation operations, plus 
some strategy to combine them [35, 36, 291. 
More recent papers have studied unfold/fold transformations with respect to 
more refined equivalences which consider not only success sets, but also finite 
failures and negation. Seki [40] defines a more restricted version of the folding 
operation of [45]. The restriction basically specifies that, when recursion could be 
introduced by folding, only previously unfolded atoms can be folded. He proves 
that such transformations also preserve the finite failure set of a definite program, 
and with the further restriction that only positive atoms can be unfolded, of a 
stratified program as well. He also discusses the preservation of the perfect model 
semantics [37]. Sato [39] proposes an unfold/fold transformation system for gen- 
eral first-order programs which preserves the meaning of the program given by 
Kleene’s three-valued iogic. The folding applicability condition coincides with that 
of [40] when restricted to stratified programs. However, unfolding is different, and 
so is the semantics he considers because of the generality of his system, which can 
be applied to any first-order theory. 
5.2. Future work 
Concerning future research, we are working both on finding other sufficient 
conditions to ensure S-equivalence of the transformed program, and on defining a 
“constrained” S-equivalence, which depends on a constraint validity. This is meant 
to be applied in our specialization method [4], where we make use of preconditions 
112, 31, and then we have to relate them to the program’s minimal S-model 
semantics. Extending our specialization method, as well as other transformation 
techniques, in order to produce S-equivalent programs seems to us a useful first 
step towards more realistic systems. Such systems will also have to take clause and 
atom order into account for dealing with the existing Prolog interpreters. With 
respect to such an ultimate goal, we also intend to study how 
l to also preserve finite failure sets; 
l to also preserve the universal termination of the program wrt a goal (no 
infinite computation) [5]. 
We think it is possible to appropriately restrict present applicability conditions 
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and sufficient conditions for the basic transformation operations in order to ensure 
such stronger equivalences. 
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