This report describes our experience in implementing a non-parametric (distribution free) discriminant analysis module for use in a wide range of pattern recognition problems. Issues discussed include performance results on both real and simulated data sets, comparisons to other methods, and the computational environment. In some cases, this module performs betther than other existing methods. Nearly all cases can benefit from application of multiple methods.
Introduction
We consider the generic pattern recognition problem (also called classification problem) where the data is assumed to consist of cases of pairs where is the class and is a p-dimensional feature (predictor) vector. The goal is to use to predict the class C. There are many traditional and modern approaces to pattern recognition. Many of these, including Fisher's Linear Discriminant, attempt to estimate the probability density of a feature vector, , given some class (i.e., the class conditional probability, ) by assuming some convenient distribution for . We focus on methods of estimating densities that make minimal assumptions about the distribution. Such methods are typically called nonparametric or distribution-free methods; thus, we refer to our work as Distribution-free Discriminant Analysis (DFDA). Probability density estimation was invented during the 1950's in order to apply nonparametric pattern recogntion techniques. However, nearly all work has focused on the case in which all the features are real-valued (continuous features), and even in that case good implementations are rare. (We only know of one implementation, available as a probabilistic neural network in a commercial product called NeuralWare.) Therefore, another focus of
Distribution-free Discriminant Analysis our work is to handle not only real-valued, but also categorical (unordered and ordered) features.
The remainder of this paper will be both an introduction to distribution-free density estimation techniques and details of our specific implementation, including software use and installation.
Bayesian Analysis
DFDA performs pattern recognition by estimating the probability density of the feature vector for each class and then applying Bayes' rule. The data is assumed to consist of cases of pairs where is the class and is a p-dimensional feature (predictor) vector. According to Bayes' rule, the probability that the class for a given value of the feature vector and for prior class probabilities is (for the case that all features have discrete values):
where X is the feature vector to be classified, is the probability of observing when the true class is , and is a constant that does not depend on the class. If some of the features are real-valued, the concept is identical but the notation includes integrals. The predicted class for the feature vector will be the class that appears to maximize Eq. 1 on the basis of estimated and (assuming equal misclassification costs).
Several well known classifiers attempt to estimate by assuming some convenient distribution for the feature vector . For example, if we assume that has a multivariate normal distribution with a different mean vector for each class, then Fisher's Linear Discriminant Analysis is the appropriate method, and to estimate we simply estimate both the mean vector for each class and the covariance matrix (assumed to be the same for all classes). DFDA focuses on methods of estimating that make minimal assumptions about the distribution for the feature vector . Such methods are typically called nonparametric or distribution-free methods. We will include results from the application of a few parametric and other nonparametric methods for comparison to our nonparametric method.
Density Estimation Using the Kernel Method
We use the kernel method [1] of density estimation. For each type of feature (continuous, categorical, and ordered categorical), we select a kernel density and a function to optimize the smoothing parameter in the kernel density. The density estimate for Class 1 of an input vector is the average of the product of the kernels evaluated only for the Class 1 cases in the training set. We repeat the calculation for each candidate class.
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To state things more formally, assume that we represent the training data for the Class 1 cases by (EQ 2) where , , and represent the continuous, unordered categorical, and ordered categorical components of feature vector i in data set D. , , and represent the spaces from which each of the components is drawn, so k, l, and m are the number of features in the various components, and is the number of Class 1 examples in the training set. The equation for estimating the probability density function (p.d.f.) then becomes
where (x,y,z) is a typical vector in x , x ; , , and are the smoothing parameters (possibly vector-valued) for the various density estimators; , , and is the ith feature vector of the Class 1 examples; and , , and are the kernels for the real, unordered categorical, and ordered categorical variables.
(Note: The kernel parameter list could also be given as where we only show the variables used to calculate the kernel. However, we feel that the notation is superior because it clearly shows that we are taking some kind of difference between x and .)
Kernel Densities and Functions to Optimize the Smoothing Parameters
In this section, we describe the functions , , and and how to select good values for , , and . The implementation of the DFDA software has been broken up into phases; the equations shown are what has been implemented for Phase I. Phase I only provides one choice for each of the various functions. However, the software is written so that adding new functions at a later date is straightforward.
Kernel Functions
Continuous Features. For , we implemented the Multivariate Normal Density
Function as shown in the following equation: where is the number of categories for the jth categorical unordered feature. Note that the larger the number of categories, the less weight that is given to the density estimation function when the feature values differ.
Ordered Categorical Features.
The main properties we want for the kernal are that it is a p.d.f. and gives less weight to unequal values that are farther away. Therefore, for we implemented:
Note that Eq. 7 reduces to Eq. 6 if for all . and .
Methods to Optimize Smoothing Parameters
In this section, we describe how to estimate the optimal smoothing parameters for each of the feature types. We ask the user to try a few where A(K) is given by , n is the number of examples in the training set, and d is the number of continuous features. We suspect that Eq. 8 with actual value of will tend to produce values that are too large, so we will choose one extreme value of by putting (to make h values smaller) in Eq. 8, and the other extreme value of by putting the actual value of in Eq. 8. These extreme values are displayed to the user before the user is prompted to enter his or her choice.
Unordered Categorical Features. Phase I will simply allow the user to input a value for and we will enforce that the value is in . For future phases, we will allow a grid search for in with a user specified value for the step parameter (e.g., increment by 0.1 from 0.5 to 1.0).
Ordered Categorical Features.
For Phase I, this will be handled in the same way as for the unordered categorical features.
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Software Philosophy
The fundamental principle underlying the NSA and DOE NN-20 sponsored Software Toolkit for Analysis Research (STAR) project [2] at Los Alamos is that the technologies of extracting information from huge data sets can best be developed by cooperation between a team of specialists experienced with the general underlying computer science and mathematical problems and experts in the design and operation of specific operational systems. We are solving specific problems in such a way that the developed tools are as generally applicable as possible to new problem domains as they develop. This required the development of a computational environment that insures that all tools developed for tasks such as parsing, filtering, analyzing, and displaying can be easily applied to new situations. The use of STAR to implement the DFDA module is an example of how the STAR infrastructure can be used to facilitate both the development of an algorithm (e.g., kernel density estimation on mixed feature types) and the application of that algorithm to various data sets. We envision a uniform method of collection, storage, and analysis emerging as the benefits of utilizing the STAR software development philosophy become apparent.
The goal of STAR is to produce a research tool that facilitates the development and interchange of algorithms for locating phenomena of interest in large quantities of data. Using this toolkit, researchers can ascertain which existing techniques are the most promising, develop new and possibly more effective methods, and add/delete algorithms without major re-design work. The two primary software goals of the STAR system are 1. it should be easy to add new algorithms to the system; and 2. it should be easy to apply algorithms already integrated into the STAR system to new applications (i.e., data sets).
We facilitate the first goal by providing generic data classes that allow the algorithm designer to focus on the algorithm development, not on the format and condition of the data. The algorithm developer only needs to know the public interface to the top-level data class, VectorData, in order to access the data in any way her or she chooses. The second goal is met by adopting easy-to-use file formats for the data and the attributes files. The attributes file allows the user to describe the structure of the data without requiring changes to software! (See "Appendix C: File Formats" on page 15.) For a new application, the user only needs to convert the data into the standard data file format (if it is not already in this format) and provide an attributes file that describes the features in the data set.
Software Vision
OMIT MOST OF THIS AND JUST MAKE A REFERENCE TO [4]
Currently, all STAR infrastructure (i.e., the data classes) and application software (e.g., DFDA) are written in C++. In addition, we rely heavily on Rogue Wave's tools.h++ library for generic utility classes like strings, lists, arrays, etc. For Phase I of the DFDA implementation, we postponed the decision on a Graphical User Interface (GUI) and builder because of rapid changes in this area in the software industry; we have temporarily implemented a command-line user interface.
We have a radically different vision for the future of the STAR system given new tools and the growing demand for World-Wide Web (WWW) based applications. We will break our vision into three areas to represent the primary components of our development environment.
1. Infrastructure and Application Software Currently, we are using C++ for both the STAR infrastructure (i.e., the classes that handle all the data-dependent functionality) and the algorithms that are built upon that infrastructure. We feel that C++ is a fully-functional object-oriented language and is sufficient for this part of our system. Java also appears to have all the capabilities we need in an object-oriented language; in addition, Java allows you to create WWW-based applets of your application if it is of a reasonably small size.
GUI and GUI Builders
Our initial decision was to obtain a commercial GUI builder package that would generate C++ code and be cross-platform. However, this approach requires that we maintain a different version of the software for each platform we wish to support. For example, if we are developing code for a Windows environment, we need to tell our GUI builder to generate code for the native graphical libraries in Windows. We have to repeat this procedure for Motif and Mac environments if we also wish to support these platforms.
Another option is to write the interface in Java, but the underlying application remains in C++. Provided that the target systems, regardless of platform, have a Java and C++ compiler, only one development system needs to be maintained. This appears to be a feasible near-term option, but mixing languages often has its pitfalls and annoying work-arounds. We are in the process of exploring the difficulty of integrating Java and C++ code.
The best long-term option may be to write the entire system in Java, infrastructure, application, and interface. The deliverable would be the entire Java source that the customer then compiles on their specific platform; again, the fact that Java's interface is platform independent means only one version of the software needs to be maintained.
An option that needs to be explored is using the Tcl/Tk GUI builder with Java or C++ as the underlying infrastructure and application software. One final option is to provide the software as a Java applet. Although this provides the most flexibility (i.e., only one development version that doesn't even need to be shipped to customers), it may not be feasible for clients to download the Java architecture independent-bytecode if the application is large as it will run too slowly.
3rd Party Libraries Providing Generic Functionality
Our Phase I development relies on Rogue Wave's tools.h++ for generic functionality like strings, lists, and arrays. Unfortunately, this means our every customer must have the Rogue Wave libraries installed on their system or they can't use our software! Althought Rogue Wave claims that all C++ compilers will eventually come with tools.h++, we feel that this is not a likelihood. The Standard C++ Library, which includes much of the same functionality as tools.h++ in the Standard Template Library, will come standard with all compilers as it is part of the standard language. It is unknown at this time whether or not the Java language will incorporate STL like functionality as part of the language.
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We can summarize by saying that there are two distinct visions competing to become the next STAR platform. One option is to continue to write our infrastructure and application software in C++. One advantage to this is obviously the availablity of the STL. On the other hand, the user interface issues remain; namely, do we use a gui builder that generates C++ classes and maintain a different version of our software for each platform, or do we use Java or Tcl/Tk as our interface and deal with language integration issues. Our other option is to write everything in Java. In my opinion, Java is every bit as powerful a programming language as C++, and may even improve on C++ in certain areas. In addition, there would be no language integration issues between application and interface code since both are in Java. We may also be able to provide our software as applets meaning that the only requirement to run our software is a recent version of Netscape. (For performace reasons, it probably won't be feasible to run our software as Java applets for some time.) The only downside would be the lack of a something like an STL or a tools.h++. 
DFDA Results on Various Data Sets
We compared the error rate obtained by DFDA on five data sets to the error rates obtained by several other classification techniques.
Data Sets
We breifly describe below the data sets used in our comparison. Note that each data set was broken into 75% training and 25% testing. Digits. The first data set mentioned in the table, digits, has an unordered categorical class feature that can take values from 0 to 9. These correspond to the digits that can be represented by an LED display on an ordinary hand calculator. There are seven binary feature values that indicate whether or not a segment of the display was on for that digit. A 10% error was randomly introduced into the feature values (i.e., a "1" was flipped to a "0" and vice-versa with probability .10). The theoretical optimal on this data set is 26% error rate. The training set contained 667 examples and the testing set contained 333 examples.
Attack. This is a simulated data set used to determine the effectiveness of algorithms at distinguishing between "normal" user behavior on a computer system and "misuse" behavior. The class feature is binary-valued with "0" indicating a normal audit trail record and "1" indicating a suspicious or misuse record. There are 50 binary features that can be used to discriminate between the two types of audit trail records. Again, we had 667 examples in the training set and 333 in the testing set.
Waveform. The waveform data set consists of examples of 3 types of waveforms and has the best theoretical error rate that can be obtained is %16. file5.df and file6.df. These data sets contain readings obtained from particle detectors on-board satellites for the purpose of nuclear detonation detection. (See [3] for more information about these data sets.)
Comparative Techniques
We give a brief description of the techniques to which we compared the DFDA method in this section. See [3] for details about these techniques.
Classification and Regression Trees (CART)
. This is a commercial decision tree technique.
Linear Discriminant Analysis (LDA)
. This is the original pattern recognition technique created by R. Fisher in the 1930's. LDA assumes that the data for each class has a multivariate normal distribution with the classes differing only in the mean vector.
k-Nearest Neighbor Methods (K-NN).
These techniques classify a given case in the testing set according to the classes assigned to the nearest (in the feature space) k cases in the training set by using majority rule. In our experiments, we used values of 1, 3, 5, and 10 for k.
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Mixture Discriminant Analysis (MDA). This is a natural extension of LDA that allows any number of mean vectors, instead of just one, for a given class.
Flexible Discriminant Analysis (FDA)
. FDA attempts to exploit the fact that LDA can be derived by repeated linear regression of the class (viewed as a response) on the predictors. Then, in FDA, the linearity assumption is dropped and any nonlinear regression methods (including neural networks) are allowed.
Neural Network: Learning Vector Quantization (LVQ).
The LVQ method finds a modest number of representative vectors (having the same dimension as each input vector) per class. The class of a given case is predicted by applying the K-NN method to these representative vectors rather than to the original data. During training, the representative vectors are adjusted so that performance on the training data is improved.
Results
Table 1 on page 10 shows the error rates for all the techniques on the five data sets. DFDA was the best performer on the Digits data set obtaining only a 24% error rate.
The theoretical best on this data set is 26%; we suspect that through "luck" the random fluctuations introduced on the data helped DFDA obtain a better than optimal result. The results for DFDA on file5.df and file6.df, although not the best, were at least comparable to most of the other techniques. DFDA was comparably worse than the other techniques for the Waveform and Attack data sets.
Summary and Conclusions
DFDA prooved itself to be another viable method to try on a variety of data sets. DFDA, and density estimation in general, will often give superior results if sufficient training data is available. (How much training data is needed before DFDA becomes optimal is an area of future work.) The software provides an environment where kernel density estimation can be easily applied to data sets with both continuous and categorical features. The software also facilitates applying the DFDA algorithm to different data sets (simply create an attributes file for each new data set) and developing new algorithms based on the C++ class infrastructure. Also, some of the methods benefit from a prelima. The mda and lvq methods are essentially the same as the lda method because they could not converge with more than one cluster per class, which is the same as the lda assumption. 
Future Work
Using distribution-free desnisty estimation on data that contains a mix of continuous, categorical, and ordered categorical features has not received extensive coverage in the statistical literature. It is a wide open area with enormous potential for research topics. We give a preliminary list below.
• How much training data is needed, as a function of number of features, ranges, and domain sizes, before DFDA outperforms other techniques?
• Although there has been considerable work in determining effective density estimation techniques for distributions of continuous-valued features, there has not been much work on which of these techniques are effective when combined with other techniques that operate on categorical (unordered and ordered) features.
• What are the best categorical (ordered and unordered) density estimators?
• Given certain characteristics of the data set (e.g., covariance matrix, means, and variances), can we infer which kernels to use for the various feature types?
• Compare parametric to nonparametric approaches and study how much difference between actual and assumed distribution can be tolerated by parametric approach before nonparametric approach outperforms it. Perform the comparison as a function of sample size and dimension of feature space.
• Define "effective dimension" of categorical features --in terms of sample size requirements compared to sample size requirements for continuous features.
• Study advantages of transformations to uncorrelated features in terms of effective dimension reduction.
• Construct cross-validation methods for choosing the smoothing parameters that are tailored for pattern recognition. (We don't need to have best possible estimate of each class density unless two or more class probability densities are nearly equal, so we don't need a global measure of closeness of estimated density to true density.)
• Compare joint search for smoothing parameter vector to one-at-a-time search.
• Experiment with subset selection methods as a preliminary step before applying DFDA.
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Appendix A: DFDA Software
We assume that data is passed between modules via ascii files and that the format of these files is described in an attributes file. Data classes have been written that read in an attributes file, use the information from the attributes file to read in the data files, and then calculate various statistics on features in the data set. The attributes file contains information on the types of features, their names, the ranges of continuous features, and the domains of categorical features, for example. With this necessary information, we can parse the data files and read them into C++ classes. These C++ classes provide functions to compute statistics on the data and generate new features (e.g., calculate the standard deviation for a feature, then divide all values by this to standardize the feature to unit variance). This is a large portion of the Information Preparation functionality of STAR. Note that NO rewriting of code is necessary with new data sets; one only needs to write an attributes file for each new data set to be analyzed.
We have approached the software implementation in phases. For each phase shown below, we list the functionality (often with some indication of future functionality), assumptions, user interface, output, and error handling implemented in that phase. Phase I has been completed.
Phase I
• We assume that the data is already split into a training and a testing set. (2/3rd's training and 1/3 testing is a typical split.) Future phases will allow us to enter one data set and do various types of sampling to create the training and testing sets.
• Phase I provides only one choice for the density estimation techniques and for the functions to optimize the smoothing parameters. Future phases will add choices for these parameters.
• Output, initially, is just be the error rate. Eventually, we will output other things like the confusion matrix, a list of misclassified indices, the misclassification cost, and a log of options chosen, for example.
• An attributes file is required that describes the features in the data set. Some of the attributes for each feature may be the type of feature, the range of continuous features, the possible values for categorical features, etc. See "Format of Attributes File" on page 16 for a more complete description.
• Phase I assumes that there are no missing values in the data set. We assume that rationalization (i.e., correction of missing and erroneous values) occurs in a separate operator before this one. (We may do some rationalization within this module in Phases II or III if we do not have a separate rationalization operator at that time.)
• We assume that all continuous features have been standardized to have unit variance.
We calculate the standard deviation for each feature and divide all feature values by this to obtain unit variance. For future phases, we may want to try things without standardizing to unit variance, so we will need to keep the original values around.
User Interface and Output. Here is a brief list of what the user will see:
• Choices of smoothing parameter for the categorical, continuous, and ordered categorical density estimators. The smoothing parameters for the categorical and ordered categorical kernels must be between 0.5 and 1.0. A range of acceptable values is presented to the user for the smoothing parameter in the continuous kernel.
The user then selects a value within this range.
Future phases may be able to calculate smoothing parameters that depend on each other (i.e., the calculation of the smoothing parameter for the continuous features depends on the smoothing parameter for the categorical features). Note that, for Phase I, the user will only be able to set a single smoother parameter for each type of feature. Eventually, we will add the functionality for calculating smoothing parameters separately for each feature. (This implies that the density will be calculated separately for each feature.)
• Choice of density estimator for each of the various types of data. Phase I only implements one choice per feature type.
• Enter a training set filename and a testing set filename. In future implementations, the user may choose to enter the name of one large filename; the system will perform some type of sampling to create the training and test sets according to the user's specifications. We should at least provide the ability to break the training and testing set into user specified sizes (e.g., 50-50) or do leave-one-out cross validation (useful for small data sets).
• Enter the name of the attributes file. We have set things up so that all the user needs to enter is a base filename. The system assumes that files of *.trn, *.tst, and *.attr are available.
• The user has several options for inputing the prior values for the various classes. 1)
Assume the priors are all equal; 2) the user manually sets the prior values (must sum to 1.0); and 3) the system calculates the priors from the training set.
• Phase I only outputs the error rate. Future phases may output the misclassification cost, the confusion matrix, the indices of misclassified examples, the predictted classes for all vectors in the testing set, etc.
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Error handling is not a high priority for the DFDA module. However, there is certain error handling functionality that we would eventually like to incorporate into this module.
• The smoothing parameter for either categorical or ordered categorical is not between 0.5 and 1.0. This is completed in Phase I.
• Filename doesn't exist. If the training, testing, or attributes file are not present, we should print out or display the appropriate error. This is completed in Phase I.
• Format or syntax error in one of the input files. This is not implemented in Phase I.
• Priors do not sum to 1.0. If the user enters the priors, we add them up to make sure they total to 1. This is implemented in Phase I.
Phase II and III
• The user will be able to select costs for the various types of error. For example, in the 2 class problem, guessing class 1 when the actual class is 2 may be considered more serious than guessing class 2 when the actual class is 1.
• Devise a method to calculate standard deviation for ordered and unordered categorical features.
• Add the ability to calculate the range for continuous features and the domain of Calculate the trimmed mean and the trimmed standard deviation using the middle 90%, for example, of the data and flag cases that are beyond four times the trimmed standard deviation. This would just be a flag as it has not yet been determined if we will treat those cases as having erroneous data (bogus data). We may just notify the user that there are suspicious values.
Calculate the range in the training data and use that range plus 10% (selectable parameter) for future theoretical ranges in cases where we get only part of the data at a time.
• Do bounds checking for bogus values and correct. We will also fill in missing values in some reasonable fashion.
• Log in an output file which options were chosen.
• Add more options for ordered categorical feature types. Note that we will use strings to represent the types given by 1), 3), and 4) and reals for 2). 
Appendix
Appendix C: File Formats
Format of Data Files
The data format, for all phases, is assumed to be the following:
class_value feature_value_1 . . . NA . . . feature_value_n \n
The value for the class variable is always the first value on a line; values are space delimited; missing feature values are denoted by "NA"; and there is one vector of values per line (i.e., a single vector is not split over multiple lines). Note that the Phase I implementation does not deal with missing data. Here is a sample attributes file of Type I. Note that we have a class feature that is of type unordered categorical, two continuous features, one unordered categorical feature, and one ordered categorical feature. The second continuous feature, weight, does not specify a range; the system is able to read in the actual (theoretical) range if given and will set default values otherwise.
The second type of attributes file assumes that all the features are continuous except for those explicitly specified as categorical. (Continuous variables may also be explicitly specified if the user wishes to assign a name or an actual range to a continuous feature.) Here is the syntax for this type of attributes file. // more attributes can go here.
