Abstract. Domain decomposition procedures for solving parabolic equations are considered.
For parabolic equations, it is often useful to use implicit time-stepping, due to the severe time step constraint which arises from explicit time-stepping. Thus, a global system of equations must be solved at each time step. Domain decomposition can be used to divide the global problem into smaller subdomain problems, which can be solved in parallel. The difficulty lies in piecing the subdomain solutions together into a reasonable approximation to the true solution. In the block-centered finite difference approach, solution values are approximated by constants at grid block centers, and fluxes are approximated on the block edges. In the domain decomposition procedure presented here, the interfaces between subdomains coincide with certain grid block edges. At the beginning of each time step, interface fluxes are calculated using the solution from the previous time step. These fluxes then serve as Neumann boundary data for implicit subdomain problems. We examine ways of calculating the interface fluxes so that no iterations between edges and subdomains are necessary. Hence, this domain decomposition approach should be nearly optimal, in the sense that the speed-up obtained is roughly equal to the number of subdomains. Furthermore, the method is easy to incorporate into existing implicit codes. As we will see, the explicit nature of the flux calculation gives rise to a constraint involving the time step and an interface discretization parameter; however, this constraint is much less severe than the constraint needed for a fully explicit scheme.
It has been shown in [6, 7] that block-centered finite differences can be derived from the mixed finite element method, using the lowest-order Raviart-Thomas [5] approximating spaces, and special quadrature rules. The procedures defined here can 2 be extended to higher-order Raviart-Thomas spaces on rectangles; however, we will deal only with the lowest order case here.
Galerkin domain decomposition techniques were developed in [1, 2, 3] . In [1, 2] , finite element and point-centered finite difference domain decomposition procedures were analyzed; these methods used Dirichlet boundary data on subdomain interfaces.
These approaches are of optimal order in error but have the disadvantage that they are not globally conservative. In [3] , we defined conservative procedures based on Galerkin finite elements which use Neumann boundary data at interfaces. Here we use a related approach to treat block-centered finite differences. Although the approach is similar the details are quite different.
In the next section, we describe the domain decomposition approach in a onedimensional setting, and derive an error estimate. In Section 3, we extend the procedures to the case of two subdomains in two space dimensions. In Section 4, we examine numerically the stability, accuracy, and parallelism of the scheme on certain test problems. The numerical rates of convergence for the two-dimensional test problems are slightly better than what we have been able to prove in general. However, they agree with the one-dimensional results derived in Section 2.
One Space Dimension.
We begin with a one-dimensional example. Let u( x, t) satisfy the heat equation: 
Multiplying (2.6) by a function w E L 2 (0, 1) and integrating, we find (2.8)
Let 8x be a partition of (0, 1):
and set 
As mentioned in the introduction, block-centered finite differences can be derived from the mixed finite element method using the lowest-order Raviart-Thomas approximating spaces and special quadrature rules. Assume a decomposition of (0, 1) into two intervals, n 1 = (0, x) and n 2 = (x, 1) ,
and assume x -H, x +Hare also in Ox.
For a given smooth function 1P(x ), let B( 'Ip) denote an approximation to -1Px(x), determined by (2.9)
where <p E Q,
It is easily seen that, for 'Ip thrice differentiable in x, ( 
2.11)
A block centered finite difference-domain decomposition procedure can be defined as follows. Let 0 = t 0 < t 1 < ... < tM = T be a given sequence, ~tn = tn -tn-l, and 
We now state an error estimate for the method given by (2.12)-(2.16).
is sufficiently smooth, and
where ~t = maxn~tn. Then) there exists a constant CJ independent of h, ~t, and
The system (2.25), (2.26) represents J -1 equations in J -1 unknowns, and it is easily shown that [! ( ·, t) is unique. + Cllu~ -&tunll2 + 2~t n llen-i -Cll2 + ~;n IIP:112
for different choices of E 
Drop t dependence momentarily. Let v = U -ue, and subtract (2.37) from (2.26) to obtain (2.38)
(2.39)
and (2.40)
Thus, 
Then, by (3.1 ), (3.5) au at + V · q +bu= 0, on n x (0, T], and, by (3.2), (3.6)
Let Dx and Dy be partitions of (0, 1): Assume a decomposition of O into two strips, 0 1 = (0, x) x (0, 1) and 0 2 = (x, 1) x (0, 1), where x = xk+I/z E 8x for some integer k, 0 < k < I. Let 0 < H :' .S:
min(x, 1 -x), and assume x -H, x +Hare also in 8x.
where </> is given by (2.10).
A domain decomposition procedure can be defined as follows. Assume un-l EU Enforce the boundary condition (3.6) by setting (3.9) 
The extension of the one-dimensional arguments given in the last section to two space dimensions requires an assumption on the truncation error term p which is difficult to verify. Based on experimental results, the rate of convergence given in Theorem 1 may hold in two space dimensions as well. We have not been able to prove this in general, however. An estimate which is slightly less sharp is stated below.
Define Q E Q, [J E U to be the elliptic block-centered finite difference approxi- 
-maxa x y· < -
4'
where flt = maxn fltn. Then} there exists a constant CJ independent of h J flt J and HJ such that} (,t, [lllqx,n -Qx,n111; + lllq''n -Q' ·n111;] t.tn) J/2 + m;x 11un -un11 05 -r -------------------- In this section, we present numerical results examining the stability, accuracy, and parallelism of the scheme described above.
First, we examine the stability of the scheme as it relates to the time step constraint (3.20). We consider the algorithm (3.8)-(3.13), with a= diag(l, 1), b = 0, and with initial data given in Figure 1 . In Figure 2 2 tcos(27rx)cos(7ry). We will look at three scenarios. Scenario 1 is fully implicit block-centered finite differences (no domain decomposition). Scenarios 2 and 3 involve domain decomposition with uniform and nonuniform mesh. We give the details of each case below.
Scenarios:
1. Fully implicit block-centered finite differences on uniform mesh h; ~t = 4h The errors in the solution for Scenarios 1-3 for this problem are compared in experimental rate of convergence was calculated using a least squares fit of the data.
As can be seen in this table, the errors for each scenario are roughly of the same order of magnitude, and the errors appear to be 0( h 2 ) in each case. This can be predicted from the proof of Theorem 2 in Scenario 2, but is better than what is predicted for Scenario 3, where nonuniform mesh is used.
The errors in the diffusive flux are given in Table 2 . Here
We see virtually the same phenomena in Table 2 
with f chosen so that u(x,y,t) = u2(x,y,t) = 100tx
3 (1-x)2cos(27ry). We consider the Scenarios 1-3 above, as well as a fourth scenario, which is simply the fully implicit scheme on the same grid used in Scenario 3. The errors in solution values and the diffusive flux are given in Tables 3 and 4 , respectively. Here we see that on the coarser grids, the fully implicit solutions (Scenarios 1 and 4) have smaller error than the domain decomposition solutions (Scenarios 2 and 3). As the mesh is refined, the errors in the domain decomposition solutions drop dramatically, so that on the finest mesh, these errors are comparable in size to the fully implicit errors. This is not surprising; heuristically, one would expect the domain decomposition solution to approach the fully implicit solution as h, H, and ~t approach zero. Because the errors decrease so rapidly in the domain decomposition cases, the experimental rates of convergence are substantially higher than predicted by Theorem 2.
The method has been implemented for problems in two and three space dimensions on an Intel iPSC/860 Hypercube with 32 processors, located at Rice University.
As an example of the performance consider the problem Table 5 , the notation k x m X n refers to domain decomposition with k domains in the x-direction, m in the y-direction, and n in the z-direction.
When k = m = n = I, this represents the fully implicit solution. For these runs, k * m * n processors were used.
The table shows that, for this test problem, the domain decomposition algorithm produced results which were slighly more accurate than the fully implicit scheme, and the amount of clock time needed to solve the problem decreased essentially linearly with the number of processors used. In fact, in some cases the speed-up is slightly better than linear, due to the fact that the iterative linear solver converged in fewer iterations. These results also indicate that the time needed to calculate the interface derivatives and pass this information to neighboring subdomains is small relative to the time needed to solve subdomain problems.
Conclusion.
In conclusion, we have presented a domain decomposition approach for solving parabolic equations using an explicit/implicit, block-centered fi- 
