This paper considers a general model which allows for both deterministic and stochastic forms of seasonality, including fractional (stationary and nonstationary) orders of integration, and also incorporating endogenously determined structural breaks. Monte Carlo analysis shows that the suggested procedure performs well even in small samples, accurately capturing the seasonal properties of the series, and correctly detecting the break date. As an illustration, the model is estimated for four different US series (output, consumption, imports and exports). The results suggest that the seasonal patterns of these variables have changed over time: specifically, in the second subsample the systematic component of seasonality becomes insignificant, whilst the degree of persistence increases.
Introduction
This paper analyses seasonality in the presence of structural breaks. Modelling seasonality is still a hotly debated topic in the time series literature. Hylleberg (1986) classifies seasonal models in three categories. The first includes purely deterministic seasonal models, which are characterised by seasonal dummy variables of the form: , ... , 2 , 1 ,
where y t is the observed time series data with s observations per year, D it is a seasonal dummy adopting a value 1 if t belongs to the i th period of the year and 0 otherwise, and u t is a white noise. The definition of the seasonal dummy simply allows for the mean of the series to vary by season, and therefore it raises no statistically interesting issues. The reason for using models like (1) is that the factor that might produce the seasonal variation can be readily identified.
A second type of seasonality is the one defined in terms of a seasonal stochastic stationary process, where y t is specified as , ... , 2 , 1 ,
(2) and φ (L s ) and θ(L s ) are seasonal AR and MA polynomials with all roots lying outside the unit circle. Finally, if the seasonal component is changing across time, seasonal differencing is usually adopted. In such a case, the process is said to contain seasonal unit roots, and the model is expressed as
Many test statistics have been developed in recent years for testing seasonal unit roots: Dickey, Hasza and Fuller (1984) , Hylleberg, Engle, Granger and Yoo (1990) , Tam and Reimsel (1997) , etc. Nevertheless, all these types of seasonality can coexist in a single framework, which, in its more general form, can be written as:
where the difference between stationary and nonstationary seasonality comes from d being equal to 0 and 1 respectively. However, the value d in (4) is not necessarily an integer number. If d is allowed to be any real number, the process is said to be seasonally fractionally integrated, with much greater flexibility in the dynamic behaviour of the series (see Gil-Alana, 2005) .
The notion of a fractional Gaussian noise with seasonality was suggested by Jonas (1981) and extended in a Bayesian framework by Carlin et al. (1985) and Carlin and Dempster (1989) . Porter-Hudak (1990) applied a seasonally fractionally integrated model to quarterly US monetary aggregates, and concluded that a fractional ARMA model was more appropriate than the usual ARIMA specification for these series. Other recent empirical papers on seasonal fractional integration are those of Gil-Alana and Robinson (2001) and Gil-Alana (2002) .
The present study focuses on the model given by equation (4), extended to incorporate endogenously determined structural breaks. Note that fractional integration (at the zero frequency) has been recently related to structural breaks (see, e.g. Granger and Hyung, 1999; Gourieroux and Jasiak, 2001; Diebold and Inoue, 2001; etc.) , and thus we should expect a similar relationship in the presence of seasonality. The outline of the paper is as follows: Section 2 describes the procedure for estimating the parameters in the model. In Section 3 we carry out several Monte Carlo experiments to examine the finite sample behaviour of the seasonal procedure we implement. An empirical application is carried out in Section 4, while Section 5 contains some concluding comments.
The statistical method
In this section we present a procedure that enables us to examine the deterministic and stochastic (stationarity/nonstationarity) seasonal nature of the series of interest in a very general framework. This has a number of advantages. Firstly, instead of restricting ourselves to the standard I(0) (stationarity) or I(1) (nonstationarity) cases, we consider the possibility of fractional orders of integration. Secondly, since seasonal dummies are also included in the model along with seasonal fractional/integer differentiation, we are able to consider the models described in Section 1 as special cases within our framework. Thirdly, we allow for structural breaks, with the breakpoint(s) being endogenously determined by the model. For simplicity we start by considering the case of a single break and assume that y t is generated as follows:
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where the α's and the γ's are intercept and dummy coefficients respectively;
can be any real number and correspond to the orders of integration of each subsample, u t is I(0), and T b is the date of the break which is assumed to be unknown.
Note that the model in equations (5) and (6) can also be written as:
The approach adopted here is based on the least square principle. First, we choose a grid for the values of the fractionally seasonal differencing parameters ) 
for uncorrelated u t , or, alternatively, using GLS for weakly autocorrelated disturbances. 
Then, the estimated break date, k T , is such that
where the minimisation is over all partitions T 1 , T 2 , …, T m , such that T i -T i-1 ≥ |εT|. The regression parameter estimates are the associated least-squares estimates of the estimated k-partition, i.e., }),
and their corresponding differencing parameters,
for i = 1 and 2.
The model can be extended to the case of multiple breaks by considering the following specification:
for j = 1, …, m+1, T 0 = 0 and T m+1 = T. Then, the parameter m is the number of changes. The break dates (T 1 , …, T m ) are explicitly treated as unknown and for i = 1, …, m, we have λ i = T i /T, with λ 1 < … < λ m < 1. Following the same procedure as before, for each j-partition, {T 1 , …T j }, denoted {T j }, the associated least-squares estimates of α (j) , ) ( j i γ and the d (j) are obtained by minimising the sum of squared residuals in the d (j) -differenced models, i.e., , 1  ) ..., ,
where the minimisation is again obtained over all partitions (T 1 , …, T m ).
A Monte Carlo simulation study
This section examines the finite-sample behaviour of the procedure described in Section 2 by means of Monte Carlo simulations. We generate Gaussian series using the routines GASDEV and RAN3 of Press, Flannery, Teukolsky and Wetterling (1986), with 10,000 replications in each case.
First, we consider the following data generating process:
(2) = 0.7 and T b = T/2, and follow the procedure described in Section 2
values equal to 0, 0.1, 0.2, …, 0.9 and 1, with the estimated break dates T * = T/10, T/10 + 1, …, 9T/10 -1, 9T/10. is correctly assumed to be T b . One can see that in this case, if the sample size is small (T = 120), the probability of correctly determining the seasonal fractional differencing parameters is very small (9.3%) and the highest value (9.4%) corresponds to the close alternative d (1) = 0.2 and d (2) = 0.7. However, when increasing the sample size, the highest probabilities correspond to the true values, being higher than 85% for T = 720.
INSERT TABLES 1 AND 2 ABOUT HERE
For this size the closest departures are d (1) = 0.3 and d (2) = 0.6 (5.4%), and d (1) = 0.3 and d (2) = 0.8 (1.7%).
INSERT TABLES 3 AND 4 ABOUT HERE
Tables 3 and 4 are similar to Tables 1 and 2 and concern the same DGP as before, but with d (1) = 0.8, d (2) = 0.4, and T b = T/4. It is apparent that the probability of correctly determining the break date is slightly higher than in the previous case, though with a larger dispersion across T * (see Table 3 ). Once more the procedure becomes more accurate as the sample size increases. Focusing now on the fractional differencing parameters (Table 4) , we find that, even for the smallest sample size (T = 120), the highest probability (9%) corresponds to the true values of the d parameters, and again it increases with T.
An empirical application
The all them are nonstationary and trending upwards. Unit root tests (Dickey and Fuller, 1979; Phillips and Perron, 1988) on the log-transformed series produce in all cases strong evidence in favour of unit roots. Thus, in the following analysis, we focus on the first differences of the log-transformed data (the growth rate of the series). These appear to be stationary (see Figure 2 ).
INSERT FIGURES 1 AND 2 ABOUT HERE
Next, we perform the procedure described in Section 2. Specifically, we consider models of the type given by (5) and (6) 
and estimate all the parameters for the three cases of white noise u t , (in Table 5 ), AR(1) u t (in Table 6 ) and a seasonal (stationary) AR(1) process of the form: u t = ρu t-4 + ε t , with white noise ε t (in Table 3 ). Note that, although we do not explicitly provide confidence intervals for the fractional differencing parameters in the procedure presented in Section 2, they can be obtained by using Robinson's (1994) univariate tests (specifically designed for the seasonal case) for each subsample. These values are also displayed in the tables.
Overall, the results suggest that the seasonal patterns in the quarterly time series under examination are not constant for the whole period, if a structural break is taken into account. Starting with the results based on white noise u t , we find that for GDP and PCE the break takes place at 1981Q1 and the two series behave very similarly: d (1) (the order of integration for the first subsample) is 0.49 for GDP and 0.48 for PCE, while d (2) is equal to 0.80 for both series, and the unit root null hypothesis cannot be rejected for these two series in the second subsample. Therefore, there is an increase in the degree of persistence after the break. It is interesting to note that the seasonal dummy variables are statistically significant in both cases before the break, implying the presence of a systematic component. On the contrary, after the break most of the dummies are insignificant, indicating a decrease in the relevance of the systematic component of the seasonality in these series. As suggested by van Dijk et al. (2001) , this decrease could be due to the use of "just-in-time" techniques that have affected the seasonal cycle in inventory investment.
INSERT TABLE 5 ABOUT HERE
Moving on to exports of goods and services, the break is found to occur at 1970Q4, with the order of integration of the first subsample being negative (-0.07) and Next, we allow for weak dependence in the error term. Specifically, in Table 6 u t is assumed to be AR(1). The results are fairly similar to those presented above for the white noise case. More in detail, for GDP and PCE the break takes place at the end of the 1970s/beginning of the 1980s, the orders of integration being around 0.5 for the first subsample and close to 0.8 after the break, the unit root null is not rejected in the second subsample and the dummy variables are only statistically significant in the first subsample. Also, note that the AR coefficients are in all cases positive but small. For exports the findings are to some extent different. The break date is now 1952Q4, the order of integration before the break is substantially smaller than previously and significantly different from zero (d (1) = -0.74), and all the dummy variables are now significant. For imports, they are no big differences compared to the white noise case.
The break date is the same (1953Q1), d (1) is slightly negative (-0.18) and d (2) is positive (0.27), and both are statistically significant.
INSERT TABLES 6 AND 7 ABOUT HERE
Finally, we also consider the case of stationary seasonal autoregressions for the error term. This is the most general specification, since it includes in a single framework the three types of seasonality, that is, deterministic seasonality (through the dummy variables), stochastic stationary seasonality (through the seasonal AR coefficients), and fractional/integer differentiation. In Table 7 u t is assumed to follow a seasonal AR (1) process. The results are consistent with those presented in the earlier tables. For GDP and PCE the break occurs at 1981Q4, and the orders of integration are around 0.6 before the break, and around 0.8 after that date. The seasonal dummy variables are now all significant for both series in both subsamples. For exports, the most important result is that d (1) is close to 1 (-0.99), implying then that the original series is I(0) in the first subsample, with seasonality being captured by a combination of deterministic and stationary stochastic AR components. Finally, for imports the break occurs at 1954Q1, both orders of integration are positive and higher after the break, and there is no evidence of deterministic seasonality.
Conclusions
This paper considers a general model which allows for both deterministic and stochastic forms of seasonality, including fractional (stationary and nonstationary) orders of integration, and also incorporating endogenously determined structural breaks. Monte Carlo analysis shows that the suggested procedure performs well even in small samples, accurately capturing the seasonal properties of the series, and correctly detecting the break date. As an illustration, the model is estimated for four different US series (output, consumption, imports and exports). The results can be summarised as follows.
First, we find evidence of a structural break in all the series, with the seasonal pattern This paper can be extended in several directions. First, other deterministic linear or even non-linear models can be included in the regression models (4) and (5), and the estimation can be carried out adopting the same procedure described here. Second, confidence intervals directly based on our procedure can be obtained using bootstrapping methods, although these are highly computationally intensive, especially if the sample size is large. Another possible extension is to consider different degrees of seasonal integration at each of the frequencies for each subsample. Note that the polynomial (1 -L 4 ) can be decomposed into (1 -L)(1 + L)(1 + L 2 ), and therefore using the polynomial (1 -L 4 ) d implies that the same order of integration d is imposed at all frequencies. However, a problem with this approach is that it is even more computationally intensive, given the greater number of values required in the grid- 0.15, 0.59)   -0.07  (-0.37, 0.12)   -0.11  (-0.34, 0.19) 
