We consider the problem of maximizing the expected utility of discounted dividend payments of an insurance company whose reserves are modeled as a Cramér risk process with Erlang claims. We focus on the exponential claims and power and logarithmic utility functions. Finally we also analyze asymptotic behaviour of the value function and identify the asymptotic optimal strategy. We also give the numerical procedure of finding considered value function.
Introduction
The problem of finding optimal dividend strategies for an insurance company have been studied many times. A mathematical formalization of this problem was proposed by Gerber [3] . He assumed that the reserve process (R t ) t≥0 of an insurance company is a classical Cramér-Lundberg risk process given by
where Y 1 , Y 2 , . . . are i.i.d positive random variables representing the claims, N = (N t ) t≥0 is an independent Poisson process with intensity λ > 0 modeling the times at which the claims occur, x > 0 denotes the initial surplus and µ is a premium intensity. Additionally we will assume that generic claim Y has Erlang distribution Erlang(k, ξ) which is probably the most common distribution in actuarial science. Apart of the reserve process (1) we can consider the dividend payments. Let (C t ) t≥0 be an adapted and nondecreasing process representing all accumulated dividend payments up to time t. Then the regulated process X = (X t ) t≥0 is given by:
We observe the regulated process X t until the time of ruin:
Obviously the time of the ruin of an insurance company depend on dividend strategy and after ruin occurs no dividends are paid. Following Hubalek and Schachermayer [5] who considered the Brownian risk process with drift we assume that (C t ) t≥0 is absolutely continuous with respect to Lebesgue measure which means that for each t ≥ 0: where U is some fixed utility function and E x means expectation with respect of P x (·) = P (·|X 0 = x). We maximize the value function v(x) over all admissible dividend strategies (c t ) t≥0 . We assume that dividend density process (c t ) t≥0 is admissible, if it is a nonnegative, adapted process and there is no dividend after ruin occurs: c t = 0 for all t ≥ τ . For above dividend problem we will prove the verification Theorem 1 producing the Hamilton-Jacobi-Bellman (HJB) equation for optimal value function. Like in many other cases the HJB equation cannot be solved explicitly. Therefore we analyze the asymptotic values of the value function focusing on the exponential claim sizes and the power and logarithmic utility function (see Section 3).
In Section 4 we give new algorithm of identifying the value function.
2 Hamilton-Jacobi-Bellman equation
From now on we will assume that U ∈ C ∞ (R ≥0 ) is concave such that U (0) = 0 and the Inada conditions are satisfied i.e. lim x→0 U (x) = ∞ and lim x→∞ U (x) = 0. We also assume that:
Then if we consider strategies approximating lump sum payment at the beginning (i.e. c t → ∞ as t ↓ 0) condition (3) implies that also:
We will use the variational approach based on the verification theorem and Hamiltonian-Jacobi-Bellman equation.
Theorem 1. The value function uniquely solves HJB equation:
−βv+sup
Proof. If v is absolutely continuous then using classical arguments we know that v solves uniquely (5) (see e.g. [8, Sec. 2.1]) which follows from that fact that infinitesimal generator of the risk process R has the following form:
and v is in its domain; see e.g. [7, p. 460 ].
For any x we can write
The lower bound of v(x) is obtained by paying x out immediately and then to pay out the premia at rate µ until the first claim occurs. The upper bound comes from the pseudo strategy paying out x immediately and thereafter to pay out a dividend at rate µ, not stopping at ruin. Inequality above leads to conclusion that v(x) is locally bounded. Considering for X 0 = x+µh (h > 0) and for any strategy c t the new strategy:
one can derive two-sided bounds:
where T is a moment when first claim arrives. By (6) it means that v is locally Lipschitz continuous and using [2, p. 164 ] one can conclude that v is absolutely continuous. Hence equation (5) holds true if one interpret v x as a right-derivative. The optimal strategy equals c t = c * (X t ) for some measurable function c * . Obviously supremum in (5) is attained at
Putting (7) to equation (5) we obtain
Since v is continuous it follows that v x is well-defined. This completes the proof.
The equation (8) can be rewritten as:
Integration by substitution leads to:
From the equation above follows that v ∈ C 2 (R ≥0 ). If we differentiate this equation by x we get
Then by calculating the integral from equation (9) and putting it back to the equation (10) we derive:
If we repeat this procedure k − 1 times we will derive the following equation for the value function:
where
By some simple calculation, changing the limits of summation and using the general Leibniz rule we can convert this equation into:
This is nonlinear (k+1)th order nonlinear differential equation. Let notice that from equality (7) it follows that for k = 1 equation (12) simplifies to the following one:
It is still difficult to solve above equations. Therefore we will analyze it asymptotically for large reserves x → ∞ and give numerical procedure of solving them.
Asymptotic solution
We start from asymptotic analysis and the following lemma.
Proof. At the beginning we show that lim x→∞ c(x) = ∞. For the proof by contradiction let assume that there exist K > 0 such that for all x ≥ 0 we have c(x) < K. Then
This means that v(x) is bounded which is a contradiction with (4). Thus indeed c(x) → ∞ as x → ∞. Then from equality (7) it follows that
where the last equality in this equation comes from Inada condition lim x→∞ U (x) = 0, which we required from the utility function.
From now on we will assume that claims have exponential distribution with parameter ξ, that is Y i D = Exp(ξ).
Power utility function
In this section we will consider the power utility function:
Then the supremum in (5) is attained at
and the equation (13) simplifies to:
This is nonlinear second order ODE. Obviously we need some initial conditions. Putting x = 0 into equation (9) we get:
By Riccati's substitution we transform this problem to nonlinear first order
Including this into equation (16) produces the following equation
which is equivalent with
This is nonlinear first order ODE without known explicit solution. Therefore we will focus on its asymptotical behaviour producing also the asymptotic optimal strategy c t = c * (X t ) of paying dividends being the asymptotical function c * (x) depending on the present amount of reserves. We write
Remark 4. Note that assumption that α is rational is not very restrictive because the set of rational numbers is sufficient in modelling all kind of shapes of the power utility function.
Proof. When α = p q then equation (18) has the following form:
If we make substitution z = y
Putting this into equation above we get:
If we multiple both sides of equation above by z q−p we obtain
(23) This is equation of the form
where P, Q are polynomials in v and z. Any term of the left side of (24) is of one of the forms z m a m (v) or z v z n a n (v). Vojislav Marić in [6] proved that if for two functions a m , a n ∈ H (where H denote the class of Hardy functions) then the set of all terms of the left side of equation (24) → l( = 0) as v → ∞. Furthermore in [6, p. 195 ] it was proved that in this set exist two terms of the same order i.e. whose quotient tends to a finite limit l = 0 for v → ∞. Using this we can derive asymptotic of solution of equation
Firstly, we have to notice that z → ∞ since y → 0 for v → ∞ and p < q. Because of that we note that in the equation (23) 
Obviously in this case z → ∞ for v → ∞ as we required from z. Similarly, in the case b) we have:
L'Hopital rule guarantees that z has the same asymptotics as the solution a of the differential equation of separated variables:
which gives
But for p − q < 0 we have z → 0 as v → ∞ which contradicts the assumption that z → ∞ for v → ∞.
In the case c) we have:
which simplifies into considering the following equation:
We will distinguish two cases.
Note that in the case I the asymptotics of z have sense only if q < 2p because otherwise z → 0 for v → ∞ and we get again the contradiction. After substitution above asymptotics into the equation (23) Summarizing, the asymptotic solution of z is given by (25). We made substitution y = z p−q and the asymptotics of y(v) is given by:
which is equivalent with:
Recall that y(v) = v x (x). Using L'Hopital rule and solving equation:
give (20). This completes the proof by (15).
Asymptotic solution of the HJB equation for logarithmic utility function
In this section we will consider the logarithmic utility function:
Then supremum in the equation (5) is attained for:
This is a nonlinear second order ODE. By the Riccati's substitution v x (x) = y(v) we can transform this problem into the nonlinear first order ODE:
Theorem 5. As x → ∞ we have,
Proof. We will use similar arguments like in the proof of Theorem 3. In fact, one can derive the same expression like (24) with this difference that now in P and Q expressions of the form v m ln v and v n will appear. What is important that both these expressions will appear there (to satisfy eliminating procedure giving [6, Eq. (3. 3)]). Then mimic all arguments of [6] one can conclude that also in the case of the logarithmic utility function there exist two of the terms of the equation (29) of the same order.
Note now that in the equation (29) 
Then the right side of equation (33) In the case c) we have
which gives:
Asymptotics above has sense only if l < 0, because otherwise y → ∞ when v → ∞. Putting the asymptotics (34) into (29) gives l = −1. Hence:
Recall that y(v) = v x (x). Thus v ∼ a with a solving:
This gives
Deriving (31) and (32) is straightforward.
Numerical analysis for exponentially distributed claims
In this section we give numerical algorithm of finding the value function for exponentially distributed claims and the power utility function (14). To do this we will find v x (0), then (based on the boundary condition (17)) find v(0) and numerically solve the equation (16). Figure 1) , then v(x) and v x (x) go to infinity as x → ∞. In fact, by (15) the discounted cumulative dividends goes to 0 (see Table 1 ). This situation corresponds to a bubble, i.e. value of the company is not materialized by the dividend payments and we can not discuss the optimal solution. When v x (0) is sufficiently large like Figure 2 shows, then the function v(x) is concave and v x (x) tends to 0 as x → ∞ allowing the cumulative discounted dividend payments to increase (see Table 2 ). To find v x (0) we propose the following algorithm.
• Calculate initial value v x (0) =: b,
• From the equality (17) derive initial value v(0) =: a;
• Solve numerically the differential equation (16) with the initial condition v(0) =: a;
• Calculate c(x) using c(x) = v x (x)
• Using the least squares method match to c(x) with the linear function c(x) = a 1 x + b 1 ;
• Let x(t) be a trajectory of the regulated process starting from 0 until the first claim arrival T . Hence
i.e.
• Using the least squares method match to v(x) the function of the form v(x) = a 2 x α + b 2 ;
• Calculate • Calculate value a − A;
• Repeat until |a − A| < for fixed > 0.
If we choose v x (0) hence also v(0) = a correctly then observing the regulated process just right after the first jump occurs the left hand side A of (36) gives true estimator of v(0). Hence A will approximate a. In practice we should look for "correct" a changing v x (0) by some small fixed value d > 0 until |a − A| < for the prescribed precision .
We applied above procedure with ten points least square algorithm to the data given below the Figure 2 . The results are described in the Figures 3, 4 and the Table 3 . 
