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Abstract: We develop techniques, based on differential geometry, to compute holomor-
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String model building based on heterotic Calabi-Yau compactifications [1–3] has seen con-
siderable progress over the past ten years [4]–[14] and large classes of models with the
MSSM spectrum can now be constructed using algorithmic approaches [15–17]. Given
that compactifications with the correct spectrum can now be readily engineered, one of the
most pressing problems is the calculation of Yukawa couplings for such models. Remark-
ably little is known about this problem, both in terms of general techniques and actual
specific results. In this paper, we will attempt to make some progress in this direction
and develop new methods, mainly based on differential geometry, to calculate holomorphic
Yukawa couplings for heterotic line bundle models.
Calculating the physical Yukawa couplings of a supersymmetric string compactification
comes in two parts: the calculation of the holomorphic Yukawa couplings, that is, the
couplings in the superpotential, and the calculation of the matter field Kahler metric,
in order to work out the field normalisation. The holomorphic Yukawa couplings are
quasi-topological - they do not depend on the Calabi-Yau metric or the hermitian Yang-
Mill connection on the bundle - and they can, therefore, in principle, be calculated with
algebraic methods. The situation is very different for the Kahler metric which does depend
on the metric and the bundle connection. It is unlikely that an algebraic method for its
calculation can be found and, hence, methods of differential geometry will be required.
At present, a full calculation of the physical (perturbative) Yukawa couplings is only
understood for heterotic Calabi-Yau models with standard embedding. In this case, the
holomorphic Yukawa couplings for the (1, 1) matter fields are given by the Calabi-Yau
triple intersection numbers [18] while the holomorphic (2, 1) Yukawa couplings have been
worked out in ref. [19]. The matter field Kahler metrics are known and basically given
by the corresponding moduli space metrics as given in ref. [20]. Further, in ref. [19], the
relation between the analytic calculation of (2, 1) holomorphic Yukawa couplings and the
algebraic approach has been worked out in detail and we will review this discussion in the
appendix of the present paper. Yukawa couplings for the early three-generation model of
refs. [21, 22] have been presented in ref. [23].
Much less is known for heterotic Calabi-Yau models with general vector bundles.
Holomorphic Yukawa couplings for specific quasi-realistic models have been computed in
refs. [24, 25]. An algebraic approach for the calculation of holomorphic Yukawa couplings
for such “non-standard embedding” models has been outlined and applied to examples
in ref. [26]. However, the matter field Kahler metric has not been computed for any
non-standard embedding model on a Calabi-Yau manifold and no clear method for its
computation has been formulated.
The purpose of the present paper is two-fold. First, we would like to develop explicit
methods based on differential geometry to compute the holomorphic Yukawa couplings for
heterotic models with non-standard embedding. Secondly, we would like to understand
how these methods relate to the algebraic ones pioneered in ref. [19] and further developed
in ref. [26]. Apart from occasional remarks we will not be concerned with the matter field

















ods which we develop will eventually be of help for its calculation. For ease of terminology,
the term “Yukawa couplings” refers to the holomorphic Yukawa couplings in the remainder
of the paper.
The present work will be carried out within the context of heterotic line bundle mod-
els [15–17], perhaps the simplest class of heterotic Calabi-Yau models with non-standard
embedding. For those models, the gauge bundle has an Abelian structure group and is re-
alised by a sum of line bundles, a feature which makes explicit calculations of bundle prop-
erties significantly more accessible. Yukawa textures due to the additional U(1)-symmetries
in line bundle models have been studied in ref. [27]. Furthermore, we will work within per-
haps the simplest class of Calabi-Yau manifolds, namely complete intersections in products
of projective spaces [28–30] (Cicys). More specifically, we focus on hyper-surfaces in prod-
ucts of projective spaces and the tetra-quadric in the ambient space A = P1×P1×P1×P1
in particular. On the one hand, the simplicity of the set-up facilitates developing new and
explicit methods to calculate Yukawa couplings. On the other hand, it is known [15, 16]
that this class contains interesting models with a low-energy MSSM spectrum, so that we
will be able to apply our methods to quasi-realistic examples.
The plan of the paper is as follows. In the next section, we will lay the ground by
reviewing some of the basics, including the general structure of heterotic Yukawa couplings,
heterotic line bundle models and complete intersection Calabi-Yau manifolds. Since our
main focus will be on the tetra-quadric Calabi-Yau manifold we need to understand in
some detail the differential geometry of P1 and its line bundles. This will be developed in
section 3. General results for Yukawa couplings on the tetra-quadric and some toy examples
are given in section 4. Section 5 presents a complete calculation of the Yukawa couplings
for a quasi-realistic model [15, 16, 31–34] with MMSM spectrum on the tetra-quadric. We
conclude in section 6.
Some related matters and technical issues have been deferred to the appendices. Ap-
pendix A contains a review of holomorphic (2, 1) Yukawa couplings for standard embedding
models, following ref. [19] and, in particular, elaborates on the algebraic approach for their
computation. The vanishing of a certain boundary integral which is crucial for our calcu-
lation of Yukawa couplings is demonstrated in appendix B. Appendix C provides a concise
review of bundles on Kahler manifolds, as required in the main text, largely following
ref. [35]. Finally, appendix D proofs a crucial but somewhat technical property for bundle-
valued harmonic forms on P1 which is the key to establishing the relation between the
analytic and the algebraic calculation of Yukawa couplings.
2 Yukawa couplings for line bundle models
2.1 General properties of Yukawa couplings in heterotic Calabi-Yau compact-
ifications
We will start with a review of holomorphic Yukawa couplings in the context of the E8×E8
heterotic string theory on a Calabi-Yau manifold (see, for example, ref. [36]). The matter
fields originate from the E8 × E8 gauge fields A and the associated gauginos. Here we

















X, carries a principal bundle with structure group G embedded into E8. The (visible)
low-energy gauge group, H, is then the commutant of G within E8 and the types of matter









of the 248 adjoint representation of E8 under G ×H. Specifically, for the above branch-
ing, the low-energy theory can contain matter multiplets transforming as representations
RH under H. These multiplets descend from harmonic bundle valued (0,1)-forms ν ∈
H1(X,V ), where V is a vector bundle associated to the principal bundle via the G repre-




H), where i = 1, 2, 3, which appear in




G contains a singlet. The three associated
vector bundles are denoted as Vi with harmonic bundle-valued (0,1)-forms νi ∈ H
1(X,Vi).
Then, the associated holomorphic Yukawa couplings can be computed from
λ(ν1, ν2, ν3) =
∫
X
Ω ∧ ν1 ∧ ν2 ∧ ν3 , (2.2)
where Ω is the holomorphic (3, 0) form on X and an appropriate contraction over the
bundle indices in νi onto the singlet direction is implied. Let us introduce sets of ba-
sis forms, νi,r, where r = 1, . . . , h
1(X,Vi), for the cohomologies H
1(X,Vi) and define
λrst = λ(ν1,r, ν2,s, ν3,t). The four-dimensional N = 1 chiral superfields associated to νi,r are
denoted Cri and these fields transform as R
i
H under the gauge group H. The superpotential








Here, we are mainly interested in the phenomenologically promising structure groups G =
SU(3), SU(4), SU(5) (and their maximal rank sub-groups), which lead to the low-energy
gauge groups H = E6, SO(10), SU(5) (times possible U(1) factors), respectively. For these
three groups, the decomposition (2.1) takes the form
248 →
[
















For G = SU(3) we have matter multiplets in representations 27, 27 and 1 of the low-energy
gauge group H = E6 and possible Yukawa couplings of type 27
3, 27
3
, 1272 and 127
2
.
For H = SU(4), the families come in 16 representations and the anti-families in 16
representations of SO(10). Higgs multiplets reside in 10 representations and bundle moduli
in singlets, 1. Possible Yukawa couplings are of type 10162, 1016
2
, 11616 and 1102.
Finally, for G = SU(5) and low-energy gauge group H = SU(5) we have families in
5 ⊕ 10, anti-families in 5 ⊕ 10 and bundle moduli singlets, 1. Allowed Yukawa couplings
include the up-type Yukawa couplings 5102, the down-type Yukawa couplings 5510 as

















While eq. (2.2) has been, initially, written down in terms of the harmonic represen-
tatives νi of the cohomologies H
1(X,Vi) is it important to note that the expression is, in
fact, independent of the choice of representatives. To see this, perform the transformation1
νi → νi+ ∂¯ξi on eq. (2.2), where ξi are sections of Vi. Then, integrating by parts and using
∂¯νi = 0, ∂¯Ω = 0 and ∂¯
2 = 0 it follows immediately that
λ(ν1 + ∂¯ξ1, ν2 + ∂¯ξ2, ν3 + ∂¯ξ3) = λ(ν1, ν2, ν3) . (2.7)
This quasi-topological property of the holomorphic Yukawa couplings means that they can,
in principle, be computed purely algebraically, as has been noted in refs. [19, 26]. To recall
how this works we focus on the case G = SU(3) and low-energy gauge group H = E6. The
families in 27 descend from bundle-valued (0,1)-forms ν, µ, ρ ∈ H1(X,V ), where V is the
associated vector bundle in the fundamental representation, 3, of SU(3). Since c1(V ) = 0
it follows that ∧3V ∼= OX and we have a map
H1(X,V )×H1(X,V )×H1(X,V ) → H3(X,∧3V ) ≃ H3(X,OX) ≃ C . (2.8)
More explicitly, this can be expressed by the cup product
ν ∧ µ ∧ ρ = κ(ν, µ, ρ) Ω , (2.9)
Inserting into eq. (2.2), it follows that the complex number κ(ν, µ, ρ) is proportional to the
Yukawa couplings via
λ(µ, ν, ρ) = κ(ν, µ, ρ)
∫
X
Ω ∧ Ω . (2.10)
This means that the 273 Yukawa couplings, up to an overall constant, can be computed
algebraically, by performing a (cup) product between three cohomology representatives.
Similar arguments can be made for the other Yukawa couplings in the SU(3) case and
indeed for other bundle structure groups G.
Such an algebraic calculation has been carried out for certain examples in refs. [19, 26].
While it is elegant and avoids the evaluation of integrals it also has a number of drawbacks.
As a practical matter, the relevant cohomologies are not always directly known but are
merely represented by certain isomorphic cohomologies. In this case, it is not always
obvious how the cup product should be carried out. Perhaps more significantly, computing
the physical (rather than just the holomorphic) Yukawa couplings also requires knowledge




ν ∧ ⋆¯E ω (2.11)
between two harmonic (0, 1) forms ν, ω representing cohomologies in H1(X,V ). Unlike
the holomorphic Yukawa couplings, this expression is not independent of the choice of rep-
resentatives due to the presence of the complex conjugation, as can be seen by performing
1Here and in the following, we will often denote the derivative ∂¯E on differential forms taking values in

















a transformation ν → ν + ∂¯α, ω → ω + ∂¯β. It needs to be computed with the harmonic
(0, 1)-forms and requires knowledge of the Ricci-flat Calabi-Yau metric. Consequently, a
full calculation of the physical Yukawa couplings will have to rely on differential geometry.
One purpose of the present paper is to develop such differential geometry methods, for the
immediate purpose of calculating the holomorphic Yukawa couplings, but in view of a full
calculation of the physical couplings in the future.
2.2 A review of line bundle models
Perhaps the simplest heterotic compactifications for which to calculate Yukawa couplings,
apart from models with standard embedding, are line bundle models. In the remainder of
this paper, we will focus on calculating holomorphic Yukawa couplings for such line bundle
models and, in the present sub-section, we begin by reviewing their general structure,
following refs. [15, 16].
Heterotic line bundle models rely on a gauge bundle with (visible) Abelian structure




La with c1(V ) = 0 , (2.12)
where La → X are line bundles over the Calabi-Yau manifold X. Here, the condition
c1(V ) = 0 ensures that the structure group of V is indeed special unitary, rather than
merely unitary.
As every heterotic model, line bundle models need to satisfy two basic consistency con-





c1(La) ∧ J ∧ J
!
= 0 (2.13)
for all line bundles La, where J is the Kahler form of the Calabi-Yau manifold X. The
slope-zero conditions are constraints in Ka¨hler moduli space which have to be solved si-
multaneously for all line bundles in order for the bundle V to preserve supersymmetry.
Secondly, we need to be able to satisfy the heterotic anomaly condition which is guaran-
teed if we require that
c2(TX)− c2(V ) ∈ Mori cone of X . (2.14)
In this case, the anomaly condition can always be satisfied by adding five-branes to the
model (although other completions involving a non-trivial hidden bundle or a combination
of hidden bundle and five-branes are usually possible).
Of particular interest are line bundle sums with rank n = 3, 4, 5 for which the associ-
ated (visible) low-energy gauge groups are H = E6×S(U(1)
3), H = SO(10)×S(U(1)4) and
SU(5)× S(U(1)5), respectively. For the non-Abelian part of these gauge groups, the mul-
tiplet structure of the low-energy theory can be read off from eqs. (2.4)–(2.6). In addition,
multiplets carry charges under the Abelian part, S(U(1)n), of the gauge group. It is conve-
nient to describe these charges by an integer vector q = (q1, q2, . . . , qn). Since we would like

















multiplet indices line bundle K intepretation
27ea a = 1, 2, 3 La families/Higgs
27−ea a = 1, 2, 3 L
∗
a mirror-families/Higgs
1ea−eb a, b = 1, 2, 3 , a 6= b La ⊗ L
∗
b bundle moduli
Table 1. Multiplets and associated line bundles for bundle structure group G = S(U(1)3) and
low-energy gauge group H = E6 × S(U(1)
3).
multiplet indices line bundle K intepretation
16ea a = 1, 2, 3, 4 La families
16−ea a = 1, 2, 3, 4 L
∗
a mirror-families
10ea+eb a = 1, 2, 3, 4 , a < b La ⊗ Lb Higgs
1ea−eb a, b = 1, 2, 3, 4 , a 6= b La ⊗ L
∗
b bundle moduli
Table 2. Multiplets and associated line bundles for bundle structure group G = S(U(1)4) and
low-energy gauge group H = SO(10)× S(U(1)4).
multiplet indices line bundle K intepretation
10ea a = 1, 2, 3, 4, 5 La (Q, u, e) families
10−ea a = 1, 2, 3, 4, 5 L
∗
a (Q˜, u˜, e˜) mirror-families
5ea+eb a, b = 1, 2, 3, 4, 5 , a < b La ⊗ Lb (L, d) families




b (L˜, d˜) mirror-families
1ea−eb a, b = 1, 2, 3, 4, 5 , a 6= b La ⊗ L
∗
b bundle moduli
Table 3. Multiplets and associated line bundles for bundle structure group G = S(U(1)5) and
low-energy gauge group H = SU(5)× S(U(1)5).
to be identified if q− q˜ ∈ Z(1, 1, . . . , 1). This charge vector will be attached as a subscript
to the representation of the non-Abelian part. The number of each type of multiplet equals
the dimension of the cohomology H1(X,K) for a certain line bundle K, which is either one
of the line bundles La or a tensor product thereof. The precise list of multiplets for the three
cases n = 3, 4, 5, together with the associated line bundlesK is provided in tables 1, 2 and 3.
As is clear from the tables, all relevant S(U(1)n) charges can be expressed easily in terms
of the n-dimensional standard unit vectors ea. Frequently, in order to simplify the notation
for multiplets, we will replace the subscripts ea simply by a. For example, in the SO(10)×
S(U(1)4) case, the multiplet 16ea becomes 16a or the multiplet 10ea+eb becomes 10a,b.
For all three cases, the low-energy spectrum contains fields 1a,b which are singlets
under the non-Abelian part of the gauge group but are charged under S(U(1)n). These
fields should be interpreted as bundle moduli which parameterise deformations away from a
line bundle sum to bundles with non-Abelian structure group. For many models of interest

















bundle is embedded in a moduli space of generically non-Abelian bundles. Much can be
learned about non-Abelian bundles by such deformations away from the Abelian locus.
This is one of the reasons why studying Yukawa couplings for line bundle models can yield
insights into the structure of Yukawa couplings for non-Abelian bundles. Another reason is
more technical. In practice, non-Abelian bundles are often constructed from line bundles,
for example via extension or monad sequences, and, hence, some of the methods developed
for line bundles will be useful to tackle the non-Abelian case.
So far, we have considered the “upstairs” theory with a GUT-type gauge group. In
order to break this theory to the standard-model group we require a freely-acting symmetry
Γ on the Calabi-Yau manifold X. The line bundle sum V should descend to the quotient
Calabi-Yau X/Γ, that is, it should have a Γ-equivariant structure. Downstairs, on the
manifold X/Γ, we should include a Wilson line, defined by a representation W of Γ into
the (hypercharge direction of the) GUT group. As a result, each downstairs multiplet, ψ,
acquires an induces Γ-representation denoted χψ. Luckily, the resulting downstairs spec-
trum can be computed in a simple group-theoretical fashion from the upstairs spectrum.
Consider a certain type of upstairs multiplet with associated line bundle K. By virtue
of the Γ-equivariant structure of V , the cohomology H1(X,K), associated to the upstairs
multiplet, becomes a Γ-representation.2 To compute the spectrum of a certain type, ψ, of
downstairs multiplet contained in H1(X,K) we should determine the Γ-singlet part of
H1(X,K)⊗ χψ . (2.15)
Fortunately, the computation of Yukawa couplings relates to this Wilson line breaking
mechanism in a straightforward way. We can obtain the downstairs (holomorphic) Yukawa
couplings by basically extracting the relevant Γ-singlet directions of the upstairs Yukawa
couplings.
In our later examples, we will consider Wilson line breaking for the gauge group SU(5).
In this case, the Wilson line can be conveniently described in terms of two one-dimensional




3 = 1 and with at least one of them non-trivial.
Such a Wilson line, embedded into the hypercharge direction, breaks SU(5) to the standard
model group. The Γ-representations χψ of the various standard model multiplets, which
enter eq. (2.15), are then explicitly given by
χQ = χ2 ⊗ χ3 , χu = χ
2
3 , χe = χ
2
2 , χd = χ
∗
3 , χL = χ
∗
2 , χH = χ
∗
2 , χH¯ = χ2 .
(2.16)
2.3 Holomorphic Yukawa couplings for line bundle models
For heterotic line bundle models, the (0, 1)-forms ν1, ν2 and ν3, contained in the general
expression (2.2) for the Yukawa couplings, represent the first cohomologies of certain line
bundles, denoted by K1, K2 and K3, so that νi ∈ H
1(X,Ki). The structure of the in-
tegral (2.2) (or, equivalently, four-dimensional gauge symmetry) means that such a line
2In more complicated cases line bundles might not be equivariant individually but several line bundles
may form an equivariant block. However, the computation of downstairs cohomology for such cases proceeds

















Gauge group Yukawa coupling K1 K2 K3 index constraint
E6 × S(U(1)3)
27a 27b 27c La Lb Lc a, b, c all different






c a, b, c all different




a a 6= b
SO(10)× S(U(1)4)
10a,b 16a 16b La ⊗ Lb La Lb a 6= b
10a,b 16a 16b La ⊗ Lb L∗a L
∗
b a 6= b




a a 6= b
SU(5)× S(U(1)5)
5a,b 5c,d 10e La ⊗ Lb Lc ⊗ Ld Le a, b, c, d, e all different




b La Lb a 6= b










e a, b, c, d, e all different




b a 6= b






c Lb ⊗ Lc a 6= b , a 6= c , b 6= c




a a 6= b
Table 4. Relation between the line bundles Ki which enter the expression (2.18) for the Yukawa
couplings and the line bundles La which define the vector bundle V in eq. (2.12). Note that
K1⊗K2⊗K3 = OX always follows, in some cases due to c1(V ) = 0 which imples L1⊗· · ·⊗Ln = OX .
bundle Yukawa coupling can be non-zero only if
K1 ⊗K2 ⊗K3 = OX . (2.17)
Provided this is the case, the Yukawa coupling is given by
λ(ν1, ν2, ν3) =
∫
X
Ω ∧ ν1 ∧ ν2 ∧ ν3 , (2.18)
an expression similar to eq. (2.2), but with the (0, 1)-forms νi now taking values in the
line bundles Ki. The precise relation between the line bundles Ki and the line bundles
La in eq. (2.12) which define the vector bundle V depends on the low-energy gauge group
and the type of Yukawa coupling under consideration. For the three gauge groups of
interest and the relevant types of Yukawa couplings these relations are summarised in
table 4. From eq. (2.18) it is clear that the Yukawa couplings can depend on the complex
structure moduli of the Calabi-Yau manifold X. Later, we will see examples with and
without explicit complex structure dependence. Given that individual line bundles have
no moduli, line bundle Yukawa couplings do not depend on bundle moduli. However, as
discussed earlier, line bundle models often reside in a larger moduli space of non-Abelian
bundles and Yukawa couplings on this larger moduli space will, in general, display bundle
moduli dependence. In this context, our results for line bundle models can be interpreted
as a leading-order expressions which are exact at the line bundle locus and provide a good
approximation for small deformations away from the line bundle locus.
2.4 Projective ambient spaces
So far our discussion applies to line bundle models on any Calabi-Yau manifold. In this

















Calabi-Yau manifolds, namely, Calabi-Yau hyper-surfaces in products of projective spaces.
Restricting to this class allows us to take the first steps towards evaluating the Yukawa
integral (2.18) and, later on, to explicitly construct the relevant cohomology representatives
and compute the integral.
Concretely, we will consider ambient spaces of the form
A = Pn1 × Pn2 × · · · × Pnm , (2.19)
where n1 + n2 + · · ·nm = 4. The Calabi-Yau hyper-surface X in A is defined as the zero-
locus of a homogeneous polynomial p with multi-degree (n1+1, n2+1, . . . , nm+1) which can
be thought of as a section of the line bundle N = OA(n1+1, n2+1, . . . , nm+1). Examples
in this class include the quintic in P4, the bi-cubic in P2 × P2 and the tetra-quadric in
P
1 × P1 × P1 × P1.
To evaluate the Yukawa couplings for such Calabi-Yau hyper-surfaces we first assume
that the relevant (0, 1)-forms νi and the (3, 0)-form Ω on X can be obtained as restrictions
of ambient space counterparts νˆi and Ωˆ. Under this assumption and by inserting an appro-
priate delta-function current [19] we can re-write eq. (2.18) as the ambient space integral





Ωˆ ∧ νˆ1 ∧ νˆ2 ∧ νˆ3 ∧ δ
2(p)dp ∧ dp¯ . (2.20)
The construction of Ω and Ωˆ for Calabi-Yau hyper-surfaces in products of projective spaces









i ∧ · · · ∧ dx
αni
i , µ = µ1 ∧ µ2 ∧ · · · ∧ µm . (2.21)
where xαi are the homogeneous coordinates on P
ni . With these definitions, the form Ωˆ
satisfies
Ωˆ ∧ dp = µ . (2.22)










leads to the following expression









∂¯νˆ1 ∧ νˆ2 ∧ νˆ3 − νˆ1 ∧ ∂¯νˆ2 ∧ νˆ3 + νˆ1 ∧ νˆ2 ∧ ∂¯νˆ3
]
. (2.24)
for the Yukawa couplings. In deriving this expression, we have performed an integration by
parts and ignored the boundary term. This boundary term will be more closely examined
in appendix B and we will show that it vanishes in all cases of interest.
To understand the implications of this result we need to analyse the relation between
the ambient space forms νˆi and their restrictions, νi, to the Calabi-Yau manifold X. Let

















K = K|X . For a given cohomology representative ν ∈ H
1(X,K) we would like to construct
an ambient space form νˆ with ν = νˆ|X . The line bundlesK and K are related by the Koszul
sequence




−→ K −→ 0 , (2.25)
a short exact sequence with p the defining polynomial of the Calabi-Yau manifold and r
the restriction map. This short exact sequence leads to an associated long exact sequence
in cohomology whose relevant part is given by










−→ H2(X,K) −→ . . . , (2.26)
where δ is the co-boundary map. This sequence allows us to relate the cohomology



















Evidently, H1(X,K) can receive two contributions, one from H1(A,K) (modulo identi-
fications) and the other from (the kernel in) H2(A,N ∗ ⊗ K). Let us discuss these two
contributions separately, keeping in mind that the general case is a sum of these.
Type 1: if ν descends from H1(A,K) we refer to it as “type 1”. In this case we have
a (0, 1)-form νˆ ∈ H1(A,K) which, under the map r, restricts to ν ∈ H1(X,K). What is
more, since νˆ represents an ambient space cohomology it is closed, so
∂¯νˆ = 0 . (2.28)
Type 2: the situation is somewhat more involved if ν descends from H2(A,N ∗ ⊗ K), a
situation we refer to as “type 2”. In this case, we can start with an ambient space (0, 2)-
form ωˆ = δ(ν) ∈ H2(A,N ∗ ⊗ K) which is the image of ν under the co-boundary map.
The definition of the co-boundary map tells us that, in this case, ν can be obtained as the
restriction to X of an ambient space (0, 1)-form νˆ which is related to ωˆ by
∂¯νˆ = pωˆ . (2.29)
Unlikely in the previous case, the form νˆ is no longer closed.
The Yukawa coupling (2.24) involves three (0, 1)-forms, νˆ1, νˆ2 and νˆ3, each of which
can be either of type 1 or type 2 (or a combination of both types) so that a variety of
possibilities ensues. Perhaps the simplest possibility arises when all three forms are of type
1, so that ∂¯νˆi = 0 for i = 1, 2, 3. Then, eq. (2.24) shows that the Yukawa coupling vanishes,
λ(ν1, ν2, ν3) = 0 . (2.30)
This vanishing is quasi-topological and related to the cohomology structure for K1, K2
and K3 in the sequence (2.26) - there is no expectation that it can be explained in terms


















The next simplest possibility is for two of the forms, say νˆ1 and νˆ2, to be of type 1,
so that ∂¯νˆ1 = ∂¯νˆ2 = 0 while νˆ3 is of type 2, so that ∂¯νˆ3 = pωˆ3 for some (0, 2)-form ωˆ3.
Inserting into eq. (2.24), the Yukawa coupling now reduces to the simple expression





µ ∧ νˆ1 ∧ νˆ2 ∧ ωˆ3 . (2.31)
As we will see, this formula is very useful since it is expressed in terms of ambient space
forms which can often be written down explicitly. When more than one of the forms is of
type 2, the general formula (2.24) needs to be used and working out all the required forms
becomes more complicated. We will study examples for all these cases later on.
3 Line bundle valued harmonic forms
Henceforth we will focus on tetra-quadric Calabi-Yau manifolds in the ambient space
A = P1 × P1 × P1 × P1. Besides the general usefulness of working with a concrete ex-
ample, the tetra-quadric offers a number of additional advantages. Firstly, the ambient
space consists of P1 factors only and is, therefore, particularly simple to handle. More-
oever, it is known [15, 16] that quasi-realistic line bundle standard models exist on the
tetra-quadric, so we will be able to apply our methods for calculating Yukawa couplings
to physically relevant models. However, the methods we develop in the context of the
tetra-quadric can be generalised to other Calabi-Yau hypersurfaces in products of projec-
tive spaces and, presumably, with some more effort, to complete intersection Calabi-Yau
manifolds in products of projective spaces.
The main purpose of this section is to set out the relevant differential geometry for P1,
find the harmonic bundle-values forms for all line bundles on P1 and apply the results to the
full ambient space A. In particular, we will work out a multiplication rule for bundle-valued
harmonic forms which will be crucial in order to establish the relation between the alge-
braic and analytic methods for calculating holomorphic Yukawa couplings. Since Yukawa
couplings depend only on the cohomology classes of the corresponding forms, we are free to
use any non-trivial representatives. For our calculation we will rely on forms which are har-
monic relative to the Fubini-Study metric on A. As we will see, these can be explicitly con-
structed. For easier accessibility, this section is kept somewhat informal. A review of some
relevant mathematical background, mostly following ref. [35], can be found in appendix C.
The proof of the multiplication rule for harmonic forms on P1 is contained in appendix D.
3.1 Construction of line bundle valued harmonic forms on P1
We begin by collecting some well-known properties of P1. Homogeneous coordinates on P1
are denoted by xα, where α = 0, 1, and we introduce the standard open patches U(α) =
{[x0 : x1] |xα 6= 0} with affine coordinates z = x1/x0 on U(0) and w = x
0/x1 on U(1).
The transition function on the overlap is given by w = 1/z. For convenience, subsequent
formulae will usually be written on the patch U(0) and in terms of the coordinate z.





















with associated Kahler form and Kahler metric given by
J = ∂∂¯K =
i
2πκ2








Line bundles on P1 are classified by an integer k and are denoted by OP1(k). They
can be explicitly constructed by dualising and taking tensor powers of the universal bundle
OP1(−1). With the above covering of P
1 and the fiber coordinate v, the transition function
of OP1(k) can be written as
φ01(z, v) = (1/z, z
kv) . (3.3)
This means that a section of OP1(k) given by s(0) on U(0) and s(1) on U(1) transforms as
s(0)(z) = z
ks(1)(1/z).
A hermitian structure H on L = OP1(k) can be introduced by
H = κ−k , (3.4)
and the associated Chern connection, ∇0,1 = ∂¯ and ∇1,0 = ∂ + A, with gauge potential




dz , F = −2πikJ . (3.5)
The last result for the field strength allows the calculation of the first Chern class of L




F = kJ ,
∫
P1
c1(L) = k . (3.6)
Having introduced a hermitian structure and a connection on the line bundles L, we can now
turn to a discussion of their cohomology and their associated harmonic bundle-values forms.
As explained in appendix C, an L-valued harmonic form α is characterised by the equations
∂¯α = 0 , ∂(H¯ ⋆ α) = 0 , (3.7)
where ⋆ is the Hodge star on P1 with respect to the Fubini-Study metric. The first of these
equations simply asserts the ∂¯-closure of α, which is already sufficient to obtain representa-
tives for cohomology. However, ∂¯-closed forms which differ by a ∂¯-exact form describe the
same cohomology class and such a redundant description of cohomology is not convenient
for our purposes. For this reason, we will solve both equations (3.7) and work with the re-
sulting harmonic representatives which are in one-to-one correspondence with the relevant
cohomology.
The cohomology of L = OP1(k) is obtained from the Bott formula and we should
distinguish three qualitatively different cases. For k ≥ 0 only the zeroth cohomology is
non-vanishing, while for k ≤ −2 only the first cohomology is non-vanishing. For k = −1
the cohomology is entirely trivial. We will now discuss these three cases in turn and

















Case 1) k ≥ 0: in this case, the Bott formula implies that h0(P1,L) = k + 1 and
h1(P1,L) = 0. Hence, we are looking for sections or bundle-valued (0, 0)-forms of L. In
this case, the second equation (3.7) is automatically satisfied while the first one implies
that the section is holomorphic, so α = α(z). For a monomial α = zl a transformation to
the other patch gives zl = w−l = zkwk−l with the zk factor the desired transition function.
This means that the section is holomorphic in both patches only if l = 0, . . . , k. This leads
to the well-known result that the sections are given by degree k polynomials, that is,
α = P(k)(z) . (3.8)
Note that the space of these polynomials is indeed k + 1-dimensional, as required.
Case 2) k = −1: in this case, all cohomologies of L vanish and there are no forms to
be determined.
Case 3) k ≤ −2: now, h1(P1,L) = −k − 1 and h0(P1,L) = 0. Hence, we are looking
for harmonic (0, 1)-forms α = f(z, z¯)dz¯. Clearly, the first equation (3.7) is automatically
satisfied for such α. Using ⋆dz¯ = −idz¯ and ⋆α = −iα, the second equation can be written
as ∂(H¯α) = 0 which leads to the general solution α = κkg(z¯)dz¯, with a general anti-
holomorphic function g(z¯). For a monomial g(z¯) = z¯l, this transforms to the other patch as
α = (1 + |z|2)kz¯ldz¯ = −zk(1 + |w|2)kw¯−k−l−2dw¯ . (3.9)
For holomorphy in both patches we should therefore have l = 0, . . . ,−k − 2, so g(z¯) is a
general polynomial of degree −k−2 in z¯. It will be convenient to denote such a polynomial
of degree −k−2 by P(k) with the understanding that the negative degree subscript implies
a dependence on z¯, rather than z. With this notation, the full solution takes the form
α = κkP(k)(z¯)dz¯ . (3.10)
Note that the space of degree −k−2 polynomials has indeed dimension −k−1, as required.
3.2 Maps between line bundle cohomology on P1
Calculating Yukawa couplings requires performing a wedge product of bundle-valued forms.
It is, therefore, natural to study how the harmonic forms on P1 found in the previous sub-
section multiply. Recall that we have harmonic (0, 0)-forms taking values in OP1(k) for
k ≥ 0 and harmonic (0, 1)-forms taking values in OP1(k) for k ≤ −2.
Multiplying two harmonic (0, 0)-forms, representing classes in H0(P1,OP1(k)) and
H0(P0,OP1(l)) respectively, is straightforward and it leads to another harmonic (0, 0)-form
which represents a class in H0(P1,OP1(k + l)).
The only other non-trivial case - the multiplication of a harmonic (0, 0)-form with a
harmonic (0, 1)-form - is less straightforward. To be concrete, for k ≤ −2 and δ > 0, we
consider a harmonic (0, 1)-form α(k−δ) ∈ H
1(P1,OP1(k − δ)) and a degree δ polynomial
p(δ), representing a class in H
0(P1,OP1(δ)). The product p(δ)α(k−δ) is a (0, 1)-form which

















harmonic. We would, therefore, like to work out the harmonic representative, denoted
α(k) ∈ H
1(P1,OP1(k)), which is equivalent in cohomology to this product p(δ)α(k−δ). This
means we should solve the equation
p(δ)α(k−δ) + ∂¯s = α(k) , (3.11)






where S(k+m,−m−2)(z, z¯) is a polynomial of degree k+m in z and of degreem in z¯. This can
be seen be demanding the correct transformation under the transition function (3.3). It
turns out that in order to solve eq. (3.11) we only require the single term withm = −k+δ−1
in this sum for s. Using this observation and the general formula (3.10) for harmonic (0, 1)-
forms, we insert the following expressions
αk−δ = κ
k−δP(k−δ)(z¯)dz¯ , αk = κ
kQ(k)(z¯)dz¯ , s = κ
k−δ+1S(δ−1,k−δ−1)(z, z¯) . (3.13)
into eq. (3.11) to cast it into the more explicit form
pP + κ∂z¯S − (−k + δ − 1)zS = κ
δQ . (3.14)
Here, for simplicity of notation, we have dropped the subscripts indicating degrees.
Eq. (3.14) determines the polynomials Q and S for given p and P and can be solved
by comparing monomial coefficients. This is relatively easy to do for low degrees and we
will discuss a few explicit examples below. For arbitrary degrees eq. (3.14) seems sur-
prisingly complicated and it is, therefore, remarkable that a closed solution for Q can be
written down. To formulate this solution, we introduce the homogeneous counterparts
of the polynomials p, P , Q and S which we denote as p˜, P˜ , Q˜ and S˜. They depend on
the homogeneous coordinates x0, x1 and are obtained from the original polynomials by
replacing z = x1/x0 and multiplying with the appropriate powers of x0 and x¯0. Then, the
polynomial Q˜ which solves eq. (3.14) can be written as
Q˜(x¯0, x¯1) = ck−δ,δ p˜(∂x¯0 , ∂x¯1)P˜ (x¯
0, x¯1) , ck−δ,δ =
(−k − 1)!
(δ − k − 1)!
. (3.15)
Here p˜(∂x¯0 , ∂x¯1) denotes the polynomial p˜ with the coordinates replaced by the correspond-
ing partial derivatives. These derivatives act on the polynomial P˜ in the usual way and
thereby lower the degree to the one expected for Q˜. The proof of eq. (3.15) is given in
appendix D. Unfortunately, we are not aware at present of a similar closed solution for the
polynomial S.
While this discussion may have been somewhat technical the final result is relatively
simple and can be summarised as follows. For k ≥ 0 the harmonic (0, 0)-forms representing
the cohomology H0(P1,OP1(k)) are given by degree k polynomials P(k)(z) which depend
on the coordinate z. For k ≤ −2 the harmonic (0, 1)-forms representing the cohomology

















depend on z¯. The product of two (0, 0)-forms is simply given by polynomial multiplication
while the product of a (0, 0)-form and a (0, 1)-form is performed by using the homoge-
neous versions of these polynomials and converting the coordinates in the former to partial
derivatives which act on the latter. Let us finish this subsection by illustrating the above
discussion with two explicit example.
Example 1: consider the case k = −3 and δ = 1 so that the relevant forms and associated
polynomials are explicitly given by
α(−4) = κ
−4P(−4)(z¯)dz¯ P(−4) = a0 + a1z¯ + a2z¯
2
α(−3) = κ
−3Q(−3)dz¯ Q(−3) = b0 + b1z¯
s = κ−3S(0,−5) S(0,−5) = c0,0 + c0,1z¯ + c0,2z¯
2 + c0,3z¯
3
p(1) = f0 + f1z ,
(3.16)
where ai, bi, fi and ci,j are constants. Inserting these polynomials into eq. (3.14), comparing











3 + (a2f1 − a1f0) z¯
2 + (a1f1 − a0f0) z¯ + a0f1
)
(3.18)
For the calculation based on eq. (3.15), we start with the homogenous polynomials


















((2a0f0 + a1f1)x¯0 + (a1f0 + 2a2f1) x¯1) , (3.20)
which is indeed the homogeneous version of the polynomial Q(−3) in eq. (3.17).
Example 2: let us choose k = −1 and δ = 2. Since there are no harmonic forms for
k = −1 we have Q = 0, while the other forms and polynomials are given by
α(−3) = κ
−3P(−3)(z¯)dz¯ P(−3) = a0 + a1z¯
s = κ−2S(1,−4) S(1,−4) = c0,0 + c0,1z¯ + c0,2z¯
2 + c1,0z + c1,1|z|
2 + c1,2z¯|z|
2
p(2) = p0 + p1z + p2z
2 .
(3.21)
We note that, from (3.11), we now need to solve the equation p(2)α(−3) = −∂¯s which is
similar in structure to eq. (2.4) which determines the co-boundary map. Indeed, we will
later find the present example useful to explicitly work out a co-boundary map. Inserting

































3.3 Line bundle valued harmonic forms on P1 × P1 × P1 × P1
In this sub-section, we generalise the above results for P1 to the ambient space A =
P
1 × P1 × P1 × P1. On each P1 we introduce homogeneous coordinates (x0i , x
1
i ), where






i 6= 0} .








i on U(i,1). On
the intersection of U(i,0) and U(i,1) we have zi = 1/wi. An open cover for the entire space
A is given by the 16 sets U(1,α1)×· · ·×U(4,α4). For practical purposes we will usually work
on the set U(1,0) × · · · × U(4,0) with coordinates z1, . . . , z4.




log κi , κi = 1 + |zi|
2 , Ji =
i
2πκ2i
dzi ∧ dz¯i (3.23)
and the Kahler cone of A is parametrised by J =
∑4
i=1 t
iJi, with all t
i > 0.
The line bundles on A are obtained as the tensor products
OA(k) = OP1(k
1)⊗ · · · ⊗ OP1(k
4) (3.24)
and are, hence, labeled by a four-dimensional integer vector k = (k1, k2, k3, k4). Straight-







on these line bundles. The gauge field and gauge field strength for the associated Chern
connection
A = −H¯−1∂H¯ = −
4∑
i=1












The cohomology for K = OA(k) can be obtained by combining the Bott formula for
cohomology on P1 with the Kunneth formula. If any of the integers ki equals −1 all
cohomologies of K vanish. In all other cases, precisely one cohomology, Hq(A,K), is non-
zero, and q equals the number of negative integers ki. The dimension of this non-vanishing







(−ki − 1) . (3.28)
























where P(k) is a polynomial of degree k
i in zi provided k
i ≥ 0 and of degree −ki − 2 in z¯i












2 + |x1i |





and P˜k denotes the homogenous counterpart of Pk.
We would now like to generalise our rule for the multiplication of forms obtained on
P




between cohomologies induced by the wedge product and we would like to work out this map
for the above harmonic representatives. For a harmonic (0, q)-form α(k) ∈ H
q(A,OA(k))
with associated polynomial P(k) and a harmonic (0, p)-form β(l) with associated polynomial
R(l) the wedge product α(k)∧β(l) is equivalent in cohomology to a harmonic (0, q+p)-form
which we denote by γ(k+l) ∈ H
q+p(A,OA(k + l)) with associated polynomial Q(k+l). In
general, the relation between those forms can be written as
αk ∧ βl + ∂¯s = γk+l (3.33)
for a suitable (0, p + q − 1)-form s taking values in OA(k + l). Our earlier results for P
1
show that the polynomial Q(k+l) which determines γk+l can be directly obtained from P(k)
and R(l) by the formula
Q˜ = ck,lP˜ R˜ , (3.34)
where, as before, P˜ , R˜, Q˜ are the homogeneous counterparts of P,R,Q and ck,l is the
appropriate product of numerical factors in eq. (3.15). The understanding is that positive
degrees in a particular P1, represented by powers of xαi should be converted into derivatives
∂x¯iα whenever they act on negative degrees in the same P
1, represented by x¯αi . When both
degrees in P˜ and R˜ are positive for a given P1 a simple polynomial multiplication should
be carried out. Finally, for two negative degrees in the same P1 the resulting Q˜ vanishes
(since there will be a term dz¯i ∧ dz¯i in the corresponding wedge product of the forms).
3.4 Line bundles and cohomology on the tetra-quadric
As the final step in our discussion of line bundles and harmonic forms we need to consider
line bundles on the tetra-quadric X. Recall that a tetra-quadric resides in the ambient
space A = P1 × P1 × P1 × P1 and is defined as the zero locus of a polynomial p of multi-
degree (2, 2, 2, 2), which can be seen as a section of the line bundle

















The tetra-quadric has Hodge numbers h1,1(X) = 4 and h2,1(X) = 68. Later, we will use












These matrices act simultaneously on all four pairs of homogeneous coordinates. The
quotient X˜ = X/Γ is a Calabi-Yau manifold with Hodge numbers h1,1(X˜) = 4 (since all four
Kahler forms Ji are Γ-invariant) and h
2,1(X˜) = 20 (using divisibility of the Euler number).
All line bundles on the tetra-quadric can be obtained as restriction of line bundles on
A, that is
OX(k) = OA(k)|X . (3.37)
As discussed in section 2.4, the Koszul sequence and its associated long exact sequence pro-
vide a close relationship between line bundle cohomology on A and X which is summarised
by eq. (2.27). This equation shows that the cohomology of a line bundle K = OX(k) de-
pends on the first and second cohomologies of the ambient space line bundles K = OA(k)
and N ∗ ⊗K = OA(k− q). As discussed earlier, line bundles on A have at most one non-
vanishing cohomology and, hence, K and N ∗ ⊗ K have at most one non-zero cohomology
each. This leads to the following four cases:
1) H2(A,N ∗ ⊗K) = 0 and H2(A,K) = 0
In this case, H1(X,K) is given by (0, 1)-forms αk, as in eq. (3.29), with associated
polynomials P(k) and, in the terminology of section 2.4, the cohomology representa-
tives are of type 1. If H1(A,N ∗⊗K) is non-trivial we have to compute the co-kernel
in eq. (2.27) which amounts to imposing the identification P˜(k) ∼ P˜(k) + p˜Q˜(k−q) for
arbitrary polynomials Q˜(k−q) of multi-degree k−q. Recall that the tilde denotes the
homogeneous version of the polynomials and that coordinates appearing with positive
degree have to be converted into derivatives whenever they act on negative degree
coordinates, as discussed at the end of the last sub-section. Since the coefficients
of p depend on the complex structure, this identification leads to complex structure
dependence of the representatives.
2) H1(A,N ∗ ⊗K) = 0 and H1(A,K) = 0
In this case, H1(X,K) is represented by (0, 2)-forms αk−q, with associated polyno-
mials P(k−q), satisfying pαk−q = ∂¯βk for a suitable (0, 1)-form βk. Using the termi-
nology of section 2.4, this corresponds to type 2 representatives. If H2(A,K) 6= 0, we
have to work out the kernel in eq. (2.27) which amounts to imposing the condition
p˜P˜(k−q) = 0. This leads to explicit complex structure dependence of the representa-
tives.
3) H1(A,N ∗ ⊗K) = 0 and H2(A,K) = 0
This is a combination of the previous two cases where H1(X,K) is a direct sum of
type 1 and type 2 contributions.
4) H2(A,N ∗ ⊗K) = 0 and H1(A,K) = 0

















4 Yukawa couplings on the tetra-quadric and some toy examples
We have now collected all relevant technical details on line bundles and harmonic bundle-
valued forms on the tetra-quadric and are ready to apply these to concrete calculations of
Yukawa couplings. To begin we derive some general statements on Yukawa couplings on
the tetra-quadric - including the precise relation between the analytic calculation of the
integral and a corresponding algebraic calculation - and then move on to work out Yukawa
couplings for a number of toy examples. In the next section, we compute the Yukawa
couplings for a quasi-realistic standard model on the tetra-quadric.
4.1 General properties of Yukawa couplings
As we have discussed earlier, we can distinguish two types of harmonic bundle-valued (0, 1)-
forms on the tetra-quadric: forms of type 1 which descend from harmonic (0, 1)-form on
the ambient space and forms of type 2 which descend from harmonic (0, 2)-forms on the
ambient space. The Yukawa couplings involve three harmonic (0, 1)-forms and, as shown
in section 2.4, their structure depends on the types of these (0, 1)-forms.
Let us consider a line bundle model on the tetra-quadric, specified by line bundles
La, where a = 1, . . . , n, and a Yukawa coupling with three associated line bundles K1 =
OX(k1), K2 = OX(k2) and K3 = OX(k3), which are related to La as in table 4. Consider
three harmonic (0, 1)-forms νi ∈ H
1(X,Ki). We have seen that the Yukawa coupling
vanishes if these three forms are of type 1. The next simplest case, when two of the forms,
say ν1 and ν2, are of type 1 and descend from ambient space harmonic (0, 1)-forms νˆ1 ∈
H1(A,OA(k1)) and νˆ2 ∈ H
1(A,OA(k2)) while ν3 is of type 2 and descends from a harmonic
ambient space (0, 2)-form ωˆ3 ∈ H
2(A,OX(k3−q)), leads to the particularly simple formula





d4z ∧ νˆ1 ∧ νˆ2 ∧ ωˆ3 , (4.1)
for the Yukawa coupling. This follows from eq. (2.31) together with eqs. (2.21) which
shows that the form µ is given by
µ = dz1 ∧ dz2 ∧ dz3 ∧ dz4 = d
4z . (4.2)
The integral over A can then be thought of as the integral over C4 provided the forms
νˆ1, νˆ2, ωˆ3 transform to the other patches as sections of the appropriate line bundles.
Since νˆ1 and νˆ2 are (0, 1)-forms the vectors k1 and k2 should contain precisely one
entry ≤ −2 each while the vector k3 contains precisely two entries ≤ 0, in line with ωˆ3
being a (0, 2)-form. Further, recall from table 4 that K1 ⊗ K2 ⊗ K3 = OA and, hence,
k1 + k2 + k3 = 0. This means that the four non-positive entries in these vector must all
arise in different P1 directions. Hence, we can assume, possibly after re-ordering, that
k11 ≤ −2, k
2




3 ≤ 0 while all other entries are non-negative. With these
conventions, we can apply eq. (3.29) to write down the relevant forms as
νˆ1 = κ
k11
1 P(k1)dz¯1 , νˆ2 = κ
k22





















Inserting these forms into eq. (4.1) leads to the integral













4 P(k1)R(k2)T(k3−q) . (4.4)
There are two ways of evaluating this integral. Firstly, we can explicitly insert the factors
κi = 1 + |zi|
2 and the polynomials and simply integrate, using polar coordinates in each
C plane. All terms with non-matching powers of zi and z¯i vanish due to the angular













(p− 1) · · · (p− q − 1)
. (4.5)
Alternatively, we can work out the integral (4.4) “algebraically”. To do this we first note
that the integrand νˆ1 ∧ νˆ2 ∧ ωˆ3 represents an element of the one-dimensional cohomology








µ(P,R, T ) = P˜ R˜T˜ (4.6)
is the product of the three associated polynomials (carried out as discussed in section 3.3)
and simply a complex number. Inserting this into eq. (4.1) shows that
λ(ν1, ν2, ν3) = 8iπ
3cµ(P,R, T ) , (4.7)
where the numerical factor c follows from eq. (3.15) and is explicitly given by
c = ck11,−k11−2 ck22,−k22−2 ck33−2,−k33 ck43−2,−k43 . (4.8)
In conclusion, up to an overall numerical (and explicitly computed) factor, the Yukawa
couplings are simply given by eq. (4.6) and can, hence, be obtained by a multiplication of
the associated polynomials.
In the general case, the Yukawa couplings are given by the integral (2.24) which can
be written as





d4z ∧ [ωˆ1 ∧ νˆ2 ∧ νˆ3 − νˆ1 ∧ ωˆ2 ∧ νˆ3 + νˆ1 ∧ νˆ2 ∧ ωˆ3] . (4.9)
with the (0, 1)-forms νˆi and the (0, 2)-forms ωˆi in this expression related by
∂¯νˆi = pωˆi . (4.10)
If the Yukawa coupling depends on more than one form of type 2 we have to solve this last
equation for some of the νˆi in terms of ωˆi. This can be done explicitly for specific examples,


















4.2 An example with vanishing Yukawa couplings
We would like to consider a rank four line bundle sum on the tetra-quadric specified by
the line bundles
L1 = OX(−1, 0, 0, 1) , L2 = OX(0,−2, 1, 3) , L3 = OX(0, 0, 1,−3) . L4 = OX(1, 2,−2,−1) ,
(4.11)
This bundle leads to a four-dimensional theory with gauge group SO(10)× S(U(1)4). Ta-
ble 2 contains the basic information required to determine the multiplet content of such a
theory and together with the cohomology results
h•(X,L2) = (0, 8, 0, 0) h
•(X,L3) = (0, 4, 0, 0) h
•(X,L1 ⊗ L4) = (0, 3, 3, 0)
h•(X,L2 ⊗ L3) = (0, 3, 3, 0) h
•(X,L1 ⊗ L
∗
2) = (0, 0, 12, 0) h
•(X,L1 ⊗ L
∗
3) = (0, 0, 12, 0)
h•(X,L2 ⊗ L
∗
3) = (0, 7, 15, 0) h
•(X,L2 ⊗ L
∗
4) = (0, 60, 0, 0) h
•(X,L3 ⊗ L
∗
4) = (0, 0, 36, 0)
(4.12)
we find the upstairs spectrum
8 162 , 4 163 , 3 101,4 , 3 102,3 , 12 12,−1 , 12 13,−1 , 7 12,−3 , 15 13,−2 , 60 12,−4 , 36 14,−3 .
(4.13)
This spectrum is designed to produce a standard-model with three families upon dividing
by a freely-acting symmetry of order four. Such symmetries are indeed available for the
tetra-quadric however, unfortunately, for group-theoretical reasons these symmetries can-
not break the SO(10) gauge group to the standard model group. For this reason, the above
model should be considered a toy example.
Nevertheless, it is useful to calculate the Yukawa couplings for this model, in order to









which are allowed by the SO(10) × S(U(1)4) gauge symmetry. Following table 4, the
required harmonic forms are contained in the first cohomologies of the line bundles
K1 = L1 ⊗ L4 = OX(0, 2,−2, 0) , K2 = L2 = OX(0,−2, 1, 3) , K3 = L3 = OX(0, 0, 1,−3) .
(4.15)
These line bundles satisfy H1(X,Ki) ∼= H
1(A,Ki) and H
2(A,N ∗ ⊗Ki) = 0, where Ki are
the corresponding ambient space line bundles with Ki = Ki|X . This shows (see section 2.4)
that all three harmonic forms which enter the Yukawa integral are of type 1. From our
general arguments this means that the Yukawa couplings vanish, so
λIJK = 0 . (4.16)
Note that this vanishing is, apparently, not caused by a symmetry in the low-energy theory
but happens due to quasi-topological reasons related to the cohomology of the line bundles
involved. (However, we do not rule out that a symmetry which explains this vanishing

















4.3 An E6 example
For a simple example with gauge group E6×S(U(1)
3) consider the following choice of line
bundles
L1 = K1 = OX(−2, 0, 1, 0) , L2 = K2 = OX(0,−2, 0, 1) , L3 = K3 = OX(2, 2,−1,−1) .
(4.17)
These line bundles Ki may also arise as appropriate tensor products for other gauge groups,
see table 4, and the subsequent calculation also applies to these cases. However, for defi-
niteness we will focus on E6 × S(U(1)
3 and the corresponding multiplets, as summarised
in table 1. The cohomology results
h•(K1) = (0, 2, 0, 0) , h
•(K2) = (0, 2, 0, 0) , h
•(K3) = (0, 4, 0, 0) (4.18)
show that we have a spectrum
2 271 , 2 272 , 4 273 (4.19)









Clearly, the first two line bundles are of type 1 with the corresponding harmonic (0, 1)-forms
contained in H1(A,K1) and H
1(A,K2). However, K3 is of type two and the associated har-
monic (0, 2)-forms represent the cohomology H2(A,N ∗⊗K2). Altogether, using eq. (3.29),
this means the relevant harmonic forms and polynomials are
νˆ1 = κ
−2
1 P(−2,0,1,0)dz¯1 P(−2,0,1,0) = p0 + p1z3
νˆ2 = κ
−2





4 R(0,0,−3,−3)dz¯3 ∧ dz¯4 R(0,0,−3,−3) = r0 + r1z¯3 + r2z¯4 + r3z¯3z¯4
(4.21)
where pI , qI and rI are complex coefficients parametrising the various 27 multiplets. Mul-





2+ non-matching terms . (4.22)
This can be directly inserted into the integral (4.4) and together with the standard
integrals (4.5) (specifically, I2,0 = 1, I3,0 = 1/2, I3,1 = 1/2) we find
λ(P,Q,R) = 2iπ3 (p0q0r0 + p0q1r2 + p1q0r1 + p1q1r3) . (4.23)
Alternatively, we can use the algebraic calculation method based on eq. (4.6). For simplicity
of notation, we denote the four sets of homogenous ambient space coordinates by
(xαi ) = ((x0, x1), (y0, y1), (u0, u1), (v0, v1)) . (4.24)
Then, the homogenous versions of the three polynomials read explicitly

















Their product is given by
µ(P,Q,R) = (p0∂u¯0+p1∂u¯1) (q0∂v¯0+q1∂v¯1) (r0u¯0v¯0+r1v¯0u¯1+r2u¯0v¯1+r3u¯1v¯1) (4.26)
= p0q0r0 + p0q1r2 + p1q0r1 + p1q1r3 , (4.27)
where we have converted the coordinates in P˜ and Q˜ into derivatives, as required by our
general rules. Inserting the correct numerical coefficient from eqs. (4.7) and (4.8) this
indeed coincides with the result (4.23) from direct evaluation of the integral. If we choose
a standard basis where one each of the coefficients pI , qI and rI equals one while all others




1 0 0 0
0 0 1 0
)
, (λ2JK) = 2iπ
3
(
0 1 0 0
0 0 0 1
)
. (4.28)
Both matrices have maximal rank and are independent of complex structure.
4.4 An example with complex structure dependence
We would like to discuss the Yukawa couplings related to the three line bundles
K1 = OX(0,−2, 1, 1) , K2 = OX(−4, 0, 1, 1) , K3 = OX(4, 2,−2,−2) , (4.29)
with cohomologies
h•(K1) = (0, 4, 0, 0) , h
•(K2) = (0, 12, 0, 0) , h
•(K3) = (0, 12, 0, 0) . (4.30)
It will be convenient to think about this situation as arising from an SU(5) × S(U(1)5)
model, defined by five line bundles La, with K1 = L1⊗L2 and K2 = L3⊗L4 and K3 = L5.
Then, using the correspondence from table 4 the SU(5)×S(U(1)) spectrum related to K1,
K2 and K3 is
4 51,2 , 12 53,4 , 12 105 . (4.31)
We will later introduce a Z2 × Z2 Wilson line to break to the standard model group in
which case, as we will see, the above spectrum reduces to
H1,2 , 3 d3,4 , 3 Q5 . (4.32)








However, for now we construct the relevant bundle-valued forms in the upstairs theory and
restrict to the Z2 × Z2-quotient later. The line bundles K1 and K2 are both of type one
with H1(X,K1) ∼= H
1(X,K1) and H
1(X,K2) ∼= H





















Hence, following eq. (3.30), the relevant ambient space forms and polynomials can be
written in terms of homogenous coordinates as
4 51,2 −→ νˆ1 = σ
−2
2 Q˜(0,−2,1,1)µ¯2 Q˜ ∈ Span(u0v0, u0v1, u1v0, u1v1)
12 53,4 −→ νˆ2 = σ
−4




1) Span(u0, u1) Span(v0, v1)

















The polynomial S˜ lies in a 27-dimensional space which, in line with eq. (4.34), is mapped
















We have to ensure that S˜ resides in the kernel of this map which amounts to imposing the
condition
p˜S˜ = 0 . (4.37)
This leads to a 12-dimensional space, as expected.
These results are quite complicated due to the large number of multiplets. To simplify
matters, it is useful to quotient by the freely-acting Γ = Z2 × Z2 symmetry with genera-
tors (3.36). Representations of this symmetry are denoted by a pair of charges, (q1, q2),
where qi ∈ {0, 1}. We choose a trivial equivariant structure for all line bundles and, fol-
lowing the discussion around eq. (2.16), a Wilson line specified by χ2 = (1, 1), χ3 = (0, 0)
with associated multiplet charges
χH = χ
∗
2 = (1, 1) , χd = χ
∗
3 = (0, 0) , χQ = χ2 ⊗ χ3 = (1, 1) . (4.38)
Taking into account that the differentials µi carry charge (1, 1) under the Z2×Z2 symmetry,
this choice means we should project onto the (0, 0) states for Q˜, and the (1, 1) states for R˜
and S˜. This leads to to the explicit Z2 × Z2-equivariant polynomials
Q˜ = u0v0 + u1v1 (4.39)



















































































Hence, we are left with a single Higgs multiplet, H1,2, three d-quarks, d
J
3,4, with parameters
a = (aI) and six left-handed quarks Q
J
5 with parameters b = (bJ). In terms of these
parameters, the Yukawa couplings are given by
µ(Q,R, S) = Q˜R˜S˜ = 8 (a1 (b1 + b3) + a2 (b2 + b4) + a3b5) . (4.42)
However, for the “physical” result we still have to find the kernel (4.34), that is, compute
the vectors b which satisfy eq. (4.37). To this end, we write down the most general tetra-
quadric polynomial consistent with the Γ = Z2 × Z2 symmetry.



























































































































































































































































The dimension of the complex structure moduli space for X˜ = X/Z2 × Z2 is given by
h2,1(X˜) = 20. The 21 coefficients Ci in the above polynomial provide projective (local)
coordinates on this moduli space. Using this polynomial, eq. (4.37) is solved by vectors b
satisfying


























2 C12 − C8 C11 − C9

 . (4.44)
The matrix M has indeed a (generically) three-dimensional kernel but its basis vectors
vI , where I = 1, 2, 3, are very complicated functions of the complex structure moduli. In





where the three βI now parametrize the three left-handed quark families. Inserting this
result into eq. (4.42) gives the desired result for the Yukawa couplings and it can be shown
that the rank of the Yukawa matrix λ
(d)
IJ is three at generic loci in the complex structure
moduli space.
In order to obtain a more explicit result, we restrict to a five-dimensional sub-locus of
our 20-dimensional complex structure moduli space, described by polynomials of the form


































































































































































































In fact, this polynomial is the most general consistent with the freely-acting Z4 × Z4

















sub-group. The equation p˜sS˜ = 0 for the kernel now reads
Mb = 0 , M =


c2 0 0 c2 0 0
0 c2 c2 0 0 2c5 − 2c3
0 c2 c2 0 2c3 − 2c5 0

 . (4.47)


















Inserting these vectors into eq. (4.45) and (4.42) and choosing a standard basis for the









where c is the numerical factor from eq. (4.7). Evidently, the generic rank of this matrix is
two. This shows that the rank of the Yukawa matrix can vary in complex structure moduli
space and can reduce at specific loci. In the present case, it is generically of rank three in
the 20-dimensional complex structure moduli space described by the polynomials (4.43).
On the five-dimensional sub-locus, described by the polynomials (4.46), the rank reduces
to two.
If we specialise further to the four-dimensional locus where c2 = 0 the rank of (4.49)
reduces to one. It turns out that the tetra-quadric (4.46) remains generically smooth on
this sub-locus. However, we have to be careful since the rank of the matrix M in eq. (4.47)
also depends on the complex structure. In fact, for c2 = 0 the rank of M reduces to two so
that the dimension of the kernel increases from three to four. Hence, on this sub-locus the
spectrum in the low-energy theory enhances from three left-handed quark multiplets to four
(plus one mirror left-handed quark multiplet since the index remains unchanged). A basis
of the kernel is then given by vI = eI/8, where I = 1, . . . , 4 and eI are the six-dimensional




1 0 1 0
0 1 0 1
0 0 0 0

 (4.50)
Hence, after properly including the additional multiplet the rank of the Yukawa matrix
remains two.
5 Yukawa couplings in a quasi-realistic model on the tetra-quadric
In the previous section, we have applied our methods to a number of toy examples and

















without complex-structure dependence. We would now like to calculate Yukawa couplings
in a quasi-realistic model on the tetra-quadric, that is, a model with gauge group SU(3)×
SU(2)×U(1) (plus additional U(1) symmetries which are Green-Schwarz anomalous or can
be spontaneously broken) and the exact MSSM spectrum (plus moduli fields uncharged
under the standard model group, including bundle moduli singlets). This model appears
in the standard model data base [15, 16] and has been further analysed in refs. [31–34]. We
begin by reviewing the basic structure of this model and then calculate the two types of non-
vanishing Yukawa couplings which arise, that is, the standard up-quark Yukawa couplings
and the singlet Yukawa couplings of the form SLH, with bundle moduli singlets S.
5.1 The model
The upstairs model is based on a rank five line bundle sum, V =
⊕5
a=1 La, on the tetra-
quadric, with the five line bundles explicitly given by
L1 = OX(−1, 0, 0, 1) , L2 = OX(−1,−3, 2, 2) , L3 = OX(0, 1,−1, 0)
L4 = OX(1, 1,−1,−1) , L5 = OX(1, 1, 0,−2) .
(5.1)
Hence, the low-energy GUT group is SU(5)×S(U(1)5). The non-zero cohomologies of line
bundles appearing in V , ∧2V and V ⊗ V ∗ are
h
•
(X,L2) = (0, 8, 0, 0) , h
•
(X,L5) = (0, 4, 0, 0)
h
•
(X,L2 ⊗ L4) = (0, 4, 0, 0) , h
•
(X,L2 ⊗ L5) = (0, 3, 3, 0)
h
•






















5) = (0, 0, 4, 0) .
(5.2)
Following table 3, these cohomologies give rise to the GUT spectrum
8102 , 4105 , 452,4 , 35
H
2,5 , 854,5 , 35
H
2,5 , 1212,1 , 1215,1 , 2012,3 , 1212,4 , 415,3 .
(5.3)














where the indices I, J,K . . . run over various ranges, as indicated by the multiplicities in
the spectrum (5.3) and λIJK and ρIJK are the couplings we would like to calculate.
Evidently, the above GUT model has 12 families of quarks and leptons, three vector-
like 5H–5
H
pairs, which can account for the Higgs multiplets, and a spectrum of bundle
moduli singlets. This is a promising upstairs spectrum which may lead to a downstairs
standard model upon dividing by a freely-acting symmetry of order four. This can indeed
be accomplished using the Z2 × Z2 symmetry with generators (3.36), a choice of Wilson
line specified by χ2 = (0, 1) and χ3 = (0, 0) and a trivial equivariant structure for all line



















and 5H → (T¯ , H¯) (where T and T¯ are the Higgs triplets, to be projected out). From
eq. (2.16), these standard model multiplets carry the Wilson line charges
χQ = χ2 ⊗ χ3 = (0, 1) χu = χ
2
3 = (0, 0) χe = χ
2
2 = (0, 0)
χd = χ
∗
3 = (0, 0) χL = χ
∗
2 = (0, 1) χH = χ
∗
2 = (0, 1)
χH = χ2 = (0, 1) χT = χ
∗
3 = (0, 0) χT = χ3 = (0, 0) .
(5.5)
Applying the rule (2.15) for this choice of charges then leads to the downstairs spectrum
2 (Q, u, e)2 , (Q, u, e)5 , (d, L)2,4 , 2 (d, L)4,5 , H2,5 , H2,5 , 312,1 , 315,1 , 512,3 , 312,4 , 15,3 ,
(5.6)
a perfect MSSM spectrum plus additional bundle moduli singlets. Ordering the quarks as
(Q(I)) = (Q15, Q
2
5, Q2) and (u
(I)) = (u15, u
2
5, u2), the downstairs analogue of the superpoten-



















However, it is not yet clear that the entries a, b, a′, b′ of this matrix are non-zero and that
the rank of the up-Yukawa matrix is indeed two, as the pattern of (5.8) suggests. This is
the question we will answer in the next sub-section. The 3× 2 singlet coupling matrix ρ is
unconstrained by gauge symmetry and evidently plays an important role for the existence




is non-zero then the Higgs pair (where a combination of the lepton multiplets plays the role
of the down Higgs) receives a large mass and disappears from the spectrum. At the line
bundle locus, we have 〈1
(I)
2,4〉 = 0 and the Higgs pair is massless, consistent with the result
of our cohomology calculation. However, once we move away from the line bundle locus3
such that 〈1
(I)
2,4〉 6= 0, the Higgs pair may become massive, depending on the structure of the
couplings ρIJ . In fact, in ref. [32] we have verified - by performing a cohomology calculation
for the associated non-Abelian bundles - that the Higgs pair does indeed become massive
for generic complex structure, once 〈1
(I)
2,4〉 6= 0. This suggests that at least some of the
singlet couplings ρIJ are non-zero, generically. Below, we will confirm this expectation by
explicitly calculating the couplings ρIJ .
3Note that we can turn on all the available singlets except 1
(I)
2,4 and keep the Higgs pair massless. As

















5.2 Up Yukawa coupling
To calculate the up Yukawa couplings we begin with the upstairs GUT model and focus on
the first term in the superpotential (5.4). The line bundles and ambient space harmonic
forms (see eq. (3.30)) for these multiplets are




5 νˆ1 = σ
−2
3 Q˜(0,2,−2,0)µ¯3
4 102 −→ K2 = L5 νˆ2 = σ
−2
4 R˜(1,1,0,−2)µ¯4









0 + q1y0y1 + q2y
2
1 (5.11)


















and coefficients qI , rI and sI parametrising the multiplets. Evidently, K1 and K2 are of
type 1 while K3 is of type 2, so we can proceed with the algebraic calculation explained in






























= 2 [3q0r0s0 + 3q0r1s4 + q0r2s1 + q0r3s5 + q1r0s1 + q1r1s5+
q1r2s2 + q1r3s6 + q2r0s2 + q2r1s6 + 3q2r2s3 + 3q2r3s7] . (5.14)
Inserting standard choices for the coefficients then leads to the couplings λIJK in the
superpotential (5.4). In particular, we see that these couplings are just numbers, that is,
they are independent of complex structure.
For a simpler and physically more meaningful result we should consider the downstairs
theory. This means we have to extract, from the above polynomials Q˜, R˜ and S˜, the
Z2×Z2 equivariant parts. Remembering that the differentials µi carry charge (1, 1) under
Z2 × Z2, while the σi are invariant, this leads to
H¯ : Q˜H¯ = y0y1 (5.15)
Q2 : R˜Q2 = y0x1 + y1x0 (5.16)
u2 : R˜u2 = y0x1 − y1x0 (5.17)







































where the additional factor of 1/4 relative to eq. (4.7) accounts for the fact that we are
integrating over the upstairs manifold X, while the actual calculation should be carried
out on the quotient X/Γ. We find
µ(H¯, u2, Q
α


















































We have, therefore, shown that the up Yukawa matrix has indeed rank 2, as suggested by
the general structure (5.8). In addition, we see that these Yukawa couplings are independent
of complex structure. This happens because the cohomologies of the line bundles Ki have
a simple representation in terms of ambient space cohomologies without any kernel or
co-kernel operations required.
5.3 Singlet-Higgs-lepton coupling
To calculate the singlet Yukawa coupling we start with the upstairs theory as before and fo-
cus on the second term in the superpotential (5.4). The relevant line bundles and forms are
12 12,4 −→ K1 = L2 ⊗ L
∗




2 Q(−4,−6,1,1)dz¯1 ∧ dz¯2




4 R(0,0,−3,−5)dz¯3 ∧ dz¯4








There are two additional complications, compared to the previous calculation, evident








of a map between a 60 and a 48-dimensional space. These dimensions are quite large but
we will improve on this shortly by taking the Z2 × Z2 quotient. At any rate, we should
impose the constraint p˜Q˜ = 0 on the polynomials Q in order to work out this kernel and
this will lead to complex structure dependence.
Secondly, two line bundles, K1 and K2, are of type 2 which means that we will have
to work with the more general eq. (4.9) for the Yukawa couplings. Given the differentials
dz¯i which appear in (5.24), only the term proportional to ωˆ1 ∧ νˆ2 ∧ νˆ3 can contribute to
the integral (4.9). This means we need to determine the (0, 1)-forms νˆ2 satisfying

















To do this we write down the two relevant polynomials
R(0,0,−3,−5) = r0 + r1z¯3 , p = p0 + p1z3 + p2z
2
3 (5.27)






















4 Rdz¯4 . (5.29)
Using these results for the forms in the basic formula (4.9) for the Yukawa couplings we
find













d4z d4z¯ . (5.30)
To simplify the calculation, we descend to the downstairs theory and divide by the Z2×Z2






























































































































S = z2 . (5.33)
We still have to impose the condition p˜S˜ = 0 which reduces the 15 parameters a = (aI) down
to a generic number of three, corresponding to the three singlets 12,4. The two coefficients
b = (b0, b1) parametrize the leptons L4,5 while S = z2 represents the Higgs H2,5. From
eq. (5.28) and using the five-parameters Z4 × Z4-invariant family of tetra-quadrics (4.46)
in order to make the calculation manageable, we can explicitly work out the polynomial




(2a14b1c1 + 9a12b0c2 + 9a13b0c2 − 8a4b1c2 − 8a5b1c2 + 3a12b1c2 + 3a13b1c2−
36a7b0c3−12a2b1c3−12a14b0c4+6a2b1c4+6a3b1c4−6a6b1c4−6a7b1c4 + (5.34)
4a14b1c4 − 36a6b0c5 − 12a3b1c5 − 36a2b0c6 − 36a3b0c6 − 12a6b1c6 − 12a7b1c6)
We still have to impose the kernel condition on the vector a, and as before, we use the five-





















24c6 0 0 0 4c3 4c6 0 0 0 24c5 0 0 3c4 0 0
24c5 0 6c2 0 4c6 4c3 0 6c2 0 24c6 0 0 −3c4 0 0
24c4 24c6 0 6c2 4c6 − 4c4 4c3 + 4c4 6c2 0 24c5 −24c4 12c2 0 3c1 3c4 2c2
0 24c5 0 0 4c3 4c6 0 0 24c6 0 12c2 0 0 −3c4 2c2
24c3 0 0 0 4c6 4c5 0 0 0 24c6 0 12c2 −3c4 0 2c2
24c6 24c4 6c2 0 4c4 + 4c5 4c6 − 4c4 0 6c2 −24c4 24c3 0 12c2 3c4 3c1 2c2
0 24c3 0 6c2 4c5 4c6 6c2 0 24c6 0 0 0 0 −3c4 0
0 24c6 0 0 4c6 4c5 0 0 24c3 0 0 0 0 3c4 0
0 0 12c6 12c6 8c2 8c2 12c3 12c5 0 0 0 0 0 0 4c4
0 0 12c5 12c3 0 0 12c6 12c6 0 0 0 0 0 0 −4c4
0 0 12c6 12c6 0 0 12c5 12c3 0 0 0 0 6c2 6c2 4c4
0 0 12c3 + 12c4 12c4 + 12c5 8c2 8c2 12c6 − 12c4 12c6 − 12c4 0 0 0 0 6c2 6c2 4c1 − 4c4


This matrix has generic rank 12 and, hence, a three-dimensional kernel spanned by vector





with the three coefficients αI describing the singlets S
I . Unfortunately, even for our 5-
parameter family (4.46) of tetra-quadrics the vI contain very complicated functions of the
complex structure moduli which make an analytic calculation impractical. Instead, we
choose random numerical values for the complex structure moduli c1, . . . , c6, calculate a
basis of Ker(M) for this choice and then work out the Yukawa matrix by inserting into
eqs. (5.35) and (5.34). In this way we obtain an explicit numerical 3 × 2 Yukawa matrix
ρ, valid at this specific point in complex structure moduli space. This calculation leads
to a Yukawa matrix ρ with rank two and this should be considered the generic result in
complex structure moduli space.
An analytic calculation can be carried out by restricting to the 4-parameter sub-family


















c24 + 2c6c4 + c1c5
)
c3 − c4c5 (c5 + 2c6) + c
2







− (c3 − c5)
(
c24 + c3c4 + (c5 + 2c6) c4 − c1c6
)
,− (c3 − c5)
(
c24 + c3c4 + (c5 + 2c6) c4 − c1c6
)
,
0, 0, 0, 0, 0, 0, 3 (c3 − c5) (c3 + c4 + c5 − 2c6) (c3 + c5 + 2c6))
v2 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3 (c3 − c5) (c3 + c4 + c5 − 2c6) (c3 + c5 + 2c6) , 0, 0, 0)
v3 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3 (c3 − c5) (c3 + c4 + c5 − 2c6) (c3 + c5 + 2c6) , 0, 0, 0, 0)
(5.36)





α1b1 (c3 − c5)
(
4c24 + c1 (c3 + c5 − 2c6)
)
(c3 + c5 + 2c6) (5.37)






0 (c3 − c5)
(
4c24 + c1 (c3 + c5 − 2c6)
)





















The matrix has rank one which is reduced from the generic value two which we have found
for the five-dimensional family (4.46). Hence, we have found another example of a Yukawa
coupling with rank varying as a function of complex structure. In addition, our results show
that, for generic complex structure, the Higgs pair receives a mass whenever 〈12,4〉 6= 0, in
agreement with the results in ref. [32].
For special sub-loci of our four-parameter family of tetra-quadrics, characterised by the
vanishing of one of the factors in eq. (5.38), the Yukawa matrix vanishes entirely. However,
as before, we have to be careful since the kernel of the matrix M might also change in these
case. Let us begin by imposing c3 = c5, in addition to c2 = 0, on the family of polynomi-
als (4.46). In this case, the dimension of Ker(M) turns out to be six and a basis is given by
v1 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0)
T v2 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0)
T
v3 = (0, 1, 0, 0,−6, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0)
T v4 = (1, 0, 0, 0, 0,−6, 0, 0, 1, 0, 0, 0, 0, 0, 0)
T
v5 = (0, 0, 0, 0, 0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0)
T v6 = (0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
T
(5.39)
Using these six vectors in eqs. (5.35) and (5.34), leads to a 6 × 2 Yukawa matrix
which vanishes entirely. Similar results are obtained for other sub-loci of interest. If
4c24 + c1(c3 + c5 − 2c6) = 0, in addition to c2 = 0, the dimension of the kernel becomes
four and the 4 × 2 Yukawa matrix vanishes entirely. The same statements hold for
c3+ c5−2c6 = 0. This shows that there are specific loci in complex structure moduli space
where the Higgs pair remains massless, even in the presence of generic bundle moduli VEVs.
6 Conclusions
In this paper, we have developed methods to calculate holomorphic Yukawa couplings for
heterotic line bundle models, focusing on Calabi-Yau manifolds defined as hypersurfaces
in products of projective spaces and the tetra-quadric in P1 × P1 × P1 × P1 in particular.
While our approach is based on differential geometry, we have also made contact with the
algebraic methods in refs. [19, 26].
We provide explicit rules for writing down the relevant bundle-valued harmonic forms
which enter the Yukawa couplings. These forms can be identified with polynomials of
certain multi-degrees which are the key players in the algebraic calculation. It turns out
that these form can be of different topological types, which we have referred to as type 1
and type 2 (as well as mixed type). If all three forms involved in a Yukawa coupling are
of type 1 it turns out that the Yukawa coupling vanishes. This vanishing is topological
in nature and is not, apparently, due to a symmetry in the low-energy theory. Our most
explicit results, see for example eq. (4.1), are for Yukawa couplings which involve two forms
of type 1 and one form of type 2. We also show how to compute Yukawa couplings which
involve more than one form of type 2, by explicitly working out co-boundary maps.
The various cases are illustrated with explicit toy examples on the tetra-quadric. In
section 4.2, we have provided an example, based on the gauge group SO(10), of a 101616
Yukawa coupling with topological vanishing, due to all three relevant forms being of type

















E6, with two forms of type 1 and one form of type 2 has been provided in section 4.3.
Finally, section 4.4 contains an example with gauge group SU(5) which leads to a complex
structure dependent d-quark Yukawa coupling.
In section 5 we have computed all Yukawa couplings allowed by the gauge symmetry
for a line bundle standard model on the tetra-quadric. The up-quark Yukawa matrix turns
out to be complex structure independent and of rank two while the singlet coupling to LH
is complex structure dependent. The latter involves two forms of type 2 and requires an
explicit calculation of a co-boundary map as well as a kernel of a map in cohomology.
For two of our examples, we have explicitly calculated the complex structure depen-
dence of the Yukawa matrix, if only for a sub-locus in complex structure moduli space. The
detailed complex structure dependence of these Yukawa matrices is not necessarily physical
since the matter field Kahler metric can be expected to depend on complex structure as
well. However, the rank of the Yukawa matrices is not affected by the field normalisation
and has to be considered a physical quantity. We have shown that this rank can vary in
complex structure moduli space.
The results of the present paper are limited to a relatively narrow class of Calabi-
Yau manifolds and bundles with Abelian structure group. However, the methods we have
developed point to and facilitate a number of generalisations. We expect that suitable
generalisations of our approach can be used to calculate Yukawa couplings for more general
classes of Calabi-Yau manifolds, notably higher co-dimension Cicys and hypersurfaces in
toric varieties. Non-Abelian bundles are frequently constructed from line bundles, for
example via monad or extension sequences. The results for line bundles obtained in this
paper will be useful to calculate Yukawa couplings for such non-Abelian bundles. We hope
to address some of these generalisations in future work.
The most pressing problem remains the calculation of the matter field Kahler metric
which is essential in order to determine the physical Yukawa couplings. While we have
not addresses this problem it is clear that it requires an approach based on differential
geometry. Our hope is that the methods developed in this paper will eventually lead to a
framework for such a calculation.
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A Holomorphic Yukawa couplings for (2, 1)-fields on the quintic
Many of the explicit methods for calculating holomorphic Yukawa couplings - including a
derivation of the algebraic approach - were first presented in ref. [19], in the context of

















some of the results of this paper. In addition, in the second part, we elaborate on the
algebraic approach for calculating (2, 1)-Yukawa couplings by formulating it in the language
of bundles, sequences and cohomology.
A.1 Explicit evaluation of (2, 1)-Yukawa couplings
We begin by reviewing the explicit calculation of (2, 1)-Yukawa couplings for a standard
embedding model on quintic Calabi-Yau manifolds, following ref. [19]. Quintics are defined
as zero loci of polynomials p which are homogeneous of degree five in the projective coor-
dinates ZA, where A = 1, . . . 5, on the ambient space A = P4. Local coordinates on the
quintic X will be denoted as (xµ, x¯µ¯).4 The Hodge numbers of the quintic are given by
h1,1(X) = 1 and h2,1(X) = 101, where the latter equals the number of complex structure
moduli on which the defining polynomials p depend.
The Yukawa couplings for the (2, 1) matter fields in a standard embedding model are
given by [2]
λ(a, b, c) =
∫
X
Ω ∧ aµ ∧ bν ∧ cρΩµνρ , (A.1)
a special version of the general formula (2.2). Here aµ, bν , cρ are tangent bundle valued
(0, 1)-forms which are in one-to-one correspondence with harmonic (2, 1)-forms, that is
H1(X,TX) ∼= H2,1(X) . (A.2)
Following ref. [19], these forms can be explicitly written as
aµ = q(ZA)gµρχλ¯ρ¯dx¯








where q(ZA) are a homogeneous degree five polynomials which parametrise the 101 complex
structure deformations of the quintic. The space of homogeneous polynomials of degree five
in five variables has dimension 126 but this space has to be divided by the action of Gl(5,C)
on the coordinates which reduces the dimension to the desired 101. Of course we can choose
a basis of this space (for example consisting of monomials) which is independent of the
complex structure moduli. In the following, we will denote the three degree five polynomials
which correspond to the three form a, b, c in the Yukawa integral (A.1) by q, r and s.











whose restriction Ω = Ωˆ|X gives the (3, 0)-form on the quintic X. It can be shown that Ω is
non-singular as long as the derivatives pA do not all vanish simultaneously or, equivalently,
if the quintic defined by p = 0 is smooth. We also have the useful property (a special
version of eq. (2.21))




AdZBdZCdZDdZE = Z5d4Z , (A.5)
4Here we will follow the same notation for the coordinates as in [19] which is different from our notation


















where the last equality holds on the coordinate patch Z5 = const.
To compute the integral (A.1), we lift it to the ambient space by inserting the delta-
function current





Ω ∧ ω¯ ∧ δ2(p)dp ∧ dp¯ where ω¯ = aµ ∧ bν ∧ cρΩµνρ . (A.6)
With the help of eqs. (2.23) and (A.5) and an integration by parts this integral turn into













pAp¯A , τ = ǫ
ABCDEpAdpBdpCdpDdpE . (A.8)





which turns the Yukawa integral into


























A|2. This leads to







δ(σ − 1)d5z τ¯dz¯5¯ . (A.12)




















d5p τ¯ , (A.13)
where d5p = dp1dp2dp3dp4dp5. The last integral is suitable for applying the Bochner-
Martinelli theorem (see, for example, ref. [38]), leading to










It is convenient to re-express the last identity as a contour integral








with contour Γ5 = γ1× γ2× γ3× γ4× γ5 and γA curves winding around the hyper-surfaces

















the algebraic approach for calculating (2, 1) Yukawa couplings. We first note that the
numerator qrs of the integrand is a homogeneous polynomial of degree 15. Now assume
that this polynomial can be written as
qrs = EApA (A.16)
for degree 11 polynomials EA. In this case, the integral (A.15) is zero since one of the
poles in the denominator of (A.15) is canceled. Hence, for the purpose of calculating
Yukawa couplings, we can think of qrs as an element of the quotient
P15 = A15/I15 , (A.17)
which consists of the degree 15 polynomials A15 in the coordinate ring A =
C[Z1, . . . , Z5]/〈p〉 of the quintic divided by the degree 15 part of the ideal I = 〈p1, . . . , p5〉 ⊂
A. By counting polynomial degrees of freedom (or, in more mathematical terms, by
computing the Hilbert functions of A and I) it can be shown that the quotient P15 is one-
dimensional. Hence, we should be able to choose a degree 15 polynomial which represent











∈ A15 . (A.18)











(2πi)5 6= 0 , (A.19)
which shows that Q /∈ I15 and, hence, that its associated equivalence class spans P15. Put
another way, this means that every product qrs can be written as a multiple of Q plus an
element in the ideal I15 or, explicitly,
qrs = µ(q, r, s)Q+ EApA , (A.20)
for some number µ(q, r, s). Inserting this expression for qrs into the Yukawa integral (A.15)
and using the “normalisation” (A.19) for Q it follows that
λ(q, r, s) = −5i(2π)3µ(q, r, s) . (A.21)
Hence, up to a well-defined numerical factor, the coefficient µ(q, r, s) is the desired Yukawa
coupling and eq. (A.20) provides the algebraic rule for its computation.
As an explicit example, let us consider the one-parameter family of quintics defined by
the polynomials5








5 − 5ψZ1Z2Z3Z4Z5 , (A.22)

















where ψ is the complex structure modulus. We would like to compute the Yukawa coupling
between the three same matter fields which correspond to the polynomials q = r = s =
Z1Z2Z3Z4Z5. Using qrs = (Z1Z2Z3Z4Z5)






= 5 · 45(1− ψ5)(Z1Z2Z3Z4Z5)
3 + EApA (A.23)







This coupling becomes singular for ψ5 → 1 which is related to the quintic acquiring a
conifold singularity in this limit.
A.2 An algebraic approach
It is possible to formulate the above procedure for calculating the (2, 1)-Yukawa couplings
in more algebraic terms, in analogy with the approach taken in ref. [26]. Calculating
(2, 1)-Yukawa couplings can also be understood as a cup product between three elements
of H1(X,TX) which leads to a map
H1(X,TX)×H1(X,TX)×H1(X,TX) → H3(X,∧3TX) = H3(X,OX) ∼= C . (A.25)
The target space,H3(X,∧3TX), of this map is one-dimensional as indicated and, hence, the
result of the cup product can be interpreted as a number which turns out to be proportional
to the Yukawa coupling. In order to turn this observation into a useful practical procedure
we require polynomial representatives for the cohomologies involved. The tangent bundle,
T = TX of the quintic can be described in terms of two short exact sequences, the Euler
sequence and the normal bundle sequence, given by
0 → OX
Z
→ S → T → 0 0 → T → T
p
→ N → 0
h0(·) 1 25 24 0 24 125
h1(·) 0 0 0 101 0 0
h2(·) 0 0 1 1 1 0
h3(·) 1 0 0 0 0 0
(A.26)
where T = TA|X is the tangent bundle of the ambient space A = P
4 restricted to the
quintic, N = OX(5) is the normal bundle and S = OX(1)
⊕5. The two relevant maps are
Z = (Z1, . . . , Z5)
T and p = (p1, . . . p5), where, as before, pA = ∂p/∂Z
A. In eq. (A.26), we
have also indicated the dimensions of cohomologies in the associated long exact sequences.
These show that






























With the coordinate ring A = C[Z1, . . . , Z5]/〈p〉 of the quintic and H0(X,N) ∼= A5 and





This equation provides an algebraic description for the (2, 1) families. They are given
by quintics in A5 modulo the image of five linear polynomials (ℓ
1, . . . , ℓ5) under the map
p, that is, modulo polynomials of the form
∑5
A=1 pAℓ
A. Note that dimensions work out
correctly. We have dim(A5) = 125 and dim(A
⊕5




A = 5p and, hence, vanishes in A5. This means p(A
⊕5
1 ) ⊂ A5 has only
dimension 24 so that the entire quotient has dimensions 101, as required.
In order to complete the picture we should also work out an algebraic representation
for the target space H3(X,TX) in eq. (A.25). To do this we consider the third wedge
power sequence
0 → ∧3T → ∧3T → ∧2T ⊗N → T ⊗ S2N → S3N → 0 (A.30)
associated to the normal bundle sequence in eq. (A.26). By introducing suitable co-kernels
C1 and C2, this long exact sequence can be split up into three short exact sequences
∧3T → ∧3T → C2 C2 → ∧
2T ⊗N → C1 C1 → T ⊗ S
2N → S3N
h0(·) 1 225 224 224 2250 2026 2026 4900 2875
h1(·) 0 0 0 0 0 1 1 0 0
h2(·) 0 0 1 1 0 0 0 0 0
h3(·) 1 0 0 0 0 0 0 0 0
(A.31)
For simplicity of notation we have omitted the zeros at either end of the sequences and we
have added the cohomology dimensions of the associated long exact sequences. For ∧3T ,
∧2T ⊗N and T ⊗ S2N these dimensions follow straightforwardly from the wedge powers
of the Euler sequence (A.26), multiplied with the appropriate powers of the normal bundle
N . Chasing through these three long exact sequences we find that
H3(X,TX) ∼= H2(X,C2) ∼= H
1(X,C1) ∼= Coker
(






Further, the Euler sequence in eq. (A.26) tensored with S2N implies that




→ H0(X,S ⊗ S2N)
)
. (A.33)
Combining these last two results, together with H0(X,S3N) ∼= A15 and H0(X,S⊗S3N) ∼=





and this quotient space is indeed one-dimensional, as it should be. Note, since p ◦Z = 0 in
the coordinate ring A, we do not have to remove the image of Z from the denominator in

















for an algebraic computation of Yukawa couplings. Start with three quintic polynomials
q, r, s which represent (2, 1) families and classes in the quotient (A.29), that is, they are
defined modulo
q ∼ q + p · ℓ(q) , r ∼ r + p · ℓ(r) , s ∼ s+ p · ℓ(s) , (A.35)
where ℓ(q), ℓ(r) and ℓ(s) are five-dimensional vector of linear polynomials. Then the prod-
uct qrs is a degree 15 polynomial which defines an element in the one-dimensional quo-
tient (A.34). This element is independent of the ambiguity (A.35) and, subject to choosing
a basis polynomial for the quotient (A.34), provides the desired Yukawa coupling.
B The boundary integral
When deriving the Yukawa coupling in the main text, in particular by converting eq. (2.20)
into eq. (2.24), we have neglected the boundary term which arises from in the partial
integration. In this appendix we show that this boundary term does indeed vanish for the
cases of interest.
Before we get to Yukawa couplings it might be useful to note that this boundary term
can indeed be important for certain integrals of interest. Consider the tetra-quadric in the
ambient space A = P1×P1×P1×P1, with the four ambient space Kahler forms Jˆi, where
i = 1, 2, 3, 4, normalised as
∫
P1
Jˆi = 1 and their restrictions Ji = Jˆi|X to the tetra-quadric.




J1 ∧ J2 ∧ J3 . (B.1)
It is well-known [30] how to compute these intersection numbers by introducing the two-
form µ = 2
∑4





Jˆ1 ∧ Jˆ2 ∧ Jˆ3 ∧ µ = 2 . (B.2)
This method is applicable since the ambient space version Jˆ1 ∧ Jˆ2 ∧ Jˆ3 of the integrand
is a closed form. However, alternatively, we may proceed by inserting a δ-function into
the integral (B.1), as we have done for eq. (2.20) and, subsequently, by using the current


























Since the Kahler forms Jˆi are ∂¯-closed, integration by parts and neglecting the boundary
term leads to d123 = 0, in contradiction with (B.2). Hence, in this case, the result comes










where γ4 is a contour with |z4| → ∞. In this limit p ∼ z24 and p
−1dp ∼ 2z−14 dz4 which

















For Yukawa integrals, the integrand is typically not a closed form so the δ-function
current shoud be used to re-write these as ambient space integrals. As the above exam-
ple indicates, we should be careful about the boundary term in the subsequent partial
integration. The basic integral we consider is of the form
λ(ν1, ν2, ν3) =
∫
X











where the νi are bundle-valued harmonic (0, 1)-forms. We begin with the simplest case
where all three forms are of type 1, that is, they are restrictions νi = νˆi|X of three ambient
space forms νˆi which are ∂¯-closed. Since the three associated line bundles Ki = OX(ki)
tensor to the trivial bundle (see table 4) the structure of line bundle cohomology on the
tetra-quadric (as discussed in section 3.4) implies that the vectors ki must all vanish in
one same component. For simplicity, we take this to be the fourth component. This means
that the form νˆi are all independent of z4, z¯4 and dz¯4. Then, the boundary integral related























since p is quadratic in z4. This shows that the boundary integral (B.6) vanishes.
Now we will consider the general case when at least one the forms νi is of type 2 (so
that ∂¯νˆi 6= 0 for these forms). In this case, we write (B.5) as













and integrating this by parts leads to












d4z ∧ β . (B.9)








[ωˆ1 ∧ νˆ2 ∧ νˆ3 − νˆ1 ∧ ωˆ2 ∧ νˆ3 + νˆ1 ∧ νˆ2 ∧ ωˆ3] ,
∂¯α = p d4z ∧ β . (B.10)
To evaluate the boundary term we first note that, from our discussion in section 4.1, the






























This means that in the limit |z4| → ∞ we get






where ρ is a (3, 3)-form independent of z4, z¯4, dz4 and dz¯4. Then from eq. (B.10) it follows
that




where we recalled that p is quadratic in z4 and ρ
′ is another (3, 3)-form independent of z4,
z¯4, dz4 and dz¯4. Using eq. (B.13) we find that







−→ ρ′ ∧ dz4 . (B.14)









= 0 . (B.15)
This shows that the boundary contribution in (B.9) indeed vanishes.
C Bundles on Kahler manifolds
In this appendix, we review some standard mathematics for Kahler manifolds and holo-
morphic vector bundles, which we rely on in the main part of the text. The exposition
mainly follows ref. [35], and more details can also be found in refs. [37, 38].
Let M be a Kahler manifold of dimension n and E → M be a rank r holomorphic
vector bundle over M with fibres Ex, where x ∈ M . The space of E-valued (p, q) forms on
M is denoted by Ap,q(E). The usual operator ∂¯ : Ap,q → Ap,q+1 for differential forms can
be generalised to E-valued forms
∂¯E : A
p,q(E) → Ap,q+1(E) (C.1)
mapping bundle-valued (p, q)-forms to bundle-valued (p, q + 1)-forms. Explicitly, this op-
erator is defined as follows. For a local holomorphic trivialisation s = (s1, s2, . . . , sr) of E
we can write a vector bundle-valued (p, q)-form α ∈ Ap,q(E) as α =
∑r
i=1 α
i ⊗ si, where




∂¯αi ⊗ si . (C.2)
Since the transition functions are holomorphic, this definition is independent of the chosen
trivialisation, as it should be. It is straightforward to show from this definition that ∂¯2E = 0
and that the Leibniz rule
∂¯E(fα) = ∂¯(f) ∧ α+ f∂¯E(α) (C.3)

















A Hermitian structure on E (which can also be de defined more generally over complex
vector bundles) is defined by providing a Hermitian scalar product hx on each fibre Ex.
Let σ and ρ be two sections of E which, for the aforementioned trivialisation of E, are
expanded as σ =
∑r
i=1 σ
isi and ρ =
∑r
i=1 ρ
isi. Then, the Hermitian structure, acting on
σ and ρ, can be written out as
h(σ, ρ) = Hijσ
iρ¯j = σTHρ¯ , Hij = h(si, sj) . (C.4)
In other words, locally, we can think of the Hermitian structure as being described by
Hermitian r × r matrices H. For a different local trivialisation s′ = (s′1, s
′
2, . . . , s
′
r) related
to the original one by s′i = φ
j
isj it follows that H transforms as
H ′ = φTHφ¯ . (C.5)
The Hermitian structure h can also be viewed as an isomorphism between the vector bundle
E and its dual E∗, so h : E
≃
→ E∗. This isomorphism can be written more explicitly
by introducing a “dual” trivialisation s∗ = (s
1
∗, . . . , s
r
∗) of E
∗, defined by the relations
si∗(sj) = δ
i
j . If we further denote the inverse map of h by h
∗ : E∗
≃









A Hermitian structure allows one to define a generalisation of the Hodge dual operation
⋆¯E : A
p,q(E) → An−p,n−q(E∗) to vector bundle-valued forms by setting
⋆¯E(α⊗ s) = ⋆(α¯)⊗ h(s) , (C.7)
where ⋆ the the regular Hodge star operation on forms. It follows that ⋆¯E◦⋆¯E = (−1)
p+q, in
analogy with corresponding rule for the regular Hodge star. Using this generalised Hodge




α ∧ ⋆¯E(β) . (C.8)
on Ap,q(E). The adjoint operator ∂¯†E : A
p,q(E) → Ap,q−1(E) of ∂¯E relative to this scalar
product satisfies
(∂¯Eα, β) = (α, ∂¯
†
Eβ) , (C.9)
and takes the form
∂¯†E = −⋆¯E ◦ ∂¯E∗ ◦ ⋆¯E , (C.10)




E ∂¯E + ∂¯E ∂¯
†
E , (C.11)
which is self-adjoint under the above scalar product. Bundle-valued forms α ∈ Ap,q(E)
satisfying ∆Eα = 0 are called harmonic with respect to the Hermitian structure h. For a
compact manifold, the harmonic forms α are precisely the closed and co-closed forms, so
the forms satisfying
∂¯Eα = 0 , ∂¯
†

















These forms are in one-to-one correspondence with the cohomology groups Hp,q(M,E) ∼=
Hq(M,E ⊗ ΛpΩM ). Finally, there is a generalisation of the Hodge decomposition which
states that every form α ∈ Ap,q(E) can be written as a unique sum α = η + ∂¯Eβ + ∂¯
†
Eγ,
where η is harmonic.
A connection, ∇, on E is a map ∇ : A0(E) → A1(E) which satisfies the Leibniz rule
∇(fσ) = d(f)⊗ σ + f∇(σ) (C.13)
for local sections σ and local functions f . Writing the section σ =
∑r
i=1 σ
isi in terms of a
local trivialisation s = (s1, . . . , sr), we have
∇(σ) = (dσi +Aijσ
j)⊗ si , ∇(sj) = A
i
jsi , (C.14)
where A is the gauge field. In short, locally, the connection can be written as ∇ = d+ A,
with the gauge field transforming as
A′ = φ−1Aφ+ φ−1dφ . (C.15)
under a change of trivialisation, s′i = φ
j
isj . The curvature F∇ ∈ A
2(End(E)) is defined by
F∇ = ∇ ◦∇. For a given trivialisation its local form is
F∇ = dA+A ∧A . (C.16)
A connection is called compatible with the holomorphic structure if∇0,1 = ∂¯ and it is called
Hermitian if it satisfies d(h(σ, ρ)) = h(∇(σ), ρ) + h(σ,∇(ρ)) for any two sections σ and ρ.
For a holomorphic vector bundle there exists a unique Hermitian connection compatible
with the holomorphic structure which is called the Chern connection. In a local frame, the
gauge field associated to the Chern connection is given by
A = H¯−1∂H¯ . (C.17)
For a holomorphic change of the trivialisation, s′i = φ
j
isj , it is straightforward to verify
that eq. (C.17) is consistent with the transformation laws (C.5) and (C.15). It can be
shown, using eq. (C.16), that the curvature of the Chern connection is a (1, 1)-form and,
locally, is explicitly given by
F∇ = ∂¯(H¯
−1∂H¯) . (C.18)
In the main part of the paper, we are calculating certain bundle-valued harmonic forms
and it is, therefore, important to re-write the defining eqs. (C.12) for such forms in a
simple and explicit way. As before, we introduce local trivialisations s = (s1, . . . , sr)
and s∗ = (s
1
∗, . . . , s
r
∗) on E and E
∗, satisfying si∗(sj) = δ
i
j . We start with two (p, q)-
forms α = αisi and β = βis
i
∗ taking values in E and E
∗, respectively. Then from the
definition (C.2) of ∂¯E we have
∂¯E(α) = (∂¯α



















For the generalised Hodge star operation (C.7) we get
⋆¯E(α) = (∗α¯
i)⊗h(si) = Hji(∗α¯
i)⊗sj∗ , ⋆¯E∗(β) = (∗β¯i)⊗h
∗(si∗) = H¯
ji(∗β¯i)⊗sj . (C.20)
Combining these equations we obtain









i ⊗ sk , (C.21)
where A is the Chern connection (C.17). Hence, ∂¯†E corresponds to the dual of the ∇
1,0 part
of the Chern connection. From the above argument we conclude that a harmonic bundle-
valued form α, written as α = (α1, . . . , αr)T relative to a local frame, is characterised by
∂¯α = 0 , (∂ +A) ⋆α = 0 , (C.22)
where A is the gauge field associated to the Chern connection on the bundle. Using the
explicit expression (C.17) for the Chern connection, these equations can be cast into the
somewhat more convenient form
∂¯α = 0 , ∂(H¯ ⋆α) = 0 , (C.23)
with the Hermitian structure H on the bundle.
D The solution to the map between harmonic forms on P1
One of the key technical observations in the main part of the paper concerns the multipli-
cation of harmonic bundle-valued (0, 0)-forms with (0, 1)-forms on P1. While the resulting
product (0, 1)-form represents a cohomology it is not harmonic anymore. However, the
equivalent harmonic representative can be found by solving eq. (3.14) which is surpris-
ingly complicated. Remarkably, a simply solution, given by eq. (3.15), can be found for
this equation. it states that the harmonic representative of the product can be obtained by
converting the multiplicative action of the (0, 0)-form into a derivative action. The purpose
of this appendix is to provide a general proof for this solution.
More specifically, the set-up is as follows. On P1 we introduce homogeneous coordinates
xα, where α = 0, 1, and corresponding affine coordinates z = x1/x0, w = x
0/x1 on the
two standard open patches. We consider a harmonic (0, 0)-form which represents a class
in H0(P1,OP1(δ)), where δ ≥ 0, and, from the discussion in section 3.1, this (0, 0)-form is
described by a holomorphic polynomial p(z) of degree δ or, equivalently, by its homogeneous
counterpart p˜(x0, x1). Further, we consider a harmonic (0, 1)-form which represents a class
in H0(P1,OP1(k − δ)), where k ≤ −2. Again, following section (3.1), this (0, 1)-form is
described by an anti-holomorphic polynomial P (z¯) with degree −k+ δ− 2 or, equivalently,
by its homogeneous counterpart P˜ (x¯0, x¯1). The product of the two forms represent a
cohomology class in H0(P1,OP1(k)) but it is not harmonic. This harmonic representative,
equivalent in cohomology to this product, is denoted is represented by an anti-holomorphic
polynomial Q(z¯) of degree −k−2 or, equivalently, by its homogenous counterpart Q˜(x¯0, x¯1).
This polynomial Q can be obtained from p and P by the equation


















which we have derived in section 3.1. Here, S = S(z, z¯) is a suitable polynomial of bi-
degree (δ − 1, δ − k − 1) in (z, z¯) which, for given p and P , is determined from the above
equation along with the polynomial Q. Our aim is to show this equation is indeed solved
by eq. (3.15).


























are polynomials of degree δ − 1 in z. Inserting the above expressions for p, P and Q into









Note that the terms with the highest degrees z¯δ+ℓzAδ+ℓ cancel. Now we substitute the
remaining polynomials for S, Aj and Aδ+ℓ in order to obtain equations for the coefficients
qj . Focusing on terms proportional to z
iz¯i+j , where i = 0, 1, . . . , δ, we find the following
linear system
a0bj + (j + 1)c0,j+1 = qj


















aδbδ+j + (j − ℓ)cδ−1,j+δ = qj
for the coefficients qj . Evidently, this system has a triangular form and we can eliminate
the coefficients cij step by step. More specifically, taking a proper linear combination of
the first two equations we can eliminate c0,j+1, combining the resulting linear combination
with the third equation we can eliminate c1,j+2 and so forth. In this way, by going through
all δ+1 equations, we can completely eliminate the coefficients ci,j and find qj in terms of ai
and bk. To do this explicitly, we would like to find the linear combination with coefficients
α0, α1, . . . , αδ of the δ+1 equations (D.5) for which all cij cancel on the l.h.s. The cancel-
lation of the terms involving c0,j+1, c1,j+2, . . . , cδ−1,j+δ imposes the following conditions
α1 = α0
j + 1



















δ + ℓ− j − 2
= α0
(j + 1)(j + 2)






(j + 1)(j + 2) . . . (j + δ)
(δ + ℓ− j − 1)(δ + ℓ− j − 1) . . . (ℓ− j)
(D.6)
on the ratios of these coefficients. If we choose the overall normalisation of the αi by
setting α0 = (δ + ℓ− 1− j)(δ + ℓ− 2− j) . . . (l − j) it follows that
αi =
(δ + ℓ− j − 1− i)!(i+ j)!
(ℓ− j − 1)!j!
, i = 0, 1, . . . δ . (D.7)
We can now work out the required linear combination of the eqs. (D.5), using the






























j where qj = c
δ∑
i=0













P˜ (x¯0, x¯1) , (D.10)
where we recall that the tilde denotes the homogeneous counterparts of polynomials. The




for certain constants βi. It is a simple combinatorial exercise to compute βi and to note
that, in fact, βi = αi. Hence, with the result for Q from eq. (D.9), this means that













(δ − k − 1)!
. (D.12)
This is the expected solution to eq. (D.1).
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