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We present an analysis of the ensemble Kalman filter for inverse problems based on the con-
tinuous time limit of the algorithm. The analysis of the dynamical behaviour of the ensemble
allows to establish well-posedness and convergence results for a fixed ensemble size. We will
build on the results presented in [17] and generalise them to the case of noisy observational
data, in particular the influence of the noise on the convergence will be investigated, both
theoretically and numerically.
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1. Introduction
The treatment and minimisation of uncertainties in inverse problems is indispens-
able to address the impact of limited knowledge in the unknown and noise in
observational data. In the inverse setting, the Bayesian approach allows to incor-
porate uncertainties in the model and the observations and leads to a complete
characterisation of the uncertainty in terms of the posterior distribution, i.e. the
conditional distribution of the unknown parameters given the data. The approach
is well-defined in the infinite-dimensional setting, see [3, 18]. However, for computa-
tionally intensive applications, the computation or approximation of the posterior is
prohibitively expensive and is even with today’s supercomputers, still intractable.
The Ensemble Kalman Filter (EnKF) introduced in the 1990s by Evensen and
coworkers [6] is widely and successfully used by practitioners in such cases. The
low computational costs, the straightforward implementation and its non-intrusive
nature make the method appealing in various areas of application, see e.g. [1, 2].
But, on the downside, the EnKF is underpinned by very limited theoretical un-
derstanding. In the data assimilation context, well-posedness results of the EnKF
can be found in [12, 13, 19, 20] and a convergence analysis in the case of a fully
observed system is presented in [4]. The analysis of the large ensemble size limit
can be found in [8, 14]. For inverse problems, the connection to deterministic reg-
ularisation techniques and step-size strategies for nonlinear forward problems can
be found in [9–11]. In this paper, we will build on the results presented in [17] and
generalise them to the case of noisy observational data. The analysis of the EnKF
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is based on the continuous time scaling limits, which allow to study the properties
of the EnKF for fixed ensemble size.
The inverse problem is defined as follows: Let X and Y denote separable Hilbert
spaces. Furthermore, we denote by A ∈ L(X ,Y) the forward response operator
mapping from the parameter space X to the data space Y. The observations are
assumed to be finite-dimensional, i.e. Y = RK , K ∈ R. The goal of computation is
to recover the unknown parameters u from noisy observations y, where
y = Au+ η.
The noise η in the observations is assumed to be normally distributed with
η ∼ N (0,Γ), Γ ∈ RK×K symmetric positive definite. In the Bayesian setting,
the unknown parameter u is interpreted as a random variable or random field,
distributed according to our prior knowledge µ0. We assume that the noise η is in-
dependent of u. It is well known that the EnKF does not provide an approximation
of the posterior measure in the nonlinear case, cp. e.g. [5]. We therefore present
an analysis of the EnKF viewed as a minimisation method of the least-squares
functional
Φ(u; y) =
1
2
‖Γ− 12 (y −A(u))‖2Γ .
We restrict the analysis to the linear case, which allows us to completely understand
the error propagation of the method for a fixed ensemble size. The results build the
basis for the analysis of the nonlinear case, which will be subject of future work.
The paper is structured as follows: In Section 2, we introduce the EnKF for
inverse problems and derive the continuous time limit of the algorithm. We study
the properties of the method by analysing the dynamical behaviour of the ensemble
and derive convergence results by considering the long-time behaviour. We present
in Section 3 well-posedness results, the quantification of the ensemble collapse and
convergence results for the noisy, linear setting. Numerical experiments illustrating
the findings are presented in Section 4.
2. The Ensemble Kalman Filter for Inverse Problems and its
Continuous time limit
The EnKF as originally introduced by Evensen and coworkers is a method for the
filtering problem, i.e. it sequentially updates the probability distribution of the
model state given the data, see e.g. [7, 15, 16] for more details. We follow the ideas
in [10] and generalise the EnKF to inverse problems as follows. We introduce an
artificial time h = 1/N and use the observational data to update the unknown
parameter at each time step nh with n ∈ N, n ≤ N .
We account for the repeated use of the observational data by amplifying the noise
covariance by 1/h, which leads to a consistent scaling of the misfit functional.
The EnKF then generates an ensemble of interacting particles, initialised by
draws from the prior distribution, in the following way. The empirical mean (u¯n)
N
n=0
and covariance (C(un))
N
n=0 of the ensemble are updated in each iteration according
to
u¯n+1 = u¯n +Kn(y −Au¯n) C(un+1) = C(un)−KnAC(un) , (1)
2
where Kn = C(un)A
∗(AC(un)A∗ + 1hΓ)
−1 denotes the Kalman gain and u¯n =
1
J
∑J
j=1 u
(j)
n , C(un) =
1
J
∑J
j=1
(
u
(j)
n − un
)⊗ (u(j)n − un). The iteration (1) does not
define a unique linear transformation of each particle. We refer to [16] for more
details on different transformations. Here, we will focus on the non-deterministic
coupling, the EnKF with perturbed observations, leading to the iteration
u
(j)
n+1 = u
(j)
n + C(un)A
∗(AC(un)A∗ +
1
h
Γ)−1(y(j)n+1 −Au(j)n )
with y
(j)
n+1 = y + η
(j)
n+1, η
(j)
n+1 ∼ N(0, 1hΓ) for J particles, i.e. j = 1, . . . , J .
The analysis we present here relies on the continuous time limit of the EnKF.
We therefore interpret the iterates u
(j)
n as a discretization of a continuous function
u(j)(nh). The limit is then formally given by
du(j) = C(u)A∗Γ−1A(u†+η − u(j))dt+C(u)A∗Γ− 12 dW (j) ,
where W (1), . . . ,W (J) are pairwise independent cylindrical Wiener processes on X ,
y denotes the noisy observational data and C(u) = 1J
∑J
k=1
(
u(k)− u)⊗ (u(k)− u).
We will restrict the analysis to the case η
(j)
n+1 = 0 for all n ∈ N and j = 1, . . . , J
leading to a limiting ordinary differential equation of the form
du(j)
dt
=
1
J
J∑
k=1
〈
A(u(k) − u), y −Au(j)〉
Γ
(
u(k) − u), j = 1, · · · , J. (2)
or equivalently
du(j)
dt
= −C(u)DuΦ(u(j); y)
with potential Φ(u; y) = 12‖Γ−
1
2 (y − Au)‖2Γ. Equation (2) reveals the well-known
subspace property of the EnKF [10], since the vector field is in the linear span of
the ensemble itself.
3. Convergence Analysis
In this section we generalise the results from [17] and allow for noise in the obser-
vational data; specifically we consider the case that the observational data y† is
polluted by additive noise η† ∈ RK in the following way
y† = Au† + η† .
In subsection 3.1 we will demonstrate the undesirable effect of noise on the in-
version methodology, and in subsection 3.2 we will suggest a stopping criterion to
ameliorate the effect.
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3.1. Analysis of the EnKF With Noisy Data
Following the notation introduced in [17], we inroduce the quantities
e(j) = u(j) − u¯, r(j) = u(j) − u† j = 1, . . . , J
Elj = 〈Ae(l), Ae(j)〉Γ, Rlj = 〈Ar(l), Ar(j)〉Γ, Flj = 〈Ar(l), Ae(j)〉Γ l, j = 1, . . . , J ,
and the misfit ϑ(j) = Au(j) − y†,  = 1, . . . , J . The quantity e(j) measures, for each
particle j, the difference to the empirical mean (computed from the ensemble)
and the quantity r(j) measures the difference from particle j to the truth. The
matrix-valued quantities describe the interaction of these quantities mapped to
the observation space. Due to the linearity of the forward operator, the misfit can
be related to the residuals as follows
ϑ(j) = Ar(j) − η† j = 1, . . . , J ,
i.e. the misfit is a finite dimensional quantity in RK . Furthermore, we define the
matrix-valued quantity D by
Dlj = 〈ϑ(l), Ae(j)〉Γ l, j = 1, . . . , J .
Theorem 3.1 Let y† denote the perturbed image of a truth u† ∈ X, i.e. y† =
Au† + η†. Furthermore, an initial ensemble u(j)(0) ∈ X for j = 1, . . . , J is given,
and we denote by X0 the linear span of the {u(j)(0)}Jj=1. Then, equation (2) has a
unique solution u(j)(·) ∈ C([0, T );X0) for j = 1, . . . , J.
Proof. Each particle u(j) satisfies
du(j)
dt
= − 1
J
J∑
k=1
Fjke
(k) +
1
J
J∑
k=1
〈Ae(k), η†〉e(k) (3)
= − 1
J
J∑
k=1
Djku
(k) . (4)
The subspace property of the EnKF and the local Lipschitz continuity of the right-
hand side of (4) ensures the local existence of a solution in C([0, T );X0) for T > 0.
To establish global existence of solutions, we show the boundedness of the right-
hand side of (4).
The following differential equation holds for the quantity e(j)
de(j)
dt
= − 1
J
J∑
k=1
Ejke
(k) = − 1
J
J∑
k=1
Ejkr
(k) .
For the matrix-valued quantity E, we obtain
d
dt
E = − 2
J
E2 .
Thus, the dynamical behaviour of the quantities e(j) and Ae(j) is not influenced
by the noise in the data. Therefore, the results presented in [17] for the noise free
4
case still hold true, i.e. for the orthogonal matrix X defined through the eigende-
composition of E(0) it holds true that
E(t) = XΛ(t)X> (5)
with Λ(t) = diag{λ(1)(t), . . . , λ(J)(t)}, Λ(0) = diag{λ(1)0 , . . . , λ(J)0 } and
λ(j)(t) =
( 2
J
t+
1
λ
(j)
0
)−1
, (6)
if λ
(j)
0 6= 0, otherwise λ(j)(t) = 0.
The misfit ϑ(j) satisfies
dϑ(j)
dt
= − 1
J
J∑
k=1
DjkAe
(k)
and the dynamical behaviour of the corresponding matrix-valued quantity D is
given by
d
dt
D = − 2
J
DE .
The boundedness of D(t) follows from the boundedness of the misfit ϑ(j), which
can be derived from
1
2
dϑ(j)
dt
= − 1
J
J∑
k=1
DjkDjk .
Hence, the misfit ϑ(j) is bounded uniformly in time. By the Cauchy-Schwartz in-
equality, the bound on D follows with
D2ij = 〈ϑ(i), Ae(j)〉2Γ ≤ |ϑ(i)|2Γ · |Ae(j)|2Γ ≤ C|Ae(j)|2Γ
for a constant C > 0 independent of T , i.e. Dij → 0 at least as fast as 1√t as t→∞,
in particular, D is uniformly bounded in time. Global existence for u(j) (and e(j),
r(j)) follows. 
The proof of Theorem 3.1 reveals that the behaviour of the quantity e(j), which
is an indicator of the ensemble collapse, is not affected by the noise. Hence, [17,
Theorem 3] can be directly generalised to the perturbed case.
Corollary 3.2 Let y† denote the perturbed image of a truth u† ∈ X, i.e. y† =
Au†+η†. Furthermore, assume that an initial ensemble u(j)(0) ∈ X for j = 1, . . . , J
is given. Then, the matrix valued quantity E(t) converges to 0 for t→∞ with an
algebraic rate of convergence: ‖E(t)‖ = O(Jt−1).
The ensemble collapse is a further form of regularisation as the solution not
only remains in the linear span of the initial ensemble, but actually asymptotically
lives in the span of a single element. The preceding result shows that the ensemble
collapse, namely the fact that all particles converge to their common mean, does not
depend on the realisation of the noise. We now discuss the convergence properties of
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the EnKF in the perturbed case. The analysis presented in [17, Theorem 4] indicates
that we can transfer the convergence result straightforwardly to the mismatch ϑ(j).
However, the convergence of the residuals r(j) depends on the realisation of the
noise.
Theorem 3.3 Let y† denote the perturbed image of a truth u† ∈ X, i.e. y† = Au†+
η† and the forward operator A is one-to-one. Let Y‖ denote the linear span of the
{Ae(j)(0)}Jj=1 and let Y⊥ denote the orthogonal complement of Y‖ in Y and assume
that the initial ensemble members are chosen so that Y‖ has the maximal dimension
min{J − 1,dim(Y )}. Then ϑ(j)(t) may be decomposed uniquely as ϑ(j)‖ (t) + ϑ
(j)
⊥ (t)
with ϑ
(j)
‖ ∈ Y‖ and ϑ
(j)
⊥ ∈ Y⊥, where ϑ(j)‖ (t)→ 0 as t→∞ and ϑ
(j)
⊥ (t) = ϑ
(j)
⊥ (0) =
ϑ
(1)
⊥ .
Furthermore, if 〈η†, Ae(k)〉 ≤ 〈Ar(k), Ae(k)〉, the residual is monotonically de-
creasing. The rate of convergence of the component of the residual mapped forward
to the observational space, which belongs to Y‖, can be arbitrarily slow, i.e. depend-
ing on the realisation of the noise, the rate of convergence can be arbitrarily close
to 0.
Proof. The first part of the theorem follows with the same arguments as used for
the proof of [17, Theorem 4].
The norm of the residuals satisfies the following differential equation
1
2
d
dt
‖Ar(j)‖2Γ = −
1
J
J∑
k=1
F 2jk +
1
J
J∑
k=1
〈Ar(k), Ae(k)〉Γ〈η†, Ae(k)〉Γ .
Provided that 〈η†, Ae(k)〉 ≤ 〈Ar(k), Ae(k)〉Γ for k = 1, . . . , J , i.e. ‖η†‖Γ cos(θ1) ≤
‖Ar(j)‖Γ cos(θ2) with θ1 and θ2 denoting the angle between η† and Ae(k), and
between Ar(k) and Ae(k), respectively, the residuals mapped to the image space of
the forward operator are monotonically decreasing. Expanding the quantities Ar(k)
and η† in Y‖ and the orthogonal complement Y⊥
Ar(j)(t) =
J∑
k=1
αkAe
(k)(t) +Ar
(1)
⊥
η† =
J∑
k=1
ηkAe
(k)(t) +Aη
(1)
⊥ ,
cp. [17, Lemma 8] yields
1
2
d
dt
‖Ar(j)‖2Γ = −
1
J
J∑
k=1
J∑
l=1
ElkαkEklαl +
1
J
J∑
k=1
J∑
l=1
ElkαkEklηl .
If the coefficients of the noise are of the size of αk, the right hand side becomes 0
and the claim follows. 
Note that the proof of Theorem 3.3 suggests an a posteriori stopping criterion
for the EnKF. We will discuss in the following section the discrepancy principle as
a suitable criterion. Furthermore, assume that the noise is orthogonal to the space
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spanned by the linear ensemble, then the theorem shows the convergence of the
residuals in the image space.
3.2. Stopping Criteria for the EnKF
The Bayesian approach suggests an integration of the limit (2) up to time T = 1.
This can be interpreted as an a priori regularisation strategy motivated by the
probabilistic viewpoint. However, this stopping rule does not take into account the
actual realisation of the noise nor the additional regularisation effect due to the
ensemble collapse. The numerical experiments will show that this strategy often
leads to an too early stopping of the algorithm.
The proof of Theorem 3.3 suggests an a posteriori stopping criterion for the
method. We will investigate the discrepancy principle as a suitable criterion. Fur-
thermore, we note that if the noise is orthogonal to the space spanned by the linear
ensemble, then Theorem 3.3 shows the convergence of the residuals in the image
space.
Motivated by the deterministic regularisation methods, we consider the discrep-
ancy principle. Based on the noise model, we can choose a noise level δ > 0 with
‖η†‖ = ‖y† − Au†‖ < δ (with given probability P0). Note that the noise in the
observations is assumed to be normally distributed, i.e. realisations of the noise
cannot be bounded from above and below. Therefore, realisations of the noise are
smaller than δ with probability P0 = P (‖η‖ ≤ δ). The idea of this stopping rule is
that, due to noisy data, the information in the observations cannot be distinguished
from the noise for a residual in the order of δ, which means, asking for a residual
with discrepancy smaller than δ leads to fitting of the unknown parameters to the
noise. Therefore, the iterations of the EnKF will be stopped, when
‖Au¯(t)− y†‖ ≤ τδ
with an appropriately chosen parameter τ > 1 and u¯(t) denotes the empirical mean
of the ensemble at artificial time t.
In the numerical experiments, we will observe that a suitable stopping criterion
is indispensable in order to avoid the overfitting effect to the noisy data and thus,
to compute reliable and stable estimates of the unknown parameters.
4. Numerical Experiments
The forward model is described by the one dimensional elliptic equation
−d
2p
dx2
+ p = u in D := (0, pi) , p = 0 in ∂D .
The solution operator of the model is a mapping G : L2 → H2(D) ∩ H10 (D).
The solution is observed at K = 24 − 1 equispaced observation points at xk =
k
24 , k = 1, . . . , 2
4 − 1, which defines the observation operator O : H2(I) ∩ H10 →
Rk, i.e. the operator A is a mapping from L2 to RK defined by the composition
of the solution operator and the observation operator. We use a finite element
method with continuous, piecewise linear ansatz functions on a uniform mesh with
meshwidth h = 2−8 to solve the forward problem (the spatial discretization leads
to a discretization of u, i.e. u ∈ R28−1).
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Then, the inverse problem consists of recovering the unknown data u from noisy
observations
y† = p+ η = Au† + η . (7)
The measurement noise is chosen to be normally distributed, η ∼ N (0, γI),
γ = 0.012 ∈ R, I ∈ RK×K . Furthermore, the prior is µ0 = N(0, C0) with covari-
ance operator C0 = 10(−∆)−1. Here, we consider the Laplacian ∆ with domain
H2(D) ∩ H10 (D). The initial ensemble is based on the eigendecomposition of the
covariance operator C0, i.e. u
(j)(0) =
√
λjζjzj with ζj ∼ N (0, 1) for j = 1, . . . , J
and {λj , zj}j∈N denoting eigenvalues and eigenfunctions of C0.
To illustrate and numerically verify the results presented in this paper, we investi-
gate the dynamical behaviour of the quantities e, r and the misfit ϑ. The theoretical
results presented hold true for each particle, we therefore consider in the following
a rather small ensemble of size J = 5. For the sake of presentation, the empirical
mean (and minimum and maximum deviations) of the ensemble is shown.
100 102 104 106 108 1010
t
10 -15
10 -10
10 -5
100
spread J=5
1/J Σ|ek|2 J=5
spread J=5 truth
1/J Σ|ek|2 J=5 truth
spread J=5 truth mis.
1/J Σ|ek|2 J=5 truth mis.
100 102 104 106 108 1010
t
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10 -5
100
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Γ
2
 J=5
spread J=5 truth
1/J Σ|Aek|
Γ
2
 J=5 truth
spread J=5 truth mis.
1/J Σ|Aek|
Γ
2
 J=5 truth mis.
Figure 1. Quantities |e|22, |Ae|2Γ w.r. to time t, J = 5 (KL red),
(u† adaptive blue), (u˜ adaptive gray), β = 10, K = 24−1, initial
ensemble chosen based on KL expansion of C0 = β(−∆)−1,
η ∼ N (0, 0.012 id).
To investigate the convergence results further, we compare the performance of
three ensembles (all of size J = 5): the first one (shown in red) is based on the
first five terms in the Karhunen-Loe`ve (KL) expansion of the covariance opera-
tor C0, the second one (shown in blue) is chosen such that the contribution of
Ar⊥(t) in Theorem 3.3 is minimised (i.e. Ar(1) =
∑J
k=1 αkAe
(k) for some coeffi-
cients αk ∈ R. Given u(2), . . . , u(J) and coefficients α1, . . . , αJ , we define u(1) =
(1− α1 +
∑J
k=1 αk/J)
−1(u† − α1/J
∑J
j=2 u
(j) +
∑J
k=2 αku
(k) − αk/J
∑J
j=2 u
(j))),
the third ensemble (shown in grey) is chosen such that the contribution of
ϑ(t)⊥ in Theorem 3.3 is minimised (i.e. ϑ(1) =
∑J
k=1 αkAe
(k) for some coeffi-
cients αk ∈ R. Given u(2), . . . , u(J) and coefficients α1, . . . , αJ , we define u(1) =
(1 − α1 +
∑J
k=1 αk/J)
−1(u˜ − α1/J
∑J
j=2 u
(j) +
∑J
k=2 αku
(k) − αk/J
∑J
j=2 u
(j)),
where u˜ is the minimiser of the underdetermined least-squares problem).
In practice, the second strategy is not implementable, since the truth is used
to construct the ensemble. However, the performance of the second strategy gives
useful insight into the convergence behaviour of the EnKF.
The ensemble collapse is not affected by the choice of the initial ensemble. We
8
observe the predicted algebraic rate of convergence to the empirical mean, cp Figure
1.
The convergence behaviour of the residuals and the misfit, both projected to the
subspace spanned by the initial ensemble and the complement are shown in the
following two figures 2 and 3.
100 102 104 106 108
t
10 -15
10 -10
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100
1/J Σ|ϑ II |Γ2 J=5
1/J Σ|ϑ II |Γ2 J=5 truth
1/J Σ|ϑ II |Γ2 J=5 truth mis.
100 102 104 106 108
t
100
101
102
103
104
1/J Σ|ϑ
⊥
|
Γ
2
 J=5
1/J Σ|ϑ
⊥
|
Γ
2
 J=5 truth
1/J Σ|ϑ
⊥
|
Γ
2
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Figure 2. Misfit |ϑII |2Γ and |ϑ⊥|2Γ w.r. to time t,
J = 5 (KL red), (u† adaptive blue), (u˜ adaptive
gray), β = 10, K = 24− 1, initial ensemble cho-
sen based on KL expansion of C0 = β(−∆)−1,
η ∼ N (0, 0.012 id).
100 102 104 106 108
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100
150
200
1/J Σ|Ar II |Γ2 J=5
1/J Σ|Ar II |Γ
2
 J=5 truth
1/J Σ|Ar II |Γ
2
 J=5 truth mis.
100 102 104 106 108
t
10 -5
100
1/J Σ|Ar
⊥
|
Γ
2
 J=5
1/J Σ|Ar
⊥
|
Γ
2
 J=5 truth
1/J Σ|Ar
⊥
|
Γ
2
 J=5 truth mis.
Figure 3. Residuals |ArII |2Γ and |Ar⊥|2Γ w.r. to
time t, J = 5 (KL red), (u† adaptive blue),
(u˜ adaptive gray), β = 10, K = 24 − 1, ini-
tial ensemble chosen based on KL expansion of
C0 = β(−∆)−1, η ∼ N (0, 0.012 id).
The algebraic rate of the misfit is clearly confirmed. Furthermore, the convergence
behaviour of the residuals for the KL based ensemble (shown in red in Figure 2)
illustrates the arbitrarily slow convergence predicted by the theory, i.e. we observe a
convergence rate deteriorating to 0. For the other two ensembles, we even observe an
increase in the residual, since the angle conditions are not satisfied. The comparison
of the resulting estimates with the truth reveals the strong overfitting effect of the
third ensemble, cp Figure 4. This behaviour is expected due to the construction of
the ensemble, which implies an amplification of the noise in the data.
0 0.5 1 1.5 2 2.5 3 3.5
t
-1
-0.5
0
0.5
1
utruth
EnKF est. J=5
EnKF est. J=5 truth
EnKF est. J=5 truth mis.
0 0.5 1 1.5 2 2.5 3
t
-0.25
-0.2
-0.15
-0.1
-0.05
0
observations
EnKF est. J=5
EnKF est. J=5 truth
EnKF est. J=5 truth mis.
Figure 4. Comparison of the EnKF estimate with the truth
and the observations, J = 5 (KL red), (u† adaptive blue), (u˜
adaptive gray), β = 10, K = 24 − 1, initial ensemble chosen
based on KL expansion of C0 = β(−∆)−1, η ∼ N (0, 0.012 id).
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To illustrate the effect of the angle condition and the resulting degradation of
the convergence order of the residuals, we repeat the experiments with noise in
the data, which is orthogonal to the subspace spanned by the initial ensemble. The
theoretical results suggest an algebraic rate of convergence, which can be confirmed
by the results presented in Figure 5.
100 102 104 106 108 1010
t
10 -10
10 -5
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105
1/J Σ|Ar II |Γ2 J=5
1/J Σ|Ar II |Γ2 J=5 truth
1/J Σ|Ar II |Γ2 J=5 truth mis.
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 J=5
1/J Σ|Ar
⊥
|
Γ
2
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1/J Σ|Ar
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Γ
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Figure 5. Residuals |ArII |2Γ and |Ar⊥|2Γ w.r. to time t, J = 5
(KL red), (u† adaptive blue), (u˜ adaptive gray), β = 10, K =
24 − 1, initial ensemble chosen based on KL expansion of C0 =
β(−∆)−1, η ∼ N (0, 0.012 id), observational noise orthogonal to
the subspace spanned by the initial ensembles.
The result on the ensemble collapse Corollary 3.2 indicates that the regularisation
effect of the method strongly depends on the number of particles in the ensemble.
The Bayesian stopping rule, which can be interpreted as an a priori stopping rule,
does not reflect this behaviour. We will show in the following that the discrepancy
principle leads to suitable stopping strategy, in particular, it has the potential to
substantially improve the accuracy of the EnKF estimate. To do so, we repeat the
experiments with 10 randomly chosen ensembles (based on the KL expansion of
the prior covariance operator) of size J = 5 and J = 50. The noise in the data is
randomly chosen from N (0, γI) with γ = 0.012 ∈ R2. Motivated by the previous
discussion on the discrepancy principle, we implement a stopping rule of the form
‖Au¯(t)−y†‖Γ ≤ 1.2K, where K denotes the number of observations. Figures 6 and
8 show the comparison of the estimates based on the discrepancy principle with
the truth.
10
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0
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Figure 6. Comparison of the EnKF estimate
with the truth and the observations with dis-
crepancy stopping rule, J = 5 based on KL
expansion of C0 = β(−∆)−1 (red), β = 10,
K = 24 − 1, 10 randomly initialised ensembles,
10 randomly perturbed observation.
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Figure 7. Residuals |Ar¯|2Γ (above) and |ϑ¯|2Γ
with discrepancy stopping rule (below) w.r. to
time t, J = 5 based on KL expansion of C0 =
β(−∆)−1 (red), β = 10, K = 24 − 1, 10 ran-
domly initialised ensembles, 10 randomly per-
turbed observation.
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Figure 8. Comparison of the EnKF estimate
(with stopping rule) with the truth and the ob-
servations with discrepancy stopping rule, J =
50 based on KL expansion of C0 = β(−∆)−1
(blue), β = 10, K = 24 − 1, 10 randomly ini-
tialised ensembles, 10 randomly perturbed ob-
servation.
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Figure 9. Residuals |Ar¯|2Γ (above) and |ϑ¯|2Γ
with discrepancy stopping rule (below) w.r. to
time t, J = 50 based on KL expansion of
C0 = β(−∆)−1 (blue), β = 10, K = 24 − 1,
10 randomly initialised ensembles, 10 randomly
perturbed observation.
We observe that the overfitting effect is much more pronounced for the larger
ensemble of size 50, cp. the empirical residuals in Figure 7 and Figure 9. The
KL expansion of the first 50 terms includes more fine-scale (oscillatory) details,
which can be fitted to the noise in the observational data and therefore cause
the overfitting effect. The smaller ensemble based on the first 5 terms of the KL
expansion avoids the overfitting effect due to the smaller ensemble size leading to
a faster ensemble collapse, but also due to the smoothness of the first KL terms,
i.e. the subspace property preserves the smoothness of the KL terms. Furthermore,
we note that the discrepancy principle leads in all experiments to a stopping time
larger than 1 (Bayesian stopping rule), which leads for all experiments to a further
improvement in the EnKF estimate. Due to the delayed ensemble collapse, the
stopping times for the larger ensemble are on average greater than the ones for the
smaller ensemble. The experiments suggest that an a posteriori stopping rule can
significantly improve the performance of the EnKF. This observation is consistent
with previous works on stopping rules for the EnKF, cp. [9].
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5. Conclusions
The presented analysis of the ensemble Kalman filter for inverse problems shows
that the well-posedness results and the quantification of the ensemble collapse
derived in [17] can be straightforwardly generalised to the noisy case. However,
the convergence behaviour of the ensemble is strongly affected by the noise in the
observational data, no convergence rate of the residuals can be proven, i.e. the
convergence rate can be arbitrarily slow. The numerical experiments confirm the
theory. In addition, the numerical experiments demonstrate the importance of an
appropriate stopping rule in the presence of noise in order to avoid the well-known
overfitting effect. It is also shown that the ensemble itself has a regularisation effect,
caused by the ensemble collapse as well as by the chosen initialisation of the ensem-
ble in terms of the KL expansion. Even though the presented results are confined
to the linear case, they provide useful insights into the performance of the filter in
the presence of noise and can also enhance our understanding of the nonlinear case.
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