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LOCAL LIMIT THEOREM IN NEGATIVE CURVATURE
FRANC¸OIS LEDRAPPIER AND SEONHEE LIM
Abstract. Consider the heat kernel ℘(t, x, y) on the universal cover M˜ of a closed
Riemannian manifold of negative curvature. We show the local limit theorem for ℘ :
lim
t→∞
t3/2eλ0t℘(t, x, y) = C(x, y),
where λ0 is the bottom of the spectrum of the geometric Laplacian and C(x, y) is a
positive (−λ0)-eigenfunction which depends on x, y ∈ M˜ .
We show that the λ0-Martin boundary of M˜ is equal to its topological boundary.
The Martin decomposition of C(x, y) gives a family of measures {µλ0x } on ∂M˜ . We
show that {µλ0x } is the unique family minimizing the energy or the Rayleigh quotient
of Mohsen.
We use the uniform Harnack inequality on the boundary ∂M˜ and the uniform three-
mixing of the geodesic flow on the unit tangent bundle SM for suitable Gibbs-Margulis
measures.
1. Introduction
Let (M,g) be an m-dimensional closed connected Riemannian manifold of negative
curvature, and (M˜ , g˜) its universal cover endowed with the lifted Riemannian metric.
Let us denote by d the distance on M , M˜ , as well as on their unit tangent bundles
π : SM →M and π : SM˜ → M˜ (see [PPS] for various distances on M and on SM and
the equivalences between them). We denote the natural projection (M˜, g˜)→ (M,g) and
its derivative by p . The fundamental group Γ = π1(M) acts on M˜ as isometries such
that M = M˜/Γ. Let M0 be a bounded fundamental domain for this action.
We consider the Laplace-Beltrami operator ∆ := Div∇ for smooth functions on M˜
and the corresponding heat kernel function ℘(t, x, y), t ∈ R+, x, y ∈ M˜ , which is the
probability density defined as the fundamental solution of the heat equation, i.e. the
function which satisfies ∂℘∂t = ∆y℘ and limt→0
℘(t, x, y) = δ(x−y). The function ℘ is clearly
Γ-invariant and symmetric. See Section 8 for background on general potential theory
and properties of the heat kernel.
Denote by λ0 the bottom of the spectrum of the geometric Laplacian −∆ on L2(M˜ ,Vol),
where dVol(z) is the Riemannian volume form on M˜ (see Definition 8.1). Since Γ is not
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amenable, λ0 is positive [Br]. For all x, y ∈ M˜ , we have
(1.1) λ0 = lim
t→∞−
1
t
log ℘(t, x, y)
by the spectral theorem.
Our main result is a local limit theorem which refines (1.1).
Theorem 1.1 (Local Limit Theorem). There exists a positive function C on M˜ × M˜
such that for all x, y ∈M ,
(1.2) lim
t→∞ t
3/2eλ0t℘(t, x, y) = C(x, y).
When M˜ is the hyperbolic space H3, there is an explicit expression for ℘(t, x, y)
([DGM]) and Theorem 1.1 is clear, with
C(x, y) = (4π)−3/2
d(x, y)
sinh d(x, y)
.
More generally, if M˜ is a symmetric space of non-compact type, then Theorem 1.1 with
tk/2 instead of t3/2 was proven by Bougerol ([B]) using representation theory of the group
G of orientation-preserving isometries of M˜ . The integer k is given by the rank plus twice
the number of positive indivisible roots, which depends only on the Lie algebra of the
semi-simple group G. In particular, k = 3 for all rank one symmetric spaces and this
explains why one might expect t3/2 for negatively curved manifolds. Bougerol proved the
theorem for all random walks on semi-simple groups with a distribution that is left and
right K-invariant, which implies the same result for Brownian motions on M˜ = G/K.
The limit function C(x, y) is symmetric by Theorem 1.1 and it is a positive (−λ0)-
eigenfunction in y: we further give a formula in Theorem 1.7 below. However, it was
already known that if the limit
(1.3) lim
t→∞
℘(t, x, y)
℘(t, x, x)
=
C(x, y)
C(x, x)
exists on a Riemannian manifold, then C(x, y) is a (−λ0)-eigenfunction in y [ABJ]
(Theorem 1.2). It is indeed a conjecture by Davies ([Da]) that the limit (1.3) always
exists (see [Ko] for a recent counter-example for the analogous question on graphs). Our
result can be stated as:
Corollary 1.2. The universal cover of a compact Riemannian manifold with negative
sectional curvature satisfies Davies conjecture.
See [ABJ] for further discussion and applications of Davies conjecture.
A similar local limit theorem was first observed by Gerl [Ge] and Woess [GW] for
random walks on a free group which are supported by the generators of the group. It was
then proven by Lalley for random walks with finite support on a finitely generated free
group [La]. This was extended by Goue¨zel and Lalley to symmetric random walks with
finite support on cocompact Fuchsian groups [GL] and finally by Goue¨zel to symmetric
random walks with finite support on hyperbolic groups [G1]. Our proof follows the
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strategy and ideas of [GL] and [G1]. By [G2], this general strategy works for measures
of infinite support and with superexponential moments.
Two main new ingredients of the proof of Theorem 1.1 are the uniform rapid-mixing of
the geodesic flow generalizing Dolgopyat theorem and the generalised Patterson-Sullivan
conformal family whose Radon-Nikodym derivative is the Martin kernel k2λ0(x, y, ξ),
which is defined in Theorem 1.4 below and which is the unique family realizing the
minimum of Mohsen’s Rayleigh quotient (see Theorem 1.6).
As in [G1], we obtain several subsequent results which have their own interest. Let
us introduce more notation to describe these results. For any real λ < λ0, we define the
λ-Green function Gλ: for all x 6= y ∈ M˜ ,
Gλ(x, y) :=
∫ ∞
0
eλt℘(t, x, y)dt.
The integral converges at ∞ thanks to the spectral theorem (1.1). The integral con-
verges at 0 since as t→ 0, ℘(t, x, y) ∼ C/tm/2e− d
2(x,y)
4t . The function Gλ(x, ·) is positive
(∆ + λ)-harmonic outside {x}.
We first observe in Lemma 2.1 that for all x 6= y ∈ M˜ ,
Gλ0(x, y) :=
∫ ∞
0
eλ0t℘(t, x, y)dt <∞.
In Section 3, we show (see Proposition 3.16, where we relate τ with other dynamical
properties)
Theorem 1.3. There are positive constants τ and C such that, for x, y ∈ M˜ with
d(x, y) ≥ 1,
Gλ0(x, y) ≤ Ce−τd(x,y).
Two geodesic rays in M˜ are said to be equivalent if they remain a bounded distance
apart. The geometric boundary ∂M˜ is defined as the space of equivalence classes of unit
speed geodesic rays. A sequence {yn}n∈N in M˜ converges to a point in ∂M˜ if, and only
if, for some (hence, for all) x ∈ M˜ ,
d(x, yn) + d(x, ym)− d(yn, ym)→∞ as n,m→∞.
We now describe the Martin boundary of the operator ∆ + λ0.
Theorem 1.4. [λ0-Martin boundary] Fix x ∈ M˜ and assume that the sequence {yn}n∈N
converges to a point ξ ∈ ∂M˜ . Then, there exist a positive (−λ0)-eigenfunction kλ0(x, y, ξ)
of the Laplacian, which we call Martin kernel, such that
lim
n→∞
Gλ0(y, yn)
Gλ0(x, yn)
= kλ0(x, y, ξ).
Moreover, the Martin boundary of ∆ + λ0 coincides with the geometric boundary. In
particular, for any positive harmonic function F of ∆+ λ0, there is a finite measure νF
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on ∂M˜ , depending on x, such that
F (y) =
∫
∂M˜
kλ0(x, y, ξ)dνF (ξ).
See Section 3 for the proof and more properties of the Martin kernel kλ0(x, y, ξ).
Martin kernel plays the role of a conformal density for a family of measures on the
boundary ∂M˜ .
Theorem 1.5. For all y ∈ M˜ , there is a finite measure µλ0y on ∂M˜ such that
1) the family y 7→ µλ0y is Γ-equivariant: µλ0γy = γ∗(µλ0y ) for γ ∈ Γ and
2) for µλ0x -a.e. ξ ∈ ∂M˜ , all y ∈ M˜ ,
dµλ0y
dµλ0x
(ξ) = k2λ0(x, y, ξ).
The family is unique if we normalize by
∫
M0
µλ0x (∂M˜)dVol(x) = 1.
Consider a Γ-equivariant family ν = {νx}x∈M˜ of measures on ∂M˜ with cocycle
k(x, y, ξ) :=
dνy
dνx
(ξ) and normalized by
∫
M0
νλ0x (∂M˜ )dVol(x) = 1. Assume that for ν-
a.e. ξ, y 7→ log k(x, y, ξ) is a Lipschitz continuous function on M˜ so that the value
‖∇y log k(x, y, ξ)‖, which is independent of x, is defined for almost every (x, y, ξ) 1. For
such a family ν, we define the energy of ν as follows:
E(ν) :=
∫
M0
(∫
∂M˜
‖∇y=x log k(x, y, ξ)‖2dνx(ξ)
)
dVol(x),
We define the energy to be infinite otherwise. The energy is equal to 4 times the Rayleigh
quotient
R(ν) :=
∫
M0
(∫
∂M˜
‖∇x
√
k(x0, x, ξ)‖2dνx0(ξ)
)
dVol(x)
defined by O. Mohsen in [Mo]. Mohsen showed that λ0 = infν R(ν) and asked whether
the minimum is achieved. Using Rayleigh quotient, it is easy to see that µλ0 has energy
E = 4λ0.
Theorem 1.6. The family µλ0x is the unique conformal family of measures which achieves
the minimum energy.
Mohsen proved the uniqueness for the manifolds with constant negative curvature.
1The value of ‖∇y log k(x, y, ξ)‖ is defined for a.e. (x, y, ξ). Indeed, log k(x, y, ξ) is defined for ν a.e.
ξ and, if we assume the function to be Lipschitz continuous, then its gradient exists for Lebesgue a.e. y,
by Rademacher theorem. The value ‖∇y log k(x, y, ξ)‖ is constant in x when defined. Therefore, the set
of (x, y, ξ) where ‖∇y log k(x, y, ξ)‖ is not defined is negligible for Vol×Vol× ν and does not depend on
x. It follows that ‖∇y=x log k(x, y, ξ)‖
2 makes sense for Vol× ν-a.e. (x, ξ).
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The family µλ0x is a fourth natural Γ-equivariant family ν = νx of measures on ∂M˜ with
regular cocycles, alongside with the Lebesgue visual measures, the Margulis-Patterson-
Sullivan measures and the harmonic measures. Observe that the energy of Margulis-
Patterson-Sullivan measure is the volume entropy squared, and the energy of harmonic
measure is Kaimanovich entropy [H2], [K1], [L3]. For rank one symmetric spaces, the
Lebesgue measure on ∂M˜ achieves the minimum. It is easy to see that the family µλ0x is
proportional to the harmonic measures or to the Margulis-Patterson-Sullivan measures
only when the manifold M˜ is a symmetric space [L3].
The last result we would like to emphasize is a formula of the function C(x, y) in
Theorem 1.1. In case of symmetric spaces, the function C(x, y) is proportional to the
positive (−λ0)-eigenfunction invariant under the stabilizer Kx of the point x, a.k.a. the
Harish-Chandra function, or the ground state, centered at x.
Theorem 1.7. Fix x ∈ M˜ . There is a constant Υ = Υλ0 , given by (2.13), such that the
positive (−λ0)-eigenfunction C(x, y) satisfies
C(x, y) =
√
Υ
2
√
π
∫
∂M˜
kλ0(x, y, ξ)dµ
λ0
x (ξ) =
√
Υ
2
√
π
∫
∂M˜
√
dµλ0x (ξ)
√
dµλ0y (ξ).
Here,
∫
∂M˜
√
dµλ0x (ξ)
√
dµλ0y (ξ) :=
∫
∂M˜
√
dµλ0y
dµλ0x
(ξ)dµλ0x (ξ) as used in unitary represen-
tation of Γ associated to its action on (∂M˜ , µλ0).
The article is organized along the path of the proof of Theorem 1.1.
In Section 2, we recall the consequences of Ancona’s boundary Harnack inequality for
λ < λ0 ([An1]), in conjunction with the thermodynamic formalism for the geodesic flow
(following [K1], [H3] and [L2]). Using mixing properties of the geodesic flow on the
unit tangent bundle SM for suitable Γ-invariant Gibbs measures, we show that there is
a function P (λ) of λ and a positive function D(x, λ) such that, for λ < λ0, as R→∞
(1.4) e−P (λ)R
∫
S(x,R)
G2λ(x, z)dz → D(x, λ),
where S(x,R) is the sphere of radius R centered at x. (see Proposition 2.10).
We also recall from [H3] Corollary 5.5.1 that
∫
S(x,R)G
2
λ0
(x, z)dz is bounded indepen-
dently from R (Proposition 2.16).
In Section 3, we use this bound to establish the uniform Harnack inequality at the
boundary, i.e. the Ancona-Goue¨zel inequality (Theorem 3.6). Theorem 1.4 follows and
the other applications of thermodynamic formalism hold equally at λ = λ0.
In Section 4, we discuss limits of measures on large spheres using uniform mixing
of the geodesic flow. One consequence of our results is that the measures µx,R on
the spheres S(x,R) with density e−RP (λ0)G2λ0(x, y) converge to some measure µ
λ0
x as
R →∞ (Corollary 4.7). The measures µλ0x turns out to be a Γ-equivariant family with
regular cocycle e−P (λ0)β(x,y,ξ)k2λ0(x, y, ξ), where β(x, y, ξ) is the Busemann function (see
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the equation (2.9)). On the other hand, for λ ∈ [0, λ0], x ∈ M˜ and R > 2, we define
the measure mx,λ,R on SM by first lifting the measure e
−P (λ)RG2λ(x, z)dz on S(x,R) to
the set of unit vectors pointing towards x, and then projecting to SM by p . Another
consequence is that there exists a probability measurem over SM such that the measures
mx,λ,R converge towards some measure µ
λ0
x (∂M˜ )m on SM as R →∞ and λ→ λ0 (see
Corollary 4.8).
Once we prove that P (λ0) = 0 in Section 5, the family of measures µ
λ0
y satisfies the
statements of Theorem 1.5. We also obtain that for x, y ∈ M˜ , lim
λ→λ0
−P (λ) ∂
∂λ
Gλ(x, y)
is proportional to C(x, y).
By a precise study of the second derivative
∂2
∂λ2
Gλ(x, y) in Section 6.1, we obtain that
both
P (λ)√
λ0 − λ
and
√
λ0 − λ ∂
∂λ
Gλ(x, y)
converge towards positive numbers as λ → λ0. In Section 6.2, we conclude the proof
of Theorem 1.1 from Theorem 6.1 and a Tauberian Theorem as in [GL]. Theorem 1.7
follows as well.
In Section 7, we prove a uniform version of Dolgopyat’s rapid-mixing for hyperbolic
flows which is of independent interest. In Section 8, for completeness, we prove the
precise balayage estimates in the form that is used in the article.
Remark 1.8. In this text, C stands for a number depending only on the geometry ofM
and Γ. However, its actual value may change from one formula to another. For the sake
of clarity, we specify C0, · · · , C11, Cε, C(T ) when the same number is used in another
computation. Note that C1, C6, C7 in Section 7 have the same role as in [Me]. Likewise,
we consider spaces of α-Ho¨lder continuous functions for some α of which the actual value
may vary. Let us also remark that when the constant changes from one line to another,
we used the symbols ≃ and . to indicate that the constant has changed.
Acknowledgement : We would like to thank M. Pollicott for generously sharing his
insights and ideas [P1], [P2], P. Bougerol for his interest and the [ABJ] reference
and S. Goue¨zel for helpful comments. The work was supported by University of Notre
Dame, Seoul National University and MSRI during our visits. The second author was
supported by NRF-2013R1A1A2011942, NRF-20100019516 and Korea Institute for Ad-
vanced Study (KIAS).
2. Potential theory and thermodynamic formalism
We recall in this section the results obtained by applying classical potential theory to
the Laplacian on M˜ and thermodynamic formalism to the geodesic flow. See Section 8
for general potential theory. We have Gλ0(x, y) =
∫∞
0 e
λ0t℘(t, x, y) dt, where λ0 is defined
in Definition 8.1.
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Lemma 2.1. For any compact set K ⊂ M˜ with non-empty interior, we have
Gλ0(x, y) < ∞, if y 6= x(2.1) ∫
K
Gλ0(x, y) dVol(y) < ∞.(2.2)
Proof. The following argument is inspired by an idea of Guivarc’h in case of Lie groups.
Let φ be a positive (−λ0)-eigenfunction of the Laplacian : ∆φ = −λ0φ, which exists
by Lemma 8.2 (1). Then q(t, x, y) defined in (8.2) defines a Markov process D with its
Green function GD(x, y) = Gλ0(x, y)
φ(y)
φ(x) .
Suppose on the contrary to (2.2) that there is a compact setK with non-empty interior
such that
∫
K Gλ0(x, y) dVol(y) = ∞. It implies that
∫
K GD(x, y) dVol(y) = ∞. By the
proof of Theorem 4.2.1.(ii) of [Pi], GD(x, y) =∞, which implies Gλ0(x, y) =∞, for all y.
By Lemma 8.2 (2), there is a unique (−λ0)-eigenfunction φ up to multiplicative constant.
It follows that φ(y)/φ(x) is Γ-invariant, thus GD is Γ-invariant. By discretization (see
the proof the main theorem of [BL]) there is a recurrent random walk µD on Γ with
Green function GD, which implies that Γ is virtually Z,Z
2 or trivial [V], which is a
contradiction. Thus Gλ0(x, y) <∞ for some y 6= x.
Equation (2.1) follows from Equation (2.2) since if Gλ0(x, y) =∞ at some point y 6= x,
then Gλ0(x, y) =∞ everywhere by Harnack inequality (Proposition 8.3). 
Proposition 2.2. We have, for λ ∈ [0, λ0), for any two points x 6= y ∈ M˜ :
(2.3)
∂k
∂λk
Gλ(x, y) = k!
∫
M˜k
Gλ(x, x1)Gλ(x1, x2) · · ·Gλ(xk, y) dVolk(x1, · · · , xk).
Proof. It follows directly from computation (See [La] for discrete case), e.g. for k = 1,∫
M˜
Gλ(x, z)Gλ(z, y)dz =
∫ ∞
0
∫ ∞
0
∫
M˜
eλ(t+u)℘(t, x, z)℘(u, z, y)dzdtdu
(8.1)
=
∫ ∞
0
∫ ∞
0
eλ(t+u)℘(t+ u, x, y)dtdu
=
∫ ∞
0
∫ s
0
eλs℘(s, x, y)dtds =
∫ ∞
0
seλs℘(s, x, y)ds =
∂
∂λ
Gλ(x, y).

Since the Green function is positive, by (2.3) for k = 1 and 2, the map λ 7→ Gλ(x, y)
is a convex increasing function. Since Gλ(x, y) is analytic outside the spectrum as a
resolvent, its derivative is finite as well, i.e.
(2.4) for all λ < λ0, all x 6= y ∈ M˜,
∫
M˜
Gλ(x, z)Gλ(z, y)dVol(z) < +∞.
For each x ∈ M˜ and ξ in the geometric boundary ∂M˜ , there is a unique unit speed
geodesic γx,ξ starting from x in the equivalent class [ξ] of ξ. The mapping ξ 7→ γ˙x,ξ(0)
is a homeomorphism, which we denote by π−1x , from ∂M˜ to the unit sphere SxM˜ in
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the tangent space at x to M˜ . Thus we will identify the unit tangent bundle SM˜ with
M˜ × ∂M˜ .
For each x ∈ M˜ , ∂M˜ is endowed with the Gromov metric
dx(ξ, η) = e
−a(ξ|η)x ,
where 0 < a ≤ 1, is such that the sectional curvature κ satisfies κ ≤ −a2 on M˜ and
(ξ|η)x is the Gromov product
(2.5) (ξ|η)x = lim
y→ξ,z→η
1
2
(d(x, y) + d(x, z)− d(y, z)) .
The following properties follow from pinched negative curvature:
Proposition 2.3 ([An1]). For all λ ∈ [0, λ0), every ξ ∈ ∂M˜ there exist a positive
(−λ)-eigenfunction kλ(x, y, ξ) of the Laplacian such that for each x, y ∈ M˜,
(2.6) lim
z→ξ
Gλ(y, z)
Gλ(x, z)
= kλ(x, y, ξ).
For any positive (−λ)-eigenfunction F , there is a measure νF on ∂M˜ such that
F (y) =
∫
∂M˜
kλ(x, y, ξ)dνF (ξ).
Proposition 2.4 ([H1]). Moreover, for all λ ∈ [0, λ0), there are constants α(λ) >
0, C(λ) > 0 such that
‖∇y log kλ(x, y, ξ)−∇y log kλ(x, y, η)‖
(dx(ξ, η))α
≤ C(λ).
Proposition 2.5 ([K1]). For three distinct points x, y, z ∈ M˜ , consider the function
(2.7) θλx(y, z) :=
Gλ(y, z)
Gλ(y, x)Gλ(x, z)
.
There is a τ > 0, and a τ -Ho¨lder continuous positive function θλx(ξ, η) on ∂M˜×∂M˜\∆
such that
θλx(ξ, η) = lim
y→ξ,z→η
θλx(y, z).
The function θλx(ξ, η), when it is finite as it is here, is called the Na¨ım kernel in
potential theory [N]. Compare with the definition of the Gromov product (2.5).
Consider v ∈ SM. For a lift v˜ in SM˜ , consider the geodesic γv˜(t) with initial tangent
vector γ˙v˜(0) = v˜. We will denote v˜
− = γv˜(−∞) and v˜+ = γv˜(+∞). Set, for v ∈ SM˜ ,
(2.8) θλ(v) := θ
λ
γv˜(0)
(v˜+, v˜−),
where v˜ is any lift of v. Observe that, by definition, θλ(v) = θλ(−v).
Fix x ∈ M˜ . For ξ ∈ ∂M˜ , y ∈ M˜ , the Busemann function β(x, y, ξ) is defined by
(2.9) β(x, y, ξ) = lim
yn→ξ
d(y, yn)− d(x, yn).
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As M˜ is the universal cover of a closed manifold of negative curvature, we also use
the thermodynamic formalism of the geodesic flow as in [K1], [H1], [L2].
The geodesic flow g = {gt}t∈R is defined on the unit tangent bundles SM and SM˜ .
On SM , the geodesic flow is an Anosov flow. For a g-invariant probability measure m
on SM , denote by hm(g) the measure-theoretic entropy of time-1 map g1 with respect
to m (see e.g. [W]) . For any continuous function ϕ, define the topological pressure P (ϕ)
of ϕ by
(2.10) P (ϕ) := sup
m
(
hm(g) +
∫
SM
ϕdm
)
,
where the supremum is taken over all g-invariant probability measures on SM .
For all λ ∈ [0, λ0), the potential function associated to λ is the function on SM defined
as
ϕλ(v) := −2 d
dt
log kλ(γv˜(0), γv˜(t), v˜
+)
∣∣∣
t=0
.
We set P (λ) := P (ϕλ) for 0 ≤ λ < λ0.
Definition 2.6. Define mλ to be the unique equilibrium probability measure of ϕλ, which
attains the supremum in (2.10).
The measure mλ is mixing for the geodesic flow g of M . The generalized family of
Patterson-Sullivan measures associated to the potential function ϕλ, characterized by the
following proposition, can be used to describe mλ as in (2.11).
Proposition 2.7 ([L2]). Fix x ∈ M˜ . For all λ ∈ [0, λ0), all y ∈ M˜ , there is a finite
measure µλy on ∂M˜ such that
1) the family y 7→ µλy is Γ-equivariant: µλγy = γ∗(µλy ) for γ ∈ Γ and
2) for all λ ∈ [0, λ0), µλx-a.e. ξ ∈ ∂M˜ ,
dµλy
dµλx
(ξ) = k2λ(x, y, ξ)e
−P (λ)β(x,y,ξ).
The family is unique if we normalize by
∫
M0
µλy(∂M˜ )dVol(y) = 1.
Corollary 2.8. There exists a constant C > 0, such that for all λ ∈ [0, λ0), all x ∈ M˜ ,
C−1 ≤ µλx(∂M˜) ≤ C.
Proof. By Proposition 8.3 applied to kλ(x, y, ξ), for x, y ∈M0, | log k2λ(x, y, ξ)| is bounded.
By Proposition 8.3 again, the function ϕλ is bounded by 2 logC0. It follows that the
pressure P (λ) is bounded. Thus, the Radon-Nikodym derivatives dµ
λ
x
dµλy
is bounded for
x, y ∈M0 uniformly in λ. Since the total measure is 1, the corollary follows. 
Fix x0 ∈ M˜ . By Hopf parametrization, i.e. by associating (v−, v+, β(x0, γv(0), v+))
to v, we identify SM˜ with (∂M˜ × ∂M˜\∆(∂M˜ )) × R, where ∆(∂M˜ ) is the diagonal
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embedding. Since (θλx(ξ, η))
2e2P (λ)(ξ|η)xdµx(ξ)dµx(η) is independent of x, we define a
Γ-invariant, gt-invariant measure m˜λ by
(2.11) dm˜λ(ξ, η, t) = Ωλ(θ
λ
x(ξ, η))
2e2P (λ)(ξ|η)xdµλx(ξ)× dµλx(η)× dt
on SM˜ , which does not depend on x (it does not depend on x0 either). Here, Ωλ is the
normalizing constant chosen so that the measure m˜λ is equal to the Γ-invariant lift of
the probability measure mλ to SM˜ .
Remark 2.9. Note that we have a symmetric measure thanks to the fact that our
potential function ϕλ is cohomologous to ϕλ ◦ ι where ι is the flip map v 7→ −v (compare
with asymmetric measure in [PPS] Section 3.7). Indeed, we can write, for v ∈ SM, t > 0,∫ t
0
(ϕλ − ϕλ ◦ ι)(gsv) ds =
∫ t
0
ϕλ(gsv) ds−
∫ t
0
ϕλ(−gsv) ds
= log k−2λ (γv(0), γv(t), γv(+∞))− log k−2λ (γv(t), γv(0), γv(−∞))
= −2 lim
s,s′→∞
log
Gλ(γv(t), γv(s))Gλ(γv(t), γv(−s′))
Gλ(γv(0), γv(s))Gλ(γv(0), γv(−s′))
= log θ2λ(γv(t))− log θ2λ(γv(0)).
Note the role of log θ2λ and its occurence in the formula (2.11).
We can also identify the orthogonal two frame bundle S2M˜ with the triples of pairwise
distinct points in ∂M˜ × ∂M˜ × ∂M˜ by associating (v,w ∈ v⊥) to (v+, v−, w+). The
measure
(2.12) dτλx (a, b, c) := Υλθ
λ
x(a, b)θ
λ
x(b, c)θ
λ
x(c, a)dµ
λ
x(a)dµ
λ
x(b)dµ
λ
x(c)
does not depend on x and is Γ-invariant. Here Υλ is a normalizing constant so that the
total measure satisfies
(2.13) τλx (S
2M) = 1.
Let us recall dynamical foliations of T 1M˜ in order to define measures associated to µλx.
For every v ∈ T 1M˜ , define the strong stable manifold, strong unstable manifold, weak
(or central) stable manifold and weak (or central) unstable manifold of v as follows:
W ss(v) = {w ∈ T 1M˜ : lim
t→+∞d(gtv, gtw) = 0},
W uu(v) = {w ∈ T 1M˜ : lim
t→−∞d(gtv, gtw) = 0},
W cs(v) = {w ∈ T 1M˜ : ∃s, lim
t→+∞d(gt+sv, gtw) = 0},
W cu(v) = {w ∈ T 1M˜ : ∃s, lim
t→−∞d(gt+sv, gtw) = 0}.
The generalized Patterson-Sullivan measures µλx obtained in Proposition 2.7 induce
measures on strong unstable manifolds and more generally any transversal to W cs via
the homeomorphism (π−1x )∗µλx: first, on W uu(v) and W ss(v), we define
dµuuλ (w) = k
2
λ(x0, πw,w
+)eP (λ)β(π(w),x0,w
+)dµλx0(w),
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dµssλ (w) = k
2
λ(x0, πw,w
−)eP (λ)β(π(w),x0,w
−)dµλx0(w),
respectively, which are independent of x0 and are Γ-equivariant (see [PPS] Section 3.9
for example).
By extending the family µuuλ on W
uu(v), we define a family of measures µuuλ on all
transversals to the central stable manifolds on SM˜ ≃ M˜ × ∂M˜ in such a way that for
two transversals through π−1x (ξ) and π−1y (ξ), respectively, the Radon-Nikodym derivative
ρλ(π
−1
x (ξ), π
−1
y (ξ)) of the holonomy from π
−1
x (ξ) to π
−1
y (ξ) along the leaf M˜×{ξ} is given
by
(2.14) ρλ(π
−1
x (ξ), π
−1
y (ξ)) = k
2
λ(x, y, ξ)e
−P (λ)β(x,y,ξ).
Similarly, by extending the family µssλ on W
ss(v), we define a family of measures µssλ
on all transversals to the central unstable manifolds on SM˜ ≃ M˜ × ∂M˜ with the same
holonomy equation
(2.15) ρλ(π
−1
x (η), π
−1
y (η)) = k
2
λ(x, y, η)e
−P (λ)β(x,y,η) .
Observe that µuuλ on SxM˜ is (π
−1
x )∗µλx; note that
(2.16)
dµuuλ
dg−tµuuλ
(v) = e−tP (λ)k2λ(γv˜(t), γv˜(0), γv˜(∞)),
and ∫
SpxM
f(v) dµuuλ (v) =
∫
∂M˜
f(p ◦ π−1x ξ)dµλ0x (ξ),(2.17) ∫
SpyM
h(−u) dµssλ (u) =
∫
∂M˜
h(p ◦ π−1y ξ)dµλ0y (ξ).(2.18)
By a direct generalization of Margulis argument [M1] to Gibbs measures, one obtains
the following proposition (see Section 4 for details).
Proposition 2.10. There exists a positive continuous function D : (M˜ × [0, λ0))→ R+
such that
lim
R→∞
e−RP (λ)
∫
S(x,R)
G2λ(x, z)dz = D(x, λ).
Clearly, x 7→ D(x, λ) is Γ-invariant and depends only on p(x) ∈ M. The function
D(x, λ) will be described in Corollary 4.9.
Corollary 2.11. For all λ ∈ [0, λ0), we have P (λ) < 0.
Proof. Indeed, otherwise, we have by Proposition 8.3 and Proposition 2.10,∫
M˜
Gλ(x, z)Gλ(z, y)dVol(z) ≥ 1
C
∫ +∞
1+d(x,y)
(∫
S(x,R)
G2λ(x, z)dz
)
dR '
D(x, λ)
C
∫ +∞
1+d(x,y)
dR.
The integral diverges, which is a contradiction with (2.4). 
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The rest of this section is devoted to the proof of Proposition 2.16, originally due to
Hamensta¨dt, and of Corollary 2.17. Firstly we observe that the easy side of the Ancona
inequality is uniform in λ ∈ [0, λ0].
Proposition 2.12. There exists a constant C ′0 such that for all λ, 0 ≤ λ ≤ λ0, all
x, y, z ∈ M˜ with d(x, y) ≥ 1, d(x, z) ≥ 1,
(2.19) Gλ(x, z)Gλ(x, y) ≤ C ′0Gλ(z, y).
Proof. By Corollary 8.4 for 0 ≤ λ ≤ λ0 and x, y, z such that d(x, z) ≥ 1, d(x, y) ≥ 1, we
have
Gλ(x, z)Gλ(x, y) ≤ C0max{Gλ(x, y); d(x, y) ≥ 1}Gλ(z, y).
For a fixed λ < λ0, Gλ(x, y) goes to 0 as d(x, y)→∞ (see[An1], Remark 2.1 page 505).
By the maximum principle,
max{Gλ(x, y); d(x, y) ≥ 1} = max{Gλ(x, y); d(x, y) = 1} ≤ max{Gλ0(x, y); d(x, y) = 1}.
Set C ′0 := max{Gλ0(x, y); d(x, y) = 1} which is finite by compactness. Relation (2.19)
holds for all λ < λ0. It holds for λ0 as well. 
Corollary 2.13. For 0 ≤ λ ≤ λ0, x, z such that d(x, z) ≥ 1 and ξ ∈ ∂M˜ , we have
(2.20) Gλ(x, z) ≤ C ′0kλ(x, z, ξ).
Proof. Divide relation (2.19) by Gλ(x, y) and let y → ξ. 
Two submanifolds A,B of SM˜ are said to be ε-transversal at an intersection point x
if the angle between the spaces TxA and TxB is great than ε, and transversal if the angle
is positive. If W is a lamination of SM˜ with smooth leaves W (x), x ∈ SM˜ , A is said to
be (ε-) transversal to W if at each x ∈ A, A and W (x) are (ε-) transversal. For example,
by the Anosov property, the unit sphere SxM˜ at x and its images by the geodesic flow
gt for t ≥ 0, are all ε0-transversal to the central stable foliation Wcs, for some ε0.
Proposition 2.14. Assume A is (m− 1)-dimensional and ε-transversal to Wcs and let
δ > 0. There exists R = R(ε, δ) such that for any ball BA(a, δ) ⊂ A,
p
(∪x∈BA(a,δ)Bcs(x,R)) = SM.
Proof. It suffices to prove it for spheres. Consider the open set
VR = {(x, z) ∈ SM × SM : Bcs(z,R) ∩BS(x, δ) 6= ∅},
where S = Sp(x)(M). By minimality of W
cs and the transversality of S to Wcs, we
have ∪
R>0
VR = SM × SM. Therefore, VR0 = SM × SM for some R0 = R(δ). It follows
that for any (x, z), there exists y ∈ Bcs(z,R0) ∩ BS(x, δ), i.e. z ∈ Bcs(y,R0) for some
y ∈ BS(x, δ). 
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If A,B are two (m − 1)-dimensional submanifolds both transversal to Wcs and a ∈
A, b ∈ B intersect the same leaf W cs of Wcs, then the holonomy from a neighborhood
BA(a) of a in A, to a neighborhood BB(b) in B is defined by continuously extending the
intersection mapping which sends a to b.
We defined above for 0 ≤ λ < λ0 a family of measures µuuλ on m − 1 dimensional
transversals to W cs that are quasi invariant under the holonomy with Radon-Nykodym
derivative
ρλ(π
−1
x (ξ), π
−1
y (ξ)) = k
2
λ(x, y, ξ)e
−P (λ)β(x,y,ξ)
and that coincide with (π−1x )∗µλx on SxM˜ .
Corollary 2.15. Let A be a m − 1 dimensional submanifold of SM˜ , ε transversal to
Ws and a ball BA(a, δ) ⊂ A. There is a constant C = C(ε, δ) such that, for 0 ≤ λ < λ0,
µuuλ (B(a, δ)) ≥ C−1.
Proof. By Lemma 2.14, there is R = R(ε, δ) such that
p
(∪x∈B(a,δ)Bcs(x,R)) = SM.
In particular any sphere SyM is covered by K holonomy images of B(a, δ), with K
bounded by some K0(ε, δ). There is C0(ε, δ) such that the Radon-Nykodym derivative
of the measure µuuλ under these holonomies are bounded by C0(ε, δ). Therefore, for
all y ∈ M , µuuλ (SyM) ≤ K0(ε, δ)C0(ε, δ)µuuλ (B(a, δ)). By our choice of normalisation,∫
M µ
uu
λ (SyM) dVol(y) = 1. Corollary 2.15 follows with C = K0(ε, δ)C0(ε, δ)Vol(M).

The following proposition corrresponds to [G1], Lemma 2.5.
Proposition 2.16 ([H3], Corollary 5.5.1)). There is a constant C > 0 such that for
R ≥ 1, ∫
S(x,R)
G2λ0(x, z)dz ≤ C.
Proof. We first lift S(x,R) ⊂ M˜ to gRSxM˜ ⊂ SM˜. Let w ∈ gRSxM˜ and consider the ball
B(w, 1) of radius 1 in gRSxM˜ . The (m− 1)-dimensional volume of B(w, 1) is bounded
from above, uniformly in R ≥ 1 and w, whereas by Corollary 2.15, its µuuλ measure is
uniformly bounded from below. Finally, by Proposition 8.3, the function G2λ(x, z) has
a bounded oscillation on that set, uniformly in λ, 0 ≤ λ ≤ λ0. It follows that there is
a constant C such that for any R ≥ 1, 0 ≤ λ < λ0 and a ball B(w, 1) of radius 1 in
gRSxM , ∫
B(w,1)
G2λ(x, πv)e
−P (λ)Rdv ≤ C
∫
B(w,1)
G2λ(x, πv)e
−P (λ)R dµuuλ (v).
By (2.20),
G2λ(x, πv)e
−P (λ)R ≤ C ′0k2λ(πv, x, γv(+∞))e−P (λ)β(πv,x,γv(+∞)) = C ′0
dgRµ
uu
λ
dµuuλ
(v).
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Altogether, we get, for any ball of radius 1 in gRSxM˜ , for 0 ≤ λ < λ0,∫
B(w,1)
G2λ(x, πv)e
−P (λ)Rdv ≤ CC ′0
∫
B(w,1)
dgRµ
uu
λ
dµuuλ
(v) dµuuλ (v) = CC
′
0µ
uu
λ (g−R(B(w, 1))).
The sets gRSxM˜,R ≥ 1 are locally uniformly Lipschitz homeomorphic to open subsets
of Euclidean Rn−1. Therefore, there is an integer N , independent of R, and covers of
gRSxM˜ by balls of radius 1 such that any point can belong to at most N distinct balls.
The images of the balls in that cover by g−R form a cover of SxM˜ such that any point
can belong to at most N balls. Thus,∫
gRSxM˜
G2λ(x, πv)e
−P (λ)Rdv ≤ NCC ′0µuuλ (SxM˜).
Since µuuλ (SxM˜) = µ
λ
x(∂M˜ ) is bounded by Corollary 2.8, we found a constant C such
that for all λ < λ0 and for R > R0,
(2.21)
∫
S(x,R)
G2λ(x, z)e
−P (λ)Rdz ≤ C.
Since P (λ) < 0 for all λ < λ0 by Corollary 2.11, there is a constant C > 0 such that for
all λ ∈ [0, λ0), all x ∈ M˜ , all R ≥ 1,∫
S(x,R)
G2λ(x, z)dz ≤ C.
Proposition 2.16 follows by letting λ go to λ0. 
Corollary 2.17. For T > 0, let PT (λ) be the pressure of the function
T
2ϕλ. Then there
exists a constant C(T ) and R0 such that for all λ ∈ [0, λ0), R ≥ R0, x ∈ M˜ ,
e−RPT (λ)
∫
S(x,R)
GTλ (x, z)dz ≤ C(T ).
Proof. We have as above
GTλ (x, z)e
−PT (λ)d(x,z) ≤ C ′0TkTλ (x, z, ξ)e−PT (λ)d(x,z).
We can also apply Proposition 2.7 to the Ho¨lder continuous function T2ϕλ instead of
ϕλ. We obtain a family of measures µ
λ,T
x on ∂M˜ such that for all λ ∈ [0, λ0), µλ,Tx -a.e.
ξ ∈ ∂M˜ ,
dµλ,Ty
dµλ,Tx
(ξ) = kTλ (x, y, ξ)e
−PT (λ)β(x,y,ξ)
and
∫
M0
µλ,Ty (∂M˜ )dVol(y) = 1.We can therefore associate measures µuuλ,T on transversals
to the central stable manifolds such that the holonomy from π−1x (ξ) to π−1y (ξ) along the
leaf M˜ × {ξ} is given by
ρλ(π
−1
x (ξ), π
−1
y (ξ)) = k
T
λ (x, y, ξ)e
−PT (λ)β(x,y,ξ).
The same computation yields the analog of (2.21). 
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3. Ancona-Goue¨zel inequality
Definition 3.1. Let v ∈ SM˜ . The cone C(v) based on v is defined by:
C(v) := {y; y ∈ M˜,∠x(v, y) ≤ π/2},
where ∠x(v, y) denotes the angle between v ∈ TxM˜ and the geodesic going from x to y.
We denote ∂C(v) := {y; y ∈ M˜,∠x(v, y) = π/2}, Observe that M˜ = C(v)∪C(−v) and
∂C(v) = C(v) ∩ C(−v).
Let D be a open subset of M˜ with smooth boundary. For x, y ∈ D, consider the
relative Green function Gλ(x, y : D) (see (8.3)). For all sets D and C ⊂ D with smooth
boundaries, all 0 ≤ λ ≤ λ0, and all x, y ∈ C, we have Gλ(x, y : C) ≤ Gλ(x, y : D).
Lemma 3.2. Let A be a closed (m − 1)-dimensional submanifold of the open D , and
x ∈ D \ A. There is a measure ̟λx on A such that:
(3.1) Gλ(x, z : D) =
∫
A
Gλ(y, z : D) d̟
λ
x(y) +Gλ(x, z : D \A).
In the following propositions, we estimate some regularity of this measure with some
geometric hypotheses. Since “bounded geometry” is used in many different ways, let us
define it.
Definition 3.3. We say that a (m−1)-dimensional submanifold A has bounded geometry
if it can be given in local coordinates by equations with C2-bounded coefficients.
Proposition 3.4. Let A be a (n − 1) dimensional submanifold of D with bounded ge-
ometry. Set A1 for the set of points of A at distance at least 1 from D
c. There exists a
constant C3 such that for λ ∈ [0, λ0], for any positive function F on A1, any x ∈ D with
d(x,Dc) > 1, ∫
A1
F (y)d̟λx(y) ≤ C3L(F )2
∫
A
Gλ(x, y)F (y) dy,
where L(F ) := esupA ||∇ logF || is the (multiplicative) Lipschitz constant of F and dy is the
Lebesgue measure on A.
Proposition 3.5. Let C be an open domain, C ⊂ D, d(C, ∂D) > 1. Let x ∈ C, and
assume that A := ∂C has bounded geometry. Let ̟λx be the distribution in (3.1) on A.
There exists a constant C3 such that if x ∈ C and d(x,A) > 1, then for λ ∈ [0, λ0], for
any positive function F on A,
C−13 (L(F ))
−2
∫
A
Gλ(x, y : D)F (y) dy ≤
∫
A
F (y)d̟λx(y),
where L(F ) := esupA ||∇ logF || is the (multiplicative) Lipschitz constant of F and dy is the
Lebesgue measure on A.
We chose the same constant C3 in both propositions for convenience. The constant
C3 depends only of the curvature bounds on M˜ and of the geometry constants of A. For
the comfort of the reader, probabilistic proofs are recalled in Section 8.
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3.1. Ancona-Goue¨zel inequality. The key property of the λ-Green functions for
0 ≤ λ ≤ λ0 is the following uniform Ancona inequality, which we call Ancona-Goue¨zel
inequality.
Theorem 3.6. There are constants C4, R0 such that for all λ ∈ [0, λ0], all points (x, y, z)
such that y is on the geodesic segment [xz] from x to z and d(x, y) ≥ R0, d(y, z) ≥ R0,
(3.2) C−14 Gλ(x, y : D)Gλ(y, z : D) ≤ Gλ(x, z : D) ≤ C4Gλ(x, y : D)Gλ(y, z : D)
for all open set D with smooth boundary and containing C(g−1v)∪C(−gd(x,z)+1v), where
v ∈ SxM˜ is the initial vector of the geodesic [xz].
Theorem 3.6 was proven by A. Ancona for λ < λ0 ([An1]). The first inequality in (3.2)
is uniform for λ ∈ [0, λ0] (see (2.19)). The new fact here is that the second inequality
(3.2) holds when λ = λ0 as well, with the same constant C4, so that the consequences
of Theorem 3.6 are now uniform in λ ∈ [0, λ0]. The Ancona inequality follows from the
pre-Ancona inequality in the following Proposition.
Proposition 3.7. Let x, y, z be points on a geodesic γ in this order, v the tangent
vector to γ at x. Then, there exists ε > 0, R2 > 1 such that if r ≥ R2 and d(x, y) >
r + 1, d(y, z) > r + 1,
Gλ0(x, z : B(y, r)
c ∩ C(g−1v) ∩ C(−gd(x,z)+1v)) ≤ 2−e
εr
.
Proof. As in [G1], we will construct N = eεr barriers, for a positive constant ε which
we will specify as follows.
For i = 1, · · · , N , let Xi = ((N + 2i− 1)π/4N, (N + 2i)π/4N) ⊂ [π/4, 3π/4]. Choose
θi from Xi, for i = 1, · · · , N .
By negative curvature, the intersections {Ai}’s of B(y, r − 1)c and the cones {w :
∠y(x,w) = θi} of angle θi at y, are of distance between them bounded below by 1 for all
r large enough. Set D := B(y, r)c ∩ C(g−1v) ∩ C(−gd(x,z)+1v). Each set Ai ∩D separate
D into two disjoint open sets. Let Ci be the one containing x. Then z 6∈ Ci. Moreover,
the sets Ai ∩D have bounded geometry and do not intersect ∂C(g−1v) ∪ C(−gd(x,z)+1v)
(see Figure 1).
By (3.1), we may write:
Gλ0(x, z : D) =
∫
A1∩D
Gλ0(u1, z : D) d̟
λ0
x (u1)
=
∫
A1∩D
∫
A2∩D
Gλ0(u2, z : D) d̟
λ0
x (u1)d̟
λ0
u1 (u2)
=
∫
A1∩D
· · ·
∫
AN∩D
Gλ0(uN , z : D) d̟
λ0
x (u1) · · · d̟λ0uN−1(uN )
≤
∫
A1∩D
· · ·
∫
AN∩D
Gλ0(uN , z) d̟
λ0
x (u1) · · · d̟λ0uN−1(uN )
where ̟ju is the distribution on Aj ∩ D given by (3.1). (Observe that Gλ(uj , z) : D \
Aj) = 0 since ui, z are separated by Aj . Observe that, by Proposition 8.3, for all
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Figure 1. Ancona-Goue¨zel inequality
uN ∈ AN , ||∇uN logGλ0(uN , z)|| ≤ logC0. By construction, d(AN ∩D, B(y, r − 1)) ≥ 1
and for all uN−1 ∈ AN−1, d(uN−1, B(y, r − 1)) ≥ 1. So, we may apply Proposition 3.4
and obtain a constant C5 = C3C
2
0 such that∫
AN∩D
Gλ0(uN , z) d̟
′
uN−1
(uN ) ≤ C5
∫
AN
Gλ0(uN−1, uN )Gλ0(uN , z) duN ,
where ̟′z is the distribution on AN ∩D associated with (3.1) for the domain B(y, r −
1)c ∩ C(g−1v) ∩ C(−gd(x,z)+1v). Since D ⊂ B(y, r − 1)c ∩ C(g−1v) ∩ C(−gd(x,z)+1v), we
have ̟λ0z ≤ ̟′z on AN ∩D and therefore∫
AN∩D
Gλ0(uN , z) d̟
λ0
uN−1(uN ) ≤ C5
∫
AN
Gλ0(uN−1, uN )Gλ0(uN , z) duN .
The right hand side satisfies for all uN−1 ∈ AN−1,
||∇uN−1
∫
AN
Gλ0(uN−1, uN )Gλ0(uN , z) duN || ≤ C0
∫
AN
Gλ0(uN−1, uN )Gλ0(uN , z) duN
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because it is an integral in the variable uN of the functions Gλ0(uN−1, uN ) with that
property. We can iterate the application of Proposition 3.4 and obtain
Gλ0(x, z : D) ≤ CN5
∫
A1
· · ·
∫
AN
Gλ0(x, u1)Gλ0(u1, u2) · · ·Gλ0(uN , z) du1 · · · duN
= CN5
∫
Gλ0(x, u1) (L1 · · ·LN−1G(uN , z)) (u1)du1
= CN5 ||Gλ0(x, u1)||L2(A1) · ||L1 · · ·LN−1Gλ0(uN , z)||L2(A1)
≤ CN5 ||Gλ0(x, u1)||L2(A1)
N−1∏
i=1
||Li|| · ||Gλ0(uN , z)||L2(AN ),
where Li : L
2(Ai+1) → L2(Ai) is defined by Lif(ui) =
∫
Gλ0(ui, ui+1)f(ui+1)dui+1,
|| · ||L2(Ai) is the L2-norm on Ai and ||Li|| is the operator norm. Set
f0 := ||Gλ0(x, u1)||L2(A1), fi = ||Li|| for i = 1, · · · , N − 1,
and fN := ||Gλ0(uN , z)||L2(AN ).
Thus, to prove Proposition 3.7, it suffices to show that there exist θ1, · · · , θN such that
for all i = 0, · · · , N , fi(θ1, · · · , θN ) < 14C5 .
Now choose θi uniformly from Xi. We claim that, for all i, the expectation of f
2
i with
respect to normalized measures 4πNdθi satisfies
E(f2i ) ≤
e−εr
20C25
,
if ε is small enough. It will imply that E(
∑
f2i ) ≤ (N+1)e
−εr
20C25
< 1
16C25
, which will in turn
imply that
∑
f2i (θ1, · · · , θN ) < 116C25 for some {θ1, · · · , θN}, thus fi(θ1, · · · , θN ) <
1
4C5
for all i for that choice of {θ1, · · · , θN} and Proposition 3.7 will follow.
Now it remains to prove the claim. Fix a set S of generators for Γ, an order on S and
its induced lexicographical order on Γ. For a ∈ Ai, b ∈ Ai+1, let γ0 and γ1 be the first
elements of Γ in the lexicographical order such that
d(γ0y, a) < diamM and d(γ1y, b) < diamM.
Set Φ(a, b, θi, θi+1) = γ
−1
0 γ1 ∈ Γ.
Denote by dµ(a, b, θi, θi+1) the product of the Lebesgue measures on Ai, Ai+1 and of
16
π2
N2dθidθi+1 and define A(z) = µ({(a, b, θi, θi+1) : z ∈ Φ(a, b, θi, θi+1)M0})/vol(M).
Here M0 is a fundamental domain containing y. We have
Gλ0(a, b) = Gλ0(γ
−1
0 a, γ
−1
0 b) ≤ C2diamM0 Gλ0(y, γ−10 γ1y),
LOCAL LIMIT THEOREM 19
where C2diamM0 comes from Proposition 8.3. Thus,
E(f2i ) =
∫
G2λ0(a, b)dµ(a, b, θi, θi+1)
≤ C2diamM0
∑
γ∈Γ
G2λ0(y, γy)µ({(a, b, θi, θi+1) : Φ(a, b, θi, θi+1) = γ})
≤ C4diamM0
∫
M˜
G2λ0(y,w)A(w)dVol(w),
Let us estimate A(w) for fixed w ∈ M˜ . First w determines γ such that w ∈ γM0. For
arbitrary γ0, set
A(w, γ0) := µ{(a, b, θi, θi+1) : a ∈ γ0M0, b ∈ γ0γM0}.
For such (a, b, θi, θi+1), θi, θi+1 vary in intervals of size e
−a0d(y,a), e−a0d(y,b), respectively.
Therefore,
µ(A(w, γ0)) ≤ 16
π2
N2e−a0(d(y,a)+d(y,b)) .
Now let us bound the number of γ0 appearing in A(w). Let γ0 = γ00γ01 and γ1 = γ00γ11,
with common initial subword γ00.
Observe that the angles ∠y(γ0y, a),∠y(γ1y, b) are at most diamM · e−a0r for some
constant a0 given by the comparison triangle in the constant curvature the infimum of the
sectional curvature. If ε is chosen small enough, this implies that ∠y(γ0y, γ1y) ≥ 1/2e−εr.
If γ00 has word length n, then the angle ∠y(γ0y, γ1y) < e−a1n, for some constant a1
depending on the bounds of the curvature and of the inner diameter of the fundamental
domain M0. Therefore, n ≤ εr/a1. Therefore there are C|γ| choices of γ01 (where C is
the number of presentation of γ with minimal length) and e|S|εr choices of γ00.
Since word metric on Γ and the hyperbolic metric are quasi-isometric, |γ| ≥ a1d(y,w)−
2. Thus
A(w) . d(y,w)ea1εre2εre−a0a1d(y,w).
It follows that there exists R2 such that if ε is chosen small enough and r ≥ R2,
E(f2i ) . e
(2+a1)εr
∫ ∞
r
Re−a0a1R
∫
S(y,R)
G2λ0(y, z)dR
. e(2+a1)εr
∫ ∞
r
Re−a0a1RdR . e((3+a1)ε−a0a1)r <
e−εr
20C25
,
where we used Proposition 2.16 for the second inequality. We also have that Ef20 and
Ef2N are less than
1
16C25
by a similar proof. 
Proof of Ancona-Goue¨zel inequality. Theorem 3.6 follows from Proposition 3.7 by an
inductive argument (see also [G1], [GL]). Indeed, let x, y, z,D be as in Theorem 3.6,
λ ∈ [0, λ0]. We want to estimate from above
Gλ(x, z : D)
Gλ(x, y : D)Gλ(y, z : D)
.
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Set Ψ(α, β) the highest possible value of this ratio for x, y, z,D as in Theorem 3.6,
d(x, y) ≤ α, d(y, z) ≤ β. By Proposition 8.3, this quantity is well defined. Moreover,
by definition the functions α, β 7→ Ψ(α, β) are nondecreasing. Assume without loss of
generality that α ≥ β.
Lemma 3.8. There is θ, 0 < θ < 1 and R such that, if α, β ≥ R,
(3.3) Ψ(α, β) ≤ eθαΨ(α/2, β).
It follows that for all (α, β),
Ψ(α, β) ≤ Πk∈Ne2θ2
kR
Ψ(R,R).
This shows Theorem 3.6 since the infinite product is converging and Ψ(R,R) is finite.
It remains to prove Lemma 3.8.
Proof. Consider (x, y, z,D) as in Theorem 3.6, d(x, y) ≤ α, d(y, z) ≤ β, such that
Gλ(x, z : D)
Gλ(x, y : D)Gλ(y, z : D)
≥ e−θα/3Ψ(α, β).
for some θ, 0 < θ < 1 chosen later. There is nothing to prove if d(x, y) ≤ α/2. Assume
d(x, y) > α/2 and let x′ be the point in the segment [x, y] with d(x′, y) = 0.3α. Using
(3.1) with the sphere S(x′, 0.1α) of points at distance 0.1α from x′, we see that we can
write
(3.4) Gλ(x, z : D) =
∫
S(x′,0.1α)
Gλ(w, z : D) d̟
λ
x(w) +Gλ(x, z : D ∩B(x′, 0.1α)c).
By hypothesis, the domain D contains C(g−1v) ∩ C(−gd(x,z)+1v). Recall R2 is the
constant in Proposition 3.7. If α > 10R2, we can apply Proposition 3.7 to x, x
′ and z
(we indeed have d(x, x′) ≥ 0.2α > 0.1α + 1) and get, for all λ, 0 ≤ λ ≤ λ0,
Gλ(x, z : D ∩B(x′, 0.1α)c) ≤ Gλ0(x, z : D ∩B(x′, 0.1α)c) ≤ 2−e
ε(0.1α)
.
On the other hand, for w ∈ S(x′, 0.1α), d(w, z−1) ≤ 1.4α and d(w, x1) ≤ 0.8α, where
x1 = γv(1), z−1 = γv(d(x, z) − 1), so that, by Propositions 3.5 and 8.3∫
S(x′,0.1α)
Gλ(w, z : D) d̟
λ
x(w) ≥ C−13 C−20
∫
S(x′,0.1α)
Gλ(w, z : D)Gλ(w, x : D) dw
≥ C−13 C−2−2.2α0 κ2
∫
S(x′,0.1α)
dw
≥ cα
for some c > 0 if α is large enough, where κ > 0 is given by κ := infx,z,D{G0(x, x1) :
D), G0(z, z−1 : D)}. For all θ there is R such that for α ≥ R,
2−e
ε(0.1α) ≤
(
eθ
α/3 − 1
)
cα, so that
Gλ(x, z : D ∩B(x′, 0.1α)c) ≤
(
eθ
α/3 − 1
) ∫
S(x′,0.1α)
Gλ(w, z : D) d̟
λ
x(w) and thus
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(3.5) Gλ(x, z : D) ≤ eθα/3
∫
S(x′,0.1α)
Gλ(w, z : D) d̟
λ
x(w).
Let z1 be the point z1 := γv(d(x, z) + 1) ∈ ∂D. Consider on the geodesic segment
[w, z1] the point y
′ such that d(y′, z1) = d(y, z1) and z′ the point closest to z with
the property that C−vxz1 ⊂ C−g−1vwz′ . With such a choice, each (w, y′, z′,D) satisfies the
hypotheses of theorem 3.6 with d(w, y′) ≤ α/2, d(y′, z′) ≤ β so that Gλ(w, z′ : D) ≤
Ψ(α/2, β)Gλ(w, y
′ : D)Gλ(y′, z′ : D).
Moreover, there are constants a0, a1, depending only on the curvature such that
d(y, y′) ≤ e−0.3a0α0.1α and d(z′, z) ≤ d(y, y
′)
a1
.
2 So, by Proposition 8.3, we obtain, replacing y′ by y and z′ by z,
Gλ(w, z : D) ≤ C
d(y,y′)
a1
0 Gλ(w, z
′ : D) ≤ C
d(y,y′)
a1
0 Ψ(α/2, β)Gλ(w, y
′ : D)Gλ(y′, z′ : D)
≤ C(2+2/a1)d(y,y′)0 Ψ(α/2, β)Gλ(w, y : D)Gλ(y, z : D).
We choose θ and R such that (3.5) holds and that for α ≥ R,
C
(2+2/a1)e−0.3a0α0.1α
0 ≤ eθ
α/3
(take for instance e−0.2a0 < θ < 1 and R large). We obtain
Gλ(x, z : D) ≤ e2θα/3Ψ(α/2, β)Gλ(y, z : D)
∫
S(x′,0.1α)
Gλ(w, y : D) d̟
λ
x(w).
By (3.1), the last integral is at most Gλ(x, y : D) and Lemma 3.8 follows:
Ψ(α, β) ≤ eθα/3 Gλ(x, z : D)
Gλ(x, y : D)Gλ(y, z : D)
≤ eθαΨ(α/2, β).

We use the following notation throughout this article: ∼a means that the ratios
between the two sides are bounded by a.
Corollary 3.9. There are constants C8, R1 such that, for all λ ∈ [0, λ0], all v ∈ M˜ , all
y, y′ 6∈ C(g−R1v) and all z ∈ C(gR1v),
(3.6) Gλ(y, z) ∼C8 Gλ(y, γv(0))Gλ(γv(0), z), Gλ(y, z)
Gλ(y′, z)
∼C28 Gλ(y, γv(0))
Gλ(y′, γv(0))
.
2Let w′ be the point in the segment [x, z] that is closest to w. The estimate on d(y, y′) follows from
the comparison of the geodesic triangle wz1w
′. Since d(z1, y) = d(z1, y
′) = β+1 ≥ R+1, the angle at z1
in the geodesic triangle wz1w
′ is at most d(y, y′) for R large enough. Then d(z, z′) = d(z1, z
′
1), where z
′
1
is the closest point to z1 in the segment [w, z1] with the property that C±(v
w
z′
1
) does not intersect C±(v
x
z1).
There is an ideal triangle based on the segment [z1z
′
1] with angle pi/2 at z
′
1 and at least pi/2− d(y, y
′) at
z1. The estimate on d(z, z
′) = d(z1, z
′
1) follows by comparison.
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Proof. Let y 6∈ C(g−Rv), z ∈ C(gRv). If R is large enough, on the geodesic [yz], the
closest point w(y, z) to γv(0) satisfies d(w(y, z), γv(0)) ≤ 1. The first inequality in (3.6)
follows directly from (3.2) and Proposition 8.3, the second from the first applied to
y, y′ 6∈ C(g−R1v). 
3.2. λ0-Martin boundary. We now follow Section 6 of [AnS] simultaneously for all
λ ∈ [0, λ0] to obtain Propositions 2.3, 2.4, 2.5 uniformly in λ ≤ λ0. For x, y, z ∈ M˜, λ ∈
[0, λ0], set
kλ(x, y, z) :=
Gλ(y, z)
Gλ(x, z)
.
The function kλ(x, y, z) is clearly (∆ + λ)-harmonic in y on M˜ \ {z}.
Lemma 3.10. There are constants C > 1,K < 1 such that for all geodesic γ and all
x, y /∈ C(γ˙(−2R1 − T )), z, w ∈ C(γ˙(2R1)), λ ∈ [0, λ0], T > 0,∣∣∣ log kλ(x, y, z)
kλ(x, y, w)
∣∣∣ ≤ CKT .
Proof. It suffices to prove the case T = 2nR1 for n ∈ N. For v ∈ SM˜ , denote
C±1(v) := C(g−1v) ∩ C(−g1(v)). Fix a geodesic γ and points z, w ∈ C(γ˙(2R1)). for
x, y ∈ C±1(γ˙(−2nR1)), denote
kλ(x, y, z;n) =
Gλ(y, z : C(γ˙(−2nR1 − 2)))
Gλ(x, z : C(γ˙(−2nR1 − 2))) .
The following numbers θ(n), θ(n) are well defined for n ∈ N since by (3.6), they
are between
(
C48
)−1
and C48 , independently of λ ∈ [0, λ0], the geodesic γ and z, w ∈
C(γ˙(2R1)) :
θ(n) := sup
x,y∈C±1(γ˙(−2nR1))
kλ(x, y, z;n)
kλ(x, y, w;n)
θ(n) := inf
x,y∈C±1(γ˙(−2nR1))
kλ(x, y, z;n)
kλ(x, y, w;n)
.
Let x, y ∈ C±1(−2(n + 1)R1). We apply Proposition 8.5 with D = M˜ and the sepa-
rating A = ∂C(γ˙(−2nR1)). Denote ̟λx ,̟λy the hitting distributions on ∂C(γ˙(−2nR1)).
Any continuous curve from x or y to z or w cross ∂C(γ˙(−2nR1)), so that we have the
following estimates. (For simplicity, we omit the domain C(γ˙(−2(n + 1)R1 − 2)) of the
Green functions in the following paragraph.)
kλ(x, y, z;n + 1)
kλ(x, y, w;n + 1)
− θ(n) = Gλ(y, z)Gλ(x,w) − θ(n)Gλ(x, z)Gλ(y,w)
Gλ(x, z)Gλ(y,w)
=
∫
a,b∈∂C(γ˙(−2nR1)) [Gλ(a, z)Gλ(b, w) − θ(n)Gλ(b, z)Gλ(a,w)] d̟λx(b)d̟λy (a)∫
a,b∈∂C(γ˙(−2nR1))Gλ(a,w)Gλ(b, z) d̟
λ
x(b)d̟
λ
y (a)
∼(C3C0)4
∫
a,b∈∂C(γ˙(−2nR1))Gλ(y, a)Gλ(x, b) [Gλ(a, z)Gλ(b, w)− θ(n)Gλ(b, z)Gλ(a,w)] dadb∫
a,b∈∂C(γ˙(−2nR1))Gλ(y, a)Gλ(x, b)Gλ(a,w)Gλ(b, z) dadb
,
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where we used Propositions 3.4 and 3.5 to write the last line. This is possible since both
functions
Gλ(a, z)Gλ(b, w) − θ(n)Gλ(b, z)Gλ(a,w) and Gλ(a,w)Gλ(b, z)
are positive harmonic in a and in b on a neighbourhood of size at least 1 of ∂C(γ˙(−2nR1)).
Using (3.6) with the point xn := γ(−(2n + 1)R1), we obtain
kλ(x, y, z;n + 1)
kλ(x, y, w;n + 1)
− θ(n)
∼(C8C3C0)4
∫
a,b∈∂C(γ˙(−2nR1))Gλ(xn, a)Gλ(xn, b) [Gλ(a, z)Gλ(b, w) − θ(n)Gλ(b, z)Gλ(a,w)] dadb∫
a,b∈∂C(γ˙(−2nR1))Gλ(xn, a)Gλ(xn, b)Gλ(b, z)Gλ(a,w) dadb
.
Since the last line above doesn’t depend on x and y, we have, setting C ′ = (C8C3C0)8,
θ(n+ 1)− θ(n) = sup{ kλ(x, y, z; (n + 1))
kλ(x, y, w; (n + 1))
− θ(n)}
≤ C ′ inf{kλ(x, y, z; (n + 1)))
kλ(x, y, w; (n + 1))
− θ(n)}
= C ′ (θ(n+ 1)− θ(n)) .
Applying an analogous argument to the function θ(n)− kλ(x,y,z;(n+1))kλ(x,y,w;(n+1)) , we get
θ(n)− θ(n+ 1) ≤ C ′ (θ(n)− θ(n+ 1)) .
Therefore, by adding the two inequalities and multiplying the results,
θ(n)− θ(n) ≤
(
C ′ − 1
C ′ + 1
)n−1
(θ(1)− θ(1)) ≤ C28
(
C ′ − 1
C ′ + 1
)n−1
.
Since both k(x, y, z) and k(x, y, w) are 1 for x = y, θ ≤ 1 ≤ θ. Since the difference
θ(n) − θ(n) is small, they are both close to 1 and the ratio is between log θ and log θ,
which are of the same order as max{θ − 1, 1 − θ} ≤ θ − θ. Finally, we obtain constants
C and K < 1 such that, for all geodesic γ, all λ ∈ [0, λ0], all x, y ∈ C±1(γ˙(−2nR1)) and
z, w ∈ C(γ˙(2R1))
(3.7)
∣∣∣ log kλ(x, y, z;n)
kλ(x, y, w;n)
∣∣∣ ≤ CKn.
Consider now γ, x, y, z, w, T in the statement of Lemma 3.10. Choose N so that 2NR1 ≤
T < 2(N + 1)R1. Setting A = ∂C(γ˙(−2NR1) we can write, using (8.4)
kλ(x, y, z)
kλ(x, y, w)
=
Gλ(y, z)Gλ(x,w)
Gλ(x, z)Gλ(y,w)
=
∫
A×AGλ(a, z)Gλ(b, w) d̟y(a)d̟x(b)∫
A×AGλ(b, z)Gλ(a,w) d̟y(a)d̟x(b)
.
Since (a, b) ∈ A×A ⊂ C±1(γ˙(−2NR1)) and z, w ∈ C(γ˙(2R1)), Lemma 3.10 follows from
(3.7). 
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In the rest of this section, we use lemma 3.10 to obtain the properties from Propositions
2.5, 2.4, 2.3 and 2.7 at λ0 and that the corresponding objects depend continuously on λ
as λ→ λ0. 3
Proposition 3.11. (1) Let ξ ∈ ∂M˜ and λ ≤ λ0. The following limit exists and defines
a positive (∆ + λ)-harmonic function
kλ(x, y, ξ) = lim
z→ξ
kλ(x, y, z),
which we call the Martin kernel.
(2) Fix x, y ∈ M˜. There exist α and C = C(max{d(x, y), 1}) > 0 such that for any
λ ∈ [0, λ0], ∣∣∣ log kλ(x, y, ξ)
kλ(x, y, η)
∣∣∣ ≤ C(dx(ξ, η))α,
where dx is the Gromov metric on ∂M˜ . Moreover, for β < α, the function λ 7→ kλ(x, y, ξ)
is continuous from [0, λ0] into the space of β-Ho¨lder continuous functions on ∂M˜ .
Proof. (1) It suffices to show it for a fixed x = x0 and a sequence zn → ξ. Let γ be
the geodesic going from x0 to ξ. There is T such that x0, y 6∈ C(γ˙(T − 2R1)). As
n→∞, zn ∈ C(γ˙(Tn +2R1)), with Tn →∞. By Lemma 3.10, the sequence kλ(x0, y, zn)
converges.
(2) Let γ be the geodesic such that γ(0) = x, γ(+∞) = ξ. There is δ0 depending only
on the curvature bound such that if the Gromov distance dx(ξ, η) is smaller than δ0,
then there is T = −C log dx(ξ, η) such that ξ, η lie in the closure of C(γ˙(T )). We choose
δ0 small enough so that T > max{d(x, y), 1} + 4R1. Then, Lemma 3.10 applies to the
limits kλ(x, y, ξ) and kλ(x, y, η) so that∣∣∣ log kλ(x, y, ξ)
kλ(x, y, η)
∣∣∣ ≤ C(d(x, y))K(−C log dx(ξ,η)) = C(dx(ξ, η))α,
where α = −C logK > 0.
As λ varies, by Lemma 3.10, the functions kλ(x, y, z) are uniformly α-Ho¨lder continu-
ous on a neighborhood of ξ in M˜ ∪ ∂M˜ . Moreover, kλ(x, y, z)→ kλ0(x, y, z) as λ→ λ0.
The continuity in λ follows for any β < α. 
Recall from (2.7) that θλx(y, z) :=
Gλ(y,z)
Gλ(y,x)Gλ(x,z)
for x, y, z ∈ M˜ , λ ≤ λ0.
Proposition 3.12. Fix x ∈ M˜, ξ 6= η ∈ ∂M˜ , λ ∈ [0, λ0]. As y → ξ, z → η, the following
limit exists and defines the Na¨ım kernel θλx(ξ, η):
θλx(ξ, η) := lim
y→ξ,z→η
θλx(y, z) = lim
y→ξ,z→η
Gλ(y, z)
Gλ(y, x)Gλ(x, z)
.
3Since we do not know yet that P (λ0) = 0, we avoid all results mentioning P (λ0) in the rest of this
section and express the complete consequences (like e.g. Theorem 1.5) only in Section 5, when we are
allowed to do it.
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The limit is uniform in λ on the set of triples (x, ξ, η) with dx(ξ, η) bounded away from
0. Set, for v ∈ SM, θλ0(v) := θλ0γv˜(0)(v˜
−, v˜+) as θλ in (2.8). Then there is β such that the
mapping λ 7→ θλ is continuous from [0, λ0] to the space of β-Ho¨lder continuous functions
on SM,
Proof. For λ < λ0, this is Proposition 2.5. Let us give a proof which is uniform for λ
up to λ0. Observe that, by (3.6), for dx(y, z) = d(x, z) + d(x, y)− d(x, z) bounded away
from 0, the functions θλx(y, z) are uniformly bounded. As before, by (3.10), the functions
y, z 7→ θλx(y, z) are uniformly α-Ho¨lder continuous in y and in z as long as dx(y, z)
remains bounded away from 0 and θλx(y, z)→ θλ0x (y, z) as λ→ λ0. The convergence and
the continuity follow. Observe also that the function θλγv˜(0)(v˜
−, v˜+) is Γ-invariant and so
θλ is indeed a function on SM . Since dγv˜(0)(v˜
−, v˜+) = 1, the mapping λ 7→ θλγv˜(0)(v˜−, v˜+)
is continuous from [0, λ0] to the space of β
′-Ho¨lder continuous functions on SM˜ endowed
with the metric coming from the identification with ∂M˜×∂M˜×R for some β′ < α. This
identification being itself Ho¨lder continuous ([AnS] Proposition 2.1), the last statement
of Proposition 3.12 follows. 
For v ∈ SM , x ∈ M˜ , ξ, η ∈ ∂M˜ , we set
(3.8) θ(v) := θλ0(v), θx(ξ, η) := θ
λ0
x (ξ, η).
Fix x, z ∈ M˜ , d(x, z) ≥ 1. The functions x 7→ kλ(x, y, ξ) and y 7→ kλ(x, y, z), ξ ∈ ∂M˜
are ∆ + λ harmonic in y in a neighborhood of x. Let v ∈ SxM˜ . The directional
derivative ∂vkλ(x, ., z) exists. Since k(x, y, z) is a harmonic function of y away from z,
by Proposition 8.3, |∂v log kλ(x, y, z)|y=x| ≤ logC0 where the constant logC0 does not
depend on λ ∈ [0, λ0]. Following [H1] Lemma 3.2, we have:
Proposition 3.13. For fixed x0 ∈ M˜ and v˜ ∈ SxM˜ , the mapping ξ 7→ ∂v˜kλ(x0, y, ξ)|y=x0
is α-Ho¨lder continuous, uniformly in λ ∈ [0, λ0], v˜ ∈ SxM˜ . In particular, there is β >
0 such that the function λ 7→ Φλ is continuous from [0, λ0] to the space of β-Ho¨lder
continuous functions on SM , where, for v ∈ SM , Φλ(v) is defined by
Φλ(v) := ∂v˜ log kλ(γv˜(0), ., γv˜(+∞)) = lim
ε→0
1
ε
log kλ(γv˜(0), γv˜(ε), γv˜(+∞)),
where v˜ is a lift of v.
Proof. Let x ∈ M˜, v ∈ SxM˜. For ε > 0, set xε := γv(ε). Then, for ξ ∈ M˜,
∂vkλ(x, ., ξ) + 2 logC0 = lim
ε→0
lim
z→ξ
ε−1(Gλ(xε, z)−Gλ(x, z)) + 2(logC0)Gλ(x, z)
Gλ(x, z)
.
Let γ be a geodesic with γ(0) = x. For T > 3, points z, w ∈ C(γ˙(T )), and ε < 1, write
γ for the geodesic going from x to ξ. We write, using (8.5) and Proposition 8.7 for
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S := ∂B(x, 2) and B(x, 2) ⊂ M˜ \ C(γ˙(3)),
Gλ(xε, z)−Gλ(x, z)
ε
+ 2(logC0)Gλ(x, z)
=
∫
S
(∫
∂C(γ˙(3))
Gλ(a, z) d̟
λ
s (a)
)[
ρλxε(s)− ρλx(s)
ε
+ 2(logC0)ρ
λ
x(s)
]
ds.
By (8.6), the expression
ρλxε(s)− ρλx(s)
ε
+ 2(logC0)ρ
λ
x(s) is nonnegative and at most
3(logC0)ρ
λ
x(s). Moreover, by (3.6), if z ∈ C(γ˙(2R1 +3)), kλ(x, a, z) ≤ C28kλ(x, a, γ(R1 +
3)). Assume η is close to ξ in ∂M˜ . In the formula
∂vkλ(x, ., η) + 2 logC0
= lim
ε→0
lim
z→η
∫
S
(∫
∂C(γ˙(3))
kλ(x, a, z) d̟
λ
s (a)
)[
ρλxε(s)− ρλx(s)
ε
+ 2(logC0)ρ
λ
x(s)
]
ds,
the integrand is at most 3(logC0)C
2
8kλ(x, a, γ(R1 + 3))ρ
λ
x(s) for all ε small and all z ∈
C(γ˙(2R1 + 3)). Since∫
S
(∫
∂C(γ˙(3))
kλ(x, a, γ(R3 + 1)) d̟
λ
s (a)
)
ρλx(s) ds = kλ(x, x, γ(R3 + 1)) = 1,
we may exchange the limits and the integrals. Set
F (x, v, s) := lim
ε→0
ρλxε(s)− ρλx(s)
ε
+ 2(logC0)ρ
λ
x(s) = ∂vρ
λ
x′(s)|x′=x + 2(logC0)ρλx(s).
There is θ0 such that, if dx(ξ, η) ≤ θ0, then η ∈ C(γ˙(4R1 + 3)) ∩ ∂M˜ and we can find
zn → η with all zn ∈ C(γ˙(2R1 + 3)). This gives, for dx(ξ, η) ≤ θ0,
∂vkλ(x, ., η) + 2 logC0 =
∫
S
(∫
∂C(γ˙(3))
kλ(x, a, η) d̟
λ
s (a)
)
F (x, v, s) ds,
It follows from Lemma 3.10 and (3.6) that for ξ, η ∈ ∂M˜ , dx(ξ, η) ≤ θ0,
(3.9)
∂vkλ(x, ., η) + 2 logC0
∂vkλ(x, ., ξ) + 2 logC0
≤ eC(dx(ξ,η)α .
Assume ∂vkλ(x, ., ξ) ≤ ∂vkλ(x, ., η) and recall that |∂vkλ(x, ., .)| ≤ logC0. For dx(ξ, η)
small enough, it follows from (3.9) that ∂vkλ(x, ., η)−∂vkλ(x, ., ξ) ≤ 3C(logC0)(dx(ξ, η))α.
The Proposition follows. 
Corollary 3.14. Set P (λ0) for the pressure of the function ϕλ0 := −2Φλ0 . Then,
P (λ0) ≤ 0.
Indeed we know by Corollary 2.11 that the pressure of the function ϕλ is negative,
and by Proposition 3.13 that the mapping λ 7→ ϕλ is continuous at λ0.
Corollary 3.15. The measures µλ and the normalising constants Ωλ,Υλ are continuous
functions of λ as λ→ λ0 in [0, λ0].
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Proof. Indeed, the measures µλ0 satisfies the conditions in Proposition 2.7 and Ωλ0 satis-
fies the expression (2.11). Since the functions involved are continuous by Proposition 3.11
and Proposition 3.13, Corollary 3.14 follows. The argument is the same for Υλ. 
We can now prove Theorem 1.3 giving the exponential decay of Gλ0(x, y) with the
distance. More precisely, we have:
Proposition 3.16. Let τ0 := inf{
∫
Φλ0 dm}, where the infimum is taken over all g-
invariant probability measures. Then, τ0 > 0 and
lim
R→∞
− 1
R
logmax{Gλ0(x, y) : d(x, y) = R} = τ0.
Proof. First we prove that τ0 > 0. Supposem1 attains sup
∫
ϕλ0dm. Suppose
∫
ϕλ0 dm1 ≥
0. Then hm1 +
∫
ϕλ0 dm1 ≥ 0. However, since P (ϕλ0) ≤ 0 by Corollary 3.14, it follows
that hm1 = 0 and
∫
ϕλ0dm1 = 0, and therefore m1 is the equilibrium state of ϕλ0 . This
is a contradiction since hm1 > 0 if m1 is the equilibrium state of the Ho¨lder continuous
function ϕλ0 . This proves that sup{
∫
ϕλ0 dm} < 0 and thus that τ0 is positive.
It follows from the definition (2.10) of the Pressure that
lim
t→∞
1
t
P (−tΦλ0) = −τ0.
Let 0 < τ ′ < τ0, we can find T large enough that −P (−TΦλ0) > Tτ ′. By Corollary 2.17,
we get that there exists a constant C(T ) such that for all R ≥ 1, x ∈ M˜ ,
e−RP (−TΦλ0)
∫
S(x,R)
GTλ0(x, z)dz ≤ C(T ).
Set
τ(R) := {− 1
R
max logGλ0(x, z) : d(x, z) = R}.
By compactness, there exist x, y with d(x, y) = R and Gλ0(x, y) = e
−Rτ(R). We have,
for z ∈ S(x,R), d(y, z) ≤ 1,
Gλ0(x, z) ≥ C−10 e−Rτ(R) and thus GTλ0(x, z) ≥ C−T0 e−TRτ(R).
Therefore, we have for all R ≥ 1,
C(T ) ≥ eRTτ ′
∫
S(x,R)∩B(y,1)
GTλ0(x, z)dz ≥ C−T0 eRT (τ
′−τ(R))Vol(S(x,R) ∩B(y, 1)).
Since for R ≥ 1,Vol(S(x,R)∩B(y, 1)) is greater than a positive constant, this is possible
only if lim infR τ(R) ≥ τ ′. Since τ ′ < τ0 was arbitrary, this proves that
lim inf
R→∞
− 1
R
log max{Gλ0(x, y) : d(x, y) = R} ≥ τ0.
Conversely, for all ε > 0, there exists a closed geodesic of length ℓ, say, such that for
v tangent to that geodesic, ∫ ℓ
0
Φλo(gsv) ds ≤ (τ0 + ε)ℓ.
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Let v˜ be a lift of v. The geodesic γv˜ is a periodic axis and for all j ∈ N,
kλ0(γv˜(jℓ), γv˜((j + 1)ℓ), γv˜(+∞)) ≤ e(τ0+ε)ℓ.
By Lemma 3.10, we have
Gλ0(γv˜(jℓ), γv˜(Nℓ))
Gλ0(γv˜((j + 1)ℓ), γv˜(Nℓ))
≥ e−CK(N−j)ℓkλ0(γv˜((j + 1)ℓ), γv˜(jℓ), γv˜(+∞))
≥ e−CK(N−j)ℓe−(τ0+ε)ℓ.
Since the sum Σ∞0 CK
(N−j)ℓ converges, we have
Gλ0(γv˜(0), γv˜(Nℓ))
Gλ0(γv˜((N − 1)ℓ), γv˜(Nℓ))
=
N−2∏
j=0
Gλ0(γv˜(jℓ), γv˜(Nℓ))
Gλ0(γv˜((j + 1)ℓ), γv˜(Nℓ))
≥ Ce−N(τ0+ε)ℓ.
This shows that, for all ε > 0,
lim sup
R→∞
− 1
R
log max{Gλ0(x, y) : d(x, y) = R} ≤ lim sup
N→∞
−1
Nℓ
logGλ0(γv˜(0), γv˜(Nℓ))
≤ τ0 + ε.

Corollary 3.17. There exists C > 0 such that for any λ ∈ [0, λ0] and x, ξ, η, there exists
x0 ∈ [ξ, η] such that if y is in the geodesic ray from x to ξ, then
kλ(x, y, η)
kλ(x, y, ξ)
≤ Cmin(1, Gλ(y, x0)2).
Proof. We first claim that by δ-hyperbolicity, there exist points x0 ∈ [ξ, η], x1 ∈ [x, η], x2 ∈
[y, η], x3 ∈ [x, ξ] such that the distance between them is bounded above by 3δ. Indeed,
for x′ in the geodesic from η to ξ, the distance function x′ 7→ d(x′, [x, ξ]) is a decreasing
function. Let x′ the first point where d(x′, [x, ξ]) ≤ δ and choose x0 ∈ [x′, η] to be the
point δ-apart from x′. By definition, δ < d(x0, [x, ξ]) ≤ 2δ, thus there exists x3 ∈ [x, ξ]
of distance 2δ-close to x0. Choose x1 ∈ [x, η], x2 ∈ [y, η] δ-close to x0. The claim follows.
Now choose θ0 such that if ∠x(ξ, η) ≤ θ0, then x is R0-apart from x0, · · · , x3. By Theo-
rem 3.6 (which gives estimates up to C1) and Harnack inequality (which gives estimates
up to CH) , the following estimates follow.
Let [x, ξ] ∋ w → ξ and [x, η] ∋ z → η. Let us write G(x, y) = Gλ(x, y) for simplicity.
(1) If d(x, y) < d(x, x3)−R0 − 3δ, then
kλ(x, y, z)
kλ(x, y, w)
=
G(y, z)G(x,w)
G(x, z)G(y,w)
∼(C1CH )4 G(y, x0)G(x0, z)
G(x, x0)G(x0, z)
G(x, x0)G(x0, w)
G(y, x0)G(x0, w)
= 1.
(2) If d(x, y) > d(x, x3) +R0 + 3δ, then
kλ(x, y, z)
kλ(x, y, w)
∼(C1CH )4 G(y, x0)G(x0, z)
G(x, x0)G(x0, z)
G(x, x0)G(x0, y)G(y,w)
G(y,w)
= G(x0, y)
2.
(3) If |d(x, y)− d(x, x3)| < R0 + 3δ, then
kλ(x, y, z)
kλ(x, y, w)
=
G(y, z)G(x,w)
G(x, z)G(y,w)
∼C1C2H G(y, z)
G(x, y)G(y, z)
G(x, y)G(y,w)
G(y,w)
= 1.
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For x, ξ, η such that ∠x(ξ, η) > θ0, if d(y, x) > R0 and d(y, x2) > R0, then
kλ(x, y, z)
kλ(x, y, w)
=
G(y, z)G(x,w)
G(x, z)G(y,w)
∼C21 G(y, x2)G(x2, z)
G(x, z)
G(x, y)G(y,w)
G(y,w)
∼C2H G2(x0, y).
Otherwise, d(x, x2) and thus d(y, x), d(y, x2) are all bounded by a constant depending
on θ0, thus Corollary 3.17 follows from Proposition 8.3. 
Remark 3.18. Note that from the proof, if the angle θ between η and ξ is bounded
away from zero, then d(x, x0) is bounded above.
Proof of Theorem 1.4. Recall that Martin compactification of the operator ∆ + λ0 is
given by all possible limits of kλ0(x, y, z) as z →∞. Proposition 3.11 and its proof show
that there is a continuous mapping from the geometric compactification of M˜ onto the
Martin compactification. So it suffices to show that this mapping is one-to-one. If η 6= ξ,
by Corollary 3.17, kλ0(x, y, η)/kλ0(x, y, ξ) → 0 as y → ξ and thus kλ0(x, ., ξ) does not
coincide with kλ0(x, ., η). The decomposition of positive (∆ + λ0)-harmonic functions
follows then by general Martin theory. 
Since by Proposition 3.16, Gλ0(x0, ·) goes to 0 at infinity uniformly, we get the fol-
lowing estimate for small d(x, y):
Corollary 3.19. For any compact neighborhood K of x, there is a constant C such that,
if y ∈ K, 0 ≤ λ ≤ λ0,
(3.10)
C−1 ≤ (d(x, y))m−2Gλ(x, y) ≤ C for m > 2, C−1 ≤ Gλ(x, y)| log d(x, y)| ≤ C for m = 2.
Proof. Observe that, for x 6= y,
Gλ0(x, y) =
∫ 1
0
eλ0t℘(t, x, y) dt+
∫ ∞
1
eλ0t℘(t, x, y) dt
and that the last term is uniformly bounded for y ∈ K. Indeed, let A be the diameter
of K. Then,∫ ∞
1
eλ0t℘(t, x, y) dt = eλ0
∫
M˜
℘(1, x, z)Gλ0(z, y) dVol(z)
= eλ0
∫
B(x,A+1)
℘(1, x, z)Gλ0 (z, y) dVol(z) + e
λ0
∫
M˜\B(x,A+1)
℘(1, x, z)Gλ0(z, y) dVol(z)
≤ eλ0 max
B(x,A+1)
℘(1, x, z)
∫
B(y,A+2)
Gλ0(z, y) dVol(z) + e
λ0 max
d(z,y)≥A
Gλ0(z, y).
We used (2.2) to bound uniformly
∫
B(y,A+2)Gλ0(z, y) dVol(z) and Proposition 3.16 to
bound maxd(z,y)≥AGλ0(z, y) <∞. For 0 ≤ λ ≤ λ0, Gλ ≤ Gλ0 and it suffices to show the
estimate (3.10) on
∫ 1
0 e
λt℘(t, x, y) dt.
Since the curvature is bounded, it follows from [Mv] that for 0 < t ≤ 1, 0 < d(x, y) ≤ A
℘(t, x, y)(4πt)m/2e−
d(x,y)2
4t ∼C 1.
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Corollary 3.19 follows by integration in t. 
Corollary 3.20. For any A > 0, there is a constant C such that, for d(x, y) < A, 0 ≤
λ ≤ λ0, ∫
B(x,2A)
Gλ(x, z)Gλ(z, y) dVol(z) ≤ CGλ(x, y).
Indeed, by Corollary 3.19, it suffices to show that there is a constant C such that∫
B(x,2A)
dVol(z)
(d(x, z)d(y, z))m−2
≤ C
d(x, y)m−2
for m > 2,∫
B(x,2A)
| log d(x, z) log(dy, z)|dVol(z) ≤ C| log d(x, y)| for m = 2.
The statement reduces to the Euclidean case, where it can be shown by direct compu-
tation.
4. Renewal theory
In this section, we use uniform mixing of the geodesic flow gt we obtained from Sec-
tion 7 to control the convergence in Proposition 2.10 as λ goes to λ0. Throughout the
section, let us denote χ(t) := 1 for |t| ≤ 1/2 and 0 otherwise. Let χδ′(t) = χ(t/δ′). Let
ψ(t) := max{1− |t|, 0}.
Thanks to Proposition 3.13, for λ close to λ0, the functions ϕλ are close to ϕλ0 in the
space Kα of α-Ho¨lder continuous functions, for some α > 0 (see Section 7.1 for definition
of Kα). We can therefore apply Proposition 7.3 and Corollary 7.4 to the equilibrium
measure mλ associated to ϕλ to obtain the following propositions.
Proposition 4.1. There exist α > 0 and δ0 > 0 with the following property. For every
ε > 0, f, h ∈ Kα positive α-Ho¨lder continuous functions, there exists t0 = t0(f, h, ε),
such that for t ≥ t0, for any λ ∈ [λ0 − δ0, λ0],∫
SM
fh ◦ gt dmλ ∼1+ε
∫
SM
f dmλ
∫
SM
hdmλ.
Indeed, t0 depends only on ε, ||f ||α, ||h||α, infλ
∫
f dmλ and infλ
∫
hdmλ, in particular
is independent of λ ∈ [λ0 − δ0, λ0].
Proposition 4.2. There exist α′ > 0 and δ′0 > 0 with the following property. For
every ε > 0, f, u, h ∈ Kα′ positive α′-Ho¨lder continuous functions, there exists t′0 =
t′0(f, u, h, ε), such that for t ≥ t′0, for any λ ∈ [λ0 − δ1, λ0],
1
t
∫ t
0
[∫
f · (u ◦ gs) · (h ◦ gt) dmλ
]
ds ∼1+ε
∫
f dmλ
∫
u dmλ
∫
hdmλ.
Indeed, t′0 depends only on ε, ||f ||α, ||h||α, infλ
∫
f dmλ and infλ
∫
hdmλ, in particular
is independent of λ ∈ [λ0 − δ′0, λ0].
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4.1. Integral on large spheres with respect to Green functions. Let us introduce
some more notations: for x 6= z ∈ M˜ , denote by vxz the unit vector in SzM˜ pointing
towards x. The mapping z 7→ vxz identifies M˜ \ {x} with a subset of SM˜ .
Theorem 4.3. Given ε′ > 0 and positive Ho¨lder continuous functions f, h on SM , there
exist R(f, h, ε′) and δ(f, h, ε′) such that if R > R(f, h, ε′) and λ ∈ [λ0 − δ(f, h, ε′), λ0],
for all x ∈ M˜ ,
(4.1) e−RP (λ)
∫
S(x,R)
f(p vyx)h(p v
x
y )G
2
λ(x, y)dy ∼(1+ε
′)3
Ωλ
∫
∂M˜
f(p ◦ π−1x ξ)dµλx(ξ)
∫
M0
(∫
∂M˜
h(p ◦ π−1y ξ)dµλy(ξ)
)
dVol(y).
Moreover, R(f, h, ε′) and δ(f, h, ε′) depends only on ε′, ||f ||α, ||h||α, infλ
∫
f dmλ and
infλ
∫
hdmλ.
The rest of Section 4.1 is devoted to the proof of Theorem 4.3. Fix f, h positive and
Ho¨lder continuous. We choose δ′0 > 0 such that, if R > 1 and |R−R′| < δ′0, then, for all
x ∈ M˜ and λ ∈ [λ0 − δ(f, h, ε′), λ0],
(4.2)
e−RP (λ)
∫
S(x,R)
f(p vyx)h(p v
x
y )G
2
λ(x, y)dy ∼1+ε
′
e−R
′P (λ)
∫
S(x,R′)
f(p vyx)h(p v
x
y )G
2
λ(x, y)dy.
Then, for δ′ ≤ 2δ0, we can write∫
R
χδ′(s−R)e−sP (λ)
(∫
S(x,s) f(p v
y
x)h(p vxy )G
2
λ(x, y)dy
)
ds
=
∫
M˜
χδ′(d(x, y) −R)e−d(x,y)P (λ)f(p vyx)h(p vxy )G2λ(x, y)dVol(y)
∼(1+ε′) ∫M0 Σ(x, y,R, δ′) dVol(y),
where Σ(x, y,R, δ′) :=
∑
{(v,t):v∈SpxM∩g−tSpyM}
χδ′(R− t)f(v)(θ−2λ h)(−gtv)
dµuuλ
dg−tµuuλ
(v).
We replaced e−tP (λ)G2λ(γv˜(0), γv˜(t)) by
1
θ2λ(gtv)
dµuuλ
dg−tµuuλ
(v): we have, by equation (2.16),
dµuuλ
dg−tµuuλ
(v) = e−tP (λ)k2λ(γv˜(t), γv˜(0), γv˜(∞)).
Furthermore, by Proposition 3.12, for given ε′, if R is large enough (depending on ε′)
and |t−R| ≤ δ′ ≤ 1,
dµuuλ
dg−tµuuλ
(v) = e−tP (λ) lim
z→v˜+
G2λ(γv˜(0), z)
G2λ(γv˜(t), z)G
2
λ(γv˜(0), γv˜(t))
G2λ(γv˜(0), γv˜(t))
∼1+ε′ e−tP (λ)θ2λ(gtv)G2λ(γv˜(0), γv˜(t)),
where the approximation is uniform in gtv and λ.
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It follows that for δ′ < 2δ0, given ε′ > 0, for all R large enough and all λ close enough
to λ0,
(4.1) ∼(1+ε′) 1
δ′
∫
M0
Σ(x, y,R, δ′) dVol(y).
We are reduced to show:
Proposition 4.4. Given ε′ > 0 and positive Ho¨lder continuous functions f, h on SM ,
there exist R0 = R0(f, h, ε
′), δ = δ(f, h, ε′) > 0 and δ′, 0 < δ′ < 2δ′0, such that for
R ≥ R0, all x, y ∈ M˜ and all λ ∈ [λ0 − δ, λ0],
Σ(x, y,R, δ′) ∼(1+ε′) Ωλδ′
(∫
SpxM
f(v) dµuuλ (v)
)(∫
SpyM
h(−u) dµssλ (u)
)
Moreover, R0(f, h, ε
′) and δ(f, h, ε′) depends only on ε′, ||f ||α, ||h||α, infλ
∫
f dmλ and
infλ
∫
hdmλ.
The right hand side in Proposition 4.4 is the same as
δ′Ωλ
∫
∂M˜
f(p ◦ π−1x ξ)dµλx(ξ)
∫
∂M˜
h(p ◦ π−1y ξ)dµλy (ξ)
by (2.17) and (2.18).
Theorem 4.3 follows from Proposition 4.4 and the previous discussion by integrating
the approximation in y over a fundamental domain M0.
Proof. We combine ideas of [M1] and Section III in [L]. Choose ε such that (1+ ε)64 ≤
1 + ε′. Proposition 4.4 follows from Proposition 4.1 applied to the non-negative Ho¨lder
continuous functions F±λ ,H
±
λ with the property that there exist constants C,α, β0, β
′
0, γ
such that for all x, y ∈ M˜ and all λ ∈ [0, λ0], the following (1)-(5) holds.
(1) ||F±λ ||α < C, ||H±λ ||α < C,
(2)
∫
F±λ dmλ > C
−1,
∫
H±λ dmλ > C
−1.
(3)
Ωλδ
′β0(1 + ε)−14
∫
SpxM
f(v)dµuuλ (v) ≤
∫
F−λ dmλ
≤
∫
F+λ dmλ ≤ Ωλδ′β0(1 + ε)14
∫
SpxM
f(v)dµuuλ (v).
(4)
Ωλγβ
′
0(1 + ε)
−14
∫
SpyM
h(−u)dµssλ (u) ≤
∫
H−λ dmλ
≤
∫
H+λ dmλ ≤ Ωλγβ′0(1 + ε)14
∫
SpyM
h(−u)dµssλ (u).
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(5) There is R(ε) such that for R ≥ R(ε),
(1 + ε)−34
∫
F−λ H
−
λ ◦ gR dmλ ≤ Ωλγβ0β′0Σ(x, y,R, δ′(1 + ε′)),
Ωλγβ0β
′
0Σ(x, y,R, δ
′) ≤ (1 + ε)34
∫
F+λ H
+
λ ◦ gR dmλ.
We choose δ′ < 2δ′0 with e
a0δ′ < 2 and such that, for all ξ ∈ ∂M˜, all λ ∈ [0, λ0], for
d(v, v′) < 2δ′, d(x, x′) < 2δ′,
f(v′)
f(v)
,
h(v′)
h(v)
,
θ2λ(v
′)
θ2λ(v)
, kλ(x, x
′, ξ), e−Pβ(x,x
′,ξ) ∼1+ε 1,
where P := inf
λ∈[0,λ0]
P (λ) < 0.
The functions F±λ (v),H
±
λ (u) will approximate θ
−2
λ f(v), θ
−2
λ h(−u) respectively, on the
δ-neighborhoods Nδ(SpxM), Nδ(SpyM) of SpxM , SpyM , respectively.
For w ∈ Nδ′(SpxM), there exist a unique v ∈ SpxM, and v′ ∈ W ssloc(v), t such that
v′ = gtw. Similarly, if w ∈ Nγ(SpyM), then there exists a unique triple (u, u′, s), u ∈
SpyM,u
′ ∈W uuloc (u) such that u′ = gs(w).
By the Ho¨lder regularity of the strong stable and the strong unstable foliations, the
systems of coordinates (v, v′, t) (respectively (u, u′, t)) are Ho¨lder continuous, uniformly
in x and y.
Step 1. There exist β0, β
′
0 > 0 and non-negative Ho¨lder continuous functions a±, b±
supported on NδSpxM , NδSpyM , respectively, such that for all v ∈ SpxM and u ∈ SpyM,
(4.3)
∫
W ssloc(v)
a±(w) dµssλ (w) = β0(1 + ε)
±1,
∫
Wuuloc(u)
b±(w) dµuuλ (w) = β
′
0(1 + ε)
±1.
Moreover, the Ho¨lder exponent and the Ho¨lder coefficient of a±, b± are bounded uni-
formly in x, y, λ.
We denote dss (respectively duu) the induced metric on strong stable manifolds W
ss
(respectively on strong unstable manifolds W uu).
Lemma 4.5. Let
hr,v,λ =
∫
W ssloc(v)
ψ
(
dss(v, v
′)
r
)
dµssλ (v
′).
The map (r, v, λ) 7→ hr,v,λ is continuous in r, v and λ. For a fixed r, the function
v 7→ hr,v,λ is Ho¨lder continuous, uniformly in λ ∈ [0, λ0]. As r varies from 0 to δ′,
the function r 7→ hr,v,λ is increasing and admits right and left derivatives that are are
bounded below by a positive constant uniformly in v, λ and r away from zero.
Proof. The continuity is as in Margulis’s Lemma 7.1 in [M2](p. 51). The proof also
yields Ho¨lder continuity in v. Indeed, W ssloc(v) depends on v in a Ho¨lder continuous way
and if v1, v2 are close, the holonomy H
2
1 from W
ss
loc(v1) to W
ss
loc(v2) along W
cu is Ho¨lder
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continuous, and satisfies for v′1, v
′′
1 ∈W ssloc(v1),
d(v2,H
2
1v1) ≤ C(d(v1, v2))α, and |d(H21v′1,H21v′′1 )− d(v′1, v′′1 )| ≤ C(d(v′1, v′′1 ))α.
Moreover the logarithm of the Radon Nikodym derivatives of the measure (H21 )∗µ
ss
λ (v
′
2)
with respect to µssλ (v
′
2) is given by
log ρλ(v2,H
2
1v1) = log k
2
λ(v2,H
2
1v1, ξ)− P (λ)β(v2,H21v1, ξ)
(see (2.14)) and so, uniformly in λ, is proportional to (d(v2,H
2
1v1)) Since d(v2,H
2
1v1) ≤
C(d(v1, v2))
α, we can report in the definition of hr,v,λ and see that, for v1, v2 close,
|hr,v1,λ − hr,v2,λ| ≤ C(r)(d(v1, v2))α,
where the constant C(r) is uniform in λ ∈ [0, λ0] and goes to infinity as r→ 0.
Direct computation shows that, as r varies from 0 to δ′, the function r 7→ hr,v,λ is
increasing and admits left and right derivatives given by
∂
∂r
hr,v,λ|r− = lim
r′<r,r′→r
∫
W ssloc(v)
1
r′
dss(v, v
′)χd(v,·)≤r′(v′) dµssλ (v
′)
and
∂
∂r
hr,v,λ|r+ =
∫
W ssloc(v)
1
r
dss(v, v
′)χd(v,·)≤r(v′) dµssλ (v
′).
The left and right derivatives are bounded from below by a positive constant uniformly
in v, λ and r away from 0. 
For given β, choose r±λ (v, β) such that hr±λ (v,β),v,λ = β(1 + ε)
±1. Now choose β0 so
that r±λ (v, β0) < εδ
′/2 for all v and λ. Set r±λ (v) := r
±
λ (v, β0). By the Implicit function
theorem with Ho¨lder coefficients, 4 the functions r±λ (v) are Ho¨lder continuous uniformly
in λ for λ ∈ [λ0 − δ(ε), λ0] and v.
Now for w = (v, v′, t) ∈ Nδ(SpxM), λ ∈ [λ0 − δ(ε), λ0], define
a±λ (w) = ψ
(
dss(v, v
′)
r±λ (v)
)
.
Properties similar to Lemma 4.5 holds for the function
(r, u, λ) 7→ hr,u,λ =
∫
Wuuloc(u)
ψ
(
duu(u, u
′)
r
)
dµuuλ (u
′),
thus we can define r±λ (u) analogously: β
′
0 is chosen so that r
±
λ (u, β
′
0) < εδ
′/2 and r±λ (u)
is such that hr±λ (u),u,λ
= β′0(1 + ε)
±1. For w = (u, u′, s) ∈ Nγ(SpyM), define
b±λ (w) = ψ
(
duu(u, u
′)
r±λ (u)
)
.
The functions a±, b± satisfy the properties of Step 1. 
4We have hr(v),v = β = hr(v′),v′ so that |hr(v),v − hr(v′),v| = |hr(v′),v − hr(v′),v′ | ≤ C(d(v, v
′))α, with
uniforms C,α. But |hr(v),v − hr(v′),v| is greater than |r(v)− r(v
′)| times the derivative at r of r 7→ hr,v
and the derivative is bounded from below.
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Step 2. Definition of F±λ ,H
±
λ and Property (1)
Consider Lipschitz continuous χ±(t) on R such that, for all t ∈ R,
χ(1+ε)−2(t) ≤ χ−(t) ≤ χ(1+ε)−1(t) ≤ χ(t) ≤ χ(1+ε)(t) ≤ χ+(t) ≤ χ(1+ε)2(t).
Now for w = (v, v′, t), define
F±λ (w) = χ±(t/δ
′)a±(v′)(θ−2λ f)(v)
and for w = (u, u′, s),
H±λ (w) = χ±(s/γ)b±(u
′)(θ−2λ h)(−u),
for some γ < δ′ε/2.
Recall that the systems of coordinates (v, v′, t) and (u, u′, s) are Ho¨lder continuous
uniformly in x and y. The functions F±λ ,H
±
λ in those coordinates are compositions of
Ho¨lder continuous functions (ψ, f, h) and of the functions r± that depend on v in a
Ho¨lder continuous way, uniformly in λ ∈ [0, λ0] by Step 1, which proves Property (1).
Step 3. Properties (2), (3) and (4)
Recall that under Hopf parametrization introduced in Section 2, if we let x0 = x, the
lift m˜λ of mλ to SM˜ is given by
dm˜λ(ξ, η, t) = Ωλθ
2
x(ξ, η)e
2P (λ)(ξ,η)x [dµλx(ξ)× dµλx(η) × dt].
Consider w˜ = w˜(ξ, η, t) close to SxM˜ and write the coordinates (v, v
′, t) of w = p w˜
as:
v = p (π−1x (η)), v
′ = p (W ss(π−1x (η)) ∩ γ[ξ,η]), t = t.
In particular, w is close to v and
θλx(ξ, η) = θλ(w)kλ(x, p(w), ξ)kλ(x, p(w), η) ∼(1+ε)
2
θλ(w) ∼(1+ε)3 θλ(v),
and
e−P (λ)(ξ,η)x ∼(1+ε)2 1.
We see that the measure m˜λ has a density ∼(1+ε)8 Ωλθ2λ(v) with respect to the
product measure dµλx(ξ) × dµλx(η) × dt. When we change coordinates from the Hopf
parametrization (ξ, η, t) to the coordinates (v, v′, t) in a neighborhood of SxM , the map-
ping (η, t) 7→ (v, t) sends the measure dµλx(η) × dt to the measure dµuuλ (v) × dt (see
equation 2.17), the mapping ξ 7→ v′ sends the measure dµλx to a measure with density
∼(1+ε)4 1 with respect to the measure dµssλ (v′). This implies that in the neighborhood
of SpxM , the measure mλ in the coordinates (v, v
′, t) has a density ∼(1+ε)12 with respect
to the measure
Ωλθ
2
λ(v)[dµ
uu
λ (v)× dµssλ (v′)× dt].
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Since δ′(1 + ε)−1 ≤ ∫ χ− ( tδ′ ) dt ≤ ∫ χ+ ( tδ′ ) dt ≤ δ′(1 + ε), it follows that∫
F+λ (w, λ)dmλ ≤ (1 + ε)12Ωλ
∫
χ±
(
t
δ′
)
dt
∫
SpxM
(∫
W ssloc(v)
a±λ (v
′)dµssλ (v
′)
)
f(v)dµuuλ (v)
≤ (1 + ε)14Ωλδ′β0
∫
SpxM
f(v)dµuuλ (v),
and ∫
F−λ (w, λ)dmλ ≥ (1 + ε)−14Ωλδ′β0
∫
SpxM
f(v)dµuuλ (v).
Similarly, in the δ′-neighborhood of any lift of SpyM , we have, in the (u, u′, s) coordi-
nates, where u ∈ SyM˜, u′ ∈W uuloc (u), |s| ≤ 2δ′,
dmλ(u, u
′, s) ∼(1+ε)12 Ωλθ2λ(u)[dµuuλ (u′)× dµssλ (u)× ds].
The analog computation yields that
(1 + ε)−14Ωλγβ′0
∫
SpyM
h(−u)dµssλ (u) ≤
∫
H−λ dmλ
≤
∫
H+λ dmλ ≤ (1 + ε)14Ωλγβ′0
∫
SpyM
h(−u)dµssλ (u).
This shows Properties (3) and (4). Property (2) follows as
∫
fdµuuλ and
∫
hdµssλ are
bounded away from 0, uniformly in x, y and λ ∈ [0, λ0] by Corollary 2.8.
Step 4. Preparation for property (5)
We have to estimate
Σ(x, y,R, δ′) =
∑
{(v,t):v∈SpxM∩g−tSpyM}
χδ′(R− t)f(v)(θ−2λ h)(−gtv)
dµuuλ
dg−tµuuλ
(v).
For each v0 ∈ SpxM ∩ g−tSpyM for some t, |t−R| < δ′/2, let
B(v0) := {w ∈ SM, d(gtw, gtv0) ≤ 2δ′ for 0 ≤ t ≤ R}.
If δ′0 is small enough, the sets B(v0), B(v
′
0) associated to distinct v0, v
′
0 are disjoint and
we will show that for each such v0,
(4.4) f(v0)(θ
−2
λ h)(−gtv0)
dµuuλ
dg−tµuuλ
(v0) ≤ (1 + ε)
34
Ωλγβ0β
′
0
∫
B(v0)
F+λ H
+
λ ◦ gRdmλ.
The second inequality of Property (5) follows by summing over all possible v0.
On the other hand, assume F−λ (w)H
−
λ (gRw) 6= 0. Then, we claim that there is a
unique v0 ∈ SpxM˜ and r ∈ R+ such that grv0 ∈ SpyM , w ∈ B(v0), |R − r| < δ′ and the
following equation holds
(4.5) (1 + ε)34f(v0)(θ
−2
λ h)(−gtv0)
dµuuλ
dg−tµuuλ
(v0) ≥ 1
Ωλγβ0β
′
0
∫
B(v0)
F−λ H
−
λ ◦ gRdmλ.
The first inequality of Proposition (5) follows since the union of all B(v0) covers the set
where F−λ H
−
λ ◦ gR does not vanish.
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The vector v0 will be found at the intersection of SpxM with ∪τ,|τ |≤2δ′gτSpyM . Using
the coordinates (v, v′, t) of w and (u, u′, s) of gRw, observe that d(gRv, gRv′) < e−Ra0δ′,
gRv
′ = gs−tu′ and thatW uuloc (gs−tu
′) intersects gs−tSpyM in gs−tu with duu(gs−tu, gs−tu′) <
δ′ε/(1 + ε). 5 For R large enough, the manifolds W uuloc (gRv
′),W uuloc (gRv) and gRSpxM
are so close that they all intersect ∪τ,|τ |≤δ′gτgs−tSpyM and the distances between the
intersections is smaller than δ′ε/16. We have found a point v0 ∈ SpxM and r such that
grv0 ∈ SpyM . The value of r satisfies |r − R + t − s| ≤ δ′ε/8. Since |s| ≤ γ/2 < δ′ε/4,
we have indeed |R− r| < δ′/2(1 + ε) + 3δ′ε/8 < δ′/2.
The proof of Property (5) reduces to the proof of equations 4.4 and 4.5.
Step 5. Property (5): Proof of equations 4.4 and 4.5 Fix v0 ∈ SpxM ∩ g−tSpyM for
some t, |t−R| < δ′/2. Using the coordinates (v, v′, t) of w and (u, u′, s) of gRw, we write∫
B(v0)
F±λ (w)H
±
λ (gRw) dmλ(w) =∫
B(v0)
θ−2λ f(v(w))θ
−2
λ h(−u(gRw))χ±( t(w)δ′ )χ±(s(gRw)γ )a±(v′(w))b±(u′(gRw))dmλ(w).
and we calculate this integral up to (1 + ε)34.
Firstly, the functions functions f(v(w)), h(−u(gRw)), θλ(v(w)) and θλ(−u(gRw)) os-
cillate by less than (1 + ε) on each B(v0).
Secondly, the measure dmλ(w) is the product of the Lebesgue measure on the direction
of the flow and some measure on transversals, which we denote by dm⊥λ (w). Furthermore,
inside each geodesic intersected with B(v0), t(w) − s(w) is constant. Recall that γ <
δ′ε/2. If there is w ∈ B(v0) with t(w) ≤ δ′/2 is such that s(grw) ≤ γ/2 for some r close to
R, we still have t(gτw) ≤ δ′/2 and s(gr+τw) ≤ γ/2 for an interval of length γ of values of
τ unless t(w) ≥ δ′/2−γ or t(w) ≤ −δ′/2+γ. In all cases, we have ∫ χ−(t/δ′)χ−(s/γ) dt ≤∫
χ+(s/γ)ds ≤ (1 + ε)2γ,
∫
χ+(t/δ
′)χ+(s/γ) dt ≥
∫
χ−(s/γ)ds ≥ (1 + ε)−2γ.
It remains to estimate
∫
(B(v0))⊥
a±(v′(w))b±(u′(gRw))dm⊥λ (w), where ⊥ is a projection
on some well chosen transversal to the flow direction in v0. Choose a transversal T to
the flow near v0 of size 2δ
′. Choose another system of coordinates u′′, v′′, t according to
the product structure (W cu ∩ T )× (W cs ∩ T )×R for w near v0. As before, the measure
mλ satisfies on B(v0)
(4.6) dmλ(u
′′, v′′, t) ∼(1+ε)4 Ωλθ2λ(v0)[dµuuλ (u′′)× dµssλ (v′′)× dt].
For w ∈ B0, v′(w) lies in the same central stable manifold as v(w), g−Ru′(gRw) lies in
the same central unstable manifold as g−Ru(gRw), the function a±(v′(w))b±(u′(gRw)) is
a product function in the (u′′, v′′) coordinates. Moreover, d(v′(w), v′′(w)) ≤ δ′, so that
the Radon-Nikodym derivative is
dµssλ (v
′′)
dµssλ (v
′)
w = k2λ(v
′′, v′, ·)e−P (λ)b(v′′ ,v′,·) ∼(1+ε)4 1.
So,∫
W cs(v(w))∩T
a±(v′(w)) dµssλ (v
′′) ∼(1+ε)8
∫
W ss(v(w))
a±(v′(w)) dµssλ (v
′(w)) ∼(1+ε)9 β0
5 We have duu(u, u
′) < δ
′ε
2(1+ε)
and the duu distance is expanded under gs−t by less than e
a1δ
′
< 2.
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In the same way we have,∫
Wuu(g−Ru(gRw))∩T
b±(g−Ru′(gRw)) dµuuλ (u
′′)
∼(1+ε)8
∫
Wuu(g−Ru(gRw))
b±(g−Ru′(gRw)) dµuuλ (u
′)
∼(1+ε)12 dgRµ
uu
λ
dµuuλ
(gRv0)
∫
Wuu(u(gRw))
b±(u′(gRw))dµuuλ (u
′)
∼(1+ε)13 dµ
uu
λ
dg−Rµuuλ
(v0)β
′
0.
Altogether, we see that∫
B(v0)
F±λ (w)H
±
λ (gRw) dmλ(w)
∼(1+ε)34 θ−2λ (v0)f(v0)θ−2λ (gRv0)h(−gRv0)× γ × Ωλθ2λ(v0)× β0 ×
dµuuλ
dg−Rµuuλ
(v0)β
′
0.
This proves equations 4.4 and 4.5 and achieves the proof of property (5).
Step 6. End of the proof of Proposition 4.4
By Properties (1), (2) we can apply Proposition 4.1 and find R0, δ0 independent of
λ, x, y such that for R > R0, λ ∈ [λ0 − δ0, λ0],∫
F−λ H− ◦ gR dmλ ∼(1+ε)
∫
F−λ dmλ
∫
H− dmλ∫
F+H+ ◦ gR dmλ ∼(1+ε)
∫
F+ dmλ
∫
H+ dmλ.
We get
Ωλβ0γβ
′
0Σ(x, y,R, δ
′)
∼(1+ε)63 Ω2λδ′β0γβ′0
(∫
SpxM
f(v) dµuuλ (v)
)(∫
SpyM
h(−u) dµssλ (u)
)
which is the statement of Proposition 4.4 after dividing both terms by Ωλγβ0β
′
0.
The conditions on R and δ have been geometric in Steps 1 to 5 and depend only on ε.
Now R0 and δ0 are given by Proposition 4.1 and depend on ε, ||F±λ ||α, ||H±λ ||α, infλ
∫
F±λ dmλ
and infλ
∫
H±λ dmλ. Finally, ||F±λ ||α, ||H±λ ||α, infλ
∫
F±λ dmλ and infλ
∫
H±λ dmλ them-
selves depend only on ε, ||f ||α, ||h||α, infλ
∫
f dmλ and infλ
∫
hdmλ. 
4.2. Convergence of measures. We state in this subsection several consequences and
variants of Theorem 4.3 which will be used in the next sections. Set Ω := Ωλ0 and
Υ := Υλ0 .
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First, observe that the expression (4.1) is continuous in λ as λ→ λ0 by Corollary 3.15.
By choosing δ1 = δ1(f, h, ε) such that for λ ∈ [λ0 − δ1, λ0]
Ω
∫
∂M˜
f(p ◦ π−1x ξ)dµλ0x (ξ)
∫
M0
(∫
∂M˜
h(p ◦ π−1y ξ)dµλ0y (ξ)
)
∼(1+ε) Ωλ
∫
∂M˜
f(p ◦ π−1x ξ)dµλx(ξ)
∫
M0
(∫
∂M˜
h(p ◦ π−1y ξ)dµλy (ξ)
)
,
we obtain a corollary of Theorem 4.3 by taking δ(f, h, ε′) < δ1(f, h, ε′) :
Corollary 4.6. Given ε′ > 0 and positive Ho¨lder continuous functions f, h on SM ,
there is R(f, h, ε′) and δ(f, h, ε′) such that if R > R(f, h, ε′) and λ0− λ < δ(f, h, ε′), for
all x ∈ M˜ ,
e−RP (λ)
∫
S(x,R)
f(p vyx)h(p v
x
y )G
2
λ(x, y)dy ∼(1+ε
′)4
Ω
∫
∂M˜
f(p ◦ π−1x ξ)dµλ0x (ξ)
∫
M0
(∫
∂M˜
h(p ◦ π−1y ξ)dµλ0y (ξ)
)
dVol(y).
Corollary 4.7. Fix x ∈ M˜ . Given ε′ > 0 and a positive Ho¨lder continuous functions f
on SxM˜ , there is R(f, ε
′) and δ(f, ε′) such that if R > R(f, ε′) and λ0 − λ < δ(f, ε′),
(4.7) e−RP (λ)
∫
S(x,R)
f(vyx)G
2
λ(x, y)dy ∼(1+ε
′)4 Ω
∫
∂M˜
f(π−1x ξ)dµ
λ0
x (ξ).
In particular, for λ = λ0,
lim
R→∞
e−RP (λ0)
∫
S(x,R)
f(vyx)G
2
λ0(x, y)dy = Ω
∫
∂M˜
f(π−1x ξ)dµ
λ0
x (ξ).
Proof. Extend f to a Γ-invariant Ho¨lder continuous function on SM˜ and consider the
function induced on SM . The statement follows by letting h = 1 in Corollary 4.6. 
Letting f = 1 in Corollary 4.6, we obtain the convergence of measures announced in
the introduction.
Corollary 4.8. Fix x ∈ M˜ . As R → ∞ and λ → λ0, the measures mx,λ,R of the
introduction converge to the measure Ωµλ0x (∂M˜)m on SM, where m is given by, for any
continuous function h on C(SM),∫
SM
hdm =
∫
M0
(∫
∂M˜
h(p ◦ π−1y ξ)dµλ0y (ξ)
)
dVol(y).
In the proof of Theorem 4.3, the choice of δ(f, h, ε′) is only made in Step 6, when
we want to use the uniform mixing of Proposition 4.1. For a fixed λ, we can use in-
stead the regular mixing of mλ for Ho¨lder continuous functions and obtain a proof of
Proposition 2.10. We can write, taking f = h = 1:
Corollary 4.9. In Proposition 2.10, the limit D(x, λ) is given by
D(x, λ) = Ωλ µ
λ
x(∂M˜)
∫
M0
∫
∂M˜
dµλy(ξ)dVol(y) = Ωλ µ
λ
x(∂M˜).
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As a Corollary of the proof of Theorem 4.3 and Corollary 4.6, we state a generalization
which will be needed in Section 6.1.
Proposition 4.10. Given ε > 0 and positive Ho¨lder continuous functions f, u on SM ,
there is R(f, u, ε) and δ(f, u, ε) such that if R > R(f, u, ε) and λ0 − λ < δ(f, u, ε),
e−RP (λ)
∫
S(x,R)
f(p vyx)
(
1
R
∫ R
0
u(gsp v
y
x)ds
)
G2λ(x, y)dy
∼1+ε Ω
∫
∂M˜
f(pπ−1x ξ)dµ
λ0
x (ξ)
∫
SM
udmλ0 ,
where R(f, u, ε) and δ(f, u, ε) depends only on ε′, ||f ||α, ||u||α, inf
λ
∫
f dmλ and inf
λ
∫
u dmλ.
We use the same argument as in the proof of Theorem 4.3 and Corollary 4.6, but we
replace Σ(x, y,R, δ′) by
Σ′(x, y,R, δ′) :=∑
{(v,t):v∈SpxM∩g−tSpyM}
χδ′(R− t)f(v)
(
1
t
∫ t
0
u(gsv)ds
)
(θ−2λ h)(−gtv)
dµuuλ
dg−tµuuλ
(v)
and we similarly choose δ′1 > 0 such that, if R > 1, then, for all x ∈ M˜ and λ ∈
[λ0 − δ(f, h, ε′), λ0],
e−RP (λ)
∫
S(x,R)
f(p vyx)
(
1
R
∫ R
0
u(gsv
y
x)ds
)
h(p vxy )G
2
λ(x, y)dy
∼(1+ε′) 1
δ′
∫
M0
Σ′(x, y,R, δ′) dVol(y).
We are reduced to show the analog of Proposition 4.4, namely
Lemma 4.11. Given ε′ > 0 and positive Ho¨lder continuous functions f, u, there exist
R1 = R1(f, u, ε
′), δ1(f, u, ε′) > 0 and δ′, 0 < δ′ < 2δ′1, such that for R ≥ R1, all x, y ∈M
and all λ ∈ [λ0 − δ1, λ0],
Σ′(x, y,R, δ′)
∼1+ε′ Ωλδ′
(∫
SpxM
f(v) dµuuλ (v)
)(∫
SpyM
h(−u) dµssλ (u)
)(∫
u dmλ
)
.
Moreover, R1(f, u, ε
′) and δ1(f, u, ε′) depends only on ε′, ||f ||α, ||u||α, infλ
∫
f dmλ and
infλ
∫
u dmλ.
Proof. We choose the same ε such that (1+ε)64 ≤ 1+ε′.We choose δ′1 < δ′ small enough
that, for all t > 0, if v,w ∈ SM are such that d(v,w) < δ′1 and d(gtv, gtw) < δ′1, then∫ t
0
u(gsv)ds ∼1+ε
∫ t
0
u(gsw)ds.
This is possible because u is Ho¨lder continuous, positive, and the two geodesics gsv, gsw
satisfy
dSM (gsv, gsw) ≤ Cδ′1max{e−a0s, ea0(s−t)},
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where C, a0 are positive geometric constants. We then construct F
±
λ ,H
±
λ in the same
way, with this new δ′1 (and accordingly possibly new β0, β
′
0, γ). Properties (1) to (4) still
hold. In the equations 4.4 and 4.5, we consider the integrals∫
B(v0)
F±λ (w)
(
1
R
∫ R
0
u(gsw)ds
)
H±λ (w) dmλ(w).
we loose one more ∼(1+ε)factor when we replace
(
1
R
∫ R
0 u(gsw)ds
)
by
(
1
R
∫ R
0 u(gsv0)ds
)
.
The new Property (5) reads as: there is R(ε) such that for R ≥ R(ε),
(1 + ε)−35
∫
F−λ
(
1
R
∫ R
0
u ◦ gsds
)
H−λ ◦ gR dmλ ≤ Ωλγβ0β′0Σ′(x, y,R, δ′),
Ωλγβ0β
′
0Σ
′(x, y,R, δ′) ≤ (1 + ε)35
∫
F+λ
(
1
R
∫ R
0
u ◦ gsds
)
H+λ ◦ gR dmλ.
We conclude as above, using Proposition 4.2 instead of Proposition 4.1. 
5. Topological pressure at λ0
In this section, we show that P (λ0) = 0 and show direct consequences.
5.1. Vanishing of P (λ0). We already know that P (λ0) ≤ 0 by Corollary 3.14. We show
below in Proposition 5.1 that if P (λ0) < 0, then
∫
S(x,R)G
2
λ(x, y)dy decays exponentially
with R and conclude that Gλ0+ε(x, y) is finite, contradicting the definition of λ0. Remark
that instead of constructing a branching random walk as in [GL], we have a more direct
argument.
Proposition 5.1. P (λ0) = 0.
Proof. Assume that P (λ0) < 0. We claim that for all x 6= y, there exists ε > 0 such
that the function λ 7→ Gλ(x, y) admits a real analytic extension on an ε-neighborhood
of λ0. In particular, for λ0 < λ < λ0 + ε, the extension Gλ(x, y) satisfies Gλ(x, y) =∫∞
0 e
λt℘(t, x, y)dt, a contradiction with the definition of λ0.
Let us now prove our claim. Fix x 6= y ∈ M˜ . By Proposition 2.3,
∂k
∂λk
Gλ(x, y) = k!
∫
M˜k
Gλ(x, x1)Gλ(x1, x2) · · ·Gλ(xk, y) dVolk(x1, x2, · · · , xk).
The claim follows with ε = 1/ρ, if we show that there are positive numbers δ, C and ρ
such that:
(5.1)
Fk :=
∫
M˜k
Gλ0(x, x1)Gλ0(x1, x2) · · ·Gλ0(xk, y)eδd(x,xk) dVolk(x1, x2, · · · , xk) ≤ Cρk.
Since P (λ0) < 0, by Theorem 4.3, there is C, δ > 0 such that, for all x ∈ M˜ , all R > 1,∫
S(x,R)
G2λ0(x, z) dz ≤ Ce−δR and thus
∫
{y∈M˜ ;d(x,y)≥2}
G2λ0(x, y) dVol(y) < +∞.
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By possibly choosing a smaller δ > 0, we have
(5.2)
∫
{y∈M˜ ;d(x,y)≥2}
G2λ0(x, y)e
δd(x,y) dVol(y) ≤ B
for some constant B. For this choice of δ, we prove (5.1) by induction on k. For k = 0,
(5.1) is trivial for a suitable choice of C. We are going to show that Fk+1/Fk is bounded
independently of k (compare [GL] Proposition 4.7). We write:
Fk+1 =
∫
M˜
∫
M˜k
Gλ0(x, x1)Gλ0(x1, x2) · · ·Gλ0(xk, z)Gλ0(z, y)eδd(x,z) dVolk(x1, · · · , xk)dVol(z).
Relation (5.1) follows from Lemma 5.2 for x = xi. 
Lemma 5.2. There is ρ > 0 such that, for all x ∈ M˜,∫
M˜
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z) ≤ ρ Gλ0(x, y)eδd(x,y).
Proof. Lemma follows by Corollary 3.20 if d(x, y) ≤ 4. Assume that 4 < d(x, y) ≤ 2a,
for some a > R0 to be fixed later. Then Gλ0(x, y) is bounded from below and therefore
it suffices to show that∫
M˜
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z) ≤ C ′′0
for some C ′′0 . On the set z ∈ M˜ , d(z, y) ≥ 2, we can write Gλ0(x, z)Gλ0(z, y) ≤
C0(Gλ0(x, z))
2 by Proposition 8.3. By (5.2), this part of the integral has a contribution at
most B. Choose C ′′0 ≥ 2B. The proof is the same for the integral over z ∈ M˜, d(z, x) ≥ 2.
Consider now the case d(x, y) ≥ 2a and let L be the geodesic segment going from y
to x. We write M˜ = M˜1 ∪ M˜2 ∪ M˜3 ∪ M˜4 ∪ M˜5 ∪ M˜6 and consider the six integrals∫
M˜i
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z). Let pr(z) be the point of L realizing d(z, pr(z)) =
d(z, L). We define, for a′ > a to be chosen later,
M˜1 := {z ∈ M˜, d(pr(z), x) ≥ a, d(pr(z), y) ≥ a, d(z, L) ≥ a}
M˜2 := {z ∈ M˜, d(pr(z), y) ≤ a, d(z, y) ≥ a′}
M˜3 := {z ∈ M˜, d(pr(z), y) ≤ a, d(z, y) ≤ a′}
M˜4 := {z ∈ M˜, d(pr(z), x) ≤ a, d(z, x) ≥ a′}
M˜5 := {z ∈ M˜, d(z, x) ≤ a′, d(pr(z), x) ≤ a}
M˜6 := {z ∈ M˜, d(pr(z), x) ≥ a, d(pr(z), y) ≥ a, d(z, L) ≤ a}.
On M˜1, consider the thin geodesic right triangles (y, pr(z), z) and (x, pr(z), z). The
distances d(pr(z), [z, y]), d(pr(z), [z, x]) from pr(z) to both geodesics [z, y] and [z, x] are
bounded above by a hyperbolicity constant a3. Let z1, z2 be the points realizing these
distances : d(pr(z), [z, y]) = d(pr(z), z1), d(pr(z), [z, x]) = d(pr(z), z2).
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We choose a ≥ R0 such that d(pr(z), z1) ≥ R0, d(pr(z), z2) ≥ R0, where R0 is the
constant in Theorem 3.6. Using Harnack inequality and the hard side of the Ancona-
Goue¨zel inequality, we get
Gλ0(x, z) ≤ C4Gλ0(x, pr(z))Gλ0(pr(z), z)
Gλ0(z, y) ≤ C4Gλ0(z, pr(z))Gλ0(pr(z), y).
Therefore, we have∫
M˜1
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z)
.
∫
M˜1
Gλ0(x, pr(z))Gλ0(pr(z), y)e
δd(x,pr(z))G2λ0(z, pr(z))e
δd(z,pr(z)) dVol(z)
. Gλ0(x, y)
∫
M˜1
eδd(x,pr(z))G2λ0(z, pr(z))e
δd(z,pr(z)) dVol(z).
We use the function ψ : R→ R, ψ(t) = max(1−|t|, 0). Since ∫ d(y,x)−a+1a−1 ψ(t−s)dt = 1
for all s between a and d(y, x)− a, we obtain∫
M˜1
eδd(x,pr(z))G2λ0(z, pr(z))e
δd(z,pr(z)) dVol(z)
≤
∫
M˜1
∫ d(y,x)−a+1
a−1
ψ(t− d(y, pr(z)))eδd(x,pr(z))G2λ0(z, pr(z))eδd(z,pr(z)) dt dVol(z)
Let wt be the point on the geodesic [x, y] of distance t from x, for a−1 ≤ t ≤ d(y, x)−a+1.
By Fubini theorem, the right hand side of the previous inequality is equal to∫ d(y,x)−a+1
a−1
∫
M˜1
ψ(t− d(y, pr(z)))eδd(x,pr(z))G2λ0(z, pr(z))eδd(z,pr(z)) dVol(z) dt
.
∫ d(y,x)−a+1
a−1
∫
{z∈M˜ ;d(z,L)≥a}
ψ(t− d(y, pr(z)))eδd(x,wt)G2λ0(z, wt)eδd(z,wt) dVol(z) dt
.
∫ d(y,x)−a+1
a−1
eδtB dt . eδd(y,x),
where the first inequality uses Harnack inequality, the second inequality uses (5.2). We
have found a constant C ′1 that∫
M˜1
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z) ≤ C ′1Gλ0(x, y)eδd(x,y).
It remains to prove that the integrals on M˜i for i = 2, . . . , 6 have similar bounds.
Choose a′ >> a large enough so that
(1) for z ∈ M˜2, the angles ∢zyx between the geodesic segments [yz] and [y, x] is
bounded from below by a constant, say θ0 > 0,
(2) for z ∈ M˜2, any point w ∈ [z, x] such that d(w, y) ≤ −C log θ0 satisfies d(w, z) ≥
R0,
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(3) for z ∈ M˜4, the angles ∢zxy between the geodesic segments [x, z], [x, y] is
bounded from below by a constant, say θ0 > 0,
(4) for z ∈ M˜4, any point w ∈ [z, y] such that d(w, x) ≤ −C log θ0 satisfies d(w, z) ≥
R0.
The choice of a′ is uniform on d(x, y) and independent of d(z, x). Apply Proposition 8.3
and Theorem 3.6 to get, if z ∈ M˜2,
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) . Gλ0(x, y)e
δd(x,y)(Gλ0(y, z))
2eδd(y,z).
By (5.2), we get a constant C ′2 such that∫
M˜2
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z) ≤ C ′2Gλ0(x, y)eδd(x,y).
The proof is similar for M˜4.
For z ∈ M˜3, we have, by Proposition 8.3,
Gλ0(y, z)Gλ0(z, x)e
δd(x,z) . Gλ0(x, y)e
δd(x,y)Gλ0(y, z).
Using (2.1), we obtain a constant C ′3 such that∫
M˜3
Gλ0(x, z)Gλ0(z, y)e
δd(x,z) dVol(z) ≤ C ′3Gλ0(x, y)eδd(x,y).
The proof is similar for M˜5.
For z ∈ M˜6, pr(z) is at distance at least R0 from x and from y. We then have
Gλ0(x, z)Gλ0(z, y) . Gλ0(x, y) by Harnack inequality and the easy side of the Ancona
inequality (3.2).The integral
∫
M˜6
eδd(x,z)dVol(z) can be estimated as
Ce2δa
′
∫ d(x,y)−R0
R0
eδt dt . eδd(x,y),
as for M˜1. Altogether, we obtain a constant C
′
6 such that
∫
M˜6
≤ C ′6Gλ0(x, y)eδd(x,y).
The constant in Lemma 5.2 is ρ =
∑6
i=1 C
′
i . 
5.2. Applications of Proposition 5.1.
5.2.1. Behavior of ∂∂λGλ(x, y) at λ0.
Proposition 5.3. For x 6= y ∈ M˜ ,
lim
λ→λ0
−P (λ) ∂
∂λ
Gλ(x, y) = Ωc(x, y),
where c(x, y) is given by
(5.3) c(x, y) =
∫
kλ0(x, y, ξ)dµ
λ0
x (ξ).
Moreover, for any compact neighborhood K of x in M˜ , there is λ′ < λ0 such that
supλ,λ′≤λ≤λ0
(−P (λ) ∂∂λGλ(x, y)) is integrable on K.
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Proof. We have:
−P (λ) ∂
∂λ
Gλ(x, y) = −P (λ)
∫
M˜
Gλ(x, z)Gλ(y, z)dVol(z)
= −P (λ)
∫ ∞
0
eP (λ)R
(∫
S(x,R)
e−P (λ)Rkλ(x, y, z)G2λ(x, z)dz
)
dR.
Let A be the diameter of K. We are going to cut the integral
∫∞
0 =
∫ A+1
0 +
∫ R′
A+1+
∫∞
R′ ,
for some R′ chosen later, and show the (dominated on K) convergence of each integral
separately.
By Corollary 3.20, for y ∈ K,∫
B(x,A+1)
Gλ(x, z)Gλ(y, z)dVol(z) ≤
∫
B(x,A+1)
Gλ0(x, z)Gλ0(y, z)dVol(z) ≤ CGλ0(x, y).
The function y 7→ Gλ0(x, y) is integrable on B(x,A+ 1) by (2.2). Since P (λ) goes to 0,
this part converges to 0. The convergence is dominated since supλ,0≤λ≤λ0 |P (λ)| <∞.
In the same way, using Propositions 8.3 and 2.16, we can write, for all y, 0 < d(x, y) ≤
A,∫ R′
A+1
(∫
S(x,R)
Gλ(x, z)Gλ(y, z) dz
)
dR ≤ CA0
∫ R′
A+1
(∫
S(x,R)
Gλ0(y, z)Gλ0(y, z) dz
)
dR
≤ CA0 C(R′ −A).
Thus (−P (λ)) ∫ R′A+1 (∫S(x,R)Gλ(x, z)Gλ(y, z)) dR→ 0 as λ→ λ0.
On the other hand, as R → ∞, the function kλ(x, y, z) is close to kλ(x, y, (vzx)+)
uniformly in λ (Theorem 1.4), thus it can be considered as a Ho¨lder continuous function
on SxM . Observe that the constant C(max{d(x, y), 1}) in Proposition 3.11 is uniform
for y ∈ K so that the Ho¨lder norm of kλ(x, y, (vzx)+) is uniformly bounded for λ ∈ [0, λ0]
and y ∈ K. 6 By Corollary 4.7, for R′ large enough and λ close enough to λ0, uniformly
for y ∈ K,
(5.4)
∫
S(x,R)
e−P (λ)Rkλ(x, y, z)G2λ(x, z)dz ∼1+ε Ω
∫
kλ0(x, y, ξ)dµ
λ0
x (ξ) = Ω c(x, y).
As λ→ λ0, P (λ)→ P (λ0) = 0, it follows that
lim
λ→λ0
− P (λ) ∂
∂λ
Gλ(x, y) = lim
λ→λ0,R→∞
∫
S(x,R)
e−P (λ)Rkλ(x, y, z)G2λ(x, z)dz = Ω c(x, y).

In particular, since Ω and c(x, y) are positive numbers, ∂∂λGλ(x, y) goes to infinity as
λ→ λ0.
6This the first place where we use the fact that the interval [λ0 − δ, λ0] in the conclusions of Section
4 depend only on ||f ||α, inf f, etc.
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Remark 5.4. It follows from the proof above that
lim
λ→λ0
−P (λ)
∫
M˜\B(x,1)
Gλ(x, z)Gλ(x, z)dVol(z) = Ω
∫
kλ0(x, x, ξ)dµ
λ0
x (ξ) = Ωµ
λ0
x (∂M˜ ).
5.2.2. Global limits. Using corollary 4.7 (f = 1 for the first limit and f = kλ0(x, y, z) for
the second limit), we obtain
Proposition 5.5. For x, y ∈ M˜ , as R→∞, we have, with the above notations∫
S(x,R)
G2λ0(x, z) dz → Ωµλ0x (∂M˜),
∫
S(x,R)
Gλ0(x, z)Gλ0(y, z) dz → Ωc(x, y),
and ∫
S(x,R)
f(vzx)G
2
λ0(x, z) dz → Ω
∫
∂M˜
f(p π−1x (ξ))µ
λ0
x (ξ).
Observe that the last limit can serve as another definition of the µλ0x .
5.2.3. Proof of Theorem 1.5 and Theorem 1.6. .
Proof of Theorem 1.5. Since the function ϕλ0 is Ho¨lder continuous (Corollary 3.13),
Proposition 2.7 applies to ϕλ0 as well. Theorem 1.5 follows since P (λ0) = 0.
Proof of Theorem 1.6. Suppose that we have a Γ-equivariant family {νx} of measures
which minimizes E(ν). Mohsen showed that (Lemma 5 in [Mo]) for each x, ξ, the
function
√
k(x, ·, ξ) is a (−λ0)-eigenfunction, thus by Theorem 1.4, it satisfies√
k(x, y, ξ) =
∫
kλ0(x, y, η)dνx,ξ(η),
for some family {νx,ξ} of probability measures on ∂M˜ . In order to show that νx coincide
with the family µx, it suffices to show that νx,ξ({ξ}) = 1 for all ξ ∈ ∂M˜.
Recall that cocyles of Γ-equivariant families {νx} and {µλ0x } are normalized [L2], i.e.
the pressure satisfies
P (− d
dt
log k(γv˜(0), γv˜(t), v˜
+)
∣∣∣
t=0
) = 0,
and
P (−2 d
dt
log kλ0(γv˜(0), γv˜(t), v˜
+)
∣∣∣
t=0
) = 0.
By definition, for any potential φ and R > 0, P (φ) = P ( 1R
∫ R
0 φ(gtv)). In particular,
P (KR) = P (KR,0) = 0 for
KR(x, ξ) = − 1
R
log k(x, γv˜(R), ξ) and KR,0(x, ξ) = − 2
R
log kλ0(x, γv˜(R), ξ),
where v˜ = π−1x (ξ). Suppose that there exist x, ξ such that νx,ξ({ξ}) < 1. We claim that
for R large enough, the function KR −KR,0 is nonegative and positive at ξ. Since the
LOCAL LIMIT THEOREM 47
Gibbs measuremλ0 is fully supported, it implies that P (KR) ≥ hmλ0 (g)+
∫
SM KRdmλ0 >
P (KR,0) = 0, leading to a contradiction.
It remains to show that, for R large enough,∫
kλ0(x, γv˜(R), η)dνx,ξ(η) ≤ kλ0(x, γv˜(R), ξ)
and that, if νx,ξ({ξ}) < 1, the inequality above is strict. If νx,ξ({ξ}) < 1, write νx,ξ =
νx,ξ({ξ})δξ,η + (1 − νx,ξ({ξ}))ν ′x,ξ . Choose r > 0 such that ν ′x,ξ(B(ξ, r)) < 1/3C, where
C is the constant from Corollary 3.17. By Corollary 3.17, for x and y = γv˜(R),∫
B(ξ,r)
kλ0(x, y, η)dν
′
x,ξ(η) < 1/3kλ0(x, y, ξ).
On the complement of B(ξ, r), we have
kλ0(x, y, η) ≤ kλ0(x, y, ξ)CGλ0(y, x0)2 ≤ kλ0(x, y, ξ)CC2rGλ0(x, y)2.
Note that in the last inequality, we use Remark 3.18 to replace Gλ0(y, x0) by CrGλ0(y, x)
on B(ξ, r)c. Thus we have∫
B(ξ,r)c
kλ0(x, y, η)dν
′
x,ξ(η) < kλ0(x, y, ξ)CC
2
rGλ0(x, y)
2.
By Theorem 1.3, we can choose R large enough so that Gλ0(x, y)
2 < 13CC2r
. It follows
that∫
kλ0(x, y, η)dνx,ξ(η) ≤ kλ0(x, y, ξ)
(
νx,ξ({ξ}) + (1− νx,ξ({ξ}))
(
1/3 + CC2rGλ0(y, x)
2
))
≤ kλ0(x, y, ξ)
and the inequality is strict when νx,ξ({ξ}) < 1. 
6. Proof of Theorem 1.1
6.1. Derivative of the Green function. In this subsection, we establish
Theorem 6.1. With the above notations, for x 6= y ∈ M˜ , as λ→ λ0,
∂
∂λ
Gλ(x, y) ∼
√
Υ
2
√
λ0 − λ
c(x, y).
where c(x, y) is given by (5.3) and Υ = Υλ0 , given by (2.13).
Theorem 6.1 follows from the following Proposition.
Proposition 6.2. For all x, y ∈ M˜ ,
(6.1) lim
λ→λ0
−P 3(λ)
∫
M˜
∫
M˜
Gλ(x, z)Gλ(z, w)Gλ(w, y)dVol(w)dVol(z) = Ω
3/Υc(x, y).
In particular, for x 6= y ∈ M˜ ,
(6.2) lim
λ→λ0
−P 3(λ) ∂
2
∂λ2
Gλ(x, y) = 2Ω
3/Υc(x, y).
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Moreover, for any compact neighborhood K of x, there is λ′ < λ0 such that
sup
λ,λ′≤λ≤λ0
(
−P 3(λ)
∫
M˜
∫
M˜
Gλ(x, z)Gλ(z, w)Gλ(w, y)dVol(w)dVol(z)
)
is integrable on K.
We will estimate the integral (6.1) in two regions B(x, 2) and the rest.
Lemma 6.3. There is a constant C such that for all λ, 0 ≤ λ < λ0,∫
B(x,2)
Gλ(x, z)
(∫
M˜
Gλ(z, w)Gλ(w, y)dVol(w)
)
dVol(z) ≤ C ∂
∂λ
Gλ(x, y).
Proof. By Proposition 2.2, it suffices to show that∫
B(x,2)
Gλ(x, z)Gλ(z, w)dVol(z) ≤ CGλ(x,w).
For d(x,w) ≤ 3, this follows from Corollary 3.20. For d(x,w) ≥ 3, Gλ(z, w) ≤ C20Gλ(x,w)
and
∫
B(x,2)Gλ(x, z)dVol(z) ≤ C by (2.2). 
It follows that
lim
λ→λ0
−P 3(λ)
∫
B(x,2)
∫
M˜
Gλ(x, z)Gλ(z, w)Gλ(w, y)dVol(w)dVol(z) = 0
and the convergence is dominated on K.
For the rest of the integral, we have
−P 3(λ)
∫
M˜\B(x,2)
∫
M˜
Gλ(x, z)Gλ(z, w)Gλ(w, y)dVol(w)dVol(z)
= −P 3(λ)
∫
M˜\B(x,2)
G2λ(x, z)
Gλ(y, z)
Gλ(x, z)
(∫
M˜
Gλ(z, w)Gλ(w, y)
Gλ(y, z)
dVol(w)
)
dVol(z)
= P 2(λ)
∫ ∞
2
ReP (λ)R
(∫
S(x,R)
e−P (λ)RG2λ(x, z)kλ(x, y, z)Ψλ(x, y, z)dz
)
dR,
where
Ψλ(x, y, z) =
1
d(x, z)
(
−P (λ)
∫
M˜
Gλ(z, w)Gλ(w, y)
Gλ(y, z)
dVol(w)
)
.
As in the proof of Proposition 5.3,7 as λ → λ0, P (λ) → 0 and the above integral
converges towards
(6.3) lim
R→∞,λ→λ0
∫
S(x,R)
e−P (λ)RG2λ(x, z)kλ(x, y, z)Ψλ(x, y, z)dz
if the limit exists uniformly. We study this limit. First we study Ψλ(x, y, z).
7Uniformity in Section 4 is used here as well.
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Lemma 6.4. There is a Ho¨lder continuous positive functions u on SM such that for
fixed x, y, ε > 0, there exists R = R(d(x, y), ε) and δ = δ(d(x, y)ε) so that for any z with
d(x, z) > R and λ δ-close to λ0,
Ψλ(x, y, z) ∼1+ε Ω 1
d(x, z)
∫ d(x,z)
0
u(gsv
z
x)ds.
Proof. For w ∈ M˜ , write pr(w) for the projection of w on the geodesic segment from x
to z and s(w) for the distance d(pr(w), x). For a positive real number T , we denote
NT (x) := {w;w ∈ M˜, d(pr(w), x) ≤ T, }, NT (z) := {w;w ∈ M˜, d(pr(w), z) ≤ T}.
For a > 1 which will be chosen later, we first consider
M˜1 := Na+1(x)
c ∩Na+1(z)c = {w;w ∈ M˜, a+ 1 ≤ s(w) ≤ d(x, z) − a− 1}
and find a Γ-invariant positive Ho¨lder continuous function u on SM˜ such that for λ close
to λ0, uniformly on d(x, y),
−P (λ)
∫
M˜1
Gλ(z, w)Gλ(w, y)Gλ(y, z)dVol(w) ∼1+ε Ω
∫ d(x,z)
0
u(gsv
z
x)ds.
For a vector v = γ˙vzx(s), 0 ≤ s ≤ d(x, z) and w ∈ M˜1, set
ψ(v,w) := ψ(d(pr(w), π(v))) = max{|1− d(pr(w), π(v))|, 0}
and uλ(v) :=
∫
M˜
ψ(v,w)Gλ(w,z)Gλ(w,y)Gλ(z,y) dVol(w). We have∫ d(x,z)−a−1
a+1
uλ(gsv
z
x)ds ≤
∫
M˜1
Gλ(z, w)Gλ(w, y)
Gλ(y, z)
dVol(w)
≤
∫ d(x,z)−a
a
uλ(gsv
z
x)ds.
We are reduced to find u such that −P (λ)uλ(v) → Ωu(v) as λ → λ0, uniformly on
d(x, y). Rewrite uλ(v) as
∫∞
0 e
P (λ)Ruλ,R(v)dR, where
uλ,R(v) := e
−P (λ)R
∫
S(π(v),R)
G2λ(π(v), w)ψ(v,w)
Gλ(w, z)Gλ(w, y)
Gλ(z, y)G
2
λ(π(v), w)
dw,
We choose a = a(x, y, ε) larger than 1 such that the angle between the vectors vxpr(w)
and vy
pr(w)
is small enough if s(w) ≥ a and that Proposition 3.12 holds for the triples
(x, π(v), w), (y, π(v), w) and (z, π(v), w) : for w /∈ Na(x) ∪ Na(z) and pr(w) is far from
w, uniformly on d(x, y),
Gλ(w, z)Gλ(w, y)
Gλ(z, y)G
2
λ(π(v), w)
=
θλπ(v)(w, z)θ
λ
π(v)(w, y)
θλπ(v)(y, z)
∼1+ε
θλπ(v)(ζ, v
+)θλπ(v)(ζ, v
−)
θλπ(v)(v
−, v+)
,
where ζ = (vwπ(v))
+ (see Figure 2).
Extend the projection pr to the boundary ∂M˜ . Then for w such that w /∈ Na(x) ∪
N1(z), if R is large enough, ψ(v,w) ∼1+ε ψ(v, ζ). Also, the functions dπ(v)(ζ, v±) are
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Figure 2. Approximating by Naim kernels
bounded away from 0 and the function θλπ(v)(ζ, v
+)θλπ(v)(ζ, v
−) is uniformly Ho¨lder and
bounded away from 0. The denominator θλ0(v) is also Ho¨lder and the approximation is
uniformly Ho¨lder continuous. By Corollary 4.7 centered at π(v), there is R(ε) and δ(ε)
such that for R ≥ R(ε), λ ∈ [λ0 − δ(ε), λ0], we have uλ,R(v) ∼1+ε Ωu(v), 8 where
(6.4) u(v) =
∫
∂M˜
ψ(v, ζ)
θπ(v)(ζ, v
+)θπ(v)(ζ, v
−)
θ(v)
dµλ0π(v)(ζ).
In the above equation, v is a vector in the geodesic from x to z. Now consider u above as
a function on SM˜ and observe that the right hand side of (6.4) is well-defined Γ-invariant
and positive on SM˜ . Let us denote the induced function on SM by u again.
It follows that for λ close to λ0, uniformly on d(x, y),
−P (λ)uλ(v) ∼1+ε −P (λ)Ωu(v)
∫ ∞
0
eP (λ)RdR = Ωu(v).
To complete the proof, it is enough to show that the integral on M˜1
c
is bounded. We
decompose M˜1
c
into M˜2∪M˜3∪M˜4∪M˜5, with M˜2 := Na+1(x)\B(x, a′), M˜3 := Na+1(x)∩
B(x, a′), M˜4 := Na+1(z) \B(z, a′), M˜5 := Na+1(z) ∩B(z, a′) for a suitable a′.
As in Lemma 5.2, choose a′ >> a large enough so that
(1) for w ∈ M˜2, the angles ∢wxz,∢wyz between the geodesic segments [x,w], [x, z]
and [y,w], [y, z], respectively, are bounded from below by a constant, say θ0 > 0,
(2) for w ∈ M˜2, any point w′ ∈ [z, w] such that d(w′, y) ≤ −C log θ0 satisfies
d(w′, w) ≥ R0,
(3) for w ∈ M˜4, the angles ∢wzy between the geodesic segments [w, z], [z, y] is
bounded from below by a constant, say θ0 > 0,
(4) for w ∈ M˜4, any point w′ ∈ [z, w] such that d(w′, y) ≤ −C log θ0 satisfies
d(w′, w) ≥ R0.
8Uniformity is used here.
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The choice of a′ is uniform on d(x, y) and independent of d(z, x).
We use the Ancona inequality (3.6) to write for instance
−P (λ)
∫
M˜4
Gλ(w, z)Gλ(w, y)
Gλ(z, y)
dw = −P (λ)
∫
M˜4
G2λ(w, z)
Gλ(w, y)
Gλ(z, y)Gλ(w, z)
dw
≤ −P (λ)C
∫
M˜4
G2λ(w, z)
Gλ(w, y)
Gλ(w′, y)Gλ(w,w′)
dw
≤ −P (λ)C
∫
M˜\B(z,a′)
G2λ(w, z)dw
which is bounded by Remark 5.4. The argument is similar for M˜2.
For w ∈ M˜3, d(w, x) ≤ a′, Gλ(w, z)Gλ(w, y)
Gλ(z, y)
≤ C(d(x, y))Gλ(x,w) and the integral is
finite by (2.1). The argument is similar for the integral over M˜5 ⊂ B(z, a′).
We conclude that the contribution −P (λ) ∫
M˜i
Gλ(z,w)Gλ(w,y)
Gλ(y,z)
dVol(w) is therefore bounded,
uniformly for d(x, y) and independent on d(x, z). 
Proof of Proposition 6.2. By (6.3) and Lemma 6.4, it remains to estimate the limit
lim
R→∞,λ→λ0
∫
S(x,R)
e−P (λ)RG2λ(x, z)kλ(x, y, z)
(
1
R
∫ R
0
u(gsv
z
x)ds
)
dz,
with the function u given by (6.4). As in the proof of Proposition 5.3,9 we can replace
kλ(x, y, z) by kλ0(x, y, πx(v
z
x)) for R sufficiently large and λ close to λ0. By Proposi-
tion 4.10, for R large and λ0 − λ small,∫
S(x,R)
e−P (λ)RG2λ(x, z)kλ0(x, y, πx(v
z
x))
(
1
R
∫ R
0
u(gsv
z
x)ds
)
dz ∼ Ω2c(x, y)
∫
SM
u dmλ0
by (5.3). Proposition 6.2 follows since∫
SM
udmλ0 =
∫ ∫
∂M˜
ψ(v, ζ)
θπ(v)(ζ, v
+)θπ(v)(ζ, v
−)
θ(v)
dµλ0π(v)(ζ)dmλ0(v)
=
∫ ∫
∂M˜
ψ(v, ζ)
θπ(v)(ζ, v
+)θπ(v)(ζ, v
−)
θ(v)
dµλ0π(v)(ζ)Ωθ
2(v)dµλ0π(v)(v
−)dµλ0π(v)(v
+)dt
= Ω/Υ
∫
∂M˜
∫
(v−,v+,t)∈SM0
ψ(v, ζ)dtdτλ0π(v)(v
+, v−, ζ)
= Ω/Υ τλ0π(v)(S
2M) = Ω/Υ.

Proof of Theorem 6.1. . Set F (λ) = ∂∂λGλ(x, y). By Proposition 5.3 and Proposition 6.2,
lim
λ→λ0
−P (λ)F (λ) = Ω c(x, y) and lim
λ→λ0
−P 3(λ)F ′(λ) = 2Ω
3
Υ
c(x, y).
9Uniformity again.
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It follows that
2F ′(λ)
F (λ)3
converge towards
4
Υ
(c(x, y))−2. Since F (λ) goes to∞ as λ→ λ0,
we conclude that F (λ) ∼
√
Υ
2
c(x,y)√
λ0−λ . 
By Proposition 5.3 and Theorem 6.1, we obtain
Corollary 6.5. As λ→ λ0,
− P (λ)√
λ0 − λ
→ 2Ω√
Υ
.
Applying Proposition 6.2 and Corollary 6.5, we get
Corollary 6.6. For all x, y ∈ M˜,
lim
λ→λ0
(λ0 − λ)3/2
∫
M˜×M˜
Gλ(x, z)Gλ(z, w)Gλ(w, y)dVol(z)dVol(w) =
√
Υ
8
c(x, y).
Moreover, for any compact neighborhood K of x in M˜ , there is λ′ < λ0 such that
sup
λ,λ′≤λ≤λ0
(λ0 − λ)3/2
∫
M˜×M˜
Gλ(x, z)Gλ(z, w)Gλ(w, y)dVol(z)dVol(w)
is integrable on K.
6.2. Proof of Theorem 1.1 and Theorem 1.7. The proof relies on the following
Proposition, based on Hardy-Littlewood Tauberian Theorem:
Proposition 6.7. Fix x0 ∈ M˜ . Let F be a nonnegative C∞ function on M˜ , with
compact support. Then,
lim
t→∞ t
3/2
∫
M˜×M˜
eλ0t℘(t, x, y)F (x)F (y) dVol(x)dVol(y)
=
√
Υ
4
∫
M˜×M˜
c(x, y)F (x)F (y) dVol(x)dVol(y),
where c(x, y) is given by (5.3).
Proof. Set µF for the spectral measure of F , i.e. the Borel finite measure on the spectrum
[0,+∞) of −∆− λ0 such that, for all m ≥ 0,∫
M˜
F (x)∆mF (x) dVol(x) =
∫ +∞
0
(−̟ − λ0)m dµF (̟).
The function
cF (t) :=
∫
M˜×M˜
eλ0t℘(t, x, y)F (x)F (y) dVol(x)dVol(y) =
∫ +∞
0
e−̟t dµF (̟)
is nonincreasing in t. It satisfies the following property;
Lemma 6.8.∫ +∞
0
e−stt2cF (t) dt = 2
∫
M˜4
Gλ0−s(x, z)Gλ0−s(z, w)Gλ0−s(w, y)F (x)F (y) dVol
4(z, w, x, y).
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Proof. On the one hand, we have∫ +∞
0
e−stt2cF (t) dt =
∫
M˜×M˜
∫ ∞
0
t2e(λ0−s)t℘(t, x, y)dtF (x)F (y) dVol(x)dVol(y).
On the other hand, we may write
2
∫
M˜4
Gλ0−s(x, z)Gλ0−s(z, w)Gλ0−s(w, y)F (x)F (y) dVol
4(z, w, x, y)
= 2
∫
M˜4×R3
+
e(λ0−s)(t+u+v)℘(t, x, z)℘(u, z, w)℘(v, w, y) dtdudvF (x)F (y) dVol4(z, w, x, y)
Introducing the variables u + v =: r and t + r =: τ and using the semigroup property of the
heat kernel, we obtain∫
M˜2
(∫
∞
0
τ2e(λ0−s)τ℘(τ, x, y) dτ
)
F (x)F (y) dVol2(x, y).

By Corollary 6.6 and Lemma 6.8 we have, as s→ 0, 10
s3/2
∫ +∞
0
e−stt2cF (t) dt→
√
Υ
4
∫
M˜×M˜
c(x, y)F (x)F (y) dVol(x)dVol(y).
By Hardy-Littlewood Tauberian Theorem ([F] p. 445), we have
(6.5)
∫ T
0
t2cF (t) ∼
√
Υ
4Γ(5/2)
T 3/2
∫
M˜×M˜
c(x, y)F (x)F (y) dVol(x)dVol(y).
Now we claim that
cF (t) ∼
√
Υ
2
√
πt3/2
∫
M˜×M˜
c(x, y)F (x)F (y) dVol(x)dVol(y).
Indeed, by setting ΞT 3/2 to be the right hand side of the equation (6.5), we have, for all
ε > 0,∫ T (1+ε)
T
t2cF (t)dt = T
3/2Ξ(1+ ε)3/2 −ΞT 3/2+ o(T 3/2) = ΞT 3/2((1 + ε)3/2 − 1 + o(T )).
On the other hand, since cF (t) is a non-increasing function of t, for ε > 0 small,∫ T (1+ε)
T
t2cF (t)dt ≤ cF (T )
∫ T (1+ε)
T
t2dt = cF (T )T
3(ε+ ε2 + ε3/3 + o(T )).
Comparing the two inequalities yields:
lim inf
T→∞
cF (T )T
3/2 ≥ 3Ξ
2
+ o(ε).
One shows in the same way, using
∫ T
T (1−ε), that lim supT→∞ cF (T )T
3/2 ≤ 3Ξ2 . This
proves Proposition 6.7. 
10Here we use the domination from Corollary 6.6, which follows from all the preceding domination
results in Proposition 5.3 and Proposition 6.2.
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Proof of Theorem 1.1 and Theorem 1.7. Since c(x, y) =
∫
kλ0(x, y)dµx, and kλ0(x, y) is
smooth as a (−λ0)-eigenfunction of the Laplacian, the function c(x, y) is smooth in x
and y. Moreover, by Lemma 6.9 below, log℘(t, x, y) has bounded gradient, uniformly
in t ≥ T1. We can therefore apply Proposition 6.7 to functions F with compact support
such that the measures F (x)dVol(x) converge to the Dirac measure δx0 to get
lim
t→∞ t
3/2eλ0t℘(t, x0, x0) =
√
Υ
2
√
π
c(x0, x0).
We get the general case of x0 6= x1 of Theorem 1.1 and Theorem 1.7 in the same way
by applying Proposition 6.7 to functions that approximate δx0 + δx1 . 
Lemma 6.9. There are C, T1 such that, for all x, y in a compact set, t ≥ T1,
‖∇ log ℘(t, x, y)‖ ≤ C.
Proof. Set u(y, t) = ℘(t, x, y). The function u(y, t) is a solution of the heat equation on
M˜ with Ricci curvature bounded below, then by a sharp gradient estimate by Souplet
and Zhang [SZ], on {(y, t) : y ∈ B(x,R/2), s ∈ [t0 − T/2, t0]},
|∇u(y, t)|
u(y, t)
≤ C
(
1
R
+
1√
T
+
√
k
)(
1 + log
max u(y, t)
minu(y, t)
)
,
where the maximum and minimum are taken on the set {(y, t) : y ∈ B(x,R), t ∈ [t0 −
T, t0]}. We need to show that maxu(y,t)inf u(y,t) is bounded above and below for y in a compact
set and t > T0. This is Theorem 10 from [Da], page 112. 
7. Uniform mixing
In this section, we establish a uniform power mixing of the geodesic flow for Gibbs
measures, when the potential varies in a neighbourhood of the space Kα of functions
which will be defined shortly. The proof combines the ideas from [P1] and [P2], with a
slightly different framework. For the comfort of the reader, we recall the different steps
in our notations.
7.1. Uniform mixing and three-mixing. Let X := (X,A,m; gt, t ∈ R) be a system
with one parameter group {gt, t ∈ R} of measurable transformations of the space (X,A)
preserving a probability measure m. For bounded measurable functions f, h, u we define
the correlations functions for s, t ≥ 0:
ρf,h,m(t) =
∫
f(x)h(gtx)dm(x)−
∫
f dm
∫
hdm
ρf,u,h,m(s, t) =
∫
f(x)u(gsx)h(gs+tx)dm(x) −
∫
f dm
∫
u dm
∫
hdm
ρf,u,h,m(t) =
1
t
∫ t
0
[∫
f(x)u(gsx)h(gtx)dm(x)
]
ds−
∫
f dm
∫
u dm
∫
hdm
The system X is called mixing if limt→∞ ρf,h,m(t) = 0 for all bounded functions f, h,
3-mixing if lims,t→∞ ρf,u,h,m(s, t) = 0 for all bounded functions f, u, h and average
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3-mixing if limt→∞ ρf,u,h,m(t) = 0 for all bounded functions f, u, h. It is a well-known
open problem whether mixing implies 3-mixing. It is easy to see that mixing implies
average 3-mixing.
Let us consider the rate of mixing. A system X is called power mixing for a class K of
functions if for f, h, k ∈ K, ρf,h,m(t) decays polynomially (see Theorem 7.2 for a precise
statement). Below, we will show a uniform version of power mixing of the geodesic flow
for the class K = Kα which we define now.
Let α > 0. We denote Kα the space of functions f on X such that ‖f‖α <∞, where
‖f‖α := sup
x
|f(x)|+ sup
x 6=y
|f(x)− f(y)|
(d(x, y))α
.
Let ϕ ∈ Kα. There is a unique invariant probability measure mϕ such that:
hmϕ(g1) +
∫
ϕdmϕ = P (ϕ) := sup
m;(gt)∗m=m
{
hm(g1) +
∫
ϕdm
}
,
where hm(g1) denotes the measure theoretic entropy of the g-invariant probability mea-
sure m (see e.g. [PP]). The mapping ϕ 7→ mϕ is continuous from Kα to the space of
measures on X endowed with the weak* topology.
The following property is important in Dolgopyat’s approach to the speed of mixing.
Definition 7.1. A system X is topologically power mixing if there exists t0, δ > 0 such
that for any r and t > max{ 1
rδ
, t0},
gt(B(x, r)) ∩B(y, r) 6= ∅.
We now establish a local uniform power mixing for topological power mixing Anosov
flows, for Gibbs measures associated to potentials ϕ, and for functions in Kα. The
mixing rate is uniform as we vary the potential ϕ in a small neighbourhood in Kα, for
α sufficiently small.
Theorem 7.2. Let X to be a topological power mixing Anosov flow. Let ϕ0 ∈ Kα be a
potential. There exist ε > 0 and C ′0, c
′
0 > 0 such that for all ϕ in the ε-neighborhood of
ϕ0 and all f, u, h ∈ Kα, we have, for all positive s, t:
(7.1)
∣∣ρf,u,h,mϕ(s, t)∣∣ ≤ C ′0‖f‖α‖u‖α‖h‖α[(1 + s)−c′0 + (1 + t)−c′0 ].
Proposition 7.3. Let X to be a topological power mixing Anosov flow. Let ϕ0 ∈ Kα be
a potential. There exist ε > 0 and C, c > 0 such that for all ϕ in the ε-neighborhood of
ϕ0 and all f, h ∈ Kα, we have, for all positive t:
(7.2)
∣∣ρf,h,mϕ(t)∣∣ ≤ C‖f‖α‖h‖α(1 + t)−c.
Although it appears as if Proposition 7.3 follows from Theorem 7.2, we will prove
both results simultaneously.
Corollary 7.4. Let X to be a topological power mixing Anosov flow and ϕ0 ∈ Kα be a
potential. There exist ε > 0 and C ′0, c
′
0 > 0 such that for all ϕ in the ε-neighborhood of
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ϕ0 and all f, u, h ∈ Kα, we have, for all positive s, t:
(7.3)
∣∣ρf,u,h,mϕ(t)∣∣ ≤ C ′0‖f‖α‖u‖α‖h‖α(1 + t)−c′0 .
We assume now that the system X is the geodesic flow gt, t ∈ R on the unit tangent
bundle X = SM , where M is a closed negatively curved manifold.
Liverani proved exponential mixing for contact Anosov flows for the Liouville measure,
which implies exponential mixing for the geodesic flow on manifolds of negative curvature
for the Liouville measure [Li]. It implies that the geodesic flow is topologically power
mixing. Thus we can apply the above theorems to the geodesic flow and the Gibbs
measure associated to ϕλ0 to obtain Propositions 4.1 and 4.2.
7.2. Proof of Theorem 7.2 and Proposition 7.3. First, following Bowen and Ru-
elle [B], [BR], we can reduce the problem to the corresponding problem on suspended
symbolic flows by introducing Poincare´ sections for the flow with Markov property (see
also [PP] Chapter 9 and Appendix III), in such a way that Ho¨lder continuous functions
on SM correspond to Ho¨lder continuous functions on the symbolic system.
We may thus assume that there is a subshift of finite type (Σ, σ) and a positive
α-Ho¨lder continuous function τ on Σ such that the system X is the suspension flow
σt(x, r) = (x, r + t) on the set Σ
τ := {(x, r) : x ∈ Σ, 0 ≤ r ≤ τ(x)}/[(x, τ(x)) ∼ (σx, 0)].
Let us denote by [a0, · · · , ak] the cylinder set {x : xi = ai, i = 0, · · · , k}. Let us also
define dα on the space Σ+ of one-sided sequences with the left-shift by dα(x, y) = α
k,
where k is the first index for which xk, yk are not equal. Let us denote by Kα(Σ+) the
space of dα-Lipschitz functions on the space Σ+ of one-sided sequences. Let ϕ ∈ Kα(Στ )
be a potential function on Στ .
We may assume that the function τ is a function on Σ+ in the sense that τ(x) = τ(y)
if the points x and y in Σ have the same nonnegative coordinates. Moreover, by possibly
modifying α, we may assume that the function τ is a dα-Lipschitz function on Σ+. We
may also assume that the functions φ(x) :=
∫ τ(x)
0 ϕ(x, r) dr are dα-Lipschitz functions
on Σ+ as well and that φ are normalized so that Lφ1 = 1, where
(7.4) LφF (x) :=
∑
y;σy=x
eφ(y)F (y)
is the transfer operator associated to φ.
It follows from these assumptions that the map T : ϕ 7→ φ is continuous from Kα(Στ )
into Kα(Σ+). The equilibrium measure mϕ for the function ϕ is of the form
mϕ =
1∫
τ dνφ
(νφ ⊗ dr)
∣∣
Στ
,
where νφ is the unique σ-invariant probability measure on Σ such that its projection νφ
to Σ+ satisfies, for all functions F ∈ C(Σ+),
(7.5)
∫
LφF dνφ =
∫
F dνφ.
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Let us denote φ(k)(x) = φ(x) + φ(σ(x)) + · · · + φ(σk(x)). For a given ϕ0, we choose an
ε1-neighborhood of φ0 = Tϕ0 so that there exists a constant C1 ≥ 1 with
(7.6)
∣∣∣∣∣eφk(x)eφk(y) − 1
∣∣∣∣∣ ≤ C1α−kdα(x, y) and C−11 ≤ νφ[a0, · · · , ak−1]eφk(x) ≤ C1
for all φ in ε1-neighborhood of φ0 and all x, y ∈ [a0, · · · , ak−1]. 11
With those choices, for all φ, 1 is an isolated eigenvalue of Lφ with eigenfunction the
constant 1 (see [PP] for this and all the above standard reductions). A ball of radius
r in Στ contains a cylinder of length −C log r in Σ times an interval of length cr in
the flow direction. Its image on the manifold contains a ball of radius rD, for some D.
Therefore, we may assume that the suspension flow X is topologicallly power mixing.
Remark 7.5. The rest of the proof in this section follows the ideas of D. Dolgopyat
([D2]). In order to check that all the arguments are uniform for equilibrium measures
mϕ for ϕ in a neighborhood of ϕ0, we found it more convenient to follow [Me]. In
particular, the constants C1, C6, C7, γ3 in this section coincide with those in [Me].
7.2.1. Properties of the complex transfer operator. In this subsection, we will denote the
space of complex dα-Lipschitz continuous functions on Σ+ by Kα(Σ+) again. We define
the complex transfer operator Lφ+sτ , s ∈ C on Kα(Σ+) by
Lφ+sτF (x) :=
∑
y;σy=x
eφ(y)+sτ(y)F (y).
Following [Me], set s = a+ ib.
Proposition 7.6. (Lemma 3.5 of [Me]) Let X be a topological power mixing Anosov
flow. Let ϕ0 be a α-Ho¨lder continuous function. There are ε > 0, θ > 0, C > 0 such that
for all s = a+ ib with |b| > 1 and |a| < C−1|b|−θ,
(7.7) ||(1 − Lφ+sτ )−1||α ≤ C|b|θ,
for all φ = T(ϕ) with ||ϕ− ϕ0||α < ε.
Proof. As in [Me], we carry the calculations for 0 ≤ a ≤ 1 and b > 1. They are
analogous for b < −1 and −1 ≤ a ≤ 0. We find a neighborhood U of φ0 where (7.7)
holds and choose ε such that ||ϕ − ϕ0||α < ε implies that φ = T(ϕ) ∈ U. We first have
the preliminary estimate of [Me] in a uniform way.
Lemma 7.7. (Lemma 3.7 of [Me]) There exist C6, C7, γ3, ε2 > 0 such that for all φ in
the ε2-neighborhood of φ0,
(1) |Lφ+ibτ |∞ ≤ 1,
(2) ||Lnφ+ibτF ||α ≤ C6{b|F |∞ + αn||F ||α} for all n ≥ 1 and F ∈ Kα(Σ+),
(3) ||LnφF −
∫
Σ+
Fdνφ||α ≤ C7γn3 ||F ||α for all n ≥ 1 and F ∈ Kα(Σ+).
11LHS= α−kdα(x, y)
||φ||
1−α
Since x, y are in the same [a0, · · · , ak−1], α
−kdα(x, y) = α
n if their coordi-
nate coincide up to k + n− 1. If x, y are not in the same [a0, · · · , ak−1], α
−kdα(x, y) is big. Note that
the denominator of the second inequality does not have ePk since P = 0.
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Proof. Part (2) comes from the fundamental inequality, thus C6 is uniform in φ. Part
(3) comes from the spectral gap of Lφ thus C7 and γ3 can be chosen uniformly in a
neighbourhood of φ0 (see e.g. Kato [Ka] Theorem IV.3.1). 
As in [Me], define
‖f‖b := max
{
|f |∞, 1
2C6b
sup
x 6=y
|f(x)− f(y)|
(d(x, y))α
}
.
Since one may assume that 2C6b > 1, we have
||F ||b ≤ ||F ||α ≤ (2C6b+ 1)||F ||b,
which implies that ||L||α/||L||b lies between 2C6b+ 1 and (2C6b+ 1)−1.
Let MbF = e
−ibτF ◦ σ.
Definition 7.8. The operator Mb has no approximate eigenfunction if there exists N ∈ N
such that for every triple (θ ≥ N,β > 0, C ≥ 1), there exists k = k(θ, β,C) such that for
all (b, ρ, F ) with |F | = 1 and |b| > k,
|Mβ log |b|b F (y)− eiρF (y)| ≥ C|b|−θ,
for some y.
Lemma 7.9 (Uniform version of Section 3.2 of [Me]). Consider the following conditions.
(1) Mb has no approximate eigenfunction.
(2) There exists θ > 0, ε > 0 such that ||(I −L−1φ+ibτ )||b = O(|b|θ) as |b| → ∞, for all
φ ∈ Bε(φ0).
(3) There exist θ, ǫ > 0, ε > 0 and C ≥ 1 such that ||(I −Lφ+sτ )−1||b ≤ C|b|θ for all
s = a+ ib with |b| > 1, |a| < ǫ|b|−θ and all φ ∈ Bε(φ0).
With the above notations, (1) implies (2) and (2) implies (3).
Proof. See Section 3.2 of [Me]. Let ε1 be a constant such that C1 in equation (7.6) and
α1, α2 in [Me] are uniform in φ in ε1-neighborhood of φ0. Now let ε = min{ε1, ε2},
where ε2 is chosen as in Lemma 7.7. 
Topological power mixing of X implies that Mb has no approximate eigenfunction by
Sections 3 and 5 of [D2], thus Proposition 7.6 follows. 
We also recall that, by mixing of the geodesic flow, ‖Lφ+ibτ‖α < 1 for b 6= 0 (see [PP]
Proposition 6.2). It follows that:
Proposition 7.10. There is δ = δφ0 > 0, ε > 0 such that, for all φ in a ε-neighborhood
of φ0, the mapping s 7→
∑
nL
n
φ+sτ is meromorphic on V
V := {s = a+ ib : |b| < 2, |a| < δ}
with a simple pole at s = 0. Moreover, for a function K ∈ Kα(Σ+), the residue at s = 0
of the meromorphic function s 7→∑nLnφ+sτK (with values in Kα) is a constant function
with value νφ(K).
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Proof. For a fixed φ , this follows from [PP], Proposition 6.2 and Theorem 10.2, with
a fixed δ = δφ. By [Ka] Theorem IV.3.1 and compactness of the closure V , there is a
neighborhood U0 of φ0 such that for φ ∈ U0, the rest of the spectrum of Lφ+sτ , s ∈ V ,
is separated from 1 with δ = δφ0 . 
7.2.2. One-sided smooth functions. We start by proving Theorem 7.2 for a particular
space of functions. For α > 0 and M ∈ N, let K+α,M be the set of functions f on Στ with
the following properties:
• for all x ∈ Σ, f(x, r) = 0 for r outside the interval [ inf τ3 , 2 inf τ3 ],
• for all x ∈ Σ, r 7→ f(x, r) is of class CM ,
• for all r ∈ [ inf τ3 , 2 inf τ3 ], x 7→ f(x, r) depends only on the nonnegative coordinates
of x and
• the functions ∂kf
∂rk
(x, r), for 0 ≤ k ≤ M are α-Ho¨lder continuous in x ∈ Σ and
continuous in r.
For f ∈ K+α,M , we denote ||f ||α,M := supr,k≤M ||∂
kf
∂rk
(., r)||α. The heart of the proof uses
the arguments of [D2] to establish:
Proposition 7.11. Let ϕ0 ∈ Kα(Σ+)as above. There exist ε, C, c > 0 and M such that
for all ϕ, ‖ϕ − ϕ0‖ < ε, all f, u, h ∈ K+α,M , we have, for all positive t1, t2:
(7.8)
∣∣ρf,u,h,mϕ(t1, t2)∣∣ ≤ C‖f‖α,M‖u‖α,M‖h‖α,M [(1 + t1)−c + (1 + t2)−c].
Proof. Choose ε so that Proposition 7.6 and Proposition 7.10 holds for all ϕ with ‖ϕ−
ϕ0‖ < ε. Fix f, u, h, ϕ and write ρ(t1, t2) for ρf,h,g,mϕ(t1, t2). Assume first that
∫
f dmϕ =∫
g dmϕ = 0. We consider the Laplace transform
ρ̂(s1, s2) =
∫
R+×R+
ρ(t1, t2)e
−s1t1e−s2t2 dt1 dt2
which makes sense a priori for aj > 0, where sj = aj + ibj, j = 1, 2. The following
computation is valid for aj > 0 and will allow us to extend analytically ρ̂(s1, s2) to a
larger domain and deduce the decay of ρ(t1, t2) as t1, t2 go to infinity.
Lemma 7.12. Consider the Laplace transforms F,U and H of the functions f, u and h
given by:
F (x, s) =
∫
R
e−srf(x, r)dr, U(x, s) =
∫
R
e−sru(x, r)dr, H(x, s) =
∫
R
e−srh(x, r)dv.
Then, we have, for a1, a2 > 0:
ρ̂(s1, s2) =
∑
n,m
∫
Σ
H(x, s2)L
m
φ+s2τ
[
U(., s1 − s2)Lnφ+s1τF (..,−s1)(.)
]
(x) dνφ(x).
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Proof. We develop:
ρ̂(s1, s2) =
∫
R+×R+
∫
Στ
f(x, r)u(σt1(x, r))h(σt1+t2(x, r))e
−s1t1e−s2t2 dmϕ(x, r) dt1 dt2
=
∑
n,m
∫
R+×R+×R+
∫
Σ
f(x, r)u(σnx, r + t1 − τn(x))h(σn+mx, r + t2 + t1 − τn+m(x))
e−s1t1e−s2t2 dr dνφ(x) dt1 dt2, (∗)
where τn(x) :=
∑n−1
k=0 τ(σ
k(x)). Observe that for all fixed positive n,m the integral in
t1, t2, r is also an integral over R × R × R. Then using the variables w = r + t1 − τn(x)
and z = w + t2 − τm(σnx), the integral (*) can be written as
(∗) =
∫
Σ
H(σn+mx,−s2)es2τm(σnx)U(σnx, s2 − s1)es1τn(x)F (x, s1) dνφ(x).
Using now the invariance of νφ under Lφ (7.5) and the fact that L
n(HK ◦ σn)(x) =
K(x)L(H)(x), we obtain:
(∗) =
∫
Σ
H(σmx,−s2)es2τm(x)U(x, s2 − s1)Lnφ+s1τF (·, s1)(x) dνφ(x)
=
∫
Σ
H(x,−s2)Lmφ+s2τ
[
U(·, s2 − s1)Lnφ+s1τF (··, s1)(·)
]
(x) dνφ(x).
The Lemma follows for aj = ℜ sj > 0. 
By Proposition 7.6 and our choice of ε, we conclude that there exist constants δ, β
such that, for all ϕ, ‖ϕ − ϕ0‖α < ε, the series of operators
∑
nL
n
φ+sτ converges and is
analytic on the region U
U := {s, s = a+ ib; |b| > 1, |a| < 2δ|b|β/2 }
and that there is a constant D0 such that, for s ∈ U,
(7.9) ‖
∑
n
L
n
φ+sτ‖α ≤ D0|b|D0 .
Moreover, by Proposition 7.10, there is δ > 0 such that the series of operators
∑
nL
n
φ+sτ
converges and is meromorphic on the region V , has a simple pole at 0 and has residue
at 0 the projection on the constant function νφ(.).
On the other hand, since f, u and h belong to K+α,M , the functions s 7→ F (·, s), s 7→
U(·, s) and s 7→ H(., s) are analytic intoKα(Σ+).Moreover, the functions ‖F (·, s)‖α, ‖U(·, s)‖α
and ‖H(·, s)‖α decay at infinity like (|b|)−M and
νφ(F (., 0)) =
∫
Σ+
(∫
R
f(x, r) dr
)
dνφ(x) =
∫
Στ
f dmϕ = 0.
It follows that the function
J(x, s) :=
∑
n
L
n
φ+sτF (·, s)(x)
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is analytic from U ∪ V into Kα and that its Kα-norm is bounded by C‖f‖α,M (1 +
|b|)D0−M as |b| → ∞. Summarizing, the function ρ̂(s1, s2) admits an analytic extension
to {(s1, s2); s1 ∈ U ∪ V, a2 > 0} and this extension satisfies:
ρ̂(s1, s2) =
∑
m
∫
Σ+
H(x,−s2)Lmφ+s2τ [U(·, s2 − s1)J(·, s1)](x) dνφ(x).
As before, for each fixed s1 ∈ U∪V , the mapping s2 7→
∑
m L
m
φ+s2τ
[U(·, s2−s1)J(·, s)](x)
is meromorphic from U ∪V with a unique simple pole at s2 = 0 and a residue a constant
function on Σ+ with value C0(s1). Therefore, for all s1 ∈ U ∪ V, s2 7→ ρ̂(s1, s2) admits a
meromorphic extension to U ∪ V of the form
ρ̂(s1, s2) =
C0(s1)
∫
Σ+
H(x, 0) dνφ(x)
2πis2
+ ρ(s1, s2),
where ρ(ξ, η) is an analytic function on (U ∪ V )× (U ∪ V ) such that
|ρ(s1, s2)| ≤ C‖h‖α,M‖u‖α,M‖f‖α,M (1 + |b2|)D0−M (1 + |b1 − b2|)−M (1 + |b1|)D0−M .
We again have
∫
Σ+
H(x, 0) dνφ(x) = 0 by our condition that
∫
hdµφ = 0 and finally, the
function ρ̂(s1, s2) admits an analytic extension to (U ∪ V )× (U ∪ V ) and satisfies:
|ρ̂(s1, s2)| ≤ C‖h‖α,M‖u‖α,M‖f‖α,M (1 + |b2|)D0−M (1 + |b1 − b2|)−M (1 + |b1|)D0−M .
We now compute ρ(t1, t2) as the Laplace inverse of ρ̂(s1, s2) by integrating on the
imaginary axis in s2 and in s1. For a fixed s1 ∈ U ∪ V , we can move the curve of
integration in s2 to the curve
Γ := {−δmin{1, 1|b|β }+ ib; b ∈ R}.
We obtain that the function ρ˜(s1, t2)
ρ˜(s1, t2) :=
−1
4π2
∫
R
ρ̂(s1, b2)e
ib2t2 db2
=
−1
4π2
(∫ +1
−1
ρ̂(s1,−δ + ib2)eib2t2e−δt2 db2 +
∫
R\[−1,1]
ρ̂(s1,−δ 1|b2|β )e
ib2t2e−δt2/|b2|
β
db2
)
is, as a function of s1, an analytic function on U × V and satisfies
|ρ˜(s1, t2)| ≤ C ‖h‖α,M‖u‖α,M‖f‖α,M
(1 + |b1|)M−D0
(
2e−δt +
∫
R\[−1,1]
e−δt/|b|
β
(1 + |b|)M−D0 db
)
≤ C ‖h‖α,M‖u‖α,M‖f‖α,M
(1 + |b1|)M−D0 (1 + t2)
−β ,
as soon as M > D0+2. We are interested in ρ(t1, t2) =
1
4π2
∫
R
ρ˜(s1, t2)e
−ib1t1 db1. In the
same way, by moving the curve of integration in s1 to Γ, we obtain (recall that we have
assumed that
∫
f dmλ =
∫
g dmλ = 0):
ρ(t1, t2) ≤ C‖h‖α,M‖u‖α,M‖f‖α,M [(1 + t1)β + (1 + t2)β ].
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Observe that the above proof also yields, setting u = 1 for instance:
Proposition 7.13. Let ϕ0 ∈ Kα(Σ+)as above. For ε, C, c > 0 and M as above, for all
ϕ, ‖ϕ − ϕ0‖ < ε, all f, h ∈ K+α,M , we have, for all positive t:
(7.10)
∣∣ρf,h,mϕ(t)∣∣ ≤ C‖f‖α,M‖h‖α,M [(1 + t)−c].
Indeed, if we assume
∫
f dmϕ = 0, this is exactly the same computation, with only one
variable s. But (7.10) holds for f as soon as it holds for f−∫ f dmϕ. By the same token,
using Proposition 7.13, we can replace in (7.8) f and h by f − ∫ f dmϕ and h− ∫ hdmϕ.
This achieves the proof of Proposition 7.11. 
7.2.3. From one-sided to two-sided smooth functions. This part goes back to Ruelle
([R]), we present it here for completeness. We consider a new space of functions: for
α > 0 andM ∈ N, let K′α,M be the set of functions f on Στ with the following properties:
• for all x ∈ Σ, f(x, r) = 0 for r outside the interval [ inf τ3 , 2 inf τ3 ],
• for all x ∈ Σ, r 7→ f(x, r) is of class CM and
• the functions ∂kf
∂rk
(x, r), for 0 ≤ k ≤ M are α-Ho¨lder continuous on Σ and
continuous in r.
For f ∈ K′α,M , we still denote ‖f‖α,M := supr,k≤M ‖∂
kf
∂rk
(., r)‖α. We show in this subsec-
tion
Proposition 7.14. There exist ε′, C ′, c′ > 0 and M such that for all ϕ such that ‖ϕ −
ϕ0‖α < ε′, all f, u, h ∈ K′α,M , we have, for all positive t1, t2:∣∣ρf,u,h,mϕ(t1, t2)∣∣ ≤ C ′‖f‖α,M‖u‖α,M‖h‖α,M [(1 + t1)−c′ + (1 + t2)−c′ ].
Proof. Assume first that
∫
f dmϕ =
∫
u dmϕ =
∫
hdmϕ = 0.
The following construction reduces the proof of Proposition 7.14 to a direct extension
of the proof of Proposition 7.11. Let A(x) be a function in K′α(Σ); then (see e.g. [P1]),
there exists a decomposition A =
∑∞
j=0Aj , where
(1) x 7→ Aj(x) depends only on the coordinates (x−j, x−j+1, · · · ) of x,
(2) supx |Aj(x)| ≤ αj‖A‖α and
(3) ‖Aj‖α ≤ ‖A‖α.
We also associate to A and s ∈ C the functions A˜sj(x) := e−sτ
j(x)Aj(σ
jx). Then, by
[R] (see also [D1] and [P1]), there is α′, 0 < α′ < α, and θ, 0 < θ < 1, such that, with
s = a+ ib,
(1) x 7→ A˜sj(x) depends only on the coordinates (x0, x1, · · · ) of x,
(2) supx |A˜sj(x)| ≤ eCj|a|αj‖A‖α and
(3) ‖A˜sj‖α′ ≤ CeCj|a||b|θj‖A‖α.
Finally, we set A˜s(x) :=
∑
j A˜
s
j(x); we have, if |a| is small enough,
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(1) x 7→ A˜s(x) depends only on the coordinates (x0, x1, · · · ) of x,
(2) supx |A˜s(x)| ≤ C‖A‖α,
(3) ‖A˜s‖α′ ≤ C|b|‖A‖α and
(4)
∫
A˜0(x) dν(x) =
∫
A(x) dν(x) for any shift invariant measure ν on Σ.
Property (4) is clear since A˜0(x) =
∑
j A˜
0
j (x) =
∑
j Aj(σ
jx), whereas A(x) =
∑
j Aj(x)
and both series of functions converge uniformly.
Choose ε′ so that for all ϕ, ‖ϕ − ϕ0‖α < ε′. Proposition 7.6 and Proposition 7.10
apply on Kα′ . Fix f, u, h, ϕ ∈ Kα,M and write ρ(t1, t2) for ρf,h,g,mϕ(t1, t2) We now write
as before the Laplace transform ρ̂(s1, s2) of ρ(t1, t2) as:
ρ̂(s1, s2) =
∑
n,m
∫
Σ
H(σn+mx,−s2)es2τm+n(x)U(σnx, s2 − s1)e(s1−s2)τn(x)F (x, s1) dνφ(x).
We consider it as a series in the sense of tempered distributions: for any B(s, t)
in the Schwartz space of R2,
∫
B̂(ib1, ib2)ρ̂(ib1, ib2) db1db2 makes sense and is equal to
−4π2 ∫ B(t1, t2)ρ(t1, t2) dt1dt2. The series of integrals ∫ B(t1, t2)ρn,m(t1, t2) dt1dt2 con-
verges absolutely. It still does if one consider the sum over n,m in Z instead of Z+.
For each (n,m) ∈ Z × Z, we write, using the decompositions H(x, s) = ∑j Hj(x, s),
U(x, s) =
∑
k Uk(x, s), F (x, s) =
∑
ℓ Fℓ(x, s) and the above A˜
s
j notation:
ρ̂n,m(s1, s2) =
=
∫
Σ
H(σn+mx,−s2)es2τm+n(x)U(σnx, s2 − s1)e(s1−s2)τn(x)F (x, s1) dνφ(x)
=
∑
j,k,ℓ
∫
Σ
Hj(σ
n+mx,−s2)es2τm+n(x)Uk(σnx, s2 − s1)e(s1−s2)τn(x)Fℓ(x, s1) dνφ(x)
=
∑
j,k,ℓ
∫
Σ
H˜−s2j (σ
n+m−jx,−s2)es2τm+n−j(x)U˜ (s2−s1)k (σn−kx, s2 − s1)e(s1−s2)τ
n−k(x)
F˜ s1ℓ (σ
−ℓx, s1)es1τ
ℓ(σ−ℓx) dνφ(x)
=
∑
j,k,ℓ
∫
Σ
H˜j(σ
n+m−jx,−s2)es2τm+k−j(σn−kx)U˜k(σn−kx, s2 − s1)es1τn−k+ℓ(σ−ℓx)
F˜ℓ(σ
−ℓx, s1) dνφ(x),
where we used the cocycle relation τn+m(x) = τn(x) + τm(σnx) valid for all m,n ∈ Z
and wrote F˜ (x, s) for F˜ s(x, s), G˜j(x, s) for G˜
s
j(x, s) and U˜k(x, s) for U˜
s
k(x, s).
We now replace the summation in (n,m) by a summation in (p, q), where p := n−k+
ℓ, q := m+ k− j. Assume for example p ≥ 0, q ≥ 0 (and then p+ q = n+m− j+ l ≥ 0).
We write, using the invariance of νφ, the integral
(7.11)∫
Σ
H˜j(σ
n+m−jx,−s2)es2τm+k−j(σn−kx)U˜k(σn−kx, s2−s1)es1τn−k+ℓ(σ−ℓx)F˜ℓ(σ−ℓx, s1) dνφ(x),
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as:∫
Σ
H˜j(σ
n+m−j+ℓx,−s2)es2τm+k−j(σn−k+ℓx)U˜k(σn−k+ℓx, s2−s1)es1τn−k+ℓ(x)F˜ℓ(x, s1) dνφ(x), ,
where we replaced νφ by νφ since the integrand now depends only on the non-negative
coordinates of x. As before, we can write these integrals using the transfer operators as∫
Σ H˜j(σ
m+k−jx,−s2)es2τm+k−j(x)U˜k(x, s2 − s1)Ln−k+ℓφ+s1τ (F˜ℓ(., s1))(x) dνφ(x)
=
∫
Σ H˜j(x,−s2)Lqφ+s2τ [U˜k(., s2 − s1)L
p
φ+s1τ
(F˜ℓ(.., s1))(.)](x) dνφ(x).
If |a1|, |a2|, and |a1−a2| are small enough, one can sum in j, k, ℓ ∈ Z3+ the integral (7.11)
for the same value of (p, q); we obtain, when p, q ≥ 0,∫
Σ
H˜(x,−s2)Lqφ+s2τ [U˜(., s2 − s1)L
p
φ+s1τ
(F˜ (.., s1))(.)](x) dνφ(x).
The other possible signs of p, q and p+ q are treated in the same way.
By applying Proposition 7.6 to Kα′ , we conclude that there are positive numbers δ
′, β′
such that, for all ϕ, ‖ϕ − ϕ0‖α′ < ε′ the series of operators
∑
nL
n
φ+sτ converges and is
analytic on the region U ′
U ′ := {s = a+ ib; |b| > 1 |a| < 2δ
′
|b|β′/2 }
and that there is a constant D′0 such that, for s ∈ U ′,
(7.12) ‖
∑
n
L
n
φ+sτ‖ ≤ D′0|b|D
′
0 .
Moreover, there is δ′ > 0 such that on the series of operators
∑
nL
n
φ+sτ converges and
is meromorphic on the region V ′,
V ′ := {s, s = a+ ib; |b| < 2, |a| < 2δ′}
with a simple pole at 0 and residue the projection on the constant function νφ(.). We
conclude as above (but with a different argument for each one of the six sums over
(p, q), (−q, p+q), (−p, p+q), (−p−q, q), (p,−p−q), (−p,−q) in (Z+×Z+)) that ρ̂(s1, s2)
is given by an analytic function defined on the region where s1, s2 and s1− s2 all belong
to U ′ ∪ V ′ (and have a real part smaller than δ0) and satisfying
|ρ̂(s1, s2)| ≤ C‖h‖α,M‖u‖α,M‖f‖α,M (1 + |b1|)D′′0−M (1 + |b1 − b2|)D′′0−M (1 + |b2|)D′′0−M ,
where D′′0 = D
′
0 + 1.
If M has been chosen greater than D′′0 + 2, we obtain Proposition 7.14 (for functions
with integral 0) by the same argument as before, provided one chooses in each of the six
cases contours Γ of integration with the right sign.
The extension of Proposition 7.13 to functions f, h ∈ K′α,M with
∫
fdmφ = 0,
∫
hdmφ =
0 goes again by the same computation, without the function u. Again, (7.10) holds for f
as soon as it holds for f −∫ f dmϕ. This justifies the reduction to functions with integral
0 in the proof of proposition 7.14. 
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7.2.4. Ho¨lder continuous functions. We conclude the proof of Theorem 7.2 and of Propo-
sition 7.3 by approximating any Ho¨lder continuous function by regular functions. We
have proven (7.1) for functions in K′α,M with some constants C
′, c′; (7.1) holds also if
f, u, h are such that f ◦ σt1 , u ◦ σt2 , h ◦ σt3 ∈ K′α,M for bounded ti, i = 1, 2, 3. There is
C9 = 10 + 6
supx τ(x)
infx τ(x)
such that any function which is of class CM along the trajectories
of the special flow (Στ , σt, t ∈ R) and such that the first M derivatives along the flow
are α-Ho¨lder continuous functions can be written as a sum of less than C9 functions
in K′α,M . Using the projection from the manifold to Σ
τ , we conclude that there exist
ε, C ′′, c′ > 0, α,M such that for all for all ϕ, ‖ϕ − ϕ0‖α < ε, all f, u, h that are of class
CM along the trajectories of the flow and such that all the derivatives along the flow up
to order M belongs to Kα(SM), we have, for all t1, t2 ≥ 0:∣∣ρf,u,h,mϕ(t1, t2)∣∣ ≤ C ′′‖f‖α,M‖u‖α,M‖h‖α,M [(1 + t1)−c′ + (1 + t2)−c′ ],
where ‖.‖α,M is the maximum of the ‖‖α norms of the firstM derivatives along the flow.
We conclude by smoothing all functions in Kα. Let ψ be a C
M nonnegative function
on R, with support in [−1,+1] and integral 1. For ε > 0 and a function f ∈ Kα, set
ψε(t) :=
1
ε
ψ(
t
ε
) and fε(x) :=
∫
R
ψε(t)f(ϕtx) dt.
We have supx |f(x)− fε(x)| ≤ εα‖f‖α and ‖fε‖α,M ≤ ε−M−1‖f‖α.
Fix t1, t2 > 0, choose ε = [1/3(1 + t1)
−c′ + 1/3(1+2)−c
′
]
1
α+3M+3 and replace f, u, h by
fε, uε, hε. One obtains (7.1) for f, u, h with some constant C
′
0 and c
′
0 =
c′α
α+3M+3 .
8. Potential theory on M˜
In this section, we recall the potential theory that we used. Some justifications are
more transparent when using the probabilistic approach.
8.1. General theory. Let M˜ be a simply connected nonpositively curved Hadamard
manifold with Ricci curvature bounded from below. Then the manifold is stochastically
complete ([Pi], [Y]) and the heat kernel ℘(t, x, y) satisfies, for all x, z ∈ M˜, s, t > 0
(8.1)
∫
M˜
℘(t, x, y) dVol(y) = 1, and ℘(t+ s, x, z) =
∫
M˜
℘(t, x, y)℘(s, y, z) dVol(y).
The following results of Sullivan [S] hold more generally for open connected Riemann-
ian manifold without boundary.
Definition 8.1. The bottom of the spectrum λ0 is defined to be
λ0 = inf
∫
M˜
|∇φ|2∫
M˜
|φ|2 ,
over smooth functions φ on M˜ with compact support.
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Indeed, the L2 spectrum of the operator −∆ is a subset of [λ0,+∞) that contains λ0
([S]). Moreover, the same λ0 is related to smooth positive eigenfunctions of ∆.
Lemma 8.2. (1) For each λ ≤ λ0, there are smooth positive (−λ)-eigenfunctions
∆φ = −λφ. For each λ > λ0, there are no smooth positive (−λ)-eigenfunctions.
(2) If
∫∞
0 e
λ0t℘(t, x, y)dt =∞, then the positive (−λ0)-eigenfunction φ0 is unique up
to multiplicative constants.
(3) When
∫∞
0 e
λ0t℘(t, x, y)dt = ∞, the Markov process on M˜ associated with the
semi-group of probability densities
(8.2) q(t, x, y) := ℘(t, x, y)
φ(y)
φ(x)
eλ0t
is recurrent, i.e. almost every path starting from any point in M˜ enters every
set of positive measure infinitely often.
Proof. Part (1) is Theorem 2.1 of [S] (our positive (−λ)-eigenfunctions are called λ-
harmonic functions for the geometric Laplacian in [S]). Part (2) and (3) are Theorem
2.7 and Theorem 2.10 of [S], respectively. 
We recall the Harnack inequality and its consequence.
Proposition 8.3 (Harnack inequality [L], Theorem 6.1). There is a C0 > 1 such that
for all λ ∈ [0, λ0], for any positive function f such that ∆f + λf = 0 on a domain D,
we have ‖∇ log f‖(x) ≤ logC0 if d(x, ∂D) > 1.
We assume in the rest of this section that the Green functionGλ0(x, y) =
∫∞
0 e
λ0t℘(t, x, y) dt
is finite.
Corollary 8.4. For 0 ≤ λ ≤ λ0 and x, y, z such that d(x, z) ≥ 1, d(x, y) ≥ 1, we have
Gλ(x, z)Gλ(x, y) ≤ C0max{Gλ(x, y); d(x, y) ≥ 1}Gλ(z, y).
(See [An2] Remarque in the page 94 for a proof of Corollary 8.4.)
A path in M˜ is a continuous mapping ω = ωt, t ≥ 0, from [0,+∞) to M˜ . The space
Ω of paths is endowed with the compact open topology and the corresponding Borel
σ-algebra. It follows from (8.1) that for each x ∈ M˜ , there is a probability measure
Px on Ω such that ω0 = x Px-a.e., {ωt, t ≥ 0}, is a Markov process and for all A Borel
subset of M˜ , all t > 0,
Px({ω, ωt ∈ A}) =
∫
A
℘(t, x, y) dVol(y).
The probability Px is called the Wiener measure starting from x and the corresponding
expectation integral is denoted Ex.
Let A be a closed subset of M˜ and assume x 6∈ A. For ω ∈ Ωx, let TA(ω) ∈]0,+∞]
be the first time the trajectory ω hits A. For λ ≤ λ0, the relative Green function
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Gλ(x, y : M˜ \ A) is the positive function such that, for every nonnegative measurable
function F ,
(8.3)
∫
M˜\A
F (y)Gλ(x, y : M˜ \ A)dy = Ex
[∫ TA(ω)
0
eλtF (ωt) dt
]
.
Let D be an open domain in M˜ . Clearly, for all x, y ∈ D, Gλ0(x, y : D) ≤ Gλ0(x, y) <
+∞.
Consider A a closed (n− 1)-dimensional submanifold in ∂D, with bounded geometry
and assume x, z ∈ D. Write T (ω) for TA∪∂D(ω). Observe that if T (ω) < T∂D(ω), ωT (ω) ∈
A∩D. In particular, in that case, Gλ(ωT (ω), z : D) makes sense. We have, for all λ ≤ λ0,
Proposition 8.5.
Gλ(x, z : D) = Ex
[
1T (ω)<T∂D(ω)e
λT (ω)Gλ(ωT (ω), z : D)
]
+Gλ(x, z : D \A).
Proof. Indeed, if δ < d(z,A ∪ ∂D), we may write∫
B(z,δ)
Gλ(x,w : D) dw
= Ex
[∫ T∂D(ω)
0
eλt1B(z,δ)(ωt) dt
]
= Ex
[
1T (ω)<T∂D(ω)
∫ T∂D(ω)
T (ω)
eλt1B(z,δ)(ωt) dt
]
+ Ex
[
1T (ω)<T∂D(ω)
∫ T (w)
0
eλt1B(z,δ)(ωt) dt
]
+Ex
[
1T (ω)≥T∂D(ω)
∫ T∂D(ω)
0
eλt1B(z,δ)(ωt) dt
]
= Ex
[
1T (ω)<T∂D(ω)e
λT (ω)
∫
B(z,δ)
Gλ(ωT (ω), w : D) dw
]
+
∫
B(z,δ)
Gλ(x, y : D \ A)dy.
We used the Strong Markov Property of the stopping time T (ω) to write the last line.
The proposition follows by letting δ → 0. 
Let ̟λx be the distribution on A ∩D such that the proposition writes, for all λ ≤ λ0,
Gλ(x, z : D) =
∫
A∩D
Gλ(y, z : D) d̟
λ
x(y) +Gλ(x, z : D \ A)
The measure ̟0x is the distribution of the hitting point ωT (ω) on A ∩ D and, for F
positive measurable function on A,
(8.4)
∫
A
F (y) d̟λx(y) = Ex[1T (ω)<TD(ω)e
λT (ω)F (ωT (ω))].
With this notation, we thus obtain Lemma 3.2 and relation (3.1).
Definition 8.6. A barrier A is a closed (m − 1)-dimensional manifold with bounded
geometry that separates D into two disjoint connected components.
68 FRANC¸OIS LEDRAPPIER AND SEONHEE LIM
Clearly, if A is a barrier, and x, z are in distinct connected components of D\A, then
all paths going from x to z hit the barrier A. Relation (3.1) becomes
(8.5) Gλ(x, z : D) =
∫
A
Gλ(y, z : D) d̟
λ
x(y).
Assume now that we have disjoint barriers A1, A2 in D. Denote Ci, i = 1, 2, 3 the
connected components of D \ (A1 ∪A2) in such a way that A1 separates C1 from C2 and
that A2 separates C2 from C3.
Proposition 8.7. With the above notations, for all x ∈ C1, 0 ≤ λ ≤ λ0, the measures
̟λx,A1, ̟
λ
x,A2
satisfy, for any positive measurable function F on A2,∫
A2
F (a2) d̟
λ
x,A2(a2) =
∫
A1
(∫
A2
F (a2) d̟
λ
a1 ,A2(a2)
)
d̟λx,A1(a1).
Proof. Any path ω starting from x ∈ C1 hits A1 before hitting A2. Set Ti(ω) :=
TAi(ω), i = 1, 2. Unless T1(ω) = T2(ω) = +∞, we have T1(ω) < T2(ω). Then, we
may write:∫
A2
F (a2) d̟
λ
x,A2(a2) da2 = Ex
[
1T2(ω)<∞e
λT2(ω)F (ωT2(ω))
]
= Ex
[
1T1(ω)<∞1T2(ω)<∞e
λT1(ω)eλ(T2−T1)(ω)F (ωT2(ω))
]
= Ex
[
1T1(ω)<∞EωT1(ω) [1T2(ω′)<∞e
λT2(ω′)F (ωT2(ω′))]
]
,
where we used the strong Markov property and ω′ is the path ω′t = ωt+T1(ω). We obtain∫
A2
F (a2) d̟
λ
x,A2(a2) da2 = Ex
[
1T1(ω)<∞
∫
A2
F (a2) d̟
λ
ωT1(ω),A2
(a2)
]
.
The relation follows. 
Assume furthermore that the bounded geometry barrier A = ∂C is the boundary of
a bounded domain C ⊂ D. For x ∈ C, write ℘(t, x, y : C) for the fundamental solution
of the heat equation vanishing at ∂C. We have, for all positive F with compact support
inside C ∫
C
F (y)℘(t, x, y : C) dVol(y) = Ex
[
1t<T (ω)F (ωt)
]
.
In particular, for 0 ≤ λ ≤ λ0, x, y ∈ C,
Gλ(x, y : C) =
∫ ∞
0
eλt℘(t, x, y : C) dt.
Proposition 8.8. The hitting measure ̟λx has a density ρ
λ
x with respect to the Lebesgue
measure dy on ∂C given, for y ∈ ∂C, by
ρλx(y) =
∂
∂n
Gλ(x, z : C)|z=y,
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where
∂
∂n
denotes the derivative in the direction of the normal to ∂C.12
In particular, the densities ρλx are (−λ)- eigenfunctions and, by Proposition 8.3, satisfy,
if d(x, ∂C) > 1, for all y ∈ ∂C,
(8.6) ‖∇x′ log ρλz (y)|x′=x‖ ≤ logC0.
8.2. Regularity of the hitting distributions. We now prove Propositions 3.4 and
3.5 :
Proof of Proposition 3.4. Fix δ, 0 < δ ≤ 1/2. We choose a cover of A1 by open balls
B(yp, δ), yp ∈ A1 such that the balls B(yp, δ/3), yp ∈ A1 are disjoint and a partition of
unity ϕp on A1 subordinate to the cover B(yp, δ) ∩A1 of A1. We have to estimate:∫
A1
F (y)d̟λx(y) ≤
∑
k
∑
p
e(k+1)λEx
[
1T (ω)∈[k,k+1)1T (ω)<TD(ω)ϕp(ωT (ω))F (ωT (ω))
]
.
Firstly, we estimate from above F on B(yp, δ) by L(F )F (yp). Then, we write for all
s, k + 2 ≤ s < k + 3,
Px [ωs ∈ B(yp, δ)] ≥ Px [ωs ∈ B(yp, δ), s < TD(ω)]
≥ Px
[
ωs ∈ B(yp, δ), k ≤ T (ω) < k + 1, s < TD(ω), ωT (ω) ∈ B(yp, δ) ∩A1
]
≥ Ex
[
1[k,k+1)(T (ω))1B(yp ,δ)∩A1(ωT (ω))U(yp, ωT (ω), s − T (ω))
]
,
where
U(y, z, t) := Pz [ωt ∈ B(y, δ), 1 ≤ t ≤ TD(ω)] .
Here, we used the Strong Markov property to write the second inequality. Set
C−110 := inf{U(y, z, t); y, z ∈ D, d(y, z) ≤ δ, d(y,D) > 1, 1 ≤ t ≤ 3}.
The constant C10 is finite by bounded geometry and we have
Ex
[
1B(yp,δ)(ωs)
] ≥ C−110 Ex [1[k,k+1)(T (ω))1B(yp ,δ)∩A1(ωT (ω))1T (ω)<TD(ω)] .
It follows that
e(k+1)λEx
[
1T (ω)∈[k,k+1)1T (ω)<TD(ω)ϕp(ωT (ω))
] ≤ C10 ∫ k+3
k+2
Ex
[
eλs1B(yp ,δ)(ωs)
]
ds.
We thus have, by summing over k ∈ N,∫
A1
F (y)d̟λx(y) ≤ C10L(F )
∑
p
F (yp)Ex
[∫ ∞
0
eλs1B(yp,δ)(ωs) ds
]
≤ C10L(F )
∑
p
F (yp)
∫
B(yp,δ)
Gλ(x,w) dw
≤ C0C10L(F )
∑
p
F (yp)Gλ(x, yp)Vol(B(yp, δ)).
12See [Pri] for example.
70 FRANC¸OIS LEDRAPPIER AND SEONHEE LIM
By bounded geometry and our condition on the yps, we can choose δ small enough and
a constant C11 such that Vol(B(yp, δ)) ≤ C11
∫
A ϕp(y) dy. By Proposition 8.3 and the
Lipschitz regularity of F , we have:∫
A1
F (y)d̟λx(y) ≤ C10C11C20L(F )2
∑
p
∫
A
F (y)Gλ(x, y)ϕp(y) dy
= C10C11C
2
0L(F )
2
∫
A
F (y)Gλ(x, y) dy.
The inequality follows. 
Proof of Proposition 3.5. The proof is similar to the proof of Proposition 3.4. Fix δ, 0 <
δ ≤ 1/2. We choose a cover of ∂C by open balls B(yp, δ), yp ∈ ∂C such that the balls
B(yp, δ/3) ∩ ∂C, yp ∈ ∂C are disjoint and we choose a partition of unity ϕp on ∂C
subordinate to the cover B(yp, δ)∩∂C. We write, setting T (ω) = T∂C(ω) and using (8.4),∫
∂C
F (y)d̟λx(y) = Ex[e
λT (ω)F (ωT (ω))] ≥
∑
k≥3
∑
p
ekλEx
[
1T (ω)∈[k,k+1)ϕp(ωT (ω))F (ωT (ω))
]
.
By bounded geometry, there is θ, 0 < θ < 1, such that one can choose for each yp a point
zp ∈ C such that d(zp, yp) = δ and d(zp, ∂C) > θδ. Let Bp ⊂ C be the ball of center zp
and radius θδ/2. Then we write for all s, k − 3 < s ≤ k − 2,
Ex
[
1Bp(ωs)1T (ω)∈[k,k+1)ϕp(ωT (ω))
]
= Ex
[
1Bp(ωs)Eωs1T (ω′)∈[k−s,k+1−s)ϕp(ω
′
T (ω′))
]
≥ c10Ex
[
1Bp(ωs)
]
,
where
c10 := inf
p
inf
z∈Bp,1≤κ≤4
Ez[ϕp(ω
′
T (ω′))1T (ω′)∈(κ,κ+1)]
is positive by bounded geometry and our choice of ϕp, Bp. It follows that∫
∂C
F (y)d̟λx(y) ≥ (L(F ))−1
∑
p
F (yp)
∑
k≥3
ekλEx
[
1T (ω)∈[k,k+1)ϕp(ωT (ω))
]
≥ (L(F ))−1
∑
p
F (yp)
∑
k≥3
ekλ
∫ k−2
k−3
Ex
[
1Bp(ωs)1T (ω)∈[k,k+1)ϕp(ωT (ω))
]
ds
≥ c10(L(F ))−1
∑
p
F (yp)
∑
k≥3
ekλ
∫ k−2
k−3
Ex
[
1Bp(ωs)
]
ds
≥ c10(L(F ))−1
∑
p
F (yp)
∫
Bp
Gλ(x, z) dVol(z)
≥ c10C−10 L(F )−1
∑
p
F (yp)Gλ(x, yp)Vol(Bp)
≥ c10C−20 L(F )−2c13
∫
∂C
F (y)Gλ(x, y) dy,
where c13 is another geometric constant such that Vol(Bp) ≥ c13
∫
∂C ϕp(y) dy for all
p. 
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Observe that the geometry of A plays a role only in the choice of δ and of C10, C11, c10
and c13. In particular, the estimates of Propositions 3.4 and 3.5 are uniform for all the
closed sets in the text.
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