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Depuis la . fin des années 50, les graphes et leur analyse 
jouent un rôle de plus en plus important dans l'étude de sys-
tèmes opérationnels. Ces systèmes peuvent, en effet, être mo-
délisés par un graphe, ce qui en facilite l'étude. Des métho-
des qe planification, d'ordonnancement et de contrôle de pro-
jets peuvent ainsi être associées à des graphes orientés. 
L!accroissement de ce rôle peut être attribué à cinq raisons 
essentielles { 1 0} : 
1) les graph~s permettent de modéliser des systèmes complexes 
par composition de systèmes simples. 
2) Il existe des procédures mécaniques de construction de 
graphes. 
3) Le graphe est un outil de communication intelligible par 
tous. 
4) Il constitue un moyen d e spécifier les données du système. 
5) Il constitue un point d e départ pour t'analyse et l'ordon-
nancement du système. 
Le point 5) est en fait la raison initiale de construction et 
d'utilisation des graphes, les ~utres points ne venant que ren-
forcer l'int~rêt de les employer. De nombreux travaux sont ac-
tuellement développés pour étendre le champs d'application des 
graphes et de leur analyse • . 
Un graphe est un ensemble d 'arcs et de sommets. Les sommets 
peuvent, par exemple, représenter des évènements comme le début 
ou la fin d'une tâche, tand is que ~es arcs peuvent représenter 
les tâches qui décrivent ~e ~rojet. 
Dans un premier temps, les graphes furent tels que après l'oc-
curence d'un évènement, toutes les tâches qui en émanaient, 
étaient activées. De plus, chaque tâche et chaque évènement ne 
pouvaient être réalisés qu'une seule fois. Les circuits 
n'étaient pas permis. Bientôt, cependant , les problèmes à mo-
déliser obligèrent à étendre les possibilité s des graphes. 
Toutes les tâches issues d'un évènement ne devaient pas être 
activées après son occurence o Les cycles devenaient permis et 
les tâches et sommets pouvaient se répéter lors d'une même réa-
lisation du projet. 
D'autre part, alors qu'au départ, les durées des tâches étaient 
supposées constantes, elles devenaient des v ariables aléatoires 
dont la distribution pouvait être exponentielle, normale,. 
lognormale, de poisson, beta . etc ••• 
La méthode GERT permet l'évaluation de tels graphes considéra-
· blement plus généraux que les graphes "classiques" initiaux. 
Ce mémoire a pour objet de présenter de manière suffisamment 
détaillée mais non exhaustive, la méthode GERT d'évaluation de 
graphes orientés o 
Après un rapide rappel de définitions relatives aux · problèmes 
d'ordo~nancement de travaux qui furent à la base du développe-
ment de ces méthodes, il fournit un aperçu des différentes mé-
thodes en présence. Sont ainsi présentées, les méthodes PERT -
CPM, MPM, VERT et GERT. La description des trois premières est 
limitée. L'accent est davantage mis sur leurs limites de manière 
à faire ainsi ressortir les extensions fournies par le GERT o 
Cet aperçu.constitue la deuxième partie du·rnérnoire. 
Dans les parties suivantes, nous nous attacherons à l'étude 
du GERT uniquement. 
La troisième partie nous présente di_fférentes méthodes d'éva-
luation d'un graphe GERT. Il en existe trois : la simulation, 
une méthode basée sur la règle ~e Mason applicable aux réseaux 
( formés, et, une méthode basée sur les processus stochastiques o 
Ces . deux dernières sont des méthodes d'évaluation analytiques o 
Nous indiquerons chaque fois que possible, un algorithme ou 
une ébauche d'algorithme particulier à la méthode considérée 
et implémentable sur machine o 
La ·quatrième partie du mémoire nous fournit une méthode géné-
rale d'évaluation des graphes GERT regroupant simulation et 
approche stochastique. Une fraction non négligeable d'algo-
\ rithmes qui la composent sont fournis mais comme ils n'ont pu 
être intégrés et exécutés, un programme complet, testé et 
exécuté, basé uniquement sur la simulation, y est également 
fourni. 
Y En guise de conclusion, une application tentera de fournir une 
estimation du temps nécessaire à terminer le programme global 
d'évaluation. 
0 0 
0 
Permettez-moi d'insister sur le fait que ce mémoire ne se veut 
pas complet. De nombreux points ne sont pas abordés comme par 
exemple l'introduction des coûts dans les graphes. J'espère 
cependant que sa lecture se révèlera instructive. Je me déclare 
entièrement responsable des fautes d'orthographe qui ont pu se 
glisser à mon insu dans ce manuscrit et vous prie de m'en excuser. 
Wavre, le 25 avril 1983. 
lÈRE . PARTIE 
LES PROBLÈMES D'ORDONNANCEMENT 
- - - - - - - - - - - - - - -
-------------------------------
"L'o11..donnanc. e.me.n.t d'u.ne. 11..éa.l,<.,1.>a.t,<.,on -d é1.>,<.,gne. .t'e.n1.>e.mb.te. d u 
pll..oc.e.-61.>u.-6 de. m,<.,l.)e, e.n oe.u.v ll..e. e..t de. c.o n.t11..ô.te. de. c.e..t.te. 11..éal,<.,-
-6 a.t,<.,o no 
Un oil.. don ·na n c. e.m e.n.t 1.) e.11..a , p·all..m,<., c. e..t e.n.l.) e.m b.t e. de. pll.. oc. e.-61.> u.1.> , u. n 
mode. d'e.x éc. u..t,<.,on pall...t,<.,c.u.l,<.,e.ll.. o 
Nou.1.> app e..t.te.11.. on1.> 011..do nnanc.e.m e. n.t 11..éal,<.,1.>ab.te., u.n mode. d' e.xéc. u.-
.tion 11..éa.l,<.,1.>ab.te. e.n p11..a.t,<.,qu.e. o 
Un pll..oblème. d'o 11..donnanc.e.me.n.t c.on1.>,<.,1.>.te.11..a à c.he.11..c.h e.11.. u. n 011..don-
nanc.e.me.n.t 11..éal,<.,1.>able., ou., - -6 1 ,<.,l y e.n a plu.1.>,<., e.u.11..1.i, à le.1.> éva -
.tu.~11.. pou.Il.. e.n 11..e..te.n,<.,ll.. .te. p.lu1.> 1.>a.t,<.,1.>6a,<.,1.>an.t , c.on6011..méme.n.t ·à 
c.e.11...ta,<.,nl.> c.ll..,<.,.tèll..e.l.) éc.onom,<.,qu e.1.> " · { 5 } 
1. DEFINITION 
Nous appellerons problème d'ordonnancement, tout problème 
répondant aux conditions suivantes : 
1.1. Le problème concerne le mode d e réalisation d'un projet 
Construction d'immeubles, d'ouvrages d'art; organisation 
et contrôle de production; contrôle d'une campagne de 
recherche et développement; production d'un atelier de 
fabrication, entretien d'un matériel en état - de fonc-
tionnement. 
1.2. Le projet est décomposa ble en tâches 
L'exécution du projet, sera, aprè~ ana1yse, décomposé 
en opérations élémentaires ou groupes d'opérations élé-
mentaires: les tâches. 
A chaque tâche seront associées plusieurs caractéris-
tiques : 
- son identification: i sera le nom codé de la tâche o 
- Son époque de début: t. 
i 
- Sa durée d. 
i 
La quantité mik (t) de moyens de type k mis en oeuvre 
à l'instant t dans l'exécution de la tâche i o 
Remar9ue : l)· ti est une inconnue du problème car 
rêsoudre un probl ème d'ordonnancement équivaut à cher-
cher les dates de début de chaque tâche. Par contr e d. 
. i 
est une donnée pouvant être déterminée avec précision 
et être constante, ou, pouvant être statistique. 
2) L'époque de fin de tâche f. sera déter-
i 
minée parti+ di o 
Exemple : si le projet consiste en la construction d'une 
maison, les différentes tâches peuvent être : 
le creusement des fondations, 
- le coulage des fondations, 
- l'ouvrage de maçonnerie, 
- l'établissement du toit, 
- la pose des châssis et des fenêtres, 
la pose de l'électricité, 
la pose de la plomberie, 
- la pose du chauffage, 
le plafonnage, 
la pose des portes intérieures, etc ••• 
L~ plafonnage pourrait utiliser trois personnes à rai-
son de huit heures par jour pendant cinq jours o 
5 jou~s seraient la durée de la tâche, 
- 3 personnes s eraient les moyens en per-
s onne mis en oeuvre pour son e xécution, 
- 8 H/jour seraient les moyens en heure 
nécessités, ••• 
1.3. L'exécution des t âc hes est soumise à des contraintes 
Ces contraintes sont des exigences dues à la techno-
logie, au matériel, au climat, à la main-d'oeuvre, etc ••• 
Elles sont formulées mathématiquement. 
On en distingue de trois types : 
- les contraintes de type potentiel , 
- les contraintes de type cumulatif, 
-
les contraintes de type disjonctif. 
2. TYPOLOGIE DES CONTRAINTES 
2.1. Les contraintes de type potentiel 
Elles sont de deux ordres : 
2.1.1. Localisation_temEorelle 
- Une tâche i ne peut débuter avant une date t 
t t . 
i ~ 
- ou elle doit débuter avant une date t: 
t. t 
J. ~ 
- elle doit se terminer avant telle dates 
f. < s J. .... 
- elle doit débuter impérativement à la date t 
etc. 
2 ol.2. Succession 
La tâche j ne peut débuter avant le fin dei 
t. t. · d. 
J - l ~ l 
la· tâche j doit attendre un certain délai après 
la fin dei pour débuter ·· 
tj - ti >,;.. di + /3 ij où fo ij représente l'attente 
- la tâche j peut commencer pendant l'exécution 
de i : t . - t . = o( . . d . . où o< . . d . exprime 
J l lJ l lJ l 
la succession avec recouvrement o 
Exemples : 
a) On peut commencer la construction d'un port 
sans que tout le matériel protuaire ne soit 
arrivé. 
b) Après le laminage d'une· pièce, il faut attendre 
qu'elle refroidisse avant d'assurer son trans-
port. 
2.2. Les contraintes de type disjonctif. 
Elles expriment l'impossibilité que deux tâches soient· 
exécutées en même temps. C'est notamment le cas, si 
elles utilisent les mêmes ressources (les mêmes ouvriers, 
le même matériel, o o.). 
Elles seront formulées paF 
ou tl. - t. ? d. J J 
Remarque: cette contrainte -disjonctive n'est pas 
nécessaire si un ordre de succession a été déterminé 
sur ces tâche~. 
En effet, si l'une des deux contraintes t.;;,:.. 
J 
ou t. ~t. + 
l J d. est vérifiée, la contrainte J 
tive l'est aussi automatiqUement o 
2.3. Les contraintes de type cumulatif 
t. + d. 
l l 
disjonc-
La réalisation des différentes tâches nécessite l'in-
terve~tion de · diverses ressources (main-d'oeuvre, 
matériels •• o). Ces ressources ne sont généralement 
disponibles que d'une manière limitée. Ces limitations 
sont traduites par des contraintes cumulatives. 
mik ( t) ~ M k ( t) signifie que: 
la somme des moyens de type k mis en oeuvre à l'instant 
t par toutes les tâches ne peut dépasser une quantité 
maximale à cet instant fixée par Mk. 
3. CLASSIFICATION 
De la même manière que nous avons défini trois types de con-
traintes, nous pouvons ranger les problèmes d'ordonnancement 
en trois classes. 
3.1. Problème central 
Ce sont tous les problèmes où les exigences ne sont 
traduites que _par des contraintes de type potentiel. 
Soit ont y néglige les moyens mis en oeuvre, soit leurs 
contraintes sont ramenées à des contraintes de type 
potentiel. 
La résolution de c es problèmes consiste à rechercher 
une solution optimale unique. 
3.2. Problème cumulati f 
Les exigences envisagées ~ont de deux types : les 
contraintes de type potentiel et celles de type cumu-
latif. 
Dans ce ca~, la résolution du problè~e consiste, plu-
tôt que de rechercher une solution optimale, à donner 
des ordonnancements réalisables partiellement optimisés. 
Ceci est rendu néce ssaire par le fait que la formula-
tion d'une contrainte cumulative est souvent variable 
et imprécise. Ainsi les quantités de moyens allouées 
à là -réalisation d'un projet sont parfois inconnues ou 
peuvent être r emises en question si elles s'avèrent in-
suffisantes en cours de réalisation. 
3.3. Problème disjonctif. 
Les exigences sont représentées par les trois types de 
contraintes. 
La résolution du problème consistera à minimiser la du-
rée du projet et à optimiser l'utilisation des ressour-
ces. 
3.4. Remarque 
A l'origine, les différentes méthodes ne permettaient 
de résoudre que le problème central de l'ordonnancement 
Actuellement, il représente encore le type de problème 
le plus répandu bien que ~es progrès sensibles aient 
été réalisés dans l'étude et l'implémentation sur ordi-
nateur de problèmes cumulatifs. 
2ÈME .PARTIE 
LES MÉTHODES EN PRÉSENCE 
• 
r 
Quatre méthodes différentes ont jusqu'à présent été dévelop-
pées pour résoudre algorithmiquement les problèmes d'ordon-
nancement. 
, 
Il s'agit du PERT (program evaluation and review technique), 
du MPM (méthode des potentiels metra), du VERT (venture eva-
luation and review technique) et du GERT (graphical evalua-
tion and review technique). 
Seule une étude détaillée de cette dernière, tant du point 
de vue recherche opérationnelle que du point de vue algorith-
mique et implémentation s u r machine, vous sera proposée dans 
ce mémoire. Aussi dans le but d'avoir une vision globale de 
la situation, nous présenterons, dans cette première partie, 
les caractéristiques essen tielles, les avantages et les limi-
tes des trois premières. Nous poursuivrons en indiquant les 
~xtensions prévues par le GERT et les solutions qu'il apporte 
aux contraintes de ces trois premières. 
1. LE PERT 
1.1. Histori'que 
Le système PERT est né aux Etats-Unis en 1958 pour la 
mise au point des engins Polaris a Cette mise au point 
nécessita l'intervention de plus de 3 0000 entreprises 
et le système PERT aida à la planification et à la su-
pervisio~ du projet a 
Au nom PERT est souvant associé le vocable CPM 
(critical path method) o En réalité, cette méthode fut 
élaborée indépendamment et presque simultanément, comme 
technique de contrôle dans l'industrie chimique o 
Ces deux méthodes sont définies par les mêmes conven-
tions et leur principale différence réside dans la 
manière dont le temps d'activité d'une tâche est consi-
déré. Pour le CPM, la durée des activités est supposée 
constante tandis que le PERT permet l'introduction 
d'opérations de durée aléatoire. 
1.2. Exemple introductif 
Considérons d'abord des tâches de durée déterminée. 
La réfection d'un four de traitements _thermiques néces-
site l'exécution de travaux dont l'énumération figure 
dans le tableau suivant. (Cet énoncé est tiré de · { 1 }). 
Tâche devant être Durée de 
Repère Tâche à réaliser finie pour entamer la tâche 
la réalisation en H. 
A o Démolir la voûte 
- 18 
du four. 
. 
B. Abattre le mur A 10 
arrière o 
c. Contrôler et chan- B 12 
ger les cadresde 
refroidissement 
des portes. 
D$ Réparer l'armature B 14 
de la voûte. 
E. Réparer l'armature B 11 
du mur arrière. 
\ I 
?-- Fo Maçonner les pie ds C,D 8 
droits du mur avant o 
Go Maçonner le mur E 15 
arrière o 
Ho Montage des venti- F 6 
lateurso 
Io Suspendre et maçon- D,G 20 
. . 
ner la voûte o 
La première étape consiste à construire un graphe du 
projet rlans lequel les arcs représenteront les tâches 
et leurs sommets, les réalisations des objectifs par-
tiels. 
Pour construire ce réseau, nous pouvons adopter lamé-
thologie décrite -dans { 2 } : 
- établir la liste des tâches (cfr t~bleau); 
~ déterminer les tâches antérieures et les tâches im-
médiatement antérieures (c'est-à-dire, celles qui 
parmi les tâches antérieures~ n'ont-elles même qu'une 
ou aucune tâche antérieure); 
Re ère 
A. 
C. 
D. 
F. 
H. 
c onstruire des graphes 
A B 
) 0 > 
B C 
) 0 
B D 
), 0 
B E 
0 '> 
/' le' ,{ 2 ) 
., 
mt antérieur 
A 
B 
B 
B 
C,D 
E 
F 
D,G 
partiels; 
C 
~o 
G 
0 
F 0 7 
I 
F 
( 1) , i -\ 
G 
H 
\ 
- regrouper les graphes partiels; 
>A 0 B E 0 G 
e 
If-~ 0~ F H ~c 0 
~E 
E .:~n ~ 
~o 
• 
F ~o I 
Dt: ~ G:,~ 
- 'déterminer les tâches de début (sans antérieure) 
et de fin (qui ne sont antérieures d'aucune); 
Ici, respectivement A pour le début et, H et I, pour 
la f.i_n. 
- construire le réseau 
,-~.--A-O B.,. 
'-, 
)J 
o cl> o--l-0--_!I · ,-
,,.--,,,, D :rt ,/ ----..__ -
o---~- o---~ ~,,._;_ 
--~ 'J. 
'0-~:-0 ..., 0 I 
E G T 
6-lg. 1. 
Nou~ remarquons immédiatement que pour compléter le 
graphe, nous avons dû introduire deux étapes fictives: 
début et fin des opérations, et, des tâches fictives. 
Ces tâches fictives sont notées en pointilléo Leur 
durée est nulle. 
1.3. Conventions 
Un graphe PERT ou CPM est donc un graphe où les arc s 
représenteront les tâches à réaliser. A chaque arc 
pourront être associés deux nombre s représentant l'un, 
la durée d. des tâches, l'autre, les ressources R. 
1 1 
affectée s à cette ~âche. 
Les sommets représentent des évènements comme, fin 
d'une opération, début d'une autre. 
l o4. Evaluation d'un graphe 
L'évaluation d'un graphe fournit les résultats suivants: 
- la date de fin de chaque tâche au plus tôt: ti 
- la date a u ·plus tard de fin de tâche: t~. 
l o 
Nous pouvons en déduire _l'intervalle de flottement mTi 
de la tâche i défi n i part~. - t. o Cet intervalle 
1 1 
représente le temps dont on peut retarder la tâche i 
sans retarder la date de réalisation de la fin des tra-
vaux. 
Nous pouvons aussi définir la marge libre TIL. de la 
• Ll 
tâche i définie par min (t. - t. - d.) pour les tâches J 1 1 
j qui succèdent à i. Cet intervalle représènte lapé-
riode dont · peut être retardée toute tâche i sans pour 
autant retarder tou te autre tâche du système~ 
Méthode CPM 
Cette méthode est basée sur la notion de chemin critique 
Le chemin critique est un chemin composé d'arcs du 
. . 
graphe, reliant l'étape début à l'étape fin, et, dont 
la durée totale est l'intervalle de temps minimal tel 
I 
que toutes les tâches du graphe puissent être achevées 
dans l'intervalle o 
La construction du chemin critique se fait pas à pas 
en procédant, par exemple, comme suit o 
A chaque sommet du graphe, nous allons associer deux 
quantités: 
- la durée du chemin partant du débùt, le plus long 
y aboutissant: xk. 
- Son prédecesseur sur ce che~in ti. 
Reprenons le graphe de la figo 1 où nous avons noté 
de manière différente les arcs et les sommetso 
A B 
,,, ) 0 > '- I 
X 18 xl 10 0 
x 3 C x 6 F x 9 0---0-..._-o 
/ 12 ,' 8 ~• TT ~ Dl~ 6~ 
o----1-~-o ! I • ,. 
',,:i x4 4 ................ ~ ~•,_' xlO 
x2 ' ... 
'0 El, 0 G ............. 20 
x 5 11 Y:: 7 1s qa 
Sous chaque arc est spécifiée la durée de la tâche 
qu'il représente. 
Procédons à la construction du chemiri critique en 
commençant par l'étape de début des travaux x 0 • 
prédéces.seur durée 
0 
18 
28 
28 
X4 x2 28 
x5 x2 28 
x6 X4 42 
X7 X5 39 
x8 X7 54 
Xg x6 50 
~10 x8 74 
En relisant le tableau à partir de l'étape "fin des 
bpérations" x 10 et en continuant par les prédécesseurs, 
nous obtenons le c h emin critique : 
La durée de ce chemin est 74 H et représente la date 
de fin des travaux . 
Les autres durées sont les dates au plus tôt des dif-
férentes étapes. 
En recommençant le même processus, appliqué cette fois 
au même graphe auquel on a changé le sens des arcs, 
nous obtenons les dates au plus tard des différentes 
étapes. 
X. 
l 
xlO 
X9 
x8 
X7 
x6 
X5 
X4 
x3 
x2 
xl 
X 
0 
t~~ Date 
l 
0 
6 
20 
35 
14 
46 
34 
26 
46 
56 
74 
au plus tard t~ = 74 - t~~ l l 
74 
68 
54 
39 
60 
28 
40 
48 
28 
18 
0 
L'intervalle de flottement pour cµaque étape sera donc: 
X. 
l 
X 
0 
xl 
x2 
X3 
X4 
X5 
x6 
X7 
x8 
Xg 
xlO 
(= t~ - t.) 
l l 
0 
0 
0 
20 
12 
0 
18 
0 
0 
18 
0 
Nous remarquons que l'intervalle de flottement pour 
toute étape se trouvant sur le chemin critique, est 
nul. 
Mé:t.ho·d e, "PERT 
Le caractère fixe de la durée d'une tâche étant une 
contra inte difficilement réalisable, la méthode PERT 
approx i me la durée des tâches par une distribution 
de probabilité : la loi 8 à trois paramètres. 
a m b 
Le graphe présenté ci-de ssus est celui de la fonct ion 
8, plus exactement de sa fonction de fréquence f(x) o 
f {x ) = 
0 
{x -a)P (b - x )q 
{b-a)p+q+l 
si x < a 
si 
8 {p+l,q+l) 
0 si x > b 
où 8 {p,q) = j _1 up-l (1-u) q-l du 
0 
Rappelons que, f{x) étant la distribution de fréqu~nce 
d'une variable aléatoire x, 
P [XE I] = fr f(x) dx o 
a est telle que p [ d. < a J Q et P [aï" <i a +é] > 0 l. 
V é >o 
b est telle que p [ d. > b ] =o et P [ai > b-ë] > ô l. 
" é >o 
m est le mode de la variable o 
a - sera donc la duré e la plus optimiste de la tâche, 
b sa durée la plus pe s simiste, et 
m sa durée 1~ plus· probable. 
Les paramètres pet q étant sources d'indéterminat ion, 
la méthode PERT impose que l'écart-type de la varia ble 
o- soit. égal à b; a 0 
Si d'autre part, p +q = 4, les paramè tres de la v a r iable 
seront 
moyenne E a + 4m .+ b = 6 
écart type b - a r = 6 
Pour- ~valuer le projet, la méthode PERT procède alors 
de la manière suivante: 
- on assimile les durées moyennes des différentes tâches 
à des durées déterministes, ce qui nous ramène à la 
méthode CP.M; 
- on détermine le chemin critique ·correspondant; 
- la durée moyenne E du projet sera fournie par 
n 
E = ~ E. où E. représente la durée moyenne des 
n L i i 
tâches formant le chemin critique. 
Le fait d'avoir considéré les durées des tâches comme 
variables aléatoires, de leur avoir attribué une moyen-
ne et un écart-type, permet d'évaluer l'écart-type 
associé à la durée du projet. 
cr- = V~ O'"~ où rr. représente l'écart-type n l l l 
associé aux durées des tâches qui forment le chemin 
critique. 
La durée du projet t peut donc être considérée comme 
n 
étant une variable aléatoire· de moyenne t = L t. 
n i l 
d'écart-type cr--n = \/~ <r 2 i 
Cette variable peut être considérée comme ayant une 
distribution µormale du moment que: 
a) le nombre de tâches formant le chemin critique est 
grand; 
b) les durées des tâches sont des variables indépen-
dantes. 
En effet, nous pouvons alors appliquer le théorème 
central limite : 
Etant donné une sui te (x . ) de v. a. indépendantes et identique-
1 
ment distrib.lées 
• de noyenne m, 
d . 2 • e variance cr , 
Considérons la variable Sn définie par Sn= x1 + x2 + 
sa noyenne S = n m 
n 
2 
• sa variance = n f1" , 
s - nm 
alors P [ n < x J -::-- P [ z < x ] où z 
o-Vn 
représente une normale réduite. 
• • .+ X , n 
(L'énoncé est tiré de· {3}) 
Dans notre cas, S = t 
n n 
nm = t 
n 
u-Vn = r:r 
n 
Ceci nous permet de déduire ~'autres renseignements 
sur la durée du projet, te ls que : 
"Qu e.ile. e.1;,:t la p1tobabili:te. qae. le. p1toje.:t 1;,oi:t ac.he.ve. 
avan.:t :te.lie. date. ? ". 
Considérons un proj et dont on a calculé la duré e 
moyenne (52 sema ines ) et l'écart -type de durée de 
réalisation (5.83). 
·a) Probabilité d'achèvement avant 60 semaines 
p 
b) Probabilité 
p [ tn > 50] 
= 
= 
t - 52 
P [ _n _ _ 
5.83 
60 - 52] 
5.83 
P [ _Z ~ l o37] = 0,9147 
d'achèvement après 54 semaines 
= 1 - P [ tn ~ 541 
= 1 - p [ tn - 52 ~ 54 - 52] 5.83 5 o83 
= 1 P[z~ Oo3~ 
= 1 - O. 633O7 
= 0.3669 0 
Donc dans 91,47 % des cas, le projet sera terminé dans 
les 60 semaines et dans 36,69 % des cas, 54 semaines 
n'auront pas suffies à son achèvern.ent •. 
1.5. Première limite des méthodes 
X 
(C ,;/_J.;. 
, 
Nous voulons insister ici sur une contrainte importante 
rendue nécessaire pour l' application de ces deux 
méthodes : 
1 Le graphe ne peut p,::ésenter de circuit J 
Imaginons que ce ne soit pas le cas. 
X 
0 
Dès qu• x 1 sera atte i nt toutes les tâches dont il est 
le début sont activées et dès lors · le circuit x 1 , x 2 , 
x 3 sera parcouru indéfiniment. 
1.6. Implémentation sur ordinateur 
Nous pouvons considérer que les durées des tâches sont 
des poids associés aux arcs qui les représentent. 
A tout arc (x., x.) du graphe est donc associé un poids 
1. J 
p (x., x. ) dans ce cas positif ou nul (pour certaines 
1. J 
activités fictives) o 
. 
Dans ces conditions, la recherche du chemin critique 
est un exemple de problème de recherche d'un chemin ex-
tremal dans la théorie des graphes o 
Le problèrœ du chan.in extrémal consiste à rechercher, panni 
tous les che:nins· joignant xi à xj, celui dont le poids total 
p = L p (u) où u sont les arcs du chEmin, 
u 
est extranal (rnaxima.l ou minimàl) 
De nombreux algorithmes existent qui p e rmettent de 
déterminer un chemin de poids extremal dans un graphe. 
Ils diffèrent. sur les points suivants : 
- existence ou non de circuit, 
- poids des arcs positifs, négatifs ou les deux, 
- existence ou non de circuit absorbant, c'est-à-dire 
circuit tant que les poids des arcs qui le composent 
,, 
sont > o ( < o) si extremal signifie maximal (minimal) o 
Dans le cas qui nous occupe, nous avons vu que le 
graphe PERT ne compr enait pas de circuit. Parmi les 
plus connus, l ' algorithme de Moore-Dijkstra et celui 
de Bellman-Kalaba peuvent dès lors lui être appliqué. 
L'algorithme de Moor e-Dijkstra fournit une solution du 
moment qu ' il n'y a aucun circuit absorbant et que les 
poids des arcs sont> o. 
,,.,-·- ., 
L'algorithme de Bellman-Kalaba en fournit une aussi, si 
il n ' y a pas de circuit, les poids des arcs étant quel-
conques o 
Bellman-Kalaba semble plus avantageux car il indique 
la présence d ' un circuit en cyclant. 
Un large éventail d'algorithmes est repris dans · { 4 }o 
1. 7. Problème cumulatif 
En plus de la détermination des dates au plus tôt ou 
au plus tard, des ma rges de flottement et des marges 
libres , la méthode PERT-CPM permet de réaliser deux 
autres objectifs impqrtants 
_/ 
a) la r épartition des ressources, 
b) la réduction du temps . 
a) RéEar t ition_des_ressources 
La répartition des ressources ne peut provenir 
que d'une analyse systématique par unité de temps 
du graphe . Ell e consiste à adopter le graphe aux 
contrainte s d e l ' entreprise mais ne peut jouer que 
sur les tâches ayant une marge de f lottement non 
nulle. 
Exemple 
Considérons le projet décrit par le tableau récapi -
tulatif. 
Tâches 
G 
L 
F 
J 
D 
E 
C 
K 
A 
H 
B 
Temps 
3 
3 
4 
3 
3' 
3 
6 
2 
2 
3 
2 
Il conduit au graphe 
Effectifs 
2 
4 
2 
3 
3 
1 
1 
2 
1 
2 
2 
Tâche s 
antérieures. 
A C J F 
B 
F 
G K E 
H 
E H 
H 
F 
Les ~arges de flottement obtenues pour chaque tâche 
sont 
A B C D E F G H I J K 
3 . 0 l O O O O O 4 0 3 
Ceci permet de retarder certaines tâches de ~anière 
à mieux répartir les effectifs : 
!~~Eê l 2 3 4 5 6 7 8 9 10 11 12 13 
Tâche 
F 2 2 2 2 
J 3 3 3 
G 2 2 2 
D 3 3 3 
H 2 2 
C 1 1 1 1 1 1 
E 1 1 1 
A 1 1 
K 2 2 
B 2 2 
L 4 4 4 
Total 
effectifs 5 5 5 5 7 8 9 6 6 .2 3 3 3 
Ancienne situation. 
l 2 3 4 5 6 7 8 9 10 11 12 13 
F 
J 
G 
D 
H 
C 
E 
A 
K 
B 
L 
2 2 2 2 
3 3 3 
2 2 
1 1 1 1 1 1 
l 1 1 
1 1 
2 2 
2 2 2 
2 2 
Total 
effectifs 5 5 5 5 7 6 3 4 4 2 
Nouvelle situation o 
b) Réduction_du_t emEs 
3 3 3 
4 4 ·4 
7 7 7 
La réduction du temps ne porte que sur les tâches 
du chemin critique o D'autre part, la réduction peut 
provoquer l'apparition de nouveaux chemins criti-
ques o 
Pour pouvoir procéder à la réduction, n9us pouvons 
adopter la méthode suivante présentée dans { 2 }. 
- Mettre le réseau en temps normal. 
- Repérer le chemin critique. 
Déterminer le prix du réseau à qllure normale. 
- Etablir un tableau reprenant pour chaque tâche 
• sa durée optimal e (x), 
• sa durée minimale (y), 
• la réduction possible (x - y), 
o le coût des r éductions successives. 
- Prendre dans le tableau la tâche dont la réduction 
du temps coûte le moins cher o 
Tâches 
A 
B 
C 
D 
E 
F 
G 
H 
J 
K 
Tâches Durée Réduct. 
antér.1------~possible 
opt. min. 
B 
B 
K B 
G A F 
F 
C H B 
B 
2 
2 
5 
4 
2 
3 
2 
4 
3 
2 
2 
2 
2 
2 
2 
3 
2 
2 
2 
2 
0 
0 
3 
2 
0 
0 
0 
2 
1 
0 
Le PERT associé est 
Coût supplémentaire 
pour le gain de la 
1ère Ho2ème Ho3ème H. 
impossïble 
impossible 
150 200 300 
50 80 impos o 
110 
100 
impossible 
impossi°ble 
impossible 
130 impos. 
impossible. 
impossible. 
0 H 
1 
l 
. o( 
o, H 
1 
tX_ xl 
Re dessinons le graphe de manière à faire 
l es marges de flottement des différentes 
l H 2 H 3 H 4 H 5 H 6 H 7 H 
1 1 1 1 1 1 I 
f • • • i 
I l 
~3 
1 
... ~ -~ ................. E 1 
. ~6 ! . 
l 1 1 1 
--
apparaître 
tâches. 
8 H 9 H 
1 1 
---
---
--
La marge de flottement pour H est de trois heures, 
pour A d e une heure, pour Ede trois heures et pour 
D de deux heures. 
Opérons une première r é duct ion sur les tâches criti-
ques. Parmi les réductions possibles, celle de J 
coûte la moins chèreo 
-> réduisons J d'une heur e o 
¾ H 2 IH 3 IH 4 IH . SIH 6IH 7jH 8j H 9 / H . . 
' 
1 1 1 1 1 1 1 
X7 
---
-
--
-
La durée totale du projet est réduite d'une heure et 
son coût est augmenté de 100 unités==} vaut actuel-
lement 3650 unités o 
10 
1 
10k 
1 
i 
/ 
Remarquons que les marges de flottement de D et E 
ont été réduites d'une unité a 
Une deuxième réduction n'est plus possible sur J. 
Nous allons l'opérer sur C ~ réduisons C d'une 
heure. 
1 H- llH 21H 3{H . . 
. 
1 1 1 1 
xl 
Les tâches K et D deviennent critiques. 
Le coût est augmenté de .150 unités, ce qui donne un 
coût total de 380 0 unités o 
Pour opérer une troisième réduction, nous pou~rions 
vouloir réduire D d'une heure, mais ceci entraîne 
la réduction d'une heure pour J, ce gui est impossible. 
Nous a,llons dès lors réduire C (et donc D) d'une heure . 
OIH li H 21 H 3 jH 4 IH SjH 61H 7~H 8jH 
. . . . . 
1 . 1 1 1 1 1 
D Xl, X7 
Le·graphe compte ma inte nant trois chemins critique s 
B C J, BK D et F GE. 
Sa durée a été réduite à sept heures et son coût 
qui-vient d'être augmenté de 200 unités pour la ré-
ductibn de Cet de 50 unités pour celle de D, est 
passé à 4050 unités o 
Il n'y a plus moyen de le réduire sans toucher à 
une·tâche irréductible. 
Lél. présentation du problème cumulatif se poursuit 
en 1.2.4. dans le cadre de l'ét ~de de la méthode 
MPM. 
0 0 
0 
2. LA 'METHODE DES POTENTIELS METRA (~PM) 
2.1. Historique 
Cette méthode a également été élaborée en 1958 . Elle 
est due au français Bernard Roy, Directeur scientifique 
de la SEMA et spécialiste de la théorie des graphes o 
Cette méthode est une conséquence directe . de l'appli-
cation de la théorie des graphes au problème d'ordon-
nancement alors que la méthode PERT est un prolongement 
de méthodes empiriques o 
Les premières applications de la méthode MPM furent la 
construction de cent rales EDF, l'aménagement des super-
structures du paquebot FRANCE 0 
~.2. Présentation de la méthode - exemple 
Cett~ méthode consiste à représenter les tâche s par les 
sommets, les arcs figurant les contraintes o 
~~~~E!~ : la mise en oeuvre d'un atelier_ de stockage en 
vrac et d'empaquetage du riz peut être décomposée de la 
manière suivante 
i 
1 
2 
3 
4 
X . . 
l 
Commande du matérie 
de stockage 
Commande du matériel 
d'empaquetage 
Terrassement, fonda-
tions, socle de 
l'atelier. 
Ossature, couverture 
de l'atelier 
Tâches 
ntérieures Durée 
12 
10 
8 
3 
5 Installation, infra- x3 8 
structure matériel 
de stockage o 
6 Insta llation maté- xl,x4 5 
riel, stockage o 
7 Installation, infra- x3 3 
structure, matériel 
d'empaqu etage o 
8 Installation matérie l x 2, x4 2 
empaquetage o 
9 Mise en place matér iel X4 6 
manutention. 
10 Achèvement atelier x6,x8,x9 4 
Pour représenter graphiquement ce projet, nous devons 
introduire également deux tâches fictives : début des 
opérations x0 et fin des opérations x11 • 
4 
Les arcs représentent ici la durée de la tâche dont ils 
émanent. 
2.3. Evaluation du graphe 
La méthode d'évaluation est identique à celle présentée 
dqns le cadre des méthodes PERT-CPM, et fournit dans 
le cas présent, les résultats repris ci-après. 
8 
7 
6 
5 
4 
xo 
Xl 
x2 
x3 
x4 
x5 
x6 
x7 
xa 
x9 
XlO 
Xll 
Date au plus tôt 
0 
0 
0 
0 
16 
8 
19 
8 
19 
19 
25 
29 
au plus tard 
0 
8 
13 
0 
.16 
8 
20 
13 
23 
19 
25 
29 
Marge de 
flottement 
0 
8 
13 
0 
0 
0 
1 
5 
4 
0 
0 
0 
Ces résultats permettent de construire un diagramme 
qui facilite la visualisation du bon déroulement des 
travaux. Il reprend pour chaque tâche, son ordonnan-
cement au plus tôt et .son ordonnancement au plus. tard. 
Ce diagramme est appelé diagramme de Ganlt. 
Tâches 
---------
------------
-----~ 
---- --------
----- -~--411'----- --· 
=- ... :;z- ...... 
3 ----------------: 2-----------
---------------------1 --------~_---_..,._..,._..,._..,._ ... _---_,.,,.._ - - - - - - - - - - - - - - - -
19 20 
-ordonnancement au plus tôt 
---- ordonnancement au plus tard. 
1 1 
24 25 
L'implémentation sur ordinateur est équivalente à celle 
proposée en 1.1.6. 
2.4. Problème cumulatif 
L'étude des problèmes coûts - temps fut abordée, au 
départ, de manière très empirique o Comme nous l'avons 
vu en 1.1.7., la résolution du problème central four-
nit immédiatement les charges . correspondant à l'ordon-
nancement au plus t ôt. Les tâches responsables de sur-
charge sont mises en évidence. Il suffit alors de les 
retarder pour répartir les charges. Il faut évidemment 
prendre garde aux contraintes et ceci rend le problème 
d'autant plus complexe que le ·nombre de tâches est im-
porant. L 'équilibrage d_es charges nécessite plusieurs 
essais successifs et nous pouvons citer ~ne méthode 
simple répondant à ces problèmes : la méthode Milard 
(énoncé dans { 5 }). 
Cette méthode est basée sur le concept de séquences 
réalisables •. 
Une séquence de deux tâches (X., X.) est dite réalisable 
1 J 
.3 
- X. 
1 
un arc allant de X. vers X.; 
1 J 
et X. ne sont pas comparables c'est-à-dire 
J 
arcs les reliant. 
Elle procède en trois étapes successives 
a) construction du chemin critique sans tenir compte 
des ressources. Cette étape fournit les résultats 
suivants: ordonnancement au plus tôt, au plus tard, 
marges totales, marges libres, chemin critique, 
délai minimal de réalisation du projet. 
1 
b) Construction de séquences réalisables complètes 
(c'est-à-dire comprenant toutes les tâches du 
graphe) o 
c) Construction d'ordonnancements réalisables o 
Des procédures du type PSEP (procédures par séparation 
et évaluation progressive) sont utilisées pour ces 
constructions progressives. 
Une étude plus déta illée de la méthode Milord peut 
être trouvée dans· {5}. 
2.5. Comparaison PERT-MPM 
a) Nous savons à présent que la première différence 
entre les méthod es PERT et MPM apparaît dans la 
construction du graphe. 
Pour le PERT, les sommets du graphe représentent 
des évènements, et les arcs, les tâches. 
Pour le MPM, les sommets représentent les tâches 
et les arcs, les contraintes associées aux tâches. 
Conséguence_l: représentons à l'aide des deux sys-
tèmes,le problème suivant: 
Tâches 
Xl ou A 
x2 ou B 
X3 ou C 
X4 ou D 
xs ou E 
x6 ou F 
X7 ou G 
Tâches antérieures 
x1, x2 
x2, x3 
X4, XS 
X5 
Durée 
10 
9 
8 
5 
4 
7 
6 
I 
/ 
!~ (/ 
.r 
V 
3 D 6 
/~ 1 A.. ' ,' 7 ( , 4. . 1 1 
' 7 
' ' 
' ' 
' I 
~ I 
4 4 5 
i~s 5 x6 
X . ----z_ 
o~~ ~x8 4 
~x4 
X7 
3 
Nous remarquons, et c'est souvent le cas, que le 
graphe MPM comporte plus d'éléments. 
La méthode PERT et la MPM nécessitent l'introduction 
de tâches fictives mais n'ayant pas la même signifi-
cation. 
n! ..,, 
Conséguence_2 
Supposons que c ertaines contraintes soient modifiées. 
Par exemple, 
o x4 peut démarrer avec A achevée et B avancée aux 2/3 
• x7 peut démarrer dès que~ est a vancée de moitié o 
3 D5 6 
~ ) 
~7 
,,, 
/ 
1~ 
E 
~
~l ~ 4 5 
Le graphique a été entièrement modifié. 
Il suffit de remplacer le poids 9 de l'arc (x
2
, x
5
) 
par 6, et le poids 4 de l'arc (X4 , x7 ) par 2 o 
Si, suite à cette modification, la durée complète 
d'une tâche disparaît, on la fait réapparaître en 
reliant cette tâche à la tâche "fin" et en attribuant 
à l'arc, la valeur disparue. 
Consé guence_3 
La méthode PERT ne prend en compte que les contrain-
tes de postériorité stricte. 
Pour l~s successions avec attente, il sera néces-
saire d'introduire une tâche fictive ayant pour 
durée . la valeur de l'attente. 
Pour les successions avec recouvrement, il faudra 
scinder la tâche en deux sous-tâches, afin de tra-
duire l'enclanchement. 
Exemple E devient E1 et E2 • 
B devient B1 et B2 . 
b) La méthode PERT prévoit la représentation des tâches 
de durée non déterministe, par la fonction statis-
tique S à quatre paramètres. 
C O N C L U S I O N 
La méthode MPM permet de traduire de manière plus automatique 
les contraintes et s'adapte mieux à des mqdifications de ces 
contraintes. 
La méthode PERT est cependant la plus utilisée. Sans doute, 
est-ce dû à la "puissance" des USA, au caractère plus dyna-
mique du graphe, les arcs représentant les activités. Toujours 
est-il que la différence (b) relative à la fonction S, lui 
confère un nettement plus large éventail d'applications o 
3. LE GERT 
3.1. Limites des méthodes PERT-CPM et MPM 
Les méthodes que nous venons de présenter sont limitées 
de manière importante var les contraintes suivantes {6} : 
a. toutes l es tâches doivent avoir été accomplies pour 
que le pro j et soit terminé e 
b. Lbrsque plusieurs tâches aboutissent à un évènement , 
elles doivent t outes avoir été accomplies pour que 
l'évènement se réalise. 
c. Le s seuls cycles permi s sont ceux du type Q , 
tout autre n e l' étant pas o Dans tout autre c a s, une 
tâche ne peut recornrnencer o 
Ce seul ca s se présente si l'on veut que, par exem-
ple, les même s o uvr i ers exécutent les tâches X. et 
1 
X . • 
J 
o·ès lors, si 
tâche et d., 
J 
t . désigne le 
J 
sa durée, 
temps de d ébut d e la 
t. = d. + t . J 1 1 
~ t. + d. ~ t. ~ t . + d. 1 1 . J 1 
~ t. + di~ t. . 1 J 
t. -d.~t. J 1 1 
la représentation 
d. La durée d'une tâche est limitée à une constante 
ou à la distr ibution Sa 
1 
e o Un seul noe ud est terminal e C'est celui qui repré-
sente l'achèvement du projet. 
f. Le chemin critique est toujours celui pour lequel 
le temps écoulé est le plus long o Ce temps est la 
somme des.moyennes des durées des tâches. 
Et ceci reste vrai ma lgré l' existence de variance 
par rapport à c es moyennes o 
Ces r estrictions sont importantes et les exemples cou-
r ant s qui v iolent ces contraintes sont nombreux. 
Considérons la p r o cédure d'examen d' articles destinéi 
à la publication. L 'article est envoyé dans un premier 
t emp s à l' éditeur o Ce dernier commence le traitement 
d e l'article en l' envoyant à u n critique , qui, après 
l e cture, p e ut l'accepter , le rejeter , demander des in-
formations complémentaire s à l'éditeur ou recommencer 
une deuxième lectur e. 
Ceci est une procédure parmi b eaucoup d'autres , d e 
critique d'articles. Nous ne la considérons ici que du 
point de vue rejet ou acceptation de l'article, mais 
elle peut être compl é tée par d'autres fonctions, comme 
nous le verrons dans d'autres e x emples. 
Elle nous permet cependan t de noter que: 
- la possibilité de rel~cture entraîne l'existence d'un 
cycle si l'on veut la représenter par un graphe. 
- Il existe deux possibilités de terminer la procédure 
par un rejet ou par une acceptation. 
La demande de renseignements compl émentaires à 
l'éditeur n'est pas obligatoire. 
Ces possibilités empêchent la représe ntation de la pro-
cédure par un PERT-CPM ou un MPM, car contredisant les 
contraintes a , c. et e o 
D' autre part , un a u tre reproche fondamental peut être 
adressé à l a méthod e PERT-CPM, lorsqu'elle utilise la 
fonction statistiqu e 8 à quatre paramètre : 
La durée du projet est sous-évaluée 
~?S~~E!~ . { 6} 
Considérons le graphe PERT ci-d e ssous où toutes les 
tâches sont représentées par des lois 8 dont les para-
mètres sont repris dans le tableau (2). 
/,F-,-2-----;~11-- --i 
xl . o ~ x 1/6 
·------,,;,....----~ 
0-<-9 llJi. e. 1 0 
Tâches b Moyenne 2 a rn 
e 
1 1 oÜ 4 o0 7 o0 4 o00 l oOO 
2 ·LO S oO 8 00 4.83 L 36 
3 2 o0 8 00 14 o0 8.00 4 o00 
4 2 o0 7 o0 10.0 6 067 l o78 
5 l oO 7.0 ll oO 6.67 2.78 
6 l oO 6.0 9 .o 5.67 L 78 
7 2.0 5.0 7.0 4 o83 0.69 
La méthode PERT fournit comme chemin critique Xl, x2, 
x4 , x6 • La durée d ' achèvement du pro j e t est la somme 
d es moyennes des durées des tâches qui composent le 
chemin c ritique: 4.00 + 8.00 + 5.67 = 17 067 0 
Or, une évaluation du graphe par un e méthode GERT four-
nirait comme résul t at quant à l a durée des travaux: 
- 18 .607 en moyenne avec un écart-type de 1.976, 
- la durée minimale serait 13 0290, 
- la duré e maximale, 24.889 0 
Nous voyons que le PERT sous-évalue la durée moyenne 
des t ravau x . Ceci est dû au fait qu'il suppose que le 
(ou les) chemin( s ) qui sont critique (s), le reste(nt) 
tout le t emps . Or ceci ne tient pas compte des varian -
c es attachées aux durées des tâcheso . Ainsi , u ne simu -
lation nous indiquerait que : 
- dans 57,8 % des cas le c hemin critique est 
.xJ., x2, 
: X4' X6; 
- dans 10,4 % des c as , ce sera Xl, X2,X5, x6, et 
- dans 31,8 % des cas, ce sera Xl, X3, X5, x6. 
Tous les chemins joignant l'évènement "dé but des tra-
vaux " à l'évènement " f in des travaux" peuvent être à 
certains moments critiques . et c e ci e x plique l a diffé-
rence. o 
Pour toutes ces raisons une procédure d'analyse de 
graphes plus élaborés a été développée : le GERT 
(graphical evaluation and review technique). 
Nous pouvbns définir le GERT comme en · {9} ou · {10}. 
,, 
GERT est u ne procédure combinant les disciplines de 
f lux dans l es graphes, les fonctions génératrices des 
moments et l e PERT , pour évaluer les graphes stockas-
t . " iques. 
Ce t te méthode date de la fin des années 60 et est le 
f ruit de recherches associées aux travaux d e l a NASA. 
3 . 2. Desc ription d'un graphe GERT 
Le graphe GERT est , comme pour. l e PERT , un graphe où 
l e s sommets représentent des évènements e t l es arc s , 
d e s tâche s ou activités. Cependant, il n 'est l imité 
par aucune des contraintes du PERT grâc e aux mod if i -
cation s suiva ntes 
a. Le s _sornrnets_ou_noeuds _du _sra~he 
Le s noe uds r eprésentent des évènements ou opéra-
tions log i ques ou de s branc hements entre tâches o 
Nous pouvon s disti nguer la f o ncti on "entrée " e t l a 
fonction "sortie " d'un no e u d . 
La fonction "entrée " peut ê tre d e trois t ype s : 
ou e x c l u sive le noeud e s t a ctivé d ès qu'une 
t â che y about issant est r éali sée. 
De plus, à un instant donné , une 
s eüle t â che p e ut être r éal isée . 
o Probabiliste 
-------
au plus une des tâches issues 
du noeud est entamée aprè s la 
réali sation du noeud o 
Renrésenta.tion : 
- i;:. - - - - - - __...,.------
. I"' ~ 
,,,-,/  
Il y a donc six types de noeuds : 
~ 1 ou exclusif 
Déterministe f() 
Probabiliste 1<) 
o u inclusif 
<> 
<> 
et 
0 
C> 
le PERT ne permet que des noeuds AND 
et déterministe s. 
b. Les arcs 
--------
Les arcs repré sentent des tâche s du projet. 
A chacun d'eux est associée une proba~ilité de réalisa-
tion qui indique la probabilité que la tâche qu'elle· 
représente soit entamée lorsque le noe ud dont elle 
est issue a été activé .• 
. zéche c 
tes;> - Oo75 succès 
~~0.20--> 
~ réexamen . 
' à l'issue du test, dans 5 % des cas, le résultat ob-
tenu sera un échec; dans 75 % des cas, un succès , et; 
dans 20 % des cas un réexamen sera nécessaire o 
o ou inclusive le noeud est activé dès qu'une 
tâche y aboutissant est réalisée. 
A un instant donné, une ou plu-_ 
sieurs tâches peuvent être réa-
lisées. 
L'époque de réalisation du noeud 
est l'époque de réalisation des 
tâches y aboutissant la plus an-
térieure • 
. "'< /.
et le _noeud n'est réalisé que lorsque toutes 
les tâches y aboutissant l'ont étéo 
L'époque d'activation du noeud est l'épo-
que de réalisation la plus postérieure des 
tâches y aboutissant. 
La fonction 11 sortie 11 · peut être de deux types 
• déterministe : toutes les tâches issues du 
noêud sont entamées. 
Notons que si l e noeud est déterministe, chaque 
tâche qui en es~ issue est e ntamée ce qui corre s-
pond à une probabilité 1 pour chaque arc o 
D~oÜ 
~-0 
D'autre part, alors qu ' en PERT l a durée des tâches 
ne pouvait être représentée que p ar une distribu-
tion st~tistique ( S à quatre par~mè tres), le GERT 
permet l'utilisation de nombreuses distributions 
différentes o Il existe notamment un programme 
d'évaluation du graphe GERT par simulation, q ui 
permet l'utilisation de 11 distributions diffé rentes 
l o la fonction constante o 
2. · La distribution normale. 
3. La distribution uniforrne o 
4. La distribution de Erlango 
5. La distribution lognormale o 
6 0 La distribution de Poisson. 
7. La distribution Seta. 
8. La distribution gamma. 
9. La distribution S à quatre paramètres (comme PERT). 
10. Une valeur constante égale à un paramètre de 
référence pour chaque activité divis€ par un fac-
teur spécifié au départ. 
11. La distribution triangulaire o 
Ces fonctions seront décrites lorsque nous étudierons 
la méthode de simulation . pour l'évaluation du graphe. 
- - - - --- - - ------- ------
3 o3. Exempl e s de gra phe s GERT 
Ces e x emples sont destinés à illustrer notre propos et 
aucune analyse n'en sera faite. 
a o Problème_du_rendez-vous _sEatia l 
Une version du problème figure dans · { 9}, une deu-
xième dans { 1 3 } mais il semble ~voir été suggéré 
originellement par Sr itsker xl 
Une première idée consiste à considérer que pour 
que le rendez-vous ait une chance de succès, les 
deux véhicules doivent avoir été correctement lan-
cés. 
La représentation de cette situation par un graphe 
GERT sera 
Arc Descri tion de la 
1 - 3 Succès du lancement 
1 4 Echec du lancement 
2 - 3 Succès du lancement 
2 
- 4 Echec du lancement 
succès de 
la mission o 
Echec de la 
mission. 
tâche 
du véhic. 1 
du véhic. 1. 
du véhic. 2o 
du véhic. 2. 
Nous remarquons que le noeud 3 est du type AND car 
les deux véhicules doivent avoir été correctement 
lancés pour que réussisse la mission . 
Le noeud 4 est du type ou-inclusif : ou c ar du mo-
ment qu'il y a un échec lors du lancement, la mis-
sion échoue; inclusif c ar les deux lancements peu-
vent échouer. 
Véhicule 
Ce modèle peut être étendu si nous supposons que la 
manoeuvrabilité d'un véhicule seulement suffit pour 
réussir le rendez-vous o Cette situation peut être 
représentée par : 
Véhicule 2 
Arcs De scri tion 
l - 3 Lancement du véhic. 1 réussi 
2 - 4 Lanc ement du véhic. 2 réussi 
l - 9 Lancement du véhic. 1 échoué 
2 9 · Lancement du véhi c o 2 échoué e 
5 - 7 Manoeuvrabilité correcte du véhic. 1 
5 - 8 .Manoeuvrabilité incorrecte du véhic. 
6 - 7 Manoeuvrabilité c orrecte du v éhic. 2 
6 - 8 Manoeuvrabilité i nc orrecte du véhic. 
Ces représentations sont des m9dèle~ simpl ifiés 
qui peuvent très facilement être complétés. 
1 
2 . 
Ainsi la tâche "réussite du lancement" peut se dé-
composer en une suite de tâches et noeuds comme : 
Réception des 
sous-systèmes . 
->-0 
---)-o ~0---.0------0 ) o~ 
- ~ assanblage check-out décanpte lance-
0---::,,.." ,.,,..,~~k-out final ment 
--.1)- de s s::)Us-systêmeso 
b. Problème_du_voleur_de_Ba~dad 
L'énonc é de ce problème se trouve dans · { 11 } et · { 9 }, 
lesquels l'ont tiré de Parzen x2 
Le voleur de Bagdad est enfermé dans un donj~n. Ce 
·donjon comporte trois portes; l'une d'elles s'ouvre 
sur la liberté , la deuxième sur un long tunnel et 
la troisième, sur un tunnel plus court. Ces tunnels 
le ramènent dans le donjon o A chaque fois qu'il se 
trouve dans le donjon , il peut tenter sa chance à 
nouveau mais son expérience passée ne l'aidera pas 
à sélectionner une porte. 
Représentation 
donjon liœrté o 
Arc Description Pr obabilité Durée de réalisation 
1 Libération 1/3 Constante 
2 Traversée du 1/3 Constante 
tunnel court 1 un ité o 
3 Traversée du 1/3 Constante 
long tunnel 3 unités o 
c. Pro~rarnme_de_recherche_et_de_déveloEEement 
Ce type · de problème constitue u n· l arge éventail 
d '.applications pour le modèle GERT. 
= 0 
= 
= 
De nombreu ses politiques différentes, des plus sim-
ples au plus compliquées, existent mai s d'une ma-
nière général e , c es problèmes s'articulent autour 
de~ grands axes suivants : 
- une institution (entreprise ou autre) faît part 
d'un certain besoin. 
Etant donné ce besoin à satisfaire, le problème 
est défini. 
- Une solution est développée ·e t est ensuite 
évaluée. 
- Cette solution p eut s'avérer acceptable ou non. 
Dans ce dernier cas, une autre solution peut être 
étudiée 
• le problème peut être redéfini ou 
• un nouveau besoin peut être pris 
en charge, le premier étant abandonné o 
Une représentation de cette situa tion générale 
pourrait être : 
Solution inacceptable~ 
recarmencer son étudeo 
1 -
source définition 
D-f0 œ:/ 
..._ ____________ ___..,..-____________ _ 
définit~ n Etude Evaluation 
-,--..-~~ 
~solut~on solution acceptable 
solution inacceptableo 
solution 
redéfinir le problèmeo 
solution inacceptableo 
Prendre en charge un nouveau œsoino 
source 
Cons idérons le cas particulier de la création d'un 
nouveau médicament p a r une entreprise pharmaceu-
tique . 
Ce modèle présente la stru cture générale présentée 
ci-dessus à une différence près. 
Alors que le médicament était à l'origine prévu 
pour une maladie répondant.aux spécifications A, 
en cours d'expérimentation, on peut découvrir qu'il 
répond également, ou plutôt uniquement à d'autres 
spécifications B. nouveau développement 
r---------- -----------------------~--------· 
\ --------- ------ --------- ----- -~--------
\ \ . demandé \ 
\\ K) \ 1 / 
\ 1 / 
\1 test.'OK 
1 1 changement lX>urt À 
~ ' 
\\ d'ingrédients j ,i' 
1 I 
D------- • -----,'. --=~---l< test /--- - •- - --
,, \ 
I I \ 
/ , pré~tion . 
1 I d' appl~cation 
I I su.nB 
, , 1 \ 
,' .· : \K) 
' . 1 1 ' 
/ 1 
I 1 
/ 1 
I I notweau dévelopr:aœnt 
I ,_ .. -- - - - - - - - - - - - - - - - - - - ~ - - - - - - - - - - - - - - - - • L - .. - - __ _______ ___________ ~dé. ____ .. ______ _ 
Les pointillés représentent des activités 
fictives de duré'e nul"le. 
D' a utres exemples s eront développés dan s l e cours 
de la deuxième partie. 
- --- -- - - -_. - - ---- - - - ~ - -- - - - - - -- - - ----- - .., 
' -- - - - -<-- - - - -- changement 1 
:
1
:~t ~,' \ d'ingrédients /,'/ 
est __ ~!~: ___ (). tests dans , /"--.. /- ___ ~-s;: _ ~~ -l./1 
. OK l 1.-.~ 'ta!'>/ ' N ux ,___ . es 1.upi ux ',_ 
---- ---- --- ............. _ 
---
---
- ----• . 
------
---- -- --
- - - - _ _ - - - _ .... arrêt des 
-- ·- --- - - - - _- -- -- travaux 
--- -- ----- ----- --- -- ----- -~- -- ----- ------ -- ' -. -------- -- ---- -- -- -- -~::._-::.:::;-1<] 
------:-,- , 
- -- -- / 
------ I -_.. / 
------ -- / 
--- ---- , 
-),- - - - - - ., .,. I 
------- . , 
- - - - - - - - - - ,,,. -Y ., - . I / 
------ _.,._,,,,,. 11 . 
I ,,,.- / 
st:- iQl!':~\:-9:<. J<) === •{_' __ 1;':-;1:s__07K<)~(-__ t_;:3~~ 9!K] Berrent. orientes changenient d' ingrédientr:\ \ changement d' ingrédien\s rs • '---------~-----· , -------------' , 
' 
--~-- ..._ 
--
--------------------------- --~----- --- \ ' 
-------------------------------------- - --<--.:_ _____ ----- - ---- -~ 
Les pointillés représentent des activité s fictives de durée nulle . 
D'autres exemples seront déve loppés dans le cours de la d euxi ème partie. 
4. LE VERT (Venture Evaluation and Review Technique ) 
_L'une des situations les plus coùrantes dans les problèmes 
de gestion, est la nécessité d'une décision alor s que l'on 
ne dispose que d'informations in~ornplè tes ou inadéquates 
sur l es alternatives . 
Ces décisions portent g énéralement sur des coûts, sur le 
temps ou la dur ée , et/ ou , sur des performances comme l es 
niveaux d e p roduction , par exemple. 
Le VERT (Venture Evaluation and Review Technique) est une 
technique numérique de s imulation, permettant d'estimer ces 
risques figurant dans toute évalua tion de projet. Il est , 
selon ses auteurs, G.L. Moeller et G.A. Digman · { 1 6 }, plus 
puissant que le GERT parce qu 'il tient compte, non s eulement 
du t emps et des coûts, mais auss i de cetie notion d e perfor-
mance qui sera illustrée de manière plus précise en 4.4. 
4.1. Historique 
En 1965, Hespos et Strassman introduisent le concept 
d'arbre décisionnel stochastique. Il représente un gra-
phe dont les sommets (ou noeuds) figurent des décisions 
dont les alternative s sont prises de manière proba bili$-
te. Ils utilisent notamment la technique de simulation 
dite de M6nte-Carlo. 
En 1967, Crowston et Thompson développent le conc ept de 
décisions alternatives et l'intègre dans un résea u CPM. 
Le VERT, quant à lui, apparaît en 1972 et consti tue 
('SIC) "un point culminant dans l'es nombreux essa is 
d'augr.,.enter la capa cité d'évalue r les risques". 
Il fourni t à l'analyste la possibilité de modéliser 
des décisions faisant intervenir le coût, et/ou le 
temps, et/ou des considération s de performances qui 
peuvent être expri~ées de manière numérique. 
4.2. Description du graphe 
Le graphe VERT se compose de noeuds qui r eprésentent 
des points de décision, et d'arc s qui représentent des 
tâches . Le réseau peut être considéré symboliquement 
comme traversé par un flux qui est guidé par les arcs, 
d'un noeud d'entrée en un noeud de sortie. 
4.2.1. Les noeuds 
----------
Les noe uds constituent l'un des aspects qui 
confèrent au VERT sa capaeité de modéliser l e 
"monde réel". 
Nous pouvons distinguer d e ux types de noeuds 
logiques : 
a. les noeuds logiques éclatés pour lesquels 
on distingue la logique d'entrée et celle de 
sortie, 
b. les noeuds logiques simples qui couvrent 
à la fois l'entrée et la sortie. 
a. N·oeuds_logi,ques éclatés 
Il existe quatre types d'entrées et six types 
de sorties. 
· Les entrées 
Initial Cette entrée est utilisée pour 
tout noeud source du graphe. Tous 
ces-noèuds reçoivent la même 
Et 
Et 
partiel 
ou 
valeur d e temp s , coUt et 
performa nce d e la part d e l'uti-
lisateur. 
tous les arcs e ntrant d a ns ce 
noe ud doivent avoir été parcourus 
avec succès, pour qu'il soit ac-
tivé. De, plus, il combine les don-
nées relatives au '' flux ". qu'il 
reçoit en entr é e, et fournit la 
distribution appropriée, par l'in -
termédiaire de la sortie, aux 
arcs qui émanent du noeud. 
cette entrée diffère de la pré-
cédente par le fait que seul au 
moins un arc doit avoir été pa r-
couru avec succès avant qu'il ne 
soit activé. Il attend cepe ndant 
l'achèvement de tous les arcs qui 
y aboutissent avant de poursuivre 
ou d'être éliminé. 
dès qu'au moins un arc y aboutis-
sant est achevé, il est activé. 
Il n'attend pas l'achèvement des 
autres arcs. 
· Les sorties 
. . Terminal réservée aux noeuds terminaux 
du réseau. 
All 
Monte-
Carlo 
tous les arcs émanant du noeud 
sont activés. 
: seul un arc émanant du noeud est 
activé. Il est choisi aléatoire-
ment à partir des probabilités 
des arcs émanant du noeud. 
Filtre 1 
Filtre 2 
Filtre 3 
un ou plusieurs arcs sont ac-
tivés o Il(s) est ( sont ) choisi(s) 
en fonction de contraintes de 
t emps et/ou coût et/ou perfor-
mance associées à c es arcs. Ces 
contraintes sont des bornes infé-
rieur es ou supérieures. 
est identique à la précédente 
hormis que la seule contrainte d e 
choix utilisée est une borne 
inférieure et supérieure sur le 
nombre d'arcs entrants qui ont 
été a chevés avec succès. 
Cette sortie ne peut être combi-
née qu'à une entrée Et partiel. 
La contrainte de choix porte sur 
l'achèvemen t de tel ou de tels 
arcs entrant. 
b. Les noeuds_logiques simples 
Ces noe uds permettent le transfert direct du 
flux de l'entrée à la sorite d~ noeud. Ils 
permettent de sélectionner l'ènsemble jugé 
"optimal" des arcs sortant à activer. 
On distingue deux types de noeuds logiques 
simples : 
Les comparatifs sélectionnent l ' ensemble 
en question à partir des valeurs du coût, 
du temps et des performances. 
- Les préférentiels : la préférence est 
donnée à une première combinaison d'arcs 
ent~ant et d'arcs sortant, plutôt qu'à une 
deuxième , à une deuxième, plutôt qu'à une 
troisième etc ••• 
Il .existe deux autres types de noeuds simples: 
- 1es files (d'attente ): ces noeuds simulent 
une file d'attente, 
- les tris : permettent l e transfert du flux 
v ers des arc s sortant t r iés à partir du 
temps et/ ou du coût et/ou des performanc es. 
4 o2.2. Les arcs 
. --------
Treize distributions statistiques peuven t être 
utilisées pour représenter le temps, l e c oût et 
les per f ormances : l es distributions 
uniforme , triangulaire, normale, lognormale, 
gamma, uribull, erlang, chi quarre, be ta, 
pQisson, géométrique, binomiale et hyper -
géométrique . 
Les autres distributions peuvent être introduites 
sous forme d' hi.stograrnrne. 
4.3. Evaluation du graphe 
La simulation fournit des renseigneme nts .surle temps , 
le coût et les perfo~mances d'achèvement des noeuds. 
Ces· renseignements sont fournis notamment sous forme 
· de graphe à bâtonnets. 
Comme généralement , le graphe comprend plusieurs noeuds 
figurant un sUccès , et plusieurs autres figurant un 
éche c, la c omparaison du nombre de leurs r éalisation s 
et du nombre d'itération~ fohrnit l a probabilité 
d'échec ou de succès du projeto 
Le VERT fournit également un chemih Critique. Il 
s'agit du chemin auquel son_t associ é s le temps l e 
plus long, l e coût le plus élevé et les performances 
les plus basses, ou une combinai son de ces facteurs 
déterminée par l'utilisateur . 
Le chemin optimal quant à l ui , correspond au temps 
d'achèvement le plus court, au. coût le plus bas et 
l e s perf o rmances les plus élevées, ou la meilleure 
combinaison possible de ces facteurs. Comme ces 
chemins p euvent changer d'itération à itération, le 
programme calcule l'intervalle de temps pendant l equel 
tout arc et tout noeud appartient au chemin. Il four-
nit ces informations sous forme de diagramme à bâtons. 
4.4. Ex~ple: planification dans la recherche et le · 
développement . 
Evaluation de méthodes de génération d'élec-
tric ité. 
4.4.1. Enoncé_du_eroblème 
Cet énoncé est tiré presque textuellement de · { 16 }. 
Une commission américaine décide, pour répondre 
aux besoins en centrales électriques , d ' évaluer 
trois méthodes de production: la fusion nu-
c léaire , la fission nucléaire et la gazéification 
du charbon. 
L'évaluation doit porter sur les points 
suivants : 
a. estimer la probabilité de développer avec 
s uccès au moins une d e s tro is méthodes ; 
b •. estimer le temps requis et les coûts néces -
s~ires à l' achèvement du proj et; 
c~ établir des budgets quinquénau~ pour u ne 
période.de 20 ans o Ces budgets doivent être 
tel s que l'on ait 75 % de chance que les 
fonds suffisent pour les 20 ans, et, 90 % de 
chance qu'ils suffisent pour les 5 premières 
annéeso 
Le temps limi~e et le cofit global max imum pour 
la recherche et le développement de chaque mé-
· thode, sont fi xés à 7 ans et 70 millions de 
dollars. Un échec dans la phase de R & D, un 
temps ou un coût dépassé, entraînent l'échec 
pour cette mé thode. 
Des centrales pilotes doivent être construites 
et doivent tourne r de manière à pouvoir comparer -
les mé thodes : une centrale de gazéification du 
charbon, deux centrales (de cqnception différen-
te) pour la fusion nucléaire, et q~atre centrales 
pour la fission o Ces nombres sont estimés propor-
tionnels aux risques inhé rents à cha que méthode o 
Ainsi, la fusion pose des problèmes de résis-
tance d'alliages à des très hautes températures, 
la fission pose les problè mes de fuite radioac-
tive qui doivent être résolus par une des deux 
centrales au moins. 
Si les méthodes de fusion et de gazéification 
échouent, l'étude est abandonnée. La fusion 
échoue si plus d'une des quatre c entrales 
essuient un échec . 
Par respect de l'environnement, l'eau chaude 
évacuée doit être de plus ou moins 10 ° o 
10° constituent un résultat positif o 20 ° sont 
un résultat inacceptable. 
La fiabilité des centrales doit être garantie 
à 90 %. 
Pour cause de budget limite, seules deux ~éthodes 
seront développée s en phase finale, celle four-
nissant les moins bonnes performances étant éli-
minée. Il existe une probabilité de 0.72, 0.88 
et 0.93 que, respectivement, la fusion, la fis-
sion et le gaz passent à la phase finale de 
R & D. 
Après cette phase, la meilleure méthode est 
sélectionnée par la commission. Celle-ci préfère 
a priori, la fusion, ensuite la fission, ensuite 
la gazéîficationJ et ce, vu la quantité de 
matières premières disponibles aux Etats-Unis o 
D'autres renseignements figurent sur les tableaux 
suivants 
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4.4.2. DescriEtion_du_graEhe 
ROfl10~ r t---- -
r ROf Uf r. 1 ~r;:'\ 
, --~ 
RO!,f FU 
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Le noeud START permet de générer trois flux 
qui représentent l'effort de R & D pour chacune 
des trois méthodes à l'étude. Le parcours de 
l'arc RDFU débouche sur la génération d'un suc-
cès ou d'un échec pour la phase de R & D concer-
nant la fusion. Cette génération se fait par la 
méthode de Monte-Carlo à partir des données fi-
gurant d a ns l e (TAB l) o 
Cet arc génère aussi le temps utilisé et 
l e coût dépensé pour cette méthode pendant 
cette phase. Il en va de. même pour les arcs 
RDFI et RDCO qui concernent la fission et le 
charbon. Notons que dans un cas réel, ces trois 
arcs seront remplacés par des sous-réseaux in-
dividuels à r ésoudre o 
Les noeuds RDSFFU, RDSFFI et RDSFCO prenne nt 
a cte du succè s ou de l'échec o Si, par exemple, 
RDSFFU enregistre un succè s endéans 7 ans et 
pour un coût inféri e ur à 70 millions de dollars 
(contraintes ·impo s ée s par RDFUOK), l'arc RDFUOK 
est activé. Sinon, c'est RDFUFAIL qui l' est. 
Les quatre s arcs issus du noeud PIFU représentent 
les quatres centrales pilotes devant expérimen-
ter la fusion. Le noe ud PIFI permet la sélection 
de la centrale pilote qui devra e xp ér imenter la 
fission. Le s arcs PIFU là PIFU 4, et PICO l 
contiennent le~ données figurant dans le (TAB 3}. 
Ils représentent la construction et le fonction-
nement des centra les pilotes. 
Les noeuds PISFFU là PISFFU 4, PISFFI let . 
PISFFI 2, et PISFCO l prennent acte du succès 
ou de l'échec des centrales. Les arcs PIFU 10 K 
PIFb 20 K, PIFU 30 K etc ••• sont activés en cas 
de succès et convergent vers le noe ud end ifu. 
Ce noeud active les arcs RELFU, COOLFU ou PIFUFAIL 
suivant le nombre de succès rencontrés par les 
centrales. 
Les arc s RELFU, REL~ I et RELC0 g é nèrent 
la f i a bil ité pour l a fusi on, l a fis sion et le 
charbon . Les donnée s u tilisé es f igure nt dans 
le (TAB 3). Le noeud ENAPIFI est du t ype ou 
ce qui implique qu'il ser a en a c t ivité dè s que 
l'une des deux c e ntra l es tourne ave c s uccès. 
Les hoe uds C0REFU , C0REFI, C0REC0 accumulent 
les performances g é n é r ées par RELFU, C00LFU e t 
RELFI, C00LFI etc •• o 
L'arc PERFU convertiti l e s p erforma nces génér ées 
par RELFU e t C0 0LFU en une s e ule valeu r . Ce c i 
est accompli en -utilisa nt le s préférence s notées 
sous (TAB 3). 
SELECT 2 s é l ectionne le s deux méthodes qui en-
trent dans la pha se fi nale o Les arcs SH0CKFU, 
SH0CKFI e t SH0CKC0 f i gurent cette phase o Ils 
ajoutent un temps et un coût constants aux 
valeurs ~ssocié es aux flux . Ils ont une p r oba -
bilité 0 072, o _.88 et 0.93 de succès, respecti -
vement. 
Le noeud SELECT l sélectionne le gagnant o Il 
est du type PREFERED puisque préférence est 
accordée à l'arc WINFU sur l'arc WINFI, et à 
l'arc WINFI sur l'arc WINC0 o 
En cas d'échec, le flux est guidé par l'arc 
FAILSHCK vers le noeud FAILSH0C, noeud ter minal 
du réseau, de même que FAILPILT et FAILRD. 
Remarquons cepe ndant,que FAILRD et FAILPILT ne 
seront considérés comme gagna nts que si aucun 
flux n'arrive en FUWINNER, FIWINNER, C0WINNER 
ou FAILSHOC. Une priorité peut ainsi être 
imposée aux noeuds terminaux. 
4.4.3. Résultats 
La figure suivante indique que la proba bi l ité 
que la fusion gagne est 7.1 %, la fission, 
33.6 % et l a gazéification 54 .1 %. Nous pouvons 
aussi observer qu'il y a 1 % d'échec dans le 
test des c entrale s pilotes, et , plus au moins 
4 % dans la p ha s e finale. Le pourcentage 
d'échec pendant la R & D est pratiquement nul. 
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La figure suivante fournit le temps d'achève-
ment de l'étude tout noeud confondu. Elle 
indique que le projet s'achèvera dans 96 % des 
cas en un temps compris entre 14.95 années et 
17 années. 
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Le coût se situera entre 223.2 et 509.2 millions 
de dollars. On peut en fait remarquer sur la 
figure suivant qu'approximativement 85 % des 
coûts se situe nt aux alentours de 223.2 tandis 
que dans 15 % des c as, ils se situent entre 
418.2 et 509.2 millions de dollars o Pour en 
détermi ner la cause, il faut détailler les coûts 
en fonction de la méthode gagnante. On cons-
tante ainsi que la fusion coûte beaucoup plus 
cher que les autres méthodes. 
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Les deux figures suivantes fournissent l'ac-
croissement des coûts , la première penda nt 
les 5 premi ères années, la deuxième, pour 
l'entièreté du projet. 
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Première période Entiereté du projet. 
1ère p ériode 
2ème période 
3ème p ér iode 
4ème p ér iode 
Entièreté 
du projet. 
· Les l imitations de budget étant imposées, 
Ti me Intcrval Covcrl'd 
Ccmfidl'J nC"es Co;n. 
Cos t l11terpo-
CFD No. lated fo r lht 
Start Stop pu ted Ccmlid t>1u.·Cll 
---· 
Computed 
1 0.0 ~···- .. ----5.00 0.8~ 20 l.Gn:J024 
2 5.0û 10.00 0.75 61.71531 56 
3 -10.00 15.00 0.60 22.8ti25 183 
4 t5.00 20.00 0.45' 13.815710 1 
.· 
Sum of nbove costs: 300. l 1G211 
5 0.0 20.00 0.75 300Afi6543 
-·-
le programme propose une solution du budgeti-
sation de 201.7 millions de dollars pour la 
premiè re période , 6l o7 pour la deux ième etc 
ce qui fournit un total pour l'entièreté du 
proj et de 300.1 mil lions de dollars. 
Cet exemple il.lustre une application du VERT à 
une plannification de travaux o D'autres appli- · 
cations telles que la conception de système de 
défense incluant aviation, marine et forces 
terrestres ont . aussi été modélisées. 
Il existe actuellement un programme écrit en 
FORTRAN IV sur IBM 360/65 disponible auprès 
des auteurs. 
3ÈME PARTIE 
EVALUATION DU GRAPHE GERT 
_________________________ 
1. INTRODUCTION 
Evaluer un graphe GERT r evient avant tout à déterminer la 
distribution de probabilité de la durée la plus courte du · 
projet. 
Ceci nous permet d'obtenir des renseignements sur les va-
leurs minimale et maximale de cette durée, sur sa moyenne 
. et l'écart-type par rapport à cette moyenne o 
Un résultat intéressant est aussi le calcul des intervalles 
de confiance assoc-iées aux mesures de performance o 
D'autres résultats peuvent être obtenus mais ils dépendent 
· des méthodes d'évaluation utilisée • . 
Il existe en effet, trois méthodes 'd'évaluation d'un graphe 
'GERT : 
- une méthode basée sur la simulation du projeta 
- Une méthode analytique basée sur la règle de Masono 
Une méthode basée sur les processus.stochastiqueso 
Nous allons présenter chaque méthode successivement e·t par le 
fait même nous étudierons les résultats qu'elles peuvent four-
nir. Lorsque ce sera possible, une première approche d'im-
plémentation sur ordinateur sera fournie. Une implémentation 
complète sera donnée dans la troisième partie. 
En réalité, les méthodes basées sur la règle de Mason et sur 
les. processus stochastiques seront présentées dans le cadre 
de graphes STEOR c'est-à-dire de graphes n'utilisant que · 
des noeuds ou-exclusifs probabilistes. C'est pourquoi, nous 
verrons, dans un quatrième paragraphe, comment convertir tout 
graphe GERT en graphe STEOR o 
2. SIMULATI ON 
2.1. Intr oduction · 
De nombreux et importants problèmes de recherche opé-
rationnelle sont trop complexe s pour être résolus de 
manière analytique. C'est le cas dans certaines cir-
constances (qui seront présentées lorsqu'elles appa-
raîtront) pour l'évaluation d'un graphe GERT. La simu-
lation devient alors l a seule approche classique ,pour 
résoudre ces problème s. 
C'est dans cet esprit que Prits~er développe dans les 
années 68, 69 et 70 une série de programmes de simula-
tion pour l'évaluation d'un graphe GERT o Le dernier 
d'entre eux s'appelle GERT III et est écrit en FORTRAN IV. 
La description du graphe fournie dans la suite corres-
pond en fait aux renseignements fournis par Pritsker 
et Burgess dans la documentation relative à ce program-
me 
2.2. Description du graphe 
a. Les noeuds 
Comme dans le cas général, les noeuds peuvent être 
probabilistes ou déterministes, mais la principale 
modification provient de leur spécification en 
entrée. 
La fonction entrée des noeuds est caractérisée par 
deux nombres: 
ai : indique le nombre de réalisations d'arcs 
aboutissant au noeud i devant être terminées 
pour que . ce noeud soit activé la première 
fois. 
b. indique l e nombre de réalisations d'arcs 
1. 
aboutissant en i qui doivent être terminées 
pour que le noeud soit activé la deuxième 
fois et les fois suivantes. 
Aucune distinction n'est faite entre la réalisation 
den activités différentes et n réalisations d'une 
même activité. 
1 
· ~ 
0 du noeud. 
2 
Ce noeud probabiliste n° 5 sera activé une première 
fois si l'une des tâches est réalisée deux fois ou, 
si deux des trois tâches sont réalisées. Pour qu'il 
soit activé une deuxième fois, trois réalisations 
devront être terminées: 
- soit trois d'une ·des tâches, 
soit deux réalisations d'une tâche et une réali-
sation d'une autre, 
- soit une réalis~tion de chaque tâche. 
Ce noeud déterministe n° 3 sera activé une première 
fois dès qu'une tâche est réalisée mais ne sera 
jamais activé ensuite puisque, pour cela, une infi-
nité de réalisations sont nécessaires. 
Nous pourrions être tenter de comparer ces nouvelles 
spécifications _avec celles présentées en l.3 o2 o a •• 
En réalité, tout e comparaison est impossible si nous 
en restons à ces seuls éléments. 
Or, nous verrons, lorsque nous étudierons la méthode 
basée sur les processus stochastiques, que nous 
serons amenés à définir des graphes admissibles. Ces 
' ' " graphes satisfont, entre autres, à l'hypothese:durant 
l'exécution du projet, toute tâche n'appartenant pas 
à un cycle ne peut être réalisée qu'au plus une fois.~ 
Nous pouvons comparer les spécifications de 1.3.2. a. 
compte tenu de cette hypothèse avec les nouvelles 
spécifications présentées ci-dessus. 
kJ correspond, s'il d ' un cycle, à i< correSfX)nd, s'il 
· , d'un cycle à 
1 ' 
1 
correspond à 
est à 
est à 
1 
1 
1 
1 
l'extérie , 
1 
1 
1 
1 
l'intérie ; 
: 
' 
' 
C où k est le nanbre d'arcs al:::outissant au noeud. @l 1 1 1 
... 
· r . 1 1 
. 1 
En utilisant cette table de conversion, nous pou-
vons traduire un graphe GERT présenté comme en 
l.3 o2. avec l' hypothè se supplémentaire, en un gra-
phe - GERT - simulation . 
/•~~ 
\O·~<> 
;K>---->---o .\---?--• 
est équivalent à 
•' 
;t1>~-Ef>\--fJ> 
Pourtant, il existe de nombre u x graphes GERT - simu~ 
lation qui n'ont pas d'équivalent dans la présenta-
tion générale compte tenu, toujours, de l'hypothèse 
supplémentaire. Ceci provient souvent du fait que le 
nombre de réalisations de tâche aboutissant au noeud, 
1 \ . 1 
néce ssaires à son activation peut différer suivant 
qu'il s' a git d'une p remi ère activation ou d'acti-
vations ultérieures : 
Ce graphe ne peut être réalisé en présentation géné-
rale car le noeud x n'a pas de correspondant. 
Remarque nous avons évoqué une hypothèse supplé-
mentaire qui, pourrait paraîtYe restricitc : Ncus 
montre~ons dans le chapitre 2.3. qu'en réalité, il 
n'en est rien o 
b o Les arcs 
--------
Comme pour la présentation générale, à chaque arc 
sont associés: 
a) la probabilité qu'il soit parcouru, une fois le 
noeud dont il est issu, activé; 
b) la distribution de probabilité associée à la 
durée de sa réalisation. 
Le programme de simulation GERT III permet l'utili-
sation de 11 distributions différentes: constante, 
normale, uniforme, de Erlang, lognormale, de Poisson, 
beta à trois paramètres, gamma, beta, triangulaire 
et constante mais égale à une valeur calculée (cfr o 
1.3.2. b o). Nous présentons dans le paragraphe suivant 
les principales caractéristiques de ces distributions. 
2.5 0 Description et paramètres de c es fonctions statistiques 
Nous allons donner, de manière à le s avoir présents 
à l'espr it , les caractéristiques principales des fonc-
tions s tatistiques citées ci-dessus o 
a. Distribution uniforme 
---------------------
Fonction de densité 
Moyenne 
Variance 
[
1/b-a · 
f(x) = 0 
a + b 
2 
2 ( b - a) 
12 
a < * < b 
ailleurs. 
b x ax 
Fonction génératrice des moments 
F 
e - e 
(b-a ) x 
f 
1 
b - a 
il 
b o Di stribution_trian~ulaire 
Fonction de densité 
Moyenne 
Variance 
f (x) = 
r - (x -a) 
2 
r 
0 
(x -a) < r 
ailleurs 
Fonction génératrice des moments 
a.r a 
2r 
C o Di stribution normale 
--------------------
Fonction de densité f(x) 1 = 
'{2n 
Moyenne u 
Variance a-2 
Fonction génératrice des moments 
a - 1 
Px (x) 
. (l.l\ 
0 .6 
··-' 
.r 
.r 
l'r(x) 
O.X 
ru, 
-- J--2- 1 0 1 2 J f 
- 3 - 2 - 1 O f 
11.8 
.. O.<, 
a+r 
e 
Fonction de 
densité 
2 (x-u ) / 2 If" 2 
l'r(x ) . 
· · 0.8 
. O.<, 
0.4 
-· J ·- 2 - 1 () 1 ~ 
l'_t ( \") 
11.8 
O.<, 
.. 0.-l 
U.2 
- J -2 - 1 0 
l'l~l 
O.H 
0.h 
0.4 
I 
T 
d. Distribution_lo~normale 
Fonction de den s i té 
f(x ) = 
Moyenne 
1 
x v-r 2n 
Vari a nce 2u + 2 <r 
2 
e 
Fonction g é n é r a t r ice d e s mome nts 
h 
1.4 -, 
1 
~m 
Î : 
.6 
2 4 5 
-00< u < 00 
Fonction de densité avec u = 0 et v"= Oo5, l oO 
OU l o5 o 
e o Di s t ribution_~a mma 
Fonction de d ens i té 
o(. - 1 (X- - / ) 
f (x ) = 8 ~ r(cA) · e 
- (x - Y ) /8 Ji( > 0 
où r ( oi. ) = 
Moyenne 
Variance· 
jx t o( -l e -t dt 
0 
o( 8 
8 > O 
1.0 1 
o/. 
Fonction géné r a trice des moments [ 1 ] 
1- s (x - Y)-
p(x) 
p(x) 
0 .8 
~-
O.<, 
0.4 
0.2 
1.0 
0.8 
0.6 
0.4 
0.2 
1 ' :: l_ ,,.,, :;1\-_ __ ·• = . 
0'---+-2-+• - 0 2 • t, 8 0 2 • t, 8 I ll 1= I -l X 
0 2 4 
OA~ : 
o, o,~ 
.__-+--+- ~L~---,.-+--:::;:::::::;:::, ~=~, ---,.-
0 2 -1 o 8 0 2 • 6 8 1() 12 
o = 1 
::h ··t _ . . , .. " . 
K•l 02~ 0 '~ ·lk:::~ :======:;:, =====--
0 2 • 0 2 -1 6 8 0 2 -l 6 8 IU 1= 1-1 X 
;-·--~~) ·0.4L ~te;:,·.,,. _<v =·-1) . .;L' 
. 0.2 O._ O,_ _ 
. . ' l.::::::::::== = ~,=+,=== == 
0 2 • Q 2 • 6 8 0 2 -l 6 8 10 12 1-l X 
Fonctions de den si té de ( 
f. Di str ibution _Erlan~ 
Est une distribution gamma où d..., est un entier 
positif. 
g. Distribution_exEonentielle (négative ) 
· Est une distribution gamma où d.... = . 1. 
1 Fonction de densité f ( x ) = . srTî) - (x->/) / e 8 
Moyenne 
Variance 
1 Fonctio n génératrice des moments 1-8 (x-i') 
'---
f 
.8 
.4 
' 
!;--~--:~_:::~~=~~~-~i -L_!___ 
4 6 8 10 y 
Fonction de den si t é où f = 0 e t ~ = 1 o u 2 o 
h o Distribution be ta 
-----------------
Fonct i on de densité f (x ) = 
. OÙ B (p·, q ) - JO X 
Mo yenne p 
p + q 
Var i ance pq 2 (p+q+ l ) (p+q) 
l 
B (p ' q ) 
1->, q ') 0 
Fonction génératrice d es moments 
g 
P- 1 q-1 X (1-x) 
Fonctions de den s i t é ave c différentes 
valeurs de (p,q). 
Tous ces renseignements sont tiré s d e· { 7 } et · {8}. 
2.4. Exemples 
a. Processus_de_Eroduction 
La production d'un produit se fait en deux . phases, 
chacune d'elles pouvant être composées de plusieurs 
tâches. Chaque phase se termine par une série de 
tests selon lesquels le produit peut être accepté, 
peut être rejeté ou doit être retravaillé o 
Après avoir été retravaillé, le produit est à nou-
veau soumis à des tests selon lesquels il ne peut 
plus être qu'açcepté ou refusé. 
Nous pouvons d'autre part supposer que la phase II 
est composée de deux opérations s'effectuant simul-
tanément. 
A-~-fB 
1 1 
' 
où les tâches sont d écrites de la manière suivante 
Tâche De scription Distribution 
statistique. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
Phase 1 d e la production 
Tests après phase 1 
· Rej et après tests de la 
phase 1 
Passa ge à la phase II 
Retravail après phase 1 
Tests de fin de retra- . 
vail ·l 
Rejet après c es 2èmes 
tests de phase 1 
Passage à la phase 2 
après retravail 
•1ère opérat i on phase 2 
2ème opération pha se 2 
Tests - phase 2 
Rejet après tests phase 
2 
Accepta tion après tests 
phase 2 
Retravai l après phase 2 
Tests après retravail 2 
Admission après retra-
vail 2 
Re j et après retravail 2 
norma le 
normale 
u = 5 o0 
u=0.2 
constante K=O 
constante K=O 
exponent. u=l.O 
normale u=0.2 
constante K=O . 
constante K=0.10 
normale 
normale 
u=2.l 
u=2.0 
e xponent. u=0.7 
constante K=O 
constante K=O 
exponent. u=l.O 
exponento u=0.9 
constante K=O 
constante K=O 
G""" =O .10 
<f" =O .05 
<l =0.05 
~ =0.09 
~=0.08 
b. Procédure d e r évis ion d'un éditorial 
A la réception du manuscrit, le directeur de publi-
cation l'envoie à deux lecteurs. Le manuscrit est 
accepté si les deux lecteurs sont d'accord et rejeté 
s'ils le rejetent tous les deux. S'ils ne sont pas 
d'accord, le directeur soumet le manuscrit à un troi-
s ième l e cte u r don t l a recommandation fera la déci-
sion fin a l e . 
/ ro 1/ 
l 
. . 4 ~N / 
®-
avec la description : 
Distribution sta tis o 
Tâche Description Probabilité m 
1 l'auteur envoie le 1.0 lognormale 3 o0 0 o5 
manuscrit 
2 le directeur entame le 1.0 exponent. 5.0 5.0 
processus 
3. envoi. au 1er lecteur 1.0 lognormale 3 o0 0 o5 
4 envoi au 2ème lecteu r 1.0 lognormale 3 o0 0.5 
5 lecture et acceptation 0.2 normale 30.0 5.0 
par 1er lecteur 
6 lecture et rejet par 0.8 normale 30.0 5.0 
1er lecteur 
7 lecture et acceptation 0.2 normale . 30.0 5.b 
par 2ème lecte ur 
8 lecture et rejet par 0.8 normale 30 o0 5.0 
par 2ème lecteur 
9 ~ fictive 1.0 constante 0 0 10 
' _,9 
. 2 
10 
8 - _ 11 13 - 4 -+ - 15 
----
12 
~------ 00 
10 
11 
12 
13 
14 
i5 
16 
17 
18 
19 
envoi de l'acceptation 1.0 lognonnale 3.0 0.5 
par 1er l ecteur 
envoi du rejet par 1.0 lognormale 3 .o 0 .5 
1er l ecteur 
envoi a u 3ème lecteur 1.0 lognormale 30.0 5.0 
lecture et acceptation 0.2 norma le 30.0 5.0 
p ar 3ème l e c teur 
l e c ture et rejet par 0.8 norma le 30.0 5.0 
par 3ème lecteur 
envoi de la décision 1.0 lognormale 3.0 0.5 
d' acceptation au directeur 
envoi de l a décision de 1.0 lognormale 3 . 0 0.5 
de rejet au directeur 
le directeur achève le 1.0 e xponent. 2.0 2 .o 
proces sus 
envoi de la décision à 1.0 lognormale 3.0 o.5 
l'auteur. 
Une courte étude du modèle nous montre qu'un pro-
blème va se présenter en noeud 8. Celui-ci est c ensé 
indiquer que les lecte urs ne sont pas d'accorâ et 
donc ne peut être réali sé que si les deux tâches qui 
y abouti sssnt , sont réalisées. 
Daus l'état actuel de nos connaissances, rien ne 
permet de distinguer ce cas de celui, par exemple, 
où la tâche 11 serait réalisée deux fois. 
Ceci est cepe ndant rendu possible par l'ajout de 
certaines caractéristiques aux noeuds . GERT utilisés 
pour la simulation. Elles sont présentées en 2.2.5. 
1 1 ' 1 
2. 5. Extension s des caractéristiques des noeuds 
a. Lo~igue_de_réalisation 
Un noeud peut être réalisé de quatre manières dif-
fé rentes . 
- Les noeuds pour lesquels aucun t ype n'est spéci- · 
fié sont réalisés lorsque le nombre de réalisa-
tion s des tâches qui y aboutissent est atteint, 
et c e , quel qu e soit la combinaison de ces réali-
sati on s . 
C'est le cas général vu j~squ'à présent. 
- Un noeud de type A ne sera réalisé que si l es 
réalisations des tâches qui y aboutissent sont des 
réalisations de tâches différentes : 
Lorsqu'un noeud de type H est réalisé, les tâches 
qui y aboutissent et qui sont encore en cours de 
réalisation, sont annulées : 
Sunposons que les réalisations des tâches se ter-
min~nt dans l'ordre 1, 2 et 3. Lorsque 1 et 2 sont 
achevée s, le noeud est activé et la tâche 3 qui 
1 1 
était en cour s de réalisation est annulée. 
- Un noeud de type U combine les propriétés d e s 
types A et H. 
Nous pouvons également distinguer les types ·de noeuds 
suivants 
- des noeuds-source : points d'entrée dans le 
graphe o 
- des noeuds-terminaux : points de sortie du graphe o 
des noeuds sta tistiques : noeuds où l'on coll e cte 
des renseignement s statistiques lors de simulations 
du graphe . Ils sont marqués d'un code I. 
- des noe uds-repère s : noeuds de référence pour la 
collecte de statistique o Ce sont par exemple des 
noeuds intermédiaires à partir desquels on compte 
le temps écou l é. Ils sont marqués du code M. 
> 
c. Statistigues_temEorelles_collectées 
Les statistiques temporelles collectées peuvent être 
de 5 types. 
- Type F lorsqu'un noeud est marqué du code F, le 
temps collecte représente le temps de 
sa première réalisation depuis le d é but 
de la simulation c'est-à-dire depuis la 
réalisation du . premier noeud - source. 
(F signifie First realization) o 
- Type A . ( timè of all realiza tions) • Dans ce cas, · 
on collecte tous les temps de réalisation 
du noeud par rapport au début de la simu-
lation o 
- Type B: (time between realizations). Les temps 
collectes sont les temps écoulés entre 
les réalisations successives du noeud au 
cours d'une même simulationo 
- Type I : (time from mark-mode) • Le temps collecté 
est l e temps écoulé depuis la réalisation 
d'un noeud repèreo 
Si pendant une simulation ces noeuds sont 
réal i sés plusieurs fois, le temps écoulé 
pris en compte sera le plus petito 
- Type D: (time delay). Le temps collecté est le 
temps écoulé entre la réalisation- de la 
première tâche incidente au noeud et la 
réalisation du noeud. 
Nous pouvons à présent reconsidérer l'exemple 2o2 o4. B. 
en définissant complètement les noeuds o Les tâches 
restent inchangées. 
1 1 
Cette fois le noeud répond bien à ce que nous en 
attendions puisqu'il ne sera réalisé la première 
fois que si les tâches 11 et 12 ont été réalisées. 
D'autre part, certains noeuds sont devenus du type F 
de manière à co l lecter 
- le temps de réalisation du processus (noeud 15 de 
type F) i 
- le temps écoul é dans le cas d'acceptation (noeud 10 
de type F) ; 
le temps écoul é jusqu'au rejet si rejet il y a 
(noeud 12 de type F); 
- le temps écoulé avant qu'un désaccord entre les 
deux premiers lecteurs ne soit constaté (noeud 8 
de type F). 
2.6 o Modification du .graphe 
Un graphe GERT peut, lors d'une simulation, être modifié. 
Cette modification est subordonnée à la réalisation d'une 
tâche. Le numéro de cette tâche est spécifié dans le 
remplacement. 
1 : 1 
~ . 
. A 8 • 11 I 13 -->- 14 • 15 
F - 00 CX) CX) CX) F 
17 
-
---~---- 00 F 
10 · 
,,. 
1 1 
2 
Lorsque la tâche 3 est réalisée, la fonction sortie 
du noeud·4 est remplacée par celle du no~ud •8, qui 
peut ou non être différente. Le changement pourrait 
par exemple, ne concerner que les probabilités des 
tâches.issues du noeud. [:>~ 
, 0.4 
1 . 
. , o.~ 
I'--.. __.:---
v· ~ 
~~~~E!~-~: gestion d'expériences spatiales. 
A chaque lancement de navette ou de vaisseau habité 
. 1 
dans l'espace, de nombreuses expériences sont demandées 
aux astronautes o Chacune d'elles nécessite du temps et 
leur organisation doit être stricteo Nous pouvons, par 
exemple, adopter la politique suivante pour une mission 
spatiale pendant laquelle trois expériences doivent être 
réalisées. 
Chaque expérience peut se terminer sur un succès, un 
échec ou ni l'un ni l'autre. Dans ce dernier cas, l'ex-
périence sera rejetée trois fois au maximum après les-
quelles, ·s'il y a encore hésitation, elle sera abandon-
née et l'expérience suivante entamée. 
l ·@l4 ® 2 ~16 
/Y - 00 /1 00 15 - 00 l 
D ~Ef;)1~ 
' 1 
~ 
1 
1 
~ 
ED 
Le noeud représente le point de décision pour la 
première expérience. Si elle échoue, la tâche 3-19 
est activée et la deux ième expérience est entamée lors 
de l'act ivation de la tâche 19-4 0 
Si elle réussit, la deuxième expérience est immédia-
tement entamée par l'activation de la tâche 3-40 
S'il y a hésitation, la tâche 3-10 se réalise o La sor-
tie du noeud 10 est déterministe de sorte que pendant 
que l'expérience est recommencée (tâche 10-3), la tâche 
10-13 est réalisée une première fois o 
Si l'expérience est recommencée pour la troisième fois 
simultanément, la tâche 10-13 est réalisée pour la 
troisième fois le noeud 13 est réalisé . et la tâche 
13-14 également. Cette dernière réalisation entraîne 
la modification du graphe: le noeud 3 est remplacé par 
le noeud 7, ce qui consiste à passer à la deuxième ex-
périence. 
(Cet exemple est tiré de 9). 
'-· 
1 1 ' 1 . ! 
2.7. Techniques d e simula tion 
a. Nous avons vu que la durée des tâches était souvent 
un nombre aléatoire dont la distribution de proba-
bilité et les paramètres y afférents sont connus. 
Nous allons, par un exemple, voir comment, à par-
tir d e ces données , simuler la durée de la tâche o 
Considérons une tâche dont la durée est décrite par 
une distribution exponentiel le. 
Sa fonction de .distribution est, comme nou& l'avons 
vu: 
f (t) = 1 s 
-(x-j)/ 
e S ou 1 f (t) = s 
-x/ 
e S 
où u = S et f1" 2 = s 2 
La fonction de répartition est dé f inie par: 
F (t) 1: 1 -t/ dt = 1- - 1/ t = - e S e S s 
e - t/ s = 1 - F (t) 
t ln [1 - F (t~ = s 
t = (-S) ln [1 - F(t~ 
si J = o 
F (t) est un nombre compris entre O et 1 =9' simuler 
la durée de la t âche revient à générer un nombre alé-
atoire compris entre O et l o Supposons, par exemple, 
1 
que n = l heure et que l'ordinateut génère le nombre 
0.45 : 
t = (-½) ln 1 - 0 o45 0.299 heure. 
Signalons que la plupart des ordinateurs possèdent un 
générateur de nombres aléatoires. 
\ 
1 . 
1 . 1 
Si la durée est décrite par une distribution uni-
forme o 
f ( t) 1 = b - a a ~ t ~ b 
0 t < a 
( t) t - b F = b - a / . 
1 t > b 
si a ! t .! b, 
-
·( t) t b F = b - a > t = (b-a) . F (t) + b. 
et la technique est la même. 
ExemEl e_3 : simulation d'une distribution Erlang 
(a > o) • 
Une Erlang est définie par la fonction de fréquence. 
0 
f (x) = n n-1 -ax 
a x e 
(n - 1) ! 
si 
si 
X < 0 1 
X ~ 0. 
Comme la variable Erlang est définie comme la somme 
den v .a. exponentielles indépendantes de même para-
mètre a, nous l a simulerons en additionnant n valeurs 
simulées de ces exponentielles. 
~~~~E1~-~: simulation d'une distribution N (m, a- 2 ) 
Nous savons, par le théorème de tendance normale, que 
si Y1 ••• Yn sont n variables aléatoires indépendantes 
et identiquement distribuées de moyenne met variance 
2 1 2 
, alors Zn= n L. Yi est une N (m, yî'i ). 
Dès lors l:r_y. 
n 1 - m est N (0,1) o 
/ 
·En particulier, si les Y. sont des v.a uniformes 
1 21 1 
sur [0,1] , m = 2 et cr = 12 
n 
·2_Yi-2 est N (0,1). 
-.}n/1 2' 
Nous pouvons donc assimiler la v.a x = N (m, <r 2 ) de 
maniè re à.obtenir 
X - m = 
<r 
Vnl2' , n x = m + cr ( L Yi - 2) 
Ceci n' e ·st cependant véri f ié que pour n ~ 30 o 
Nous simulerons la variable normale en simulant n 
v.a uniformes sur [o,~ et en procédant comme indi-
qué en {}t). 
~~~~E!~-2: simulation d'une poisson. 
On démontre comme indiqué dans (17 p. III-16) qu'il 
existe un lien entre la distribution de Poisson et 
la distribution exponentielle. 
Sous certaines conditions exposées dans ( 1 7) ·, on 
démontre que la proba bilité pour que x évènements 
surviennent pendant l'intervalle de temps de lon-
gueur test 
- ut 
e 
x! . 
(M) 
et la distribution de l'intervalle de temps entre 
deux occurences successives d'évènements est four-
nie par 
u e - u t 
Pour u = 1, (M) devient ~A ).X 
e x l si l'intervalle de 
temps est [o, À] 0 
Po~r générer une va de Poisson, on g énère dan s 
[o,~ des exponentielles d e paramètre 1, c'est-à-
dire d es intervalles de temps et on s'arrête lors-
que la somme est supérieure à 
. . -.. ... .. 
0' - ~ - -- '••·' ·-- ---···-·· À 
c-à-d. 
lorsque 
x x+l 
L t.~>-< 2.. 
1 l 1 
t. 
l 
A cet effet, on génère des nombres aléatoires u . 0, 1 
l 
tels que 
X 
-~ 
1 
X 
+L 
1 
X 
e 
X 
ïru. 
1 l 
ExemEle_6 
t. = - ln 
l 
ln u. ~-). > + 
l 
ln u. 
l e e 
u . 
l 
x+l 
L 
1 
x+l 
L 
1 
e+l 
-,\ x+l 
~ e > Il 
1 
ln u. 
l 
ln u. 
l 
ln u. 
u. 
l 
l 
simulation d'une distribution beta 
La fonction de fréquence de la distribution est 
f(x) 1 a - 1 (1:-x) b-1 a,b > 0 = B(a,b) X 
où B(a,b) = 1: t a-1 (l-t)b-1 dt 
• 1 
' 
Nou s savons ( 15 p. 204) que si les variables gamma 
sont définies par 
f (x ) 1 - x a-1 0 ~ f 00 = e X X 
x l 1-, (a ) 
et f (y) 1 -y -y b-1 = e 0~ y ~ oo, x 2 1.., ( b) 
alors la variable définie par Xl est une variable 
beta de paramètre s a et b o 
Xl+X2 
Dès lors si a et b sont deux entiers , nous pouvons 
générer la variable beta de la manière suivante: 
1) générons des variables uniforme s 
2) formons 
~ [o , 1] 
. a 
x l = - log (1/ u.) j=l J 
a+b 
x2 = - log ( lï u . ) j=a+l J 
est une valeur générée de la variable 
d é sirée. 
. t ~ 1 1 1 ' 1 ' 
b. Une autre techni que de simulation pourrait être ce 
que nous appe llerons la méthode d e Monte-Carlo { 6 }. 
Cette méthode s'applique essentiellement aux distri-
butions qiscrè tes alors que l'autr e s'appliquait plu-
tôt aux distributions continues o 
Supposons que la probabilité des valeurs A,B et C 
d'une distribution soit 0,8, 0,1, et 0,1 respective-
ment, 
nous construisons une roul~tte que nous divisons en 
trois . parties correspondant à 80 %, 10 % et 10 % de 
80 % 
la surface entière. La 
génération aléatoire des 
résultats A,B ou C sera 
obtenue en lançant la rou-
lette et en notant la sur-
face sur laquelle s'inscrit 
le résultat o 
Supposons un noeud probabiliste dont sont issues 
trois tâches pouvant être activées avec les probabi-
listes 0,6, 0,3 et 0,l. 
1 1 
La détermination d e la tâche activée pourrait se 
faire de la manière suivante 
' 1 
si l'appareil peut générer des nombres aléatoires 
entre 0 et 1, nous déciderons que si le nombre géné-
ré est 0 o600, la tâche A est activée, s'il est com-
pris entre 0.601 et 0.9"00, la tâche Best activée et 
' 
s'il est supérieur à 0 o9, la tâche C est activée. 
des noeuds terminaux; les proba bilités d'exécu-
tion et di stribution de probabilité de la durée 
des tâche s. 
Epfin, seront encore fournis , le nombre J de si-
mulations et des instants t 1 •o• tr. 
2 08 02. DescriE~ion_des_résultats 
Seront fournis en résultats z. et G . (tk) / 
l l 
k = 1 •• o r · pour chaque noeud Vi o 
Deux PilesK et L seront nécessaire s K contiendra 
les t emps de réalisation finale et L contiendra 
les numéro§ des noeuds auxquelles aboutis sent 
· les tâches en cours d'exécution. 
Un générateur de nombre aléatoire sera utilisé 
pour déterminer la tâche qui sera activée à la 
réalisation d'un noeud et pour déterminer la du-
rée d ' activi té des tâcheso 
(a) Initialisation 
j ~ 1 
pour tout i = 2 jusque n,Jeffectuer z. ~ 
pour tout k 1 = 
l jusque r, effectuer G. (tk) ~ 0 l 
. {l}- pour i = l jusque n, effectuer o( . ~ a. l l 
i~ l 
m <-- 0 
(b ) Sortie d'un noeud 
· { 2}--s~E-. - =-0~ ;ffectuer m ~ m + & . 
l l 
sinon , déterminer par génération aléa-
ltoir~ la tâche à activer. Effectuer m < m + 1 
Pour toutes les tâches activ é es , 
d é t e rminer par génération aléatoire 
leur durée de réalisation ; 
ranger dans K leu r temps d e · t ermi-
naison par ordre décro issant de gran-
deur ; 
ranger dans L su i v a nt la même s équen-
ce , l eur numéro. 
(c) Entrée~d~n~ ~n_ no e~d_ 
· { 3 } - si m = o , aller e n · { 5 } 
sinon , effec tuer i ~ L(m). 
o( ~ ôl-. . 
- 1 i l 
Si ol. . > 
l 
o, alie r en · { 4 } 
z· .. ~ z. + 1 
l l 
pour 1 = le p l us petit k ~ { 1. o or~ 
tq t k ~ K (m), 
.,..;r - -
'
e f fectue r G. (tk ) <-- G. (tk) + 1 
l . l 
pour k = 1 .•• r. 
· {~} - Suppri mer K(m) e t L(m) des/ les; 
m ~ m-1; 
s i ri.. . > O, aller en · { 3 } 
l 
s i non , 1 effe c t u e r ~i ~ 
. alle r en · { 2 } 
(d) ,Ç_l2_t~r ~ 
b. 
l 
· { 5 } - si j J, !effectue r j <,- j+l 
alle r en · { 1 } 
pour i = 2 jusque n,i:f fectuer z. <-- z ./J 
l l 
our k = 1 jusque r , 
effectuer G. (tk) ~ Gi(tk) 
l J 
" ' ' 
1 1 ' 1 
2.8 o4. Précision de la simulation 
La précision de l'estimation fournie par la 
simulation, dépend du nombre de répétitions . 
qui ont été exécutées. Trop peu de répétitions 
ri sque de fournir une mauvaise estimation. Par 
contre , si bea ucoup de répétitions fournis sent 
une meilleure estimation , trop de répétitions 
r eprésentent un volume temps-mémoire en partie 
inuti l e . Il convient donc de déterminer au 
mieux le nombre de simulations nécessaires pour 
obtenir une estimation d'une précision voulue • 
. 
Pour déterminer le nombre de -répétitions néces-
saires , intéressons-nous aux intervalles de con-
fi a nce relatifs aux données étudiées o 
Considé r ons la variable dont les valeurs obser-
vées sont z.: z .. Pour un nombre suffisamme nt 
l l 
grand d e répétitions, z est n2rmalem2nt distribué 
N ( s . ) , s2 1 ( n - -z t l' m, -2:_ ou . = n-l r z. - n . es es-i =l l 1) . y;; l 
timateur sans biais de la variance. 
• nès lors, si Vot..; . (notation trouvée dans . { 17 }) 
2 
est la valeur pour laque lle la fonction de répar -
tition de la v.~N (0,1) est égale à 1- ~/, 
. 2 [zi_ - Ve1../
2 
Si , Zi + Vc,1../ Si J 
Yn 2 Vn 
est un intervalle de confiance au niveau de pro-
babilité • (n y représente le nombre de répéti-
tions). 
Si l'on désire que l'erreur absolue entre Z et Z. 
l 
n'exécède pas une valeur déterminée A, 
') 1-zi -zilf A, il suffit d'arrêter la simulation 
S . A 
lorsque~~ 
Yn Vr:;1../ 
2 
s2 
n ). i 
v2 
°'y 
Ceci devant être vrai 
n ~ max 
i = 2, ... ,n 
2 
s~ 
J_ 
2 
V°"/ 
. 2 
2.9. Le GERT III 
Nous p r ése nterons ici quelque s caractéristiques du 
GERT III notamme nt le format des données en entrée 
et en sortie, ainsi que quelques extensions du program-
me le GERT III Q, GERT III Cet GERT III Ro 
Nous avons déjà vu que ces programmes écrits en 
FORTRAN IV étaient.-dus à Stritsker et Burgess, et 
dataient de ·1969-1.970. En terme de simulation, ce sont 
des programmes du type "simulation de l'évènement 
suivant" (next-event simulation) o Ceci veut dire qu'à 
chaq'l).e moment, on étudie l'évènement qui va se produire 
et on le simule o 
Ces évènements sont de trois types :- début de la simu-
latio~, fin d'une tâche et fin de _la simulation. Le 
d~but de la simulation provoque la réalisation de tous 
les noeuds-source et des tâches qui en émanent, en ac-
cord avec la fonction sortie de ces noeuds. L'évènement 
"fin d'une tâche" indique la réalisation d'une tâche et 
l'évènement "fin de la simulation" est produit . lorsque 
les conditions indiquant cette fin sont satisfaites. 
La procédure utilisée correpond en grande partie à celle · 
développée en 2.2.8 •• Des détails supplémentaires peuvent 
être trouvés dans · {x3} bien entendu, mais auss~ { 9 }. 1 
Les données du GERT III sont reprises sur, au plus, 7 
types de cartes différentes dont la description générale 
est la suivante 
TYPE: 1 information, d'identification, nombre de simu-
lations. 
Type 2 : données générales sur les noeuds, les compteurs 
et les modifications du graphe o 
1 
1 
1 
Type 3 
Type 4 
Type 5 
Type 6 
descript i on de chaque noeud (1 c arte par 
noeud ) . 
paramètres associés aux distributions de 
probabilités de durée d es tâches. 
description des tâches (1 carte par tâche). 
modification(s) du graphe désiré(s) : (1 carte 
par modification). 
Type 7 : numéro des exécutions . 
Çonsidérons l' exemple suivant: 
Nous remarquons que 
si les trois t âc hes qui y aboutissent sont réalisées. 
Nous désirons le temps écoulé entre la réa~isation 
de la première et de la troisième. D'où le type D du 
noeud. 
Le noeud 7 est un noeud-repère qui sert de référence 
pour le noeud 11. Le temps collecté en 11 sera celui 
écoulé depuis la réalisation de 7. 
Le · noeud 8 est du type B. Nous y récolterons le temps 
écoulé entre ses réalisations successives. Ceci nous 
permettra d'obtenir le temps de passage dans le cycle. 
Le graphe peut subir la modification suivante : 
- si 1 est réalisée en premier lieu, le noeud 10 est 
remplacé par le ~3. 
- si 2 est·réalisé en premier lieu, le noeud 10 reste 
dans le graphe ou y revient s'il n'y était plus o 
Le rioeud 12 étant terminal, les statistiques temporelles 
y seront récoltées. Comme leur type n'est pas spécifié 
par défaut, elles seront du type F. 
Les distributions des durées des tâches sont codées de 
la manière suivante: 
1 = constante; 2 = normale; 3 = uniforme,; 4 = Erlang; 
5 = lognormale; 6 = poisson; 7 = .beta ; 8 = gamma; 
9 = beta à 3 paramètres; 10 = constante spéciale; 
11 = triangulaire. 
Chacune d'elles requière la connaissance des paramètres, 
qui la caractérisent: 
1 la valeur de la constante, 
2 moyenne, maximum, minimum, écart-type •• o 
l'ensemble des paramètres associé à la distribution de · 
la durée d'une tâche est spécifiée par un numéro. 
[o. 6, 3' 
/ \ 
Probabilité n° de Type de la 
de la tâche référen- distribution 
ce de · 
l'ensemble 
de~ paramètres. 
Réf. ·no 3 
a m b 
3.0 Bo0 14o0 
. 1 
Les données de la simulation seront 
""ACTIVITY PARAMETEHS .. 
PARAMETER PARAMETERS 
NUMBER 2 3 4 
1 10 .0000 00 100 .0000 0.1000 
2 2.0000 00 100 0000 2.0000 
3 3 .0000 0 .0 5.0000 0 .5000 
4 4 .0000 0 .0 100 0000 1.0000 
5 5.0000 0 .0 100 .0000 0 .0 
6 G.0000 0 .0 100.0000 0 .0 
7 0 .6425 -5 .0000 5 .0000 1.4920 
8 8 .0000 0 .0 100 0000 0 .6000 
9 3.0000 2.0000 5 .0000 0 .0 
10 0 .0 . 0 .0 0 .0 0 .0 
11 1.3580 0 .0 100.0000 0 .2180 
''ACTIVITY D i:SCR IPTION .. 
STAR T END PARAMETER DISTRIBUTION COUNT ACTIVITY 
NODE NODE NU MBER TYPE TYPE NUMBER PRO BABILITY 
2 · 3 1 2 0 0 1.0000 
2 4 2 4 0 0 1.0000 
2 5 3 3 0 0 1 0000 
3 6 4 4 - ·1000 0 1.0000 
4 6 5 6 - 1000 0 1.0000 
5 6 6 1 -1000 0 1.0000 
6 7 1 1 5 0 0 1.0000 
7 8 8 1 0 0 1.0000 
8 9 9 9 0 0 0 .6000 
8 11 7 8 0 0 0 .4000 
9 10 3 7 0 1.0000 
9 10 9 3 0 2 1.0000 
10 8 10 1 0 0 1.0000 
11 12 2 0 0 1.0000 
13 8 0 1.0000 
.. NETWORK MODIFICATIONS ' " 
ACTIVITY NODE FILE NODE FILE NODE FI LE NODE FILE NODE FILE NODE FILE NODE 
1 10 13 
2 13 10 
Ce qui deviendra sur carte: 
Al l f EAT Un (S ·· 1 5701973 500 11 40 
13 G 1 
2 1 D 
3 1 1D 
4 1 1D 
5 1 1D 
G 3 3 D 1 1 D 
7 4 1 1D 
8 3 1 1 p 1 1 0 
9 3 1 10 27 5 F 
·10 3 1 10n 30 2 A 
11 3 1 D 8 2 1 
12 2 1 D 35 2 A 
13 1 1D 
0 
- -
10 0 100 1 
2 0 100 2 
3 0 5 5 
4 0 100 1 
' 
5 0 100 
G 0 100 
.6425 - 5.0 5.0 1.492 
8 0 100 6 
3 2 5 
0 
1.358 0 .0 ·100.0 0 .218 
2 3 1 2 
2 4 2 4 
2 5 3 3 
3 6 4 4 
4 6 5 6 
1 5 6 6 1 
1 6 7 11 .5 
1 7 8 8 1 
6 8 9 9 9 
4 8 11 7 8 
9 10 3 7 
9 10 9 3 2 
10 8 10 1 
11 12 1 2 
13 8 1 1 1 
0 
1 10 13 0 
2 13 10 0 
0 
- -
1 5 
17G7 
. 
1 carte du type 1 
1 cart e du type 2 
13 cartes du type 3 
11 cartes du type 4 
16 cartes du type 5 
3 cartes du type 6 
1 carte du type 7 
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2) Les stati s tiqu e s collectée s aux noeuds où elles 
d e v a ient l' ê t re . 
Nous v oyons pa r exemple, que le brancheme nt dans 
le cycle s' e ffectuera dans 56,6 % des cas à l'is-
sue du noeud 8. 
La réalisation du noe ud 12, c'est-à-dire l'achève-
ment du projet s'effe ctuera en moyenne au bout de 
53.545 5 unité s de temps. 
La valeur minimale de la durée d'achèvement du pro-
. 
jet s'est avé rée être 29.5463 unités et la durée 
maximale peut aller jusque 148 unités. Le temps écou-
lé .en moyenne entre la réalisation du noeud 7 et du 
noeud 11 s'avère ê tre 27.8881 unités. 
En 500 simulations , le noeud 10 a été réalisé 697 
fois. En moyenne, l a réalisation a été effectuée au 
bout de 46.5107 un i tés de temps. Bien que les statis-
tiques qui y sont collectées sont celles de toutes 
les réalisations, nous pouvons calculer la probabi-
lité de réalisation du noeud 10 en une simulation et 
le temps de réalisation du noeud 10. 
Le nombre de fois que le noeud 10 est réalisé 
. 1 t· t 697 t 1 t d ~ sur une simu a ion es 500 , e e emps e rea-
lisation sur u ne simulation est obtenu en divi-
sant la .somme d e toutes ces réalisations par ce 
nombre. 
Le temps écoulé entre la première activation du 
noeud 6 et sa réalisation a été en moyenne de 14 
unités. 
3) 
DATE 5/ 20/ 1973 
" FINA L RESULTS ron 500 SIMULI\TIONS "" . 
JJ. OF 
~r NOD E PR OO ./COUNT MEAN STD. DEV. ons. MIN. MAX. NODE TYPE 
12 1.0000 53 .5455 23 .42 90 500. 29 .5463 148.3445 A 12 0.8940 1.2923 500 . 0.0 7.0000 6 1.0000 14.2856 3.898 7 500. 4.2100 35.34 49 D 6 0.0 0 .0 500. 0.0 0.0 11 1.0000 27 .888 1 23. 1954 500. 8.0286 125.6182 11 0.8940 1.2923 500. 0.0 7.0000 10 0.5660 46.5107 21.7!102 69 7. 23 .3 519 132.5558 A 10 0.8838 1.2373 697. 0.0 6.0000 9 0.5660 26.7693 3.7985 283. 21.77 3 1 46.9250 F 9 0.0 0 .0 283 . 0.0 0.0 8 1 .0000 17.0576 7.1713 11 97. 4.1900 44.8769 n 8 0.8881 1 .2601 11 97 . 0.0 7.0000 
La tâche i3 - 8 a été désign é e comme compteur de 
type 1 . Cela s ignif i e que pour cha cun des noeuds 
spéc i fi é s, on d onne le nombr e de fois que la tâche 
13-8 a été r éalisée ava nt la r é alisation d e ce 
noeud o 
Ainsi 13-8 a été réalisée en moye nne 0.8940 fois 
avant la réa li sation du noeud 12, en moyenne 0 fois 
ava nt la réa li sation du noe ud 6 etc 
• • 0 
Le s histo9:ra mme s 
LOW ER CE LL 
NODE LIMIT WI D TH FREOUENCl[S 
12 35.00 2.00 90 46 41 29 14 14 17 22 14 36 ·12 
9 14 7 8 12 4 12 11 9 3 5 
5 5 6 4 4 5 2 4 4 32 
6 1.00 1.00 0 0 0 0 0 0 0 0 5 84 
70 74 64 35 27 35 30 '27 8 12 5 
6 2 5 2 2 0 3 0 0 3 
11 8.00 2.00 0 97 52 73 7 12 13 2 15 22 25 
32 8 11 6 5 3 13 9 13 6 5 
2 7 4 2 5 10 3 3 34 
10 30.00 2.00 183 45 52 23 20 10 29 41 27 27 27 
10 15 12 14 23 10 7 11 7 4 8 
7 11 7 6 4 2 3 4 5 43 
9 27.00 0.50 181 12 6 8 10 6 9 8 16 4 3 
2 5 0 2 2 0 0 0 0 
2 0 0 0 0 1 0 2 
8 1.00 1.00 0 0 0 0 24 124 82 20 0 0 0 
0 0 4 63 174 159 45 2 56 80 73 
71 41 31 33 29 33 12 12 6 23 
Ainsi pour l e noeud 12, la borne inférieure des 
classes est 35 000, et la longueur des classes 
2.00. Le nombre de réalisations dans ces inter-
valles de temps est donc : 
Classe 
35.00-37.00 
37 0OO -39. OO 
39.00-41 000 
41.00-43 000 
43.Ô0-45.00 
4 5 • 00 -4 7 •. 00 
4 7 • 00-4 9 0 00 
49 000-51.00 
Nombre 
réalisation 
, ... 
etc •• o 
-
Nombre de réalisation 
90 
46 
41 
29 
14 
14 
17 
22 
etc o •o 
\ classes. 
35 37 39 41 43 45 47 49 51 53 0 0 0 
Le programme GERT III permet un maximum de 999 
noeuds, de 999 tâches, de 4 types de compteur, de 
300 ensembles de paramètres, de 300 çartes de données. 
Le GERT III Q 
Ce programme perme t d'analyser des programmes com-
piexes avec file d'attente. 
, Pour cela, il utilise des noeuds de type Q capables 
de mémorisation o Ces noeuqs représentent les files 
d'attente en ce sens que lorsqu'ils sont activés, 
soit ' la tâche qui en est issue est activée, soit le 
nombre dans la file est incrémenté de 1. 
Pour chaque noeud de type Q, les informations sui-
vantes sont requises 
- nombre initia l d'éléments dans la file, 
- nombre maximum d'éléments possibles dans la file, 
- le noeud que l'élément joint s'il ne peut entrer 
dans la fi.le, 
- le type de· priorité utilisé dans la file (FIFO-
LIFO ) •· 
Les tâches issues d'un noeud de type Q sont les ser-
veurs du processus. 
Les limites suivantes sont imposées aux noeuds de 
type Q: 
une tâche de service (= serveur) ne peut aboutir 
à un noeud de type Q, 
les tâches aboutissant ou issues d'un noeud Q ne 
peuvent être des types de compteur, 
- si le nombre maximum d'éléments de la file n'est 
pas spécifié, une valeur est donnée par défaut o Si 
aucune file n ' est requise, la valeur -1 doit être 
spécifiéeo 
Les résultats collectés sont: 
- le nombre d'éléments dans la file, 
- le temps d'occupation ou d'utilisation des serveurs, 
le nombre d' élément s n ' ayant pu se joindre à la 
fil e p ar uni té de temps. 
Considérons l' exempl e d e situation à 
d'attente et serveur unique. 
simple fil e 
© 
Le noeud 3 représente la génération des entrées dans 
le système . La tâche 3-3 représente le temps écoulé 
entre deux entrées dans le systè~e . 
La sortie du noe ud 4· est l'entrée dans le noeud 5 
de type Q. Il y a trois éléments initialement dans 
la file et sa capacité maximale est 6. La tâche 5-6 
représente le serveur et sa durée, la durée du servi-
ce. Pour l'obtenir, le noeud 5 sera un noeud repère 
(type M) et le noeud 6 (type I). 
Le noeud 10 est le noeud de d éroutement . lorsque la 
file est pleine. Le noeud 7 est utilisé pour étudier 
le temps écoul~ entre les réalisations successives 
de 6. 
Le noeud 8 ipécifie le nombre de réalisations du 
noeud 6 nécessaires à l'achèvement du processus. 
Le Gl"::RT III R 
Le GERT III ne tient pas compte des ressources uti-
lisé es par les tâches o Le GERT III R bien. Il permet 
d'a ssocier à chaque tâche un nombre spécifié de res-
sources pouvant aller jusque 3 o L'utilisateur peut 
alors introduire des contraintes tel que le maximum 
de ressources utilisa bles. 
Une tâche ne pourra d émarrer que lor sque les ressour-
ces n écessaire s à sa réal isation sont disponibles o 
De même lorsque l'évè nement "fin de tâche" survient, 
les ressources qui étaient allouée s à . la tâche 
redeviennent disponibles o 
Il ~'existe pas de méthode unique et précise de ges-
tion de problème avec allocations de ressources. Le 
GERT III Rest avan~ tout un outil de recherche d'un 
bon développement pour la gestion de ·ces problèmes. 
Le GERT III C 
Ce programme est une modification du GERT III qui 
permet d'introduire la notion de coût associée à 
c haque tâche o Il permet ainsi de calculer des choses 
tel que le coût dépensé jusqu'à ce que tel noeud 
soit réalisé. 
Les coûts assoc i és aux tâches sont de deux types. 
Les coûts fixes (FC) pris en compte dès le début de 
la tâche et les coûts variables (VC ) par unité de 
temps d'exploitation de cette tâche. De sorte que le 
coût total pour la réalisation d'une tâche 
TAC= FC + VC. t où test la durée de réalisation 
de la tâche . 
. Nous constatons de la ·même manière que si la dis-
tribution d e test une variable aléatoire, il en ira 
de même pour TAC. 
Les statistiques de coûts ne sont relevées qu'aux 
mêmes noeuds que les statistiques temporelles. Elles 
différ ent aussi suivant le type de noeuds. 
Type F: le coût c a lculé est la somme des coûts de 
toute s les tâches du graphe, achevées ou 
en cours. 
Type A 
Type I 
Type D 
Type B 
le coût est calculé à chaque réalisation de 
la même manière que pour le type F, et, à 
l'i~sue de la simulation la moyenne est cal-
culée. 
les coûts sont calculés à partir de la réa-
lisation d'un noeud-repère. 
on considère l'accroissement des coûts entre 
la première activation et la réalisation 
du noeud. 
on considère les coûts encourrus entre 
chaque réalisation. 
Les coûts fixes et variables sont spécifiés parmi 
les données dans l'ensemble des paramètres éaracté-
risant la tâche. 
Statistiques collectées et histogrammes sont éga-
lement des résultats possibles comme l'indique 
l'exemple 
•UCl lVllY OéS ( R !PT\H,"• 
SfA Rf [NO PAR AM[ l ER DISTRI BU TION AC r 1 VI T y r ~ n 'I h (' 1 L 1 T y 
NUI-IB(R . 
r- I X~ Ll 
crsr 
NODE HODE Nv MUER TYPE 
NOOE 
13 
COST 
Statistiques collectées et iistogramœs sont ·égalerrent des résultats 
possibles carrme l'indique l' exerrple. 
••FINAL RESULTS fOR l SI MU LAT 1 o~s .. 
PR08A81LITY MEAN STD.OEV. r.G GF MIN. MA X. NUOE TYPE 
oas. 
1.0000 180.0000 0.00 00 1 • 10 0.)J()O 180. 0000 F 1 00 0 l 0.0000 0.00 0 0 l • 0.00)0 0.000:> 
3. RESOLUTION ANALYTIQUE BASEE SUR LA REGLE DE MASON 
Nous c ommencerons par considérer des graphes où ne figurent 
que des noeuds EOR. Nous commenterons ensuite ceux où figu-
rent d es noeuds AND et IOR. 
3.1. La fonction W 
A chaqu e arc du réseaux sont associés deux paramètres 
0 la probabilité que l'arc soit activé si le noeud 
dont il est issu l'a été, 
0 la fonctio n d e distribution du temps nécessaire 
à l'achèvement de l'activité qu'il représente 
(p .. , f .. ( t)) 
I~ lJ lJ 
1
~ 
~ ------0 
A la distribution de probabilité du temps est associée 
une fonction génératrice des moments définie par 
M .. t(s) = lJ, 
Exemples 
= J e st f .. (t) dt 
t lJ 
= 
si test une variable 
continue 
ft est fij(t) 
si test une variable 
discrète. 
- si test une constante= t, 
. . 0 M .. t (s)· = lJ r 
st 
e o 
- si t se distribue suivant une loi exponentielle 
(f (t) = A e- À t), 
). 
(t <À) 
- si la distribution de t est une loi normale: 
f(t) == 
M == t 
~e~aE_q~e .§_· 
1 -(t-u)
2 
e 2 (J 2 
21f 
2 
ut+l o-2t 
e 2 
, 
Comme f(t) est ·une fonction de distribution, j f ( t) dt == 1 
)- Mt (o) == f e 0 t f (t) dt = f f (t) dt = 1. 
Nous défmirons l a fonction -J.i/ associée à l'arc a 
w 
a 10----0 
M (s) 
a 
b) Fonction - W de systèmes en série 
Kf>--P_a __ M_a_-----1<0;,--·-P_b __ M_b _ Kv 
wa Wb 
La probabilité de réalisation des deux activités 
successives est: 
P = Paf\ Pb = Pa ·Pb comme probabilités indépendante 
,D' autre part, nous pouvons montrer que si a et b 
s ont deux variables indépenda ntes , 
Dè s lors , la fonction -w assoc i ée aux s ys tèmes en 
s é r i e sera d éf i nie par 
c) Fo n ction_-W_d e _ systèmes_en _ _ earallè le 
La proba bilité de réaLisa tion de deux activité s 
para llèle s, e s t four nie p a r la p r oba bilité d e l eur 
union p = Paub = Pa + Pb - Pa n b" 
Or, lors d'une même réalisa tion, au même moment, 
seul l'un d e s deux a rcs p e ut ~tre emprunté ~ 
p =Pa+ pb. 
Comme un seul des deux arcs peut être parcouru à un 
instant donné, 
l W = Pa Ma+ Pb Mb 
·--
, Si M est la fonction génératrice des moments as -
' 
socié e a u système , la relation devient : 
P M - p . - a 
·pa Ma + Pb Mb 
M = 
Pa+ Pb 
d) Que lgues_ErOEr iétés_de_la_fonct ion_gé nératrice _des 
mome nts . 
Ces propriétés sont des théorèmes démontrés en pro-
babilité. 
Etant donné une varia ble aléatoire X, son espérance 
notée EX est définie par 
E;~ . = ~ X . p. 
1. 1. 
si X est discrète 
= j x f (x ) dx si X est continue o 
La fonction génératrice des moments associées à X 
sera 
M (t) = 
X E 
tx 
e 
~r~p~i~t~ 1 Si EX existe, EX= M~ {o) où Mdésigne 
la dérivée première de M par rapport à t. 
Plus généraleme nt, EXk = M{k) (o) où M(k) désigne la 
X 
dérivée d'ordre k. 
~rQp~ i ~ t~ ~ : Si X e t Y sont d e s varaibles indé-
pendantes, MX+Y = MX My 
~rQp~i~t~ 3 : comme la variance de X est 'définie 
par Var X = EX 2 (EX) 2 , 
Var X = ) 2 M. (o) _\?M (o) 2 
J t2 L1t J 
Dè s lors, connaissant la fonction génératrice des 
moments d'une variable aléatoire, nous pouvons en 
déduire non seulement sa moyenne mais aussi sa va-
riance. 
Définitions 
On .appelle moment d'ordre k, mk, l'espérance EXk. 
On appelle moment centré d'ordre k, uk, l'espérance 
E (X-m)k. 
La moyenne est un moment d'ordre 1 
La variance est un moment centré d'ordre 2. 
-3.2. Règle de Mason pour la résolution des graphes de flux 
Un diagramme de flux est la représentation graphique 
de relations entre variables. Le diagramme se compose 
de variables représentées par les noeuds et par les 
relations qui existent entre elles, représentées par 
les arcs joignant les noeudso 
~xem:ele 
Considérons le diagramme de flux exprimant la rela-
tion Y= RX X R y 
o-----~---o 
•· Le s e ns de la f l è che est importa n t car il indique 
que X e st la v ar iable indépendante et Y, la variable 
dépe ndante. 
Si nous inversons le sens de la flèche, nous ex-
primons la rela tion liant cette fois X à Y, c'est-à-
dire X= (1/R) Y. 
X 
o--- - •,----~o 
1/R y 
Nous obtenons de cette manière ce que l'on appelle 
le chemin inverse. 
Les équations topologiques fournissent une méthode de 
résolution des diagrammes de flux les plus complexes. 
Elles reposent sur les concepts de boucles ou cycles 
d'ordre n. 
Vn cycle d'ordre 1 est ce que nous avons toujours 
considéré comme cycle, à savoir une suite d'arcs 
telle que tout noeud soit commun à deux et seulement 
deux arcs du cycle, l'un y aboutissant, l'autre en 
émanant. 
Un cycle d'ordre n est formé den cycles d'ordre 1 
disjoints c'est-à-dire n'ayant aucun noeud en commun. 
Dans ce diagramme, nous pourrons ainsi distinguer 
trois cycles d'ordre 1 formés respectivement des 
a rcs w1 e~ w2 , w3 et w4 , w5 et w6 , et un cycle d'or~ 
d re 2 formé des · arcs w1 , w2 , w5 et w6 • 
Un diagramme fermé est un diagramme composé entiè-
rement de cycles o Le diagramme qui nous sert d' exem-
ple n'en est pas un. Pour qu'il le devienne, il fau -
drait joindre le noeud 5 au noeud 1 par un arc de 
sens 5 • 1. 
L'équation topo l ogique pour les graphe s fermés 
indique que 
la somme des cycles ainsi définis 
est toujours nulle. 
c ) Fonction_-w_associée_aux_cycles 
Un cycle peut être considéré comme système d'arcs 
en série o Dè s lors, la fonction -w qui lui est as-
sociée sera le produit des fonctions -W des arcs 
qui le composent. 
Nou s noterons L . (m,s) la fonction -W au iè cycle 
1 
d'ordre m. Dans no~r~ exemple si w1 , w2 etc • o • 
sont les fonctions - W des arcs, nous pourrons défi-
nir, 
Ll (1 , s ) - Wl w2 Ll (2, s) = Wl w2 ws w6 = 
Ll (1, s) 0 L3 (1,s). 
L2 (1 , s ) = w3 w4 
L3 (1, s ) = ws w6 
Ces notations d éf inies, l' é qua tion topologique 
devient 
IH (s) = 
où L. 
l 
L. 
l 
1 +[ L (-l)m Li (m,s) = 0 
m i 
(1,s) =1f wj (s) où j .indique 
j le cycleo 
(m, s) = 11 Lk (1, s) o 
k 
d) Rè~le_de_Mason 
les arcs formant 
Nous avons déja dit que l'équation topologique n'était 
applicable qu'aux diagramme s fermés ce qui n' é st p a s 
le cas de celui présenté ci - dessus o Notons cependant 
que tout diagramme peut être rend·u fermé par l 'ad-
jonction d'un a r c fictifo 
Considérons par e x emple le système non fermé auquel 
est associé la f onction -W: WE 
I 
I 
------------~---
(l.. 
' \ 
" 
Nous pouvons le fermer en lui adjoignant ·1 1 arc fic-
tif a o 
' 
I 
I 
Désignons par W la fonctioh -W qui lui est asso-
a 
ciée. L'équation topologique est cette fois appli-
cable a 
Le diagramme forme un cycle d'ordre 1 dont la fonc-
tion -w est WE Wa. 
• H (s) = 1 - W ( s) w ( s) = 0 . E a 
1 
1 
-4, w (s) = WE ( s) a 
Appliquons le même raisonnement au diagramme pré-
cédent. Complétons-le pour le rendre fermé o 
Il devient: 
k2>, 
1 
' 
' 
' l 
------------------ --- ---------<--------- ----~ 
Nous y trouvons quatre cycles d'ordre 1 
w3 w4 , w5 w6 , w1 w3 w5 w7 wa, 
et un cycle d'ordre 2 : w1 w2 W5 W6 a 
• l'équation topologique sera : 
H (s) = 1 - w1 w2 - w3 w4 - w5 w6 - w1 w3 w5 w7 wa + 
w1 w2 w5 w6 = o 
Dès lors si WE est la fonction -W associé 9-u sys-
tème ouvert initial, nous savons que: 
1 
w 
a 
D'une manière g énérale, l'équation topologique pou-
rra s'appliquer aux diagrammes ouverts et fournira 
. . 
une valeur de WE donnée par la formule 
~ (s) [ 1+.l:. m- ] P . (-1) L (m,s) 
w = J J m E H (s) 
où P. (s) = fonction -W du jè chemin o J 
! (m) = somme des cycles d'ordre m disjoints 
du jè chemin. 
H ( s ) = valeur de l'équation topologique pour 
= 0 
Cette équation que l ' on peut encore écrire: 
w = E 
l: (chsnins x ~ cycles qui en sont disjoints) 
Z cycles 
s ' appelle la règle de Mason o 
w 
a 
3.3 . App l ication à l' évaluation de résea u x o u-ex clu sif 
~~~~E±~: l e_v ole u r _d e_Ba gdad 
Le vole ur d e Bagdad a été enfermé d an s un don jon don t 
on p e u t sortir par troi s p o r t es . L'une d'elles s 'ouvre 
sur un tunne l que l'on t rav erse e n un jour; une d euxiè-
me, sur µn tunnel que l'on traver se en troi s jour s, e t 
la troisième, sur · la liberté o 
A cha que fois que le voleur r e v ien t dans le donjon (les 
tunnels l'y ramè nen t) son e x p érience ne lui s ert à r ien . 
Cette situation peu t être décrite par 
Mf (s) = e os= 1, M· (s) = es et M. (s) = e 3 s o 
S l 
Trois cycles d'or dre 1 dont les fonctions·- W sont 
respectivement 
~ H (s} = 1 - W. - w - Wf WA = 0 l s 
1 
- w - w 
=> WA 
L s 
= 
wf 
WE 
wf 
w5] 
= 
1 - w -L 
~ WE 
pf wf 1/3 
= = 3s s 1 - p. W. - p w 1 - 1/3 e - 1/3 e 
J_ J_ s s 
De cette expression, nous pouvons d éduire deux choses 
importantes qui nous renseigne ront sur l' évaluation 
cherchée: 
b) 
car ME (o) = 1 : ici pe = 1 ) a 
une probabil i té 1 de sortir un jour ou l'autre o 
Comme ME (0) = 1, 
WE (s) pe ME (s) 
= = ME (s) 
WE (0) p e 
• ME (s) . = 
WE ( s) 
WE (0) 
Ici, WE (0) = 1 • ME ( s) = 
1/3 
3s 1-1/3 e - 1/3 e 
Conséguence 
s 
Comme l'espérance de durée, c'est-à-dire, le moment 
d'ordre 1 MlE vaut: 
ME ( s) l s = O, 
r:: 
. - - ..... --
MlE· 
<";) 1 3 
\ s 
= 
'() s 1 l/3e 3s 1/3 s 0 - - e = 
- 1 s 3s 1 e - e 
= 3 3 1 e3s 
- l es)2 (1 3 3. s = 0 
1 4i3 
= 3 1/9 
= 4 unités o 
L'espérance de la durée nécessaire à la fuite du 
voleur est 4 jours. 
Pour le calculer, nous avons utilisé les formules: 
Pe = WE (0) 
WE (s) 
ME (s) = WE (0) 
MlE = 
'd (s) 
1 s 
ME 
~s = 0 
D'une manière plus générale, le m9ment d'ordre j 
est fourni par 
[ mjE 
'J j 
1 s 
0 1 
= j ME (s) r;; s = 
3.1 0 Autres exemples 
a. Réseaux_à_multiEles_cycles · { 9 } 
Wr 
I w, 1 
' 
1 
I 1 
I 1 
----------- '1/wE -----~------- - \ 
C;:t:cles d'ordre 1 d'ordre 2 
Ll (1, s) Wl w2 w3 1 L8 (2, s) Ll L5 = = 
~E 
1,,2 (1, s) = w4 ws Lg (2, s) = L L6 1 
L3 ( 1, s) = w6 w7 L10 (2,s) = L2 L3 
L4 ( 1, s) = w2 w6 wa ws L11 (2,s) = L2 L6 
L5 ( 1, s) = w9 WlO L12·(_2,s) = L3 LS 
(1, s) Ll3(2,~) = L5 L6 L6 = Wll Wl2 
L7 (1, s) = w· w6 Wl2 Wl3 w9 ws 2 
d'ordre 3 
Ll4 (3, s) = Ll LS L6 
L'équation topologique donne 
H (s) = 1 - (L 1 + L 2 + o •• + L7 ) + (L8 + • o • + L13 ) 
- Ll4 
= 1 - (L1 + L2 + . o . 4 L7 ) + (L1 L 5 + • o • + LS L ( 
- L1· LS L 6 = 0 
•. en remplaçant L. (m, s) par W. (s) et en 
l . J 
. J 
mettant WE en évidence dans un membre, 
l-W9 wlO - wll wl2 + w9 wlO wll wl2 ] 
wE = w1 w2 w3 [ ----------------
H (s) 
1~ =O 
où H (s) l/W = 0 = 1 - cw4 w5 + w6 w7 + w2 w6 w8 w5 + 
E w9 w10 + wll w12 + w2 w6 w12 w13 w9 ws> 
+ w4 ws cw6 w7 + w11 w12> + w6 w7 w10 + 
w9 wlO W1i wl2 ° 
b. ~oeuds à multiples entrées et sorties 
(Réseau 1) 
Ce réseau peut être réduît au réseau suivant 
(Réseau 2) 
" 
En effet, considéron s le· transfert du noeud 1 au 3 
possible dans le réseau l o 
:<-
=y H ( s) 1 - w = w w = 2 1 .. 3 
(Wl w3 
= 1 - w -2 
Wl w3 + W4 w6 
=> 1 - w = 2 WEI 
Wl w3 + w4 w6 w3 
) WEI = 1 - w 2 
1 
- - -
WEl 
+ w4 
WEl 
w3 
w3 
-. 
Cycles d'ordre 1 
(1, s) =W 2 
(1, s) 
= wl w3 l/~1 
(1, s) = w4 w6 w3 1/ w El 
W4 W6 _W3 
1 
WEl 
w6 W3) 
= 0 
(Wl + w4 W6) 
1 · - w2 ' 
De la même manière, nous pourrions montrer que 
WE2 = w4 w2 
w = w 3 ws w6 
E3 l - W 
2 
WE4 =· w5 W7° 
c. Déve loeeement_de_fonctions_~énératrices_des_moments 
Nous allons voir que l'évaluation de réseaux GERT 
permet de déduire les fonctions génératrices des 
moments de lois de probabilités familières. 
Considérons, par exemple, la loi de probabilité 
binomiale négative. 
Le problème consiste à déterminer le nombre d'échecs 
encourrus avant le rè succès lors d'une suite d'es-
sais indépendants. 
A . chaque essai, la · probabilité de réussite est pet . 
celle d'échec est q, avec, bien entendu, p + q = l o 
La représentation en GERT de ce problème pourrait 
être . . 
~ t.b q t.A qe. 4 
~ ( ~ I 
Considé rons un élément d~ base d e cette représen-
tation : 
qe.~ 
\ I + 10 <> ..,. 
Par méthode expliquée en (b.), cet élément peut 
être réduit à : 
o-· ---p 
s 1 - qe 
Le réseau étant une -série de· r élément de ce type, 
nous pouvons en déduire que . . 
WE (s) = [ 2 Jr s 1 - q e 
WE (s) WE ( s) p 
3/ ( s) = = = W• (s) =[ ME 
WE (0) 1 E 1-qe 
De la même manière, nous pourrions chercher la 
fonction génératrice des moments de : 
- la loi géométrique o 
- La loi binomiale. 
s 
r 
J 
D'autres exemples peuvent être tro4vés dans { 9 lO 11 }, 
entre autres, des résolutions de problèmes probabi-
listes complexes , de problèmes de recherche et déve-
.. loppement o 
3.5. Compteurs et fonctions génératrices des moments 
conditionnelles 
Il est souvent inté ressant dans les problèmes d'inven-
taire, de maintenance, de fiabilité, etc • o o d'étudier 
le nombre relatif d'exécution d'une partie du réseau 
sur un temps d'exécution donné! ou le temps du nè retour 
à un élément etc 
Un compteur est un mécanisme permettant de déterminer 
le nombre de fois qu'un élément est traversé. Cet 
élément peut être une branche, un noeud ou une suite 
de branches. 
Branche 
La fonction génératrice des moments d'un compteur 
ester, c'est-à-dire la FGM d'une constante égale 
à 1. Ceci est dû au fait qu'un compteur est consi-
déré comme une variable aléatoire incrémentée par 
· 1 à chaque fois que l'arc est traversé. 
Considérons, par exemple, le réseau suivant 
w,; 
(réseau 1) 
Si nous v oulons compter le nombr e de fois que le 
cycle (!of) est parcouru, nous lui adjoignons la 
FGM du compteur 
~ 
~5 
1 C 2s 
ws (s,c) 
- 2 e e = 
Cycles d'ordre 1 d'ordre 2 . 
Ll (1, s) Wl w2 1 L4 ( 2, s) = L L3 = WE 1 
L2 (1, s) = w4 w3 
L3 ( 1, s) = ws 
~ H (s,c) 1 - w w2 1 - w w3 ws + Wl w2 ws = -1 WE 4 
1 
= 0 
WE 
~ 1 - w w3 - w + 
Wl w2 
(WS - 1) 0 = 4 5 WE 
~ 1 - w4 w3 - w = 
Wl w2 (1 - w ) 5 WE 5 
Wl w2 (l-W5 ) ~ w = E 1 - w w3 - ws 4 
. 
2 4s (1 1 C e2s) ( s , ·c) 3 e - - e ? WE = 2 
1 1 e6s 1 C 2s 
- 6 - - e e 2 
WE(s,c) 2 4 S (l 1 C e2s) 3 e -e 
~ - M (s,c) WE (s,c) 2 = = = E WE (0 ,O) 1 1 6s 1 c 2s --e -e e 6 2 
En annulant s dans cette expression, seule reste 
la FGM du compteur soit: 
~ 
2 1 C 
\ s 
3 3 e 
ME (c) = ME (s, c ) = 5 1 C 
= 0 6 - 2 e 
d ME (cl 1 E (compteur) = = 2 de = 0 
- Noeuds 
Le procédé ~s t identique au précédent à çeci près 
que chaque branche aboutissant au noeud est mar-
quée par un compteur . Ceci est dû au fait que le 
nombre de fo i s qu'un noeud est réalisé, est égal 
au nombre de fois que les branches y a boutissant 
sont parcourues. · 
Ainsi, si pour le réseau (1) nous avions voulu 
compter le nombre de fois que le noeud 4 est réa-
lisé, nous l ' aurions transformé de la manière sui-
vante 
- Ensemble d'é l éments 
A C ~~ 
- e e 
.l,. 
Tout élément de l'ensemble est marqué d'un compteur. 
Le ~as le plus courant est la partie du réseau com-
prise entre le noeud-source et un noeud-cible o 
Tous les éléments des chemins les joignant sont 
alors marqués. 
..., 
b. Fonc t ion_~énératrice_des .moments _c onditionnelle 
Une fonc tion génératrice est une s érie de pu i s sanc es 
définie sur une inconnue Z : 
. n 
an Z + ooo + a 1 Z + a o 
Utilisée pour les réseaux, l'inconnue Z multiplie 
la fonction - W a s sociée à une branche qui est alors 
dite "marquée". 
Dès lors, la puissance de Z représente le nombre de 
fois que la branche marquée est traversée. 
Si W (s,Z) représente la foncti6n -w de l'arc marqué, 
et si W (s/j) représente la fonction -W relative à 
cet arc, s'il a été traversé ··j fois, 
w ( s, z) sera égal à w (s/o) zo s'il n'a pas été 
traversé ou w (s/1) z 1 s'il l'a été une fois, 
• w (s,Z) = W ( s/o) + W ( s/1) Zl + • • 0 + W ( s/j) zj + • 0 • 
00 
zj 
= ~ w (s/j) 
j = 0 
W(s/j) est 1~ fonction -W associée au réseau sachant 
que les arcs ma rqués .ont été traversés j fois. 
gemaE_q~e_ 
-0 
~ indique que l'arc peut être parcouru jusqu'à 
j = 0 
une infinité de fois mais on peut se limiter à un 
nombre fini en considérant une• fonction -W génératrice 
définie par n 
W(s, z (n)) = L W(s/j) zj 
j=O 
Les relations définies sur la fonction -w peuvent 
être étendues aux fonctions -w conditionnelles: 
W(s/j) = p(j) M( s /j) 
p .( j ) = W ( 0 / j ) 
p (j) représente l a probabilité que le réseau soit 
réalisé sachant que les branches marquées sont t ra-
versées j fois. 
Toute fonction -W conditionnelle peut être retrouvée à 
partir de la fonction -w génératrice par la formule 
1 W ( s/J') = J! 
Cas particul..:er 
~ j W(s,Z)\ 
'Jzj . z =o 
Les expressiorn suivantes sont intéressantes 
W(s/o) = W(s,Z)I Z=O est la fonction -w du réseau oü 
tous les arcs marqués ont été supprimé s. 
W (s,1) = W(s,z)\ Z = 1 est la fonction -w du réseau 
oü aucun arc n'a été marqué. 
Un paramètre int éressant pour rait être le temps du 
nè retour à un élément du réseau o 
Si cet élément est un noeud, la fonction -W condition-
nelle du temps est obtenue en marquant le noeud par 
Z et en calculant la fonction -w génératrice d epui s 
le départ jusqu'à ce noeud. 
S'il s'agit d'un arc, i l doit être subidivisé en 
deux part ies, la première·ayant la probabilité fixée 
et un temps nul, la deuxième, une probabilité= 1 
et la FGM fixée. 
Le temps du nè p arcour s de l'arc est alors l e temps 
. du nè retour au noeud Fo 
~ les fonctions -W utilisées seront : 
pM 
3.6. Exemple récapitulati f 
p eo Zl0 
= w1 (s) z 
1 M 
= w2 ( s) 
Reprenons le réseau qui nous a servi d'exemple au point 
2.3.5. 
w (s) ·= 1 
a 2 4s 
Wb (s) =-e ! 3s W · (s) =-e 
C 3 
Wd (s) 1 3s = -· e 2 
wf (s) l 2s =- e 2 
Nous allons calculer : 
a. la pr obabilité que l'arc f soit p a rcouru e xactement 
deux fois. 
· b. la FGM du compte ur indiqua nt le nombre d'activations 
de l'arc .f pe ndant une r é alisation du réseau. 
c. la probabilité et la FGM du nè retour . au noeud B. 
d. le temps du nè retour à l'arc f. 
e. le nombre de fois que l'arc f est parcouru sachant 
que l'arc C l'e s t j fois o 
a. Pour y parvenir, marquons par z l'arc f dont la 
fonction -W devient ainsi Wf (s) z. 
Par le même rai s onnement qu'en 2.5.3., en utilisant 
l'équation topologique ou la règle de Mason, nous 
obtenons l'équation de la fonction -w génératrice : 
WÈ (s,z) = 
1 
7 w(s/j) = -:- 1 J • 
W Wb (1 - W Z) a g 
1 - WC wd - wf Z 
j wE_ (s,z) 1 = 
Z J Z = 0 
Compte tenu des valeurs de Wa, Wb, wc, Wd et Wf, 
1 10s (1 2s)j 9 e 2 e 
W (s/j) =(1 - ! e6s) j+l 
1 el~s 
W ( s/2) ,-3-6 --
( l _ ½ e6s)3 
l 14s 
=) W ( s/2) 36 e = 
(1 1 e6s)3 
- 6 
l 6 ~ p ( 2) = w (o/2 ) = 36 = 
( 1) 3 125 
6 
La probabilité que le cycle soit parcouru d e ux foi s 
6 
exactement est 125 0 
l 14s 
D'autre part M( s /2) = W ( s/2) _ 1 [ p(2) - 6 
125 
36 e J 
(l-! e6s)3 
6 
repr é s e nte la FGM du temps de réalisation du réseau 
sachant que le cycle f est par co~ru deux fois o 
b o La fonction -W génératrice p e ut être utilisée pour 
déterminer la FGM du compte u~ . 
En effet, la fonction génératrice du compteur équi-
vaut à: 
W (o,Z) = Pa Pb (1-pfZ) 
1-pc Pd - pfZ 
~ E (compteur pour l'arc f) 
où · c z = e 
= d W(o,Z) 
dZ \ 
C = 0 
d W(o,Z) 
dZ \ Z = 1 
= 
Ce qui donne pour n o s v a l eurs d e p r oba bilité 
Pa= Wa (o) = l e tc o • a , 
1 E (compte u r pour f) = 2 
D'autre part, v a r (compte u r pour f) = E (compteur) 2 -
[ E ( compte ur >J 2 
= d
2 
W(o,Z) 1 
dz 2 Z= l 
- [ 
= 
Ce qui donne 
var (compteur pour l'arc f) = 7/4 
c. Pour obtenir le temps de retour au noeud B, ce noeud 
est éclaté et une nouvelle branche marquée p a r z est 
ajoutée. 
Çycles d'ordre 1 
1 L1 (1,s) =W W Z -W a c E' 
L2 (1,s)=WfZ 
L3 (1,s)=Wc wd z 
L'équation top::üogique fournit 
w w z 
a C WE, (s,Z) = 
·l - W W Z - W....Z c d · .t-
00 
Or, utilisant l a formule -1-- = Z aj xj r:our } ax/ < 1, 
WE' (s,Z) = W W Z a C 
) WE' (s,o) = O 
et~• (s/j) 1 = j ! 
00 
z 
j=o 
1-ax j=o 
j-1 j 
. j . 
'ù WE (s,Z) 1 _ l- ;J J-1 
. -W w wwd+W 
'<) J l=o a C C · 
La proœbilité d'une nè activation du noeud sera 
La FGM pour un nè retour au noeud B, étant supposé 
qu'il y en an, 
WE, (s/n) ?\:• (s/n) = 
p(n) 
= 
1 3s[l 6s + 1 2sJ n-1 3e 6e 2e . 
.!. cI) n-1 
3 3 
d. Dans le cas de retour à un arc, nous avons vu qu'il 
fallait le subdiviser en deux'parties et ajouter un 
nouveau noeud (ici F). 
,--- -- - - - - - - - .. - - - - - -, 
' \ I 
\ I \\ F~ tn, 
/ 
\ 
\ 
\ 
'[y 
Comme Wf = p f Mf et e n utilisant la même f o r mule qu ' en 
~-, nous obtenons 
et 
WE" = 
w w pf z a C 
1-W W 
c d 
00 
[ 
j=o 
w w ·p 
a . C f oo wf j-1 j z [---] 7.. = 
j=l 1-Wc Wd 
j = 0 
j ~ 1 
= Pa Pc Pf [ Pf J n-l 1 3 n-1 p (n) = WE" (o/n) = 5 (5) 
1 - p p 1-p p 
c d c d 
~" (s/n) 
~" (s/n) = 
p (n) 
1/6 e3s 1/2 e2s 
= _
1
_1_6_s_ [ · 1 6s 
6 e 16 e 
n-1 1 ~ ·--
.!. cl) n- 1 
5 5 
e. A. cet effet, on attache un compteur es à la branche 
j e_t un compteur Z à la branche c, et on supprime 
toutes l es variables temporelles 9 le réseau o 
La fonction -w génératrice obtenue est 
p · (1 - p es) b f W (s,Z) = 
Or, utilisons la formule ~ = __ a__ = a _l_ 
b-cx 1- ~ X 1 ~ X 
00 
=} W(s,z) = p '[ b. J=o 
~ W(s/j) 
~ p (j) = W (o/j) 
p .p j 
=P [cd] 
b -1 - pf 
1 - p j 
= 
> M(s/j) = W(s/j) 
p (j) 
=[ f "'] 
s 
1 - Pf e 
qui est la FGM du 
nombre de fois que la branche f est parcourue sachapt 
que C l'est j fois o 
3. 7 •. Fonction -W génératrice à plusieurs paramètres 
Nous pouvons considérer des fonct ions -W génératrice tq o 
00 00 
= .â 'f. 
i =o j ~o 
W(s/i,j) zi 1 où W (s/i,j) 
est la fonction -w associée au réseau .sachant q~e l'ar c 
marqué par z 1 est parcouru i fois et celui marqué par 
z2, j fois o 
Plus généralement, une fonction -W génératrice à plusieurs 
. paramètres est définie par : 
• ' 
Les techniques d'obtention des FGM, fonctions -W condi-
tionnelles etc 000 restènt identiques: 
où W (s/i1 , 0 0 0 f 
W(s/i1 .• o ik) 
p (i1 o. o ik) k ( î. i.) 
ik) = ·=1 J 
i 
. lz . o • 
1 
308. Programme existant 
Zij=o, j=l. •• k 
Ishmael et Pritsker (~ 5, ~ 6) ont élaboré un programme 
. . 
d'évaluation de réseaux GERT à noeuds ou-exclusif. 
A partir des informations fournies, que nous décrirons 
par ailleurs, le programme détermine les noeuds sour-
c es et terminaux ainsi que tous l e s chemins et cycles 
du réseau o 
Il calcu le d'autre part pour chaque chemin ou cycle, 
les caractéristiques : 
1. probabilité de parcours, 
2. temps moyen de parcours, 
3. le moment d'ordre 2 relatif à ce temps. 
On trouvera dans · {·11 12 } les formules utilisée s pour 
ces calculs o 
En entrée, chaque réseau est défini èn spécifiant cha-
que arc de la manière suivante : 
noeud origine, 
- noeud terminal, 
- type de la distribution du temps (B, D, E, GA, GE, 
NB, NO, PU), 
probabilité de réalisation de l'arc s~ l'origine est 
activée, 
paramètres caractérisant la distribution . de probabilité. 
Les types de distr i bution possibles et les paramètres 
nécessaires à leur définition sont: 
B (binomiale) n p 
D (discrète) P1 Tl P2 T2 P3 T3 P4 T4 
E (exponentiel-. 1/a le) . 
GA (gamma) 1/a b 
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3.9 o Réseaux à noe uds et o u ou-inclusif 
La s ol~tion ana l yt i que de tel s ré s eaux est plus diff i -
cile qu e d a ns le c as d e n o e ud s o u-exclu s i fs o C'est 
pour quoi d e t el s r éseaux sont souvent a nalysés pa r u ti-
lisa tion d e s i mulation. 
Cepe ndant, 0erta ine s con statation s p e uve nt être f a i te s, 
qui nous· permette~t d'éviter l' emploi de . ces noeuds 
embêtants o 
1) Tou~ les noeuds ont le même effet s'ils ne sont ex-
tremite terminale qu e d'un seul arc, et origine que 
d'un seul autre. 
2) Le concept de cycle n'est approprié qu'aux seuls 
noeuds ou-exclusifs. En effet, l'existence d'un 
noeud •et" dans un cycle dénote une erreur car cela 
impliquerait que les éléments qui le suivent, doive nt 
aussi le précéder. 
D'autre part, comme, dans un cycle, une branche du 
cycle sera toujours réalisée après une qui ne lui 
appartient pas, tout noeud ou-inclusif peut être 
remplacé par _ un noeud ou-exclusif du moment qu'un 
arc appartenant à un cycle lui est incident. 
En fait, ces noeuds créent un problème lorsque le ré-
seau étudié se compose de chemins parallèlles. 
Nous allons fournir une approche permettant de convertir 
des arcs // incidents à un noeud 'et' en un ensemble 
équivalent d'arcs incidents à un noeud ou-exclusif. 
Nous étudierons ensuite le cas de noeuds ou-inclusifs 0 
a. Réduction_de_chemins_Ear allèles _a boutissant_à_un 
noeud ET 
Considérons le réseau suivant 
décrit p ar deux arcs //auxquel s 
sont associées leur probabilité 
de réali sation et leur durée o 
Quatre cas peuvent se pré sen ter 
1) .Les deux arcs sont activés avec la probabilité 
Dans ce cas, le noeud 2 est activé aprè s un 
temps équivalent à max (ta, tb). 
2) 3) Soit l'un des deux arcs ept activé. 
4) Soit aucun arc n'est activé. 
Ces quatre cas sont décrits ci-dessous. 
Arcs activés Proœ.bilité Durée 
-------
Réalisation de 2 
-------------
a et b Pa% max (ta,~) 
a (1-%) Pa ta 
b (l-pa)pb . ~ 
aucun (1-pa) (1-pb) 0 
le réseau peut être remplacé par 
oui 
non 
non 
non 
c~) 
(l) 
(3) 
('i) 
où 2 indique le 
non 
Réalisation de 2. 
ou encore 
~ = max (ta, ~) 
~=ta, ~ ou O 
suivant le casa 
Si la distribution de t est une constante, sa fonc-
a 
tion génératrice des moments est e sta et sa fonction 
-w =pesta 
a 
stb Imaginons que pour b, nous ayons pbe 
s max (t ,t.) La fonction -w associée à 1,2 sera Pa pb e a -b 
et celle associée à ·1,2 
stb sta ?be + (1-pb) pae • 
D'une manière générale, si les arcs en parallèles ont 
un nombre fini de temps qui leur sont associés, la 
fonction -W que nous noterons 
st" W = i: p . e J 2 . 2J 
J 
c .. =max (t., t.) • 
. 1J 1 J 
sr Cij 
e 
' 
Lorsque l e réseau canbine des chemins en séri e et en paral-
l èl è , des arcs supplémentaires l ui seront ajoutés de manière 
à ne plus avoir que des chemins en parall èl e s o 
A1--~---t 
La conversion de ce réseau est rendue plus facile 
par le fait que tous les noe uds sont ·du type ET 
mais il illustre ava nt tout la man ière de rendre l e s 
chemins parallè les. 
A cette fin, on lui ajoute le noeud 6', copie con-
forme de 6 0 
Réduisons d'abord les deux chemins parallèle joignant 
2 et 4. 
e,fj 4. . 
€A 
0--)--@ e 161.l > © 
b. Les noeuds ou-inclusif 
Ils diffè rent d es noeuds ou-exclusif par le fait 
que plus d'un d es arcs y aboutissant peut être réa-
lisé. 
Ici aussi le problème provient des chemins paral-
lèles. 
Considérons . l'exemple suivant qui illustre la con-
version de tels problèmes. 
Quatre c as peuvent également se présenter décrits 
ci-de ssous: 
Activation de Probabilité Réalisation de 2 Après 1 temps 
-----
a et b Pa Pb oui 
a (1-r1) Pa oui 
b .(1-p ) % oui a 
aucun (1-p ) (1-%) non a 
~ la réduction 
Si ta et tb sont des constantes, 
la fonction -W associée à 1,2 sera 
min (t , 
~) (1) a 
t (i) 
a 
~ (l} 
0 (LV 
(l-pa) (~-pb)' 
s min (;' t.. ) la fonction -W associée à 1, 2 sera Pa % e t:a' -b .+ 
stb ( sta (1-pa) % e + 1-%) Pa e • 
Actuellerœnt, aucune rnéthcde n'a été développée fX)ur des durées 
aléatoires. 
4 · •. APPROCHE PAR LES PROCESSUS STOCHASTIQUES 
Nous nous limiterons dans un premier temps à l' év aluation 
de noeuds ou-exclusifs (EOR ) . Nous montrerons ensuite (4 . 5.) 
comment nous y ramener. 
4.1. Introduction 
Au début des années 1970, Elmaghraby avait montré qu'à 
·tout réseau ne contenant que des noe uds ou e xclusifs 
stochastiques (STEOR = stochastic exclusiv or) pouvait 
être associé un processus homogène semi-markovien, mais 
ni lui ni Sritsker n'avaient exploité cette idée pour 
construire une méthode d'évaluation analytique. 
Ce n'est qu'en 1979 que Neumann et Steinhardt, partant 
du fait qu'un processus d e Markov correspondait à un 
réseau STEOR, ont élaboré une méthodologie d'évaluation 
de tels réseaux ainsi qu'un algorrthme d'application. 
Cettè méthode prése nte à leurs yeux les avantages sui-
vants sur l'approche "loi de Mason" : 
1) elle requiert moins d'effort de calculs que celle-ci 
ou que la méthode de simulation, 
2) elle offre une structure plus riche, 
3) elle est plus facilement généralisable à des réseaux 
GERT contenant des noeuds non-STEOR: les réseaux 
dits avec "structures élémentaires de base". 
4.1.1. Réseaux GERT 
------------
Un réseau GERT est un graphe orienté associé à 
un projet pour lequel les noeuds appartiennent 
à un des six types présentés en 
et pour l equel, à cha que arc e est associé 
un v ecteur de poid s ~e) 
. e 
où: 
Pe. (T) = P (e commence à l'instant T I son 
origine commence à T) o 
F = fonction de répartition conditionnelle 
e 
F 
. e 
(tlT) 
de durée de l' activi té e. 
si t < o 
. lla 1ère exécution de e a 
cormnencé au temps T) si t • o. 
Nous supposerons que ces deux quantités sont in-
d é pendantes du temps d' a ctivation de l'évènement 
initial de e c'est-à-dire: 
P (T) = p (o) e e 
F 
e 
( t t"T) = F 
e 
(t io) · · 
Nous allons commencer pour fou~nir quatre condi-
tions qui doivent satisfaire tout r_éseau GERT o 
C 1 tout réseau GERT a exactement à un noeud 
source et au moins un noeud terminal o 
C 2 tout n oeud d'un réseau GERT doit être ac-
cessible du noeud source et au moins un 
noeud terminal doit l'être de chaque noeud. 
C 3 la dùrée Du 
e 
de la uème exécution d'une ac-
tivité e ne dépend que de l'instant zu de e 
son début et pas de son passé. 
De plus, la va~iable aléatoire Bu associée 
V 
à la uème activation du noeud V ne dépend 
que du temps Tu de sa uème a c tivation. 
. V 
(Bu représente · l'activité d'évènement ini-
v 
tial V, qui est activée dès la uème exé-
cution de V) o 
C 4 : pour tout arc e du réseau , p 7 Oo 
e 
La première condition n' est pas restrictive. Si 
• un réseau présente plusieurs noeuds-source, on 
peut facilement s'y ramener par adjonction d'un 
noeud fictif V
0 
et d' a ctivités fictives. 
Si tous l es noeuds V 1 • • a V n étaient 
activés en rnâœ terrps, cha.que acti-
vité fictive a une probabilité 1 
d'être activée et le noeud V est 
0 
déterministe . Si ce n'est· :pa.s le 
cas, il est stochastique et chaque 
activité a une probabilité qui peut 
être différenteo 
La condition C 2 n'est· pas restrictive non plus o 
Elle ne fait qu'exprimer la réalité~ 
La condition C 3 exprime une sorte de propriété 
de Markov a 
Nous allons fournir maintenant des conditions qui 
ne doivent pas obligatoirement être satisfaite s 
par un réseau GERT et qui tont relatives aux 
structures de cycles. 
, . 
' 
C 5 tout noeud appartenant à un cycle est STEOR. 
C 6 lors de chaque réalisation d 'un réseau GERT 
et pour toute $tructure de cycle c, au plus 
un arc entrant dans C est activé a 
C 7 lors de chaque réalisation du réseau et 
pour t ou t noeud EOR n'appartenant pas un 
cycle , au plus un arc y aboutissant est ac -
tivé a 
Définition 1 
Un r éseau GERT (satisfaisant C 1, C 2, C 3 et C 4) 
qui satisfait aux condi tions C 5, C 6 et~ 7 est 
dit admissible. 
Pour les méthodes d'évaluation traitées en 
nous considérerons toujours des réseaux a dmissibles 
4 al.3. Evaluation_d'un_réseau_GERT 
Par évaluation d'un réseau GERT admissible N, nous 
entendrons la détermination de la, "distribution 
d'activation" des noeuds terminaux de N. 
Pour définir ce concept, commençons par introduire 
la notion suivante : 
Soit U un ensemble non vide de noeuds de N tel 
qu'aucun n'appartienne à un cycle. 
Soit U' un sous-ensemble non vide de U, et t, le 
u 
vecteur (tv ) V € U, 
est la pro ba bilité que tout é v è nement de U' s e r a 
réa lisé ava nt l'insta nt tv tandis que les autre s 
ne le seront j amai s . 
Nous appelle rons distr ibution d'activa tion des 
noeuds de U, l I ensemble Yu = f ~' 1 U'E CP~ (U)} où 
@
0 
(U) désign e l'ensemble des parties non vides de 
u. 
Si nous notons S l'ensemble d e s noeuds terminaux 
de N, Y(S) sera la distributioh ~'activation des 
noeuds terminaux de N. 
Théorème 1 
Nous allons montrer qu'à partir de cette quantité 
nous pouvons en déduire plusieurs autres qui nous 
intéressent beaucoup plus. 
a) la probabilité q 8 , que exactement tous les 
noeuds de S' f S soient activés: 
lim Y8 , (t8 ,) pour S' t ~-
~• ~0() 
~ b) la probabilité q 8 , qu'au moins tous les noeuds 
de S' c. S soient activés. 
Démonstration 
(S) 
q"' s 
Soient s1 .•. . sr les sous-ensembles des, 
Définissons les évènements A=" les noe uds 
de S' au moins . sont activés et B. =" seuls 
l 
tous les noeuds de S. cont activés "o 
l 
Les ensembles B. sont disjoints 2 à 
l 
2 et 
AC 0 
:-:i=l 
===9 A = 
B. 
l 
r 
u 
i=l 
~ P(A) = 
B. 
l 
r 
'E p (B.). 
i=l l 
~as_paEti~ul~er_ 
Si S' = JvJ , ~ous noterons q\v} 
qv = qv. 
Théorème 2 
La fonction de répartition conditionnelle GS' de 
durée du projet sachant que tous les noeuds de S' 
sont activés: 
GS' = p [ (TV~ tv)V E S' (\ (Tw=oo)WE S/S' 
(TV< oo)VE S' /) (Tw=oo)VE:- S/S' 
YS' (tS') 
= qs, 
·\ 
J 
Démon s t r ation 
Ceci est dû à la d é finition des proba bilités 
condi.tionnelle s 
P (AI B) = P (A f\ B) 
p (B) 
Théorème 3 
----------
X La fonction de répartition conditionnelle G8 , de 
durée du projet si au moins tous les noeuds dè S' 
sont activés 
1 
=- 'E. lim 
A 
S € 1P (S) t -"- CX) 
o" w ,;:-7 
S' Ç S Wt S \ { v} 
Daronstration 
P (A I B) = p (A ri B) 
p (B) 
( ts 1 ) = _P_[ __ <T_v_~_t_v_)_V_€._S I J 
H 
qs, 
D'autre part , de la même manière qu'en B, on 
démontre que P [ (Tv ~ tv)V E S, J = L indiquée. 
Cas particulier 
Si avec une probabilité un, exactement un évène -
ment se réalise à chaque réal i sation, 
GV = GH 
V 
S' ~ 
qs, 0 
}f 1 %• 
Définition 2 
------------
La f onctiori:de distr ibution i ncondi tionnelle G 
d e durée du p r oj e t c' e st- à - d i r e la dur ée éc oulée · 
jusque l'ac t iva tion d e la derniê re c ible de N qui 
peut êtr e r éal isé e o 
G ( t) = p [ (TV ,< t ) V t S j = t_ 
S ' € 1P 
0 
Exemple 
[vJ fv6~ ~v7) fvs , v6~ ivs, v7 v6, v7 
1 1 1 
6 0 12 0 0 2 
1 3 s 1 1 3 
12 4 6 4 4 4 
Ces quantités ont ét é obtenues ccmre suit 
{vs , v6 , v7 
1 
4 
1 
4 
. 
. . 
q V est la pr oœbilité que seul VS soit activé ce qui 
s 
n'est possible que si v3 l' est ainsi que l'arc v3 v5===1y 
la h~h'l' t; 1 2 1 prOJ.XUJl 1 e 4•3 = 6 
etc • o . 
,, 
Nous pouvon s encore introduire · les concepts 
suivants : 
Définition 3 
------------
K (t) = le nombre d'activations de V durant V 
l'in tervalle de temps · {o,t}. 
Yv (t) = E (Kv (t)), t € IR+ l'espérance de ce 
nombre d'activations · 
La fonction Y :. R ___.,. 
V IR+ où y {t) V 
= E (K (.t) ) , t ~ o est 
V 
= 0 1 t ( 0 
appelée fonction d'activation de V. 
Zv = lim 
t • 00 
y 
V 
(t) est le nombre d'activation 
de V. Il représente le nombre espéré d'activa-
tion de V par exécution du projet. 
Théorème 4 
----------
Si V est un noeud de N n'appartenant pas à un 
cycle, 
~ 
qv = z V 
G~ Yv X > o) = (qv V ~ 
qv 
.. 
----· -
Démonstration 
Si V~ à un cycle, il est activé au plus une 
fois par réalisation·ae N, 
• P [ T t tJ= E (K (t) . ) = Y (t ) , t ~ o 
V V V 
· :> o* = P [ T < CX)] = lim 
-V. V t-4CX) 
P[T ~ t] = lim Y (t)=Z 
V t . V V 
. ~ CX) 
P [ (T ~ t) n (T < CX) )] 
et cJf (t) = P [ T ~ t j T ( CX)] = V V 
V V V 
P[ T s t] 
= V 
= y 
·v 
* 
'lv 
p (T < CX)) 
V 
Par réseau partiel, nous entendons la notion 
identique à c elle de graphe partiel, c'est-à-dire 
un graphe dont les sommets sont ceux de Net les 
arcs, ceux d'un sous-ensemble des arcs de Na 
Par sous-réseau, nous entendrons comme pour les 
sous-graphes, un réseau dont les sommets sont un 
sous-ensemble des sommets de Net les arcs, la 
restriction à ces sommets des arcs de N. 
Un noeud d'un graphe partiel N'de N est source 
de N' s'il est source de N ou terminal d'un arc 
de N non contenu entièrement de N'. Il sera ter-
minal s'il est terminal de N ou initial d'un arc 
d e N n o n · contenu e ntièrement d a n s N 1 o 
u., o v1 , v2 e t v3 sont sources 
. w1 et w2 sont terminaux 
u1 et u2 sont l es deux à 
la fois. 
Un sous-réseau N' faiblement connexe de N, di f -
férent d'un no e ud isolé, est dit réductible 
s'il satisfait les conditions suivantes : 
(a) aucun noeud terminal de N' n'appartient à 
un cycle de N' • 
(b) Lors de chaque réalisation de N, au plus une 
source de N' est activée et à partir d'elle, 
un et le même terminal est accessible o 
(c) Si V est une · source de N' activée lors d'une 
réalisation de N, au plus un terminal de N' 
est accessible de V et exactement un l'est 
avec une probabilité un o 
La condition (b) s I app_elle une condition globale 
car elle dépend non seulement de la structure 
de N' mais aussi de la partie de N qui "précè de" 
N'. La condition (c) est locale. 
Pour évaluer un sous-réseau réductible, intro-
duisons les concepts de probabilité de transition 
et de temps de transition de V à W. Nous les 
noterons respectivement irvw et 4 VW. 
Pour les évaluer, on procède comme suit 
1 ) on considère le sous-réseau NVW de N formé 
des chemins joignant V à Wo 
Exemple 
2) On complète NVW en NVW en l ui a joutant les 
arc s dont soi t le_ noeud termina l s o it l e 
noe u d initial appart i ent à NVW . Chaque arc 
ajouté possèdera c omme autre noe ud un STEOR. 
V et V' sont donc des noeuds-source de NVW et, 
W et W' e n sont des noeuds terminaux . 
3) Pour s'as s urer que seul V sera toujours le 
noeud d'entrée dans le sous-réseau (puisqu'on 
veut évaluer la transition V~W uniquement), 
on crée un évènement fictif u • tq 
PUV = .probabilité de l'arc UV= 1 
'r/ V l 
Le réseau étant construit, 
1fVW sera la probabilité d'activa tion de W 
d an_s NVW,_. et, la fonction de répartition (/JVW 
du · temps . de transition /j_ VW sera la fonction 
de répartition du temps écou l é entre l'acti-
vation de U et celle de W dans NVW c'est-à-dire 
la fonction de répartition conditionnelle de 
durée du projet correspondant à NVW s a chant 
qu'au moins le noeud t ermina l West activé. 
Condition CVW 
Lors de chaque réalisation de N où V est ac -
tivé, tout arc appartenant à N dont le noeud 
termina l est différent de V et qui entre dans 
NVW' et, tout arc dont le noeud initia l n' ap-
partient pas à NVW, n'est pas activé. 
Si V,W n'appartiennent p a s à un cycle, si CVW 
est satisfaite, si TV et TW sont les temps 
d'activation de V et W, 
vw = lim 
p (T - TV~ t \ TV< 00) 
t-;)Oo w . 
(/J vw {t) 1 p (T - TV ~ t l Tv< oo) = --
1fvw w 
• Cas particulier 
Si NVW est le chemin V =V,V1 ,. oo ,V =W o r où V. sont 1 
des noeuds IDR, 
r 
= 1ï 
VW i=l 
=L. 
vw i 
p . 
e1 
D. 
el 
où e. est l'arc (v. 1 ,v.) l. 1- l. 
(/JVW est le produit de convolution F el~t .. 0 
M Fer 
Définition 4 
Un sous-réseau N' réductible de N est évalué si 
les quanti tés "Trvw et ~VW ont été calculées V V 
noeud sourc e de N' , et, 1/w d escendant de V, dif-
f €rent de V et terminal dans N '. 
N' peut alors être remplacé par 
la structure où l'on attache à · 8).-------
1 'arc V,W la fonction de 
4.2. Résea ux STEOR 
Axiome 1 
Nous supposerons que le réseau ne contient pas d'arcs 
parallèles. Ceci n ·•est pas une perte de généralité car 
deux arcs parallèles ek et e 1 de probabilité respective 
pk et p 1 et de fonction de répartition de durée Fk et F1, 
peuvent être remplacés par un arc e auquel sont associés 
m 
et 
Axiome 2 
pk Fk + P1 Fl 
pk + P1 . 
Nous ajouterons à tout réseau STEOR un noeud fictif V 
tq 'v noeud terminal vi, p ( < Vn+l'Vn+l;,) = 1 et 
F = f 1 si t ~ o n+i,n+l 
o si t < o 
et tq Ir} (i,j) -=/- (n+l, n+l) p .. = O o l.J 
' Nous ·obtiendrons ainsi un réseau étendu N+. 
n 1' -t 
Théorème 1 
Le r éseau N+ d éf i ni par l' e n semble des noe ud s V+ définit 
une chaîne de Markov homogène dont l' espa c e des é t at s 
+ . 
est V o 
Démonstrat ion 
Notons d' a bord que comme l e s no e uds d u r ésea u s ont 
STEOR, au pl~s u ne ac t ivité d é bute a prè s activa tion d ' un 
noeud ~ les noe uds sont a ctivé s l es uns aprè s les 
aut r e s. Ce tte ac t i vi t é est la tran s ition d'un noe ud V . 
à un ·autre V. o 
J 
Si v compte les a c tiv ations succe s s ives des no e uds 
x-., est le noeud po ur lequel l'index v a ut , 
0y es.t le temps d e cette a ctivation, 
P (Xv+l = v, e Y+l - el>!. t I x"" , oo •, x0 ; e.,, 0 0. e0 ) = 
P ex 'V+ 1 = v, . e v + 1 - e f t . l x ~ ) 
(Xv ,e v) vEN r eprésente une d a ine de Markov 
0 
Les fonctioris de tra nsition sont définies par 
Q. . (t) = lJ ! p 0 (X = v., v+1 J e v+l - 0 ~ tl X = V.) ]_ t~o t < 0 
]_ 
d e 
P[ xv+l = vj I x.., = vi] . . P [ e v+l -e ~ t] t ~ 0 
N+, 
-y Q .. (t) = lJ 1 0 t < 0 · 
> Q .. (t) = lJ 1 
p .. lJ 
0 
F .. lJ 
~ ne dépend r:as de v . 
(t) t~o 
t < 0 
~ La chaîne de Ma rkov est homogène. 
t 1 
Les noeuds de v+ diff é rents de Vn+l s ont les états de 
transition du processus, et Vn+l en est l' état absor-
bant (puisque Pn+l,n+l = 1). 
Théorème 2 
Exactement une cible est activée lors de chaque exécu-
tion d'un réseau STEOR avec une probabilité 1. 
Le temps .écoulé entre le début du projet et cette cible 
est, avec UQe proba bilité 1, fini o 
Rappe l étant donné une cha îne de Markov don~ les pro-
babilités de transition sont p .. , 'f:. p .. = 1 indique 
lJ j E: E lJ 
qu'après l'activation d'un noeud, une et une seule acti-
vité commence. 
S . d~ . v 1 nous esignons par p .. = 
y lJ ' 
avons de même L p .. = 1 ou 
j 6 E lJ 
P (X~= V. t X = V.), nous J O l 
E est l'espace des états a 
La théorie des processus stochastiques fournit les ré-
sultats suivants 
a) V -état transitoire j, lim p ~- = o lJ 
v ~ oo 
X~ = i 
V i € E 
b) Si L. 
l 
x)I =1- i, 
v 
Si M. = lim !:, L. (u) 
l l 
,J~ oo u=o 
, M. représeQte le nombre de fois 
l 
que l'état i apparaît dans le déroulement du processus 
lorsque celui-ci a débuté pari. 
V, état transitoire 
, l. 
(et donc 
P (M . < oo) = 1) 
l 
' 1, 1 
, , ' 1 1 1 
Démonstration 
r. v 1 ~ ; + v + p .. = p .. j e V+ lJ J E- V lJ 
:f n+l 
~ 1 - I" V ~ 
. Pi,n+l = p .. j € V+ 1,J 
:f n+l 
y 
~ litn = 
--r Pi,n+l 
,J • 00 
1 - l:. l.im 
. + ,) J ~ V . V-:) o<) 
y 
Pi,n+l 
v p .. 1,J 
fn+l-----
= 0 
' 1 
= 1 
= 1 
Donc l'évènement fictif Vn+l et donc e x actement un 
noeud terminal sont activés avec une probabilité 1 
lors de chaque exécution du projet a 
La deuxième partie du théorème est une conséquence 
.immédiate de l a d euxi ème partie du rappela 
Corollaire 
Un arc sortant d'une structure de cycle est activé dans 
un temps fini après l'activation de l'arc d'entrée dans 
la structure , et ce, avec une probabilité l o 
Démonstration 
Ceci résulte immédiatement du théorème 2 puisque un 
cycle C n'est constitué que de noeuds STEORe 
· !' 1 1 1 1 
4 o3 . Ex t e nsion aux r éseaux à noe ud~ EOR 
Condition 1 
' 1 
Si V e .st un noeud déterministe d u réseau, si v1 et v2 
en sont deux succe sseurs distincts, alors R(V1 )~ 
R (V2 ) = ~ (où R (V) désigne l'ensemble des noeuds 
accessibles de V) o 
Ceci signifie que deux chemins comme nçant par des arcs 
distincts qui émane nt d'un noeud déterministe, concour -
rent à des noeuds terminaux différents. 
Théorè me 1 
. Un réseau GERT à noeuds EOR est admissible (c'est-à-
dire vérifie CS, c 6 et c7 ) 
dition 1. 
Démonstration 
ss i il satisfait la con-
Rappelons que réseau GERT est supposé vérifier quatre 
conditions exposé es précédemment (2.4.3o) et notées 
c1 , c2 , c3 et c4 o 
Nous allons démontrer que cond i tion 1 ~ CS (a) 
"'> c6 (b) 
-> C7 (c) 
CS, c6 et C ? 7 condition 1 
(a) 7 CS =9 7 condition 1 
CS= tout noeud appartenant à un cycle est STEOR. 
! 1 
{ d. 
~ 7CS = 3 un noeud appartenan t à un cycie, déterministe 
• condition 1 est violée car les successeurs immédiats 
du noeud appar t iennent aussi au cycle~ leurs des-
cendants hors cycle son t communs. 
1 1 ' 1 
(b ) 7 (c o n di t ion 1 et 7 c 6) 
c 6 = a chaque réa l isation, au plu s 1 e ntrée d'un 
cycle est ac t ivée . 
~ 7 c 6 = 3 un c ycle Ct q d e ux entrées en soient ac -
tivées lors d' une réa li sation du proj e t . 
Su pposons, s a ns p e r te de g é n é ral i té que C soit t q 
tout cycle le pr é c é d e n t v é ri f i e l e s conditions c 6 
et c7 o 
3 donc un noe ud d é t erminist e ~, 
u et de~x chemins disj6int s 
w1 et w2 éma n~nt du u. 
Supposons que l'arc e 1 e 
w1 et e 2 € w2 o 
Puisque e 1 et e 2 sont des 
arcs d'entré e d a ns le cycle C 
qui sont activés tous deux v;---· !~/~ 
lors d'une même réa lisa tion, _ < 
tout noeud W E cycle, appar-
tient à R (V 1 ) () R (V 2 ) · ce qui contredit la condition 1 . 
(c) 7 (condition 1 et 7 c7 ) 
Ci= lors de chaque r éalisation et noeud V EOR 
n'apparten a n t pas à un cycle, au plus 1 arc 
menant à V est activé. 
7C7 = à chaque réalisation, 3 un noeud EOR V n' a p-
partenant pas à un cycle tel qu'au moins deux 
arcs y menant soient ac t ivés o 
Supposons également, sans perte de généralité, que 
les ~scendants de V satisfont c7 et que toute struc-
ture de cycle précédent V sat isfait c 6 a 3 donc un 
noeud déterministe u et deux chemins disjoints w1 et 
' 1 
w2 me n a nt à V. Da ns ce cas , les successe urs v 1 e t 
v 2 d e u sur w1 et w2 sont tq VE R(V1 ) n R(V2 ) ce 
qui contre dit la condition l o 
(d) ; (c5 , c 6 , c 7 et 7 condition 1) 
? condition 1 )- 3 un noeud d é terministe u et 
deux chemin s d isjoints mena nt à W E R (V 1 ) n R (V 2 ) o 
Si W € cycle, c6 est violé, sinon c'est c7 qui 
l'est o 
Considé rons . un réseau ne conte nant que des noeuds EOR 
v 1 o • o Vn o Soit V l'ensemble de ces noeuds et E l'en-
semble des arcs. Soient u 1 ••• un les noeuds déterminis -
· tes de cet ensemble dont les ascendants sont tous sto-
chastiques o Notons-les u 1 •• o ul. 
Désignons Uk l'ensemble des noeuds déterministes acces-
sibles de uk o 
Nous appellerons d egré déterministe de N la quantité 
B = max K ( ls(u)I - 1) oü S(u)désigne l ' ensemble 
k t1. e uk 
des suivants de u~ 
Théorème 2 
----------
3 dès lors r = B + 1 sous-ensembles E de E satis-
m 
faisant les propriétés suivantes : 
si vm désigne l'en semble des noeuds initiaux et ter-
minaux des arcs de E 
m' y m = 1 0 • • r, 
(i) Vm contient la source de N 
' 1 
(ii ) Si u € V es t un noeud déterministe, exactement 
m 
un arc en émanant € Em 
( • ce noeud peut être remplacé dans E par un 
m 
STEOR) o 
(ii i ) Si VE Vm est stochastique, tous les arcs en 
émanant 
(iv) w E; V 
m 
r 
(v ) u 
m - 1 
Exem12le 
E E 
> 
E = m 
m· 
l'ensemble 
E o 
de ses précédents P(V) C Y o 
m 
' t' ' 1 ! 
' 
$ = max i ( IS(V3)l - 1) + ( 1 S (V 7 ) 1 - 1) , 
( 1 S (V 4 ) } - 1) + 1 S (VS) 1 - 1) } 
= max { (3 - 1) + (2 - 1) , (2 - 1) + (2 - 1)} 
= 3 
:-:::::?,> 3 4 ensembles E satisfaisa nt les propriétés : m 
El· = ~ el e2 e 3 e4 es e6 e9 el4 ~ 
E2 . = ~ el e2 _e3 e4 es e7 e9 el4) 
E3 = { el e2 e3 e4 es e8 elO ell elS el6 ~ 
E4 = ~ el e2 e3 e4 es e8 e9 e12 el3 ~ 
Nous pouvons remplacer chaque noeud déterministe appar-
tenant au réseaux partiels N définis par ces ensembles, 
m 
par des STEOR. 
N sont des réseaux STEOR. m 
En ajoutant, comme fait précédemment, un noeud terminal 
fictif V+ et les arcs correspondant, nous obtenons un n m 
réseau STEOR étendu auquel peut être associée une chaîne 
de .Markov. 
Conséquence 
Avec une probabilité 1, au moins 1 et au _plus r = ·$ + 1 
évènements cibles se réalisent à chaque exécution du 
projet représenté par un réseau admissible à noeuds EOR. 
' f1 .' ' ! . i . ! 
Ave c une probabilité 1, le temps écoulé entre le début 
du · projet et cha que cible est fini. 
Démonstration 
La première partie est immédiate. 
La deuxième découle du théorème 2 (2.4.5 . ). 
4.4. La méthode MRP d'évaluation de réseaux STEOR 
4.4.1. La méthode s'appelle MRP pour Markov Renewal 
Process. 
Nous avons· vu que pour évaluer le réseau, il 
suffisait de calculer la fonction d'activation 
Y et le nombre d'activations Z des noeuds ter-
v V 
minaux. 
La probabilité }f le noeud V -terminal soit qv que 
activé vaut alors }t z et la fonction de qv = v' 
répartition conditionnelle de durée du projet 
vaut 
La fonction de répartition inconditionnelle est 
fournie par G}f. = I: G où S est l'ensemble des qV V 
V€ S 
noeuds terminaux du réseau o 
Nous noterons les quantités associées à V. 
J 
}f . }f 
q., z., G., Y, o 
J J J J 
• : :,' 1 
' 1 
Nous noterons éga lement K .. . (t) le nombre d' ac-
. lJ 
tivations de Vj pendant un temps t~ o commen-
çant par l' activation de V., 
l 
E (K .. (t) ) =Y .. (t) = fonction d'activation. lJ lJ 
Si V. et V. sont deux noeuds différents tq V. 
l J J 
soit descendant de V. et n'appartienne pas à un 
l 
cycle, 
z .. lJ 
= ,r ij ! Y .. lJ (t) = 1f ... ÇL. lJ lJ (t) où ïT .. est la . lJ 
. 
probabilité de 
répartition du 
transition et · ~ .. , la fonction de lJ 
temps de transition de V. à V .• 
l J 
Rappelons encore les deux définitions 
!p (X1 = V . , 0 1 f t \ X = V. ) (t) = J · 0 l Q .. (t) = p .. F .. lJ lJ lJ Q 
!p (X =V., 0 Q. . (t) = J lJ Q ! t I X = V.) 0 l 
qui sont les fonctions de transition d'ordre 1 et 
associée à V. et V, o 
l J 
Théorème 1 
----------
t~ 0 
t ~ 0 
Dans un réseau STEOR,-les fonctions d'activation 
Y .. satisfont un système d'équation de convolution lJ 
linéaires, 
-les nombres d'activations 
Z .. satisfont un système d'équations linéaires 1.J 
ordinaires. 
Rappe l 
Eta nt donné une chaîne d e Ma rkov, les fonctions 
de transi tien d'or dre v p e uvent être c alculée s 
par la formul e 
Q . ~y ) 
lJ = 'î. kE: E 
Q ( y -1) ik où E est l' espace de s 
états et où -}i dé s i gne le produit de convolution de fonc~ 
tiens . 
On peut également d éf i nir la fon ction de retour 
00 ( y ) 
· du processus R . . calculée par R .. = 'ï:.. Q .. 
l J l J Y==ü l J 
Q ~<?) (t ) 1 ~ .. ' t ) 0 D' a u tre p a r t , = d . . (t ) .= 0 l J lJ lJ t< 0 
1: 
, i = j 
où = ij i ~j 
' 
Démonstra tio n 
Remarquons q ue Y .. ( t ) est éga l a u nombre espere lJ 
d e r etour p e ndant l' interva l le de t emps [o, t ] à 
l' état Vj, d ' un p r oce s s u s d e Markov a y ant d ébuté 
p ar l' éta t V. à l ' instant O o 
l 
Dès lor s, Y . . = R .. lJ lJ ( 1 ~ i, j ~ n) 
00 ( v ) 
> Y .. = R . . = 'E Q . . lJ l J v=o lJ 
Q ~ '?) 00 Q ~ ~ ) = + [_ lJ v= l lJ 
00 h 
0
(-l-1) · 
= d .. + z.. (E. i k ~ Qkj) lJ \1:1 k = l 
"' ' f '' 1 1 • 1 
, t'>,,o , 
, t < 0 
!3_e~a!:_que_l_ 
Dans Nicola i · { 4 }, il est démontré que ces deux 
· systèmes possèdent une et une seule solution. 
!3_e~a!:_q~e_2_ 
Lorsque les distributions de durée des tâches 
sont .continues, il est · recornrnandé d'utiliser la 
fonction de densité fk. associée à ces tâches 
J . 
plutôt que · la fonction de répartition. 
V noeud Vj t v1 , on définit. alors la densité 
d'activation y., fonction intégrable telle que 
J 
J
t . 
Y. · (t) = y. (s) ds J J . 0 
Ces densités d'activation satisfont le système 
d'équation de convolution linéaireo 
n 
yj = plj fij +k~ pkj fkj ~ yk (j =2 •• on) 
00 . 
'l'J 1: =j tr Y. (dt) sera le m::rrent d 1ordre r de Y .• 
/ J O J J 
00 
1\ r j r /\ . = t Fk. (dt) sera le m::xnent d'ordre r de Fk .• 
J O J J 
Par définition du produit de convolution, nous 
avons alors 
J~ tr (Fkj "Yk) (dt) -.et \J> Àkj 1rR 
n 00 
= à:. + î: (l'. Qtl )) >f Qkj l.J k=l =l 
n 
= d . . + î.. yik }f Qkj 1.J k=l 
n 
= d .. +'z: 
1.J k=l yik }f I\:j Fkj 
D'autre part, 
Z .. = lirn 
1.J t • o 
Y. . ( t) = lirn d . . + °î. I\: . 
1.J t • oo l.J k=l J 
(lirn Fk.) }f . (lirn Yik) 
t • o J t-),, 00 
n 
=· d. + z:. I\:j zik .. 1.J k=l 
Si V. n'appartient pas à un cycle, la· probabi~ 
l. 
li té de transition d'ordre v , 
p .. ( v ) 
1.1. 
=o et dès lors 
-1: , t~o ! Y.. (t) 11. t <: 0 , 
z .. = 1 
1.1. 
Si nous ne nous intéressons qu'aux fonctions 
d'activation Y1 . = Y. et aux nombres d'activations J J 
z1 . = z., les formules deviennent J J 
n 
Tenant c ompte de l a rel a tien Yj = plj F lj + E. 
k=2 
I\j Fkj M Yk, n ous t i r on s q u e 
J ! = foootr Yj (dt) = p1jfootr Flj (dt) +i I\j 
k=2 
0 
et donc 
n 
0 'r' 0 
llJ · = P1 . + e... · pk . '7J k / . J J k=2 J / 
(1) 
1 _ ,Al n n 
/
· - P1· .. + 'f 71+ ~ J J l] k=2 pk . k i.. 
J k=2 
\ l o 
I\j " kj "/ k (2) 
n 
r \ r +~ r p__ 
' j = P1j A ij ~ pk. "J ~ + 'z'.. (J) pkJ' .À kJ., ~-1 (3) 
J f =2 
Le système Jl) correspond à la relation 
Z.=p .. + "t:. 
J lJ k=2 pkj zk 0 
En résolva nt les· s y t è mes d'équations (1), (2) et 
(3) linéaire s, nous calculons successivement tou s 
o· 1 2 
les moments J j, l1J j, J j • o . 
Notons que pour ca l culer les moments d'ordre r d e 
Y., il suffit de connaître· les moments d'ordre r 
J 
des dur ées d'activa tion et non la distribution 
entière. 
Les mome nts d'ordre r de la distribution condi tion~ 
nelle de durée du projet sachant que le noeud t er-
minal V a été act i vé, est donné par 
s 
0 
' s 
Les moments d'ordre r de la distribution incon-
ditionnelle de durée du projet sera 
= où s donne tous les 
noeuds terminaux. 
En particulier, l'espérance de durée du projet 
(moment d ' ordre .l) sera= 
Y 1 = E 111 1 = 'E. z. p .. À ~. 
\ S / S (i,j) E J l lJ lJ 
où Jrf (i,j ) 1 ( Vi, Vj > arc du réseauo[ 
Pour calculer l a proœbilité que v5 (v6) soit activé 
c'est-à-dire q5 (q6), nous utiliserons 
q . .::Z. 
J J =JoJ. 
L'espérance conditionnelle de durée du projet 
sachant que v5 (v6 ) a .été activé c'est-à-di re 
~ 5 (E6 ) sera trouvée par 
L' esp.érance de durée du projet, E=,l =~ /1 
J j 
0 0 
o/3 = P23 '7 2 = 
o . ITJo 
}4 = P34 / 3 = 
0 
0 .6 7 3 
0 0 . 0 
/ 5 = P35 ") 3 + P45 o/ 4 = · ff)o o 0.1 1 3 + o. 1 l 4 
0 0 76 = _p46/ 4 = 
Ce système est consitué de cinq équations à 
cinq inconnue s o La résolution de ce système 
donne 
j 2 3 4 5 6 
0 Îj 2.17 2.17 1.30 0.35 0.65 
On calcule ensui te de la même maniè;e Î ~ 
(j = 2 •• o 6) ce qui donne · 
' i 1 2 6 o _3 4 30. 6 8 l 9 • 7 1 5 o 5 2 15 • 0 5 
0 0 . 
~ / 5 = 0.35 et / 6 = 0 o65 ==r qs = 0.35 et q6 = 0.65 
· 1 1 · · o/ 5 = 5.52 et l 6 =15.05 ~ E ~ ·s.52 t E ~ '15.05 23 ~ 5 0.35 e 6 0.65 • 
E =J! + /! = 20.57. 
4.4.2. Im2lémentation de la méthode MRP_ 
Nous voulons résoudre le système de convolution 
Pour l'évaluation numérique des intégrales de 
convolution, nous utiliserons !~-~~Eh2S§_E~~E~~-
. ~rn1~!E~· 
Etant donné deux fonctions F et G continues à 
droite telles que l'intégrale de Stieltjes 
j F ( s) G (ds) existe et est finie, nous 
(a, b] 
approximerons ( . F ( s) · G (ds) par 
) (a, b] 
F (a+b ) [ G (b) - G (a)] , plynôme de degré 0 2 
a+b 
coïncidant avec Fen - 2-
Jb F (s) G (ds) a 
F (a) [ G (a) 
= 1 F(s) G(ds) = 
[a,b] 
G (a-)] + F (a;b) [ G (b) -G (a)] 
oü 'G(a-) représente la limite à gauche de G(t) 
pour t tendant vers a o 
~ l'intégrale de convolution 
. ' 
' ! ' 1 ! 1 ' 1 
f t t F ( s ) G ( d s ) = F ( t ) G ( o ) + F ( 2) r G ( t ) -G ( o)] 0 
Cette formule n ' étant valable que pour des 
interv alles d ' intégration petits , s i ce n ' est 
pas l e cas , il faudra subdiviser l ' intervalle en 
sou s-intervalles· de longueur h et l' a p pliquer 
à c haque sous-division . 
Le·s points de subdivision seront t = n h où n 
n 
€ 
IN 
0 
En cha c un de ces points 
. 
n ou s approx i merons H par 
Hh où 
lF(t ) G(t 0 ) , n :::. o ~ (t ) 0 n = F ( t ) G ( t ) +Î F ( t _;_ ) r G ( t. ) - G ( t. _1)] . n o k-l n -k -k -k 
n = 1,2 ... 
De pl u s , nous canplèterons la définition par 
0 , t < t
0 
= o 
~ (t) = · ~ (t ) , t 0 f t< -t1 0 
~ (t ) , 
-tn ~ t ~ -tn+ 1 n 
1 1 . 1 
Con s é gue nce_ 
Nous a llons appliquer cette méthode pour évaluer 
le système de convolution. Nous obtenons airisi d e s 
approximations successives Y~ de Y. et, tenant 
J J 
(h) n h 
Y. ( t ) = pl . F1 . ( t 0 ) + 'l o. . Fk . ( t ) yk · ( t ) J o J J k=2 ~ KJ J o o 
En introduisant les quantités 
n 
bvj = plj Flj (ty) +J2 pkj ~[Fkj(~) - Fkj(~)] . 
v-1 ~ (to) + ~ [ .Fkj (f.v-u+l ) - FkJ. (\ -u)J ~ (tu)} 
u=l 
le système peut s'écrire sous f orme matricule 
X = A X + b 0 0 0 0 
xv = A xy + b>' où 
X = c~r)) , 
by =(:r) Ao =(2:! 22 (ta) • ooP 2F 2 (t0 ) \) , yh (t ) 
et A est identique 
f.l. 
p2mF 2 (t0 ) . •• oP F (to) I 
à A où l'on remplace t par 
0 0 
1 1 . 1 
Le système p e u t encore s' écrire 
( I-A-1) x...; = by 
(I-A ) . Xy = by , 
Y= o 
Y= l,2 o • o 
Résolution_de _ce_ s ystème_d' é guations 
Il est r e commandé d'utiliser la méthode de 
Gauss - Seidel pour les raisons suivantes 
(i) les matrices de co~fficients Cet C sont, 
0 
en général, creuses, 
(ii) la matrice C ne dépend pas de v· ? on 
peut utiliser x comme approximation de 
u 
xu+l" Un nombre limite d'itérations sera 
requis. 
(iii) les matrices Cet C satisfont le critère 
0 
de convergence de cette méthode c'est-à-
dire le critère de la somme des colonnes 
(ou lignes) 
n 
1: 
j=2 
ik 
Démonstration (iii) 
Les éléments de C sont du type 
h 
Ckk = l - pkk Fkk (2) 
C = p F (È!) jk - kj kj 2 , . j i k 
n 
où et Z pkj = 1 comme probabilité 
j=l de transition. 
of Fkj ( 1 comme fonction de répartition. 
. ' , , ' 1 1 ' 1 
Si k est terminal , alors ckk = 1 et ckj = o pour 
j f k et le critère est satisfait o 
_Si non, 
n .n 
~ 1-pkk = 'f. I\ , ~ '[ 
p=l J j=2 
1k 1k 
L'effort fourni pour l'évaluation des systèmes 
n 
Z . = pl . + L. f\. Zk 
J J k.=2 J 
dérablement réduit. · 
Le système peut s 'écrire 
n 
y. = I: o. . Fk . ~ yk 
J k=l ~ KJ J 
et 
peut être souvent consi-
Z = 1 1 
t "?, 0 
t ~ 0 
D'autre par t , notons que pkj = o pour tout noeud 
Vk qui n'appartient pas à P (V . ) c'est-à-dire aux 
' J 
précédents de Vj > l es systè~es peuvent se ré-
duire à 
Y.= 
. J 
z . = 
J 
a.. 
Vk E P(Vj) 
L 
Vk € P(Vj) 
" ' , . 1 1 . 1 
Il est alors intéressant de procéder à un tri 
topolog ique des noeuds du réseau, et ce pour 
deux raisons : 
(i) Une fois le tri topologique effectué, 
P(Vj) C v 1 o . oVj-l ~ les Yj et zj pour-
ront ê t re déterminés succe ssiveme nt pour 
j = l, 2, 3 · 000 encommençantparY1 (t) et 
zl. 
Ceci n'est évidemment vrai que pour des ré-
seaux acycliques ~ 
. (ii) Le tri t opologique met en évidence les cycles . 
Dans le cas de réseaux présentant des cycles, on 
procède comme précédemment jusqu'au moment où 
l'on rencontre un noeud appartenant à un cycle c. 
On détermine ensuite les ensembles V' des noeuds 
appartenant à Cet V" des noeuds initiaux d'arcs 
entrant dans C, V= V' u V". 
On résout alors les systèmes 
Y. = i:. I\j Fkj >f yk J Vk E: V 
(V. E V') . 
l: J z. = I\j Zk J vk <:: v 
•r '· 1 1 . 1 
4.4.3. !e~p~ ~u_p!u~ tôt= !e~~ ~u_p!u~ !aEd_ 
Nous supposerons que V= ~v1 ooo Vn~ est l'en-
s emble des noeuds du réseau N. Ce réseau ne 
contient pas d ' arcs parallèles et a été ordonné 
topologiquement . 
' Les notions 
V. (ET.) et 
l l 
celle s déjà 
PERT-CP Mo 
d e temp s a u plus 
de temp s au plus 
définies d ans le 
tôt d'un évè nement 
t ard (LT.) sont 
l 
cadre de 1a •méthode 
Si P. = P(V.) est l'ensemble des précédents de 
l l 
V. et S . =·s (V.), l' ensemble des suivants, 
l l l 
Er. = 
l 
TT - LT. = 
l 
max 
V . E- S. 
J l 
avec Er1 = o et, 
[TT - (LT. - D. ·.)] avec TT= LT J lJ n 
Nous pourrons éga lement introduire pour chaqu e 
tâche 
. son début au plus tôt ESI' .. = El'. lJ l 
0 sa fin au pl1.,1s tôt EFT .. = Er. +D .. lJ l lJ 
0 son début au plus tard LBr .. = LT . - D .. lJ J lJ 
. sa fin au plus tard LFr .. lJ = LT . o J 
Nous allons considérer ces données dans le cadre 
de résea ux STEOR. Dans ce cas, le temps T. d'occu-
1 
rence d e l' évènement V. est une variable aléa-
1 
toire définies sur l'ensemble A des exécutions 
possibles du projet et dépendant des probabilités 
., , 
' !' 1 1 . 1 
et d es durées des tâches . 
a. §T~O~ ~cyc!igu~s_ 
Dé f ini ssons pour z A-> !R+u < oo~ , la 
variable aléatoire 
1: (a) si Z (a) < 00 z ' (a)" = 
si Z (a) = 00 
Si z = T., T. (a)< oo signifie que pendant 
l l 
l'exécution a du projet l'évènement V. a été 
l 
activé. 
Dès lor s , nous pouvons définir ET. = inf T. où 
l l 
inf z = inf z ' (a) .1 a E A 
Le concept de temps au plus tard est plus 
dif f ic i le à introduire car un -réseau STEOR 
peut avoir plus d'un noeud terminal. 
Soit TT le temps d'achèvement du projet 
J. le temps de transition de V. au noeud lS l 
. terminal v, 
s 
S l'ensemble des noeuds terminaux , 
S. = SnR(v.) l'ensemble des noeuds terminaux 
l. l. 
accessibles de V., alors 
l. 
LT. = TT 
l. 
- min inf A 0 is V ~ S. 
s l. 
. ~cas particulier LT1 = TT - min V E S 
s 
ET 
s 
! 1 
Dans un réseau ·STEOR, il p e ut aussi être 
intéressant de cons idérer : 
a) le temp s d'achè v e me nt du projet sacha nt 
qu'il s e termine par V 
s 
(s) ! TT-inf & is V accessible de X. s LT. = l l . - 00 V non accessible de s V. 
l 
b) le temps d'occurence au plus tard de 
l'évènement V. , 
l 
a. 1. 
= sup T. 
l 
Cas de durées 
ET. = longueur l 
joignant 
LT. = longueur l 
joignant 
~ TT - LT. l 
Tenant compte 
existant, 
ET1 = 0 
LT1 = 0 
où sup Z = sup Z' (a) 
a€ A 
déterministes 
du plus court chemin 
/li Vl à V. l 
du chemin le plus long 
Vl à V .• l 
= min R_ 
V €: S. is 
s l 
de l'ordre topol<?gique 
, ET. = min (ETk +Dki) . l 
Vk E- Pi 
, LT. = max (LTk +Dki) l 
Vk €- P. l 
Si l e STEOR pos s è d e n noeud s terminaux 
Vn-s+ l o oo Vn' 
i = n, ••• n-s+l 
(LT. -D . . ) i = J lJ n-s, o •• , 1 
Les mêm~ s quantités peuvent être définie s 
pour les tâche s 
Esr .. = El' . lJ l 
Lsr .. = LT. lJ l 
tsr . . = LT. - D .. lJ J lJ 
s Lsr .. = LT~ - D .. lJ J lJ 
V., V. 
l J 
EFT .. lJ 
LFI' .. lJ 
LFI' .. lJ 
s LFT .. lJ 
= El'. + D .. l lJ 
= LT. +D .. l lJ 
= LT. J 
= LT~ 
J 
Nous pouvons égaleme nt définir les pro-
b a bilités que l'évènement V. soit réa-
l 
l i sé à son temps au plus tôt= q (ET . ), 
l 
où à son temps au plus tard q(LT.) o 
l 
oq (LT.) désignera la probabilité que le 
l 
projet s'achève avant TT sachant que V. 
l 
a été activé au temps LT. et, 
l 
- s 
· oq (LT.) sera la 
l 
probabilité que l'évène-
ment terminal Vs soit activé avant TT si 
Vi l'a été au temps LTi. 
Nous avons vu que 
1 1 • 1 
Désignons par M. l' ensemble des n o e uds 
l 
d e P . pou r l esque l s le mi n i mum est 
l 
a t teint : Mi = { vk E pi I EI'i =EI'k+Dki • 
M. est l' e n semble d e c e u x pour l esquels 
l 
le maximum est a ttein t 
Mi = {vkE Pi I LTi = LTk + Dki~ 
De même , défin i s s ons 
N . = ) V. é S. - \ LT . = LT . - D. . ( l \ J . l l J lJ r 
. s 
N. = 
l 1 
~ v~j E si I LT~ = LT; - Dij. \ , LT! > -oo 
LT . = -oo 
, l 
Dès lors, 
1 i = n. o on-s+l 
q _ (LTi) = 
i = n-s ••• l L p .. q(LT . ) 
V. E: N. lJ J 
J l 
1 
q (LT~)= o 
l 
i =s, i=n •• • n- s+ 1 
~ s, i=n • •• n-s+l 
z: s 
V.€. N~ p .. -q (LTJ. ) i=n-s. 09 1 
J l lJ 
Notons que-ysi V est Un noeud ter mina l 
. s 
T = G}f = s sur l'interva lle [ ET , LT J 
s s }f s s 
qs 
a.2. Durées al~atoires 
- - - - - -
Les considérations ci-dessus p euvent 
être adaptées en considérant l es fonc-
tions F . . restreintes à l'intervalle 
lJ 
[ Min D . . , max D . ·.] • 
lJ lJ 
Exemple 
El'. = min (fil'k + min Dki) l 
Vk€ P. l 
LT. = max (LT k + max Dki) l 
Vk€ P. l 
LT. = max (LT . - min D .. ) i = n-s ooo l o l V.E S. J lJ 
J l 
Un noeud V. appartenant à un cycle peut se 
l 
réaliser plusieurs fois lors d'une même 
exécution du projet~ dans les défini-
tions de ET., LT. et LT~, T. repré sentera 
l l l l 
le temps de la première réalisation d e V . n · l 
et X. , le temps écoulé entre la dernière lS 
occurence de V. et l'activation de V. 
l S 
Les qua ntités ET., LT. et LT~ sont plus 
l l l 
difficiles à c a lculer pour un noeud V. € à 
l 
un cycle. 
Exemple : considérons un cycle formé des 
noeu d s Vf, vp+l• oo Vm pour lèsquels les 
durées des tâches sont des constantes o 
Supposons que ETk a été calculé pour tous 
les noeuds initiaux d'arcs entrant dans C. 
A la premiere itération, 
ET, = 
l 
min 
Vk ~ Pi 
k ~ i 
Aux itérations suivantes, 
ET.= 
l i = 
Les itérations seront poursuivies jusqu'à 
ce que l'on trouve la même valeur de ET. 
( i = R, ... , m) lors de deux itérations1 
successives, cette valeur étant celle 
cherchée. 
Le nombre d'itérations requis est au plus 
égal au nombre m - J. . + 1 de noeuds formant 
le cycle . 
4.5. Rés aux GERT avec structures d' élément de base 
4.5.1. Définitions_et_ErOEriétés 
N.ous allons étudier des réseaux ne possédant pas 
uniquement des noeuds STEOR .mais qui peuvent être 
facil ement évalués o Ces noeuds non-STEOR seront 
contenus dans des sous-réseaux réductibles de 
manière à construire un réseau STEOR évalua ble 
par la méthpde MRP. 
Nous supposerons à nouveau qu'il n'y a pas d'arcs 
_parallèles , ceux-ci pouvant être éliminés par le 
procédé. 
devient 
V 
Nous suppose rons encore que le réseau N satisfait 
les conditions Cl à es . 
R~a~q~e_l_: pour qu ' un noeud AND W puisse tou-
jours être atteint~ le réseau doit contenir un 
noeud déterministe V d'où on peut atteindre tous 
l es prédé c esseurs de w. 
~e~arq~e_2_: pour éviter les noeuds IOR non-
a u thentiques c ' est-à- dire pour lesquels lors de 
chaque réalisation , au plus un arc y aboutissant · 
e s t a c tivé , nous supposerons que : 
• pour tout IOR W, il existe une réalisation de N 
telle que au moins deux arcs aboutissant à W 
soient activés . 
1 1 ' 1 
• Un IOR non-authe ntique s e ra remplacé par un 
EOR. 
·Définition 1 : si P (W) désigne l ' ensemble des 
------------ V 
p récédents de W accessibles à partir de V, nous 
d,Î t"'O ,ne; qv.t 
W d épend de V 
(a ) si w est un n oeud AND , alors p (W) = p (W) V 
si w est un n o eud IOR , alor s IP v (w)I ?- 2 
(b) si w_1 , w2 € p (W) et sont d:1,- fférent s, alors V 
l es chemi ns L . joignant V à W . sont arcs-
l l 
d isjoint s . 
Nou s noterons B (V) l' ensemble d e s noeud s d épendant 
du noeud déterm~niste V, et B (V), l' ensemble des 
noeuds dont d épend V si V est IOR ou ANDo 
Exemple 1 
= ~ wl, w3 ~ , B (V 2 ) 
= B (W3) :~Vl~, B (W2) 
!bé2E~~~-! : cons idérons un noe ud V déterministe 
et u n noeud W dépendant de V. Soit e 1 • • o e les . r 
arcs aboutissant à W et issus de descendants de V, 
Soit Z le temps de terminaison de la tâche e, 
s s 
si la condition CVW est satisfaite, alors 
Vt t IR 
r 
1 -ir 
f=l 
si W = AND 
Ceci provient du fait que si West un noeud AND, 
P[ Tw...JJ:'vf t I TV< oo] ·= 
P[ (Zl...JJ:'V~ t \ ¾ < 00)/l 
l')(Zs...JJ:'V 5 t \ Tv<oo)J 
tandis que si West IOR, elle 
vaudra 
P [ (Zl ...JJ:'v ~ t I TV< oo) u ..• u 
(Zs .JJ.'v 5 t .1 TV< 00) J 
et que P(n A.) =T P(A.) si les A. sont indépen-
. l l l 
dants tandis que P (UA.) = 1 - 1f (1 - P (A.) ) • 
· l l 
Co~sfq~e~c~ : on peut alors facilement calculer 
1f vw et ~vw· 
Définition 2 : un ~lément de base N' d'un réseau 
admissible N est un sous-réseau ayant exactement 
une source V. qui est déterministe. 
1. 
Si c et élément de base contient lui-même des 
sous-réseaux réductibles évalués , nous le noterons 
• s'il n'a qu'un terminal V 
m 
o s'il a deux terminaux 
• s'il a plusieurs terminaux , 
/7V-m 
v,.l~v~ 
~~!!~!~!2~-~ : un élément de ba se simple N' d 'un 
réseau admissible N est un sous-réseau avec exac-
tement une source déterministe V. et exacteme nt 
1. 
un terminal V. ayant l a forme 
J 
'{, l,/"';:,-)v,.,.,,, 
,, .. 1~ ';,\,_ 
.,.., "'--.iep. , 
'\/: [),,,,.... : . ~CÎÎ \/ · 
l ',, • J 
~ '.J,/';::.>- ... --, e.p. 't 
'~ V 
'{ '1. .m 'l 
Du moment que la condition CVi Vj est s atisfaite, 
ce sous-réseau peut être évalué et remplacé 
( cf r o 2. 4 • 5. ) par un arc < V. , V . > tel que 
1. J 
vr)---~-~ 
p .. 
1.J 
F .. 
1.J 
pij = lim P(Tj...JI'i~ t \ Ti< oo) 
· t • oo . 
1 F .. (t) =-- P (T . ..JI'. f t I T. ( oo) 
1.J pij J 1. 1. 
·/' / 1 • 1 
sont la probabilité d'exécution conditionnelle , 
et F .. la fonction de r é p a rtition conditionne lle lJ 
d e durée de la tâche (V., V.> 
1 J 
Q~f!~!t!Q~_i: si au moins deux sous-réseaux SNk 
o nt chacun deux noeuds terminaux, et les autres, 
u n , 
u n élément de 
base multilatéral V. ,, 
<-1 V,m1 
aura .pour forme : v.:::-;:-;--)SN - - - _ _ ev 
,, , l ~V. - - ' 
. ,..,.," v~IJ : 'l'I~' .... , -""'~vl 
.,, .,. .,, . .,. -- !@5 ~L Vrmq - ~ - ,-... ,,, ~~l •• 
, - - • '11~ .,. - - '-A .,. - • - '"'<I --- ,, D .., - V - ,,,,, '{ .,..;:_:-____ ?"----1@~~5~ __ :~~~-
. ""'l "1'11 :P-rt. 
Après chaque activation de V., au plus un des 
1 
d e ux noeuds Vk, Vj est activé. 
Il peut être remplacé par la structure 
. '{._·(> 
du fait que V. et Vk J . 
E- B (V. ) et que les 
1 
conditions Cvivj et 
CviVk sont satisfaites. 
Q~~!~!t!Q~-~: si un seul des sous-réseaux SNi 
possède plusieurs noeuds terminaux, le noeud IOR 
Vk doit être remplacé par des ÈOR o Nous obtenons 
alors un élément de base unilatéral° 
1 1 
qui peut êtr e remplacé par : 
V· 1. 
Propriétés des_éléments de_base 
(i) la source est déterministe. 
' 1 
(ii) si V est la source déterministe , alors B(V) 
est non vide et est un sous-ensemble de l'en-
semble des noeuds AND ou IOR. 
V noeud AND ou · IOR W, B (W) t 0 et B (W) =< V} 
(iii) si V est la source et W un noeud IOR ou AND, 
W € B (V ) • 
(iv) Si w1 et w2 sont deux noeuds terminaux , ils 
ne sont pa? accessibles l'un de l' autre o 
(v) si V est activé , au plus un terminal l'est et 
exactement un avec la probabilité un. 
Lorsqu'il y a plus d'une sourçe, nous qéfinirons 
la notion suivante : 
• Soit V' l' ensemble de ses noeuds , R' l'ensemble 
· d e s sources (Rd pour les déterministes, R; pour 
les stochastiques), S' l'ensemble des t erminaux 
1 • 
(SA pour l es AND, s1 pour l e s IOR et Si pour 
les EOR), 
4.5 o2 o Pré-éléments d e base 
Définit ion 6 : un sous - r é seau faibl ement connexe 
N' d'un rése au N est une structure de pr é - é l ément 
de base si 
(i) au moins une source de N' est déterministe 
(ii ) Yv e R' d , 0 :f B(V) C s;\I 
Vw 
€ SAI , 0 :f B (W) C R' d 
(iii) Si V € Rd et W E R (V) (descendants de V), 
alors W E B (V) • 
( iv) VveR8 , R(v)n SA=0 
(v ) . si V 1 et V 2 sont différents et E: R' , alors 
v 2 ~ R (Vl) et vl ~ R(V2 ) 
osi w1 et· w2 sont différents efGS ' , alors 
w2 ,t R(Wl) et wl ~ R (W2 ) . 
(vi ) si une source de N' est activée lors d'une 
réalisation de N, au plus un noeud terminal 
de N' accessible de la source l'est, · et e xac-
tement un avec la probabilité un. 
~e!!:aE_q~e_3_ 
1 ) on pourra donc trouver des noeuds AND et IOR 
dans la structure. 
2 ) R' fl S ' = 0 
3) · Tou t ·cbemin joignant une source à un terminal 
ne c ontient ni autre source ni autre terminal. 
1 ! / 
Conve nt ions 
-----------
1) Toute s ou rce d 'une str uc t u r e de pré-él ément 
de base e s t EOR, et tout noeud t e r mina l est 
stochas t i que . 
2) Aucun noe ud t e rmina l de c ette structure n' a p -
partie nt à un cycle . 
Ces conve ntions ne sont pas restrictives. La 
première, par e xemple, p e ut ê tre facil ement sa-
tisfaite pa r l'introd~ction d e tâches fictive s. 
Pour· la d e u x i ème, 
Démon s tra tion : supposons qu~ W ~st un , noeud 
terminal d e N' appa r tenant à un cycle. Tous les 
noeuds d e celui-ci sont STEOR (CS). Supposons 
que Z soit un noeud du cycle qui n'appartient 
pas à N' 
=9 3v E C qui est source de N' • . 
Comme N' est faiblement connexe, soit un autre 
noeud termina l de N' est acce ssible de V, soit 
West acces sible d'une source de N' différente 
de V o Ce ci contredit la condition (V) de la dé f i-
nition. 
Conséquemœnt, C est 
entièrement continu 
dans N' et W app:rraît . 
carme le seul terminal 
de N'. 
Si W n'est pas noeud terminal de N, 3 des suivants 
de W qui n'appartiennent pas à N' o Ont peut dès 
lors construire une structure étendue de pré-
élément de hase, suivant le procédé : 
N' 
---~K2> 
1 ' \ ,, 
---<-_,. 
C 
-- ~-. 
1 . ) 
', C. , 
-< --,# 
----------------
t't 
-'>7 
/' Ll,1. 
elle s era égal ement notée N' et contiendra d e 
nouvea u x no e u ds t ermina u x qui n'appartienne nt 
pas à d e s cycle s. 
Déf i niti o n 7 : une structure d'élément de base 
(BES ) est une structure pré-élément de base N' 
t elle que 
(i) toute source stocha stique a exactement un 
suivant et ce suivant est accessible d'au 
moins une source déterministe de N'. 
(ii) tout noeud terminal EOR a exactement un pré-
c édent et au moins un noeud terminal AND ou 
IOR est accessible de celui-ci. 
~~!iTii!!Q~-~ : un réseau GERT admissible qui ne 
contient pas que des noeuds EOR est un réseau 
BES s'il satisfait les conditions. 
C8 tout noeud déterministe de N appartient 
à une structure d'élément de base de No 
C9. tout noeud AND ou IOR de N est terminal 
d'une structure d'élément de base de N. 
ClO a chaque réalisation de Net pour toute 
structure d'élément de base N' de N, au 
, l •/ 1 1 1 
' 1 
plus une des sources de N' de laquelle 
un et le même terminal de N' est accessible 
est activée. 
Si on remplace structure de élément de base, par 
structure de pré-élément de base, on obtient la 
définition d'un ·réseau pré-BES. Tout réseau 
pré-BES peut être transformé en réseau BES par 
a djonction de tâches fictives o 
Théorème 2 
----------
(a) Si deu~ structures d'élément de ba ~e N' et N" 
ont une même source déterministe et un même 
noeud terminal AND ou IOR, elles coïncident . 
(b) Etant donné deux structures d'élément de base 
d'un réseau BES, soit N' f N", soit N" S.. N', 
soit N' et N" sont arcs-disjoints. 
Démonstration a . 
Soit Rd et Rd les ensembles des sources détermi-
nistes de N' et N" et soit S' et S". les ensem-
, . ai 
bles des noeuds terminaux ANDaiou IOR de N' et N". 
Supposons que V et V t Rd et que V~ Rd et mon-
. trons qu'alors- V € Rd ==• Rd = Rd. 
A cet effet 1 construisons la suite u 1 = V, u 2 , o•• 
ur = V a,' é l éments de Rd telle que V- kG ~ l, 2 , · ••• r-1~ 
:J wk e s~i tel que wk e B (uk} ri B (uk+i> o 
Comme ul E R" d et vu la définition 6 (ii) / w1e 
s·n . ~ par la même définition u 2 E R" ==} ai d 
w2 ~ s Il • • 0 • ai 
' 1 
Nous obtenons ainsi successivement 
S" 
ai' R " d " 
Par t ant du fait que Rà = Rd, on peut alors mon-
trer que N' = N" mais c ela n'est p a s simple 
(voir · { } ) . 
Démon.stration b. 
Considérons l e cas où au moins une des deux struc-
tures d'élément de base N', N" contient au moins 
une source déterministe de l'autre. 
Suppo sons que N' et N" ont un arc en commun, et, 
q u e N' ~ N" et N" ~ N ' 
~ 3 un noeud terminal de N' sur tou.t chemin 
joignant V à W. 
a ) Si W est AND ou IOR, c<?mme W E B (V ) , 3 au 
moins d eux chemins disjoints d e V aux noeuds 
terminau x distincts u 1 et u 2 € N' (cfr. remar-
que 2) • 
Or, on peut montrer que 
six est source et y 
R (x ) est un noeud d ' une 
structure d' é l ément de 
base d'un réseau BES, 
alors j une réalisation 
du réseau où x et y sont tous deux activés. 
~ 3 une réalisation de N tq v,"u1 et u 2 
soient activés ce qui contredit la définition 
6 (vi) • 
3> soit N' ~ N" , soit N" ~ N' o 
Si West EOR , en vertu de la définition 7 
(ii), 3 un pré cédent de W et au moins un 
noeud AND ou IOR terminal de N", W, acces-
sible de ce prédécesseur. Or aucun AND ou 
IOR ne peut précéder W =9 il n'y a aucun 
terminal de N' avant W ~ N" S N' ce qui 
contredit l'hypothèse o 
b ) On peut montrer que si aucune des deux struc-
tures ne contient de source déterministe de 
l'autre , elles sont arcs-disjointes o 
Définition 8 : une structure d'élément de base 
------------
. est intérieure si 
(i) elle ne contient que des noeuds EOR hormis 
pour les terminaux. 
( ii) 'tf noeud déterministe u qui n'est pas une 
sour ce, B(u) = ~ o 
~e~aE_q~e_4_ 
Pour évaluer un réseau BES, on évalue les struc-
tures d'élément de base et on les remplace par 
des structures STEOR de manière à évaluer le 
réseau résultant par la méthode MRP. 
Définition 9 : une structure d'élément de base 
N' d'un réseau N est admissible si elle satisfait 
CS, C6 et C7 o 
Nous allons énoncer deux nouvelles conditions 
qui nous seront utiles pour tester l' admissibilité 
c ' est-à-dire C6 et C7. 
Cll soit u source déterministe d'une struc-
ture d'élément de base N' et soit v1 et 
v2 d e u x suivants distincts de u, 
alors R(Vl ) I'\ R(V2 ) lî V'f s~i- · 
Ceci revient à dire que si deux chemins émanant 
d'une source déterministe de N' ont leur premier 
arc disjoint et aboutissent à un même noeud W, 
ce dernier est terminal AND ou IOR. 
. 1 
Cl2 si u est un noeud déterministe d'une struc-
' 
ture d'élément de base ·N' mais n'en est 
pas source , 
si v1 et v2 sont deux suivants de u , 
alors R (Vl) (\ R(V2 ) n V' = 0. 
Critère d'admissibilité d'une structure dtélément 
de base intérieure 
(a) Si Cll et Cl2 et CS sont satisfaites pour une 
structur e d'élément de base N' d'un réseau 
qui satisfait ClO, alors N' est admissible. 
(b) Si N' est une structure d'élément de base 
intérieure d'un réseau BES , Cll et Cl2 sont 
vérifiées pour N'. 
démonstration ao 
a) Supposons Cll et Cl2 vérifiées mais pas C7 ~ 
3w noeud EOR de N' qui ne vérifie pas C7 o 
Supposons, sans perte de généralité , C6 et C7 
v érifiées pour tout ce qui précède Wo 
C7 et ClO ~ 3 u déterministe 
U.-1 
E N' _ et deux chemins L1 et Cl D< • ~ ~<J w 
L2 disjoint s partant de u et ---~-
lt.~ 
al:x:>utissant à W. 
"' !  ' 1 
Soit u 1 et u 2 les suivants de u sur L1 et L2 
~ W € R (V 1 ) n R (u 2 ) n V'. Si u est source de 
N' Cll est contredite si non c'est Cl2 qu~ 
l' est. 
b) Si Cll e t Cl2 sont vérifiées mais pas C6 ~ 
~ un cycle C ~ N ' tq d e ux arcs y entrant, e 1 
et e 2 soient activés lors d'une réalisation 
de N. 
CIO p 3 un noeud u d é terministe et deux 
chemins en émanant L1 ( ? e 1 ) et L2 (2 e 2 ) dis-
joints. Soit v1 et v2 les suivants d~ u sur 
L1 et L2 , et soit W quelconque f C, 
CS > w est- STEOR ~ si u est source, Cl 1 
est contredite, si non c'est C 12 qui l'est. 
Démonstration b o 
a) Si C6 et C7 sont vérifiées mais pas Cll ~ 
u source déterministe de N' et deux chemins 
disjoints émanant de u et aboutissant W e N' 
tels que W ne soit pas terminal AND ou IOR de 
N'. 
Or tout noeud AND ou IOR d'une structure 
d e élément de base intérieure est terminal 
pour la structure d'élément de base (C9 et 
définition 8) ? W est EOR ;> si W é cycle, 
C6 est contredite, si non C7 o 
b} C6 et C7 sont vérifiées mais pas Cl2 =::;, 3 u 
non source, déterministe, € N', et, deux che-
mins disjoints L1 et L2 émanant de u et 
abouti ssant à W ~ N'. 
Si West IOR ou AND, par d é finition 6 (ii), 
3 V sour ce d é t e rministe de N' tq WE B (V) • 
u E R(V) et donc 3 L chemin dans N' d e noeud 
initial V et terminal W ~ j deux chemins 
joignant V à W qui ne sont pas disjoints ce 
qui contredit la définition 1 (b) a 
~ - - - -1 -> 
~ W est EOR 
~ si W E.: cycle, C6 est contredite si non 
c'est C7 
Exemple : le réseau suivant n'est pas une 
structure d'élément de base car B(V) = W,W' ; 
or, W R(W') ce qui contredit définition 6 (ii) . 
•-------, 
Mais en introduisant le noeud auxiliaire V' et 
la tâche fictive V, V' , on obtient une 
structure d'élément de base admissible qui 
contient une structure intérieure N" a 
4.5.3. Evaluation d'une structure d'éléme nt de base 
admi ssible. 
Par é valu er , nous entendons 
proba bilité de transition,. 
de r épartition du temps de 
d éterminer lf .. , lJ 
et, 0 . . , fonction lJ 
transition t1 .. o lJ 
On considère d'abord l' évaluation d'une struc-
ture d'élémènt de base intérieure N' du ré seau 
BES N. 
Si V. est source de N', on définit N(i) le sous-
1 
résea u construit sur R(v.)n V' o C'est un réseau 
l 
GERT avec u ne sou r ce unique V .• Se s noeuds ter-
1 
minaux sont c eux de N' accessibles de V, o 
l 
On peut montrer que si V . est stochastique, au 
l 
plus un arc a bouti ssant à un noeud terminal est 
activé lors d'une réal isation • tout noeud ter-
minal IOR de N(i) peut être remplacé par un EOR o 
Construisons ensuite N{i} en éliminant de N(i) 
les noeuds termina ux AND et IOR ainsi que les 
arcs qui y aboutissent. 
Comme N' est admissible, Cl2 est satisfaite~ 
~ {i}est admissible et ne contient plus que des 
noeuds terminaux EOR ? on peut l'évaluer par 
la méthode MRP. 
~ nous obtenons 7f . . et 0 .. 
-:;:, lJ lJ 
déterministe ou stochastique 
(terminal EOR de N (i) )-o 
pour V. ( source 
de N (if- ) et Vj 
Considérons maintinant les noeuds terminaux 
d e N(i) AND ou IOR et supposons V. déterministe o J. 
où 
~ 
vkl ... vk E N{i} et pour 
eux, 
Yik et zik ont été cal-
calculés 
. lim . P [ Zk - T. f t \ T. < oo] = o. Zik 
t ~ 00 S J. J. ~ KS S 
2 ks est 
1T .. J.J 
~-. J.J 
le iemps d'achèvement 
s 7[ 1 Pks 2 iks 
= .t 1 - 1f (1-p . 
s=l ksJ 
1 1 l( 
= 1fij s=l 
1 
si 
. Z. k ) J. s 
de 
v. 
J 
si 
la tâche eks" 
est AND 
v .. 
J 
est IOR. 
V.= IOR 
J 
On continue ces calculs pour toutes les sources 
V. des sous-réseaux N(i) de N'. J. 
;> on obtient â .. , ~. . et // .. lJ J.J lJ source 
de N ' et V. E R(V. ) terminal de N'. 
. J J. 
Si v . 1 • o • V. · sont les sources de N', et v. 1 ooo V• i ir J J : 
ses noeuds terminaux, N' peut être remplacé par 
un sous-réseau pour lequel on a attaché à chaque 
tâche< V . , V. '> le poids(Mi.p j.).) lp JÀ ~ 
1p J ~ 
et où V. l.f' et V. JÀ sont tous STEOR. 
On réduit ainsi successivement les structures 
d'élément de b a se intérieures d'un réseau BES, 
en structures STEOR o 
Partant de N réseau BES avec les structures d'é-
léme nt de base Ni, N2. et N3, on aboutit à N 
réseau STEOR o 
N~ 
-
N 1~ m N N 
Nous devons encore examiner comment tester si 
un réseau GERT vérifie les conditions C6 .à ClO, 
et comment en déterminer les structures d'élé-
ment de base o 
Détermination de structures d'éléments de base 
intérieures admissibles 
La procédure comprend trois parties. 
1) Processu s d'étiquetage : a chaque arc dont 
le noeud terminal est AND ou IOR, on associe 
une indication sur les noeuds déterministes 
dont dépend l'activation de e o 
V noeud déterministe V, on établit B(V) o 
2) Construction d'une SEBI possible à partir 
de B(V) tiré de 1, on construit un sous-
réseau N' de N répondant à certaines conditions 
des SEBI. 
' 1 
3) Test d'une SEBI pos s ible : on teste la SEBI 
possible construile de manière à savoir si 
elle est admissible (pour réduire le sous-
réseau). 
Nous noterons E+(V) l' ensemble des arcs émanant 
de V et E-(V) l!ensemble de ceux qui y aboutissent 
Dans la première partie, on assigne à chaque arc 
e aboutis sant à un IOR ou un AND, la marque 
M c V x E o M contient l'étiquette (V, e) 
e e · o o 
.s-~i :3 un chemin (v~, v1 o . o Vr ) avec e 0 = 
< V , V1 > et e = (V l ' V \ tàndis que V o r- r o 
est déterministe o 
Théorème 3 : soient V noeud déterministe de N 
et W noeud AND ou IOR 
W E B (V) s i 
IVê e E (W) si w est AND ( a ) Vau mo ins deux arcs ê € E (W) 
jau moins une marque (v,e ) où 
contenue dans M- (c'est-à-dire 
e 
avec V en première position ). 
si W est TOR/ 
+ e f E (v) 
une marque 
(b ) Yto ute paire d'arcs différents e 1 , è 2 E E 
(W) dont le noeud initial E R (V) , et +/ 
(V, e ') E Mel et (V , e") € Me 2 , e ' '1- e" 
(c'est-à-dire , les marques des arc s aboutis-
s ant à W, avec V en première po sitio n , . sont 
d ifférentes. 
Démonstration 
La c ondition (a ) > immédiatement la définition 
1 { a ) • 
I 
la condit i on (b) =} immé dia t ement l a d é fi n i t ion 
1 (b) • 
Thé o r ème 4 : si N est un r é seau BES, alors 
(a) si V est u n noeud d é t erministe et W, un 
AND ou un IOR d é p e nda nt de V, alors tout 
arc aboutissant~ W possè de au plus une 
marque a vec V en .première position o 
(b) Si W e st AND ou IOR, ,3 au moins un V déter-
ministe dont dépend W. 
Démonstration 
(b) découle de définition 6 (ii) 
(a) 
Soit V déterministe, W E B(V) et e € E (W). 
Supposons que e possède deux étiquettes 
(v1 , e 1 ) et (V, e 2 ) avec e 1 i ei. 
:) 3 un noeud AND ou IOR Z 
tandis que les chemins joignant 
V à 2 et contenant e1 ou e2 sont 
disjoints et tandis que e soit 
accessible de Zo 
Si Z E B(V), par définition 6 
(ii), c'est un terminal de la 
structure d'élément de base N' qui contient 
V comme source et W comme terminal ~ 
contradiction avec définition 6 (iv) o 
Si z.1 B(V), considérons N" structure d'élé-
ment de base contenant z comme terminal, N' 
et N" ne sont pas disjointes, N' j N" et 
N" f N' > contradiction. 
Il convient pendant tout le processus d' é tique-
tage de tester c e s deux conditions car d ê s que 
l'une d'elles est violée, le réseau n'est pas 
BES et le proce ssus doit être arrêté. 
Construction_d'une_S~BI_Eossible : N' d'un 
réseau N 
Soit V noe ud d é terministe tandis que B(V) f ~ 
a) On commence par construire R' et S'. par d ai 
l'itération 
Ro 
= ~ V~ , so. = B(V) d ai 
Rv ~ V t V 1 3 w E. "-1 tel W E. B(V)~ = s . . .,., que d al 
y 
~we V } jV (: Ry tel V €: B Sdi = que d 
Y-1 L'itération est arrêtée lorsque Rd= 
s V ~ 1 = s V. ·, et Rd' = Rdv , s ' . = s '-J_ 0 
ai ai ai ai 
R:J 
d 
(w)7 
et 
b) On construit l'ensemble des noeuds de N acces-
sible de V~Rd. et d'où l'on peut joindre W~ 
S ' . : V = J x f X 1 3 V€ Rd' , , W E S ' . t ta.. L · que 
ai \ ai 
X ~ R (V) et w ~ R (x ) ç 
-Si V contient un noeud déterministe, on 
arrête le processus et on recommence depuis le 
début avec ce noeud o 
Si non, on construit 
- -
o l'ensemble des arcs dont les extrémités~V E 
o l'ensemble des arcs dont le noeud initial 
- :::r 
seul G V : E 
• l'ensemble des arcs dont le noeud terminal 
- -seul EV: E 
c ) 
. 1 
Ve 
€ E, on introduit le no e ud STEOR v 
( "fin de e") et la tâche fictive <Y, v> 
/:,. 
Ve e E, on introduit le noeud STEOR t 
( "début de e") et la tâche fictive(v, ~) 
A 
-
..:. 
" A e. v e. ~ -~---;.---... 
e 
-e 
la SEBI possible sera 
~ - " ~ u V et·E 1 =Eu Eu E 
truitsf etc • o • 
~ ' ~ V 
• __ :~----K),_ __ e..,...,. _ _., 
" définie par V'= Vu V 
" J ./\ 
où y=\ V ainsi cons-
Théorème 5 : si N' vérifié les conditions iii à 
v. de la définition 6, et si, tous les noeuds 
l 
AND et IOR de N' sont terminaux de N ' , (x ), alors 
N' est une SEBi o 
Démonstration 
Les conditions i et ii de la définition 6, et, i 
et ii de la définition 7 sont assurées par cons-
truction o 
Tester les conditions iii à v de la définition 6 
peut se faire à l'aide de la matrice d'adjacence 
ou d'incidence. Voir si tous les noeuds AND et 
IOR sont terminaux peut se faire en cours de cons-
truction. Reste la condition vî· d~ la définition 
6. 
Théorème 6 : 
Supposons que la SEBI possible N'ont les sour-
ces déterministes v1 o· oo Vm et les sources sto-
chastiques V +i··· V o 
· rn n 
D , . N#-1 ' esignons par e sous-reseau construit à par-
tir de R (V,...,) fl V' jJ--= l o . om 
Si N' · vérifie C6, C7, 4 5 tt ), iii, iV, v de 
.> 
la définition 6 , la condition (vi) de la défini-
' 
tion 6 est vérifiée si les conditions suivantes 
le sont : 
(a) 
(b) 
si aucune noeud de S~ u sl'--2 n'est ac-. l 
tivé après Vr, (}'-= l. oo m) alors un 
noeud exactement de sf4-- l'est o 
a 
V noeud déterrnini ste x f N ~) t- V;,,-., 
l 'enseml:>le R (x ) /\ S (J-Y ne contient que 
des noeuds AND. 
(c) si un noeud de Si (t-,) v s2 V"") est acces-
sible de x, suivant de V?-, alors tous les 
noeuds terminaux AND de N V--) le sont o 
(d) 
(e) 
(f) 
' N (.u.) ~d t ' 1 IOR 1 si r posse e un ermina , es 
autres terminaux sont du type AND o 
Si u 1 ·et u 2 ~ Se Y4) et ( • , • · o o . ui-;>,...... 
(v,..._, ~, o •• u 2) sont deux chemins 
dif férents de Vu à u 1 et u 2 , alors 
V = V u u· 
N (v), v = m+l •• o :p me contient aucun 
noeud 'déterministe. 
Les conditions (b) à (e) sont testées par la 
matrice d'incidence. 
La condition (a ) est testée èn deux étapes, 
sauf si Isa(~, = 1 auquel c as elle est toujours 
vraie. 
deux noeuds différents d~ S Y'-) peuvent 
a 
être activés .ss.1 3 une réalisation de 
N pour l aque lle t ou s les arcs y abouti ssant 
le · sont ce qui est testé en examinant tous 
les che~ins dans N (,,«-) p artant d'un noeud 
d étermi niste et aboutissant a u noeud i nitia l 
de ces arcs o 
4.5.4. La mé thode BES d'évaluation de ré seau avec SEB 
(Basic Eleme nt Structure ). 
Partant d'un réseau N vérifiant CS et· ne con-
tenant pas que des noeuds EOR, on procède à 
l' étiquetage, 
en sui te V v déterministe, 
on construit une SEBI possible N' de N1 OÙ 
Nl = N + des tâches fictives. 
on teste si la SEBI est admissibleo 
on la remplace par une structure STEORo 
On obtient un réseau N avec uniqueme nt des 
noeuds EOR. Si les noeuds sont tous STEOR, on 
applique la méthode MRPo Sinon, on teste l a 
condition 1 (4.30 ) et si elle est vérifiée , on 
peut applique r MRPo 
On remarque que · le caractère non BE S d'un ré-
seau peut n'être découvert que fort tard o D'où 
une p e rte substantielle. Il vaut dès lors peut-
être mieux predre un peu de temps au début pour 
s'assurer que tout ira bien . 
C'est l'objectif d e la méthode BES modifiée o 
Elle consiste en deux parties o 
" La première repose sur un graphe auxiliaire N 
obtenu à partir de Naux arcs duquel on associe 
le poid pe = ~1
1 
si le noeud initial est déterminis t f 
t si ~(e) est stochastique 
1s ( °' (e) ) l 
où . ~(e) est le noeud initial de e et S(V) l'en-
semble des suivants de V. 
·Les durées d es activités sont supposées égales à 
1. 
" On applique à N ·1e p r ocessus d'étiquetage o· S'il 
est mené à bien, on construit une SEBI possible 
N' de N. On garde alors les sources et terminaux 
de N' et on modifie N comme après évaluation de N' o 
On remplace ensu~te les sourcestet terminaux~de N' 
par des STEOR et < v., v.) on introduit J 
l J 
p - - 1- où a. est le nombre de terminaux acces-ij - ai l 
sibles de V .• 
l 
On recommence la procédure dans le réseau auxi -
liaire modifiée et si elle ·conduit finalement à un 
réseau STEOR, ou un réseau contenant des noeuds 
déterministes satisfaisant la condition 1(2 04.3.), 
on est assµré du succès de l'algorithme de la 
section 2. 
La deuxième section consiste aussi à construire 
des SEB de N, à les évaluer et les remplacer par 
1 : ' 1 
par des str ucture s STEOR, et, enfin, à utiliser 
la mé thode MRP . 
La section 1 n'occupe générale ment que 10 % du 
temps d e c alcul la perte e st faibl e en cas 
d'insucc è s. 
4.6. Réduction de cycle s 
Etant donné une str ucture ne cycle C d'un résea u admis-
sible N, la rédui r e se fait . de.la manière suivante : 
~ on ajoute à C l e s arcs qui y entrent ou qui en sor-
tent ainsi que leur noeud initial ou terminal selon 
le cas o 
~ On s'assure, en introduisant des tâches fictives si 
nécessaire, que ces ~oeuds intiaux d'~rcs entrant et 
termi naux d'arcs sortant son t STEOR, n'appartiennent 
pas à cycle et que leur suivant (précédent) E au 
cycle. 
- ~ On obtient ainsi un cycle -étendu C' sous-réseau de N 
ne contena nt que des noeuds STEOR (vu CS) o Ce sous-
réseau est réductible car comme tous les noeuds sont 
STEOR, vu C7, e x actement un noeud terminal de C' 
est activé si u n noeud initial l'a été. 
! 1 
~ / 
-
-\-.- _-_-_-_...,,.__= KÎ>\. \ 
\o 
C 
devient 
-;---..._ __ _,,_ __ _ ~ 
vr/ . 
C 
Pour évaluer C', c' e st-à-dire pour calculer V .. et 
1.J 
~-. pour toute paire (V. , V.) où V. est 1.J 1. J . 1. sou r c e et V. 
t ermin a l, on utilise l a méthode MRP qui permet de 
J 
c al-
culer l es quantités Yik et Zik pour toute source Viet 
noeud Vk de C', en c ommençant par 
-1: t 9 o Y .. (t) 1.1. 
· t< 0 
1 
Yi l (t) = 0 
et V source VJ -:/V i 
z . . = 1 Zil_ -::/ 0 1.1. 
C' pourra alors être remplacé par une structure acyclique 
qui contient, pour toute paire (V. , V. ) , un arc Tf · . 1.r J s 
<V. , V. > de poid s ( 1.r J s ) où V. et V. sont STEOR 1.r J s • 1.r J s 
Ça ir j s 
4.7. Les noeuds IOR non-authe ntiques 
Da ns de nombreu x ca·s des noeuds EOR peuvent être inter-
vertis avec d es IOR sans modifier le déroulement du 
projet. Ainsi tout EOR n'appart~nant pas à un cycle peut 
être rempla cé par un IOR. Inversément certains IOR dits 
non-authentiques peuvent être remplacés par des EOR. 
Ce sont ceux qui satisfont la condition suivante. 
Condition_de_non-authenticité_: au plus un arc y aboutis-
sant est ac t ivé lors de chaque réalisation o 
Il est souvent intéressant de remplacer ces noeuds par 
des EOR car il présentent de nombreuses difficulté s 
dans l'évaluation. 
On peut déterminer les noeuds IOR non-authentiques tout 
en testant si les conditions C6 et C7 sont vérifiées o 
1 . 
. 1 
Procédure _de_reEé r a ~e 
~ Nl, 2 m On constr uit une $equ e nce N • oo N d e sou s -
r é s e aux d e N. N p e u t po s s é der plus d'une source . 
N' est l' e n semble d es squr c e s d e N et Nm = N. 
N ,P- est o b t e nu à partir . de N'4- 1 en lui ajouta nt 
a u moins u n noe ud d e N (n'appa rte nant p a s à N~- 1 ) 
dont tous l e s précéde nts et le s a rcs qui y aboutis -
s e nt, G N (proc é dure p ar e xte n sion s é l e ctive ) o 
~ Po ur chaq e N)A, on calcule ce que nous d é signerons 
p a r pos s i b ilité d' ac t i vation de ses noeuds t e rmina ux 
~1: 
si y/A t- ls 
1I 
,P- s' 0 sur \R 
as, 
si p. /s
1l 
y ' = 0 sur IR s 
OÙ S' est une p a rtie de s/J- non vide et sfa- , l'en., 
semble d es termina u x de N)'- • 
~~~ê;ESl~~ : rap pe lons que Y:. (ts,) = P [ (Tv ~ tv) V S, 
µ. . E: 
Il (Tw = oo) WG. S '\ S 'Jo Donc as, est égale à O ~c;.1 
la probabilité qu'exac tement tous les termina u x V é S' ~ 
S;,c. (et aucun autre) soie nt activé s e st nulle. Si cette 
proba bilité e st plus g r a nde que O, a,;-. = 1. 
Thé o.E_è~e_l_: un noeud vfa- IOR est non-authentique si • 
V V précf dent de v#- , :l au plus un arc <V, vJ" > et 
V V, V pré c é dent de v.fA , 't/ s' partie non vide de ff-l. 
_µ..-• tel _ .:_ que V, V € s', as, . = o 
Si, de plus, tous les EOR V~ satisfont cette condition, 
C6 et C7 sont vérifiées. 
La procédure sera donc la suivante : 
! 1 
1 i 
Données : e nsemble des noeuds V, de s arcs E et, pour 
cha que arc e, sont noeud initial C\(e) et termina l W(e). 
Première partie= Réduction des cycles. 
De uxi ème partie 
~ Initia li sation 
(a) Vsource stochastique V de N, une source auxi-
liaire déte r mi niste et une t â che fictive sont 
introduites. 
(b) Tout noeud t erminal de N est supposé déterministe. 
(c) V tâche e dù W (e) = W, qui est issue d!un noeud 
stochastique V, un noeud déterministe u et une 
tâche fictive <u, W > sont introduites. 
Soit N le r é s eau ainsi modifié, R l'ensemble de ses 
sources et S d es terminaux ! 
~ Traitement principal 
Et~p~ l v1 : = s1 : = R. 
Et~p~ '!l (n ~ 2) 
S' = R 
, 
ailleurs 
S' partie non vide de S 
n-1 (Premier cas) tous les noeuds de S sont déterminis te 
Si Sn-l = S, alors STOPa 
Sinon ochoisir 
f ·vn-1 
n n-1 V 6 V\ V tandis que ses précédent 
n n-1 J n( n 
o calculer V : = V u \ V 7 ., W : = 
~ V€. Sn-l dont les suivants€ vn} 
Sn : = (Sn-1 \ ~) u < vn~ 
fin si 
n (Sous-cas 1 ) V est du type AND 
n Pour toute partie non vide S' de S , calculer 
n-1 
si v11E- s 'l P (v11) \ v/1 où S"= (S' v vf) \ { v11~ '½;n 
si v11t S' L n-1 
,.. 
1 et as" ~ 1 avec S" = S' VS 
n I'-as, = 
. S partie de w1 
S" j P (v11) 
0 aill eurs 
où P(Vn) désigne l'ensemble des précédents 
de vn. 
{Sous-cas 2 ) . vn est IOR 
Si l e _théoième 1 est v érifié, Vn esi non-authentique 
et peut être remplacé par un EORo 
n Pour toute partie non vide S' de S, c alculer 
1 _n ~ n-1 si v E s' et c.. as 11 ~ 1 avec 
S p:rrtie de w1 
S"= (S'\~Vf)v S 
S" () P (v11) cf 0 
si v11 ~ s' et s ' n P (v11) = 0 
O ailleurs 
(sous-cas 3) v11 est IDR 
Si le théorème 1 n'est pas vérifié alors C6 et C7 ne le 
sont pas non plus . 
a~, est calculé comme dans l e sous-cas 2. · 
' 1 
(Deuxième cas) Exa ctement un des noeuds de sn-l, vn-l, 
est stochastique 
où S(V) est l'ensemble des suivants de V. 
n Pour toute partie S' non vide de S , calculer 
O aill eurs 
Pour l'implémentat i on, il est recommandé pour gagner de 
la place mémoire, de mé~oriser les · parties S 1 non vides 
de Sn tandis que a~,= 1 plutôt que toutes les possibilité 
d'activation a~, partie non vide S' de Sno 
' 1 
4ÈME PARTIE 
IMPLÉMENTATION D1 UNE MÉTHODE D1 ÉVALUATION DE 
RÉSEAUX GERT ADMISSIBLES 
- - - - - - - - - - - - - - - - - - - - - -
-------- -------------------------------------
1. METHODE GENERALE 
Bie n que la simulation perme tte d'évaluer tout réseau GERT, 
il est souvent préférable d'utiliser une méthode combinant 
simulation et résolution analytique, ne -fut-ce que parce 
que les r é sultats obten s sont plus précis. 
C'est la philosophie de.-la méthode présentée ci-dessous qui · 
utilise des procédure s -spécifiques comme la méthode MRP, et 
n ' utilise la simulation qu'en cas de nécessité absolue o 
Cette méthode se base sur toute la théorie présentée dans la 
troisième partie, chapitres 2 et 4. 
l.l o Enoncj§ 
Première_étaEe : les cycles sont localisés, étendus 
comme indiqué dans la troisième partie 4.6. Ils sont 
ensuite évalués par la méthode ut~lisée pour les ré-
seaux STEOR puisqu'ils ne peuvent contenir que de tels 
noeuds o Ils sont enfin remplacés par des structures 
acycliques. 
Deuxième_étaEe : les noeuds IOR "non-a uthentiques" sont 
localisés et remplacés par des noeuds EOR suivant le 
procédé indiqué en 4.7. (troisième partie) o La condition 
C7 est en même temps testée. Si ~lle n'est pas vérifiée 
l'algorithme se ter mine. 
Troisième_étaEe : les paires de noeud dépendant l'un 
de l'autre sont dé t erminées par la méthode indiquée en 
4.5 ~3 o (t roisième partie), dite d'étiquetage o 
Qua trième_é t aee : partant d'un noeud d éterministe V 
tel que l' e nsemble des noeuds ET et IOR qui e n d épen-
d ent, est non nul, on détermine toutes l es structures 
po ssibles d'élément de base o 
Cinguième_étaEe : Les troisième, quatri ème et cinquième 
conditions de la définition d'une structure d'élément 
de base, sont test€es grâce à la matrice d'accessibi-
lité. 
De plus, nous examinons quelle structure possible d'élé-
me nt de base satisfait aussi les conditions b etc de 
la définition d e sous - réseaux admissibles (4.1.4. -
tro~sième partie). Pour vérifie r la condition b, la 
procédure décrite en 4 o7. 
Dans cette procédure, le noeud V choisi pour compléter 
V}t-1 à l'étape~ doit satisfaire la condition suivante 
• l'ensemble des noeuds sources~• pour toute structure 
d'élément d e base N' est contenu dans l'ensemble des 
n~euds terminaux S,; du sous-réseau N v ( y )/ 1) o Soit 
W termina l dans N' et R' (W) l'ensemble des sources 
de N' d'où l'on peut atteindre W. La condition b sera 
satisfaite par N' si ( V W € N') av = o et ceci s 
't/ V, V E= R' (W) , V f. V et VS E: l'ensemble des parties 
de v-1 tandi s que V' V ~ s. 
Sixième_étaee: en premier lieu, testons lesquelles 
parmi les structures d'élément de base possibles, satis-
font la condition c des sous-réseaux admissibles 
(équivalente à la six ième condition sur les structures 
d'élément de base), et sont ainsi à la fois structures 
d'élément de base et réseaux admissibles. 
A cette fin, sélect ionnons les structures N' satis-
faisant: 
soit i N' ne contient aucun noeud déterministe V 
tel que l'ensemble des noeuds AND et IOR 
dépendant de V soit non vide, excepté pour 
des noeuds V sources. 
soit ii : · toutes les structures possibles d'élément 
de base qui satisfont la condition b et ont 
une sour ce dans N' ont déjà été évaluées. 
Si N' contient, outre ses noeuds terminaux, des noeuds 
uniquement EOR, la condition c est testée immédiatement. 
Sinon, pour la tester, il faut utiliser l'algorithme 
décrit en 4 a~• pour tout sous-réseau N(i) de· N tel que 
l'ensemble des noeuds V(i) =V'() R(V.) est source de N'., 
l 
V' est l'ensemble des noeuds de N'~ et, R(V.), l'ensem-
1 
ble des noeuds accessibles de Vi. 
Si ta condition c est satisfaite, N' peut être évalué 
et remplacé par une structure STEOR comme indiqué en 
4. 5. 3 a ( troisième partie) • 
SeEtième_étaEe : toutes les structures d'éléments de 
base représentant des sous-réseaux réductibles ont été 
détermin~s, évalués et réduits a À ce stade, on déter-
mine, évalue et réduit les sous-réseaux STEOR du réseau. 
Comme la condition C7 est supposée satisfaite, tout 
sous-réseau N' de N est réductible s'il contient uni-
quement des noeuds STEOR et si toute source de N' n'est 
pai accessible d'un e autre source de N' (ainsi que 
tout terminal de N' n'est pas accessible d'un autre 
terminal de N') a 
La ' seconde condition peut ne pas être vérifiée c ar 
la structure STEOR peut être éva luée par la méthode 
MRP. 
Pour construire les sous-réseau x STEOR de N, on comme nce 
par un noe ud STEOR et on essaie d'élargir ce sous-
réseau à ses prédeces s eurs et successeurs tant qu'ils 
sont STEOR. -
Huitième_étaee : si le réseau obtenu fin de la septième 
étape n'est pas STEOR , ou s'il ne contient que des noeud s 
EOR, on l'évalue par simulation sinon, la méthode MRP 
est utilisée. 
Cet algorithme peut êtretrouvé dans (A3 ). On y trou-
vera 'également quelques considérations pratiques ainsi 
qu'une version modifiée .de cet algorithme. 
1.2. Procédures existantes 
1.2.1. Procédures_d'acguisition_des_données_de_cons-
truction_des_matrices_d'adiacence_et_d'acces-
sibilité. 
Ces procédures sont reprises telles quelles 
dans le programme de simulation exposé dans 
cette quatrième partie, chapitre 2. 
1.2.2. Procédure_de_réduction_des_tâches_earallèles 
La procédure consiste à repérer à l'aide de 
la matrice d'adjacence tous les cas de tâches 
parallèles; 
à les mémoriser à l'aide d'un in-
dicateur qui reprend le noeud initial i, le 
noeud terminal jet la multiplicité de l' arc 
(i, j); 
- à construire pour chaque cas de 
nouvelles tâches qui ont même structure que 
les anciennes sauf pour les points suivants 
a. leu r probabilité égale la somme des proba-
bilités des tâches parallèles. 
b a La distribution de durée indique qu'elles 
son t la fusion de tâches parallèles a 
c. Elles contiennent le nombre (nbre) de tâches 
parallèles. 
d. Elles contiennent un tableau (numparal) con-
tenant le numéro de ces tâches parallèles. 
Al9:orithme 
p : = Oo 
Po u.lL ,{, = . ju..6qu.e. n. blL e.n.o e.u.d 6 a,[JL e.. 
Po u.lL j = jiuqu.e. n. blL e.n.o e.u.d 6 a,l1t e.. 
S,l adjac..e.n.c..e. (,[, j) > afolL.6 
p : = p + 1 • ,
,ln d,lc..a;t e.u.lL (p, 7 l : = ,{, . , 
,ln.dic..a:t. e.u.lL (p, 2 l = j; 
,ln.d,lc..a;t e.u.lL ( p, 3 l . = a.djac..e.n.c..e. . 
(,[, 
c..ompte.u.lL . (,l j j) = O; 
IL (,[, j) = 7 0 
adjac..e.n.c..e. (,[, j) = 1; 
Cette première partie a permis de repérer et 
mémoriser les cas. La seconde les traite. 
j); 
1 1 . 1 . 
p : = 1 ; 
Poull. i : = 1 ju-6que nb11.etâche 6ai11.eo 
maj (i ) : = O; 
pou11. l : = 1 ju-6que nb11.eca-6 6ai11.eo 
-6i (tâche (i ) init = indicateull. (l , 1) 
et (tâche (i ) tell.= i ndicateu11. (l,2) 
aloll.-6 
ma. j ( i ) : = 1 ; 
compteull. (indicateu11. (l , 1), 
indicateull. (l , 2 ) ) : = compteull.+ 1: 
-6i (c ompteull. = 1) aloll.-6 
ntâche (p ) ~num :=tâch~ (i ) ~num; 
ntâche (p )~init:=tâche (i ) .init; 
ntâche (p) .te11. :=tâche (i ) .te11.; 
ntâche (p ) .p11.o b: =tâche (i ). p11.ob; 
ntâche (p ) odu11. :=' pa11.al '; 
ntâche (p ) .n b11.e :=indica.teu11. (l,3) _ 
ntâc he (p ) .numpa11. al (11. (indicatew 
(l ,1), indicateu11. ( l ,2) ): =i; 
aux (indi cateu11. (l , 1) , i ndicatew 
(l , 2 )) : =p~ 
p : = p+ 1 ; 
11. (indicateu11. (l ,1), indica.teu11. 
( l , 2 ) ) : = 11. ( indicat e.ull. ( l, 1 ) , 
i ndicateu11. (l ,2)) + 1 . 
-6i (compte.u11. 1) al oll.-6 
ntâche (a.ux (indicateu11. (l , 7), 
(indicateull. (l ,2) )o p11.-0 b: = 
ntâch e ( o.~ )+t âche( l ). p11.o b; 
ntâc he ( ooo l .numba. 11. al (n (indicat. 
(l , 1),indicateull. (l , 2 )) :=i ; 
11. ( 0 0 .): =11. (. 0 .) + 1; 
. . . . 
~i maj(J) = 0 alo~~ 
ntâQh~(p) :=tâQh~(i) 
p:=p+l o 
Compteur permet de voir si l'on traite la 
première des tâches parallèles, auquel cas, 
il faut créer une nouvelle tâche ayant PA~~l 
pour distr±b ution etc •.• , ou s'il s'agit d'une 
des tâches -parallèles suivantes auquel cas il 
suffit de mettre à jour la nouvelle tâche déjà 
créée en modifiant la probabilité et en four-
nissant le numéro de la tâche. 
Maj permet de voir si la tâche référencée a ou 
non·fait l'obj et du traitement. Si elle ne l'a 
pas fait, c'est qu'elle n'est pas par~llèle à 
une autre et la nouvelle tâche créée lui est 
identique. 
A l'issue de cette procédure, on ne travaille 
plus qu'avec les nouvelles tâches ntâche. 
1.2. 3 Procédures_d'ordonnancernentide_recherche_des_cycleé 
Ces procédures figurent dans le programme de 
simulation. 
1.2.4. Procédure_d 'extension_des_cycles 
Cette procédure consiste à placer dans le cycle 
étendu les noeuds déjà repérés dans le cycle 
restreint èt à leur ajouter, comme indiqué en 
4.6. (troisième partie) des noeuds sources STEOR 
appartenant au réseau, ou ajoutés, et, des noeuds 
terminaux STEOR également, appartenant au 
réseau ou ajoutés. 
Cette procédure se divise en trois parties. 
Al9:o r ithrne 
La p r e mière partie place les noeud s sources 
STEOR dans_ le cycle ou en crée . 
,e. : = O; 
Po ult j :=1 juéque. nb1te.noe.ud 6ai1te.o 
Si j : da.né C [ iJ a.toJté 
Pbult k:= 1 juéque. nb1te.noe.ud 6a.i1te.o 
Si (k non dané C[ ij. J e..t adja. c. e.n c. e. 
( j,k ) = 1)) a.to~é 
Si (noe.ud (k l oe.n.t1tée.=e.o e..t noe.ud (klo 
éo1t.tie.=p1t ) a.toJté 
inon 
\ 
.t :=.t+ 1; y (.t·J :=L 
nb1te.noe.ud :=nb1te.noe.ud+ 1; 
noe.ud (nb1te.noe.ud ) onum :=nb1te.noe.ud; 
~ e.n.tJt é e.: = e.o; 
~é o1t.ti e. :=p1t; 
.t:=.t+ 1; y (.t ) :=nb4e.noe.ud 
nb1te..tac.he. :=nb1te.tac.he. +1; 
nb1te..tac.he. (nb1te..tac.he. ) .num :=nb1te.tac.h e. 
o i n-l.t : = n bite.no e.ttc 
0 .t e.Jt: = j; 
o p.1to b: = 1 ; 
odu1t :=c.o; 
;palt 1:= o; 
pou1t =1 j ué que. nb1te..tac.he. oai1te. 
~i n.tac.he. (IL ) oini.t=k e..t 
n.tac.he. (1t ) ~.te.1t=j alo1té 
n.tac.he. IL oini.t :=nb1te.noe.ud, 
poun 1=1 juhqu e. nbne.noe.ud 6a.lne. 
a.dja.ce.nce. (h ,nbn e.noe.ud ) :=o ; 
a.dj ace.nce. (nbhe.noe.ud, Jt ) :=o ; 
a.dja.ce.nce. (k , nbhe.noe.ud ) ~=1; 
a.d j a.ce.nce. (nbJte.noe.ud ,j) :=1; 
l a deuxième partie place d a ns ~e cycle étendu 
ceux qui étaient déjà dans l e cycle restre int 
PouJt j = 1 juh que. nbhe.nae.ud 6alhe.. 
Sl j danl C (l ) a. la/th 
l := l+J ; 
y( l ): =j 
la troi sième construit les noeuds terminaux . 
Paun j: =1 j uh que. nbhe.noe.ud 6a.lne. . 
Sl j da. nh C(l) a.l a/th 
Poun k :=1 juhqu e. nbhe.noe.ud 6a.lne. 
Si k non da.nh C(l) e.t a.dja.ce.nce. (j, k )=J a.lon. 
Sinon 
Si noe.ud (k ) .e.nt·né.e.=e.o e.t noe.ud(k).hon-tl e. 
= p.ti. a.loJth 
l:=l+ 1; 
y (l ) :=k 
nbne.noe.ud :=nbne.noe.ud+ J; 
noe.ud(nbne.noe.ud) . num:=nbne.noe.ud; 
• e.ntfJ..é. e. : = e.o ; 
• 6 01t-tie.: = pn 
l:=l+1; 
y(l) :=nb1Le.noe.ud; 
nbn e.tâche.:=nbne.-tâche.+1; 
ntâche.(nbne.-tâche.) .num :=nbne.tâche. ; 
.lnit: =.lJ; 
~ te.n: = n bite.na e.ud ; 
.r,Jll.Ob:=1; 
.du.lL:=c.o; 
• pa.lL 1 : = o; 
pou.IL :=1 ju.6~u.e nbfletac.he 6a.ifle 
~i ntac.he(IL).lnit=j et ntac.he(IL).tefl 
=k. a.lo1L6 
1 ntac.he(IL ) .te.1L :=nb1ieno eu.d ; 
adja.c.enc.e (j, k ) : =o; 
~ 
a.djac.enc.e(nbflenoeu.d, k ) :=1; 
a.dja.c.enc.e(j,nbflenoeu.d ) := 1; 
fr 1 pou.IL =1 ju.6qu. enbflenoeu.d 6a.ifle 
a.dja.c.enc.e(6,nbflenoeu.d) :=o; 
a.djac.enc.e(nbflenoeu.d,6 ) :=o . 
Dans la procédure , C ( i ) désigne l ' ensemble des· 
numéros de noeuds · apparten~nt au cycle restreint, 
et, y (l ) le tableau reprenant les numéros des 
noeuds du cycle étendu. 
1 . 2 . 5. Procédure_traitement_cycle 
Cette procédure consiste à traiter complètement 
les cycles c'est-à-dire à ies étendre , les évaluer 
et les remplacer par des structures STEOR acy-
cl iques . 
C' est pourquoi , nous pouvons l ' écrire c omme une 
suite d'appel de procédures : les procédures 
extension (décrite en 1 . 2.4. ) , maj (décrite en 
1. 2 . 6. ) et STEOR (décrite en 1.2. 7 . ). 
Al9:orithme 
R e. c. h e.11. c. h e. c. y c. le. ; 
e.x.;t e.n.o ion ; 
STEOR; 
m à j; 
1.2.6. Procédure_mai_des_cycles 
Cette procédure a pour objet de rempla~er les 
cycles évalués par l a procédure STEOR par des 
s tructures acycliques c'est-à-6ire des arcs 
joignant les noeuds sources STEOR aux noeuds 
t erminaux STEOR auxquels est associée l' évalua-
. tion du cyc l e n 
Dans un premier temps , on retire du réseau les 
noeuds qui appaitenaien' au c ycle restreint 
note c (i) • 
Al~or ithme 
numnoe.ud: =o; pe.11.du := o : 
Poull. l : =1 ju.oque. nb11.e.noe.ud 6ai11.e. 
Sil non dan.o C(,i,) aloll..6 
11. : =11.+ 1; 
nnoe.ud(11. ) :=noe.ud (i ) 
inon \ pe.11.du : =pe.11.du+ 1; · 
lnb11.e.noe.ud :=nb11.e.noe.ud-pe.11.duo 
Après l a procédure , l e réseau contiendra des 
noeud s désignés par nn9eud qui sont l es anciens 
moins c eux qui appartenaient aux cycles restreints . 
Le remplacement s'effe ctue a l ors comme suit 
~ on repère dans la procédure d'extension les 
noeuds sources (par un tab l eau source (i )) et 
l es noe uds t erminaux (fin ( i ), 
.~ partant de cha_q"e source, on exécute succes-
sivement la procédure STEOR d' é valuarion, 
~ elle fou rni t pour l e noe ud s ource consïdéré 
et l e s noeuds te r minaux , une fonction d'évalua-
tion définie en u- . nombre fini de points : 
r= 
0 si X< 0 
f = R(a,o) / Z (a) si X~ 0 et Xi tp(l) 
f = R( anu)/ Z(a) si x} tp (nu) et x ( tp (nu+l 
a d é signe le noeud terminal c~nsidéré et tp(i) 
sont les po i nts délimitant les ·interva lle s de 
définition de la fonction. 
~ on crée une tâche j oignant chaque noeud source 
à chaque noeud terminal, à laquelle on associe 
la distribution de durée fournie par la fonction 
de répartition f . 
1.2.7. Pr oc é dure STEOR 
Cette procédure permet d ' évaluer tout graphe 
(cycle ou non) ne contenant que des noeuds STEOR. 
Elle se compose-d'une procédu~e qui rerid le graphe 
complet; 
-d'une procédure de construction des 
. . 
systèmes d'équations à résoudre o 
Cette dernière fai t appel au procédure de réso-
lution de c es systèmes : Seidel et Ga uss a 
Toutes ces procédures sont décrites en 1.2.8., 
1.2.9., 1.2 010 et l.2 oll o 
Algorithme . 
Co m pl é.:t_e,1t; 
R é..6 o u.d1t e, o 
l o2.8 o Procédure_comEléter 
Elle consist e à ajouter des arcs de proba bilité 
nu11·e et de durée nulle reliant l es sommets non 
. reliés a uparavant. 
Les sommets du r,seau à é v a luer sont désignés 
par un tableau y. 
Algorithme 
f O U.lt ,{, : = ju .6qu.e_ nb1t e_noe_u.d oai1te_ 
Pou.1t J : = ju..6qu.e_ nb1te_noe_u.d oai1teo 
Si adjacence, (y Ci), y(j) ) = 1 alolt.6 
Pou.Jz. k:= 1 ju..6que, nb1te_:tâche, 6ai1t e, 
Si ntâche, (k ) oini:t= Y(i) e,;t, n:tâche,(k) o:te,1t= 
y (j ) alolL.6 
P (Y( i ), y(j)) :=n:tâche_(k) op1tob; 
F ( Y (i ), y (j)): =n:tâ.che, ( k) o nu.m ; 
Sinon 
nb1t e;tâ.che,:=nb1te_:tach e,+J; 
P (y( i ), y(j)): =o; 
F ( y (i), y (j ).) : =nb1te_:tâ.che_; 
.;! 1 1 1 
ntache (nbh etache ) .num:=nbhetache ; 
• init: = If ( i) ; 
o t eh : = If ( j ) ; 
.phob:=o; 
.duh:=co; 
.pah 1: =o. 
A l'issu de la procédure, P désigne la proba-
bilité de la tâche, et, F désigne le nu~éro de 
la tâche auque l il se référence . 
1.2.9. Procédure r é soudre 
Cette procédure construit l es sytèmes tels que 
repris en 4.4 . (troi sième partie) et les résout. 
Elle fa i t appel -aux fonct ions Sl et S2 et aux 
procédures Se idel et Gauss égal ement décrites. 
Al9.orithme 
Fonction. S1 
S1: = o; 
Pouh mu:= 1 ju.oque nu- 1 6a.ihe 
1 S1:=S1 +(hepa.ht (F(y( k ), y(j)), tp(nu-mu+l) · 
hep~ht (F( k,) , tp (nu-mu ) )) ~ Rlk,mu); 
Fonc:t,i,on S2 
S 2 : =·O; 
Pouh k : =2 ju.oque nbhenoeud 6aihe 
S2: =S2+P (Y(k), y(j) ·)~ ((h ep~h:t (F(y( k), y(j 
(( nu) ) - hepah:t (F(y(k), y(j)), tp(nu)) 
~ R ( k , o) ) + S 1 (nu, k, j) 
•r ' 
' 1 
Repart désigne la v aleur de la fonction de 
répartition associée à la t âche désignée par F, 
et, a u point t (nu ), tp(mu-mu+l) suivant le cas. 
Nous al l ons maintenant construire et résoudre le 
système (I-A0 ) x 0 = b0 d écr it en 4.4. (troisième 
partie). 
Pouh nu=o ju6qu e 500 6alhe 
Sl :t nu ) o al o h6 R ( 1 , nu ) : = o 
.S-lnbn R (1,nu):=1 
Pouh j:= l ju6q ue nbhenoeud fialhi 
1 b ( j ) : = p ( y ( 1 ) , y (j ) ) ) 3t h e p aht ( F ( y ( 1 ) , y ( j ) ) , 
t(o) ) 
Pouh j:=1 ju6que nbh enoeud . 1 6alhe 
l x(j):=R(j+1,oÎ; 
Pouh l:=1 ju6qu e nbhenoeud - 6alhe 
pouhj:=1 ju6que nbhenoeud-1 6alhe 
Sl (l=j) aloh6 
A(l,j) :=1-P(Y(j+J), Y(l+J) 
(F (Y(j+J), Y(l+J) ), t (o) 
A ( l , j) : = - P ( Y (j + 1 ) , Y ( l + 1 ) ) ~ hep aht 
(F (Y(j+1), Y(l+1) ), t(o) ) 
S el d el ( A , x , b ) 
Construisons et résolvons maintenant les systèmes 
(I-AV) x y = b)) pour V= 1 jusque 500. 
pouJt nu= 1 ju -6que. 500 6a-<Ae. 
pouJtj : =2 ju-6que. nb~~noe.ud 6al1te. 
b (j) : = P ( Y ( 1 ) , Y ( j ) ) Jt 1t e.pa1t.t ( F ( Y ( 1 ) , Y ( j) 
.t ( nu ) ) = S 2 .( j) 
pou.Jt j:= 1 ju -6qu.e. nb1te.noe.ud - 1 6al1te 
1 x ( j) : = R ( Y ( j + 1 ) , nu ) 
pouJt l : = 1 ju -6que. nbnenoe.ud - 1 6al1te. 
pouJt j : = 1 ju-6qu.e. nbJte.noe.ud- 1 6al1te. 
Sil= j a.toJt-6 
A ( l , j ) : = 1 - P ( Y ( j + 1 ) , Y ( l + 1 ) ) ~ 1t e.pan.t 
(F(Y(j + J), Y(l+J) ), .tp(J) ) 
i.non A(l,j) :=-P(Y(j+J), Y( l+ J) ) Jé 1t epa1t.t 
1 1 ( F ( Y (j + 1 ) , Y ( l + 1 ) ) ·, .t p ( 7 ) ) 
S e.ld e..t ( A, x, b ) • 
Construisons et résolvons enfin le système 2 . = 
~ J 
P1 · + L Pk • Z. k (j=2. o .n ), système que nous J k=2 J 
écriv on s à nouve au sous forme matriculle 
(I -A ) X = b 
où 
~u:) -c·· J et X ' b - . 1 11M 
· z.(1):=1; 
Pou.Jt j: = 1 ju-6qu e nbne.noe.u.d - 1 6a-<Ae. 
b(j):=P(Y(1), Y(j+J) ) 
x(j) := (j+J) 
Pou.IL l: = 1 ju-tiqu e. nbltenoeud - 1 6a.-<Ae. 
A "r~ ... j,~~ 
fi m ·-· r M/11 
poun j:= 1 ju~qu e nbnenoeud - 1 6alne 
Sl ( l= j) a.f..01i~ 
A(l)):=1-P (Y(j +1 ), Y(l+1) ); 
Sinon A(i , j):=-P(Y(j+1), Y(i+1) ). 
Gau~~ (A, x·, b) 
Poun j:=2 ju~que nbne noeud oalne 
1 (j): =x{j-1) 
1.2.10.Procédure Seidel 
----------------
Cette procédure permet la résolutiori de systèmes 
d'éqriations linéa ires Ax ~ 6 oü A peut se mettre 
sous la fo r me L+D+U oü Lest triangulaire 
supérieure, D, diagonale et U, triangulaire infé-
rieure. 
~ le syst ème peut s'écrire (L+D+U) x = b 
q (L+D) x + Ux = b 
~ l'itération ~k = - (L+D)-l Uxk_1+ (L+D)-lb . 
Al9:orithme 
Construisons les matrices notées D( =L+D ) et Uo 
Poun l:=1 ju~que nbnenoeud - 1 6alne 
V(l,i) :=A(i,i); 
U(l,l) :=o; 
Pounl:=1 ju~que nbnenoeud - 2 6aine 
Poun j:=1+1 ju~qui nbnenoeud-1 6alne 
1 U(,i.,j):=A(,i.,j); 
V(i,j) : =.U (j,i) :=o; 
V(j,,i, ) :=A(j~i) o 
èalcu lons l'inverse de D par appel de l a procé-
dure inverse. 
I n v e)LJ.:i<Z. ( V ) ; 
Calculons D-l u 
Pouh i:=1 ju~que nbhenoeud - 1 6aihe 
Pouh j:=1 ju~que nbhenoeud - 1 6aihe 
Phod(i,j) :=o; 
Pouik :=1 ju~que nbhenoeud - 1 6aih 0 
IPnod(i,j) :=pn od(i,j)+VMOINSUN(i,k)~ U(k,j) 
Ca lculons D-l b 
Pouh i:= 1 ju~que nbhenoeud - 1 oaine 
bpno d (i) : =o; 
Po un k:= 1 ju~que nbnenoeud - 1 6aine 
lb phod (i ) := bph-0d (i ) + VMOWSUN (i , k ) ~ b(k) 
Initialisons l 'itération. Tnc o désigne l'inconnue 
à chercher . 
Pouh i:=1 ju~que nbhenoeud - 1 6aine 
1 ine (o,i) :=bphod (i) 0 
Itérons Indic(i) permet de tester si la différence 
entre deux vaieÙrs consécutives de la première 
composante de inc., est en vale"r absolue infé-
rieure à 10-5 • Test f a it la même chose mais pour 
toutes l es c omposantes. 
lz:;;o ; 
ILép é,;te_1L k_: = k_+] j 
.:te.1.i.:t : = 0; 
Poun l:=1 ju1.ique. ~bne.noe.ud - 1 6al!Le. 
lndlc Il ) := 1; 
S:=o; 
poun l :=1 ju 1.ique. nbne.noeud - 1 6al!Le 
S:=S+p!Lodll,l )~lnc l k.- 1, l ) 
lnclk.,l ) :=-S + bpnod(l) 
1.il lnc l k.,l )-lnc l k.- 1,l) 
lndlc Il): =o ; 
·Poun c:=1 ju1.ique nbne.noe.ud - 1 6alne. 
1.il lndlc ll ) :=1 ·alon1.i .:tt1.i.:t:~1 
ju1.iq ue. .:te.1.i.:t = o. 
Mémorisons la solution 
Po uJL ,(_: = 
· 1 
ju1.ique. nbJLe.noe.ud - 1 6al!Le. 
xll) :=lnc l k. , l ) 
1.2.11.Procédure Gauss 
---------------
Comme indiqué en 4.4. (troisième partie ), la 
proc édure de Gauss-Seidel.n'est pas applicable 
au système permettant de trouver le nombre d' ac-. 
tivation o Pour le résoudre, nous utiliserons la 
méthode de Gauss décrite ci -dessous. 
I' ' 
Algor i thme 
Initialisation s . 
PouJz. k:= 1 j u6que nbJz.en oeud - 1 6aine 
i nc. (o, i ) :=b(,i,) 
c.o é6 (o,,i,,j à:=a (i,j) 
Poun k:= 1 j u6 que nbnenoeud-2 6aine 
·6i co é6 . (k- 1,k, k )=p alo Jz.6 
,i,ndic.:=o; 
' 1 
Poun l:=k+l ju6que nbnenoiud - 1 6aùLe 
Si c.o en (k-1,k, l ) f o alon6 
indic.:=1 
poun Jz.:=k ju6que nbnenoeud - 1 
0aine 
aux (Jz.) :=c.oé6 ( k-1,n, k ); 
c.oé6{1z-1,11..,k ) :=c.oe6{k-1,n, l 
c. o é 6 ( k- 1 , h ;.l) : =aux ( 11.. ) • 
Si lndic.:=o aloJz.6 
1 6 y 6.:t è.m e n edo n.dan.:t 
Pou//.. i: =k+1 ju6qu e nbnenoeud - 1 6a,i,11..e 
pounj:=k+l ju6que nb11..enoeud - 1 6aine 
c.oe6 (lz,i,j):=c.oe6 (k- 1,i,j)· - c.oé6 
(k.-1,i,k.)~ c.oé6(k-1,k.,j) / c.oé6 
(k.-1,k.,k.) 
inc. ( /z, i) : = inc. ( k- 1 , i) - c. o é 6 ( k.- 1 , -<-, k) ~ 
inc.(k.-1,k.) / c.oé6 (k.-1,k.,k.) 
x(n~henoeud-1 ) :=inc.(nbnenoeud-2, n~nenoeud-1 .) / 
c.o é6 ( nbneno eud.:. 2, nb11..eno eud-1, 
nbJz.enoeud-1). 
Poun l:=nbneno eud-1 julque 1 pan pal de - 1 6alne . 
S:=0; 
Poun j:=l+1 julqu e nbnenoeud - 1 6alne 
S:=S+Qoe6(l-1;l,j)~ x(j) 
x (l) := (lnQ (l-1 ,l) -S /Qoe6 (l-1,l,l). 
La formule générale utili sée est 
(k) 
a .. lJ 
· (k - 1) 
= a .. 
lJ 
= b~k-1) 
l 
(k-1) 
aik 
(k-1) 
akk 
(k-1) 
aik 
(k-1) 
akk 
(k-1) 
akj 
Si a(j)est nul, on change de pivot en·permutarit kk 
les équations. Si on ne trouve pas de pivot non 
nul, c'est que le déterminant est nul et qu'il y 
a une équation redondante •. 
Les ~olutions sont déterminées par 
X.= 
l ~i-1) [ 
a .. 
ll 
1.2.12.Procédure IOR 
n 
~ j =i+l 
(i-1) 
a .. 
lJ 
Cette procédure a pour but de repérer tous les 
noeuds IOR du réseau qui ne sont pas authentiques, 
de les remplacer par des EOR et de vérifier en 
même temps les conditions C6 et C7. Si ces der-
nières ne sont pas vérifiées, l'algorithme est 
terminé o 
Cette procédure utilise l'ensemble des parties 
d'un ensemble. Dès lors , une procédure de recher-
che de cet ensemble est décrite en l o2.13. 
Notons qu'arrivé à ce stade le réseau ne possède 
plus ni cycle, ni tâches parallèleso On travaille 
sur ntâche et nnoeud obtenus après élimination 
des cycles et tâches parallèles o 
Initialisations. 
On commence par créer, . source stochastique u, 
un noeud déterministe auxiliaire V et une tâche 
fictive (V,u) 
Powc.. ,<.,:= 
Si i dan~ initiaux aloh~ 
~i nnoead {i ) .~ontie.= 'ph' alon~ 
nphe.noeud:=nbne.noeud + 1; 
nnoeud{nbhenoeud).num:=nbhenoeud; 
• entn é e. : = e.o; 
O ~ Olc..ti e. : =de.; 
nbhe.tâehe.:=nbhe.tâehe. + 1; 
ntâehe. {nbn e.tâehe. ) .num :=nbh e.tâehe. ; 
.init := nbne.noe.ud; 
~ te.h: = i; 
~ p!LO b: = 1; 
~dun:=eo; 
~ pah 1 : = o o 
Tout noeud terminal est supposé déterministe 
Si f dan~ te.hminaux aloh~ 
ndeud (i ) . teh:=de. 
Pour toute tâche de noeud terminal W émanant d'un 
noeud stochastique V, on crée un noeud auxiliaire 
u et une tâche fictive (u, WK>,-{::)-------K) 
V e u · . W 
Pou.IL l: = 1 j u. -oqu.e, nb1Le,;tâ.c.he, 6a.-l1Le, · 
Pou.IL j: = 1 ju-oqu.e, nblLe,noe,ud 6a.l1Le, 
Sl ntâc.he (l ) olnlt=j et nnoeud (J) otelL=plL alolL-6 
nblLenoeud:=nblLenoeud+1 ; 
noeud (nblL enoe,u.d ) onum:=nblLenoeud ; 
o e,ntlLé e. : = eo ; 
~-oolLtle,: =de. ; 
nblLe.tâ.c.he.:=nblLe,tâc.he.+ 1; 
ntâc.he.(nblLe,tâc.he.) onum:=nblLetâc.he.; 
olnlt: =nblLe,noe,ud ; 
.plLob: =1; 
0 d UIL : = C. 0 ; 
o p a.IL 1 : = O ; 
poulLk:=1 ju-oqu. e. nblLen oe,u.d 6a.l1Le, 
l Sl n;tâc.he(l).telL=k a. lolL-6 1 ntâc.he. (nb1Le,t6c.he, ). te1L:=k; 
Nous décrivons maintenant la procédure principale 
en suivant pas à pas l a description faite en 4.7. 
Etape 1 
S( l) :=V(1) :=lnltla.u.x ; 
mu: = 1 ; 
IL (mu. } : = 1 ; 
-6-oen-6 (1, mu. ) :=lnltla.u.x; 
a.c.tlv ( 7, mu. ) : = 1; 
activ(l, mu ) représente a~sens [l,µ.j o Pour une 
question de place mémoire, on n e garde que les 
sous-ensembles t e l s que a=l. 
Etapes suivantes (mu ~ 2) 
mu.: =mu.+ 1; 
in.die. : = o ; 
pou.~ i:= 1 ju.~qu.e nbnenoeu.d 6aine 
Si~ dan~ S (mu.- 1) e.t n.oeu.d (i ) o~OJt.tie=plt alo!t~ 
1 .indic. :=indic.+ 1o 
Cas 1 : tous les noeuds de S(µ..-1 ) sont déter-
ministes , c e que l'on vérifie e n regardant l a 
v aleur d'indic o (qui doit être nulle). 
Si indic.= o 
-
Si S (µ- 1) : =.tenmi nau.x. alon~ al.l e1t · en 6in 
PoÙJt i : =1 ju.~qu.e nb1tenoeu.d 0aine 
Si~ dan~ V - V( mu.- 1) alo!t~ 
Co n.tenu. :=1; 
Po u.IL j:=1 ju.~qu.e nb1tenoeu.d 6ai1te 
Si adjac.enc.e (j,i)=1 e.t j non dan~ 
V (p.-1) alo1t~ 
1 c.on.t enu. : =o; 
Si c.on.tenu.:=1 alo!t~ 
1 
aux. lmu. ): =i; 
alle1t en ~u.i.te ; 
Su. i.t e : V ( mu. ) : = V I mu. - 1 ) + { au. x. 1 mu. ) _ } ; 
W ( mu. ) : = f ~ 
La sélection du noeud V ayant été faite, on 
JJ-
construit W y..i-) _ et S (p..) • 
Pou.~ i: =1 ju.6 qu. e, ~bnenoe,u.d 6ai1te, 
Si i dan6 S( mu.-1 ) al o1t6 
c.o n.;te, n. u.: =1; 
Pou.IL j:=1 ju.6qu.e nbne.noe,u.d 6ai1te, 
Si adjac. enc. e(i , j)=1 e,;t j non dan6 V( mu.) al ~ 
1 c. ontenu. :=o; 
Si c.ont enu.=1 alo1t6 
r· W(mu.) :=W(mu.) + { i ~ ; 
S( mu.) : = I S(mu.-1) - W(mu.) ) + { au.x (mu. ){; 
Sous-cas 1.1. 
Si noeud (au.x( mu. ) ) .entn~e=an. alo1t6 
lt(~u.) :=o; 
pantition ( S( mu. ), IL(mu.J , mu. ); 
Pou.IL i:=1 ju.6qu.e lt (mu. ) 6ai1te, 
Si au.x (mu. ) dan.6 66e.n6 (i, mu. ) alolL6 
p: = < ~ 
Pou.IL k:=1 ju.6qu.e, n.blLe,noe,u.d 6ai1te, 
Si adjac.e,n.c.e ( k,au.x (m u. ) )=1 alo1t6 
1 P:=P+{ Il ~ 
Si 66 en.6 (i , mu. ) ~ P-W(mu.) alolL6 
- S pp := (66en.6 (i,mu. ) + W(mu.)) \_{aux (mu.)> 
Pou.IL j:=1 ju.6qu.e, IL(mu.-1) 6ai1té 
Sin.an 
Si 66e,n6(j,mu.-1) = 6pp alo1L6 
1 a c.ti v I i, mu.) : = 1 • 
Si aux (mu. ) non _dan6 66e.~6 (i, mu. ) alon~ 
Ji. :=o; 
pa1ttition (W( mu. ), IL ,o); 
pou.IL j: = 1 ju.~qu. e IL 6ai1Le 
.S:=o; 
.6.opp: =.o.oe.n.o (i,mu )+.o.oe.n.o (j,o); 
c.o n;(:ie.n;t: = 1 ; 
poun n:=1 ju.oque. nbne.noe.ud 6aine. 
Si adj(n,aux (mu))=1 e.t 
n non dan.o .opp alon.o 
lc.antie.nt:=O o 
Si c.ontie.nt=o alon.o 
poun j:=1 ju.oque. h (mu-1 ) 6ai~ e. 
Si.o.oe.l'l..6 ( j, mu-1)=.oppal oll. 
\ S:=S+1; 
Si S ~ 1 alon.o ac.;(:iv (i,mu) :=1 
Sinon ac.;(:iv (i,mu ) :=Oo 
Sous-cas l o2. 
Si noe.ud (aux( mu) )oe.ntnée. =. io 
Te..ot:=o; 
Si c.o ndition:=1 alon✓-s noe.ud (aux(mu) ) .entné e.=e.o 
1 Sinon ne, non véniniéoalgo ;t~11,miné # 
p~ntition (S (mu ) , n (mu ) , mu ) ; 
poun j:=1 ju ✓-sque. n (mu ) 6aine. 
Si aux (mu) dan.o .o.oe.n.6 (j,mu ) aloll..6 
pan;ti;tion (W(mu), n, o); 
S : =o; 
Poun k:=1 ju.oque. Il. 6aine. 
.opp:= ( .6.oe.n ✓-s (j, mu ) - { au x (mu )~ ) + 
.6.6 e.n.o ( k , o ) ; 
in;t:e.n ✓-s e.c.tio n: =a; 
poun i :=1 ju.oque. nbne.noe.ud 6aine. 
Si adj (i , aux (mu ) )=1 e.t i dan.6 .opp 
alon.o 
in;(: e.n.o e. c. ti a n. : = 1 ; 
Si in.te.lL-6 e.c..tio n: = 1 alott-6 ; 
poulL l: = 1 j-u -6 q u e. IL ( mu - 1 ) 6aine. 
h .ôpp=.6.ôe.n-6 (l , mu- 1) alolL-6 S:=S+l o 
Si .S )✓ 1 aloll.-6 ac.:tiv (j, mu ) : = 1 o 
Sinon 
Si aux (mu ) non dan-6 -6-6e.n-6 (j, mu ) alo ll.-6 
in:t e.lL-6 e.c..tio n : = O; 
Pou fl. i:=1 ju.ôque. nbne.noe.ud 6aill.e. 
Si adj (i,au x (mu) )=1 e..t i da n-6 -6-6e.n-6 
. (j, mu ) 
1 in:te.lL-6 e.c.:tio n: = 1; 
Si in:te.lL-6e.c..tion = o aloll.-6 
poull. j:=1 ju -6q u e. ll. (mu-1) 6aill.e. 
Si .6 -6 e.n.6 (j,mu) :=-6-6 e.n-6 (j, mu- 1) alon;., 
ac..tiv ( j, mu) : = 1 o 
-'-" Sin.on ac..tiv (j, mu ) :=o 
Sous-cas 1.3 . 
.t e.-6 .t; 
Si c. ondi.tion :=o alolL-6 
n C6 ou C7 non véll.iniéo alg oll.i.thme. .te.Il.miné p 
al.te.Il. e.n idem. 
1 1 
Cas 2 . 
Sl lndlc :=1 a.loh-0 
Pouh i :=1 ju-0que nbhenoeud 6alhe 
Si i dan ✓-s S(mu- 1) et nnoeud (l ) .ten=pn a.lon ✓-s 
a.ux. (mu ): =i; 
-0uiva.nt: = ( { ; 
Poun i :=1 ju-0qu~ nbnenoeud 6alne 
Si a.dja.cence (a.ux.(mu), i )=1 a.loh-0 
- -0uiva.nt: = ✓-suivant + { l { ; 
V( mu ) :=V(mu-1)+ ✓-suivdnt; 
S( mu ): =(S ( mu-11+ ✓-sulva.nt l --{aux.(mul • ; 
n(mu) :=o ; 
pa.htitlon(S(mu), h (mu ), mu ) ; 
poun j: =1 ju ✓-sque h (mu ) 6a.lne 
cahdlna.l=o ; 
poun k :=1 ju ✓-sque nbnenoeud 6a.lne 
Si i da.n-6 ✓-s ✓-sen ✓-s (j, mu ) et i da.n ✓-s ✓-suiv ant 
a.loh-6 
l candinal:=ca.ndina.l + 1; 
Si cahdinal=1 a.loh-6 
-0pp := ( ✓-s ✓-sen ✓-s (j, mu ) - -0ulva.nt)+ {aux.( mu l} ; 
pouh -6 : =1 ju ✓-sque h (mu- 1) 6aine 
l ✓-sl -0-0pp= -0-0en ✓-s ( ✓-s , mu- 7) a.loh-6 a.ctiv 
- .- ( j, mu ) : = 1 ; . 
Sinon poun -0 :=1 ju✓-squ e h (mu-1) 6a.ine 
Cas 3 
✓-si ✓-s ✓-sen ✓-s ( ✓-s, mu- 1 ) = ✓-s ✓-s en ✓-s(j, mu ) alon✓-s ­
-, a.ctiv (j, mu )=1; 
-0inon a.ctlv (j, mu ) :=o . 
Si indic > 1 aloh ✓-s t ~ lnco mpa.tib i lité. ll 
1 1 
c.omptc.ulL:=Jt (mu); 
/t (mu) : = o; 
poult i :=1 ju.6que. c.ompt e.ulL 6aine. 
. ! 
Si ac.tiv {i,mu)=J alolt.6 
-1 IL (mu) : = te. (mu+ 1 ) ; 
J.i.6e.n.6 (Jt (mu), mu) :=1.>J.ie.nf.> (i,mu) o 
La dernière p a rtie de la procédure ne sert qu'à 
garde r les S' tandis que~' = 1. 
l.2.13 oProcé dure- Partition 
-------------------
Cette procé dure permet de trouver l'ensemble 
d es parties non vides d'un ensemble donné. Elle 
est récursive et se base sur le fait que les 
parties de V = .{ x1 •• o Xn ~ · sont les parties de 
V' = ~ x 1 •• oXn-l ~ auxquelles on a joute le 
singleton { Xn~ et ces mêmes parties u ~ Xn ~ 
Les paramètres r et mu n'ont rien à voir avec la 
procédure et servent uniquement à son utilisation 
dans 1.2.12. 
Al9:orithrne 
Les paramètres passés à la procédure sont V, 
l'ensemble à l'étude, r et mu o 
l:o; 
Pou/t i:=1 j uJ.ique. nb1te.noe.ud 6ai1te. 
Si~ dan'-> V a.loltf.> 
l:=l+J; 
e.(l):=i; 
Ca1td,i,nal :=l 
Si c.altd:=1 alolLf., 
Sin on 
/t : =IL+ ] j 
f., f., e.n.,t, (IL, mu ) : =V; 
V:=V- { e. (l) ~; 
palLtition. (V, IL, mu ); 
aux.:=IL; 
IL:=IL+ ] ; 
f., f., e.n.,t, _(IL, mu) : = { e. ( l ) ~ ; 
powr. f.,:=1 ju,t,que. aux. 6a,{,1Le. 
IL:=IL+l; 
f.,f., e,n,,t, (IL,mu) : =f.,,t,e,nf., (IL,mu. ) + ~ e. ( l)~ ; 
1.2.14.Procédure_test 
Cette procédure teste si la condition suivante 
est vér i fiée . 
V V précédent V , 3 au plus 
. p. 
Vv, V différents, précédent 
·_u_- 1 
non vide de~- t eU~ que 
Al9:orithme 
in.dic.:=o; 
c.o ndd,lo n. : = 1 ; 
plLé.c. é.de.n.t : = 
un 
V , µ.._ 
V, V 
PoulL i:=1 ju.,t,qu e. nblLe.n.oe.ud naine. 
arc (V, 
1/ S ' 
€-
s 1, 
Si adjac.e.nc.e. (i, aux.(mu ) ) alolL,t, 
1 plLé.c.é.de.n.t: = pll.é.c. é.de.n.t + -<-
V ) p.. 
partie 
a'-!--1 
S' = o. 
pouh l:= 1 ju~que nbhenoeud 6alne 
Sl l dan~ phécéden.t 
Cornp.teuh:=o ; 
poun j= l ju~que nbhe.tache 6alhe 
' 1 
Sl l n.tache !Jlo lnl.t=l ) e.t (n.tâche ( j) o.teh 
= aux(mu)) aloh~ 
co~p.teuh:=cornp.teuh+ l; 
Sl comp.t euit > 1 
condl.tlon :=o ; 
alleh en 6lno 
Pah.tl.tlon (S(rnu- 1) , ~ , p) 
p~uh i :=1 ju~que nbhenoeud 6aihe. 
Pouh j: =i+l ju~que nbhenoeud 6aihe 
Si i dan~ phécéden.t et j dan~ phécéden.t aloh~ 
pouh k:=1 ju~que h 6alhe 
Sl l dan~ ~~en~ (k,o ) e.t J dan~ ~~en~ 
( k ,.o) aloh~ 
pouh ~:=1 ju~que h (rnu- 1) 6aihe 
Si ~~ en~ ( k , o ) = ~~en~ (k , rnu-1) 
alo h~ 
, . indic: = 1 ; 
f~: Si indic= 1 aloh~ 
condltlôn:=o ; 
• 
1.2 015.Pr océdure_d ' étigueta~e 
La procédure d'étiquetage constitue la première 
partie de la recherche de s tructure s d'éléments 
de base o 
Elle consiste à associer à tout arc dont le 
noeud terminal est AND ou IOR, d e s étiquettes 
indiquant les noeuds déterministes dont dépend 
son activation. 
Elle utilise la procédure POURSUI qui permet 
de remonter le long des arcs du graphe à la 
recherche d'un possibl e noeud déterministe dont 
son activation dépendrait. 
Elle uti lise également la procédure dépendance 
permettant de construire l'ensemble B(V) des 
noeuds dépendant du noeud déterministe Vo La 
construction de cet ensemble se fait par véri-
fication du théorème suivant (V . 4.5o2., 
troisième partie). 
W E: B (V) 
1) V arc e aboutissant dans W ( si W est AND), 
et pour au moins deux arcs aboutissant dans 
W ( si W est IOR) , .3 au moins une étiquette 
avec V en· première position. 
2) ~ei t e 2 aboutissant dans W dont l'origine 
est accessible de V, les étiquettes ayant V 
en première position doivent être différentes o 
Les étiquettes sont du type: 
-étiqo {i, j, 1); 
étiq. (i, j, 2). 
où i est le numéro de la tâche étiquettée, 
. j est le numéro de l'étiquette associée à 
la tâche i, · 
étiq. (, , 1) donne le numéro du noeud déter-
ministe , 
1 1 
étiq. ( , , 2 ) donne l e numéro de l a tâche 
émanant de ce noeud et pe rmettant d'accéder 
à l a t âche étiquettéeo 
Al~orithrne 
Procédure étiquetage. 
Pouh i: =1 j u6que. nbne.tae he. 6ain e. 
1 phé6 e.nee. li): =o ; 
P6un i:=1 j u6que. nbne.no e.ud 6aine. 
s i ·noe.ud li) .e.ntnée.=an ou noe.ud li ) .e.ntnée.=io 
- aloh.6 
pouJt j: =1 j u6que. nbne.no e.ud 6aine. · 
Si adjaee.nce. lj, i) = 1 aloh6 
Si noe.ud lj) .6ohtie. = de. aloh6 
pouh k :=1 ju6qu e. nbne.tach e. 6aihe. 
Si ~ache. l k ) .init= j e.t taehe. (k ) .te.n = 
- ,{_ alo1t6 
phé6e.nee. l k ) :=phé6e.ne e. lk)+1; 
étiq. 1 lz, ph.é6 e. nce. 1 k ), 1) : = j; 
étiq. l k , phé6e.nee. lld ,2) :=k; 
Sinon pouh6ui (i, j, j). 
Pouh i:=1 ju6qu e. nbne.noe.ud 6aih.e. 
Si noe.ud (i) .6 ohite.=de. aloh6 
I Bli ): = {~ 
Poun i: =1 ju6qu e. n bne. noe.ud 6aine. 
Si noe.udli) .6 ohtie.=de. al oh6 
. . 
Pouh j:=1 ju6qu e. nbne.noe.ud 6aine. 
Si noe.ud lj) .e.ntnée.=an ou io 
1 dépe. nd~nee. li, j) • 
Pr océdure poursui (i, j, k) où i repré sente le 
noeud and ou io d'où l'on est parti, j, son pré-
cédent et k, le no~ ud dont on che rche le pré-
c édent. 
Poult Jt :=1 ju-0que. nbne.no e.ud 6a.l1te. 
Sl a.d j ac. e. nc. e. (Jt, k. ) = 1 a.lo1t-0 
Sl no eud (1t ) o-001tt le.=de. a.lo1t-0 
poult -0:= 1 j u-0que. nbJt e.tâc.he. 6a.l1te. 
Sl tâc.he. (-0 ) .lnlt= j e.t tâc.h e. (-0 ) ote.1t=l 
a.lo1t-0 
poult .l :=1 j u-0que. nbnetâc.he 6a.l1te. 
Sl tâc.he. (.l ) .lnlt=Jt et tâc.he. (l i a 
te.it= k 
p1té-0e.nc.e. (-0 ) : =p1té-0enc.e. ( -0 ) + 7; 
étlq . ( -0 , p1té-0e.nc.e. ( -0 ) , 1) :=Jt; 
étlq o ( -0 , plL é-0 enc. e. ( -0 ) , 2 ) : = l o 
Slnon pou1t-0ul (l , j, Jt ) . 
Procédure dép e ndance permet de c onstru ire l'en-
s emb le B (V) • 
Te-0 t 1: =o ; 
Au c. a-0 oQ noe.ud (j).ent1tée.=an : pou1L k :=1 j u-0que. 
nblLetâc.he. 6a/....J 
Sl ntâc. he. (k ) ote.n=j 
a.lo1t-0 
p O Ult l : = 1 j u -0 qu e. 
p1té-0e.nc.e ( k. ) 6a.ll 
Sl étl q ( k. , l ,1) =l 
- a..l oJt-0 . 
lt e. -0 t 1 = =1 o 
LO : C. 0 m pt e.U::IL : = 0; 
p[u lLk. :=1 j u-0que. 
n bJL e.tâ c. h e. 6 a.iJt, 
Sl nt âc.h e. (k )o te.1t=j 
a..l o1t-0 
VI 
1 ! 
' 1 
PouJt. l: = 1 juJ.ique. 
p!L éJ.i e,nc. e. ( k. l 6 a,<, f/. 
Si é.tiq. ( lz , l , 1 ) = 
- ,{_ aloJtJ.i 
l
c.o mp.te.uJL: = 
c.o mp.te.ull.+ 1 
Si c.omp.te.uJt. 2 aloJt.)., 
- 1 .te.J.i.t 1 : = 1; 
Si .t e.J.i.t 1=1 aloJt.J.i 
Poult. k.:=1 juJ.iqu e. nbJt.e..tâc.he. 6ai1t.e, 
Si a c.c. e,6J.iible. (i,n.tâc.h e, ( k. ) . ini.t)=1 aloJt.J.i 
poult l:=k.+ 1 ju.J.iq.u_e, nb1t.e..tâc.he. 6ai1t.e. 
Si ac.c.e.1.,1.,ible. (i,n.tâc.he. (l ) . ini~)=1 alo1t1., 
pouJt. 6:=1 juJ.ique. ~Jt.éJ.ienc.e. ( k. ) 6ai1t.e. 
poult Jt.: =1 juJ.iqu e. pll.éJ.ienc.e. (l ) 6ai1te. 
Si é.tiq • ( /z, 6 , 1 ) = é.tiq. ( l , IL, 1 ) alo IL.6 
Si é.tiq . ( k. , 6 ,Z) =é.tiq. (l,6 ,2) alolL 
1 .t e.6 .t 1 : = 0 ; 
Si .te.J.i.t 1: = 1 aloJt.J.i 
B(i) :=B(i) + { J} 
Avec c es p r o cédures, non s eu lement les trois 
premières étapes de la méthode générale sont 
entièrement d écrites, mais aussi la méthode MRP 
de résolution .de graphes STEOR qui sera réuti-
lisée dans d'autres étapeso De plus, le chapitre 
suivant présente le progra mme de simulation 
intégré _à la méthode générale. 
2. ALGORITHME DE SIMULATION 
2.1. Description du programme 
Z. 1.1. Langase_utilisé 
Le langage utilisé est le PASCAL. 
Les différents avantages qui ont guidé ce choix 
sont : 
a ) les structures de données bien adaptées. Ainsi 
suivant la di$tribution des tâches, le nombre 
de ·paramètres nécessaires diffère , ce qui 
corre spond bien à une structure de record avec 
variantes • 
. b ) la récursivité d'appel de procédures utilisée 
par exemple dans la recherche des parties d'un 
ensemble ( 1. 2. 13. ) o 
c) La possibilité d'utiliser les ensembles parti-
c ulièrement utile en 1.2.13. par exemple. 
Cependant, toute médaille a son revers: 
a ) les bornes statiques de tableaux d'autant plus 
ennuyeuses que l'espace mémoire était limité. 
b ) Dans de nombreux cas, il a fallu remplacer les 
structures d'ensemble par des structures de 
t ableau car là oü l ' on définit· un "array 
[1 • • 100] of integer", le c o rrespondant 
ensembliste ne peut être que l e "set o f integer" 
ou le 11 ·set of 1 .. . 100" qui occupent nettement 
plu s de place mémoire . 
c) l e gestionnaire d ' é c ran n ' est u t ili sable que 
par des programmes écrits en COBOL ou FORTRAN 
! ' : 1 1 
alors qu'il serait très utile pour l'acqui-
sition des données et l'impression des résul-
tats. 
2.1.2. DescriEtion_tec hnisue 
Le programme est écrit pour des graphes limités 
. à : 
45 tâches; 
49 noeuds; 5 noeuds initiaux; 5 noeuds termi-
naux; 
9 distributions de durée pour les tâches: 
les distributions discrète, uniforme, nor-
male, lognormale, exponentielle; erlang, 
poisson, beta et constante, 
50 niveaux et 50 noeuds par niveau ; 
50 cycles et 50 noeuds par cycle. 
L'histogramme des résultats est fourni sur 50 
intervalles de temps consécutifs. 
Les variables discrètes peuvent compter au maxi-
mum 20 valeurs. 
2.1.3. Possibilité_d'extension 
On peut ajoute~ au programme toute distribution de 
durée pour les tâches en procédant comme suit: 
a ) ~a~s_l~ Er~céd~re ~cguisition 
~ dans la série de tests s~ccessifs . if temps= 
• • • I 
ajouter : else if temps= 'xx' où xx désigne 
l a distribution en question. 
>t dans l e 11 è ase t âche fi] o dur" qui suit, 
ajouter 
xx: le procédé qui permet de trouver le 
ou les parame tres utilisés par la 
simulation, à partir de la moyenne 
et la variance. 
Si un paramè tre suffit, l'appeler 
_par 1. Si d eux suffise nt, les appe l er 
par 2 et par 3. 
b) Da ns la déclaration des données 
---------------
~ ajouter la désignation de la distribution à 
"dist 11 dans la déclaration de type. 
}t Dans la définition de ~~b 1, ajouter à la 
liste des distributions, la désignation 'xx'. 
c) ~r~e~ la_fonction de génération de_d~r~e_ 
Donner à cette fonction le nom de la distri-
bution. Cette fonction doit permettre de 
simuler une valeur aléatoire de la fonction à 
partir des paramètres calculés dans la procé-
dure d'acquisition. 
d) Da~s_l~ fonction_generdurée 
Ajouter au "case tâche· [i] • dur of" la 
désignation xx de la fonction suivi de l'appel. 
generdurée :=nom de la distribution 
(liste des paramètres d'appel) • 
. / 
2.2. Programmation et commentaires 
Le programme principal est , en fait , une suite d'appels 
de procédures et fonctions. Cette structure a été uti-
1 
lisée à faciliter les tests d'intégra tion o 
Nous allons présenter successivement et sous l'aspect 
utilisateur , c es différentes procédures et fonctions. 
2.2 ol. Procédure_ac5uisition 
Elle demande à i'utilisateur l e nombre de t â ches 
qui composent le graphe, ensuite les différents 
renseignements concernant ce s t â ches : numéro, 
noeud initia l, noeud terminal, proba bilité , dis-
tribution de durée, ·moY,enne et variance (=o dans 
le cas d'une constante ). Les tâches peuvent être 
introduites dans un ordre quelconque. 
En fonction des numéros des noeuds initiaux et 
terminaux introduits , elle c a lcule le nombre de 
noeud s et demande pour chacun leur numéro, leur 
type d'entrée e t leur type d e sortie. 
Après l'introduction des donnée s relatives aux 
tâches et aprè s introdu ction de celles relatives 
aux noeuds, possibilité est donnée à l'utili -
sateur de corriger d'éventuelles erreurs o Il lui 
est de toute façon impossible d'introduire des 
distributions de durée autres que celles. pré -
définies. 
2 .2. 2 0 Procédure _adiacence 
El le calcule deux matrices : 
a ) adjacence qui tient compte de l a multiplicité 
des arcs ; 
b) adjprime qui n ' en tient pas c ompte et qui 
s era utilisée pour calculer la matrice d'ac-
c essibilité. 
. , . 
2.2.3. Procédure accessibilité 
-----------------------
La formule u tilisée pour le calcul de cette 
matrice est 
2 n-1 M: = I + M + M + ••• + M où sommes et 
produits sont des sommes et produits logiques dé-
finis par l es fonctions som et prod. 
Elle calcule également le nombre r(i ) de · sommets 
accessibles à partir du sommet i. 
2.2.4. Procédure o r donnance 
--------------------
La procédure d'ordonnancement est basée sur le 
fait que si r(i)) r(j) alors le niveau dei 
< au niveau de j. 
2.2.5. Procédure_recherche_cycle 
Les sommets appartenant à un même cycle se 
trouvent sur le même niveau construit en 2 o2.4. 
Dès lors, pour identifier les cycles, on prend 
un somet appartenant à un niveau qui en comporte 
· p l us d'un. Tout autre sommet du niveau accessible 
du premier choisi , appartient à une même compo-
sante connexe~ le cycle cherché. 
Tout cycle ne comportant qu'un noeud ne peut 
exister que pour autant que ce noeud soit initial 
et terminal d'une même tâche. 
2.2.6. Procédure extension 
Elle c rée un noeud inltia l unique et l es tâches 
fictives le reliant aux anciens noe uds initiaux 
d u graphe . 
2.2.7. Procédure conversion 
Elle utili se le procédé indiqué en 2.2. (troisi~me 
partie ) . 
2.2.8 0 Le s fonctions genertâche , generdurée, uniforme 
e t c • oo util isent les méthodes explicitement 
d écrite s en 2.7. (troisième partie ) . 
2.2.9 0 Procédure lancement 
-------------------
La teéhnique utilisée est presque ide~tique à 
c e lle décrite en 2.2 ol0 o C), hormis sur l es 
points suivants : 
la simulation n ' est l ancée. qu'une seule fois et 
s ' arrête lorsque toutes l es t âches du graphe ont 
été a c tivées. Les seuls résultats tirés de c e tte 
simulation sont les temps d'activations time (i) 
d es sommets (i) du graphe. 
Ils s eront utilisés pour fournir une première 
estimation de l a durée du projet qui permettra 
de constr uire l es intervalle s de temps définissant 
l'histogramme des r ésultats. 
2 .2 . 10.Procédu re_évaluation 
Elle se constitue de trois procédures , 
a) la première permet d e construire les intervalles 
de l' histogramme des résultats : 
partant de la durée totale estimée dans l a 
procédure lancement, el le la multiplie par 
d e u x et c alcule le plus petit entier supérieur 
au nombre calculé et d i visible par 50 0 Le 
SOème de c et entier sera la longueur d e la 
classe . 
b) La deu x i ème perme t d e tester si l e nombre de 
répétitions de l a simulation suffit. La 
éthode utilisée est d écrite en 2 08.4. 
(troisième partie). 
c) La troisième constitue la partie centrale de 
la simulation. L'algorithme s'inspire lar-
gement de c elui présenté en 2.8 03. (trois ième 
partie). 
Ses éléments principaux sont : 
M la consitution de trois files t, k et 1 
t(i) d ésigne le numéro des tâches en cours 
d'activation; 
k (i,l), la durée totale simulée de la 
t âche ·(i) en cours; 
k (i,2), la durée restante de la tâche (i) 
en cour s; 
l(i), le noeud termina l de la tâche (i) . 
Ma chaque moment, on retire de la file la 
tâche en cours dont la durée restanteest 1~ 
plus courte et on déduit des durées restantes 
des tâches en cours, la durée restante de la 
tâche · retirée. 
~ le neoud terminal de la tâche retirée est 
activé. S'il est terminal et réalisé, la répé 
tition se termine et la procédure tester 
est l ancée . 
2.2 .11.Procédure résul tat 
Outre les résultats utilisés par la méthode 
générale : sigma et eta , pour pouvoir être uti-
lisée indépendamment, la simulation fournit les 
résultats suivants : 
le nombre de répétitions; 
pour chaque noeud terminal, 
• le nombre d'observation, 
• la probabilité d'activation, 
• la durée moyenne d'activation, 
sa variance, 
les durées minimales et maximales d'activation. 
La durée moyenne totale du projet; 
une trace du programme; 
un histogramme du nombre d'activations des 
noeuds terminau~. 
2.2.12 oProcédure_imEression 
Le format d'impression figure ci-après dans 
l' application. 
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nu -(,e1T1P!:", 0 , 00E+Oo ;;cl,l itc 1 i !:iSUl, do 5 dc:,L11J'Le .J ln si rr, u 1 o li L, 1 , l :-
JIJ t~11PS 0, OOE ·l 00 activ .ite . 2 i:'.>51.JQ d<..• i c..ic:•bule cl l a z:imula Lion 1: 
atJ l err, r•s 3,00E+OO 11ctivi'Lc1 2 i r~suc de 3 dc..bu tci ël la r; i 1r,1J 1 u l .i rn , r: 
iJ u 'Lcm >s ·11 , 00C100 .:cU.vi te ,, .:.. ic.:i~>IJU de :! d L•b u l,t: iJ 1 il S .l 11, 1..1 .l ë1 L .l Cl I 1 l:, 
i:JIJ · t(?ITIPS ï, OOE 1·00 iJCtivi t C! 2 issue de? 3 d el•u l t~ a la z .i 11,u l .:il.ion 1:: 
.:iu t •n,pg 7.ooE+oo .. :ctivi le 3 .issue de 4 dol.11J Le i:l l a siu,ul.:tion 1:: 
i:lU tempe 0 , 00[ 0() .:.ctivJ.tC?,- 1 i 5SUC! dt~ ,.,. rJdJIJ Lo ;:i l .J s .iu,ul.J Lio 1 l l _, 
au t,c,n,r-s O.OOE-100 .ic tivi'Le 2 iss1a2 de 1 d L' Î.JU LE:~ a la simulüLi.or , le 
au LL'ITIF'!, l ,O OE+OO .:,ctivi L1c• 2 ssu::~ de. 2 d1'-'1~11J Le i:1 la si 11,u la l .i un l.'.. 
ëlU lc1,11r-s 'l,OOC+oo dcti•,1i l,o 2 .i5!,;I_Jt,1 de 3 dL l•u 'Lc-i .) l.:i s; i rr, u l a 'L .i o, , ll 
au Lt.! 1,r,s ::;. ooc+oo acl',i •,li le 2 i~SUC::• d e 2 dobui. b• a la s .in, u l éJ t. .i un 16 
au t, e ,r,,, !j 6 . oor~+oo ac ·ti•,.i.i. te 2 issue do 2 u e buL Q ,':l la si 11, u l ;_; Li o 1 , 1.::, 
èP.J t em r' :,; 7 ,0 0E+OO ac: tiviLc; ,, .... i ssue dr2 2 dcib ut u ,.1 l a i:;:i n,uJ ü Lion lé 
au '\.rtlllPS 1,00E+Ol .:icU vi Le 2 i ssue dt! 3 dc:•L>u te .J l a s imul.iL.iun 16 
èJI.J t,•mr•i; 1,30Et01 activi'Lc.• 
- / . 2 issue de 3 del>ute iJ la ziniu l a Lio,, 1l 
, _;
0
1, .. L~~lllt -
.J . •10E 01 ;.;cL.i"i:i L,, :~ .Je~--~. - ') r.k•b u Le . ,i ' s.i111u .l<1Ljl Jl1 l.:., _, J ~.~.uc.· .Lc.3 
,:SU Le1111 -~, l , ::ïOE·l 01 uc Liv.iLL~ :2 i ?,S UC::.' d e 2 rJ t.!L•u t 0 a l a Ll imul;J L.i. 0 1, L, 
~llJ 1,f) IIIPS 1, ~iOC+ O 1 ,JL' L .i V .i Le.• 3 issue dL• .t) d1.• bu Lr,• d l a z i mul a Lion 16 
au tl'lilf' S O, OOE+OO .:sctivi Le 1 i5~>UC: du 5 dëbu tn a la zjmu l · Lion 17 
au t eo,r,s o . ooc +oo activite 2 i ssue lie 1 c:lcbutc a l a si rr,u 1 a Li rJn 17 
ëJ IJ -(, ~filf' \; 3, OOE·f 00 ilct ivit.e 2 i ssue de 3 deb•J Le il la simul<JLion 17 
dU Lv1ru•s -,00[100 ;:,c:L.ivi Lc 3 issue dl? 4 debuLc; a l a simulatjon 17 
;;JIJ temr,s o.ooc+oo ac: Livi Le 1 i ssrJe cfo 5 debute a la ., i mu 1 a t.l un lE 
. ,_, 
-L eir:P· G O,OOEIOO activilC? 2 i S.5 1.JQ d e.• 1 d,~buta ëJ l a ~; i ,r, u 1 a L i c, n 1" :.
fJI.J t:.l? mf--• f> :~ , 00[+00 êl~tivihi 2 ' i s5Uf:\ d(! 3 d!!l..>utt~ a la ~; l lfl IJ 1 d 1, Î (J ÎI lê 
au ter.,1-s 4,ooi:::+00 mcr,iviLe 1 2 i ss ue d e 2 debut e ël 1 d ~; i rr,ul a Li on 1S 
i:JIJ te:r,Ps 4, OOE:+00 act.ivi te 3 issue de 4 d ebuLe a l a i:; i mulaLiori 1 é] 
.:su temr-,s O.OOE-100 ac l,.ivite 1 Î!:,S IJe ÜL' 5 d2bu'LC? i:l la !:ïi mu laLiun 1, 
a1.1 temr·s 0 , OOE·l 00 ac Livi!,e 2 issue de 1 debutc; a la Si Ill lJ 1 ù t i O l'I 1 S' 
i:JU ·temPfi O, OOE!-00 activi te~ 3 Î!.151JC' d e 4 dcbuLc ù l a s i n,uJ a Lion 19 
au terr,1, s 0 ,00Et00 aetlvi le 1 i t,<; l,,H? de !j dL•brJ L<=> a l a s imul a Lion ~c 
èJIJ tcn,Ps o . ooc+oo ,Je Li vite 2 i~L IJ(? de 1 dl!bU'Lfu• a la zi mul DLion 2v 
.:JIJ temps 1..ooc +oo acl,i v .i Le 2 i !iSIJC.' de ,, ... d ebut "-' a la si u,u 1 a Li on 20 
iJLJ tein,~•, • 2 ,0 0E+00 activ itÈ) 2 issu e · uc 2 drc,b u t. e iJ l a s i111u.l ;;,lion 20 
au t, 
1 
lhP<:. 2·, OOE+OO dct iv.ite 3 i LSI .. H? dL• 4 d e buLe a l a si n,1J 1 a Li on :.:c 
i1u t.-t?n1P5 . .ooc+oo .Jct.ivite 1 ÎSSIJi:-' de !j dC?butt.! a la si n,u 1 a Li o n ~l 
u tcrn,r> ~ O,00E+00 aL·tlvi te ::? ic.s1je de? 1 ôP.bute a .l ,J s i u, u 1 c1 t i or, 21 
au t a-ri,1 s 3.ooc+oo acLiv iLe 2 is sue de 3 dLc'but,e a l d si rr,u l d Li. on ~1 1 
.:JU L'unu;.s 4,00[+00 acLiviL~ 2 i 55,UG d e:• 2 dEc•i..>ule a l a si 11,u l .:i Li on :2.!. 
au t~mr-s 7 , OOE·I 00 JC'LiviLe 2 issua de 3 d ob uL e a l ..1 s ln, u 1 a L i un ,,. _ _. 
.Jll temF,s 7,oor::+oo ac:tivite · 3 issue do 4 debu'Lt~ iJ la ~.im1-1J. .:itio1, 21 
.:su tomPs o.ooc+oo activite , 1 l cs,.ie d a ~ 'd cbut r,,• él .la simula Lion :?:? 
~u tom1=-tr 0,00E+00 activite 2 . i ~;s ue de~ 1 d e bul, e a 1 ., C, sin,ul.:Jtion ,.,,., 
IJ temps · 1.ooE+Qo ac:t.ivitc., ; 2 i ssue de 2 dc;bute i:l l.:J i:;imul.:ition 2: 
· U t ·emPs -- l,00E+0O acti v i Le 3 i ss 1Je da 4 d e b•Jtb• a l a s imul èi 'L iun ,,,., 
' 
., 

.. ( 
rrWti Rtî M fiEr,T ( OUH'lJ T) ; 
1 Yr·E. tiJ s l ~ ( co ,rJ i , , 1r,,e r • f~t· , no, lo, r-o,i.1 1-.') ; 
loi ,. ê) f • .iu[ J • • :~0 .1..:?J or T' Vü l; 
num : 
:i.1 , i t,: 
l.c , r : 
r- 1·nb: 
in l L'!:lL' r ; 
i.r,t ,,.AC! T' ; 
in L<";•~!c.? , . ; 
r c.:i l 
of C? ,~ , (':r 1~ , r, 0 , C U ! ( r, ar·.1 real) l 
l u , •.ir" r, o : ( r• a 1 ::: : 1· v d J. r r- a r· 3 
d .i ( r· a t· 4 : in t t.' ~J ,:, r · ) ; 
l ' C,.' .:J!) 
b o ( ,-.;1 1· 6 : in t, t, :Je, r ; r· a 1· 7 : i n t. e ~ te• r ) 
·· ·• ·tau2 .. record 
end ; 
en d î 
r·,um : 
fY, lree 
s or· ti. e 
inL erJe 1• ; 
(ao,.io,an); 
( d 0 J f" l ' ) 
Vf,R ..i, 1,. , i , nb rc~t ac li e , nb r e noc:• •.1d, r,b re , nb r e in i L, r,b T'f.'tci r, nb T' f./ r,i v e au i 1·1'L 1!"1t,> I 
•· ..,_ - - · •• ·· J., t, r,b rt.'C. ~:c 1 e, n L1 r f..• l r .:1ce, r, b 1· e.>s i.1;,ula Li o n i r,tts!·1E' r; 
·' ., 
-: -· ·--:- .. 
ta c h e aPr vu (1 .. 50] of t ës b1; 
n or1 ud : a 1· ra\J [O • • '.:i0J of t .:i b:U 
r-ar5 : arr a \al [1 , ,50,1 , , 2 0 ,l.. , 2 ] of r 0 .,; li 
ir,.it.i a u :-: ,tern,.ir, a u:-: : .:irr d\al f1 .. 5 J of i.nL c!:J er; 
a d ..i a c e n c e, .:i dJP rim e : a r rau [1 ,, 5011 ,, 50J uf intescri 
a c c c:•r.s iblc : êHT'.:J~Cl. , 5 0,1. ,'.:i0J of ir,t. e !:l e r i .. 
r: ,Hr?u C1.,50J o f .int c:•!:J(.•r; 
niveau : arr a u [1 ,, 5 0,1, , 5 0 J of .inL e!:Je r i 
Qteni v : arrau [1,, j 0J of int e"1er; 
cucle: arr.:iu c1 •• ::;o , 1 .. 5 0J of .intt~!.lt!r; 
cardcwcle ! a rr a w c1 • • ::;0J of int œser ; 
• ·: C ! a l'T' a W [ 0 , , 5 0 J of it', t e ,je r; r - --
r, o eu q s i mu l: ,:i r r .:i u [ 0 , ,50, 1 , , ·•'IJ of in-Lt)!:J ~'r; 
i ssu e de,v e r s ! o rr a \al [0 ,, 50 J o f i n t a~ uri 
r e f! a rr a w [0 ,, 50 ,1,,20J or int e~ur; 
v,co mP tc u r : tnt e sc r : 
a c h e v e me nt,u,du reetol ~ l e ,lonsu e ur c l asse ,te s t 
•- mow e nne ,vDri a nce,min,m QXt P robab,tim~ ,nbre obs 
temr-> s . : arrèlu (0. , 119] of r e ali 
hist ! arra\cJC1 .. 5,0.,49J of i r,t ê-, èlt~ r ; 
date: a r raiJ C0 .. 50,1,, 2 00 ] of re a li 
sent.i e r : d rr a w [1, ,11 00,1,,3] of inle "1 e ri 
tr ace : êlrraw [1. , 4 00J o f r ea l i 
· s i s ma b a r r 1~ : a r r· a ~1 [ 0 •• ~; 0 , l ,. :2 0 0 J o f in t es e r ; 
: . a rraw[ 1,, 5~ o f r ea l; 
etabar r e arr a u[l , ,5 , 1. , 2 0 0,0 ,, 50] of inteser ; 
F-RO CE[1lfüt: acouiGi Lio n ; l •• 
. \ 
5! 
3: 
., . 
"-. 
, 
~ . . ' 
, • ✓• 4 • 
t. t , 
. "\ 
, . 
i...,., J:iï.L 
V/'\J~ 
!IEGIN 
.i.. , :? , :~ I' •• , ~ ' 
/1,ùt:jn,al , i , J.,.. , i n d .1Cf1 1u11,u l ' O 
n, c,~1...1 11 1, 0 ,v ~1r1G 1,c e • 
c•rd,o r, c; o r·t ,tc•111P!,; 
rt.•i:-o n Gc c ll v r; 
rual --··---- -----
r, ac: l~Pd ;; r r,n, 
·----~-=~---r----..-1 r.._ - ·-- -
11, a>:i ma l : =O; 
w1·itcl n (t,t ~, 
' d e combi t~ n d o ldche~ G ~~ c:01·,,-,t ituc• l t:> r, roJo l, ?' ); 
re a dln <ttu )iroad (ttY, nbrot vc h o ll 
wr itc ln ( tt\J , ' ' H 
ir, dic ! =:O; 
~or i := 1 to nbr c t a ch e do 
be .si r, 
wri-L e ln(tt:, y, ' **************'l l 
1-' ri t, F..' J. n ( L t, \J , ' n u 11, 0 ru t iJ c h e : ' ) ; 
wri tol r, ( t, Lu,' *:f:~:fïci:~: ;t:* ·4-i,'.. t :t:' i ; 
rcë,d ln ( Ltv); re..1d ( tt v , I. .Jc ll L• C i] , 1, u 11,); 
I 
I 
J-
I 
wr itcln(ttu,'nue ~d initi a l no e u~ t e ~n,in a l I'); 
r ead ln ( t h1 ) ; re ad ( t tu , t ac /i p Ci J • i ,-, i t , tache [ i J , t t= r) ; 
wr itol n(tL v ,~P robabi l i t~ ') ; 
r ovd ln( ttu) i re ad ( Ltv,t a~hc [i J , P r ob ); 
if (tache[iJ , p r•o b <0 , O ) Ll) e n !ioLo 3; 
if (t ac h o[i J,Prob) l,0) th d n s oto Ji 
writ el n(tt u ,'di stribution do duroe ')l 
r oad ln(tt v) irea rJ(ttu,t cmPs ) / 
if tcrn,P s= '·co' th or , t ache[ iJ,du r ! == co 
el se.• i f t e mr,s :::; 'ur,' then l. a ch e [ i J. dur: '" un 
e 1 se if Len,F,s :::: 'no' then La che [ i J , .J•J r ! =- 1 ,o 
e l se if t em r,s-= 'lo' tll e n t a chti [iJ,rJu r ! = lo 
elce if ton,s>s = ' r:,' ther, tvcli e [iJ,dur·· ! =•=e p 
els e i f t emr:-s=- '1 ,0' th r~, , t. acllG•r:i J, d u1· ! ,0 ,.-,o 
e 1 s c i f t lâ' rr, P 1, :::- ' c ,, ' th u r , t ac i 1 L' [ .i. J • du T' : "' c r· 
c•l se i f t. emi>1,= 'ui' L/1en l, .:;c i 11,; [.iJ, du 1· : =cl i 
;, else if l;i,>11:P!:.=='bt1 ' L/1t,> 1·, t,~,ci1 t,> [iJ,du1·! ..:c b e 
else fJotu 2; 
- if , tamr-s<> ' d i' the n b etli n writeln(t.tv,'11, ov e nr, e v v ri ar,c ,s• ! '); 
cndi 
c ase t ac h c CiJ,dur of 
r eadl n (ttw>ir ead Cl tw , mo !Jenn e ,va riancc )j 
co ! tvch e [i], Par 1 ! = rr,ovennc i 
.. ~ . . ... . t ' 
, - .. • :. • .... .L )~ -
., '· ul"I: b e!ël in t.J che[iJ , Par2 : = n,o !Jcnne -sart( 3J!:vëJria r,ce)i 
,, ... :.," t ache [ i J , F-ar3 ' ! = sort .(3*va ri a ric e l +mouer,ncJ i 
~4 r.,J •• .-.,...., ~. 
.. /· 
:--:-: ...... , •.· .. ,.;,, ,• -~, end; .· . . 
'~ ,/ 1 ' ' ~ .. • , 
E:nd; 
la : be s in tache [iJ,Par2 ! = · mowcnne; 
tachc[iJ , par3 := varlance 
eP 
PO 
er 
endi 
ta ·,1e[ iJ, PJ r1 
tach [iJ,Par1 
tache[iJ , hJr1 
! = 1 / 11',oYenn L'; 
!= mo~e 1ne; 
! = 50/mo~ .. H?rtne ; 
be .. be s i r, tache [ i J , Pa r 7 : = round < ( 111 o ~1 C:..' n ne* ( ,1, ose 1·, r, E' ·- 1 ) * ( m o ~ c: n r, '-'' - 1 ) + ( m ose n ne - 1 ) *va ,. i a r11:.• t..• ; / v a r i a r, ce ) ; 
tache[·J,Par6 ! = - round(mosenn~*tache[iJ,~ar7/(mow0nne- 1)) 
end; 
. di be~ln writ e ln; 
writ eln (ttw,'nombre d e val e urs?'); 
readln (ttw);read(tts,nbre); 
tache[lJ,Par4 :~ nbrei 
writeln(t..Lw ,'valeurs 
for k!=1 to nbre do bu~in 
Prob;:ibi lit 10 '); 
... ~ end 
re ad 1 r, ( t t, s) ; r '-''ad< t L '.I , >-- d r 5 [tac i 1c;, [ i J , 1, un,, k , 1 J , P.; ::; [ t.. a t:i ,e [ l J , , 1..;,r,, k, :: J ) ·r ,rJ 
end; 
., 
I 
1 
if tache[lJ,ter > ma>:imal ther, ma;:imal ! :::tac:he[ iJ,ter; 
if tachetiJ ,init > maximal thon maximal ! = tache[iJ ,i nit 
endi · 
if (indic=O) th:?n writeln(tt\~, ' èlvcz -vo ,J !:; commis une E'T"reu1· ?(u/1, ) ! ') 
e · se wrl tol , ( t, tw, 'en avc.-z-vo1.a:; co 11, r,is une a•Jtre ?, o/n ) : •); 
readln(tt.~)iread(ttw,rePonse); 
if re~onse='o' then besin indic!=li 
_, wr·.itelr.'(ttw, ' no d,J t;:ichE' erronee '); 
l' c, i:l cil r, ( t, t s ) ; r r2.:; d ( t t w , r, •.i III t• r o ) ; 
for k:~1 t..o nbr0tache do 
if tache[k],num=numero Lher, 
be~ i r, i: =id !':lo Lo ::; e2r,d; 
endi 
n fenoeud != maximal; 
for k!=l te .,a:·imal do 
• 1. 
be.,;in 
ir:dic:-=o; ·. 
wr1tcln (tt~,' ***************** '); 
writel,,(tlw , 'n..in,ero d noe!ud : '); 
writeln(tt~, ' ***************** '); 
readln(ttv) ;read(tt.\.1,1 10:?ud [ k J, num); 
writ2ln(tt...1, 't:JP ntrce : , ) ; 
readln<ttw)irc ~d(tt\.l,onl~r); 
1f entcr='eo ' Lhe!r, noeud[kJ , enLrce ! =eo 
., 
else if •nter='io' then noc.•ud[kJ,entreG.'! ,:io 
.• ~ ' 
· else ir•enter='an' ther, noeudtkJ,entree: ~~ n -
else soto 1; 
writeln(ttY,'tYPe sortie !'); · 
rea~ln(ttw);read(ttw,cort); 
:' 
'· 
1. ·,· 1·· 
- > 
' 
,. 
; 
. 
,. 
; ' 
~ 
'! 
\ 
·; 
I 
I 
ENIH 
,< 
if 1a ort• 'dQ' th e n rio 1ud[kJ. s a r tie! =dc 
el a e if sp~L = 'Pr ' th e n no oud(kJ,aorLiel =Pr 
cl s o boto 4; , . · 
t:.•nd, 
· if (indic =O) tho n 1-1r i teln(tt~, 'a•,1ez - vous cou,mis ur ,e C? l' re•Jt' 'i'(o/n) 
,, 1:l1H:- · w1·itelr,(ttt1,'cr, ave z -~ VOlJ S cbmn,is ur-,i.? autl'l~ ' ?(o/r, ) !' ) ; 
rc a dl n < t t\cl) ; read ( t tu, rci r-- or, se ) ; 
if (1 ~:r,or, s e == 'o') tl, e n bc ~ in ir,dlc! 0=1; 
.end; 
wr itcln(ttu,'no du noeud errone'); 
r·eadlr,(tt'd); r e ë1d(tt\cl,num e ro); 
/or i : =1 to nbrcnoeud do 
., 
l f 1, uoud[ i], nu111 "' ri1.1n,e ro lhu1, 
bt: !:l ln k! 0, i, !:!Ot<J J. f,•1 , i:l; 
! '.), 
~ ROCEDUR[ a cces s ibilite; 
V,lï· t ,i , J, k ,co .,P t e ur,u in lc!1ed 
n c c , s ! arr a w [1.,50,1, .~0J of intoser; 
FU NCYI ON som <i , J: rnte s cr> : inteser 
J1EGI N i f <Ci=O) ar,d (J==O) ) then 1;;01T,:=O else 1,;0111!<-=l 
rnn ; 
FUNCT ON Prod(i,J inteder )!inte~erl 
• BEGIN i f <Ci=1)" ·and (J==1)) _therr Prod!=1 else Pr•od!= O 
· l:ND ; . 
BËGI/l 
1'0 r . i: = 1 to r,b rl='noeuc.i do i.Jr.o•Sî i rr 
for J!= 1 to nbrenoeud do 
be~in acc [i ~JJ ! =ddJ P rime[i,JJ; 
..... 
... ~· ' 
if " i=J therr accwssib lc[i,JJ! =so11r( l, acc [i , JJ) " 
else accessibl e [i,J J! =acc[i, JJ; 
e n d 
c o n,? teu r: = 1; 
wh ile c omPte ur < (nbrenoeud-1) do 
bei in· for i ! ==1 to ·· nbrra;no e ud do be. in 
for J! = 1 to nbrcrrocud do 
bes in t: "-' O ; 
f' o r k ! ~ 1 l o · r,b r e r,o c;u d do 
.·, 
".t. 
··. •. 
·-
.:: ... _. ~, 
\ 
. l> eff i r1 u ! '-' P :·ud ( ac e [ no .i ,J d [ j_] . r,1Jm, r,o ei•.Jd [I J. nu,, J, ;,; dJ;-, 1· im(,• [.-,üE.' •Jd(kJ. rr•J , , rr o,?1Jd[ ,j J , n•.J llr J) ; 
t ! "' SOm ( t,, I.J) 
·,. 
errd i 
s(nocud[iJ , num,noeud(JY.numJ ! = li 
o~ud[JJ.rr um:. ); accessibl e(nocud[ i J . nun,, noe u d [JJ . n un,J: ::: s0111 ( access i b l E.•[nueud[ i J, nur11 , r,o~~u d [ J J, num J, s [ t,0 1e• ud Ci J ·, ,,..., 
END 
end ; 
e r,d; 
comPteur ! = c omP t eur + 1 ; 
for i!=l to nbr •noeud:do 
er,d; 
for J: = 1 to nb renoewj dQ acc[rro l.'•.Jd [ i J, nun, , noeud[ JJ . nu ,;, J : "' r; [ ,ocud[ l J. n u ,;,, r,oeud[ JJ, num J · 
1·or i ! = 1 to nbrerroeud do · 
bésin 
end 
; 
-~cno e u d [iJ. numJ : =o; 
for J!= 1 t o nbrC?noeud do rtnocudtiJ , rrrJ 11,J!=-0 r[ ntll.'1.Jd[iJ .r1\.rn1J + ùc c ess i b ll..' [ noi,.'•Jd( .iJ, rrun, ,noe rJd[jJ,nun,J 
CEDURE · dJa c 6nc e ; 
VAR i, k ,J i nte Der; 
s 1,s2 arraw [ 1 •• 5 0] of i n tede r 
EGI N 
A.. 
END; 
f or i ! :: l · 1:,0 r,breno e u.J do 
for k ! = l to nb reroeu d d o 
besi n adJ a - 2 nc e [i,k J! =Oi a d J Pr i me [i, k J! =O e nd; 
for i ! =1 te nb r e ld c he do 
be :ël i n ad J ac e ncE.' ( LcJch.,., [ i J . in i l , la c h 2 ( i J , ter J : -==adJaci:a, r,ce [ tachc., ( i J . i nit, t ach i:a• [ i J, t En· J + 1; 
adJ Pr i me(t a chc[iJ , in it ,t a c he [iJ , l e rJ ! = l · 
e nd; 
rib r oinit ! =Oinbrete r !=Oi . 
for" :î ! '=" t uï-, r e r .oe u ci -dô _____ ..:~ - --· __ _ ..... ~ ,; ~- --- . ___ ,. __ 
. , 
be i r 
s 1(noc ud ( iJ . numJ! =OiS2[noeud CiJ , n umJ ! =Oi 
f or J ! = 1 td nbrenoe uc..i do 
b e!:! in s 1 ( noeud ( i J ,p u 11, J: ==s 1 ( n oe_1J d [ i J. n u m J tad,iacencc ( 1 ,u c •J r:.i ( J J • nun, , r, u E .. Jd [ i J , n1J111 J ; 
s 2 [ n oeud [ i J . n u m J ! =s2 [ n o<? u c..i t: i J , num J tad Jac l? nc e [ n oE•ud [ i J . 1 ,u1u, n o ea• u d [ ..i J . nu m J 
end; 
if s1 noeud[i J , n um J =O th e n be!alin nbr e ini t! =nbreini l + l i l.1iil.idu::[ r1 br~in it J ! .-= r,uc., ,_,cii:i J . num ~n c..ii 
if s2[noC? u d [ i J ,r,u mJ == O l hen be!:lir, r,brete r : ~nbre t c, 1· :i. 1 ; L,,r r.,in a •J: •[1·,t.i r eler J : =-1 ,u e u d[ .i. J .r1 u11, end 
, 
,_ 
PROCEDURE J r donnance 
VAR i ,J , k,l,max,u,ind inteser; 
s arr a w [1,.~0J of intes er; 
~ U < ar rdY [1,.50] of inteser; 
BEGIN 
·î oi" i!= 1 to ,brer,oeud do · s[i J ::1; 
ind !=lik:=o; 
wh il e ind =1 do 
b e~in u::o;max:=-900; 
rc r J: = 1 to nb r enoeud do 
. 
. ' .
if ~[nooud[JJ,numJ=l then ·• 
,_ . 
.if r [ noc u d [JJ , r umJ> m3 x then max ! =r[no e ud[JJ , numJ; 
-~. 
k ! =k+ 1;~teniv[kJ! =o; 
· fo r J:: 1 te r ,br·er, OL!Ud do 
if s[ ,o E:'ud[JJ. n u ,J = l th 1 n 
if r[nocud[JJ,numJ =max then 
bes!in u! =u+1; 
1. 
n .iv e .i u [k,u] : -".noeud [JJ , r,..Jm; 
c;ten iv J,.J : -=: .. L<ë ni [ l~J -~1 1 
cmd; 
fer 1!=1 to u do 
r[n o wuti [JJ,numJ! ~o; 
s Cnoeu d [JJ,numJ! =O; 
au:-:[ uJ: :J 
for i!= 1 to nbrenocud do 
( . 
:~ ;. ': 
., 
1 • 
• , 1 
••• 1 
' 1 
i n d !=O; 
r [ n oeu d [ i J, r,wr,J ! = r[ noeud[ i J, numJ - accEo' S S i b le Cn 0Ec.•u1 '[ <J U::[ 1 J J, num, nüe•.Jd[ i J, r,u mJ ; 
EN[I; 
fo r i! = l to nbrenoeud do if s[noeud[iJ , n~rr~ = l then ind! = l 
e nd ; 
n bren · veau!=k 
' ~-
r. 
. : t 
. ,\ '• -
' ( 
~ROCE~ !R( cherchecvcle ; 
U ,I:L:l 1 i 
V~R i,J,k,l,v,u,r,s,t :intede r; 
a u x arraw (1,,50] of intede r; 
f tEGH, 
l : ==O i 
for k:=1 ta nbreniveau do 
i atcn · v[kJ>1 t hcn 
for i! = 1 to nbreno~ud dg 
for u ! = 1 ta cleniv[kJ do 
if niveau[ k,u J ~nouud[iJ,num Lhen 
bl?sin l !"-1+1; 
c a r r.i 1-v cl L' [ l J : = 1 ; 
LJ 
c sic l (,. C 1 , c d r ,J c sic 1 e [ 1 J J : .·.- 1 , ci t.' u d C i J • nu 11, ; 
s : == 1 ; ;3 u ~: [ s J : =-~n o FJ u ti ( .i J • n ,.J 11 ; 
for J:= i+1 lo r, b1·<.' 11 0C?ud do 
for v! = l to aLenlv[kJ du 
if ·,i vedu[ k , v J == r,oeud[ ,i J, 111.Jm t,l,~,r, 
if accessibli;.,[ ,ot•ud[iJ .nu11, ,:, o eud[JJ.r,1..1r,,J == l thcn 
beain CJrdc~cle[lJ: ~~~rJ :u ~l ~[lJ'li 
END; 
C.' V C 1 C' [ l , C cl 1 · ,J C- ~IL' 1 ,• [ 1 J J : .-. 1 , u c: 1.-11.i [ J J , r 1 . .1 Ill ; 
end; 
for J!= 1 tas do 
~!=s+1; 
au:-: [ s J: == no e ud[ J J , num 
for v! = 1 ta Gteniv[kJ do 
if ni veau[ k , v ] =no e u d[ üu:: ( ,iJ J, n1..J11, th cn 
for LI = J to citt•r ,iv[kJ-1 d u 
rii vc.:iu[k , LJ! ==n iv,.•· u[k, +1J; 
ote nivCkJ! =aten "v ( kJ-cardcvcle( lJ; . 
- ~-----
•· if ·c ·ardc\clcl e (lJ=1 then l!=l_;Useito 1 
·- ........... "- .-,.~_.._ _ . ________ ....._ ______ ~ ---'--·-- ·•- ·----
C?î1U , 
i!=l to nbrct a che do 
if tache [iJ,init=tache(iJ,ter then 
be!:!in· l !=1+1 
nbrec\Jcl e!= li ' . 
;~ard~vclc[lJ!=l; ' cycle(l,lJ!=tache[iJ , init 
for . i:=1 to nbr&>:-ioe•..id do c[iJ!=O; 
for i!= to n~reno eud Jo ' ! ' ·'. . 
--~ "'.,,_' ' 
for · l:=1 t o nbrcc~cle do 
for u ! = 1 lo c~rdcucl~ClJ du 
·r cvc: 1 .:.•C l,uJ ::c ,-.ut,udCiJ,nun, thC::n 
cCnoeud(iJ,numJ!=l; 
, ' 
- .. 
. ' 
'' 
. / j 
. \ • . 1' 
: .~ -· 4-. _ ' ;_ -~ :. i~ ~ ~ ~,.,j:..·~ ~.·~ 
l, 
·f 
1 
\ 
PRDCEDUR~ extension; 
VAR l,J ! intene r; 
BEG I.\/ 
END; 
rb renoeud ! =nbrenoœ~d + . 1; 
,-,oeud(OJ . num: =O î 
, ,oeudCOJ , <?nt retë' : -::c.•o; 
1,oe1Jd[O J . sorti<):""de, 
._coJ:=o; 
roi i! =1 to nbrenoeud do 
f,o r J: = to nbreir,i t do 
if iniliaux(JJ =no2ud[iJ,num then 
begin r,br·t.:l:. a ch~, : :a.r,1->rt.::-Lwc , c+1; 
end 
laci 1~ [ rd_, r•1=.\ t.Jci H2 J . r,u m: .:-n!.J retaL~hC?; 
tache [r,b r·e l:. dc../ie J . i rd t. ! ::: O; 
tache(nbretach~J,ter! = LacheCiJ,num ; 
tache[nbretache) , Pr0b : ~1; 
:t..ache[r,brel.achC?J . dur : :::: c:o; 
tache[nbretacheJ , Pa11!=0 
PROCEDURE con~ersion; 
VAF- i !int..eS:!er; 
flEGI 
fr i!=O to nbrenoeud-1 do begir, issuedetiJ :=o ;versti J! =O end; 
for i!=l o nbretach • do 
be sin .issuede tt..aclw[ i J. ini tJ: =issuede ttache t i J, ini tJt1; 
versttachc (1J. terJ !=ve r s tt.ac:hc(iJ,t.erJ+1; 
- e ,-,d ; r e f [ tac 11 C? C i J • i r , i t. , i ::. s •J t! d ç [ t a c: h <~ t i J , .i n i t. ] J ! "' t ac 1, t:• [ i J , nu n, 
31' i!=O ta nbr noeud- 1 do 
b.:: :J i r, 'r, o eu d s i m LJ l t i , 1 J : ==nos• u d ( i J , nu m ; 
eus noeud["J,surL.ic o 
de !nouu0s.imul(i,4J : ~o; 
Pr : noouds·multi,4J! =l 
c;nd ; • 
case noeud[iJ,entre •of• 
io !bcgin·noeudsimulti,2J!=l;noeudsimu1 Ci,3 J!=999 Dnd; 
on : begi r, noc:oud ·;; i mr_,l [ .i, 2]: ;.. ...,en;[ n<.H:oud[ .i J , nr.w, J; noeud~; i m•J 1 Cl, 3] ! =-9?9 end; 
eo !b ~S:l ir, 
lf c[noeudCiJ , r,um J ~ l t.hpn . 
be s:i irl no e udGimu~[i,~J ! =1ino~udsi ~ulCi ,3J ! ~ l end 
else bedin noeudsimu1Ci,2 J: =1;no•udsi nu l[i,3]! :.99 9 end 
end 
•/ 
\" 
_,. 
, . 
..... 
.... ·~ ., "' ;-,------
! 
1 
UNCTION a no r ta c he (i! i ntese r)!intes er; 
VA J,l : inteaer i 
.:il r2dl ; 
Plache ! ar raw [1 ,, SOJ of r eali 
n t he : a r raw [1 , . ~0J o f inte s e r; 
s ar r a '=I CO, ,50] of r e a l ; 
BEGIN 
J : =o ; 
for 1! =1 t o nbret ach e do 
if tache[lJ, ln i t = i t hen 
be2in J: =J+ li 
nLache[JJ!=tache [lJ,num; 
P t a che CJJ ! =tac h LC[ l J , r•r ob ; 
end ; 
al ! =rando m(l OO); 
5(C·J!::::O;J: "" o ; 
r 'Pe.it J : =.i+l; s[ JJ: ==s [J-1 Jt Pta c h~ [JJ un t i l (( a l >==s [ J -1 J > and . ( a l <s ( J J) >, St>Ge rtache ! =ntacho [ J J 
FUNCTICN uni f or~e(ai b r ea l) ! rca l; 
EGIII u n iforme : = at( b-a ) * r ar ,dom (1QO) END, 
J 
FUNCTIGN c>:,.,. nentiol Ca ! rea l)! re.:i U 
DEG! c :~onenliel l u ! = ( -1/a ) * l n( rando m(100)) END; 
FUNCT!DN cr ans<b : rea l)! re 
V!i i : intE?=l~ r; 
S ! ' VëJ 1 Î 
BEGIN s ! =O ; 1---
ftn' i:= 1 t o 50 do s ! =s + e:-:Po r,er,Li e lle(b); 
e r lanS!=s 
f.:. N ;) ; 
-~UN CTION nor~ale Ca,b 
VAR s !re.:i l î 
i : 1r, t c :1er i 
DEGHI s! =Oi 
r e a l)!re ali 
. f,r 1!=1 to 3 0 do s ! =s i- uniform:o (0,1 ); · 
n~r~~:e:= +blsort( 0, 4)*Cs- 15 ) 
ENDi 
.. . .. - ..,. ...... 
1-
·, . 
, .. , .• : .... -: 1 ·: . 
f'U:~CT!OII lo !:11,ormal~( a ,b fr~a U : r eü li 
t.hît G: ..... ~ l ; 
:i!ir, t. r;~er i 
EGIN ~ ! =: O; 
for- i ~::1 to ":SO <lO S ~ : S + VNIFoR.rtE(€l , A); 
CND, 
1C~ :'\.lr!ftà..1e • .:: e x.P( a+-b*s c, rt. (0, 4)*< s- 15) ) ·•--
·1 
~UPCTION Poic~on (a!real)~ r c ali 
H R J : i r, te !ci e r ; l 
s ! , rra~ [0,. 80 ] of rea li 
u r e;:i l ; 
BEGIN J: =o; 
s CJJ !=O i 
• 1 
.. 
1·, . ._,.:, --..,~::;; ::-, J ;.!;-,._,; _, ;,.i., J Ù1, ÎOG,f f s L.iJ: .~s CJ-l.J- ln(u f1Jn t. .il (( si: J -·· :i. J 
Poi ss cr1 : = J- 1 
FUNCT I ON b e ta Ca,b : inteser l: rea li ' . 
• V 11 i int.esC? r ; 
u1 , u2,v: r e .:il ; 
< , . /· 
BEGIN j 
I . 
~or i : =1 l a a d o b~s in v! = r.:i ndum (lOO ); u1 ! ~u1 i v end ; 
for i! =.:i+l ta at b d o b e~ in ! = random (l OO ) ; u2 l= u2 * v e ndi 
eta ! -lo (u1)/ (- log ( u 1 )-l o3 ( u 2 ) ) 
- EN Di 
·uNCT I ON disc :·eto (l !inte3e r )! r caU 
VAR J :i nt. t:B Gr i 
u : 1, <J:..; 
s ! a r r,n, [ 0 ,.20] o r e a li 
BCG ! u: =1~ndom (10 ) ; 
. ... i:=(, ; 
IL # : 
·· .. fND; 
s [j: : ::.: o; ~ 
r::.P ('a t.. J !=J+ 1i s [JJ! ==s [J-- 1J +Pa r::ï[t .:; c h e[l J, num ,J, 2J u nt. il «sC J_~- 1J <-= •J) oJ nd <s i:J J>1J))i 
dis re e != P.:i r !J[ t.:iche[l J .r, u;i.,J, 1] 
UNCTION ~ G~rdu rc e (i n t e!oler)!rea l i 
VAR I : i nte•e ri 
BEGIN for I:=1 t o n b retache do 
i f të:ch [lJ , r11...:1,=l t h C! n 
c ase tac he[ lJ, d ur of 
c: c, ,..>r, C.'rd•J ree ! = t a cl lG i: J, Pa r 1 i 
d i SL·r, t:-rd u1 ·L' e : = rJ's i:re t (l); 
u n s n c r d •Jre o : " ur: i r orm G> ( L,H• l-w [ lJ, r, ar ~ , t.:i cli ü C-l J , r- ar3J ; 
e P :. r:l:? n l1 rdur 1:.' c ! ::c: c ,: r·•CJ n •nti€.' ll C? ( t.acl; e [ l J , r,a 1-1li . f 
r ~ene rdu rc~ : = cr l ar,!:l( t ac hL•[lJ , 1•..irl); 
: · senc r d ur e.:> ! = r-oi &!.o r, ( La c:h ~ ClJ , p .:i r ::. ) ; P O 
r o 
l o 
r:JC? n e r du rL•e! = nor-m a l c (t.a .1 ~Cl ]. • ëJ1•2, L.i ci 1é! [lJ . ,: .. 1·3); 
.Je ne rd u r e e : = 1 o fi r, o 1· ma l ' ( t .. 1 c h c r: 1 J , , •. .:i r 2 , La cl 1 .:.• [ l J , Pa r 3 ) ; 
, 
. \ 
., 
t· 
P~OCCDUR C lancement 
LtI'EL 1,2,3; 
✓/Ja.. :> ~ù-nl6' J r- X A .rrr, , al!<'"t. : 1Nîf4e(. j 
, ✓ I ~ ,1 I' ,; _ 
-,,vx..- ; <.1rraw (1, .2J or re.:il; -: 
t lPh.:i : arraw C0 •• 50J of inteae ri 
•' : arra\J [1. . :::ï0,1. , 2J of reaU 
l ,'t : arr.., s C 1 •• 5 0 J of i r, te tl e r; 
c.•coul ! real, 1 
BEGU! 
..... ! =1; i 
for i!=! to nbreter do time[iJ!=Oi 
f or i!=O to r,br enoeuJ-1 do alPha[i J! = no~udsimul [ i,2Ji 
s : =Oim ! =Oiccou1: ~o; 
for i!=O to nbrenoeud-1 ' Jo 
if noeudsimu1Ci,1J= s th e n 
' besin 
if 11oeudsimul[i,4J=O th,-?r, 
er,di 
if m> 1 t,hen 
besin for r: =1 to is~uede[noeudsimul[i,l)J do 
end 
clse 
be!ë!in t[mtrJ:=rGf[1,oaudsir .. ul[i,1J,rJ; 
k [ m+ r, 1 J : =::l(a;.'f1L! r·d•J ree? ( ref [ noeuds i 111u 1 [ i , 1 J , r J ) ; 
kCmtr,2J! =k Cm+r,1J; 
for J! =1 to nbreLache d~ 
if t...Jch0[JJ , nur,,-:c t,[m+rJ th~n 
l[1T1+rJ ! =tach..:, [JJ , Ler 
end i 
m:~m+iss uc de [no0udsimulCi,lJJ 
besin x! =aenertache ( noeuds i mu1Ci ,1J); 
t[mt1J ! =:-: ; 
k[mt1,13 ! =~cncrduree(x l i 
k[mt1,:J!=kCmt1,1Ji 
end; 
for J!=1 Lo,nbretuche d 
/ if tache[JJ,nurn ~x then 
Cm+l J: = toclie[JJ . Ler ; 
m!=mtl 
for r!=m-1 downto 1 do 
if kCr,2J<kCm,2J then 
- ' 
be~in aux[~J! =k [m,2Jiaux[1J!=kCm,1Jiautrc: ~ ttmJ; 
endi 
1 t c r : == l [ n, J ; 
k[ru,~J!=kCr , 2J;k[m,1J ! =k ( r , 1J ; t[mJ ! =t CrJ; 
l[rrcJ:=lCrJ; 
k[r,~J:=auxC2J;k[r , 1J : ~aux [ 1J it(rJ ! =autie ; 
l[rJ!=alter · 
• l 
•··. 
, , 
. ~ 
~ -~· 
' 
' . 
, . .i.\ 
.'· ! 
~ •• -1 
~"7""~ 
.... : 
,l 
PROC~ LUR C s i mulation; 
L~ LE ~ 0,1,2,3,4; 
V r, a lte r ,a•Jtrc,::,m,s,i,.ùr-,,r inl~•fje r; 
a l P h~ : arraw C0,,50J of lnteseri 
k ! ar ra~ (1~.S0,1 ,, 2J of reali 
l,t : a raw C1,,SOJ o f intetler; 
au:: ! arrawC1, ,2J of real; 
E!coul :reill; 
IESIN 
.. 
wri te ln ttw ,' *******'****s imulation**************'); 
o mPt eur!=OiJ ! =li 
f or i!=O to nbrenoeud-l ' do 
be~in dstcCi,J J! =- lOO;si~mabarreCi,JJ!=O end;· 
fon i!~1 te nbreter do 
for r--!=O to JO do c tabarreCi,J, P] ! =Oi 
· f or · : =-o to r,br'.:•r,o••J.J · l ,10 ,;l,,1i .: ri1! ,ooevasill\u.j[i;2JJ· 
.$· :-o ~ :m: =O;, ~c.oul : .:-o ,1 
Fol. t·: :-0 ,;rt> N0h~flE'l-l0!U~ -1 !>O 
· f rroeudsimul ( i, 1 J=s then · •;. ., . ...,. · · · · ,... ··; • 
if noeuds i mt...zl Ci, 4 J =O th er , .. i' 
beSin for r! = l te ·ssuwde (noeuJsi mulCi,1JJ 
b e in t [ , , + r J ! c.:· r c.• f ( r, o c •J J sin, u 1 ( l , 1 J , r· J ; 
' ,, ....... ... 
:lo 
• J k C.t, + r , 1 .] : "· i.!.i , , l.! rd •J r e e ( r e 'f ( r, o eu ci s i mu 1 C i , 1 J , 1· J ) ; 
kCm+r,2J! =k ( mtr,1J ; 
i"' 
... .. - -.r- -
end 
alse 
for P!=1 te nbretache do 
if tache[ p ] : ·r,ur., = !.Cm+ r J then 
l[m+rJ! =tdchu:~ J. Ler 
er,d ; 
m: =m+issuede [ noeudsi mulCî,1]] 
besin ::: =nener ta he(noeudsimu1Ci,1J); 
ttm+1 J ! =:-:; 
k[mtl,1J!=~c r,u rduree (x~; 
k[notl,2J ! =k[notl,1 J; 
,~ . 
for ,-,!=1 t.o nbre l :JL'hEc• dù 
if t a cha ( 1-J., ,um =-:-: ti it.•r , 
· 1[m+1J: :=,...tacho[p J.t ê!f ; ... ,.,.... 
m!=m+1 
endi 
if m> l ·then 
for r ! =m-1 downto 1 do 
if kCr,2J<k[m,2J thcn 
bcs in a•J:: C 2 J : = k Cm, 2 J; au:{ C 1 J: =k [ m, 1 J; a•Jt re: =t Cm J; 
end ; 
~ 1 ter : "' l [ ,r, J ; 
k[m ,2:! ~k Cr,2Jik[m,1J ! =k(r ,1Jit[ mJ! =t~rJ; 
l[ mJ! :::: _(rJi 
kCr,2J!=aux[2JikCr ,1J! =aux[1JitCrJ!=autrei 
lCrJ!=alt~r 
···" , ,, • "" ·• l' i \ •, . 
,.. • •1• ..... . ..... h 
; .. 
.. r 
- .... --- - ,'";_-
if ~=O t en doto J 
e l e ,, es i n i : = 1 [ m J ; 
ecuul : =ecoultk(m~2J; 
f o r P!=l te nb r eter do 
if t~rm i ~a ux[PJ=i . then 
timet~J!=ecou1; . 
f'or J!==1 Lo 11,- 1-, ,. . · end i . · r..o r,[J,2J!=kCJ,2J-k[m,2J 
~ 1Pha[iJ!=alPha CiJ -1; m: ~m-1; -
lf illP h.:: :iJ>O t i1r,, 1 <1 , ;t,,..., 
çL.<,t; béG.toJ ,<t,<.PHAC,'J :- moeo C>SIIWLC•· , 3]; S:«i; G.o11t> ..f 
·-
.,,, _,, 
,·. ' .. - . ~ 
. ' 
I y . !. o, .:., 
/3= END; 
PRO EDURE u v a uation; 
PROCi:DURE i n terva l le ; 
vn~ J,i , x ! in tc~0 r ; 
BEC-If~ l 
• J 
duree t o tale !=o; 
--for · ·J : == 1 t o nbreter do · •, 
;: : =- o ; 
i f tim c [JJ > dureetot o l e th o n 
d ure e l o Lole! = time[JJ; 
re P ea ::: =x +1 u n til (Cx><2* dureetota l e)) and (x mod 50=0)); 
l o nsueu rclas se !=x/50; 1 . 
f o r J!=O t o 50 do temPs[JJ!=J*lontlueu ~clis~e; 
--.;... 
PROC E 1U~ E teste r; -....---- ·----
. ' 
CON S T y=2 ,0573i a= 0,1i 
VAR s1,s 2 ,s 1c a rre,sc a rre 
i ! i n t e3eri 
BE G:.t-! 
arra~[0 ,,50] of reali 
- f o r i} = l lo n brete r do b es in s1Cte rmin a ux['JJ! = O; 
for i! =1 to n bre t e r d o 
er,di 
s 2[t e r mi noux [i]J! =O; 
s lcdr r e [t e r minaux tiJJ! =Oi 
sca r re[t erm ina u x [i]J! =O 
e !:J i n f or J !=l o nb res i n1 •.Jl ati or, d o 
'-·-----
\ 
· ... . . 
b es in ~1[ t erm i naux[i]J! =s 1[1:.erminaux[i]J ts i ~ maba rr e [ter~ i na u ::[iJ,J J i 
s 2[ te rm ina u :-: [ i J J: =s2[ te rm i na u:-: [ i J J f- s i s ma b<;J r- re C t e r nd n wt.J::[ i J, ,i] .it: :; i !J ma l>a r re[ te rmi n..iu >: ( .i. j, J J; ,. e r,d; 
, . 
.. I '. ••. 
s 1 c a r r e ( 1:. e r mi n .J u x [ i J J : = s 1 [ te r m i na u :-: [ i J J * s 1 [ l e r m i r, a u :-: [ i J J ; 
sca r r e [ te rm i n au:-: [ i J J : = ( 11 ( nb r es i m,.i l a t. i on-1 i ) * ( s2 U :. e !· 11 1 i n a u:-: [ .i J J ·- · 1 ,:a r r e [ t1~ r·n, i n .:1u:-: [ i J J / r,::i r .; !c> i 11, u 1 ai, i or,) end;
le:a.t ! =Oi 
EN,. ; 
fo r i l=1 to n b re ter do 
i f ( ( Gca rreCt.erminau>:[iJ]*v*vl(a*a > >> tC.' s t,) t.l 1€;' n 
tes t:= scarreCtermino u xCiJJ * v * v/Ca *a J; 
t . 
l nd; 
r 
3! 
i. 
if m=O t hon dote 3 
else beS in i! = l [m J ; 
0c oul! =e~ oultk[m,2J ; 
a lPha[ iJ!=alPha [iJ-1; 
if ·a lPhèl[ i J =O tl1rH1 
beSin dHte[i, JJ: =ecoul; 
eomP L~u r ! =comP Le ur+1;tr a c u[ ccmPtcur J! =date[i,JJ;se1 ,ti er [ comPLeur ,rJ: 0 i; 
sen t i1:1·[corr1Pt~ur, 2]: =t[m]; c.t.?n tie1•[co11,p Leur. 3]: :, j; 
. ,; 
end; 
f or r--!=1 to m-1 d o k[r--,2J! =k[P,2J ··k [n1r2J; 
· f or r- ! =1 Lo r,breter do . ·, 
if t è rminaux[pJ=i then 
• be.sin 
i f alrha[iJ>O thcn sotu 4 
else: be!..lin si!:Jm;;ib.:ir r t,[ i,JJ! -=~.i dm;:;i:1Jr1·0 Ci,JJ+l, 
end 
end ; 
if a lrha[iJ>O t.hcr, ,'ioLo 4; 
s i smabat~e[i,JJ ! =s i ~mab arre [i,JJ+1; • 
m!=m-1i 
if. alr-ha [iJ >O then S oto 2 
. ~ 
end 
for r!=O to 49 do 
I • if tcnr-,s [rJ >=daLv [i,JJ 
· ·sotb . 3 · 
j • ~ 
e lse bes in a lPhS [iJ!= noeudsimulCiiJJ;s !=ii eoto 1 end; 
nbresimulation ! =J ; 
if nb rc.'te: r == 1 thcn 
if J<50 thGn besin J! == J+1; S o-to 0 end; 
if nbreter>l th en 
if J >5 then be~in 
.. . if 
, end 
1 
t ester; 
J <test then beS in J! =J +1 ; 
en d 
e lsD beSin J! =J +l;.9oto O cndl 
[t-;[l; ~-
Bë:GIN 
intervallejs i mu l a tion 
END ; ~ 
.soto 0 
Lhen besin etabarre[p,J,rJ ! =etabarre CP, 
'" · 
! _,. ~ 
': 
' 'il , •. ' 
' 
' 
' 
PROCrDURC r sultat; 
VAR i,J,p: inteae r; 
scëJrre : reëJl; 
sis~a : arr~u[1,,5J of real; 
et~ : arra \ci [1,,5,0,,49] of intesC?r; 
comPte : arr w [1 ,.~ J of inte~erl 
~EGIN 
r ,b ret rtJc-ê : . .= ;_•u!fll·' Lt.'u ; 
for 1!=1 to nbreter do 
begin scarre:~o;mo~enne[i J! =O;comPte [iJ! =Ol 
ma:-: [ i J: =O; 
min[i J!=dureeto talC?l 
for J!=l to nbresimulation do 
bèsir; ; 
~ 
:if date[tcrmi ·,2iu:: [iJ,JJ>,1,a::[.iJ U 1c~n 
ma x[iJ : ~dat.E[torminaux[iJ ,JJ; 
if datc[terminauxCiJ,JJ>~o Lhen 
bcg.ir, 
comPto [iJ! =compte[ iJ+l; 
mo"aJL'nne[iJ ; =111o!;Jcr,nt.•C i J f-da la,[ tl,rminvu:-: C i J, JJ; · 
if date[ t erminaw-:C i J, JJ<111iri[ l J Lhen 
min r. i J : =d ate.• [ ·lf., rm i nau;; C .i J, .i J ; 
endl · 
if date[t.ermin.:.u>:CiJ,JJ>""O ther, 
s carr ! ;scarretdatcCte rn inaux [ i JtJJ ida t cC l erm inaux CiJ,JJ; 
EN 1; 
er,d ; 
mouenne ~iJ! =mowa,nne[ iJ/(comPte CiJ); 
vari.::nce[iJ:=Cscarre-((comPtG[iJ)*mo!;Jenne CiJ *mowenne[.iJl )/ (comPte[iJ-1) 
r1nd; 
for ~:= 1 to nbreter do 
b sin sigmaCiJ:=o; 
for J!=l to nbresimulation do 
'., i s m.:: [ i J : '"'si '.11;, a [ i J + s .i!:l m b a r r c [ t. e r min .1 u:-: [ .i. J , J J 
é~C • 
Fo'l 1 ,=, -' ro ve.Atcr,;:ll.. C>v · • 
Fwr P:~o te 49 do 
b sln atoCi,PJ!=O ; 
~or J!=l to nbresimulat.lon do 
cta Ci,pJ!=~t~Ci,PJ+etaborre[i,J,PJ 
or i!=l to nbreter do histCi,O J! =etaCi,O J; 
f or i!-=! to ribretE•f' do 
be~in nb cobsC iJ! =sitima [iJ; 
Probab [iJ!=si~mo[iJ/nbresimulat.lon ; 
er,d ; 
for P!=l to 49 do histCi , PJl= •ta Ci ,r,J - etaC i, i=--1 ] 
ël h ' t..'IIIL'J L: =O; 
for i!=l to nbreter do chavement ! =achevemen t+Probab[iJ *mowen~o CiJ 
\ 
\/ 
. \ 
... . 
JRO~CDU E i m~rassion; 
VAR i,J,k, inte~or; 
ent,sort !Packed arraw [ 1 •• 2] of cha r ; 
l!EGIN 
writoln ( ttw,' ' : 27 , '************************'> ; 
w-ite n(ttw,' ' !27,' descriPtior, du r· c se.:i u '); 
writPln(ttw, • '!27, ' ***********i************ '); 
writeln(ttw)iwritelnCtt w);write l nC Ltw)i 
..,riteln(t.ty, ' '!10, ' nomb r t:? de no,:uds ' , r,brc~r ,001J1J ·- l)i 
write n(tty,• • :10,'nomb e de sou rces 
wr · teln(ttw,' '! 10,'nomb r e de e r mi nau x 
writeln(ttwli r ite l n (t tw ); 
' ,nb i·einlt ); 
' , ,b ret e r); 
writeln(ttw ,' noeud · tw Pe e ntree twPe s o r tie '); 
writeln(tty, • ---------- --- ------------7----~--------- - --- - '); 
for i:= to nbrenoeud - 1 d o 
f~ 1!=1 to nbr~no. u d - 1 d o 
"if noeud[lJ , nu~=i thcn 
-· ~ ·- -.,- -
b0~in case noc;,ud[l::i , E.•r,trc.'c of 
eo t.int ! ::: ' eo " ; 
io er,t.!= ' io '; 
~in E.1 nt : :.:: ' ê1~1 ' 
end; 
case n oeud[l J. Gor Lia of 
de sort ! =='dc.•• ; 
..,r sort ! =',:,r ' 
end; 
..,-- ~ I 
writeln ( tt!cl,noe ud [lJ, r,um !8, c,r.-t, · :13, s ort : 19); 
endi 
write~n(ttw)iwr·teln<ttw) ; 
write'.nCtt~,• '! O, 'noeuds sou r ces ' ); 
for i,~1 to nbrcinit. ~o writeln <t t. w, i n it i aux [ i J 120); 
write.n(ttw,' '!10,'noeuds · t rm i naux ' li 
for 1:=1 to nbreter do writeln(ttw , t.erminau~ t · J !20 ); 
for i:=l to 10 do writeln(ttw ); 
· ritelr,(tt!cl,' ':27 , '***)!(******************** '· ) ; 
writeln(ttw,' •:27,• descriPtion des taches ' ' ); 
write-n(ttw,• '!~7,'************************ '>; 
writ e ln(ttw)iw r iteln ( ttw) ; 
writeln(ttY,'no de ta c he noeud O noeud A 
writeln<tlv ,' î 11 ih1.u:. t-ci,m1na.X Pr o· ,;hi l ih') 1 __ 
ll<ll. Tt:( "1 (Id:-,. '• _.., ••-• c.- - - -- - - -----·-- - - - .- --' ----- - - - - --- - --- , ,·; 
ror i ; =! to~nbret~chernbr-Qinit do ' ' • 
f ::ir l!= 1 ta r,bret.:iche -nbreinit do . 
if l:,...;chc;[lJ , n1.111,"-1 i thQn · , l] . b' 17) • 
writelnC t tw , tache [lJ,nuru: 8 ,t~che[lJ,init!B,t a che [lJ . tcr , 9,t a che[ ,Pro • • 
write~n(ttw);write l n ( t tw); · . . 
r'telr,(ttw,'no de tache · d u r es .' : · Para me tre~ '), , . ~r~ eln(t.tw,' ----- - - - - ~----- - -- - - - ----- - ------- ---- -------- - --~-----, ----·--- - -- l, 
.. • 1 
.:. .• ...::,1 ,,, . .... 'I• 
l,.' ·-.. 
. J 
for 1:=1 to nbrctdche-nbrc1n1t do 
for 1!= 1 to nbreL~chc-nbreinit do 
if tache( l J . num=i the, 
_c ase ta hc(l J, du r o f 
eP ! w ri te 1 n ( t t;i , "lùc iir! [ 1 J • n u m: 8 , ' eP ' : 9, tachf~ [ 1 J • P iJ r 1 ! 1 2 ) ; 
PO ! wri telr, ( lt;i, tache., [ 1 J, nu,1, ! G, ' r--o' : 9 , 'të.clie [ l J. PiJ r i ! 1 2 ) ; 
co : w ri te 1 n ( t ts , taclic [ 1 J , n um: 8 , 'co' : 9, l,c1 L'l1c [ 1 J , Pi.l l l : l 2) ; 
ur, ! w ri te 1 r , ( t t \cJ, tache [ 1 J • nuh, ! 8 , ' un ' : 9, t.:i che C 1 J , ,.·, .~ ,,: : 1. 2, t0 ~: i1E• [ 1 J . F• a r3: 1:) ; 
n o ! w ri te 1 n ( t t \eJ , tac h c [ 1 J • nu m ! 8 , ' no ' ! 9 , t ëJ ch r,,- [ 1 J • r• iJ r 2 ! 1 2 , t. a c h c.' [ 1 J • P ar· 3 : l 2 ) ; 
l o : write l n ( tt\,J , tache[ l J ,nu m: 8 ,'lo'!9,t.; c h e [lJ.r-- a r 2 :1 2 , tëJche [lJ , p a r 3!12); 
e r !w r i t e l n(t t \,J , tache [lJ , nu m: 8 ,' ei '!9,t ëJche [lJ, pa r2!12 ,tach c[ lJ, p a r 3!12); 
be ! wr i te ln(tt w, t a ch e (lJ,num!B, ' be'!9 , t a c he[lJ,pa r6!12,tache [lJ , p ar7 ! 12); 
di !besin 
wriLel n( tt\,J,tache [lJ, num ! 8 ,'di'!9, ' v aleur~ •:12, 1 Prob~b ll i l 8' ;12); 
for k!=l to twchc [ lJ , Par4 do 
wri t. el n (Ltu, r:- ar5[t.ache [lJ,num, k ,1J !29,Par5[Lache[lJ . num,k ,2J!12) 
end 
end; 
for i!=1 to 10 do writeln(ttwJ; . 
writeln(tt.w, ' '!25 , '**************************** 'J; 
writeln(ttw, ' '!25,' rE:•sultwts de l.J '..> lmu l a"L i on ') ; 
writeln(tt':J,' '! 23, 'i*ll:ic :~;t:*******-r:* .~*******:n*** ' ); 
writ.:-ln(thd ; writeln<tts) ; , 
writcln(ttw,'n eud nombre mowe nn e va ria n ce min ma x P rob'); 
writeln(ltw,' observations ') ; 
~riteln(tt\,J, • --------- - - - - --------- ------- ------------- ---- - - - - ------------ - -- -·- ·- ------ ' ); 
f or i : =1 to nbrcter do 
; 
w r i t o l n ( t. t ':J , t. e r m i na u;: [ i J ! ~ , ,, b r E.'O i.~ s [ i J : 8 , ' 
for i!=l to 10 do wr iteln(tt':J); ', mo wo n nD [iJ:1 5,va r i~ n ce [lJ.!12, mi n [iJ!7, max [iJ ! 7,Prob ab[iJ !10) ; 
-~- - ...... .... 
w ri tel r, ( t t \_; , ' ' : 3 2 , '* * * * * * * * ,l( * * :i( * ' ) ; . 
writeln(ttw, ' ' !32 ,' h i sto~ramme ') ; 
ri fêT , c.~r, (3:;:-; '>l-*;,-"~ •n*üïfiT:f7·f;-· 
writeln( l tw,iwriteln(tts); 
writeln tt~,• valeur initia l e ! 0 ' ) ; 
.. _ "1-·: :..,•!.~----
1,1riteln(ttw, ' lor,!alue•Jr de classe ; ,lonsu,~ur c l ëlsse ); 
writaln(tt':J);wr1 teln tt':J J; 
1 writcln ttw, ' noeuds / 
for i!=l to nbrcler do 
benin writeln(ttw,term i na u x[i JJ ; 
for 1:~1 to 5 do 
., 
-- •• · .. ..!. ' -
' 
' ' 
' 
~ · .. · 
Lie rH n w rit t? ln ( t t \,J , hi s t[ i , 1 0 * 1 -1 0 J '. 2 3 , hi s t C i , 1 0 * l - 9 J : 1 3 , h 1 s te: i ; 1 0 * l ·· 8 J ! 1 3 , t1 l s t C i , 1 0 * l - 7,J : 13 , h ~ s t ~ i , 1 0 * 
wr itelnCttw,h i st [ i,10* 1-5J !23,h is tC i ,10* l -4 J!13,h i st(i,10* 1~3J!13,histCi,10* 1-2J!13,histCi,10*1 
end 
...-nd; 
~or i!=l to 1 0 do writeln(tt~ J ; 
writeln(ttw, ' •: 27,'************************' ); 
wrileln(tlw,' • '!27,' trace de la s i mu l a t ion '); 
wnteln(ttw.,' ' !27, '**********************-1-* ' l; 
writ e ln(ttu);writeln(tt\ei ) ; 
for i!=l to nbretrace do 
writeln(tt~ , •~u temPs ',tr a c e[i J!lO,' a ctivite 
',senti~ [i,3J!6) 
',s e ntier[i,1]~6,' is s u !.:? d e ', s entie rCi,2J!6,' debute a la g imul w 
·• 
BEGIN acaui sition; 
ad J acance1 ; 
acc:ossibilite; 
o r·donr, a nce; 
., 
END. 
che rchecuc le; 
e~; tr~n s ion; 
conV<è.'l'!;;ior,; 
l anceu,ent; 
e v a 1 u a -L i or, ; 
re s 1Jl l ëi L; 
im~>r•ess ion . 
Rema r.9.ue_. , 
Bien que le test fonctionne ,il n'a pu être 
utiljsé lor des application s pour des r ai-
sons de place mémoire .Si le nombre de ré-
pétitions est grand ,il y a dépa ssement des 
bornes de tableaux , or pour les raisons de 
place , leur t aille doit êtr~ limitée • 
Dans chaque cas ,le nombre de r ~pétitions de 
l a simulation sera donc fixé au départ et ne 
dép ehdra pa s du test. 
' 1 1 ' ' 1 
2.3. Applications 
l. 
2. 
3. 
4. 
S. 
6 . 
7. 
La product ion se fait en deux phases, la 
deuxième comprenant deux opérations. Après 
chaque phase, une inspection du résultat con-
duit au rejet de la production , ou , s'il s 'agit 
de l a phse I à un retravail du produit ou au 
passa ge à la deuxième phase , ou, s ' il s'~git de 
l a pha se II , au succès de la production. 
Le graphe de représenta~ion du pro j et pourrait 
être : 
De.§_cri.et~o~ des tâches 
- - - -
Phase 1 de production nonnale p :l .0 n10yenne=5.0 Variance'.).0K 
Inspection nonnal e 1.0 0 .2 0.05 
Passage à l a phase 2 . constante 0 o2 nulle 
Retravail exp::mentielle 0 .5 1.0 
Inspection du 
r etravail normale 1.0 0 .2 0.05 
Passage à la. phase 2 constante 0.7 nulle 
1ère opérat i on de l a 
phase 2 nonnal e 1 .0 2.1 0.09 
8. 2èrœ opération de la 
phase 2 nonnale 1.0 2.0 0.08 
9. Inspection de l a phase 2 exponentielle 1.0 0.01 
10. OK pour productton constante 0.07 nulle 
u;12 Rejet de la production constante 0.3 nulle 13 
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L'éditorial est confié à trois lecteurs. Il 
~st accepté (refusé ) si l es trois lecteurs 
l'acceptent (autrement). 
Le graphe du pro jet pourrait être 
0-;--0- (l)~ 3 (--lL0 
Cr) 
DescriEtion des t âches_ 
Envoi ~u journal lognonnale Moyenne 3.0 0.5 P: 1.0 
Prép:rration du 
manuscrit exponentielle 5.0 1.0 
Envoi aux l ecteurs lognorrnale 3.0 0.5 1.0 
Lectures acceptées nornale 30.0 5.0 0. -4 
Lectures refusées normale 30.0 5.0 o.6 
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---------------------------------------------1 1 2 1 , 000000[+00 
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4 3 3 1,000000EtOO 
5 3 6 1 , 000000EtOO 
6 4 7 4, 000000[:·01 
7 4 13 é, . OOOOOOE·-01 
.. 8 r:- 7 4 , 000000E-0 1 ..., 9 .,. 8 6, 00000 0C-0 1 ..., 
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flü de tac li a d1..1 n. D Pa ran,e t rŒ>s 
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no 3 , 0000 E ~Ol 5 , 0000E+OO 
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-3. ooooc +o 1 5 . ooooc+oo 
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Comme la méthode générale exposée'dans le premier chapitre de 
la quatrième partie n'a pu, faute de temps, être programmée , 
Monsieur FICHEFET a suggéré d'évaluer par simulation le temps 
encore nécessaire à l 1 achevement complet du programme . 
Nous supposerons pour fixer les idées que cet achèvement sera 
réalisé par un étudiant. Nous supposeron s qu'il procèdera par 
étapes successives , chaqu e : étape comprenant la construction 
d'une par ti e du programme, · sa compilat ion et le test v érifiant 
son. exactitude . Il ne passera à l'étape suivante que si le 
test se révèle positif. 
La représentation sur un graphe d'une telle étape, pourra it être 
Remarquons que pour l es trois premières étapes de la méthode 
générale, l a phase de construction du programme est déjà réa-
lisée. D'autre part, il doit être tenu compte que, , pour les 
septième et huitième étape, les programmes MRP et de simulation 
sont déjà, l'un construit, l'autre construit et testé. 
Entre cha que étape, il est tenu compte de retards possibles dus 
à des activités extra-informatiques dont nous n'énumérons pas 
la liste tant e lles peuvent être nombreuses et diversifiées. 
Remargue_. 
Parmi l es dïfférents sous-réseaux à tester , 
nous pouvons en distinguer de trois types: 
-x-r a 1 e étape où le programme est déjà 
construit ; 
-X·l a 2e où l e _prograüune est aussi con-
struit mais où des- ret ards peuvent 
i ntervenir ; 
*l es 5 dernières étapes où une grande 
pa rtie r est e à fai re . 
C' est pourquoi , nous avons proc édé à 3 
simula tions • 
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Il a été é g a l ement t e nu compt e d ~ la possibilité d e modifi e r le 
programme p r écédemment te s té p a r suite d e s résultats obtenus 
après les tests. 
DescriEtion_de s_tâche s 
Les tâches fictives sont consta ntes nulles. 
Les tâches de construction, fr a ppe et retravail sont des poissons , 
les autres tâches sont des exponentielles. 
A chaque début d'éta pe, la proba bilité d'un retard est 0.4, 
d'une modification du programme antérieur est 0.2, de continua-
tion est de 0.4. Après chaque compilation et test , la probabi-
iité de reconstruction est de 0.1, de retravail est 0.6, de 
cont inuation est 0.3. 
Pro9:ramma tian· 
Le programme étant limité à 50 tâches et noeuds, pour évaluer 
le graphe, il faut procéder à cinq étapes successives qui sont 
les évaluations des huit sous-réseaux . 
Résultat 
Les durées sont comptées en heures. 
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d~sc ri Ption des Loches 
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Prob • bi lita 
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·s · 6 1 , OO OOOOE·· O 1 
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1 2 .-:- , 9 5 , 000000[-01 ,) 
. 1 
.. 
., 
----- .......... ··----·-·---- __ ,__., ___ --··-----·--·- -------· ... ·-·--- ~----.. - -·--- ............ _______ ,, _____ _ 
1 CC) 
') 1 
... . r,c, 
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9 2_, OE+01 
0,0000E+OO ' 
1.ooooc+o1 
1 , OOOOE-·01 
1,0000E- 01 
0 . OOOOE l·OO 
0 , 0000[ 1·00 
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4: 000 0E ·IOO 
O,OOOOE,00 
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1 e o r, r 
2 f..'0 Pl' 
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8 C.'O P r 
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7 4 . 000000[ ·· 01 
7 4,00000 0E - 01 
ï:l 1,000000E+00 
3 · 1, 000000E+00 
2 2 , 000000[-01 
9 ~i, 000000E - 01 
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1, 0000 1::>f 0 1 
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1, M ,67C-0 1 
0. 0000E·f 00 
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no de t.:ichl1 1 ,u!.'wJ. 
in i lJ. l 
·********'*.j*********** 
d(!Scrir-t.iu11 UL'S t..:ic:hcs 
:{. i *t4+t~•,'·:;·;:;,; J.~.:i·: .;.~·~:i:,.; *~-~-
r, ot".Jd r·robabi 1 i Lu 
tl.' 1· 111in .; l 
··-··---------·· ---•-· ..... , ...... .... - .... .... ··-·· .... ·-···• .... - ...... ·· •· -.. .... _ -" .... - ........... ..... 
~ 1 1 _. - 1 .,. '""' - . 1,00000•CiOO 
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5 s·· 6 5+000000E··01 
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-, a · 7 8 1. ooooooc+o o 
9; 8 4 1.ooooooE+oo 
10 6 ., ·,1 . 000 000[···0 1 .;.. 
11 ,J ' ) "- 1,000000E-01 
12 2 2 2, 000000[-:·01 
13 2 ') .:.. 2. 0 00000[·· 01 
14 - 6 9 5 , 000000[·01 
no de tach e du1·ce Parametros 
1 . C O O,OO OOEtOO 
2 PO O,O OOOEtOO 
3 PO 3, 0000[ +00 
4 E'P 1, OOOOE--01 
5 Pl·• 2 , 0 000[-- 01 
b (..'(J O, OOOOE+O O 
7 CD o .000 oc+oo 
8 l"' O 6 , 0000[+00 
9 CO o . ooooc+oo 
10 CD O,OO OOE+OO 
11 CO 0. OOOOE+OO · 
12 F•D 6,0 000E +OO 
13 PU 2 , 000 0Ei OO 
14 CO O,OOOOE+OO 
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Conclusion. 
D•aprè 0 le r ésulta ts ,il r esterai t 
109 h de travail p our la 1e ft a pe , 
80 h pour l es deux s uivantes, 
98 h pour l es cinq dernières. 
Ce qui f e rait+ 7 60 h eur es . 
Ces chiffres ne sont évidemment pas signi-
f i catifs parce que 
* les durées des t&ches ont été supposées 
i dentiques pour chaque é t ape , ce qui n ' est 
p a s vrai • (la Se 't a pe , est , p. ex . , plus 
c ourt e que l a 5e ) · 
* l e n ombrè de r épétitions de la simula ti on 
es t i n suffisant. 
Qoi qÙ 'il en s oit ,il reste du pain sur l a pl anche. 
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