Cooperative Network Navigation: Fundamental Limit and its Geometrical
  Interpretation by Shen, Yuan et al.
ar
X
iv
:1
11
2.
35
99
v1
  [
cs
.IT
]  
15
 D
ec
 20
11
IEEE JOURNAL ON SELECTED AREAS OF COMMUNICATIONS, VOL. X, NO. Y, MONTH 2011 1
Cooperative Network Navigation: Fundamental
Limit and its Geometrical Interpretation
Yuan Shen, Student Member, IEEE, Santiago Mazuelas, Member, IEEE, and Moe Z. Win, Fellow, IEEE
Abstract—Localization and tracking of moving nodes via
network navigation gives rise to a new paradigm, where nodes
exploit both temporal and spatial cooperation to infer their
positions based on intra- and inter-node measurements. While
such cooperation can significantly improve the performance, it
imposes intricate information processing that impedes network
design and operation. In this paper, we establish a theoretical
framework for cooperative network navigation and determine
the fundamental limits of navigation accuracy using equivalent
Fisher information analysis. We then introduce the notion of
carry-over information, and provide a geometrical interpretation
of the navigation information and its evolution in time. Our
framework unifies the navigation information obtained from tem-
poral and spatial cooperation, leading to a deep understanding of
information evolution in the network and benefit of cooperation.
Index Terms—Cooperative network, localization, navigation,
Crame´r-Rao bound (CRB), equivalent Fisher information (EFI).
I. INTRODUCTION
Real-time reliable localization and tracking capability is
a key enabler for numerous emerging applications in com-
mercial, public safety, and military sectors. These include
logistics, security tracking, medical services, search and rescue
operations, vehicle networking, and military operations [1]–
[10]. This wide range of potential applications has motivated
an increasing research interest in localization and tracking
technologies for wireless networks [11]–[25].
Navigation can be thought of as an inference process
encompassing both localization and tracking, where mobile
nodes (agents) in a network determine their positional states1
based on measurements and prior knowledge. In conventional
systems, each agent individually determines its positional
state by using its own measurements with respect to fixed
infrastructures and/or from inertial sensors. For instance, in
the Global Positioning System (GPS), each agent infers its
position based on the pseudorange measurements taken with
respect to multiple satellites with known positions [26]; and
in self-tracking systems, each agent infers its positional state
based on the inertial measurements about its movement [27].
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Fig. 1. Network navigation: a network with three agents (blue circles) in three
time steps. Intra-node measurements {z(n)
kk
} and inter-node measurements
{z
(n)
kj
} are denoted by green and red arrows, respectively.
However, these conventional techniques fail to provide satis-
factory performance in many scenarios: GPS-based navigation
becomes inaccurate in harsh and/or indoor environments (e.g.,
in buildings and urban canyons) due to signal blockage,
while inertial-based navigation becomes inaccurate in long-
term operation due to velocity drift.
Cooperative techniques are attracting increasing interest
for localization [5]–[7], [28]–[30], driven by the success of
cooperative techniques in many wireless applications [31]–
[35]. Such techniques have been shown to improve localization
performance due to sharing of information among spatial
neighbors [6], [7]. In addition to spatial cooperation, the agents
in the network can also benefit from information obtained in
different time instants (see Fig. 1). This temporal information
is traditionally exploited by each agent independently using
filtering techniques in a process commonly known as self-
tracking. Here we advocate the joint use of temporal and
spatial cooperation for real-time localization and tracking in
wireless networks, referred to as network navigation.
In the framework of network navigation, agents in a network
jointly infer their positional states by sharing information
in both the temporal and spatial domains, referred to as
temporal cooperation and spatial cooperation, respectively.
Agents obtain information associated with spatial neighbors by
inter-node measurements related to nodes’ relative positions
(e.g., ranges); as well as from prior knowledge about the
spatial environment.2 In addition, agents obtain information as-
2Examples of inter-node measurement sensors include RF radios, vision
sensors, and GPS devices; examples of prior spatial knowledge include
positions of certain nodes and map information.
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sociated with temporal evolution by intra-node measurements
related to temporal derivatives of positions (e.g., velocities);
as well as from prior knowledge about the temporal variation
of positions.3
The proper use of all relevant information through coop-
eration in a navigation network can lead to dramatic perfor-
mance improvements over conventional approaches. However,
realizing the benefits of temporal and spatial cooperation
incurs associated costs such as additional communication and
complex information fusion. Thus, a deep understanding of
the fundamental limits of cooperative navigation networks is
important not only for providing performance benchmarks
but also for guiding network design and operation under the
performance/complexity trade-off.
In this paper, we establish a general framework for co-
operative network navigation to determine the fundamental
limits of navigation accuracy by Fisher information analysis.
Built on our results of static localization using only spatial
cooperation [7], we incorporate intra-node measurements and
mobility knowledge as another component of cooperation, i.e.,
temporal cooperation. The main contributions of the paper are
as follows:
• We determine the fundamental limits of navigation ac-
curacy, in terms of navigation information, for both
Bayesian and deterministic formulations of cooperative
network navigation.
• We derive the navigation information by using equivalent
Fisher information (EFI) analysis, and show that the EFI
matrix can be decomposed into basic building blocks
corresponding to each measurement and prior knowledge
in temporal and spatial cooperation.
• We develop a geometrical interpretation of the navigation
information, providing insights into information evolution
in network navigation.
The rest of the paper is organized as follows. Section II
presents the network setting, the Bayesian and deterministic
models, as well as the notion of EFI. In Section III, we
derive the EFI matrices (EFIMs) for network navigation based
on both Bayesian and deterministic models. Then in Section
IV, we investigate the EFIM for 2-D navigation problem and
develop a geometrical interpretation. Finally, conclusions are
drawn in the last section.
Notation: The notation Ex{·} is the expectation operator
with respect to the random vector x; A  B denotes that the
matrix A − B is positive semi-definite; tr{·}, [ · ]†, | · |, and
adj( · ) denote the trace, transpose, determinant, and adjugate
matrix of its argument, respectively; ‖·‖ denotes the Euclidean
norm of its argument; and S2++ and S2+ denote the set of 2×2
positive-definite and positive-semidefinite matrices, respec-
tively. We define the unit vectors uφ := [ cosφ sinφ ]† and
u⊥φ := uφ+pi/2. The notation xk1:k2 is used for concatenating
the set of vectors {xk1 ,xk1+1, . . . ,xk2} and similarly x
(t1:t2)
k1:k2
for
{
x
(t1)
k1:k2
,x
(t1+1)
k1:k2
, . . . ,x
(t2)
k1:k2
}
, for k1 ≤ k2, t1 ≤ t2. We
3Examples of intra-node measurement sensors include inertial measurement
unit, odometer, and compass; examples of prior temporal knowledge include
mobility models and the types of moving agents.
also denote by f(x) the probability density function (pdf)
fX(x) of the random vector X unless otherwise specified.
II. PROBLEM FORMULATION
In this section, we describe the network setting, formulate
the problem of network navigation, and briefly review the
notion of EFI that will be used to characterize the fundamental
limits of navigation accuracy.
A. Network Setting
Consider a cooperative wireless network consisting of Na
agents (or targets) and Nb anchors (or beacons), where each
agent is equipped with both intra- and inter-node measurement
sensors. The sets of agents and anchors are denoted by Na =
{1, 2, . . . , Na} and Nb = {Na + 1, Na + 2, . . . , Na + Nb},
respectively. Both the measurements and navigation inference
are made in discrete time instants tn’s (n = 1, 2, . . . , T ). Let
x
(n)
k ∈ R
D be the positional state of node k at time tn, where
those of the agents are to be determined. The positional state
includes the position p(n)k and other mobility parameters such
as velocity, acceleration, orientation, and angular velocity.4
The parameter vector at time tn is given by
θ(n) =
[
x
(n) †
1:Na
η
(n) †
1:Na
κ
(n) †
1:Na
]†
(1)
where η(n)k and κ
(n)
k include the parameters of node k asso-
ciated with intra- and inter-node measurements, respectively.5
In particular, κ(n)k is the concatenation of the set of vectors{
κ
(n)
kj : j ∈ Na ∪ Nb \ {k}
}
associated with inter-node
measurements between node k and other nodes.6 Correspond-
ingly, the set of measurements made at time tn is denoted by
z(n) =
{
z
(n)
kj : k ∈ Na, j ∈ Na∪Nb
}
, where z(n)kk denotes the
intra-node measurements made at node k, and z(n)kj denotes
the inter-node measurements made at node k with respect to
node j 6= k.
B. Bayesian and Deterministic Models
In this subsection, we describe the Bayesian and determin-
istic models for network navigation.
1) Bayesian model: The agents’ positional states and mea-
surement parameters can be described as random variables.
In this case, the evolution in time of such variables and
measurements is characterized by a hidden Markov model
(HMM),7 leading to the joint pdf of the measurements and
parameters from time t1 to tT to be
f(z, θ) =
T∏
n=1
f(θ(n)|θ(n−1))f(z(n)|θ(n)) (2)
4For example, D = 8 for 2-D navigation in this case.
5Examples of parameters associated with intra- and inter-node measure-
ments are clock drift and wireless channel parameters, respectively.
6We consider the general case where the pairwise parameters of inter-node
measurements are distinct, i.e., κ(n)
kj
6= κ
(n)
jk
. For example, κ are the channel
parameters for nonreciprocal wireless channels [36], [37]. Our results can be
easily specialized to the case when κ(n)
kj
= κ
(n)
jk
by eliminating the duplicate
from the parameter set.
7HMMs have been widely applied as a statistical modeling tool since they
allow modeling complex real-world problems with reasonable computational
complexity. [38].
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Fig. 2. Graphical model describing the interrelationships among the parame-
ters and measurements present in the Bayesian model for cooperative network
navigation. The temporal cooperation is illustrated only for agent 3.
where θ := θ(1:T ), z := z(1:T ), and θ0 = ∅ for notational
convenience. We consider that (i) the dynamics of different
nodes are independent, (ii) the dynamics of positional states
are independent of those of measurement parameters, and
(iii) the dynamics of different measurement parameters are
independent. Therefore, the dynamic model for the parameters
in (2) can be decomposed as
f(θ(n)|θ(n−1)) =
∏
k∈Na
[
f
(
η
(n)
k
∣∣x(n−1)k ,η(n−1)k ) (3)
× f
(
x
(n)
k
∣∣x(n−1)k ) ∏
j∈Na∪Nb\{k}
f
(
κ
(n)
kj
∣∣x(n−1)kj ,κ(n−1)kj )]
where x(n−1)kj := x
(n−1)
k − x
(n−1)
j . Moreover, since the
measurements by different sensors are mutually independent
conditioned on the positional state and measurement parame-
ters, the measurement model (likelihood) in (2) is given by
f(z(n)|θ(n)) =
∏
k∈Na
[
f
(
z
(n)
kk
∣∣x(n)k ,η(n)k )
×
∏
j∈Na∪Nb\{k}
f
(
z
(n)
kj
∣∣x(n)kj ,κ(n)kj )] . (4)
Figure 2 illustrates the graphical model for the above factor-
ization.
In (3) and (4), since inter-node measurements depend on the
relative positional states, we consider that these measurements
and the dynamics of corresponding parameters depend on the
difference of the positional states between two nodes, i.e., x(n)kj
rather than {x(n)k ,x
(n)
j }.
2) Deterministic model: The agents’ positional states and
the measurement parameters can also be described as deter-
ministic unknowns. In this case, there is no prior dynamic
knowledge, and the measurements depend on the agents’
positions and orientations in a set of consecutive time instants.
Hence, the positional state x(n)k includes only the position and
orientation of agent k, and the likelihood for the deterministic
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Fig. 3. Graphical model describing the interrelationships among the param-
eters and measurements present in the deterministic model for cooperative
network navigation. The temporal cooperation is illustrated only for agent 3
with n0 = 1 and n′0 = 0.
model can be written as8
f(z|θ) =
T∏
n=1
∏
k∈Na
[
f
(
z
(n)
kk
∣∣x(n−n0:n+n′0)k ,η(n)k ) (5)
×
∏
j∈Na∪Nb\{k}
f
(
z
(n)
kj
∣∣x(n−n0:n+n′0)kj ,κ(n)kj )]
where the measurements at time tn depend only on the agents’
positions and orientations from tn−n0 to tn+n′0 as well as the
measurement parameters at tn, and the same independence
condition of the measurements is used as in the Bayesian
model (see Fig. 3 for the graphical model).
Note that the difference between the Bayesian and deter-
ministic models is that the latter (i) considers all param-
eters to be deterministic unknowns, i.e., assumes no prior
knowledge about dynamics, and (ii) includes only the position
and orientation in the positional state and the measurements
depend on such positional states in consecutive time instants.
For example, when the intra-node measurement is velocity,
the Bayesian model directly employs the velocity in the
positional state, while the deterministic model can formulate
the measurement as f
(
z
(n)
kk
∣∣p(n−1:n)k ,η(n)k ) determined by
z
(n)
kk =
p
(n)
k − p
(n−1)
k
∆t
+w
(n)
k
where ∆t is the sampling time interval, and w(n)k is the
residual error.
C. Equivalent Fisher Information
The mean squared error (MSE) matrix of an estimate xˆk
for the kth agent’s positional state is bounded below as9
Ez,θ
{
(xˆ
(n)
k − x
(n)
k )(xˆ
(n)
k − x
(n)
k )
†
}

[
J−1θ
]
x
(n)
k
(6)
8Throughout the paper, the notation (n− n0 : n+ n′0) is shorthand for
(max{n− n0, 1} : min{n+ n′0, T}).
9With a slight abuse of notation, E
z,θ{·} in (6) will be used for determin-
istic, random, and hybrid cases, with the understanding that the expectation
operation is not performed over the deterministic components of θ [39], [40].
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where Jθ is the Fisher information matrix (FIM) for θ and[
J−1θ
]
x
(n)
k
denotes the square submatrix on the diagonal of
J−1θ corresponding to x
(n)
k [4]. Since only a small submatrix
of J−1θ corresponding to the positional states is of interest,
we apply the EFI analysis to reduce the dimension of the
FIM while retaining all the information for the parameters of
interest [4].
Definition 1 (EFIM): Given a parameter vector θ =
[ θ†1 θ
†
2 ]
† and the FIM Jθ of the form
Jθ =
[
A B
B† C
]
,
where θ ∈ RN , θ1 ∈ Rn, A ∈ Rn×n, B ∈ Rn×(N−n), and
C ∈ R(N−n)×(N−n) with 1 ≤ n < N , the EFIM for θ1 is
given by
Je(θ1) := A−BC
−1B† . (7)
We call matrix B the cross-information between θ1 and θ2
in Jθ . The right-hand side of (7) is known as the Schur’s
complement of matrix A [41]. The EFIM retains all the
necessary information to derive the information inequality [42]
for the parameter θ1, in the sense that [J−1θ ]θ1 = [Je(θ1) ]
−1
.
III. EFIM FOR NETWORK NAVIGATION
In this section, we first derive the EFIMs for the agents’
positional states based on both Bayesian and deterministic nav-
igation models. We then discuss the implications of the EFIMs
as well as the challenges in realizing network navigation. For
notational convenience, we denote x := x(1:T )1:Na , η := η
(1:T )
1:Na
,
κ := κ
(1:T )
1:Na
, and functionals
Φα,β(f) := Ez,θ
{
−
∂2 ln f
∂α∂β†
}
Ψ
γ
α,β(f) := Φα,β(f)−Φα,γ(f) [Φγ,γ(f)]
−1
Φγ,β(f) .
A. EFIM for Bayesian Model
We first consider the Bayesian formulation of cooperative
network navigation as introduced in Section II-B1 and derive
the EFIM for the agents’ positional states based on (2).
In the following theorem, we show that the EFIM can be
decomposed into the sum of information corresponding to the
mobility model, temporal cooperation, and spatial cooperation.
This result implies that each source of cooperation or prior
knowledge contributes to navigation information in an additive
way.
Theorem 1: For the Bayesian model of network navigation,
the EFIM for the agents’ positional states x from time t1 to
tT is given by
Je(x) = J
m
e (x) + J
t
e(x) + J
s
e(x) (8)
where Jme (x) is the EFIM corresponding to the mobility
model, given by a diagonally-striped matrix
Jme (x) =

P(1,1) P(1,2)
P(1,2) † P(2,2) P(2,3)
P(2,3) †
.
.
.
P(T,T )
 (9)
in which P(n,m) = diag
{
P
(n,m)
1 ,P
(n,m)
2 , . . . ,P
(n,m)
Na
}
with
P
(n,m)
k given by (27); Jte(x) is the EFIM corresponding to
temporal cooperation, given by
Jte(x) =

K(1,1) K(1,2) · · · K(1,T )
K(1,2) † K(2,2) K(2,T )
.
.
.
.
.
.
K(1,T ) † K(2,T ) † K(T,T )
 (10)
in which K(n,m) = diag
{
K
(n,m)
1 ,K
(n,m)
2 , . . . ,K
(n,m)
Na
}
with
K
(n,m)
k given by (28); and Jse(x) is the EFIM corresponding
to spatial cooperation, given by
Jse(x) =

S(1,1) S(1,2) · · · S(1,T )
S(1,2) † S(2,2) S(2,T )
.
.
.
.
.
.
S(1,T ) † S(2,T ) † S(T,T )
 (11)
in which S(n,m) is given by (12) shown at the bottom of the
page, with S(n,m)kj given by (29).
Proof: See Appendix A for the outline of the proof.10
Remark 1: Theorem 1 shows that the EFIM for the po-
sitional states can be decomposed into three parts, i.e., the
information corresponding to the mobility model, temporal
cooperation, and spatial cooperation. Each part has a specific
structure explained in the following:
• Mobility model: Jme (x) characterizes the navigation infor-
mation, i.e., information about the positional states, corre-
sponding to the mobility model. Every matrix P(n,n) on
the diagonal of Jme (x) is block-diagonal with each block
of size D×D corresponding to x(n)k ’s, since the mobilities
of different agents are independent. Moreover, since the
10Note that detailed proofs are omitted throughout the paper due to the
space constraints.
S(n,m) =

∑
j∈Na∪Nb\{1}
S
(n,m)
1,j −S
(n,m)
1,2 · · · −S
(n,m)
1,Na
−S
(n,m) †
1,2
∑
j∈Na∪Nb\{2}
S
(n,m)
2,j −S
(n,m)
2,Na
.
.
.
.
.
.
−S
(n,m) †
1,Na
−S
(n,m) †
2,Na
∑
j∈Na∪Nb\{Na}
S
(n,m)
Na,j

(12)
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mobility model characterizes the positional states in two
consecutive time instants, only the matrices P(n,n+1) in
off-diagonals of Jme (x) are non-zero. Furthermore, the
matrices P(n,n+1) are block-diagonal with each block of
size D × D corresponding to the statistical distribution
of mobility f(x(n+1)k |x
(n)
k ), again since the mobilities of
different agents at different time instants are independent.
• Temporal cooperation: Jte(x) characterizes the navigation
information corresponding to the cooperation via intra-
node measurements. Every matrixK(n,n) on the diagonal
of Jte(x) is block-diagonal with blocks of size D × D
corresponding to x(n)k ’s, since the intra-node measure-
ments of different agents are independent. Furthermore,
the off-diagonal matrices K(n,m) are block-diagonal with
each block K(n,m)k of size D × D corresponding to
the cross-information of the positional states x(n)k and
x
(m)
k in Jte(x). This cross-information arises from the
elimination of the parameters η. The absence of cross-
information between the positional states of different
agents, i.e., the zero cross-information for x(n)k and x
(m)
j
where (k 6= j), is due to the independence of all the
intra-node measurements among the agents.
• Spatial cooperation: Jse(x) characterizes the navigation
information corresponding to the cooperation among the
agents. Every matrix S(n,n) on the diagonal of Jse(x) has
the specific structure shown in (12): (i) the submatrix
S
(n,n)
kj characterizes the navigation information obtained
from the inter-node measurement between node k and j,
(ii) the kth block on the diagonal is the summation of
such information between agent k and all other nodes,
and (iii) the off-diagonal blocks are the negative of
such information between each pair of agents due to the
uncertainty of the agents’s positional states in cooperation
[7]. The off-diagonal matrices S(n,m) in Jse(x) have the
same structure as S(n,n), and these matrices arise due to
the elimination of the parameters κ.
Moreover, one can show from Theorem 1 that when an
agent has infinite Fisher information about its positional states,
its role in the navigation network is the same as an anchor.
Therefore, there is no fundamental difference between anchors
and agents, and our framework unifies these nodes in the
network from the Bayesian point of view.
Theorem 1 presents the EFIM for network navigation based
on the general Bayesian model. When the measurement param-
eters have unknown or simple dynamics, they can be modeled
as mutually independent of the positional states and for dif-
ferent time instants, in which case f
(
η
(n)
k
∣∣x(n−1)k ,η(n−1)k ) =
f
(
η
(n)
k
)
and f
(
κ
(n)
kj
∣∣x(n−1)kj ,κ(n−1)kj ) = f(κ(n)kj ) in (3). We
derive the EFIM for this special case in the following corollary.
Corollary 1: When the measurement parameters are mutu-
ally independent of the positional states and mutually inde-
pendent for different time instants, the EFIM for the agents’
positional states x from time t1 to tT is given by
Je(x) = J
m
e (x) + J
t
e(x) + J
s
e(x) (13)
where Jme (x) is given by (9); Jte(x) =
diag
{
K(1,1),K(2,2), . . . ,K(T,T )
}
is block-diagonal,
with K(n,n) = diag
{
K
(n,n)
1 ,K
(n,n)
2 , . . . ,K
(n,n)
Na
}
; and
Jse(x) = diag
{
S(1,1),S(2,2), . . . ,S(T,T )
}
is also block-
diagonal, in which S(n,n) has the same structure as given in
(12). In these equations, the matrix P(n,n)k is given by (27),
and
K
(n,n)
k = Ψ
η
(n)
k
x
(n)
k
,x
(n)
k
(
f(η
(n)
k ) · f(z
(n)
kk |x
(n)
k ,η
(n)
k )
)
(14)
S
(n,n)
kj = Ψ
κ
(n)
kj
x
(n)
k
,x
(n)
k
(
f(κ
(n)
kj ) · f(z
(n)
kj |x
(n)
kj ,κ
(n)
kj )
)
+Ψ
κ
(n)
jk
x
(n)
k
,x
(n)
k
(
f(κ
(n)
jk ) · f(z
(n)
jk |x
(n)
jk ,κ
(n)
jk )
)
. (15)
Proof: (Outline) Due to the independence condition, off-
diagonal submatrices or cross-information in Jθ are zeros, e.g.,
Φ
η
(n)
k
,η
(n+1)
k
(
f(η
(n+1)
k |x
(n)
k ,η
(n)
k )
)
= 0. Based on this fact,
(14) and (15) can be obtained after some algebra.
Remark 2: Under the independence condition of the mea-
surement parameters, Corollary 1 shows that both the EFIMs
corresponding to the temporal and spatial cooperation are
block-diagonal. In other words, since the correlation between
the measurement parameters in time no longer exists, the
inter- and intra-node measurements do not induce any cross-
information in the navigation information for different time
instants.
B. EFIM for Deterministic Model
We now consider all the parameters to be deterministic
unknowns as introduced in Section II-B2. In the following
theorem, we derive the corresponding EFIM for the agents’
positional states, i.e., positions and orientations in this case,
based on the model in (5). The decomposition of the EFIM is
analogous to that in the previous section, but with the absence
of the term corresponding to the mobility model.
Theorem 2: For the deterministic model of network navi-
gation, the EFIM for the agents’ positional states x from time
t1 to tT is given by
Je(x) = J
t
e(x) + J
s
e(x) (16)
where Jte(x) is the EFIM from temporal cooperation, struc-
tured as (10), and Jse(x) is the EFIM from spatial cooperation,
structured as (11), in which the block matrices K(n,m)k and
S
(n,m)
kj are given by
K
(n,m)
k =

n+n0∑
l=m−n′0
Ψ
η
(l)
k
x
(n)
k
,x
(m)
k
(
f(z
(l)
kk|x
(l−n0:l+n
′
0)
k ,η
(l)
k )
)
,
n ≤ m ≤ n+ n0 + n
′
0
0 , m > n+ n0 + n
′
0
(17)
S
(n,m)
kj =

n+n0∑
l=m−n′0
[
Ψ
κ
(l)
kj
x
(n)
k
,x
(m)
k
(
f(z
(l)
kj |x
(l−n0:l+n
′
0)
kj ,κ
(l)
kj )
)
+Ψ
κ
(l)
jk
x
(n)
k
,x
(m)
k
(
f(z
(l)
jk |x
(l−n0:l+n
′
0)
jk ,κ
(l)
jk )
) ]
,
n ≤ m ≤ n+ n0 + n′0
0 , m > n+ n0 + n
′
0 .
(18)
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Remark 3: The proof of the theorem follows from a sim-
ilar derivation of Theorem 1. Compared to the EFIM for
the Bayesian case in (8) of Theorem 1, the EFIM for the
deterministic case in (16) does not contain the components
corresponding to the dynamic models for the mobility and
measurement parameters. Theorem 2 shows that the EFIM in
(16) can be decomposed into two parts, i.e., the information
from temporal and spatial cooperation, where Jte(x) and Jse(x)
as well as their submatrices have the same decomposition as
their counterparts in Theorem 1. Hence, the remarks drawn
for the Bayesian case on temporal and spatial cooperation can
be extended to this case.
Specifically for this case, since the measurements made at
time tn are only related to the positional states from tn−n0 to
tn+n′0 , the cross-informationK
(n,m)
k and S
(n,m)
kj between x
(n)
k
and x(m)k depend only on the measurements from tm−n′0 to
tn+n0 . In other words, this cross-information is zero for pairs
of positional states whose time span is larger than n0 + n′0,
i.e., K(n,m)k = 0 for m > n+ n0 + n′0.
C. Discussion
The above results show that joint temporal and spatial coop-
eration can significantly improve the navigation performance,
since each type of cooperation corresponds to a positive semi-
definite matrix in the sum for the total EFIM. However, real-
izing this benefit in practical implementation incurs associated
costs such as additional communication and complex informa-
tion fusion: (i) the communication among nodes required for
cooperation can jeopardize the benefits of cooperation if such
communication is not properly designed [10], [13], and (ii)
the non-diagonal structure of the above EFIMs implies strong
correlation in agents’ position estimates and hence hinders
the development of distributed algorithms for cooperative
information fusion that are favored in medium- and large-scale
networks [10], [43], [44]. Hence, for realistic network design
and operation, it is crucial to develop efficient communication
strategies including message representation and scheduling
techniques, tailored specifically to network navigation, as well
as efficient information fusion techniques that can combine
information from various cooperation sources in a distributed
manner.
To handle the trade-off between performance and complex-
ity, it is essential to grasp the essence of the network navigation
process. To this end and to gain insights for network design
and operation, we will further explore the implications of the
navigation information and develop a geometrical interpreta-
tion of information evolution.
IV. GEOMETRICAL INTERPRETATION OF INFORMATION
EVOLUTION
In this section, we investigate the EFIM for the agents’
positions in 2-D navigation networks, and develop a geomet-
rical interpretation of navigation information to illustrate the
information evolution in navigation.
A. EFIM for 2-D Navigation Network
We focus on the positions of the agents in a 2-D navigation
network and assume their orientations are known for simplic-
ity, i.e., the positional state only includes the position and its
derivatives. Each agent obtains intra-node measurements for
its velocity and inter-node measurements for the distances to
its neighboring nodes.11
The intra-node measurement is modeled as
f(z
(n)
kk |x
(n)
k ,η
(n)
k ) for the Bayesian case and as
f(z
(n)
kk |p
(n)
k − p
(n−1)
k ,η
(n)
k ) for the deterministic case,
whereas the inter-node measurement is modeled as
f(z
(n)
kj |‖p
(n)
k − p
(n)
j ‖,κ
(n)
kj ). It can be shown that the
EFIM for the agents’ positions for the deterministic case
has the same structure as that for the Bayesian case if the
mobility model includes only the agents’ positions. Hence,
without loss of generality, we investigate the EFIM for the
deterministic case in this section.
Let the angle φ(n)kk describe the direction from p
(n−1)
k
to p(n)k and φ
(n)
kj describe the direction from p
(n)
k to p
(n)
j ;
d
(n)
kk := ‖p
(n)
k − p
(n−1)
k ‖ and d
(n)
kj := ‖p
(n)
k − p
(n)
j ‖; and
Jr(φ) := uφu
†
φ and Jr(φ, φ + pi/2) :=
[
uφ u
⊥†
φ + u
⊥
φ u
†
φ
]
/2.
The next theorem obtains the simple structure of the EFIM,
showing that there is only cross-information between consecu-
tive time instants and the information from each measurement
is characterized by a 2× 2 matrix.
Theorem 3: For the deterministic model of 2-D network
navigation with measurements of the agent velocity and inter-
node distance, the EFIM for the agents’ positions p from
time t1 to tT is given by (19) shown at the bottom of
the page, where the EFIM from temporal cooperation is
K(n) = diag
{
K
(n)
1 ,K
(n)
2 , . . . ,K
(n)
Na
}
and the EFIM from
spatial cooperation is S(n) structured as (12).12 In the above
11For example, the agent’s velocity can be measured by inertial sensors or
Doppler radar, and the ranges can be measured from RF signals transmitted
between nodes.
12The notations S(n), S(n)
kj
, K(n), and K(n)
k
are shorthands for S(n,n) ,
S
(n,n)
kj
, K(n,n), and K(n,n)
k
, respectively.
Je(p) =

S(1) +K(2) −K(2)
−K(2) S(2) +K(2) +K(3) −K(3)
−K(3) S(3) +K(3) +K(4)
.
.
.
.
.
.
S(T−1) +K(T−1) +K(T ) −K(T )
−K(T ) S(T ) +K(T )

(19)
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Fig. 4. Temporal and spatial cooperation: (a) Cooperation in time increases
the navigation information both in the direction formed by the nodes positions
in different times and in its orthogonal direction; (b) Cooperation in space
increases the navigation information in the direction formed by the two nodes’
positions.
expressions, K(n)k ,S
(n)
kj ∈ S
2
++ are given by
K
(n)
k = λ
(n)
kk · Jr(φ
(n)
kk ) + ν
(n)
kk · Jr(φ
(n)
kk + pi/2)
+ ξ
(n)
kk · Jr(φ
(n)
kk , φ
(n)
kk + pi/2)
S
(n)
kj = λ
(n)
kj · Jr(φ
(n)
kj )
where λ(n)kk = [K˘
(n)
k ]1,1, ξ
(n)
kk = [K˘
(n)
k ]1,2/d
(n)
kk , ν
(n)
kk =
[K˘
(n)
k ]2,2/d
(n) 2
kk , and λ
(n)
kj = S˘
(n)
kj , with
K˘
(n)
k = Ψ
η
(n)
k
[ d
(n)
kk
φ
(n)
kk
],[d
(n)
kk
φ
(n)
kk
]
(
f(z
(n)
kk |d
(n)
kk , φ
(n)
kk ,η
(n)
k )
)
S˘
(n)
kj = Ψ
κ
(n)
kj
d
(n)
kj
,d
(n)
kj
(
f(z
(n)
kj |d
(n)
kj ,κ
(n)
kj )
)
.
In particular, ξ(n)kk = 0 when the amplitude and direction
measurements of the velocity are independent.
Remark 4: The proof follows from a similar derivation
of Theorem 1. The EFIM for the agents’ positions has the
diagonally-striped structure as shown in (19), with each build-
ing block of size 2Na × 2Na. The EFIM S(n) characterizes
the spatial cooperation at time tn, and K(n) characterizes the
temporal cooperation from time tn−1 to tn. Both of them
consist of 2 × 2 building blocks K(n)k or S
(n,n)
kj that corre-
spond to either an intra- or inter-node measurement. When
the amplitude and direction measurement of the velocity are
independent, the corresponding K(n)k can be decomposed into
the direction of movement (from the amplitude measurement)
and the orthogonal direction (from the direction measurement).
On the other hand, the EFIM from the inter-node measurement
is 1-D in the direction connecting the two nodes.
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S
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Fig. 5. Information evolution in time for network navigation with two
agents in two consecutive time instants. The green and red ellipses denote the
navigation information after temporal and spatial cooperation, respectively.
Figures 4(a), 4(b), and 5 illustrate the contribution from
temporal cooperation, spatial cooperation, and joint coopera-
tion in terms of information ellipse, respectively.13 Moreover,
Fig. 6 and 7 show the squared position error bound (SPEB)
[4] obtained from the EFIM for the agents’ positions with
different types of cooperation, where the contribution of the
temporal and spatial cooperation increases with the time steps
and the network size, respectively. These figures also show the
significant performance improvement that can be achieved by
joint temporal and spatial cooperation.
B. Carry-over Information
The diagonally-striped structure of (19) allows derivation
of the EFIM Je(p(T )) for the agents’ positions p(T ) at time
instant tT recursively. For example, we can first apply the EFI
to obtain the EFIM Je(p(2:T )). We next define the notion of
carry-over information, which characterizes the useful infor-
mation transferred from one time instant to the next through
temporal cooperation.
Definition 2 (Carry-over information): The carry-over in-
formation from tn−1 to tn is defined to be the EFIM K˜(n) ∈
R
D×D such that the EFIM Je(p(n:T )) can be written as (20)
shown at the bottom of the page.
Note that the carry-over information K˜(n) retains all the
information from t1 to tn−1 for the EFIM Je(p(n:T )). In the
following proposition, we show that such carry-over informa-
tion always exists and derive its expression.
Proposition 1: The carry-over information K˜(n) ∈ S2++
13The information ellipse characterized by {p ∈ R2 : pTJ−1e p = 1} for
an EFIM Je ∈ S2++ [7].
Je(p
(n:T )) =

S(n) + K˜(n) +K(n+1) −K(n+1)
−K(n+1) S(n+1) +K(n+1) +K(n+2)
.
.
.
.
.
.
S(T−1) +K(T−1) +K(T ) −K(T )
−K(T ) S(T ) +K(T )
 (20)
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Fig. 6. Average SPEB in cooperative navigation networks with respect to
consecutive time steps. Agents randomly locate in an area of 20 m by 20 m
and follow a Gaussian random walk, with λ(n)
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kk
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(n)
kj
= 5m−2
and ξ(n)
kk
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always exists and is unique. It is given by
K˜(n) = K(n) −K(n)
(
S(n−1) + K˜(n−1) +K(n)
)−1
K(n)
(21)
with K˜(1) := 0.
Remark 5: The proposition shows that the carry-over infor-
mation for navigation can be obtained recursively at each time
instant and used as prior knowledge of the agents’ positions
for the next time instant. In the following, we characterize the
properties of this important information matrix to gain insights
into temporal cooperation.
The spatial cooperation represented by S(n−1) in (21) is
generally highly-coupled inference, i.e., the efficient estimates
of the agents’ positions after spatial cooperation are correlated
[44]. However, in distributed networks, the agents usually
do not capture such correlation and only obtain individual
(marginal) position distributions. Hence, after spatial cooper-
ation at each time instant, the navigation accuracy limits of
individual agents can be characterized by their own EFIMs,
ignoring the correlation caused by spatial cooperation. We next
consider a new EFIM consisting of the EFIMs for individual
agents, given by
S˜(n−1) = diag
{
S˜
(n−1)
1 , S˜
(n−1)
2 , . . . , S˜
(n−1)
Na
}
(22)
where S˜(n−1)k =
{[
(S(n−1) + K˜(n−1))−1
]
p
(n−1)
k
}−1 is the
individual EFIM for agent k at time tn−1 after spatial coop-
eration.
Proposition 2: In distributed networks, the carry-over in-
formation becomes
K˜(n) = diag
{
K˜
(n)
1 , K˜
(n)
2 , . . . , K˜
(n)
Na
}
(23)
where K˜(n)k = K
(n)
k −K
(n)
k
(
S˜
(n−1)
k +K
(n)
k
)−1
K
(n)
k is the
carry-over information of agent k from time tn−1 to tn.
Moreover, (21) reduces to (23) for noncooperative navigation
since the distributed condition is slack.
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Remark 6: This proposition shows how the navigation in-
formation evolves in distributed navigation networks: at each
time instant, each agent uses its own carry-over information
as prior knowledge, updates its position distribution through
spatial cooperation with its neighbors through a few iterations,
and finally obtains the carry-over information for the next
time instant based on its position distribution and temporal
cooperation. This insight reveals that the complex joint co-
operation can be decoupled into two simpler ones without
loss of information. Such a finding can significantly reduce
the complexity and facilitate the design of distributed network
navigation algorithms. To visualize the information evolution,
we develop a geometrical interpretation in the next section.
C. Geometrical Interpretation
We now develop a geometrical interpretation of navigation
information, particularly the carry-over information in (23),
for 2-D distributed network navigation.14 Since the EFIM (23)
is a block-diagonal matrix with block size of 2 × 2, we can
focus on one agent and simplify the notation of the carry-over
information as
K˜ = K−K (S+K)−1K (24)
where K := C + D = λJr(ψ) + ν Jr(ψ + pi/2) and S :=
µJr(β) + η Jr(β + pi/2) by eigen-decomposition for matrices
in S2++ [41]. We then simplify the expression of K˜ in two
different ways, providing different insights into the carry-over
information for navigation.
Proposition 3: The carry-over navigation information in
(24) can be written as
K˜ =
|K|
|S+K|
S+
|S|
|S+K|
K . (25)
Proof: (Outline) The proof uses the fact that (K+S)−1 =
[adj(K) + adj(S)] /|K+ S| for K,S ∈ S2++.
14The geometrical interpretation for spatial cooperation can be found in [7].
Here, the focus is on the discussion of the temporal cooperation.
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Remark 7: The proposition shows that the carry-over in-
formation can be written as a weighted sum of the EFIM
from temporal cooperationK and that from spatial cooperation
S. The intuition is that the carry-over contribution depends
on both the original position information (after spatial co-
operation) and the information obtained from the intra-node
measurements. We next examine some special cases of the
result given by (25):
• When the direction measurement of velocity is not avail-
able, i.e., K = C, we have |K| = 0 and hence K˜ =
|S|/|C+ S|·C. In this case, the carry-over information is
1-D along the direction of the movement, and the weight
is related to the directional position uncertainty of the
agent at the previous time instant.15
• The carry-over information satisfies K˜  K because the
navigation information from the intra-node measurement
cannot be fully utilized due to the uncertainty of the
previous position characterized by S. The equality is
achieved when S goes to diag{∞,∞}, in which case
such navigation information can be fully utilized.
• When β = ψ or β = ψ+pi/2, the carry-over information
in the two orthogonal directions is decoupled, and can be
calculated as
K˜ =
{
λµ
λ+µ Jr(ψ) +
ην
η+ν Jr(ψ + pi/2) , β = ψ ,
λη
λ+η Jr(ψ + pi/2) +
ην
η+ν Jr(ψ) , β = ψ + pi/2 .
The result (25) relies on a property of S2++, which cannot be
generalized to 3-D cases. We next show another geometrical
interpretation of the carry-over information, which is also
applicable to 3-D cases.
Proposition 4: The carry-over navigation information can
be written as
K˜ = ζ1C+ ζ2D+ κJr(ψ, ψ + pi/2) (26)
where
ζ1 =
(
1 + λu†ψ(S+D)
−1uψ
)−1
ζ2 =
(
1 + ν u⊥†ψ (S+C)
−1u⊥ψ
)−1
κ = −2λν · u†ψ(S+C+D)
−1u⊥ψ .
In particular, ζ1 = |S+D|/|S+D+C|,
ζ2 = |S+C|/|S+C+D|, and κ =
λν (η − µ) sin(2(ψ − β))/|S+C+D| for 2-D cases.
Remark 8: Proposition 4 shows that the carry-over infor-
mation can be represented as a sum of three terms as shown
in (26). The first two terms are weighted information of C and
D from temporal cooperation, respectively, where the weights
depend on the directional position uncertainty of the agent
at the previous time instant. The third term characterizes the
coupling due to misalignment of eigenvectors corresponding
to K and S.
For 2-D cases, the eigenvalues and eigenvectors of Jr(ψ, ψ+
pi/2) are
(
1
2 ,uψ+pi/4
)
and
(
− 12 ,uψ−pi/4
)
. Hence, the coupling
information increases the original EFIM in direction of ψ−pi/4
and decreases with the same amount in the direction of
15Detailed discussion about directional position uncertainty can be found
in [7].
ψ + pi/4, if ψ − β ∈ [0, pi). This amount is proportional to
the product of the sin(2(ψ − β)) and the difference η − µ.
In particular, this coupling information vanishes when (i)
µ = η, (ii) ψ − β = 0, pi/2, and (iii) either λ or ν equals 0.
The first two cases translate to the alignment of eigenvectors
corresponding to K and S, and in the last case the navigation
information from temporal cooperation degenerates to 1-D.
V. CONCLUSION
In this paper, we established a general framework for
cooperative network navigation to determine the fundamental
limits of navigation accuracy. We applied the EFI analysis
to derive the navigation information for both Bayesian and
deterministic formulations of the network navigation problem.
We showed that such information can be written as the sum
of three parts that correspond to the mobility model, temporal
cooperation, and spatial cooperation. Moreover, each part can
be further decomposed into basic building blocks associated
with each measurement and prior knowledge. We also devel-
oped a geometrical interpretation of the navigation information
as well as its evolution in time, yielding important insights
into the essence of network navigation. Our results not only
provide performance benchmarks for cooperative navigation
networks, but also guide network design and operation under
performance/complexity trade-off.
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APPENDIX A
PROOF OF THEOREM 1
Proof: (Outline) The derivation of the EFIM for x can
be done in two steps: (i) identify the structure of the original
FIM J(θ), and (ii) apply the EFI analysis to obtain the EFIM.
For temporal cooperation, we eliminate η(n)k in time se-
quence. The matrix B˜(n)k denotes the EFIM for η
(n)
k when
η
(1:n−1)
k are eliminated by the EFI process, given by
B˜
(n)
k =

B
(1,1)
k , n = 1
B
(n,n)
k −B
(n−1,n) †
k
[
B˜
(n−1,n−1)
k
]−1
B
(n−1,n)
k ,
n > 1
in which
B
(n,m)
k =

Φ
η
(n)
k
,η
(n)
k
(
f(η
(n)
k |x
(n−1)
k ,η
(n−1)
k )
·f(η
(n+1)
k |x
(n)
k ,η
(n)
k ) f(z
(n)
kk |x
(n)
k ,η
(n)
k )
)
,
m = n
Φ
η
(n)
k
,η
(n+1)
k
(
f(η
(n+1)
k |x
(n)
k ,η
(n)
k )
)
,
m = n+ 1 ;
and D˜(n−l,n+1)k denotes the cross-information for x
(n−l)
k and
η
(n+1)
k when η
(1:n−1)
k are eliminated by the EFI process, given
10 IEEE JOURNAL ON SELECTED AREAS OF COMMUNICATIONS, VOL. X, NO. Y, MONTH 2011
by
D˜
(n)
k = D
(n,n)
k
D˜
(n−l,n+1)
k =

D
(n,n+1)
k −D
(n,n)
k
[
B˜
(n,n)
k
]−1
B
(n,n+1)
k ,
l = 0
−D˜
(n−l,n)
k
[
B˜
(n,n)
k
]−1
B
(n,n+1)
k ,
1 ≤ l ≤ n− 1
in which
D
(n,m)
k =

Φ
x
(n)
k
,η
(n)
k
(
f(η
(n+1)
k |x
(n)
k ,η
(n)
k )
·f(z
(n)
kk |x
(n)
k ,η
(n)
k )
)
, m = n
Φ
x
(n)
k
,η
(n+1)
k
(
f(η
(n+1)
k |x
(n)
k ,η
(n)
k )
)
,
m = n+ 1 ;
For spatial cooperation, we eliminate κ(n)kj in time sequence.
The matrix C˜(n)kj denotes the EFIM for κ
(n)
kj when κ
(1:n−1)
kj
are eliminated by the EFI process, given by
C˜
(n)
kj =

C
(1,1)
k , n = 1
C
(n,n)
kj −C
(n−1,n) †
kj
[
C˜
(n−1,n−1)
kj
]−1
C
(n−1,n)
kj ,
n > 1
in which
C
(n,m)
kj =

Φ
κ
(n)
kj
,κ
(n)
kj
(
f(κ
(n)
kj |x
(n−1)
kj ,κ
(n−1)
kj )
·f(κ
(n+1)
kj |x
(n)
kj ,κ
(n)
kj ) f(z
(n)
kj |x
(n)
kj ,κ
(n)
kj )
)
,
m = n
Φ
κ
(n)
kj
,κ
(n+1)
kj
(
f(κ
(n+1)
kj |x
(n)
kj ,κ
(n)
kj )
)
,
m = n+ 1 ;
and E˜(n−l,n+1)kj denotes the cross-information for x
(n−l)
k and
κ
(n+1)
kj when κ
(1:n−1)
kj are eliminated by the EFI process, given
by
E˜
(n)
kj = E
(n,n)
kj
E˜
(n−l,n+1)
kj =

E
(n,n+1)
kj −E
(n,n)
kj
[
C˜
(n)
kj
]−1
C
(n,n+1)
kj ,
l = 0
−E˜
(n−l,n)
kj
[
C˜
(n)
kj
]−1
C
(n,n+1)
kj ,
1 ≤ l ≤ n− 1
in which
E
(n,m)
kj =

Φ
x
(n)
k
,κ
(n)
kj
(
f(κ
(n+1)
kj |x
(n)
kj ,κ
(n)
kj )
·f(z
(n)
kj |x
(n)
kj ,κ
(n)
kj )
)
, m = n
Φ
x
(n)
k
,κ
(n+1)
kj
(
f(κ
(n+1)
kj |x
(n)
kj ,κ
(n)
kj )
)
,
m = n+ 1 .
In particular, for notational convenience, we set E˜(n,m)jk = 0
for j ∈ Nb.
Combining all contributions from the EFI process, we have
the EFIM for the positional state x as in (8), where
P
(n,m)
k =

Φ
x
(n)
k
,x
(n)
k
(
f(x
(n)
k |x
(n−1)
k ) · f(x
(n+1)
k |x
(n)
k )
)
,
m = 0
Φ
x
(n)
k
,x
(n+1)
k
(
f(x
(n+1)
k |x
(n)
k )
)
, m = 1
0 , otherwise ,
(27)
and K(n,m)k and S
(n,m)
kj are given by (28) and (29), respec-
tively, shown at the bottom of the page.
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