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THE WEYL EXTENSION ALGEBRA OF GL2(Fp)
VANESSA MIEMIETZ AND WILL TURNER
Abstract. We compute the Yoneda extension algebra of the collection of Weyl
modules for GL2 over an algebraically closed field of characteristic p > 0 by
developing a theory of generalised Koszul duality for certain 2-functors, one of
which controls the rational representation theory of GL2 over such a field.
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1. Intro.
This paper belongs to a sequence of papers exploring structural features of the rational
representation theory of the algebraic group GL2(F ), where F is an algebraically closed
field of characteristic p > 0. We denote by
W = {Symλ(V )⊗ ωµ | λ ∈ Z≥0, µ ∈ Z}
the set of Weyl modules in the category G -mod of rational representations of G =
GL2(F ), where V denotes the natural two dimensional representation of G and ω the
one dimensional determinant representation. By definition, Symλ(V ) is the space of
symmetric tensors of V of degree λ, which is to say the set of fixed points for the
symmetric group Sλ in its natural action on V
⊗λ. W is a complete set of standard
objects in the highest weight category G -mod of rational representations of G. Our
objective is to give an explicit description of the Yoneda extension algebra
W =
⊕
∆,∆′∈W,k∈Z
ExtkG -mod(∆,∆
′)
of the collection W . The most important previous discovery in this direction was an
algorithm to compute the dimension of ExtkG -mod(∆,∆
′) for ∆,∆′ ∈ W and k ≥ 0,
written down by A. Parker ([11], Theorem 5.1). Here we describe the algebra struc-
ture. In previous papers, we have described certain 2-functors which control the rational
representation theory of G and give a combinatorial description of blocks of rational rep-
resentations. We have developed a theory of Koszul duality for these operators, allowing
us to give an explicit description of the Yoneda extension algebra of the irreducible G-
modules. In this article, we extend these methods to more general homological dualities
and a setting where gradings are not necessarily non-negative.
The categoryG -mod has countably many blocks, all of which are equivalent. Therefore,
the algebra W is isomorphic to a direct sum of countably many copies of w, where w
is the Yoneda extension algebra of the Weyl modules belonging to the principal block
of G. Our problem is to compute w.
In the following section of the paper we outline a combinatorial description of w as
limqOFO
q
Υ(F [z]), where OΥ is a certain algebraic operator, and where Υ is an algebra
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with monomial basis indexed by elements of a certain lattice polytope and state our
main Theorem. In the remaining sections we prove that this description and our main
Theorem is correct. A consequence of this description of w is that w has a monomial
basis indexed by elements of an infinite dimensional polytope. Our analysis proceeds via
a more conceptual description of Υ involving the tensor algebra over a Koszul algebra
d of a certain bimodule dMd (Theorem 47). A guide through this analysis is provided
in Section 4, after giving an explicit example in Section 3, which gets taken up again
in Examples 7, 48, 52 and 54.
We write the names of our algebraic operators in exotic scripts like P, O, K, and H.
These operators are all 2-functors on certain 2-categories, a fact we do not prove to
avoid frequent checking of axioms, but point out to the interested reader as we go along;
their dominant virtue is their natural behaviour, which means they give a conceptually
simple way of encoding complicated homological information.
Acknowledgements. The first author acknowledges support from ERC grant PERG07-
GA-2010-268109. We would like to thank the referee for helpful suggestions on how to
improve the exposition of the article.
2. Combinatorial description of w.
Suppose Γ =
⊕
i,j,k∈Z Γ
ijk is a Z-trigraded algebra. We have a combinatorial operator
OΓ which acts on the collection of Z-bigraded algebras Σ after the formula
OΓ(Σ)
ik = ⊕j,k1+k2=kΓ
ijk1 ⊗F Σ
jk2 ,
where we take the super tensor product with respect to the k-grading.
There is a trigraded algebra Υ whose structure we partially describe via a polytopal
monomial basis; by a monomial basis we mean a basis in which the product of two
elements is ± another basis element, or zero. There is a reason for our idleness in giving
only a partial definition: in order to describe w we only need to know what the algebra
structure of Υ looks like when projected onto the subspace Υ≤1 = ⊕i,j,k∈Z,i≤1Υ
ijk.
The space Υ≤1 has basis {mv}v∈P
Υ≤1
indexed by a polytope PΥ≤1 in Z
7 and product
(in its projection onto Υ≤1) given by
mumu′ =
 (−1)
aj′0+bj
′
0+ba
′
mv if v ∈ PΥ≤1 , v1 = u1, u7 = u
′
1, u
′
7 = v7,
and vl = ul + u
′
l for 2 ≤ l ≤ 5.
0 otherwise.
Here we write u = (u1, u2, u3, u4, u5, u6, u7) ∈ Z
7. The ijk-degree of a basis element
mu is (u2, u3, u4).
For details of how to define the polytope PΥ≤1 and the sign (−1)
aj′0+bj
′
0+ba
′
we refer
to Section 9.8. For a more elegant conceptual description of Υ we refer to Section 9.6.
Let us consider the field F as a trigraded algebra concentrated in degree (0, 0, 0). We
have a natural embedding of trigraded algebras F → Υ, which sends 1 tom(1,0,0,0,0,0,1).
This embedding lifts to a morphism of operators OF → OΥ. We have O
2
F = OF .
Putting these together, we obtain a sequence of operators
OF → OFOΥ → OFO
2
Υ → ...
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which, applied to the bigraded algebra F [z, z−1] with z placed in jk-degree (1, 0), gives
a sequence of algebra embeddings
µ1 → µ2 → µ3 → ...,
where µq = OFO
q
Υ(F [z, z
−1]). Taking the union of the algebras in this sequence gives
us an algebra µ. Our main theorem, the proof of which will take the entirety of this
article, and the structure of which is explained in Section 4, is the following:
Theorem 1. The algebra w is isomorphic to µ.
The algebras µq are isomorphic to Yoneda extension algebras of collections of Weyl
modules for certain Schur algebras, and are consequently finite dimensional. The k-
grading on µ matches with the natural homological grading on w.
It is straightforward to give a polytopal monomial basis for µ as follows: we define the
height of a monomial mv1 ⊗ ...⊗mvq ⊗ z
α in Υ⊗q ⊗ F [z, z−1] to be
(v22 − v
1
3 , v
3
2 − v
2
3 , ...., v
q
2 − v
q−1
3 , α− v
q
3) ∈ Z
q+1.
We have a map from the set of monomials in Υ⊗q ⊗F [z, z−1] to the set of monomials
in Υ⊗q+1 ⊗ F [z, z−1] that sends a to m(1,0,0,0,0,0,1) ⊗ a and preserves the last q + 1
components of the height. The union over q of monomials in Υ⊗q⊗F [z, z−1] of height
zero is a polytopal monomial basis for µ.
3. Example.
The algebra µq is isomorphic to the Yoneda extension algebra of the Weyl modules for
a block of a Schur algebra S(2, r) with pq simple modules. To place our feet on the
ground, let us give an example of such an algebra.
Let p = 3. We describe the Yoneda extension algebra of the collection of Weyl modules
in a block of a Schur algebra S(2, r) containing 9 simple modules. The Ext1-quiver of
this algebra is given by
•1 •2
✤−1oo
1
oo •3
✤−1oo
1
oo
•6 ✤
−1
//
1 //
❴
0
OO
2
OO
•5 ✤
−1
//
1 //
2
OO
•4
❴
−2
OO
2
OO
•7
❴
−2
OO
2
OO
•8
✤−1oo
1
oo
2
OO
❲❲
−2
SS
❣
0
KK
•9
✤−1oo
1
oo
❴
0
OO
2
OO
where the number of bars through the tail of the arrow marks the degree of the arrow
in the Ext-grading (aka k-grading) and the number labelling the arrow denotes its
j-grading.
The composition structure of the projectives, with the superscript denoting the k-degree
and the subscript denoting the j-degree, is given by
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Remark 2. We remark that the algorithm for the computation of Extk(∆,∆′) de-
scribed in [11, Theorem 5.1] produces a direct sum of extension groups of lower Yoneda
degrees, but not all summands actually describe extensions of modules in the same block
(hence giving zero) and in general many summands will produce zero. Since our focus
is on a fixed block, the algorithm cannot be deduced from our results, and due to the
extra zero summands in her description, it does not seem possible to deduce a refined
version (focussing on a single block) of her algorithm either. This is illustrated by the
following:
Suppose we were just interested in the dimension of Ext7(∆0,∆8p) where by ∆m we
denote the standard module attached to the regular weight m. It is well-known when
such modules are in the same block (see e.g. [11, Section 1]) and our two chosen weights
are in the same block, and are the first and ninth weights in this block repectively,
hence translate to ∆(1),∆(9) in our setup and from the above example we easily see
that Ext7(∆(1),∆(9)) is one-dimensional (there is precisely one 1 with superscript 7
occurring in the ninth projective). The algorithm in [11, Theorem 5.1] tells us that
Ext7(∆0,∆8p) ∼= Ext
6(∆0,∆6) ⊕ Ext
4(∆0,∆4) ⊕ Ext
2(∆0,∆2) ⊕ Ext
0(∆0,∆0).
Now ∆2 is in a different block, and Ext
4(∆0,∆4) = Ext
4(∆(1),∆(2)) = 0, as well
as Ext6(∆0,∆6) = Ext
6(∆(1),∆(3)) = 0, and only Ext0(∆0,∆0) is one-dimensional,
giving our desired dimension.
4. Outline.
Our general approach to our problem is to use our previous description of the category
of rational representations of GL2 as the module category of an iterative application of
certain operators to the ground field (together with its regular bimodule taken twice).
These operators include Pa,m, which depend on a (differential bigraded) algebra a with
pairs of bimodules m (in our case a very small quasi-hereditary algebra, (a projective
resolution of) its tilting module and the adjoint thereof), and a variant O of these which
has nicer properties with respect to taking homology. In section 5 we describe some
theory of these algebraic operators, recalling and generalising some previous definitions
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and results [10]. In particular we show that under suitable conditions, dg-derived equiv-
alences in the sense of Keller’s theory [5], which we describe by an algebraic operator K,
behave nicely with respect to our algebraic operators, allowing us to pull the dg-derived
equivalence past while acting on the index, i.e. KPa,m = PK(a,m)K (see Theorem 18).
We then recall some facts about the representation theory of GL2 in Section 6 and
introduce the main objects of interest, the algebras that we call c and their tilting
modules t (or rather a pair t of projective bimodule resolutions of this and its adjoint).
In particular, computingKPq
c,t(F, (F, F )) for any q will become our goal. In Section 7.1,
we verify that in this case the conditions of Theorem 18 are satisfied, so we can ideed
apply our theory. We introduce the explicit little algebra d (Section 7.2), which is the
algebra component of K(c, t), and proceed to trace t through this duality (producing
a pair of dg bimodules which we call u), which takes us Sections 7.3 and 7.4, to finally
give a description of K(c, t) in Proposition 27.
In Section 8, we go through the reduction process, showing that applying Theorem 18
recursively, we have KPq
c,t(F, (F, F )) = P
q
d,u(F, (F, F )). Since we are interested in the
homology of the resulting dg-algebra, we use results from Section 5.7 to show that we
can use our operators O instead, with the homology of the tensor algebra Td(u) as
input.
We then spend Section 9 explicitly computing this homology HTd(u), which we call Υ.
In order to achieve this we examine a certain bimodule M , which is prominent in this
homology algebra and has many intriguing properties, see Propositions 33, 35. Finally
in Theorem 53 we give the combinatorial description of Υ referred to in Section 2, which
then also completes the proof of Theorem 1. We have relegated certain generalities on
signs and Koszul duality to appendices.
The reader mainly interested in actions on 2-categories will be most interested in Section
5, whereas the reader interested in looking for explicit combinatorial data about GL2
might wish to skip this section, and only look up the definitions of the relevant operators
when needed. This reader could start with Section 6, check out Section 7.2 and the
end of Section 7.4 for the definitions of d and u, proceed to Section 8 to see what
needs to be done, and then concentrate on the description of Υ.
5. Homological duality for algebraic operators.
5.1. Grading conventions. For our computation of the Yoneda extension algebras
of simple modules for GL2 in [10], we used trigraded structures. Here, we also use
quadragraded structures
S =
⊕
d,i,j,k∈Z
Sdijk.
It will be necessary to differentiate between the four gradings; we will call them the
d-grading, the i-grading, the j-grading, and the k-grading.
As in our previous paper, the i and j-gradings will be algebraic. We denote by 〈1〉 a
shift by 1 in the j-grading, thus (M〈n〉)j = Mj−n.
The k-grading will always be a homological grading, and differentials always have k-
degree 1, and (i, j)-degree (0, 0). When we speak of a differential (bi-, tri-, quadra-)
graded algebra, we mean (bi-, tri-, quadra-)graded algebra which is a differential graded
algebra with respect to the k-grading. We denote by H the cohomology functor, which
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takes a differential k-graded complex C to the k-graded vector space HC = H•C. We
denote by [1] a shift by 1 in the k-grading.
The d-grading will be algebraic, and in our application will form a ∆-grading and will
in all relevant cases be positive.
In practice, for the development of our theory, one of the gradings will in fact be
obscured, so we only have to consider trigraded structures Sdjk or Sijk; nevertheless it
seems to be important to distinguish between the four types of grading.
There is a fifth grading. When we discuss Koszul duality, we will refer to the grading
of a quotient of a quiver algebra by path length, which we call it the r-grading. In
certain special cases, this r-grading coincides with our j-grading, but in other cases it
does not; this is why we denote it with a different letter. But outside our discussion
of Koszul duality, we will not be concerned with the r-grading, and we disregard it.
Likewise, the sixth and seventh gradings (the f - and h-gradings).
Given a mistake in Lemma 3 below, various statements in the rest of this section
are incorrect. Their appropriate replacements are given in Appendix 10. The
reader is advised to ignore Section 5.
5.2. Bonded pairs of bimodules. Let A be a finite dimensional algebra. We say a pair
M = (M,M ′) of A-A-bimodules are bonded if we have homomorphismsM ⊗AM
′ →
A and M ′ ⊗AM → A, such that the resulting pair of maps
M ⊗AM
′ ⊗AM →M
are equal, and the resulting pair of maps
M ′ ⊗AM ⊗AM
′ →M ′
are equal.
Lemma 3. Given a bonded pair M of A-A-bimodules, the space
TA(M) = (
⊕
i≥1
M⊗Ai)⊕A⊕ (
⊕
i≤−1
M ′⊗A−i)
is a Z-graded algebra, with product given by the natural bimodule homomorphisms
M⊗Ai1 ⊗M ′⊗A−i2 →M⊗Ai1+i2 , i1 ≥ i2,
M⊗Ai1 ⊗M ′⊗A−i2 →M ′⊗A−i1−i2 , i2 ≥ i1,
M ′⊗A−i1 ⊗M⊗Ai2 →M ′⊗A−i1−i2 , i1 ≥ i2,
M ′⊗A−i1 ⊗M⊗Ai2 →M⊗Ai2+i1 , i2 ≥ i1,
obtained by applying the maps M ⊗A M
′ → A, M ′ ⊗A M → A a number of times;
here we write M⊗A0 =M ′⊗A0 = A
Proof. We define A to be the tensor algebra of M ⊕M ′ over A, modulo relations
implying the product of M and M ′ lies in A, and the product map on these bimodules
is given by the maps M ⊗A M
′ → A, M ′ ⊗A M → A. The algebra A acts naturally
on the space TA(M) via the homomorphisms M ⊗A M
′ → A, M ′ ⊗A M → A; the
fact this is an algebra action follows from the fact that M and M ′ are bonded. The
relations in A imply that A is a quotient of TA(M) as an A-A-bimodule. The subspace
A of TA(M) generates TA(M) as an A-module, which implies TA(M) is a quotient of
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A. Consequently A acts freely on TA(M), and we can identify A with TA(M); once
we do this we obtain a product on TA(M) as advertised. 
We have a ready supply of bonded pairs of bimodules:
Lemma 4. Suppose M is a differential graded A-A-bimodule which is projective on
the left and right as an A-module. Then M and HomA(M,A) are a bonded pair of dg
bimodules.
Proof. We have a natural isomorphism of dg bimodules
M → HomA(HomA(M,A), A).
Our bonded structure is given by the pair of natural maps
M ⊗HomA(M,A)→ A, HomA(M,A)⊗HomA(HomA(M,A), A)→ A.
We check the natural composition maps
M ⊗A HomA(M,A)⊗A HomA(HomA(M,A), A)
→M ⊗A A→M → HomA(HomA(M,A), A)
and
M⊗AHomA(M,A) ⊗A HomA(HomA(M,A), A)
→ A⊗A HomA(HomA(M,A), A)→ HomA(HomA(M,A), A)
are equal. If we identify these with maps
HomA(A,M)⊗A HomA(M,A)⊗A HomA(A,M)→ HomA(HomA(M,A),HomA(A,A))
then both send α⊗ β ⊗ γ ∈ HomA(A,M)⊗A HomA(M,A)⊗A HomA(A,M) to the
morphism sending η ∈ HomA(M,A) to αβγη ∈ HomA(A,A). 
5.3. The collections T and U . Let T denote the collection of dg algebras with a pair
of bonded dg bimodules
T =
{
(A,M)| A =
⊕
k A
ka dg algebra, M = (
⊕
kM
k,
⊕
kM
′k)
bonded dg A-A-bimodules.
}
Let U denote the collection of differential bigraded algebras with a pair of bonded
differential bigraded bimodules
U = {(A,M)| A =
⊕
k∈Z,d≥0
Adk,M = (M,M ′) = (
⊕
k∈Z,d≥0
Mdk,
⊕
k∈Z,d≥0
M ′dk)}.
For the reader interested in 2-categories, we note that these collections indeed form
2-categories as follows:
• Objects are given by the collections defined above;
• 1-morphisms between two objects (A,M) and (B,N) are given by a triple
(S, φS , φ
′
S), consisting of a dfferential (bi-)graded A-B-bimodule ASB and
quasi-isomorphisms
φS : S ⊗B N →M ⊗A S and φ
′
S : S ⊗B N
′ →M ′ ⊗A S
such that the diagrams
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S ⊗B N ⊗B N
′
φS⊗id

// S ⊗B B
∼ // S
id

S ⊗B N
′ ⊗B N //
φ′S⊗id

S ⊗B B
∼ // S
id

M ⊗A S ⊗B N
′
id⊗φ′S

M ′ ⊗A S ⊗B N
id⊗φS

M ⊗AM
′ ⊗A S // A⊗A S
∼ // S M ′ ⊗AM ⊗A S // A⊗A S
∼ // S
commute, where the first horizontal morphism in each row of each diagram is
given by the corresponding bonding map and the second horizontal morphism
in each row of each diagram is just the canonical isomorphism;
• 2-morphisms from (S, φS , φ
′
S) to (T, φT , φ
′
T ) are given by homomorphisms of
dfferential (bi-)graded A-B-bimodules f : S → T auch that the diagrams
S ⊗B N
φS //
f⊗id

M ⊗A S
id⊗f

S ⊗B N
′
f⊗id

φ′S // M ′ ⊗A S
id⊗f

T ⊗B N
φT // M ⊗A ST T ⊗B N ′
φ′T // M ′ ⊗A T
commute.
5.4. Dg equivalences and quasi-isomorphisms. Our main interest in this article is
using Keller’s Morita theory for dg derived categories [5, Theorem 3.10], in order to
compute the dg algebra of which our desired extension algebra is the homology. Since
the algebra to which we wish to apply Keller’s equivalence is constructed via an iteration
which drags bimodules around, we need to extend the well-known notion to this more
cumbersome setting.
We define a Rickard object of U (or T ) to be an object (A,M) of U (or T ), where
AMA ∈ A -perf ∩perf-A, the homomorphisms M ⊗A M
′ → A and M ′ ⊗A M → A
are quasi-isomorphisms and there is a quasi-isomorphism A → HA. In this case we
will call M invertible and often denote M ′ by M−1. The naming of these objects
is motivated by the fact that in this case the bimodules M and M ′ induce mutually
inverse self-equivalences of Ddg(A) as studied by Rickard in the ungraded setting [12].
Example 5. If a is a quasi-hereditary Ringel self-dual algebra, and m its tilting module,
we can consider the object (a, (m,Homa(m, a))) in T which is a Rickard object.
Let (A,M) and (B,N ) be objects of T , where M = (M,M ′) and N = (N,N ′).
Definition 6. [10, Definition 3] A dg equivalence between objects (A,M) and (B,N)
of T is
(i) a dg A-B-bimodule X such that AX belongs to A -perf, such that AX generates
Ddg(A), and the natural map
B → EndA(X)
is a quasi-isomorphism;
(ii) quasi-isomorphisms
X ⊗B N →M ⊗A X,
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X ⊗B N
′ →M ′ ⊗A X,
such that the resulting diagrams of maps
X ⊗B N ⊗B N
′ //

M ⊗A ⊗M
′ ⊗A X // A⊗A X

X ⊗B B // X
X ⊗B N
′ ⊗B N //

M ′ ⊗A ⊗M ⊗A X // A⊗A X

X ⊗B B // X
commute. If there is a dg equivalence between (A,M) and (B,N), we write (A,M)⋗
(B,N).
In other words, a dg equivalence between (A,M) and (B,N) is a 1-morphism between
them, such that the bimodule given in the data of the 1-morphism induces an equiva-
lence between Ddg(A) and Ddg(B). If we have a dg equivalence between (A,M) and
(B,N), we have a derived equivalence
Ddg(A)
HomA(X,−)--
Ddg(B)
X⊗B−
mm ,
and diagrams which commute up to a natural isomorphism:
Ddg(B)
X⊗B− //
N(′)⊗B−

Ddg(A)
M(′)⊗A−

Ddg(B)
X⊗B−// Ddg(A).
We define a quasi-isomorphism from (A,M) to (B,N) to be a quasi-isomorphism
A→ B, along with compatible quasi-isomorphisms
AMA → BNB, AM
′
A → BN
′
B
such that the diagrams
M ⊗AM
′ //

N ⊗B N
′

A // B
and M ′ ⊗AM //

N ′ ⊗B N

A // B
commute, where the horizontal maps are given by above quasi-isomorphisms, and ver-
tical maps by the bondings.
5.5. The operator P. In order to define the algebras describing blocks of GL2, we
will need certain algebraic operators, which, when applied repeatedly to the object
(F, (F, F )) ∈ U , produce the desired algebras, for details please see Section 6. In order
to define these operators, we call an object (a,m) of U a j-graded object, if a =
⊕
adjk
is a differential trigraded algebra, and m = (m,m′) = (
⊕
mdjk,
⊕
m′djk) a bonded
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pair of differential trigraded a-a-bimodules. Given a j-graded object of U , we have an
operator
Pa,m  U
given by
Pa,m(A,M) = (
⊕
adjk ⊗F M
⊗Aj , (
⊕
mdjk ⊗F M
⊗Aj ,
⊕
m′djk ⊗F M
⊗Aj)),
where for j > 0, M⊗Aj = M⊗Aj and for j < 0, M⊗Aj = M ′⊗−j. The algebra
structure on
⊕
adjk ⊗F M
⊗Aj is the restriction of the algebra structure on the tensor
product of algebras a⊗TA(M). The k-grading and differential on the complex
⊕
adjk⊗
M⊗Aj are defined to be the total k-grading and total differential on the tensor product
of complexes. The d-grading is defined to be the total d-grading, with the degree d
part given by ⊕
d0+d1+...+dj=d
ad0j• ⊗Md1• ⊗ ...⊗Mdj•.
The bimodule structure, grading and differential on
⊕
mdjk ⊗M⊗Aj are defined like-
wise. We sometimes write
Pa,m(A,M) = (a(A,M),m(A,M)).
If a and b are differential trigraded algebras, and axb is a differential trigraded (a, b)-
bimodule, then we have a differential bigraded (a(A,M), b(A,M))-bimodule
x(A,M ) :=
⊕
d,j,k
xdjk ⊗M⊗Aj .
Example 7. Let c3 be the algebra given by quiver and relations as
1
•
η
(( 2
•
η
((
ξ
hh
3
•
ξ
hh ,
modulo relations ξ2 = η2 = ξη + ηξ = 0, ηξe3 = 0. This is a quasi-hereditary Ringel
self-dual algebra with respect to the natural order and composition structure of the left
projectives is given by the large numbers in
10
0
20
0
❃❃
❃
  
 
30
0
21
1
10
1
❃❃
❃
31
1
  
 
20
1
11
2
21
2
and there is the obvious j-grading by path length, which we have indicated as an index.
The k-grading is identically zero, and the d-grading is taken to be the ∆-grading in the
quasi-hereditary structure, indicated by the superscripts. Its tilting module t as a left
module looks like
1 2
❂❂
❂
✁✁
✁
1 2 1
❂❂
❂ 3
✁✁
✁
1 2
and we have an isomorphism of t⊗ t ∼= c∗3, which thanks to a simple-preserving duality
looks like c3 upside down as a left module. In computing the algebra c3(c3, (t,Homc3(t, c3)),
the adjoint to the tilting module does not come into play, since c3 is positively graded.
The algebra c3(c3, (t,Homc3(t, c3)) has 9 simple modules (i, j) where 1 ≤ i, j ≤ 3.
We compute the projective (1, 2). The algorithm prescribes that we should get a quo-
tient of this by taking the simple 100 and tensoring it with t
⊗0e2 = c3e2, a subquotient
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by taking the simple 211 and tensoring it with te2, and a submodule by tensoring 1
1
2
with c∗3e2, giving the three modules
(1, 2)0
▲▲▲
▲
rrr
r
(1, 1)0
▲▲▲
▲ (1, 3)
1
rrr
r
(1, 2)1
(2, 1)1
(2, 2)2
(2, 1)2
(1, 2)1
▲▲▲
▲
rrr
r
(1, 1)2
▲▲▲
▲ (1, 3)
1
rrr
r
(1, 2)2
respectively. Identifying (i, j) with 3(i − 1) + j in a 3-adic expansion, we obtain the
second projective
20
❇❇
❇
❯❯❯❯
❯❯❯❯
❯❯❯
⑤⑤
⑤
10
❯❯❯❯
❯❯❯❯
❯❯❯
❇❇
❇ 3
1
⑤⑤
⑤
41
⑤⑤
⑤ ❇❇
❇
21
❇❇
❇ 5
2
⑤⑤
⑤ ❇❇
❇ 2
1
❇❇
❇
⑤⑤
⑤
42
❯❯❯❯
❯❯❯❯
❯❯❯ 1
2
❇❇
❇ 3
1
⑤⑤
⑤
22
where the precise extensions require a more careful analysis (done in [9, Section 1]) and
we have again indicated the d-degree by superscripts. The algebra c3(c3, (t,Homc3(t, c3))
describes a block of polynomial representations of GL2 in characteristic 3 with p
2 = 9
simple modules, of which we have given the extension algebra of standard modules in
Section 3. (Note that Ringel duality produces a twist on t, so that for computing the
projective at (1, 1), we need the third summand of the tilting module and to compute
the projective at (1, 3), we need the simple summand of t. Details on this can be found
in [9].)
The operators P coincide with the operators O from our previous papers [9, 10] if we
restrict them to positively graded objects of U , concentrated in d-degree zero. As the
d-grading is just an extra grading dragged around, which does not interfere with the
constructions, the only place we need to take care in extending results from [10] is the
extension to the bonded setting.
However, using Lemma 3, we find all proofs go through without problem. In particular,
the operators P define 2-endofunctors of U (see [9, Lemma 9] for the original O), but
we will not use this here.
The following lemmas are the bonded analogues of results we have established previously
[10] and are proved in exactly the same fashion.
Lemma 8. [10, Lemma 14] Let a be a differential bigraded algebra, xa and ay differ-
ential bigraded modules, (A,M) an object of U . Then
x(A,M)⊗a(A,M) y(A,M) ∼= (x⊗a y)(A,M).
Lemma 9. [10, Lemma 15] Let c be a differential trigraded algebra, and (A,M) a
Rickard object of U . If x and y are differential trigraded c-modules, then we have a
quasi-isomorphism
(Homc(x, y))(A,M )→ Homc(A,M)(x(A,M ), y(A,M)).
Lemma 10. [10, Lemma 22] Let (A,M) and (B,N) be objects of U such that (A,M)⋗
(B,N). Let (a,m) be a j-graded Rickard object of U . Then Pa,m(A,M)⋗Pa,m(B,N).
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Lemma 11. [10, Lemma 23] Let (A,M) and (B,N) be quasi-isomorphic objects of
U . Let (a,m) be a j-graded Rickard object of U . Then Pa,m(A,M) and Pa,m(B,N)
are quasi-isomorphic objects of U .
5.6. The operator O. We now recall the definition of the operator O as well as the
result which asserts that it behaves favourably with respect to taking homology [10].
Let Γ =
⊕
Γijk be a differential trigraded algebra. We have an operator
OΓ  {Σ| Σ =
⊕
Σjk a differential bigraded algebra }
given by
OΓ(Σ)
ik =
⊕
j,k1+k2=k
Γijk1 ⊗ Σjk2 .
The algebra structure and differential are obtained by restricting the algebra structure
and differential from Γ⊗Σ. If we forget the differential and the k-grading, the operator
OΓ is identical to the operator OΓ defined in the introduction.
Lemma 12. [10, Lemma 18] We have
HOΓ ∼= HOHΓ ∼= OHΓH,
for a differential trigraded algebra Γ.
5.7. Comparing P and O. We have previously made a comparison of operators O
and O [10]. We could add a d-grading to O to obtain a direct generalisation of this
comparison result. However, in our application, we use the operator O only in a setting
where the d-grading is the negative of the k-grading, and so to simplify we disregard
it. Let D denote the 2-functor from U to T which disregards the d-grading. Then,
extending the operator O to the bonded setting, we have DP = O. Extending our
comparison result in a bonded setting, again using Lemma 3, we obtain the following:
Lemma 13. [10, Corollary 21] Let a be a differential bigraded algebra and m a bonded
pair of a-a dg bimodules. Then we have an isomorphism of dg algebras
DPF,0P
n
a,m(F, (F, F ))
∼= OFO
n
Ta(m)
(F [z, z−1]).
5.8. Keller’s homological duality. Let A be (quasi-isomorphic to) a finite dimensional
algebra with modules S1, . . . , Sf which generate the derived category D(A) of A. Let
Pl =
⊕
k P
k
l be a projective resolution of Sl. Let K(A) denote the dg algebra
K(A) =
⊕
k,k′
HomA(
f⊕
l=1
P kl ,
f⊕
l=1
P k
′
l ).
Then P =
⊕f
l=1 Pl is a differential graded A-K(A)-bimodule. There are mutually
inverse equivalences
Ddg(A)
HomA(P,−)..
Ddg(K(A))
P⊗K(A)−
mm ,
by a theorem of Keller [5, Theorem 3.10]. Since P is projective as an A-module, we
have a natural isomorphism of functors
HomA(P,−) ∼= HomA(P,A) ⊗A −.
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Let (A,M) be an object of U , where Ad = 0 for d < 0. We now define a homological
duality operator K which sends (A,M) to another object of U .
We define S1, ..., Sf to be the direct summands of the degree zero part of A taken
with respect to the d-grading. Assume P is djk-graded. Given a differential graded
A-A-bimodule M , denote by K(M) the dg K(A)-K(A)-bimodule
K(M) = HomA(P,A) ⊗AM ⊗A P.
We have K(M) ∼= HomA(P,M)⊗AP . For a bonded pair M = (M,M
′) of bimodules,
denote by K(M) the pair (K(M),K(M ′)). Let K(A,M) := (K(A),K(M )), with
bonded structure defined in the natural way as follows. We have maps
K(M) ⊗K(A) K(M
′)
= HomA(P,A) ⊗AM ⊗A P ⊗K(A) HomA(P,A) ⊗AM
′ ⊗A P → K(A)
and
K(M ′)⊗K(A) K(M)
= HomA(P,A) ⊗AM
′ ⊗A P ⊗K(A) HomA(P,A) ⊗AM ⊗A P → K(A)
which are given by the composition of the natural map P ⊗K(A) HomA(P,A) → A
and the maps M ⊗AM
′ → A and M ′ ⊗AM → A respectively, the latter maps being
given by the bonding. It follows immediately that these maps define a bonding, as the
relevant morphisms
HomA(P,A)⊗A M ⊗A P ⊗K(A) HomA(P,A) ⊗AM
′ ⊗A P ⊗K(A) HomA(P,A) ⊗AM ⊗A P
→ HomA(P,A) ⊗AM ⊗A P
factor through the morphisms
HomA(P,A) ⊗AM ⊗AM
′ ⊗AM ⊗A P → HomA(P,A)⊗M ⊗ P,
where we can apply the bonding of (M,M ′).
Lemma 14. Suppose (A,M) is a Rickard object of U , where Ad = 0 for d < 0. The
bimodule P induces a dg equivalence (A,M)⋗K(A,M).
Proof. The quasi-isomorphisms
P ⊗K(A) K(M)→M ⊗A P
and
P ⊗K(A) K(M)→M
′ ⊗A P
follow in the same fashion as in [10, Lemma 9]. It remains to be checked that the
diagrams
P ⊗K(A) K(M)⊗K(A) K(M
′) //

M ⊗A ⊗M
′ ⊗A P // A⊗A P

P ⊗K(A) K(A) // P
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P ⊗K(A) K(M
′)⊗K(A) K(M) //

M ′ ⊗A ⊗M ⊗A P // A⊗A P

P ⊗K(A) K(A) // P
commute, which is straightforward. 
Remark 15. Suppose that (a,m) = (a, (m,m−1)) is a j-graded Rickard object of U ,
such that a is concentrated in non-negative d-degrees and that a projective resolution
P of the degree zero part of a is differential djk-trigraded. Then K(a) inherits a
differential djk-trigrading. In this case we call (a,m) a dagger object of U , and the dg
equivalence in Lemma 14 is differential djk-trigraded.
5.9. Homological duality for operators P. We now consider how the Keller duality
operator K behaves with respect to the operators P.
Lemma 16. Let (A,M) be a Rickard object of U . Let (a,m) be a dagger ob-
ject of U , with homological dual K(a,m). Assume further that P (A,M) generates
Ddg(a(A,M)). Then we have a differential dk-bigraded equivalence
Pa,m(A,M)⋗ PK(a,m)(A,M).
Proof. Let P be the differential djk-trigraded a-module inducing the duality between
a and K(a) as in Subsection 5.8. Notice that P (A,M) is a differential dk-bigraded
a(A,M)-K(a)(A,M)-bimodule.
Now K(a)(A,M ) is by definition Homa(P, P )(A,M ), which by Lemma 61 is quasi-
isomorphic to Homa(A,M)(P (A,M), P (A,M)).
As P (A,M) generates Ddg(a(A,M)) by assumption, by Keller’s theory P (A,M) in-
duces a dg-equivalence between Ddg(a(A,M)) and Ddg(K(a)(A,M )) [5, Theorem
3.10].
To check the conditions of Definition 6 on bimodules is an easy repeated application
of Lemma 60 to the diagrams for the equivalence in the proof of Lemma 14. 
5.10. A quasi-isomorphism of operators. Here we show thatKPa,m is quasi-isomorphic
to PK(a,m)K under suitable conditions. We first note that we always have a dk-graded
equivalence between the objects K(Pa,m(A,M)) and PK(a,m)(K(A,M)) of U .
Theorem 17. Let (A,M) be a Rickard object of U . Let (a,m) be a be a dagger
object of U . Assume further that P (A,M) generates Ddg(a(A,M)). We have a chain
of differential dk-bigraded equivalences
K(Pa,m(A,M))⋖ Pa,m(A,M)⋗ PK(a,m)(A,M)⋗ PK(a,m)(K(A,M)).
Proof. This follows from Lemmas 14, 16 and 10. 
Under special conditions, which in Proposition 22 will turn out to hold for our application
to Weyl modules for GL2, we can strengthen this as follows:
Theorem 18. Assume the following:
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(i) Let (a,m) be a dagger object of U such that a is concentrated in non-negative
j-degrees.
(ii) Let (A,M) = (A, (M,M−1)) be a Rickard object of U , such that
(a) both A and M are concentrated in non-negative d-degrees;
(b) M⊗j ⊗A A
0• ∼= (M⊗j)0• for all j such that a0j• 6= 0.
(iii) The differential dk-bigraded a(A,M)-module (a(A,M))0• generates the derived
category Ddg(a(A,M)).
Then the chain of equivalences in Theorem 17 lifts to a quasi-isomorphism from
PK(a,m)(K(A,M)) to K(Pa,m(A,M)).
Proof. We denote by Pa the projective resolution of the d-degree zero part of a and by
PA the projective resolution of the d-degree zero part of A and note that we have an
isomorphism
K(M)⊗K(A)r ∼= HomA(PA,M
⊗Ar ⊗A PA)
and hence an isomorphism
(1) K(a)(K(A,M )) ∼= HomA(PA,K(a)(A,M )⊗A PA).
We have a quasi-isomorphism Pa(A,M) → a
0•⋄(A,M) by [9, Lemma 15] and quasi-
isomorphisms
M⊗j ⊗ PA →M
⊗j ⊗A A
0♣
∼= (M⊗j)0♣
for all j such that a0j• 6= 0 by (iib). Thanks to (i) and (iia) we also have
(a(A,M ))0• ∼=
⊕
j≥0,d≥0
adj⋄ ⊗F (M
⊗j)−d♣
∼=
⊕
a0j⋄ ⊗F (M
⊗j)0♣
and putting the latter two observations together, we obtain that Pa(A,M)⊗A PA is a
projective resolution of (a(A,M ))0•.
Therefore
(2) K(a(A,M )) ∼= Enda(A,M)(Pa(A,M)⊗A PA).
To prove the theorem we need to show thatK(a(A,M )) is quasi-isomorphic toK(a)(K(A,M)).
We have
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K(a)(K(A,M )) = HomA(PA,K(a)(A,M )⊗A PA)
by (1)
= HomA(PA,Homa(Pa, Pa)(A,M)⊗A PA)
by definition of K(a)
∼= HomA(PA,Homa(A,M)(Pa(A,M), Pa(A,M))⊗A PA)
by Lemma 61
∼= HomA(PA,Homa(A,M)(Pa(A,M), Pa(A,M)⊗A PA))
by projectivity ot PA
∼= Homa(A,M)(Pa(A,M)⊗A PA, Pa(A,M)⊗A PA)
by adjunction
∼= K(a(A,M ))
by (2)
Similarly we have
K(m)(K(A,M ))
= HomA(PA,K(m)(A,M)⊗A PA)
= HomA(PA,Homa(Pa,m⊗a Pa)(A,M )⊗A PA)
∼= HomA(PA,Homa(A,M)(Pa(A,M),m(A,M )⊗a(A,M) Pa(A,M))⊗A PA)
∼= HomA(PA,Homa(A,M)(Pa(A,M),m(A,M )⊗a(A,M) Pa(A,M)⊗A PA))
∼= Homa(A,M)(Pa(A,M)⊗A PA,m(A,M)⊗a(A,M) Pa(A,M)⊗A PA)
∼= K(m(A,M ))
and the analogous chain for m−1.
We need to check compatibility of these quasi-isomorphisms with the bonding.
The bonding on K(m)(K(A,M )) and K(m−1)(K(A,M)) is given via
K(m)(K(A,M))⊗K(a)(K(A,M))K(m
−1)(K(A,M)) ∼= (K(m)⊗K(a)K(m
−1))(K(A,M ))
from Lemma 60 and the bonding K(m) ⊗K(a) K(m
−1) → K(a) which is induced by
the evaluation map Pa ⊗K(a) Homa(Pa, a)
∼
→ a and the bonding on m⊗a m
−1.
For the bonding on K(m(A,M )) and K(m−1(A,M)) note that, since (a(A,M ))0•
generates Ddg(a(A,M )), its projective resolution P := Pa(A,M) ⊗A PA contains a
progenerator of a(A,M) so, the evaluation map
P ⊗K(a(A,M)) Homa(A,M)(P, a(A,M ))→ a(A,M)
is an isomorphism and, using projectivity of P and, in the last step, Lemma 61 we
obtain
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K(m(A,M))⊗K(a(A,M)) K(m
−1(A,M))
=Homa(A,M)(P,m(A,M )⊗a(A,M) P )
⊗K(a(A,M)) Homa(A,M)(P,m
−1(A,M)⊗a(A,M) P )
∼=Homa(A,M)(P, a(A,M ))⊗a(A,M) m(A,M)
⊗a(A,M) P ⊗K(a(A,M)) Homa(A,M)(P, a(A,M ))
⊗a(A,M) m
−1(A,M )⊗a(A,M) P
∼=Homa(A,M)(P, a(A,M ))⊗a(A,M) m(A,M)
⊗a(A,M) m
−1(A,M )⊗a(A,M) P
∼=Homa(A,M)(P, a(A,M ))⊗a(A,M) (m⊗a m
−1)(A,M)⊗a(A,M) P
which together with the bonding on m ⊗a m
−1 induce the bonding. The analogous
statements hold for reversed roles of m and m−1 and our quasi-isomorphisms are hence
compatible with the bonding, completing the proof of the theorem. 
6. Recollections on GL2.
We say a Z-grading A = ⊕d≥0A
d on a quasi-hereditary algebra is a ∆-grading if Ad is
isomorphic to a direct sum of standard modules, for all d.
Let Z denote the algebra given by the quiver
· · ·
0
•
η
(( 1
•
η
((
ξ
hh
2
•
η
((
ξ
hh
3
•
ξ
hh · · · ,
modulo relations ξ2 = η2 = ξη − ηξ = 0. We will call this the zigzag algebra and it or
its various truncations show up in many guises in representation theory. It is therefore
a very well-studied little infinite dimensional algebra whose projective indecomposable
modules have a Loewy structure given by
l
①①① ❋
❋❋
l− 1
❋❋❋
l + 1
①①①
l
where l denotes the simple module at vertex l, and is well-known to have a number of
interesting homological properties, all of which are easily checked by hand. For example,
it is quasi-hereditary, symmetric, and Koszul. Furthermore, its derived category admits
an action of the braid 2-category, in which braids act faithfully [6, Section 2]. We are
especially interested in the quasi-hereditary structure on Z, in which ∆(l) has top l and
socle l− 1 for l ∈ Z.
For our application to GL2, we will be interested in a finite truncation of Z. Let c be
the finite dimensional subquotient of Z generated by
1
•
η1
(( 2
•
ξ1
hh
η2
(( 3
•
ξ2
hh · · ·
p−1
•
ηp−1
)) p
•,
ξp−1
jj
modulo the ideal I = (ξl+1ξl, ηlηl+1, ξlηl + ηl+1ξl+1, ηp−1ξp−1 | 1 ≤ l ≤ p− 2)
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We will now recall some facts about the rational representation theory of G = GL2(F ).
The category of polynomial representations ofG of degree r is equivalent to the category
S(2, r) -mod of representations of the Schur algebra S(2, r) [4]. A block is Ringel self-
dual if and only if it has pq simple modules [3]. In, [8].[9] we developed a combinatorial
way to describe these blocks, which we now describe.
We denote by σν the algebra involution of Z which sends vertex i to vertex p− i and
exchanges ξ and η. Let el denote the idempotent of Z corresponding to vertex l ∈ Z.
Let
t =
∑
1≤l≤p,0≤m≤p−1
elZem.
Then t admits a natural left action by the subquotient c of Z. By symmetry, t admits
a right action by c, if we twist the regular right action by σν. In this way, t is naturally
a c-c-bimodule (see [8, Lemma 14] in a more general case, this case is easily checked
by hand).
The algebra c is a quasi-hereditary algebra, and the left restriction ct of t is a full
tilting module for c. The natural homomorphism c → Homc(ct, ct) defined by the
right action of c on t is an isomorphism, implying that c is indeed Ringel self-dual
(again [8, Theorem 19] for a more general case, this case is easily checked by hand).
Let t˜ denote a projective resolution of t as a c-c bimodule, then t˜ is a two-sided tilting
complex, and t˜⊗c− induces a self-equivalence of the derived category D
b(c) of c. We
also have the adjoint complex t˜
−1
= Homc(t˜, c). We denote by t the pair of bonded
c-c dg bimodules (t˜, t˜
−1
).
The operator Pc,t (see Section 5.5) acts on the collection of algebras with a bonded pair
of bimodules, such as the pair (F, F ) whose algebra is F and whose bonded bimodules
F are just the pair of regular bimodules (F, F ). The operator PF,0P
q
c,t takes an algebra
with a bonded pair of bimodules to an algebra, along with a pair of zero bimodules
which we disregard. We define bq to be the category of modules over the ∆-graded
algebra PF,0P
q
c,t(F, F ).
We have an algebra homomorphism c → F which sends a path in the quiver to 1 ∈
F if it is the path of length zero based at 1, and 0 ∈ F otherwise. This algebra
homomorphism lifts to a morphism of operators Pc,t → PF,0. We have P
2
F,0 = PF,0;
We thus have a natural sequence of operators
PF,0 ← PF,0Pc,t ← PF,0P
2
c,t ← ...,
which, if we apply each term to (F, F ) and take representations, gives us a sequence
of embeddings of highest weight categories
b1 → b2 → b3 → ...
We denote by b the union of these highest weight categories. In a previous paper, we
have proved the following:
Theorem 19. [9, Corollary 21,Corollary 27] Every block of G -mod is ∆-equivalent to
b. Every block of S(2, r) -mod whose number of isomorphism classes of simple objects
is pq is ∆-equivalent to bq.
Note that this was formulated only in terms of the operators Oc,t ([9, Corollary 21])
and O
c,t˜ ([9, Lemma 22]). However, both c and t are concentrated in non-negative
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j-degrees, and therefore t˜
−1
is only present for formal purposes: it is irrelevant for
computation and Pc,t = Oc,t˜. The fact that the operator Pc,t = Oc,t˜ truly gives us
the correct ∆-grading also follows from our previous work [8, Theorem 18].
7. The homological dual of (c, (t, t−1)).
In view of the previous section, if we take the d-grading to be that given by the ∆-
grading, our task is to compute the homology of the algebra component of KPq
c,t(F, F ).
We would like to use Theorem 18 to move the operator K to the right until we are
down to the trivial task of applying K to (F, F ). We therefore first check that the
conditions given in this theorem are satisfied in our given situation.
7.1. Hypotheses of Theorem 18. We now gather the various facts that we need in
order to ensure the hypotheses of Theorem 18 are satisfied in our situation.
First note that, as the d-grading on t does not feature in our algebraic constructions,
we are free to choose it as it suits us. We define t0•⋄ to be the natural quotient of t
which is the direct sum of costandard modules and t1•⋄ as the kernel of this surjection.
This is obviously a grading on t with respect to which t is concentrated in degree 0
and 1.
Proposition 20. Set (Aq ,Mq) = P
q
c,t(F, F ). Then (A,M q) is a Rickard object of U
such that
(i) Both Aq and Mq are concentrated in non-negative d-degrees.
(ii) We have an isomorphism Mq ⊗Aq A
0•
q
∼=M0•q .
(iii) The differential dk-bigraded c(Aq ,Mq)-module (c(Aq,Mq))
0• generates the de-
rived category Ddg(c(Aq,M q)).
Proof. (Aq,M q) is a Rickard object by [10, Lemma 30].
Claim (i) for Aq follows from the fact that the d-grading on PF,0P
q
K(c,t)K(F, F ) is just
given by the ∆-grading in the quasi-hereditary structure. As t is concentrated in d-
degrees 0 and 1, c is also non-negatively d-graded, a projective c-c-bimodule resolution
t˜ will also be concentrated in non-negative d-degrees. Then Claim (i) for Mq follows
from this fact that c and t˜ are concentrated in positive d-degrees (as the base step in
an induction) and the fact that t is concentrated in positive j-degrees, to ensure in the
inductive step that only c and t are used in the iterative construction of Mq.
Claim (ii) is also checked by induction on q. As t⊗c ∆ ∼= ∇, we automatically obtain
a quasi-isomorphism t˜ ⊗c c
0•⋄ ∼= t ⊗c c
0•⋄ ∼= t0•⋄, which is the base step for Claim
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(ii). For the inductive step we compute that
Mq ⊗Aq A
0•
q
∼= t(Aq−1,M q−1)⊗c(Aq−1,Mq−1) (c(Aq−1,M q−1))
0•
∼= t(Aq−1,M q−1)⊗c(Aq−1,Mq−1) (
⊕
j≥0,d≥0
c
dj• ⊗F (M
⊗j
q−1)
−d•)
as c is concentrated in non-negative d- and j-degrees
∼= t(Aq−1,M q−1)⊗c(Aq−1,Mq−1) (
⊕
j≥0
c
0j• ⊗F (M
⊗j
q−1)
0•)
as Mq−1 is concentrated in non-negative d-degrees
∼= t(Aq−1,M q−1)⊗c(Aq−1,Mq−1) (
⊕
j=0,1
c
0j• ⊗F (M
⊗j
q−1)
0•)
as c0⋄• is concentrated in j-degrees 0, 1
∼= t(Aq−1,M q−1)⊗c(Aq−1,Mq−1) c
0⋄•(Aq−1,M q−1)⊗Aq−1 A
0♣
q−1
by the induction hypothesis
∼= (t⊗c c
0⋄•)(Aq−1,Mq−1)⊗Aq−1 A
0♣
q−1
by Lemma 60
∼= t0⋄•(Aq−1,Mq−1)⊗Aq−1 A
0♣
q−1
∼=
⊕
j=0,1
t
0j• ⊗F M
⊗j
q−1 ⊗A
0♣
q−1
as t0⋄• is concentrated in j-degrees 0,1
∼=
⊕
j=0,1
t
0j• ⊗F (M
⊗j
q−1)
0♣
by the induction hypothesis
∼= t(Aq−1,M q−1)
0•
as both t are concentrated in non-negative d-degrees
∼= M0•q .
For Claim (iii) notice that by Theorem 19 (c(Aq−1,Mq−1))
0• is isomorphic to the sum
over all the standard modules in the block bq which is well known to be a generator of
the derived category. 
In order to apply Theorem 18, we further need the following lemma.
Lemma 21. The object (c, t) ∈ U is a dagger object (cf. Remark 66) and c is
concentrated in non-negative d- and j-degrees.
Proof. We need to be careful about our gradings: c is djk-graded, with η in degree
(1, 1, 0) and ξ in degree (0, 1, 0). Hence c is concentrated in non-negative d- and j-
degrees. In order to obtain K(c), we need to take a projective resolution of c0,•,⋄, which
is given by P =
⊕
1≤l≤p Pl where Pl is a linear projective resolution of ∆(l) = c
0,•,⋄el.
A straightforward computation shows that this is given by
Pl =
p⊕
k=l
cek⌈k − l⌋〈k − l〉[−(k − l)]
THE WEYL EXTENSION ALGEBRA OF GL2(Fp) 23
where ⌈·⌋ denotes a shift in the d-grading. As required, the differential, which is given
by right multiplication by η, has djk-grading (0, 0, 1), turning P into a differential
djk-trigraded left c-module. This completes the proof of the lemma. 
We have now proved the following.
Proposition 22. Setting (a,m) = (c, t) and (A,M) = Pq
c,t(F, F ), the assumptions of
Theorem 18 are satisfied.
Proof. This is a summary of Lemma 21 for Condition (i), and Proposition 20 for
Conditions (ii) and (iii). 
We have now ensured that we can apply the theory developed in Section 5. Towards
describingw combinatorially using our algebraic operators, we next give a combinatorial
description of K(c, t) = (K(c),K(t)) (see Section 5.8).
7.2. The algebra d. Note that in view of Remark 66 and Lemma 21, the dg-equivalence
between (c, t) and K(c, t) is djk-graded.
Using the notation introduced in the proof of Lemma 66, i.e. P =
⊕
1≤l≤p Pl being a
projective resolution of the d-degree 0 part of c, given by
Pl =
p⊕
k=l
cek⌈k − l⌋〈k − l〉[−(k − l)],
we now describe the algebra K(c) = Endc(P ). Let d be the algebra given by the quiver
1
•
2
•
ξ
hh
x
vv 3
•
ξ
hh
x
vv
...
p−1
•
ξ
ii
x
vv p•
ξ
jj
xtt
,
modulo relations ξx − xξ = 0, ξ2 = 0, where x is given djk-degree (−1,−1, 1) and ξ
is given djk-degree (0, 1, 0).
The map d→ Endc(P ) given by
el 7→ (idPl : Pl → Pl)
el−1xel 7→ (Pl−1 → Pl) :
αel−1+k⌈k⌋〈k〉[−k] 7→
{
0 if k = 0,
αel−1+k⌈k − 1⌋〈k − 1〉[−(k + 1)] if k > 0.
which has djk-degree (−1,−1, 1), and
el−1ξel 7→ (Pl−1 → Pl : αel−1+k⌈k⌋〈k〉[−k]) 7→ αξel+k⌈k⌋〈k〉[−k]))
which has djk-degree (0, 1, 0) is easily seen to give a right d-action on P , turning P
into a differential djk-trigraded c-d bimodule.
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The algebra d is isomorphic to Ext•
c
(∆,∆) (cf. [7, Example 5.1.1]), which is quasi-
isomorphic to Endc(P ), implying we have a derived equivalence
D(c -dtrigrdjk)
Homc(P,−)..
D(d -dtrigrdjk)
P⊗L
d
−
nn .
where D(c -dtrigrdjk) denotes the derived category of differential djk-trigraded mod-
ules. Given that the k-grading is exactly the Ext-grading on Ext•c(∆,∆) and the d-
grading on d is the negative of the k-grading, we will from now on ignore the d-grading
on d.
Remark 23. The algebra d is Koszul. The algebra d! is the quadratic dual of d, and
is generated by the quiver
1
•
x∗
((
ξ∗
66
2
•
x∗
((
ξ∗
66
3
• ...
p−2
•
x∗ **
ξ∗
44
p−1
•
x∗
((
ξ∗
66
p
• ,
modulo relations ξ∗x∗ + x∗ξ∗ = 0, x∗2 = 0. We have an algebra isomorphism d ∼= d
!
which exchanges es with ep−s+1, exchanges ξ
∗ with x, and exchanges esx
∗es−1 with
(−1)sep−s+1ξep−s+2.
Our next task will be to trace t through this duality, but first we need to consider
a special case of homological duality. Note that d looks like a graded version of a
truncation of the tensor product of a polynomial ring (generated by the arrows x) and
its Koszul dual, an exterior algebra (generated by the arrows ξ). This will be made
more precise in the proof of Proposition 25, but motivates the analysis of the tensor
product of an algebra and its Koszul dual in the following subsection.
7.3. The tensor product of an algebra and its Koszul dual. Throughout the rest
of this section, we work in a monoidal 2-category Dgalg whose objects are differential
k-graded algebras, whose arrows A → B are objects in the derived category of dg
A-B-bimodules with product given by derived tensor, whose 2-arrows are morphisms in
the derived category of bimodules, and whose monoidal structure is given by the super
tensor product ⊗ over F .
Suppose A is a Koszul algebra with Koszul dual A!. For a general account of Koszul
duality, please see Appendix 2 in Section 9.8. Let KA = A ⊗A0 A
!∗ denote the left
Koszul complex for A and CA = A ⊗A0 A
! the adjoint of the Koszul complex for A!.
Let AK = A
∗⊗A0 A
! denote the associated right Koszul complex. Given two k-graded
algebras A and B we denote ρ the algebra isomorphism A ⊗ B → B ⊗ A that sends
a⊗ b to (−1)|b||a|b⊗ a.
The tensor product A⊗A! = A⊗FA
! is a Koszul self-dual algebra. The following lemma
establishes that Koszul self-duality for A ⊗ A! is homologically dual to ρ 	 A! ⊗ A!
when A! is a symmetric algebra.
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Lemma 24. Suppose A! is a symmetric algebra, thus A ∼= A![s]〈m〉 for some s. Then
we have a commutative diagram
A⊗A!
CA⊗A
!
//
(KA⊗KA! )
ρ

A! ⊗A!
ρ[s]〈m〉

A⊗A!
CA⊗A
!
// A! ⊗A!
in Dgalg.
Proof. We have a diagram
A⊗A!
CA⊗A
!
//
KA⊗KA!

A! ⊗A!
(
A!
K⊗AKA)⊗A
!

A! ⊗A
A!⊗CA //
ρ

A! ⊗A!
ρ

A⊗A!
CA⊗A
!
// A! ⊗A!
which commutes because CAA!K is isomorphic to A and KA!CA is isomorphic to A
!
(in the relevant derived categories of bimodules). We have A!K ⊗A KA ∼= A
!∗ ⊗A0
A⊗A0 A
!∗. This is isomorphic to A!∗⊗A! CA! ⊗AKA which is isomorphic to A
!∗ since
CA! and KA are adjoint equivalences. We have A
!∗ ∼= A[s]〈m〉 since A is a symmetric
algebra. This implies our diagram is equivalent to
A⊗A!
CA⊗A
!
//
KA⊗KA!

A! ⊗A!
[s]〈m〉

A! ⊗A
A!⊗CA //
ρ

A! ⊗A!
ρ

A⊗A!
CA⊗A
!
// A! ⊗A!

7.4. The homological dual of t. The algebra d is Koszul self-dual, and quasi-isomorphic
to K(c). The differential jk-graded bimodule dσ ⊗d0 d
∗ with differential given by in-
ternal multiplication by x⊗ ξ + ξ ⊗ x, i.e.
d(a⊗ b) = (−1)|a|k(ax⊗ ξb+ aξ ⊗ xb),
is a twisted version of the Koszul complex for d. Here we show this bimodule dσ ⊗d0
d
∗〈1〉 is dual to the c-c-bimodule t under K, i.e. is quasi-isomorphic to K(t).
Proposition 25. We have a commutative diagram
d c
P
oo
d
d
σ⊗
d0d
∗
OO
c
P
oo
t〈−1〉
OO
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in Dgalg.
Proof. To begin with consider the Koszul algebra A = S(x), with x in jk-degree
(−1, 1). Its Koszul dual is A! =
∧
(η), with η in jk-degree (1, 0). We also consider the
Koszul algebra
∧
(ξ) with Koszul dual S(y), where again y lives in jk-degree (−1, 1) and
ξ in jk-degree (1, 0). We have
∧
(η)∗ ∼=
∧
(η)[0]〈−1〉, and thus have a commutative
diagram
S(x)⊗
∧
(ξ)
Cx⊗
∧
(ξ) //
(Kx⊗Kξ)
ρ

∧
(η)⊗
∧
(ξ)
ρ〈−1〉

S(y)⊗
∧
(η)
Cy⊗
∧
(η) // ∧(ξ)⊗∧(η)
where K and C denote suitable Koszul complexes and their adjoints.
We record that the differential on Kx ⊗Kξ is given by internal multiplication by x ⊗
ξ + ξ ⊗ x, and thus maps a basis element of the form xn ⊗ b ⊗ c ⊗ d for b, c, d in∧
(η)∗,
∧
(ξ), S(y)∗ respectively, to (−1)n(xn+1⊗ ηb⊗ c⊗ d+xn⊗ b⊗ cξ⊗ yd). Here
the factor (−1)n is the sign obtained from the k-degree of xn.
We have a natural isomorphism
Kx ⊗Kξ = S(x)⊗
∧
(η)∗ ⊗
∧
(ξ)⊗ S(y)∗
∼= S(x)⊗
∧
(ξ) ⊗
∧
(η)∗ ⊗ S(y)∗;
denoting S(x) ⊗
∧
(ξ) by B and S(y) ⊗
∧
(η) by B˜ we obtain the B-B˜-bimodule
B ⊗ B˜∗ with differential acting on the left, sending an element a ⊗ b to the element
(−1)|a|(ax ⊗ ηb + aξ ⊗ yb), where again the degree of a is the power of x appearing
(note the twist with ρ gets swallowed into B˜∗ = (S(y) ⊗
∧
(η))∗ ∼=
∧
(η)∗ ⊗ S(y)∗).
We fix the canonical isomorphism ϑ : B → B˜ which takes x to y and ξ to η. Our
commutative diagram now takes the form
B
Cx⊗
∧
(ξ)//
(B⊗B˜∗)ϑ

∧
(η)⊗
∧
(ξ)
(
∧
(η)⊗
∧
(ξ))ρ〈−1〉

B
ϑ(Cy⊗
∧
(η))// ∧(ξ)⊗∧(η).
This is clearly equivalent to
B
Cx⊗
∧
(ξ)//
(B⊗B˜∗)ϑ

∧
(η)⊗
∧
(ξ)
(
∧
(η)⊗
∧
(ξ))ρ〈−1〉

B
(Cx⊗
∧
(ξ))ϑ
′−1
// ∧(ξ)⊗∧(η)
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where ϑ′
−1
is the isomorphism
∧
(ξ)⊗
∧
(η)→
∧
(η)⊗
∧
(ξ) which takes ξ⊗1 to η⊗1
and 1⊗ η to 1⊗ ξ. This is again equivalent to
B
Cx⊗
∧
(ξ)//
(B⊗B˜∗)ϑ

∧
(η)⊗
∧
(ξ)
(
∧
(η)⊗
∧
(ξ))ρϑ
′
〈−1〉

B
Cx⊗
∧
(ξ)// ∧(η)⊗∧(ξ)
To prove the lemma we string this commutative diagram along a line. In order to do
so, we place another grading (called the f -grading) on these algebras as follows: ξ and
x have degree −1, η and y have degree 1. If we denote a shift by 1 in the f -grading by
⊳1⊲ then we have
∧
(η)∗ ∼=
∧
(η)⊳−1⊲. It is easy to see that by identifying the ith shift
of the unique simple module with the vertex i, the category of f -graded modules for∧
(η)⊗
∧
(ξ) is isomorphic to a category of modules over the zigzag algebra Z, which
is the infinite dimensional quasi-hereditary algebra described in Section 6. By the same
argument, the category of f -graded modules for B = S(x) ⊗
∧
(ξ) is isomorphic to a
category of modules over the quasi-hereditary algebra d∞ with quiver
...
1
•
2
•
ξ
hh
x
vv 3
•
ξ
hh
x
vv 4
•
ξ
hh
x
vv
...
and relations ξx− xξ = 0, ξ2 = 0.
Similarly, the category of graded modules for B˜ = S(y) ⊗
∧
(η) is isomorphic to a
category of modules over the quasi-hereditary algebra d˜∞ with quiver
...
1
•
η
((
y
66
2
•
η
((
y
66
3
•
η
((
y
66
4
• ...
and relations ηy − yη = 0, η2 = 0.
We now wish to lift the above diagram to this graded setting. In order to do this,
we must specify how ϑ : B → B˜ and ϑ′ :
∧
(η) ⊗
∧
(ξ) →
∧
(ξ) ⊗
∧
(η) lift to
the graded setting, by specifying what they do on d0∞ = d˜
0
∞ = Z
0. We do this by
specifying that they send the idempotent el to ep+1−l (and denote this endomorphism
of d0∞ = d˜
0
∞ = Z
0 by σ) and denote the resulting algebra isomorphisms by σd and
σZ respectively. More precisely σd : d∞ → d˜∞ sends x to y and ξ to η and σZ
interchanges ξ and η.
We obtain a diagram
d∞
Y //
(d∞⊗d0∞
d˜
∗
∞)
σ
d

Z
σZν〈−1〉

d∞
Y // Z
where ν denotes the algebra automorphism of Z sending el to el−1, η to η and ξ to
ξ (coming from the fact that
∧
(η)∗ ∼=
∧
(η) ⊳ −1⊲), and where Y denotes a d∞-Z-
bimodule whose adjoint has homology ⊕l∈ZFel.
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The differential on d∞⊗d0∞ d˜
∗
∞ is now again given by a⊗b 7→ (−1)
|a|(ax⊗ηb+aξ⊗yb),
where the degree of a is given by the power of x appearing.
We now carefully analyse the bimodule (d∞⊗d0∞ d˜
∗
∞)
σd . Note that as a d0∞-d-bimodule
(d˜
∗
∞)
σd ∼= σ(d∗∞) so (d∞ ⊗d0∞ d˜
∗
∞)
σd ∼= d∞ ⊗d0∞
σ(d∗∞) and our diagram becomes
d∞
Y //
d∞⊗d0∞
σ(d∗∞)

Z
σZν〈−1〉

d∞
Y // Z
with the differential on d∞ ⊗d0∞
σ(d∗∞) given by a⊗ b 7→ (−1)
|a|(ax⊗ ξb+ aξ ⊗ xb),
where the degree of a is given by the power of x appearing.
To truncate this to our finite-dimensional setting, it is more convenient to work with
d
∗
∞⊗d0∞
σ
d∞ than d⊗d0∞
σ(d∗∞). Note that the former is right adjoint to d∞⊗d0∞
σ
d∞,
whereas the latter it left adjoint to the same bimodule. Since we know we are dealing
with equivalences, we can choose which dg bimodule we work with. The compatibility
of adjunctions with differentials articulated in the appendix on Koszul duality concerning
adjunction implies that on all these bimodules the differentials are given by the formula
d(a⊗ b) = (−1)|a|k(ax⊗ ξb+ aξ ⊗ xb).
Under the adjoint equivalences between derived categories of Z and d∞ determined by
Y the subcategory of modules generated by vertices l with l ≥ r corresponds to the
subcategory of modules given by vertices with l ≥ r. Indeed, since under the functors
between S(x) and
∧
(η) determined by Cx simple
∧
(η)-modules correspond to injective
S(x)-modules, it follows that under Y the simple Z-module indexed by l corresponds
to the d∞-module with socle l and composition factors l, l + 1, l + 2, ... in ascending
radical degrees.
It is a general feature of the theory of quasi-hereditary algebras that cutting at an
idempotent corresponding to a set of vertices which forms an ideal in the partial or-
der corresponds to taking a quotient of derived categories in which the simple objects
corresponding to the complementary set of vertices are sent to zero. We can conse-
quently cut on both sides at the idempotent e≤p given by the vertices ≤ p and obtain
a commutative diagram
e≤pd∞e≤p
Y //
e≤pd
∗
∞⊗d0∞
σ
d∞e≤p

e≤pZe≤p
e≤p(Z
σZν)e≤p〈−1〉

e≤pd∞e≤p
Y // e≤pZe≤p.
Computing e≤pd
∗
∞ ⊗d0∞
σ
d∞e≤p we see that ead
∗
∞ek ⊗d0∞ ek
σ
d∞eb 6= 0, for a, b ≤ p
forces k ≤ p and also p+1− k ≤ p, and therefore k ≥ 1. But k ≥ 1 implies a ≥ 1 and
k ≥ p implies b ≥ 1, so we have 1 ≤ a, b, k ≤ p and e≤pd
∗
∞⊗d0∞
σ
d∞e≤p ∼= d
∗⊗d0
σ
d.
Therefore our diagram becomes
THE WEYL EXTENSION ALGEBRA OF GL2(Fp) 29
d
Y //
d
∗⊗
d0
σ
d

e≤pZe≤p
e≤p(Z
σZν)e≤p〈−1〉

d
Y // e≤pZe≤p.
Twisting by the anti-automorphisms σ of Z and d∞ which exchange el and ep+l−1 and
fix ξ, η and x, gives us a commutative diagram
d e≥1Ze≥1
P
oo
d
d
σ⊗
d0d
∗
OO
e≥1Ze≥1
P
oo
e≥1(Z
νσZ )e≥1〈−1〉
OO
since P is the opposite of Y . Note that upon taking opposites, left differentials on dg
bimodules become right differentials, and vice versa.
Computing e≥1(Z
νσZ )e≥1 = (e≥1Ze≤p−1)
νσZ , which from Section 6 we know to
be isomorphic to t as bimodule over e≥1Ze≥1e≥1/Ann(e≥1(Z
νσZ )e≥1) ∼= c, so our
commutative diagram finally yields
d c
P
oo
d
d
σ⊗
d0d
∗
OO
c.
P
oo
t〈−1〉
OO
As above in the infinite case, dσ ⊗d0 d
∗ induces a derived self-equivalence of d and is
left adjoint to the equivalence given by d⊗ σd, whose right adjoint is d∗ ⊗d0
σ
d, so it
is left to us which adjoint we use in our computations. 
Remark 26. As Remark 23 provides us with a d-d0-bimodule isomorphism d! ∼= dσ,
we have a d-d-bimodule isomorphism between the homological dual of t given by
d⊗d0
σ(d∗) and the Koszul complex d!⊗d0 d
∗. Note that however the differentials are
not the same: In the Koszul complex (after applying our bimodule iso d! ∼= dσ), the
differential is given by
aep+1−l ⊗ elb 7→ axep+2−l ⊗ el−1ξb+ (−1)
laξep+2−l ⊗ el−1xb
whereas our complex has a differential
aep+1−l ⊗ elb 7→ (−1)
|a|k(axep+2−l ⊗ el−1ξb+ aξep+2−l ⊗ el−1xb)
where again the k-degree of a is determined by the power of x appearing rather than
by idempotents as in the Koszul complex.
It follows from Proposition 25 that K(t˜) is quasi-isomorphic to a twisted version of the
Koszul complex for d, shifted in j-degree by 1, namely to
(3) u := dσ ⊗d0 d
∗〈1〉
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with differential given by internal multiplication by x⊗ ξ + ξ ⊗ x.
7.5. The triple. Adjunction gives us a quasi-isomorphism
d
σ ⊗d0 d
∗σ ⊗d0 d→ d.
It follows immediately that K(t˜
−1
) is quasi-isomorphic to
(4) u−1 := dσ ⊗d0 d〈−1〉
with differential d given by internal multiplication by x ⊗ ξ + ξ ⊗ x. The k-grading
on u−1 is identified with the k-grading on dσ ⊗d0 d〈−1〉 inherited from the k-grading
on d, which is different from the usual homological h-grading on the Koszul complex;
nevertheless the differential has k-degree 1.
Putting these observations together and setting u = (u,u−1), we have
Proposition 27. The triple (d,u) is quasi-isomorphic to K(c, t).
8. Expressing w via (d, (u,u−1)).
We demonstrate here how the analysis of homological duality of algebraic operators
made above can be used to reduce the computation of the Weyl extension algebra w
of the principal block of GL2 to the computation of the homology of a certain tensor
algebra.
Proposition 28. We have wq ∼= OFO
q
HTd(u)
(F [z]).
Proof. We have algebra isomorphisms
wq ∼= HPF,0KP
q
c,t(F, (F, F )) Theorem 19
∼= HPF,0P
q
K(c,t)K(F, (F, F )) Theorem 18, Proposition 22
∼= HPF,0P
q
K(c,t)(F, (F, F )) K(F, (F, F )) = (F, (F, F ))
∼= HOFO
q
TK(c)(K(t))
(F [z, z−1]) Lemma 13
∼= OHFO
q
HTK(c)(K(t))
H(F [z, z−1]) Lemma 12
∼= OHFO
q
HTK(c)(K(t))
(F [z, z−1]) H(F [z]) = F [z]
∼= OFO
q
HTd(u)
(F [z, z−1]) Proposition 27.

In the following section we study the algebra Υ := HTd(u) and show that it has the
description referred to in the Section 2, which will then complete the proof of Theorem
1.
9. The algebra Υ.
The aim of this section is to obtain a combinatorial description of HTd(u), which we
will denote by Υ. We will first show that we only need to consider a certain subspace.
Then we will analyse the d-d-bimodule components of this subspace, then how to
multiply these components, before reducing the structure to a basis given by points in
a polytope.
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9.1. Truncating Υ. It turns out that to describe the algebra structure onOFO
q
Υ(F [z])
we only need to know about multiplication on the part of Υ featuring H(ui) for i ≤ 1.
Here we justify this fact.
Note that for i ∈ Z,
O
q
HTd(u,u−1)
H(F [z, z−1])i,k
=
⊕
j1,
k1+k˜1=k
(H(u⊗i))j1,k1 ⊗F (O
q−1
HTd(u,u−1)
H(F [z, z−1]))j1,k˜1
=
⊕
j1,
k1+k˜1=k
(H(u⊗i))j1,k1⊗F
 ⊕
j2,
k2+k˜2=k˜1
(H(u⊗j1))j2,k2 ⊗F (O
q−2
HTd(u,u−1)
H(F [z, z−1]))j2,k˜2)

= · · ·
(5)
where, for l < 0 we interpret u⊗l as (u−1)⊗−l.
A typical direct summand of this looks like
(H(u⊗i))j1,k1 ⊗F (H(u
⊗j1))j2,k2 ⊗F · · · ⊗F (H(u
⊗jq−1))jq ,kq .
Lemma 29. For i ≤ 1 and any k ∈ Z, no direct summand ofOq
HTd(u,u−1)
H(F [z, z−1])i,k
involves tensor factors H(u⊗i)j,k for i > 1.
Proof. The proof is by induction on q. The case q = 1 is trivial. Assume it is true for
O
q−1
HTd(u,u−1)
H(F [z, z−1])i,k. The first step in (5) together with the observation that
for i ≤ 1, the graded piece H(u⊗i)j,⋄ is zero for all j > 1 then implies the inductive
step and the Lemma. 
9.2. The homology of u.
Lemma 30. As a d0-d0-bimodule, H(u) ∼= (d
0)σ.
Proof. This follows from direct computation. The basis elements spanning the homol-
ogy are ei ⊗ e
∗
p+1−i for i = 1, . . . p. 
Remark 31. We remark that both as a left and as a right dg module, u is quasi-
isomorphic to its homology, but not as a dg bimodule. However the projection map
d
σ ⊗d0 d
∗
։ Fep ⊗ Fe
∗
1 is a morphism of dg bimodules, and we denote by d̂
0 the
kernel of this projection; it is quasi-isomorphic to d0 = ⊕p−1h=1(d
0eh)
σ as a right and
left dg module.
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9.3. A bimodule. Here we define and study a certain bimodule M for the algebra d
which is prominent in the homology of ui.
We define Ll ∈ d -mod to be the module with basis {x.x
l, ξ.xl|0 ≤ l ≤ p − 1} where
ef acts as the identity on x.x
p−f and ξ.xp−f , the generator x acts on the second com-
ponent in the obvious way, and ξ sends x.xl to ξ.xl+1, whilst killing ξ.xp−l. Thus Ll is a
left d-module of dimension 2p, whose Loewy structure is p ■■■ p♦♦♦ ❖❖
❖
p− 1
◆◆
p− 1
♣♣ ◆◆
p− 2
■■■
■ p− 2
✉✉✉
✉ ❊❊❊
. . .
. . .
2
▲▲▲
▲ 2
③③③
❇
1 1.
We define Lr ∈ mod-d to be the module with basis {x
l.x, xl.ξ|0 ≤ l ≤ p−1} where el
acts as the identity on xl−1.x and xl−1.ξ, the generator x acts on the first component in
the obvious way and ξ sends xl.x to xl+1.ξ. Thus Lr is a right d-module of dimension
2p, whose Loewy structure is
1 ❆ 1⑥ ❋
❋
2 ❆ 2①① ◆◆
◆◆
3
❂❂
3
✇✇✇
✇ ❍❍❍
❍
. . .
. . .
p− 1
▼▼▼
p− 1
qqq ▲
▲
p p.
The algebra d has a k-grading, with the symbol x in degree 1 and the symbol ξ in
degree 0. This gives d the structure of a dg algebra with trivial differential. The dg
bimodules u and u−1 admit natural k-gradings, with x in degree 1 and ξ in degree 0.
Both Ll and Lr carry a natural j-grading, by placing the symbols x and ξ appearing
in the basis elements in degrees −1 and 1 respectively. We give Ll and Lr a k-grading
by placing ξ.xl, xl.ξ in degree l − 1 and x.xl, xl.x in degree l.
We denote by K ′l = d
σ ⊗d∗ the twisted left Koszul complex, with differential given by
d(a⊗ b) = (−1)|a|k(ax⊗ ξb+ aξ⊗xb). We denote by K ′r = d
∗⊗ σd the twisted right
Koszul complex, with differential given by d(a⊗ b) = (−1)|a|k(ax ⊗ ξb+ aξ ⊗ xb).
Lemma 32. (i) We have L∗l
∼= Lr〈p− 1〉[2− p] and L
∗
r
∼= Ll〈p− 1〉[2− p].
(ii) As ungraded modules, every nonsplit extension of the injective d∗eh by the pro-
jective deh is isomorphic to Ll; every nonsplit extension of the injective ehd
∗ by
the projective ehd is isomorphic to Lr.
(iii) K ′l⊗dLl is quasi-isomorphic to Ll〈p−1〉[1−p] and Lr⊗dK
′
r is quasi-isomorphic
to Lr〈p− 1〉[1− p].
(iv) As ungraded modules, we have Extmd (L•,d) = Ext
m
d (d
∗, L•) = 0, for 0 ≤ m ≤
p− 2, and • ∈ {l, r}.
(v) There is a unique nonsplit extension of L• by an irreducible module for • ∈ {l, r},
forming the middle terms of short exact sequences
0→ d0ep−1 → El → Ll → 0,
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0→ e2d
0 → Er → Lr → 0.
Proof. Both (i) and (ii) are proved by easy explicit calculations. The proof of (iii) is
a little more subtle as we need to drag j and k-gradings through Koszul duality. The
algebra d is Koszul self-dual. We consider the image in Db(d) of modules under the
endofunctor K ′ ⊗d −, where K
′ = K ′l is the twisted Koszul complex for d. Here the
k-grading on the dg d-d bimodule K ′ is inherited from the k-grading on d, and not the
homological h-grading on the Koszul complex. Classical Koszul duality sends projectives
to simples and simples to injectives. Likewise, here we know that K ′ ⊗d d
0es is quasi-
isomorphic to d∗ep+1−s and K
′ ⊗d des is quasi-isomorphic to d
0ep+1−s. Applying
K ′⊗d− to the exact triangle dep → Ll → d
0ep  gives us an exact triangle d
0e1 →
K ′ ⊗d Ll → d
∗e1  . The unique extension of d
∗e1 by d
0e1 is Ll and thus K
′ ⊗d Ll
is quasi-isomorphic to Ll. To see the gradings, note that a projective resolution of Ll
is
P1〈−(p− 2)〉[−1]⊕ P1〈−p〉[0]→ · · ·
· · · → Pp−1〈0〉[−1]⊕ Pp−1〈−2〉[0]→ Pp〈1〉[−1]⊕ Pp〈−1〉[0].
This has a filtration with sections Pp+k〈k + 1〉[k − 1] ⊕ Pp+k〈k − 1〉[k], for k =
0,−1, ..., 1−p. Tensoring with K ′, which is quasi-isomorphic to d0σ, we obtain Ll〈p−
1〉[1− p] as required. The proof for Lr is similar.
Claim (iv) follows from our projective resolution of Ll above because applyingHomd(−,d)
to that linear resolution gives a linear resolution of Lr, whose homology is concentrated
in a single degree.
Claim (v) again follows from explicit computation. 
We have an endomorphism t of Ll of jk-degree (2,−1) which sends x.x
l to ξ.xl, and
ξ.xl to zero. Writing Λ for the exterior algebra on t, we thus give Ll the structure of
a d-Λ-bimodule. We have an endomorphism t of Lr of degree 2 which sends x
l.x to
xl.ξ, and xl.ξ to zero. We thus give Lr the structure of a Λ-d bimodule.
We define M to be the d-d-bimodule Ll ⊗Λ Lr. We define τ to be the involution on
d that sends x to x and ξ to −ξ. The bimodule M has some intriguing properties:
Proposition 33. (i) We have M∗ ∼= M〈2p〉[−2p+ 3].
(ii) We have dM ∼=
⊕p−1
h=0Ll〈−1− h〉[h] and Md
∼=
⊕p−1
h=0 Lr〈−1− h〉[h].
(iii) We have a short exact sequence of bimodules
0→ d〈−p− 1〉[p− 1]→M → d∗〈−p+ 1〉[p− 2]→ 0.
(iv) We have a quasi-isomorphism between ui⊗dM and M
τ i〈ip〉[i(1−p)], for i ∈ Z.
Similarly we have a quasi-isomorphism between M ⊗d u
i and M τ
i
〈ip〉[i(1− p)],
for i ∈ Z.
(v) We have an exact triangle in the derived category of differential graded d-d-
bimodules
u
−1 →M τ 〈1〉[0]→ u[−1] .
(vi) We have an exact triangle in the derived category of differential graded d-d-
bimodules
u
−2 →M〈−p+ 1〉[p− 1]→ d〈0〉[−1] .
Assume p ≥ 3.
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(vii) We have Homd(M,M) ∼= M〈p+ 1〉[1− p] and M ⊗d M ∼= M〈1 − p〉[p− 1] as
jk-graded d-d-bimodules.
Proof. (i) We have isomorphisms of bimodules
M∗ = Hom(Ll ⊗Λ Lr, F )
∼= HomΛ(Ll,Hom(Lr, F ))
∼= HomΛ(Ll, Ll)
∼= HomΛ(Ll, Ll ⊗Λ Λ))
∼= Ll ⊗Λ HomΛ(Ll,Λ)
∼= Lr ⊗Λ Lr
∼= M
We are using here that Ll is projective as a right Λ-module, some adjunctions, and
the fact that Λ is a symmetric algebra. The gradings match up as described: M is
concentrated in j-degrees 0 down to −2p, thus M∗ is concentrated in degrees 2p down
to 0; M is concentrated in k-degrees −1 up to 2p − 2, thus M∗ is concentrated in
degrees 2− 2p up to 1.
(ii) This follows directly from the definition.
(iii) To embed d inM , we send eh ∈ d to x.x
p−h⊗xh−1.x ∈M , a map of (j, k)-degree
(−p− 1, p− 1). The quotient map corresponding to this embedding is then dual to the
embedding.
(iv) As one-sided modules, this follows from Lemma 32 (iii). We know that u is Kl
accompanied by a shift in j-degree by 1. It follows that u ⊗d Ll = Ll〈p〉[1 − p] and
consequently that u ⊗d M = M〈p〉[1 − p]. The left-sided statement follows from the
fact that K ′ ⊗d M ∼= M
τ as d-d-bimodules, the right-sided statement similarly. We
do not establish the twist by τ here; a detailed analysis confirming the twist appears in
Corollary 39 and Lemma 43.
(v) The triangle is obtained by tensoring the exact sequence of part (iii) on the left
with u−1〈1〉 = dσ ⊗d0 d, shifting in j-degree by p and using part (iv).
(vi) The triangle is obtained by tensoring the triangle of part (v) on the left with
u
−1 = dσ ⊗ d〈−1〉, again using part (iv).
(vii) First note that applying Homd(−,M) to the short exact sequence of (iii) gives us
a long exact sequence
...← Ext1(d∗,M)← Hom(d〈−p−1〉[p−1],M)← Hom(M,M)← Hom(d∗,M)← 0.
By the preceding lemma Homd(d
∗,M) = Ext1
d
(d∗,M) = 0, and so
Homd(M,M) ∼=M〈p+ 1〉[1− p].
Since the map Homd(M,M) → Homd(d,M) is a bimodule homomorphism, we have
Homd(M,M) ∼=M〈p+1〉[1−p] as jk-graded d-d-bimodules. By adjunction and part
(i) and the previous sentence, we have
HomF (M ⊗d M,F ) ∼= Homd(M,M
∗)
∼= Homd(M,M〈2p〉[3− 2p])
∼= M〈3p+ 1〉[4− 3p]
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so duality gives us M ⊗d M ∼=M〈−p− 1〉[p− 1] by part (i). 
Lemma 34. We have a bimodule Lθl ⊗ΛLr where θ is the automorphism of Λ sending
t to −t. As a d-d-bimodule, Lθl ⊗ Lr is isomorphic to M
τ .
Proof. On both Lθl ⊗Λ Lr and M
τ , internal multiplication by x ⊗ ξ + ξ ⊗ x is zero.
Since the spaces have the same dimension and are quotients of Ll ⊗F Lr, they are
isomorphic. 
It is convenient to truncate M a little, as both M and its truncated version will appear
in our explicit computations of HTd(u). We have a j-graded bimodule homomorphism
M → (d0ep)
σ which sends x.1 ⊗ 1.ξ ∈ M to ep, and sends all other basis elements
of M to zero; we define M to be the kernel of this homomorphism. Recall the dg
bimodule d̂0 from Remark 31.
Proposition 35. (i) We have an exact triangle in the derived category of d-d-bimodules,
u
−1 →M
τ
〈1〉 → d̂0〈1〉[−1] .
(ii) The homology of the left d-module u−1eh is isomorphic to dep if h = 1, to El if
h = 2, and to Ll⊕ d
0eh if h > 2. The homology of the right d-module ehu
−1 is
isomorphic to e1d if h = p, to Er if h = p− 1, and to Lr ⊕ eid
0 if h < p− 1.
Assume p ≥ 3.
(iii) We have
Homd(M,M) ∼=M〈p+ 1〉[1− p]
and
M ⊗d M ∼= M ∼=M ⊗d M ∼= M ⊗d M ∼= M〈−p− 1〉[p− 1]
as d-d-bimodules.
Proof. (i) By Proposition 33(v), we have a triangle u−1 → M τ 〈1〉[0] → u[−1]  .
We obtain the desired triangle by cancelling the one-dimensional cokernels of M →M
and d̂0 → u with the induced non-zero map between them, that is zero in the derived
category.
(ii) Using the quasi-isomorphism between u−1 and M
τ
→ d̂0[−1] from Proposition
33(v) as well as the one-sided quasi-isomorphisms d̂0 ∼= d0, this follows by direct
computation.
(iii) We have an exact sequence of bimodules
0→M →M → (d0ep)
σ → 0.
Applying Hom(−,M) in the category of left modules gives us a long exact sequence
← Ext1(d0ep,M)← Hom(M,M)← Hom(M,M)← Hom(d
0ep,M).
Since Hom(d0ep,M) and Ext
1(d0ep,M) are both zero, we find
Hom(M,M) ∼= Hom(M,M) ∼= M.
As ungraded modules,
HomF (M ⊗d M,F ) ∼= Homd(M,M
∗) ∼= Homd(M,M) ∼=M,
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and dualising (using againM∗ ∼= M from Proposition 33(i)), we obtainM⊗dM ∼= M .
Working instead on the right, we obtain M ⊗d M ∼= M . By duality, we have an exact
sequence of bimodules
0←M
∗
←M ← (d0e1)
σ ← 0.
Applying Hom(M,−) in the category of left modules gives us a long exact sequence
Ext1(M, (d0e1)
σ)← Hom(M,M
∗
)← Hom(M,M)← Hom(M, (d0e1)
σ)← 0
Vanishing of the first and last terms of this sequence gives us an isomorphismHom(M,M
∗
) ∼=
Hom(M,M), so Hom(M,M
∗
) ∼=M〈−p〉. Adjunction and the isomorphismM∗ ∼= M
again give us M ⊗d M ∼= M . All gradings are checked using the gradings prescribed
in Proposition 33. 
Lemma 36. We have natural homomorphisms of d-d-bimodules α, β, and γ, that
make the triangles
M ⊗d d
0σ α //
γ

Mep〈p− 1〉[1− p]
βtt❥❥❥❥
❥❥❥❥
❥❥
d
0σ ⊗d M
α //
γ

e1M〈p− 1〉[1− p]
βtt❥❥❥❥
❥❥❥❥
❥❥
M〈p− 1〉[1− p] M〈p− 1〉[1− p]
M ⊗d d
0σ α //
γ

dep〈−2〉[0]
βxx♣♣♣
♣♣♣
♣♣♣
♣♣
d
0σ ⊗d M
α //
γ

e1d〈−2〉[0]
βxx♣♣♣
♣♣♣
♣♣♣
♣♣
d〈−2〉[0] d〈−2〉[0]
commute.
Proof. The arrows β are the obvious embeddings. The arrow α in the top left hand
diagram sends an element a ⊗ b ⊗ el ∈ Ll ⊗ Lr ⊗ d
0σ to a ⊗ bep for l = 1 and
to zero for l > 1; The arrow α in the top right hand diagram sends an element
el ⊗ b ⊗ c ∈ d
0σ ⊗ Ll ⊗ Lr to e1b ⊗ c for l = 1 and to zero for l > 1. These maps
restrict to the arrows α in the bottom diagram. The arrows γ are merely compositions
of α and β. 
9.4. The d-d-bimodule structure of Td(u
−1). We now obtain the following descrip-
tion of Td(u
−1).
Proposition 37. As a differential jk-graded d-d-bimodule, Td(u
−1) has a filtration
with sections
d
M
τ
〈1〉 // d̂0〈1〉
M〈−p+ 1〉 // d
M τ 〈−2p+ 1〉 //M
τ
〈1〉 // d̂0〈1〉
M〈−3p+ 1〉 // M〈−p+ 1〉 // d
......
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in the j-grading, and
d
M
τ // d̂0[−1]
M [p− 1] // d[−1]
M τ [2p− 2] // M
τ
[−1] // d̂0[−2]
M [3p− 3] // M [p− 2] // d[−2]
......
in the k-grading.
Proof. We have separated j-gradings and k-gradings for typesetting reasons: the dia-
grams get too complicated otherwise. In the statement of the lemma, and in similar
statements in our script, we take a sequence of arrows
X0 → X1 → ...→ Xl
to represent an object of the derived category with a filtration whose sections are
isomorphic to Xl[l]; if we replace Xl by an isomorphic projective resolution, then the
object is isomorphic to a complex formed by taking the total complex of a complex
of such resolutions. The rows of the diagram correspond to ui, for i ∈ Z≤0. Cases
i = −1,−2 are described in Proposition 35(i) and 33(vi), and we obtain the lower
rows by successively applying u−1⊗− to the terms in the row above using Proposition
33(iv). 
9.5. Explicit formulas for the homology of ui for i ≤ −1. We define Υ− to be the
homology of Td(u
−1).
Let i ≤ −1. We are interested in describing explicit formulas for a basis of Υi, as a
subquotient of
u
i ∼= dσ ⊗d0 d
σ ⊗d0 ...⊗ d
σ ⊗d0 d〈i〉
To simplify notation, in the remains of this section we omit shifts in jk-degree.
The case i = −1. The differential on u−1 = dσ ⊗ d〈−1〉 is given by d(a ⊗ b) =
(−1)|a|k(ax⊗ ξb+ aξ ⊗ xb). We record that x and ξ super-commute in homology:
Lemma 38. In H(dσ ⊗ d), we have xmeh ⊗ ehξx
l ≡ −xm−1ξeh ⊗ ehx
l+1.
Proof. This follows immediately from the fact that the image of xm−1eh−1 ⊗ eh−1x
l
under the differential is (−1)m−1(xmeh ⊗ ehξx
l + xm−1ξeh ⊗ ehx
l+1). 
We deduce from this the twist required on our copy of M in homology:
Corollary 39. The component of H(dσ ⊗d0 d) generated by ep ⊗ e1 is isomorphic to
M
τ
as a d-d-bimodule.
Proof. The element ep⊗ ep of d
σ ⊗d0 d maps to zero under the differential. Since the
bimodule M has simple top p⊗F 1
op〈−1〉 and we have a unique composition factor of
d
σ⊗d isomorphic to p⊗ 1op, we conclude the element ep⊗ e1 of d
σ⊗d generates the
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factor M
τ
of H(u−1), whose basis elements written into pictures of the composition
structures for M
τ
look like
ep ⊗ e1
▲
ξ ⊗ e1❑
x⊗ e1
rr ❖
xξ ⊗ e1
❍❍
❍
x2 ⊗ e1
qq
qq ◗◗◗
◗◗◗
. . .
. . .
xp−3ξ ⊗ e1
❘❘
xp−2 ⊗ e1
❧❧ ◗◗
xp−2ξ ⊗ e1 x
p−1 ⊗ e1
for H(dσ ⊗d0 d)e1, and
ep ⊗ x
l−2ξ
▲
ep ⊗ x
l−1
♣ ▼
xep ⊗ x
l−2ξ
◆
xep ⊗ x
l−1
q PP
x2ep ⊗ x
l−2ξ
▲▲▲
▲
x2ep ⊗ x
l−1
♣♣♣
♣
◗◗◗
◗◗◗
. . .
. . .
xp−2ep ⊗ x
l−2ξ
❘❘
xp−2ep ⊗ x
l−1
❧❧ ❘❘
xp−2ep ⊗ x
l−2ξ xp−1ep ⊗ x
l−1.
for H(dσ ⊗d0 d)el for l ≥ 2, where we have used Lemma 38 to move all the ξ to the
rear.
To see the twist by τ , note that internal multiplication by x⊗ ξ can be identified with
the negative of internal multiplication by ξ ⊗ x, by Lemma 38. 
It is easy to see that ξ ⊗ ξ ∈ dσ ⊗ d lies in the kernel of the differential, but not the
image, hence contributes to homology; this factor of homology has zero intersection
with the factor of (dep)
σ ⊗ e1d described above, since the components ξeh⊗ ep+1−hξ
of ξ⊗ξ in homology all belong to a subquotient of (deh)
σ⊗ep+1−hd for 1 ≤ h ≤ p−1.
These components ξeh⊗ep+1−hξ of ξ⊗ξ for 1 ≤ h ≤ p−1, shifted by −1 in j-degree,
thus give us the factor d0 of homology.
The case i = −2. Following the super sign convention, the left differential on the dg
d-d-bimodule dσ ⊗d0 d
σ ⊗d0 d is given by
d(a⊗b⊗c) = (−1)|a|k(ax⊗ξb⊗c+aξ⊗xb⊗c)+(−1)|a|k+|b|k(a⊗bx⊗ξc+a⊗bξ⊗xc).
for a, b ∈ dσ, c ∈ d.
Lemma 40. w = (ξ ⊗ ξ ⊗ 1 − 1 ⊗ ξ ⊗ ξ) ∈ dσ ⊗ dσ ⊗ d lies in the kernel of the
differential.
Proof. This is a straightforward computation. There is no nontrivial super-commutation
involved since ξ has k-degree zero. 
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The two dimensional subspace ep ⊗ (e1dep)
σ ⊗ e1 of d
σ ⊗ dσ ⊗ d which has basis
given by {ep ⊗ x
p−1 ⊗ e1, ep ⊗ x
p−2ξ ⊗ e1} maps to zero under the differential, and
represents the two composition factors of dσ ⊗ dσ ⊗ d isomorphic to p ⊗ 1op (where
again i denotes the simple at vertex i). Since as an ungraded bimodule, M has a two
dimensional top isomorphic to (p⊗1op)⊕2, we conclude that the factor M of homology
is generated as a bimodule by {ep ⊗ x
p−1 ⊗ e1, ep ⊗ x
p−2ξ ⊗ e1}.
We know that w = (ξ ⊗ ξ ⊗ 1− 1⊗ ξ ⊗ ξ) ∈ dσ ⊗d0 d
σ ⊗d0 d lies in the kernel of the
differential but not the image, hence contributes to homology; this factor of homology
has zero intersection with the factor of (dep)
σ⊗ (e1dep)
σ⊗e1d described above, since
the components d ⊗ ξ ⊗ d and dσ ⊗ 〈xp−1, xp−2ξ〉 ⊗ d have different degrees in the
middle tensor. The elements elwel must be generators of the factor ddd, for 1 ≤ l ≤ p
because elFwel ∼= l ⊗ l
op as a d0-d0-bimodule, and all composition factors of the
regular bimodule for d outside the top are isomorphic to l ⊗mop for l 6= m.
Lemma 41. We have ξ ⊗ ξ ⊗ xp−1 = (−1)pxp−1 ⊗ ξ ⊗ ξ in H(dσ ⊗d0 d
σ ⊗d0 d).
Proof. We get the first element by multiplying w = (ξ⊗ ξ⊗ 1− 1⊗ ξ⊗ ξ) on the right
by xp−1, and the second by multiplying w on the left by (−1)p−1xp−1. We can show
explicitly that xw = −wx in homology, since
wx = ξ ⊗ ξ ⊗ x− 1⊗ ξ ⊗ ξx, −xw = x⊗ ξ ⊗ ξ − xξ ⊗ ξ ⊗ 1,
and both are equal to ξ ⊗ ξ ⊗ x + ξ ⊗ x∗ ⊗ ξ + x ⊗ ξ ⊗ ξ in homology thanks to the
following computations of images under the differential acting on the left:
d : ξ ⊗ 1⊗ 1 7→ (ξ ⊗ ξ ⊗ x+ ξ ⊗ x⊗ ξ + ξx⊗ ξ ⊗ 1),
d : 1⊗ 1⊗ ξ 7→ (ξ ⊗ x⊗ ξ + x⊗ ξ ⊗ ξ + 1⊗ ξ ⊗ xξ).
The result follows. 
Lemma 42. The component of H(dσ⊗d0d
σ⊗d0d) generated by w is quasi-isomorphic
to d as a d-d-bimodule.
Proof. We have xw = −wx and ξw = −wξ. So the component of homology is
given by dζ , where ζ is the automorphism that sends ξ to −ξ and x to −x. This
automorphism is inner, being given by conjugation by
∑
(−1)lel. Consequently d
ζ ∼= d
as d-d-bimodules. 
Lemma 43. The component of H(dσ ⊗d0 d
σ ⊗d0 d) generated by ep⊗ x
p−1⊗ e1 and
ep ⊗ x
p−2ξ ⊗ e1 is isomorphic to M as a d-d-bimodule.
Proof. We have
d(xep ⊗ e1x
p−2 ⊗ e2) = (−1)
p−1(x⊗ xp−1 ⊗ ξ + x⊗ xp−2ξ ⊗ x),
d(ep−1 ⊗ e2x
p−2 ⊗ e1x) = (x⊗ ξx
p−2 ⊗ x+ ξ ⊗ xp−1 ⊗ x).
Thus x ⊗ xp−1 ⊗ ξ = −x ⊗ xp−2ξ ⊗ x = ξ ⊗ xp−1 ⊗ x, so internal multiplication by
x⊗ ξ− ξ⊗x in our copy of M is zero, which means the bimodule M is untwisted. 
The case i ≤ −3.
We now assume i ≤ −3, and write a basis element inH((dσ⊗d0d)
⊗−i) as an−i+1-fold
tensor.
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Theorem 44. (i) For i even, we set
xf,−i = ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ (xp−1)⊗−i−1−2f ⊗ e1
≡ ±ep ⊗ (x
p−1)⊗−i−1−2f ⊗ (ξ ⊗ ξ)⊗f ⊗ e1
6≡ 0 ∈ H((dσ ⊗d0 d)
⊗−i)
and
yf,−i = ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ (xp−1)⊗−i−2−2f ⊗ xp−2ξ ⊗ e1
≡ ±ep ⊗ x
p−2ξ ⊗ (xp−1)⊗−i−2−2f ⊗ (ξ ⊗ ξ)⊗f ⊗ e1
6≡ 0 ∈ H((dσ ⊗d0 d)
⊗−i)
for 0 ≤ f ≤ −i−22 .
(ii) For i odd, we set
xf,−i = ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ (xp−1)⊗−i−1−2f ⊗ e1
≡ ±ep ⊗ (x
p−1)⊗−i−1−2f ⊗ (ξ ⊗ ξ)⊗f
6≡ 0 ∈ H((dσ ⊗d0 d)
⊗−i)
for 0 ≤ f ≤ −i−12 ,and
yf,−i = ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ (xp−1)⊗−i−2−2f ⊗ xp−2ξ ⊗ e1
≡ ±ep ⊗ x
p−2ξ ⊗ (xp−1)⊗−i−2−2f ⊗ (ξ ⊗ ξ)⊗f
6≡ 0 ∈ H((dσ ⊗d0 d)
⊗−i)
for 0 ≤ f ≤ −i−32 .
For f < −i−22 , the elements xf,−i and yf,−i generate the possibly twisted copy of M
in the corresponding homological degree as a bimodule. For f = −i−12 (and i odd),
xf,−i generates a possibly twisted copy of M .
Proof. In all cases the equivalence in homology of the two given representatives follows
from Lemma 41. We proceed by induction on i. Cases i = −1 and i = −2 have been
examined above. So assume the statement is true for −i+1, i.e. xf,−i+1 and yf,−i+1
are nonzero in H((dσ ⊗d0 d)
⊗−i+1) for f ≤ −i−32 and generate copies of M as a
bimodule. In particular, this means that xf,−i+1x
p−1 and yf,−i+1x
p−1are nonzero in
H((dσ ⊗d0 d)
⊗−i+1). But since H((dσ ⊗d0 d)
⊗−i)e1 = H((d
σ ⊗d0 d)
⊗−i+1)ep ⊗ e1,
this means that
xf,−i+1x
p−1 ⊗ e1 = xf,−i
and
yf,−i+1x
p−1 ⊗ e1 = ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ (xp−1)⊗−i−3−2f ⊗ xp−2ξ ⊗ xp−1 ⊗ e1
≡ ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ (xp−1)⊗−i−2−2f ⊗ xp−2ξ ⊗ e1
= yf,−i
are non-zero in H((dσ ⊗d0 d)
⊗−i). Since epMe1 is two dimensional, we see that they
must be the generators of the corresponding copy of M . It remains to consider the
cases i even, f = −i−22 and i odd, f =
−i−1
2 . For the first case, we know by the
inductive assumption that
xf,−i+1 = ep ⊗ (ξ ⊗ ξ)
⊗f ⊗ e1
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is non-zero in homology and generates a copy of M . In particular this means that
xf,−i+1x
p−1 and xf,−i+1x
p−2ξ are non-zero and, arguing as above, wee see that
xf,−i+1x
p−1 ⊗ e1 = xf,−i and xf,−i+1x
p−2ξ ⊗ e1 = yf,−i are nonzero in H((d
σ ⊗c0
d)⊗−i) and because epMe1 is two dimensional, generate a copy of M . Now con-
sider the case where i is odd and f = −i−12 , i.e. consider the element x−i−12 ,−i
=
ep ⊗ (ξ ⊗ ξ)
−i−1
2 ⊗ e1. This is obviously in the kernel, but not in the image of the
differential and hence non-zero in H((dσ⊗d0 d)
⊗−i). Since epMe1 is one dimensional,
it must be the generator of the corresponding copy of H(dσ ⊗d0 d). 
The remaining homology is given as follows:
Lemma 45. (i) For i even, the elements elw
−i
2 el (for 1 ≤ l ≤ p) generate, as a
d-d-bimodule the factor isomorphic to d in H((dσ ⊗d0 d)
⊗−i).
(ii) For i odd, the elements el(ξ ⊗ ξ)
⊗ 1−i2 el for 1 ≤ l ≤ p− 1 generate the bimodule
isomorphic to d0σ in H((dσ ⊗d0 d)
⊗−i).
Proof. For i even, the elements elw
−i
2 el for 1 ≤ l ≤ p are certainly in the kernel of
the differential, and the elements are not in the image of differential, for lack of tensor
factors x. They must be generators, because el(Fw
−i
2 )el ∼= l ⊗ l
op as an ungraded
d
0-d0-bimodule, and all composition factors of the regular bimodule for d outside the
top are isomorphic to l ⊗mop for l 6= m.
For i odd, the given elements have ξ in every tensor factor, hence are non-zero in
H((dσ ⊗d0 d)
⊗−i). They generate the desired semi-simple bimodule since that is all
the homology not accounted for by factors isomorphic to M and M . 
9.6. The d-d-bimodule structure of Υ≤1. Suppose p ≥ 3. Due to our analysis in
Lemma 29 we do not care about the entire algebra structure of Υ: all we want to
know about the product is what it looks like when composed with projection onto the
subspace uTd(u
−1), which we denote by Υ≤1.
Lemma 46. As j-graded d-d-bimodules, Υ− can be identified with the homology of
d
M
τ
〈1〉
0 // d0σ〈1〉
M〈−p+ 1〉
0 // d
M τ 〈−2p+ 1〉
0 // M
τ
〈1〉
0 // d0σ〈1〉
M〈−3p+ 1〉
0 // M〈−p+ 1〉
0 // d
......
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As k-graded d-d-bimodules, Υ− can be identified with the homology of
d
M
τ
[0]
0 // d0σ[−1]
M [p− 1]
0 // d[−1]
M τ [2p− 2]
0 // M
τ
[1]
0 // d0σ[−2]
M [3p− 3]
0 // M [p− 2]
0 // d[−2]
......
Proof. As in Proposition 37 rows correspond to ui, for i ∈ Z≤0. The Lemma is obtained
from Proposition 37 by applying homology, using Remark 31, and noting that there is
no nonzero map between M
τ
and d0σ, since as left d-module, all simples in the top of
M
τ
are isomorphic to the simple at the vertex p, and d0σ is preciesly a direct sum of
the other simples. It remains to check that d splits off from M in homology in u−2.
To see this, recall that it is generated as a bimodule by ξ ⊗ ξ ⊗ 1− 1⊗ ξ ⊗ ξ, whereas
the copy of M is generated as a bimodule by ep ⊗ x
p−1 ⊗ e1 and ep ⊗ x
p−2ξ ⊗ e1.
Since p ≥ 3 the middle term in the tensor generating d has different radical degree
from the middle term in the tensors generating M . As images of monomials in x and
ξ under the differential on u−2 have middle terms with identical radical degrees, whilst
multiplying such a monomial on the left or right by a monomial in d does not alter the
radical degree of the middle term, there is a splitting as required. 
Rewriting the above expressions we see that as j-graded d0-d0-bimodules, Υ≤1 can be
identified with
d
0σ〈1〉
d
M
τ
〈1〉 ⊕ d0σ〈1〉
M〈−p+ 1〉 ⊕ d
M τ 〈−2p+ 1〉 ⊕ M
τ
〈1〉 ⊕ d0σ〈1〉
M〈−3p+ 1〉 ⊕ M〈−p+ 1〉 ⊕ d
......
whilst as k-graded d0-d0-bimodules, Υ≤1 can be identified with
d
0σ
d
M
τ
⊕ d0σ
M [p− 1] ⊕ d
M τ [2p− 2] ⊕ M
τ
⊕ d0σ
M [3p− 3] ⊕ M [p− 1] ⊕ d
......
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Theorem 47. The algebra Υ− is isomorphic to the algebra given by
Td(M〈1〉u⊕ d
0σ〈1〉v)⊗F F [w]
modulo the relations v2 = 0, uv = −vu = w, the relations xu = −ux, xv = −vx,
ξu = uξ, ξv = vξ for x, ξ ∈ d, and relations that ensure products on the generators
M and d0σ are given by the maps
γ : M ⊗ d0σ → dw, γ : d0σ ⊗M → dw
defined in Lemma 36; here u, v, and w are formal variables.
Proof. Again, to simplify notation, we omit shifts in j-degree. It is clear from the defin-
ing relations, and properties of the bimodules, that the algebra defined by generators
and relations is a quotient of the space
d
M
τ
u ⊕ d0σv
Mu2[p− 1] ⊕ dw
M τu3[2p− 2] ⊕ M
τ
uw ⊕ d0σvw
Mu4[3p− 3] ⊕ Mu2w[p− 1] ⊕ dw2
......
as a d-d-bimodule. Thanks to the relations between u, x, and ξ, we have Mui ∼= M τ
i
as d-d-bimodules. We now observe the existence of an algebra homomorphism from
the algebra defined above to Υ− which identifies Mu ⊕ d0σv with u−1, identifies v
with (ξ ⊗ ξ), identifies Mu2 with the component M of H(u−2), and identifies w with
the elementw = ξ ⊗ ξ ⊗ 1 − 1 ⊗ ξ ⊗ ξ ∈ u−2 from Lemma 40. Note the relation
uv = −vu comes from the fact that the sign preceding 1⊗ ξ⊗ ξ in ξ⊗ ξ⊗ 1− 1⊗ ξ⊗ ξ
is the negative of the sign preceding ξ ⊗ ξ ⊗ 1. The preceding lemma implies that we
have an algebra isomorphism from the homology of this algebra to Υ−. 
We can extend the above to include multiplication by the subspace H(u), which we
identify with d0σ〈1〉[0]z, where z is a formal central variable. The products
Muawb ⊗ d0σz→Mua−1wb, d0σz⊗Muawb →Mua−1wb,
Muwb ⊗ d0σz→ dwb, d0σz⊗Muwb → dwb,
are given by maps γ; the products
dw
b ⊗ d0σz→ d0σvwb−1, d0σz⊗ dwb → d0σvwb−1
are given by multiplication followed by projection; and the product of d0σz and d0σv
is zero.
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In this section, we have described the product on Υ≤1 in its entirety: the space is
isomorphic to
d
0σ
d
M
τ
⊕ d0σ
M ⊕ d
M τ ⊕ M
τ
⊕ d0σ
M ⊕ M ⊕ d
......
and all products on these components are described by the natural mapsM⊗M →M ,
M ⊗ d → M , d ⊗M → M , and ±γ; we use here the natural bimodule isomorphism
τM τ ∼= M that sends xl⊗xm ∈ τLl⊗L
τ
r to (−1)
l+mxl⊗xm. We describe a polytopal
version of this in section 9.8.
Example 48. Let p = 3. Then d3 is the subalgebra of the algebra computed in Section
3 given by the first three idempotents. In this example we illustrate that computing
OFO
2
Υ(F [z, z
−1]) does indeed give the algebra defined in Section 3 by computing the
last (and largest) projective. In the first step, we just obtain OΥ(F [z, z
−1]) = Υ. As
we apply OF in the end we need to concentrate only on the part of i-dgree 0, i.e. d.
Now to obtain the 9-th projective, we identify 9 = (3−1)3+3 with its 3-adic expansion
(3, 3). Our algorithm then tells us that we need look at the third projective in d, which
has jk-graded Loewy series
30
0
✁✁ ❇
❇
20
1
❁❁
21
−1
⑥⑥ ❊
❊
11
0
12
−2
so by tensoring the quotient 300 with the third projective of d, we should get a quotient
90
0
✁✁ ❇
❇
80
1
❁❁
81
−1
⑥⑥ ❋
❋
71
0
72
−2
.
The simple subquotient 201 should be tensored with H(u)e3 = 1
0
1, to give a simple
subquotient (2, 1)02 which we identify with 4
0
2. The simple 2
1
−1 should be tensored with
H(u−1)e3 which is the direct sum of a simple 1
0
1 (from d
0σ〈1〉) and the indecomposable
left summand of Mτe3〈1〉 = Mτe3〈1〉 (the truncation is only seen on Me1) which has
Loewy filtration
31
−1
❊❊
32
−3
②② ❊
❊
22
−2
❊❊
23
−4
②② ❊
❊
13
−3
14
−5
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to obtain a subquotient (again identifying (2, 1), (2, 2), (2, 3) with 4, 5, 6 respectively)
62
−2
❊❊
63
−3
②② ❊
❊
53
−3
❊❊
54
−5
②② ❋
❋
44
−4
45
−6
.
The simple 110 should be tensored with de3 to obtain
31
0
✁✁ ❇
❇
21
1
❁❁
22
−1
⑥⑥ ❊
❊
12
0
13
−2
and finally the simple 12−2 should be tensored with H(u
−2)e3, which is isomorphic to
the direct sum of de3 giving a submodule
32
−2
②② ❊
❊
22
−1
❊❊❊
22
−1
②②②
❊❊
12
0
13
−2
and Me3〈−2〉[2] which has Loewy filtration
33
−4
❊❊
34
−6
②② ❊
❊
24
−5
❊❊
25
−7
②② ❊
❊
15
−6
16
−8
and hence, when tensored with 12−2, produces a submodule
35
−6
❊❊
36
−8
②② ❊
❊
26
−7
❊❊
27
−9
②② ●
●
17
−8
18
−10
.
All of these are visible in the projective given in Section 3 and exhaust the module.
9.7. The case p = 2.. In the preceding section we assumed p ≥ 3. Here we explain
how to adapt the results to the case p = 2. This case is exceptional because when
p = 2 we can extend Ll by a projective d-module. We do not need to worry about
signs because 1 = −1 modulo 2.
Let Sh(x, ξ) be the collection of polynomials in x and ξ of degree h, a vector space of
dimension h+ 1. We have a natural product map
Sh1(x, ξ)⊗ Sh2(x, ξ)→ Sh1+h2(x, ξ).
For i < 0, we define V−i to be the d-d-bimodule
S−i−1(x, ξ)
S−i(x, ξ)l ⊕ S
−i(x, ξ)r
S−i+1(x, ξ)
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where x and ξ act by left multiplication sending S−i−1(x, ξ) to S−i(x, ξ)l, sending
S−i(x, ξ)r to S
−i+1(x, ξ), sending S−i(x, ξ)l and S
−i+1(x, ξ) to zero; where x and
ξ act by right multiplication sending S−i−1(x, ξ) to S−i(x, ξ)r, sending S
−i(x, ξ)l to
S−i+1(x, ξ), sending S−i(x, ξ)r and S
−i+1(x, ξ) to zero. We have
S−i−1(x, ξ) = e2V−ie1, S
−i(x, ξ)l = e1V−ie1,
S−i(x, ξ)r = e2V−ie2, S
−i+1(x, ξ) = e1V−ie2
Lemma 49. Let p = 2. The homology of ui is isomorphic to V−i, for i < 0.
Proof. The top has a basis of elements of the form 1 ⊗ a1 ⊗ ... ⊗ a−i−1 ⊗ 1, where
a1, ..., a−i−1 is a list of letters consisting of l xs and i− 1− l ξs. The basis element is
independent of the order of the elements in the list. 
The product on Υ− is given by the product on the algebra S(x, ξ) whenever degrees
and idempotents match up appropriately, and zero otherwise; for example the product
of S−il and S
−i
r is zero, whilst the product S
−i
l ⊗ S
−i
l → S
−2i
l is given by the natural
product on S(x, ξ).
The action of Υ1 = 〈e1 ⊗ e2, e2 ⊗ e1〉 on Υ
i for i ≤ 1 is given here by the maps
Υ1 ⊗Υi → Υi+1, Υi ⊗Υ1 → Υi+1
which are the identity on a component Sh(x, ξ) ⊂ Υi,Υi+1 whenever idempotents
match up appropriately, and zero otherwise.
9.8. Polytopal basis for Υ≤1. For a small correction to this basis, see Section
10.9. This mistake does not affect the cardinality or the ijk-degree, but does
need to be corrected for multiplication to be correct as stated.
We first define monomials in Υ. These form a collection of elements each of which is
determined by its jk-degree and, upon multiplying on the left and right by idempotents
es, gives an element of a basis of Υ, or zero.
We define a monomial in Υ0 to be an element of Υ0 = d with representative xlξ, for
some l. We define a monomial in Υi, for i ≤ −1, to be an element of Υi = H(u⊗i)
with representative xlξw
−i
2 or xlw
−i
2 for i even and elξ
⊗1−iel for i odd (see Lemma
45) or xmxf,−ix
l, xmyf,−ix
l (see Theorem 44). We say there is a unique monomial
in Υ1, namely 1.
Theorem 50.
dim esΥ
ijket ≤ 1
for all i ∈ Z≤1, j, k ∈ Z, 1 ≤ s, t ≤ p.
Proof. Suppose p ≥ 3. Υi is the homology of ui, for i ∈ Z≤0, which is the homology
of
M〈(i+ 1)p+ 1〉[(i+ 1)(p− 1)]⊕M〈(i+ 3)p+ 1〉[(i+ 3)(p− 1)− 1]⊕
...⊕M〈−p+ 1〉[p+
i
2
]⊕ d[
i
2
]
for i even, and the homology of
M τ 〈(i + 1)p+ 1〉[(i+ 1)(p− 1)]⊕M τ 〈(i+ 3)p+ 1〉[(i− 1)(p− 1)]⊕
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...⊕M τ 〈1〉[
i + 1
2
]→ d0σ〈1〉[
i− 1
2
]
for i odd. In either case, the number of ξs appearing in any monomial in Υ determines
which bimodule factor M , d, d0σ that monomial appears in. The number of ξs ap-
pearing in a monomial can be computed from the jk-degree of that monomial, since
ξ ∈ d has jk-degree (1, 0) whilst x has jk-degree (−1, 1). Therefore the ijk-degree
of a monomial determines which component Υi and which bimodule factor M [l], d[0],
d
0σ of that component that monomial appears in. To establish that dim esΥ
ijket ≤ 1,
it is enough for us to observe that a monomial element of esMet or esdet is determined
by its jk-degree, which is the case since it is determined by the number of xs and ξs
appearing.
The case p = 2 is similar. 
Lemma 51. The polytope Pd corresponding to d is the set of elements (s, j, k, t) ∈ Z
4
such that 1 ≤ s ≤ t ≤ p, 0 ≤ j + k ≤ 1, t− s = j + 2k and that k = j = 0 if s = t.
The polytope P0 corresponding to d
0σ is the set of elements (s, j, k, t) in Z4 such that
t+ s = p+ 1, 1 ≤ s, t ≤ p, minus the element (p, 0, 0, 1). and j = k = 0.
The polytope PM corresponding to M is the set of elements (s, j, k, t) in Z
4 such that
1 ≤ s, t ≤ p, j + 2k + 2 = t− 1− s+ p, 0 ≤ j + k + 2 ≤ 1.
The polytope PM corresponding to M is the set of elements PM minus the element
(p, 0,−1, 1).
Proof. We pick out the number of ξs in an element ofM with j+k+2, and the number
of xs with k + 2; the total number of xs and ξs is thus j + 2k + 4; the restrictions
are that the number of ξs is 0 or 1, the number of xs and ξs is at least 2, and the
number of xs and ξs is 2 + (t− 1)− (s− p); the element (p, 0,−1, 1) corresponds to
the element x⊗ ξ ∈M . This gives us the description of PM .
To obtain our description of Pd, we similarly pick out the number of ξs with j+ k and
the total number of xs and ξs with j + 2k.
The description of P0 comes since nonzero elements of esd
0σet satisfy the constraint
t+ s = p+ 1. 
Example 52. The following is a diagram of the polytope for M in case p = 3 (we
depict its structure as a left module):
31−1
0 ●
310
−2
✇ ●
210
−1 ●
211
−3
✇ ●
111
−2
112
−4
320
−1 ●
321
−3
✇ ●
221
−2 ●
222
−4
✇ ●
122
−3
123
−5
331
−2 ●
332
−4
✇ ●
232
−3 ●
233
−5
✇ ■
133
−4
134
−6
.
In the diagram an element (s, j, k, t) is written stkj . Similarly a diagram of the polytope
for d in case p = 3 is given by
110
0
220
0
② ❍
❍
120
1
121
−1
330
0
② ❍
❍
230
1 ❉❉
231
−1
✇✇ ❏
❏
131
0
132
−2
.
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We introduce integers a and b indexing the powers of u and v appearing in a homoge-
neous element of Υ≤0, see Theorem 47.
By Theorem 47 we have a basis for Υ≤0 indexed by the subset
P≤0 :={v = (s, j0, k0, a, b, t) ∈ Z
6|(s, j0, k0, t) ∈ Pd, a, b ≥ 0, a = b}
∪{v = (s, j0, k0, a, b, t) ∈ Z
6|(s, j0, k0, t) ∈ Pd0 , a, b ≥ 0, a = b− 1}
∪{v = (s, j0, k0, a, b, t) ∈ Z
6|(s, j0, k0, t) ∈ PM , a, b ≥ 0, a = b+ 1}
∪{v = (s, j0, k0, a, b, t) ∈ Z
6|(s, j0, k0, t) ∈ PM , a, b ≥ 0, a > b+ 1}.
The ijk-degree of such an element is given by the formulas
i = −a− b;
j = j0 − (a− b− 1)p+ 1 for a ≥ b+ 1, j = j0 for a = b, j = j0 + 1 for a = b− 1;
k = k0 + (a− b− 1)(p− 1) for a ≥ b+ 1, k = k0 for a ≤ b.
We define PΥ≤0 to be the corresponding set of elements (s, i, j, k, a, b, t) in Z
7. We
define PΥ≤1 to be PΥ≤0 ∪ {(s, 1, 1, 0, 0, 0, p+ 1− s) ∈ Z
7|1 ≤ s ≤ p}.
Theorem 47 leads us to the following combinatorial description of Υ≤1:
Theorem 53. Υ≤1 has basis {mv}v∈P
Υ≤1
with product given by
mumu′ =
 (−1)
aj′0+bj
′
0+ba
′
mv if v1 = u1, u7 = u
′
1, u
′
7 = v7, vl = ul + u
′
l
for 2 ≤ l ≤ 5 and v ∈ PΥ≤1 .
0 otherwise.
This is precisely the algebra described in Section 2, and using Proposition 28 as well as
the definition of Υ = HTd(u) and Lemma 29 this completes the proof of Theorem 1.
Example 54. Suppose that in the example computed in Section 3, we would like
to see the basis element that gives the non-zero Ext8(∆(1),∆(9)) in the polytopal
basis. In the construction this came from the basis element 132−2 in d with the
degree of both u, v equal to zero in the description of Theorem 47, tensored with
the basis element 134−6 of a copy of M , which belonging to u
−2 had a factor u2.
If we express this in terms of the polytopal basis we obtain a = b = 0 for the
first, with i = 0, j = −2, k = 2, hence the polytopal element (1, 0,−2, 2, 0, 0, 3)
for the first, and a = 2, b = 0, therefore i = −2, j = −6 − 3 + 1 = −8, k =
4 + 2 = 6, and hence the polytopal element (1,−2,−8, 6, 2, 0, 3) for the second.
Hence in the polytopal basis of OFO
2
Υ(F [z, z
−1]), this corresponds to the element
((1, 0, 0, 0, 0, 0, 1), (1, 0,−2, 2, 0, 0, 3), (1,−2,−8, 6, 2, 0, 3), z8). Note that the k-degree
of this element, as the sum over the k-degrees of the constituents, is given by the sum
over the fourth entries and is indeed 8.
Appendix 1: Signs.
Super sign convention. Here we record some aspects of the super sign convention
that are of relevance for us. A differential graded vector space is a Z-graded vector
space V = ⊕kV
k with a graded endomorphism d of degree 1. We write |v| for the
degree of a homogeneous element of V . We assume d can act both on the left and the
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right of V , with the convention d(v) = (−1)|v|(v)d. A differential graded algebra is a
Z-graded algebra A = ⊕kA
k with a differential d such that
d(ab) = d(a).b + (−1)|a|a.d(b),
or equivalently
(ab)d = a.(b)d+ (−1)|b|(a)d.b.
If A is a differential graded algebra then a differential graded left A-module is a graded
left A-module M with differential d such that
d(a.m) = d(a).m+ (−1)|a|a.d(m);
a differential graded right A-module is a graded right A-module M with differential d
such that
d(m.a) = d(m).a+ (−1)|m|m.d(a).
If A and B are dg algebras then a dg A-B-bimodule is a graded A-B-bimodule with a
differential which is both a left dg A-module and a right dg B-module. If AM is a left
dg A-module, then EndA(M) is a differential graded algebra which acts on the right of
M , giving M the structure of an A-EndA(M)-bimodule, the differential on EndA(M)
being given by m.(φ)d = ((m)φ)d − (−1)|φ|((m)d)φ. If MB is a right dg A-module,
then EndA(M) is a differential graded algebra which acts on the left of M , giving M
the structure of an EndB(M)-B-bimodule, the differential on EndB(M) being given
by d(φ).m = d(φ.m) − (−1)|φ|φ.d(m).
If AMB and BNC are dg bimodules where A, B, and C are dg algebras, then M ⊗BN
is a dg A-C-bimodule with differential
d(m⊗ n) = d(m) ⊗ n+ (−1)|m|m⊗ d(n).
If AMB and ANC are dg bimodules where A, B, and C are dg algebras, thenHomA(M,N)
is a dg B-C-bimodule with differential
d(φ(m)) = d(φ)(m) + (−1)|φ|φ(d(m)).
Appendix 2: Koszul duality.
Here we give an account of Koszul duality for Koszul algebras, synthesising the work
of Beilinson, Ginzburg, and Soergel, and Keller [1], [5].
In what follows we will exceptionally denote homological degree by h rather than k,
because the homological h-grading on the Koszul algebras described here is different
from the homological k-grading for the Koszul algebra d used in the rest of the paper.
Vector space duals. Let A0 be a direct product of finitely many fields, thought of as
an algebra. We write M∗ for the F -linear graded dual of a graded vector space over
F ; the dual of a component in degree j lies in degree −j; if M is an A-B-bimodule,
then M∗ is a B-A-bimodule. Given a right A0-module M with dual M∗, we have
an isomorphism (Me)∗ ∼= e(M∗) for each primitive idempotent e in A0; we write ηM
for the sum η : A0 → M ⊗A0 M
∗ of units F ∼= A0e → Me ⊗F eM
∗. If M is an
A0-A0-bimodule, then η is a homomorphism of A0-A0-bimodules. We have a fixed
isomorphism A0 ∼= A0∗ which sends 1 ∈ F to its dual in F ∗.
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Quadratic duals. Let A = TA0(A
1)/R, with R ⊂ A1 ⊗A0 A
1 be a quadratic algebra
whose degree zero part is A0 and whose degree one part A1 is finite dimensional. Let
A! = TA0(A
!−1)/R! be its quadratic dual, where the A0-A0 bimodules A1 and A!−1,
and the short exact sequences of A0-A0-bimodules
0→ R→ A1 ⊗A0 A
1 → A2 → 0
0← A!−2 ← A!−1 ⊗A0 A
!−1 ← R! ← 0,
are duals of each other. The grading that is implicit here is the radical grading, or r-
grading: we insist A is generated in r-degrees 0 and 1, and A! is generated in r-degrees
0 and −1.
Differential bimodules. The composition
A0
ηA1⊗
A0
A1
// (A1 ⊗A0 A
1)⊗A0 (A
!−1 ⊗A0 A
!−1) // A2 ⊗A0 A
!2
is equal to zero, because the first map can be written
∑
i(bi⊗ b
∗
i )+
∑
j(b
!∗
i ⊗ b
!
i) where
{bi} is a basis for R with dual basis {b
∗
i } and {b
!
i} is a dual basis for R
! with dual basis
{b!∗i }. Consequently the space A ⊗A0 A
! is a differential bimodule, with differential
given by the composition map
A⊗A0 A
! ∼−→ A⊗A0 A
0 ⊗A0 A
! 1⊗η⊗1−→ A⊗A0 A
1 ⊗A0 A
!−1 ⊗A0 A
! −→ A⊗A0 A
!
We denote this differential bimodule C. This differential acts naturally on the inside of
C which is a little awkward notationally: we adopt the convention that this differential
applied to a⊗ α is written
d
(a ⊗ α)
.
Suppose that A is an rh-graded algebra with an A0-A0-bimodule decomposition A1 =
A10 ⊕ A11; thus the r-degree 1 part A1 of A decomposes as a direct sum of a h-
degree 0 part and a h-degree 1 part. We have A!−1 = A1∗, and write A!−11 = A10∗,
A!−10 = A11∗. Thus A!−1 = A!−10 ⊕ A!−11, and A! are h-graded algebras, in such
a way that the differential on C has h-degree one. If we want to write down the
corresponding map on the left or right we apply the super sign convention:
d(a⊗ α) = (−1)|a|h
d
(a ⊗ α)
(a⊗ α)d = (−1)|α|h
d
(a ⊗ α)
There are only two ways in which we can obtain a left and right differential this way:
either A is concentrated in h-degree 0, or A! is concentrated in h-degree 0. From now
on we assume that one of these is the case. In this way we give C the structure of a
differential h-graded A-A!-bimodule. We denote by C ! = A! ⊗A0 A the corresponding
differential bigraded A!-A-bimodule. The left Koszul complex is the differential rh-
bigraded A-A!-bimodule
Kl = C ⊗A! A
!∗ ∼= A⊗A0 A
!∗.
Adjunction. Given a pair of rh-graded modules M and N we define Hom(M,N) to
be the sum of the spaces of rh-graded homomorphisms from M to N shifted in degree
by (r, h). We have
HomA(A⊗A0 A
!∗,M) ∼= HomA0(A
!∗,M) ∼= A! ⊗A0 M ∼= A
! ⊗A0 A⊗A M,
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by adjunction and the fact that A0 is semisimple. Consequently, there is an equivalence
of functors between categories of differential rh-bigraded modules
HomA(Kl,−) ∼= C
! ⊗A − : A -dbigrrh → A
! -dbigrrh,
and therefore an adjunction (Kl ⊗A! −, C
! ⊗A −); we have a homomorphism of differ-
ential rh-bigraded bimodules ρl : Kl ⊗A! C
! → A corresponding to the counit of this
adjunction given by the composition of natural maps
A⊗A0 A
!∗ ⊗A0 A→ A⊗A0 A
0∗ ⊗A0 A→ A⊗A0 A→ A;
we have a homomorphism of differential rh-bigraded bimodules φl : A
! → C ! ⊗A Kl
corresponding to the unit of this adjunction given by the composition of natural maps
A! → HomA(Kl,Kl) ∼= HomA!(A
!, C ! ⊗A Kl) ∼= C
! ⊗A Kl.
Let us explain why the differentials on C ! andKl match under the natural isomorphisms.
Here is a diagram depicting the counit of the adjunction
A
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲ rrrrrrrrrrrrrrrrrrrrrrrrrrr
⊗A0 A
!∗
❆❆
❆❆
❆❆
❆❆ ⑧⑧⑧⑧⑧⑧⑧⑧
⊗ A! ⊗A0 A
F
A
The map sends a ⊗ α ⊗ α′ ⊗ a′ to a〈α, α′〉b. Under the differential on Kl we obtain
the map sending a⊗ α⊗ α′ ⊗ a′ to
∑
x ax〈x
∗α, α′〉b; under the differential on C ! we
obtain the map sending a⊗ α⊗ α′ ⊗ a′ to
∑
x a〈α, α
′x∗〉xb; these maps are identical
by the super sign convention since whenever 〈α, α′〉 is nonzero for homogeneous α and
α′, we have |α|h + |α
′|h = 0, and |x|h|x
∗|h is always zero.
The algebra A0 admits the structure of a differential bigraded A-A!-bimodule: we
have zero differential, and all elements of strictly positive or strictly negative degrees
act as zero. There is a natural homomorphism of differential bigraded A-modules
πl : Kl → A
0 given by πl = ρl⊗A1A0 . There is a natural homomorphism of differential
bigraded A-modules ιl : A
0 → Kl given by 1A0 ⊗A! φl.
Koszul algebras. The algebra A is said to be Koszul if πl is a quasi-isomorphism.
This is equivalent to ιl being a quasi-isomorphism, or ρl being a quasi-isomorphism, or
φl being a quasi-isomorphism. Since the Koszul complexes for A and A
! are duals of
each other, A is Koszul if and only if A! is Koszul.
We have a category A -dbigrrh whose objects are differential rh-bigraded modules.
Localising the quasi-isomorphisms gives us a triangulated category D(A -dbigrrh). If A
is Koszul then we have adjoint equivalences of derived categories of differential bigraded
modules
D(A -dbigrrh)
HomA(Kl,−)..
D(A! -dbigrrh)
Kl⊗A!−
nn .
We now restrict to the case in which A is concentrated in homological degree 0.
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We give A the structure of a differential rh-bigraded algebra as follows: A is concen-
trated entirely in h-degree 0, whilst A! is concentrated in positive degrees; the h-grading
on A! is the negative of the r-grading.
Writing Cr,h = Ar+h ⊗A0 A
!−h, we give C the structure of a differential bigraded A-
A!-bimodule; the differential has (r, h)-degree (0, 1). Writing C !r,h = A!−h⊗A0 A
r+h,
we give C ! the structure of a differential bigraded A!-A-bimodule; the differential has
(r, h)-degree (0, 1).
The left Koszul complex is the differential bigraded A-A!-bimodule Kl = C ⊗A! A
!∗ ∼=
A⊗A0 A
!∗, where the bigrading is given by
Kr,hl = A
r+h ⊗A0 A
!∗−h = Ar+h ⊗A0 A
!h∗;
we denote by K !l = C
! ⊗A A
∗ the left Koszul complex for A!; the differential has
(r, h)-degree (0, 1).
There is a natural homomorphism of differential bigraded A-modules πl : Kl → A
0
obtained by tensoring 1C on the right with the dual of the embedding A
0 → A! and
on the left the homomorphism A→ A0 which sends all elements of positive degree to
zero. The algebra A is Koszul if πl is a quasi-isomorphism. In that case, the structures
described above collapse favourably:
Theorem 55. (Beilinson, Ginzburg and Soergel [1], Keller [5]) Suppose A is Koszul.
Then the map
A! → Ext•A(A
0, A0)
induced by the action of A! on Kl is an isomorphism; if A
! is finite dimensional, then
we have adjoint equivalences of bounded derived categories
Db(A -grr)
HomA(Kl,−)..
Db(A! -grr)
Kl⊗A!−
mm ,
where A -grr is the category of r-graded modules for A. We have adjoint equivalences
of derived dg categories
Ddg(A)
HomA(Kl,−)--
Ddg(A
!)
Kl⊗A!−
mm .
where Ddg(A) is the derived category of differential h-graded modules for A.
Remark 56. Obviously
CC !CC !...CC ! ∼= A⊗A0 A
! ⊗A0 A⊗A0 ...⊗A0 A,
CC !CC !...CC !C ∼= A⊗A0 A
! ⊗A0 A⊗A0 ...⊗A0 A
!,
where there is one more tensor factor on the right hand side of the isomorphisms than
on the left hand side. If A is Koszul, then we have quasi-isomorphisms
KlK
!
lKlK
!
l ...KlK
!
l ← A
∗ ⊗A0 A
!∗ ⊗A0 ...⊗A0 A
∗,
KlK
!
lKlK
!
l ...KlK
!
lKl ← A
∗ ⊗A0 A
!∗ ⊗A0 ...⊗A0 A
!∗,
where there is one fewer tensor factor on the right hand side of the quasi-isomorphism
than on the left hand side (here we write MN for a tensor product M ⊗A N). The
complex CC !CC !...CC ! is quasi-isomorphic to the dual of KlK
!
lKlK
!
l ...KlK
!
l , where
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there are two more tensor factors in the second term; the complex CC !CC !...CC !C is
quasi-isomorphic to the dual of K !lKlK
!
l ...KlK
!
lKlK
!
l , where there are two more tensor
factors in the second term.
Remark 57. There is a right Koszul complex Kr = A
∗ ⊗A C which is obtained by
tensoring C on the left with A∗. We have an adjunction (C ! ⊗A −,Kr ⊗A! −). We
have a homomorphism of dg bimodules φr : C
! ⊗A Kr → A
! corresponding to the
counit of this adjunction. We have a dg homomorphism πr : A
0 → Kr obtained by
taking the dual of π!l, which is a quasi-isomorphism if and only if A is Koszul. We have
an an analogue of Theorem 55 for the right Koszul complex.
10. Appendix 3: Corrections to Section 5
This section should replace Section 5.
10.1. The 2-category T . Let T denote the collection of pairs (A,M) where A is a
differential k-graded algebra and M is a differential k-graded A-A-bimodule.
The collection T in fact forms the set of objects of a 2-category: 1-morphisms between
two objects (A,M) and (B,N) are given by a pair (S, φS), consisting of a differential
(bi-)graded A-B-bimodule ASB and a quasi-isomorphism
φS : S ⊗B N →M ⊗A S;
2-morphisms from (S, φS) to (T, φT ) are given by homomorphisms of differential (bi-
)graded A-B-bimodules f : S → T such that the diagram
S ⊗B N
φS //
f⊗id

M ⊗A S
id⊗f

T ⊗B N
φT // M ⊗A ST
commutes.
Definition 58. We define a Rickard object of T to be an object (A,M) of T , where
AMA ∈ A -perf ∩perf-A, the natural morphism of dg algebras A → EndA(M) is
a quasi-isomorphism, there is a quasi-isomorphism A → HA, and HA is a finite-
dimensional algebra of finite global dimension.
For a Rickard object (A,M) of T , write M−1 for HomA(M,A).
Definition 59. We define a j-graded object of T to be an object (a,m) of T , where
a =
⊕
ajk is a differential bigraded algebra, and m =
⊕
mjk a differential bigraded
a-a-bimodule, and aj• = mj• = 0 for j < 0.
10.2. The operator O. Let (a,m) be a j-graded object of T . We define
Oa,m  T
to be the operator given by
Oa,m(A,M) = (a(A,M),m(A,M)),
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where
α(A,M) = (α0 ⊗A)⊕ (
⊕
j>0
αj ⊗M⊗Aj)
for α ∈ {a,m}. The algebra structure on
⊕
ajk ⊗F M
⊗Aj is the restriction of the
algebra structure on the tensor product of algebras a⊗TA(M), where TA(M) denotes
the tensor algebra ofM over A. The k-grading and differential on the complex
⊕
ajk⊗
M⊗Aj are defined to be the total k-grading and total differential on the tensor product
of complexes. The bimodule structure, grading and differential on
⊕
mjk⊗M⊗Aj are
defined likewise.
We remark that this extends to a 2-endofunctor of T (cf. [9, Lemma 9]).
Lemma 60. [10, Lemma 14] Let a,b, c be a differential bigraded algebras, bxa and ayc
differential bigraded modules, all concentrated in nonnegative j-degrees. Let (A,M)
be an object of T . Then
x(A,M)⊗a(A,M) y(A,M) ∼= (x⊗a y)(A,M)
as differential bigraded b(A,M)-c(A,M)-bimodules.
Given a differential bigraded a-module x, with components in positive and negative
j-degrees, we define x(A,M) to be the a(A,M)-module given by
x(A,M) = (
⊕
j<0
xj• ⊗ (M−1)⊗A−j)⊕ (x0• ⊗A)⊕ (
⊕
j>0
xj• ⊗M⊗Aj),
where M−1 := HomA(M,A).
Lemma 61. (cf.[10, Lemma 15]) Let c be a differential bigraded algebra, x and y
are differential bigraded c-modules, all concentrated in nonnegative j-degrees, and let
(A,M) be a Rickard object of T . Then we have a quasi-isomorphism of differential
bigraded (c0 ⊗A)⊗ (c0 ⊗A)op-modules
Homc(x,y)(A,M) → Homc(A,M)(x(A,M),y(A,M)).
Proof. We have previously stated this only as a quasi-isomorphism of differential bi-
graded vector spaces. However, the quasi-isomorphism we constructed in [9, Proof of
Theorem 13] is in fact a quasi-isomorphism of (c0 ⊗A)⊗ (c0 ⊗A)op-modules. 
10.3. The operator O. We now recall the definition of the operator O from [10]. Let
Γ =
⊕
Γijk be a differential trigraded algebra. We have an operator
OΓ  {Σ| Σ =
⊕
Σjk a differential bigraded algebra }
given by
(6) OΓ(Σ)
ik =
⊕
j,k1+k2=k
Γijk1 ⊗ Σjk2 .
The algebra structure and differential are obtained by restricting the algebra structure
and differential from Γ⊗Σ. If we forget the differential and the k-grading, the operator
OΓ is identical to the operator OΓ defined in the introduction.
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10.4. Comparing O and O. Throughout this section, let (a,m) be a j-graded object
of T and (A,M) ∈ T . Note that the algebra Ta(m)(A,M), formed with respect to
the j-grading on Ta(m), is a differential bigraded algebra, with
Ta(m)(A,M)
ik = ⊕jTa(m)
ijk ⊗M⊗Aj .
The algebra Ta(A,M)(m(A,M)) is a differential bigraded algebra, with
Ta(A,M)(m(A,M))
ik = (m(A,M)⊗a(A,M)i)k.
We write X i⋄• ∼= Y i⋄• to signify that X ijk ∼= Y ijk for all j, k.
We have the following lemmas.
Lemma 62. [10, Lemma 19]
(i) We have an isomorphism of objects of T
Oa,m(A,M) ∼= (OTa(m)(TA(M))
0⋄•,OTa(m)(TA(M))
1⋄•),
where the k-grading on the components of Oa,m(A,M) can be identified with
the k-grading on OTa(m)(TA(M)).
(ii) We have an isomorphism of differential bigraded algebras
OTa(m)(TA(M))
∼= Ta(m)(A,M).
(iii) We have an isomorphism of differential bigraded algebras
Ta(m)(A,M) ∼= Ta(A,M)(m(A,M)).
Suppose we are given (ai,mi) for 1 ≤ i ≤ n, and (A,M). Let us define (Ai,Mi)
recursively via (Ai,Mi) = Oai,mi(Ai−1,Mi−1) and (A0,M0) = (A,M).
Lemma 63. [10, Lemma 20]
(i) We have an algebra isomorphism
TAn(Mn)
∼= OTan(mn)...OTa1(m1)(TA(M)).
(ii) We have an isomorphism of objects of T
Oan,mn · · ·Oa1,m1(A,M)
∼= (OTa1(m1)...OTan(mn)(TA(M))
0⋄•,OTa1(m1)...OTan(mn)(TA(M))
1⋄•).
Corollary 64. [10, Corollary 21] Let a be a dg algebra and m dg a-a-bimodule. Then
we have an isomorphism of algebras
OF,0O
n
a,m(F, F )
∼= OFO
n
Ta(m)
(F [z, z−1]).
10.5. Keller duality. From now on, we always assume that our Rickard object (A,M)
has an additional vector space d-grading, such that the d-degree 0 part of A generates
the derived category D(A). Let PA be a projective resolution of the d-degree 0 part of
A and let K(A) denote the dg algebra K(A) = EndA(PA). There are mutually inverse
equivalences
Ddg(A)
HomA(PA,−)..
Ddg(K(A))
PA⊗K(A)−
mm ,
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by a theorem of Keller [5, Theorem 3.10]. Since PA is projective as an A-module, we
have a natural isomorphism of functors
HomA(P,−) ∼= HomA(PA, A)⊗A −.
Given a differential graded A-A-bimodule N , denote by K(M) the dg K(A)-K(A)-
bimodule
K(N) = HomA(PA, A)⊗A N ⊗A PA ∼= HomA(PA, N ⊗A PA).
Lemma 65. We have isomorphisms
(1) K(M−1) ∼= K(M)−1;
(2) K(M⊗Ai) ∼= K(M)⊗K(A)i for i ∈ Z.
Proof. For simplicity, write P = PA On the on hand, we have
K(M−1) ∼= HomA(P,HomA(M,A) ⊗A P )
∼= HomA(P,HomA(M,P )) ∼= HomA(M ⊗A P, P )
by definition, A-projectivity of M and adjunction. On the other hand, we have
K(M)−1 = HomK(A)(HomA(P,A) ⊗AM ⊗A P,HomA(P, P ))
∼= HomA(P ⊗K(A) HomA(P,A) ⊗AM ⊗A P, P ).
Since P is a projective generator for A, we have P ⊗K(A) HomA(P,A) = P ⊗EndA(P )
HomA(P,A) ∼= A and (i) follows. (ii) is proved similarly. 
Definition 66. Suppose that (a,m) = (a, (m,m−1)) is a j-graded Rickard object of U ,
such that a is concentrated in non-negative d-degrees and that a projective resolution
P of the degree zero part of a is differential djk-trigraded. Then K(a) inherits a
differential djk-trigrading. In this case we call (a,m) a dagger object of U .
10.6. The d-grading. While the d-grading as defined in the article is a vector space
grading with the property that taking the d-degree zero part of HOq
c,t(F, F ) gives the
direct sum of standard modules for a block of polynomial representations of G with
pq simple modules (and more generally, the graded pices provide a standard filtration
of the corresponding algebra), the grading defined on t is not a module grading over
the d-graded algebra c, and as such the d-grading on HOq
c,t(F, F ) is not an algebra
grading. An algebra grading is not needed anywhere in the article, since the iterative
construction only carries around the d-grading as an adornment, and can and should be
phrased with the d-grading being a vector space grading only (apart from in Definition
66), with the only assumption being that the differential is of d-degree 0.
10.7. Bonding.
Lemma 67. The natural maps, called bonding maps, M⊗AHomA(M,A)→ A (given
by evaluation) and HomA(M,A) ⊗A M → EndA(M)
qim
← A induce a structure of
associative algebra on
HTA(M) = H
(⊕
i≥1
M⊗Ai)⊕A⊕ (
⊕
i≤−1
(M ′−1)⊗A−i)
 .
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Proof. Setting E := EndA(M), we have a commutative diagram
M ⊗AM
−1 ⊗AM
ψ

φ // M ⊗A E
θ

M ⊗A A
ηoo
A⊗AM M ⊗E E
M M M
where φ, ψ are the bonding maps, η : m ⊗ 1 7→ m ⊗ 1 and θ : m ⊗ e 7→ m ⊗ e are
the natural maps induced by the quasi-isomorphism A→ E, and the equalities denote
the canonical isomorphisms. Indeed in the square on the left x⊗ f ⊗ y maps to f(x)y
either way, and in the right square, m ⊗ 1 gets sent to m either way. In homology, η
and θ become isomorphisms, and H(η)−1 ◦φ produces a map that makes multiplication
associative.
Similarly, the commutative diagram
M−1 ⊗AM ⊗AM
−1
φ

ψ // E ⊗AM−1
θ

A⊗AM
−1ηoo
M−1 ⊗A A E ⊗E M
−1
M−1 M−1 M−1
gives the desired associativity in homology.

10.8. Iteration. For a Rickard object (A,M), define
KTA(M) :=
⊕
i∈Z
K(M⊗Ai).
Note that this is a priori only a K(A)-K(A) bimodule but, after taking homology we
obtain
HKTA(M) = H
⊕
i∈Z
K(M⊗Ai)
∼= H
⊕
i∈Z
K(M)⊗K(A)i
∼= HTK(A)(K(M ))
(7)
which is an associative algebra thanks to Lemmas 67 and 65, with the algebra structure
induced by the bonding maps on HTA(M).
Theorem 68. Assume the following:
(i) Let (a,m) be a dagger object of T such that a is concentrated in non-negative
j-degrees.
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(ii) Let (A,M) = (A,M) be a Rickard object of T , such that
(a) both A and M are concentrated in non-negative d-degrees;
(b) M⊗j ⊗A A
0• ∼= (M⊗j)0• for all j such that a0j• 6= 0, where ()0• refers to
taking the d-degree 0 part.
(iii) (a(A,M))0• generates the derived category Ddg(a(A,M)).
Then
HKTa(A,M)(m(A,M)) ∼= OHTK(a)(K(m))HTK(A)(K(M))
Proof. Since
HKTa(A,M)(m(A,M)) = H
⊕
i∈Z
K(m(A,M)⊗a(A,M)i),
we do this for each i separately. We can choose a projective resolution of the d-degree
0 part of a(A,M) as Pa(A,M)⊗A PA (see paper).
K(m(A,M)⊗a(A,M)i)
= Homa(A,M)(Pa(A,M)⊗A PA,m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M)⊗A PA)
= HomA(PA,Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M)⊗A PA))
= HomA(PA,Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M))⊗A PA)
We now consider
Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M)).
If i ≥ 0, then m(A,M)⊗a(A,M)i ⊗a(A,M) Pa(A,M) ∼= (m
⊗ai⊗a Pa)(A,M) by Lemma
60, so by Lemma 61, we obtain a quasi-isomorphism
Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M))
← Homa(Pa,m
⊗ai ⊗a Pa)(A,M),
and hence
HHomA(PA,Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M))⊗A PA)
∼= HHomA(PA,Homa(Pa,m
⊗ai ⊗a Pa)(A,M)⊗A PA)
∼= HHomA(PA,K(m
⊗ai)(A,M)⊗A PA)
∼= H
⊕
j∈Z
HomA(PA,K(m
⊗ai)j ⊗M⊗Aj ⊗A PA)
∼= H
⊕
j∈Z
K(m⊗ai)j ⊗HomA(PA,M
⊗Aj ⊗A PA)
∼= H
⊕
j∈Z
K(m⊗ai)j ⊗K(M⊗Aj)
∼=
⊕
j∈Z
HK(m⊗ai)j ⊗H(K(M)⊗K(A)j)
= OHTK(a)(K(m),K(m−1))HTK(A)(K(A),K(M ))
i•⋄
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For i < 0
Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M))
= Homa(A,M)(Pa(A,M),Homa(A,M)(m(A,M)
⊗
a(A,M)−i, a(A,M)) ⊗a(A,M) Pa(A,M))
∼= Homa(A,M)(m(A,M)
⊗
a(A,M)−i ⊗a(A,M) Pa(A,M), Pa(A,M))
∼= Homa(A,M)((m
⊗a−i ⊗a Pa)(A,M), Pa(A,M))
←qim Homa(m
⊗a−i ⊗a Pa, Pa)(A,M),
so we obtain
HHomA(PA,Homa(A,M)(Pa(A,M),m(A,M)
⊗
a(A,M)i ⊗a(A,M) Pa(A,M))⊗A PA)
∼= HHomA(PA,Homa(m
⊗a−i ⊗a Pa, Pa)(A,M)⊗A PA)
∼= HHomA(PA,K(m
⊗ai)(A,M)⊗A PA)
from where the proof continues as in the i > 0 case.
The fact that this is an isomorphism of algebras follows from the algebra structure on
both sides being naturally induced by the bonding maps on (m,m−1) and (M,M−1).
Indeed, the algebra structure on HKTa(A,M)(m(A,M)) is induced, thanks to Lemma
65, by that on HTa(A,M)(m(A,M)) which is induced by viewing it as a subalgebra
inside HTa(m)⊗HTA(M). On the other hand, OHTK(a)(K(m))HTK(A)(K(A),K(M ))
inherits its algebra structure by viewing it inside HTK(a)(K(m)) ⊗ HTK(A)(K(M ))
and the algebra structure of the latter is, again by Lemma 65, induced by that on
HTa(m)⊗HTA(M). 
This replaces Theorem 18 in the paper, and only this statement is applied in the proof
of Proposition 28, which in general form can be phrased as follows.
Corollary 69. Let (a,m) is a dagger object in T and (A,M) = Oqa,m(F, F ). Setting
(Ak,Mk) = O
k
a,m(F, F ) for k = 1, . . . q, assume that the hypotheses of Theorem 68
are satisfied for (a,m) and all (Ak,Mk). Then
HKTA(M) ∼= O
q
HTK(a)(K(m))
F [z, z−1].
Moreover, this yields an isomorphism
HK(A) ∼= OFO
q
HTK(a)(K(m))
F [z, z−1].
Proof. We prove this by induction: in case q = 0 both sides equal F [z, z−1]. We then
obtain
HKTA(M) ∼= HKTa(Aq−1,Mq−1)(m(Aq−1,Mq−1))
∼= OHTK(a)(K(m))HTK(Aq−1)(K(Aq−1),K(M q−1)) by Theorem 68
∼= OHTK(a)(K(m))HKTAq−1(Mq−1) by (7)
∼= OHTK(a)(K(m))O
q−1
HTK(a)(K(m))
F [z, z−1] by the inductive assumption
= Oq
HTK(a)(K(m))
F [z, z−1].
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The second statement follows by applying the operator OF , and noticing that when
applying it to HKTA(M), we obtain precisely HK(A). 
Proposition 28 in the paper is the direct application of this corollary to the algebras
relevant for GL2, where, setting a = c and m = t, the algebra HK(A) is the algebra
that is there called wq.
10.9. Indexing parameters a and b. In Collary 39, we missed an extension as d-
d-bimodules. of M
τ
by d0σ. The generator ep ⊗ e1 in M
τ
extends the element
ξep ⊗ e1ξ ∈ d
0σ, while only the other basis elements of d0σ, namely ξeh ⊗ ep+1−hξ
for 2 ≤ h ≤ p − 1, split off as d-d-bimodules in homology. As a consequence, in the
polytopal basis, any basis element (p−1, 0, 0, a, b, 2) ∈ P≤0 (in the portion coming from
P
d0σ
) should satisfy a = b + 1 while the basis elements (p− s, 0, 0, a, b, s+ 1) ∈ P≤0
for s = 2, . . . , p− 1 are correctly given as satisfying a = b− 1. This does not affect the
number of elements in the basis, nor the ijk-degree of the elements, but is relevant for
the multiplication as stated in Theorem 53 to be correct.
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W Yoneda extension algebras of all Weyl
modules for GL2
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〈1〉 shift in j-degree Section 5.1
[1] shift in k-degree Section 5.1
H homology functor Section 5.1
− refers to a bonded pair Section 5.2
Ta(m) tensor algebra Section 5.2
T ,U ambient 2-categories Section 5.3
P algebraic operator Section 5.5
O algebraic operator Section 5.6
D 2-functor forgetting the d-grading Section 5.7
K,K homological duality operators Section 5.8
Z zigzag algebra Section 6
c algebra encoding GL2 Section 6
t tilting module for c Section 6
t = (t˜, t˜
−1
) projective bimodule resolutions of t and
its adjoint
Section 6
d K(c) Section 7.2
d differential 7.4
u K(t˜) (3), end of Section 7.4
u
−1 K(t˜
−1
) (4), Section 7.5
u (u,u−1) Section 7.5
Υ HTd(u) Section 9
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