Abstract-This technical note presents state and output feedback shared-control algorithms for a class of linear systems in the presence of constraints on the output described by means of linear inequalities. The properties of the closed-loop shared-control systems are studied using Lyapunov arguments. Simulation results demonstrate the effectiveness of the algorithm.
control is an alternative way to address control problems with state constraints: e.g., in [11] the problem has been studied using feedback linearization and optimization tools.
Shared-control problems have also been studied in [12] , in which a continuous scalar function used to guarantee the smooth transitions between the human input and the feedback control input has been given. In [13] and [14] , the shared-control problem has been studied using some tools from [15] [16] [17] for fully-actuated, linear, mechanical systems with state-feedback and output-feedback, respectively. Since the control authority is allocated between two controllers, the human and the feedback controller, the sharing scheme based on the hysteresis switch can achieve all requirements: it is a simple scheme and does not generate oscillations. This technical note extends the results in [13] and [14] , provides formal proofs of all technical statements, and includes additional theoretical results and simulation studies. The technical note is organized as follows. Section II formulates the problem and provides basic definitions and assumptions. The main results are given in Sections III and IV in which the shared-control algorithms with full state and partial state feedback are presented followed by the description of the formal properties of the closed-loop system. Numerical examples to show the effectiveness of the proposed shared-control strategies are given in Section V. Finally, Section VI gives some conclusions and suggestions for future work.
Notation: In this technical note we mostly use standard notation. The non-standard definitions used in the technical note are as follows. Let S(t) be, for any fixed t, a set, B (x) be the ball centered at x with radius > 0,Q be the complement of the set Q. Then lim t→∞ S(t) denotes the limit, if it exists, of the set S(t) as t → ∞. The limit equals Q if and only if ∀ > 0, ∃t > 0 such that Q − ⊂ S(t) ⊂ Q + ∀ t ≥ t , where Q + = {B (x), x ∈ Q}, Q − = ((Q) + ). Let P be a set and P ⊆ R n . Then SP + T denotes the set defined as {x ∈ R n | x = Sy + T, y ∈ P}, where S ∈ R n×n and T ∈ R n . col(a, b) denotes a column vector obtained by stacking the vector b under a. Let
II. PROBLEM STATEMENT
Consider a linear system, the dynamics of which are described by the equation
where p(t) ∈ R n ,ṗ(t) ∈ R n are the states, u s (u h , u f ) ∈ R n , denoting the external input, is a function of u h (the input applied by the operator) and u f (the input applied by the feedback controller),
Note that the class of linear systems (1) models linear mechanical system in which M , K, and G are the inertia matrix, the Coulomb friction coefficient and the potential energy matrix, respectively. Together with (1), we consider an output signal where C is such that the system (1), (2) is observable. In particular, we consider two special cases:
Suppose P a is a given and compact admissible configuration set for the state of the system (1) and u h is a given human input. Then the design of the shared-control is to find (if possible) a feedback controller, a safe subset and a sharing function such that the following properties hold: 1) the configuration of the system stays in P a at all times; 2) u s does not change the aim of the human operator; 3) u s = u h if the state of the system stays in the safe subset.
Assumption 1: We assume the non-empty admissible set P a is defined by a group of linear inequalities, namely
where 
Definition 1:
The jth constraint is said to be active for some velocitẏ p ∈ R n if there exists k > 0 such that s j (p + kṗ) + t j = 0. Lemma 1: Consider the set P a in (3) and assume Assumption 1 holds. Then for any fixedṗ ∈ R n , no more than n constraints are active.
Proof: If m ≤ n, then the claim trivially holds. Consider now the case m > n. We prove the claim by contradiction. Suppose that, for a fixedṗ, (n + 1) constraints are active. Without loss of generality, assume that these are the first n + 1 constraints. Then if m ≥ n and N c = 1 if m < n. In each group there are n constraints. This is obvious if m ≥ n due to Lemma 1. The statement that "each group contains n constraints" is without loss of generality if m < n as discussed in [13] .
Definition 2: The overall state space can be divided into three subspaces, the safe set R s , the hysteresis set R h and the dangerous set R d , based on the distance and velocity towards the boundary. Relative to the ith group of active constraints
with S i invertible and T i ∈ R n , the definitions of the safe, hysteresis and dangerous sets are given by (5)
where The following example is used to give an intuitive description of the definitions of the three subsets. Consider system (1) with n = 2. Assume the admissible set is a square described by the con- Fig. 1 provides illustrations of the sets R s for different values of the velocity. In particular, the regions colored by green, yellow and red represent the safe, the hysteresis and the dangerous regions, respectively, for the values of the velocities indicated above each single subfigure.
Definition 3: The s-closed-loop and h-closed-loop systems are the system described by (1) and Mp(t) + Kṗ(t) + Gp(t) = u h , respectively. In addition, Ω h and Ω s are used to denote the Ω-limit set of the h-closed-loop and s-closed-loop, respectively.
III. DESIGN OF THE FEEDBACK CONTROLLER
In this section, we provide a feedback control design for the two cases discussed in Section II with P a defined in (3).
A. Design of the Full State Feedback Controller
Consider the ith group of constraints described by (4 defined by
where m = s 
Note that (p 
Finally, the state feedback controller u i sf is designed by standard backstepping method [18] to make the derivative of the Lyapunov function (13) negative definite and it is given by
where
B. Design of the Partial State Feedback Controller
This section discusses the design of the feedback controller in the case not all states are measurable. The first step is to design an observer for the system which is obtained from the measurements of u s and y, via a dynamical system of the form
Let A = 0
Supposep andv are estimates of p andṗ, respectively, and define the estimation error e(t) as
ṗ(t) −v(t)]
T . Then the system described by the equationė = Ae has an exponentially stable equilibrium at e = 0, i.e., there exist positive constants c, γ, and δ such that if e(0) 2 < δ, then e(t) 2 
< ce
−γt e(0) 2 for all t ≥ 0. Furthermore, there exists α > 0 and β > 0 such that |e i (t)| ≤ E for all i ∈ {1, 2, . . . , 2n}, where E = αe −βt max 1≤i≤2n |e i (0)|. Similarly to the design of the state feedback controller, we design the partial state feedback controller in the case m = n. Consider the ith group of constraints described by (4) and let
where a = [1, 1, . .
. , 1]
T and x i r is given by (6) . Then the position feedback controller relative to the ith group of active constraints is given by
wherê
We now present a preliminary result. Lemma 2: Consider
• the system (1), (2)- (10) 
)) = 0, and p(t) ∈ P a for all t ≥ 0.
Proof: To begin with, we prove that the lemma holds for the system with state feedback. Consider the ith group of active constraints, let z i = (z 
and calculate its time derivative along the trajectories of the system. This yieldsL 
. . , i I } be a sequence of active group of constraints, where i j ∈ {1, 2, . . . , N c } for all j ∈ {1, 2, . . . , I}, and the i j th group is active for the time period
From the above analysis L(t) is a multiple Lyapunov function and this implies the first claim. Furthermore,
The proof of the lemma for the system with partial state feedback is similar to that given above. A slight modification is needed for the definitions of x i and L i , i.e.,
IV. DESIGN OF THE SHARED-CONTROL LAW
This section gives shared-control laws for system (1) with full state feedback and partial state feedback, respectively.
A. Shared-Control Law With Full State Feedback
With reference to the ith group of n constraints, the state space can be partitioned into three subsets by the (5). To eliminate ambiguity for different groups of constraints, it is essential to "push" the subsets back into the (p,ṗ) coordinates using the relations
which indicates that for any fixedṗ the union of the safe, the hysteresis and the dangerous set relative to the ith group of active constraints coincides with the overall feasible state space. The overall safe, hysteresis and dangerous set for different groups of constraints are then defined as
Nc s , and they have the following property by construction:
On the basis of these subsets, the state-feedback shared-control law is then defined, similarly to [15] , as
B. Shared-Control Law With Partial State Feedback
Consistently with Section IV-A, relative to the ith group of n constraints, the feasible state space can be partitioned into three subsets as in (5), with
To use a uniform set of coordinates for different groups of constraints, we pull the subsets back into the (p,v) coordinates. This can be done using the equation , βE a) ), where α = {s, h, d}. Note that these sets have the same properties as those stated in Section IV-A. The partial state feedback shared-control law is then defined as
Consider the system (1) with the shared-control input u s given by (9)- (14) and (p(0),ṗ(0)) ∈ R s . Suppose there exists t > 0 such that p(t) ∈ P a . Then there exists
Theorem 1: Consider
• the system (1), (2)- (10) with the shared-control input u s given by (12)- (15), • the system (1) with the shared-control input u s given by (9)- (14).
Assume p(0) ∈ P a and S
Then there exists η > 0 and b 2 > b 1 > 0 such that the s-closed-loop system has the following properties.
Proof: We prove the properties hold for the system with state feedback since the proof is similar for the system with partial state feedback. As Lemma 2 states, the feedback controller (either u i sf or u i of ) is such that the state p of the system for all trajectories remain in P a . In addition, Lemma 3 states that any trajectory exiting R should first enter R d , where the feedback controller is active. As a result, the set R is forward invariant, hence claim 1) holds. If Ω h ⊂ R s , then claim 2) is a consequence of the general results in [15] , and of the fact that Ω h is the Ω-limit set of both the h-closed-loop and the s-closed-loop systems (by assumption, the former, and by the design of the shared-control law together with the feedback controller, the latter). Otherwise, as detailed in the Proof of Lemma 2, the Ω-limit set of the closed-loop system with the feedback-controller is Π Rs (Ω h ). In addition, Lemma 3 indicates that the trajectory of the system enters R d where the feedback controller is active, hence driving the state of the system back to R s before leaving the admissible set R. Therefore, claim 2) holds. Finally, claim 3) is a direct consequence of the definition of the shared-control law.
Remark 1: As detailed in [14] , the shared-control algorithms presented above can also be used for noncovex feasible regions defined by linear inequalities complemented with logic "statements."
V. NUMERICAL EXAMPLES
This section provides two numerical examples. Note that the admissible set for the second case is non-convex: this is used to illustrate the discussion in Remark 1. Further case studies can be found in [13] and [14] .
A. Convex P a
Consider a two degrees-of-freedom, linear system described by the equationsṗ Assume the admissible set P a is defined by
Let
, models the action of the human operator who "drives" the system in the set P a . This models for example the system driven by a joystick: u h 1 = 1 and u h 1 = −1 refer to the joystick in the rightmost and leftmost position, respectively; u h 2 = 1 and u h 2 = −1 refer to the joystick in the uppermost and lowermost position, respectively. We also assume that the position of the joystick relates to the human-exerted action on the system. Simulation results are given in Fig. 2 . It shows that the path resulting from the h-closed-loop enters the non-admissible region (gray, shaded), while the paths of the s-closed-loop remain in P a , thus indicating the effectiveness of the shared-control law. If the trajectory of the h-closed-loop system remains inside P a , then the trajectories of the s-closed-loop system coincide with that of the h-closed-loop system. Otherwise, the (p 1 , p 2 )-path of the s-closedloop system moves along the boundary of P a . This is consistent with claims (2) in Theorem 1. Note that in Fig. 2 the blue, dashed, curve does not coincide with the green, dotted, curve because of the estimation error caused by the observer. However, the two curves asymptotically overlap since the estimation error converges to zero as Section III-B indicates.
B. Non-Convex P a
Consider again the system (16) and the concave admissible set P a defined by 
Suppose that the desired trajectory of the system is a circle centered at (3, 2. 3) with radius √ 1.25. Simulation results are displayed in Fig. 3 . Note that even though the state p is very close to the boundary of P a at the beginning of the simulation, the (p 1 , p 2 ) path of the s-closed-loop system with full state feedback coincides with that of the h-closedloop system because the h-control drives the system states away from the boundary of P a . 
VI. CONCLUSION
We have presented a solution to the shared-control problem for a class of linear systems via full state feedback and partial state feedback. A hysteresis element is built to combine the human input and the feedback control input. Even though the shared-controller is designed for convex admissible configuration sets, it can also be used for non-convex admissible sets. Simulation results given in Section V show the effectiveness of the shared-control algorithm. Note that both the theoretical analysis and the simulations are based on the exact knowledge of the underlying model. Further work to deal with constraints on the input signal and model uncertainties are in progress.
